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Résumé : Nous présentons une méthode Galerkin discontinue d'ordre élévé pour la simulation de
la propagation d'ondes sismiques P-SV en milieu hétérogène et en deux dimensions d'espace. Le
système vitesse-contraintes du premier ordre est obtenu en supposant un milieu linéaire, isotrope et
viscoélastique, prenant ainsi en compte l'atténuation intrinsèque du milieu. La relation contraintes-
déformations dans le domaine temporel étant une convolution, qui nécessiterait une approximation
numérique très coûteuse, nous considérons la rhéologie d'un generalized Maxwell body (GMB)
remplaçant la convolution par un jeu d'équations diﬀérentielles. Il en résulte un système vitesse-
contraintes contenant des équations supplémentaires pour les fonctions anélastiques qui traduisent
l'historique de déformation du matériau. Notre méthode numérique, applicable à des maillages
triangulaires non structurés, est basée sur des ﬂux centrés et un schéma saute-mouton en temps.
L'extension en espace à l'ordre élevé est obtenue grâce à des polynômes de Lagrange, déﬁnis
localement dans chaque élément. La méthode étant explicite, elle ne nécessite pas d'inversion de
matrice de masse globale. La méthode est validée via des simulations numériques, notamment des
comparaisons avec un schéma aux diﬀérences ﬁnies.
Mots-clés : méthode Galerkin discontinue, méthode d'ordre élevé, schéma saute-mouton, équation
élastodynamique, formulation vitesse-contrainte, milieu viscoélastique
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A High-order Discontinuous Galerkin Method for Seismic
Wave Propagation in Viscoelastic Media
Abstract: We present a high-order discontinuous Galerkin method for the simulation of P-SV
seismic wave propagation in heterogeneous media and two dimensions of space. The ﬁrst-order
velocity-stress system is obtained by assuming that the medium is linear, isotropic and viscoe-
lastic, thus considering intrinsic attenuation. The associated stress-strain relation in the time
domain being a convolution, which is numerically intractable, we consider the rheology of a
generalized Maxwell body replacing the convolution by diﬀerential equations. This results in a
velocity-stress system which contains additional equations for the anelastic functions including
the strain history of the material. Our numerical method, suitable for complex triangular un-
structured meshes, is based on a centered numerical ﬂux and a leap-frog time-discretization. The
extension to high order in space is realized by Lagrange polynomial functions, deﬁned locally in
each element. The inversion of a global mass matrix is avoided since an explicit scheme in time is
used and because of the local nature of the discontinuous Galerkin formulation. The method is
validated through numerical simulations including comparisons with a ﬁnite diﬀerence scheme.
Key-words: discontinuous Galerkin method, high-order method, leap-frog scheme, elastodyna-
mic equations, velocity-stress formulation, viscoelastic medium
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1 Introduction
La simulation numérique en sismologie est devenue en quelques décennies un moyen incon-
tournable d'estimation du mouvement du sol grâce à des méthodes numériques de résolution de
plus en plus précises, une meilleure compréhension des phénomènes physiques et des calculateurs
toujours plus puissants. Dans des milieux de propagation réalistes, par exemple en présence de
fortes topographies ou dans des bassins sédimentaires dans lesquels les ondes sont piégées, il
est possible d'observer des eﬀets de site causés par les conditions géologiques et géotechniques
locales. Ces eﬀets ont été décrits par Singh et al. [53] lors du séisme Michoacan du 19 septembre
1985 qui a occasionné une forte ampliﬁcation et une augmentation de la durée du mouvement
du sol dans la ville de Mexico, construite sur un ancien lac rempli d'alluvions. La fréquence de
résonance du bassin a coïncidé, en de nombreux endroits, avec celle des bâtiments provoquant
leur eﬀondrement et la mort de plus de 20 000 personnes.
De nombreuses études numériques visent à modéliser la propagation des ondes sismiques dans
des bassins sédimentaires aﬁn d'évaluer l'ampliﬁcation des ondes et l'allongement de la durée du
signal liés à la présence d'ondes réﬂéchies, converties ou diﬀractées dans le bassin. Certaines
d'entre elles se focalisent sur l'étude de grands bassins sédimentaires, aux Etats-Unis, au Japon
ou en Nouvelle-Zélande (par exemple, Olsen et Archuleta [45], Satoh et al. [49], Komatitsch et al.
[30], Benites et Olsen [2] ou Guidotti et al. [23]). D'autres étudient la propagation des ondes dans
des bassins plus petits comme celui de Nice (Semblat et al. [51], Gélis et al. [21], Gandomzadeh
[18]), de Grenoble (Chaljub et al. [10], Stupazzini et al. [55]) ou de Gubbio (Smerzini et al., [54])
en Europe.
Pour une estimation précise du mouvement du sol dans de telles conﬁgurations géologiques,
l'hypothèse d'un milieu de propagation linéaire élastique n'est absolument pas adaptée. Lorsque
les ondes se propagent dans un milieu réel, une partie de l'énergie sismique est dissipée en raison
des pertes anélastiques liées à la friction interne du matériau (Aki et Richards [1]). Ce phénomène
n'est pas pris en compte dans la modélisation linéaire élastique ce qui conduit, dans tous les cas,
à une surestimation de l'amplitude et de la durée des mouvements calculés en surface, même en
l'absence d'eﬀet de site.
En général, étant donné la taille des bassins sédimentaires, la topographie n'est pas prise
en compte dans ces simulations numériques. Néanmoins, dans certains cas, la présence d'une
topographie proche et marquée peut modiﬁer notablement la réponse du bassin sédimentaire. Par
exemple, Lee et al. [33] ont montré l'existence d'une interaction forte entre la réponse sismique
des montagnes environnant le bassin de Taipei et celle du bassin lui-même. En particulier, selon
la localisation de la source sismique, la topographie peut ampliﬁer ou diminuer la réponse du
bassin, illustrant ainsi la complexité de cette interaction.
Nous étudions ici la propagation des ondes P-SV en deux dimensions d'espace pour une to-
pographie non plane. Pour cela, nous résolvons les équations de l'élastodynamique écrites sous
forme vitesse-contraintes. Aﬁn d'inclure l'atténuation du milieu, on peut supposer que celui-ci
est linéaire, isotrope et viscoélastique combinant ainsi un comportement élastique et visqueux.
Ainsi, la relation contrainte-déformation associée, exprimant le principe de causalité, traduit que
la contrainte en un temps t est fonction de tout l'historique de la déformation jusqu'à ce temps.
Lorsque cette relation est écrite dans le domaine temporel, elle nécessite l'approximation d'une
convolution (de la fonction de relaxation et du taux de déformation), ce qui n'est pas envisa-
geable d'un point de vue numérique car trop coûteux. Par conséquent, nous suivons les techniques
proposées, d'une part, par Day et Minster [13] qui consiste à remplacer la convolution par une
équation diﬀérentielle supplémentaire et, d'autre part, par Emmerich et Korn [16] considérant la
rhéologie d'un modèle de Maxwell généralisé (Generalized Maxwell body, GMB) composé d'élé-
ments de Maxwell (Maxwell body) élémentaires possédant L fréquences de relaxation, choisies
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dans la bande de fréquences étudiée. En suivant cette approche, le système élastodynamique à
résoudre contient des équations supplémentaires par rapport au cas élastique.
D'autres méthodes ont été utilisées pour prendre en compte l'atténuation. Une approche
courante en éléments ﬁnis et éléments ﬁnis spectraux consiste à introduire un amortissement de
Rayleigh. Semblat [50] cherche à donner un sens physique à cette approche et montre l'équivalence
entre cette méthode et un modèle de Maxwell généralisé contenant un ressort simple et un modèle
de Maxwell pour des valeurs d'amortissement faibles à modérées. D'autres modèles rhéologiques
peuvent être utilisés, notamment les modèles de type Zener (Carcione et al. [7, 8]). Ces derniers
sont équivalents aux GMB, comme l'ont récemment démontré Moczo et Kristek [41].
Plusieurs méthodes numériques ont été proposées pour résoudre les équations de l'élastody-
namique. La plus ancienne et la plus populaire est sans aucun doute la méthode des diﬀérences
ﬁnies (DF) qui n'a cessé d'être améliorée depuis le schéma initial, basé sur la grille cartésienne
standard. Parmi les apports les plus importants, on peut citer l'introduction de la formulation
hétérogène des diﬀérences ﬁnies, permettant de prendre en compte implicitement les conditions
aux limites entre interfaces dans le milieu (Kelly et al. [28]), l'introduction du système vitesse-
contraintes et des grilles décalées (staggered grids, Madariaga [37], Virieux [57]) adaptant ainsi
le schéma de Yee [58], d'ordre deux en temps et espace, initialement établi pour les équations de
Maxwell, aux équations de l'élastodynamique. Plus tard, Levander [34] propose une extension du
schéma à l'ordre 4 et, Saenger et al. [48], une nouvelle grille en quinconce permettant de moyenner
spatialement les paramètres du milieu (densité, paramètres de Lamé) dans chaque maille numé-
rique et de correctement modéliser les ondes de surface (rotated staggered-grid). Si la méthode
DF est relativement simple d'implémentation et peu coûteuse, son principal défaut est d'utiliser
une grille cartésienne rendant moins précise l'approximation de la topographie de surface ou des
courbures dans le milieu. Robertsson [47] et Ohminato et Chouet [43] ont étudié la manière d'in-
troduire eﬃcacement les conditions de surface libre (contraintes normales à la surface nulles) dans
le schéma staggered-grid de diﬀérences ﬁnies. Avec le schéma de Saenger et al. [48], l'introduction
de la surface libre, basée sur un milieu ﬁctif dans lequel la vitesse des ondes est nulle (conditions
vacuum, Zahradnik [59]) nécessite d'utiliser des maillages très ﬁns augmentant le coût de calcul
(25 à 30 points par longueur d'onde minimale de Rayleigh pour une topographie parallèle à l'axe
horizontal du maillage cartésien, 60 points par longueur d'onde en présence d'une topographie
non plane, Bohlen et Saenger [5]). D'autres méthodes ont été développées comme les méthodes
éléments ﬁnis (EF) (Lysmer et Drake [36], Marfurt [38], Semblat et Pecker [52]) applicables à des
maillages en triangles ou tétraèdres mieux adaptés aux géométries complexes et permettant une
approximation précise de la condition de surface libre. Cependant, elle nécessitent l'inversion, à
chaque pas de temps, d'une matrice de masse globale, ce qui limite leur application à des degrés
d'interpolation relativement faibles. L'introduction des méthodes élements ﬁnis spectraux (EFS),
basées sur des formules de quadratures de Gauss-Lobatto-Legendre a permis de lever cette li-
mitation (Komatitsch et Vilotte [31], Chaljub et al [9], Mercerat et al. [39]). En revanche, ces
méthodes sont, pour la plupart, basées sur des maillages quadrangulaires ou héxaédriques, ce qui
peut être un inconvénient, l'utilisation de maillages triangulaires ou tétraédriques permettant une
meilleure approximation des hétérogénéités du milieu. Pour toutes ces raisons, nous proposons
une méthode Galerkin discontinue d'ordre élevé appliquée à des maillages triangulaires.
La méthode Galerkin discontinue (GD) a été introduite dans les années 70 par Reed et Hill
[46] pour la solution de problèmes de transport de neutrons. Elle connut un regain d'intérêt
il y a une vingtaine d'années pour la résolution de problèmes hyperboliques, notamment en
électromagnétisme. Malgré son succès pour de nombreuses applications, elle fut relativement
peu appliquée à la propagation des ondes sismiques. Dans le cas linéaire élastique, on peut citer
les travaux de Käser et ses coauteurs (par exemple, Käser et Dumbser [25], Käser et al. [27]),
Delcourte et al. [14] ou Etienne et al. [17]. Dans le cas de milieux viscoélastiques, Käser et al.
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[26] proposent une méthode GD utilisant des ﬂux décentrés et l'approche ADER qui consiste
à exprimer l'approximation des dérivées en temps par des dérivées en espace aﬁn d'obtenir
automatiquement un schéma ayant le même ordre de précision en temps et en espace. Nous
proposons ici une méthode GD d'ordre élévé relativement diﬀérente puisque basée sur des ﬂux
centrés ainsi qu'un schéma saute-mouton ; ceci constitue une extension du schéma introduit par
Delcourte et al. [14] pour un milieu linéaire élastique.
Dans ce rapport, nous présentons, dans la section 2, les équations élastodynamiques pour un
milieu linéaire élastique, le modèle physique d'atténuation utilisé ainsi que le système d'équations
aux dérivées partielles obtenu dans le cas viscoélastique. Ensuite, section 3, nous décrivons en
détails la discrétisation spatiale par la méthode GD, la discrétisation temporelle ainsi que le trai-
tement numérique des conditions aux limites. Enﬁn, la méthode numérique est appliquée, section
4, à deux types de problèmes : le premier est la propagation d'une onde dans une colonne de sol
hétérogène et permet une validation détaillée de notre approche ; le second concerne un cas plus
réaliste de propagation dans un bassin sédimentaire hétérogène en présence d'une topographie
non plane. Dans les deux cas, les résultats de la méthode GD sont comparés à des solutions issues
d'une méthode diﬀérences ﬁnies dont les caractéristiques sont précisées en annexe.
2 Modélisation
2.1 Formulation du système pour un milieu élastique
La propagation des ondes P-SV dans un milieu linéaire et isotrope est régie par les équations
élastodynamiques qui s'écrivent, en formulation déplacement-contraintes et en absence de forces
extérieures
ρ
∂2u
∂t2
= ∇ · σ , (2.1)
où u est le vecteur déplacement, σ le tenseur des contraintes et ρ la masse volumique du milieu.
Nous complétons cette équation par la loi de Hooke qui décrit le comportement du matériau
dans le cas linéaire élastique isotrope et relie les contraintes aux déformations
σ = λ tr(ǫ) I + 2µ ǫ , (2.2)
où ǫ est le tenseur des déformations dont les composantes sont
ǫij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
, (2.3)
I est la matrice identité ; λ et µ sont les coeﬃcients de Lamé reliés aux vitesses de propagation
des ondes P et S dans le milieu par les relations
vp =
√
λ+ 2µ
ρ
et vs =
√
µ
ρ
. (2.4)
Si l'on introduit le vecteur vitesse v = ∂tu dans l'équation (2.1) et que l'on dérive la relation
(2.2) en temps, on obtient la formulation vitesse-contraintes du premier ordre pour un milieu
linéaire élastique 
ρ
∂v
∂t
= ∇ · σ ,
∂σ
∂t
= λ (∇ · v) I + µ (∇v +∇vT ) .
(2.5)
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2.2 Prise en compte de l'atténuation
Lorsque les ondes se propagent dans un milieu réel, une partie de l'énergie sismique est
dissipée en raison de pertes anélastiques. Celles-ci sont liées à la friction interne du matériau
(Aki et Richards [1]). Ce phénomène n'est pas pris en compte dans la modélisation linéaire
élastique.
Une façon d'introduire l'atténuation intrinsèque du milieu consiste à supposer que le milieu
de propagation n'est plus élastique mais viscoélastique, c'est-à-dire qu'il a un comportement à
la fois élastique et visqueux. De ce fait, il n'est plus possible d'utiliser la loi de Hooke (2.2)
reliant de façon linéaire les contraintes et les déformations mais, suivant le principe de causalité,
la contrainte au temps t est fonction de tout l'historique de la déformation jusqu'à t, ce qui se
traduit par la relation contraintes-déformations suivante
σij(t) =
∫ t
−∞
φijkl(t− τ)
∂
∂τ
ǫkl(τ) dτ, (2.6)
où φ est le tenseur des fonctions de relaxation décrivant le comportement du matériau. Cette
relation peut s'écrire aussi
σij(t) = φijkl(t) ∗
∂
∂t
ǫkl(t), (2.7)
où ∗ est le symbole de convolution, ou encore
σij(t) =
∂
∂t
φijkl(t) ∗ ǫkl(t). (2.8)
D'un point de vue numérique, l'utilisation directe des formules (2.7) ou (2.8) n'est pas envi-
sageable à cause du coût en temps et en mémoire nécessaire pour l'approximation de la convolu-
tion. L'approche classique proposée par Day et Minster [13] consiste, tout d'abord, à remplacer
la convolution dans le domaine temporel par une multiplication dans le domaine fréquentiel en
utilisant une transformée de Fourier (TF). On déﬁnit la TF par
F [f(t)] = fˆ(ω) =
∫ ∞
−∞
f(t) e−iωt dt , (2.9)
et la TF inverse par
F−1
[
fˆ(ω)
]
=
∫ ∞
−∞
fˆ(ω) eiωt dω. (2.10)
Sous des conditions appropriées - que nous supposons remplies -, ces deux fonctions existent et
sont inverses l'une de l'autre, c'est-à-dire F−1
[
fˆ
]
= f . En posant
M = F
[
∂
∂t
φ
]
= iωF [φ] , (2.11)
la TF de l'équation (2.8) est alors
σ̂ij(ω) =Mijkl(ω) ǫ̂kl(ω), (2.12)
où Mijkl(ω) sont les modules viscoélastiques, complexes et dépendant de la fréquence ω.
Pour cette étude dans le domaine temporel et pour l'approximation par une méthode Galerkin
discontinue, nous choisissons le modèle de Maxwell généralisé (GMB) combinant un ressort et L
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Generalized Maxwell body
kH
k1
η1
kL
ηL
. . .
. . .
. . .
σ, ǫ
Fig. 1  Modèle de Maxwell généralisé (GMB)
modèles de Maxwell, comme illustré ﬁgure 1, introduit par Emmerich et Korn [16]. En 1D, son
module est
M(ω) = kH +
L∑
l=1
kl iω
ωl + iω
, (2.13)
où l'on a noté kH (resp. kl) le module d'élasticité du ressort simple (resp. du l-ème modèle de
Maxwell), ηl la viscosité et ωl = kl/ηl la fréquence de relaxation du l-ème modèle de Maxwell.
Le module instantané (unrelaxed modulus) MU est obtenu pour t→ 0, c'est-à-dire ω → +∞. De
même, on peut déﬁnir le module relaxé (relaxed modulus) MR comme limite quand t → +∞,
c'est-à-dire ω → 0. On a donc
MU = lim
ω→+∞
M(ω) = kH +
L∑
l=1
kl. (2.14)
En déﬁnissant des coeﬃcients anélastiques ΥM,l = kl/MU , (2.13) équivaut alors à
M(ω) =MU
(
1−
L∑
l=1
ΥM,l ωl
ωl + iω
)
, (2.15)
dont on déduit la relation suivante
σ(t) =MU
(
ǫ(t)−
L∑
l=1
ΥM,lζl(t)
)
, (2.16)
où l'on a introduit L fonctions anélastiques (également appelées variables internes ou variables
de mémoire)
ζl(t) = ωl
∫ t
−∞
e−ωl(t−τ) ǫ(τ) dτ , (2.17)
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qui vériﬁent les L équations diﬀérentielles suivantes
∂
∂t
ζl(t) + ωl ζ
l(t) = ωl ǫ(t). (2.18)
Le passage à deux ou trois dimensions d'espace s'eﬀectue en considérant autant de modules que
nécessaire. Ainsi, dans le cas linéaire isotrope que nous étudions, on introduit deux modules,
appelés λ et µ par analogie avec le cas élastique. Reprenant la forme obtenue pour un module
M quelconque, on a
λ(ω) = λU
(
1−
L1∑
l=1
Υλ,l ωl
ωl + iω
)
et µ(ω) = µU
(
1−
L2∑
l=1
Υµ,l ωl
ωl + iω
)
. (2.19)
Pour terminer cette description, précisons que les coeﬃcients élastiques MU utilisés dans le
modèle sont déterminés à partir des vitesses de phase v(ω) (vs ou vp) que l'on suppose connues
à une certaine fréquence de référence ωr = 2πfr (Moczo et al. [40]). Sachant que
v(ω) =
(
Re
[(
M(ω)
ρ
)− 1
2
])−1
, (2.20)
on déduit de (2.15) que
MU = ρv2(ωr)
R+Θ1
2R2
(2.21)
avec R =
√
(Θ21 +Θ
2
2), Θ1 = 1−
L∑
l=1
ΥM,l
1 + (ωr/ωl)2
et Θ2 =
L∑
l=1
ΥM,l ωr/ωl
1 + (ωr/ωl)2
.
2.3 Approximation des coeﬃcients anélastiques
L'atténuation est couramment introduite par l'intermédiaire d'un facteur de qualité Q. A
partir d'un module viscoélastique M donné (λ ou µ de l'équation (2.19)) ce facteur qualité
QM (ω) est déﬁni par
QM (ω) =
ReM(ω)
ImM(ω)
, (2.22)
et son inverse par
Q−1M (ω) =
L∑
l=1
ΥM,lωlω
ω2l + ω
2
1−
L∑
l=1
ΥM,lω2l
ω2l + ω
2
=
L∑
l=1
ΥM,l
ωlω + ω
2
lQ
−1
M (ω)
ω2l + ω
2
, (2.23)
ce qui permet d'approcher numériquement n'importe quelle loi pour Q.
Campbell [6] suggère de diviser le facteur de qualité en deux composantes, une composante
indépendante de la fréquence nommée atténuation intrinsèque ou anélasticité (Q−1in ) résultant de
l'amortissement interne du milieu et une composante dépendant de la fréquence communément
appelée diﬀraction (scattering, Q−1sc ) provenant de la présence d'hétérogénéités lors de la propaga-
tion des ondes. Le facteur d'atténuation est alors la somme de ces deux termes Q−1 = Q−1in +Q
−1
sc .
Ainsi, si Qsc contribue signiﬁcativement à l'atténuation, Q sera également dépendant de la fré-
quence. Kwok et al. [32] ou Stupazzini et al. [55] proposent des travaux basés sur une telle
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dépendance de Q. Cependant, dans l'intervalle des fréquences d'observation de la sismologie, le
facteur de qualité est généralement considéré comme approximativement constant ou dépendant
faiblement de la fréquence (Aki et Richards [1]) et c'est l'hypothèse que nous choisissons de faire.
Ainsi, une bonne approximation peut être obtenue en choisissant n fréquences de relaxation
ωl dans l'intervalle de fréquence d'intérêt et en résolvant l'équation (2.23) par une méthode de
moindre carrés (comme détaillé par Emmerich et Korn [16]) dont les solutions sont les coeﬃcients
anélastiques ΥM,l = kl/MU . Le calcul des coeﬃcients anélastiques s'eﬀectue donc en amont de
la simulation à partir des valeurs de QP et QS données pour les ondes P et S.
L'intervalle de fréquences considéré pour l'optimisation ainsi que le nombre de fréquences de
relaxation et leur répartition dans cet intervalle sont autant de critères modiﬁant l'approximation
obtenue. Emmerich et Korn [16] proposent d'utiliser des fréquences réparties linéairement sur un
axe logarithmique, c'est-à-dire telles que ωl−1 = 10−1ωl (méthode référencée par EK). Pour une
fréquence maximale ωL égale à 10 Hz, valeur standard en sismologie, les fréquences de relaxation
seront donc 10−1, 1, 10 pour 3 mécanismes, 10−2, 10−1, 1, 10 pour 4 mécanismes, et ainsi de
suite. Notons que le facteur 10 entre deux valeurs de fréquence permet d'assurer la positivité
des solutions issues de l'optimisation. Dans cette approche, l'intervalle d'étude et le nombre de
mécanismes ne sont donc pas indépendants puisque ajouter un mécanisme revient à diminuer
d'un facteur 10 la borne inférieure de l'intervalle contenant les fréquences de relaxation.
On peut également considérer un intervalle ﬁxe, par exemple [10−1, 10], et diminuer l'espa-
cement entre les fréquences lorsque l'on augmente le nombre de mécanismes dans cet intervalle,
comme dans Käser et al. [26]. Cependant, avec cette méthode à borne inférieure (lower bound),
lorsque le nombre de mécanismes est trop grand comparé à l'intervalle de fréquences, la distance
entre deux fréquences de relaxation devient trop petite et il n'est plus garanti que la procédure
d'optimisation fournisse des coeﬃcients anélastiques positifs. Pour s'assurer de la positivité des
coeﬃcients, on peut donc ajouter cette contrainte lors de l'optimisation.
Nous comparons maintenant ces diﬀérentes méthodes. Nous présentons, ﬁgure 2, les résultats
obtenus pour l'approximation de QP = 10 dans l'intervalle [10−1, 10] Hz. Nous constatons que
pour 3 mécanismes les diﬀérentes approches conduisent aux mêmes approximations (l'erreur
relative entre l'approximation et la valeur QP = 10 est d'environ 6%). En eﬀet, compte tenu
du nombre de mécanismes choisis, les fréquences de relaxation sont identiques pour toutes les
méthodes et les coeﬃcients obtenus sont positifs.
Les résultats diﬀèrent lorsque l'on considère 8 mécanismes, comme illustré sur la ﬁgure 3,
pour le même intervalle d'intérêt. On peut constater aisément, sur la ﬁgure du haut, le principe
de la méthode EK consistant à étendre l'intervalle d'approximation par rapport au cas précédent
de 3 mécanismes. En revanche, sur l'intervalle [10−1, 10] Hz, l'approximation est restée la même
que pour 3 mécanismes produisant une approximation moins précise que la méthode avec borne
inférieure qui réduit l'amplitude autour de la valeur Q−1P = 0.1 (l'erreur relative est d'environ
1%). De plus, on remarque que l'approximation obtenue par optimisation sous contraintes donne
un résultat légèrement moins précis que l'optimisation libre (erreur relative d'environ 2%), mais
la diﬀérence est faible. Toutefois, en pratique, pour limiter le temps de calcul ainsi que le nombre
d'inconnues, le nombre de mécanismes sera moins élevé (plutôt 3 ou 5, comme illustré dans nos
simulations sur un bassin réaliste) et l'optimisation sans contrainte sera généralement suﬃsante.
2.4 Formulation du système pour un milieu viscoélastique
Une généralisation de la relation linéaire contraintes-déformations (2.16) dans le cas 3D iso-
trope s'écrit
σij = λǫkkδij + 2µ ǫij −
L∑
l=1
(
λΥλ,l ζlkkδij + 2µΥ
µ,l ζlij
)
, (2.24)
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Fig. 2  Approximation deQ−1P = 10
−1 dans l'intervalle cible [10−1, 10] Hz par 3 mécanismes avec
diﬀérentes méthodes. En haut, visualisation sur la bande de fréquences étendue [10−4, 10] Hz, en
bas, sur [10−1, 10] Hz.
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Fig. 3  Approximation deQ−1P = 10
−1 dans l'intervalle cible [10−1, 10] Hz par 8 mécanismes avec
les diﬀérentes méthodes. En haut, visualisation sur la bande de fréquences étendue [10−4, 10] Hz,
en bas, sur [10−1, 10] Hz.
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où λ et µ correspondent aux modules instantanés λU et µU de l'équation (2.19). On a supposé
que les deux GMB considérés (un pour λ, un pour µ) ont le même nombre L de mécanismes et
les mêmes fréquences de relaxation ωl, l = 1, . . . , L. Les fonctions anélastiques ζij sont déﬁnies
chacune comme dans le cas 1D (eq. (2.17)) par
ζlij(t) = ωl
∫ t
−∞
e−ωl(t−τ) ǫij(τ) dτ. (2.25)
Les équations (2.24), écrites pour chaque composantes σij , sont équivalentes à la forme matricielle
suivante
σ = λ (∇ · u) I + µ (∇u+∇uT )−
L∑
l=1
(
λΥλ,l tr(ζl) I + 2µΥµ,l ζl
)
. (2.26)
Aﬁn d'obtenir une formulation en vitesse-contraintes, on dérive l'expression précédente et on
obtient
∂σ
∂t
= λ (∇ · v) I + µ (∇v +∇vT )−
L∑
l=1
(
λΥλ,l tr(ξl) I + 2µΥµ,l ξl
)
, (2.27)
dépendant des nouvelles fonctions anélastiques
ξl =
∂ζl
∂t
, l = 1, . . . , L , (2.28)
comme suggéré par Moczo et al. [42]. Pour ﬁnir, il nous reste donc à écrire les équations véri-
ﬁées par ξl, l = 1, . . . , L. Les fonctions ζlij vériﬁant l'équation diﬀérentielle (2.18), les nouvelles
inconnues ξlij sont solutions de
∂
∂t
ξl(t) + ωl ξ
l(t) = ωl
∂
∂t
ǫ(t), l = 1, . . . , L. (2.29)
Finalement, le système s'écrit
ρ
∂v
∂t
= ∇ · σ ,
∂σ
∂t
= λ (∇ · v) I + µ (∇v +∇vT )−
L∑
l=1
(
λΥλ,l tr(ξl) I + 2µΥµ,l ξl
)
,
∂ξl
∂t
=
ωl
2
(∇v +∇vT )− ωl ξ
l, l = 1, . . . , L .
(2.30)
3 Discrétisation
3.1 Discrétisation spatiale
Nous présentons la discrétisation du système par la méthode DG. Pour rester général, nous
nous plaçons ici en trois dimensions d'espace.
On pose W =
(
v, σ, ξ
)T
, où σ = (σxx, σyy, σzz, σxy, σxz, σyz)T est le vecteur des inconnues du
tenseur des contraintes. Le vecteur ξ, à 6L composantes, contient l'ensemble des six fonctions
anélastiques indépendantes de chaque mécanisme.
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Autrement dit, ξ = (ξ
1
, . . . , ξ
l
, . . . , ξ
L
)T avec ξ
l
= (ξlxx, ξ
l
yy, ξ
l
zz, ξ
l
xy, ξ
l
xz, ξ
l
yz)
T . On peut
alors écrire le système (2.30) sous la forme compacte
∂W
∂t
+
∑
α∈{x,y,z}
Bα ∂αW = E W . (3.1)
C'est un système à 9 + 6L équations et autant d'inconnues qui généralise le système élastique.
Pour un vecteur n = (nx, ny, nz)T de R3, la matrice
Bn(ρ, λ, µ) =
∑
α∈{x,y,z}
Bα(ρ, λ, µ)nα , (3.2)
est une matrice par blocs telle que
Bn =
(
An 09×6L
Cn 06L×6L
)
, (3.3)
où An est la matrice 9× 9 suivante
An(ρ, λ, µ) =
∑
α∈{x,y,z}
Aα(ρ, λ, µ)nα , (3.4)
telle que
An(ρ, λ, µ) = −

0 0 0 nx
ρ
0 0
ny
ρ
nz
ρ
0
0 0 0 0
ny
ρ
0 nx
ρ
0 nz
ρ
0 0 0 0 0 nz
ρ
0 nx
ρ
ny
ρ
(λ+ 2µ)nx λny λnz 0 0 0 0 0 0
λnx (λ+ 2µ)ny λnz 0 0 0 0 0 0
λnx λny (λ+ 2µ)nz 0 0 0 0 0 0
µny µnx 0 0 0 0 0 0 0
µnz 0 µnx 0 0 0 0 0 0
0 µnz µny 0 0 0 0 0 0

, (3.5)
et
Cn =

C1n
...
Cln
...
CLn

, (3.6)
est une matrice par blocs 6L× 9, chaque bloc de taille 6× 9 étant déﬁni par
Cln = −
ωl
2

2nx 0 0 0 0 0 0 0 0
0 2ny 0 0 0 0 0 0 0
0 0 2nz 0 0 0 0 0 0
ny nx 0 0 0 0 0 0 0
nz 0 nx 0 0 0 0 0 0
0 nz ny 0 0 0 0 0 0
 . (3.7)
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Remarquons que la matrice Cln n'est autre que le bloc inférieur de la matrice An(ρ, 0, ωl/2). La
matrice E de second membre possède également une structure par blocs. On a
E =
(
09×9 EΥ
06L×9 Eω
)
, (3.8)
avec EΥ et Eω elles aussi des matrices par blocs, de taille 9 × 6L et 6L × 6L respectivement.
Ainsi,
EΥ =
(
E1Υ · · · E
l
Υ · · · E
L
Υ
)
, (3.9)
où la matrice 6× 6 ElΥ est telle que
ElΥ = −

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
λΥλ,l + 2µΥµ,l λΥλ,l λΥλ,l 0 0 0
λΥλ,l λΥλ,l + 2µΥµ,l λΥλ,l 0 0 0
λΥλ,l λΥλ,l λΥλ,l + 2µΥµ,l 0 0 0
0 0 0 2µΥµ,l 0 0
0 0 0 0 2µΥµ,l 0
0 0 0 0 0 2µΥµ,l

,
(3.10)
et
Eω =

E1ω 0
. . .
0 ELω
 , (3.11)
où chaque matrice 6× 6 Elω est déﬁnie par
Elω = −ωl I. (3.12)
On considère un domaine polygonal Ω partitionné en NT simplexes Ti (triangles en 2D,
tétraèdres en 3D). On note V(i) l'ensemble des indices des éléments voisins de Ti et Sik une face
interne commune à Ti et Tk, c'est-à-dire Sik = Ti ∩ Tk. Enﬁn, E(i) est l'ensemble des indices k
des faces de l'élément Ti commune à la frontière, soit S
bi
k = Ti ∩ ∂Ω.
Pour commencer, on multiplie le système (3.1) par une fonction test réelle φ, et on intègre ensuite
sur un élément Ti
∫
Ti
∂W
∂t
+
∑
α∈{x,y,z}
Bα(ρ, λ, µ) ∂αW− E W
φ dX = 0 . (3.13)
En supposant ρ, λ et µ constants par élément Ti et en appliquant la formule de Green au second
terme de l'équation (3.13), on obtient∫
Ti
∂W
∂t
φ dX −
∑
α∈{x,y,z}
BTiα
∫
Ti
W ∂αφ dX +B
Ti
n
∫
∂Ti
W φ dS = ETi
∫
Ti
W φ dX, (3.14)
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où BTin (resp. E
Ti) est la restriction de Bn (resp. E ) à l'élément Ti. On considère maintenant
comme fonctions test les polynômes d'interpolation de Lagrange de degré m sur Ti. On peut
alors écrire une approximation de chaque composante W du vecteur W sous la forme
W|Ti (x, t) =
di∑
j=1
W Tij (t) φ
Ti
j (x) , (3.15)
où di est le nombre de degrés de liberté sur l'élément Ti et φ
Ti
j (j = 1, ..., di) sont les fonctions
de base associées. Le premier terme de (3.14) s'écrit alors
∀l = 1, ..., di ,
∫
Ti
∂
∂t
W φTil dX =
di∑
j=1
MTilj
d
dt
Wj
Ti
, (3.16)
avec MTi =
(∫
Ti
φTij φ
Ti
l dX
)
1≤j,l≤di
la matrice de masse sur Ti. De même, pour le second
membre, on obtient
∀l = 1, ..., di , E
Ti
∫
Ti
W φTil dX = E
Ti
di∑
j=1
MTilj W
Ti
j . (3.17)
La deuxième intégrale de (3.14) est approchée par
∀l = 1, ..., di ,
∑
α∈{x,y,z}
BTiα
∫
Ti
W ∂αφ
Ti
l dX =
∑
α∈{x,y,z}
BTiα
di∑
j=1
GTiα,lj W
Ti
j , (3.18)
avec GTiα =
(∫
Ti
φTij ∂αφ
Ti
l dX
)
1≤j,l≤di
.
Aﬁn de calculer l'intégrale de bord apparaissant dans (3.14), on sépare ∂Ti en ses parties interne
et frontière
∀ l = 1, ..., di , B
Ti
n
∑
k∈V(i)
∫
Sik
W φTil dS +B
Ti
n
∑
k∈E(i)
∫
S
bi
k
W φTil dS. (3.19)
On déﬁnit un ﬂux centré pour les faces internes Sik
W|Sik
=
1
2
(
W
Ti
+ W
Tk
)
. (3.20)
L'intégrale correspondante s'écrit alors :
∀ l = 1, ..., di , B
Ti
n
∑
k∈V(i)
∫
Sik
W φTil dS
1
2
BTin
∑
k∈V(i)
di∑
j=1
[(
RTi|Sik
)
lj
W
Ti
j +
(
RTk|Sik
)
lj
W
Tk
j
]
,
(3.21)
où l'on a noté RTi|Sik
=
(∫
Sik
φTij φ
Ti
l dS
)
1≤j,l≤di
et RTk|Sik
=
(∫
Sik
φTkj φ
Ti
l dS
)
1≤j,l≤di
.
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3.2 Conditions aux limites
3.2.1 Surface libre
La condition de surface libre est une condition physique indiquant une traction nulle à l'in-
terface entre l'air et le sol, c'est-à-dire σ n = 0. On introduit cette condition directement dans
l'intégrale de bord, en écrivant
∀m = 1, ..., di , B
Ti
n
∫
S
bi
k
W φTim dS = B
Ti
n
di∑
j=1
(
RTi|
S
bi
k
)
mj
(
W
Ti
|
S
bi
k
)
j
, (3.22)
où W
Ti
|
S
bi
k
= (vTi , 01×6, ξ
Ti
)T et RTi|
S
bi
k
=
(∫
S
bi
k
φTij φ
Ti
m dS
)
1≤j,m≤di
.
3.2.2 Bords absorbants
Pour simuler la propagation dans un domaine inﬁni, nécéssairement représenté par un do-
maine de calcul borné, on applique des conditions absorbantes sur ces bords particuliers. La
matrice Bn est diagonalisable dans R quel que soit n = (nx, ny, nz)T vecteur unité, et la matrice
des valeurs propres est
Λel =
(
Λ 09×6L
06L×9 06L×6L
)
. (3.23)
où la matrice Λ est la matrice des valeurs propres dans le cas élastique. Elle dépend des vitesses
de propagation vp et vs données par l'équation (2.4)
Λ =

−vs 0 0 0 0 0 0 0 0
0 −vs 0 0 0 0 0 0 0
0 0 vs 0 0 0 0 0 0
0 0 0 vs 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 vp 0
0 0 0 0 0 0 0 0 −vp

. (3.24)
La condition absorbante est simplement obtenue en considérant, pour ces faces, un schéma dé-
centré dans lequel seule la contribution sortante est prise en compte tandis que la contribution
entrante est négligée. Pour cela, on pose Λ = Λ++Λ− où Λ+ = max(Λ, 0) et Λ− = min(Λ, 0). Si
P est la matrice des vecteurs propres, on peut donc écrire Bn = B+n +B
−
n avec B
+
n = P Λ
+ P−1
et B−n = P Λ− P
−1. En ne conservant que la partie sortante, on approche alors la deuxième
intégrale de (3.19) par
∀l = 1, ..., di , B
Ti
n
∫
S
bi
k
W φTil dS ≃ B
Ti
n
+
di∑
j=1
(
RTi|
S
bi
k
)
lj
Wj
Ti
. (3.25)
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3.2.3 Bords périodiques
Dans certaines applications, il est possible d'appliquer des conditions de périodicité, notam-
ment le cas de la propagation dans une colonne hétérogène 1D (section 4.1). Le modèle ainsi que
les solutions étant indépendantes de x, on peut appliquer de telles conditions sur les deux faces
latérales du domaine de calcul. Pour cela, les faces directement opposées sont artiﬁciellement
connectées entre elles de sorte que l'on peut appliquer un schéma centré, comme pour les faces
internes. En pratique, ces conditions de périodicité peuvent également être appliquées à des conﬁ-
gurations 2D (notamment des bassins sédimentaires), à la seule condition que les bords latéraux
soient placés suﬃsamment loin du domaine d'intérêt aﬁn d'éviter le retour d'ondes depuis ces
bords.
3.3 Discrétisation temporelle
On utilise un schéma de type saute-mouton, c'est-à-dire que v et σ sont calculés en des temps
décalés. En notant ∆t le pas de temps, FTiα (α = x, y, z), G
Ti
α,β (α, β = x, y, z) et H
Ti
α,β (α, β =
x, y, z) les opérateurs discrets prenant en compte les intégrales sur Ti et ∂Ti, la formulation du
schéma GD sur un élément Ti s'écrit ﬁnalement :
MTi
Wn+1vα −W
n
vα
∆t
= FTiα
(
σn+
1
2
)
, (3.26)
MTi
W
n+ 3
2
σαβ −W
n+ 1
2
σαβ
∆t
= GTiα,β
(
vn+1, ξ
l,n+ 1
2
)
, (3.27)
MTi
W
n+ 3
2
ξl
αβ
−W
n+ 1
2
ξl
αβ
∆t
= HTiα,β
(
vn+1, ξ
l,n+ 1
2
)
, (3.28)
où Wξl
αβ
est le vecteur des di valeurs de ξlαβ (α, β = x, y, z et l = 1, . . . , L) sur Ti, ξ
l,n+ 1
2 sont les
fonctions anélastiques en (n+ 12 )∆t.
3.4 Implémentation de l'onde plane
L'implémentation de l'onde plane dans la méthode Galerkin discontinu peut être faite de deux
façons. La première consiste à introduire l'onde plane incidente, dont l'expression est connue en
espace et en temps pour toutes les variables du système, comme une condition initiale dans le
rocher. La seconde technique, qui est celle utilisée par la méthode des diﬀérences ﬁnies, a été
adoptée dans ce travail pour faciliter la comparaison des méthodes GD et DF.
L'onde plane SV d'incidence verticale est introduite comme second membre sur la composante
horizontale vx des vitesses via le terme g(x, y) s(t) où g est une fonction gaussienne normalisée
qui s'écrit, en deux dimensions d'espace
g(x, y) =
1
M
exp
[
−
(y − yS)
2
h2
]
avec M =
∫
Ω
g(x, y) dx dy , (3.29)
yS est une ordonnée dans le rocher et h est le support de cette gaussienne qui doit être choisi de
l'ordre du pas d'espace du maillage. Notons que g ne dépend que de y permettant ainsi de générer
une onde plane verticale indépendante de x ; cette méthode peut être utilisée pour une source
ponctuelle avec une fonction g dépendant de x et y. En pratique, pour assurer l'indépendance
en x, il convient d'appliquer des conditions de périodicité aux deux bords latéraux du domaine
de calcul aﬁn d'éviter une perte d'énergie au cours du temps dans le cas de conditions de bord
de type absorbant.
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4 Résultats numériques
On s'intéresse dans cette section à l'application de la méthode Galerkin discontinue à deux
problèmes tests diﬀérents en deux dimensions d'espace. Le premier, la propagation d'une onde
plane dans une colonne de sol hétérogène, permet une validation précise de notre méthode. Le
second concerne un cas complexe plus réaliste de propagation dans un bassin sédimentaire. Dans
les deux cas, nos résultats sont comparés avec ceux d'une méthode diﬀérences ﬁnies (Gélis et al.
[20]) dont les caractéristiques principales sont précisées dans l'annexe, en ﬁn de ce document.
Dans le cas DF, la prise en compte de la viscoélasticité suit l'approche proposée par Liu et
Archuleta [35] : 8 mécanismes sont introduits par point de la grille numérique et un jeu de
paramètres déﬁnissant les temps de relaxation sont choisis de sorte que les facteurs de qualités Q
soient correctement modélisables pour des valeurs comprises entre 5 et 5000 et considérés comme
constants entre 0.01 Hz et 50 Hz. Dans le cas 1D, ces résultats sont également comparés à ceux de
la méthode Haskell-Thomson (HT, Haskell [24], Thomson [56]) qui étudie la propagation d'une
onde plane dans un milieu 1D à couches. La méthode, écrite dans le domaine fréquentiel, permet
de prendre en compte correctement l'atténuation pour toutes les fréquences.
4.1 Propagation d'une onde plane dans une colonne de sol hétérogène
L'objectif de ce premier cas test, relativement simple, est de permettre une validation très
précise de la méthode GD proposée. On considère la propagation d'une onde plane d'incidence
verticale de type S dans une colonne de sol hétérogène composée de sept couches diﬀérentes de
dépôts sédimentaires sur du rocher. Ce cas est 1D mais nous l'étudions en deux dimensions,
comme décrit ﬁgure 4. Le tableau 1 présente les caractéristiques de ces diﬀérentes milieux ; on
surface libre
300m
1
2
3
4
5
6
7
rocher
x
z
*source
Fig. 4  Description de la colonne de sol hétérogène
remarque notamment des contrastes de vitesse importants. Les vitesses ainsi que les épaisseurs
de chaque milieu ont été choisies pour être tout à fait représentatives d'une colonne de sol réelle.
L'onde plane incidente est introduite dans la partie rocher du modèle par l'intermédiaire d'un
terme source au second membre de la composante vx et se propage verticalement à travers
les diﬀérents milieux jusqu'à la surface. La partie temporelle de cette source s a un contenu
fréquentiel se situant principalement dans l'intervalle [0, 10] Hz (comme on peut le constater
sur la ﬁgure 5). Une condition de surface libre est appliquée sur le bord supérieur du domaine
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vp(fr) (m/s) vs(fr) (m/s) ρ (kg/m
3) Qp Qs
1 1500 130 2050 75 15
2 1500 200 2150 75 20
3 1650 300 2075 83 30
4 2050 450 2100 103 40
5 2450 600 2155 123 60
6 2550 700 2200 140 70
7 3500 1250 2500 200 100
rocher 4500 2600 2600 50000 50000
Tab. 1  Caractéristiques des diﬀérents milieux constituant la colonne hétérogène. Les valeurs
des vitesses correspondent à la fréquence de réference fr.
de calcul. Comme le problème est 1D, on peut supposer des conditions de périodicité sur les
faces latérales du domaine de calcul. Enﬁn, pour le bord inférieur, il s'agit de conditions de type
absorbant.
On eﬀectue des comparaisons entre les solutions obtenues par les méthodes Galerkin disconti-
nue (GD), diﬀérences ﬁnies (DF), ainsi que par la méthode Haskell-Thomson (HT). On s'intéresse
aux rapports spectraux de la composante horizontale de vitesse vx (ou fonctions de transfert),
déﬁnis comme les ratios dans le domaine fréquentiel entre la solution calculée en surface de la
colonne et la solution correspondante dans le cas idéal de propagation élastique dans un rocher
homogène. Notons que dans le cas d'un milieu homogène élastique, la réponse en surface est
égale au double de la valeur incidente en raison de la réﬂexion au niveau de la surface libre, les
rapports spectraux entre solution et référence sont donc, par déﬁnition, constants et égaux à 1
dans tout milieu homogène élastique.
Dans un milieu hétérogène, comme c'est le cas étudié ici, on observe, ﬁgure 6, un comporte-
ment bien plus complexe des fonctions de transfert et des valeurs d'ampliﬁcation très élevées à la
fréquence fondamentale ainsi qu'aux modes supérieurs résultant des ondes constructives succes-
sives, montantes et descendantes, piégées dans la colonne hétérogène. Ainsi la présence de couches
meubles en surface mène à une ampliﬁcation du mouvement sismique dans certaines gammes de
fréquence ; c'est l'eﬀet de site. Notons également la parfaite superposition des résultats de la
méthode GD avec ceux des deux autres méthodes.
On s'intéresse à présent au cas viscoélastique. Pour la méthode GD, les coeﬃcients anélas-
tiques sont déterminés suivant la technique de la borne inférieure avec contrainte sur l'intervalle
[0, 10] Hz. Dans un premier temps, on utilise 8 mécanismes et l'on compare, ﬁgure 7, les résul-
tats des diﬀérentes méthodes. On note une excellente concordance entre elles sur la bande de
fréquence considérée, ce qui constitue une première validation de notre approche.
On étudie maintenant l'inﬂuence du nombre de mécanismes sur les rapports spectraux. On
présente, ﬁgure 8, les résultats obtenus par la méthode GD en utilisant 3, 5 ou 8 mécanismes.
On constate que les diﬀérences sont peu visibles sur les basses fréquences (jusqu'à 2 Hz), mais
plus importantes à haute fréquence. Ainsi, le nombre de mécanismes nécessaires pour obtenir une
bonne solution semble dépendre de la bande de fréquences à laquelle on s'intéresse, notamment
du contenu fréquentiel de l'onde incidente. Notons que, même lorsque 3 mécanismes sont utilisés,
les diﬀérences d'amplitude sont minimes.
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Fig. 5  Description de la source s en temps (à gauche) et en fréquence (à droite)
En superposant les fonctions de transfert obtenues avec les diﬀérentes méthodes dans les cas
élastique et viscoélastique (ﬁgure 9), on constate, comme attendu, que l'atténuation anélastique
est visible au niveau des pics d'ampliﬁcation mais ne modiﬁe pas les fréquences concernées et,
de plus, augmente en fonction de la fréquence. Au-delà de 8. Hz, les valeurs de l'ampliﬁcation
varient entre 2 et 4 dans le cas viscoélastique alors qu'elles atteignent des valeurs d'environ 10
dans le cas élastique, ce qui conduit à une surestimation des ampliﬁcations par rapport à un cas
plus réaliste.
Enﬁn, on étudie l'inﬂuence de la dispersion dans les résultats obtenus. Selon Kjartansson [29],
la portion d'énergie perdue par cycle ou par longueur d'onde est indépendante de la fréquence
mais les pertes anélastiques sont dues à la dispersion intrinsèque des ondes qui se propagent à des
vitesses dépendant de leur fréquence. Donc les vitesses dans les diﬀérents milieux sont données
pour une certaine fréquence de référence fr. Or, comme nous l'avons détaillé précédemment,
les coeﬃcients élastiques utilisés dans le système en temps sont déterminés grâce aux vitesses
élastiques, c'est-à-dire à fréquence inﬁnie. Par conséquent, les résultats vont dépendre fortement
de cette fréquence de référence, présente dans la relation déﬁnissantMU , équation (2.21) (Graves
et Day [22], Liu et Archuleta [35]). Par exemple, si l'on remplace fr = 8 Hz utilisée dans les
premières séries de résultats pour DG et les DF par fr = 1 Hz, on observe - logiquement
- une forte modiﬁcation du rapport spectral, très visible sur la ﬁgure 10. Par conséquent, et
notamment dans les cas de comparaison entre diﬀérentes méthodes, sa valeur doit être précisée.
Le plus souvent, la valeur de la fréquence de référence est choisie par défaut égale à 1 Hz (Moczo
et al. [42] ou Liu et Archuleta [35]). Cependant, lorsque la gamme de fréquences est plus large, et
notamment haute fréquence, on peut choisir une valeur plus élevée, comme c'est le cas ici. Notons
que les simulations HT sont réalisées directement dans le domaine fréquentiel et par conséquent
ne dépendent pas de cette fréquence de référence fr.
RR n° 8242
22 Peyrusse & Glinsky & Gélis & Lanteri
2 4 6 8 10 12
0
2
4
6
8
10
12
14
16
frequency (Hz)
a
m
pl
ific
at
io
n
 
 
DG
FD
HT
Fig. 6  Rapports spectraux de la vitesse horizontale vx pour le cas de la colonne hétérogène et
dans le cas élastique. Résultats GD en bleu, DF en vert et HT en rouge.
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Fig. 7  Rapports spectraux de la vitesse horizontale vx pour le cas de la colonne hétérogène et
dans le cas viscoélastique. Résultats GD en bleu, DF en vert et HT en rouge.
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Fig. 8  Rapports spectraux de la vitesse horizontale vx pour le cas de la colonne hétérogène et
dans le cas viscoélastique. Comparaison des solutions GD avec 3 (en rouge), 5 (en vert) et 8 (en
bleu) mécanismes. Résultats DF en turquoise et HT en violet.
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Fig. 9  Rapports spectraux de la composante de vitesse horizontale vx. Comparaison des cas
élastique et viscoélastique.
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Fig. 10  Rapports spectraux de la composante de vitesse horizontale vx. Comparaison des
fréquences de référence fr = 1 Hz et fr = 8 Hz.
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4.2 Propagation dans le bassin de Nice
4.2.1 Géométrie réaliste de bassin 2D hétérogène
Nous nous intéressons à présent à un cas plus réaliste et étudions la propagation d'une onde
plane SV d'incidence verticale dans un bassin sédimentaire 2D. La géométrie de ce bassin est
extraite d'un modèle 3D de la région de Nice (Alpes-Maritimes, France) [3] fourni par le CETE
Méditerranée qui décrit la topographie et les propriétés en profondeur sur une grille de 10 m
de résolution. La position du proﬁl 2D sur la topographie de Nice ainsi que le détail du modèle
Fig. 11  Topographie de la ville de Nice et localisation du proﬁl 2D utilisé pour les simulations
(ligne noire). NLIB est une station du RAP (Réseau Accélérométrique Permanent) où ont été
enregistrés les signaux réels.
sont donnés dans les ﬁgures 11 et 12. Comme constaté sur la coupe (ﬁgure 12), la géométrie du
modèle a été prolongée de part et d'autre du bassin par deux parties homogènes horizontales de
même altitude, modiﬁant légérement la coupe originale, aﬁn d'appliquer des conditions de pé-
riodicité aux bords latéraux. Ce modèle est complexe et fortement hétérogène comme l'attestent
Fig. 12  Coupe verticale de la vitesse des ondes S dans le bassin 2D et position des recepteurs
R1, R2 et R3 pour les simulations ainsi que de la station réelle NLIB.
les propriétés des diﬀérents milieux listées dans le tableau 2 ; les facteurs de qualité, qui ne sont
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pas mentionnés dans le tableau, vériﬁent QP = vp/10 et QS = vs/10, approximation courante
par défaut lorsque aucune information sur ces valeurs n'est disponible. Comme pour le cas test
précédent, les solutions obtenues par la méthode Galerkin discontinue sont comparées aux ré-
sultats des diﬀérences ﬁnies. En revanche, nous n'utilisons pas la méthode Haskell-Thomson qui
n'est applicable qu'à des milieux 1D.
vp(fr) (m/s) vs(fr) (m/s) ρ (kg/m
3)
1 440 180 1900
2 710 290 1900
3 489 200 1700
4 808 330 2100
5 612 250 1800
6 734 300 2100
7 538 220 1800
8 710 290 2000
9 734 300 2000
rocher 2449 1000 2100
Tab. 2  Caractéristiques des milieux composant le bassin de Nice 2D. Les valeurs des vitesses
correspondent à la fréquence de référence fr = 1 Hz.
Les dimensions du domaine de calcul sont 2100 m de large et jusqu'à 75 m de profondeur.
Un maillage triangulaire non structuré, respectant les interfaces entre les diﬀérents milieux est
construit via le mailleur Simail [15] ; la largeur de maille est d'environ 1 m dans le bassin (comme
représenté ﬁgure 13) et 4 m dans le rocher et le maillage obtenu contient 107 707 triangles. Pour
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Fig. 13  Maillage triangulaire du bassin de Nice 2D (ﬁgure de gauche) et détail de la zone
encadrée (droite).
la construction des interfaces entre les diﬀérents milieux ainsi qu'en fond de bassin, la résolution
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du modèle initial 3D étant de 10 m, nous avons utilisé des splines aﬁn de régulariser les interfaces.
Le nombre de mécanismes pour prendre en compte l'atténuation viscoélastique a été ﬁxé ici à
3. Les calculs en diﬀérences ﬁnies utilisent une grille cartésienne uniforme (∆x = ∆y = 0.125
m, pour un maillage comprenant 16 801 points en x et 643 points en y) dont le pas d'espace
correspond à 60 points par longueur d'onde, comme requis par le stencil de Saenger et al. [48]
en présence de conditions de surface libre et d'une topographie non plane. Dans le cas DF, les
interfaces entre les milieux sont déﬁnies en reliant les données du modèle tous les 10 m par des
portions de droite (pas d'utilisation de splines). Les solutions sont enregistrées en des capteurs
espacés tous les 5 m le long de la topographie et l'on s'intéresse plus particulièrement à trois
d'entre eux (référencés R1, R2 et R3, ﬁgure 12) positionnés au rocher, à l'intérieur et en bord de
bassin. L'onde plane incidente a les mêmes caractéristiques que pour le cas précédent. Pour cette
étude, bien que les solutions soient plus complexes que pour le cas test précédent, nous avons
choisi de présenter des résultats bruts n'ayant subi aucun traitement de type lissage.
On présente sur la ﬁgure 14 l'évolution de la vitesse horizontale vx en fonction du temps,
calculée aux récepteurs R1, R2 et R3 avec les méthodes GD (courbe bleue) et DF (courbe
verte). Notons l'excellente concordance des résultats des deux méthodes numériques, bien que
ce cas soit plus complexe que le précédent, ce qui prouve, tout d'abord, que l'utilisation de trois
mécanismes, dans le cas de la méthode GD, permet une bonne précision dans cet intervalle de
fréquences. On peut constater clairement, sur la solution au capteur R2, l'inﬂuence des ondes
piégées dans le bassin qui résultent en un signal d'amplitude 60% supérieure à celle enregistrée
en R1 (Peak Ground Velocity, PGV= 4.7 × 10−2 m/s en R2 et PGV = 2.9 × 10−2 m/s en R1)
et de durée environ 3 fois plus longue, ce qui est une caractéristique typique des eﬀets de site.
En R3, l'amplitude est plus de deux fois plus élevée qu'en R1 (PGV = 6.6× 10−2 m/s) pour un
signal de durée comparable ce qui provient de la position particulière de R3 combinant l'eﬀet de
la topographie et le bord du bassin où l'épaisseur des sédiments est faible. Notons, de plus, de
légères diﬀérences entre les solutions GD et DF, pour R2, au-delà du temps t = 0.9 s, imputables
aux modèles numériques basés sur des maillages distincts (notamment aux interfaces entre les
milieux) puisque les solutions en R1 et R3 sont en parfait accord. Enﬁn, on constate qu'en R1,
c'est-à-dire assez loin du bassin, le signal enregistré est très proche de l'ondelette source (ﬁgure
5) avec un facteur 2 ; peu d'ondes sont diﬀractées par le bassin et le comportement en R1 est
comparable à celui du rocher aeurant. Ceci valide l'application de conditions de périodicité sur
les bords latéraux du domaine, y compris dans le cas 2D, puisque aucune onde ne revient des
bords.
On présente, ﬁgure 15, les fonctions de transfert à la surface pour les méthodes GD et DF,
c'est-à-dire le rapport spectral de la vitesse horizontale en fonction de la fréquence, pour tous les
récepteurs en surface (ratios calculés par rapport à la réponse en surface d'un rocher homogène).
On note tout d'abord que les résultats des deux méthodes (ﬁgures du haut) sont tout à fait
comparables. Ensuite, en examinant ces fonctions de transfert, on constate une forte ampliﬁca-
tion (supérieure à 5) essentiellement dans le bassin à une fréquence d'environ 2 Hz, fréquence
fondamentale de résonance liée à la présence de l'interface la plus marquée du milieu, en base de
bassin. Cette fréquence évolue latéralement en raison de variations de la profondeur de l'interface
sédiments-rocher. Une ampliﬁcation forte (environ 6) à des fréquences plus élevées est observée à
la partie droite du bassin (pour des coordonnées environ égales à 1500, en R3), c'est-à-dire pour
les récepteurs situés au dessus de la couche sédimentaire la plus ﬁne du bassin et à l'altitude
la plus élevée. En R2, la présence du bassin sédimentaire se traduit par une ampliﬁcation sis-
mique importante (supérieure à 5) à une fréquence bien plus faible qu'en R3. Enﬁn, on présente
également, ﬁgure 15 (en bas), l'erreur relative en % entre les deux méthodes sur les rapports
d'ampliﬁcations calculés en chaque récepteur en fonction de la fréquence (normalisée par rapport
à la moyenne des valeurs d'ampliﬁcation). On constate que l'accord est globalement bon entre les
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Fig. 14  Evolution de la vitesse horizontale vx en fonction du temps aux capteurs de surface R1
(ﬁgure du dessus), R2 (ﬁgure du milieu) et R3 (ﬁgure du bas). Comparaison entre les méthodes
Galerkin discontinue (GD) et diﬀérences ﬁnies (DF).
deux méthodes, les diﬀérences sont très ponctuelles, essentiellement sur les bords du bassin, pour
les fréquences les plus élevées et pour des faibles valeurs d'ampliﬁcation : elles sont probablement
dues, comme précédemment, aux diﬀérences des maillages notamment aux interfaces.
4.2.2 Inﬂuence de l'hétérogénéité du bassin, eﬀets 2D et comparaisons avec les
mesures de terrain
Dans cette partie, on s'intéresse tout d'abord à l'étude de l'inﬂuence des hétérogénéités dans
le bassin sur la réponse en surface. Pour cela, on considère le cas d'un bassin homogène ayant
la même géométrie que celui étudié précédemment (interface bassin/rocher et topographie) mais
dont le remplissage est constitué d'un seul milieu et dont les vitesses et la densité ont été ﬁxées
à des valeurs moyennes (données dans le tableau 3) par rapport au cas hétérogène précédent
pour lequel le bassin comporte 9 milieux diﬀérents. Ici encore, on suppose que QP = vp/10 et
QS = vs/10.
vp(fr) (m/s) vs(fr) (m/s) ρ (kg/m
3)
bassin 730 300 2000
rocher 2450 1000 2100
Tab. 3  Caractéristiques des matériaux pour le cas-test du bassin de Nice en version homogène.
Les valeurs des vitesses correspondent à la fréquence de référence fr = 1 Hz.
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De plus, on souhaite étudier les eﬀets dus au caractère bidimensionnel du bassin en comparant
les résultats obtenus en un point du bassin 2D (hétérogène et homogène) avec ceux issus de deux
colonnes de sol dont les caractéristiques correspondent au sous-sol du bassin en ce point. Pour
cette étude, on se place au point correspondant au capteur réel NLIB, dont la position est
mentionnée sur le proﬁl de la ﬁgure 12. Dans le cas du bassin hétérogène, la colonne de sol
correspondante est détaillée ﬁgure 16 ; les références des milieux sont celles du bassin hétérogène
du tableau 2. La colonne de sol associée au bassin homogène est monocouche et comprend le milieu
du remplissage homogène (tableau 3) sur une épaisseur de 34 m et le rocher en profondeur.
On compare, ﬁgure 17, l'évolution de la vitesse horizontale vx en fonction du temps calculée au
capteur NLIB avec le méthode GD pour le bassin 2D hétérogène (ﬁgure du haut), la colonne 1D
hétérogène (deuxième ﬁgure), le bassin 2D homogène (troisième ﬁgure) et la colonne 1D homogène
(ﬁgure du bas). Les diﬀérentes conﬁgurations produisent des traces d'amplitude comparable. En
revanche, la durée du signal dépend fortement du cas étudié. La colonne 1D homogène produit le
signal le plus simple et de plus courte durée (jusqu'à t = 1.5 s). Les cas hétérogènes produisent des
traces plus complexes, jusqu'à des temps d'environ t = 2.5−3 s, résultant des ondes constructives
successives piégées dans le bassin ou la colonne hétérogène. Enﬁn, le cas du bassin homogène est
celui pour lequel les vitesses sont enregistrées sur le temps le plus long (supérieur à t = 5 s). En
eﬀet, les ondes piégées se réﬂéchissent aux bords du bassin avec beaucoup moins d'amortissement
en raison de la présence d'un seul milieu dont le facteur de qualité est plus élevé que dans les
couches indicées par 1, 3 et 5 du milieu hétérogène. D'autre part, il n'y a pas d'ondes converties
ou réﬂéchies aux diﬀérentes interfaces susceptibles de disperser l'énergie du signal. Dans ce cas
homogène, les résultats 1D et 2D sont très diﬀérents.
On trace, ﬁgure 18, les fonctions de transfert à la surface obtenues dans le cas du bassin
homogène avec la méthode GD. On constate, tout d'abord, que ces résultats sont relativement
comparables à ceux du cas hétérogène avec une ampliﬁcation forte dans le bassin à une fréquence
d'environ 2 Hz. En eﬀet, la position du plus fort contraste de vitesse (interface rocher-sédiment)
est la même. Les multiples réﬂexions sur les bords du bassin sont nettement visibles sur la ﬁgure
(rappelons que les spectres n'ont subi aucun lissage). De plus, on constate de fortes ampliﬁcations
à des fréquences élevées (supérieures à 10 Hz) qui sont le résultat du piégeage des ondes dans
le bassin. Ceci n'est pas observé dans le cas hétérogène pour lequel la présence des interfaces
contribue également à l'atténuation.
Enﬁn, pour terminer cette étude, on compare les résultats des diﬀérentes simulations (bassins
et colonnes homogènes et hétérogènes) avec les mesures de terrain. Pour cela, on utilise les
résultats d'une étude sur les eﬀets de site à Nice (Oyomo Olinga [44]) utilisant les enregistrements
en 6 stations du RAP (Réseau Accélérométrique Permanent) situées dans la ville, dont la station
NLIB de notre proﬁl. Pour chaque station, la méthode site sur référence a été utilisée pour
mesurer l'ampliﬁcation et la fréquence concernée. Ces résultats expérimentaux sont présentés
sur la ﬁgure 19 (en haut à gauche) traçant le rapport spectral de la composante est-ouest de
la vitesse mesurée en NLIB par rapport à une station de référence située au rocher (station
NBOR, placée au Mont Boron). La courbe bleue est la moyenne calculée à partir de 14 séismes
enregistrés entre janvier 2000 et octobre 2006, de magnitude entre 2.4 et 4.9. On constate une
ampliﬁcation d'environ 7.5 à la fréquence propre de 1.98 Hz. On compare également, ﬁgure
19 (en haut à droite), les résultats expérimentaux avec ceux issus des simulations dans le cas
du bassin hétérogène. L'accord des résultats des méthodes GD et DF est excellent. On note
toutefois de légères diﬀérences sur l'ampliﬁcation qui concernent des fréquences ponctuelles et
proviennent probablement, comme pour les courbes en temps, des maillages et de la position des
interfaces. On peut constater que les simulations fournissent des résultats d'allure comparable aux
mesures de terrain. L'ampliﬁcation et la fréquence propre sont légèrement plus faibles pour les
données numériques, comme on peut le constater sur le tableau 4. La diﬀérence d'amplitude peut
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Ampliﬁcation Fréquence (Hz)
Mesures de terrain 7.5 1.98
Bassin hétérogène 5.03 1.81
Bassin homogène 4.38 2.2
Colonne hétérogène 3.62 1.81
Colonne homogène 3.1 2.2
Tab. 4  Ampliﬁcation et fréquence propre des fonctions de transfert en NLIB pour les mesures
de terrain et les simulations numériques.
s'expliquer par le choix de la station de référence (NBOR) utilisée pour le calcul site/référence.
En eﬀet, sur le terrain, le choix d'un site de référence ne produisant ni ampliﬁcation ni dé-
ampliﬁcation n'est pas toujours simple et une étude récente par Bertrand et al. [4] a mis en
évidence une dé-ampliﬁcation en NBOR pouvant surestimer l'ampliﬁcation déduite des mesures.
Les deux ﬁgures du bas comparent les résultats 2D avec les colonnes correspondantes dans le cas
hétérogène (ﬁgure de gauche) et homogène (ﬁgure de droite). On constate tout d'abord que, dans
les deux cas, les colonnes 1D produisent des ampliﬁcations plus faibles et pour quelques fréquences
seulement, omettant l'intervalle [2.5, 5] Hz. De plus, dans le cas homogène, les fréquences sont
décalées vers des valeurs plus élevées. Dans le cas du bassin homogène, on constate des oscillations,
visibles au-delà de 5 Hz, qui traduisent une atténuation plus faible que dans le cas hétérogène. A
titre de remarque, les résultats de la colonne homogène sont en accord avec la fréquence propre
attendue puisque dans un cas monocouche, comme ici, la fréquence de réponse est fonction de
la vitesse vs dans le milieu superﬁciel et de l'épaisseur de la couche f = vs/4h = 2.2 Hz. La
plus grande proximité des résultats numériques avec les données observées étant obtenue avec un
modèle hétérogène 2D, conﬁrme l'intérêt d'utiliser des modèles bidimensionnels qui décrivent avec
précision la topographie et le milieu en profondeur, en particulier les propriétés des diﬀérentes
couches géologiques.
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Fig. 15  Fonctions de transfert de la vitesse horizontale vx à la surface en fonction de la
fréquence (ﬁgures du haut et du milieu). Ratios calculés par rapport au rocher homogène sans
topographie ; distance entre les récepteurs 5 m ; résultats GD (en haut) et DF (au milieu).
Erreur relative en % entre les fonctions de transfert des méthodes GD et DF (en bas),
err = |ampli(GD)− ampli(DF )|/0.5(ampli(GD) + ampli(DF )).
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Fig. 16  Colonne de sol 1D correspondant au sous-sol à la position du capteur NLIB dans le
bassin hétérogène
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Fig. 17  Evolution de la vitesse horizontale vx en fonction du temps au capteur de surface
NLIB. Comparaison entre les solutions obtenues pour le bassin 2D hétérogène (en haut), la
colonne 1D hétérogène (deuxième ﬁgure), le bassin 2D homogène (troisième ﬁgure) et la colonne
1D homogène (en bas).
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Fig. 18  Fonctions de transfert de la vitesse horizontale vx à la surface en fonction de la fréquence
pour le bassin homogène avec obtenues avec la méthode Galerkin discontinue. Ratios calculés
par rapport au rocher homogène sans topographie ; distance entre les recepteurs 5 m. L'aspect
haché de ces courbes est lié à l'absence de lissage sur les spectres de Fourier.
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Fig. 19  Fonctions de transfert à la station NLIB. En haut à gauche, rapports site/référence
mesurés en la station NLIB, composante est-ouest, moyenne de 14 séismes en bleu, moyenne ±
écart-type en vert et rouge (d'après Oyomo Olinga [44]). En haut à droite, comparaison de la
moyenne des mesures (en bleu) avec le résultat des simulations dans le bassin hétérogène (GD en
vert, FD en rouge). En bas à gauche, comparaison de la moyenne des mesures (en bleu) avec les
résultats des simulations dans le bassin hétérogène (en vert) et dans la colonne 1D hétérogène
(en rouge). En bas à droite, comparaison de la moyenne des mesures (en bleu) avec les résultats
des simulations dans le bassin homogène (en vert) et dans la colonne 1D homogène (en rouge).
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5 Conclusion
Nous avons présenté une méthode d'éléments ﬁnis Galerkin discontinue pour la propagation
d'ondes sismiques dans un milieu viscoélastique bidimensionnel. La prise en compte de l'atténua-
tion est basée sur un modèle de Maxwell généralisé ainsi que sur un facteur de qualité supposé
constant sur l'intervalle de fréquence considéré pour nos applications, suivant l'approche propo-
sée par Emmerich et Korn [16]. Cette méthode a été validée par comparaison avec une méthode
en diﬀérences ﬁnies en considérant deux applications : la propagation dans une colonne de sol
hétérogène et un cas plus réaliste, dans un bassin sédimentaire avec topographie non plane.
Premièrement, nous avons étudié la propagation d'une onde plane SV dans une colonne de sol
1D ayant des propriétés réalistes. Ce cas test simple a permis une validation de la méthode GD,
dans le cas élastique et viscoélastique ainsi qu'une comparaison très précise des deux méthodes au
regard notamment des fonctions de transfert. L'impact du nombre de mécanismes utilisés ainsi
que la fréquence de référence ont été étudiés. Nous pouvons tout d'abord conclure que le nombre
de mécanismes choisis dépend de l'intervalle de fréquences d'intérêt puisque les diﬀérences entre
les solutions obtenues pour 3 et 8 mécanismes, bien que minimes, apparaissent essentiellement
aux modes supérieurs, pour les fréquences les plus élevées. Pour des applications plus complexes,
nécessitant des maillages ﬁns et donc plus d'inconnues ou pour une extension à trois dimensions
d'espace, l'utilisation de 3 mécanismes seulement peut représenter un net gain en temps de
calcul et en espace mémoire sans dégrader la qualité des solutions. Ensuite, nous avons illustré
l'importance de la fréquence de référence pour limiter la dispersion ou comparer les résultats
issus de plusieurs méthodes. Le choix par défaut d'une fréquence de référence ﬁxée à 1 Hz peut
avoir un impact non négligeable notamment à des fréquences élevées.
Pour la deuxième application numérique, nous nous sommes intéressés à un cas plus complexe
et plus réaliste de propagation dans un bassin 2D, proﬁl extrait d'un modèle 3D de la ville de
Nice. Pour représenter le modèle, nous avons construit un maillage triangulaire non structuré
incluant la gómétrie du bassin, la topographie ainsi que les interfaces entre les diﬀérents milieux ;
l'utilisation de triangles de plus grande taille dans le rocher a permis de limiter le nombre total
d'éléments du maillage. Ces simulations ont permis de mettre en évidence une forte ampliﬁcation
dans le bassin. Les résultats obtenus par la méthode GD sont tout à fait comparables à ceux
issus de la méthode DF, les quelques diﬀérences pouvant être attribuées aux disparités entre le
maillages éléments ﬁnis et la grille cartésienne, notamment au niveau des interfaces et l'absence
des lissage des interfaces avec les DF contrairement au maillage triangulaire utilisant des splines
lors de la déﬁnition des interfaces entre milieux. Des simulations ont également été réalisées sur
une géométrie identique de bassin mais pour un remplissage homogène, mettant en évidence
l'importance des diﬀérents milieux constitutifs du bassin et pas seulement sa géométrie. En eﬀet,
dans le cas hétérogène, les signaux enregistrés en surface sont le résultat de l'atténuation intrin-
sèque de chaque milieu mais également des conversions et diﬀractions successives aux interfaces
entre matériaux, ce qui se traduit, dans le cas homogène, par des signaux de durée plus longue et
des ampliﬁcations plus élevées à haute fréquence. Les résultats dans le bassin 2D ont également
été comparés aux solutions 1D obtenues en surface de colonnes homogène ou hétérogène ayant
les mêmes propriétés en profondeur. Si la fréquence propre des colonnes est proche du cas 2D
associé, on ne retrouve ni les amplitudes, ni les modes supérieurs, ce qui prouve l'apport d'une
modélisation bidimensionnelle. Enﬁn, les résultats de ces diﬀérentes simulations ont été comparés
aux mesures de terrain au capteur NLIB du réseau RAP, présent sur notre proﬁl. Les solutions
calculées dans le cas du bassin hétérogène sont les plus proches des enregistrements de terrain
aussi bien pour l'ampliﬁcation que pour les fréquences correspondantes, ce qui peut s'expliquer
par le caractère relativement bidimensionnel de la géométrie 3D du bassin en cet endroit.
Notre objectif est d'étendre cette étude au cas de milieux tridimensionnels aﬁn de compléter
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cette étude comparative des eﬀets 1D et 2D par l'apport des résultats sur une géométrie réaliste
3D.
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Annexe : Caractéristiques de la méthode diﬀérences ﬁnies
Les résultats de la méthode Galerkin discontinu sont comparés à ceux d'une méthode diﬀé-
rences ﬁnies (Gélis et al., 2005), basée sur le stencil de Saenger et al. [48], pour lequel les dérivées
spatiales sont approximées par un développement de Taylor à l'ordre 1 calculé selon des axes
tournés à 45o par rapport au repère cartésien, contrairement à la méthode initiale (Virieux [57])
exprimant les dérivées spatiales dans la direction des axes. Dans les deux cas, les méthodes sont
basées sur des schémas dits staggered (en quinconce), à la diﬀérence des approches classiques
pour lesquelles toutes les variables sont exprimées en une seule grille de calcul.
De plus, les composantes du tenseur des contraintes et celles du vecteur vitesse (voir ﬁg. 20)
sont calculées en un seul point de la grille numérique, ce qui évite les moyennes spatiales des
propriétés du milieu (la masse volumique ρ ainsi que les coeﬃcients de Lamé λ et µ). La surface
libre est introduite par les conditions de vacuum (Zahradnik et al. [59]). Cette méthode a été
validée (Gélis et al., 2005) par comparaison aux solutions analytiques du cas test de Garvin [19],
ce qui prouve une modélisation correcte des ondes de surface.
Fig. 20  Comparaison entre le stencil de diﬀérences ﬁnies de Virieux (à gauche) et de Saenger
et al. (à droite).
Dans le cas d'un milieu sans surface libre, comme le montrent Saenger et al. [48], le nombre
de points par longueur d'onde minimale est d'environ 10 avec le stencil de Virieux et 14 avec le
stencil de Saenger. Bohlen et Saenger (2006) [5] estiment que 15 à 30 points par longueur d'onde
minimale sont nécessaires pour que la dispersion numérique devienne négligeable en présence
d'une topographie plane horizontale. Lorsque la topographie est non plane, ce nombre de points
minimum atteint la valeur de 60. Pour cette raison, 60 points par longueur d'onde ont été utilisés
dans les applications.
Les pertes anélastiques sont modélisées par la technique de Liu and Archuleta (2006) [35]
qui prend en compte l'atténuation anélastique par l'intermédiaire de 8 mécanismes de relaxation,
auxquels sont attachés, en chaque point de la maille numérique, des variables mémoire. De ce fait,
les eﬀets de Q en termes d'atténuation et de dispersion sont approximés par un jeu de fonctions de
relaxation. Chacune est régie par une équation diﬀérentielle du premier ordre en temps, suivant
Day et Minster [13], Emmerich et Korn [16] et Day [11]. La combinaison linéaire des fonctions
de relaxation représente la réduction du module de rigidité du milieu depuis un module non
relaxé à un temps nul jusqu'à un module relaxé à un temps infni, répondant ainsi à la déﬁnition
de la viscoélasticité (pertes anélastiques). Le comportement de chaque fonction de relaxation
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est simplement contrôlé par un poids et un temps de relaxation. Ces temps de relaxation sont
espacés de manière à couvrir l'intervalle de fréquence cible et sont espacés logarithmiquement
dans cet intervalle. Plus le nombre de temps de relaxation est élevé, plus la modélisation de Q
en fonction de la fréquence est précise. Cependant, le nombre de temps de relaxation diﬀérents
est directement proportionnel au nombre de variables de mémoire ; cette proportionnalité aﬀecte
directement le coût de calcul et les besoins de mémoire des méthodes numériques.
Aﬁn de limiter le coût de calcul et les besoins de stockage mémoire, Day et Bradley [12] ont
développé une technique pour prendre en compte l'atténuation anélastique adaptée aux méthodes
de diﬀérences ﬁnies : un seul mécanisme sur les 4 (en 2D) ou les 8 (en 3D) mécanismes utilisés est
pris en compte par point de la grille numérique. L'échelle de variation spatiale de ces mécanismes
est beaucoup plus courte que celle des propriétés physiques du milieu puisque 2 points situés
côte à côte n'ont pas le même temps de relaxation (d'où le nom de technique coarse-grained).
Cependant, Graves et Day [22] ont montré que, pour les faibles valeurs de Q, ce calcul introduit
des variations artiﬁcielles des propriétés du milieu et entraîne une diminution de la précision
numérique. Ils proposent d'eﬀectuer des moyennes harmoniques locales en utilisant les points de
la grille de variation des mécanismes.
Pour prendre en compte la viscoélasticité, Liu et Archuleta [35] n'utilisent pas de grille rapide
où les mécanismes de relaxation évoluent spatialement. Dans cette formulation adaptée pour des
méthodes numériques de type éléments ﬁnis, 8 mécanismes sont introduits par point de la grille
numérique. Ils proposent un jeu de paramètres déﬁnissant les temps de relaxation choisis de sorte
que des facteurs de qualité allant de 5 à 5000 soient considérés comme constants dans une gamme
de fréquence de 0.01 à 50 Hz correspondant à la gamme de fréquence généralement utilisée en
sismologie.
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