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1 Einleitung
Sto¨rungstheorie spielt in verschiedenen Gebieten der reinen und der angewandten Ma-
thematik eine wichtige Rolle. Kato beschreibt die Idee dahinter im Vorwort zu seinem
Buch ”Perturbation Theory for Linear Operators” [39] so:
[Perturbation theory is] based on the idea of studying a system deviating slightly
from a simple ideal system for which the complete solution of the problem under
consideration is known. [39]
In dieser Arbeit werden die ”Systeme” lineare Evolutionsgleichungen in einem Banach-
raum X sein, die sich als abstraktes Cauchy-Problem
{
u′(t) = Au(t) (t ≥ 0)
u(0) = x
(1.1)
mit vorgegebenem Anfangswert x ∈ X und einem abgeschlossenen linearen Operator
A in X mit Deﬁnitionsbereich D(A) schreiben lassen. Gleichungen dieser Art haben
vielfa¨ltige Anwendungen z.B. in der Theorie der partiellen Diﬀerentialgleichungen, in
der Wahrscheinlichkeitsrechnung oder in der mathematischen Physik. Beispiele hierfu¨r
sind die Wa¨rmeleitungsgleichung u′(t) = ∆u(t) oder die Schro¨dingergleichung u′(t) =
i∆u(t).
1.1 Lo¨sungsbegriﬀe
Bevor wir weiter auf die Sto¨rungstheorie fu¨r Gleichungen dieser Art eingehen, mu¨ssen
wir zuerst kla¨ren, was u¨berhaupt eine ”Lo¨sung” von (1.1) sein soll.
Am naheliegendsten ist zuna¨chst folgende Deﬁnition: Eine Lo¨sung von (1.1) ist eine auf
[0,∞) stetig diﬀerenzierbare Funktion u mit Werten in X, sodaß u(t) fu¨r alle t ≥ 0 im
DeﬁnitionsbereichD(A) von A liegt und (1.1) erfu¨llt ist. Existiert fu¨r einen Anfangswert
x eine solche klassische Lo¨sung u von (1.1), dann muß x = u(0) notwendigerweise in
D(A) sein. Es ist deswegen sinnvoll, einen schwa¨cheren Lo¨sungsbegriﬀ zu deﬁnieren,
der allgemeinere x ∈ X als Anfangswerte zula¨ßt, etwa durch Integrieren der ersten
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Gleichung in (1.1) bzgl. t: Eine auf [0,∞) stetige Funktion u mit Werten in X heißt
dann milde Lo¨sung von (1.1), falls fu¨r jedes t ≥ 0
∫ t
0
u(s)ds ∈ D(A) und A
∫ t
0
u(s)ds = u(t)− x (1.2)
gilt.
Eine milde Lo¨sung u von (1.1) ist eine klassische Lo¨sung genau dann, wenn u stetig
diﬀerenzierbar ist. Also unterscheiden sich milde Lo¨sungen und klassische Lo¨sungen von
(1.1) nur durch ihre Regularita¨t, und der Begriﬀ der milden Lo¨sung ist sinnvoll. Existiert
fu¨r jedes x ∈ X genau eine milde Lo¨sung von (1.1), dann heißt (1.1) wohlgestellt. Ein
fundamentaler Satz der Theorie der C0-Halbgruppen besagt, daß ein abgeschlossener
linearer Operator A genau dann eine C0-Halbgruppe erzeugt, wenn das zugeho¨rige
abstrakte Cauchy-Problem wohlgestellt ist. Dies ist genau dann der Fall, wenn ρ(A) = 0
ist und (1.1) fu¨r alle x ∈ D(A) eine klassische Lo¨sung besitzt (vgl. z.B. [4, 24, 31, 57]).
Wir gehen nun kurz auf die Charakterisierung von milden Lo¨sungen mit Hilfe der
Laplace-Transformation ein, da die vektorwertige Laplace-Transformation ein wichtiges
Hilfsmittel in dieser Arbeit ist.
Ist u eine exponentiell beschra¨nkte, stetige Funktion, ko¨nnen wir fu¨r große λ die Laplace-
Transformation
uˆ(λ) =
∫ ∞
0
e−λtu(t)dt
von u betrachten. Dann ist u eine milde Lo¨sung von (1.1) genau dann, wenn fu¨r große
λ die charakteristische Gleichung
(λ−A)uˆ(λ) = x (1.3)
gilt ([4, Theorem 3.1.3]). Liegt λ in der Resolventenmenge von (A,D(A)), dann ist
uˆ(λ) = (λ−A)−1x.
Existiert die Resolvente auf einer Halbgeraden (ω,∞) und la¨ßt sie sich dort als Laplace-
Transformation einer stark stetigen Funktion T von [0,∞) in den Raum L(X) der
beschra¨nkten Operatoren auf X schreiben, also
(λ−A)−1 =
∫ ∞
0
e−λtT (t)dt fu¨r alle λ > ω,
dann ist fu¨r jedes x ∈ X die Funktion t → T (t)x milde Lo¨sung von (1.1), d.h. das
Cauchy-Problem ist wohlgestellt.
Allerdings gibt es viele fu¨r die Anwendung interessante Operatoren, fu¨r die das zu-
geho¨rige Cauchyproblem nicht wohlgestellt ist, so z.B. der Schro¨dinger-Operator i∆ in
Lp(Rn) fu¨r p = 2 ([32, 38]). Um das Lo¨sungsverhalten des Cauchyproblems in solchen
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Fa¨llen zu beschreiben, fu¨hren wir durch erneutes Integrieren einen noch allgemeineren
Lo¨sungsbegriﬀ ein. Hierfu¨r sei zuna¨chst u eine milde Lo¨sung von (1.1). Dann gilt∫ t
0
∫ s
0
u(τ)dτds ∈ D(A) und A
∫ t
0
∫ s
0
u(τ)dτds =
∫ t
0
u(s)ds− tx.
Setzen wir U(t) :=
∫ t
0 u(s)ds, erhalten wir∫ t
0
U(s)ds ∈ D(A) und A
∫ t
0
U(s)ds = U(t)− tx. (1.4)
Nun vergessen wir, daß u eine milde Lo¨sung war, und sagen, eine auf [0,∞) stetige
Funktion U mit Werten in X ist eine integrierte Lo¨sung von (1.1), falls (1.4) erfu¨llt
ist. Ist U auf [0,∞) stetig diﬀerenzierbar, dann ist die Ableitung U ′ von U eine milde
Lo¨sung von (1.1).
Eine stetige, exponentiell beschra¨nkte Funktion U ist integrierte Lo¨sung von (1.1),
genau dann, wenn fu¨r große λ
λ(λ−A)Uˆ(λ) = x (1.5)
gilt. Liegt nun λ = 0 in der Resolventenmenge von A, dann gilt
Uˆ(λ) =
1
λ
(λ−A)−1x.
Nun betrachten wir alle Operatoren A, fu¨r die die Resolvente auf einer Halbgeraden
(ω,∞) existiert und fu¨r die sich 1λ(λ − A)−1 als Laplace-Transformation einer stark
stetigen Funktion S : [0,∞)→ L(X) schreiben la¨ßt. Die Familie (S(t))t≥0 ist dann die
von (A,D(A)) erzeugte integrierte Halbgruppe. Erzeugt A eine integrierte Halbgruppe,
dann hat das zugeho¨rige Cauchy-Problem fu¨r alle x ∈ D(A) eine milde Lo¨sung und fu¨r
alle x ∈ D(A2) eine klassische Lo¨sung.
Auf die gleiche Weise werden nun fu¨r k ∈ N k-fach integrierte Lo¨sungen von (1.1) und
k-fach integrierte Halbgruppen deﬁniert.
Die Idee, integrierte Halbgruppen zu betrachten, geht auf W. Arendt [2, 3] zuru¨ck.
Die Theorie der integrierten Halbgruppen wurde dann u.a. von Arendt, Kellermann,
Hieber und Neubrander [5, 40, 53] weiterverfolgt. M. Hieber [32, 34, 36] fu¨hrte dann
fu¨r nichtnegative reelle Zahlen den Begriﬀ der α-integrierten Halbgruppen ein.
1.2 Sto¨rungstheorie
In dieser Arbeit wollen wir nun Sto¨rungssa¨tze fu¨r Halbgruppen von Operatoren zeigen.
Wir setzen dabei lediglich die relative Beschra¨nktheit der Sto¨rung B bzgl. dem Halb-
gruppenerzeuger A (bzw. von B∗ bzgl. A∗) voraus, d.h. wir nehmen an, daß eine der
Bedingungen
‖Bx‖ ≤M‖(λ−A)x‖ bzw. ‖B(λ−A)−1‖ ≤M < 1 (1.6)
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oder
‖B∗x∗‖ ≤M‖(λ−A∗)x∗‖ bzw. ‖(λ−A)−1B‖ ≤M < 1, (1.7)
erfu¨llt ist, allerdings auf einer Parallelen zur imagina¨ren Achse.
Die relative Beschra¨nktheit liegt vielen bekannten Sto¨rungssa¨tzen fu¨r C0-Halbgruppen
zugrunde. Der Beweis des bekannten Resultats fu¨r beschra¨nkte Sto¨rungen (vgl. [57])
beruht im wesentlichen auf (1.6). Die Beweise der Sa¨tze von Miyadera-Voigt bzw. von
Desch-Schappacher (vgl. [24]) verwenden (1.6) bzw. (1.7) an entscheidender Stelle. Falls
schließlich A eine beschra¨nkte analytische Halbgruppe erzeugt und (1.6) auf der rechten
Halbebene erfu¨llt ist, dann erzeugt auch (A+B) eine analytische Halbgruppe.
Es ist ein Hauptziel dieser Arbeit, zu untersuchen, inwieweit diese relative Beschra¨nkt-
heit bereits ausreicht, um Sto¨rungssa¨tze zu erhalten. Die Tendenz unserer Ergebnisse
ist, daß man (außer im bekannten analytischen Fall) zwar Sto¨rungssa¨tze erha¨lt, man
aber bei der Lo¨sung des gesto¨rten Cauchy-Problems einen Verlust an Regularita¨t hin-
nehmen muß: Ist das urspru¨ngliche Cauchy-Problem wohlgestellt, kann man fu¨r das
gesto¨rte Problem mit beliebigem Anfangswert aus X nur eine α-fach integrierte Lo¨sung
erwarten. Hierbei ha¨ngt die Integrationsstufe α von der Geometrie des Banachraumes
ab. Dies werden wir in Kapitel 3 in allgemeinerer Form zeigen:
Der Operator (A,D(A)) erzeuge eine α-integrierte Halbgruppe auf einem Banachraum
X und B erfu¨lle eine der Bedingungen (1.6) oder (1.7). Dann erzeugt eine Erweiterung
von A + B mit Deﬁnitionsbereich D(A) ∩D(B) eine β-integrierte Halbgruppe auf X.
Hierbei ist β > α + s zu wa¨hlen, wobei s eine positive reelle Zahl ist, die von der
Geometrie des Banachraumes abha¨ngt.
In Kapitel 4 setzen wir voraus, daß A eine C0-Halbgruppe auf einem Hilbertraum H
erzeugt. Außerdem sei B eine abgeschlossener Operator in H mit D(B) ⊃ D(A), der
auf einer rechten Halbebene in C beiden Bedingungen in (1.6) genu¨gt. Unter diesen
Annahmen zeigen wir, daß dann die Summe A + B mit Deﬁnitionsbereich D(A) eine
auf (0,∞) stark stetige Halbgruppe erzeugt, d.h. das zugeho¨rige Cauchy-Problem hat
fu¨r alle x ∈ D(A) eine Lo¨sung u mit folgenen Eigenschaften: u ist auf [0,∞) stetig
mit Werten in X und auf (0,∞) stetig diﬀerenzierbar. Weiter ist fu¨r alle t > 0 u(t) ∈
D(A) und u′(t) = Au(t). Ausserdem erfu¨llt u die Anfangsbedingung u(0) = x. Diesen
(abgeschwa¨chten) Lo¨sungsbegriﬀ ﬁndet man z.B. bei Krein [41] und Taira [71], ebenso
wie Beispiele fu¨r Operatoren, die eine auf (0,∞) stark stetige Halbgruppe erzeugen,
aber nicht stark stetig in 0 sind ([41, 70, 71]).
Unter diesen Beispielen sind auch solche Operatoren, fu¨r die die Lo¨sung des zugeho¨rigen
Cauchy-Problems fu¨r alle x ∈ D(A) auf einem oﬀenen Sektor analytisch ist. Nach der
Terminologie von Taira [71] erzeugen diese Operatoren eine analytische Halbgruppe mit
schwacher Singultarita¨t. In Kapitel 5 werden wir Sto¨rungssa¨tze fu¨r solche Halbgruppen
zeigen. Um mehr Informationen daru¨ber zu haben, wie gut oder schlecht sich die Halb-
gruppe in der Na¨he der 0 verha¨lt, deﬁnieren wir hierzu analytische Halbgruppen mit
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σ-Singularita¨t, wobei σ eine nichtnegative reelle Zahl ist.
1.3 Anwendungen
Die restlichen Kapitel sind Anwendungen gewidmet, die unsere Ergebnisse illustrieren.
In Kapitel 6 betrachten wir Anfangswertprobleme von der Form{
u′(t) = (A+B)u(t) t ≥ 0,
u(0) = x
(1.8)
in Lp(R). Hierbei sei (A,D(A)) ein gewo¨hnlicher Diﬀerentialoperator der Form
A = i
dm
dxm
fu¨r eine gerade Zahl m
oder
A =
dm
dxm
fu¨r eine ungerade Zahl m
mit maximalem Deﬁnitionsbereich D(A) := Wm,p(R) in Lp(R), 1 ≤ p < ∞. Dann
erzeugt A eine C0-Halbgruppe auf X genau dann, wenn p = 2 ist ([32]). Im Fall m =
2 wurde dies zuerst von Ho¨rmander in [38] bewiesen. Fu¨r p = 2 erzeugt A eine α-
integrierte Halbgruppe auf X, falls α >
∣∣1
2 − 1p
∣∣ gewa¨hlt ist. Dies ist ein Resultat von
M. Hieber [32].
Der Sto¨rungsoperator B sei fu¨r ein Potential V und eine Zahl l ∈ N ∪ {0} durch
Bf := V · d
l
dxl
f
mit maximalem Deﬁnitionsbereich gegeben. Mit Hilfe der Resultate aus Kapitel 3 zeigen
wir, daß A+B fu¨r jedes β > σp eine β-integrierte Halbgruppe erzeugt, falls das Potential
V einer der Bedingungen
(i) l ≤ 1p(m− 1) und V ∈ Lp(R)
oder
(ii) l = 0 und V ∈ Lp(R) + L∞(R)
genu¨gt. Die Zahl σp ist dabei durch
σp =
{
2
p − 12 p ∈ (1, 2]
3
2 − 2p p ∈ (2,∞)
gegeben. Ist dann n die kleinste natu¨rliche Zahl, die echt gro¨ßer als σp ist, dann hat
(1.8) fu¨r jedes x ∈ D((A+B)n+1) genau eine klassische Lo¨sung.
9
1 Einleitung
Ist p = 2, liefert unser Sto¨rungssatz fu¨r C0-Halbgruppen in Hilbertra¨umen, daß A+B
sogar eine auf (0,∞) stark stetige Halbgruppe erzeugt. Dann hat das gesto¨rte An-
fangswertproblem fu¨r alle x ∈ D(A) eine Lo¨sung im abgeschwa¨chten Sinn wie oben
beschrieben.
Insbesondere gelten diese Ergebnisse fu¨r die eindimensionale Schro¨dingergleichung{
ut = iuxx + V · u, in [0,∞)× R,
u(0, x) = u0, x ∈ R
(1.9)
in Lp mit Potential V ∈ Lp + L∞ und Anfangszustand u0 ∈ Lp(R).
Wir betrachten auch die n-dimensionale Schro¨dingergleichung (n ≥ 3){
ut = i∆u+Bu, in [0,∞)× Rn,
u(0, x) = u0, x ∈ Rn,
(1.10)
in Lp, wobei p in einem (von n abha¨ngigen) oﬀenen Intervall um 2 gewa¨hlt sei. Ist B ein
beschra¨nkter Operator von Lp nach Lp
′
(mit 1p +
1
p′ = 1), dann zeigen wir, daß i∆+B
eine β-integrierte Halbgruppe erzeugt. Die Schranke fu¨r β ha¨ngt hier von p und n ab.
In Kapitel 7 studieren wir lineare Diﬀerentialgleichungen mit Delay. Gleichungen dieser
Art spielen z.B. in der Kontrolltheorie eine wichtige Rolle ([80]). Wir betrachten die
Gleichung 

u′(t) = Au(t) + Φut, t ≥ 0
u(0) = x
u0 = f.
(1.11)
mit Anfangswert x in einem Banachraum X und f ∈ Lp([−1, 0];X), 1 ≤ p < ∞.
A sei ein abgeschlossener Operator in X, und der Delay-Operator Φ sei linear und
beschra¨nkt von W 1,p([−1, 0];X) nach X. u sei deﬁniert in [−1,∞) mit Werten in X,
und ut : [−1, 0]→ X mit ut(σ) = u(t+ σ) fu¨r σ ∈ [−1, 0].
Ein Lo¨sungsansatz ist, die Gleichung (1.11) in ein a¨quivalentes abstraktes Cauchypro-
blem mit einem Operator A auf dem Produktraum X = X×Lp([−1, 0], X) umzuschrei-
ben. A. Batkai und S. Piazzera [9] verwenden Sto¨rungstheorie, um Bedingungen zu ﬁn-
den, sodaß das assoziierte Cauchy-Problem wohlgestellt ist, d.h. A eine C0-Halbgruppe
erzeugt. Wir geben Bedingungen an A und den Delay-Operator Φ an, sodaß der as-
soziierte Operator A eine α-integrierte Halbgruppe auf X erzeugt. Dies liefert dann
Lo¨sungen von (1.11) fu¨r eine Klasse von Anfangsbedingungen x, f . Hierzu verwenden
wir unsere Sto¨rungssa¨tze.
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2.1 Notation
In dieser Arbeit sind X und Y stets komplexe Banachra¨ume. Mit L(X,Y ) bezeichnen
wir den Raum aller beschra¨nkten linearen Operatoren von X nach Y . Falls X = Y ,
schreiben wir L(X) anstatt L(X,X). X∗ = L(X,C) ist der Dualraum von X. Ist x ∈ X
und x∗ ∈ X∗, dann schreiben wir fu¨r x∗(x) auch 〈x∗, x〉. Mit IX oder I bezeichnen wir
die Identita¨t auf X.
Einen linearen Operator A von einem Teilraum D(A) von X nach X bezeichnen wir
mit (A,D(A)) oder einfach A, wenn aus dem Zusammenhang hervorgeht, was der De-
ﬁnitionsbereich D(A) von A ist. Fu¨r den Bildbereich {Ax : x ∈ D(A)} schreiben wir
Ran(A). Liegt D(A) dicht in X, sagen wir, (A,D(A)) sei dicht deﬁniert. Der Operator
(A,D(A)) heißt abgeschlossen, wenn sein Graph {(x,Ax) : x ∈ D(A)} abgeschlossen
ist in X ×X bzgl. der Produkttopologie.
Ist (A,D(A)) dicht deﬁniert, dann ist der zu A adjungierte Operator (A∗, D(A∗)) durch
D(A∗) = {x∗ ∈ X∗ : ∃y∗(x∗) ∈ X∗ mit 〈x∗, Ax〉 = 〈y∗, x〉}
A∗x∗ = y∗(x∗)
deﬁniert.
Sei (A,D(A)) ein linearer Operator in X. Die Resolventenmenge von A ist deﬁniert
als
ρ(A) := {λ ∈ C : (λI −A) : D(A)→ X ist bijektiv und (λI −A)−1 ∈ L(X)}.
Die Menge σ(A) := C \ ρ(A) heißt Spektrum von A. Die Resolvente von A ist die
Abbildung R(·, A) : ρ(A)→ L(X), deﬁniert durch R(λ,A) := (λI−A)−1. Ist ρ(A) = ∅,
dann ist (A,D(A)) abgeschlossen. Ist A dicht deﬁniert, dann ist ρ(A) = ρ(A∗) und es
gilt R(λ,A)∗ = R(λ,A∗) fu¨r alle λ ∈ ρ(A).
Sei I ein Intervall in R. Eine Familie (T (t))t∈I := {T (t) ∈ B(X) : t ∈ [0,∞) von
beschra¨nkten Operatoren heißt stark stetig, falls T (·)x fu¨r jedes x ∈ X stetig ist auf
I. Sie heißt exponentiell beschra¨nkt, falls es Zahlen M ≥ 0 und ω ∈ R gibt, sodaß
‖T (t)‖ ≤Meωt fu¨r alle t ∈ I gilt.
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Den Raum der stetigen Funktionen auf einem Intervall I in R mit Werten in einem
Banachraum X bezeichnen wir mit C(I,X). Fu¨r k ∈ N = {1, 2, . . . } ist Ck(I,X) der
Raum aller k-mal stetig diﬀerenzierbaren Funktionen von I nach X.
Sei 1 ≤ p ≤ ∞. Dann deﬁniert
‖(x, y)‖p =
{
(‖x‖p + ‖y‖p)1/p fu¨r p <∞,
max{‖x‖, ‖y‖} fu¨r p =∞ (2.1)
eine Norm auf X × Y . Die so normierte direkte Summe wird mit X ⊕p Y bezeichnet
und ist wieder ein Banachraum. Alle diese Normen sind a¨quivalent und erzeugen die
Produkttopologie auf X × Y .
2.2 Die vektorwertige Laplace-Transformation
In diesem Abschnitt stellen wir einige Eigenschaften der vektorwertigen Laplace-Trans-
formation zusammen. Fu¨r die Beweise der Sa¨tze verweisen wir auf [4].
2.2.1 Das Bochner-Integral
Sei X ein Banachraum und I ein (beschra¨nktes oder unbeschra¨nktes) Intervall in R.
Eine Funktion f : I → X heißt einfach, wenn sie sich als f = ∑nk=1 xkχΩk schreiben
la¨ßt, wobei n ∈ N, xk ∈ X und Ωk ⊆ I (k = 1, . . . , n) Lebesgue-meßbare Mengen
mit endlichem Lebesgue-Maß µ(Ωk) seien. Hierbei ist χΩ die charakteristische Funktion
von Ω. Analog zum skalarwertigen Fall ist das Integral einer einfachen Funktionen
f =
∑n
k=1 xkχΩk deﬁniert durch∫
I
f(t)dt :=
n∑
k=1
xkµ(Ωk).
Ebenfalls wie im skalarwertigen Fall zeigt man, daß das Integral unabha¨ngig ist von der
Darstellung von f .
Eine Funktion f : I → X heißt meßbar, wenn eine Folge (gn) von einfachen Funktionen
gn : I → X existiert, sodaß f(t) = limn→∞ gn(t) fu¨r fast alle t ∈ I. Sie heißt Bochner-
integrierbar, falls eine Folge (gn) von einfachen Funktionen gn : I → X existiert, sodaß
f(t) = limn→∞ gn(t) fu¨r fast alle t ∈ I und limn→∞
∫
I ‖f(t) − gn(t)‖dt = 0. In diesem
Fall ist das Bochner-Integral von f auf I deﬁniert durch∫
I
f(t)dt := lim
n→∞
∫
I
gn(t)dt.
Die Klasse der Bochner-integrierbaren Funktionen la¨ßt sich einfach charakterisieren:
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2.2.1 Satz Eine Funktion f : I → X ist Bochner-integrierbar genau dann, wenn f
meßbar und ‖f‖ Lebesgue-integrierbar ist. Ist f Bochner-integrierbar, so gilt die Norm-
abscha¨tzung ∥∥∥∥
∫
I
f(t)dt
∥∥∥∥ ≤
∫
I
‖f(t)‖dt.
Das Verhalten des Bochner-Integrals unter linearen Operatoren la¨ßt sich wie folgt be-
schreiben:
2.2.2 Satz (a) SeienX,Y Banachra¨ume, T : X → Y ein beschra¨nkter linearer Operator
und f : I → X Bochner-integrierbar. Dann ist T ◦ f : I → Y Bochner-integrierbar und
T
∫
I
f(t)dt =
∫
I
T (f(t))dt.
(b) Sei (A,D(A)) ein abgeschlossener linearer Operator in einem Banachraum X und
f : I → X Bochner-integrierbar. Falls f(t) ∈ D(A) fu¨r jedes t ∈ I und A ◦ f : I → X
Bochner-integrierbar ist, dann ist auch
∫
I f(t)dt ∈ D(A) und
A
∫
I
f(t)dt =
∫
I
A(f(t))dt.
Klassische Sa¨tze der Integrationstheorie wie der Satz von der majorisierten Konvergenz
(Satz von Lebesgue) oder der Satz von Fubini gelten auch im vektorwertigen Fall.
Mit L1(I,X) bezeichnen wir den Raum aller Bochner-integrierbaren Funktionen f :
I → X. Hierbei identiﬁzieren wir wie im skalarwertigen Fall alle Funktionen, die sich
nur auf einer Nullmenge unterscheiden. Dann ist
‖f‖1 :=
∫
I
‖f(t)‖dt
eine Norm auf L1(I,X), und (L1(I,X), ‖.‖1) ist ein Banachraum.
Fu¨r die Laplace-Transformation werden wir vor allem den Fall I = R+ := [0,∞) brau-
chen. Falls f ∈ L1(R+, X), folgt mit dem Satz von der dominierten Konvergenz, daß∫ ∞
0
f(t)dt = lim
τ→∞
∫ τ
0
f(t)dt (2.2)
gilt. Falls f ∈ L1loc(R+, X) ist, d.h. f Bochner-integrierbar ist auf [0, τ ] fu¨r jedes τ ∈ R+,
kann der Grenzwert in (2.2) existieren, obwohl f nicht Bochner-integrierbar auf R+ ist.
In diesem Fall deﬁnieren wir das uneigentliches Integral
∫∞
0 f(t)dt durch∫ ∞
0
f(t)dt := lim
τ→∞
∫ τ
0
f(t)dt.
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Fu¨r 1 < p <∞ sei Lp(I,X) der Raum aller meßbaren Funktionen f : I → X mit
‖f‖p :=
(∫
I
‖f(t)‖pdt
)1/p
<∞.
L∞(I,X) sei der Raum aller meßbaren Funktionen f : I → X mit
‖f‖∞ := ess sup
t∈I
‖f(t)‖ := inf{c > 0 : ‖f(t)‖ ≤ c µ− f.u¨.} <∞.
Mit den u¨blichen Identiﬁkationen wird (Lp(I,X), ‖.‖p) ein Banachraum.
2.2.2 Das Laplace-Integral
Sei X ein komplexer Banachraum, f ∈ L1loc(R+, X) und λ ∈ C. Fu¨r die Existenz des
Laplace-Integrals
fˆ(λ) :=
∫ ∞
0
e−λtf(t)dt := lim
τ→∞
∫ τ
0
e−λtf(t)dt
ist die Konvergenzschranke abs(f) von Bedeutung, die durch
abs(f) := inf{Reλ : fˆ(λ) existiert}
gegeben ist. Es gilt na¨mlich folgender Satz.
2.2.3 Satz Sei f ∈ L1loc(R+, X). Dann ist das Laplace-Integral fˆ(λ) fu¨r Reλ >abs(f)
konvergent, fu¨r Reλ <abs(f) dagegen divergent.
Ist abs(f) < ∞, dann heißt fˆ : {λ ∈ C : Reλ > abs(f)} → X die Laplace-
Transformierte von f .
Im folgenden wird abs(f) durch das exponentielle Wachstum von f und seinen Stamm-
funktionen beschrieben. Hierzu deﬁnieren wir fu¨r f : R+ → X zuna¨chst die exponenti-
elle Wachstumsschranke
ω(f) := inf{ω ∈ R : sup
t≥0
‖e−ωtf(t)‖ <∞}.
Es ist oﬀensichtlich, daß abs(f) ≤ ω(f) ist.
Sei F (t) :=
∫ t
0 f(s)ds und F∞ := limt→∞ F (t), falls der Limes existiert, und F∞ := 0
sonst. Dann gilt:
2.2.4 Satz Sei f ∈ L1loc(R+, X). Dann ist abs(f) = ω(F − F∞).
Fu¨r ω ≥ 0 folgt mit der Dreiecksungleichung, daß ω(F ) ≤ ω ist genau dann, wenn
ω(F − F∞) ≤ ω. Damit erha¨lt man das folgende Korollar.
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2.2.5 Korollar Sei f ∈ L1loc(R+, X) und ω ≥ 0. Dann gilt
abs(f) ≤ ω ⇐⇒ ω(F ) ≤ ω.
Schließlich wollen wir die Resultate dieses Abschnitts noch fu¨r stark stetige operator-
wertige Funktionen T : R+ → L(X,Y ) formulieren. Wir deﬁnieren die exponentielle
Wachstumsschranke von T durch
ω(T ) := inf{ω ∈ R : sup
t≥0
‖e−ωtT (t)‖ <∞}.
Nach dem Satz von der gleichma¨ßigen Beschra¨nktheit ist
ω(T ) = sup{ω(ux) : x ∈ X},
wobei ux(t) := T (t)x ist.
Falls T : R+ → L(X,Y ) stark stetig und λ eine komplexe Zahl ist, dann bezeichnet∫ t
0 e
−λsT (s)ds den beschra¨nkten Operator x → ∫ t0 e−λsT (s)x ds, und wir deﬁnieren
abs(T ) := inf
{
Reλ : lim
t→∞
∫ t
0
e−λsT (s)x ds existiert fu¨r jedes x ∈ X
}
= sup{abs(ux) : x ∈ X}.
Mit Korollar 2.2.5 folgt dann
2.2.6 Satz Sei T : R+ → L(X,Y ) stark stetig, S(t) :=
∫ t
0 T (s)ds und ω ≥ 0. Dann ist
abs(T ) ≤ ω ⇐⇒ ω(S) ≤ ω.
Wir beschließen diesen Abschnitt mit folgendem Eindeutigkeitssatz.
2.2.7 Satz Seien f, g ∈ L1loc(R+, X) mit abs(f) < ∞ und abs(g) < ∞, und sei λ0 >
max{abs(f), abs(f)}. Gilt fˆ(λ) = gˆ(λ) fu¨r alle λ > λ0, dann ist f(t) = g(t) fast u¨berall.
2.3 Die vektorwertige Fourier-Transformation
In diesem Abschnitt geben wir eine kurze Zusammenfassung wichtiger Eigenschaften
der vektorwertigen Fourier-Transformation.
Fu¨r f ∈ L1(R, X) ist die Fourier-Transformierte von f die Funktion Ff : R → X,
gegeben durch
(Ff)(s) :=
∫ ∞
−∞
e−istf(t)dt.
Außerdem deﬁnieren wir
(Ff)(s) :=
∫ ∞
−∞
eistf(t)dt = (Ff)(−s) = (F fˇ)(s),
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wobei fˇ(t) := f(−t).
Viele Eigenschaften der Fourier-Transformation auf L1(R, X) ko¨nnen genauso wie im
skalarwertigen Fall gezeigt werden. Beweise fu¨r die folgenden Sa¨tze im skalarwertigen
Fall ﬁndet man z.B. in [62].
2.3.1 Satz (Inversionssatz) Sei f ∈ L1(R, X). Falls auch Ff ∈ L1(R, X) ist, dann ist
f = 12πF(Ff) fast u¨berall.
2.3.2 Satz (Lemma von Riemann-Lebesgue) Sei f ∈ L1(R, X). Dann ist die Fourier-
Transformierte Ff von f in C0(R, X).
Insbesondere ist die Fourier-Transformation ein beschra¨nkter Operator von L1(R, X)
nach L∞(R, X).
Der Satz von Plancherel allerdings gilt im vektorwertigen Fall nur, wenn X ein Hilber-
traum ist. Fu¨r den Beweis verweisen wir auf [4].
2.3.3 Satz Sei X ein Hilbertraum. Falls f ∈ L1(R, X) ∩ L2(R, X), dann ist Ff ∈
L2(R, X) und es gilt ‖Ff‖2 =
√
2π‖f‖2. Die Einschra¨nkung von F auf L1(R, X) ∩
L2(R, X) kann zu einem beschra¨nkten linearen Operator F auf L2(R, X) erweitert
werden.
Fu¨r p ∈ [1, 2] kann die skalarwertige Fourier-Transformation zu einem beschra¨nkten
linearen Operator von Lp(R)→ Lp′(R) erweitert werden, wobei 1p + 1p′ = 1 sei. Dies gilt
im vektorwertigen Fall nicht allgemein, wie wir schon im Fall p = 2 bemerkt haben.
Deshalb deﬁnieren wir
2.3.4 Deﬁnition Sei p ∈ [1, 2]. Ein Banachraum X hat Fourier-Typ p, falls die Ein-
schra¨nkung von F auf L1(R, X) ∩ Lp(R, X) zu einem beschra¨nkten linearen Operator
F : Lp(R, X)→ Lp′(R, X), 1p + 1p′ = 1,
erweitert werden kann.
Wir stellen einige Aussagen u¨ber Banachra¨ume mit Fourier-Typ p zusammen:
• Nach dem Lemma von Riemann-Lebesgue hat jeder Banachraum Fourier-Typ 1.
• Ein Banachraum hat Fourier-Typ 2 genau dann, wenn er zu einem Hilbertraum
isomorph ist ([45]).
• Hat ein Banachraum Fourier-Typ p, dann hat er auch Fourier-Typ r fu¨r jedes
r ∈ [1, p].
• Der Raum Lr(Ω, µ) hat Fourier-Typ min{r, rr−1} ([58]).
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• Jeder abgeschlossene Teilraum und jeder Quotientenraum eines Banachraums X
hat denselben Fourier-Typ wie X.
• Jeder B-konvexe Banachraum hat Fourier-Typ p > 1 ([11, 12]). Fu¨r die Deﬁnition
von B-konvexen Banachra¨umen verweisen wir auf [59, Section 3.d].
• Seien X,Y Banachra¨ume mit Fourier-Typ p. Dann hat auch X × Y Fourier-Typ
p. Dies zeigt man z.B. mit der verallgemeinerten Minkowskischen Ungleichung.
• Hat X Fourier-Typ p, dann auch X∗ ([30]).
• Hat X Fourier-Typ p und ist q ∈ [p, p′], dann hat auch Lq(R, X) Fourier-Typ p
([30]).
Schließlich weisen wir noch auf den Zusammenhang zwischen Laplace- und Fourier-
Transformation hin. Falls f ∈ L1(R+, X). Wir setzen f(t) = 0 fu¨r t < 0. Dann kann f
als Element von L1(R, X) aufgefaßt werden. Damit ko¨nnen wir Ff bilden, und es gilt:
(Ff)(s) =
∫ ∞
0
e−istf(t)dt = fˆ(is),
wobei fˆ die Laplace-Transformierte von f ist. Daher ko¨nnen Sa¨tze u¨ber die Fourier-
Transformation angewandt werden, um die Laplace-Transformation zu studieren. Hier-
von werden wir spa¨ter mehrere Male Gebrauch machen.
2.4 Vektorwertige analytische Funktionen
Sei Ω ⊆ C oﬀen. Eine Abbildung f von Ω in einen Banachraum X heißt analytisch in
Ω, wenn
f ′(z) := lim
w→z
f(z)− f(w)
z − w
fu¨r alle z ∈ Ω existiert. Klassische Sa¨tze der Funktionentheorie wie der Cauchysche In-
tegralsatz oder die Cauchysche Integralformel gelten auch fu¨r vektorwertige analytische
Funktionen. Dies zeigt man z.B. mit Hilfe des Satzes von Hahn-Banach. Wir werden
diese Sa¨tze in dieser Arbeit ha¨uﬁg verwenden, ebenso wie eine vektorwertige Version des
Satzes von Phragmen-Lindelo¨f von dem man in der Literatur mehrere Versionen ﬁndet
(vgl. z.B. [13, 46]). Um spa¨ter einfacher zitieren zu ko¨nnen, formulieren und beweisen
wir den Satz an dieser Stelle in der Form, in der wir ihn verwenden werden.
2.4.1 Satz Sei X ein Banachraum, ω ∈ R und Hω := {z ∈ C : Re z > ω}. Sei f : Hω →
X stetig und holomorph in Hω. Falls Konstanten M,C > 0 und γ ∈ [0, 1) existieren
mit
• ‖f(z)‖ ≤M fu¨r alle z ∈ C mit Re z = ω und
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• ‖f(z)‖ ≤ C exp(|z|γ) fu¨r alle z ∈ Hω,
dann ist ‖f(z)‖ ≤M fu¨r alle z ∈ Hω.
Beweis Sei β ∈ (γ, 1), ε > 0 und S := {z ∈ C : Re z ∈ (−π/2, π/2)}. Wir deﬁnieren
die Funktion gε : S → X durch
gε(z) :=
1
M
f(ω + eiz)e−2ε cos(βz). (2.3)
Dann ist gε stetig auf S und holomorph in S. Wir wollen zeigen, daß ‖gε‖ fu¨r |z| → ∞
(z ∈ S) gegen 0 konvergiert. Zuna¨chst gilt:
2Re cos(βz) = Re(eiβz + e−iβz) =
(
eβ Im z + e−β Im z
)
cos(βRe z). (2.4)
Wegen 0 ≤ γ < β < 1 existiert ein c > 0 mit c ≤ cos(βRe z) fu¨r alle Re z ∈ [−π/2, π/2].
Also ist exp(−2εRe cos(βz)) ≤ exp(−εc(eβ Im z + e−β Im z)) ≤ exp(−2εceγ| Im z|). Außer-
dem gilt fu¨r alle z ∈ S mit | Im z| groß genug, daß
‖f(ω + eiz)‖ ≤ C exp(|ω + eiz|γ) ≤ C exp(C ′eγ| Im z|). (2.5)
Also ist
‖gε‖ ≤ 1
M
‖f(ω + eiz)‖e−2εRe cos(βz)
≤ C
M
exp
(
C ′eγ| Im z|
)
exp
(−2εc(eβ| Im z|)) |Im z|→∞−−−−−−→
z∈S
0.
Da fu¨r z ∈ ∂S ‖gε(z)‖ ≤ 1 ist, gilt nach demMaximumprinzip auf endlichen Rechtecken,
daß ‖gε(z)‖ ≤ 1 fu¨r alle z ∈ S. Daher ist ‖f(ω + eiz)‖ ≤Me2εRe cos(βz).
Sei nun R ⊆ S ein endliches Rechteck. Dann existiert c′ > 0 mit Re cos(βz) ≤ c′ in R.
Also ist ‖f(ω+eiz)‖ ≤Me2εc′ fu¨r alle z ∈ R. Da ε > 0 beliebig war, ist ‖f(ω+eiz)‖ ≤M
fu¨r alle z ∈ R und damit auch fu¨r alle z ∈ S. Weil sich jedes λ ∈ Hω als ω+ eiz (z ∈ S)
darstellen la¨ßt, ist damit der Satz bewiesen. 
2.5 Existenz und Darstellung der Resolvente von A+B
In diesem Abschnitt werden wir einige technische Lemmata beweisen, die in dieser
Arbeit immer wieder verwendet werden. Inhalt der Lemmata ist die Existenz und Dar-
stellung der Resolvente einer Summe von zwei abgeschlossenen Operatoren (A,D(A)),
(B,D(B)) in einem Banachraum X. Wir setzen dabei voraus, daß A nichtleere Resol-
ventenmenge hat.
Zur Motivation sei λ ∈ ρ(A) und x ∈ D(A) ∩D(B). Dann la¨ßt sich (λI −A−B)x als
(λI −A−B)x = [I −BR(λ,A)](λI −A)x (2.6)
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bzw. als
(λI −A−B)x = (λI −A)[I −R(λ,A)B]x (2.7)
schreiben. Wir betrachten zuna¨chst Gleichung (2.6) und zeigen folgendes Lemma:
2.5.1 Lemma Seien (A,D(A)), (B,D(B)) abgeschlossene Operatoren inX mitD(A) ⊆
D(B). Falls λ ∈ ρ(A) existiert mit ‖BR(λ,A)‖ < 1, dann gilt:
• (A+B,D(A)) ist abgeschlossen,
• λ ∈ ρ(A+B) und
• R(λ,A+B) = R(λ,A)[I −BR(λ,A)]−1 = R(λ,A)∑∞k=0[BR(λ,A)]k.
Beweis: Nach Voraussetzung ist ‖BR(λ,A)‖ < 1. Also ist I − BR(λ,A) invertierbar
in L(X) und es gilt (Neumannsche Reihe):
[I −BR(λ,A)]−1 =
∞∑
k=0
[BR(λ,A)]k.
Sei R := R(λ,A)[I − BR(λ,A)]−1. Da der Bildraum RanR von R nach Deﬁnition in
D(A) enthalten ist, gilt fu¨r alle x ∈ X
(λI −A−B)Rx = (λI −A−B)R(λ,A)[I −BR(λ,A)]−1x
= [I −BR(λ,A)][I −BR(λ,A)]−1x = x.
Andererseits ist fu¨r x ∈ D(A)
R(λI −A−B)x = R(λ,A)∑∞k=0[BR(λ,A)]k(λI −A−B)x
= R(λ,A)(λI −A−B)x
+R(λ,A)
∑∞
k=1[BR(λ,A)]
k(λI −A−B)x
= x−R(λ,A)Bx+∑∞k=1R(λ,A)[BR(λ,A)]k(λI −A)x
−∑∞k=1R(λ,A)[BR(λ,A)]kBx
= x+
∑∞
k=1R(λ,A)[BR(λ,A)]
k−1BR(λ,A)(λI −A)x
−∑∞k=0R(λ,A)[BR(λ,A)]kBx
= x.
Also ist λ ∈ ρ(A+B), R = R(λ,A+B) und damit (A+B,D(A)) abgeschlossen. 
Nun wenden wir uns Gleichung (2.7) zu.
2.5.2 Lemma Seien (A,D(A)), (B,D(B)) abgeschlossene Operatoren in X. A habe
nichtleere Resolventenmenge. Falls M ∈ [0, 1), G ⊆ ρ(A) und eine dichte Teilmenge D
von X existieren, sodaß ‖R(λ,A)Bx‖ ≤M‖x‖ fu¨r alle x ∈ D und alle λ ∈ G, dann gilt:
(a) Es gibt eine abgeschlossene Erweiterung (C,D(C)) von (A + B,D(A) ∩ D(B))
mit
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• G ⊆ ρ(C) und
• R(λ,C) = [I−R(λ,A)B]−1R(λ,A) =
∞∑
k=0
[R(λ,A)B]kR(λ,A) fu¨r alle λ ∈ G.
(b) Sind A und B dicht deﬁniert, dann ist D(A∗) ⊆ D(B∗) und ‖B∗R(λ,A∗)‖ ≤ M
fu¨r alle λ ∈ G.
(c) Ist schließlich noch D(A∗) = X∗, so ist der in (a) deﬁnierte Operator C gerade
der Teil von (A∗ + B∗)∗ in X, d.h. Cx = (A∗ + B∗)∗x fu¨r x ∈ D(C) = {x ∈
D((A∗ +B∗)∗) ∩X : (A∗ +B∗)∗ ∈ X}.
Beweis: (a) Fu¨r λ ∈ G kann R(λ,A)B zu einem beschra¨nkten Operator auf X mit
Norm ≤ M erweitert werden. Wir bezeichnen diese (eindeutige) Erweiterung ebenfalls
mit R(λ,A)B. Da ‖R(λ,A)B‖L(X) ≤ M , ist I − R(λ,A)B invertierbar in L(X). Also
existiert der Operator
Rλ := [I −R(λ,A)B]−1R(λ,A) =
∞∑
k=0
[R(λ,A)B]kR(λ,A).
Sei λ ∈ G. Weil Rλ fu¨r jedes λ ∈ G injektiv ist, ist der durch
D(Cλ) = RanRλ
Cλ = λI −R−1λ
gegebene Operator Cλ wohldeﬁniert. Unmittelbar aus der Deﬁnition folgt
(λI − Cλ)Rλx = x bzw. Rλ(λI − Cλ)y = y
fu¨r x ∈ X bzw. y ∈ D(Cλ). Also ist λ ∈ ρ(Cλ) und R(λ,Cλ) = Rλ. Insbesondere ist Cλ
abgeschlossen. Wir zeigen jetzt, daß Cλ nicht von λ ∈ G abha¨ngt.
Man kann nachrechnen, daß {Rλ, λ ∈ G} der Resolventengleichung genu¨gt und damit
eine Pseudoresolvente ist. Daher ha¨ngt RanRλ nicht von λ ∈ G ab ([57, Lemma 1.9.2])
und es gilt fu¨r λ, µ ∈ G
(µI − Cλ)Rµx = [(µ− λ)I + (λI − Cλ)]Rµx
= [(µ− λ)I + (λI − Cλ)]Rλ(I − (µ− λ)Rµ)x
= x+ (µ− λ)[Rλ −Rµ − (µ− λ)RµRλ]x
= x
fu¨r x ∈ X bzw.
Rµ(µI − Cλ)x = (I − (µ− λ)Rµ)Rλ[(µ− λ)I + (λI − Cλ)]x
= x+ (µ− λ)[Rλ −Rµ − (µ− λ)RµRλ]x
= x
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fu¨r x ∈ D(Cλ). Daher ist Rµ = R(µ,Cλ) fu¨r alle λ, µ ∈ G. Insbesondere ist C := Cλ
unabha¨ngig von λ ∈ G. Da fu¨r x ∈ D(A) ∩D(B) und λ ∈ G
Rλ(λI −A−B)x = Rλ(λI −A)x−RλBx
= [I −R(λ,A)B]−1x− [I −R(λ,A)B]−1R(λ,A)Bx
= [I −R(λ,A)B]−1[I −R(λ,A)B]x = x.
gilt, ist (C,D(C)) eine Erweiterung von (A+B,D(A) ∩D(B)).
(b) Da A, B dicht deﬁniert sind, sind die Adjungierten A∗, B∗ wohldeﬁniert. Sei
y∗ ∈ D(A∗) und λ ∈ G. Dann existiert ein x∗ ∈ X∗ mit y∗ = R(λ,A∗)x∗, und fu¨r alle
x ∈ D gilt
〈y∗, Bx〉 = 〈R(λ,A∗)x∗, Bx〉 = 〈R(λ,A)∗x∗, Bx〉
= 〈x∗, R(λ,A)Bx〉 ≤M‖x∗‖‖x‖.
Damit ist y∗ ∈ D(B∗) und ‖B∗y∗‖ ≤M‖x∗‖. Hieraus folgt die Behauptung.
(c) Nach Teil (b) und Lemma 2.5.1 ist (A∗+B∗, D(A∗)) abgeschlossen, G ⊆ ρ(A∗+B∗)
und R(λ,A∗ +B∗) = R(λ,A∗)[I −B∗R(λ,A∗)]−1 fu¨r jedes λ ∈ G.
Weiter ist R(λ,A∗ + B∗) = R(λ,C)∗. Sei na¨mlich x∗ ∈ X∗ und λ ∈ G. Wir haben in
Teil (b) gezeigt, daß R(λ,A∗)x∗ ∈ D(B∗) und (R(λ,A)B)∗ = B∗R(λ,A∗). Damit ist
R(λ,A∗ +B∗) = R(λ,A∗)
∞∑
k=0
[B∗R(λ,A∗)]k
= R(λ,A)∗
∞∑
k=0
(
[R(λ,A)B]k
)∗
=
( ∞∑
k=0
[R(λ,A)B]kR(λ,A)
)∗
= R(λ,C)∗.
Dies impliziert R(λ,A∗ + B∗)∗|X = (R(λ,C)∗)∗|X = R(λ,C). Falls D(A∗) dicht in X∗
ist, ist die Adjungierte (A∗ +B∗)∗ von (A∗ +B∗, D(A∗)) deﬁniert und es gilt
D(C) = R(λ,C)(X) = R(λ, (A∗ +B∗)∗)(X)
= {x ∈ X ∩D((A∗ +B∗)∗) : (A∗ +B∗)∗x ∈ X}.
Also ist C der Teil von (A∗ +B∗)∗ in X. 
Das na¨chste Lemma ist eine Verallgemeinerung von Lemma 2.5.1 und la¨ßt sich wie
Lemma 2.5.2 beweisen.
2.5.3 Lemma Seien (A,D(A)), (B,D(B)) abgeschlossene Operatoren in X. A habe
nichtleere Resolventenmenge. Falls M ∈ [0, 1), G ⊆ ρ(A) und eine dichte Teilmenge
D von X existieren, sodaß fu¨r alle x ∈ D und alle λ ∈ G R(λ,A)x ∈ D(B) und
‖BR(λ,A)x‖ ≤M‖x‖ ist, dann gilt:
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2 Grundlagen
(a) Es gibt eine abgeschlossene Erweiterung (C,D(C)) von (A + B,D(A) ∩ D(B))
mit
• G ⊆ ρ(C) und
• R(λ,C) = R(λ,A)[I−BR(λ,A)]−1 = R(λ,A)
∞∑
k=0
[BR(λ,A)]k fu¨r alle λ ∈ G.
(b) Sind A und B dicht deﬁniert, dann ist ‖R(λ,A∗)B∗x∗‖ ≤ M‖x∗‖ fu¨r alle x∗ ∈
D(B∗).
Wir beschließen diesen Abschnitt mit einer einfachen Folgerung.
2.5.4 Lemma Seien (A,D(A)) und (B,D(B)) abgeschlossene Operatoren in X mit
D(A) ⊆ D(B). A und A∗ seien dicht deﬁniert, A habe nichtleere Resolventenmenge.
Falls M ∈ [0, 1) und ∅ = G ⊆ ρ(A) existieren mit
‖BR(λ,A)x‖ ≤M‖x‖ fu¨r alle x ∈ X (2.8)
und
‖R(λ,A)Bx‖ ≤M‖x‖ fu¨r alle x ∈ D(B) (2.9)
fu¨r alle λ ∈ G, dann ist (A+B,D(A)) abgeschlossen, G ⊆ ρ(A+B) und
R(λ,A+B) = [I −R(λ,A)B]−1R(λ,A) (2.10)
und
R(λ, (A+B)∗) = [I −R(λ,A∗)B∗]−1R(λ,A∗). (2.11)
fu¨r alle λ ∈ G.
Beweis Nach Lemma 2.5.1 ist (A+B,D(A)) abgeschlossen und G ⊆ ρ(A+B). Ande-
rerseits existiert wegen Lemma 2.5.2 (a) eine abgeschlossene Erweiterung (C,D(C)) von
(A + B,D(A)) mit G ⊆ ρ(C) und R(λ,C) = [I − R(λ,A)B]−1R(λ,A) fu¨r alle λ ∈ G.
Da C ⊇ A+B und ρ(C) ∩ ρ(A+B) ⊇ G = ∅, ist C = A+B.
Lemma 2.5.2 (b) liefert, daßD(A∗) ⊆ D(B∗) und ‖B∗R(λ,A∗)‖ ≤M inG. Des weiteren
ist ‖R(λ,A∗)B∗x∗‖ ≤ M‖x∗‖ fu¨r alle λ ∈ G und alle x∗ ∈ D(B∗) nach Lemma 2.5.3
(b). Damit folgt wie oben R(λ,A∗ +B∗) = [I −R(λ,A∗)B∗]−1R(λ,A∗).
Es bleibt noch A∗+B∗ = (A+B)∗ zu zeigen, was aber sofort aus A∗+B∗ ⊂ (A+B)∗
und ρ(A∗ +B∗) ∩ ρ((A+B)∗) ⊇ G = ∅ folgt. 
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3 Sto¨rungssa¨tze fu¨r α-integrierte
Halbgruppen
In diesem Kapitel zeigen wir Sto¨rungssa¨tze fu¨r α-integrierte Halbgruppen.
3.1 α-integrierte Halbgruppen
Zur Motivation fu¨r die Deﬁnition einer α-integrierte Halbgruppe seien zuna¨chst eine
C0-Halbgruppe (T (t))t≥0 auf einem Banachraum X mit Erzeuger (A,D(A)) und eine
Zahl α > 0 gegeben. Dann ist die durch
Sα(t) :=
∫ t
0
(t− s)α−1
Γ(α)
T (s) ds, t ≥ 0 (3.1)
deﬁnierte Familie (Sα(t))t≥0 ⊆ L(X) stark stetig und exponentiell beschra¨nkt. Daher ist
die Konvergenzschranke abs(Sα) von Sα endlich (zur Deﬁnition der Konvergenzschranke
vgl. Abschnitt 2.2). Wir wenden die Laplace-Transformation auf Sα an und erhalten
fu¨r λ > abs(Sα)∫ ∞
0
e−λt Sα(t) dt =
∫ ∞
0
e−λt
∫ t
0
(t− s)α−1
Γ(α)
T (s) ds dt
=
∫ ∞
0
∫ ∞
s
(t− s)α−1
Γ(α)
e−λt dt T (s) ds
=
∫ ∞
0
tα−1
Γ(α)
e−λt dt
∫ ∞
0
e−λs T (s) ds
=
1
λα
R(λ,A)
(3.2)
nach dem Satz von Fubini. Die Gleichung (3.2) ist die Hauptidee hinter folgender De-
ﬁnition.
3.1.1 Deﬁnition Es sei α ≥ 0 und (A,D(A)) ein linearer Operator auf einem Banach-
raum X. A heißt Erzeuger einer α-integrierten Halbgruppe, falls Zahlen ω,M ≥ 0
und eine Abbildung S : [0,∞)→ L(X) existieren mit
• (S(t))t≥0 stark stetig und ‖
∫ t
0 S(s) ds‖ ≤Meωt fu¨r alle t ≥ 0,
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• (ω,∞) ⊆ ρ(A),
• R(λ,A) = λα ∫∞0 e−λt S(t) dt fu¨r λ > ω.
(S(t))t≥0 heißt dann die von A erzeugte α-integrierte Halbgruppe.
3.1.2 Bemerkung (1) Da (S(t))t≥0 stark stetig ist und ‖
∫ t
0 S(s) ds‖ ≤ Meωt fu¨r alle
t ≥ 0 gilt, existiert das Integral∫ ∞
0
e−λt S(t)x dt := lim
τ→0
∫ τ
0
e−λt S(t)x dt (3.3)
fu¨r jedes λ ∈ C mit Reλ > abs(S) und jedes x ∈ X und deﬁniert einen beschra¨nkten
Operator Sˆ(λ) auf X (vgl. Satz 2.2.3). Dies impliziert, daß die Halbebene {λ ∈ C :
Reλ > abs(S)} in ρ(A) enthalten ist und daß Sˆ(λ) fu¨r alle Reλ > abs(S) mit der
Resolvente R(λ,A) u¨bereinstimmt.
(2) Der Eindeutigkeitssatz der Laplace-Transformation (Satz 2.2.7) liefert, daß (S(t))t≥0
eindeutig bestimmt ist.
(3) Fu¨r α = 0 ist obige Deﬁnition konsistent mit der Deﬁnition einer C0-Halbgruppe
(vgl. [4, Theorem 3.1.7]).
(4) Falls A eine α-integrierte Halbgruppe (Sα(t))t≥0 erzeugt, dann erzeugt A auch eine
β-integrierte Halbgruppe (Sβ(t))t≥0 fu¨r jedes β > α:
Sβ(t) :=
∫ t
0
(t− s)β−α−1
Γ(β − α) Sα(s) ds, t ≥ 0.
Folgendes Beispiel zeigt, daß es Operatoren gibt, die eine α-integrierte Halbgruppe,
aber keine C0-Halbgruppe erzeugen.
3.1.3 Beispiel SeiX = L2(R)×L2(R), versehen mit der Norm ‖(u, v)‖X := ‖u‖2+‖v‖2.
Der Operator (A,D(A)) sei gegeben durch
(A(u, v))(s) =
(
is is
0 is
)(
u(s)
v(s)
)
, s ∈ R
mit maximalem Deﬁnitionsbereich D(A) = {(u, v) ∈ X : A(u, v) ∈ X}. Dann ist
ρ(A) = {λ ∈ C : Reλ = 0} und
(R(λ,A)(u, v))(s) =
(
(λ− is)−1 is(λ− is)−2
0 (λ− is)−1
)(
u(s)
v(s)
)
, s ∈ R
fu¨r Reλ = 0. A erzeugt keine C0-Halbgruppe, denn der “Kandidat” fu¨r T
(T (t)(u, v))(s) =
(
eist ist eist
0 eist
)(
u(s)
v(s)
)
, s ∈ R
ist unbeschra¨nkt. Aber A erzeugt eine 1-integrierte Halbgruppe (S(t))t≥0, die durch
(S(t)(u, v))(s) =
( ∫ t
0 e
isτ dτ t eisτ − ∫ t0 eisτ dτ
0
∫ t
0 e
isτ dτ
)(
u(s)
v(s)
)
, s ∈ R
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gegeben ist, denn:
• S(t) ∈ L(X) mit ‖S(t)‖ ≤Mt,
• S(·) stark stetig auf [0,∞) und
• R(λ,A) = λ ∫∞0 e−λt S(t)x dt fu¨r λ > 0. 
Fu¨r Erzeuger von C0-Halbgruppen gilt, daß mit (A,D(A)) auch (A + ω,D(A)) ein
Erzeuger einer C0-Halbgruppe ist fu¨r jede reelle Zahl ω. Dies ist auch fu¨r α-integrierte
Halbgruppen richtig. Allerdings ist die Darstellungsformel fu¨r die gesto¨rte Halbgruppe
komplizierter.
3.1.4 Satz Sei (A,D(A)) Erzeuger einer α-integrierte Halbgruppe (S(t))t≥0 in X und
sei w ∈ R. Dann erzeugt auch (A + w,D(A)) eine α-integrierte Halbgruppe in X. Sie
ist gegeben durch
V (t) = eωt
(
S(t) +
∞∑
n=1
(−α
n
)
ωn
∫ t
0
(t− s)n−1
(n− 1)! S(s)ds
)
, t ≥ 0. (3.4)
Beweis Zuna¨chst zeigen wir, daß die unendliche Reihe in (3.4) fu¨r jedes t ≥ 0 bezu¨glich
der Operatornorm absolut konvergiert.
Sei l = [α] die gro¨ßte Zahl in N ∪ {0}, die kleiner oder gleich α ist. Dann gilt fu¨r alle
n ∈ N ∣∣∣∣
(−α
n
)∣∣∣∣ =
∣∣∣∣
(
n− 1 + α
n
)∣∣∣∣ ≤
(
n+ l
n
)
=
(
n+ l
l
)
≤ (n+ l)l
und ∥∥∥∥
∫ t
0
(t− s)n−1
(n− 1)! S(s)ds
∥∥∥∥ ≤ sup
0≤s≤t
‖S(s)‖
∫ t
0
tn−1
(n− 1)!ds =
tn
n!
sup
0≤s≤t
‖S(s)‖.
Nach dem Quotientenkriterium konvergiert daher die Reihe (3.4) auf [0,∞) absolut
bzgl. der Operatornorm, also gleichma¨ßig auf kompakten Intervallen in [0,∞). Damit
ist V (t) ∈ L(X) fu¨r jedes t ≥ 0, und V (·)x ist stetig fu¨r jedes x ∈ X.
Sei λ > abs(S) + ω. Dann ist λ > abs(V ) und es gilt
λα
∫ ∞
0
e−λtV (t)dt = λα
∫ ∞
0
e(ω−λ)tS(t)dt
+ λα
∞∑
n=1
(−α
n
)
ωn
∫ ∞
0
e(ω−λ)t
∫ t
0
(t− s)n−1
(n− 1)! S(s)ds dt.
Analog wie in (3.2) zeigt man∫ ∞
0
e(ω−λ)t
∫ t
0
(t− s)n−1
(n− 1)! S(s)ds dt = (λ− ω)
−α−nR(λ− ω,A),
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und damit ist
λα
∫ ∞
0
e−λtV (t)dt = λαR(λ,A+ ω)
∞∑
n=0
(−α
n
)
ωn(λ− ω)−α−n = R(λ,A+ ω),
d.h. (V (t))t≥0 ist die von (A+ ω,D(A)) erzeugte α-integrierte Halbgruppe. 
Wir betrachten nun das abstrakte Cauchy-Problem{
u′(t) = Au(t), t ∈ [0, τ ],
u(0) = x,
(3.5)
wobei x ∈ X, τ > 0 und (A,D(A)) Erzeuger einer α-integrierte Halbgruppe auf X fu¨r
ein α ≥ 0 sei. u heißt klassische Lo¨sung von (3.5), falls u ∈ C1([0, τ ], X)∩C([0, τ ], D(A))
und außerdem (3.5) erfu¨llt ist. Dann gilt der folgenden Satz [32]:
3.1.5 Satz Sei n ∈ N0 mit n− 1 < α ≤ n und x ∈ D(An+1). Dann hat (3.5) genau eine
klassische Lo¨sung u.
3.2 Ein Sto¨rungssatz fu¨r α-integrierte Halbgruppen
Bekannt ist folgender Sto¨rungssatz fu¨r C0-Halbgruppen: Sei (A,D(A)) Erzeuger eine
C0-Halbgruppe und B ∈ L(X). Dann erzeugt (A + B,D(A)) eine C0-Halbgruppe auf
X. “C0-Halbgruppe” kann hier nicht durch “α-integrierte Halbgruppe” ersetzt werden,
wie folgendes Gegenbeispiel zeigt:
3.2.1 Beispiel Der Raum X und der Operator (A,D(A)) sei wie in Beispiel 3.1.3
gewa¨hlt. Als Sto¨rung betrachten wir den beschra¨nkten Operator
B =
(
0 0
IX 0
)
.
Dann ist {iλ±√iλ, λ ∈ R} ⊆ σ(A+B). Also ist die Resolventenmenge nicht in einer
rechten Halbebene enthalten. Daher kann (A+B,D(A)) keine β-integrierte Halbgruppe
erzeugen (β ≥ 0).
Im folgenden formulieren und beweisen wir einen Sto¨rungssatz fu¨r α-integrierte Halb-
gruppen.
3.2.2 Satz Sei (A,D(A)) Erzeuger einer α-integrierten Halbgruppe (S(t))t≥0 in X,
(B,D(B)) ein abgeschlossener Operator in X und
ω0 := inf
{
ω ∈ R : ∃K ≥ 0 mit ∥∥∫ t0 S(s)ds∥∥ ≤ Keωt}.
Falls Zahlen λ0 > max{0, ω0} und M ∈ [0, 1) sowie eine dichte Teilmenge D von X
existieren, sodaß fu¨r jedes λ ∈ C mit Reλ = λ0 und jedes x ∈ D eine der Bedingungen
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(a) ‖BR(λ,A)x‖ ≤M‖x‖ oder (b) ‖R(λ,A)Bx‖ ≤M‖x‖,
erfu¨llt ist, dann gibt es eine abgeschlossene Erweiterung (C,D(C)) von (A+B,D(A)∩
D(B)), die fu¨r jedes β > α+ 2 eine β-integrierte Halbgruppe erzeugt .
Im Beweis von Satz 3.2.2 verwenden wir folgenden Satz ([32, Theorem 5.1]). Er gibt ein
hinreichendes Kriterium dafu¨r an, wann ein Operator A eine α-integrierte Halbgruppe
erzeugt.
3.2.3 Satz Sei X ein Banachraum und (A,D(A)) ein linearer Operator in X. Falls
Zahlen ω,L ≥ 0 und τ ≥ −1 existieren mit
• {λ ∈ C : Reλ > ω} ⊆ ρ(A) und
• ‖R(λ,A)‖ ≤ L|λ|τ fu¨r Reλ > ω,
dann erzeugt A fu¨r jedes α > τ + 1 eine α-integrierte Halbgruppe.
Beweis Sei ω′ > ω, γ := ω′ + iR und α > τ + 1. Fu¨r t ≥ 0 deﬁnieren wir
S(t) :=
1
2πi
∫
γ
eµt µ−α R(µ,A) dµ. (3.6)
Da fu¨r alle µ ∈ γ und alle t ≥ 0 die Ungleichung ‖eµt µ−α R(µ,A)‖ ≤ Leω′t|µ|τ−α
gilt, ist das Integral in (3.6) absolut konvergent, und es folgt ‖S(t)‖ ≤ Ceω′t. Weiter ist
S : [0,∞)→ L(X) stark stetig. Schließlich gilt fu¨r alle λ > ω′ und alle x ∈ X
λα
∫ ∞
0
e−λt S(t)x dt = λα
∫ ∞
0
e−λt
1
2πi
∫
γ
eµt µ−α R(µ,A)x dµ dt
=
λα
2πi
∫
γ
∫ ∞
0
e(µ−λ)t µ−α dt R(µ,A)x dµ
=
λα
2πi
∫
γ
µ−α
µ− λ R(µ,A)x dµ
= R(λ,A)x
nach dem Satz von Fubini und der Cauchyschen Integralformel. 
Beweis von Satz 3.2.2 Wir setzen zuna¨chst (a) voraus. Da D dicht ist in X, kann
BR(λ,A) fu¨r jedes λ ∈ λ0+ iR zu einem beschra¨nkten Operator auf X mit Norm ≤M
erweitert werden. Wir bezeichnen diesen Operator ebenfalls mit BR(λ,A). Nun wollen
wir mit Hilfe des Satzes von Phragmen-Lindelo¨f (Satz 2.4.1) zeigen, daß die Ungleichung
‖BR(λ,A)‖ ≤M sogar fu¨r alle λ in der rechten Halbebene Hλ0 = {λ ∈ C : Reλ ≥ λ0}
richtig ist.
Fu¨r µ ∈ C mit Reµ > λ0 setzen wir λ := λ0 + i Imµ. Nach der Resolventengleichung
gilt
R(µ,A) = R(λ,A)[I + (λ− µ)R(µ,A)].
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Da (A,D(A)) eine α-integrierte Halbgruppe erzeugt, kann man die Resolvente von
R(λ,A) von A wie folgt abscha¨tzen:
‖R(λ,A)‖ =
∥∥∥λα ∫ ∞
0
e−λtS(t)dt
∥∥∥ = ∥∥∥λα+1 ∫ ∞
0
e−λt
∫ t
0
S(s)ds dt
∥∥∥
≤ |λ|α+1
∫ ∞
0
e−λ0t
∥∥∥∫ t
0
S(s)ds
∥∥∥ dt ≤ K|λ|α+1 ∫ ∞
0
e(ω−λ0)tdt
= K|λ|α+1(ω − λ0)−1.
(3.7)
Hierbei seien ω ∈ (ω0, λ0) und K ≥ 0 so gewa¨hlt, daß ‖
∫ t
0 S(s)ds‖ ≤ Keωt. Damit gilt
‖BR(µ,A)‖ ≤ ‖BR(λ,A)‖‖I + (λ− µ)R(µ,A)‖
≤ M[1 + |λ− µ| ·K|µ|α+1(Reµ− ω)−1]
= M
[
1 +K|µ|α+1(Reµ− λ0)(Reµ− ω)−1
]
≤ M(1 +K|µ|α)
und BR(µ,A) erfu¨llt die Voraussetzungen von Satz 2.4.1. Daher ist die Ungleichung
‖BR(λ,A)‖ ≤ M fu¨r alle λ ∈ Hλ0 richtig, und wir erhalten mit Lemma 2.5.3 eine
abgeschlossene Erweiterung (C,D(C)) von (A+B,D(A)∩D(B)) mit Hλ0 ⊆ ρ(C) und
R(λ,C) = R(λ,A)[I −BR(λ,A)]−1. Nun existiert wegen (3.7) und der Darstellung der
Resolvente von C eine Konstante L ≥ 0, sodaß fu¨r alle λ ∈ Hλ0 die Abscha¨tzung
‖R(λ,C)‖ ≤ ‖R(λ,A)‖‖[I −BR(λ,A)]−1‖ ≤ L|λ|α+1
gilt. Damit folgt die Behauptung aus Satz 3.2.3.
Der Beweis fu¨r Fall (b) ist analog. Statt Lemma 2.5.3 wird Lemma 2.5.2 angewandt. 
Falls (S(t))t≥0 exponentiell beschra¨nkt ist, kann die Schranke fu¨r β in Satz 3.2.2 durch
α+ 1 ersetzt werden. Dies ist Gegenstand des folgenden Satzes.
3.2.4 Satz Sei (A,D(A)) Erzeuger einer exponentiell beschra¨nkten α-integrierten Halb-
gruppe (S(t))t≥0 in X mit Wachstumsschranke ω0 und (B,D(B)) ein abgeschlossener
Operator in X. Falls λ0 > max{0, ω0}, M ∈ [0, 1) und eine dichte Teilmenge D von X
existieren, sodaß fu¨r jedes λ ∈ C mit Reλ = λ0 und jedes x ∈ D
(a) ‖BR(λ,A)x‖ ≤M‖x‖ oder (b) ‖R(λ,A)Bx‖ ≤M‖x‖,
dann gibt es eine abgeschlossene Erweiterung (C,D(C)) von (A+B,D(A)∩D(B)), die
eine β-integrierte Halbgruppe erzeugt fu¨r jedes β > α+ 1.
Beweis Der Beweis geht analog wie der Beweis von Satz 3.2.2. Man muß nur (3.7)
durch
‖R(λ,A)‖ = ‖λα
∫ ∞
0
e−λtS(t)dt‖ ≤ |λ|α
∫ ∞
0
e−λ0t‖S(t)‖dt
≤ K|λ|α
∫ ∞
0
e(ω−λ0)tdt = K|λ|α(ω − λ0)−1
(3.8)
28
3.3 Ein Sto¨rungssatz fu¨r α-integrierte Halbgruppen in Banachra¨umen mit Fourier-Typ p
ersetzen, wobei ω ∈ (ω0, λ0) und K ≥ 0 so gewa¨hlt sind, daß ‖S(t)‖ ≤ Keωt gilt. 
3.2.5 Bemerkung Bei sta¨rkeren Voraussetzungen kann man mehr u¨ber den Operator
(C,D(C)) aussagen:
(i) Ist zusa¨tzlich D(B) ⊃ D(A) und ‖BR(λ,A)‖ ≤ M , dann ist (C,D(C)) = (A +
B,D(A)).
(ii) Sind A, A∗ und B dicht deﬁniert und gilt (b), dann ist (C,D(C)) der Teil von
(A∗ +B∗)∗ in X.
Beweis (i) folgt mit Satz 3.2.2 und Lemma 2.5.1. Fu¨r (ii) verwendet man Satz 3.2.2
und Lemma 2.5.2 (c). 
3.3 Ein Sto¨rungssatz fu¨r α-integrierte Halbgruppen in
Banachra¨umen mit Fourier-Typ p
In diesem Abschnitt zeigen wir, daß wir die Schranke α+1 fu¨r β in Satz 3.2.4 verkleinern
ko¨nnen, wenn wir fu¨r den Banachraum X eine spezielle Geometrie voraussetzen.
3.3.1 Satz Sei X ein Banachraum vom Fourier-Typ p ∈ [1, 2]. (A,D(A)) erzeuge ei-
ne exponentiell beschra¨nkte α-integrierte Halbgruppe (S(t))t≥0 in X mit Wachstums-
schranke ω0, und (B,D(B)) sei ein abgeschlossener Operator in X.
a) Falls Zahlen λ0 > max{0, ω0} und M ∈ [0, 1) sowie eine dichte Teilmenge D von X
existieren, sodaß fu¨r jedes λ ∈ C mit Reλ = λ0 und jedes x ∈ D die Bedingung
‖R(λ,A)Bx‖ ≤M‖x‖
erfu¨llt ist, dann gibt es eine abgeschlossene Erweiterung (C,D(C)) von (A+B,D(A)∩
D(B)), die fu¨r jedes β > α+ 1p eine β-integrierte Halbgruppe erzeugt. Sind A, A
∗ und
B dicht deﬁniert, dann ist (C,D(C)) der Teil von (A∗ +B∗)∗ in X.
b) Ist A dicht deﬁniert, D(A) ⊂ D(B) und existieren Zahlen λ0 > max{0, ω0} und
M ∈ [0, 1), sodaß fu¨r jedes λ ∈ C mit Reλ = λ0 die Bedingung
‖BR(λ,A)‖ ≤M
gilt, dann erzeugt (A+B,D(A) fu¨r jedes β > α+ 1p eine β-integrierte Halbgruppe.
Beweis: Den Fall p = 1 haben wir oben schon gezeigt. Sei also p ∈ (1, 2].
a) Fu¨r x ∈ X, r ≥ λ0 und s ∈ R gilt∫ ∞
0
(e−rt‖S(t)x‖)pdt <∞
und
(r − is)−αR(r − is, A)x =
∫ ∞
0
eist(e−rtS(t)x)dt.
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Nach Voraussetzung hat X Fourier-Typ p. Daher ist die Fourier-Transformation ein
beschra¨nkter Operator von Lp(R, X) nach Lq(R, X), 1p +
1
q = 1, und wir erhalten fu¨r
r ≥ λ0 und x ∈ X, daß∫ ∞
−∞
‖(r + is)−αR(r + is, A)x‖qds <∞. (3.9)
Analog wie im Beweis von Satz 3.2.2 ko¨nnen wir zeigen, daß die Voraussetzungen von
Lemma 2.5.2 erfu¨llt sind. Also existiert eine abgeschlossene Erweiterung (C,D(C)) von
(A + B,D(A) ∩ D(B)), deren Resolvente fu¨r Reλ ≥ λ0 die Darstellung R(λ,C) =
[I −R(λ,A)B]−1R(λ,A) hat. Daher folgt∫ ∞
−∞
‖(r + is)−αR(r + is, C)x‖qds <∞.
Weiter ist λ−αR(λ,C) holomorph fu¨r Reλ ≥ λ0. Daher gilt nach dem Lemma von
Riemann-Lebesgue und [37, Theorem 6.6.1], daß die Funktion
U(t) :=
1
2πi
∫
Reλ=λ0
eλtλ−γ [λ−αR(λ,C)]dλ
fu¨r jedes γ > 1p in [0,∞) stark stetig ist und fu¨r Reλ > λ0
λ−αR(λ,C) = λγ
∫ ∞
0
e−λtU(t) dt
gilt. Damit folgt die Behauptung nach Deﬁnition 3.1.1.
b) Fu¨r x ∈ X, r ≥ λ0 und s ∈ R gilt∫ ∞
0
(e−rt‖S(t)x‖)pdt <∞
und
(r − is)−αR(r − is, A)x =
∫ ∞
0
eist(e−rtS(t)x)dt.
Damit gilt auch ∫ ∞
0
(e−rt‖S(t)∗x∗‖)pdt <∞
und
(r − is)−αR(r − is, A)∗x∗ =
∫ ∞
0
eist(e−rtS(t)∗x∗)dt.
Nach Voraussetzung hat X und damit auch X∗ Fourier-Typ p. Daher ist die Fourier-
Transformation ein beschra¨nkter Operator von Lp(R, X∗) nach Lq(R, X∗), 1p +
1
q = 1,
und wir erhalten fu¨r r ≥ λ0 und x∗ ∈ X∗, daß∫ ∞
−∞
‖(r + is)−αR(r + is, A)∗x∗‖qds <∞. (3.10)
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Analog wie im Beweis von Satz 3.2.2 ko¨nnen wir zeigen, daß ‖BR(λ,A)‖ ≤M fu¨r alle
λ ∈ C mit Reλ ≥ λ0. Also gilt nach Lemma 2.5.1 fu¨r alle Reλ ≥ λ0, daß R(λ,A+B) =
R(λ,A)[I−BR(λ,A)]−1 und damit R(λ,A+B)∗ = ([I−BR(λ,A)]−1)∗R(λ,A)∗. Daher
folgt ∫ ∞
−∞
‖(r + is)−αR(r + is, A+B)∗x∗‖qds <∞.
Weiter ist λ−αR(λ,A+B)∗ = λ−αR(λ, (A+B)∗) holomorph fu¨r Reλ ≥ λ0. Daher gilt
nach dem Lemma von Riemann-Lebesgue und [37, Theorem 6.6.1], daß die Funktion
U∗(t) :=
1
2πi
∫
Reλ=λ0
eλtλ−γ [λ−αR(λ,A+B)∗]dλ
fu¨r jedes γ > 1p in [0,∞) stark stetig ist und fu¨r Reλ > λ0
λ−αR(λ,A+B)∗ = λγ
∫ ∞
0
e−λtU∗(t) dt
gilt. (U∗(t))t≥0 ist exponentiell beschra¨nkt und es ist
λ−αR(λ,A+B)∗∗ = λγ
∫ ∞
0
e−λt(U∗(t))∗ dt.
Fu¨r x ∈ D(A) ist das Integral in
U(t)x :=
1
2πi
∫
Reλ=λ0
eλtλ−γ [λ−αR(λ,A+B)x]dλ
fu¨r alle t ∈ [0,∞) absolut konvergent und daher t → U(t)x stetig in [0,∞). Damit ist
R(λ,A+B)x = λγ
∫ ∞
0
e−λtU(t)x dt
und der Eindeutigkeitssatz der Laplace-Transformation liefert, daß U(t)x fu¨r x ∈ D(A)
fast u¨berall mit (U∗(t))∗x u¨bereinstimmt. Da ((U∗(t))∗)t≥0 exponentiell beschra¨nkt ist
und D(A) dicht ist, folgt damit die Behauptung nach Deﬁnition 3.1.1. 
3.3.2 Korollar Sei X ein B-konvexer Banachraum. (A,D(A)) erzeuge eine C0-Halb-
gruppe in X mit Wachstumsschranke ω0, und (B,D(B)) sei ein abgeschlossener Ope-
rator in X.
a) Falls Zahlen λ0 > max{0, ω0} und M ∈ [0, 1) sowie eine dichte Teilmenge D von X
existieren, sodaß fu¨r jedes λ ∈ C mit Reλ = λ0 und jedes x ∈ D die Bedingung
‖R(λ,A)Bx‖ ≤M‖x‖
erfu¨llt ist, dann gibt es eine abgeschlossene Erweiterung (C,D(C)) von (A+B,D(A)∩
D(B)), die eine 1-integrierte Halbgruppe erzeugt. Sind A, A∗ und B dicht deﬁniert,
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dann ist (C,D(C)) der Teil von (A∗ +B∗)∗ in X.
b) Ist A dicht deﬁniert, D(A) ⊂ D(B) und existieren Zahlen λ0 > max{0, ω0} und
M ∈ [0, 1), sodaß fu¨r jedes λ ∈ C mit Reλ = λ0 die Bedingung
‖BR(λ,A)‖ ≤M
gilt, dann erzeugt (A+B,D(A) eine 1-integrierte Halbgruppe.
Folgendes Beispiel zeigt, daß die Schranke fu¨r β in Satz 3.3.1 optimal ist und daß der
Satz fu¨r M = 1 nicht richtig ist.
3.3.3 Beispiel Sei X = Lp(0,∞), p ∈ (1,∞) und γ ∈ C. Wir deﬁnieren die Operatoren
A, Bγ und Cγ durch
(Af)(x) :=
d
dx
f(x),
(Bγf)(x) :=
γ
x
f(x),
(Cγf)(x) :=
d
dx
f(x) +
γ
x
f(x),
jeweils mit maximalem Deﬁnitionsbereich in Lp(0,∞). Dann gilt:
a) ‖R(λ,A)Bγx‖p ≤ |γ|p ‖x‖p fu¨r alle x ∈ D(B) und alle Reλ > 0, d.h. fu¨r |γ| < 1p
erzeugt (Cγ , D(Cγ)) eine α-integrierte Halbgruppe fu¨r α > max{1p , 1− 1p}.
b) Falls 0 ≤ γ ≤ α < 1p , so erzeugt (Cγ , D(Cγ)) keine α-integrierte Halbgruppe .
c) Fu¨r γ ≥ 1p gibt es kein α > 0, sodaß (Cγ , D(Cγ)) eine α-integrierte Halbgruppe
erzeugt.
Beweis a) Sei 1 < p <∞, |γ| < 1p , 1p + 1q = 1, Reλ > 0, f ∈ D(Bγ) und g ∈ Lq(0,∞).
(T (t))t≥0 sei die von (A,D(A)) erzeugte C0-Halbgruppe, die durch T (t)f(x) = f(x+ t)
gegeben ist. Dann gilt
〈g,R(λ,A)Bγf〉 =
〈
g,
∫ ∞
0
e−λtT (t)Bγf dt
〉
=
∫ ∞
0
g(x)
∫ ∞
0
e−λtT (t)Bγf(x) dt dx
=
∫ ∞
0
g(x)
∫ ∞
0
e−λt(Bγf)(x+ t) dt dx
=
∫ ∞
0
g(x)
∫ ∞
0
e−λt
γ
x+ t
f(x+ t) dt dx
= γ
∫ ∞
0
g(x)
∫ ∞
x
e−λ(t−x)
f(t)
t
dt dx
= γ
∫ ∞
0
f(t)
t
∫ t
0
e−λ(t−x)g(x) dx dt
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und damit
|〈g,R(λ,A)Bγf〉 ≤ |γ|
∫ ∞
0
|f(t)|
t
∫ t
0
e−Reλ(t−x)|g(x)| dx dt
≤ |γ|
∫ ∞
0
|f(t)| 1
t
∫ t
0
|g(x)| dx dt.
Wir deﬁnieren G(t) := 1t
∫ t
0 |g(x)| dx. Nach der Hardyschen Ungleichung ([23, VI.10.11])
gilt dann ‖G‖q ≤ p‖g‖q. Mit der Ho¨lderschen Ungleichung ergibt sich
|〈g,R(λ,A)Bγf〉| ≤ |γ|
∫ ∞
0
|f(t)| G(t) dt
≤ |γ| ‖f‖p ‖G‖q
≤ p|γ| ‖f‖p ‖g‖q
und deshalb ‖R(λ,A)Bγ‖p ≤ p|γ| ‖f‖p.
Weiter ist (Cγ , D(Cγ)) abgeschlossen und X reﬂexiv, d.h. (C∗γ)∗ = Cγ . Also erzeugt
(Cγ , D(Cγ)) nach Satz 3.3.1 eine α-integrierte Halbgruppe fu¨r α > max
{
1
p , 1− 1p
}
.
b) Sei 0 ≤ γ ≤ α < 1p . Fu¨r eine Testfunktion f ∈ C∞c (0,∞) und t ≥ 0 deﬁnieren wir
Stf durch
Stf(x) =
1
Γ(α)
∫ t
0
(t− s)α−1
(
x+ s
x
)γ
f(x+ s) ds.
Nach a) und Lemma 2.5.2 ist {λ ∈ C : Reλ > 0} ⊆ ρ(Cγ). Weiter gilt fu¨r f ∈ C∞c (0,∞)
und Reλ > 0
R(λ,Cγ)f = λα
∫ ∞
0
e−λtStf dt =: Rλf,
denn: Sei f ∈ C∞c (0,∞), Reλ > 0 und x > 0. Dann
λα
∫ ∞
0
e−λtStf(x) dt =
=
λα
Γ(α)
x−γ
∫ ∞
0
e−λt
∫ t
0
(t− s)α−1(x+ s)γf(x+ s) ds dt
=
λα
Γ(α)
x−γ
∫ ∞
0
(x+ s)γf(x+ s)
∫ ∞
s
e−λt(t− s)α−1 dt ds
=
λα
Γ(α)
x−γ
∫ ∞
x
sγf(s)
∫ ∞
s−x
e−λt(t− s+ x)α−1 dt ds
=
λα
Γ(α)
x−γ
∫ ∞
x
sγf(s)
∫ ∞
0
e−λ(t+s−x)tα−1 dt ds
= x−γeλx
∫ ∞
x
e−λssγf(s) ds.
Jetzt rechnet man leicht nach, daß (λ− Cγ)Rλf = f = Rλ(λ− Cγ)f .
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Falls nun (Cγ , D(Cγ)) eine α-integrierte Halbgruppe erzeugt, dann ist diese nach dem
Eindeutigkeitssatz der Laplace-Transformation fu¨r f ∈ C∞c (0,∞) durch Stf gegeben.
Aber St kann nicht zu einem beschra¨nkten Operator auf X erweitert werden. Sei hierzu
t > 0 und 0 < ε < t3 . Wir wa¨hlen eine Funktion fε ∈ C∞c (0,∞) mit folgenden Eigen-
schaften
• suppfε ⊆ [t− 2ε, t+ ε]
• |fε| ≤ 1
• fε(x) = 1 fu¨r x ∈ [t− ε, t].
Dann ist ‖fε‖p ≤ (3ε)1/p. Weiter gilt fu¨r x ∈ (0, t− ε)
Stfε(x) ≥ 1Γ(α)x
−γ
∫ t−x
t−x−ε
(t− s)α−1(x+ s)γ ds
≥ 1
Γ(α)
(t− ε)γx−γ
∫ t−x
t−x−ε
(t− s)α−1 ds
≥ 1
Γ(α+ 1)
(
2t
3
)γ
x−γ [(x+ ε)α − xα].
Da limx→0[(x+ ε)α − xα] = εα, existiert ein δ ∈ (0, t− ε), sodaß
Stfε(x) ≥ 12Γ(α+ 1)
(
2t
3
)γ
x−γεα
fu¨r alle x ∈ (0, δ). Also ist
‖Stfε‖p ≥ 12Γ(α+ 1)
(
2t
3
)γ ∫ δ
0
x−γp dx εα =: cεα
und damit ‖Stfε‖p
‖fε‖p ≥ 3
−1/pCεα−1/p ε→0−→∞.
Also erzeugt (Cγ , D(Cγ)) keine α-integrierte Halbgruppe auf Lp(0,∞).
c) Fu¨r f ∈ C∞c (0,∞) und λ ∈ C deﬁnieren wir Rλf durch
Rλf(x) := x−γeλx
∫ ∞
x
e−λttγf(t) dt.
Dann ist Rλ(λ− Cγ)f = f = (λ− Cγ)Rλf .
Aber fu¨r γ ≥ 1p kann Rλ nicht zu einem beschra¨nkten Operator auf Lp(0,∞) fortgesetzt
werden. Sei z.B. fu¨r ε ∈ (0, 1/2) eine Funktion fε ∈ C∞c (0,∞) mit den Eigenschaften
• suppfε ⊆ [ε/2, 2]
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• |fε| ≤ 1
• fε(x) = 1 fu¨r x ∈ [ε, 1]
gegeben. Dann ist ‖fε‖p ≤ 21/p.
Sei x ∈ [ε, 1/2] und λ ∈ R. Dann existiert eine von ε und x unabha¨ngige Konstante
c > 0 mit
Rλfε(x) ≥ x−γeλx
∫ 1
x
e−λttγ dt ≥ Cx−γ .
Damit ist
‖Rλfε‖p ≥ c
(∫ 1/2
ε
x−γpdx
)1/p
≥ c
(∫ 1/2
ε
x−1dx
)1/p
= c
(
log
1
2ε
)1/p
ε→0−→∞.
Also ist R ⊆ σ(Cγ). Da (Cγ , D(Cγ)) abgeschlossen ist in Lp(0,∞), kann es kein α > 0
geben, sodaß (Cγ , D(Cγ)) eine α-integrierte Halbgruppe erzeugt. Nach Bemerkung 3.1.2
mu¨ßte sonst eine rechte Halbebene in der Resolventenmenge enthalten sein. 
3.4 Ein Sto¨rungssatz fu¨r C0-Halbgruppen
3.4.1 Satz Sei X ein B-konvexer Banachraum und (A,D(A)) der Erzeuger einer C0-
Halbgruppe (T (t))t≥0 auf X mit ‖T (t)‖ ≤ Meωt (M ≥ 0, ω ∈ R) und (B,D(B)) ein
abgeschlossener Operator in X. Falls es Zahlen b ∈ (0,∞) und K < 1M gibt, sodaß
entweder
(a) die Abbildung s → BT (s)x meßbar ist auf [0,∞) fu¨r alle x ∈ D(A) und
∫ b
0
|〈x∗, BT (s)x〉|ds ≤ K‖x‖‖x∗‖
gilt fu¨r jedes x∗ ∈ X∗ und jedes x ∈ D(A)
oder
(b) B dicht deﬁniert ist und
∫ b
0
|〈x∗, T (s)Bx〉|ds ≤ K‖x‖‖x∗‖
gilt fu¨r jedes x∗ ∈ X∗ und jedes x ∈ D(B),
dann existiert eine abgeschlossene Erweiterung (C,D(C)) von (A + B,D(A) ∩D(B)),
die eine β-integrierte Halbgruppe fu¨r β > 1p erzeugt. Hierbei sei p ∈ (1, 2] der Fouriertyp
von X. Insbesondere erzeugt (C,D(C)) eine 1-integrierte Halbgruppe in X.
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Beweis: Sei ε > 0 so gewa¨hlt, daß Kε :=MK(1−e−εb)−1 < 1. (Solch ein ε existiert, da
MK < 1 ist.) Dann gibt es eine Zahl a ≥ 0, sodaß die von (A˜,D(A˜)) = (A− a,D(A))
erzeugte C0-Halbgruppe(T˜ (t))t≥0 fu¨r alle t ≥ 0 die Ungleichung ‖T˜ (t)‖ ≤Me−εt erfu¨llt.
Wir setzen zuna¨chst (a) voraus. Dann gilt fu¨r x ∈ D(A) und x∗ ∈ X∗
∫ ∞
0
|〈x∗, BT˜ (s)x〉|ds =
∞∑
n=0
∫ b
0
|〈x∗, BT˜ (s)T˜ (nb)x〉|ds
≤
∞∑
n=0
∫ b
0
|〈x∗, BT (s)T˜ (nb)x〉|ds
≤
∞∑
n=0
K‖T˜ (nb)x‖‖x∗‖
≤
∞∑
n=0
KMe−εnb‖x‖‖x∗‖ = Kε‖x‖‖x∗‖.
Da mit s → BT (s)x auch f : [0,∞) → X , s → BT˜ (s)x = e−asBT (s)x meßbar
ist, existiert eine meßbare Zerlegung {Ek}k∈N von [0,∞), sodaß f auf Ek essentiell
beschra¨nkt ist fu¨r jedes k ∈ N. Also ist fu¨r λ ∈ C mit Reλ > 0
yk :=
∫
Ek
e−λsBT˜ (s)xds ∈ X
und es gilt
∞∑
k=1
|〈x∗, yk〉| =
∞∑
k=1
∣∣∣〈x∗,∫
Ek
e−λsBT˜ (s)xds
〉∣∣∣
=
∞∑
k=1
∣∣∣ ∫
Ek
e−λs〈x∗, BT˜ (s)xds〉
∣∣∣
≤
∞∑
k=1
∫
Ek
e−Reλs|〈x∗, BT˜ (s)x〉|ds
≤
∫ ∞
0
|〈x∗, BT˜ (s)x〉|ds ≤ Kε‖x‖‖x∗‖.
Da ein B-konvexer Banachraum keinen zu c0 isomorphen Unterraum entha¨lt [59, Section
3.d], konvergiert
∑∞
k=1 yk nach [48, Proposition 2.e.4] gegen ein y ∈ X. Damit ist
〈x∗, y〉 =
〈
x∗,
∞∑
k=1
yk
〉
=
∞∑
k=1
〈x∗, yk〉 =
∞∑
k=1
〈
x∗,
∫
Ek
e−λsBT˜ (s)xds
〉
=
∞∑
k=1
∫
Ek
e−λs〈x∗, BT˜ (s)x〉ds =
∫ ∞
0
e−λs〈x∗, BT˜ (s)x〉ds.
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Da (B,D(B)) abgeschlossen ist, hat man aber
y =
∞∑
k=1
yk =
∞∑
k=1
∫
Ek
e−λsBT˜ (s)xds
= B
∞∑
k=1
∫
Ek
e−λsT˜ (s)xds = BR(λ, A˜)x.
Damit haben wir gezeigt, daß
‖BR(λ, A˜)x‖ ≤ Kε‖x‖ ∀ x ∈ D(A).
Da D(A) = X ist, gibt es nach Satz 3.3.1 eine abgeschlossene Erweiterung (C˜,D(C˜))
von (A˜ + B,D(A) ∩D(B)), die eine α-integrierte Halbgruppe erzeugt fu¨r α > 1p . Satz
3.1.4 liefert dann die Behauptung.
Sei nun (b) vorausgesetzt. Dann gilt fu¨r x ∈ D(B) und x∗ ∈ X∗∫ ∞
0
|〈x∗, T˜ (s)Bx〉|ds =
∞∑
n=0
∫ b
0
|〈x∗, T˜ (s)T˜ (nb)Bx〉|ds
=
∞∑
n=0
∫ b
0
|〈T˜ ∗(nb)x∗, T˜ (s)Bx〉|ds
≤
∞∑
n=0
∫ b
0
|〈T˜ (nb)∗x∗, T (s)Bx〉|ds
≤
∞∑
n=0
K‖T˜ ∗(nb)x∗‖‖x‖
≤
∞∑
n=0
KMe−εnb‖x‖‖x∗‖ = Kε‖x‖‖x∗‖.
Da T stark stetig ist , ist s → T (s)Bx und damit auch g : [0,∞)→ X , s → T˜ (s)Bx =
e−asT (s)Bx meßbar. Genau wie bei (a) ko¨nnen wir dann zeigen, daß
‖R(λ, A˜)Bx‖ ≤ Kε‖x‖ ∀ x ∈ D(B).
Da D(B) = X ist, gibt es nach Satz 3.3.1 eine abgeschlossene Erweiterung (C˜,D(C˜))
von (A˜ + B,D(A) ∩D(B)), die eine α-integrierte Halbgruppe erzeugt fu¨r α > 1p . Satz
3.1.4 liefert dann die Behauptung. 
3.5 Anmerkungen
Integrierte Halbgruppen wurden zuerst von W. Arendt [3, 2] zur Untersuchung von Ope-
ratoren mit positiver Resolvente eingefu¨hrt. In [2] ﬁndet sich auch das Gegenbeispiel
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3.3.3 und folgender, mit unseren Resultaten eng verwandter Sto¨rungssatz fu¨r Operato-
ren mit positiver Resolvente :
Hat (A,D(A)) positive Resolvente und ist B : D(A) → X positiv mit
r(BR(λ,A)) < 1 fu¨r ein λ, dann hat (A+B,D(A)) positive Resolvente.
M. Hieber deﬁnierte in seiner Dissertation [32] α-integrierte Halbgruppen. Dort ﬁndet
man auch folgendes Sto¨rungsresultat fu¨r beschra¨nkte Sto¨rungen:
Ist (A,D(A)) Erzeuger einer α-integrierte Halbgruppe in X, n ≥ α und B ∈
L(X,D(An)), dann erzeugt (A+B,D(A)) eine α-integrierte Halbgruppe in
X.
Satz 3.1.4 wurde fu¨r α = 1 in [40] gezeigt. Ein Beweis in viel allgemeinerer Form stammt
von Li und Shaw [47].
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In den Sto¨rungssa¨tzen von Kapitel 3 haben wir vorausgesetzt, daß mindestens eine der
beiden Bedingungen
‖BR(λ,A)‖ ≤M < 1 oder ‖R(λ,A)B‖ ≤M < 1 (4.1)
fu¨r λ auf einer Parallele zur imagina¨ren Achse erfu¨llt ist. Hierbei war (A,D(A)) Erzeuger
einer α-integrierte Halbgruppe und B ein abgeschlossener Operator.
In diesem Kapitel nehmen wir an, daß (A,D(A)) eine C0-Halbgruppe erzeugt und
daß beide Bedingungen in (4.1) gelten. Ist dann der zugrundeliegende Raum ein Hil-
bertraum, erzeugt (A + B,D(A)) eine auf (0,∞) stark stetige Halbgruppe. Fu¨r Ba-
nachra¨ume mit Fourier-Typ p ∈ (1, 2) gilt unter zusa¨tzlichen Voraussetzungen an A
und B ein entspechender Satz.
Bevor wir diese Resultate formulieren und beweisen, deﬁnieren wir, was wir unter einer
auf (0,∞) stark stetigen Halbgruppe und ihrem Erzeuger verstehen.
4.1 Auf (0,∞) stark stetige Halbgruppen
Sei X ein Banachraum und sei T : (0,∞)→ L(X) eine stark stetige Abbildung, die der
Halbgruppeneigenschaft T (t)T (s) = T (t + s) genu¨gt fu¨r alle s, t > 0. Dann heißt die
Familie (T (t))t>0 eine auf (0,∞) stark stetige Halbgruppe.
Es ist oﬀensichtlich, daß jede C0-Halbgruppe insbesondere eine auf (0,∞) stark stetige
Halbgruppe erzeugt. Die umgekehrte Richtung gilt nicht.
4.1.1 Beispiel Sei X = Lp(R) × Lp(R), p ∈ [1,∞) und β ≥ 0. Fu¨r f, g ∈ Lp(R), t ≥ 0
und x ∈ R deﬁnieren wir
T (t)
(
f
g
)
(x) =
(
e−x2t txβe−x2t
0 e−x2t
)(
f(x)
g(x)
)
.
Man rechnet leicht nach, daß T (t) fu¨r alle t ≥ 0 ein beschra¨nkter linearer Operator in X
ist und daß die Halbgruppeneigenschaft T (t)T (s) = T (s+ t) fu¨r alle t, s ≥ 0 erfu¨llt ist.
Außerdem ist (T (t))t≥0 nach dem Satz von der majorisierten Konvergenz stark stetig
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in (0,∞). Ist β ≤ 2, dann ist T auch stark stetig in 0, ebenfalls nach dem Satz von der
majorisierten Konvergenz. Fu¨r β > 2 gilt aber
sup
x∈R
|txβe−x2t| ≥ t(t−1/2)βe−1 = t1−β/2e−1 →∞ (t→ 0).
Nach dem Prinzip von der gleichma¨ßigen Beschra¨nktheit kann (T (t))t≥0 daher fu¨r β > 2
nicht stark stetig in 0 sein. 
Wir wollen die Laplace-Transformation verwenden, um den Erzeuger einer auf (0,∞)
stark stetigen Halbgruppe zu deﬁnieren. Deshalb setzen wir von jetzt an voraus, daß
T (·)x ∈ L1loc(R+, X) ist fu¨r alle x ∈ X und daß
abs(T ) := inf{Reλ : lim
t→0
∫ t
0
e−λsT (s)x ds existiert fu¨r alle x ∈ X} <∞.
Ist dann Reλ > abs(T ), ko¨nnen wir nach Satz 2.2.3 fu¨r jedes x ∈ X die Laplace-
Transformierte ∫ ∞
0
e−λtT (t)x dt := lim
t→0
∫ t
0
e−λsT (s)x ds
von T (·)x deﬁnieren.
4.1.2 Deﬁnition Sei (T (t))t>0 eine auf (0,∞) stark stetige Halbguppe in einem Banach-
raum X. T (·)x sei in L1loc(R+, X) fu¨r jedes x ∈ X, und es gelte abs(T ) < ∞. Falls ein
linearer Operator (A,D(A)) in X und eine Zahl ω ≥ abs(T ) existiert mit (ω,∞) ⊆ ρ(A)
und
R(λ,A)x =
∫ ∞
0
e−λtT (t)x dt, (4.2)
fu¨r alle λ > ω und alle x ∈ X, dann heißt (A,D(A)) Erzeuger von (T (t))t>0.
4.1.3 Bemerkung (a) Der Operator (A,D(A)) in Deﬁnition 4.1.2 ist eindeutig ge-
stimmt.
(b) Ist (A,D(A)) Erzeuger einer auf (0,∞) stark stetigen Halbgruppe (T (t))t>0, und ist
a eine reelle Zahl, dann erzeugt (A− a,D(A)) die auf (0,∞) stark stetige Halbgruppe
(eatT (t))t>0.
4.1.4 Beispiel Sei X und (T (t))t≥0 wie in Beispiel 4.1.1. Dann ist fu¨r λ > 0 und f, g ∈
C∞c (R) die Laplace-Transformierte von T (·)
(
f
g
)
durch
R(λ)
(
f
g
)
(x) :=
∫ ∞
0
e−λtT (t)
(
f
g
)
(x)dt =
(
(λ+ x2)−1 xβ(λ+ x2)−1
0 (λ+ x2)−1
)(
f(x)
g(x)
)
.
gegeben. Ist β > 4, dann kann R(λ) nicht zu einem beschra¨nkten Operator auf X
erweitert werden. Ist dagegen β ∈ [0, 4] gewa¨hlt, dann ist der durch
A
(
f
g
)
(x) =
( −x2 xβ
0 −x2
)(
f(x)
g(x)
)
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deﬁnierte Operator (A,D(A)) mit maximalem Deﬁnitionsbereich D(A) Erzeuger von
(T (t))t≥0. 
Wir betrachten nun das abstrakte Cauchyproblem
{
u′(t) = Au(t), t > 0,
u(0) = x
(4.3)
mit Anfangswert x ∈ X.
Unter einer Lo¨sung des abstrakten Cauchy-Problems (4.3) verstehen wir eine Funktion
u ∈ C([0,∞), X)∩C1((0,∞), X) mit u(t) ∈ D(A) und u′(t) = Au(t) fu¨r alle t > 0 und
u(0) = x (vgl. [71, 41]).
Dann gilt folgender Satz:
4.1.5 Satz Sei (T (t))t>0 eine auf (0,∞) stark stetige Halbgruppe in einem Banachraum
X mit Erzeuger (A,D(A)). Dann ist fu¨r x ∈ D(A) die Funktion ux, deﬁniert durch
ux(t) :=
{
T (t)x, t > 0,
x, t = 0,
eine Lo¨sung des abstrakten Cauchyproblems (4.3).
Zuna¨chst beweisen wir ein Lemma, das Aussagen u¨ber das Verhalten einer auf (0,∞)
stark stetigen Halbgruppe auf dem Deﬁnitionsbereich ihres Erzeugers entha¨lt.
4.1.6 Lemma Sei (T (t))t>0 eine auf (0,∞) stark stetige Halbgruppe in einem Banach-
raum X mit Erzeuger (A,D(A)). Dann gelten:
(a) Falls x ∈ D(A), dann ist T (t)x ∈ D(A) und AT (t)x = T (t)Ax fu¨r alle t > 0.
(b) Falls x ∈ D(A) und t > 0, dann ist x = T (t)x− ∫ t0 T (s)Axds.
Beweis (a) Zuna¨chst ist R(λ,A)T (t) = T (t)R(λ,A) fu¨r alle λ ∈ ρ(A) und alle t > 0,
denn fu¨r x ∈ X und µ > ω (ω wie in Deﬁnition 4.1.2) ist
∫ ∞
0
e−µtT (t)R(λ,A)x dt = R(µ,A)R(λ,A)x = R(λ,A)R(µ,A)x
= R(λ,A)
∫ ∞
0
e−µtT (t)x dt =
∫ ∞
0
e−µtR(λ,A)T (t)x dt.
Es folgt T (t)R(λ,A)x = R(λ,A)T (t)x fu¨r alle t > 0 mit dem Eindeutigkeitssatz der
Laplace-Transformation (Satz 2.2.7) und damit die Behauptung.
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(b) Sei x ∈ D(A) und λ > ω. Dann ist
∫ ∞
0
e−λt
∫ t
0
T (s)Axds dt =
∫ ∞
0
1
λ
e−λtT (t)Axdt
=
1
λ
R(λ,A)Ax = R(λ,A)x− x
λ
=
∫ ∞
0
e−λt(T (t)x− x) dt.
Der Eindeutigkeitssatz der Laplace-Transformation liefert die Behauptung. 
Beweis von Satz 4.1.5 Sei x ∈ D(A) und t > 0. Dann ist nach Lemma 4.1.6 ux(t) =
T (t)x ∈ D(A) und es gilt
u′x(t) = lim
h→0
T (t+ h)x− T (t)x
h
= lim
h→0
1
h
∫ t+h
t
T (s)Ax ds = T (t)Ax = AT (t)x
= Aux(t).
Außerdem ist
lim
t→0+
T (t)x = x+ lim
t→0+
∫ t
0
T (s)Ax ds = x.
Daher ist ux ∈ C([0,∞), X) ∩ C1((0,∞), X). 
4.2 Kriterium fu¨r Erzeuger einer auf (0,∞) stark stetigen
Halbgruppe
Wann erzeugt ein Operator (A,D(A)) eine auf (0,∞) stark stetige Halbgruppe? Fol-
gender Satz gibt ein hinreichendes Kriterium dafu¨r an.
4.2.1 Theorem Sei X ein Banachraum vom Fouriertyp p ∈ (1, 2]. (A,D(A)) sei ein
abgeschlossener, dicht deﬁnierter Operator in X, sodaß die Resolvente R(λ,A) in {λ ∈
C : Reλ ≥ 0} existiert und gleichma¨ßig beschra¨nkt ist durch M ≥ 0. A∗ sei dicht
deﬁniert, und es existiere ein C ≥ 0, sodaß fu¨r alle x ∈ X
(∫ ∞
−∞
‖R(is, A)x‖pds
)1/p
≤ C‖x‖ (4.4)
und fu¨r alle x∗ ∈ X∗
(∫ ∞
−∞
‖R(is, A∗)x∗‖pds
)1/p
≤ C‖x∗‖ (4.5)
gilt. Dann erzeugt (A,D(A)) eine auf (0,∞) stark stetige Halbgruppe (T (t))t>0.
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Um diesen Satz zu zeigen, formulieren und beweisen wir zwei Lemmata. Das erste dient
als technisches Hilfsmittel.
4.2.2 Lemma Sei (A,D(A)) ein abgeschlossener Operator in einem Banachraum X
mit 0 ∈ ρ(A). Falls wir eine Teilmenge G von ρ(A) und eine Konstante M ≥ 0 ﬁnden
ko¨nnen, sodaß ‖R(λ,A)‖ ≤M ist auf G, dann existiert ein c ≥ 0 mit
‖R(λ,A)x‖ ≤ c1+|λ|‖Ax‖ und ‖R(λ,A)2y‖ ≤ c1+|λ|2 ‖A2y‖
fu¨r alle λ ∈ G und alle x ∈ D(A), y ∈ D(A2).
Beweis Sei λ ∈ G \ {0}. Fu¨r x ∈ D(A) kann man R(λ,A)x schreiben als R(λ,A)x =
1
λ(x+R(λ,A)Ax), und fu¨r y ∈ D(A2) istR(λ,A)2y = 1λ2 (y+2R(λ,A)Ay+R(λ,A)2A2y).
Da 0 in der Resolventenmenge von A liegt und die Resolvente auf G gleichma¨ßig be-
schra¨nkt ist, folgt damit die Behauptung. 
Als Kandidaten fu¨r T (t)x in Satz 4.2.1 wollen wir die Inversionsformel der Laplace-
Transformation
lim
r→∞
1
2πi
∫ ir
−ir
eµtR(µ,A)x dµ (4.6)
verwenden. Das folgende Lemma gibt ein hinreichendes Kriterium fu¨r die Konvergenz
von (4.6) an.
4.2.3 Lemma Sei (A,D(A)) ein abgeschlossener Operator in einem Banachraum X, so
daß {λ ∈ C : Reλ ≥ 0} ⊆ ρ(A) und ‖R(λ,A)‖ ≤ M < ∞ fu¨r alle λ ∈ C mit Reλ ≥ 0.
Fu¨r x ∈ X, t > 0 und a ≥ 0 deﬁnieren wir
U(t)x :=
1
2πit
∫ a+i∞
a−i∞
eµtR(µ,A)2x dµ. (4.7)
Dann gilt:
(a) Ist x ∈ D(A2), dann konvergiert das Integral in (4.7) absolut und ha¨ngt nicht von
a ≥ 0 ab.
(b) Fu¨r alle x ∈ D(A2) und alle t > 0 existiert der Grenzwert
lim
r→∞
1
2πi
∫ a+ir
a−ir
eµtR(µ,A)x dµ (4.8)
und ist gleich U(t)x.
(c) Ist x ∈ D(A2) und Reλ > 0, so gilt die Gleichung
R(λ,A)x =
x
λ
+
∫ ∞
0
e−λt(U(t)x− x)dt. (4.9)
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(d) Die Halbgruppeneigenschaft U(t)U(s)x = U(t + s)x gilt fu¨r alle t, s > 0 und alle
x ∈ D(A4).
Beweis Sei x ∈ D(A2) und t, s > 0.
(a) Lemma 4.2.2 impliziert, daß das Integral in (4.7) absolut konvergiert. Die Unab-
haa¨ngigkeit des Integrals von a ≥ 0 folgt aus dem Cauchy’schen Integralsatz.
(b) Partielle Integration liefert fu¨r r > 0
∫ a+ir
a−ir
eµtR(µ,A)x dµ =
1
t
(ea+irtR(a+ ir, A)x− ea−irtR(a− ir, A)x)
+
1
t
∫ a+ir
a−ir
eµtR(µ,A)2x dµ.
Wegen Lemma 4.2.2 konvergiert ‖R(ir, A)x‖ gegen 0 fu¨r |r| → ∞. Deshalb existiert der
Grenzwert (4.8) und ist gleich U(t)x.
(c) Sei Reλ > 0. Fu¨r x ∈ D(A), t > 0 und 0 < a < Reλ gilt
U(t)x− x = 1
2πi
∫ a+i∞
a−i∞
eµt
(
R(µ,A)x− x
µ
)
dµ =
1
2πi
∫ a+i∞
a−i∞
eµtR(µ,A)Ax
dµ
µ
.
Ist x ∈ D(A2), dann liefert Lemma 4.2.2, daß ‖R(µ,A)Ax‖ ≤ c1+|µ|‖A2x‖. Deshalb ist
obiges Integral absolut konvergent und es gilt ‖U(t)x − x‖ ≤ c′‖A2x‖ fu¨r alle t > 0.
Deshalb ko¨nnen wir die Laplacetransformation auf U(t)x− x anwenden und erhalten
λ
∫ ∞
0
e−λt(U(t)x− x)dt = λ
2πi
∫ ∞
0
e−λt
∫ a+i∞
a−i∞
eµtR(µ,A)Ax
dµ
µ
dt
=
λ
2πi
∫ a+i∞
a−i∞
∫ ∞
0
e(µ−λ)tdt R(µ,A)Ax
dµ
µ
=
λ
2πi
∫ a+i∞
a−i∞
1
λ− µR(µ,A)Ax
dµ
µ
= R(λ,A)Ax = λR(λ,A)x− x,
nach dem Satz von Fubini und der Cauchy’schen Integralformel.
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(d) Sei µ > λ > 0. Partielle Integration liefert
R(λ,A)x−R(µ,A)x
µ− λ =
∫ ∞
0
e(λ−µ)tR(λ,A)x dt− x
µ(µ− λ)
− 1
µ− λ
∫ ∞
0
e(λ−µ)te−λt(U(t)x− x) dt
=
∫ ∞
0
e(λ−µ)t
x
λ
dt+
∫ ∞
0
e(λ−µ)t
∫ ∞
0
e−λs(U(s)x− x) ds dt
− x
µ(µ− λ) −
∫ ∞
0
e(λ−µ)t
∫ t
0
e−λs(U(s)x− x) ds dt
=
x
λ(µ− λ) −
x
µ(µ− λ) +
∫ ∞
0
e(λ−µ)t
∫ ∞
t
e−λs(U(s)x− x) ds dt
=
µx− λx
λµ(µ− λ) +
∫ ∞
0
e−µt
∫ ∞
t
eλ(t−s)(U(s)x− x) ds dt
=
x
λµ
+
∫ ∞
0
e−µt
∫ ∞
0
e−λs(U(t+ s)x− x) ds dt.
Ist andererseits x ∈ D(A4), dann ist U(t)x ∈ D(A2) und
R(µ,A)R(λ,A)x =
R(λ,A)x
µ
+
∫ ∞
0
e−µt(U(t)R(λ,A)x−R(λ,A)x) dt
=
x
λµ
+
1
µ
∫ ∞
0
e−λs(U(s)x− x) ds+
∫ ∞
0
e−µt
(
U(t)
x
λ
− x
λ
)
dt
+
∫ ∞
0
e−µt
∫ ∞
0
e−λs(U(t)(U(s)x− x)− (U(s)x− x)) ds dt
=
x
λµ
+
∫ ∞
0
e−µt
∫ ∞
0
e−λs(U(t)U(s)x− x) ds dt
Mit dem Eindeutigkeitssatz der Laplacetransformation erhalten wir fu¨r fast alle s, t > 0
und alle x ∈ D(A4)
U(t+ s)x− x = U(t)U(s)x− x. (4.10)
Fu¨r festes s sind die Funktionen t → U(t + s)x und t → U(t)U(s)x stetig. Also gilt
(4.10) fu¨r alle t > 0 und fast alle s > 0. Durch Vertauschen der Rollen von s und t
erhalten wir
U(t+ s)x = U(t)U(s)x
fu¨r alle s, t > 0 und alle x ∈ D(A4). 
Nun ko¨nnen wir Theorem 4.2.1 beweisen.
Beweis von Theorem 4.2.1 Wir fu¨hren den Beweis in mehreren Schritten. Mit c sei
stets eine reelle Konstante gemeint.
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Schritt 1: Deﬁnition eines “Kanditaten” fu¨r die Halbgruppe
Wir wenden die inverse Fouriertransformation auf R(i·, A)x ∈ Lp(R, X) an. Sei hierzu
t > 0 und x ∈ X und
T (t)x :=
1
2π
∫ ∞
−∞
eistR(is, A)x ds =
1
2πi
∫ i∞
−i∞
eλtR(λ,A)x dλ.
Da X Fouriertyp p hat, ist T (·)x ∈ Lq(R+, X) fu¨r jedes x ∈ X (1p + 1q = 1) und es gilt
‖T (·)x‖q ≤ c
(∫ ∞
0
‖R(is, A)x‖pds
)1/p
≤ cC‖x‖.
T ist oﬀensichtlich linear in x, und nach Lemma 4.2.3 gilt die Halbgruppeneigenschaft
T (t)T (s)x = T (t+ s)x fu¨r alle x ∈ D(A4) und alle t, s > 0.
Schritt 2: Beschra¨nktheit von T
Wir betrachten zuna¨chst A∗. Genau wie in Schritt 1 zeigen wir, daß T ∗(·)x∗, deﬁniert
durch
T ∗(t)x :=
1
2π
∫ ∞
−∞
eistR(is, A∗)x∗ds =
1
2πi
∫ i∞
−i∞
eλtR(λ,A∗)x∗dλ, t > 0,
fu¨r jedes x∗ ∈ X∗ in Lq(R+, X∗) liegt und daß
‖T ∗(·)x∗‖q ≤ c
(∫ ∞
0
‖R(is, A∗)x∗‖pds
)1/p
≤ cC‖x∗‖.
Außerdem sieht man leicht, daß fu¨r alle x ∈ X, x∗ ∈ X∗ und t > 0 die Beziehung
〈x∗, T (t)x〉 = 〈T ∗(t)x∗, x〉 gilt.
Sei nun t > 0, x ∈ D(A4) und x∗ ∈ X∗. Dann gilt
t〈x∗, T (t)x〉 =
∫ t
0
〈x∗, T (t)x〉ds =
∫ t
0
〈x∗, T (t− s)T (s)x〉ds
=
∫ t
0
〈T ∗(t− s)x∗, T (s)x〉ds ≤
∫ t
0
‖T ∗(t− s)x∗‖‖T (s)x‖ds
Wir unterscheiden zwei Fa¨lle. Ist p = 2, also X ein Hilbertraum, ko¨nnen wir wie folgt
abscha¨tzen
∫ t
0
‖T ∗(t− s)x∗‖‖T (s)x‖ds ≤
(∫ t
0
‖T ∗(t− s)x∗‖2ds
)1/2(∫ t
0
‖T (s)x‖2ds
)1/2
≤
(∫ ∞
0
‖T ∗(s)x∗‖2ds
)1/2(∫ ∞
0
‖T (s)x‖2ds
)1/2
≤ c ‖x‖‖x∗‖.
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und es ist
‖T (t)x‖ ≤ c
t
‖x‖ fu¨r alle x ∈ D(A4). (4.11)
Falls p ∈ (1, 2) ist, wa¨hlen wir r = p2−p und β > 1r . Dann ist 2q + 1r = 1 und es gilt∫ t
0
‖T ∗(t− s)x∗‖‖T (s)x‖ds =
∫ t
0
(1 + s)β
1
(1 + s)β
‖T ∗(t− s)x∗‖‖T (s)x‖ds
≤ (1 + t)β
(∫ t
0
(1 + s)−βrds
)1/r(∫ t
0
‖T ∗(t− s)x∗‖qds
)1/q(∫ t
0
‖T (s)x‖qds
)1/q
≤ c (1 + t)β
(∫ ∞
0
‖T ∗(s)x∗‖qds
)1/q(∫ ∞
0
‖T (s)x‖qds
)1/q
≤ c (1 + t)β‖x‖‖x∗‖.
Damit ist
‖T (t)x‖ ≤ c(1 + t)
β
t
‖x‖ fu¨r alle x ∈ D(A4). (4.12)
Da (A∗)−4 injektiv ist, istD(A4) dicht ist inX. Daher ist T (t) fu¨r jedes t > 0 beschra¨nkt
in X, und die Halbgruppeneigenschaft T (t)T (s) = T (t+ s) ist fu¨r alle s, t > 0 richtig.
Schritt 3: Erzeuger von (T (t))t>0
Sei Reλ > 0. Wir zeigen, daß R(λ,A) =
∫∞
0 e
−λtT (t)dt.
Nach Lemma 4.2.3 (c) ist R(λ,A)x = xλ +
∫∞
0 e
−λt(T (t)x− x)dt fu¨r alle x ∈ D(A2). Da
‖T (·)x‖q ≤ c‖x‖ und D(A2) dicht ist in X, ist die Behauptung bewiesen.
Schritt 4: Starke Stetigkeit in (0,∞)
Wir zeigen, daß t → T (t)x fu¨r jedes x ∈ X stetig ist auf (0,∞).
Fu¨r x ∈ D(A2) ist nach Lemma 4.2.2
T (t)x− x =
∫ i∞
−i∞
eλtR(λ,A)Ax
dλ
λ
absolut und auf kompakten Intervallen in [0,∞) gleichma¨ßig konvergent. Damit ist
t → T (t)x stetig auf [0,∞) fu¨r jedes x ∈ D(A2). Weiter ist tT (t)x (p = 2) bzw.
t
(1+t)β
T (t)x (p ∈ (1, 2)) nach (4.11) bzw. (4.12) fu¨r x ∈ D(A4) gleichma¨ßig beschra¨nkt.
Da D(A4) dicht ist in X, ist t → T (t)x stetig in (0,∞) fu¨r jedes x ∈ X und damit
(T (t))t>0 stark stetig in (0,∞). 
Das folgende Beispiel zeigt, daß ein Operator (A,D(A)), der den Voraussetzungen von
Satz 4.2.1 genu¨gt, im allgemeinen keine C0-Halbgruppe erzeugt.
4.2.4 Beispiel Sei X = Lp(R)×Lp(R) mit p ∈ (1, 2]. Versehen mit einer der a¨quivalen-
ten Normen (2.1) ist X ein Banachraum vom Fourier-Typ p. Fu¨r β ∈ [0, 4] betrachten
wir den Multiplikationsoperator
A
(
f
g
)
(x) =
( −x2 − 1 xβ
0 −x2 − 1
)(
f(x)
g(x)
)
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mit maximalem Deﬁnitionsbereich D(A) in X. Die Resolventenmenge ρ(A) von A ist
C \ (−∞,−1], und fu¨r λ ∈ ρ(A) ist die Resolvente von A gegeben durch
R(λ,A)
(
f
g
)
(x) =
(
(λ+ 1 + x2)−1 xβ(λ+ 1 + x2)−2
0 (λ+ 1 + x2)−1
)
, x ∈ R.
Die Norm der Resolvente scha¨tzen wir ab durch
‖R(λ,A)‖ ≤ c
(
sup
x∈R
1
|1 + λ+ x2| + supx∈R
|x|β
|1 + λ+ x2|2
)
.
Daher ist R(λ,A) in {λ ∈ C : Reλ ≥ 0} gleichma¨ßig beschra¨nkt ist und es gilt
‖R(is, A)‖ ≤ c
(
1
(1 + s2)1/2
+
1
(1 + s2)1−β/4
)
.
Ist nun p(2 − β2 ) > 0, d.h. β < 4 − 2p , dann ist R(i·, A) ∈ Lp(R, X). Aufgrund von
Dualita¨tsu¨berlegungen gilt in diesem Fall auch R(i·, A∗) ∈ Lp(R, X∗). Damit sind die
Voraussetzungen von Theorem 4.2.1 erfu¨llt. Aber fu¨r β ∈ (2, 4) erzeugt (A,D(A)) keine
C0-Halbgruppe (vgl Beispiel 4.1.1 und Beispiel 4.1.4).
4.3 Ein Sto¨rungssatz fu¨r C0-Halbgruppen auf Hilbertra¨umen
In diesem Abschnitt ist der zugrundeliegende Raum ein Hilbertraum. Der Beweis des
folgenden Sto¨rungssatzes beruht im wesentlichen auf Theorem 4.2.1.
4.3.1 Theorem Sei H ein Hilbertraum, (A,D(A)) der Erzeuger einer C0-Halbgruppe
(T (t))t≥0 auf H und (B,D(B)) ein abgeschlossener Operator in H mit D(B) ⊇ D(A).
Weiter existiere M ∈ [0, 1) und λ0 ∈ R, sodaß fu¨r alle λ ∈ C mit Reλ > λ0, alle x ∈ X
und alle y ∈ D(B) die Abscha¨tzungen
‖BR(λ,A)x‖ ≤M‖x‖ und ‖R(λ,A)Bx‖ ≤M‖x‖ (4.13)
gelten. Dann erzeugt (A+B,D(A)) eine auf (0,∞) stark stetige Halbgruppe (S(t))t>0
mit
∫ 1
0 ‖S(t)‖2dt <∞.
Beweis Wir ko¨nnen ohne Beschra¨nkung der Allgemeinheit max{ω(T ), λ0} < 0 anneh-
men. Sonst ersetzen wir (A,D(A)) durch (A−ω,D(A)), wobei ω > max{ω(T ), λ0} (vgl.
Bemerkung 4.1.3).
Fu¨r x ∈ H sei die Funktion ux : R→ H deﬁniert durch
ux(t) :=
{
T (t)x, t ≥ 0
0, t < 0.
48
4.4 Ein Sto¨rungssatz fu¨r C0-Halbgruppen auf Banachra¨umen mit Fourier-Typ p
Wegen ω(T ) < 0 ist ux ∈ L2(R, H), und es existiert eine Konstante c ≥ 0, sodaß
(
∫∞
−∞‖ux(t)‖2dt)1/2 ≤ c‖x‖ gilt. Nach dem Satz von Plancherel (Satz 2.3.3) ist dann
die Fourier-Transformierte Fux von ux ebenfalls in L2(R, H), und es ist ‖Fux‖2 =√
2π‖ux‖2. Fu¨r s ∈ R ist aber (Fux)(s) =
∫∞
−∞ e
−istux(t)dt =
∫∞
0 e
−istT (t)xdt =
R(is, A)x. Also ist (∫ ∞
−∞
‖R(is, A)x‖2ds
)1/2
≤ c
√
2π ‖x‖,
woraus mit Lemma 2.5.4 folgt, daß
(∫ ∞
−∞
‖R(is, A+B)x‖2ds
)1/2
=
(∫ ∞
−∞
‖[I −R(is, A)B]−1R(is, A)x‖2ds
)1/2
≤ 1
1−M
(∫ ∞
−∞
‖R(is, A)x‖2ds
)1/2
≤ c
√
2π
1−M ‖x‖
fu¨r alle x ∈ H.
Wir betrachten nun (A+B)∗. Genau wie oben zeigen wir, daß fu¨r jedes x∗ ∈ H∗
(∫ ∞
−∞
‖R(is, (A+B)∗)x∗‖2ds
)1/2
≤ c
√
2π
1−M ‖x
∗‖
gilt. Damit sind die Voraussetzungen von Theorem 4.2.1 erfu¨llt und (A + B,D(A))
erzeugt eine auf (0,∞) stark stetige Halbgruppe (S(t))t>0. S(t) kann wie im Beweis
von 4.2.1 durch die Inversionsformel der Laplace-Transformation dargestellt werden.
Schritt 2 desselben Beweises liefert dann, daß
∫ 1
0 ‖S(t)‖2dt <∞ gilt. 
4.3.2 Oﬀenes Problem Kann man unter den Voraussetzungen von Theorem 4.3.1 sogar
zeigen, daß A + B eine C0-Halbgruppe auf H erzeugt? Wir vermuten, daß dies nicht
mo¨glich ist, konnten aber bisher kein Gegenbeispiel ﬁnden.
4.4 Ein Sto¨rungssatz fu¨r C0-Halbgruppen auf Banachra¨umen
mit Fourier-Typ p
Jetzt betrachten wir C0-Halbgruppen auf Banachra¨umen mit Fourier-Typ p ∈ (1, 2).
Unter etwas sta¨rkeren Voraussetzungen erhalten wir auch hier ein Sto¨rungsresultat.
Wir nehmen an, daß (A,D(A)) eine C0-Halbgruppe auf X mit negativer Wachstums-
schranke erzeugt. Dann ko¨nnen wir fu¨r (−A) gebrochene Potenzen deﬁnieren (vgl. [74]).
4.4.1 Theorem Sei X ein Banachraum mit Fourier-Typ p ∈ (1, 2), (A,D(A)) der Er-
zeuger einer C0-Halbgruppe (T (t))t≥0 auf X mit Wachstumsschranke ω(T ) < 0 und
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(B,D(B)) ein abgeschlossener Operator in H mit D(B) ⊇ D(A). Weiter existiere
M ∈ [0, 1), C ≥ 0, λ > ω(T ) und α ∈ (2−pp , 1), so daß fu¨r alle λ ∈ C mit Reλ ≥ λ0
gilt:
‖BR(λ,A)x‖ ≤M‖x‖ fu¨r alle x ∈ X
‖R(λ,A)Bx‖ ≤M‖x‖ fu¨r alle x ∈ D(B)
‖(−A)αBR(λ,A)x‖ ≤ C‖x‖ fu¨r alle x ∈ X
‖R(λ,A)B(−A)αx‖ ≤ C‖x‖ fu¨r alle x ∈ D((−A)α)
Dann erzeugt (A+B,D(A)) eine auf (0,∞) stark stetige Halbgruppe (S(t))t>0.
Den Sto¨rungssatz 4.3.1 im Hilbertraum-Fall haben wir mit Hilfe des Kriteriums 4.2.1
fu¨r Erzeuger von auf (0,∞) stark stetigen Halbgruppen bewiesen. Dies ist hier nicht so
direkt mo¨glich. Wir u¨bernehmen aber die Idee des Beweises von 4.2.1 und modiﬁzieren
nur an manchen Stellen etwas. Hierzu zeigen wir zuna¨chst folgendes Lemma.
4.4.2 Lemma Sei X ein Banachraum mit Fourier-Typ p ∈ (1, 2) und (A,D(A)) der
Erzeuger einer C0-Halbgruppe (T (t))t≥0 auf X mit Wachstumsschranke ω(T ) < 0. Fu¨r
x ∈ D(A) ist dann (∫ ∞
−∞
‖R(is, A)x‖pds
)1/p
≤ c‖Ax‖ (4.14)
und T (t)x la¨ßt sich schreiben als
T (t)x =
1
2πi
∫ +i∞
−i∞
eλtR(λ,A)xdλ, fu¨r fast alle t > 0. (4.15)
Beweis Fu¨r x ∈ D(A) ist ‖R(λ,A)x‖ ≤ c1+|λ|‖Ax‖ nach Lemma 4.2.2. Damit folgt die
Abscha¨tzung (4.14).
Wir deﬁnieren fu¨r t > 0 und x ∈ D(A)
T˜ (t)x :=
1
2πi
∫ i∞
−i∞
eλtR(λ,A)xdλ.
Da X vom Fourier-Typ p ist, ist (
∫∞
0 ‖T˜ (t)x‖qdt)1/q ≤ c‖Ax‖. Sei
Rλx :=
∫ ∞
0
e−λtT˜ (t)xdt, Reλ > 0.
Dann ist nach der Ho¨lderschen Ungleichung ‖Rλx‖ ≤ c(λ)‖Ax‖, d.h. RλA−1 ist be-
schra¨nkt. Falls x ∈ D(A2), ist nach Lemma 4.2.3 T (t)x = T˜ (t)x fu¨r alle t > 0. Damit
ist Rλx = R(λ,A)x fu¨r x ∈ D(A2), also RλA−1x = R(λ,A)A−1x fu¨r alle x ∈ D(A).
Wegen der Dichtheit von D(A) folgt damit RλA−1 = R(λ,A)A−1, d.h. Rλx = R(λ,A)x
50
4.4 Ein Sto¨rungssatz fu¨r C0-Halbgruppen auf Banachra¨umen mit Fourier-Typ p
fu¨r alle x ∈ D(A). Der Eindeutigkeitssatz fu¨r die Laplace-Transformation (Satz 2.2.7)
liefert dann, daß T (t)x = T˜ (t)x fu¨r fast alle t und alle x ∈ D(A) gilt. 
Beweis von Theorem 4.4.1 Wie bei Theorem 4.2.1 fu¨hren wir den Beweis in vier
Schritten. Mit c sei wieder eine reelle Konstante gemeint.
Schritt 1: Deﬁnition eines Kanditaten fu¨r die Halbgruppe
Fu¨r x ∈ X sei die Funktion ux : R→ X deﬁniert durch
ux(t) :=
{
T (t)x, t ≥ 0
0, t < 0.
Da ω(T ) < 0, ist ux ∈ Lp(R, X), existiert eine Konstante c1 ≥ 0, sodaß(∫ ∞
−∞
‖ux(t)‖pdt
)1/p
≤ c1‖x‖.
Nun ist aber X vom Fourier-Typ p. Damit ist die Fourier-Transformierte Fux von ux
in Lq(R, X) (1p +
1
q = 1) und es ist ‖Fux‖q ≤ c2‖ux‖p. Fu¨r s ∈ R ist aber (Fux)(s) =∫∞
−∞ e
−istux(t)dt =
∫∞
0 e
−istT (t)x dt = R(is, A)x. Also ist
(∫ ∞
−∞
‖R(is, A)x‖qds
)1/q
≤ c1c2‖x‖,
woraus mit Lemma 2.5.4 folgt, daß(∫ ∞
−∞
‖R(is, A+B)x‖qds
)1/q
=
(∫ ∞
−∞
‖[I −R(is, A)B]−1R(is, A)x‖qds
)1/q
≤ 1
1−M
(∫ ∞
−∞
‖R(is, A)x‖qds
)1/q
≤ c1c2
1−M ‖x‖
fu¨r alle x ∈ X.
Wir wollen den Kandidaten fu¨r die gesuchte Halbgruppe wieder durch die Inversi-
onsformel fu¨r die Laplace-Transformation darstellen. Hierzu zeigen wir zuna¨chst, daß
R(i·, A+B)x−R(i·, A)x ∈ Lp(R, X). Es ist fu¨r s ∈ R
R(is, A+B)x−R(is, A)x =
∞∑
k=0
[R(is, A)B]kR(is, A)x−R(is, A)x
=
∞∑
k=1
[R(is, A)B]kR(is, A)x
=
∞∑
k=0
[R(is, A)B]kR(is, A)BR(is, A)x
=
∞∑
k=0
[R(is, A)B]kR(is, A)B(−A)α(−A)−αR(is, A)x
51
4 Sto¨rungssa¨tze fu¨r C0-Halbgruppen
und damit nach Voraussetzung
‖R(is, A+B)x−R(is, A)x‖ ≤ C
1−M ‖(−A)
−αR(is, A)x‖.
Es reicht also zu zeigen, daß(∫ ∞
−∞
‖(−A)−αR(is, A)x‖pds
)1/p
≤ c‖x‖
Fu¨r s = 0 ist
(−A)−αR(is, A)x = π
sin(πα)
∫ ∞
0
t−αR(t, A)R(is, A)xdt
=
π
sin(πα)
∫ ∞
0
t−α
t− is [R(is, A)x−R(t, A)x]dt
=
π
sin(πα)
∫ ∞
0
t−α
t− isdt R(is, A)x
− π
sin(πα)
∫ ∞
0
t−α
t− is R(t, A)xdt
= (−is)−αR(is, A)x− π
sin(πα)
∫ ∞
0
t−α
t− isR(t, A)xdt
nach der Cauchyschen Integralformel und damit fu¨r h ∈ Lq(R)∫ ∞
−∞
|h(s)|‖(−A)−αR(is, A)x‖ds =
∫ 1
−1
|h(s)|‖(−A)−αR(is, A)x‖ds
+
∫
|s|≥1
|h(s)|
∥∥∥∥(−is)−αR(is, A)x− πsin(πα)
∫ ∞
0
t−α
t− isR(t, A)xdt
∥∥∥∥ds.
Zuna¨chst ist∫ 1
−1
|h(s)|‖(−A)−αR(is, A)x‖ds ≤ c sup
s∈[−1,1]
‖(−A)−αR(is, A)‖‖x‖‖h‖q.
Fu¨r r = p2−p ist
1
r +
2
q = 1 und αr > 1. Damit erhalten wir∫
|s|≥1
|h(s)||s|−α‖R(is, A)x‖ds ≤ ‖h‖q
(∫
|s|≥1
|s|−αrdt
)1/r(∫ ∞
−∞
‖R(is, A)x‖qds
)1/q
≤ c‖x‖‖h‖q.
Schließlich ist∫
|s|≥1
|h(s)|
∥∥∥∥
∫ ∞
0
t−α
t− isR(t, A)xdt
∥∥∥∥ds ≤
∫
|s|≥1
|h(s)|
∫ ∞
0
t−α
|t− is|‖R(t, A)x‖dt ds
≤ c
∫
|s|≥1
|h(s)|
|s|
∫ ∞
0
t−α
t+ 1
‖x‖dt ds
≤ c‖x‖‖h‖q
(∫
|s|≥1
|s|−p
)1/p
≤ c‖x‖‖h‖q.
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Insgesamt ist also(∫ ∞
−∞
‖(−A)−αR(is, A)x‖pds
)1/p
≤ c‖x‖, x ∈ X
und wir erhalten(∫ ∞
−∞
‖R(is, A+B)x−R(is, A)x‖pds
)1/p
≤ c‖x‖, x ∈ X.
Wir ko¨nnen daher die inverse Fouriertransformation auf R(is, A + B)x − R(is, A)x
anwenden. Fu¨r t > 0 und x ∈ X deﬁnieren wir
S˜(t)x := T (t)x+
1
2π
∫ ∞
−∞
eist(R(is, A+B)x−R(is, A)x)ds
= T (t)x+
1
2πi
∫ i∞
−i∞
eλt(R(λ,A+B)x−R(λ,A)x)dλ.
Da X Fourier-Typ p hat, ist S˜(·)x− T (·)x ∈ Lq((0,∞), X) fu¨r jedes x ∈ X, also auch
S˜(·)x ∈ Lq((0,∞), X), da T (·)x ∈ Lq((0,∞), X). S˜ ist oﬀensichtlich linear in x, weshalb
die Schreibweise gerechtfertigt ist.
Nach Lemma 4.4.2 ist R(i·, A)x ∈ Lp(R, X) fu¨r x ∈ D(A). Also ist auch R(i·, A+B)x ∈
Lp(R, X) und es ist sinnvoll zu deﬁnieren:
S(t)x :=
1
2π
∫ ∞
−∞
eistR(is, A+B)xds, t > 0, x ∈ D(A)
Wiederum nach Lemma 4.4.2 ist T (t)x = 12π
∫∞
−∞ e
istR(is, A)x ds fu¨r fast alle t > 0
und alle x ∈ D(A). Damit ist S(t)x = S˜(t)x fu¨r fast alle t > 0 und alle x ∈ D(A).
Die Halbgruppeneigenschaft S(t)S(s)x = S(t + x)x gilt nach Lemma 4.2.3 fu¨r alle
x ∈ D((A+B)4).
Schritt 2: Beschra¨nktheit von S
Wir betrachten zuna¨chst (A + B)∗. Genau wie in Schritt 1 ko¨nnen wir zeigen, daß
(R(i·, (A + B)∗)x∗ − R(i·, A∗)x∗) fu¨r jedes x∗ ∈ X∗ in Lp(R, X∗) liegt. Deshalb ist
S∗(·)x∗, deﬁniert durch
S˜∗(t)x := T ∗(t)x∗ +
1
2π
∫ ∞
−∞
eist[R(is, (A+B)∗)x∗ −R(is, A∗)x∗]ds
= T ∗(t)x∗ +
1
2πi
∫ i∞
−i∞
eλt(R(λ, (A+B)∗)x∗ −R(λ,A∗)x∗)dλ t > 0,
in Lq(R+, X∗). Wie oben stimmt auch S∗(t)x∗, deﬁniert durch
S∗(t)x :=
1
2π
∫ ∞
−∞
eistR(is, (A+B)∗)x∗ds, t > 0, x∗ ∈ D(A∗)
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in D(A∗) fu¨r fast alle t > 0 mit S˜∗(t)x∗ u¨berein. Außerdem sieht man leicht, daß
〈x∗, S(t)x〉 = 〈S∗(t)x∗, x〉 ist fu¨r jedes x ∈ D(A) und jedes x∗ ∈ D(A∗).
Sei nun t > 0, x ∈ D((A+B)4) und x∗ ∈ D(A∗). Dann gilt
t〈x∗, S(t)x〉 =
∫ t
0
〈x∗, S(t)x〉ds =
∫ t
0
〈x∗, S(t− s)S(s)x〉ds
=
∫ t
0
〈S∗(t− s)x∗, S(s)x〉ds ≤
∫ t
0
‖S∗(t− s)x∗‖‖S(s)x‖ds
Wir wa¨hlen r = p2−p und β >
1
r . Dann:∫ t
0
‖S∗(t− s)x∗‖‖S(s)x‖ds =
∫ t
0
(1 + s)β
1
(1 + s)β
‖S∗(t− s)x∗‖‖S(s)x‖ds
≤ (1 + t)β
(∫ t
0
(1 + s)−βrds
)1/r(∫ t
0
‖S∗(t− s)x∗‖qds
)1/q(∫ t
0
‖S(s)x‖qds
)1/q
= (1 + t)β
(∫ t
0
(1 + s)−βrds
)1/r(∫ t
0
‖S˜∗(t− s)x∗‖qds
)1/q(∫ t
0
‖S˜(s)x‖qds
)1/q
≤ c(1 + t)β
(∫ ∞
0
‖S˜∗(s)x∗‖qds
)1/q(∫ ∞
0
‖S˜(s)x‖qds
)1/q
≤ c(1 + t)β‖x‖‖x∗‖.
Damit ist ‖S(t)x‖ ≤ c(1+t)βt ‖x‖ fu¨r alle x ∈ D((A+B)4). Es ist ((A+B)∗)−4 injektiv,
d.h.D((A+B)4) = R((A+B)−4) ist dicht inX. Daher ist S(t) beschra¨nkt und ‖S(t)‖ ≤
c(1+t)β
t . Außerdem gilt in beiden Fa¨llen die Halbgruppeneigenschaft S(t)S(s) = S(t+s)
fu¨r alle s, t > 0.
Schritt 3 (A+B ist Erzeuger von (S(t)t>0) und Schritt 4 (Starke Stetigkeit von (S(t))t>0
in (0,∞)) kann man genau wie in Theorem 4.2.1 zeigen. Man muß nur A durch A+B
ersetzen. 
4.5 Matrixoperatoren
Seien (X, ‖·‖X), (Y, ‖·‖)Y Hilbertra¨ume. Versehen mit der Norm ‖(x, y)‖ := (‖x‖2X +
‖y‖2Y )1/2 ist X × Y ebenfalls ein Hilbertraum. Sei (A1, D(A1)) der Erzeuger einer C0-
Halbgruppe auf X und (A2, D(A2)) der Erzeuger eine C0-Halbgruppe auf Y . Dann
erzeugt der durch
A =
(
A1 0
0 A2
)
, D(A) = D(A1)×D(A2)
deﬁnierte Operator (A, D(A)) eine C0-Halbgruppe auf X × Y .
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Wir betrachten nun abgeschlossene Operatoren B1 : D(B1) → Y , B2 : D(B2) → X,
wobei D(B1) bzw. D(B2) dichte Teilra¨ume von X bzw. Y seien. Dann ist der durch
B =
(
0 B2
B1 0
)
, D(B) = D(B1)×D(B2)
gegebene Operator (B, D(B)) abgeschlossen und dicht deﬁniert in X × Y .
4.5.1 Satz Seien (A,D(A)) und (B,D(B)) wie oben und es gelte D(B1) ⊇ D(A1) und
D(B2) ⊇ D(A2) . Falls ein M ∈ [0, 1) existiert mit
‖B1R(λ,A1)‖L(X,Y ) ≤M
‖B2R(λ,A2)‖L(Y,X) ≤M
‖R(λ,A2)B1x‖Y ≤M‖x‖Y ∀x ∈ D(B1)
‖R(λ,A1)B2y‖X ≤M‖y‖Y ∀y ∈ D(B2)
fu¨r alle λ ∈ iR, dann erzeugt (A + B, D(A)) eine auf (0,∞) stark stetige Halbgruppe
in X × Y .
Beweis Fu¨r Reλ > 0 gilt
BR(λ,A) =
(
0 B2
B1 0
)(
R(λ,A1) 0
0 R(λ,A2)
)
=
(
0 B2R(λ,A2)
B1R(λ,A1) 0
)
und
R(λ,A)B
(
x
y
)
=
(
R(λ,A1) 0
0 R(λ,A2)
)(
B2y
B1x
)
=
(
R(λ,A1)B2y
R(λ,A2)B1x
)
.
Also ist∥∥BR(λ,A)(xy)∥∥X×Y = (‖B1R(λ,A1)x‖2X + ‖B2R(λ,A2)y‖2Y )1/2
≤ M(‖x‖2X + ‖y‖2Y )1/2 = ‖(x, y)‖X×Y , (x, y) ∈ X × Y,
und∥∥R(λ,A)B(xy)∥∥X×Y = (‖R(λ,A1)B2y‖2X + ‖R(λ,A2)B1x‖2Y )1/2
≤ M(‖x‖2X + ‖y‖2Y )1/2 = ‖(x, y)‖X×Y , (x, y) ∈ D(B).
Also folgt die Behauptung mit Satz 4.3.1. 
4.5.2 Beispiel Wir wa¨hlen X = Y = L2(0,∞) und A = ddx mit Deﬁnitionsbereich
D(A) =W 1,2(0,∞). Sei (B,D(B)) fu¨r γ ∈ R durch
(Bf)(x) :=
γ
x
f(x)
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deﬁniert mit maximalem Deﬁnitionsbereich in L2(0,∞). Dann ist nach Beispiel 3.3.3
‖R(λ,A)Bf‖2 ≤ 2|γ|‖f‖2
fu¨r alle Reλ > 0 und alle f ∈ D(B). Da fu¨r alle f ∈ L2(0,∞) und alle g ∈ D(B) die
Beziehung 〈g,BR(λ,A∗)f〉 = 〈Bg,R(λ,A∗)f〉 = 〈R(λ,A)Bg, f〉 gilt, ist auch
‖BR(λ,A∗)‖ ≤ 2|γ|
fu¨r alle Reλ > 0. Damit folgt mit Satz 4.5.1, daß
A =
(
A B
0 A∗
)
, D(A) = D(A)×D(A∗)
fu¨r |γ| < 12 in L2(0,∞)× L2(0,∞) eine auf (0,∞) stark stetige Halbgruppe erzeugt.
4.5.3 Bemerkung In obigem Beispiel ist weder der Satz von Miyadera-Voigt noch der
Satz von Desch-Schappacher anwendbar.
4.6 Anmerkungen
Halbgruppen, die in 0 nicht stark stetig sind, werden u.a. von Krein [41] und von
Taira [70, 71] behandelt. Auf Krein geht auch das Beispiel 4.1.1 bzw. 4.1.4 zuru¨ck.
Matrixoperatoren wie in Abschnitt 4.5 ﬁndet man z.B. bei Nagel [52].
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σ-Singularita¨t
In diesem Kapitel betrachten wir analytische Halbgruppen, die in 0 nicht stark stetig
sind, und zeigen Sto¨rungssa¨tze.
5.1 Halbgruppen mit σ-Singularita¨t
5.1.1 Stark stetige Halbgruppen mit σ-Singularita¨t
In Abschnitt 4.1 haben wir auf (0,∞) stark stetige Halbgruppen betrachtet. Jetzt wollen
wir detailliertere Voraussetzungen u¨ber das Verhalten solcher Halbgruppen in der Na¨he
der 0 machen.
5.1.1 Deﬁnition Sei σ ≥ 0. Eine Familie (T (t))t>0 von beschra¨nkten Operatoren auf
einem Banachraum X heißt stark stetige Halbgruppe mit σ-Singularita¨t, falls
(i) die Halbguppeneigenschaft T (t+ s) = T (t)T (s) fu¨r alle t, s > 0 erfu¨llt ist,
(ii) die Abbildung t → T (t)x stetig ist in (0,∞) fu¨r alle x ∈ X und
(iii) eine Konstante C > 0 existiert, sodaß ‖T (t)‖ ≤ Ct−σ fu¨r alle t ∈ (0, 1).
5.1.2 Bemerkung (1) Falls (T (t))t>0 eine stark stetige Halbgruppe mit σ-Singularita¨t
ist fu¨r ein σ ≤ 0, dann auch fu¨r alle σ′ > σ.
(2) Ist (T (t))t>0 eine stark stetige Halbgruppe mit σ-Singularita¨t, dann gibt es Kon-
stanten C ′ > 0 und ω ∈ R mit
‖T (t)‖ ≤ C ′eωtt−σ fu¨r alle t > 0. (5.1)
Seien na¨mlich fu¨r t ≥ 1 Zahlen n ∈ N0 und s ∈ [1, 2) so gewa¨hlt, daß t = n + s.
Da t → T (t)x stetig ist auf dem kompakten Intervall [1, 2] fu¨r alle x ∈ X, ist M :=
sup{‖T (t)‖ : t ∈ [1, 2]} < ∞ nach dem Satz von der gleichma¨ßigen Beschra¨nktheit.
Damit ist ‖T (t)‖ = ‖T (n)T (s)‖ ≤ ‖T (1)‖n‖T (s)‖ ≤ Mn+1 ≤ M t = eωt fu¨r alle t ≥ 1,
wobei ω = logM gesetzt sei. Hieraus folgt (5.1).
Eine stark stetige Halbgruppe mit σ-Singularita¨t ist insbesondere eine auf (0,∞) stark
stetige Halbgruppe. Falls 0 ≤ σ < 1 ist, folgt aus (5.1), daß abs(T ) <∞ und wir ko¨nnen
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wie in 4.1.2 den Erzeuger deﬁnieren. Alle Aussagen im Abschnitt 4.1 gelten dann auch
hier.
5.1.3 Bemerkung Sei 0 ≤ σ < 1 und (A,D(A)) Erzeuger einer stark stetigen Halb-
gruppe (T (t))t>0 mit σ-Singularita¨t. Dann ist {λ ∈ C : Reλ > abs(T )} ⊆ ρ(A) und es
gilt
R(λ,A) =
∫ ∞
0
e−λtT (t)dt
fu¨r alle Reλ > abs(T ).
5.1.2 Analytische Halbgruppen mit σ-Singularita¨t
Wir fu¨hren folgende Bezeichnungen ein: Fu¨r ϕ ∈ (0, π] sei
Σϕ := {λ ∈ C : λ = 0, | arg λ| < ϕ},
Σϕ := {λ ∈ C : λ = 0, | arg λ| ≤ ϕ}.
5.1.4 Deﬁnition Sei σ ≥ 0 und ϕ ∈ (0, π2 ). Eine Familie (T (z))z∈Σϕ von beschra¨nkten
Operatoren auf einem Banachraum X heißt analytische Halbgruppe (vom Winkel ϕ)
mit σ-Singularita¨t, falls
(i) die Halbguppeneigenschaft T (z1+z2) = T (z1)T (z2) fu¨r alle z1, z2 ∈ Σϕ erfu¨llt ist,
(ii) die Abbildung z → T (z) analytisch ist in Σϕ und
(iii) fu¨r jedes δ ∈ (0, ϕ) eine Konstante Cδ > 0 existiert, sodaß ‖T (z)‖ ≤ Cδ|z|−σ fu¨r
alle z ∈ Σϕ−δ ∩B(0, 1).
5.1.5 Beispiel Sei X und (T (t))t≥0 wie in Beispiel 4.1.1 mit β ≥ 2. Dann la¨ßt sich
(T (t))t≥0 zu einer analytischen Halbgruppe (T (z))z∈Σπ/2 vom Winkel
π
2 mit (
β
2 − 1)-
Singularita¨t fortsetzen.
Ist (T (z))z∈Σϕ eine analytische Halbguppe mit σ-Singularita¨t und schra¨nkt man T auf
die positive reelle Achse ein, so ist (T (t))t>0 insbesondere eine stark stetige Halbgruppe
mit σ-Singularita¨t.
Sei nun 0 ≤ σ < 1. Falls (T (t))t>0 einem Erzeuger (A,D(A)) im Sinne von Deﬁnition
4.1.2 hat, dann heißt (A,D(A)) auch Erzeuger von (T (z))z∈Σϕ , und es gilt folgendes
Lemma:
5.1.6 Lemma Sei 0 ≤ σ < 1 und (A,D(A)) der Erzeuger einer analytischen Halbgruppe
vom Winkel ϕ ∈ (0, π2 ) mit σ-Singularita¨t. Dann erzeugt (eiψA,D(A)) eine stark stetige
Halbgruppe mit σ-Singularita¨t fu¨r jedes ψ ∈ (−ϕ,ϕ).
Beweis Sei (T (z))z∈Σϕ die von (A,D(A)) erzeugte analytische Halbgruppe und ψ ∈
(−ϕ,ϕ). (S(t))t>0 sei deﬁniert durch S(t) := T (eiψt) . Dann ist S(t) ∈ L(X) fu¨r jedes
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t > 0 und ‖S(t)‖ = ‖T (eiψt)‖ ≤M |eiψt|−σ =Mt−σ fu¨r t ∈ (0, 1). Da T in Σϕ analytisch
ist, ist S in (0,∞) stark stetig. Weiter gilt fu¨r s, t > 0, daß S(t)S(s) = T (eiψt)T (eiψs) =
T (eiψ(t+ s)) = S(t+ s). Fu¨r λ > max{0, abs(S)} ist
∫ ∞
0
e−λtS(t) dt =
∫ ∞
0
e−λtT (eiψt) dt =
∫
Γ
e−λe
−iψsT (s)e−iψds,
wobei Γ durch γ(u) := eiψu, u ∈ (0,∞) parametrisiert sei. Da T in Σϕ holomorph ist
und ∫ ψ
0
|e−rRe(λei(u−ψ))| ‖T (reiu)‖r du −→ 0 fu¨r r → 0 bzw. r →∞,
ko¨nnen wir den Cauchyschen Integralsatz anwenden und erhalten
∫ ∞
0
e−λtS(t) dt = e−iψ
∫ ∞
0
e−λe
−iψsT (s)ds = e−iψR(λe−iψ, A) = R(λ, eiψA).

5.1.7 Korollar Sei 0 ≤ σ < 1 und (A,D(A)) Erzeuger einer analytischen Halbgrup-
pe (T (z))z∈Σϕ vom Winkel ϕ ∈ (0, π2 ] mit σ-Singularita¨t und abs(T ) ≤ 0. Dann ist
Σϕ+π/2 ⊆ ρ(A).
Beweis Nach Lemma 5.1.6 und Bemerkung 5.1.3 ist Σπ/2 ⊆ ρ(eiψA) fu¨r jedes ψ ∈
(−ϕ,ϕ). Daraus folgt die Behauptung. 
Wie sich die Resolvente eines Erzeugers einer analytischen Halbgruppe verha¨lt, zeigt
der na¨chste Satz.
5.1.8 Satz Sei 0 ≤ σ < 1 und (A,D(A)) Erzeuger einer analytischen Halbgruppe
(T (z))z∈Σϕ vom Winkel ϕ ∈ (0, π2 ] mit σ-Singularita¨t. Fu¨r jedes δ ∈ (0, ϕ) existiere eine
Konstante Cδ mit ‖T (t)‖ ≤ Cδ|z|−σ fu¨r alle z ∈ Σϕ−δ/2. Dann existiert zu jedem δ eine
Konstante Kδ > 0 mit ‖R(λ,A)‖ ≤ Kδ|λ|σ−1 fu¨r alle λ ∈ Σπ/2+ϕ−δ.
Beweis Sei λ ∈ Σπ/2+ϕ−δ. Wir wa¨hlen ψ = −ϕ+ δ2 , falls Imλ ≥ 0 und ψ = ϕ− δ2 sonst.
Dann ist λeiψ ∈ Σπ/2−δ/2 und es gilt Re(λeiψ) = |λ| cos(arg(λ) + ψ) ≥ |λ| cos(π2 − δ2).
Damit erhalten wir folgende Abscha¨tzung:
‖R(λ,A)‖ = ‖eiψR(eiψλ, eiψA)‖ =
∥∥∥∥
∫ ∞
0
e−λe
iψtT (eiψt) dt
∥∥∥∥
≤
∫ ∞
0
e−Re(λe
iψ)t‖T (eiψt)‖ dt ≤
∫ ∞
0
e−Re(λe
iψ)tC|ψ|t−σdt
= Cϕ−δ/2Γ(1− σ)(Re(λeiψ))σ−1 ≤ Kδ|λ|σ−1,
wobei Kδ := Cϕ−δ/2Γ(1− σ)(cos(π2 − δ2))σ−1. 
59
5 Analytische Halbgruppen mit σ-Singularita¨t
5.2 τ -sektorielle Operatoren
Der soeben bewiesene Satz motiviert folgende Deﬁnition:
5.2.1 Deﬁnition SeiX ein Banachraum, τ ∈ (0, 1] und θ ∈ (π2 , π]. Ein linearer Operator
(A,D(A)) in X heißt τ -sektoriell mit Winkel θ, falls die folgenden beiden Bedingungen
erfu¨llt sind:
(i) Die Resolventenmenge von A entha¨lt das Gebiet Σθ.
(ii) Fu¨r jedes kleine ε ∈ (0, θ) existiert eine Konstante Kε > 0, sodaß
‖R(λ,A)‖ ≤ Kε|λ|τ fu¨r alle λ ∈ Σθ−ε. (5.2)
5.2.2 Beispiel Sei X und (A,D(A)) wie in Beispiel 4.1.4 mit β ∈ [2, 4). Dann ist
(A,D(A)) (2− β2 )-sektoriell mit Winkel π.
Sei (A,D(A)) τ -sektoriell mit Winkel θ ∈ (π2 , π]. Wir deﬁnieren
T (z) :=
1
2πi
∫
Γr,ε
eµzR(µ,A) dµ, z ∈ Σϕ, (5.3)
wobei ϕ = θ − π2 und die Kurve Γr,ε fu¨r ε ∈ (0, ϕ) und r > 0 durch
γr,ε(t) =


−rte−i(θ−ε), −∞ < t < −1
reit(θ−ε), −1 ≤ t ≤ 1
rtei(θ−ε), 1 < t <∞.
(5.4)
parametrisiert sei.
Dann ko¨nnen wir folgenden Satz beweisen.
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5.2.3 Satz Sei (A,D(A)) τ -sektoriell vom Winkel θ ∈ (π2 , π], ϕ := θ − π2 und sei
(T (z))z∈Σϕ durch (5.3) gegeben. Dann gilt:
(1) T (z) ∈ L(X) fu¨r alle z ∈ Σϕ.
(2) Fu¨r alle δ ∈ (0, ϕ) existiert ein Cδ > 0 mit ‖T (z)‖ ≤ Cδ|z|τ−1 fu¨r alle z ∈ Σϕ−δ.
(3) z → T (z) ist analytisch in Σϕ.
(4) T (z1)T (z2) = T (z1 + z2) fu¨r alle z ∈ Σϕ.
(5) R(λ,A) =
∫∞
0 e
λtT (t) dt fu¨r alle Reλ > 0.
Insbesondere ist also (T (z))z∈Σϕ eine analytische Halbgruppe mit (1− τ)-Singularita¨t,
und (A,D(A)) ist ihr Erzeuger.
Beweis Der Integrand ist analytisch in Σθ. Nach dem Cauchyschen Integralsatz ist
das Integral (falls es existiert) unabha¨ngig von der Wahl von r und ε.
Sei δ ∈ (0, ϕ) und z ∈ Σϕ−δ. Wir wa¨hlen ε := δ2 und r = |z|−1. Zuna¨chst ist
|eµz| = eRe(µz) = e|µz| cos(arg z+arg µ). Damit gilt fu¨r µ ∈ γr,ε([−1, 1]) =: Γ(2)r,ε , daß
|eµz| ≤ er|z| = e. Fu¨r µ ∈ γr,ε((1,∞)) =: Γ(3)r,ε ist π2 + ε ≤ arg z + argµ ≤ 3π2 − ε,
also |eµz| ≤ e|µz| cos(π/2+ε) = e−|µz| sin ε. Diese Abscha¨tzung kann man analog fu¨r µ ∈
γr,ε((−∞,−1)) =: Γ(1)r,ε zeigen. Damit ist∫
Γ
(2)
r,ε
‖eµzR(µ,A)‖ |dµ| ≤ Kε
∫
Γ
(3)
r,ε
e|µ|−τ |dµ| ≤ 2Kεe(θ − ε)r1−τ
und∫
Γ
(1)
r,ε∪Γ(3)r,ε
‖eµzR(µ,A)‖ |dµ| ≤ 2Kε
∫
Γ
(3)
r,ε
e−|µz| sin ε|µ|−τ |dµ| = 2Kεr1−τ
∫ ∞
1
e−t sin εt−τdt.
Also ist T (z) ∈ L(X) und ‖T (z)‖ ≤ Cεr1−τ = Cε|z|τ−1 und (1) und (2) sind gezeigt.
Außerdem folgt (3), da das Integral auf Σϕ−δ \ U(0) gleichma¨ßig konvergiert.
Als na¨chstes zeigen wir (4). Sei hierzu 0 < ε < ε′ < ϕ und 0 < r < r′. Dann ist
T (z1)T (z2) =
1
(2πi)2
∫
Γr,ε
∫
Γr′,ε′
eµz1eλz2R(µ,A)R(λ,A) dλ dµ
=
1
(2πi)2
∫
Γr,ε
∫
Γr′,ε′
eµz1eλz2(λ− µ)−1(R(µ,A)−R(λ,A)) dλ dµ
=
1
(2πi)2
∫
Γr,ε
∫
Γr′,ε′
eλz2(λ− µ)−1 dλ eµz1R(µ,A) dµ
+
1
(2πi)2
∫
Γr′,ε′
∫
Γr,ε
eµz1(µ− λ)−1 dµ eλz2R(λ,A) dλ
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nach dem Satz von Fubini. Der Cauchysche Integralsatz liefert aber∫
Γr′,ε′
eλz2(λ− µ)−1 dλ = 2πieµz2
fu¨r µ ∈ Γr,ε und ∫
Γr,ε
eµz1(µ− λ)−1 dµ = 0
fu¨r λ ∈ Γr′,ε′ . Damit ist
T (z1)T (z2) =
1
2πi
∫
Γr,ε
eµz1eµz2R(µ,A) dµ = T (z1 + z2)
fu¨r alle z1, z2 ∈ σϕ.
Schließlich zeigen wir noch (5). Sei λ ∈ C mit Reλ > 0. Wir wa¨hlen r so, daß λ rechts
von Γr,ε liegt. Dann ist∫ ∞
0
e−λtT (t)dt =
1
2πi
∫ ∞
0
e−λt
∫
Γr,ε
eµtR(µ,A) dµ dt
=
1
2πi
∫
Γr,ε
∫ ∞
0
e(µ−λ)tdt R(µ,A) dµ
=
1
2πi
∫
Γr,ε
(λ− µ)−1R(µ,A) dµ = R(λ,A)
nach der Cauchyschen Integralformel und der Satz ist bewiesen. 
5.2.4 Lemma Sei (A,D(A)) linearer Operator in einem Banachraum X und τ ∈ (0, 1).
Falls positive Konstanten θ, r und M existieren mit Σ := {λ ∈ C : |λ| > r, | arg λ <
π/2 + θ} ⊆ ρ(A) und ‖R(λ,A)‖ ≤ M |λ|−τ fu¨r alle λ ∈ Σ, dann ist (A − ω,D(A))
τ -sektoriell fu¨r ω ∈ R groß genug.
Beweis Wir wa¨hlen ω > 0 so gross, daß
ρ(A− ω) ⊇ Σ− ω ⊇ {λ ∈ C : λ = 0, | arg λ| < π/2 + θ}.
Dann ist ‖R(λ,A−ω)‖ = ‖R(λ+ω,A)‖ ≤M |λ+ω|−τ fu¨r alle λ ∈ Σ−ω. Da |λ+ω||λ| fu¨r
|λ| → ∞ gegen 1 und fu¨r |λ| → 0 gegen +∞ strebt, existiert ein c > 0 mit |λ+ω| ≥ c|λ|.
Damit ist ‖R(λ,A− ω)‖ ≤M(c|λ|)−τ fu¨r alle λ ∈ Σ− ω. 
Aus Satz 5.1.8 und Satz 5.2.3 erhalten wir folgende Charakterisierung τ -sektorieller
Operatoren:
5.2.5 Satz Sei X ein Banachraum und (A,D(A)) ein linearer Operator in X. Sei τ ∈
[0, 1). Dann sind a¨quivalent:
(a) Es existiert ein ω > 0, sodaß (A−ω,D(A)) τ -sektoriell ist vom Winkel θ ∈ (π2 , π].
(b) (A,D(A)) erzeugt eine eine analytische Halbgruppe (T (z)) Winkel θ − π2 mit
(1− τ)-Singularita¨t.
62
5.3 Gebrochene Potenzen
5.3 Gebrochene Potenzen
Sei (A,D(A)) τ -sektoriell mit Winkel θ und λ ∈ Σθ. . Fu¨r α > 1− τ deﬁnieren wir die
gebrochene Potenz (λ−A)−α durch die Formel
(λ−A)−α = 1
2πi
∫
Γr,ε
(λ− µ)−αR(µ,A)dµ. (5.5)
Hierbei sei Γr,ε durch (5.4) gegeben mit 0 < r < |λ| und 0 < ε < θ − | arg λ|. Fu¨r
(λ − µ)−α = e−α log(λ−µ) wa¨hlen wir den Zweig, dessen Argument zwischen −απ und
απ liegt.
5.3.1 Lemma Das Integral (5.5) konvergiert absolut, und es ist (λ−A)−α ∈ L(X) fu¨r
alle α > 1− τ .
Beweis Mit |(λ − µ)−α| = |e−α log(λ−µ)| = e−α log |λ−µ| = |λ − µ|−α und ‖R(µ,A)‖ ≤
M |µ|−τ folgt die Behauptung. 
5.3.2 Lemma (i) Fu¨r α, β > 1− τ gilt (λ−A)−α(λ−A)−β = (λ−A)−α−β .
(ii) Fu¨r k ∈ N ist (λ−A)−n = R(λ,A)n.
Beweis (i) Sei Γ1 = Γr1,ε1 und Γ2 = Γr2,ε2 mit 0 < r1 < r2 < |λ| und 0 < ε1 < ε2 <
θ − | arg λ|. Dann gilt nach dem Satz von Fubini
(λ−A)−α(λ−A)−β = 1
(2πi)2
∫
Γ1
∫
Γ2
(λ− µ)−α(λ− ν)−βR(µ,A)R(ν,A)dν dµ
=
1
(2πi)2
∫
Γ1
∫
Γ2
(λ− µ)−α(λ− ν)−β(ν − µ)−1[R(µ,A)−R(ν,A)]dν dµ
=
1
(2πi)2
∫
Γ1
∫
Γ2
(λ− ν)−β(ν − µ)−1dν (λ− µ)−αR(µ,A) dµ
+
1
(2πi)2
∫
Γ2
∫
Γ1
(λ− µ)−α(µ− ν)−1 dµ (λ− ν)−βR(ν,A) dν.
Nach dem Cauchyschen Integralsatz bzw. der Cauchyschen Integralformel ist
1
2πi
∫
Γ2
(λ−ν)−β(ν−µ)−1dν = (λ−µ)−β und 1
2πi
∫
Γ1
(λ−µ)−α(µ−ν)−1dµ = 0
fu¨r µ ∈ Γ1 bzw. ν ∈ Γ2. Damit gilt
(λ−A)−α(λ−A)−β = 1
2πi
∫
Γ
(λ− µ)−(α+β)R(µ,A)dµ = (λ−A)−(α+β).
(ii) Fu¨r alle n ∈ N und ω ∈ (0, π) ist limr→∞
∣∣∫ ω−ω(λ − reiη)−nR(reiη, A) ireiη dη∣∣ = 0,
und damit nach dem Cauchyschen Integralsatz
(λ−A)−n = 1
2πi
∫
Γr,ε
(λ− µ)−nR(µ,A)dµ = − 1
2πi
∫
C
(λ− µ)−nR(µ,A)dµ,
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wobei C ein positiv orientierter geschlossener Weg in Σθ um λ ist. Jetzt ko¨nnen wir den
Residuensatz anwenden und erhalten
(λ−A)−n = − (−1)
n
(n− 1)!
dn−1
dµn−1
R(µ,A)|µ=λ = R(λ,A)n.
Hiermit ist das Lemma bewiesen. 
5.3.3 Lemma Sei n ∈ N0, α > n + 1 − τ und x ∈ X. Dann ist (λ − A)−αx ∈ D(An)
und (λ−A)n(λ−A)−α = (λ−A)n−α.
Beweis Fu¨r n = 0 ist die Aussage trivial. Sei n = 1 und α > 2 − τ . Dann ist fu¨r
Γ = Γr,ε mit 0 < r < |λ| und 0 < ε < θ − | arg λ|
(λ−A)(λ−A)−αx = 1
2πi
(λ−A)
∫
Γ
(λ− µ)−αR(µ,A)x dµ
=
1
2πi
∫
Γ
(λ− µ)−α(λ−A)R(µ,A)x dµ
=
1
2πi
∫
Γ
(λ− µ)−α(x− µR(µ,A)x) dµ
=
1
2πi
∫
Γ
(λ− µ)−αx dµ+ 1
2πi
∫
Γ
(λ− µ)1−αR(µ,A)x dµ
= (λ−A)1−αx.
Die Behauptung folgt nun mit vollsta¨ndiger Induktion. 
5.3.4 Deﬁnition Sei α ∈ R und n ∈ N mit n− α > 1− τ . Deﬁniere (λ−A)α durch
(λ−A)αx = (λ−A)n(λ−A)α−nx
D((λ−A)α) = {x ∈ X : (λ−A)α−nx ∈ D(An)}.
5.3.5 Bemerkung (1) Nach Lemma 5.3.3 ist die Deﬁnition 5.3.4 konsistent mit (5.5).
(2) Die Deﬁnition von (λ − A)α ist unabha¨ngig von n nach Lemma 5.3.2 und Lemma
5.3.3.
(3) (λ − A)α ist abgeschlossen: Sei α ∈ R und n ∈ N mit n − α > 1 − τ . Sei (xk) eine
Folge in D((λ−A)α) mit xk → x ∈ X und (λ−A)αxk = (λ−A)n(λ−A)α−nxk → y ∈ X
fu¨r k → ∞. Da (λ − A)α−n ein beschra¨nkter Operator ist, konvergiert (λ − A)α−nxk
gegen (λ−A)α−nx. Da (λ−A)n abgeschlossen ist, ist auch (λ−A)α abgeschlossen.
5.3.6 Lemma Sei α, β ∈ R. Dann ist
(λ−A)α(λ−A)βx = (λ−A)α+βx = (λ−A)β(λ−A)αx
fu¨r alle x ∈ D((λ−A)α) ∩D((λ−A)β) ∩D((λ−A)α+β). Insbesondere ist
(λ−A)−α(λ−A)αx = x
fu¨r x ∈ D((λ−A)α) ∩D((λ−A)−α).
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Beweis Sei x ∈ D((λ− A)β) ∩D((λ− A)α+β) und n,m ∈ N mit n > 1 + α − τ bzw.
m > 1 + β − τ . Dann gilt
(λ−A)α−n(λ−A)m(λ−A)β−mx = (λ−A)m(λ−A)α−n(λ−A)β−mx
= (λ−A)m(λ−A)α+β−n−mx.
Da x ∈ D((λ−A)α+β) undm+n > 1+α+β−τ , d.h. (λ−A)α+β−n−mx ∈ D((λ−A)m+n)
ist (λ−A)α−n(λ−A)m(λ−A)β−mx ∈ D((λ−A)n). Weiter ist
(λ−A)α(λ−A)βx = (λ−A)n(λ−A)m(λ−A)α+β−n−mx
= (λ−A)n+m(λ−A)α+β−n−mx
= (λ−A)α+βx.

5.3.7 Bemerkung Falls zusa¨tzlich 0 ∈ ρ(A), dann gilt fu¨r die Resolvente von A die
Abscha¨tzung
‖R(µ,A)‖ ≤ K(1 + |µ|)−τ
fu¨r alle µ ∈ Σθ−ε ∪ B(0, r) fu¨r geeignete r, ε > 0. Dann ko¨nnen wir auch fu¨r (−A)
gebrochene Potenzen deﬁnieren. Hierzu ersetzen wir Γr,ε in (5.5) durch die Kurve Γ′δ,ψ
mit 0 < δ ≤ r und 0 ≤ ψ ≤ θ − ε, die durch
γ′δ,ψ(t) =


−δte−iψ −∞ < t < −1
−δe−it(π−ψ) − 1 ≤ t ≤ 1
δteiψ 1 < t <∞
(5.6)
parametrisiert sei.
Danach ko¨nnen wir genau wie oben verfahren.
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5.3.8 Beispiel Sei X und (A,D(A)) wie in Beispiel 4.2.4 mit β ∈ [2, 4). Dann ist
(A,D(A)) (2 − β2 )-sektoriell, und 0 liegt in der Resolventenmenge von A. (−A)α ist
dann fu¨r α ∈ R durch
(−A)α
(
f
g
)
(x) =
(
(x2 + 1)α −αxβ(x2 + 1)α−1
0 (x2 + 1)α
)(
f(x)
g(x)
)
gegeben. (−A)α ist also beschra¨nkt genau dann, wenn α ≤ 1− β2 .
5.4 Sto¨rungssa¨tze
Folgender Sto¨rungssatz fu¨r τ–sektorielle Operatoren ist einfach zu beweisen.
5.4.1 Satz Sei (A,D(A)) τ sektoriell mit Winkel θ und sei (B,D(B)) abgeschlossen
mit D(B) ⊇ D(A). Falls eine Konstante M < 1 existiert mit ‖BR(λ,A)‖ ≤M fu¨r alle
λ ∈ Σθ, dann ist auch (A+B,D(A)) τ -sektoriell mit Winkel θ.
Beweis Nach Lemma 2.5.1 ist (A + B,D(A)) abgeschlossen, Σθ ⊆ ρ(A + B) und es
gilt R(λ,A+B) = R(λ,A)[I −BR(λ,A)]−1 fu¨r alle λ ∈ Σθ.
Sei ε ∈ (0, θ). Dann existiert eine Konstante Kε ≥ 0 mit ‖R(λ,A)‖ ≤ Kε|λ|τ fu¨r alle
λ ∈ Σθ−ε. Damit folgt, daß ‖R(λ,A+B)‖ ≤ Kε1−M |λ|−τ fu¨r alle λ ∈ Σθ−ε. 
Als Folgerung erhalten wir einen Sto¨rungssatz fu¨r analytische Halbgruppen mit σ-
Singularita¨t.
5.4.2 Korollar Sei (A,D(A)) Erzeuger einer analytischen Halbgruppe vom Winkel ϕ
mit σ-Singularita¨t (0 ≤ σ < 1) und sei (B,D(B)) abgeschlossen mit D(B) ⊇ D(A).
Falls Konstanten M < 1 und R > 0 existieren, sodaß ‖BR(λ,A)‖ ≤ M fu¨r alle λ ∈
Σϕ+π/2 ∩ {|λ| ≥ R}. Dann erzeugt auch (A + B,D(A)) eine analytische Halbgruppe
vom Winkel ϕ mit σ-Singularita¨t.
Beweis Nach Satz 5.2.5 existiert ein ω ≥ 0, sodaß (A−ω,D(A)) τ -sektoriell ist. Weiter
gilt ‖BR(λ, a− ω)‖ = ‖BR(λ+ ω,A)‖ ≤M fu¨r alle λ ∈ Σϕ+π/2, d.h. Satz 5.4.1 liefert,
daß (A − ω + B,D(A)) τ -sektoriell ist. Damit erzeugt (A + B,D(A)) wiederum nach
Satz 5.2.5 eine analytische Halbgruppe mit σ-Singularita¨t. 
Wann ist die Bedingung in Satz 5.4.1 erfu¨llt?
Falls 0 ∈ ρ(A) ist, dann gilt fu¨r die Resolvente von A die Abscha¨tzung
‖R(µ,A)‖ ≤ K(1 + |µ|)−τ
fu¨r alle µ ∈ Σθ−ε∪B(0, r) fu¨r geeignete r, ε > 0. Dann ko¨nnen wir fu¨r (−A) gebrochene
Potenzen deﬁnieren.
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5.4.3 Lemma Sei (A,D(A)) τ -sektoriell mit Winkel θ und 0 ∈ ρ(A). Dann existiert fu¨r
jedes α ∈ (0, τ) und jedes ε ∈ (0, θ) eine Konstante Lα,ε mit ‖(−A)αR(λ,A)‖ ≤ Lα,ε
fu¨r alle λ ∈ Σθ−ε.
Beweis Sei λ in Σθ. Nach der Deﬁnition der gebrochenen Potenzen gilt
(−A)αR(λ,A) = (−A)α−1(−A)R(λ,A) = (−A)α−1(I − λR(λ,A)
= (−A)α−1 − λ(−A)α−1R(λ,A).
Da α < τ , ist −(α − 1) > 1 − τ , d.h. (−A)α−1 ist beschra¨nkt. Wir betrachten nun
λ(−A)α−1R(λ,A).
Sei nun ε ∈ (0, θ) und λ ∈ Σθ−ε. Sei δ so klein, daß B(0, δ) ⊂ ρ(A) gilt. Ist |λ| ≤ 2δ,
dann gilt
‖λ(−A)α−1R(λ,A)‖ ≤ 2δKε
(1 + |λ|)τ ‖(−A)
α−1‖ ≤ 2δKε‖(−A)α−1‖.
Nun betrachten wir den Fall, daß |λ| > 2δ ist, und schreiben
λ(−A)α−1R(λ,A) = λ
2πi
∫
Γδ,ψ
(−ν)α−1R(ν,A)R(λ,A) dν
=
λ
2πi
∫
Γδ,ψ
(−ν)α−1(λ− ν)−1(R(ν,A)−R(λ,A)) dν
=
λ
2πi
∫
Γδ,ψ
(−ν)α−1(λ− ν)−1R(ν,A) dν
+
λ
2πi
∫
Γδ,ψ
(−ν)α−1(ν − λ)−1dν R(λ,A).
Hierbei sei Γδ,ψ durch (5.6) parametrisiert mit 0 ≤ ψ ≤ θ − ε.
Falls | arg λ| ≤ θ−ε2 , wa¨hlen wir ψ = θ − ε. Dann ist
∫
Γδ,ψ
(−ν)α−1(ν − λ)−1dν = 0 und
|λ|
min{|λ−ν|:ν∈Γδ,ψ} ≤ cε, d.h.
‖λ(−A)α−1R(λ,A)‖ ≤ |λ|
2π
∫
Γδ,ψ
|ν|α−1
|λ− ν|‖R(ν,A)‖ dν
≤ cεKε
2π
∫
Γδ,ψ
|ν|α−1
(1 + |ν|)τ dν.
Ist andererseits | arg λ| > θ−ε2 , wa¨hlen wir ψ = 0. Dann ist
∫
Γδ,ψ
(−ν)α−1(ν − λ)−1dν =
2πi(−λ)α−1 und |λ|min{|λ−ν|:ν∈Γδ,ψ} ≤ cε, d.h.
‖λ(−A)α−1R(λ,A)‖ ≤ M |λ|
α
(1 + |λ|)τ +
cεM
2π
∫
Γδ,ψ
|ν|α−1
(1 + |ν|)τ dν.
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Da α ∈ (0, τ) gewa¨hlt war, folgt damit die Behauptung. 
Mit Hilfe dieses Lemmas ko¨nnen wir nun folgenden Sto¨rungssatz fu¨r τ -sektorielle Ope-
ratoren zeigen:
5.4.4 Theorem Sei (A,D(A)) τ -sektoriell mit Winkel θ und 0 ∈ ρ(A). (B,D(B)) sei
ein abgeschlossener Operator in X. Weiter existiere eine Zahl α ∈ (0, τ), sodaß D(B) ⊇
D((−A)α) und
‖Bx‖ ≤ a‖(−A)αx‖+ b‖x‖ fu¨r alle x ∈ D((−A)α). (5.7)
Falls a > 0 klein genug ist, existiert M < 1, R ≥ 0 und θ′ > π2 , sodaß
‖BR(λ,A)‖ ≤M fu¨r alle λ ∈ Σθ′ ∩ {|λ| ≥ R}. (5.8)
Insbesondere existiert ein ω, sodaß (A+B − ω,D(A)) τ -sektoriell ist.
Beweis Wegen α ∈ (0, τ) ist D(A) ⊆ D((−A)α) und damit BR(λ,A) ein beschra¨nkter
linearer Operator fu¨r alle λ ∈ ρ(A). Nach (5.7) und Lemma 5.4.3 gilt fu¨r x ∈ X
‖BR(λ,A)x‖ ≤ a‖(−A)αR(λ,A)x‖+ b‖R(λ,A)x‖
≤ aLα,ε‖x‖+ bKε(1 + |λ|)τ ‖x‖
fu¨r alle λ ∈ Σθ−ε. Sei nun ε ∈ (π2 , θ) fest gewa¨hlt und a > 0 so klein, daß aLα,ε < 12
ist. Weiter sei R so groß, daß bKε(1+R)τ <
1
2 . Wir setzen M := aLα,ε +
bKε
(1+R)τ < 1 und
θ′ := θ − ε. Dann gilt fu¨r alle λ ∈ Σθ′ ∩ {|λ| ≥ R} die Abscha¨tzung (5.8). 
5.5 Anmerkungen
Die Deﬁnition und Eigenschaften analytischer Halbgruppen mit Singularita¨t ﬁndet man
z.B. bei Taira [71]. Das Beispiel 5.2.2 stammt von Krein [41]. Fu¨r weitere Beispiele
analytischer Halbgruppen mit Singularita¨t sei auf die Arbeiten von Evzerov, Silchenko
und Sobolevskii [26, 27, 28, 67, 68] verwiesen.
Viele der Sa¨tze fu¨r analytische Halbgruppen mit Singularita¨t in diesem Kapitel sind
direkte Verallgemeinerungen der entsprechenden Sa¨tze fu¨r analytische C0-Halbgruppen
(vgl. z.B.[24, 31, 57]). Die Sto¨rungssa¨tze in Abschnitt 5.4 sind naheliegende Verall-
gemeinerungen des klassischen Sto¨rungssatzes fu¨r analytische Halbgruppen bzw. fu¨r
sektorielle Operatoren. Nach unserer Kenntnis gibt es die Sa¨tze aber in dieser Form
noch nicht. Ein Sto¨rungssatz mit etwas anderen Bedingungen ﬁndet man bei Krein
[41].
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In diesem Kapitel wollen wir unsere Sto¨rungsresultate aus Kapitel 3 und 4 auf Diﬀe-
rentialoperatoren in Lp(Rn) anwenden. Zuna¨chst betrachten wir den Fall n = 1.
6.1 Gewo¨hnliche Diﬀerentialoperatoren
Sei X = Lp(R) mit 1 < p < ∞ und m ≥ 2 eine natu¨rliche Zahl. Der Operator
(Am, D(Am)) sei deﬁniert durch
Amf := if (m), falls m gerade ist,
und durch
Amf := f (m), falls m ungerade ist,
jeweils mit Deﬁnitionsbereich D(A) :=Wm,p(R) in Lp(R).
Dann erzeugt (Am, D(Am)) eine C0-Halbgruppe auf X genau dann, wenn p = 2 ist
([32]). Im Fall m = 2 wurde dies zuerst von Ho¨rmander [38] bewiesen. Fu¨r p = 2
erzeugt (Am, D(Am)) eine α-integrierte Halbgruppe auf X, falls α >
∣∣1
2 − 1p
∣∣ gewa¨hlt
ist ([32]).
Insbesondere hat das Cauchy-Problem{
u′(t) = Amu(t), t ≥ 0,
u(0) = x
fu¨r jedes x ∈ D(A2m) eine klassische Lo¨sung u (vgl. Satz 3.1.5).
Wir betrachten nun das Anfangswertproblem{
u′(t) = (Am +B)u(t), t ≥ 0,
u(0) = x,
(6.1)
wobei (B,D(B)) fu¨r ein Potential V und eine Zahl l ∈ N ∪ {0} durch
Bf := V · f (l)
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mit maximalem Deﬁnitionsbereich
D(B) := {f ∈ Lp(R) : V · f (l) ∈ Lp(R)}
in Lp(R) gegeben sei. Wir werden die Ergebnisse aus Kapitel 3 und 4 anwenden, um
folgenden Satz zu zeigen:
6.1.1 Satz Sei X = Lp(R) (1 < p < ∞). (Am, D(Am)) und (B,D(B)) seien wie oben
deﬁniert. Falls eine der beiden Bedingungen
(i) l ≤ 1p(m− 1) und V ∈ Lp(R)
oder
(ii) l = 0 und V ∈ Lp(R) + L∞(R)
erfu¨llt ist, dann ist D(B) ⊇ D(A) und (Am +B,D(Am)) erzeugt fu¨r jedes β > σp eine
β-integrierte Halbgruppe. Hierbei ist
σp =
{
2
p − 12 p ∈ (1, 2]
3
2 − 2p p ∈ (2,∞).
Ist n die kleinste natu¨rliche Zahl, die echt gro¨ßer als σp ist, dann hat (6.1) fu¨r jedes x ∈
D((Am+B)n+1) genau eine klassische Lo¨sung. Ist p = 2, dann erzeugt (Am+B,D(Am))
sogar eine auf (0,∞) stark stetige Halbgruppe, d.h. das zugeho¨rige Cauchy-Problem hat
fu¨r jedes x ∈ D(A) eine Lo¨sung im Sinne von Abschnitt 4.1.
Fu¨r den Beweis unterscheiden wir die Fa¨lle, daß m gerade bzw. ungerade ist.
6.1.1 Der Fall m gerade
Zuna¨chst bestimmen wir die Resolvente von (Am, D(Am)). Sei hierzu λ ∈ C \ (iR). Wir
betrachten die homogene lineare Diﬀerentialgleichung
λu− ium = 0 (6.2)
Ein Fundamentalsystem von (6.2) ist
{eµ1x, . . . , eµkx, e−µ1x, . . . , e−µkx},
wobei m = 2k und µj (j = 1, . . . , k) die paarweise verschiedenen Lo¨sungen der Glei-
chung λ − iµ2k = 0 mit positivem Realteil seien. Eine allgemeine Lo¨sung von (6.2) ist
dann
u(x) =
k∑
j=1
(cjeµjx + c˜je−µjx)
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mit komplexen Zahlen cj , c˜j (j = 1, . . . , k). Da wir aber nur an Lo¨sungen in Lp(R)
interessiert sind, muß c1 = · · · = ck = c˜1 = · · · = c˜k = 0 sein. Damit hat (6.2) in Lp(R)
nur die triviale Lo¨sung, und die inhomogene Gleichung
λv − iv2k = f (6.3)
ist fu¨r jedes f ∈ Lp(R) eindeutig lo¨sbar. Die Lo¨sung ist durch
v(x) =
i
2k
∫ ∞
−∞
k∑
j=1
e−µj |x−s|
(−µj)2k−1 f(s) ds
=
i
2k
k∑
j=1
(∫ x
−∞
e−µj(x−s)
(−µj)2k−1 f(s) ds−
∫ ∞
x
eµj(x−s)
µ2k−1j
f(s) ds
)
gegeben, was wir jetzt nachrechnen wollen. Zuna¨chst ist v in Lp(R), da mit der Young-
schen Ungleichung
‖v‖p ≤ 12k
k∑
j=1
∫ ∞
−∞
e−Reµj |s|
|µj |2k−1 ds ‖f‖p =
‖f‖p
2k|λ|1−1/(2k)
k∑
j=1
2
Reµj
≤ ‖f‖p|λ|1−1/(2k)min{Reµj : j = 1, . . . , k}
gilt. Daß v tatsa¨chlich die Diﬀerentialgleichung (6.3) lo¨st, sieht man z.B. ein, indem
man die Ableitungen von v berechnet. Da wir diese spa¨ter sowieso brauchen, rechnen
wir sie explizit aus. Fu¨r f ∈ C∞c (R) ist
v(l)(x) =
i
2k
k∑
j=1
(∫ x
−∞
e−µj(x−s)
(−µj)2k−l−1 f(s) ds−
∫ ∞
x
eµj(x−s)
µ2k−l−1j
f(s) ds
)
fu¨r l = 1, . . . , 2k − 1 und
v(2k)(x) =
i
2k
k∑
j=1
(
2f(x) +
∫ x
−∞
(−µj)e−µj(x−s)f(s) ds−
∫ ∞
x
µje
µj(x−s)f(s) ds
)
= if(x)− iλv(x).
Wir haben also gezeigt:
(a) C \ (iR) ⊆ ρ(A2k)
(b) Fu¨r λ ∈ C \ (iR) ist die Resolvente von A durch
R(λ,A2k)f(x) =
i
2k
∫ ∞
−∞
k∑
j=1
e−µj |x−s|
(−µj)2k−1 f(s) ds
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gegeben, und es gilt die Abscha¨tzung
‖R(λ,A2k)f‖p ≤ ‖f‖p|λ|1−1/(2k)min{Reµj : j = 1, . . . , k}
. (6.4)
(c) Fu¨r l = 0, . . . , 2k − 1 und f ∈ C∞c (R) ist
(R(λ,A2k)f)(l)(x) =
i
2k
k∑
j=1
(∫ x
−∞
e−µj(x−s)
(−µj)2k−l−1 f(s) ds−
∫ ∞
x
eµj(x−s)
µ2k−l−1j
f(s) ds
)
.
(6.5)
Wir sehen uns nun den Ausdruck
|λ|1−1/(2k)min{Reµj : j = 1, . . . , k}
in der Resolventenabscha¨tzung (6.4) genauer an. Sei hierzu λ = reiϕ mit r > 0 und
ϕ ∈ (−π2 , π2 ), also Reλ > 0.
Wir betrachten zuna¨chst den Fall, daß k gerade ist und setzen
ψk,j :=
ϕ
2k +
π
k
(
j − k2 − 14
)
, j = 1, . . . , k.
Wegen ϕ ∈ (−π2 , π2 ) ist ψk,j ∈ (πk (j − k2 − 12), πk (j − k2)) ⊆ (−π2 , π2 ), und µj :=
|λ|1/(2k)eiψk,j (j = 1, . . . , k) sind die paarweise verschiedenen Lo¨sungen der Gleichung
λ− iµ2k = 0 mit Reµj = |λ|1/(2k) cosψk,j > 0. Damit ist
|λ|1−1/(2k)min{Reµj : j = 1, . . . , k} = |λ|min{cosψk,j : j = 1, . . . , k}. (6.6)
Die Wertebereiche cos(Ij) der Intervalle Ij :=
(
π
k
(
j − k2 − 12
)
, πk
(
j − k2
))
(j = 1, . . . , k)
unter der Kosinusfunktion sind disjunkt. Das Minimum in (6.6) wird fu¨r j = k ange-
nommen. Beachtet man |λ| = Reλcosϕ , so kann der gesuchte Ausdruck als
|λ|1−1/(2k)min{Reµj : j = 1, . . . , k} = Reλ cosψk,kcosϕ
geschrieben werden. Die auf (−π2 , π2 ) deﬁnierte Funktion
h(ϕ) :=
cosψk,k
cosϕ
=
cos( ϕ2k − π4k + π2 )
cosϕ
ist strikt positiv und stetig . Fu¨r ϕ→ −π2 wa¨chst h gegen +∞, fu¨r ϕ→ π2 konvergiert
h gegen 12k . Also existiert eine Konstante ck > 0, sodaß h(ϕ) ≥ ck fu¨r alle ϕ ∈
(−π2 , π2 ),
d.h.
|λ|1−1/(2k)min{Reµj : j = 1, . . . , k} ≥ ck Reλ. (6.7)
ck ha¨ngt hierbei nur von k ab.
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Ist k ungerade, setzen wir
ψk,j :=
ϕ
2k +
π
k
(
j − k+12 − 14
)
, j = 1, . . . , k.
Dann ist ψk,j ∈
(
π
k
(
j− k+12 − 12
)
, πk
(
j− k+12
)) ⊆ (−π2 , π2 ), und die paarweise verschiedenen
Lo¨sungen der Gleichung λ − iµ2k = 0 mit Reµj > 0 sind µj = |λ|1/(2k)eiψk,j . Durch
a¨hnliche U¨berlegungen wie im obigen Fall sieht man, daß das Minimum min{cosψj :
j = 1, . . . , k} fu¨r j = 1 angenommen wird. Daher ist hier
|λ|1−1/(2k)min{Reµj : j = 1, . . . , k} = Reλcosψk,1cosϕ
geschrieben werden. Analog wie oben zeigt man, daß eine Konstante ck > 0 existiert,
sodaß
|λ|1−1/(2k)min{Reµj : j = 1, . . . , k} ≥ ck Reλ. (6.8)
ck ha¨ngt wieder nur von k ab.
Aus den Ungleichungen (6.7) bzw. (6.8) und der Resolventenabscha¨tung (6.4) folgt
dann, daß ein C ≥ 0 existiert, sodaß fu¨r alle λ ∈ C mit Reλ > 0 die Abscha¨tzung
‖R(λ,A2k)‖ ≤ CReλ (6.9)
gilt.
Sei nun V ∈ Lp(R) und l eine nichtnegative ganze Zahl mit l ≤ 1p(2k−1). Der Operator
B sei wie oben durch
Bf := V · f (l) (6.10)
mit maximalem Deﬁnitionsbereich D(B) := {f ∈ Lp(R) : V · f (l) ∈ Lp(R)} gegeben.
Wir wollen nun BR(λ,A2k) untersuchen. Seien hierzu f, g ∈ C∞c (R), Reλ > 0 und µj
wieder die paarweise verschiedenen Lo¨sungen von λ− iµ2k = 0 mit Reµ > 0. Dann gilt
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mit (6.5), daß fu¨r 1p +
1
q = 1
|〈g,BR(λ,A2k)f〉| =
∣∣∣∣
∫ ∞
−∞
g(x)V (x)
i
2k
k∑
j=1
(∫ x
−∞
e−µj(x−s)
(−µj)2k−l−1 f(s) ds
−
∫ ∞
x
eµj(x−s)
µ2k−l−1j
f(s) ds
)
dx
∣∣∣∣
≤
∫ ∞
−∞
|g(x)| |V (x)| i
2k
k∑
j=1
(∫ x
−∞
e−Reµj(x−s)
|µj |2k−l−1 |f(s)| ds
−
∫ ∞
x
eReµj(x−s)
|µj |2k−l−1 |f(s)| ds
)
dx
=
1
2k|λ|1−(l+1)/(2k)
k∑
j=1
∫ ∞
−∞
|g(x)| |V (x)|
∫ ∞
−∞
e−Reµj |x−s| |f(s)| ds dx
≤ ‖f‖p
2k|λ|1−(l+1)/(2k)
k∑
j=1
∫ ∞
−∞
|g(x)| |V (x)|
(∫ ∞
−∞
e−qReµj |x−s|ds
)1/q
dx
=
‖f‖p
2k|λ|1−(l+1)/(2k)
k∑
j=1
(
2
qReµj
)1/q ∫ ∞
−∞
|g(x)| |V (x)|dx
≤ c|λ|1−(l+1)/(2k)
1
k
k∑
j=1
(
1
Reµj
)1/q
‖V ‖p‖g‖q‖f‖p
fu¨r ein c > 0. Weil C∞c (R) dicht ist in Lp(R) und in Lq(R), ist D(B) ⊃ D(A) und
‖BR(λ,A2k)‖ ≤ c‖V ‖p|λ|1−(l+1)/(2k)
1
k
k∑
j=1
(
1
Reµj
)1/q
≤ c‖V ‖p|λ|1−(l+1)/(2k)min{(Reµj)1/q : j = 1, . . . , k}
fu¨r alle λ ∈ C mit Reλ > 0. Nach obigen U¨berlegungen ist
min{(Reµj)1/q : j = 1, . . . , k} = |λ|1/(2kq)(cosψk)1/q,
wobei fu¨r k gerade ψk = ψk,k und fu¨r k ungerade ψk = ψk,1 gesetzt sei. Damit erhalten
wir
|λ|1−(l+1)/(2k)min{(Reµj)1/q : j = 1, . . . , k} = |λ|1−(l+1)/(2k)+1/(2kq)(cosψk)1/q
= |λ|1−(lp+1)/(2kp)(cosψk)1/q
= (Reλ)1−(lp+1)/(2kp)
(cosψk)1/q
(cosϕ)1−(lp+1)/(2kp)
= (Reλ)1−(lp+1)/(2kp)
(
cosψk
cosϕ
)1/q
(cosϕ)1/q−1+(lp+1)/(2kp).
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Da 1q − 1 + lp+12kp = lp+12kp − 1p ≤ 2k−1+12kp − 1p = 0, existiert eine Konstante c > 0 mit
|λ|1−1/(2k)min{(Reµj)1/q : j = 1, . . . , k} ≥ c(Reλ)1−(lp+1)/(2kp).
Damit haben wir gezeigt, daß fu¨r alle λ ∈ C mit Reλ > 0
‖BR(λ,Am)‖ ≤ c‖V ‖p(Reλ)1−(lp+1)/(mp) (6.11)
gilt. Man beachte hierbei, daß m = 2k gesetzt war.
6.1.2 Der Fall m ungerade
Wir gehen genauso vor wie im Fall, daß m gerade ist, und bestimmen zuna¨chst die
Resolvente von (Am, D(Am)).
Sei λ ∈ C \ (iR) und µj (j = 1, . . . ,m) die paarweise verschiedenen Lo¨sungen der
Gleichung λ−µ2k+1 = 0. Dann ko¨nnen wir genauso wie oben folgende Aussagen zeigen:
(a) C \ (iR) ⊆ ρ(Am)
(b) Fu¨r λ ∈ C \ (iR) ist die Resolvente von A durch
R(λ,Am)f(x) =
1
m
( ∑
Reµj>0
∫ ∞
x
eµj(x−s)
µm−1j
f(s) ds−
∑
Reµj<0
∫ x
−∞
eµj(x−s)
µm−1j
f(s) ds
)
gegeben und es gilt die Abscha¨tzung
‖R(λ,Am)f‖p ≤ ‖f‖p|λ|1−1/mmin{|Reµj | : j = 1, . . . ,m}
(6.12)
(c) Fu¨r l = 0, . . . , 2k − 1 ist
(R(λ,Am)f)(l)(x) =
1
m
( ∑
Reµj>0
∫ ∞
x
eµj(x−s)
µm−l−1j
f(s) ds
−
∑
Reµj<0
∫ x
−∞
eµj(x−s)
µm−l−1j
f(s) ds
)
.
(6.13)
Wir wollen uns wieder den Ausdruck |λ|1−1/mmin{|Reµj | : j = 1, . . . ,m} in der
Resolventenabscha¨tzung (6.12) genauer ansehen. Sei hierzu λ = reiϕ mit r = |λ| > 0
und ϕ ∈ (−π2 , π2 ), also Reλ > 0.
Wir setzen
ψm,j :=
ϕ+ 2πj
m
, j ∈ Z.
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Dann sind µj := r1/meiψm,j (j ∈ Z) die Lo¨sungen der Gleichung λ − µm = 0. Der
Realteil von µj ist |λ|1/(m) cosψj . Damit ist
|λ|1−1/(2k)min{|Reµj | : j ∈ Z} = |λ|min{| cosψm,j | : j ∈ Z}.
Wir bestimmen min{cosψm,j : j ∈ Z}.
Sei hierzu zuna¨chst ϕ ∈ [0, π2 ). Dann ist ψm,j ∈
[2πj
m ,
π(4j+1)
2m
)
. Sieht man sich das
Verhalten der Kosinusfunktion auf diesen Intervallen genauer an, dann stellt man fest,
daß das Minimum fu¨r j = m−14 (falls m ≡ 1 mod 4) bzw. fu¨r j = −m+14 (falls m ≡ 3
mod 4) angenommen wird.
Fu¨r ϕ ∈ (−π2 , 0) ist ψm,j ∈ (π(4j−1)2m , 2πjm ), und das Minimum wird hier angenommen fu¨r
j = 1−m4 (falls m ≡ 1 mod 4) bzw. fu¨r j = m+14 (falls m ≡ 3 mod 4).
Wir deﬁnieren
ψm(ϕ) :=
{
ϕ
m +
π(1−m)
2m , ϕ ∈ (−π2 , 0)
ϕ
m +
π(m−1)
2m , ϕ ∈ [0, π2 )
fu¨r m ≡ 1 mod 4
bzw.
ψm(ϕ) :=
{
ϕ
m +
π(m+1)
2m , ϕ ∈ (−π2 , 0)
ϕ
m − π(m+1)2m , ϕ ∈ [0, π2 )
fu¨r m ≡ 3 mod 4.
Dann kann der gesuchte Ausdruck als
|λ|1−1/mmin{|Reµj | : j ∈ Z} = Reλ | cos(ψm(ϕ))|cosϕ
geschrieben werden. Die auf (−π2 , π2 ) deﬁnierte Funktion
h(ϕ) :=
| cos(ψm(ϕ))|
cosϕ
ist strikt positiv und stetig . Fu¨r ϕ → ±π2 konvergiert h gegen 1m . Also existiert eine
Konstante cm > 0, sodaß h(ϕ) ≥ cm fu¨r alle ϕ ∈ (−π2 , π2 ), d.h.
|λ|1−1/(m)min{|Reµj | : j ∈ Z} ≥ cmReλ.
cm ha¨ngt hierbei nur von m ab.
Wir haben also fu¨r alle λ ∈ C mit Reλ > 0 die Resolventenabscha¨tzung
‖R(λ,Am)‖ ≤ CReλ (6.14)
gezeigt.
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6.1 Gewo¨hnliche Diﬀerentialoperatoren
Als na¨chstes betrachten wir ein Potential V ∈ Lp(R) und deﬁnieren
Bf := V · f (l), D(B) := {f ∈ X : V · f (l) ∈ X},
wobei l ∈ N0 mit l ≤ 1p(m−1) sei. Wir wollen nun BR(λ,Am) untersuchen. Seien hierzu
f, g ∈ C∞c (R), Reλ > 0 und µj die paarweise verschiedenen Lo¨sungen von λ− µm = 0.
Dann gilt mit (6.13), daß
|〈g,BR(λ,Am)f〉| =
∣∣∣∣
∫ ∞
−∞
g(x)V (x)
1
m
( ∑
Reµj>0
∫ ∞
x
eµj(x−s)
µm−l−1j
f(s) ds
−
∑
Reµj<0
∫ x
−∞
eµj(x−s)
µm−l−1j
f(s) ds
)
dx
∣∣∣∣
≤
∫ ∞
−∞
|g(x)| |V (x)| 1
m
( ∑
Reµj>0
∫ ∞
x
eReµj(x−s)
|µj |m−l−1 |f(s)| ds
+
∑
Reµj<0
∫ x
−∞
eReµj(x−s)
|µj |m−l−1 |f(s)| ds
)
dx
=
1
m|λ|1−(l+1)/m
∫ ∞
−∞
|g(x)| |V (x)|
( ∑
Reµj>0
∫ ∞
x
eReµj(x−s)|f(s)| ds
+
∑
Reµj<0
∫ x
−∞
eReµj(x−s)|f(s)| ds
)
dx
≤ 1
m|λ|1−(l+1)/m
∫ ∞
−∞
|g(x)| |V (x)|
( ∑
Reµj>0
(∫ ∞
x
eqReµj(x−s) ds
)1/q
+
∑
Reµj<0
(∫ x
−∞
eqReµj(x−s) ds
)1/q)
dx‖f‖p
=
1
m|λ|1−(l+1)/m
m∑
j=1
(
1
q|Reµj |
)1/q ∫ ∞
−∞
|g(x)| |V (x)|dx‖f‖p
≤ c|λ|1−(l+1)/m
1
m
m∑
j=1
(
1
|Reµj |
)1/q
‖V ‖p‖g‖q‖f‖p
fu¨r c > 0. Weil C∞c (R) dicht ist in Lp(R) und in Lq(R), ist
‖BR(λ,Am)‖ ≤ c|λ|1−(l+1)/m
1
m
m∑
j=1
(
1
|Reµj |
)1/q
≤ c|λ|1−(l+1)/mmin{|Reµj |1/q : j = 1, . . . ,m}
.
77
6 Partielle Diﬀerentialgleichungen in Lp
Nach obigen U¨berlegungen ist
min{|Reµj |1/q : j = 1, . . . ,m} = |λ|1/(mq)| cosψm(ϕ)|1/q
und damit
|λ|1−(l+1)/mmin{|Reµj |1/q : j = 1, . . . ,m} = |λ|1+1/(mq)−(l+1)/m| cosψm(ϕ)|1/q
= (Reλ)1−(l+1)/m+1/(mq)
| cosψm(ϕ)|1/q
(cosϕ)1+1/(mq)−(l+1)/m
= (Reλ)1−(l+1)/m+1/(mq)
( | cosψm(ϕ)|
cosϕ
)1/q
(cosϕ)1/q−1−1/(mq)+(l+1)/m.
Da 1q − 1 + l+1m − 1mq = 1m(l − 1p(m− 1)) ≤ 0, existiert eine Konstante c > 0 mit
|λ|1−1/mmin{(Reµj)1/q : j = 1, . . . ,m} ≤ c(Reλ)1−(l+1)/(m)+1/(mq).
Damit haben wir gezeigt, daß
‖BR(λ,Am)‖ ≤ c‖V ‖p(Reλ)1−(lp+1)/(mp) . (6.15)
6.1.3 Beweis von Satz 6.1.1
Jetzt haben wir alles beisammen, um Satz 6.1.1 zu beweisen.
Beweis von Satz 6.1.1 Wir setzen zuna¨chst (i) voraus. Nach (6.11) bzw. (6.15) existiert
ein c ≥ 0, sodaß fu¨r alle λ ∈ C mit Reλ > 0
‖BR(λ,Am)‖ ≤ c‖V ‖p(Reλ)1−(lp+1)/(mp)
gilt. Da l ≤ 1p(m− 1) und p > 1 ist, gilt 1− lp+1mp ≥ 1− mmp = 1− 1p > 0. Daher existiert
ein λ0 > 0, sodaß M := C‖V ‖pλ−1+(lp+1)/(mp)0 < 1 ist. Damit ist
‖BR(λ,Am)‖ ≤M fu¨r Reλ ≥ λ0.
Sei nun (ii) vorausgesetzt. Dann la¨ßt sich V als Vp+ V∞ schreiben mit Vp ∈ Lp(R) und
V∞ ∈ L∞(R). Sei
Bpf := Vp · f
mit maximalem Deﬁnitionsbereich D(Bp) = D(B). B∞, deﬁniert durch
B∞f := V∞ · f
ist ein beschra¨nkter Operator auf Lp(R) und es gilt B = Bp +B∞. Damit ist
‖BR(λ,Am)‖ ≤ ‖BpR(λ,Am)‖+ ‖B∞R(λ,Am)‖.
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6.2 Die Schro¨dinger-Gleichung in Lp fu¨r n ≥ 3
‖BpR(λ,Am)‖ la¨ßt sich nach (6.11) bzw. (6.15) abscha¨tzen durch
‖BpR(λ,Am)‖ ≤ c‖Vp‖p(Reλ)1−1/(mp)
und fu¨r ‖B∞R(λ,Am)‖ gilt nach (6.9) bzw. (6.14)
‖R(λ,Am)‖ ≤ CReλ.
Sei nun λ0 > 0 so gewa¨hlt, daß
M :=
c‖Vp‖p
λ
1−1/(mp)
0
+
C‖V∞‖∞
λ0
< 1.
Dann ist auch hier
‖BR(λ,Am)‖ ≤M fu¨r alle Reλ ≥ λ0.
Da (Am, D(Am)) fu¨r jedes α >
∣∣1
2 − 1p
∣∣ eine α-integrierte Halbgruppe erzeugt, sind
in beiden Fa¨llen die Voraussetzungen fu¨r Satz 3.3.1 erfu¨llt, und wir erhalten, daß der
Operator (Am+B,D(Am)) fu¨r β >
∣∣1
2− 1p
∣∣+max{1p , 1− 1p} eine β-integrierte Halbgruppe
erzeugt. Fu¨r p ∈ (1, 2) ist ∣∣12− 1p ∣∣+max{1p , 1− 1p} = 1p− 12+ 1p = 2p− 12 , und fu¨r p ∈ (2,∞)
gilt
∣∣1
2 − 1p
∣∣+max{1p , 1− 1p} = 12 − 1p + 1− 1p = 32 − 2p .
Falls p = 2, ko¨nnen wir mit Hilfe von Dualita¨tsu¨berlegungen auch
‖R(λ,Am)Bx‖ ≤M‖x‖
fu¨r alle x ∈ D(B) und alle λ mit Reλ ≥ λ0 zeigen und dann Satz 4.3.1 anwenden . 
6.2 Die Schro¨dinger-Gleichung in Lp fu¨r n ≥ 3
Sei X = Lp(Rn) mit 1 < p <∞) und n ≥ 3. Sei
Ap := i∆
mit maximalem Deﬁnitionsbereich D(Ap) in X. Dann erzeugt (Ap, D(Ap)) nach [32]
fu¨r alle α > γn,p := n|12 − 1p | eine α-integrierte Halbgruppe.
Nach [8] gilt folgende Normabscha¨tzung fu¨r die Resolvente von (Ap, D(Ap)):
6.2.1 Satz Sei n ≥ 3, k eine natu¨rliche Zahl > n, p ∈ ( 2kk+1 , 2], 1p + 1q = 1 und θ = 2p −1.
Dann existiert eine positive Konstante C, sodaß fu¨r alle λ ∈ C \ (iR)
‖R(λ,Ap)‖L(Lp(Rn),Lq(Rn)) ≤ C
1 + |Reλ|kθ
|Reλ| .
gilt.
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Damit erhalten wir folgendes Resultat:
6.2.2 Satz Sei n ≥ 3 und k eine natu¨rliche Zahl > n. Dann gilt:
(a) Ist p ∈ ( 2kk+1 , 2], 1p+ 1q = 1 und B ∈ L(Lq(Rn), Lp(Rn)), dann erzeugt (Ap+B,D(Ap))
fu¨r β > n+1p − n2 eine β-integrierte Halbgruppe in Lp(Rn).
(b) Ist p ∈ [2, 2kk−1), 1p + 1q = 1 und B ∈ L(Lp(Rn), Lq(Rn)) , dann erzeugt eine abge-
schlossene Erweiterung von (Ap+B,D(Ap)∩D(B)) fu¨r β > n+22 − n+1p eine β-integrierte
Halbgruppe in Lp(Rn). Hierbei ist D(B) = {f ∈ Lp(Rn) : Bf ∈ Lp(Rn)}.
Beweis (a) Da θ := 2p − 1 < 2(k+1)2k − 1 = 1k , ist kθ < 1. Damit gilt nach Satz 6.2.1
‖BR(λ,Ap)‖L(Lp) ≤ ‖B‖L(Lq ,Lp)‖R(λ,Ap)‖L(Lp,Lq)
≤ C‖B‖L(Lq ,Lp)
1 + |Reλ|kθ
|Reλ| < 1,
falls Reλ groß genug ist. Damit folgt mit Satz 3.3.1, daß (Ap + B,D(Ap)) eine β-
integrierte Halbgruppe erzeugt fu¨r β > γn,p + 1p =
n
p − n2 + 1p = n+1p − n2 .
(b) Da p ∈ [2, 2kk−1) ist q ∈ ( 2kk+1 , 2] und damit
‖R(λ,Aq)‖L(Lq ,Lp) ≤ C
1 + |Reλ|kθ
|Reλ| ,
wobei θ diesmal als 2q − 1 deﬁniert ist. Fu¨r x ∈ D(B) ist Bx ∈ Lp(Rn) ∩ Lq(Rn) und
damit
‖R(λ,Ap)Bx‖L(Lp) = ‖R(λ,Aq)Bx‖L(Lp) ≤ ‖R(λ,Aq)‖L(Lq ,Lp)‖B‖L(Lp,Lq) < 1
fu¨r große Reλ. Also erhalten wir mit Satz 3.3.1, daß eine abgeschlossene Erweiterung
von (Ap +B,D(Ap) ∩D(B)) eine β-integrierte Halbgruppe erzeugt fu¨r β > γn,p + 1q =
n
2 − np + 1− 1p = n+22 − n+1p . 
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Wir betrachten die Gleichung


u′(t) = Au(t) + Φut, t ≥ 0
u(0) = x
u0 = f.
(7.1)
unter den folgenden Voraussetzungen:
• X ist ein Banachraum und x ∈ X,
• (A,D(A)) ist ein abgeschlossener Operator in X,
• f ∈ Lp([−1, 0], X), 1 ≤ p <∞,
• der Delay-Operator Φ sei linear und beschra¨nkt von W 1,p([−1, 0], X) nach X,
• u : [−1,∞)→ X und ut : [−1, 0]→ X mit ut(σ) = u(t+ σ) fu¨r σ ∈ [−1, 0].
Eine Funktion u : [−1,∞)→ X heißt (klassische) Lo¨sung von (7.1), falls
(i) u ∈ C([−1,∞), X) ∩ C1([0,∞), X),
(ii) u(t) ∈ D(A) und ut ∈W 1,p([−1, 0], X) fu¨r alle t ≥ 0 und
(iii) u fu¨r alle t ≥ 0 der Delay-Gleichung (7.1) genu¨gt.
7.1 Existenz und Eindeutigkeit von Lo¨sungen
A. Batkai und S. Piazzera [9] haben gezeigt, daß die eindeutige Lo¨sbarkeit von (7.1)
a¨quivalent ist zur Existenz und Eindeutigkeit einer klassischen Lo¨sung eines assoziierten
abstrakten Cauchyproblems:
Sei X der Banachraum
X := X × Lp([−1, 0], X)
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und der Operator (A, D(A)) in X durch
A :=
(
A Φ
0 ddσ
)
(7.2)
mit Deﬁnitionsbereich
D(A) :=
{(
x
f
)
∈ D(A)×W 1,p([−1, 0], X) : f(0) = x
}
.
gegeben. Dann ist A abgeschlossen. Ist A dicht deﬁniert, dann auch A. Hat (7.1) eine
Lo¨sung, dann ist notwendigerweise u0 = f ∈ W 1,p([−1, 0], X) und u(0) = x ∈ D(A),
d.h.
(
x
f
)
∈ D(A).
Das zu (7.1) assoziierte Cauchyproblem ist dann
{U ′(t) = AU(t), t ≥ 0
U(0) =
(
x
f
)
.
(7.3)
und es gilt folgender Satz [9]:
7.1.1 Satz Sei
(
x
f
)
∈ D(A).
(a) Ist u : [−1,∞)→ X eine Lo¨sung von (7.1), so ist
U :
{
[0,∞) → X
t →
(
u(t)
ut
)
eine klassische Lo¨sung des abstrakten Cauchy–Problems (7.3).
(b) Sei
U :
{
[0,∞) → X
t →
(
z(t)
v(t)
)
eine klassische Lo¨sung von (7.3) und u : [−1,∞)→ X deﬁniert durch
u(t) :=
{
z(t), t ≥ 0
f(t), t ∈ [−1, 0].
Dann ist ut = v(t) fu¨r alle t ≥ 0 und u ist eine Lo¨sung von (7.1).
Ist also
(
x
f
)
∈ D(A), dann hat die Delay-Gleichung (7.1) genau dann eine eindeutige
Lo¨sung, wenn das assoziierte Cauchyproblem (7.3) genau eine klassische Lo¨sung hat.
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7.2 Wann erzeugt (A, D(A)) eine α-integrierte Halbgruppe?
Wir wollen nun untersuchen, wann (A, D(A)) eine α-integrierte Halbgruppe in X er-
zeugt. (In diesem Fall hat dann (7.1) eine eindeutige Lo¨sung in D(An+1) fu¨r n ∈ N mit
n ≥ α.)
Zu diesem Zweck schreiben wir A wie in [9] als die Summe A0 + B, wobei
A0 =
(
A 0
0 ddσ
)
mit Deﬁnitionsbereich D(A0) := D(A) und
B =
(
0 Φ
0 0
)
∈ L(D(A0),X ).
Dann gilt folgender Satz:
7.2.1 Satz Sei α ≥ 0 und (A,D(A)) der Erzeuger einer α-integrierte Halbgruppe auf
X. Dann erzeugt (A0, D(A0)) eine α-integrierte Halbgruppe auf X .
Zum Beweis bestimmen wir zuna¨chst die Resolvente von (A0, D(A0)). Fu¨r λ ∈ C und(
y
g
)
∈ X suchen wir
(
x
f
)
∈ D(A0) mit
(λ−A)
(
x
f
)
=
(
y
g
)
.
Dies ist a¨quivalent dazu, daß x ∈ D(A) und f ∈ W 1,p([−1, 0], X) mit f(0) = x existie-
ren, sodaß
(λ−A)x = y und λf − f ′ = g
gilt. Erzeugt (A,D(A)) eine α-integrierte Halbgruppe in X, dann ist fu¨r ein λ0 ∈ R die
Menge {λ ∈ C : Reλ > λ0} in der Resolventenmenge von A enthalten. Daher ist die
erste Gleichung fu¨r solche λ a¨quivalent zu x = R(λ,A)y.
Andererseits hat die lineare Diﬀerentialgleichung λf − f ′ = g mit Anfangsbedingung
f(0) = x fu¨r alle λ ∈ C eine eindeutige Lo¨sung f ∈ W 1,p([−1, 0], X). Die Lo¨sung ist
durch
f(σ) = eλσ
(
x+
∫ 0
σ
e−λtg(t)dt
)
gegeben. Nun hat aber der Operator (A0, D(A0)), deﬁniert durch
A0f = f ′, D(A0) = {f ∈W 1,p([−1, 0], X) : f(0) = 0},
leeres Spektrum, und es gilt
R(λ,A0)g(σ) = eλσ
∫ 0
σ
e−λtg(t)dt.
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Also ist die Resolvente von (A0, D(A0)) fu¨r Reλ > λ0 durch
R(λ,A0)
(
x
f
)
=
(
R(λ,A)x
eλ·R(λ,A)x+R(λ,A0)f
)
=
(
R(λ,A) 0
eλ·R(λ,A) R(λ,A0)
)(
x
f
)
(7.4)
gegeben.
(A0, D(A0)) erzeugt die nilpotente Shifthalbgruppe (T0(t))t≥0 in Lp([−1, 0], X), gegeben
durch
(T0(t)f)(σ) :=
{
f(σ + t), σ + t ≤ 0
0, σ + t > 0
(siehe [24, I.4.17, II.2.11]). Sei
S0(t) =
∫ t
0
(t− s)α−1
Γ(α− 1) T0(t)dt.
Dann ist (S0(t))t≥0 nach (3.2) die von (A0, D(A0)) erzeugte α-integrierte Halbgruppe.
Wir deﬁnieren noch St : X → Lp([−1, 0], X) (t ≥ 0) durch
(Stx)(τ) :=
{
S(t+ τ)x, −t < τ ≤ 0
0, −1 ≤ τ ≤ −t.
Hierbei sei (S(t))t≥0 die von (A,D(A)) erzeugte α-integrierte Halbgruppe. Nun beweisen
wir Satz 7.2.1.
Beweis von Satz 7.2.1 Sei
S0(t) :=
(
S(t) 0
St S0(t)
)
, t ≥ 0.
Fu¨r jedes t ≥ 0 ist S0(t) ∈ L(X ). Außerdem ist (S0(t))t≥0 stark stetig, da (S(t))t≥0 und
(S0(t))t≥0 stark stetig sind.
Es ist ω = max{abs(S), abs(S0)} <∞, und fu¨r λ > ω gilt
λα
∫ ∞
0
e−λtS(t)dt = R(λ,A) bzw. λα
∫ ∞
0
e−λtS0(t)dt = R(λ,A0).
Ist x ∈ X und τ ∈ [−1, 0], erhalten wir außerdem
λα
∫ ∞
0
e−λt(Stx)(τ)dt = λα
∫ ∞
−τ
e−λtS(t+ τ)xdt
= eλτλα
∫ ∞
0
e−λtS(t)xdt
= eλτR(λ,A)x.
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7.3 Beispiele
Damit haben wir gezeigt, daß
R(λ,A0) = λα
∫ ∞
0
e−λtS0(t)dt,
d.h. (S0(t))t≥0 ist die von (A0, D(A0)) erzeugte α-integrierte Halbgruppe. 
Wir setzen ab jetzt voraus, daß (A,D(A)) eine α-integrierte Halbgruppe auf X erzeugt,
und wenden die Ergebnisse aus Kapitel 3 an, um Bedingungen an den Delay-Operator
Φ zu ﬁnden, so daß (A, D(A)) fu¨r eine β-integrierte Halbgruppe erzeugt.
Nach (7.4) ist∥∥∥∥BR(λ,A0)
(
x
f
)∥∥∥∥
X
=
∥∥∥∥
(
0 Φ
0 0
)(
R(λ,A)x
eλ·R(λ,A) +R(λ,A0)f
)∥∥∥∥
X
=
∥∥Φ(eλ·R(λ,A)x+R(λ,A0)f)∥∥X
fu¨r
(
x
f
) ∈ X . ‖ · ‖X ist hierbei eine der a¨quivalenten Normen auf X × Lp([−1, 0], X)
(vgl. Abschnitt 2.1 (2.1)). Damit folgt mit Hilfe der Sto¨rungssa¨tze 3.2.2, 3.2.4 und 3.3.1
sofort folgendes Ergebnis:
7.2.2 Satz Sei X ein Banachraum und (A,D(A)) Erzeuger einer α-integrierte Halb-
gruppe auf X. Sei Φ ∈ L(W 1,p([−1, 0], X), X). Falls Zahlen M ∈ [0, 1) und λ0 > 0
existieren, so daß
∥∥Φ(eλ·R(λ,A)x+R(λ,A0)f)∥∥X≤M
∥∥∥∥
(
x
f
)∥∥∥∥
X
(7.5)
fu¨r alle Reλ = λ0, dann erzeugt der in (7.2) deﬁnierte Operator (A, D(A)) fu¨r alle β >
α+s eine β-integrierte Halbgruppe. Hierbei ist s = 2 im allgemeinen Fall. Ist (A,D(A))
dicht deﬁniert und die von (A,D(A)) erzeugte α-integrierte Halbgruppe exponentiell
beschra¨nkt, dann kann s = 1q gewa¨hlt werden, wobei q ∈ [1, 2] der Fourier-Typ von X
sei.
7.2.3 Bemerkung Hat X Fourier-Typ q ∈ [1, 2] und p ∈ [q, q′] (1q + 1q′ = 1), dann hat
X × Lp([−1, 0], X) ebenfalls Fourier-Typ q (vgl. die Bemerkungen zu Banachra¨umen
mit Fourier-Typ in Abschnitt 2.3).
7.3 Beispiele
Im folgenden geben wir einige Beispiele fu¨r Delay-Operatoren Φ, fu¨r die man die Be-
dingung (7.5) zeigen kann.
7.3.1 Beispiel Sei Φ ∈ L(Lp([−1, 0], X), X). Dann gilt
‖Φ(eλ·R(λ,A)x+R(λ,A0)f‖X ≤ ‖Φ‖
(
‖R(λ,A)x‖X + CReλ‖f‖p
)
.
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Ist R(λ,A) gleichma¨ßig beschra¨nkt auf einer Parallelen zur imagina¨ren Achse, dann ist
(7.5) erfu¨llt, falls ‖Φ‖ klein genug ist. Gilt sogar ‖R(λ,A)‖ ≤ K(Reλ)τ fu¨r ein τ > 0 auf
einer rechten Halbebene, dann ist (7.5) fu¨r alle Φ ∈ L(Lp([−1, 0], X), X) richtig.
7.3.2 Beispiel Sei X ein Banachraum, m ∈ L1([−1, 0]) und Φ : W 1,p([−1, 0], X) → X
deﬁniert durch
Φf :=
∫ 0
−1
m(σ)f(σ)dσ.
Dann ist
‖Φ(eλ·R(λ,A)x)‖X =
∥∥∥∥
∫ 0
−1
m(σ)eλσR(λ,A)xdσ
∥∥∥∥
X
≤
∫ 0
−1
|m(σ)|eReλσdσ‖R(λ,A)x‖X
≤ ‖m‖1‖R(λ,A)x‖X .
Weiter ist
Φ(R(λ, ddσ )f) =
∫ 0
−1
m(σ)
∫ ∞
0
e−λt(T0(t)f)(σ)dtdσ
=
∫ 0
−1
m(σ)
∫ −σ
0
e−λtf(σ + t)dtdσ
und damit
‖Φ(R(λ, ddσ )f)‖X ≤
∫ 0
−1
|m(σ)|
∫ −σ
0
e−Reλt‖f(σ + t)‖Xdtdσ
≤
∫ 0
−1
|m(σ)|
∫ −σ
0
‖f(σ + t)‖Xdtdσ
≤ ‖m‖1‖f‖Lp([−1,0],X).
Ist R(λ,A) gleichma¨ßig beschra¨nkt auf einer Parallelen zur imagina¨ren Achse, dann ist
(7.5) erfu¨llt, falls ‖m‖1 klein genug ist. Gilt sogar ‖R(λ,A)‖ ≤ K(Reλ)τ fu¨r ein τ > 0 auf
einer rechten Halbebene, dann ist (7.5) fu¨r alle Φ ∈ L(Lp([−1, 0], X), X) richtig.
7.3.3 Beispiel Sei 1 < p < ∞ und η : [−1, 0] → L(X) von beschra¨nkter Variation. Sei
Φ : C([−1, 0], X)→ X gegeben durch das Riemann-Stieltjes-Integral
Φf :=
∫ 0
−1
dηf, f ∈ C([−1, 0], X).
Dann ist Φ ∈ L(C([−1, 0], X), X) und damit insbesondere Φ ∈ L(W 1,p([−1, 0], X), X),
da W 1,p([−1, 0], X) stetig in C([−1, 0], X) eingebettet ist. Falls der Realteil von λ groß
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genug ist, erhalten wir
‖Φ(eλ·R(λ,A)x)‖X =
∥∥∥∥
∫ 0
−1
dη(σ)eλσR(λ,A)x
∥∥∥∥
X
≤
∫ 0
−1
eReλσd|η|(σ) ‖R(λ,A)x‖X
und
‖ΦR(λ,A0)f‖X =
∥∥∥∥
∫ 0
−1
dη(σ)(R(λ,A0)f)(σ)
∥∥∥∥
X
=
∥∥∥∥
∫ 0
−1
dη(σ)
∫ 0
σ
e−λ(t−σ)f(t)dt
∥∥∥∥
X
≤
∫ 0
−1
∫ 0
σ
e−Reλ(t−σ)‖f(t)‖Xdt d|η|(σ)
≤
∫ 0
−1
(∫ 0
σ
e−Reλ(t−σ)qdt
)1/q
dt d|η|(σ)‖f(t)‖p
≤ (Reλq)−1/q |η|([−1, 0]) ‖f‖p,
wobei 1p +
1
q = 1 und |η| das durch die totale Variation von η deﬁnierte positive
Borelmaß auf [−1, 0] sei. Ist R(λ,A) gleichma¨ßig beschra¨nkt auf einer Parallelen zur
imagina¨ren Achse, dann ist (7.5) erfu¨llt, falls |η|([−1, 0]) klein genug ist. Gilt sogar
‖R(λ,A)‖ ≤ K(Reλ)τ fu¨r ein τ > 0 auf einer rechten Halbebene, dann ist (7.5) fu¨r alle
Φ ∈ L(Lp([−1, 0], X), X) richtig.
7.3.4 Bemerkung (i) Hat (A,D(A)) positive Resolvente, dann ist nach [4] R(λ,A)
gleichma¨ßig beschra¨nkt auf einer Halbebene.
(ii) Ist (A,D(A)) einer der Operatoren (Am, D(Am)) aus Kapitel 6.1, dann gilt die
Abscha¨tzung ‖R(λ,Am)‖ ≤ CReλ fu¨r Reλ > 0.
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