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THE SHAPE OF UNLABELED ROOTED RANDOM TREES
MICHAEL DRMOTA AND BERNHARD GITTENBERGER
Abstract. We consider the number of nodes in the levels of unlabelled rooted random trees
and show that the stochastic process given by the properly scaled level sizes weakly converges
to the local time of a standard Brownian excursion. Furthermore we compute the average and
the distribution of the height of such trees. These results extend existing results for conditioned
Galton-Watson trees and forests to the case of unlabelled rooted trees and show that they behave
in this respect essentially like a conditioned Galton-Watson process.
1. Introduction
We consider the profile and height of unlabelled rooted random trees. This kind of trees is
also called Po´lya trees, because the enumeration theory developed by Po´lya allows an analytical
treatment of this class of trees by means of generating functions (see [43]). The profile of a rooted
tree T is defined as follows. First we define the k-th level of T to be the set of all nodes having
distance k from the root (where we use the usual shortest path graph metric). Let Lk(T ) denote
the number of nodes of the k-th level. The profile of T is the sequence (Lk(T ))k≥0. For a random
tree this sequence becomes a stochastic process.
The first investigations of the profile of random trees seem to go back to Stepanov [45] who
derived explicit formulas for the distribution of the size of one level. Further papers deal mainly
with simply generated trees as defined by Meir and Moon [36]. Note that simply generated trees
are defined by the functional equation
(1) y(x) = xφ(y(x))
for their generating function but can also be viewed as family trees of a Galton-Watson process
conditioned on the total progeny. Kolchin (see [32, 33]) related the level size distributions to
distributions occurring in particle allocation schemes. Later Taka´cs [46] derived another expression
for the level sizes by means of generating functions. Aldous [1] conjectured two functional limit
theorems for the profile in two different ranges which were proved in [13, 23]. The first author
[10] studied restrictions of the profile to nodes of fixed degree. An extension to random forests of
simply generated trees is given by the second author [24].
Later other tree classes have been considered as well. The profile of random binary search trees
has been first studied by Chauvin et al. [5] and later by Drmota and Hwang (see [11] and [16]).
Random recursive trees have been investigated recently by Drmota and Hwang [17] and van der
Hofstad et al. [48]. Related research was done by Chauvin et al. [5], Fuchs et al. [22], Hwang
[29, 30], Louchard et al. [34], and Nicode`me [39]. Extremal studies of the profile (called the width
of trees) of simply generated trees have been started by Odlyzko and Wilf [40]. The distribution
including moment convergence has been presented independently in Chassaing et al. [4] and the
authors of this paper [15]. For other tree classes we refer to the work of Devroye and Hwang [9]
and Drmota and Hwang [17]. A general overview on random trees which also strongly highlights
the profile of trees can be found in the first author’s book on random trees [12].
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Whereas simply generated trees have an average height of order
√
n, the other tree classes
mentioned above have height of order logn. Po´lya trees do not belong to the class of simply
generated trees. Since we are not aware of any rigorous proof of this assertion in the literature,
we will present a (rather simple) proof of this in the next section. To our knowledge, so far the
fact was only underpinned by the following argument concerning the generating functions of both
tree classes. The argument works for many tree classes considered in the literature, e.g. Cayley
trees, plane trees, Motzkin trees, binary trees, and many more. In all these cases the function φ(y)
in (1) is entire function or meromorphic. But it is not at all clear that this argument is still true
if φ(y) has a more complicated singularity structure. In these cases (i.e., entire or meromorphic
φ(y)), the generating functions enumerating the number of simply generated trees and Po´lya trees,
respectively, have a fundamentally different singularity structure. Whereas the first one has one or
a finite number of singularities (the latter occurs in the periodic case) on the circle of convergence
and allows analytic continuation to a slit plane (with the possible exception of finitely many
isolated singularities which are of algebraic type even if the function itself is not algebraic), the
generating function associated to Po´lya trees is much more complicated. In fact, for the latter
function the unit circle is a natural boundary (i.e., no analytic continuation beyond it is possible).
There is exactly one singularity on the circle of convergence of the power series expansion at 0, but
the analytic continuation has an infinite number of singularities inside the unit circle. Each point
on the unit circle is an accumulation point of the set of singularities. These facts follow from the
functional equation defining this generating function and the fact that the power series expansion
around zero has radius of convergence strictly smaller than one (see next section). It also involves
an analytically complicated structure like the cycle index of the symmetric group. Due to this
difference with respect to the analytic behaviour of the generating function Po´lya trees are not
simply generated and therefore they cannot be represented as branching processes.
Note that the rather complicated singularity structure does not affect the asymptotics of sta-
tistical parameters like the number of trees, the profile or the height. The behaviour of these
parameters is determined by the dominant singularity which is, as all other singularities as well,
an isolated singularity, exactly as in the case of simply generated trees. Indeed, Po´lya trees behave
in many respects similar to simply generated trees (compare with [44, 27, 37, 38, 14, 25]) or the
recent work of Marckert and Miermont [35] who showed that binary unlabelled trees converge in
some sense to the continuum random tree, i.e., the same limit as that of simply generated trees.
Moreover, Broutin and Flajolet [3] showed
√
n-behaviour for the height of binary unlabelled trees.
Hence it is expected that the order of the height is
√
n as well. In this paper we will give an
affirmative answer to this question. This justifies the choice of
√
n for the scaling of the level sizes
in the subsequent theorems.
The plan of the paper is as follows. In the next section we present our main results. Then we
will set up the generating functions for our counting problem of trees with nodes in certain levels
marked. This function is given as solution of a recurrence relation which has to be analyzed in
detail. Knowing the singular behaviour of the considered generating functions allows us to show
that the finite dimensional distributions (fdd’s) of the profile, i.e., the distributions of the sizes of
several levels considered simultaneously, converge to the fdd’s of Brownian excursion local time.
The singularity analysis is carried out in Section 4 and the computation of the fdd’s in Section 5.
In order to complete the functional limit theorem we need to prove tightness. This means, roughly
speaking, that the sample paths of the process do not have too strong fluctuations (see [2] for the
general theory).
In the final section we turn to the height. The pioneering work on this topic was done by
Flajolet and Odlyzko [20] and Flajolet et al. [19] in their studies of simply generated trees where
they completed the program started in [8]. What we have to do is to show that the generating
function appearing in the analysis of the height has a local structure which is amenable to the steps
carried out in [20] and [19]. This is done in the last section and leads to average and distribution
of the height.
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2. Preliminaries and Results
First we collect some results for unlabelled unrooted trees. Let Yn denote the set of unlabelled
rooted trees consisting of n vertices and yn be the cardinality of this set. Po´lya [43] already
discussed the generating function
y(x) =
∑
n≥1
ynx
n
and showed that the radius of convergence ρ satisfies 0 < ρ < 1 and that x = ρ is the only
singularity on the circle of convergence |z| = ρ. He also showed that y(x) satisfies the functional
equation
(2) y(x) = x exp

∑
i≥1
y(xi)
i

 .
Nowadays, this functional equation is easily derived by using the theory of combinatorial construc-
tions which is presented in the comprehensive book of Flajolet and Sedgewick [21]. Indeed, a Po´lya
tree can be viewed as a root with a multiset of Po´lya trees attached to it. Then the functional
equation (2) pops out immediately from the multiset construction and its generating function.
This functional equation can be used to compute the coefficients:
(3) y(x) = x+ x2 + 2x3 + 4x4 + 9x5 + 20x6 + 48x7 + 115x8 + 286x9 + 719x10 + . . .
Later Otter [41] showed that y(ρ) = 1 as well as the asymptotic expansion
(4) y(x) = 1− b(ρ− x)1/2 + c(ρ− x) + d(ρ− x)3/2 + · · ·
which he used to deduce that
(5) yn ∼
b
√
ρ
2
√
π
n−3/2ρ−n.
Furthermore he calculated the first constants appearing in this expansion: ρ ≈ 0.3383219, b ≈
2.6811266, and c = b2/3 ≈ 2.3961466.
We will return to the function y(x) in Section 4 and list a couple of useful properties in Lemma 1
after introducing some notations.
Theorem 1. Po´lya trees are not simply generated.
Proof: Let us assume that Po´lya tree are simply generated. Then the generating function y(x) given
by (2) must have a representation in the form (1) where φ(y) is a power series with non-negative
coefficients. By (3) the functional inverse y−1(x) exists and we have y(x) ∼ x and y−1(x) ∼ x, as
x→ 0. This implies φ(0) = 1. Plugging y−1(x) into (1) we obtain
x = y(y−1(x)) = y−1(x)φ(y(y−1(x))) = y−1(x)φ(x)
and consequently
φ(x) =
x
y−1(x)
=
x
x− x2 + x4 − x5 + x6 − 4x7 + 11x8 − 18x9 + 18x10 + . . .
= 1+ x+ x2 − x5 + 3x6 − 5x7 + 7x8 − 8x9 + x10 + . . .
which violates the requirement of non-negative coefficients for φ(x). 
Remark. The sequence of the coefficients of y(x) is A000081, that of y−1(x) is A050395 in Sloane’s
On-line Encyclopedia of Integer Sequences [?]
The height of a tree is the maximal number of edges on a path from the root to another vertex
of the tree. It turns out that the average height is of order
√
n.
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Theorem 2. Let Hn denote the height of an unlabelled rooted random tree with n vertices. Then
we have
(6) EHn ∼ 2
√
π
b
√
ρ
√
n.
and
(7) EHrn ∼
(
2
b
√
ρ
)r
r(r − 1)Γ(r/2)ζ(r)nr/2
for every integer r ≥ 2.
The proof of this theorem is deferred to the last section, since the proofs of the auxiliary lemmas
which will eventually establish the assertion will utilize similar techniques as needed to prove the
next three theorems.
Remark. Note that more information on the limiting distribution is available. Indeed, a local limit
theorem holds as well. Let y
(h)
n denote the number of unlabelled rooted trees with n vertices and
height equal to h and let δ > 0 arbitrary but fixed. If we set β = 2
√
n/hb
√
ρ, then, as n→∞, we
have
P {Hn = h} = y
(h)
n
yn
∼ 4b
√
ρπ5
n
β4
∑
m≥1
m2(2m2π2β2 − 3)e−m2π2β2
uniformly for 1
δ
√
log n
≤ h√
n
≤ δ√logn. A rigorous proof of this theorem was given by Broutin and
Flajolet [3] for binary unlabelled trees. They also provide a moment convergence theorem, a weak
limit theorem as well as large deviation results.
Let Ln(t) denote the number of nodes at distance t from the root of a randomly chosen unla-
belled rooted tree of size n. If t is not an integer, then define Ln(t) by linear interpolation:
(8) Ln(t) = (⌊t⌋+ 1− t)Ln(⌊t⌋) + (t− ⌊t⌋)Ln(⌊t⌋+ 1), t ≥ 0.
We will show the following theorem.
Theorem 3. Let
ln(t) =
1√
n
Ln
(
t
√
n
)
.
Then ln(t) satisfies the following functional limit theorem:
(ln(t))t≥0
w−→
(
b
√
ρ
2
√
2
· l
(
b
√
ρ
2
√
2
· t
))
t≥0
in C[0,∞), as n→∞. Here b and ρ are the constants of Equation (4) and l(t) denote the local
time of a standard scaled Brownian excursion.
In order to prove this result we have to show the following two theorems
Theorem 4. Let b, ρ, and ln(t) be as in Theorem 3, then for any d and any choice of fixed
numbers t1, . . . , td the following limit theorem holds:
(ln(t1), . . . , ln(td))
w−→ b
√
ρ
2
√
2
(
l
(
b
√
ρ
2
√
2
· t1
)
, . . . , l
(
b
√
ρ
2
√
2
· td
))
,
as n→∞.
Theorem 5. For all non-negative integers n, r, h we have
(9) E (Ln(r) − Ln(r + h))4 ≤ C h2n
where C denotes some fixed positive constant. Consequently, the process ln(t) is tight.
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3. Combinatorial Setup
In order to compute the distribution of the number of nodes in some given levels in a tree of
size n we have to calculate the number yk1m1k2m2···kdmdn of trees of size n with mi nodes in level
ki, i = 1, . . . , d and normalize by yn.
Therefore we introduce the generating functions yk(x, u) defined by the recurrence relation
y0(x, u) = uy(x)
yk+1(x, u) = x exp

∑
i≥1
yk(x
i, ui)
i

 , k ≥ 0.(10)
The function yk(x, u) represents trees where the nodes in level k are marked (and counted by
u). If we want to look at two levels at once, say k and ℓ, then we have to take trees with height at
most k and substitute the leaves in level k by trees with all nodes at level ℓ− k marked (counted
by v) and marking their roots as well (counted by u). This leads to the generating function
yk,ℓ(x, u, v) = y˜k,ℓ−k(x, u, v) satisfying the recurrence relation
y˜0,ℓ(x, u, v) = uyℓ(x, v)
y˜k+1,ℓ(x, u, v) = x exp

∑
i≥1
y˜k,ℓ(x
i, ui, vi)
i

 , k ≥ 0.(11)
In general we get therefore
yk1,...,kd(x, u1, . . . , ud) =
∑
m1,...,md,n≥0
yk1m1k2m2···kdmdnu
m1
1 · · ·umdd xn
= y˜k1,k2−k1,k3−k2,...,kd−kd−1(x, u1, . . . , ud)
where
y˜0,ℓ2,...,ℓd(x, u1, . . . , ud) = u1y˜ℓ2,...,ℓd(x, u2, . . . , ud)
y˜k+1,ℓ2,...,ℓd(x, u1, . . . , ud) = x exp

∑
i≥1
y˜k,ℓ2,...,ℓd(x
i, ui2, . . . , u
i
d)
i

 , k ≥ 0.
The coefficients of these function are related to the process Ln(t) (see (8) and the lines before) by
P {Ln(k1) = m1, Ln(k1 + k2) = m2, . . . , Ln(k1 + k2 + · · ·+ kd) = md} = yk1m1k2m2···kdmdn
yn
where the ki are integers and the probability space of the measure P is the set of Po´lya trees with
n vertices equipped with the uniform distribution.
As claimed in Theorem 3, the process ln(t) =
1√
n
Ln(t) converges weakly to Brownian excursion
local time. From [28] (cf. [6, 13] as well) we know that the characteristic function φ(t) of the total
local time of a standard Brownian excursion at level κ is
(12) φ(t) = 1 +
√
2√
π
∫
γ
t
√−s exp(−κ√−2s )√−s exp(κ√−2s )− it√2 sinh (κ√−2s )e−s ds
where γ = (c − i∞, c + i∞) with some arbitrary c < 0. The characteristic function of the joint
distribution of the local time at several levels κ1, . . . , κd was computed in [13] (for d = 2 already
in [6] albeit written down in a form which does not exhibit the recursive structure) and is given
by
(13) φκ1...κd(t1, . . . , td) = 1 +
√
2
i
√
π
∫
γ
fκ1,...,κd(x, t1, . . . , td)e
−x dx,
where
fκ1,...,κp(x, t1, . . . , td) = Ψκ1(x, t1 +Ψκ2−κ1(. . .Ψκd−1−κd−2(x, td−1 +Ψκd−κd−1(x, td)) · · · ))
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with
Ψκ(x, t) =
it
√−x exp(−κ√−2x )√−x exp(κ√−2x )− it√2 sinh (κ√−2x) .
For further studies of this distribution see [26, 42, 47].
In order to show the weak limit theorem we have to show pointwise convergence of the charac-
teristic function φk1,··· ,kd,n(t1, . . . , td) of the joint distribution of
1√
n
Ln(k1), . . . ,
1√
n
Ln(kd) to the
corresponding characteristic function of the local time in some interval containing zero. We have
φk1,··· ,kd,n(t1, . . . , td) =
1
yn
[xn]yk1,...,kd
(
x, eit1/
√
n, . . . eitd/
√
n
)
.
This coefficient will be calculated asymptotically by singularity analysis (see [18]) for kj =
⌊κj
√
n⌋. Thus knowing the local behaviour of yk(x, u) near its dominant singularity is the crucial
step in proving Theorem 3. This is provided by the following theorem will be the crucial step of
the proof.
Theorem 6. Set wk(x, u) = yk(x, u) − y(x). Let x = ρ
(
1 + sn
)
, u = eit/
√
n, and k = ⌊κ√n⌋.
Moreover, assume that | arg s| ≥ θ > 0 and, as n→∞, we have s = O (log2 n) whereas t and κ
are fixed. Then wk(x, u) admits the local representation
wk(x, u) ∼ b
2ρ
2
√
n
· it
√−s exp (−κb√−ρs )
√−s− itb
√
ρ
4 (1− exp (−κb
√−ρs ))
(14)
=
b
√
2ρ√
n
Ψκb√ρ/(2√2)
(
s,
itb
√
ρ
2
√
2
)
(15)
uniformly for k = O (
√
n).
The proof is deferred to the next section.
Note that Theorem 6 implies Theorem 4 for the case d = 1. If we set d = 1 in Theorem 4, then
we have
φk;n(t) =
1
yn
[xn]yk
(
x, eit/
√
n
)
=
1
2πiyn
∫
Γ
yk
(
x, eit/
√
n
) dx
xn+1
= 1 +
1
2πiyn
∫
Γ
wk
(
x, eit/
√
n
) dx
xn+1
where Γ is a suitable closed contour encircling the origin. Using Theorem 6 it is easy to show that
φκ
√
n;n(t) converges to φκb√ρ/(2√2)(tb
√
ρ/2
√
2) as desired.
The higher dimensional case is more involved, but relies on the same principles. A complete
proof is given in Section 5.
4. The Local Behaviour of yk(x, u) – Proof of Theorem 6
4.1. Notation. We will provide some frequently used notations now.
We will study the local behaviour of yk by analyzing the quantity
wk(x, u) = yk(x, u)− y(x)
which frequently involves the term
Σk(x, u) :=
∑
i≥2
wk(x
i, ui)
i
.
Furthermore, estimates of the partial derivatives
γk(x, u) =
∂
∂u
yk(x, u) and γ
[i]
k (x, u) =
∂i
∂ui
yk(x, u), i ≥ 2,
will be needed.
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∆
∆ ε
Θ
Figure 1. The domains ∆, ∆ε, and Θ. For analyticity arguments we will need
the domain ∆. Sometimes, the proof goes without change for the larger domain Θ
as well. In that case we will use Θ for the sake of more generality. For arguments
where the asymptotic behaviour near the singularity is important the domain ∆ε
is used. The domains Ξk (not depicted here) are needed whenever the asymptotic
behaviour for u ∼ 1 is considered. Here uniformity is often important such that a
universal ε-neighbourhood of u = 1 which is independent of k does not serve our
needs.
The asymptotic analysis of wk (resp. yk) enables us to apply Cauchy’s integral formula and get
the coefficients of yk(x, u) asymptotically (see the proof of Theorem 4 in the next section) which
eventually leads to an integral of the form (12). Therefore estimates for y(x), provided in the next
lemma, and the other functions appearing in our analysis are needed. The estimates will be valid
in various domains. Therefore let us introduce
∆ = {x ∈ C : |x| < ρ+ η, | arg(x − ρ)| > θ},(16)
∆ε = {x ∈ C : |x− ρ| < ε, | arg(x− ρ)| > θ}(17)
Θ = {x ∈ C : |x| < ρ+ η, | arg(x − ρ)| 6= 0}
Ξk = {u ∈ C : |u| ≤ 1, k|u− 1| ≤ η˜}(18)
with ε, η, η˜ > 0 and 0 < θ < π2 .
Remark. In all the arguments which we will use in the following proofs it is always assumed that
ε and η are sufficiently small even if it is not explicitly mentioned.
4.2. Analysis of the local behaviour of yk(x, u). Obviously, wk(x, 1) ≡ 0. Since yk(x, u) rep-
resents the set of trees where the vertices of level k are marked, we expect that limk→∞ yk(x, u) =
y(x) inside the domain of convergence. This is not obvious, but follows from what we derive in
the sequel. We start with a useful property of y(x).
Lemma 1. Provided that η in (16) is sufficiently small, the generating function y(x) has the
following properties:
a) For x ∈ ∆ we have |y(x)| ≤ 1. Equality holds only for x = ρ.
b) Let x = ρ
(
1− 1+itn
)
and |t| ≤ C log2 n for some fixed C > 0. Then there is a c > 0 such
that
|y(x)| ≤ 1− c
√
max(1, |t|)
n
.
c) For |x| ≤ ρ we have |y(x)| ≤ y(|x|) ≤ 1. Moreover, near x = 0 the asymptotic relation
y(x) ∼ x holds.
d) There exists an ε > 0 such that
(19) |y(x)| ≥ min
(
ε
2
,
|x|
2
)
for all x ∈ Θ.
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Proof: The first statement, when restricted to |x| ≤ ρ, follows from the facts that y(x) has only
positive coefficients (except y0 = 0), y(ρ) = 1 and there are no periodicities. Extension to ∆ is
easily established by using (4) and continuity arguments.
The second statement is an immediate consequence of the singular expansion (4) of y(x).
The first inequality of the third statement follows from the positivity of the coefficients yn. The
same fact also implies that y(x) is strictly increasing in the interval [0, ρ] and therefore bounded
by y(ρ) = 1. The asymptotic relation near 0 follows from y0 = 0 and y1 = 1 or from the functional
equation (2)
Finally, for proving the last statement we split the circle |x| ≤ ρ into the smaller circle |x| < ε
(let us call it C) and the annulus A := {x : ε ≤ |x| ≤ ρ}. The function y(x) is analytic in
C ∪A except at x = ρ, but still continuous there. Since the annulus A is compact, |y(x)| attains a
minimum there. By the functional equation (2) this minimum must be positive, since both factor
on the right-hand side of (2) are nonzero. Since y(x) ∼ x, as x→ 0, a sufficiently small ε guarantees
that min|x|=ε |y(x)| > ε/2. Since this inequality holds for every smaller ε as well, we can choose
an ε such that
min
ε≤|x|≤ρ
|y(x)| > ε
2
and |y(x)| ≥ |x|
2
for |x| < ε
hold. By continuity this can be extended to (19). 
Next we derive an a priori estimate of wk in a small domain.
Lemma 2. Let |x| ≤ ρ2 + ε for sufficiently small ε and |u| ≤ 1. Then there exist a constant L
with 0 < L < 1 and a positive constant C such that
|wk(x, u)| ≤ C|u− 1| · |x| · Lk
for all non-negative integers k.
Proof: We first note that by using the recurrence relation (10) we obtain
wk+1(x, u) = yk+1(x, u)− y(x)
= x exp

∑
i≥1
1
i
yk(x
i, ui)

 − y(x)
= y(x)

exp

wk(x, u) +∑
i≥2
wk(x
i, ui)
i

− 1

(20)
For k = 0 we have |w0(x, u)| = |u − 1| · |y(x)| ≤ C|u− 1||x| since y(x) = O (x) as x→ 0. We will
then use the trivial inequality
(21) |ex − 1| ≤ |x|
1− |x|2
for the induction steps. However, in order to apply this tool we need some a-priori estimates.
Obviously we have for |x| ≤ ρ and |u| ≤ 1
|wk(x, u)| ≤ 2y(|x|)
and consequently ∣∣∣∣∣∣
∑
i≥1
wk(x
i, ui)
i
∣∣∣∣∣∣ ≤ 2
∑
i≥1
y(|x|i)
i
= 2 log
y(|x|)
|x| .
Since the function y(x)x is convex for 0 ≤ x ≤ ρ and y(ρ) = 1 we get y(|x|)|x| ≤ 1+ |x|ρ because of the
value of ρ. Consequently
log
y(|x|)
|x| ≤ log
(
1 +
|x|
ρ
)
≤ |x|
ρ
.
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Thus, if |x| ≤ ρ2 + ε (for a sufficiently small ε > 0 we have∣∣∣∣∣∣
∑
i≥1
wk(x
i, ui)
i
∣∣∣∣∣∣ ≤ 2ρ+ 2
ε
ρ
.
By using (21) we thus obtain∣∣∣∣∣∣exp

∑
i≥1
wk(x
i, ui)
i

− 1
∣∣∣∣∣∣ ≤
1
1− ρ− ερ
∣∣∣∣∣∣
∑
i≥1
wk(x
i, ui)
i
∣∣∣∣∣∣ .
Therefore, if we assume that we already know |wk(x, u)| ≤ C|u− 1||x|Lk (for |x| ≤ ρ2 + ε, |u| ≤ 1
and some L with 0 < L < 1) then we also get
|wk+1(x, u)| ≤ |y(x)| ·
∣∣∣∣∣∣exp

∑
i≥1
wk(x
i, ui)
i

− 1
∣∣∣∣∣∣
≤ |y(x)|
1− ρ− ερ
∣∣∣∣∣∣
∑
i≥1
wk(x
i, ui)
i
∣∣∣∣∣∣
≤ |y(x)|
1− ρ− ερ
CLk
∑
i≥1
|ui − 1|
i
|x|i
≤ |y(x)|
1− ρ− ερ
CLk|u− 1| |x|
1− |x| .
By convexity we have y(x) < x/ρ for 0 < x < ρ and, thus, there exists ε > 0 with y(ρ2 + ε) ≤ ρ.
Consequently we get for |x| ≤ ρ2 + ε the estimate
|wk+1(x, u)| ≤ CL′Lk|x||u − 1|
holds where
L′ =
ρ(
1− ρ− ερ
)
(1− ρ2 − ε)
.
The value of L′ is smaller than 1 if ε > 0 is sufficiently small. Thus, an induction proof works for
L = L′. 
Corollary 1. For |u| ≤ 1 and |x| ≤ ρ + ε (ε > 0 small enough) there is a positive constant C˜
such that (for all k ≥ 0)
|Σk(x, u)| ≤ C˜|u− 1|Lk
with the constant L from the previous lemma.
Proof: We have
|Σk(x, u)| ≤
∑
i≥2
1
i
|wk(xi, ui)| ≤ C
∑
i≥2
1
i
|ui − 1| · |x|iLk
≤ C|u − 1|Lk |x|
2
1− |x| ≤ C|u− 1|L
k 1
1− (ρ+ ε) = C˜|u− 1|L
k

Corollary 2. Let u ∈ Ξk and x ∈ ∆ε. Then∑
i≥2
γk(x
i, ui) = O
(
Lk
)
.
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Proof: The assertion follows immediately from the previous corollary and Taylor’s theorem. 
We will eventually need precise upper and lower bounds of wk(x, u) near its singularity. By
Taylor’s theorem wk(x, u) can be expressed in terms of γk(x, u). Hence, let us consider γk(x, u)
now.
Lemma 3. For x ∈ Θ (where η > 0 is sufficiently small) the functions γk(x) can be represented
as
(22) γk(x) := γk(x, 1) = Ck(x)y(x)
k ,
where the Ck(x) form a sequence of analytic functions which converges uniformly to an analytic
limit function C(x) (for x ∈ Θ) with convergence rate
(23) Ck(x) = C(x) +O(L
k),
for some L with 0 < L < 1. Furthermore we have C(ρ) = 12b
2ρ.
There exist constants ε, θ, η˜ > 0 and θ < π2 such that
(24) |γk(x, u)| = O(|y(x)|k+1)
uniformly for x ∈ ∆ε and u ∈ Ξk.
Remark. Note that the constants ε, θ, η˜ > 0 determine the domains ∆ε and Ξk. Thus the theorem
guarantees that there are suitable domains ∆ε and Ξk of the shape (17) and (18) where the
estimates are valid.
Proof: The first statement we have to show is that the functions γk(x) are analytic functions in Θ.
We prove this by induction. Obviously, the assertion holds for k = 0 since γ0(x) = y(x). Assume
it is true for k. Then Γk(x) :=
∑
i≥2 γk(x
i) is analytic for |x| < √ρ and hence also in Θ. Using
the recurrence relation of yk(x, u), Equation (10), we get
γk+1(x, u) =
∂
∂u
xeyk(x,u)+Σk(x,u)
= xeyk(x,u)+Σk(x,u)
∑
i≥1
∂
∂u
yk(x
i, ui)ui−1
= yk+1(x, u)
∑
i≥1
γk(x
i, ui)ui−1.(25)
This implies
γk+1(x) = y(x)γk(x) + y(x)Γk(x)
which finally implies that γk+1(x) is analytic in Θ as well.
By solving this recurrence we obtain also the analyticity of Ck(x) =
γk(x)
y(x)k in Θ. Furthermore, we
will show that the sequence (Ck(x))k≥0 has a uniform limit C(x) which has the desired properties.
Setting u = 1 we can rewrite (25) to
(26) Ck+1(x)y(x)
k+2 = Ck(x)y(x)
k+2 + y(x)
(
Ck(x
2)y(x2)k+1 + Ck(x
3)y(x3)k+1 + . . .
)
.
resp. to
(27) Ck+1(x) =
∑
i≥1
Ck(x
i)
y(xi)k+1
y(x)k+1
.
Set
Lk := sup
x∈Θ
∑
i≥2
|y(xi)|k+1
|y(x)|k+1 .
If η > 0 is sufficiently small then due to Lemma 1 we have
sup
x∈Θ
|y(xi)|
|y(x)| < 1 for all i ≥ 2 and supx∈Θ
|y(xi)|
|y(x)| = O(L
i
)
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for some L with 0 < L < 1. Consequently we also get
Lk = O(L
k)
for some L with 0 < L < 1 (actually we can choose L = L
2
). Thus, if we use the notation
‖f‖ := sup
x∈Θ
|f(x)| then (27) yields
(28) ‖Ck+1‖ ≤ ‖Ck‖(1 + Lk)
and also
(29) ‖Ck+1 − Ck‖ ≤ ‖Ck‖Lk.
But (28) implies that the functions Ck(x) are uniformly bounded in the given domain by
‖Ck‖ ≤ c0 :=
∏
ℓ≥1
(1 + Lℓ).
Furthermore, (29) guarantees the existence of a limit limk→∞ Ck(x) = C(x) which is analytic in
Θ; and we have uniform exponential convergence rate
‖Ck − C‖ ≤ c0
∑
ℓ≥k
Lℓ = O(L
k).
Hence, we get (22) as desired.
Finally, note that (for |x| ≤ ρ)∑
k≥0
γk(x, 1) =
∑
n≥1
nynx
n = xy′(x).
On the other hand,∑
k≥0
γk(x, 1) =
∑
k≥0
(C(x) + O
(
Lk
)
)y(x)k+1n =
C(x)y(x)
1− y(x) +O (1) .
Since C(x) is continuous in Θ this implies
C(ρ) = lim
x→ρ
xy′(x)(1 − y(x))
y(x)
=
b2ρ
2
where we used (4).
Let us turn to the second assertion. In order to obtain the upper bound (24) we set for ℓ ≤ k
(30) Cℓ = sup
x∈∆ε, u∈Ξk
|γℓ(x, u)y(x)−ℓ|.
Observe that by Lemma 1 |γℓ(x, u)| ≤ Cℓ supx∈∆ε |y(x)|k ≤ Cℓ. Therefore, by Taylor’s theorem
and Corollary 1 we obtain
|yℓ+1(x, u)| ≤ |y(x)| exp

∑
i≥1
|wℓ(xi, ui)|
i


≤ |y(x)|eCℓ|u−1|+O(Lℓ).(31)
By (25) we have
Cℓ+1 = sup
x∈∆ε, u∈Ξk
∣∣∣∣yℓ+1(x, u)y(x)ℓ+1
∣∣∣∣ ·
∣∣∣∣∣∣
∑
i≥1
γℓ(x
i, ui)ui−1
∣∣∣∣∣∣ .
Applying (31) and the estimate in Corollary 2 we get
Cℓ+1 ≤ sup
x∈∆ε, u∈Ξk
∣∣∣∣∣e
Cℓ|u−1|+O(Lℓ)
y(x)ℓ
∣∣∣∣∣ ·
∣∣∣∣∣∣γℓ(x, u) +
∑
i≥2
γℓ(x
i, ui)ui−1
∣∣∣∣∣∣
≤ eCℓη˜/kCℓ
(
1 +O
(
Lℓ
))
(32)
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Set
c0 =
∏
j≥0
(1 +O(Lj))
and choose η˜ > 0 such that e2c0η˜ ≤ 2. We also choose ε ≤ η˜ and 0 < θ < π2 such that |y(x)| ≤ 1
for |x − ρ| < ε and | arg(x − ρ)| ≥ θ. If k > 0 is fixed, then it follows by induction that, provided
that |u− 1| ≤ η˜/k,
Cℓ ≤
∏
j<ℓ
(1 +O(Lj)) · e2c0η˜ℓ/k ≤ 2c0 (ℓ ≤ k).
This completes the proof of the lemma, since C¯0 = 1. 
The representation (22) from Lemma 3 gives us a first indication of the behaviour of wk(x, u)
for u close to 1. We expect that
(33) wk(x, u) ≈ (u− 1)γk(x, 1) ∼ (u− 1)C(x)y(x)k.
This actually holds (up to constants) in a proper range for u and x, although it is only partially
true in the range of interest (see Theorem 6).
In order to make this more precise we derive estimates for the second derivatives γ
[2]
k (x, u).
Lemma 4. Suppose that |x| ≤ ρ− η for some η > 0 and |u| ≤ 1. Then uniformly
(34) γ
[2]
k (x, u) = O(y(|x|)k+1).
There also exist constants ε, θ, η˜ > 0 such that
(35) γ
[2]
k (x, u) = O(k |y(x)|k+1)
uniformly for u ∈ Ξk and x ∈ ∆ε.
Proof: By definition we have the recurrence (compare with (25))
γ
[2]
k+1(x, u) = yk+1(x, u)
∑
i≥1
iγ
[2]
k (x
i, ui)u2i−2
+ yk+1(x, u)

∑
i≥1
γk(x
i, ui)ui−1


2
(36)
+ yk+1(x, u)
∑
i≥2
(i − 1)γk(xi, ui)ui−2
with initial condition γ
[2]
0 (x) = 0.
First suppose that |x| ≤ ρ−η for some η > 0 and |u| ≤ 1. Then we have |γ[2]k (x, u)| ≤ γ[2]k (|x|, 1).
Thus, in this case it is sufficient to consider non-negative real x ≤ ρ− η. We proceed by induction.
Suppose that we already know that γ
[2]
k (x) := γ
[2]
k (x, 1) ≤ Dky(x)k+1 (where D0 = 0). Then we
get from (36) and the already known bound γk(x, 1) ≤ Cy(x)k from Lemma 3 the upper bound
γ
[2]
k+1(x) ≤ Dky(x)k+2 +Dky(x)k+2
∑
i≥2
i
y(xi)k+1
y(x)k+1
+ y(x)

C2y(x)2k +∑
i≥2
γk(x
i, 1)


2
+ Cy(x)k+2
∑
i≥2
(i − 1)y(x
i)k+1
y(x)k+1
≤ y(x)k+2 (Dk(1 +O(Lk)) + C2y(ρ− η)k +O(Lk))
where we used Corollary 2 in the last step. Consequently we can set
Dk+1 = Dk(1 +O(L
k)) + C2y(ρ− η)k +O(Lk)
THE SHAPE OF UNLABELED ROOTED RANDOM TREES 13
and obtain that Dk = O (1) as k →∞ which proves (34).
Next choose ε, θ, η˜ as in the proof of Lemma 3 and set (for ℓ ≤ k)
Dℓ = sup
x∈∆ε, u∈Ξk
∣∣∣γ[2]ℓ (x, u)y(x)−ℓ−1∣∣∣ .
By the same reasoning as in the proof of Lemma 3, where we use the already proved bound
|γℓ(x, u) ≤ C|y(x)|ℓ+1, we obtain
Dℓ+1 ≤ Dℓ eη˜C/k(1 +O(Lℓ)) + C2 eη˜C/k +O(Lℓ),
that is, we have
Dℓ+1 ≤ αℓDℓ + βℓ
with αℓ = e
η˜C/k(1 +O(Lℓ)) and βℓ = C
2 eη˜C/k +O(Lℓ). Hence we get
Dk ≤
k−1∑
j=0
βj
k−1∏
i=j+1
αi
≤ k max
j
βj e
η˜C
∏
ℓ≥0
(1 +O(Lℓ))
= O(k).
This completes the proof of (35). 
Using the estimates for γk(x, u) and γ
[2]
k (x, u) we derive the following representations for wk(x, u)
and Σk(x, u).
Lemma 5. Let ε, θ, η˜ and Ck(x) = γk(x, 1)/y(x)
k+1 as in Lemma 3. Then we have
(37) wk(x, u) = Ck(x)(u − 1)y(x)k+1 (1 +O(k|u − 1|)) ,
uniformly for u ∈ Ξk and x ∈ ∆ε.
Furthermore we have for |x| ≤ ρ+ η (for some η > 0) and |u| ≤ 1
(38) Σk(x, u) = C˜k(x)(u − 1)y(x2)k+1 +O
(|u− 1|2y(|x|2)k) ,
where the analytic functions C˜k(x) are given by
(39) C˜k(x) =
∑
i≥2
Ck(x
i)
(
y(xi)
y(x2)
)k+1
.
They have a uniform limit C˜(x) with convergence rate
C˜k(x) = C˜(x) +O(L
k)
for some constant L with 0 < L < 1.
Proof: The first relation (37) follows from Lemma 3, Lemma 4 and Taylor’s theorem.
In order to prove (38) we first note that |xi| ≤ ρ − η for i ≥ 2 and |x| ≤ ρ + η (if η > 0 is
sufficiently small). Hence, by a second use of Taylor’s theorem we get uniformly
wk(x
i, ui) = Ck(x
i)(ui − 1)y(xi)k+1 +O (|ui − 1|2y(|xi|)k+1)
and consequently
Σk(x, u) =
∑
i≥2
1
i
Ck(x
i)(ui − 1)y(xi)k+1 +O (|u− 1|2y(|x|2)k)
= (u− 1)C˜k(x)y(x2)k+1 +O
(|u− 1|2y(|x|2)k) .
Here we have used the property that the sum∑
i≥2
Ck(x
i)
ui − 1
i(u− 1)
y(xi)k+1
y(x2)k+1
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represents an analytic function in x and u, since due to |x| < ρ + ε < 1 we have xi → 0 and
therefore (3) implies y(xi) ∼ xi. Finally, since Ck(x) = C(x) + O(Lk), it also follows that C˜k(x)
has a limit C˜(x) and the same order of convergence. 
With these auxiliary results we are able to get a precise result for wk(x, u).
Lemma 6. For u ∈ Ξk and x ∈ ∆ε (ε, θ, η˜ as in Lemma 3) we have
wk(x, u) =
Ck(x)w0(x, u) y(x)
k
1− 12Ck(x)w0(x, u)1−y(x)
k
1−y(x) +O (|u− 1|)
.
Proof: Since by Lemma 5 Σk(x, u) = O(wk(x, u)), we observe that wk(x, u) satisfies the recurrence
relation (we omit the arguments now)
wk+1 = y
(
ewk+Σk − 1)
= y
(
wk +
w2k
2
+ Σk +O(w
3
k) +O(Σ
2
k)
)
= ywk
(
1 +
wk
2
+O
(
w2k
)
+O (Σk)
)(
1 +
Σk
wk
)
.
Equivalently, we have
y
wk+1
+
yΣk
wkwk+1
=
1
wk
(
1− wk
2
+O
(
w2k
)
+O (Σk)
)
=
1
wk
− 1
2
+O (wk) +O
(
Σk
wk
)
,
and consequently
yk+1
wk+1
=
yk
wk
− Σky
k+1
wkwk+1
− 1
2
yk +O
(
wky
k
)
+O
(
Σky
k
wk
)
.
Thus we get by recurrence
yk
wk
=
1
w0
−
k−1∑
ℓ=0
Σℓ
wℓwℓ+1
yℓ+1 − 1
2
1− yk
1− y +O
(
1− Lk
1− L
)
+O
(
w0
1− y2k
1− y2
)
.
Now we use again Lemma 5 to obtain
w0
k−1∑
ℓ=0
Σℓ
wℓwℓ+1
yℓ+1 =
k−1∑
ℓ=0
C˜ℓ(x)y(x
2)ℓ+1 +O
(|u− 1|y(|x|2)ℓ)
Cℓ(x)Cℓ+1(x)y(x)ℓ+1(1 +O(ℓ|u− 1|))
=
k−1∑
ℓ=0
C˜ℓ(x)
Cℓ(x)Cℓ+1(x)
y(x2)ℓ+1
y(x)ℓ+1
+O(|u − 1|)
= ck(x) +O(u − 1)
where ck(x) denotes the sum in the penultimate line above. Observe, too, that w0
1−y2k
1−y2 = O(1),
if k|u− 1| ≤ η˜. Hence we obtain the representation
(40) wk =
w0y
k
1− ck(x)− w02 1−y
k
1−y +O (|u− 1|)
.
Thus, it remains to verify that 1− ck(x) = 1/Ck(x). By using (27) and (39) it follows that
(41) C˜k(x) =
∑
i≥2
Ck(x
i)
(
y(xi)
y(x2)
)k+1
= (Ck+1(x) − Ck(x))
(
y(x)
y(x2)
)k+1
and consequently by telescoping
ck(x) =
k−1∑
ℓ=0
Cℓ+1(x) − Cℓ(x)
Cℓ(x)Cℓ+1(x)
=
1
C0(x)
− 1
Ck(x)
= 1− 1
Ck(x)
.
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Alternatively we can compare (40) with (37) for u → 1 which also shows 1 − ck(x) = 1/Ck(x).
This completes the proof of the lemma. 
The proof of Theorem 6 is now immediate. We substitute x = ρ
(
1 + sn
)
(where s/n → 0),
u = eit/
√
n and set k = κ
√
n. We also use the local expansion y(x) = 1−b√ρ
√
1− x/ρ+O(|x−ρ|).
That leads to
y(x)k = exp
(−κb√−ρs)(1 +O( κ√
n
))
.
Finally, since the functions Ck(x) are continuous and uniformly convergent to C(x), they are also
uniformly continuous and, thus,
(42) Ck(x) ∼ C(ρ) = 1
2
b2ρ.
Altogether this leads to
w0(x, u) y(x)
k
1
Ck(x)
− w0(x,u)2 1−y(x)
k
1−y(x) +O (|u− 1|)
=
Ck(x)(u − 1)(1− y(x)) y(x)k+1
1− y(x)− Ck(x)w0(x,u)2 (1 − y(x)k) +O (|u− 1| · |1− y(x)|)
∼ b
2ρ
2
√
n
· it
√−s exp (− 12κb√−ρs )√−s exp ( 12κb√−ρs )− itb√ρ2 sinh ( 12κb√−ρs )
as proposed.
5. The Finite Dimensional Limiting Distributions – Proof of Theorem 4
For d = 1 (in Theorem 4) we have
φk,n(t) =
1
yn
[xn]yk
(
x, eit/
√
n
)
=
1
2πiyn
∫
Γ
yk
(
x, eit/
√
n
) dx
xn+1
(43)
where the contour Γ = γ ∪ Γ′ consists of a line
γ = {x = ρ
(
1− σ + iτ
n
)
| −C log2 n ≤ τ ≤ C log2 n}
with an arbitrarily chosen fixed constants C > 0 and σ > 0, and Γ′ is a circular arc centered at
the origin and making Γ a closed curve.
The contribution of Γ′ is exponentially small since for x ∈ Γ′ we have 1yn |x−n−1| =
O
(
n3/2e− log
2 n
)
whereas
∣∣∣yk (x, eit/√n)∣∣∣ is bounded.
If x ∈ γ, then the local expansion (14) is valid. Insertion into (43), using (5), and taking the
limit for n→∞ yields the characteristic function of the distribution of b
√
ρ
2
√
2
l
(
b
√
ρ
2
√
2
κ
)
as desired.
Now we proceed with d = 2. The computation of the two dimensional limiting distributions
shows the general lines of the proof. An iterative use of the techniques will eventually prove
Theorem 4. We confine ourselves with the presentation of the case d = 2.
We have to show
(44)
(
1√
n
Ln(κ1
√
n),
1√
n
Ln(κ2
√
n)
)
w−→
(
b
√
ρ
2
√
2
· l
(
b
√
ρ
2
√
2
κ1
)
,
b
√
ρ
2
√
2
· l
(
b
√
ρ
2
√
2
κ2
))
.
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Since the characteristic function of the two dimensional distribution satisfies
φk,k+h,n(t1, t2) =
1
yn
[xn]y˜k,h
(
x, eit1/
√
n, eit2/
√
n
)
=
1
2πiyn
∫
Γ
y˜k,h
(
x, eit1/
√
n, eit2/
√
n
) dx
xn+1
= 1 +
1
2πiyn
∫
Γ
wk,k+h
(
x, eit1/
√
n, eit2/
√
n
) dx
xn+1
,(45)
where
wk,k+h(x, u1, u2) = yk,k+h(x, u1, u2)− y(x) = y˜k,h(x, u1, u2)− y(x),
we need to analyze the asymptotic behaviour of wk,k+h(x, u1, u2) for k and h proportional to
√
n.
Furthermore, note that y(x) and y˜k,h(x, u1, u1) are analytic functions for x ∈ ∆ and thus wk,k+h is
bounded for x ∈ ∆. Hence the contribution of Γ′ to the Cauchy integral (45) is O
(
1/yn · e−c log2 n
)
with some suitable constant c > 0 and therefore negligibly small. Extending γ to infinity, as it
is required for the two-dimensional version of (12), again introduces an exponentially small and
therefore negligible error.
Thus it is sufficient to know the behaviour of wk,k+h
(
x, eit1/
√
n, eit2/
√
n
)
for x ∈ γ.
Then, equation (44) follows from the following proposition and (5).
Proposition 1. Let κ2 > κ1 > 0 and t1, t2 be given with |κ2t1| ≤ c and |κ2t2| ≤ c. Furthermore,
set ui = e
iti/
√
n and ki = ⌊κi
√
n⌋ for i = 1, 2. Define s by x = ρ (1 + sn). Then we have
(46) wk1,k2(x, u1, u2) ∼
b
√
2ρ√
n
Ψ κ1b√ρ
2
√
2
(
s,
it1b
√
ρ
2
√
2
+ Ψ (κ2−κ1)b√ρ
2
√
2
(
s,
it2b
√
ρ
2
√
2
))
,
as n→∞, uniformly for x, u1 and u2 such that k1|u1− 1| ≤ c, k2|u2− 1| ≤ c, and s = O
(
log2 n
)
such that ℜ(s) = −σ where σ > 0 and sufficiently large but fixed.
Proof: Note that wk1,k2(x, 1, 1) = 0, wk1,k2(x, u1, 1) = wk1 (x, u1), and wk1,k2(x, 1, u2) =
wk2(x, u2). Thus, the first derivatives are given by[
∂
∂u1
wk1,k2(x, u1, u2)
]
u1=u2=1
= γk1(x, 1),[
∂
∂u2
wk1,k2(x, u1, u2)
]
u1=u2=1
= γk2(x, 1).
It is also possible to get bounds for the second derivatives of the form O(k2y(x)
k1 ), if x, u1, and
u2 are in the domain given in the assertion above. Hence, we can approximate wk1,k2(x, u1, u2) by
wk1,k2(x, u1, u2) = Ck1(x)(u1 − 1)y(x)k1+1 + Ck2(x)(u2 − 1)y(x)k2+1(47)
+O
(
k2y(x)
k1(|u1 − 1|2 + |u2 − 1|2)
)
.
Similarly (and even more easily, compare with the proof of Lemma 5) we obtain a representation
for
Σk1,k2(x, u1, u2) =
∑
i≥2
wk1,k2(x
i, ui1, u
i
2)
i
= C˜k1(x)(u1 − 1)y(x2)k1+1 + C˜k2(x)(u2 − 1)y(x2)k2+1
+O
(
y(|x|2)k1 |u1 − 1|2 + y(|x|2)k2 |u2 − 1|2)
)
.(48)
In order to identify the asymptotic main term of Σk1,k2(x, u1, u2) note that k2−k1 ∼ (κ2−κ1)
√
n
and |y(x2)| < y(|x|2) < 1 for |x| ≤ ρ+ η < 1. Moreover, observe that the terms u1 − 1 and u2 − 1
are proportional and hence
(49)
Ck2(x)(u2 − 1)y(x)k2
Ck1(x)(u1 − 1)y(x)k1
∼ t2
t1
exp
(−(κ2 − κ1)b√−ρs) .
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The κi and the ti are fixed, so we can choose σ such that the right-hand side in (49) is different from
1. This guarantees that the asymptotic main terms of (47), Ck1(x)(u1− 1)y(x)k1 and Ck2(x)(u2−
1)y(x)k2 , do not cancel each other.
By using the same reasoning as in the proof of Lemma 6 we get the representation
wk1,k2 =
w0,k2−k1y
k1
1− fk1 − w0,k2−k12 1−y
k1
1−y +O(|u1 − 1|+ |u2 − 1|)
,
where
fk1 = fk1(x, u1, u2)
= w0,k2−k1(x, u1, u2)
k1−1∑
ℓ=0
Σℓ,k2−k1+ℓ(x, u1, u2) y(x)
ℓ+1
wℓ,k2−k1+ℓ(x, u1, u2)wℓ+1,k2−k1+ℓ+1(x, u1, u2)
.
Note that
w0,k2−k1 = u1tk2−k1(x, u2)− y(x)
= (u1 − 1)y(x) + u1wk2−k1(x, u2)
= U +W,
where U and W abbreviate U = (u1 − 1)y(x) and W = u1wk2−k1(x, u2). The assumptions on ui
and ki given in the statement of Proposition 1 imply that by Lemma 5 we have (A ≍ B means
that A and B have same order of magnitude)
W ≍ u1Ck2−k1(x)(u2 − 1)y(x)k2−k1+1 = o(u2 − 1)
whereas U ≍ u1 − 1 ≍ u2 − 1. Thus we may safely assume that |W | < 12 |U |, so that there is no
cancellation.
Next by (47) we have
wℓ,k2−k1+ℓ =Cℓ(x)(u1 − 1)y(x)ℓ+1 + Ck2−k1+ℓ(x)(u2 − 1)y(x)k2−k1ℓ+1
+ O
(
(k2 − k1ℓ)y(x)ℓ(|u1 − 1|2 + |u2 − 1|2)
)
=Cℓ(x)y(x)
ℓU + Ck2−k1+ℓ(x)(u2 − 1)y(x)k2−k1ℓ+1
+ O
(
(k2 − k1ℓ)y(x)ℓ(|u1 − 1|2 + |u2 − 1|2)
)
But since Ck2−k1+ℓ(x) ∼ Ck2−k1(x) by formula (23) and Lemma 5 relates the second term to W ,
we obtain
wℓ,k2−k1+ℓ = (Cℓ(x)U +W ) y(x)
ℓ (1(k2 − k1)|u2 − 1|)) .
Hence, fk can be approximated by (for simplicity we omit the error terms)
fk1 ∼ U(U +W )
k1−1∑
ℓ=0
C˜ℓ(x) (y(x
2)/y(x))ℓ+1
(Cℓ(x)U +W )(Cℓ+1(x)U +W )
= (U +W )
k1−1∑
ℓ=0
(Cℓ+1(x)U +W )− (Cℓ(x)U +W )
(Cℓ(x)U +W )(Cℓ+1(x)U +W )
= (U +W )
(
1
U +W
− 1
CkU +W
)
= 1− U +W
CkU +W
,
where we have used the formula (41) and telescoping. Consequently, it follows that
wk1,k2 ∼
(U +W )yk1
U+W
CkU+W
− U+W2 1−y
k1
1−y
=
(CkU +W )y
k1
1− CkU+W2 1−y
k1
1−y
.(50)
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Now we will approximate all the terms in (50). First recall Ck(x) ∼ b
2ρ
2 (formula (42)). The
assertion on x = ρ
(
1 + sn
)
implies x→ ρ and hence y(x)→ 1. Thus we obtain
U = y(u1 − 1) ∼ it1√
n
.
The asymptotic expansion (4) and Theorem 6 imply
yk1 ∼ exp
(
−1
2
κ1b
√−ρs
)
,
1− t ∼ b√ρ
√
s
n
,
W = u1wk2−k1(x, u2) ∼
b
√
2ρ√
n
Ψ (κ2−κ1)b√ρ
2
√
2
(
s,
it2b
√
ρ
2
√
2
)
,
Applying all these approximations we finally get (46). 
6. Tightness – Proof of Theorem 5
In this section we will show that the sequence of random variables ln(t) = n
−1/2Ln(t
√
n), t ≥ 0,
is tight in C[0,∞). By [31, p. 63] it suffices to prove tightness for C[0, A]. Hence we consider Ln(t)
for 0 ≤ t ≤ A√n, where A > 0 is an arbitrary real constant.
By [2, Theorem 12.3] tightness of ln(t) = n
−1/2Ln(t
√
n), 0 ≤ t ≤ A, follows from tightness of
Ln(0) (which is trivial) and from the existence of a constant C > 0 such that (9) holds for all
non-negative integers n, r, h.
The fourth moment in Equation (9) can be expressed as the coefficient of a suitable generating
function. Indeed the generating function counting tree according to size as well as the quantity
Ln(r) − Ln(r + h) is y˜r,h
(
x, u, 1u
)
(y˜r,h(x, u, v) is defined by (11)) since assigning a weight u to
the vertices in level r and weight 1/u to those in level r+ h means that any tree having n vertices
and with Ln(r)−Ln(r + h) = m contributes to the coefficient of xnum where m can be negative.
The fourth moment can then be obtained by applying the operator
(
u ∂∂u
)4
and setting u = 1
afterwards. Therefore we have
E (Ln(r) − Ln(r + h))4 = 1
yn
[xn]
[(
∂
∂u
+ 7
∂2
∂u2
+ 6
∂3
∂u3
+
∂4
∂u4
)
y˜r,h
(
x, u,
1
u
)]
u=1
Thus, (9) is equivalent to
(51) [xn]
[(
∂
∂u
+ 7
∂2
∂u2
+ 6
∂3
∂u3
+
∂4
∂u4
)
y˜r,h
(
x, u,
1
u
)]
u=1
≤ C h
2
√
n
ρ−n
In order to prove (51) we use a result from [18] saying that
F (x) = O
(
(1− x/ρ)−β) (x ∈ ∆)
implies
[xn]F (x) = O
(
ρ−nnβ−1
)
,
where ∆ is the region of (16)
Hence, it is sufficient to show that
(52)
[(
∂
∂u
+ 7
∂2
∂u2
+ 6
∂3
∂u3
+
∂4
∂u4
)
y˜r,h
(
x, u,
1
u
)]
u=1
= O
(
h2
1− |y(x)|
)
= O
(
h2√
|1− x/ρ|
)
for x ∈ ∆ and h ≥ 1. (Note that θ < π2 implies that 1 − |y(x)| ≥ c
√
|1− x/ρ| for some constant
c > 0.)
Now we define
γ
[j]
k (x) =
[
∂jyk(x, u)
∂uj
]
u=1
and γ
[j]
r,h(x) =
[
∂j y˜r,h
(
x, u, 1u
)
∂uj
]
u=1
and derive the following upper bounds.
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Lemma 7. We have
(53) γ
[1]
k (x) =
{
O (1) uniformly for x ∈ ∆,
O
(|x/ρ|k) uniformly for |x| ≤ ρ
and
(54) γ
[1]
r,h(x) =
{
O
(
h
r+h
)
uniformly for x ∈ ∆,
O (|x/ρ|r) uniformly for |x| ≤ ρ,
where L is constant with 0 < L < 1.
Proof: We already know that γ
[1]
k (x) = Ck(x)y(x)
k, where Ck(x) = O (1) and |y(x)| ≤ 1 for
x ∈ ∆. Furthermore, by convexity we also have |y(x)| ≤ |x/ρ| for |x| ≤ ρ. Hence, we obtain
γ
[1]
k (x) = O
(|x/ρ|k) for |x| ≤ ρ.
The functions γ
[1]
r,h(x) are given by the recurrence
γ
[1]
r+1,h(x) = y(x)
∑
i≥1
γ
[1]
r,h(x
i)
with initial value γ
[1]
0,h(x) = y(x) − γh(x). To show this, just differentiate (11) w.r.t. u and then
plug in u = 1. Hence, the representation γ
[1]
r,h(x) = γ
[1]
r (x) − γ[1]h+r(x) follows by induction. Since,
γ
[1]
r (x) = (C(x) +O(Lr))y(x)r we thus get that
γ
[1]
r,h(x) = O
(
sup
x∈∆
|y(x)r(1− y(x)h)|+ Lr
)
However, it is an easy exercise to show that
(55) sup
x∈∆
|y(x)r(1− y(x)h)| = O
(
h
r + h
)
.
For this purpose observe that if x ∈ ∆ then we either have |y(x) − 1| ≤ 1 and |y(x)| ≤ 1, or
|y(x)| ≤ 1− η for some η > 0. In the second case we surely have
|y(x)r(1− y(x)h)| ≤ 2(1− η)r = O (Lr) .
For the first case we set y = 1− ρeiϕ and observe that∣∣1− (1− ρeiϕ)h∣∣ ≤ (1 + ρ)h − 1.
Hence, if r ≥ 3h we thus obtain that
|y(x)r(1− y(x)h)| ≤ max
0≤ρ≤1
(1 − ρ)r ((1 + ρ)h − 1) ≤ h
r − h ≤
2h
r + h
.
If r < 3h we obviously have
|y(x)r(1− y(x)h)| ≤ 2 ≤ 4h
r + h
which completes the proof of (55). Of course, we also have Lr = O
(
h
h+r
)
. This completes the
proof of the upper bound of γ
[1]
r,h(x) for x ∈ ∆.
Finally, the upper bound γ
[1]
r,h(x) = O (|x/ρ|r) follows from (53). 
Lemma 8. We have
(56) γ
[2]
k (x) =
{
O
(
min
{
k, 11−|y(x)|
})
uniformly for x ∈ ∆,
O
(|x/ρ|k) uniformly for |x| ≤ ρ− η
and
(57) γ
[2]
r,h(x) =
{
O
(
min
{
h, 11−|y(x)|
})
uniformly for x ∈ ∆,
O (|x/ρ|r) uniformly for |x| ≤ ρ− η
for every η > 0.
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Remark. By doing a more precise analysis similarly to Lemma 3 we can, for example, show that
γ
[2]
k (x) can be represented as
(58) γ
[2]
k (x) = y(x)
k
k∑
ℓ=1
Dk,ℓ(x)y(x)
ℓ−1,
where the functions Dk,ℓ(x) are analytic in ∆. For every ℓ there is a limit Dℓ(x) = limk→∞Dk,ℓ(x)
with
Dk,ℓ(x) = Dℓ(x) +O(L˜
k+ℓ),
where 0 < L˜ < 1. Furthermore these limit functions Dℓ(x) satisfy
Dℓ(x) = C(x)
2 +O(L˜ℓ).
Since we will not make use of this precise representation we leave the details to the reader.
Proof: The bound γ
[2]
k (x) = O(|x/ρ|k) (for |x| ≤ ρ− η) and the bound γ[2]k (x) = O(k) follow from
Lemma 4. In order to complete the analysis for γ
[2]
k (x) we recall the recurrence derived from (10)
(compare also with (36))
(59) γ
[2]
k+1(x) = y(x)
∑
i≥1
iγ
[2]
k (x
i) + y(x)

∑
i≥1
γ
[1]
k (x
i)


2
+ y(x)
∑
i≥2
(i− 1)γ[1]k (xi)
that we rewrite to
(60) γ
[2]
k+1(x) = y(x)γ
[2]
k (x) + bk(x),
where
(61) bk(x) = y(x)
∑
i≥2
iγ
[2]
k (x
i) + y(x)

∑
i≥1
γ
[1]
k (x
i)


2
+ y(x)
∑
i≥2
(i− 1)γ[1]k (xi).
Note that for i ≥ 2 we have |xi| ≤ ρ− η. Therefore we can apply the second estimate of (56) (first
and third sum of (61)) and the estimate (53) (the first for i = 1 in the second sum of (61), the
second for the other summands) and obtain then
(62) bk(x) = O (1) uniformly for x ∈ ∆.
Since γ
[2]
0 (x) = 0, the solution of the recurrence (60) can be written as
(63) γ
[2]
k (x) = bk−1(x) + y(x)bk−2(x) + · · ·+ y(x)k−1b0(x).
So (62) implies finally
γ
[2]
k (x) = O

k−1∑
j=0
|y(x)|j

 = O( 1
1− |y(x)|
)
.
which completes the proof of (56).
The recurrence for γ
[2]
r,h(x) is similar to that of γ
[2]
k (x):
(64) γ
[2]
r+1,h(x) = y(x)
∑
i≥1
iγ
[2]
r,h(x
i) + y(x)

∑
i≥1
γ
[1]
r,h(x
i)


2
+ y(x)
∑
i≥2
(i − 1)γ[1]r,h(xi)
with initial value γ
[2]
0,h(x) = γ
[2]
h (x). We again use induction. Assume that we already know that
|γ[2]r,h(x)| ≤ Dr,h|x/ρ|k for |x| ≤ ρ− η and for some constant Dr,h. By (57) we can set D0,h = Dh
THE SHAPE OF UNLABELED ROOTED RANDOM TREES 21
which is bounded as h → ∞. We also assume that |γ[1]r,h(x)| ≤ C|x/ρ|k for |x| ≤ ρ − η. Then by
(64) we get
|γ[2]r+1,h(x)| ≤ Dr,h|x/ρ|k+1 +Dr,h|x/ρ|
2|x|2k/ρk
(1− |x|k)2
+ C2|x/ρ|
( |x/ρ|k
1− |x|k
)2
+ C|x/ρ| 2|x|
2k/ρk
(1 − |x|k)2 .
Thus, we can set
Dr+1,h = Dr,h
(
1 +
2(ρ− η)k
(1 − ρk)2
)
+ C2
(ρ− η)k
(1− ρk)2 + C
2(ρ− η)k
(1 − ρk)2
which shows that the constants Dr,h are uniformly bounded. Consequently γ
[2]
r,h(x) = O
(|x/ρ|k)
for |x| ≤ ρ− η.
Next we start from (64) and assume that |γ[2]r,h(x)| ≤ D¯r,h for x ∈ ∆. We already know that
|γ[1]r,h(x)| ≤ C hh+k for x ∈ ∆. Hence,
|γ[2]r+1,h(x)| ≤ D¯r,h +Dr,h
∑
i≥2
i|xi/ρ|k
+ C2

 h
k + h
+
∑
i≥2
|xi/ρ|k


2
+ C
∑
i≥2
(i − 1)|xi/ρ|k
≤ D¯r,h + 8Dr,h(ρ+ η)2k/ρk
+ C2
(
h
k + h
+ 2(ρ+ η)2k/ρk
)2
+ 4C(ρ+ η)2k/ρk.
Thus, we can set
D¯r+1,h = D¯r,h + 8Dr,h(ρ+ η)
2k/ρk + C2
(
h
k + h
+ 2(ρ+ η)2k/ρk
)2
+ 4C(ρ+ η)2k/ρk
with initial value D¯0,h = D¯h = O (h) and obtain a uniform upper bound of the form
D¯r,h = O (h) .
Consequently γ
[2]
r,h(x) = O (h) for x ∈ ∆.
Thus, in order to complete the proof of (57) it remains to prove γ
[2]
r,h(x) = O (1/(1− |y(x)|)) for
x ∈ ∆. Analogously to the way we obtained (63) from (59) we obtain from (64) the representation
of γ
[2]
r,h(x) as
(65) γ
[2]
r,h(x) = γ
[2]
0,h(x) + ck−1,h(x) + y(x)ck−2,h(x) + · · ·+ y(x)k−1c0,h(x),
where
cj,h(x) = y(x)
∑
i≥2
iγ
[2]
j,h(x
i) + y(x)

∑
i≥1
γ
[1]
j,h(x
i)


2
+ y(x)
∑
i≥2
(i− 1)γ[1]j,h(xi).
Observe that there exists η > 0 such that |xi| ≤ ρ − η for i ≥ 2 and x ∈ ∆. Hence it follows
in a similar fashion as we showed (62) that cj,h(x) = O (1) for x ∈ ∆. Since γ[2]0,h(x) = γ[2]h (x) =
O (1/(1− |y(x)|)), we consequently get
γ
[2]
r,h(x) = γ
[2]
h (x) +O
(
1
1− |y(x)|
)
= O
(
1
1− |y(x)|
)
.

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Remark. Note that the theorem our proof relies on, namely [2, Theorem 12.3], actually requires
the existence of α > 0 and β > 1 such that
E |Ln(r)− Ln(r + h)|α = O
(
(h
√
n)β
)
.
The estimates of Lemma 8 already prove that
E (Ln(r) − Ln(r + h))2 = O
(
h
√
n
)
.
Unfortunately this estimate is slightly too weak to prove tightness. Third moments are technically
unpleasant they attain positive and negative signs. So we actually have to deal with 4-th moments.
Before we start with bounds for γ
[3]
k (x) and γ
[4]
k (x) we need an auxiliary bound.
Lemma 9. We have uniformly for x ∈ ∆
(66)
∑
r≥0
|γ[1]r,h(x)γ[2]r,h(x)| = O
(
h2
)
.
Proof: We use the representation (65), where we can approximate cj,h(x) by
cj,h(x) = y(x)γ
[1]
j,h(x)
2 +O
(
Lj
)
= O
(
h2
(r + h)2
)
uniformly for x ∈ ∆ with some constant L that satisfies 0 < L < 1. Furthermore, we use the
approximation
γ
[1]
r,h(x) = C(x)y(x)
r(1− y(x)h) +O (Lr)
that is uniform for x ∈ ∆. For example, this shows∑
r≥0
|γ[1]r,h(x)| = |C(x)|
|1 − y(x)h|
1− |y(x)| +O (1) .
Now observe that for x ∈ ∆ there exists a constant c > 0 with |1− y(x)| ≥ c(1− |y(x)|). Hence it
follows that
|1− y(x)h|
1− |y(x)| = O
(∣∣∣∣1− y(x)h1− y(x)
∣∣∣∣
)
= O (h)
and consequently ∑
r≥0
|γ[1]r,h(x)| = O (h) .
Similarly we get
∑
r≥1
|γ[1]r,h(x)|
∣∣∣∣∣∣
∑
j<r
y(x)r−j−1cj,h(x)
∣∣∣∣∣∣ ≤
∑
j≥0
|cj,h(x)| |y(x)|−j−1
∑
r>j
|y(x)|r|γ[1]r,h(x)|
=
∑
j≥0
|cj,h(x)| |y(x)|−j−1
(
|C(x)| |y(x)|2j+2 |1− y(x)
h|
1− |y(x)|2 +O
(|y(x)|j+1Lj))
= O

∑
j≥0
h3
(j + h)2


= O
(
h2
)
.
Hence, we finally obtain
∑
r≥0
|γ[1]r,h(x)γ[2]r,h(x)| ≤
∑
r≥0
|γ[1]r,h(x)| |γ[2]0,h(x)| +
∑
r≥1
|γ[1]r,h(x)|
∣∣∣∣∣∣
∑
j<r
y(x)r−j−1cj,h(x)
∣∣∣∣∣∣
= |γ[2]h (x)| ·
∑
r≥0
|γ[1]r,h(x)|+
∑
r≥1
|γ[1]r,h(x)|
∣∣∣∣∣∣
∑
j<r
y(x)r−j−1cj,h(x)
∣∣∣∣∣∣ = O
(
h2
)
.
THE SHAPE OF UNLABELED ROOTED RANDOM TREES 23
where we used the fact |γ[2]h (x)| = O (h) from Lemma 8. 
Lemma 10. We have
(67) γ
[3]
k (x) =
{
O
(
min{k2, k1−|y(x)|}
)
uniformly for x ∈ ∆,
O
(|x/ρ|k) uniformly for |x| ≤ ρ− η
and
(68) γ
[3]
r,h(x) =
{
O
(
min{h2, h1−|y(x)|}
)
uniformly for x ∈ ∆,
O (|x/ρ|r) uniformly for |x| ≤ ρ− η
for every η > 0.
Proof: The recurrence for γ
[3]
k (x) is again obtain by differentiation of (10) and given by
γ
[3]
k+1(x) = y(x)
∑
i≥1
i3γ
[3]
k (x
i) + y(x)

∑
i≥i
γ
[1]
k (x
i)


3
+ 3y(x)

∑
i≥1
γ
[1]
k (x
i)



∑
i≥1
iγ
[2]
k (x
i)


+ 3y(x)

∑
i≥1
γ
[1]
k (x
i)



∑
i≥1
(i − 1)γ[i]k (xi)

+ 3y(x)∑
i≥1
i(i− 1)γ[2]k (xi)(69)
+ y(x)
∑
i≥1
(i− 1)(i − 2)γ[1]k (xi)
By inspecting the proof of Lemmas 7 and 8 one expects that the only important part of this
recurrence if given by
(70) γ
[3]
k+1(x) = y(x)γ
[3]
k (x) + y(x)γ
[1]
k (x)
3 + 3y(x)γ
[1]
k (x)γ
[2]
k (x) +Rk
and Rk collects the less important remainder terms that only contributes exponentially small
terms. Thus, in order to shorten our presentation we will only focus on these terms. In particular
it is easy to show the bound γ
[3]
k (x) = O
(|x/ρ|k) for |x| ≤ ρ− η. (We omit the details.)
Next, since y(x)γ
[1]
k (x)
3 + 3y(x)γ
[1]
k (x)γ
[2]
k (x) + Rk = O (k) for x ∈ ∆, it directly follows that
γ
[3]
k (x) = O
(
k2
)
.
Now we proceed by induction and observe that a bound of the form |γ[3]k (x)| ≤ Ek/(1− |y(x)|)
leads to
|γ[3]k+1(x)| ≤
Ek
1− |y(x)| +O
(
1
1− |y(x)|
)
+ |Rk|
and consequently to Ek+1 ≤ Ek +O (1). Hence, Ek = O (k) and γ[3]k (x) = O (k/(1− |y(x)|)).
Similarly, the leading part of the recurrence for γ
[3]
r,h(x) is given by
γ
[3]
r+1,h(x) = y(x)γ
[3]
r,h(x) + y(x)γ
[1]
r,h(x)
3 + 3y(x)γ
[1]
r,h(x)γ
[2]
r,h(x) + R¯r,h(71)
= y(x)γ
[3]
r,h(x) + dr,h(x),
where
dr,h(x) = y(x)γ
[1]
r,h(x)
3 + 3y(x)γ
[1]
r,h(x)γ
[2]
r,h(x) + R¯r,h = O (h)
and the initial value is given by
γ
[3]
0,h(x) = −γ[3]h (x)− 3γ[2]h (x) = O
(
min
{
h2,
h
1− |y(x)|
})
.
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Note that we also assume that γ
[3]
r,h(x) = O (|x/ρ|r) for |x| ≤ ρ − η (which can be easily proved).
Consequently it directly follows that
γ
[3]
r,h(x) = γ
[3]
0,h(x) + dr−1,h(x) + y(x)dr−1,h(x) + · · ·+ y(x)r−1d0,h(x)
= O
(
h
1− |y(x)|
)
.
Next observe that Lemmas 7–9 ensure that∑
j≥0
|dj,h(x)| = O
(
h2
)
uniformly for x ∈ ∆. Hence, we finally get
γ
[3]
r,h(x) = O
(
h2
)
which completes the proof of Lemma 10. 
Lemma 11. We have
(72) γ
[4]
k (x) =
{
O
(
k2
1−|y(x)|
)
uniformly for x ∈ ∆,
O
(|x/ρ|k) uniformly for |x| ≤ ρ− η
and
(73) γ
[4]
r,h(x) =
{
O
(
h2
1−|y(x)|
)
uniformly for x ∈ ∆,
O (|x/ρ|r) uniformly for |x| ≤ ρ− η
for every η > 0.
Proof: The proof is very similar to that of Lemma 10. First, the recurrence for γ
[4]
k (x) is essentially
of the form
γ
[4]
k+1(x) = y(x)γ
[4]
k (x) + y(x)γ
[1]
k (x)
4 + 4y(x)γ
[1]
k (x)γ
[3]
k (x)(74)
+ 6y(x)γ
[1]
k (x)
2γ
[2]
k (x) + 3y(x)γ
[2]
k (x)
2 +Rk,
where Rk collects all exponentially small summands. We assume that we have already proved the
upper bound γ
[4]
k (x) = O
(|x/ρ|k) for |x| ≤ ρ−η. Now, by induction and the assumption |γ[4]k (x)| ≤
Fk/(1− |y(x)|) and the known estimates γ[1]k (x) = O (1), γ[2]k (x) = O (min{k, 1/(1− |y(x)|)}), and
γ
[3]
k (x) = O (k/(1− |y(x)|)) we get
|γ[4]k+1(x)| ≤
Fk
1− |y(x)| +O
(|y(x)|k)+O( k
1− |y(x)|
)
+O
(
1
1− |y(x)|
)
+ |Rk|
and consequently Fk = O
(
k2
)
.
Finally, the essential part of the recurrence for γ
[4]
r,h(x) is given by
γ
[4]
r+1,h(x) = y(x)γ
[4]
r,h(x) + y(x)γ
[1]
r,h(x)
4 + 4y(x)γ
[1]
r,h(x)γ
[3]
r,h(x)(75)
+ 6y(x)γ
[1]
r,h(x)
2γ
[2]
r,h(x) + 3y(x)γ
[2]
r,h(x)
2 + R¯r,h
= y(x)γ
[4]
r,h(x) + er,h(x),
where
er,h(x) = y(x)γ
[1]
r,h(x)
4 + 4y(x)γ
[1]
r,h(x)γ
[3]
r,h(x)
+ 6y(x)γ
[1]
r,h(x)
2γ
[2]
r,h(x) + 3y(x)γ
[2]
r,h(x)
2 + R¯r,h.
As above, R¯r,h collects all exponentially small terms. Thus,
γ
[4]
r,h(x) = γ
[4]
0,h(x) + er−1,h(x) + y(x)er−1,h(x) + · · ·+ y(x)r−1e0,h(x).
THE SHAPE OF UNLABELED ROOTED RANDOM TREES 25
If we use the known estimates γ
[1]
r,h(x) = O (1), γ
[2]
r,h(x) = O (h), and γ
[3]
r,h(x) = O
(
h2
)
which gives
dr,h = O
(
h2
)
and the initial condition
γ
[4]
0,h(x) = 12γ
[2]
h (x) + 8γ
[3]
h (x) + γ
[4]
h (x) = O
(
h2
1− |y(x)|
)
we obtain
γ
[4]
r,h(x) = O
(
h2
1− |y(x)|
)
.
This completes the proof of Lemma 11. 
The proof of (52) is now immediate. As already noted this implies (51) and proves Theorem 5.
7. The Height – Proof of Theorem 2
Let y
(k)
n denote the number of trees with n nodes and height less than k. Then the generating
function yk(x) =
∑
n≥1 y
(k)
n xn satisfies the recurrence relation
y0(x) = 0
yk+1(x) = x exp

∑
i≥1
yk(x
i)
i

 , k ≥ 0.
Obviously yk(x) = yk(x, 0) where the function on the right-hand side is the generating function
of (10) which we used to analyze the profile in the previous sections. So wk and Σk could be
defined accordingly. However, the proof given here relies heavily on the seminal work of Flajolet
and Odlyzko [20] on the height of binary trees. Therefore, to be in accordance with the notation
used there, we work with the opposite sign and set
ek(x) = y(x)− yk(x),
that is ek(x) = −wk(x, 0). Then ek satisfies the recurrence
(76) ek+1(x) = y(x)
(
1− e−ek(x)−Ek(x)
)
,
where
(77) Ek(x) =
∑
i≥2
ek(x
i)
i
= −Σk(x, 0).
The function ek(x) is the generating function for the number of trees with height at least k.
The proof of Theorem 2 follows the same principles as the proof of the corresponding properties
of the height of Galton-Watson trees (see [20, 19]). However, the term Ek(x) needs some additional
considerations.
Proposition 2. If ek(x) satisfies
(78) ek(x) =
y(x)k
1
2
1−y(x)k
1−y(x) +O
(
min
{
log k, log 11−|y(x)|
}) .
for x ∈ ∆ε, then Theorem 2 follows.
Proof: Since ek(x) is bounded in ∆ \ ∆ε, only the local behaviour near x = ρ determines the
asymptotic height of Po´lya trees. The shape (78) of ek(x) precisely matches that of the corre-
sponding quantity for simply generated trees. Flajolet and Odlyzko showed that (78) implies (6),
see [20, p. 204] where this argument was used to derive the average height as well as the other
moments of the height of simply generated trees. 
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Proposition 3. Suppose that for x ∈ ∆ε the estimate
(79)
|Ek(x)|
|ek(x)|2 = O(L
k)
holds for some L < 1 and that
(80) |ek(x)y(x)k| = O (1/k) .
Then we have (78) for x ∈ ∆ε.
Proof: Equation (76) can be rewritten to (omitting the argument x)
ek+1 = yek
(
1− ek
2
+O
(
e2k +
Ek
ek
))
,
resp. to
y
ek+1
=
1
ek
+
1
2
+O
(
ek +
Ek
e2k
)
.
This leads to the representation
(81)
yk
ek
=
1
e0
+
1
2
1− yk
1− y +O
(∑
ℓ<k
|eℓyℓ|
)
+O
(∑
ℓ<k
|Eℓ|
|e2ℓ |
|yℓ|
)
.
Recall that e0 = y(x). By (79) and
1
|y(x)| = O (1) (for x ∈ ∆ε), a consequence of Lemma 1, this
implies
(82) ek =
yk
1
2
1−yk
1−y +O
(∑
ℓ<k |eℓyℓ|
)
+O(1)
and (80) yields (78) after all. 
Remark. Note that the proof above does not make explicit use of the domain of x. Thus the
implication of Proposition 3 is still true if we write, for instance, 0 ≤ x ≤ ρ instead of x ∈ ∆ε in
(78), (79), and (80). We remark that we will use such modifications of Proposition 3 in the sequel,
though we do not state several almost identical propositions differing only in the domain of x.
Note that (81) and (78) can be made more precise. Set
Sk =
e2k
(
e−Ek − 1)
(eek − 1) (1− e−ek−Ek) ,
and define a function h(v) by
v
1− e−v = 1 +
v
2
+ v2h(v).
Then the recurrence ek+1 = y(1− e−ek−Ek) rewrites to
y
ek+1
=
1
ek
+
1
2
+ ekh(ek) +
Sk
e2k
and leads to the explicit representations
(83)
yk
ek
=
1
e0
+
1
2
1− yk
1− y +
∑
ℓ<k
eℓh(eℓ)y
ℓ +
∑
ℓ<k
Sℓ
e2ℓ
yℓ
and
(84) ek =
yk
1
e0
+ 12
1−yk
1−y +
∑
ℓ<k eℓh(eℓ)y
ℓ +
∑
ℓ<k
Sℓ
e2ℓ
yℓ
.
This formula is a refinement of (78) since it makes the error term explicit. We will use it in the
sequel.
Furthermore, note that if we just assume ek → 0 and Ek = o(ek) as k →∞, then
(85) Sk ∼ −Ek and h(ek) = O (1)
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We start our precise analysis with an a priori bound for ek(x). The next step is proving (78)
for 0 ≤ x ≤ ρ. Then we will, little by little, enlarge the allowed domain for x and arrive finally at
Proposition 3 as stated above.
Lemma 12. Let |x| ≤ ρ. Then there is a C > 0 such that
|ek(x)| ≤ C√
k
∣∣∣∣xρ
∣∣∣∣
k
.
Proof: Obviously, we have
|ek(x)| =
∑
n>k
(yn − y(k)n )|x|n ≤
∑
n>k
yn|x|n.
The assertion follows now from yn ∼ cρ−nn−3/2 for some constant c > 0. 
Lemma 12 applies to Ek(x).
Corollary 3. Suppose that |x| < √ρ. Then there exists a constant C0 > 0 with
|Ek(x)| ≤ C0√
k
∣∣∣∣x2ρ
∣∣∣∣
k
.
Remark. Observe that in the definition of Ek(x), Equation (77), the arguments in the sum are
raised to a power of at least 2. Therefore Ek(x) is an analytic function in the domain |x| < √ρ
and not only in the smaller domain |x| ≤ ρ.
The next lemma shows that ek(x) behaves as expected if x is on the positive real axis.
Lemma 13. Suppose that 0 ≤ x ≤ ρ is real. Then (78) holds in this domain for x.
Remark. As remarked before, we will show a weaker version of (78). During the proof we will make
use of the analogous weaker versions of (79) and (80). Therefore, in the following proof a reference
to one of these formulas means the referred formula, but for 0 ≤ x ≤ ρ and not for x ∈ ∆ε.
Proof: Let e˜k(x) be defined by e˜0(x) = y(x) and by e˜k+1(x) = y(x)(1− e−e˜k(x)) (for k ≥ 0). Then
e˜k(x) is precisely the analogue of ek for Cayley trees, a class of simply generated trees (preceisely:
the class of labelled rooted trees). So e˜k(x) behaves like (78) in ∆.
However, if 0 ≤ x ≤ ρ then we obtain by induction that ek(x) ≥ e˜k(x). Hence, by combining
(78) with the upper bound from Lemma 12 we have
Ek(x)
ek(x)2
≤ Ek(x)
e˜k(x)2
= O(Lk)
for some L with 0 < L < 1. Thus (79) is satisfied.
In order to show the second assumption (80) of Proposition 3 note that by Lemma 12 ek(x)
is even exponentially small for x < ρ. For the case x = ρ observe that (79) in conjunction with
Lemma 12 guarantee (85). Applying this to (84) implies
ek(x) =
y(x)k
1
2
1−y(x)k
1−y(x) +O
(√
k
) .
This equation yields
(86) ek(ρ) ∼ 2
k
and completes the proof. 
The analysis of ek(x) for complex x with |x| ≤ ρ is not too difficult. The next two lemmas
consider the case |x| ≤ ρ and |x− ρ| ≤ ε and the case |x| ≤ ρ− ε.
Lemma 14. There exists ε > 0 such that (78) holds for all x with |x| ≤ ρ and |x− ρ| ≤ ε.
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Proof: First recall that |ek(x)| ≤ C/
√
k and |y(x)| < 1 for x 6= ρ. Moreover, in the proof of the
previous lemma we showed ek(ρ) ∼ 2/k. Hence (80) is satisfied.
Suppose that we can show that |Ek/e2k| ≤ 1 or, equivalently, |Ek/ek| ≤ |ek| ≤ C/
√
k. Then it
follows that
|ek+1| = |y| |ek|
∣∣∣∣1− e−ek−Ekek
∣∣∣∣
= |y| |ek|
(
1 +
Ek
ek
+O
(
(ek + Ek)
2
ek
))
≥ |y| |ek| 1− C1|ek|
≥ |y| |ek|e−C2k
−1/2
.(87)
where C1, C2 are suitable constants.
Now we choose k0 sufficiently large such that
e−2C2
√
k ≤ 1
k
and C0ρ
k/2e4C2
√
k ≤ 1
hold for all k ≥ k0. By continuity, (86) implies the existence of an ε > 0 with |ek0(x)| ≥ 1k0 and
|y(x)| ≥ ρ1/4 for |x| ≤ ρ and |x− ρ| ≤ ε. These assumptions imply
|ek0(x)| ≥
1
k0
≥ e−2C2
√
k0 ≥ |y(x)|k0e−2C2
√
k0
and by Corollary 3 (since |x| ≤ ρ < √ρ this is applicable)
|Ek0 |
|e2k0 |
≤ C0ρk0 |y|−2k0e4C2
√
k0 ≤ C0ρk0/2e4C2
√
k0 ≤ 1.
The goal is to show by induction that for k ≥ k0 and for |x| ≤ ρ and |x− ρ| ≤ ε
(88) |ek| ≥ |y|ke−3C2
√
k and
∣∣∣∣Eke2k
∣∣∣∣ ≤ 1.
Assume that (88) is satisfied for k = k0. Now suppose that (88) holds for some k ≥ k0. Then (87)
implies
|ek+1| ≥ |y| |ek|e−C2k
−1/2
≥ |y|k+1e−3C2
√
ke−C2k
−1/2
≥ |y|k+1e−3C2
√
k+1.
Furthermore
|Ek+1|
|e2k+1|
≤ C0ρk+1|y|−2k−2e4C2
√
k+1 ≤ C0ρ(k+1)/2e4C2
√
k+1 ≤ 1.
Hence, we have proved (88) for all k ≥ k0.
In the last step of the induction proof we also obtained the upper bound
|Ek|
|e2k|
≤ C0ρk/2e4C2
√
k
which is sufficient to obtain the asymptotic representation (78). 
Lemma 15. Suppose that |x| ≤ ρ− ε for some ε > 0. Then we have uniformly
(89) ek(x) = Ck(x)y(x)
k = (C(x) + o(1))y(x)k
for some analytic function C(x). Consequently we have uniformly for |x| ≤ √ρ− ε
(90) Ek(x) = C˜k(x)y(x
2)k = (C˜(x) + o(1))y(x2)k
with an analytic function C˜(x).
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Proof: If |x| ≤ ρ− ε then by Lemma 12 we have |ek(x)| ≤ ek(ρ − ε) = O
((
1− ερ
)k)
. Thus, we
can replace the upper bound |ek(x)| ≤ C/
√
k in the proof of Lemma 14 by an exponential bound
which leads to a lower bound for ek(x) of the form
|ek(x)| ≥ c0|y(x)|k.
Hence, by using (84) the result follows with straightforward calculations.
In order to show the second assertion we start from (77) and insert (89). Then we obtain
Ek(x) =
C(x2) + o(1)
2
y(x2)k +
∑
i≥3
(C(xi) + o(1))y(xi)k
i
=

C(x2)
2
+
∑
i≥3
(C(xi) + o(1))y(xi)k
iy(x2)
+ o(1)

 y(x2).(91)
Since C(x) is analytic, it is bounded in the compact interval [0, ρ− ε]. Furthermore, observe that
using the bound from Lemma 1 it is easy to see that the series in (91) is uniformly convergent.
Hence the representation (90) follows. 
The disadvantage of the previous two lemmas is that they only work for |x| ≤ ρ. In order to
obtain some progress for |x| > ρ fix a constant C > 0 such that∣∣∣e−Ek(x) − 1∣∣∣ ≤ C√
k
( |x|2
ρ
)k
for all k ≥ 1 and for all |x| ≤ √ρ.
Lemma 16. Let x ∈ ∆ and suppose that there exist real numbers D1 and D2 with 0 < D1, D2 < 1
and some integer K ≥ 1 with
(92) |eK(x)| < D1, |y(x)|e
D1 − 1
D1
< D2, D1D2 + e
D1
C√
K
( |x|2
ρ
)K
< D1.
Then we have |ek(x)| < D1 for all k ≥ K and
ek(x) = O(y(x)
k)
as k →∞, where the implicit constant might depend on x.
Remark. Note that the second inequality in (92) implies |y(x)| < 1 and thus an exponential decay
of ek(x). Hence, in particular, the assumptions of this lemma imply that (80) holds.
Proof: By definition we have eK+1 = y(1−e−eK−EK ). Hence, if we write e−Ek = 1+Rk we obtain
|eK+1| ≤ |eK | |y|e
|eK| − 1
|eK | + e
|eK |RK .
If (92) is satisfied then it follows that
|eK+1| ≤ D1D2 + eD1 C√
K
( |x|2
ρ
)K
< D1.
Now we can proceed by induction and obtain |ek| < D1 for all k ≥ K. Note that D2 < 1 and since
x ∈ ∆ we have |x| ≤ ρ+ ε, Corollary 3 implies
|Ek(x)| ≤ C0√
k
∣∣∣∣ (ρ+ ε)2ρ
∣∣∣∣
k
< (ρ+ 3ε)k.
Moreover, Rk = e
−Ek − 1 = O (|Ek|) and hence
∑
kRk = O(1). Thus we have
ek = O(D
k
2 ).
If we set ak = y(1− e−ek)/ek and bk = −ye−ekRk we obtain the recurrence
ek+1 = ekak + bk
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with an explicit solution of the form
ek = eK
∏
K≤i<k
ai +
∑
K≤j<k
bj
∏
j<i<k
ai.
Since ek = O(D
k
2 ), we have ∏
j<i<k
ai = O
(
y(x)k−j
)
and hence by Corollary 3
bj
∏
j<i<k
ai = O
(
y(x)k−j |x2/ρ|j) = O (y(x)kLj)
for some L with 0 < L < 1. Hence,
(93) ek = O
(
eKy(x)
k−K)+O (y(x)kLK) = O (y(x)k) .

Recall that ek(x)→ 0 for |x| ≤ ρ. Using Lemma 16 we deduce that ek → 0 in a certain region
that extends the circle |x| ≤ ρ.
Lemma 17. For every ε > 0 there exists δ > 0 such that ek(x) → 0 at an exponential rate, if
|x| ≤ ρ+ δ and |x− ρ| ≥ ε.
Proof: If we show that Lemma 16 is applicable, then we are done. First observe that since the
assumption on x implies |y(x)| < 1, for sufficiently small D1 there exist D2 < 1 and K (sufficiently
large) such that the second and third inequality if (92) hold. Next note that |eK(x)| ≤ eK(ρ) for
|x| ≤ ρ and thus |eK(x)| ≤ 2eK(ρ) by continuity. By (86) we have eK(ρ) ∼ 2K we can make |eK(x)|
arbitrarily small and the proof is complete. 
Now we turn to the most important range, namely for x ∈ ∆ and |x− ρ| ≤ ε.
Lemma 18. There exists ε > 0 and a constant c1 > 0 such that for all x ∈ ∆ε the conditions
(92) are satisfied for
k = K(x) =
⌊
c1
| arg(y(x))|
⌋
and properly chosen real numbers D1, D2. Consequently, ek(x)→ 0 at exponential rate.
Proof: Suppose that arg(x) and arg(y(x)) are positive and that K(x) =
⌊c1/| arg(y(x))|⌋, where c1 = arccos(1/4) − ε1 and ε1 > 0 is arbitrarily small. Note that
K(x) can be made as large as we desire, since y(x) ∼ 1 and therefore arg(y(x)) is small for small
ε.
Now fix an integer k0 and ε small enough to guarantee k0 < K(x). Moreover, fix two small
positive real numbers ε2 and ε3. First we will prove by induction that for k0 ≤ k ≤ K(x) we have
(for sufficiently small ε)
|ek(x)| ≤ ε2,(94)
arg(ek(x)) ≤ k arg(y(x)) + ε3,(95)
|ek(x)| ≤ c |y(x)|
k
k
for some c > 0.(96)
The first step of the induction proof is to show (94). Observe that due to the choice of c1 and
formula (95) of the induction hypothesis we have
(97) 0 < arg(ek(x)) < arccos(1/4).
This implies |ek+1| ≤ |ek|+ |Ek| and consequently, by the second statement of Lemma 15 and the
property ek0(ρ) ∼ c/k0 (compare with (86)) it follows that
(98) |ek(x)| ≤ |ek0 |+
∑
k0≤ℓ<k
|Eℓ| < ε2
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provided that k0 is chosen sufficiently large.
Next we show (95). We start with (76) and obtain
ek+1 = y(x)ek
(
1− e−ek
ek
+O
(
Ek
ek
))
= y(x)ek
(
1− ek
2
+O
(
e2k
)
+O
(
Ek
ek
))
.(99)
Note that by (94) the first of the two error terms is much smaller than ek. In order to estimate
the second error term, note that by the second statement of Lemma 15 we know Ek(x) = (C˜(x)+
o(1))y(x2)k. Combining this with (94) we obtain∣∣∣∣Ekek
∣∣∣∣ = O
(∣∣∣∣ky(x2)ky(x)k
∣∣∣∣
)
= O
(
Lk
)
with some 0 < L < 1. Since |y(x2)/y(x)| < ρ (a consequence of the convexity of y(x) on the
positive real line) whereas |y(x)| ∼ ρ, we can have L < |y(x)| provided that ε is small enough. But
this together with (96) implies that also the second error term in (99) is small in comparison to
ek. Hence (97) implies that the argument of the last factor in (99) is negative. Thus we conclude
arg(ek+1(x)) ≤ arg(y(x)) + arg(ek)
≤ (k − k0 + 1) arg(y(x)) + arg(ek0(x))
≤ k arg(y(x)) + ε3
where the last inequality follows the fact that by ek0(ρ) ∼ c/k0 (compare with (86)) and continuity
we can always achieve | arg(ek0(x))| < ε3.
The third step is to prove the lower bound (96) for ek(x) for k0 ≤ k ≤ K(x). of the form
|ek(x)| ≥ c|y(x)|k/k for some c > 0. By Lemma 15 Ek(x) = (C˜(x) + o(1))y(x2)k behaves nicely, if
|x−ρ| ≤ ε. Suppose that |x| ≥ ρ and x ∈ ∆ε. Since arg(y(x2)) is of order arg(y(x))2 we deduce that
arg(Ek(x)) = O(arg(y(x))) for k0 ≤ k ≤ K(x). In particular, it follows that (for k0 ≤ k ≤ K(x))
|ek+1(x)| =
∣∣∣y(x)(1− e−ek(x)−Ek(x))∣∣∣ ≥ |y(x)|(1 − e−|ek(x)|).
Treating the nonlinear recurrence ak+1 = 1− e−ak with the methods of de Bruijn [7, p. 156], it is
possible to show inductively that ak ∼ ck and thus |ek(x)| ≥ c|y(x)|k/k for some c > 0.
The last task is to find D1 and D2 such that the conditions (92) are satisfied for k = K(x). In
order to do this, we first show that in the formula
(100) ek =
yk−k0
1
ek0
+ 12
1−yk−k0
1−y +
∑
k0≤ℓ<k eℓh(eℓ)y
ℓ +
∑
k0≤ℓ<k
Sℓ
e2ℓ
yℓ
,
where k0 is fixed, the second term in the denominator dominates. Since k0 is fixed, the first term
is bounded. For estimating the third term note that by (98) the terms in the sum can be made
arbitrarily small if k0 is chosen sufficiently large. Finally, due to the already obtained bounds
|ek(x)| ≥ c|y(x)|k/k, Ek(x) = O(y(x2)k), and the property Sℓ ∼ −Eℓ the last term satisfies∑
k0≤ℓ<k
Sℓ
e2ℓ
yℓ = O(1)
and therefore it does not contribute to the main term, either. Summing up we have
|ek| ≤ |y|
k−k0∣∣∣12 1−yk−k01−y ∣∣∣ (1 + ε4)
for an arbitrarily small ε4 > 0.
We set arg(ρ− x) = θ, where we assume that θ ∈ [−π2 − ε5, π2 + ε5] (for some ε5 > 0 that has
to be sufficiently small), and r = b|ρ − x|1/2, where b is the constant appearing in (4). Then we
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have
|y| = 1− r cos θ
2
+O(r2),
log |y| = −r cos θ
2
+O(r2),
arg(y) = −r sin θ
2
+O(r2).
Hence with k = K(x) = ⌊c1/| arg(y)|⌋ we have
|yk−k0 | ∼ e−c1 cot(θ/2)+O(r2) ≤ e−c1 cot(π4+ ε52 )+O(r2) ≤ e−c1(1− ε6)
for some arbitrarily small ε6 > 0 (depending on ε5). Consequently
|ek| < D1 := 2 e
− arccos(1/4)
1− e− arccos(1/4) r(1 + ε7) = c
′r,
where ε7 > 0 can be chosen arbitrarily small. Moreover
|y| = 1− r cos θ
2
+O(r2) ≤ 1− r√
2
(1− ε8)
for some (small) ε8 > 0 and consequently
|y|e
D1 − 1
D1
= 1−
(
1√
2
− e
− arccos(1/4)
1− e− arccos(1/4)
)
r(1 − ε9) +O(r2).
Thus, we are led to set
D2 := 1− 1
2
(
1√
2
− e
− arccos(1/4)
1− e− arccos(1/4)
)
r = 1− c′′r
and the first two conditions of (92) are satisfied if r is sufficiently small. Since D1−D1D2 = c′c′′r2
we just have to check whether
eD1
C√
k
∣∣∣∣x2ρ
∣∣∣∣
k
< c′c′′r2.
However, since k = K(x) ≥ c1
√
2 r−1 the left hand side of this inequality is definitely smaller than
c′c′′r2 if r is sufficiently small. Hence all conditions of (92) are satisfied for k = K(x). 
Lemma 19. There exists ε > 0 such that (78) holds for all x with x ∈ ∆ε with |x| ≥ ρ.
Proof: We recall that the properties ek = O(1/k) and (79) imply (78). By Lemma 18 we already
know that the first condition holds. Furthermore, we have upper bounds for Ek (see Lemma 15).
Hence, it remains to provide proper lower bounds for ek.
Since we already know that ek → 0 and |Ek| = O(Lk) (for some L < 1), the recurrence (76)
implies
|ek+1| ≥ (1− δ) (|ek| − |Ek|)
for some δ > 0 provided that x ∈ ∆ and |x − ρ| < ε. Without loss of generality we can assume
that L < (1− δ)2. Hence
|ek| ≥ (1− δ)k −
∑
ℓ<k
|Eℓ|(1− δ)k−ℓ ≥ c0(1− δ)k
for some constant c0 > 0. Consequently∣∣∣∣Eke2k
∣∣∣∣ = O
((
L
(1− δ)2
)k)
.
As noted above, this upper bound is sufficient to deduce (78). 
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