Abstract-The paper proposes an artificial neural network (ANN)-based strategy for identification of reduced-order dynamic equivalents of power systems. This large-signal model is formulated in continuous-time and is therefore compatible with standard models of power system components. In a departure from previous works on the subject, we do not postulate a particular model structure for the equivalent, hence the label nonparametric. The approach uses only measurements at points where internal (retained) and external (reduced) systems are interfaced, and requires no knowledge of parameters and topology of the external subsystem. The procedure consists of two conceptual steps: 1) the first ("bottleneck") ANN is used to extract "states" of the reduced-order equivalent; and 2) the second (recurrent) ANN is embedded in an ordinary differential equations (ODEs) solver, and trained to approximate the "right-hand side," using the states extracted at the first step. We also describe an extension in which a third ANN is used to synthesize missing interface measurements from a historical database of system responses to various disturbances. We illustrate the capabilities of the approach on a multimachine benchmark example derived from the WSCC system. Index Terms-Neural networks, nonlinear differential equations, power systems, reduced order systems.
I. INTRODUCTION

I
NTERCONNECTED power systems are complex because of their large size, component nonlinearity and operational uncertainty. They exhibit complicated dynamic behavior, especially when subjected to disturbances like line outages and sudden load changes. The number of components with important dynamic behavior is increasing, as new types of sources (e.g., distributed generation), loads (e.g., adjustable speed drives) and power electronic converters (e.g., FACTS) are added to the system [1] . At the same time, various environmental and other societal concerns preclude major new construction, ensuring that parts of future power systems are likely to be more stressed than in the past. All these factors point toward an increased importance of dynamic analyzes.
Dynamic models of interconnected power systems are very large, with sizes well into thousands of state variables. Analytical problems are exacerbated by uncertainties in system parameters and component connections. Model reduction may be recommended (when portions of networks are highly uncertain (e.g., models of distant utilities in interconnected power systems), or required (e.g., in controller design, where available synthesis tools can handle models of smaller size, or in real-time applications when sensing and computational resources are limited). The basic hypothesis behind the idea of reducing the system size by deriving an equivalent for the less important parts is that physical phenomena under study have dimensions significantly lower than the agglomeration of ambient coordinate systems of original component models.
The literature on power system equivalencing is rich, and we only list references that are directly relevant for our development. Classical dynamic equivalents for large power systems are typically based on models of specific components, usually synchronous generators. Steps in classical equivalencing typically consist of coherency identification, aggregation, and mathematical optimization, and lead to an equivalent with prescribed dimensions and structure [2] - [8] .
Most classical approaches (with a notable exception in [2] ) require a complete input parameter set. The size of this data collection may preclude simple tuning and bad data detection because of overparametrization (i.e., available measurements may be insufficient to reliably identify all the model parameters [9] , [10] ).
An alternative, introduced in [2] , is to directly derive the equivalent from measurements at points connecting the retained subsystem with the remainder that will be reduced. The key issues are the parametrization of the target model and the quality of available signals. [2] selects a linearized generator model for the purpose, and uses expected natural system fluctuations for parameter identification. With the benefit of almost three more decades of technological advances, we aim to identify a large-signal equivalent that will be useful for study of large disturbances in the retained system (such as short circuits and line outages). Once identified, such equivalents can be used in transient simulations and in other analysis and control design procedures. We use aritifical neural network (ANN) as function approximators in a structure that guarantees that the overall model is expressed in continuous-time so it is compatible with standard transient stability formulations. While our ANNs are described with sets of parameters ("biases" and "weights"), they inherit all the flexibility of multilayer networks, such as the ability to approximate all memoryless nonlinearities of practical interest [11] . Thus, our equivalent is nonparametric in the sense that we do not postulate any fixed dynamic model in advance. At the same time, our equivalent can be used together with a classical equivalent in two ways: 1) it is possible to "hard-wire" part of our equivalent using any of the classical model structures ("gray box" formulation), and 2) it is possible to use both classes of equivalents simultaneously with a retained system model (hybrid setup).
Our equivalencing procedure consists of two conceptual steps. At the first stage, one ANN (of a special, "bottleneck" type) is used to extract estimates about "states" of the reduced order equivalent; at the second stage, another (recurrent) ANN is embedded in an ordinary differential equation (ODE) solver structure, and trained to approximate the "right-hand side" of a continuous-time system whose states were extracted at the first step. Discrete-time ANN-based models are more common in power systems, and they may provide good long-term time series prediction [12] . An important difference between standard discrete and continuous models is that the nature of attracting sets, and their stability properties in particular, may differ. In smooth continuous-time systems every point in the phase space has a unique pre-image (i.e., it comes from a single point that can be determined by integrating the ODE backward in time). Discrete dynamical systems, on the other hand, are not necessarily uniquely invertible; in particular, discrete-time ANNs are typically noninvertible [13] . Such ANNs may predict spurious transients and have attractors that are impossible for continuous-time systems. If necessary, our equivalent can also be used in studies in which some waveforms at the interface of the retained and reduced subsystems are missing. In that case, the analyst may try to use the description of the disturbance and historical database to (approximately) synthesize the corresponding waveforms, and then feed them into the equivalent. A third ANN, denoted here as the estimation network, is used for that purpose.
The rest of the paper is organized as follows-the problem formulation is given in Section II, followed in Section III by the description of the bottleneck ANN that is used for states reduction. The recurrent ANN used for dynamic state prediction is treated in Section IV, and the estimation ANN (useful when measurements are unavailable) is described in Section V. The application of the procedure to the WSCC model is outlined in Section VI, followed by conclusions in Section VII.
II. PROBLEM FORMULATION AND SOLUTION APPROACH
Consider a power system from Fig. 1 in which subsystem 1 is to be retained in detail for further analysis and the remainder (subsystem 2) is to be reduced.
After reduction is performed in subsystem 2, subsystem 1 (including boundary measurement points) from Fig. 1 can be described by a set of differential-algebraic equations (DAEs), composed of three parts (state differential equations, component algebraic equations like generator stator equations, and static network load flow equations, respectively), symbolically written as [14] :
while "coupling" equations at the interface connecting the reduced state in subsystem 2
, and voltage and current measurements at interconnections (implicitly including both the differential and the algebraic part of subsystem model) are (1)); , , , elements of the retained subsystem 1 network admittance matrix (our reduction process affects only the entry , which is obtained by omitting from the same entry before the reduction all branches linking the interconnection nodes with subsystem 2); " " the symbol for a variable in the reduced subsystem. The main condition for valid model reduction is that the measured values in interconnections remain the same (3) We are using the standard balanced three phase phasor formulation here, so at each port (corresponding to a connection (e.g., a line between the two subsystems) we have to specify a two-dimensional real (or a single complex) excitation input and a two-dimensional response. In our case, magnitudes of the voltage and current serve as the variables whose dynamics are predicted by the equivalent, and the corresponding angles are obtained from (1) . Other quantities like real and reactive power, or complex phasors of voltage or current, can be used in the same manner.
The dimension of the reduced order state (equal to ) is expected to be much lower than the dimension of the full state , while they are (approximately) equivalent in terms of their influence on the interface variables. The equivalent model contains two main parts: 1) two algebraic relationships: interface-to-state [mapping part, (2a)] and state-to-interface [demapping part, (2b)]; and 2) a differential equation describing the time evolution of the reduced state . Then, the (1)- (3) completely specify the system model for disturbances in the retained subsystem 1.
Two different ANNs will generate the two parts of the equivalent. If the demapping function (2b) is immediately followed by the mapping function (2a), the overall transformation is a simple identity map. This leads us to a special ("bottleneck" or "hourglass") ANN structure; each of the functions can be identified by a 3-layer network (with one layer of nonlinear neurons [11] ) to guarantee a good approximation of the possibly nonlinear function. However, the estimated reduced-order state , which is the output of the mapping (2a), is at the same time the input of the demapping (2b), so the two layers can be fused together, resulting in a five-layer structure denoted as the bottleneck ANN. The same structure is denoted in the literature as Nonlinear Principal Components (NLPC) network [15] , [16] . Next, given the time-series of the reduced-order state , another ANN (recurrent ANN in our case) is used to approximate the vector field ("right-hand side" or function defined later in (7)) of the corresponding system of differential equations.
The scenario for use of our equivalent is outlined in Fig. 2 . Following a change in the (retained) system, on-line measurements ("initial data segment" block) initialize the two ANNs ("bottleneck and recurrent ANN interaction" block), and their outputs are used to predict system behavior. If the equivalent is used in a transient simulation environment, the shaded block solves (2a)-(2c) at each time step (say ), and then, from interface variables through map , generates which is passed through the recurrent ANN to produce . This signal is next passed through the map to produce interface variables at time , and (2) are solved again, and so on, until complete waveforms are produced and passed to the "Predicted system behavior" block. A third ANN can be used to approximately synthesize missing on-line interface measurements from a historical database of system responses to various disturbances (dashed lines in Fig. 2) .
After a cycle of use of our equivalent is complete, if the just-used set of interface measurements is sufficiently different from previous training signals, then it will be used for update of the training database ("Training database" block). The training stage is denoted with double traces in Fig. 2 . 
III. BOTTLENECK ANN FOR STATE REDUCTION
The two-stage (mapping and demapping) structure is the key feature of the ANN that is used for extraction of state information for interface measurements. Several types of neural networks (fused in the midsection that produces state estimates) can be used [11] . However, since each stage has to be able to approximate nonlinear functions, some simple networks like perceptrons are excluded. In our model we assume that information about phasor quantities (e.g., rms values of voltages and currents) are available.
In our five-layer feed-forward bottleneck ANN, the intermediate (bottleneck), input and output layers are composed of neurons with linear activation function (symbol " " on Fig. 3 ). The hidden layers above and below the bottleneck layer mapping (2a) and demapping (2b) are composed of neurons with nonlinear (sigmoid) activation function (symbol " " in Fig. 3) .
The training set consists of training measurements (with time points), described by a parameter vector for network disturbance (see Section V for details). For a -dimensional bottleneck ANN input/output (determined by number of training measurements in the boundary points), we construct -dimensional identical input and output training patterns, by sliding forward a time window along the voltage and current measurements. The time interval separating two consecutive training points will become the time step for time-dependence identification of reduced-order state
In an ideally trained network, -th bottleneck input and output would be equal; in practice, we try to reduce the discrepancy between the two below some threshold . One useful convergence criterion is the mean square error (MSE) (4) After the convergence of the bottleneck ANN, the outputs from neurons in the middle layer comprise the vector of states in the reduced-order subsystem 2, ordered as (5) where is the state dimension of the dynamic equivalent. Together with the network parameters, it determines the overall size of the equivalent. This is an important topic in both classical and ANN-based equivalents, and it is our next issue.
The selection of network size is a balancing task involving variability in input data, acceptable approximation error, and training time. If the input data are very disparate, it will take a fairly large equivalent (and long training) to achieve a reasonably low MSE (4). On the other hand, if the network is too big for the input data, the identified state vector will no longer have the property of minimality (i.e., its components will be strongly correlated). In the language of ANNs, such a network will overfit or "memorize" the data (i.e., it will match inevitable stochastic variations in the data instead of just capturing the underlying trends).
To make analysis quantitative, we use objective functions to express the trade-off between fitting accuracy and number of adjustable parameters: the final prediction error (FPE) and information theoretic criterion (AIC), defined as [15] ( 6) where is the number of bottleneck ANN adjustable parameters (weights and biases), is the number of entries in the input/output data matrix, is an average sum of MSE, and is a number of hidden neurons (we detail the use of these functions in Section VI).
For practical implementation, we form distinct bottleneck ANN structures that correspond to different disturbances and distinct generators (i.e., generators with different parameters or system locations). In general, a different equivalent is necessary whenever relationships (2a)-(2c) are significantly different. The equivalents tend to be robust with respect to variations in operating point and to fault clearing times. This is quite analogous to the classical approach where a particular equivalent is matched to specific operating conditions and the type of disturbance [6] , [7] . Note, however, than one equivalent can serve as a very good starting point for training of the equivalent for a different fault type at the same location, or for another generator in the same general area. Similarly, it may be possible to combine several equivalents into one, for example in the case of similar generators in an area. In this way the size of the input database and of various equivalents remains manageable. The related overhead in terms of computer memory is acceptable today, and the speed of (on-line) calculations for a given fault is not affected. However, the effects on certain uses of the ANN equivalent, such as verification of control design, have to be studied carefully.
IV. RECURRENT ANN FOR SYSTEM ODE PREDICTION
Given time-domain waveforms of states , our next task is to approximately identify the right-hand side of a system of ODE's that generated them. A key feature of our approach is that the continuous-time nature of the underlying model is maintained [17] - [20] . Since all we have available is a set of time-samples, the way to achieve this property is to identify the function embedded in an ODE numerical integrator. We will use an ANN for this purpose, and a number of multi-layer network structures qualify for the role. Both explicit integrators (such as Runge-Kutta) and implicit integrators (such as trapezoidal which we use, or predictor-corrector) can be used for this purpose. The main advantage of the class of implicit procedures in our application is that it is effective for "stiff" differential equations (those with widely different time scales [17] - [19] ), and power system models typically have this property. The use of implicit schemes results in recurrent ANN architectures (see Fig. 4 ) and is derived from a simple trapezoidal rule applied to (2c) and resulting in a recursive integration formula [17] - [19] ( 7) where " " denotes the time-step. In Fig. 4 , and denote training patterns (from the bottleneck layer in the corresponding ANN) for different parameter vectors , and is the time increment. The two shaded boxes in Fig. 4 correspond to the same network evaluated with two different sets of inputs. Since the implicit nature of the recurrent ANN structure necessitates specialized training procedures, we employ a generalization of back-propagation algorithm for ANNs with backward connection [21] .
Recurrent integrators are quite sensitive to small errors. For that reason, we modified the basic idea from [17] - [19] , involving only one input/output point (neuron), to a sliding window consisting of more points (neurons in input/output layers). Number of input and output neurons may differ, as in [22] , where the output window is reduced to a single point. Therefore, at each prediction step only the last point is unknown, while all other data points are available from the previous step. Window structure with more input/output neurons has positive influence on quality of recurrent ANN training as well, since information about the gradient variations in state is additionally spread through the network. We employ linearly increasing weighting in the convergence criterion, so that the accuracy is emphasized for the last point of the window, which is used in the next iterative step. Because of the implicit nature of the scheme, once the network is trained, the prediction is evaluated at each time-step by solving a set of linear equations involving recurrent ANN parameters.
V. ANN FOR ESTIMATION OF MISSING MEASUREMENTS
In the case where some measurement data are missing, it is possible to use the historical database to generate pseudo-measurements, and to try to characterize system transients in an approximate way. While this is not a preferred way of using our equivalent as this simple solution may turn out to be insufficiently accurate, in some cases it may prove unavoidable. Any alternative procedure for replacing the missing measurements could also be easily included in the overall ANN-based equivalent.
If, for example, we focus on three phase faults on one generator in the part of the power system that is being retained, with clearing time , then one possible parameter vector is (8) where and are vectors of voltages and currents at the measurement (interface) points before the disturbance.
A four-layer ANN (Fig. 5 ) is used to generate the pseudomeasurement waveforms. The output layer of this ("estimation") ANN tends to have a large number of neurons, since the measurement data are recorded in a large number of discrete points. Since this is unfavorable from the convergence standpoint, we again use a sliding window to form training patterns. Results of ANN training are functions that connect the parameter vector with measurement vectors and (denoted in Fig. 5 by and , respectively). 
VI. APPLICATION
Our equivalent is intended for on-line application so that, for example, a simulation program implements (1)- (3) for the retained subsystem, and communicates with the equivalent (which is another computer routine) at each time-step to get predictions about the dynamic behavior of the reduced subsystem. Another possible uses of the equivalent involve on-line dynamic state estimation with sparse or missing measurements. Given the dynamic nature of the equivalent, its model (i.e., the bottleneck and recurrent ANNs) needs to be initialized. This initialization phase first uses several time samples (or pseudo-measurements generated by the estimation ANN). Afterwards, the use of the ANN-based equivalent at each time instant consists of three steps: 1) interface variables and the mapping function are used for calculation of the state ; 2) the recurrent ANN is used to predict ; and 3) this prediction together with the demapping function is used to predict interface variables at the next time instant (and these are in turn used for solving (1)-(3) in the retained subsystem at time ). Note that to each configuration of the retained subsystem (pre-fault, fault-on, and one or more post-fault) we assign one set of ANNs (bottleneck, recurrent, estimation). In principle, this allows us to model multiple contingencies; in this paper we focus on single contingencies. Similarly, for any set of measurements, our equivalent extrapolates the response using information encoded in multiple sets of ANNs. It is thus capable of predicting both stable and unstable responses. For illustration purposes, in this paper we study stable but very oscillatory responses.
We will illustrate our procedure on a test model derived from the WSCC system, which is shown schematically in Fig. 6 , with the one-line diagram shown in Fig. 7 (taken from [23] ). The system comprises 46 nodes, 19 generators; the full model is characterized with a 123-dimensional state vector. The equivalent is sought for the case of a three-phase fault (started at 0.5 s) on generator G13 (Area 1, CANAD) . The generator is connected with the boundary node in Area 1 (#21) through a long line and a transformer. We will explore two cases of equivalencing. In the first case only area 7 (ARIZO) is reduced; in the second case areas 2-7 will be reduced. In the first case the interface is over two lines, while in the second case it is over a single line (Fig. 6) .
It turns out that for the operating point of interest the system is stable for fault clearing time less than 0.94 s. For training purposes, five voltage and current measurement waveforms (simulations generated by ETMSP [24] ) are used, corresponding to fault clearing times: 0.60; 0.70; 0.80; 0.90; and 0.94 s (so ). Dimensions of bottleneck ANN input/output training pattern are: number of input neurons (for Case 1), and length of the pattern (fault ANN) and (postfault ANN). For verification purposes, two voltage and current measurement waveforms (fault clearing times 0.65 and 0.75 s) will be used. ANNs were trained with the Levenberg-Marquardt back-propagation algorithm, which is a standard option for the types of networks that we used [11] , [25] .
Case 1. Areas 1-6 Retained, Area 7 Equivalenced: We use a two-stage procedure for determination of the size of the equivalent. On the first (coarse) stage, we determine the number of states of the equivalent using the MSE as the main figure of merit, with the training time as a secondary criterion. On the second (fine-tuning) stage, we determine the number of hidden neurons using the FPE and AIC criteria given in (6) . The actual results of bottleneck ANN training for post-fault model are presented in Table I ; we use the data in Table I mostly for relative comparisons, and absolute values are of little significance (our computer platform is PC Pentium 3, with 900-MHz clock).
Results in Table I suggest that the level of MSE is primarily determined by the number of neurons in the bottleneck layer . While the increase from 2 to 3 leads to a significant improvement, the step from 3 to 4 does not. Furthermore, with the addition of more neurons in the hidden layer, the training times for quickly become excessively long. For that reason, we select for this two-port equivalent (and discontinue filling the Table I ). For a fixed , addition of hidden neurons slowly improves MSE and increases the training time. During the fine-tuning stage, we quantify this tradeoff using FPE and AIC, and, somewhat subjectively, select for further use (the shaded entries in Table I ). A more exact use of FPE and AIC would require that the corresponding MSE be very close numerically, but we do not pursue this here. While the number of bottleneck neurons is most significant for comparison with classical equivalents, the number of hidden units also influences the computational complexity of the ANN-based equivalent.
For illustration, we show results obtained in the verification run with the fault clearing time of 0.65 s. The state vector (obtained in the bottleneck layer), and voltage and current waveforms (obtained in the output layer) are shown in Figs. 8 and  9 , respectively. The time variation of state waveforms in Fig. 8 suggests that a static equivalent would not be appropriate in this case. The recurrent ANN (dashed line) is quite successful in capturing the target waveform (solid line). The waveforms are normalized for numerical purposes and do not have a physical interpretation; such interpretability can be achieved in a "gray box" formulation.
For illustration purposes, we study the same test case with a standard industrial software package DYNRED [26] , and display results in Fig. 9 . (Line 24-44 connects Area 4 (UTAH) with Area 7 (ARIZO).) In all simulations involving DYNRED the area where the disturbances occur is retained, and other areas are equivalenced.
The DYNRED reduction can be accomplished via several options, and we select the following: 1) a three-phase fault at generator terminals in node 13 (area 1, CANAD) starts in 0.5 s; 2) "linear time simulation" option was used as coherency identification method (fault clearing at 0.7 s); 3) "terminal bus" option was used as generator aggregation method; 4) area 7 (ARIZO) is equivalenced in Case 1 (and areas 2-7 in Case 2), and 5) a classical model is used for generator equvalencing (in this example, the use of detailed models leads to unstable operation). We note the similarity in obtained responses, suggesting that both classes of equivalents effectively capture the behavior of the full system (note the very fine scale of the voltage plot). Classical and ANN-based equivalents have different input data requirements (system parameters versus interface waveforms), making each type suitable for different practical circumstances. The sensitivity to pre-disturbance operating point (e.g., pre-fault power flows on interface lines) is an important issue. In this case, the sensitivity is not excessive; even for doubling of line power flows, the waveforms are very similar.
Case 2. Only Area 1 Retained, Areas 2-7 Equivalenced: In this case, the retained subsystem is connected with the equivalenced part through a single line (Fig. 7) . The voltage in Area 1 boundary node 21 and the current flow in interconnection [21] [22] [23] [24] [25] [26] (between Area 1 and Area 2) are shown in Fig. 10 for the fault clearing of 0.75 s (verification set). The largest error for the ANN-based equivalent occurs right after the fault clearing. This is not surprising, since the simulated clearing time is not in the training database. In Fig. 11 we display real and reactive power supplied by G13 (faulted unit); we again note comparable performance of the classical and ANN-based equivalent. As an in- teresting detail we note that our equivalent is actually smaller in this case, as .
VII. DISCUSSION AND CONCLUSIONS
With changes brought about by the deregulation of the electrical energy market, exchange of data among separate (and often competing) units becomes sporadic and even unlikely in the future, making our approach to dynamic equivalents timely. The class of ANN-based equivalents described in this paper can be seamlessly integrated with transient analysis software used in industry today. While our equivalent is distinct from classical procedures, it can work in conjunction with classical equivalents to reduce the effects of uncertainties.
We conclude by quoting from two pioneers of dynamic equivalencing, Podmore and Stanton, who in discussion of [2] "advise against drawing any firm conclusions regarding practical application from simulated results." We hope the ideas presented here, following in the steps of [2] and benefiting from emerging sensing, communication and computing technologies, will lead to practical implementations capable of dealing with very large networks.
