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TWIST INVARIANTS OF GRADED ALGEBRAS
K. R. GOODEARL AND M. T. YAKIMOV
Abstract. We define two invariants for (semiprime right Goldie) algebras, one for
algebras graded by arbitrary abelian groups, which is unchanged under twists by 2-
cocycles on the grading group, and one for Z-graded or Z≥0-filtered algebras. The
first invariant distinguishes quantum algebras which are “truly multiparameter” apart
from ones that are “essentially uniparameter”, meaning cocycle twists of uniparameter
algebras. We prove that both invariants are stable under adjunction of polynomial
variables. Methods for computing these invariants for large families of algebras are
given, including quantum nilpotent algebras and algebras admitting one quantum
cluster, and applications to non-isomorphism theorems are obtained.
1. Introduction
We introduce and investigate two interrelated invariants for graded or filtered alge-
bras. The first concerns algebras A graded by abelian groups Γ, and takes account
of the related algebras obtained by twisting A with respect to 2-cocycles on Γ. The
resulting invariant, which we denote twΓ(A), is a cocycle twist invariant, and helps
to separate algebras which are not twist equivalent. We also apply it to distinguish
between quantum algebras which are basically uniparameter – meaning the scalars in-
volved in commutation relations reduce to powers of a single scalar – and those which
are truly multiparameter, in that their commutation scalars under any cocycle twist do
not form a cyclic group. Our second invariant concerns Z-graded or Z≥0-filtered algebras
A and applies the invariant twΓ to a suitably maximal grading group Γ, obtained as
the character group of a maximal torus in an affine algebraic group of graded or filtered
automorphisms. The resulting invariant, denoted tw(A), is used to help separate alge-
bras which are not isomorphic as Z-graded or Z≥0-filtered algebras, respectively. These
invariants, and a more basic invariant of Alev and Dumas [1] on which they are founded,
are in many circumstances stable under polynomial extensions. Consequently, they al-
low to prove stability results saying that certain algebras cannot be made isomorphic
even after adjoining arbitrarily many polynomial indeterminates.
Our original motivation for these invariants was to attack the question “uniparam-
eter or multiparameter?” for classes of quantum algebras, such as quantum nilpotent
algebras. We do so by adapting an invariant that was originally introduced by Alev and
Dumas in [1] to tell quantum affine spaces and their division rings of fractions apart. We
put their invariant into the following context: For any semiprime right Goldie algebra
A, we define AD(A) to be the intersection of K∗ with the commutator subgroup of the
group of units of the right Goldie quotient ring FractA. If, additionally, A is graded by
an abelian group Γ, we define the “Γ-twist invariant” twΓ(A) to be the intersection of the
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AD-invariants of all cocycle twists of A. For instance, consider a quantum affine space
A = Oq(Kn), for some multiplicatively skew-symmetric matrix q = (qij) ⊆Mn(K∗). In
this case, AD(A) is the subgroup of K∗ generated by all qij [1, Proposition 3.9]. However,
when A is given its natural Zn-grading, twZn(A) is the trivial group, due to the fact
that A can be written as a cocycle twist of a commutative polynomial ring. This is an
extreme case, since quantum affine spaces and their graded subalgebras are essentially
the only quantum algebras that can be obtained from commutative algebras via cocycle
twists. In the case of multiparameter quantum matrix algebras A = Oλ,p(Mn(K)), the
invariant AD(A) again records all the relevant commutation scalars (λ and the entries
of p) whereas twΓ(A) is the cyclic group generated by λ (assuming A is graded by
Γ = Z2n in the natural way); see Example 5.8. On the other hand, the multiparameter
quantized Weyl algebras A = AQ,Pn (K) are typically truly multiparameter: with respect
to the natural Zn-grading, twZn(A) is the group generated by the entries of the vector
Q (Example 4.7).
From the perspective of Z-graded algebras, the twist invariant may not provide a lot of
new information, due to the paucity of “new commutators” when twisting by a cocycle on
Z – in particular, multiplicative commutators of homogeneous elements do not change
under cocycle twists in this setting. However, there are many algebras for which Z-
gradings can be extended to larger grading groups. We develop a procedure for obtaining
gradings by abelian groups which are maximal in a suitable sense. Specifically, if an
algebra A is affine (finitely generated as an algebra) and has a locally finite dimensional
Z-grading, the group of graded algebra automorphisms of A has a natural structure
of affine algebraic group, and A receives a grading from the character group X(H) of
any maximal torus H of AutgrA. We define the “general twist invariant” of A to be
tw(A) = twX(H)(A) which, as we observe, is independent of the choice of H (Lemma
6.5). A similar procedure allows to define tw(A) for algebras A equipped with a locally
finite dimensional Z≥0-filtration, and this coincides with the previous definition if A is
Z-graded and the filtration is the natural one associated with the Z-grading (Lemma
6.9).
We prove that tw is unchanged in the passage from a Z-graded algebra A to a
polynomial ring A[x], where the grading on A is extended to A[x] so that x is ho-
mogeneous with degree 1, and similarly for Z≥0-filtered algebras (Theorem 8.2). This
allows to show that certain algebras cannot become isomorphic after making polyno-
mial extensions. For instance, consider quantized Weyl algebras A = AQ,Pn (K) and
A′ = AQ
′,P ′
n′ (K). If 〈q1, . . . , qn〉 6= 〈q
′
1, . . . , q
′
n〉, then no cocycle twisted polynomial al-
gebra
(
A[X1, . . . ,Xs]
)c
is isomorphic, as a filtered K-algebra, to any cocycle twisted
polynomial algebra
(
A′[X1, . . . ,Xt]
)c′
(Example 8.4). Here A is filtered so that the
standard generators xi, yj for A
Q,P
n (K) and the polynomial variables Xk all have degree
1.
Notation Fix a base field K throughout. Starting at the end of Subsection 6.1, we will
assume that K is infinite, but otherwise K is arbitrary. We assume that all algebras are
unital K-algebras, all automorphisms are K-algebra automorphisms, and that all skew
derivations are K-linear.
When we use the group Zn, we denote its standard basis by e1, . . . , en.
2. 2-cocycles and twists
In this section we gather some background material on 2-cocycle twists of algebras.
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Definition 2.1. Let Γ be an (additive) abelian group, and view K∗ as a Γ-module with
the trivial action. Then a K∗-valued 2-cocycle on Γ is a map c : Γ× Γ→ K∗ such that
(2.1) c(s, t+ u)c(t, u) = c(s + t, u)c(s, t), ∀ s, t, u ∈ Γ.
It is normalized if c(0, 0) = 1. Among these maps are the bicharacters on Γ, that is,
the maps Γ × Γ → K∗ which are homomorphisms in each variable. A bicharacter c is
alternating provided c(s, s) = 1 for all s ∈ Γ, which implies skew-symmetry: c(t, s) =
c(s, t)−1 for all s, t ∈ Γ.
Note that (2.1) with t = u = 0 yields c(s, 0)c(0, 0) = c(s, 0)2. Thus, c(s, 0) = c(0, 0)
for all s ∈ Γ, and similarly c(0, s) = c(0, 0). Consequently, if c is normalized, then
c(s, 0) = c(0, s) = 1 for all s ∈ Γ.
Denote by Z2(Γ,K∗) the set of all K∗-valued 2-cocycles on Γ, and note that Z2(Γ,K∗)
is an abelian group under pointwise multiplication.
Recall that a matrix (αij) of scalars is multiplicatively skew-symmetric provided αii =
1 and αijαji = 1 for all indices i, j.
Proposition 2.2. Suppose Γ is free abelian with a basis {ei | i ∈ I}.
(a) The rule ρ(c) =
(
c(ei, ej)c(ej , ei)
−1
)
defines a surjection
ρ : Z2(Γ,K∗) −→ {multiplicatively skew-symmetric I × I matrices over K∗}.
(b) For c, c′ ∈ Z2(Γ,K∗), one has ρ(c) = ρ(c′) if and only if there is a function
f : Γ→ K∗ such that
(2.2) c′(s, t) =
f(s)f(t)
f(s+ t)
c(s, t), ∀ s, t ∈ Γ.
(c) If c ∈ Z2(Γ,K∗) and c# : Γ× Γ→ K∗ is defined by
c#(s, t) = c(s, t)c(t, s)−1, ∀ s, t ∈ Γ,
then c# is an alternating bicharacter on Γ.
Proof. [2, Proposition 1]. 
Corollary 2.3. Suppose Γ is free abelian with a basis {ei | i ∈ I}, and put a total order
on I. Let c ∈ Z2(Γ,K∗), and assume there exists pij =
√
c(ei, ej)c(ej , ei)−1 ∈ K∗ for
all i < j. Let b : Γ× Γ→ K∗ be the alternating bicharacter such that b(ei, ej) = pij for
all i < j. Then there is a function f : Γ→ K∗ such that
c(s, t) =
f(s)f(t)
f(s+ t)
b(s, t), ∀ s, t ∈ Γ.
Proof. By construction, b(ei, ej)b(ej , ei)
−1 = p2ij = c(ei, ej)c(ej , ei)
−1 for all i < j.
Since b is alternating, it follows that ρ(b) = ρ(c) for ρ as in Proposition 2.2(a). Apply
Proposition 2.2(b) to c and b. 
Definition 2.4. SupposeA is a Γ-graded K-algebra and c ∈ Z2(Γ,K∗). Define a bilinear
multiplication operation ∗c on A by the rule
(2.3) x ∗c y := c(s, t)xy, ∀x ∈ As, y ∈ At, s, t ∈ Γ.
Then (A, ∗c) is a Γ-graded K-algebra, called the twist of A by c [2]. We shall denote
this algebra by Ac.
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Observations 2.5. Let A be a Γ-graded K-algebra.
(1) If c ∈ Z2(Γ,K∗), then the identity element in Ac is c(0, 0)−1 ·1, so if c is normalized,
this identity equals the identity of A. Moreover, in this case the subalgebras A0 ⊆ A
and Ac0 ⊆ A
c are identical.
(2) Suppose c, c′ ∈ Z2(Γ,K∗) and there is a function f : Γ → K∗ such that (2.2)
holds. Then Ac and Ac
′
are isomorphic, via the Γ-graded linear isomorphism given by
x 7→ f(s)−1x, ∀x ∈ As, s ∈ Γ
[2]. Thus, starting with c, choosing f such that f(0) = c(0, 0)−1, and defining c′ by
(2.2), we obtain c′(0, 0) = 1. This yields a twist Ac
′
, isomorphic to Ac, in which the
identity is the identity of A.
(3) For any c,d ∈ Z2(Γ,K∗),
(2.4) Acd = (Ac)d.
Hence, the relation of cocycle twist equivalence, where Γ-graded K-algebras A and B
are cocycle twist equivalent if and only if B ∼= Ac (as Γ-graded algebras) for some
c ∈ Z2(Γ,K∗), is an equivalence relation.
3. Twist invariants for Γ-graded algebras
In this section we review the Alev-Dumas invariant of noncommutative algebras and
define a twist invariant of graded algebras. We also provide various examples to illustrate
both notions.
Definition 3.1. Suppose A is a semiprime right Goldie K-algebra. The Alev-Dumas
invariant of A [1, De´finition 3.8] is the group
AD(A) := GL1(FractA)
′ ∩K∗,
where GL1(FractA)
′ is the derived subgroup (= commutator subgroup) of the group of
units of the classical right quotient ring FractA.
Observations 3.2. (1) IfA andB are semiprime right GoldieK-algebras with FractA ∼=
FractB, then AD(A) = AD(B).
(2) If A1, . . . , Ak are semiprime right Goldie K-algebras, then
(3.1) AD(A1 × · · · ×Ak) = AD(A1) ∩ · · · ∩AD(Ak).
(3) For all positive integers n,
(3.2) AD(Mn(K)) = {α ∈ K | α
n = 1}.
For n ≥ 3, this follows from the well known fact that GLn(K)′ = SLn(K) (e.g., [15,
Theorem XIII.9.2]). For n = 2, it follows from that fact that GL2(K)′ ⊆ SL2(K)
together with the observation
[
−1 0
0 1
]
[ 0 11 0 ]
[
−1 0
0 1
]
[ 0 11 0 ] =
[
−1 0
0 −1
]
.
Consequently, the n-th roots of unity in K are contained in AD(Mn(A)) for any
semiprime right Goldie K-algebra A.
(4) The AD-invariant obviously depends on the choice of base field. For instance, if
we view M3(C) as a C-algebra, then AD(M3(C)) has order 3, while as an R-algebra,
AD(M3(C)) is the trivial group.
For any multiplicatively skew-symmetric matrix q = (qij) ∈Mn(K∗), the correspond-
ing quantum affine space is the K-algebra
Oq(K
n) := K〈y1, . . . , yn | yiyj = qijyjyi ∀ i, j ∈ [1, n]〉.
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The standard (one-parameter) quantum affine space, denoted Oq(Kn) for q ∈ K∗, is the
case of Oq(Kn) where qij = q for 1 ≤ i < j ≤ n. The localization of Oq(Kn) at the
multiplicative subset generated by y1, . . . , yn is the quantum torus
T n
q
(K) = Oq((K
∗)n) := K〈y±11 , . . . , y
±1
n | yiyj = qijyjyi ∀ i, j ∈ [1, n]〉.
By way of abbreviation, we write 〈q〉 for the group 〈qij | i, j ∈ [1, n]〉 ⊆ K∗.
Proposition 3.3. [1, Proposition 3.9] Let n ∈ Z>0 and q ∈ Mn(K∗) a multiplicatively
skew-symmetric matrix. Then AD(Oq(Kn)) = 〈q〉.
Of course, AD(T n
q
(K)) = 〈q〉 as well.
Proposition 3.4. Let A be a prime affine PI K-algebra of PI degree n.Then
AD(A) ⊆ {α ∈ K | αn = 1}.
Proof. Denote by Q the field of fractions of Z := Z(A). By Posner’s theorem, B :=
A ⊗Z Q is a central simple algebra over Q, and by definition, n =
√
dimQB. This
algebra splits over the algebraic closure Q,
A⊗Z Q ∼=Mn(Q),
see [18, Corollary 2.3.25]. Therefore A is isomorphic to a K-subalgebra of Mn(Q), and
by Observation 3.2(1),
AD(A) ⊆ AD(Mn(Q)) ∩K
∗ = {α ∈ K | αn = 1}. 
Further examples appear in the following section.
Definition 3.5. Suppose A is a Γ-graded semiprime right Goldie K-algebra. The twisted
commutation invariant of A as a Γ-graded K-algebra is the group
twΓ(A) :=
⋂
c∈Z2(Γ,K∗)
AD(Ac) ⊆ K∗.
Example 3.6. For any multiplicatively skew-symmetric matrix q = (qij) ∈ Mn(K∗),
the quantum affine space A = Oq(Kn) has a natural grading by the group Γ = Zn with
deg yi = ei for all i. This graded algebra can be expressed as a cocycle twist
A = O(Kn)c,
where O(Kn) = K[x1, . . . , xn] is a polynomial algebra and c is the 2-cocycle such that
c(s, t) =
∏
1≤i<j≤n
q
sitj
ij , ∀ s = (s1, . . . , sn), t = (t1, . . . , tn) ∈ Γ.
Since AD(O(Kn)) is trivial (because O(Kn) is commutative), we conclude that
twΓ(Oq(K
n)) = {1}.
Example 3.7. The n×n multiparameter quantum matrix algebra Oλ,p(Mn(K)) is given
by generators Xij for i, j ∈ [1, n] and relations
(3.3) XlmXij =

plipjmXijXlm + (λ− 1)pliXimXlj , (l > i, m > j),
λplipjmXijXlm , (l > i, m ≤ j),
pjmXijXlm , (l = i, m > j),
where λ ∈ K∗ and p = (pij) ∈Mn(K∗) is multiplicatively skew-symmetric. The standard
n × n quantum matrix algebra Oq(Mn(K)), for q ∈ K∗, is the case of Oλ,p(Mn(K)) for
which λ = q−2 and pij = q for all i > j.
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It is obvious from (3.3) that AD(Oλ,p(Mn(K))) contains λ and all pij. We show below
(5.16) that if λ is not a root of unity, then AD(Oλ,p(Mn(K))) = 〈λ,p〉. In particular,
AD(Oq(Mn(K))) = 〈q〉 if q is not a root of unity.
There is a standard grading of Oλ,p(Mn(K)) by Γ = Zn × Zn, under which each Xij
is homogeneous of degree (ei, ej). If c is the 2-cocycle on Γ given by
c
(
(s, t), (s′, t′)
)
=
∏
1≤i<j≤n
p
sjs′i−tjt
′
i
ij ,
then we find that
Oλ,p(Mn(K))
c ∼= Oλ,1(Mn(K)),
where 1 denotes the matrix in Mn(K∗) with all entries equal to 1. Thus, by the result
mentioned above, AD(Oλ,p(Mn(K))c) = 〈λ〉, assuming that λ is a non-root of unity. In
fact, twΓ(Oλ,p(Mn(K))) = 〈λ〉, as we show in (5.16).
4. The twist invariant for algebras with one quantum cluster
In this section we prove a general theorem that can be used to effectively compute the
twist invariants of algebras that have one quantum cluster, that is, algebras squeezed
between a quantum affine space algebra and the corresponding quantum torus. The
theorem is applied to compute the twist invariants of the multiparameter quantized
Weyl algebras in full generality.
4.1. The AD invariant for quantum cluster algebras. A quantum cluster algebra
A is generated by a collection of cluster variables, whose different clusters are obtained
from each other by mutation. Each quantum seed of A contains elements y1, . . . , yn ∈ A
such that yiyj = qijyjyi for some qij ∈ K∗ and, in addition, these elements give rise to
embeddings
(4.1) Oq(K
n) ⊆ A ⊂ T n
q
(K) ,
where q = (qij) is a multiplicatively skew-symmetric matrix. We refer the reader to [4]
for details on the uniparameter case when the scalars qij are powers of a single scalar
q ∈ K∗ and to [11, Ch. 2] for the general case. To each quantum cluster algebra we
associate the abelian group
q(A) := 〈q〉.
This is independent of the choice of seed due to the mutation formula [11, Eq. (2.19)]
for the matrices q of the quantum seeds of A. The upper quantum cluster algebra U
associated to A (with or without inverted frozen variables, see [4, 11]) also satisfies
(4.2) Oq(K
n) ⊆ U ⊂ T n
q
(K).
Set also q(U) := q(A) = 〈q〉. Analogously to the case for A, this is independent of the
choice of seed.
A K-algebra A that satisfies (possibly only one) embedding of the form (4.1) is called
an algebra with a quantum cluster. The class of algebras with one quantum cluster is
strictly larger than that of quantum cluster algebras.
Proposition 4.1. (a) If A is a K-algebra with a quantum cluster
Oq(K
n) ⊆ A ⊆ T n
q
(K)
for some multiplicatively skew-symmetric matrix q ∈Mn(K∗), then AD(A) = 〈q〉.
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(b) For every quantum cluster algebra A and the associated upper quantum cluster
algebra U ,
AD(A) = AD(U) = q(A).
The statement follows from Proposition 3.3, Observation 3.2(1) and the embeddings
(4.1)-(4.2).
Propositions 3.4 and 4.1 have the following interesting corollary.
Corollary 4.2. Assume that A is a K-algebra with a quantum cluster
Oq(K
n) ⊆ A ⊆ T n
q
(K)
for some multiplicatively skew-symmetric matrix q ∈ Mn(K∗). Then A is a PI algebra
if and only if AD(A) is finite, in which case
PI-degA ≥ cardAD(A) .
Proof. It is well known that Oq(Kn) is a PI algebra if and only if all qij are roots of
unity (e.g., [14, Theorem 7]), i.e., if and only if 〈q〉 is finite. Since Oq(Kn) ⊆ A ⊆
FractOq(Kn), one of these algebras is PI if and only if the other is. The first result thus
follows from Proposition 4.1(a).
If A is PI with PI-degA = d, then cardAD(A) ≤ d by Proposition 3.4. 
The inequality in Corollary 4.2 is by no means sharp, as can be seen from the formula
for PI-degOq(Kn) in [7, Proposition 7.1(c)]. For instance, if q is given by qij = qaij
where q ∈ K∗ is a primitive ℓ-th root of unity and (aij) ∈ Mn(Z) is an invertible
antisymmetric matrix, then PI-degOq(Kn) = ℓn/2.
4.2. The twist invariant for algebras with one quantum cluster.
Definition 4.3. Let χ : Zn × Zn → K∗ be an alternating bicharacter. Set
q(χ) := (χ(ei, ej)) ∈Mn(K
∗),
which is a multiplicatively skew-symmetric matrix, and
Oχ(K
n) := Oq(χ)(K
n), T nχ (K) := T
n
q(χ)(K).
The next theorem provides an effective way for computing twist invariants of algebras
with one quantum cluster.
Theorem 4.4. Let χ : Zn × Zn → K∗ be an alternating bicharacter and
φ : Zn → Γ
a surjective group homomorphism, where Γ is a free abelian group. Assign to Oχ(Kn)
and Tχ(K) the Γ-gradings induced from their Zn-gradings along φ. For every inclusion
of Γ-graded K-algebras
Oχ(K
n) ⊆ A ⊆ T nχ (K),
we have
(4.3) twΓ(A) = 〈χ(ker φ, Z
n)〉 ⊆ K∗.
Proof. For c ∈ Z2(Γ,K∗), let c# be the alternating bicharacter on Γ obtained from c as
in Proposition 2.2(c), and define the alternating bicharacter χc on Zn by
(4.4) χc(s, t) = χ(s, t) c
#(φ(s), φ(t)).
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It is easy to see that there are compatible K-algebra isomorphisms
Oχ(K
n)c → Oχc(K
n) and T nχ (K)
c → T nχc(K).
The second isomorphism sends Ac to a subalgebra of T nχc(K) containing Oχc(K
n), and
so Proposition 4.1(a) implies that AD(Ac) = 〈q(χc)〉. Therefore
twΓ(A) =
⋂
c∈Z2(Γ,K∗)
〈q(χc)〉.
Given s ∈ ker φ and t ∈ Zn, we see that χc(s, t) = χ(s, t) for any c ∈ Z2(Γ,K∗). Thus,
twΓ(A) ⊇ 〈χ(ker φ, Z
n)〉.
We are left with proving the opposite inclusion.
Since Γ is free abelian, there is a basis b1, . . . , bn for Zn such that some initial sublist
b1, . . . , bm is a basis for ker φ and φ(bm+1), . . . , φ(bn) is a basis for Γ. Define c ∈ Z
2(Γ,K∗)
by
c
( n∑
i=m+1
uiφ(bi),
n∑
j=m+1
vjφ(bj)
)
=
∏
m+1≤i<j≤n
χ(bi, bj)
−uivj .
Then c#(φ(bi), φ(bj)) = χ(bi, bj)
−1 for i, j ∈ [m+ 1, n], and so
χc(bi, bj) =
{
χ(bi, bj) (i ≤ m or j ≤ m)
1 (i, j > m)
for i, j ∈ [1, n]. It follows that
twΓ(A) ⊆ AD(A
c) = 〈q(χc)〉 = 〈χ(bi, bj) | i ≤ m or j ≤ m〉 = 〈χ(ker φ, Z
n)〉,
which completes the proof of the proposition. 
If the homomorphism φ in Theorem 4.4 is an isomorphism, equation (4.3) says that
twΓ(A) is trivial. This yields the following.
Corollary 4.5. Let q ∈Mn(K∗) be a multiplicatively skew-symmetric matrix, and give
Oq(Kn) and T nq (K) the standard Z
n-gradings for which the canonical generators yi are
homogeneous of degree ei. For every inclusion Oq(Kn) ⊆ A ⊆ T nq (K) of Z
n-graded
K-algebras, we have
twZn(A) = 〈1〉.
Many algebras A with a quantum cluster Oq(Kn) ⊆ A ⊆ T nq (K) are not graded by
Zn but by a proper homomorphic image Γ of Zn. We shall see that twΓ(A) is typically
nontrivial in such cases. In particular, in the case when Γ = Z, the invariant twΓ(A)
reduces to AD(A), as follows.
Proposition 4.6. Let q ∈ Mn(K∗) be a multiplicatively skew-symmetric matrix, and
suppose Oq(Kn) and T nq (K) have Z-gradings such that the canonical generators yi are
homogeneous. For every inclusion Oq(Kn) ⊆ A ⊆ T nq (K) of Z-graded K-algebras, we
have
twZ(A) = 〈q〉.
Proof. View the given Z-gradings on Oq(Kn) and T nq (K) as induced from the standard
Zn-gradings along a suitable homomorphism φ : Zn → Z. As in the proof of Theorem
4.4,
twZ(A) =
⋂
c∈Z2(Z,K∗)
〈q(χc)〉,
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where χ is the alternating bicharacter on Zn such that χ(ei, ej) = qij for all i, j and the
alternating bicharacters χc are defined as in (4.4).
Observe that any alternating bicharacter d on Z is trivial, since d(1, 1) = 1 and
d(s, t) = d(1, 1)st for all s, t ∈ Z. Hence, χc = χ for all c ∈ Z2(Z,K∗), and thus
twZ(A) = 〈q(χ)〉 = 〈q〉. 
Example 4.7. The multiparameter quantized Weyl algebra A := AQ,Pn (K) is given by
generators x1, y1, . . . , xn, yn satisfying the following relations:
(4.5)
yiyj = pijyjyi , (all i, j),
xixj = qipijxjxi , (i < j),
xiyj = pjiyjxi , (i < j),
xiyj = qjpjiyjxi , (i > j),
xjyj = 1 + qjyjxj +
∑
l<j
(ql − 1)ylxl , (all j),
where Q = (q1, . . . , qn) ∈ (K∗)n and P = (pij) ∈ Mn(K∗) is a multiplicatively skew-
symmetric matrix. There are commuting normal elements zk := xkyk − ykxk ∈ A for
k ∈ [1, n], satisfying
zkyj =
{
qjyjzk (j ≤ k),
yjzk (j > k),
zkxj =
{
q−1j xjzk (j ≤ k),
xjzk (j > k),
∀ j, k ∈ [1, n]
[12, §§2.8, 3.1]. Moreover, A has a quantum cluster of the form
(4.6) Oq(K
2n) ⊆ A ⊆ T 2n
q
(K)
where Oq(K2n) is generated by z1, . . . , zn, y1, . . . , yn [12, §3.1].
We may grade A by Γ := Zn, with each xk homogeneous of degree ek and each
yk homogeneous of degree −ek. If we assign to Oq(K2n) and T 2nq (K) the Z
n-gradings
induced from their standard Z2n-gradings along the homomorphism
φ : Z2n −→ Γ, φ(ej) =
{
0 (j ≤ n),
−ej−n (j > n),
∀ j ∈ [1, 2n],
then (4.6) is an inclusion of Γ-graded K-algebras. We may write Oq(K2n) = Oχ(K2n)
and T 2n
q
(K) = T 2nχ (K) where χ is the alternating bicharacter on Z
2n such that
χ(ek, ej) = 1, χ(en+k, en+j) = pkj , χ(ek, en+j) =
{
qj (j ≤ k),
1 (j > k),
for all j, k ∈ [1, n]. Since ker φ =
⊕n
k=1 Zek, we conclude from (4.3) of Theorem 4.4 that
(4.7) twΓ(A
Q,P
n (K)) = 〈q1, . . . , qn〉.
5. The twist invariant for quantum nilpotent algebras and quantum
Schubert cell algebras
In this section we recall results on the structure of CGL extensions (also known
as quantum nilpotent algebras), which form a large class of algebras that contains as
special cases various families of algebras from the theory of quantum groups. A theorem
is proved for the effective calculation of their twist invariants and is illustrated for the
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algebras of quantum matrices and more generally the quantum Schubert cell algebras
for all symmetrizable Kac–Moody algebras.
We apply the twist invariant to prove that many quantized Weyl algebras are not
uniparameter CGL extensions. This means that the scalars in the leading terms of the
commutation relations of these CGL extensions do not form a cyclic group.
5.1. Quantum nilpotent algebras and their AD invariants. The class of quantum
nilpotent algebras consists of certain iterated skew polynomial extensions of the form
(5.1) A := K[x1][x2;σ2, δ2] · · · [xN ;σN , δN ],
where the σk are K-algebra automorphisms and the δk are K-linear σk-derivations. The
precise conditions were formulated by Launois-Lenagan-Rigal in [16, Definition 3.1] and
baptized “CGL extensions”.
Definition 5.1. An iterated skew polynomial extension (5.1) is called a CGL extension
if it is equipped with a rational action of a K-torus H by K-algebra automorphisms
satisfying the following conditions:
(i) The elements x1, . . . , xN are H-eigenvectors.
(ii) For every k ∈ [2, N ], δk is a locally nilpotent σk-derivation of the algebra
(5.2) Ak−1 = K[x1][x2;σ2, δ2] · · · [xk−1;σk−1, δk−1]
(iii) For every k ∈ [1, N ], there exists hk ∈ H such that σk = (hk·)|Ak−1 and the
hk-eigenvalue of xk, to be denoted by λk, is not a root of unity.
Conditions (i) and (iii) imply that
σk(xj) = λkjxj for some λkj ∈ K
∗, ∀ 1 ≤ j < k ≤ N.
We then set λkk := 1 and λjk := λ
−1
kj for j < k, obtaining a multiplicatively skew-
symmetric matrix λ := (λkj) ∈MN (K∗).
Denote the character group of the torus H by X(H) and treat it as an additive
abelian group. The action of H on A gives rise to an X(H)-grading of A (e.g., [6,
Lemma II.2.11]), and the H-eigenvectors in A are precisely the nonzero homogeneous
elements with respect to this grading.
For a function η : [1, N ] → Z, define the predecessor function for its level sets,
p = pη : [1, N ]→ [1, N ] ⊔ {−∞}, by
p(k) := max{j < k | η(j) = η(k)},
where we set max∅ = −∞. For k ∈ [1, N ], denote
O−(k) := max{l ∈ Z≥0 | p
l(k) 6= −∞}.
An element y of an algebra A is called prime if it is a nonzero nonunit,
Ay = yA, and A/Ay is a domain.
We will need the following theorem for the homogeneous prime elements of the algebras
Ak from (5.2), which are CGL extensions for the restriction of the H-action to them.
Set A0 := K.
Theorem 5.2. [10, Theorems 4.3, 4.6] Let A be a CGL extension as in Definition 5.1.
(a) Each of the algebras Ak contains a unique (up to scalar multiples) X(H)-homo-
geneous prime element that does not belong to Ak−1. This element will be denoted by
yk.
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(b) There exists a function η : [1, N ] → Z such that (up to scalar multiples) the
elements y1, . . . , yN are given by
yk =
{
yp(k)xk − ck, for some ck ∈ Ak−1 , if p(k) 6= −∞
xk, if p(k) = −∞.
(c) The elements y1, . . . , yN define embeddings
Oq(K
N ) ⊆ A ⊂ T N
q
(K),
where the entries qjk of the matrix q are given by
qjk :=
O−(j)∏
l=0
O−(k)∏
m=0
λpl(j),pm(k) .
It follows from part (b) of the theorem that
(5.3) δk 6= 0 if and only if p(k) = −∞,
see [11, Theorem 3.6] for details.
Proposition 5.3. If A is a CGL extension as in Definition 5.1, then AD(A) = 〈λ〉.
Proof. It is easy to see that 〈q〉 = 〈λ〉. Hence, it follows from Theorem 5.2(c), Observa-
tion 3.2(1) and Proposition 3.3 that AD(A) = 〈λ〉. 
5.2. The twist invariant for quantum nilpotent algebras. Consider a CGL ex-
tension A as in Definition 5.1. For h ∈ H and α ∈ X(H), we will denote by hα ∈ K∗
the corresponding eigenvalue. Consider the homomorphism
(5.4) π : ZN → X(H) given by π(ei) := deg xi ∈ X(H), ∀ i ∈ [1, N ].
Denote the subsets of [1, N ] indexing the variables xk with vanishing and non-vanishing
derivations by
V (A) := {k ∈ [1, N ] | δk = 0}, N(A) := [1, N ]\V (A).
Lemma 5.4. Keep the above notation.
(a) The set {π(ei) | i ∈ V (A)} generates imπ.
(b) For each k ∈ N(A), there exists bk ∈ ker π such that bk − ek ∈
∑k−1
j=1 Zej . If such
elements bk have been chosen, and if
(5.5) The elements π(ej) for j ∈ V (A) are Z-linearly independent,
then (bk)k∈N(A) is a basis for ker π.
Proof. (a) For k ∈ N(A), choose jk ∈ [1, k− 1] and (mk,1, . . . ,mk,k−1) ∈ Z
k−1
≥0 such that
δk(xj) 6= 0 and the monomial x
mk,1
1 · · · x
mk,k−1
k−1 appears in δk(xjk) (when expressed in the
standard PBW basis of A) with a nonzero coefficient. Comparing the X(H)-degrees of
the two sides of the relation xkxjk − (hk · xjk)xk = δk(xjk), we obtain
π(ek) + π(ejk) =
k−1∑
i=1
mk,iπ(ei).
Now part (a) follows by induction on k ∈ N(A).
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(b) Keeping the notation above, we can choose
bk := ek + ejk −
k−1∑
i=1
mk,iei ∈ ker π , ∀ k ∈ N(A).
Now assume just that for all k ∈ N(A), we have chosen bk ∈ ker π with bk − ek ∈∑k−1
j=1 Zej . Regardless of (5.5), the elements bk are Z-linearly independent, and
ZN =
∑
j∈V (A)
Zej +
∑
k∈N(A)
Zbk .
The remainder of part (b) follows. 
The condition (5.5) does not always hold. For instance, if A = Oq(KN ) is the standard
quantum affine space with q not a root of unity, then A is a CGL extension with respect
to the action of H = K∗ under which α.xi = αxi for all α ∈ H and i ∈ [1, N ]. Here
V (A) = [1, N ] and X(H) ∼= Z, so the π(ei) are not Z-linearly independent if N > 1.
For any CGL extension A, there is a canonical choice of a torus, acting rationally on
A in the manner required by Definition 5.1, for which (5.5) does hold. This torus, which
is maximal in a suitable sense, was denoted Hmax(A) in [10, Eq. (5.3)], and may be
described as follows. For each k ∈ N(A), choose jk ∈ [1, k− 1] and (mk,1, . . . ,mk,k−1) ∈
Zk−1≥0 as in the proof of Lemma 5.4. Then Hmax(A) is the following subgroup of (K
∗)N :
(5.6) Hmax(A) = {(ψ1, . . . , ψN ) ∈ (K
∗)N | ψkψjk =
k−1∏
i=1
ψ
mk,i
i , ∀ k ∈ N(A)}.
It acts on A so that
(ψ1, . . . , ψN ).xi = ψixi , ∀ (ψ1, . . . , ψN ) ∈ Hmax(A), i ∈ [1, N ].
The action of the given torus H (as in Definition 5.1) on A factors through Hmax(A)
via a morphism of algebraic groups, and so A is also a CGL extension with respect
to the Hmax(A)-action [10, §5.2]. The character group X(Hmax(A)) may be identified
with ZV (A), and the degree homomorphism π : ZN → X(Hmax(A)) of (5.4) is then
determined recursively by
π(ej) = ej , j ∈ V (A),
π(ek) = −π(ejk) +
k−1∑
i=1
mk,iπ(ei), k ∈ N(A).
In particular, the π(ej) for j ∈ V (A) are the standard basis vectors for ZV (A).
For an algebra A as in (5.1), denote the interval subalgebra
A[j,k] := K〈xi | j ≤ i ≤ k〉, ∀ j, k ∈ [1, N ].
In particular, A[j,k] = K if j  k.
Definition 5.5. We call a CGL extension A as in Definition 5.1 symmetric if the
following two conditions hold:
(i) For all 1 ≤ j < k ≤ N ,
δk(xj) ∈ A[j+1,k−1].
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(ii) For all j ∈ [1, N ], there exists h∗j ∈ H such that
h∗j · xk = λ
−1
kj xk = λjkxk, ∀ k ∈ [j + 1, N ]
and h∗j · xj = λ
∗
jxj for some λ
∗
j ∈ K
∗ which is not a root of unity.
A symmetric CGL extension A has a presentation as a CGL extension with the
variables xk in descending order:
A = K[xN ][xN−1;σ
∗
N−1, δ
∗
N−1] · · · [x1;σ
∗
1 , δ
∗
1 ],
see [10, Corollary 6.4]. It follows from condition (i) in Definition 5.1 and condition (i)
in Definition 5.5 that, for j < k, the interval subalgebras A[j,k] also have presentations
as CGL extensions
A[j,k] = K[xj][xj+1;σj+1, δj+1] · · · [xk;σk, δk]
for the appropriate restrictions of the maps σj+1, δj+1, . . . , σk, δk.
Theorem 5.6. Let A be a CGL extension as in Definition 5.1, and assume that (5.5)
holds (for instance, in case H = Hmax(A)). Let χ
′ be the alternating bicharacter on ZN
such that χ′(ei, ej) = λij for i, j ∈ [1, N ].
(a) Choose bk ∈ ZN as in Lemma 5.4(b). With the above notation,
twX(H)(A) = 〈λk, χ
′(bk, ei) | k ∈ N(A), i ∈ V (A), i < k〉.
(b) If A is a symmetric CGL extension then
twX(H)(A) = 〈λk | k ∈ N(A)〉.
Proof of Theorem 5.6(a). There is an automorphism β of ZN such that
β(ek) =
O−(k)∑
l=0
epl(k), ∀ k ∈ [1, N ],
and χ := χ′ ◦ (β × β) is an alternating bicharacter on Zn such that
χ(ek, ej) = qkj, ∀ k, j ∈ [1, N ].
In the notation of Definition 4.3, Theorem 5.2(c) says that
(5.7) Oχ(K
N ) ⊆ A ⊂ T Nχ (K).
Giving A its X(H)-grading (from the H-action) and Oχ(KN ) and Tχ(K) the X(H)-
gradings induced from their canonical ZN -gradings along φ := πβ, we see that (5.7) is
an inclusion of X(H)-graded K-algebras. Thus, Theorem 4.4 implies that
twX(H)(A) = 〈χ(ker φ, Z
N )〉.
Since β is an isomorphism, this yields
(5.8) twX(H)(A) = 〈χ
′(ker π, ZN )〉 = 〈χ′(bk, ej) | k ∈ N(A), j ∈ [1, N ]〉,
taking account of Lemma 5.4(b).
Conditions (i) and (iii) in Definition 5.1 imply the following important property of χ′:
(5.9) χ′(ej , a) = h
pi(a)
j , ∀ j ∈ [2, N ], a ∈
⊕
i<j
Zei .
It follows from this property that
(5.10) χ′(bk, ek) = χ
′(ek, ek − bk) = h
pi(ek−bk)
k = h
pi(ek)
k = λk , ∀ k ∈ N(A),
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and that
(5.11) χ′(bk, ej) = h
−pi(bk)
j = h
0
j = 1, ∀ k ∈ N(A), j ∈ [k + 1, N ].
For k ∈ N(A), write
bk = ek + ak with ak ∈
k−1⊕
i=1
Zei.
For k, j ∈ N(A) with k > j, we have,
χ′(bk, ej) = χ
′(bk, bj − aj) = χ
′(bk, bj)χ
′(bk, aj)
−1 = χ′(ek, bj)χ
′(ak, bj)χ
′(bk, aj)
−1
= χ′(bj, ak)
−1χ′(bk, aj)
−1 ∈ 〈λj , χ
′(bk, es), χ
′(bj , et), s, t < j〉,
where in the last equality we used (5.10)–(5.11). An inductive argument yields that for
k, j ∈ N(A) with k > j
χ′(bk, ej) ∈ 〈λl, χ
′(bl, ei) | l ∈ N(A), i ∈ V (A), i < l ≤ k〉.
Part (a) of the theorem follows from this property and Eqs. (5.8), (5.10)–(5.11). 
5.3. Proof of Theorem 5.6(b). Before we proceed with the proof of part (b) of The-
orem 5.6 we establish a lemma. Continue with the previous notation.
Lemma 5.7. Let A be a symmetric CGL extension. For each k ∈ N(A), there exists
ak ∈
⊕k−1
i=p(k)+1 Zei such that
bk := ep(k) − ak + ek ∈ kerπ(5.12)
χ′(bk, ej) =

1, ∀ j ∈ [1, N ] \ {p(k), k},
λk, j = k,
λ−1k , j = p(k).
(5.13)
Proof. Fix k ∈ N(A). Then p(k) 6= −∞ and the interval subalgebra A′ := A[p(k),k] is a
CGL extension (with the restricted action of H) of the form
A′ = K[x′1][x
′
2;σ
′
2, δ
′
2] · · · [x
′
n;σ
′
n, δ
′
n]
where n := k − p(k) + 1 and x′i := xp(k)+i−1 for i ∈ [1, n], while σ
′
i and δ
′
i are the
restrictions of σp(k)+i−1 and δp(k)+i−1 to A[p(k),p(k)+i−2] for i ∈ [2, n]. The η-function for
A′ given by Theorem 5.2(b), call it η′, can be chosen as follows:
η′(i) = η(p(k) + i− 1), ∀ i ∈ [1, n],
see [11, Corollary 5.6(b)]. If p′ is the corresponding predecessor function, then p′(n) = 1.
Hence, up to a scalar multiple the final X(H)-homogeneous prime element of A′ in
Theorem 5.2(a)(b) is
(5.14) y′n = x
′
1x
′
n − c
′
n
where c′n ∈ A[p(k),k−1] and all terms in (5.14) are homogeneous of the same X(H)-degree.
In fact, c′n is a scalar multiple of δ
′
n(x
′
1) = δk(xp(k)) [10, Proposition 4.7(b)], which means
that
c′n ∈ A[p(k)+1,k−1] ,
due to the symmetry assumption on A. Moreover, by [10, Corollary 4.8],
(5.15) y′nxj = (λjkλj,p(k))
−1xjy
′
n , ∀ j ∈ [p(k), k].
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The monomials
x
np(k)
p(k) . . . x
nk
k , (np(k), . . . , nk) ∈ Z
n
≥0
form a K-basis of A′, and the vector of exponents for the leading term of y′n with respect
to the right-to-left lexicographic order on Zn≥0 is (1, 0, . . . , 0, 1). Let (0,mp(k)+1, . . . ,mk−1, 0)
be the vector of exponents for the leading term of c′n, and set
ak := mp(k)+1ep(k)+1 + · · · +mk−1ek−1.
It follows from theX(H)-homogeneity of (5.14) that (5.12) holds, and from (5.10), (5.11)
we obtain (5.13) for j ∈ [k,N ].
As far as the CGL extension A[p(k)+1,k] is concerned, the index for xk has no prede-
cessor, and so xk is a homogeneous normal element of that algebra. Similarly, xp(k) is a
homogeneous normal element of the algebra A[p(k),k−1]. Hence,
xp(k)xkxj = λp(k),jλkjxjxp(k)xk , ∀ j ∈ [p(k) + 1, k − 1].
Taking (5.15) into account, we see that
c′nxj = λp(k),jλkjxjc
′
n , ∀ j ∈ [p(k) + 1, k − 1].
This equation, together with the relation [10, Eq. (4.12)] for leading terms of products
of monomials in CGL extensions, implies
k−1∏
i=j+1
λmiij = λp(k),jλkj
j−1∏
i=p(k)+1
λmiji , ∀ j ∈ [p(k) + 1, k − 1],
which yields
χ′(bk, ej) = 1, , ∀ j ∈ [p(k) + 1, k − 1].
Condition (ii) of Definition 5.5 implies the following analog of (5.9):
χ′(ej , a) = (h
∗
j )
pi(a) , ∀ j ∈ [1, p(k) − 1], a ∈
⊕
i>j
Zei .
As with (5.10) and (5.11), it follows that
χ′(bk, ep(k)) = λ
∗
p(k) = λ
−1
k ,
χ′(bk, ej) = 1, ∀ j ∈ [1, p(k) − 1],
where in the first equality we used [11, Proposition 5.8]. This completes the proof of
the lemma. 
Proof of Theorem 5.6(b). For k ∈ N(A), let bk := ep(k) − ak + ek as in (5.12), and note
that these elements satisfy the hypotheses of Lemma 5.4(b). In view of (5.13),
χ′(bk, ej) ∈ 〈λk〉, ∀ k ∈ N(A), j ∈ [1, N ].
Part (b) of the theorem follows from this and part (a). 
Example 5.8. It is well known that A := Oλ,p(Mn(K)) can be expressed as a CGL
extension provided λ is a non-root of unity (cf. [8, §5.6] and [16, Corollary 3.8]) with
the generators Xij adjoined in lexicographic order and the torus H := (K∗)2n acting so
that
α.Xij = αiαn+jXij , ∀α = (α1, . . . , α2n) ∈ H, i, j ∈ [1, n].
Equally, A can be expressed as a CGL extension with the generators adjoined in reverse
lexicographic order and the same H-action, which shows that this algebra is a symmetric
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CGL extension. We may identify X(H) with Z2n, and we note that the X(H)-grading
of A equals the Z2n-grading given in Example 3.7. Observe that
V (A) = [1, n] ∪ {in + 1 | i ∈ [1, n− 1]},
and that the degree homomorphism π : Zn
2
→ X(H) satisfies π(j) = e1 + en+j for
j ∈ [1, n] while π(in+ 1) = ei+1 + en+1 for i ∈ [1, n − 1]. Hence, (5.5) holds.
The calculations in [8, §5.6] show that λk = λ for all k ∈ N(A). Therefore, by
Proposition 5.3 and Theorem 5.6,
(5.16) AD(Oλ,p(Mn(K))) = 〈λ,p〉 and twX(H)(Oλ,p(Mn(K))) = 〈λ〉,
assuming λ is a non-root of unity. Specializing to the standard quantum matrix algebra
yields
(5.17) AD(Oq(Mn(K))) = 〈q〉 and twX(H)(Oq(Mn(K))) = 〈q
2〉
provided q is not a root of unity.
5.4. Uniparameter CGL extensions.
Definition 5.9. We will say that a CGL extension A as in Definition 5.1 is uniparameter
if there is some q ∈ K∗ such that all λij ∈ 〈q〉, that is, 〈λ〉 is a cyclic group.
For example, the standard quantum matrix algebras Oq(Mn(K)) are uniparameter,
and all the multiparameter quantum matrix algebras Oλ,p(Mn(K)) are cocycle twists
of uniparameter ones, as shown in Example 3.7. On the other hand, many quantum
algebras cannot be so reduced to uniparameter algebras, as we now illustrate.
Example 5.10. Let A := AQ,Pn (K) as in Example 4.7, and assume that all the qk are
non-roots of unity. As is well known, A is then a CGL extension with variables in the or-
der x1, y1, . . . , xn, yn, equipped with the action of H := (K∗)n by algebra automorphisms
such that
(5.18) (α1, . . . , αn).xi = αixi and (α1, . . . , αn).yi = α
−1
i yi , ∀ i ∈ [1, n]
(cf. [8, §5.10], [16, Corollary 3.8]). We can identify the X(H)-grading of A with the
Zn-grading of Example 4.7, and so by (4.7),
twX(H)(A
Q,P
n (K)) = 〈q1, . . . , qn〉.
(This can also be obtained from Theorem 5.6 after rewriting A as a symmetric CGL ex-
tension, which can be done by adjoining the generators in the order yn, . . . , y1, x1, . . . , xn.)
It follows that whenever the group 〈q1, . . . , qn〉 fails to be cyclic, A
Q,P
n (K) is not cocycle
twist equivalent to a uniparameter CGL extension.
5.5. Quantum Schubert cell algebras. Let g be a symmetrizable Kac–Moody alge-
bra with set of simple roots α1, . . . , αr, Weyl group W , and root lattice Q. Denote by
Uq(g) the corresponding quantized universal enveloping algebra over K, for a deforma-
tion parameter q ∈ K∗ which is not a root of unity. Let {K±1i , Ei, Fi | i ∈ [1, r]} be the
generators of Uq(g). Denote by
〈., .〉 : Q×Q −→ Z
the invariant symmetric form, normalized by ‖α‖2 := 〈α,α〉 = 2 for a short root α.
To each element w ∈W , one associates a quantum Schubert cell subalgebra U q−[w] ⊂
Uq(g), [17, §39.3]. Given a reduced expression w = si1 . . . sil , define the roots
βk := si1 . . . sik−1(αik), ∀ k ∈ [1, l]
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of g and the root vectors
Fβk := Ti1 . . . Tik−1(Eik), ∀ k ∈ [1, l]
of Uq(g). Here T denotes Lusztig’s action of the braid group of g on Uq(g), [17, Ch. 5].
The algebra U q−[w] is defined as the subalgebra of Uq(g) generated by Fβ1 , . . . , Fβl . This
subalgebra is independent of the choice of a reduced expression of w. The algebras of
quantum matrices Oq(Mn(K)) are recovered as special cases for g = sl2n and a particular
choice of w ∈ S2n, [19, Sect. 4].
The algebra Uq(g) is Q-graded by
degFβk := βk , ∀ k ∈ [1, l].
The grading gives rise to a rational action of a torus H := (K∗)r by algebra automor-
phisms obtained by identifying X(H) ∼= Q. The algebra U
q
−[w] is a symmetric CGL
extension when its generators are adjoined in the order Fβ1 , . . . , Fβl , [11, Lemma 9.1].
The corresponding scalars λ1, . . . , λl are given by
(5.19) λk = q
−‖βk‖
2
= q−‖αik‖
2
, ∀ k ∈ [1, l],
see [11, Eq. (9.15)]. These facts were stated in [11] in the case where g is finite dimen-
sional, but the proofs in the symmetrizable Kac–Moody case are identical.
Denote the support of w ∈W by
supp(w) := {j ∈ [1, r] | j = ik for some k ∈ [1, l]},
and set
d(w) := gcd(‖αj‖
2, j ∈ supp(w)).
Theorem 5.6(b) and (5.19) imply at once the following result.
Proposition 5.11. For all symmetrizable Kac–Moody algebras g with root lattice Q,
Weyl group elements w, and non-roots of unity q ∈ K∗,
twQ(U
q
−[w]) = 〈q
d(w)〉.
6. General twist invariants
For a Z-graded algebra A, the invariant twZ(A) may not distinguish A from twists of
A by 2-cocycles on finer grading groups, as illustrated by Proposition 4.6. In order to
recover cocycle twist invariant information within a Z-graded invariant, we work with
gradings of A by character groups of maximal tori of suitable automorphism groups
of A with algebraic group structures. For this process to function, the homogeneous
components of the Z-grading on A need to be finite dimensional. We can enlarge the
setting to include filtered algebras, and we begin in that setting.
6.1. Filtered automorphism groups.
Definition 6.1. All filtered K-algebras A that we consider will be nonnegatively filtered,
and the filtration will be denoted F•A = (FnA)n≥0. The filtered automorphism group of
such a filtered algebra is
AutflA := {φ ∈ AutKA | φ(FnA) = FnA, ∀n ≥ 0},
where AutKA denotes the group of all K-algebra automorphisms of A. Recall that the
filtration F•A is called locally finite if each of the subspaces FnA is finite dimensional
over K.
18 K. R. GOODEARL AND M. T. YAKIMOV
Lemma 6.2. Let A be an affine K-algebra and V ⊆ W finite dimensional K-subspaces
of A such that V generates A as an algebra. Set
AV := {φ ∈ AutKA | φ(V ) = V } and AW := {φ ∈ AutKA | φ(W ) =W},
and let
ρV : AV −→ GL(V ) and ρW : AW −→ GL(W )
be the homomorphisms given by restriction to V and W , respectively.
(a) ρV (AV ) and ρV (AV ∩AW ) are (Zariski-)closed subgroups of GL(V ), while ρW (AV )
and ρW (AV ∩AW ) are closed subgroups of GL(W ).
(b) The map ρWV : ρW (AV ∩ AW ) → ρV (AV ∩ AW ) given by restriction to V is an
isomorphism of algebraic groups.
Proof. (a) Let Â := T (V ) be the tensor algebra of V , graded by Z≥0 in the standard
way, so that Âm = V
⊗m, and let π : Â → A be the unique K-algebra homomorphism
which is the identity on V . For g ∈ GL(V ), let ĝ be the unique K-algebra automorphism
of Â which restricts to g on V . Observe that g ∈ ρV (AV ) if and only if ĝ induces a
K-algebra automorphism of A, if and only if ĝ(ker π) = ker π. The last condition is
equivalent to ĝ(Km) = Km for all m ≥ 0, where Km := Â≤m ∩ ker π.
Now Hm := {h ∈ GL(Â≤m) | h(Km) = Km} is a closed subgroup of GL(Â≤m), and
the set
Gm := {g ∈ GL(V ) | ĝ(Km) = Km}
is the inverse image of Hm under the morphism
τm : GL(V ) −→ GL(Â≤m), g 7−→
m⊕
n=0
(g⊗n)|V ⊗n = ĝ|Â≤m
,
so Gm is closed in GL(V ). Therefore ρV (AV ) =
⋂
m≥0Gm is closed in GL(V ).
Similarly, ρW (AW ) is closed in GL(W ). Then also
ρW (AV ∩ AW ) = {f ∈ ρW (AW ) | f(V ) = V }
is closed in GL(W ). Choose m0 ∈ Z≥0 large enough so that W ⊆ V m0 , and observe
that
ρV (AV ∩ AW ) =⋂
m≥m0
τ−1m
(
{l ∈ GL(Â≤m) | l(Km) = Km and l(π
−1(W )) = π−1(W )}
)
.
It follows that ρV (AV ∩ AW ) is closed in GL(V ).
(b) Injectivity of ρWV is clear, since automorphisms of A are determined by their
actions on V . Set
EV := ρV (AV ∩ AW ) and EW := ρW (AV ∩AW ),
and choose m ∈ Z≥0 such that W ⊆ V m. Let µ : V ⊗m → V m be the multiplication
map. Set
C := {f ∈ GL(V ⊗m) | f(kerµ) = kerµ} and D := {f ∈ GL(V m) | f(W ) =W},
which are closed subgroups of GL(V ⊗m) and GL(V m), respectively. Restriction from
V m to W provides an algebraic group morphism r : D → GL(W ), and induction from
V ⊗m to V m along µ provides an algebraic group morphism s : C → GL(V m). Finally,
we have a morphism t : GL(V )→ GL(V ⊗m) given by t(g) = g⊗m.
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If φ ∈ AV ∩ AW and g = ρV (φ) = φ|V , then since
µt(g)(v1 ⊗ · · · ⊗ vm) = g(v1)g(v2) · · · g(vm) = φ(v1v2 · · · vm)
for all v1, . . . , vm ∈ V , we see that µt(g) = φµ. In particular, it follows that t(g) ∈ C.
Hence, s composed with t|EV provides a morphism st : EV → GL(V
m). For g and
φ as above, st(g)µ = µt(g) = φµ, whence st(g) = φ|Vm . Since φ ∈ AW , it follows
that st(g) ∈ D and rst(g) = φ|W = ρW (φ), which means that rst(g) ∈ EW and
ρWV rst(g) = φ|V = g. Therefore ρWV is bijective and ρ
−1
WV = rst|EV , which is a
morphism. This establishes part (b). 
Proposition 6.3. Let A be an affine locally finite filtered K-algebra, and for d ∈ Z≥0
let ρd : AutflA→ GL(FdA) be the homomorphism given by restriction to FdA.
(a) If FdA generates A (as an algebra), then ρd is a group isomorphism from AutflA
onto a (Zariski-)closed subgroup of GL(FdA).
(b) If FdA generates A and e ≥ d, then the map ρed : im ρe → im ρd given by
restriction to FdA is an isomorphism of algebraic groups.
(c) Choose d ∈ Z≥0 such that FdA generates A, and make AutflA into an affine
algebraic group via the isomorphism ρd. Then the action of AutflA on A is a rational
action.
Proof. Fix d ≤ e in Z≥0 such that FdA generates A. Set V := FdA and W := FeA. For
n ∈ Z≥0, define
An := {φ ∈ AutKA | φ(FnA) = FnA},
and let ρ′n : An → GL(FnA) be the homomorphism given by restriction to FnA.
(a) By Lemma 6.2(a), ρ′d(Ad) is a closed subgroup of GL(V ). It is clear that ρ
′
d and
ρd are injective. Now im ρd = ρ
′
d(AutflA), so it follows from the injectivity of ρ
′
d that
im ρd =
∞⋂
n=0
ρ′d(Ad ∩ An).
For n ≥ d, we have ρ′d(Ad ∩ An) closed in GL(V ) by Lemma 6.2(a), while for n < d,
closedness holds because
ρ′d(Ad ∩An) = {f ∈ ρ
′
d(Ad) | f(FnA) = FnA}.
Therefore im ρd is closed in GL(V ).
(b) By Lemma 6.2(b), the map ρ′ed : ρ
′
e(Ad ∩ Ae)→ ρ
′
d(Ad ∩ Ae) given by restriction
to V is an isomorphism of algebraic groups. Since ρed is the restriction of ρ
′
ed to im ρe,
it follows that ρed is an algebraic group isomorphism of im ρe onto a closed subgroup of
ρ′d(Ad ∩ Ae). But clearly ρed(im ρe) = im ρd.
(c) For each e ≥ d, the space FeA is an AutflA-stable finite dimensional subspace of
A, and the map ρe : AutflA→ GL(FeA) is a morphism by part (b). 
We now impose the assumption that the field K is infinite, so that rational actions of
K-tori on K-algebras correspond to X(H)-gradings (e.g., [6, Lemma II.2.11]).
Definition 6.4. Suppose A is an affine locally finite filtered K-algebra. Choose d ∈ Z≥0
such that FdA generates A, and give AutflA the structure of an affine algebraic group as
in Proposition 6.3(a). By parts (b),(c) of the proposition, this structure is independent
of the choice of d, and the action of AutflA on A is rational.
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6.2. General twist invariants of filtered algebras. Let H be a maximal torus of
AutflA. The restricted action of H on A is rational, so A receives a corresponding
X(H)-grading.
Now suppose A is also a semiprime right Goldie ring. The general twist invariant of
A is
tw(A) = tw(A,F•) := twX(H)(A),
which is well defined by following lemma
Lemma 6.5. Let A be an affine, locally finite, filtered, semiprime right Goldie K-algebra.
Then tw(A) is independent of the choice of a maximal torus H of AutflA.
Proof. Any two maximal tori H1 and H2 of AutflA are conjugate, as follows by apply-
ing [5, Corollary 11.3] to the connected group (AutflA)
◦, so H2 = φH1φ
−1 for some
φ ∈ AutflA. The isomorphism θ : H1 → H2 given by conjugation by φ induces an iso-
morphism θ∗ : Γ2 := X(H2)→ Γ1 := X(H1). We check that φ provides an isomorphism
from (A with Γ1-grading) to (A with Γ2-grading), in the sense that for any d ∈ Γ2, the
automorphism φ restricts to a vector space isomorphism of Aθ∗(d) onto Ad. Namely, if
a ∈ Aθ∗(d), then
θ(h1).φ(a) = φh1φ
−1.φ(a) = φ(h1.a) = φ
([
θ∗(d)(h1)
]
a
)
=
[
d(θ(h1))
]
φ(a), ∀h1 ∈ H1 ,
whence φ(a) ∈ Ad. By symmetry, φ
−1 maps Ad to Aθ∗(d), establishing the claim. It
follows that twΓ1(A) = twΓ2(A). 
Example 6.6. Consider A := Oq(Kn), where q ∈ Mn(K∗) is an arbitrary multiplica-
tively skew-symmetric matrix, and give A the standard filtration in which FkA is the
K-span of the monomials ym11 · · · y
mn
n with m1+ · · ·+mn ≤ k. Then AutflA becomes an
algebraic group isomorphic, by restriction, to a closed subgroup of GL(F1A). Identify
the torus H := (K∗)n in the standard way with a subgroup of AutflA, where
(α1, . . . , αn)(yi) = αiyi , ∀ (α1, . . . , αn) ∈ H, i ∈ [1, n].
it is easily checked that H is a maximal torus of AutflA. When X(H) is identified
with Zn in the canonical manner, the corresponding grading of A is the one for which
deg yi = ei for all i. Thus, we conclude from Example 3.6 that
tw(A) = twZn(A) = {1}.
Theorem 6.7. Let A be an affine, locally finite, filtered, semiprime right Goldie K-
algebra and H ⊆ AutflA a K-torus acting rationally on A by algebra automorphisms.
For every 2-cocycle c ∈ Z2(X(H),K∗),
tw(A) = tw(Ac).
Here tw(Ac) is defined because F•A is also a filtration of A
c, and H is a subtorus of
AutflA
c.
Proof. The subtorus H ⊆ AutflA is contained in a maximal torus H˜ ⊆ AutflA. Using
the projection π : X(H˜)→ X(H) define the 2-cocycle
c˜ := c ◦ (π × π) ∈ Z2(X(H˜),K∗).
Clearly Ac˜ ∼= Ac and thus,
tw(Ac) = tw(Ac˜) = twX(H˜)(A
c˜) = twX(H˜)(A) = tw(A). 
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6.3. General twist invariants of graded algebras.
Observations 6.8. Recall that nonnegatively Z-graded algebras are turned into non-
negatively filtered algebras in a canonical way. Namely, if A =
⊕∞
n=0An is a Z≥0-graded
K-algebra, we equip A with the associated filtration F•A where FnA :=
⊕n
k=0Ak for all
n ≥ 0. Then AutflA contains as a subgroup the group
Autgr A := {φ ∈ AutKA | φ(An) = An , ∀n ≥ 0}
of graded K-algebra automorphisms of A.
Now suppose A is affine and its grading is locally finite, meaning that each An is
finite dimensional over K. If we give AutflA the structure of an affine algebraic group
via Proposition 6.3, then AutgrA is a Zariski-closed subgroup. More precisely, if d ∈ Z≥0
is chosen so that FdA generates A as an algebra, then restriction to FdA provides an
isomorphism ρd of AutflA onto a closed subgroup of GL(FdA), and ρd restricts to an
isomorphism of Autgr A onto the following closed subgroup of im ρd:
{f ∈ im ρd | f(Ak) = Ak , ∀ k ≤ d} ∩
⋂
e>d
ρ−1ed
(
{g ∈ im ρe | g(Ae) = Ae}
)
,
in the notation of Proposition 6.3. Therefore AutgrA becomes an affine algebraic group.
Thus, if A is an affine locally finite Z≥0-graded K-algebra and also a semiprime right
Goldie ring, tw(A) is defined. In setting up tw(A), one may use a maximal torus of
Autgr A since any such is also a maximal torus of AutflA, as we now show.
Lemma 6.9. Let A be an affine locally finite Z≥0-graded K-algebra. Give AutflA and
Autgr A affine algebraic group structures as in Proposition 6.3 and Observations 6.8.
Then any maximal torus of AutgrA is also a maximal torus of AutflA.
Proof. Let H be a maximal torus of AutgrA and H
′ a subtorus of AutflA which contains
H. We must show H′ = H.
Since the filtration on A is the one induced from the grading, the associated graded
algebra of (A,F•) is canonically isomorphic to A as a graded algebra. Consequently,
automorphisms of (A,F•) canonically induce graded automorphisms of A, yielding a
canonical homomorphism
γ : AutflA −→ AutgrA.
Observe that γ is a morphism of algebraic groups, and that γ restricts to the identity
on AutgrA.
Now γ(H′) is a subtorus of AutgrA containing γ(H) = H, so γ(H
′) = H. On the other
hand, if we identify AutflA with the closed subgroup im ρd ⊆ GL(FdA) for a suitable d
as in Proposition 6.3, then
H′ ∩ ker γ =
{
f ∈ im ρd | (f − id)
( n⊕
k=0
Ak
)
⊆
n−1⊕
k=0
Ak , ∀n ∈ [0, d]
}
.
It follows that H′ ∩ ker γ is unipotent. Since algebraic tori have no nontrivial unipotent
subgroups, H′ ∩ ker γ = {id}. Therefore we conclude from γ(H′) = γ(H) that H′ = H,
as desired. 
We illustrate the use of the above results to recapture the twisted commutation in-
variant of a quantum matrix algebra from the general twist invariant of the algebra.
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Example 6.10. Let A := Oλ,p(Mn(K)) as in Example 3.7, and equip A with the
natural Z-grading in which all the generators Xij have degree 1. The first stage of the
corresponding filtration on A is the subspace V := K+
⊕n
i,j=1KXij , which generates A
as a K-algebra. By Observations 6.8, AutgrA becomes an algebraic group isomorphic
by the restriction morphism ρ1 to the closed subgroup A := ρ1(Autgr A) of GL(V ).
Now view A as a CGL extension as in Example 5.8. If we express the maps in GL(V )
as matrices with respect to the basis 1,X11,X12, . . . ,Xnn, then the action of H on A
corresponds to the morphism ∆ : H → A given by the rule
∆(α1, . . . , αn, β1, . . . , βn) =
diag(1, α1β1, α1β2, . . . , α1βn, α2β1, . . . , αnβ1, . . . , αnβn).
Our chosen basis vectors 1,X11,X12, . . . ,Xnn for V are ∆(H)-eigenvectors with distinct
∆(H)-eigenvalues, and so the ∆(H)-eigenspaces of V are all 1-dimensional. If H′ is a
subtorus of A containing ∆(H), all the ∆(H)-eigenspaces of V must be invariant under
H′, due to the commutativity of H′. Consequently, each of 1,X11,X12, . . . ,Xnn must be
a ∆(H)-eigenvector. It is readily checked that the only diagonal matrices in A are those
in ∆(H), so H′ = ∆(H). Therefore ∆(H) is a maximal torus of A, identified via ρ−11
with a maximal torus of AutgrA. By Lemma 6.9, ρ
−1
1 (∆(H)) is also a maximal torus of
AutflA. Taking account of (5.16), we conclude that
(6.1) tw(A) = twX(ρ−11 (∆(H)))
(A) = twX(H)(A) = 〈λ〉.
7. Stability of the AD-invariant
This section establishes stability properties of the AD-invariant. The first result is
that the invariant remains unchanged under polynomial extensions. The second re-
sult establishes invariance under general tensoring with commutative algebras C under
natural assumptions on C.
7.1. Polynomial stability.
Proposition 7.1. If A is a semiprime right Goldie K-algebra, then the polynomial ring
A[x] is semiprime right Goldie and
AD(A[x]) = AD(A).
Proof. That A[x] is semiprime right Goldie is well known (e.g., [13, Corollary 11.19]).
Of course, all regular elements of A are regular in A[x], from which it is clear that
AD(A) ⊆ AD(A[x]). It remains to establish the reverse inclusion.
By Observation 3.2(1), AD(A) = AD(FractA) and AD(A[x]) = AD((FractA)[x]), so
there is no loss of generality in assuming that A is semisimple. Then, due to (3.1), we
lose no generality in assuming that A = Mn(D) for some n ∈ Z>0 and some division
K-algebra D. We may identify
A((x)) =Mn
(
D((x))
)
,
where A((x)) and D((x)) denote the algebras of Laurent series in x over A and D,
respectively. Since D((x)) is a division algebra, it follows that A((x)) is semisimple.
Moreover, the inclusion map D[x]→ D((x)) extends uniquely to an injective homomor-
phism FractD[x]→ D((x)), from which we obtain a natural embedding
FractA[x] ≡Mn(FractD[x]) −→ A((x)).
Consequently, it suffices to show that AD
(
A((x))
)
⊆ AD(A).
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Any scalar α ∈ AD
(
A((x))
)
has the form α = u1v1u
−1
1 v
−1
1 · · · unvnu
−1
n v
−1
n for some
units ui, vi ∈ A((x)). If ai, bi ∈ A denote the leading coefficients of ui and vi, respectively
(i.e., the coefficients on the lowest powers of x appearing in these series), then uiviu
−1
i v
−1
i
is a power series with constant term aibia
−1
i b
−1
i . The product of the uiviu
−1
i v
−1
i is thus a
power series whose constant term lies in GL(A)′. Therefore α ∈ GL1(A)
′∩K∗ = AD(A),
as desired. 
Proposition 7.1 immediately implies that various polynomial algebras cannot be iso-
morphic. In particular:
Corollary 7.2. Let m,n ∈ Z>0, and let p ∈ Mm(K∗), q ∈ Mn(K∗) be multiplicatively
skew-symmetric matrices. If 〈p〉 6= 〈q〉, then the polynomial algebras
Op(K
m)[x1, . . . , xs] 6∼= Oq(K
n)[x1, . . . , xt]
for all s, t ∈ Z≥0.
More generally, for all pairs of quantum cluster algebras A1 and A2 (and pairs of
upper quantum cluster algebras U1 and U2) we have
A1[x1, . . . , xs] 6∼= A2[x1, . . . , xt] if q(A1) 6= q(A2)
and
U1[x1, . . . , xs] 6∼= U2[x1, . . . , xt] if q(U1) 6= q(U2)
for all s, t ∈ Z≥0.
7.2. General stability under tensoring with commutative algebras.
Lemma 7.3. Let R be a ring and X ⊆ R a right denominator set. Suppose a0, . . . , an ∈
R and x0, . . . , xn ∈ X such that
(7.1) a0x
−1
0 = (a1x
−1
1 )(a2x
−1
2 ) · · · (anx
−1
n )
in RX−1.
(a) There exist b1, . . . , bn ∈ R and y1 = 1, y2, . . . , yn, z ∈ X such that
(7.2)
a1b2 · · · bnz = a0b1 xnynz = x0b1
xi−1yi−1bi = aiyi ∀ i ∈ [2, n].
(b) Suppose φ : R → S is a ring homomorphism which maps x0, . . . , xn, y2, . . . , yn, z
to units of S. Then
(7.3) φ(a0)φ(x0)
−1 = φ(a1)φ(x1)
−1φ(a2)φ(x2)
−1 · · · φ(an)φ(xn)
−1.
Proof. (a) By induction on n, there exist b2, . . . , bn ∈ R and y2, . . . , yn ∈ X such that
xi−1bi = aiyi for i ∈ [2, n] and
(a1x
−1
1 )(a2x
−1
2 ) · · · (anx
−1
n ) = (a1b2 · · · bn)(xnyn)
−1.
There also exist b1 ∈ R and z ∈ X such that xnynz = x0b1. Incorporating (7.1) and
multiplying on the right by x0b1 yields a0b1 = a1b2 · · · bnz.
(b) Apply φ to (7.2) and unwind. 
In the following, we let u.dimS denote the right uniform dimension of a ring S, i.e.,
the uniform dimension of the module SS.
Proposition 7.4. Let R be a semiprime right noetherian ring and P a set of prime ideals
of R such that
⋂
P = 0 and there is a finite upper bound on {u.dimR/P | P ∈ P}. For
any regular element c ∈ R, there is some P ∈ P such that c is regular modulo P.
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Proof. There are only finitely many distinct minimal prime ideals in R (e.g., [9, Theorem
3.4]), say P1, . . . , Pn, and c is regular modulo each Pi (e.g., [9, Lemma 7.4]). If Pi :=
{P ∈ P | P ⊇ Pi}, then
⋂n
i=1
⋂
Pi =
⋂
P = 0. Consequently,
⋂
Pj ⊆ P1 for some j.
Since Pj ⊆
⋂
Pj , we must have j = 1 and
⋂
P1 = P1.
Since {u.dimR/P | P ∈ P1} is bounded above, [9, Proposition 16.10] implies that
there is a neighborhood U of P1 in the patch topology on SpecR such that c is regular
modulo P for all P ∈ P1 ∩ U . The discussion in [9, pp. 275-6] shows that U contains a
patch neighborhood of the form
U ′ = {Q ∈ SpecR | Q ⊇ P1 but Q + I},
for some ideal I properly containing P1. Since
⋂
P1 = P1, we conclude that P1 ∩ U
′ is
nonempty. Any P ∈ P1 ∩ U
′ satisfies the requirements of the proposition. 
Theorem 7.5. Assume K = K, and let C be a reduced (i.e., semiprime) commutative
K-algebra. If A is a semiprime right Goldie K-algebra and A ⊗K C is semiprime right
Goldie, then
(7.4) AD(A⊗K C) = AD(A).
Proof. We just need to show that AD(A⊗K C) ⊆ AD(A), since the reverse inclusion is
clear.
If X is the set of regular elements of A, then X is a right denominator set in A
and X ⊗ 1 is a right denominator set of regular elements in A ⊗K C. Consequently,
AD(A) = AD(AX−1) and AD(A ⊗K C) = AD((A ⊗K C)(X ⊗ 1)
−1), so there is no loss
of generality in replacing A by AX−1. Thus, we may now assume that A is semisimple.
In view of (3.1), we may further assume that A is simple artinian.
Now C is a directed union of its affine subalgebras C ′, so A⊗KC is a directed union of
the subalgebras A⊗KC
′. Since A⊗KC is a central extension of A⊗KC
′, semiprimeness
descends from A ⊗K C to A ⊗K C
′. Moreover, A ⊗K C
′ is a homomorphic image of a
polynomial ring A[x1, . . . , xn], and so A ⊗K C
′ is right noetherian, hence right Goldie.
Note that any element of AD(A⊗K C) lies in AD(A ⊗K C
′) for a suitable C ′. Thus, it
suffices to prove that AD(A ⊗K C
′) ⊆ AD(A) for all C ′. Consequently, without loss of
generality, we may assume that C is affine and A⊗K C is right noetherian.
Let Φ denote the set of characters φ : C → K and Ψ the set of K-algebra homomor-
phisms of the form
idA ⊗ φ : A⊗K C −→ A,
for φ ∈ Φ. Since C is affine and reduced and K is algebraically closed,
⋂
φ∈Φ kerφ = 0,
from which it follows that
⋂
φ∈Φ ker(idA ⊗ φ) = 0. In other words, the collection
P := {kerψ | ψ ∈ Ψ}
of maximal ideals of A⊗K C has zero intersection. Note that the algebras (A⊗K C)/P ,
for P ∈ P, all have the same uniform dimension, namely u.dimA.
Let X denote the set of regular elements of A⊗KC. Any scalar α ∈ AD(A⊗KC) has
the form
α = s1t
−1
1 u1v
−1
1 t1s
−1
1 v1u
−1
1 · · · snt
−1
n unv
−1
n tns
−1
n vnu
−1
n
for some si, ti, ui, vi ∈ X. Relabel the sequences
α, s1, u1, t1, v1, . . . , sn, un, tn, vn and 1, t1, v1, s1, u1, . . . , tn, vn, sn, un,
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as a0, . . . , a4n and x0, . . . , x4n, respectively. By Lemma 7.3(a), there exist b1, . . . , b4n ∈ R
and y1 = 1, y2, . . . , y4n, z ∈ X such that
a1b2 · · · b4nz = a0b1 x4ny4nz = x0b1
xi−1yi−1bi = aiyi ∀ i ∈ [2, 4n].
Now let c be the product (in some order) of the xi, yi, and z, a regular element of A⊗KC.
By Proposition 7.4, there exists P ∈ P such that c is regular modulo P . Then P = kerψ
for some ψ ∈ Ψ, and ψ(c) is a unit in the simple artinian ring A. Consequently, the
ψ(xi), ψ(yi), and ψ(z) are units in A. Applying Lemma 7.3(b) and rewriting the result
in terms of the original si, ti, ui, vi, we obtain that the ψ(si), ψ(ti), ψ(ui), ψ(vi) are
units in A and
α = ψ(s1)ψ(t1)
−1ψ(u1)ψ(v1)
−1ψ(t1)ψ(s1)
−1ψ(v1)ψ(u1)
−1 · · ·
ψ(sn)ψ(tn)
−1ψ(un)ψ(vn)
−1ψ(tn)ψ(sn)
−1ψ(vn)ψ(un)
−1.
Thus α ∈ AD(A), as required. 
Corollary 7.6. Assume K = K, and let C be a reduced commutative noetherian K-
algebra. If A is an iterated Ore extension of K, then
AD(A⊗K C) = AD(A).
Proof. If X is the set of regular elements of C, then CX−1 is a finite direct product
of field extensions Ki of K. Now 1 ⊗ X is a central multiplicative set in A ⊗K C,
and (A ⊗K C)(1 ⊗ X)
−1 is isomorphic to the finite direct product of the K-algebras
A⊗KKi. Each of the latter tensor products is an iterated Ore extension of Ki, hence a
noetherian domain. Thus, (A⊗KC)(1⊗X)
−1 is a semiprime noetherian ring, from which
we conclude that A ⊗K C is semiprime Goldie. The result now follows from Theorem
7.5. 
8. Stability of the twist invariants
In this section we prove that both twist invariants remain unchanged under poly-
nomial extensions. We apply the fact for the general twist invariant to establish non-
isomorphisms between twisted polynomial extensions of quantized Weyl algebras.
8.1. Maximal tori of polynomial extensions. First we show that the maximal tori of
the automorphism groups of filtered locally finite algebras behave well under polynomial
extensions. For any such algebra A, we give the polynomial ring A[x] the natural induced
filtration with
(8.1) Fk(A[x]) :=
k⊕
j=0
(FjA)x
k−j, ∀ k ∈ Z≥0 .
Proposition 8.1. Let A be an affine filtered locally finite algebra over an infinite field
K, with F0A = K. For every maximal torus H of Autfl(A), the group H × K∗ is a
maximal torus of Autfl(A[x]), where H acts trivially on x and K∗ acts by rescaling x.
Proof. Set H+ := H × K∗, and observe that the H+-eigenspaces of A[x] are the spaces
Exn where E is an H-eigenspace of A and n ∈ Z≥0. In particular, A[x] is a direct sum
of H+-eigenspaces.
SupposeH′ is a subtorus of Autfl(A[x]) containingH
+. SinceH′ is abelian, it stabilizes
the H+-eigenspaces of A[x], and so it stabilizes A. Thus, restriction to A provides a
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group homomorphism ρ1 : H
′ → Autfl(A), and we observe that ρ1 is a morphism of
algebraic groups. Now H′ also stabilizes F1(A[x]) = (F1A) + Kx as well as the H+-
eigenspace AHx, where AH is the fixed subalgebra of A under H, so H′ stabilizes Kx.
Consequently, restriction to Kx provides a second algebraic group morphism ρ2 : H′ →
GL(Kx) = K∗. The combined morphism ρ1 × ρ2 : H′ → Autfl(A) × K∗ is injective,
because the automorphisms in H′ are determined by their actions on A∪Kx. Obviously
(ρ1 × ρ2)(H
+) = H+. Hence, once we show that (ρ1 × ρ2)(H
′) = H+, we can conclude
that H′ = H+, establishing the maximality of H+.
Choose n > 0 large enough so that FnA generates A, whence Fn(A[x]) generates
A[x]. The algebraic group structure on Autfl(A[x]) thus comes from the isomorphism
of this group with a closed subgroup of GL(Fn(A[x])). Since the group Autfl(A[x]) acts
rationally on A[x], so does H′. This means H′ acts diagonalizably on Fn(A[x]). Now
Fn(A[x]) is H
+-stable, and some of its H+-eigenspaces sum to FnA, from which we see
that H′ stabilizes FnA. Consequently, H
′ acts diagonalizably on FnA. It follows that
ρ1(H
′) is a diagonalizable algebraic group. On the other hand, it is connected, being
a continuous image of a connected group. Thus, ρ1(H
′) is a torus. Since ρ1(H
′) ⊇ H,
we obtain ρ1(H
′) = H from the maximality of H. Therefore (ρ1 × ρ2)(H
′) ⊆ H+ and
consequently (ρ1 × ρ2)(H
′) = H+, as desired. 
8.2. Stability of the twist invariants.
Theorem 8.2. (a) Let A be a Γ-graded semiprime right Goldie K-algebra for an abelian
group Γ. Then the polynomial algebra A[x] is also semiprime right Goldie and
twΓ×Z(A[x]) = twΓ(A),
where the grading of A[x] is obtained by extending that of A by placing x in degree (0, 1).
(b) Let A be an affine filtered locally finite algebra over an infinite field K, with
F0A = K. Assume in addition that A is a semiprime right Goldie algebra. Then the
polynomial algebra A[x] has the same properties with respect to the filtration (8.1) and
tw(A[x]) = tw(A).
Proof. (a) The fact that A[x] is also semiprime right Goldie is discussed in Proposition
7.1. Each c ∈ Z2(Γ,K∗) gives rise to
c+ ∈ Z2(Γ× Z,K∗) defined by c+((a1, n1), (a2, n2)) := c(a1, a2)
for ai ∈ Γ, ni ∈ Z. Obviously,
(A[x])c
+ ∼= Ac[x],
and by Proposition 7.1, AD(Ac[x]) = AD(Ac). Therefore,
twΓ(A) =
⋂
c∈Z2(Γ,K∗)
AD(Ac) =
⋂
c∈Z2(Γ,K∗)
AD((A[x])c
+
) ⊇
⊇
⋂
d∈Z2(Γ×Z,K∗)
AD((A[x])d) = twΓ×Z(A[x]).
In the opposite direction, for d ∈ Z2(Γ× Z,K∗), we have the restricted cocycle
d := d|Γ×Γ ∈ Z
2(Γ,K∗).
Since Fract(Ad) ⊂ Fract((A[x])d),
AD((A[x])d) ⊇ AD(Ad).
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Thus,
twΓ×Z(A[x]) =
⋂
d∈Z2(Γ×Z,K∗)
AD((A[x])d) ⊇
⋂
d∈Z2(Γ×Z,K∗)
AD(Ad) ⊇
⊇
⋂
c∈Z2(Γ,K∗)
AD(Ac) = twΓ(A).
Combining the two inclusions above gives twΓ×Z(A[x]) = twΓ(A).
(b) The properties of A[x] are discussed in the proofs of Propositions 7.1 and 8.1. Let
H be a maximal torus of Autfl(A). By Proposition 8.1, H
+ := H × K∗ is a maximal
torus of Autfl(A[x]), where H acts trivially on x and K∗ acts by rescaling x. We identify
X(H+) ∼= X(H) × Z in the canonical way. Applying the first part of the theorem and
taking into account Lemma 6.5, we obtain
tw(A[x]) = twX(H+)(A[x]) = twX(H)×Z(A[x]) = twX(H)(A) = tw(A),
which completes the proof of the theorem. 
Example 8.3. Let A := Oλ,p(Mn(K)) as in Examples 3.7 and 6.10, treated as a Z-
graded algebra with degXij = 1 for all i, j. Extend this grading to any polynomial
algebra A[x1, . . . , xs] so that deg xj = 1 for j ∈ [1, s]. In view of Theorem 8.2(b) and
equation (6.1), we obtain
(8.2) tw(A[x1, . . . , xs]) = 〈λ〉, ∀ polynomial algebras A[x1, . . . , xs].
Example 8.4. Let A := AQ,Pn (K) as in Example 4.7, treated as a Z-graded algebra with
deg xi = 1 and deg yi = −1 for all i ∈ [1, n]. This grading is not locally finite, but A has
a locally finite filtration based on the generating subspace V := K⊕
⊕n
i=1(Kxi ⊕ Kyi),
where we take FkA = V
k for k ∈ Z≥0. By Observations 6.8, AutflA becomes an algebraic
group isomorphic by the restriction morphism ρ1 to the closed subgroup A := im ρ1 of
GL(V ).
Let the torus H := (K∗)n act on A as in (5.18) (but here we allow the qi to possibly
be roots of unity), and note that the corresponding X(H)-grading on A coincides with
the Zn-grading of Example 4.7. Obviously H acts by filtered automorphisms, and we
may identify H with a closed subgroup of AutflA. Note that the H-eigenspaces of V
are all 1-dimensional. Hence, it follows as in Example 6.10 that H is a maximal torus
of AutflA. By (4.7), we have
(8.3) tw(A) = twX(H)(A) = 〈q1, . . . , qn〉,
and Theorem 8.2(b) thus implies
tw(A[X1, . . . ,Xs]) = 〈q1, . . . , qn〉, ∀ polynomial algebras A[X1, . . . ,Xs],
where A[X1, . . . ,Xs] is filtered by iterating Eqn. (8.1):
Fk(A[X1, . . . ,Xs]) :=
⊕
j0+j1+···+js≤k
(Fj0A)X
j1
1 · · ·X
js
s .
Taking all polynomial algebras over quantized Weyl algebras to be filtered in this man-
ner, we conclude that
Given AQ,Pn (K) and A
Q′,P ′
n′ (K) with 〈q1, . . . , qn〉 6= 〈q
′
1, . . . , q
′
n〉, no cocycle twisted
polynomial algebra (
AQ,Pn (K)[X1, . . . ,Xs]
)c
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is isomorphic, as a filtered K-algebra, to any cocycle twisted polynomial algebra(
AQ
′,P ′
n′ (K)[X1, . . . ,Xt]
)c′
for any two 2-cocycles c ∈ Z2(Zm,K∗) and c′ ∈ Z2(Zm
′
,K∗). The twists are
performed with respect to any gradings of the two polynomial algebras that
respect the filtrations of these algebras.
In the last step we made use of the invariance property of the general twist invariant
from Theorem 6.7.
We finish by noting that recently Bell and Zhang [3] investigated Zariski cancellative
algebras, which are K-algebras A such that A[x] ∼= B[x] implies A ∼= B for any K-algebra
B. They proved that this is the case if A is LND-rigid or if the discriminant of A over
its center exists and is cancellative. Currently, there are not many families of algebras
that are known to have these properties and even quantum matrices of size n > 3 are
conjectured not to have the properties. Our stable twist invariant can be explicitly
computed from Theorems 4.4 and 5.6 and used to detect non-isomorphisms
A[x] ≇ B[x]
of filtered algebras when discriminant methods are not applicable.
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