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viii INFORMATION FOR READING
Information for reading
The reader is supposed to have some familiarity with set theory, for example
with ordinals. This is enough to understand most proofs, except in Section
2E, where constructible sets occur, and in Sections 7C and 7D, where forcing
is mentioned. Sometimes when we need the fact that a certain statement is
unprovable from the usual axioms of set theory, we will refer the reader to
the literature.
It may be useful to know that some parts of this thesis may be studied
more or less on their own. Occasionally, one will have to use the index and
look up a definition.
The individual chapters are independent of the Introduction.
Sections 6A and 6B (a proof of quasi-Borel determinacy that uses AC)
only depend on Chapter 1.
Chapter 3 (DC implies Borel pseudodeterminacy, using tactics) depends
on Chapter 1, Sections 2A, 2B, and 2C.
Each of the Chapters 4 and 5 (coded Borel pseudodeterminacy, using
preferential or generalized games, respectively) only depends on Chapter 1
and Sections 2A through 2D. After reading Chapter 5, one can read Sections
6A, 6B, and 6C (coded quasi-Borel pseudodeterminacy, using generalized
games).
Sections 7A and 7B (coded quasi-Borel pseudodeterminacy, using strongly
winning tactics) depend on Chapter 1, Sections 2A through 2D, Chapter 3,
Sections 6A, 6B, and 6C up to (but not including) Lemma 6.11.
Section 7D (coded quasi-Borel pseudodeterminacy, using strongly winning
pseudostrategies and forcing) depends on Chapters 1 and 2, Sections 6A,
6C up to (but not including) Lemma 6.11, Section 6D, and a small part
of Section 7C, namely Lemma 7.17 and the first two paragraphs following
Theorem 7.16.
1Introduction
History of the problem of Borel determinacy
E. Zermelo [1913] demonstrated that in the game of chess, either both players
have drawing strategies, or else one player has a winning strategy. This
follows easily from the fact that chess is a finite game: The number of possible
positions is finite. In 1935, S.M. Ulam introduced the following infinite game
(see R.D. Mauldin [1981], page 113): Given a set X of real numbers, two
players produce a binary expansion of some x ∈ [0, 1], by alternately writing
down a 0 or a 1. At each moment the players can see the binary digits that
have been written down so far. The first player tries to make sure that,
‘in the end’, x ∈ X, whereas the other player tries to ensure that x /∈ X.
This binary game is a modification of the Banach–Mazur game, the first
infinite positional game of perfect information studied by mathematicians
(see R. Telga´rski [1987]). The problem proposed by Ulam is to decide for
which X one of the players has a method by which he will always win the
binary game. If for example X is countable, then it is easy to find a winning
strategy for the second player. (He can even win without looking at the
moves of his opponent.)
D. Gale and F.M. Stewart [1953] introduced the general notion of a two-
person infinite win-lose game of perfect information. In such a game, two
players, called I and II, make moves, one by one. At each moment, the
players know the finite sequence of moves already played. It takes infinitely
many moves before the game is over. Then one of the players wins, the other
loses. The positions in such a game are the nodes of a tree: The root of
the tree is the starting position and for each node of the tree, the immediate
successor nodes correspond to the moves that can be made at that position.
The infinite branches of the tree are the infinite sequences of moves that can
be played in the game. Thus, an infinite game is given by specifying the
tree, the set of nodes at which it is player I’s turn to make the next move,
and the winning set for player I: the set of infinite branches that result in
a win for player I. If player I’s winning set is, for example, open (in the
usual topology), then the game itself is called open. If one of the players has
a winning strategy, then the game is said to be determined. The following
question remained unanswered for more than twenty years: Is each Borel
game determined?
Gale and Stewart [1953], and independently J. Mycielski and A. Zie¸ba
[1955], proved that each closed game is determined. The idea of the proof
is that if player II does not have a winning strategy, then player I can win
simply by avoiding the positions from which player II has a winning strategy.
Since the roles of I and II can be reversed, this also proves that each open
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game is determined.
Determinacy proofs for higher levels of the Borel hierarchy followed step
by step, becoming more and more complex.
P. Wolfe [1955], and independently Mycielski, S´wierczkowski, and Zie¸ba
[1956], proved determinacy of Gδ games. In such games, player I’s winning
set is a countable intersection of open sets U0, U1, . . .. Wolfe’s proof uses the
determinacy of open games and can be sketched as follows. Suppose that
player II has no winning strategy. While avoiding the positions from which
player II has a winning strategy, player I first plays as if his winning set is
U0. As soon as a position is reached from which all infinite plays are in this
open set, player I starts playing as if his winning set is U1, and so on. In this
way player I will win.
M. Davis [1964] proved determinacy of Gδσ games (assuming that at each
position, the number of possible moves is finite). Now player I’s winning
set is a countable union of Gδ sets H0, H1, . . .. The basic step is to prove
the following: Suppose player I has no winning strategy. Then player II can
impose restrictions on his moves, such that the infinite sequence of moves will
not be in H0, and such that player I still does not have a winning strategy
in this so-called II-imposed subgame of the original game. By repeating this
basic step, we see that player II can avoid H1 by imposing further restrictions
on his moves, and so on.
J.B. Paris [1972] proved determinacy for the next level of the Borel hier-
archy, by combining methods of Davis [1964] and Martin [1970]. The idea of
the proof is as follows. In a Gδσδ game, the winning set for I is a countable
intersection of Gδσ sets A0, A1, . . .. Assuming that player II has no winning
strategy, one proves that player II still has no winning strategy if player I
is required to ‘prove’ that the sequence of moves will be in A0, by making
certain extra moves (elements of some large ordinal). Thus, instead of con-
sidering some subgame of the the original game, Paris constructs an auxiliary
game on a larger tree. By repeating this construction for A1, A2, and so on,
a winning strategy for player I in the original game is found.
Finally, D.A. Martin [1975] proved that all infinite Borel games of perfect
information are determined. Later, Martin [1985] gave a simpler proof. The
idea of both proofs is to reduce each Borel game to an open game (on a tree
which may be very large). By the Gale–Stewart result, this auxiliary game
is determined. The basic step, which is to be iterated transfinitely often, is
as follows. For each closed set A of infinite branches of some tree T and
each game on T , an ‘equivalent’ auxiliary game is constructed in which each
player chooses a certain subtree of T that imposes restrictions on his further
moves. This is done in such a way that once the two extra moves have been
played, it is clear whether the infinite sequence of original moves will be in
A or not.
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Determinacy and large cardinals
If one deletes the power set axiom from ZFC, Zermelo–Fraenkel set theory
with the axiom of choice, then one cannot prove the existence of an uncount-
able set, but one can treat Borel sets of reals by means of codes (see Friedman
[1981], page 210). The resulting theory is similar to second order arithmetic
and Davis’ proof of determinacy of binary Gδσ games can be formalized in
it. H. Friedman [1971] showed that determinacy of all binary Gδσδσ games is
unprovable in second order arithmetic. Thus, in order to prove that the bi-
nary game is determined for certain sets X, one has to assume the existence
of sets that are larger than ω, the set of all natural numbers.
One can prove the determinacy of the binary game for Borel sets of finite
Borel rank (G, Gδ, Gδσ, etcetera), assuming the existence of ω, the power set
of ω, the power set of the power set of ω, and so on. Friedman [1971] showed
that, in some precise sense, this assumption is necessary. He also proved that
this assumption does not imply that each binary Borel game is determined.
That is, one cannot prove Borel determinacy in ZFC without using the axiom
scheme of replacement. This scheme states that if for each element a of some
set A a set xa is given, then the collection {xa : a ∈ A} is a set. In fact,
Martin’s proof of Borel determinacy only uses this scheme for A = ω. In
other words, it is enough to be able to iterate the power set operation any
countable transfinite number of times. According to Friedman [1981], page
213, Borel determinacy is “the first example of a mathematically interesting
proposition from non-set-theoretic mathematics whose proof requires use of
some set theoretic mathematics”.
Analytic sets of reals can be defined as continuous images of Borel (or Gδ)
sets. The Borel sets are the analytic sets that have an analytic complement.
Mycielski [1964] observed that under the axiom of constructibility (V=L),
there is an analytic set X for which the binary game is not determined.
Consequently, the statement of analytic determinacy cannot be proved in
ZFC (if ZFC is consistent). However, assuming the existence of a measurable
cardinal, Martin [1970] proved analytic determinacy, by showing that every
analytic binary game is equivalent to some open game on a much larger tree.
In this auxiliary game, player II tries to ‘prove’ that he will win the original
game, by choosing, as extra moves, elements of some measurable cardinal.
One can also consider projective sets: analytic sets, continuous images of
complements of analytic sets, and so on. Many questions in descriptive set
theory that are undecidable in ZFC, turn out to be settled by the assertion
that each projective binary game is determined (PD). This assertion seems
to be consistent with ZFC: Martin and Steel [1988, 1989] proved PD, assum-
ing the existence of infinitely many so-called Woodin cardinals. This large
cardinal hypothesis is essentially as weak as possible.
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Determinacy without the axiom of choice
Using the axiom of choice (AC), Gale and Stewart [1953], and independently
Mycielski and Zie¸ba [1955], proved that for some set X, the binary game is
not determined. So the easy proof of determinacy of finite games cannot be
extended to infinite games. On the other hand, the statement that each bi-
nary game is determined can also be considered as an interesting alternative
to the axiom of choice: This so-called axiom of determinacy (AD) was intro-
duced by Mycielski and Steinhaus [1962]. They conjectured its consistency
with ZF, Zermelo–Fraenkel set theory, and thus the unprovability of AC in
ZF (which was not known by then; see also H. Steinhaus [1965]). The state-
ment that each infinite game is determined, is inconsistent since it implies
both AD and AC.
AD has some very remarkable consequences. Mycielski and S´wierczkowski
[1964] proved that AD implies that each subset of the real interval [0, 1] is
Lebesgue measurable. R.M. Solovay showed that it also implies that ω1,
the least uncountable ordinal, is measurable (see J.E. Fenstad [1971], page
53). Therefore AD implies that ZF is consistent. Note that AC does not
imply that ZF is consistent (unless ZF is inconsistent), since AC holds in L,
the smallest inner model of ZF. The problem of the consistency of AD with
respect to ZF was finally settled by Martin and Steel [1988, 1989], using a
result of W.H. Woodin [1988]. They showed that if there is a measurable
cardinal larger than infinitely many Woodin cardinals, then AD holds in
L(IR), the smallest inner model of ZF that contains the set IR of all real
numbers. A.S. Kechris [1984] proved that if AD holds in L(IR), then the
principle of dependent choices (DC), a consequence of AC, also holds in this
inner model. Thus, each of the incompatible axioms AD and AC has a weak
form (PD and DC, respectively) that is compatible with the other if certain
large cardinals exist.
AD is the first serious alternative to AC: It leads to an extremely fruitful
theory. “Compared to Cantor’s universe, the world of determinacy (or at
least its part comprising of sets of reals) is remarkably structured” (T.J.
Jech [1981], page 346). Before its introduction, some other alternatives to
AC had been studied by A. Church [1927], who drew an analogy to the study
of hyperbolic geometry as an alternative to the usual Euclidean geometry
(see G.H. Moore [1982], page 249). Another parallel is the study of p-adic
numbers versus real numbers.
Working in ZF instead of ZFC, one can prove less and thus assume more
without getting contradictions. Consider the following propositions concern-
ing the set of all reals:
(i) IR can be wellordered;
(ii) each uncountable subset of IR has a non-empty closed subset without
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isolated points;
(iii) IR is a countable union of countable sets;
(iv) there is an infinite subset of IR that has no countable subset.
One easily verifies that, in ZF, any two of these propositions are contra-
dictory. But none of these is known to lead to a contradiction on its own.
Proposition (i) is consistent with ZF since it follows from AC. The second
proposition follows from AD; in fact, ZF together with (ii) and DC is consis-
tent if and only if ZF together with the existence of an inaccessible cardinal
is consistent (see Solovay [1970]). Both (iii) and (iv) contradict the so-called
countable axiom of choice (CAC), a consequence of DC, but are consistent
with ZF (see Jech [1973], page 142, and Halpern and Le´vy [1971], respec-
tively).
Using alternatives like (ii), (iii), and (iv), one can show that certain the-
orems of ZFC are unprovable in ZF. For example, (iii) implies that for some
Borel set X, the binary game is not determined, whereas both AC and AD
imply that each binary Borel game is determined. In fact, (iii) even im-
plies that some binary Gδσ game is not determined. On the other hand, as
observed by Mycielski [1964], page 213, we can prove in ZF that for each
double sequence Um,n (m,n ∈ ω) of open sets of reals, the binary game with
X =
⋃
m∈ω
⋂
n∈ω Um,n is determined. Thus one cannot prove in ZF that each
Gδσ set X of real numbers can be represented this way (whereas this is a
simple consequence of CAC).
The subject of this thesis
Using AC, Martin [1975, 1985] proved that Borel games on arbitrarily large
trees are determined. The use of AC is necessary, since even the determinacy
of all open games (on arbitrarily large trees) implies AC. By a sophisti-
cated set-theoretical argument, Martin showed that the full axiom of choice
is not needed in order to prove that each Borel game on a countable tree is
determined; CAC suffices in this special case.
But what about Borel games on uncountable trees if AC is not assumed?
That is the subject of this thesis.
We do not restrict our attention to games on countable trees, since the
essence of Martin’s proof is to reduce Borel games to games of lower Borel
complexity but on larger trees.
By avoiding the use of AC, we refrain from choosing between the alter-
natives AC and AD. We want to analyse the role of AC in the proof of Borel
determinacy by studying reformulations of Martin’s result that are provable
without using the full axiom of choice. In the absence of AC, we must choose
definitions carefully: Subtle distinctions may be important. For instance,
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the difference between strategies and so-called pseudostrategies is irrelevant
if one assumes AC (and also if one only considers games on countable trees).
Let us first consider the situation for open games. Gale and Stewart
gave a proof of open determinacy that does not use AC in case of binary
games, and only uses CAC for games on countable trees. In fact, a slightly
more complicated argument that uses ordinals shows that the determinacy
of open games on countable trees is provable in ZF. A similar argument
shows that open games on arbitrarily large trees are pseudodetermined (or
weakly determined, see Moschovakis [1980], page 446): One of the players has
a winning pseudostrategy.
In this thesis we prove, without using the full axiom of choice, that each
Borel game is pseudodetermined. This cannot be done by simply replacing
strategies by pseudostrategies in Martin’s proof. In fact, we present several
proofs, each based on Martin’s idea of reducing Borel games to open games
on much larger trees. We elaborate this idea in different ways, introducing
‘tactics’, ‘preference relations’, and ‘generalized games’.
Summary
We now give an overview of the contents of this thesis.
In Chapter 1, we give definitions of concepts like game and strategy. In
order to simplify the basic step in Martin’s proof of Borel determinacy, we
allow trees to have terminal nodes. At a terminal node, no further move is
possible and the player whose turn it is to make a move loses the game. Since
Gale and Stewart only consider games on trees without terminal nodes, we
adapt their proof of open determinacy and show that AC implies that each
basic open game is determined. Then we describe our simplified basic step:
the reduction of each open game to a basic open game on a larger tree.
(Here the power set axiom is used: The larger tree has about the size of the
power set of the original tree.) Just as in Martin’s proof, the next step is
the construction of the ‘limit’ G of an infinite sequence of games G0, G1, . . .,
such that for each natural number n, the first n moves in G are the same as
those in Gm for all large m. (This is where the axiom scheme of replacement
is used.) Finally, we put these steps together and prove, using AC, that
each Borel game can be reduced to some basic open game and is therefore
determined.
In Chapter 2, we see that we cannot prove Borel determinacy in ZF. We
cannot even prove that each basic open game is determined: This is because
a strategy must prescribe the moves of a player completely. But each basic
open game is pseudodetermined. A pseudostrategy presents a player, when
he has to move, with a set of acceptable moves from which the player has to
choose one. DC implies that there is no game in which both players have a
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winning pseudostrategy, and AC implies that each pseudodetermined game
is determined. In fact, the reverse implications hold as well.
Each binary game (or other game on a countable tree) is determined if
and only if it is pseudodetermined. But in general, we cannot prove that a
Borel game on a countable tree is determined, unless we have a code that
expresses how player I’s winning set is constructed from basic open sets by
means of countable unions and countable intersections. CAC implies that
each Borel set has such a code. In Section 2E, we show that coded Borel
games on countable trees are determined. We use some inner model of ZF
in which AC holds. In such a model, each Borel game is determined.
In the next three chapters, we give some proofs of Borel pseudodetermi-
nacy that only use some weak form of AC. These three proofs are indepen-
dent of each other.
In Chapter 3, we prove Borel pseudodeterminacy, using DC. By taking
a second look at the auxiliary basic open game in Chapter 1, we show that
in each Borel game, either player II has a winning pseudostrategy or player
I has a winning tactic. A tactic is a kind of pseudostrategy with auxiliary
moves. Reversing the roles of the players, we see that each Borel game is
pseudodetermined, since, by DC, no game exists in which both players have
a winning tactic.
In Chapter 4, we consider preferential games: games equipped with some
relation R between positions, expressing that certain positions are ‘easier’
for player I (and more ‘difficult’ for II) than other positions. Using such a
preference relation R, we define R-pseudostrategies: pseudostrategies that
satisfy some ‘reasonable’ condition. In contrast to the condition of being a
strategy, this condition is so weak that we can prove in ZF that if such a
preferential game is basic open, then one of the players has a winning R-
pseudostrategy. At the same time, it is so strong that we can reduce each
open preferential game to a basic open one. This reduction is much more
complicated than the corresponding one in the first chapter. We then define
for each Borel preferential game an auxiliary basic open preferential game,
using a Borel code. In this way, we see that CAC implies that each Borel
game is pseudodetermined.
We prove this theorem again in Chapter 5, but now by generalizing the
concept of a game. In a game, there are two types of positions, depending
on whose turn it is to make a move, and these types play an important role
in the definition of ‘pseudostrategy’. In a generalized game, there may be
other types of positions as well, and we use these to expand the definitions
of ‘pseudostrategy for I’ and ‘pseudostrategy for II’. Using the duality of
these definitions, we prove that each basic open generalized game is pseu-
dodetermined (and we do not mind that both players may have a winning
pseudostrategy). Using generalized games, we can further simplify the basic
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step in Martin’s proof: In the auxiliary generalized game, there is only one
extra move and the roles of both players are essentially the same. Iterat-
ing this step as before, we see that each coded Borel (generalized) game is
pseudodetermined.
Martin [1990] extended his proof of Borel determinacy to quasi-Borel
games. He showed that quasi-Borel sets are the same as the so-called ∆11
sets, and if the underlying tree is countable, then they coincide with the Borel
sets. In Chapter 6, we examine the role of the axiom of choice in all this.
We prove (in ZF) that each coded quasi-Borel game is pseudodetermined.
We also show that DC is not strong enough to prove that each quasi-Borel
set has a code. DC implies that coded quasi-Borel sets are the same as ∆11
sets. We can even avoid DC by considering absolutely ∆11 sets. This last
characterization of coded quasi-Borel sets is, in a certain sense, absolute for
transitive class models of ZF containing all ordinals.
In the last chapter, strongly winning pseudostrategies are introduced,
but only in coded quasi-Borel games. We will see that a pseudostrategy
is strongly winning if and only if it is winning in every generic extension of
the universe. Each strongly winning pseudostrategy is winning; the converse
holds if the game is played on a countable tree or if DC holds. The follow-
ing version of Borel determinacy is the strongest one that we were able to
prove in ZF: In each coded quasi-Borel game, exactly one of the players has
a strongly winning pseudostrategy. We give two proofs. The first one is like
the proof in Chapter 3, but now we can exclude the possibility that both
players have a strongly winning tactic, without using DC. The other proof
is an elaboration of an idea of J.R. Steel and uses forcing. For each coded
quasi-Borel game on some tree, we find a generic extension V[G] of the uni-
verse in which that tree is at most countable. So the corresponding game in
V[G] is coded Borel and therefore determined. We show that the player who
has a winning strategy in V[G], also has a strongly winning pseudostrategy
in the ‘real’ universe V.
91 A proof of Borel determinacy using AC
In this chapter we prove, using the axiom of choice, that every Borel game is
determined. This result can de stated as follows: For every set M and every
Borel set X of infinite sequences of elements of M , one of the players has a
winning strategy in the following game. Player I starts by choosing a0 ∈M ;
then player II chooses a1 ∈ M ; player I chooses a2 ∈ M and so on. In the
end, player I wins if and only if the infinite sequence 〈a0, a1, a2, . . .〉 of moves
belongs to X.
In order to give a precise formulation of this theorem, we start by giving
set theoretical definitions concerning games and Borel sets.
We will work in ZF, Zermelo–Fraenkel set theory without the axiom of
choice, so we must take care: Definitions that are equivalent if one assumes
the axiom of choice, need not be equivalent in ZF.
The axiom of choice (AC) is the statement that for every collection C
of non-empty sets, there exists a function f on C such that for all A ∈ C,
f(A) ∈ A. Such a function f is called a choice function.
1A Infinite games
We consider infinite two-person win-lose games of perfect information. These
games can be described as follows: Two players alternately choose a mem-
ber of a given non-empty set, knowing the finite sequence of moves already
played. After infinitely many moves, exactly one of the players wins.
It turns out to be more convenient to consider games in which:
• the set of possible moves may depend on the position, i.e. the finite
sequence of moves already played;
• there may be positions where no move is possible; the player whose
turn it is to play in such a terminal position, loses the game;
• the players need not play alternately; it depends on the position who
has to make the next move.
These games are slightly more general than the games described earlier.
The positions in a game are the nodes of a tree. The infinite sequences of
moves are the infinite branches of that tree.
1.1 Definition A finite sequence is a function σ whose domain is a
natural number n = {0, 1, . . . , n− 1}, which is called the length of σ.
A tree is a non-empty set T of finite sequences such that for all
finite sequences σ and τ , if σ ⊆ τ and τ ∈ T then σ ∈ T .
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An infinite sequence is a function whose domain is ω = {0, 1, . . .},
the set of all natural numbers.
Let T be a tree. An infinite branch of T is an infinite sequence x
such that for every finite sequence σ, if σ ⊆ x then σ ∈ T .
The set of all infinite branches of T is denoted by [T ].
In other words, a tree is a set T of finite sequences such that 〈〉 ∈ T and for all
〈a0, a1, . . . , an〉 ∈ T , 〈a0, a1, . . . , an−1〉 ∈ T . An infinite branch of T is an infi-
nite sequence 〈a0, a1, . . .〉 such that for all n ∈ ω, 〈a0, a1, . . . , an−1〉 ∈ T . Here
〈〉 = Ø, the unique sequence of length 0. The expression 〈a0, a1, . . . , an−1〉
denotes the unique sequence σ of length n such that for all i < n, σ(i) = ai.
The expression 〈a0, a1, . . .〉 denotes the unique infinite sequence x such that
for all n ∈ ω, x(n) = an.
Note that for each infinite sequence x and n ∈ ω, the restriction x|n of
the function x to the set n is the unique finite sequence σ of length n such
that σ ⊆ x.
The set of all functions from a set X to a set Y is denoted by XY .
1.2 Example For every set M , the set <ωM :=
⋃
n∈ω nM of all finite
sequences of elements of M is a tree and [<ωM ] = ωM , the set of all
infinite sequences of elements of M .
We give a formalization of the notion of a game.
1.3 Definition A game G is a triple (T, P,X) where T is a tree, P ⊆ T ,
and X ⊆ [T ].
We say that G is a game on T .
We say that it is player I’s turn at position σ (or player I has
to make a move at position σ) if σ ∈ P and it is player II’s turn
at position σ if σ ∈ T \ P .
We say that player I wins play x if x ∈ X and player II wins
play x if x ∈ [T ] \X. X is called the winning set for player I and
[T ] \X is the winning set for player II.
Informally, such a game G is played by two players, I and II, as follows. The
game starts at the position 〈〉 ∈ T . After a finite number of moves, at a
position 〈a0, a1, . . . , an−1〉 ∈ T , the player whose turn it is, makes a move an
such that 〈a0, a1, . . . , an〉 ∈ T ; if he cannot make such a move, then he loses
and the other player wins. If infinitely many moves are played, then one of
the players wins the play 〈a0, a1, . . .〉 and the other loses.
Often one only considers games (T, P,X) for which P = {σ ∈ T :
length(σ) is even}. In such a ‘standard game’, the players play turn by turn,
player I starting.
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1.4 Definition Let T be a tree. Let σ ∈ T and put n = length(σ), so
σ = 〈σ(0), σ(1), . . . , σ(n− 1)〉.
A move in T at σ is a set a such that σ_〈a〉 ∈ T , where σ_〈a〉 =
σ ∪ {(n, a)} = 〈σ(0), σ(1), . . . , σ(n − 1), a〉, the concatenation of the
finite sequences σ and 〈a〉.
If there is no move in T at σ then σ is called a terminal node of T .
The subtree of T via σ is the set {τ ∈ T : τ ⊆ σ or σ ⊆ τ}. We
denote this tree by T viaσ.
Note that for each τ ∈ T viaσ, if length(τ) < n then there is exactly one move
in T viaσ at τ , and if length(τ) ≥ n then the moves in T viaσ at τ are the same
as the moves in T at τ .
1.5 Example Let M be a set and define T as the tree <ωM . Let σ ∈ T .
Then the set of all moves in T at σ is M .
A strategy for some player in a game is a way of playing which completely
prescribes the moves of that player. It is called a winning strategy if the
player wins every play when he follows that strategy. If one of the players
has a winning strategy, then the game is called determined.
A strategy for a player is often identified with a function that assigns
a move to each position where the player has to make a move, but we will
identify a strategy with the set of all positions that may occur when the
player follows that strategy.
1.6 Definition Let G = (T, P,X) be a game.
A strategy for player I in G is a tree S ⊆ T such that for every
σ ∈ S ∩ P there is exactly one move in S at σ and such that for every
σ ∈ S \ P , every move in T at σ is a move in S at σ.
A winning strategy for player I in G is a strategy S for player
I in G such that [S] ⊆ X.
A (winning) strategy for player II in G is a (winning) strategy
for player I in the game (T, T \ P, [T ] \X).
The game G is determined if there is a winning strategy for player
I or a winning strategy for player II in G.
Note that if S is a (winning) strategy for some player in G and σ ∈ S, then
Sviaσ is a (winning) strategy for that player in the game (T viaσ, P ∩T viaσ, X∩
[T viaσ]). In this game, the players make some obligatory moves until position
σ is reached. Then they continue as if they are playing game G.
Suppose that SI and SII are strategies for player I and player II in some
game. Let D be the tree SI ∩ SII. Then for every σ ∈ D there is exactly one
move in D at σ. So D has exactly one infinite branch s and s ∈ [SI] ∩ [SII].
This implies that there is no game in which both players have a winning
strategy.
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1.7 Example Consider the following game G: Player I starts by choosing
a non-empty set A of infinite sequences of 0’s and 1’s. Then player II
chooses elements a0, a1, a2, . . . of {0, 1}, one by one. In the end, player
II wins the game if and only if 〈a0, a1, . . .〉 ∈ A.
In other words, if C = {A ⊆ ω2 : A 6= Ø} then G = (T, P,X) where
• T = {〈〉} ∪ {〈A〉_σ : A ∈ C and σ ∈ <ω2};
• P = {〈〉};
• X = {〈A〉_x : A ∈ C and x ∈ [T ] \ A}.
It is clear that player I does not have a winning strategy in this game:
If S is a strategy for player I and A is the unique move in S at position
〈〉, then there is some x ∈ A; now player I loses the play 〈A〉_x ∈ [S].
It is also clear that every strategy S for player II in this game
corresponds to a function f : C −→ ω2 and that S is winning if and
only if f is a choice function.
It follows from the axiom of choice that there is such a choice func-
tion. So, AC implies that the game G is determined.
Not every game is determined. This is provable in ZF as follows:
Case 1: The set ω2 can be wellordered. Using this, one can construct an
undetermined game on the countable tree <ω2 (see Gale and Stewart
[1953]). The idea is to build winning sets in such a way that for every
strategy for a player at least one of its infinite branches is put into the
winning set of the other player.
Case 2: The set ω2 cannot be wellordered. Then there is no choice function
on the set of all non-empty subsets of ω2, so the game G in Example
1.7 is undetermined.
So the question arises which games are (provably) determined.
1B Borel sets
For every tree T we give [T ] the usual topology by letting basic open sets be
the sets of the form {x ∈ [T ] : x|n ∈ ∆} for some n ∈ ω and some set ∆
of finite sequences of length n. Another basis for this (metrizable) topology
consists of the sets [T viaσ] for σ ∈ T . If T is of the form <ωM , then this
topology on ωM is the product topology, taking M discrete.
1.8 Definition Let T be a tree.
We call Ø and [T ] the trivial subsets of [T ].
A basic open subset of [T ] is a set X ⊆ [T ] such that for some
n ∈ ω, for all x ∈ X, for all y ∈ [T ], if x|n = y|n then y ∈ X.
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An open subset of [T ] is a countable union of basic open subsets of
[T ].
A closed subset of [T ] is a countable intersection of basic open
subsets of [T ].
A Borel subset of [T ] is a set that belongs to every collection of
subsets of [T ] that contains every basic open subset of [T ] and is closed
under countable union and countable intersection.
One easily verifies that for every tree T and every X ⊆ [T ]:
• if X is trivial, then X is basic open;
• if X is basic open, then X is open and closed;
• if X is open or closed, then X is Borel;
• ifX = ⋃n∈ωXn orX = ⋂n∈ωXn for some infinite sequence 〈X0, X1, . . .〉
of Borel sets, then X is Borel;
• X is trivial, basic open, open or Borel if and only if [T ] \X is trivial,
basic open, closed or Borel, respectively.
1.9 Remark The open subsets of [T ] are precisely the sets of the form
{x ∈ [T ] : for some τ ∈ ∆, τ ⊆ x} for some ∆ ⊆ T .
The closed subsets of [T ] are precisely the sets of the form [S] for
some tree S ⊆ T .
We can stratify the collection of all Borel subsets of [T ] into a hier-
archy as follows:
Let B0 be the set of all basic open subsets of [T ] and define by trans-
finite induction for every ordinal α > 0, Bα = {X ⊆ [T ] : X is is a
countable union or intersection of elements of
⋃
β<α Bβ}.
Then for every X: X is a Borel subset of [T ] if and only if X ∈ Bα for
some ordinal α.
The Borel rank of a Borel subset X of [T ] is the least ordinal α
such that X ∈ Bα. So the basic open sets have Borel rank 0.
The (countable) axiom of choice implies that every Borel set has a
finite or countable Borel rank.
1C Determinacy of basic open games
1.10 Definition A game (T, P,X) is called trivial, basic open, open,
closed or Borel if X is a trivial, basic open, open, closed or Borel
subset of [T ], respectively.
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D. Gale and F.M. Stewart [1953] proved, using the axiom of choice, that
every open game on a tree without terminal nodes is determined. The idea
of the proof is the following:
In every open game on a tree without terminal nodes, player I only wins
a play if some position is reached such that from that position on, he wins
the game no matter how he plays. Now suppose that player I has no winning
strategy. Then player II can play in such a way that no position is reached
from which player I has a winning strategy. Playing in this way, player II
wins every play.
Using the same idea, we prove the following theorem:
1.11 Theorem AC implies that every trivial game is determined.
Proof In a trivial game, the winning set for one of the players is empty. By
symmetry, we only have to consider games for which player I’s winning
set is empty. In such a game, player I only wins if a terminal position
is reached at which it is player II’s turn. If infinitely many moves are
made, then player II wins the play.
So suppose AC holds and let G be a game of the form (T, P,Ø).
For every τ ∈ T , let Gτ be the game (T via τ , P ∩ T via τ ,Ø). Put B =
{τ ∈ T : player I has a winning strategy in the game Gτ}.
Case 1: 〈〉 ∈ B.
Then player I has a winning strategy in G since G〈〉 = G.
Case 2: 〈〉 /∈ B.
Let τ ∈ T and suppose that τ /∈ B, so player I has no winning
strategy in the game Gτ .
If τ ∈ P , then for every move a in T at τ , τ_〈a〉 /∈ B, since
otherwise for some move a in T at τ , player I has a winning strat-
egy S in Gτ_〈a〉, but then S is also a winning strategy for player
I in Gτ .
If τ /∈ P , then for some move a in T at τ , τ_〈a〉 /∈ B, since
otherwise for every move a in T at τ , player I has a winning
strategy in Gτ_〈a〉. Then, by AC, there is a function that assigns
to every move a in T at τ a winning strategy Sa for player I in
Gτ_〈a〉. But then the tree {σ ∈ T : σ ⊆ τ or for some move a in
T at τ , σ ∈ Sa} is a winning strategy for player I in Gτ .
By AC, there is a function that assigns to every τ ∈ (T \P )\B
a move aτ in T at τ such that τ
_〈aτ 〉 /∈ B. Let S be the tree
{σ ∈ T : for all n < length(σ), σ|n /∈ B and if σ|n /∈ P then
σ(n) = aσ|n}. Then S ⊆ T \B and S is a strategy for player II in
G. Since player II wins every play in G, strategy S is winning.
So in both cases G is determined.
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1.12 Theorem AC implies that every basic open game is determined.
Proof Suppose AC holds and let G = (T, P,X) be a basic open game. For
every τ ∈ T , let Gτ be the game (T via τ , P ∩ T via τ , X ∩ [T via τ ]).
Claim Let τ ∈ T and suppose that for every move a in T at τ , the
game Gτ_〈a〉 is determined. Then Gτ is determined.
Proof of claim Suppose that τ ∈ P . (The other case is similar:
One only has to interchange the roles of I and II.)
If for some move a in T at τ , player I has a winning strategy
S in Gτ_〈a〉, then S is a winning strategy for player I in Gτ too.
If not, then for every move a in T at τ , player II has a winning
strategy in Gτ_〈a〉. By AC, there is a function that assigns to
every move a in T at τ a winning strategy Sa for player II in
Gτ_〈a〉. But then the tree {σ ∈ T : σ ⊆ τ or for some move a in
T at τ , σ ∈ Sa} is a winning strategy for player II in Gτ .
Since X is a basic open subset of [T ], there is an n ∈ ω such that for all
x ∈ X, for all y ∈ [T ], if x|n = y|n then y ∈ X. Thus for every τ ∈ T
of length n, either X ∩ [T via τ ] = Ø or [T via τ ] ⊆ X. In both cases the
game Gτ is trivial and thus, by Theorem 1.11 and AC, determined.
Since G = G〈〉 we may conclude, using the claim repeatedly, that G
is determined.
1D Reducing open games to basic open games
1.13 Theorem AC implies that every open game is determined.
Proof Suppose that AC holds and let G = (T, P,X) be an open game.
Choose ∆ ⊆ T such that X = {x ∈ [T ] : for some τ ∈ ∆, τ ⊆ x}. For
every τ ∈ ∆, let Gτ be the trivial game (T via τ , P ∩ T via τ , [T via τ ]). By
Theorem 1.11 and AC, Gτ is determined.
Let D be the tree {σ ∈ T : for all n < length(σ), σ|n /∈ ∆}. So
[D] = [T ] \X. Define Q = (P ∩D \∆) ∪ {τ ∈ D ∩∆ : player II has
a winning strategy in Gτ}. Let H be the trivial game (D,Q,Ø). This
game is played like G until, if ever, a position τ ∈ ∆ is reached. Then
the game ends and the player who has a winning strategy in Gτ , wins.
If infinitely many moves are made, then player II wins the play.
By Theorem 1.11 and AC, H is determined. Thus some player W
has a winning strategy S in H. For every τ ∈ S ∩ ∆, τ is a terminal
node of S, so player W has a winning strategy in Gτ .
By AC, there is a function that assigns to every τ ∈ S∩∆ a winning
strategy Sτ forW in Gτ . Now one easily verifies that S∪⋃τ∈S∩∆ Sτ is a
winning strategy for player W in the open game G. This strategy may
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be described as follows: W follows strategy S until, if ever, a position
τ ∈ ∆ is reached. Then player W switches to strategy Sτ .
Thus G is determined.
Since every basic open game is open, this gives another proof of Theorem
1.12.
D.A. Martin [1975,1985] proved, using the axiom of choice, that every
Borel game on a tree without terminal nodes is determined. As a basic step
in his proof he constructs, for every open game, a basic open game such that
every (winning) strategy in that game can be translated into a (winning)
strategy in the original open game. The proof itself is a transfinite iteration
of this basic step.
Y.N. Moschovakis [1980], page 358, simplified Martin’s original proof by
using trees with terminal nodes, removing the necessity for some auxiliary
games used in the basic step. It was not known whether this idea could
be mixed with Martin’s new proof (see Martin [1985], page 307). We now
present such a simplification of the basic step. We will use this in the proof
of Lemma 1.20.
Let G0 = (T0, P0, X0) be an open game and let k ∈ ω. We will construct
a basic open game G1 such that the first k moves in these two games are
the same, and such that each (winning) strategy for some player in G1 corre-
sponds to some (winning) strategy for the same player in G0. We assume the
axiom of choice. So, by Theorem 1.12, the basic open game G1 is determined.
Therefore this construction will give another proof of Theorem 1.13.
Let G1 be the game that is played as follows:
The first k moves are the same as in the game G0.
At a position σ of length k, player I chooses a subset A of ∆σ, where
∆σ = {τ ∈ T0 : σ ⊆ τ and for all x ∈ [T0], if τ ⊆ x then x ∈ X0}. This extra
move can be interpreted as follows: Player I proposes to play on, with the
restriction that player II will give up as soon as a position τ ∈ A is reached
and that player I will give up as soon as another position in ∆σ is reached.
Then player II chooses a member of A∪{1}. Note that 1 /∈ A. The move
1 is interpreted as acceptance of the proposal; a move τ ∈ A means that
player II does not want to give up at position τ .
If player II has chosen 1, then the players play on as if they are playing
the game G0 at position σ, until (if ever) a position σ
_〈A, 1〉_ρ is reached
such that the corresponding position σ_ρ in game G0 is an element of ∆σ.
Then the game ends. If σ_ρ ∈ A then player I wins and if σ_ρ ∈ ∆σ \ A
then player II wins.
If player II has chosen a member τ of A, say of length n, then the next
n − k moves are τ(k), τ(k + 1), . . . , τ(n − 1). After these obligatory moves,
the players play on as if they are playing the game G0 at position τ .
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If infinitely many moves are made, the play is won by the same player
that wins the corresponding play in G0, i.e. the play without the two extra
moves.
In other words, G1 is the game (T1, P1, X1), where:
• T1 is the tree {σ ∈ T0 : length(σ) ≤ k} ∪ {σ_〈A〉 : σ ∈ T0 and
length(σ) = k and A ⊆ ∆σ}∪{σ_〈A, 1〉_ρ : σ ∈ T0 and length(σ) = k
and A ⊆ ∆σ and σ_ρ ∈ T0 and for all n < length(ρ), σ_(ρ|n) /∈
∆σ}∪{σ_〈A, τ〉_ρ : σ ∈ T0 and length(σ) = k and A ⊆ ∆σ and τ ∈ A
and σ_ρ ∈ T0via τ};
• P1 is the set {σ ∈ T1 : (length(σ) < k and σ ∈ P0) or length(σ) =
k} ∪ {σ_〈A, 1〉_ρ ∈ T1 : length(σ) = k and σ_ρ ∈ (P0 \∆σ) ∪ (∆σ \
A)} ∪ {σ_〈A, τ〉_ρ ∈ T1 : length(σ) = k and τ ∈ A and σ_ρ ∈ P0};
• X1 is the inverse image p−1X0 of X0 under the function p that assigns
to each infinite branch x1 of T1 the infinite branch x0 of T0 that is
defined by x0(n) =
{
x1(n) if n < k,
x1(n+ 2) if n ≥ k.
Let x ∈ [T1]. Put σ = x|k and A = x(k).
If x(k + 1) = 1 then for some infinite sequence r, x = σ_〈A, 1〉_r and
there is no finite sequence ρ ⊆ r such that σ_ρ ∈ ∆σ. Thus p(x) = σ_r ∈
[T0] \X0.
If x(k + 1) is a member τ of A, then for some infinite sequence r, x =
σ_〈A, τ〉_r and τ ⊆ σ_r. Thus, since τ ∈ ∆σ, p(x) = σ_r ∈ X0.
So X1 = {x ∈ [T1] : x(k + 1) 6= 1} and thus the game G1 is basic open.
For every strategy S for player I in G1, we describe a strategy φI(S) for
player I in G0 as follows:
Player I follows strategy S until a position σ of length k is reached. Let
A be the unique move in S at σ. Of course player I does not actually play
this extra move A, but he proceeds by following strategy S as if player II has
played the extra move 1, until, if ever, a position τ ∈ ∆σ is reached. In G1,
this corresponds to a terminal position σ_〈A, 1〉_ρ ∈ S, where τ = σ_ρ.
Since S is a strategy for player I, τ ∈ A. Now player I proceeds by following
strategy S as if player II had played the extra move τ at position σ_〈A〉 and
as if the moves ρ(0), ρ(1), . . . were obligatory.
In other words, φI(S) = {σ ∈ S : length(σ) ≤ k} ∪ {σ_ρ : length(σ) = k
and for some A, σ_〈A, 1〉_ρ ∈ S}∪{σ_ρ : length(σ) = k and for some A, ρ′
and τ , σ_〈A, 1〉_ρ′ ∈ S and τ = σ_ρ′ and σ_〈A, τ〉_ρ ∈ S}.
Let x0 be an infinite branch of φI(S). Let σ = x0|k and let A be the
unique move in S at σ.
If x0 ∈ X0, then there is minimal τ ∈ ∆σ such that τ ⊆ x0, so for every
natural number n ≥ k, σ_〈A, τ, x0(k), x0(k + 1), . . . , x0(n)〉 ∈ S.
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If x0 /∈ X0, then there is no τ ∈ ∆σ such that τ ⊆ x0, so for every natural
number n ≥ k, σ_〈A, 1, x0(k), x0(k + 1), . . . , x0(n)〉 ∈ S.
So in both cases, there is an infinite branch x1 of S such that p(x1) = x0.
By the axiom of choice, there is a wellordering ≺ of T1.
For every strategy S for player II in G1, we describe a strategy φII(S) for
player II in G0 as follows:
Player II follows strategy S until a position σ of length k is reached. Let
M be the set of all τ ∈ ∆σ such that for some A ⊆ ∆σ, strategy S tells player
II to make the move τ when player I has made the move A at position σ in
the game G1.
Now player II acts as if player I has played the extra move ∆σ \M . Then,
by definition, strategy S does not tell player II to make a move τ ∈ ∆σ \M ,
thus S tells player II to make the extra move 1.
Player II proceeds by following strategy S as if these extra moves are
played, until, if ever, a position τ ∈ ∆σ is reached. Since this corresponds
to a terminal node σ_〈∆σ \M, 1〉_ρ of the strategy S such that τ = σ_ρ,
we have that τ /∈ ∆σ \M , so τ ∈ M . Using the wellordering ≺, player II
chooses some A ⊆ ∆σ such that strategy S tells II to play τ when player I
has made the move A at position σ in the game G1. Now player II proceeds
by following strategy S as if player I had played the extra move A at position
σ, player II played the move τ and the moves ρ(0), ρ(1), . . . were obligatory.
To make this precise, we first define a function F . For every strategy S for
player II in G1 and every σ ∈ S of length k, let F (S, σ, 1) = σ_〈∆σ \M, 1〉,
where M = {τ ∈ ∆σ : for some A, σ_〈A, τ〉 ∈ S}, and for every τ ∈ M ,
define F (S, σ, τ) as the ≺-least element of S of the form σ_〈A, τ〉 for some
A.
For every strategy S for player II in G1, we now define φII(S) = {σ ∈
S : length(σ) ≤ k} ∪ {σ_ρ : length(σ) = k and F (S, σ, 1)_ρ ∈ S} ∪ {σ_ρ :
length(σ) = k and for some ρ′, F (S, σ, 1)_ρ′ ∈ S and σ_ρ′ ∈ ∆σ and
F (S, σ, σ_ρ′)_ρ ∈ S}.
Let x0 be an infinite branch of φII(S) and put σ = x0|k.
If x0 ∈ X0, then there is minimal τ ∈ ∆σ such that τ ⊆ x0, so for every
natural number n ≥ k, F (S, σ, τ)_〈x0(k), x0(k + 1), . . . , x0(n)〉 ∈ S.
If x0 /∈ X0, then there is no τ ∈ ∆σ such that τ ⊆ x0, so for every natural
number n ≥ k, F (S, σ, 1)_〈x0(k), x0(k + 1), . . . , x0(n)〉 ∈ S.
So in both cases, there is an infinite branch x1 of S such that p(x1) = x0.
We now show that φI and φII translate winning strategies into winning
strategies. Suppose that S is a winning strategy for one of the players J in
G1. For every x0 ∈ [φJ(S)], there is an x1 ∈ [S] such that p(x1) = x0. Since
player J wins play x1 in G1 and since X1 = p
−1X0, player J also wins play
x0 in G0. So the strategy φJ(S) for player J in G0 is winning.
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Let Y0 be a subset of [T0] and let Y1 be p
−1Y0. Suppose that (T1, P1, Y1) is
determined. Then, by the same argument as above, (T0, P0, Y0) is determined.
1E Reducing Borel games to basic open games
In this section we prove, using the axiom of choice, that every Borel game
is determined. The idea of the proof is to reduce every Borel game on a
tree T0 to a basic open game on a (much larger) tree T1 in such a way that
the determinacy of the Borel game follows from the determinacy of the basic
open game.
The auxiliary basic open game is played like the original Borel game, but
some extra moves are inserted and at some positions the number of possible
moves is reduced to 1 (an obligatory move) or even to 0 (a new terminal
position). So every position σ in the auxiliary game corresponds to some
position pi(σ) in the original game by simply leaving out the extra moves.
This function pi from T1 to T0 induces a continuous function from [T1] to [T0].
For simplicity we assume that the length of a position in T1 determines
whether the moves at that position are to be considered as extra moves. In
other words, there is some strictly increasing function f : ω −→ ω such that
for every natural number n, move n in the original game corresponds to move
f(n) in the auxiliary game. If for example f(n) = 3n+1 for every n ∈ ω and
σ = 〈a0, a1, a2, a3, a4, a5〉 is a position in the auxiliary game, then the extra
moves are a0, a2, a3, and a5. The corresponding position in the original game
is pi(σ) = 〈a1, a4〉 = σ ◦ f . Note that length(pi(σ)) = 2 = {n ∈ ω : 3n + 1 <
6} = f−1{0, 1, 2, 3, 4, 5} = f−16.
1.14 Remark Suppose that f : ω −→ ω is strictly increasing. Then for
every infinite sequence x, the composition x ◦ f is an infinite sequence.
For every finite sequence σ of length n, the composition σ ◦f is a finite
sequence of length f−1n, which is the least m ∈ ω such that f(m) ≥ n.
Let T0 and T1 be trees such that for all σ ∈ T1, σ ◦ f ∈ T0. Define
a function pi from T1 to T0 by pi(σ) = σ ◦ f . Then pi(〈〉) = 〈〉 and for
every σ ∈ T1 and every move a in T1 at σ:
pi(σ_〈a〉) =
{
pi(σ)_〈a〉 if length(σ) ∈ range(f),
pi(σ) otherwise.
Define p : [T1] −→ [T0] by p(x) = ⋃n∈ω pi(x|n) = x ◦ f . Then p is
continuous since for every basic open subset X of T0, the inverse image
p−1X of X under the function p is a basic open subset of T1.
We will sometimes consider fragments of strategies that only prescribe the
moves of a player at positions up to (and including) a certain length n. Such
a fragment is in fact a strategy for that player in the game that is played like
the original game until a position of length n + 1 is reached; then the game
comes to an end and the other player loses.
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1.15 Definition For every tree T and n ∈ ω, we denote the tree {σ ∈ T :
length(σ) ≤ n} by T≤n.
Let G = (T, P,X) be a game and let n ∈ ω.
A strategy for player I in G up to positions of length n is a
strategy for player I in the game (T≤n+1, T≤n ∩ P,Ø).
A strategy for player II in G up to positions of length n is
a strategy for player I in the game (T, T \ P, [T ] \ X) up to positions
of length n.
Note that for every tree T and every n ∈ ω, T≤n is the unique subtree S of
T such that for all σ ∈ S, if length(σ) < n then the moves in S at σ are
precisely the moves in T at σ and if length(σ) = n then σ is a terminal node
of S.
One easily verifies that for every game G and tree S:
S is a strategy for some player in G if and only if for all n ∈ ω, S≤n+1 is a
strategy for that player in G up to positions of length n.
The following definitions are based on Martin [1985]. He introduced cov-
erings, which connect two games on different trees in such a way that (win-
ning) strategies in one of the games correspond to (winning) strategies in the
other game.
1.16 Definition Let f : ω −→ ω be strictly increasing and consider games
G0 = (T0, P0, X0) and G1 = (T1, P1, X1) such that for all σ ∈ T1,
σ ◦ f ∈ T0. Let J be one of the players.
An f-translator of strategies for player J from G1 to G0 is a
function φ that assigns to every strategy S for player J in G1 a strategy
φ(S) for player J in G0 such that for every infinite branch x0 of φ(S),
there is an infinite branch x1 of S such that x1 ◦ f = x0.
We say that φ is continuous if there are functions φ0, φ1, . . . such
that:
(i) for every n ∈ ω, domain(φn) is the set of all strategies for player J
in G1 up to positions of length f(n) and for every S ∈ domain(φn),
φn(S) is a strategy for player J in G0 up to positions of length n
and for every m < n, φn(S)
≤m+1 = φm(S≤f(m)+1);
(ii) for every strategy S for J in G1 and every m ∈ ω, φ(S)≤m+1 =
φm(S
≤f(m)+1).
Note that if φ0, φ1, . . . are functions such that (i) holds, then there is a unique
function φ from the set of all strategies for player J in G1 to the set of all
strategies for player J in G0 such that (ii) holds.
1.17 Definition Let f : ω −→ ω be strictly increasing and let G0 =
(T0, P0, X0) be a game.
An f-covering of G0 is a game G1 = (T1, P1, X1) such that:
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(i) for all σ ∈ T1, σ ◦ f ∈ T0;
(ii) X1 = {x ∈ [T1] : x ◦ f ∈ X0};
(iii) for each player, there is an f -translator φ of strategies for that
player from G1 to G0 and there are functions φ0, φ1, . . . witnessing
that φ is continuous, such that for every n ∈ ω, if f(n) = n,
then T1
≤n+1 = T0≤n+1, P1 ∩ T1≤n = P0 ∩ T0≤n and for every
S ∈ domain(φn), φn(S) = S.
1.18 Lemma
(i) Let f : ω −→ ω be strictly increasing and let G1 be an f -covering
of some game G0. Suppose that G1 is determined. Then G0 is
also determined.
(ii) Suppose that (T1, P1, X1) is an f -covering of (T0, P0, X0) and that
Y0 ⊆ [T0]. Put Y1 = {x ∈ [T1] : x ◦ f ∈ Y0}. Then (T1, P1, Y1) is
an f -covering of (T0, P0, Y0).
(iii) Let G1 be an f -covering of G0 and let G2 be a g-covering of G1.
Then G2 is a (g ◦ f)-covering of G0.
Proof These statements follow directly from the definition of ‘covering’:
(i) Let G1 be an f -covering of some game G0. Then player I wins
a play x in G1 if and only if he wins play x ◦ f in G0. Suppose
that one of the players has a winning strategy S in G1. Let φ
be an f -translator of strategies for that player from G1 to G0.
Then the strategy φ(S) for that player in G0 is winning, since
each x0 ∈ [φ(S)] is of the form x1 ◦ f for some x1 ∈ [S].
(ii) This is trivial, since the sets X0 and X1 are dummies in Definition
1.16.
(iii) To prove this, use the following simple facts:
For every finite or infinite sequence s, s ◦ (g ◦ f) = (s ◦ g) ◦ f .
Suppose that the functions φ0, φ1, . . . witness that φ is a continu-
ous f -translator of strategies for some player from G1 to G0 and
that the functions ψ0, ψ1, . . . witness that ψ is a continuous g-
translator of strategies for that player from G2 to G1. Then the
functions φ0 ◦ψf(0), φ1 ◦ψf(1), . . . witness that φ◦ψ is a continuous
(g ◦ f)-translator of strategies for that player from G2 to G0.
Let n ∈ ω such that g(f(n)) = n. Then, since f and g are strictly
increasing, f(n) = n and g(n) = n.
In Definition 1.17, we required that the translators of strategies are continu-
ous. This requirement is essential in the proof of the following lemma.
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1.19 Lemma Let G0 be a game and suppose that for every n ∈ ω, an
fn-covering Gn+1 of Gn is given.
Assume that for every n ∈ ω, limm→ω fm ◦ · · · ◦fn+1 ◦fn exists, that
is, there is a (unique) gn : ω −→ ω such that for all i ∈ ω, for some
M ≥ n, for all m ≥M , fm ◦ fm−1 ◦ · · · ◦ fn(i) = gn(i).
Then AC implies that there is a (unique) game G such that for
every n ∈ ω, G is a gn-covering of Gn.
Proof The idea is to construct a game G = (T, P,X) that is played like
the games Gn = (Tn, Pn, Xn) for all large n ∈ ω.
Note that for every n ∈ ω, gn is strictly increasing, gn = gn+1 ◦ fn
and for all i ∈ ω, gn(i) = i if and only if for all m ≥ n, fm(i) = i.
Let i ∈ ω en put k = g0(i). Then for all large m, fm ◦· · ·◦f0(i) = k.
Thus for all large m, fm(k) = k. Since k ≥ i, this implies that for all
large m, fm(i) = i and thus Tm+1
≤i+1 = Tm≤i+1 and Pm+1 ∩ Tm+1≤i =
Pm ∩ Tm≤i.
This implies that there is a unique tree T and a unique P ⊆ T such
that for all i and n, if gn(i) = i then T
≤i+1 = Tn≤i+1 and P ∩ T≤i =
Pn ∩ Tn≤i.
Let n ∈ ω and let σ ∈ T . Then for all large m, σ ∈ Tm+1 and
σ ◦ gn = σ ◦ fm ◦ · · · ◦ fn ∈ Tn.
Define X = {x ∈ [T ] : x ◦ g0 ∈ X0}. Let n ∈ ω. Since g0 =
gn ◦ fn−1 ◦ · · · ◦ f1 ◦ f0 and Xn = {y ∈ [Tn] : y ◦ fn−1 ◦ · · · ◦ f1 ◦ f0 ∈ X0},
we have that X = {x ∈ [T ] : x ◦ gn ∈ Xn}. We will prove that the
game G = (T, P,X) is a gn-covering of Gn.
Choose (using AC) for every m ∈ ω an fm-translator φm of strate-
gies for player I from Gm+1 to Gm and functions φ
0
m, φ
1
m, . . . witnessing
that φm is continuous.
Let n, i ∈ ω and put k = gn(i). Consider a strategy S for player I
in G up to positions of length k. Define a strategy ψin(S) for player I
in in Gn up to positions of length i as follows:
ψin(S) = φ
i
n ◦ φfn(i)n+1 ◦ · · · ◦ φfm−1◦···◦fn(i)m (S) for all large m. This is well-
defined since for all large m, fm−1 ◦ · · · ◦ fn(i) = k and fm(k) = k, so
S is a strategy for player I in Gm+1 up to positions of length k and
φkm(S) = S. Note that if k = i then ψ
i
n(S) = S.
Let S be a strategy for player I in G. Define, for every n ∈ ω, a
strategy ψn(S) for player I in Gn by ψn(S)
≤i+1 = ψin(S
≤gn(i)+1) for all
i ∈ ω.
Now let n ∈ ω and let xn ∈ [ψn(S)]. One easily verifies that ψn(S) =
φn(ψn+1(S)), so there is an xn+1 ∈ [ψn+1(S)] such that xn+1 ◦ fn = xn.
By repeating this argument we find (using AC) for every m ≥ n some
xm+1 ∈ [ψm+1(S)] such that xm+1 ◦ fm = xm. For every i ∈ ω we
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have that for all large m, fm(i) = i, so xm|i = xm+1 ◦ fm|i = xm+1|i
and xm|i ∈ ψm(S)≤i+1 = ψim(S≤gm(i)+1) = ψim(S≤i+1) = S≤i+1. This
implies that there is a unique x ∈ [S] such that for every i ∈ ω, for all
large m, x|i = xm|i.
Let i ∈ ω and put k = gn(i). Then for all large m, x ◦ gn|i =
(x|k) ◦ gn = (xm|k) ◦ fm ◦ · · · ◦ fn = xn|i. Thus x ◦ gn = xn.
This proves that ψn is a gn-translator of strategies for player I from
G to Gn. The functions ψ
0
n, ψ
1
n, . . . witness that ψn is continuous.
A continuous gn-translator of strategies for player II from G to Gn
can be found in the same way. Thus G is a gn-covering of Gn.
We now prove that every open or closed game has a basic open covering. By
Lemma 1.18(i) and Theorem 1.12 it follows (using AC) that every open or
closed game is determined.
1.20 Lemma Suppose that G0 is an open or closed game. Let k ∈ ω and let
f be the unique strictly increasing function from ω to ω whose range
is ω \ {k, k + 1}. (In other words, for all n < k, f(n) = n and for all
n ≥ k, f(n) = n+ 2.)
Then AC implies that there is an f -covering G1 of G0 such that the
game G1 is basic open.
Proof First suppose that the game G0 = (T0, P0, X0) is open. Define a basic
open game G1 = (T1, P1, X1) and functions φI and φII as in Section 1D.
Then for all σ ∈ T1, σ ◦ f ∈ T0.
Let J be a player, so φJ is an f -translator of strategies for player
J from G1 to G0. For each n ∈ ω, we define a function φnJ just like φJ
but now on the set of all strategies for player J in G1 up to positions
of length f(n). The functions φ0J , φ
1
J , . . . witness that φJ is continuous.
Let n ∈ ω and suppose f(n) = n. Then n < k, so T1≤n+1 = T0≤n+1,
P1 ∩ T1≤n = P0 ∩ T0≤n, and for every S ∈ domain(φnJ), φnJ(S) = S.
Thus G1 is a basic open f -covering of the open game G0.
Now suppose that the game G0 = (T0, P0, X0) is closed. Define
Y0 = [T0] \ X0. Then the open game (T0, P0, Y0) has a basic open f -
covering (T1, P1, Y1). Put X1 = [T1] \Y1. Then, by Lemma 1.18(ii), the
basic open game (T1, P1, X1) is an f -covering of G0.
1.21 Remark The use of the axiom of choice in the proof above can be
avoided by adapting the definition of the function F (that is used in
the definition of φII) as follows:
Assume that S is a strategy for player II in G1 and let σ ∈ S be
of length k. Define by transfinite induction for every ordinal α subsets
Aα and Dα of ∆σ as follows: Aα = ∆σ \ ⋃β<αDβ and Dα = {τ ∈ Aα :
σ_〈Aα, τ〉 ∈ S}. So Dα has at most one element.
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For all ordinals α and β, if β < α then Dβ ∩Dα = Ø. So there is a
least ordinal ρ such that Dρ = Ø. Put M =
⋃
α<ρDα, so ∆σ \M = Aρ.
Define F (S, σ, 1) = σ_〈Aρ, 1〉. Suppose that player I makes the
move Aρ at position σ in the game G1. Since Dρ = Ø, there is no
τ ∈ Aρ such that strategy S tells player II to make the move τ . Thus
S tells him to make the move 1. In other words, F (S, σ, 1) ∈ S.
For every τ ∈M , put F (S, σ, τ) = σ_〈Aα, τ〉, where α is the unique
ordinal such that τ ∈ Dα. Then, by definition of Dα, F (S, σ, τ) ∈ S.
We now prove (using AC) that every Borel game has a basic open covering.
1.22 Lemma Suppose that G0 is a Borel game. Let f : ω −→ ω be strictly
increasing such that for infinitely many natural numbers k, neither k
nor k + 1 is in the range of f .
Then AC implies that there is a basic open f -covering G1 of G0.
Proof Define Ω as the set of all strictly increasing g : ω −→ ω such that for
infinitely many natural numbers k, neither k nor k+1 is in the range of
g. Let T be a tree. Consider the collection C of allX ⊆ [T ] such that for
every strictly increasing g : ω −→ ω, for every game G0 = (T0, P0, X0)
such that for all σ ∈ T0, σ ◦ g ∈ T and X0 = {x ∈ [T0] : x ◦ g ∈ X},
and for every f ∈ Ω, there is a basic open f -covering of G0.
Using AC, we will prove that C contains every basic open subset
of [T ] and is closed under countable union and countable intersection.
This implies that C contains every Borel subset of [T ]. Taking for g
the identity on ω, we see that for every Borel game G0 on T and every
f ∈ Ω, there is a basic open f -covering of G0.
Suppose that X is a basic open subset of [T ]. Let g : ω −→ ω be
strictly increasing and let G0 = (T0, P0, X0) be a game such that for all
σ ∈ T0, σ ◦ g ∈ T and X0 = {x ∈ [T0] : x ◦ g ∈ X}. Then X0 is a basic
open subset of [T0]. Now it is easy to construct, for every f ∈ Ω, a basic
open f -covering G1 of G0. The idea is to insert some trivial extra move
at the right places: Let T1 be the set of all finite sequences σ such that
σ ◦ f ∈ T0 and for all n < length(σ), if n /∈ range(f) then σ(n) = 0.
Put P1 = {σ ∈ T1 : σ ◦f ∈ P0} and X1 = {x ∈ [T1] : x◦f ∈ X0}. Thus
the game G1 = (T1, P1, X1) is played like G0, but at some positions one
of the players makes an extra move 0. For each player, a continuous
f -translator φ of strategies for that player from G1 to G0 is defined by
φ(S) = {σ ◦f : σ ∈ S} for every strategy S for that player in G1. Thus
the basic open game G1 is an f -covering of G0.
This proves that C contains every basic open subset of [T ].
Now suppose that 〈X0, X1, . . .〉 is an infinite sequence of elements
of C. Let X be either ⋃n∈ωXn or ⋂n∈ωXn. We will prove that X ∈ C.
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So let g : ω −→ ω be strictly increasing and let G0 be a game of the
form (T0, P0, {x ∈ [T0] : x ◦ g ∈ X}) such that for all σ ∈ T0, σ ◦ g ∈ T .
Let f ∈ Ω. We must find a basic open f -covering of G0.
Claim There are strictly increasing functions g0 and h from ω to ω
such that f = h ◦ g0, g0 ∈ Ω and for some k ∈ ω, range(h) =
ω \ {k, k + 1}.
Proof of claim Since f ∈ Ω, there are natural numbers i, k such
that f(i) < k < k + 1 < f(i+ 1). Define g0 and h by
g0(n) =
{
f(n) if n ≤ i,
f(n)− 2 if n > i, and h(n) =
{
n if n < k,
n+ 2 if n ≥ k.
Then f = h ◦ g0 and g0 ∈ Ω.
If we find an open or closed g0-covering G
′ of G0, then, by Lemma 1.20
and AC, G′ has some basic open h-covering G. By Lemma 1.18(iii), G
is an (h ◦ g0)-covering of G0, so G is a basic open f -covering of G0.
Claim There are f0, g1, f1, g2, f2, . . . ∈ Ω such that for all n ∈ ω,
gn = limm→ω fm ◦ · · · ◦ fn+1 ◦ fn.
Proof of claim The function g0 ∈ Ω is already defined. Let n ∈ ω
and suppose that gn ∈ Ω is defined. Choose natural numbers
k0, k1, . . . such that for all i ∈ ω, ki /∈ range(gn) and ki + 1 /∈
range(gn) and ki + 1 < ki+1. Let gn+1 be the unique element of Ω
whose range is ω \ {k1, k1+1, k3, k3+1, k5, . . .}. Note that k1, the
least element of ω \ range(gn+1), is larger than the least element
of ω \ range(gn).
Since range(gn) ⊆ range(gn+1), there is, for every a ∈ ω, a
unique b ∈ ω such that gn+1(b) = gn(a). This defines a function
fn such that gn = gn+1 ◦ fn. To see that fn ∈ Ω, let i be even.
Then {ki, ki + 1} ⊆ range(gn+1) \ range(gn). So there is a b ∈ ω
such that gn+1(b) = ki, gn+1(b + 1) = ki + 1, and neither b nor
b+ 1 is in the range of fn.
Let n ∈ ω. To see that gn = limm→ω fm ◦ · · · ◦ fn+1 ◦ fn, let
i ∈ ω and define k = gn(i). Choose m ∈ ω so large that the least
element of ω \ range(gm+1) is larger than k. Then gm+1(k) = k.
But also gm+1 ◦ fm ◦ · · · ◦ fn+1 ◦ fn(i) = gn(i) = k. Thus, since
gm+1 is injective, fm ◦ fm−1 ◦ · · · ◦ fn(i) = k.
Using AC, we construct, inductively, for each n ∈ ω, a game (Tn, Pn, Yn)
such that for all σ ∈ Tn, σ ◦ fn−1 ◦ · · · ◦ f0 ◦ g ∈ T , as follows:
We already have T0 and P0. Now let n ∈ ω and suppose that we
have chosen Tn and Pn. Put Yn = {x ∈ [Tn] : x◦fn−1◦· · ·◦f0◦g ∈ Xn}.
Since Xn ∈ C and fn ∈ Ω, we can choose (using AC) a basic open fn-
covering (Tn+1, Pn+1, Zn) of the game (Tn, Pn, Yn).
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For every n ∈ ω, define Gn+1 as the game (Tn+1, Pn+1, {x ∈ [Tn+1] :
x ◦ fn ◦ fn−1 ◦ · · · ◦ f0 ◦ g ∈ X}). By Lemma 1.18(ii), Gn+1 is an
fn-covering of Gn.
By Lemma 1.19 and AC, there is a (unique) game G′ = (T ′, P ′, X ′)
such that for every n ∈ ω, G′ is a gn-covering of Gn.
For every n ∈ ω, put X ′n = {x ∈ [T ′] : x ◦ g0 ◦ g ∈ Xn}. Since
g0 ◦ g = gn+1 ◦ fn ◦ fn−1 ◦ · · · ◦ f0 ◦ g, we have that X ′n = {x ∈ [T ′] :
x ◦ gn+1 ∈ Zn}, so X ′n is a basic open subset of [T ′].
Since X ′ is either
⋃
n∈ωX ′n or
⋂
n∈ωX ′n, we conclude that the game
G′ is either open or closed.
1.23 Remark In the proof above, we defined, for a given tree T , a collection
C and proved that it contains every Borel subset of [T ]. Instead of this,
we can use the Borel rank (see Remark 1.9) and prove by transfinite
induction for each ordinal α the following: For every Borel game G =
(T, P,X) such that X has Borel rank α, and for every f ∈ Ω, G has a
basic open f -covering.
If α = 0 then X is a basic open subset of [T ] and we can define a
basic open f -covering of G as in the proof above.
If α > 0 then there are Borel subsets X0, X1, . . . of [T ], each of
Borel rank less than α, such that X is either
⋃
n∈ωXn or
⋂
n∈ωXn. We
construct, inductively, for every n ∈ ω, a game Gn as in the proof
above, where we let g be the identity on ω and T0 = T . In order to see
that the auxiliary game (Tn, Pn, Yn) has a basic open fn-covering, we
use the induction hypothesis and the fact that Yn is a Borel subset of
[Tn] of Borel rank less than α.
1.24 Theorem AC implies that every Borel game is determined.
Proof Suppose that AC holds and let G0 be a Borel game. Define f :
ω −→ ω by f(n) = 3n. Then for all natural numbers n, neither 3n+ 1
nor 3n+ 2 is in the range of f .
Thus, by Lemma 1.22 and AC, there is an f -covering G1 of G0
such that the game G1 is basic open. By Theorem 1.12 and AC, G1 is
determined. So, by Lemma 1.18(i), the game G0 is determined.
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2 The role of the axiom of choice
In this chapter we will see that we cannot prove Borel determinacy without
using AC, unless we reformulate the concepts ‘Borel’ and ‘determinacy’.
2A Pseudostrategies
2.1 Proposition The following statements are equivalent:
(i) AC;
(ii) every Borel game is determined;
(iii) every trivial game is determined.
Proof By Theorem 1.24, (i) implies (ii). Since every trivial game is a Borel
game, (ii) implies (iii).
That (iii) implies (i) can be seen as follows: Let C be a collection
of non-empty sets. Consider the game G in which player I starts by
choosing some A ∈ C; then player II chooses some a ∈ A and finally
player I loses the game.
In other words, G is the trivial game (T, P,Ø), where T = {〈〉} ∪
{〈A〉 : A ∈ C}∪{〈A, a〉 : A ∈ C and a ∈ A} and P is the set of elements
of T of even length.
Now suppose that this trivial game is determined. It is clear that
player I does not have a strategy in G and that every strategy for player
II in G corresponds to a choice function on C.
Thus, if every trivial game is determined, then every collection of
non-empty sets has a choice function.
Since the axiom of choice is independent of ZF, this shows that Borel deter-
minacy is unprovable in ZF (if ZF is consistent).
Nevertheless, it is clear that player II can win game G in the proof of
Proposition 2.1 easily: After player I’s move A, player II may choose any
a ∈ A and then player II has won. This is an example of a pseudostrategy.
A pseudostrategy for some player need not prescribe his moves completely;
it just has to indicate at least one move at positions where it is that player’s
turn.
A pseudostrategy for player I in a game on a tree T is also called a
I-imposed subtree of T (see Davis [1964]), a multiple-valued strategy, or a
quasistrategy for player I (see Moschovakis [1980], page 446).
To define the concept of ‘pseudostrategy’, we only have to weaken the
condition ‘exactly one’ in Definition 1.6.
2.2 Definition Let G = (T, P,X) be a game.
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A pseudostrategy for player I in G is a tree S ⊆ T such that
for every σ ∈ S ∩ P there is a move in S at σ and such that for every
σ ∈ S \ P , every move in T at σ is a move in S at σ.
A winning pseudostrategy for player I in G is a pseudostrategy
S for player I in G such that [S] ⊆ X.
A (winning) pseudostrategy for player II in G is a (winning)
pseudostrategy for player I in the game (T, T \ P, [T ] \X).
The game G is pseudodetermined if there is a winning pseudo-
strategy for player I or a winning pseudostrategy for player II in G.
Since every strategy is a pseudostrategy, every determined game is pseudo-
determined.
2.3 Proposition The following statements are equivalent:
(i) every pseudodetermined game is determined;
(ii) AC.
Proof Suppose that every pseudodetermined game is determined. Let C
be a collection of non-empty sets. Let G = (T, P,Ø) be as in the proof
of Proposition 2.1. Then the tree T itself is a winning pseudostrategy
for player II in G, since there is a move in T at every position of length
1. Since G is pseudodetermined, it is also determined. This implies,
as we have seen in the proof of Proposition 2.1, that there is a choice
function on C.
Now assume AC and let G = (T, P,X) be a pseudodetermined
game. Let S be a winning pseudostrategy for some player in G, say
for player I (the other case is similar). Then for every σ ∈ S ∩ P , the
set Mσ of all moves in S at σ is non-empty, so, by the axiom of choice,
there is a choice function f on {Mσ : σ ∈ S∩P}. Let S ′ = {σ ∈ S : for
all n < length(σ), if σ|n ∈ P then σ(n) = f(Mσ|n)}. In other words,
S ′ is the unique subtree of S such that for all σ ∈ S ′, if σ ∈ P then
f(Mσ) is the only move in S
′ at σ and if σ /∈ P then the moves in S ′
at σ are the same as the moves in S at σ. So S ′ is a winning strategy
for P in G and thus G is determined.
So the axiom of choice implies that the concepts ‘determinacy’ and ‘pseudo-
determinacy’ are equivalent. On the other hand, it is consistent with ZF that
there is an infinite subset M of IR that has no countable subset. Assuming
the existence of such a set M , S.H. Hechler [1974] constructed a game on
the tree <ωM in which both players have a winning pseudostrategy but no
winning strategy.
Note that if the tree T in the second part of the proof of Proposition 2.3
can be wellordered, then we can find a choice function f without using AC.
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In particular, a game on a countable tree is determined if and only if it is
pseudodetermined.
We proved in Section 1A that not every game is determined. A similar
proof shows that not every game is pseudodetermined:
Case 1: The set ω2 can be wellordered. Then we can construct an undeter-
mined game on a countable tree. So this game is not pseudodetermined.
Case 2: The set ω2 cannot be wellordered. Then the game G in Example
1.7 is undetermined. Since player I makes only the first move, every
pseudostrategy for player I in G contains a strategy. Since player II
only chooses elements of {0, 1}, every pseudostrategy for player II in G
contains a strategy. So the game G is not pseudodetermined.
2B Pseudodeterminacy of basic open games
In this section we prove, without using AC, that all trivial and all basic open
games are pseudodetermined.
2.4 Theorem Every trivial game is pseudodetermined.
Proof We will define for every trivial game G a winning pseudostrategy S
for one of the players. By symmetry, we only have to consider games
in which player I’s winning set is empty. Let G = (T, P,Ø) be such a
game.
Define, by transfinite induction, for every ordinal α a subset Aα of
T as follows:
Aα = {σ ∈ P : for some move a in T at σ, σ_〈a〉 ∈ ⋃β<αAβ} ∪
{σ ∈ T \ P : for every move a in T at σ, σ_〈a〉 ∈ ⋃β<αAβ}.
(Note that A0 is the set of all terminal positions at which it is player II’s
turn. Thus player I wins immediately at positions in A0. In general,
Aα consists of all positions from which player I can win the game in at
most α ‘steps’. In fact, for every ordinal α and for every σ ∈ T , σ ∈ Aα
if and only if player I has a pseudostrategy in the game that is played
as follows:
The player whose turn it is at position σ in G starts by choosing a
move a0 in T at σ. Then player I chooses an ordinal α0 < α. Now the
player whose turn it is at position σ_〈a0〉 in G chooses a move a1 in T
at σ_〈a0〉 and player I chooses an ordinal α1 < α0, and so on.)
Let B =
⋃
αAα and define, for each σ ∈ B, ρ(σ) as the least ordinal
α such that σ ∈ Aα.
Case 1: 〈〉 ∈ B.
Define S = {σ ∈ B : for all n < length(σ), σ|n ∈ B and
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ρ(σ|n) > ρ(σ|(n+ 1))}. Since there is no strictly decreasing in-
finite sequence of ordinals, S is a tree without infinite branches.
Let σ ∈ S. Since σ ∈ Aρ(σ), the following holds: If σ ∈ P then
for some move a in T at σ, σ_〈a〉 ∈ S; if σ /∈ P then for every
move a in T at σ, σ_〈a〉 ∈ S. This proves that S is a winning
pseudostrategy for player I in G.
Case 2: 〈〉 /∈ B.
Define S = {σ ∈ T : for all n ≤ length(σ), σ|n /∈ B}. Let σ ∈ S.
If σ /∈ P , then for some move a in T at σ, σ_〈a〉 ∈ S, since
otherwise we would have that for every move a in T at σ, σ_〈a〉 ∈
B. But then there is an ordinal α such that α > ρ(σ_〈a〉) for every
move a in T at σ, so σ ∈ Aα. This contradicts the fact that σ /∈ B.
If σ ∈ P , then for every move a in T at σ, σ_〈a〉 ∈ S, since
otherwise we would have that for some move a in T at σ, σ_〈a〉 ∈
B. But then σ ∈ Aα, where α = ρ(σ_〈a〉) + 1. This contradicts
the fact that σ /∈ B.
So S is a pseudostrategy for player II in G. This pseudostrat-
egy is winning since player II’s winning set is [T ].
So in both cases the trivial game G is pseudodetermined.
2.5 Theorem Every basic open game is pseudodetermined.
Proof The idea of the proof is to ‘split’ each basic open game into some
trivial games. Let (T, P,X) be a basic open game. Let n ∈ ω such that
for all x ∈ X, for all y ∈ [T ], if x|n = y|n then y ∈ X.
Let σ ∈ T of length n. Then the game (T viaσ, P ∩T viaσ, X∩ [T viaσ])
is trivial. By (the proof of) Theorem 2.4, we can find a player Wσ and
a winning pseudostrategy Sσ for player Wσ in this game.
Now consider the trivial game (T≤n, Q,Ø), where Q = {σ ∈ P :
length(σ) < n} ∪ {σ ∈ T : length(σ) = n and Wσ = II}. This game is
played like the game (T, P,X), until a position σ of length n is reached;
then player Wσ wins.
By Theorem 2.4, we can find a player W and a winning pseudo-
strategy S for player W in this trivial game. Note that every σ ∈ S
of length n is a terminal node of T≤n, so Wσ = W . Now one easily
verifies that the tree S ∪⋃σ∈S,length(σ)=n Sσ is a winning pseudostrategy
for player W in the basic open game (T, P,X).
Note that by Proposition 2.3, Theorem 2.4 implies Theorem 1.11 and Theo-
rem 2.5 implies Theorem 1.12.
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2C Wellfounded trees and the principle of dependent
choices
The principle of dependent choices (DC) is the following consequence of
AC: For every set A, every x ∈ A, and every relation ≺ on A such that for
all y ∈ A, for some z ∈ A, y ≺ z, there is an infinite sequence s : ω −→ A
such that s(0) = x and for all n ∈ ω, s(n) ≺ s(n+ 1).
2.6 Proposition The following statements are equivalent:
(i) DC;
(ii) every tree without terminal nodes has an infinite branch;
(iii) there is no game in which both players have a winning pseudo-
strategy.
Proof We first prove that (i) and (ii) are equivalent.
Suppose that DC holds. Let T be a tree without terminal nodes.
Let ≺ be the relation on T defined by: σ ≺ τ if and only if for some a,
σ_〈a〉 = τ . Then, by DC, there is an s : ω −→ T such that s(0) = 〈〉
and for all n ∈ ω, s(n) ≺ s(n+1). Thus ⋃n∈ω s(n) is an infinite branch
of T .
Now suppose that every tree without terminal nodes has an infinite
branch. Let A be a set, x ∈ A, and let ≺ be a relation on A such that
for all y ∈ A, for some z ∈ A, y ≺ z. Let T = {〈〉}∪{〈x, a1, a2, . . . , an〉 :
n ∈ ω and x ≺ a1 ≺ a2 ≺ . . . ≺ an}. Then T is a tree without terminal
nodes, so it has an infinite branch s. Now s : ω −→ A, s(0) = x, and
for all n ∈ ω, s(n) ≺ s(n+ 1). Thus DC holds.
We now prove that (ii) and (iii) are equivalent.
Suppose that every tree without terminal nodes has an infinite
branch. Let SI and SII be pseudostrategies for player I and player
II in some game G. Then SI ∩ SII is a tree without terminal nodes, so
it has an infinite branch x. Since x ∈ [SI] ∩ [SII], it is impossible that
both SI and SII are winning pseudostrategies in G.
Now suppose that there is a tree T without terminal nodes that
has no infinite branches. Let G be any game on T . Then T itself is a
winning pseudostrategy for both players in G.
2.7 Definition A wellfounded tree is a tree T such that every subtree
of T has a terminal node.
Note that for every tree T and every x ∈ [T ], the set {x|n : n ∈ ω} is
a subtree of T without terminal nodes. So wellfounded trees do not have
infinite branches.
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2.8 Proposition
(i) For every countable tree T , T is wellfounded if and only if [T ] = Ø.
(ii) DC if and only if every tree without infinite branches is well-
founded.
Proof Every countable tree can be wellordered. Using a wellordering of a
tree S without terminal nodes, one easily constructs an infinite branch
of S. This proves (i).
To prove (ii), note that the following statements are equivalent:
• every tree T without infinite branches is wellfounded;
• there is no tree T without infinite branches that has a subtree S
without terminal nodes;
• there is no tree S without terminal nodes such that [S] = Ø.
By Proposition 2.6, the last statement is equivalent to DC.
The following characterization of wellfounded trees is well-known.
2.9 Proposition Let T be a tree. Then T is wellfounded if and only if
there is a function ρ from T to the class of all ordinals, such that for
every σ ∈ T and every move a in T at σ, ρ(σ) > ρ(σ_〈a〉).
Proof Suppose that ρ is a function from T to the class of all ordinals, such
that for every σ ∈ T and every move a in T at σ, ρ(σ) > ρ(σ_〈a〉).
Let S be a subtree of T . Then {ρ(σ) : σ ∈ S} is a non-empty set of
ordinals, so it has a least element α. Choose σ ∈ S such that ρ(σ) = α.
Then for every move a in T at σ, σ_〈a〉 /∈ S, so σ is a terminal node
of S. This proves that T is a wellfounded tree.
Now let T be a tree and let G be the trivial game (T,Ø,Ø) (so in
this game on T , player II has to make all moves and wins every play).
Now the only pseudostrategy for player I in G is the tree T itself and
the pseudostrategies for player II in G are precisely the subtrees of T
without terminal nodes. Suppose that T is a wellfounded tree. Then
player II has no (winning) pseudostrategy in G, so, by Theorem 2.4, T
is a pseudostrategy for player I in G. Now let ρ be as in the proof of
Theorem 2.4.
2.10 Remark Let T be a tree and P ⊆ T . Then one easily verifies, using
the proof of Theorem 2.4, that exactly one of the following statements
holds:
• player I has a wellfounded pseudostrategy in (G,P,Ø);
• player II has a pseudostrategy in (G,P,Ø).
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Ordinals can be used to ‘measure’ the wellfoundedness of a tree.
2.11 Definition The tree rank of a wellfounded tree T is the least ordinal
α for which there exists a function ρ from T to the class of all ordinals,
such that ρ(〈〉) = α and for every σ ∈ T and every move a in T at σ,
ρ(σ) > ρ(σ_〈a〉).
We can give proofs and definitions by induction on a wellfounded tree, in the
usual way. For instance, we can define for every wellfounded tree T the rank
function of T as the unique function ρ on T such that for every σ ∈ T , ρ(σ)
is the least ordinal that is larger than all elements of {ρ(σ_〈a〉) : a is a move
in T at σ}.
This definition is justified in the usual way by proving by induction on T
that every τ ∈ T has the following property: There is a unique function ρ on
{σ ∈ T : τ ⊆ σ} such that for every σ ∈ domain(ρ), ρ(σ) is the least ordinal
that is larger than all elements of {ρ(σ_〈a〉) : a is a move in T at σ}.
In such a proof by induction, one shows that for all τ ∈ T , if for every
move a in T at τ , τ_〈a〉 has a certain property P , then τ also has that
property. Now one may conclude that every τ ∈ T has property P , since
otherwise {σ ∈ T : some τ ∈ T such that σ ⊆ τ does not have property P}
would be a subtree of T without terminal nodes.
2D Borel codes and the countable axiom of choice
We have seen that we cannot prove in ZF that every Borel game is deter-
mined. But can we prove that every Borel game is pseudodetermined? The
answer is no. It is even unprovable in ZF that every Borel game on the count-
able tree <ωω is determined. This follows from the next proposition and the
fact that it is consistent with ZF that IR is a countable union of countable
sets (see Jech [1973], page 142).
2.12 Proposition Suppose that ωω is a countable union of countable sets.
Then there is an undetermined Borel game on the tree <ωω.
Proof Suppose that ωω =
⋃
n∈ω An for some infinite sequence 〈A0, A1, . . .〉
of countable sets. Then every subset X of ωω is Borel (in fact of Borel
rank at most 3), since X =
⋃
n∈ω(X ∩An) and for every n ∈ ω, X ∩An
is a countable union of finite (and therefore closed) sets. So every game
on <ωω is a Borel game.
Consider the game in which player I starts by choosing a natural
number n and then player II tries to code a bijection f from ω to
An by playing the natural numbers f(i)(j) for i, j ∈ ω in a standard
order. In other words, let G be the game (<ωω, {〈〉}, X), where for
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all x ∈ ωω, x ∈ X if and only if the function f : ω −→ ωω defined
by f(i)(j) = x(2i · (2j + 1)) for all natural numbers i and j, is not a
bijection from ω to Ax(0).
Player I does not have a winning strategy in G: After player I’s
move n ∈ ω, player II can code some bijection from ω to the countable
set An.
But player II does not have a winning strategy in G either: Since⋃
n∈ω An is uncountable, there is no infinite sequence 〈f0, f1, . . .〉 such
that for every n ∈ ω, fn is a bijection from ω to An.
So G is an undetermined Borel game on <ωω.
We will prove in ZF that a Borel game (T, P,X) is pseudodetermined if X
has a Borel code.
A Borel code tells us how a Borel set is constructed from basic open sets
by means of the operations of countable union and countable intersection.
There are many ways of formalizing this concept. Our specific choice may
seem somewhat awkward, especially in its treatment of the codes of basic
open sets, but we will see in Chapter 6 that it easily extends to a definition
of codes for so-called ‘quasi-Borel sets’.
To increase readability, we denote by ⊥,>,∨,∧, and 3 the five different
sets 0, 1, 2, 3, and 4, respectively.
2.13 Definition Let T be a tree. A Borel code with respect to T is a
function c from a wellfounded tree C to the set {⊥,>,∨,∧,3} such
that for every γ ∈ C:
• if c(γ) ∈ {⊥,>}, then γ is a terminal node of C;
• if c(γ) ∈ {∨,∧}, then the moves in C at γ are the natural numbers;
• if c(γ) = 3 then for some n ∈ ω, the moves in C at γ are
the elements of T of length n, and for every move σ in C at
γ, c(γ_〈σ〉) ∈ {⊥,>}.
We define, by induction on the wellfounded tree C, for every γ ∈ C a
(Borel) subset Xγ of [T ] as follows:
• if c(γ) is ⊥ or > then Xγ is the trivial set Ø or [T ], respectively;
• if c(γ) is ∨ or ∧ then Xγ is ⋃n∈ωXγ_〈n〉 or ⋂n∈ωXγ_〈n〉, respec-
tively;
• if c(γ) = 3 and for some n ∈ ω, the moves in C at γ are the
elements of T of length n, then Xγ is the basic open set {x ∈ [T ] :
x ∈ Xγ_〈x|n〉}.
We say that c is a Borel code for X〈〉.
A coded Borel subset of [T ] is a set X such that there is a Borel
code (with respect to T ) for X.
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Note that if c is a Borel code with respect to T for X, then
{(⊥,>), (>,⊥), (∨,∧), (∧,∨), (3,3)} ◦ c is a Borel code for [T ] \X.
2.14 Remark Let c : C −→ {⊥,>,∨,∧,3} be a Borel code with respect
to a tree T . For every x ∈ [T ], define Cx as the wellfounded tree
{γ ∈ C : for all i < length(γ), if c(γ|i) = 3 then γ(i) ⊆ x}, and let Gx
be the game (Cx, {γ ∈ Cx : c(γ) ∈ {⊥,∨}},Ø). In other words, Gx is
the game that is played as follows:
Each position γ belongs to C. If c(γ) is ∨ or ∧, then player I or
II, respectively, chooses a natural number; if c(γ) = 3, then player II
‘chooses’ the unique move σ in C at γ such that σ ⊆ x; if c(γ) is ⊥ or
>, then player I or II, respectively, has lost the game.
Define the sets Xγ (γ ∈ C) as before. One easily verifies that for
every x ∈ X〈〉, the tree {γ ∈ Cx : for all n ≤ length(γ), x ∈ Xγ|n} is
a pseudostrategy for player I in Gx and for every x ∈ [T ] \ X〈〉, the
tree {γ ∈ Cx : for all n ≤ length(γ), x /∈ Xγ|n} is a pseudostrategy for
player II in Gx.
Since the tree Cx is wellfounded and at most countable, this implies
that the Borel set X〈〉 coded by c could also have been defined as the
set X = {x ∈ [T ] : player I has a winning strategy in Gx}.
One easily verifies that for every tree T and every set X: X is a coded Borel
subset of [T ] if and only if there is a (finite or) countable ordinal α and, for
every ordinal β ≤ α, a subset Xβ of [T ] such that:
• X = Xα;
• for every β ≤ α, either Xβ is a basic open subset of [T ], or for some
infinite sequence f : ω −→ β of ordinals smaller than β, either Xβ =⋃
n∈ωXf(n) or Xβ =
⋂
n∈ωXf(n).
The countable axiom of choice (CAC) is the statement that every count-
able collection of non-empty sets has a choice function. The following well-
known facts are easily verified:
• AC implies DC;
• DC implies CAC;
• CAC implies that the union of a countable collection of countable sets
is countable.
2.15 Proposition CAC implies that for every tree T , every Borel subset
of [T ] is coded Borel.
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Proof Assume CAC. Let T be a tree. By the definition of ‘Borel subset’,
it is enough to show that the collection of all coded Borel subsets of [T ]
contains all basic open subsets of [T ] and is closed under the operations
of countable union and countable intersection.
Let X be a basic open subset of [T ]. Let n ∈ ω such that for
all x ∈ X, for all y ∈ [T ], if x|n = y|n then y ∈ X. Let C be the
wellfounded tree {〈〉} ∪ {〈σ〉 : σ ∈ T and length(σ) = n}. Define a
function c on C as follows:
• c(〈〉) = 3;
• for every σ ∈ T of length n, c(〈σ〉) = > if for some x ∈ X,
x|n = σ, and c(〈σ〉) = ⊥ otherwise.
Then c is a Borel code for X. Thus every basic open subset of [T ] is
coded Borel.
Let 〈X0, X1, . . .〉 be an infinite sequence of coded Borel subsets of
[T ]. By CAC there is an infinite sequence 〈c0, c1, . . .〉 such that for
every n ∈ ω, cn is a Borel code for Xn. Let C be the wellfounded tree
{〈〉} ∪ {〈n〉_γ : n ∈ ω and γ ∈ domain(cn)}. Define functions c and c′
on C as follows:
• c(〈〉) = ∨ and c′(〈〉) = ∧;
• for all n ∈ ω, for all γ ∈ domain(cn), c(〈n〉_γ) = c′(〈n〉_γ) =
cn(γ).
Then c and c′ are Borel codes for
⋃
n∈ωXn and
⋂
n∈ωXn, respectively.
So the countable axiom of choice implies that the concepts ‘Borel’ and ‘coded
Borel’ are equivalent.
Main Theorem Every coded Borel game is pseudodetermined.
In the following chapters we will give several proofs of this result.
2E Borel games on countable trees
This section is an elaboration of a remark in Martin [1975], page 368 (see
also Martin [1985], page 307). We prove, using CAC, that every Borel game
(T, P,X) on a countable tree T is determined. CAC is only needed to get a
Borel code for X. The proof uses some standard metamathematics concern-
ing classes and relative constructability (see for example Moschovakis [1980],
page 531). The idea of the proof is to restrict the universe to some transitive
class M in which not only each axiom of ZF holds, but also the axiom of
choice. Then, by Theorem 1.24, in M every Borel game is determined. In
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order to prove that such a game is also determined in the real universe, we
need some absoluteness properties.
The Suslin Theorem (see Moschovakis [1980], pages 90 and 114) was an-
nounced by M. Suslin [1917] and proved by N. Lusin and W. Sierpin´ski [1918].
It gives a nice characterization of Borel sets, but uses CAC. The following
reformulation of the Suslin Theorem is provable in ZF:
2.16 Theorem Let T be a countable tree and let X ⊆ [T ]. Then:
X is coded Borel if and only if there are finite or countable trees A
and B and strictly increasing functions f and g from ω to ω such that
X = {a ◦ f : a ∈ [A]} and [T ] \X = {b ◦ g : b ∈ [B]}.
Proof Suppose that c is a Borel code for X. Let C = domain(c) and define
for every γ ∈ C a the Borel subset Xγ of [T ] as in Definition 2.13.
Let f : ω −→ ω be defined by f(n) = 2n + 1 for every n ∈ ω.
Define a bijection pi : ω × ω −→ ω by pi(n,m) = 2n · (2m + 1) − 1 for
all n,m ∈ ω. Let D be the finite or countable tree consisting of all
finite sequences σ such that σ ◦f ∈ T and for every even i < length(σ),
σ(i) ∈ ω.
Define, by induction on the wellfounded tree C, for every γ ∈ C a
subtree Aγ of D such that Xγ = {a ◦ f : a ∈ [Aγ]} as follows:
• if c(γ) = ⊥ then Aγ = {〈〉}, so {a ◦ f : a ∈ [Aγ]} = Ø = Xγ;
• if c(γ) = > then Aγ = {〈a0, x0, a1, x1, a2, . . .〉 ∈ D : a0 = a1 =
a2 = · · · = 0}, so {a ◦ f : a ∈ [Aγ]} = [T ] = Xγ;
• if c(γ) = ∨ then
Aγ = {〈n, x0, a0, x1, a1, x2, . . .〉 ∈ D : 〈a0, x0, a1, x1, . . .〉 ∈ Aγ_〈n〉},
so {a◦f : a ∈ [Aγ]} = ⋃n∈ω{a◦f : a ∈ [Aγ_〈n〉]} = ⋃n∈ωXγ_〈n〉 =
Xγ;
• if c(γ) = ∧ then Aγ = {〈a0, x0, a1, x1, a2, . . .〉 ∈ D : for all n ∈ ω,
〈api(n,0), x0, api(n,1), x1, api(n,2), . . .〉 ∈ Aγ_〈n〉}; for each n ∈ ω and
x ∈ Xγ_〈n〉, we can define an a ∈ [Aγ_〈n〉] such that a ◦ f = x;
therefore {a ◦ f : a ∈ [Aγ]} = ⋂n∈ω{a ◦ f : a ∈ [Aγ_〈n〉]} =⋂
n∈ωXγ_〈n〉 = Xγ;
• if c(γ) = 3 and the moves in C at γ are the elements of T of length
n, then Aγ = {σ ∈ D : if length(σ ◦ f) ≥ n then σ ∈ Aγ_〈σ◦f |n〉},
so {a ◦ f : a ∈ [Aγ]} = {a ◦ f : a ∈ [Aγ_〈a◦f |n〉]} = {x ∈ [T ] : x ∈
Xγ_〈x|n〉} = Xγ.
Thus A〈〉 is a finite or countable tree such that X = {a ◦ f : a ∈ [A〈〉]}.
Since [T ] \ X also has a Borel code, we can construct a finite or
countable tree B and a strictly increasing function g from ω to ω such
that X = {b ◦ g : b ∈ [B]}.
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Before proving the other direction, let us mention that by Remark 2.14, a
Borel code for X induces, for every x ∈ [T ], some game Gx on a finite or
countable, wellfounded tree such that x ∈ X if and only if player I has a
(winning) strategy in Gx. We have constructed the tree A〈〉 in such a way
that there is, for each 〈x0, x1, . . .〉 ∈ [T ], a bijection from {〈a0, a1, . . .〉 ∈ ωω :
〈a0, x0, a1, x1, . . .〉 ∈ A〈〉} to the set of all strategies for player I in the game
G〈x0,x1,...〉.
The idea of the proof in the other direction is to construct, given that
X = {a◦f : a ∈ [A]} and [T ]\X = {b◦ g : b ∈ [B]}, a Borel code for X such
that, for every x ∈ [T ], the corresponding game Gx is similar to the game
that is played as follows:
Player I starts by choosing a σ0 ∈ A such that σ0 ◦ f = 〈x(0)〉. Then
player II chooses a σ1 ∈ B such that σ1 ◦ g = 〈x(0), x(1)〉. Now player I
chooses a σ2 ∈ A such that σ0 ⊆ σ2 and σ2 ◦ f = 〈x(0), x(1), x(2)〉, and so
on.
Since player I tries to prove that x ∈ X by constructing an infinite branch
a of A such that a ◦ f = x and player II tries to prove that x ∈ [T ] \X, this
game will end after a finite number of moves.
Proof (continued) Suppose that A and B are finite or countable trees
and that f and g are strictly increasing functions from ω to ω such
that X = {a ◦ f : a ∈ [A]} and [T ] \X = {b ◦ g : b ∈ [B]}. Choose a
surjection F from ω onto A and a surjection G from ω onto B.
Let D be the tree {γ ∈ <ωω : F (γ(0)) ⊆ F (γ(2)) ⊆ . . . and
G(γ(1)) ⊆ G(γ(3)) ⊆ . . . and for some σ ∈ T , length(σ) = length(γ)
and F (γ(0))◦f = σ|1, G(γ(1))◦g = σ|2, F (γ(2))◦f = σ|3, G(γ(3))◦g =
σ|4, . . .}.
Suppose that d is an infinite branch of D. Let a =
⋃
n∈ω F (d(2n))
and b =
⋃
n∈ω G(d(2n + 1)). Then a ∈ [A], b ∈ [B], and a ◦ f = b ◦ g.
This is impossible, so [D] = Ø and thus, since D is finite or countable,
the tree D is wellfounded.
Let C be the tree {〈〉}∪{γ_〈n〉 : γ ∈ D and n ∈ ω}∪{γ_〈n, σ〉 : γ ∈
D and n ∈ ω and γ_〈n〉 /∈ D and σ ∈ T and length(σ) = length(γ)}.
Then C is also wellfounded.
Let c be the function on C defined as follows:
• for every γ ∈ D, c(γ) = ∨ if the length of γ is even, and c(γ) = ∧
otherwise;
• for every γ ∈ D and n ∈ ω such that γ_〈n〉 /∈ D, c(γ_〈n〉) = 3;
• for every γ ∈ D and n ∈ ω such that γ_〈n〉 /∈ D and for every
σ ∈ T of the same length as γ, c(γ_〈n, σ〉) = > if the least element
of ω \ {i < length(γ) : (i is even and F (γ(i)) ◦ f ⊆ σ) or (i is odd
and G(γ(i)) ◦ g ⊆ σ)} is odd, and c(γ_〈n, σ〉) = ⊥ otherwise.
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Then one easily verifies that c is a Borel code. For every γ ∈ C, define
a Borel subset Xγ of [T ] as in Definition 2.13. We want to show that
X = X〈〉.
Let x ∈ X. Then there is an a ∈ [A] such that a ◦ f = x. Now one
easily proves, by induction on the wellfounded tree D, that for every
γ ∈ D, if for every even i < length(γ), F (γ(i)) ⊆ a, then x ∈ Xγ. Thus
x ∈ X〈〉.
Now let x ∈ [T ] \ X. Then there is a b ∈ [B] such that b ◦ g = x.
One easily proves, by induction on the wellfounded tree D, that for
every γ ∈ D, if for every odd i < length(γ), G(γ(i)) ⊆ b, then x /∈ Xγ.
Thus x /∈ X〈〉.
Let M be a class, i.e. for some formula φ in the language of set theory, the
expression x ∈ M is just an abbreviation of φ(x). M is called transitive if
for all x ∈M , for all y ∈ x, y ∈M .
M is called a class model of ZF if for every axiom ψ of ZF, M |= ψ,
i.e. if we replace all quantifiers ∀x and ∃x in the formula ψ by ∀x ∈ M and
∃x ∈M , then the resulting formula holds.
Suppose that M is a transitive class model of ZF and T ∈ M such that
M |= (T is a tree). Then T is a tree. But if M |= ([T ] = Ø), then not
necessarily [T ] = Ø, since T may have infinite branches x such that x /∈ M .
Note that we chose our definition of Borel code in such a way that, for each
c ∈M , M |= (c is a Borel code with respect to T ) if and only if c is a Borel
code with respect to T . This is a consequence of the following lemma.
2.17 Lemma LetM be a transitive class model of ZF and let T ∈M . Then
M |= (T is a wellfounded tree) if and only if T is a wellfounded tree.
Proof Suppose that T is a wellfounded tree. Then one easily verifies that
M |= (T is a tree) and for every S ∈ M , M |= (if S is a subtree of T
then S has a terminal node). So M |= (T is a wellfounded tree).
Now suppose that M |= (T is a wellfounded tree). Then one easily
verifies that T is a tree and, since Proposition 2.9 holds in M , there
is a function ρ ∈ M from T to the class of all ordinals, such that for
every σ ∈ T and every move a in T at σ, ρ(σ) > ρ(σ_〈a〉). So, by
Proposition 2.9, T is a wellfounded tree.
2.18 Theorem Every coded Borel game on a countable tree is determined.
Proof Let (T, P,X) be a coded Borel game such that the tree T is count-
able. Then T is isomorphic to a subtree of <ωω and we may assume,
without loss of generality, that T ⊆ <ωω.
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By Theorem 2.16, there are finite or countable trees A and B and
strictly increasing functions f and g from ω to ω such that X = {a◦f :
a ∈ [A]} and [T ] \X = {b ◦ g : b ∈ [B]}.
We may assume that also A and B are subtrees of <ωω.
Let M = L[T, P,A,B, f, g], the class of all sets constructible from
T , P , A, B, f , and g. Then M is the smallest transitive class model of
ZF containing the sets T, P,A,B, f, g, and all ordinals. Furthermore we
have thatM |=AC, i.e. the axiom of choice holds inM . Since Theorem
1.24 holds in M , we have that M |=(every Borel game is determined).
Let Y and Z be the elements of M for which M |= (Y = {a ◦ f :
a ∈ [A]} and Z = {b ◦ g : b ∈ [B]}).
Claim Y = X ∩M .
Proof of claim For every y ∈ Y , y ∈ M and y = a ◦ f for some
a ∈ [A] ∩M , so y ∈ X.
Now let y ∈ X∩M . Let C ∈M be the tree {σ ∈ A : σ◦f ⊆ y}.
Since y ∈ X, there is an a ∈ [A] such that a ◦ f = y, so a ∈ [C].
Thus C is not a wellfounded tree. By Lemma 2.17, M |= (C is
not a wellfounded tree). Since M |= (C is countable), we have
that M |= (C has an infinite branch), so y ∈ Y .
A similar proof shows that Z = ([T ]\X)∩M . ThusM |= (Z = [T ]\Y ).
Since Theorem 2.16 holds in M , M |= (Y is a coded Borel subset of
[T ]), so M |=(the Borel game (T, P, Y ) is determined).
Suppose that there is an S ∈ M such that M |= (S is a winning
strategy for player I in (T, P, Y )). (The other case is similar.) Then
one easily verifies that S is a strategy for player I in (T, P,X). To see
that S is a winning strategy, we have to prove that S ∩ ([T ] \X) = Ø
or, equivalently, that the tree C = {σ ∈ B : σ ◦ g ∈ S} has no infinite
branches.
Since C ∈ M and M |= (S is a winning strategy for player I), we
know that M |= (C has no infinite branches). Now M |= (C is finite or
countable), so M |= (C is a wellfounded tree). Thus, by Lemma 2.17,
C is a wellfounded tree, so C has no infinite branches.
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3 A proof of Borel pseudodeterminacy using
DC
The principle of dependent choices implies that every Borel game has a basic
open covering. This follows from Remark 1.21 and a careful inspection of the
proof of Lemma 1.22. But DC is weaker than AC, so, by Proposition 2.1, it
does not imply that every Borel game is determined.
In this chapter we prove, using DC, that every Borel game is pseudode-
termined. We have already proved that every basic open game is pseudode-
termined (Theorem 2.5), so we could try to adapt the proof of Lemma 1.22
by replacing ‘strategy’ by ‘pseudostrategy’ at all relevant places.
But in the description of φI(S) in Section 1D, it is essential that, for every
σ ∈ S of length k, there is only one move A in S at σ. We use this to prove
that each x0 ∈ [φI(S)] corresponds to an x1 ∈ [S]. If S is a pseudostrategy
for player I in G1, then there may be more than one move in S at σ, so we
would like player I to choose one of these extra moves A in S at position σ
(without actually playing it) and to proceed as described in Section 1D.
Therefore we introduce a new concept.
3A Tactics
A tactic for some player in a game is like a pseudostrategy but has auxiliary
moves: A player who follows a tactic not only makes moves in the game; he
also makes extra moves that serve as an aid to memory.
3.1 Definition Let (T, P,X) be a game and let s : ω −→ ω be strictly
increasing.
An s-tactic for player I in (T, P,X) is a tree S such that for
every σ ∈ S, σ ◦ s ∈ T and:
• if length(σ) /∈ range(s) or σ ◦ s ∈ P then there is a move in S at
σ;
• if length(σ) ∈ range(s) and σ ◦ s /∈ P then the moves in S at σ
are precisely the moves in T at σ ◦ s.
A winning s-tactic for player I in (T, P,X) is an s-tactic S for
player I in (T, P,X) such that for all x ∈ [S], x ◦ s ∈ X.
A (winning) s-tactic for player II in (T, P,X) is (winning) s-
tactic for player I in the game (T, T \ P, [T ] \X).
The extra moves of an s-tactic S are the sets of the form σ(n) for
some σ ∈ S and some n < length(σ) such that n /∈ range(s).
A (winning) tactic for some player J in (T, P,X) is just a (win-
ning) t-tactic for J in (T, P,X), for some strictly increasing t : ω −→ ω.
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3.2 Example Let G be the game described in Example 1.7. We have seen
that player II has a winning (pseudo)strategy in G if and only if there
is a choice function on the set C = {A ⊆ ω2 : A 6= Ø}. But player II
can easily win G as follows: After player I’s move A, player II makes
an auxiliary move by choosing an x ∈ A, and then he plays the moves
x(0), x(1), . . ..
We give a precise definition of this tactic. Define s as the strictly
increasing function from ω to ω whose range is ω \ {1}; in other words,
s(0) = 0 and for all n ∈ ω, s(n + 1) = n + 2. Let S be the tree
{〈〉} ∪ {〈A〉 : A ∈ C} ∪ {〈A, x, x(0), x(1), . . . , x(n − 1)〉 : x ∈ A ⊆ ω2
and n ∈ ω}.
Then S is a winning s-tactic for player II in G whose extra moves
are elements of ω2.
A more general example is the following. Let G = (T, P,X) be
a game such that 〈〉 ∈ P and let s : ω −→ ω be strictly increasing.
Suppose that for each move a in T at 〈〉, player II has a winning s-
tactic in the game Ga = ({τ : 〈a〉_τ ∈ T}, {τ : 〈a〉_τ ∈ P}, {x :
〈a〉_x ∈ X}) (the part of G that is played if player I’s first move is
a). Then player II can win G as follows: After player I’s first move a,
player II makes an auxiliary move by choosing a winning s-tactic S in
Ga of minimal (set theoretical) rank, and then he continues as if he is
following S.
In other words, T≤1 ∪ {〈a, S〉_σ : 〈a〉 ∈ T and S is a winning s-
tactic for II in Ga of minimal rank and σ ∈ S} is a winning t-tactic for
II in G, where t : ω −→ ω is defined by t(0) = 0 and for all n ∈ ω,
t(n+ 1) = s(n) + 2.
Let (T, P,X) be a game and let s : ω −→ ω be strictly increasing. Apart
from some trivial cases, the collection of s-tactics for player I in (T, P,X)
is not a set since there is no restriction on the extra moves. Now let E be
a set. Then one easily verifies that the (winning) s-tactics for player I in
(T, P,X) whose extra moves are elements of E, are precisely the (winning)
pseudostrategies for player I in the game (T ′, P ′, X ′), where:
• T ′ is the set of all finite sequences σ such that σ ◦ s ∈ T and for all
n < length(σ), if n /∈ range(s) then σ(n) ∈ E;
• P ′ = {σ ∈ T ′ : length(σ) /∈ range(s) or σ ◦ s ∈ P};
• X ′ = {x ∈ [T ] : x ◦ s ∈ X}.
In particular, if s is the identity on ω, then the (winning) s-tactics for some
player in a game G are precisely the (winning) pseudostrategies for that
player in G.
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Note that if S is a winning t-tactic for player I in (T ′, P ′, X ′) whose extra
moves are elements of some set E ′, then S is a (t ◦ s)-tactic for I in (T, P,X)
with extra moves in E ′ ∪ E.
If player II has a winning strategy, pseudostrategy or tactic in (T, P,X),
then he can win the game (T ′, P ′, X ′) in the same way, by ignoring the
extra moves of player I. By exchanging the roles of the players, we see that
each tactic for II in (T ′, P ′, X ′) corresponds to a pseudostrategy for II in
some game (T ′′, P ′′, X ′′) in which player II makes extra moves, and each
pseudostrategy for I in (T ′, P ′, X ′) corresponds to a pseudostrategy for I in
(T ′′, P ′′, X ′′). Thus, if both players have a winning tactic in (T, P,X), then
both players have a winning pseudostrategy in some other game.
Now assume that E has some element e. Then player I can win (T ′, P ′, X ′)
if he has a winning strategy, pseudostrategy or tactic in (T, P,X): He can
choose e for his extra moves. For player II, the two games are even ‘equiv-
alent’: If he has a winning strategy, pseudostrategy or tactic in (T ′, P ′, X ′),
then he can win (T, P,X) in the same way, by acting as if player I plays extra
moves e.
3.3 Proposition The following statements are equivalent:
(i) not DC;
(ii) in each game on a tree without terminal nodes, both players have
a winning tactic;
(iii) there is a game in which both players have a winning tactic.
Proof Suppose that DC does not hold. Then, by Proposition 2.6, there is a
tree D without terminal nodes such that [D] = Ø. Let G be a game on
a tree T without terminal nodes. Define strictly increasing functions t
and d from ω to ω by t(n) = 2n and d(n) = 2n + 1 for every n ∈ ω.
Define S as the set of all finite sequences σ such that σ ◦ t ∈ T and
σ ◦ d ∈ D. Since T and D have no terminal nodes, S has no terminal
nodes, so S is an t-tactic for both players in G. Since [D] = Ø, [S] = Ø,
so S is winning. (In other words, by making extra moves e0, e1, . . . such
that for every n ∈ ω, 〈e0, e1, . . . , en−1〉 ∈ D, a player cannot lose since
there is no infinite sequence of extra moves!)
This proves that (i) implies (ii). Since there is a game on a tree
without terminal nodes, (ii) implies (iii). From the remarks above it
follows that (iii) implies that there is a game in which both players have
a winning pseudostrategy, so, by Proposition 2.6, DC does not hold.
The following proof is more direct.
Suppose that player I has a winning sI-tactic SI and player II has
a winning sII-tactic SII in some game G. Then these tactics can be
combined as follows: Before the first move a0 in G is made by one of
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the players, player I, who follows SI, plays sI(0) extra moves and player
II, who follows SII, plays his sII(0) extra moves. Before the second move
a1 in G is made, player I plays sI(1)−sI(0)−1 extra moves according to
SI and player II plays his next sII(1)− sII(0)− 1 extra moves according
to SII; and so on. But then, after infinitely many moves, both players
would have won the game.
To make this precise, define strictly increasing functions fI, fII, and
f from ω to ω as follows:
fI(n) =
{
n if n < sI(0),
n+ sII(m)−m if m = max{k ∈ ω : sI(k) ≤ n};
fII(n) = n+ sI(m)−m, where m = min{k ∈ ω : n ≤ sII(k)};
f(n) = sI(n) + sII(n)− n.
One easily verifies that fII ◦ sII = fI ◦ sI = f , range(fII) ∩ range(fI) =
range(f), and range(fII) ∪ range(fI) = ω. Define D as the set of all
finite sequences σ such that σ ◦ fI ∈ SI and σ ◦ fII ∈ SII.
Let σ ∈ D. If length(σ) ∈ range(fI) \ range(fII), then there is a
move a in SI at σ ◦ fI, so σ_〈a〉 ∈ D. If length(σ) ∈ range(f) and it
is player I’s turn at position σ ◦ f in G, then there is a move in SI at
σ◦fI and this is also a move in SII at σ◦fII. The same holds with I and
II interchanged. Therefore D is a tree without terminal nodes. Since
both tactics are winning, D has no infinite branch: If x ∈ [D] then
x◦fI ∈ [SI], so x◦fI ◦sI ∈ X; but also x◦fII ∈ [SII], so x◦fII ◦sII /∈ X.
By Proposition 2.6, this contradicts DC.
We have seen in Proposition 2.3 that AC implies that each pseudodetermined
game is determined. We noted that AC is not needed if it is a game on a
countable tree.
3.4 Proposition Suppose that some player has a winning tactic in a game
(T, P,X). Then AC implies that this player also has a winning strategy
in (T, P,X). If T is countable, then DC is sufficient.
Proof Let S be a winning s-tactic for some player, say I, in (T, P,X). If
AC holds, then we find, just as in the proof of Proposition 2.3, an s-
tactic S ′ ⊆ S such that there is exactly one move in S ′ at each position
in S ′ at which player I has to make a move in (T, P,X) or an extra
move. Now one easily verifies that for all σ, σ′ ∈ S ′, if σ ◦ s = σ′ ◦ s
then σ ⊆ σ′ or σ′ ⊆ σ, and thus {σ ◦ s : σ ∈ S ′} is a winning strategy
for I in (T, P,X).
Now suppose that T is countable and DC holds. Let S ′ ⊆ S be an
s-tactic for player I in (T, P,X) and let σ ∈ S ′. Then one easily verifies
that the following statements are equivalent:
• for every s-tactic S ′′ ⊆ S ′ for I in (T, P,X), σ ∈ S ′′;
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• for all n < length(σ), if n /∈ range(s) or (σ|n) ◦ s ∈ P then σ(n)
is the only move in S ′ at σ|n.
Let us call such a σ indispensable for S ′.
We can easily find, for every σ ∈ S ′, an s-tactic S ′′ ⊆ S ′ for I in
(T, P,X) such that σ is indispensable for S ′′: Define S ′′ as the set of
all τ ∈ S ′ such that for all ρ, a, and b, if ρ_〈a〉 ⊆ σ and ρ_〈b〉 ⊆ τ and
either length(ρ) /∈ range(s) or ρ ◦ s ∈ P , then a = b.
Note that for every σ′ ∈ S ′′ such that σ′ ◦ s = σ ◦ s, either σ′ ⊆ σ
(so σ′ is also indispensable for S ′′) or σ ⊆ σ′.
Choose τ0, τ1, . . . such that T = {τn : n ∈ ω}. Using DC, we find
s-tactics S0, S1, . . . for I in (T, P,X) such that S0 = S and for every
n ∈ ω, Sn+1 ⊆ Sn and each σ ∈ Sn+1 with σ ◦ s = τn is indispensable
for Sn+1: If there is no σ ∈ Sn such that σ ◦ s = τn, then we can take
Sn+1 = Sn; if σ ∈ Sn of maximal length such that σ ◦ s = τn, then we
can take Sn+1 = S
′′ as above (with S ′ = Sn).
Now put S ′ =
⋂
n∈ω Sn. Then one easily verifies that S ′ ⊆ S is an
s-tactic for player I in (T, P,X) and each σ ∈ S ′ is indispensable for S ′.
(In other words, S ′ ⊆ S is a minimal s-tactic for player I in (T, P,X).)
Therefore {σ ◦ s : σ ∈ S ′} is a winning strategy for I in (T, P,X).
Using Proposition 3.3 and the fact that DC is not provable in ZF, it is not
difficult to see that it is consistent with ZF that in each game, at least one of
the players has a winning tactic. But I do not know whether the following is
consistent with ZF: In each game, exactly one of the players has a winning
tactic. By Propositions 3.3 and 3.4, this statement implies both DC and AD,
the statement that each game on the tree <ω2 is determined.
3B Reducing open games to basic open games
Let G0 = (T0, P0, X0) be an open game and let k ∈ ω. Define a basic open
game G1 = (T1, P1, X1), sets ∆σ, and a function p : [T1] −→ [T0] as in Section
1D. In that section, we described translators of strategies for both players
from G1 to G0. Now we translate tactics for player I from G1 to G0.
So let s1 : ω −→ ω be strictly increasing and let S1 be an s1-tactic for
player I in G1. We are going to describe an s0-tactic S0 for player I in G0,
where s0 : ω −→ ω is defined inductively by
s0(n) =

s1(n) if n < k,
s1(n+ 2) if n = k = 0,
s0(n− 1) + 1 + s1(n+ 2) if n ≥ k and n > 0.
Let a0, a1, . . . denote the moves that are going to be played in G0. For every
n ∈ ω, let σn denote the finite sequence of extra moves that player I is
going to play immediately before I or II has to play move an. For n ≥ k,
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the definition of s0 expresses that length(σn) = s1(n + 2). In fact, player I
will choose σn ∈ S1 in such a way that if it is player II’s turn at position
〈a0, a1, . . . , an−1〉 in G0 and player II makes the move an, then σn_〈an〉 ∈ S1
and if it is player I’s turn, then player I can (and does) make a move an such
that σn
_〈an〉 ∈ S1.
But first player I follows the s1-tactic S1 (making extra moves when S1
tells him to do so) until a position 〈a0, a1, . . . , ak−1〉 in G0 is reached.
So σ0
_〈a0〉_ · · ·_σk−1_〈ak−1〉 ∈ S1. For each n ≥ k, we require that σn ∈
S1. Thus each extra move of the s0-tactic S0 will be either an extra move of
the original s1-tactic S1 or some move in the auxiliary game G1.
If 〈a0, a1, . . . , ak−1〉 /∈ ∆〈a0,a1,...,ak−1〉, then player I chooses σk such that
σ0
_〈a0〉_ · · ·_σk−1_〈ak−1〉 ⊆ σk and σk(s1(k + 1)) = 1 (in other words,
player I follows S1 as if in G1, after player I’s extra move A = σk(s1(k)),
player II played the extra move 1).
For every n > k, as long as 〈a0, a1, . . . , an−1〉 /∈ ∆〈a0,a1,...,ak−1〉, player I
chooses σn such that σn−1_〈an−1〉 ⊆ σn (in other words, player I continues
to follow S1).
Suppose that for some n ≥ k, 〈a0, a1, . . . , an−1〉 ∈ ∆〈a0,a1,...,ak−1〉. Let N be
the least such n and put τ = 〈a0, a1, . . . , aN−1〉. Then there is some terminal
node ρ of S1 of length s1(N + 2) such that for some A ⊆ ∆〈a0,a1,...,ak−1〉,
ρ ◦ s1 = 〈a0, a1, . . . , ak−1, A, 1, ak, . . . , aN−1〉. Since S1 is an s1-tactic for
player I, it must be player II’s turn at position ρ ◦ s1 in G1, so τ ∈ A.
Player I can now choose σN such that σ0
_〈a0〉_ · · ·_σk−1_〈ak−1〉 ⊆ σN and
σN(s1(k+1)) = τ (in other words, player I follows S1 as if in G1, after player
I’s extra move A, player II played the extra move τ and as if the moves
ak, . . . , aN−1 were obligatory).
For every n > N , player I chooses σn such that σn−1_〈an−1〉 ⊆ σn.
We now give a more formal definition of S0.
Put l =
{
0 if k = 0,
s1(k − 1) + 1 if k > 0. Then S0 is the set of all finite sequences
σ such that either σ ∈ S1≤l or, if we write σ ◦ s0 = 〈a0, a1, . . . , am−1〉, then
m ≥ k and there is, for every n such that k ≤ n ≤ m, a σn ∈ S1 of length
s1(n+ 2), such that σ ⊆ (σ|l)_σk_〈ak〉_ · · ·_σm−1_〈am−1〉_σm and:
• if for each n such that k ≤ n ≤ m, 〈a0, a1, . . . , an−1〉 /∈ ∆〈a0,a1,...,ak−1〉,
then σk(s1(k+1)) = 1 and σ|l ⊆ σk_〈ak〉 ⊆ · · · ⊆ σm−1_〈am−1〉 ⊆ σm;
• if N is the least n such that k ≤ n ≤ m and 〈a0, a1, . . . , an−1〉 ∈
∆〈a0,a1,...,ak−1〉, then σN(s1(k + 1)) = 〈a0, a1, . . . , aN−1〉 and
σ|l ⊆ σN_〈aN〉 ⊆ · · · ⊆ σm−1_〈am−1〉 ⊆ σm and if k < N then
σk(s1(k + 1)) = 1 and σ|l ⊆ σk_〈ak〉 ⊆ · · · ⊆ σN−1_〈aN−1〉 ∈ S1.
Just as in Section 1D, we want to show that if for some Y0 ⊆ [T0], S1 is a
winning s1-tactic for player I in the game (T1, P1, p
−1Y0), then S0 is a winning
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s0-tactic for player I in the game (T0, P0, Y0). To see this, let x0 ∈ [S0]. It
suffices to find some infinite branch x1 of S1 such that p(x1 ◦ s1) = x0 ◦ s0.
Write 〈a0, a1, . . .〉 for the infinite branch x0 ◦ s0 of T0. There are unique
σk, σk+1, . . . ∈ S1 such that for every n ≥ k, length(σn) = s1(n + 2), and
x0 = (x0|l)_σk_〈ak〉_σk+1_〈ak+1〉_ · · ·. We distinguish two cases.
If 〈a0, a1, . . .〉 /∈ X0, then there is no n ≥ k such that 〈a0, a1, . . . , an−1〉 ∈
∆〈a0,a1,...,ak−1〉, so x0|l ⊆ σk_〈ak〉 ⊆ σk+1_〈ak+1〉 ⊆ · · ·. Thus, if we put
x1 =
⋃
n≥k σn, then x1 ∈ [S1] and p(x1 ◦ s1) = 〈a0, a1, . . .〉.
If 〈a0, a1, . . .〉 ∈ X0 and N is the least n ≥ k such that 〈a0, a1, . . . , an−1〉 ∈
∆〈a0,a1,...,ak−1〉, then x0|l ⊆ σN_〈aN〉 ⊆ σN+1_〈aN+1〉 ⊆ · · ·. Thus, if we put
x1 =
⋃
n≥N σn, then x1 ∈ [S1] and p(x1 ◦ s1) = 〈a0, a1, . . .〉.
Note that in both cases, for all n ∈ ω, if n < k then x1|(s1(n)) =
x0|(s0(n)).
3C Reducing Borel games to basic open games
In Chapter 1 we proved, using AC, that in every Borel game player I or
player II has a winning strategy. In a similar way, we now prove, using DC,
that in every Borel game either player I has a winning tactic or player II has
a winning pseudostrategy.
We have to adjust some definitions since the role of strategies is taken
over by pseudostrategies and tactics. The following definition is similar to
Definition 1.15.
3.5 Definition Let G = (T, P,X) be a game. Let n ∈ ω and let σ :
n+ 1 −→ ω be strictly increasing.
A σ-tactic for player I in G is an s-tactic for player I in the game
(T≤n+1, T≤n ∩P,Ø), where s is any strictly increasing function from ω
to ω such that σ ⊆ s and s(n+ 1) = σ(n) + 1.
A σ-tactic for player II in G is a σ-tactic for player I in the game
(T, T \ P, [T ] \X).
Let J be a player. A pseudostrategy for player J in G up to
positions of length n is a τ -tactic for player J in G, where τ is the
identity on n+ 1.
One easily verifies that for every game G, tree S, and strictly increasing
function s : ω −→ ω:
S is an s-tactic for some player in G if and only if for all n ∈ ω, S≤s(n)+1 is
an s|(n+ 1)-tactic for that player in G.
3.6 Definition Let f : ω −→ ω be strictly increasing and consider games
G0 = (T0, P0, X0) and G1 = (T1, P1, X1) such that for all σ ∈ T1,
σ ◦ f ∈ T0. Let J be one of the players.
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(Continuous) f-translators of pseudostrategies for player J
from G1 to G0 are defined as in Definition 1.16, with pseudostrategies
instead of strategies.
Let E be a set. An f-translator of tactics for player J with
extra moves in E, from G1 to G0 is a function φ that assigns to every
pair (s1, S1) for which s1 : ω −→ ω is strictly increasing and S1 is an
s1-tactic for player J in G1 whose extra moves are in E, a pair (s0, S0)
such that s0 : ω −→ ω is strictly increasing, S0 is an s0-tactic for player
J in G0 whose extra moves are in E, and for every infinite branch x0
of S0, there is an infinite branch x1 of S1 such that x1 ◦ s1 ◦ f = x0 ◦ s0
and for all n ∈ ω, if f(n) = n then x1|(s1(n)) = x0|(s0(n)).
We say that φ is continuous if there are functions φ0, φ1, . . . such
that:
(i) for every n ∈ ω, φn is a function that assigns to every pair (σ1, S1)
for which σ1 : f(n) + 1 −→ ω is strictly increasing and S1 is a σ1-
tactic for player J in G1 whose extra moves are in E, a pair (σ0, S0)
such that σ0 : n + 1 −→ ω is strictly increasing and S0 is a σ0-
tactic for player J in G0 whose extra moves are in E, and for every
m < n, (σ0|(m+1), S0≤σ0(m)+1) = φm(σ1|(f(m)+1), S1≤σ1(f(m))+1);
(ii) for every m ∈ ω and (s1, S1) ∈ domain(φ), if φ((s1, S1)) = (s0, S0)
then (s0|(m+ 1), S0≤s0(m)+1) = φm(s1|(f(m) + 1), S1≤s1(f(m))+1).
Note that if φ0, φ1, . . . are functions such that (i) holds, then there is a unique
function φ from {(s1, S1) : S1 is an s1-tactic for player J in G1 whose extra
moves are in E} to {(s0, S0) : S0 is an s0-tactic for player J in G0 whose
extra moves are in E} such that (ii) holds.
The following definition is similar to Definition 1.17.
3.7 Definition Let f : ω −→ ω be strictly increasing and let G0 =
(T0, P0, X0) be a game.
A tactical f-covering of G0 is a game G1 = (T1, P1, X1) such
that:
(i) T0 = {σ ◦ f : σ ∈ T1};
(ii) X1 = {x ∈ [T1] : x ◦ f ∈ X0};
(iii) there is an f -translator φ of pseudostrategies for player II from
G1 to G0 and there are functions φ0, φ1, . . . witnessing that φ is
continuous, such that for every n ∈ ω, if f(n) = n, then T1≤n+1 =
T0
≤n+1, P1 ∩ T1≤n = P0 ∩ T0≤n and for every S ∈ domain(φn),
φn(S) = S;
(iv) for every set E such that T1 ⊆ <ωE, there is an f -translator of
tactics for player I with extra moves in E, from G1 to G0 and there
are functions φ0, φ1, . . . witnessing that φ is continuous, such that
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for every n ∈ ω, if f(n) = n, then for every (σ, S) ∈ domain(φn),
φn((σ, S)) = (σ, S).
The following lemmas correspond to similar lemmas in Chapter 1.
3.8 Lemma
(i) Let f : ω −→ ω be strictly increasing and let G1 be a tactical
f -covering of some game G0. Suppose that in G1, player I has a
winning tactic or player II has a winning pseudostrategy. Then
also in G0, player I has a winning tactic or player II has a winning
pseudostrategy.
(ii) Suppose that (T1, P1, X1) is a tactical f -covering of (T0, P0, X0)
and Y0 ⊆ [T0]. Put Y1 = {x ∈ [T1] : x ◦ f ∈ Y0}. Then (T1, P1, Y1)
is a tactical f -covering of (T0, P0, Y0).
(iii) Let G1 be a tactical f -covering of G0 and let G2 be a tactical
g-covering of G1. Then G2 is a tactical (g ◦ f)-covering of G0.
Proof These statements follow directly from the definition of ‘tactical cov-
ering’:
(i) Let G1 be a tactical f -covering of some game G0.
First suppose that player II has a winning pseudostrategy S in G1.
Let φ be an f -translator of pseudostrategies for player II from G1
to G0. Then we see, just as in the proof of Lemma 1.18(i), that
φ(S) is a winning pseudostrategy for player II in G0.
Now suppose that player I has a winning s1-tactic S1 in G1. Let T1
be the tree on which G1 is a game and put E = {a : a is a move in
T1 at some σ ∈ T1 or a is a move in S1 at some σ ∈ S1 whose length
is not in range(s1)}. Then the extra moves of S1 are in E and
T1 ⊆ <ωE, so there is an f -translator φ of tactics for player I with
extra moves in E, from G1 to G0. Put (s0, S0) = φ((s1, S1)). For
every x0 ∈ [S0], there is an x1 ∈ [S1] such that x1 ◦s1 ◦f = x0 ◦s0.
Since S1 is winning, x1 ◦ s1 is in the winning set for player I in G1,
so x1 ◦ s1 ◦ f is in the winning set for player I in G0. This shows
that the s0-tactic S0 for player I in G0 is winning.
(ii) This is trivial, since the sets X0 and X1 are dummies in Definition
3.6.
(iii) To prove this, use the same simple facts as in the proof of Lemma
1.18(iii), but with ‘pseudostrategies for player II’ and ‘tactics for
player I with extra moves in some set E’ instead of ‘strategies for
some player’.
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3.9 Lemma Let G0 be a game and suppose that for every n ∈ ω, a tac-
tical fn-covering Gn+1 of Gn is given. Assume that for every n ∈ ω,
limm→ω fm ◦ · · · ◦ fn+1 ◦ fn exists and is equal to gn.
Then DC implies that there is a (unique) game G such that for
every n ∈ ω, G is a tactical gn-covering of Gn.
Proof Suppose that DC holds, so CAC holds as well. Define a game
G = (T, P,X) just as in the proof of Lemma 1.19 and note that for
all n ∈ ω, Tn = {σ ◦ gn : σ ∈ T}. By CAC, we can choose, for every
m ∈ ω, an fm-translator of pseudostrategies for player II from Gm+1
to Gm and functions witnessing its continuity. Using DC, we find for
every n ∈ ω a continuous gn-translator of pseudostrategies for player
II from G to Gn in the same way as in the proof of Lemma 1.19.
Let E be a set such that T ⊆ <ωE. Then for all m ∈ ω, Tm+1 ⊆
<ωE, so we can choose, using CAC, for every m ∈ ω, an fm-translator
φm of tactics for player I with extra moves in E, from Gm+1 to Gm
and functions φ0m, φ
1
m, . . . witnessing that φm is continuous, such that
for every i ∈ ω, if fm(i) = i, then for every (σ, S) ∈ domain(φim),
φim((σ, S)) = (σ, S).
Let n ∈ ω. Just as in the proof of Lemma 1.19, we define, for every
i ∈ ω, a function ψin by ψin = φin ◦ φfn(i)n+1 ◦ · · · ◦ φfm−1◦···◦fn(i)m for all
large m. We must show that the function ψn that is induced by these
functions, is a continuous gn-translator of tactics for player I with extra
moves in E, from G to Gn.
So let s : ω −→ ω be strictly increasing and let S be an s-tactic
for player I in G whose extra moves are in E. For every m ≥ n,
put (sm, Sm) = ψm((s, S)), so (sm, Sm) = φm((sm+1, Sm+1)). Note
that for every i ∈ ω, if gm(i) = i then sm|(i + 1) = s|(i + 1) and
Sm
≤sm(i)+1 = S≤s(i)+1, since ψim is the identity on its domain.
Now let xn ∈ [Sn]. We must find an x ∈ [S] such that x ◦ s ◦ gn =
xn ◦ sn and for all i ∈ ω, if gn(i) = i then x|s(i) = xn|sn(i).
Using DC, we find, for every m ≥ n, an xm+1 ∈ [Sm+1] such that
xm+1 ◦ sm+1 ◦ fm = xm ◦ sm and for all i ∈ ω, if fm(i) = i then
xm+1|sm+1(i) = xm|sm(i).
Since for all i ∈ ω, for all large m, gm(i) = fm(i) = i, there is a
unique infinite sequence x such that for every i ∈ ω, for all large m,
x|s(i) = xm|sm(i) and we have that x ∈ [S].
Note that for every i ∈ ω, if gn(i) = i then for every m ≥ n,
fm(i) = i, so x|s(i) = xn|sn(i). In order to see that x◦s◦gn = xn◦sn, let
i ∈ ω and put k = gn(i). Letm ∈ ω be so large that x(s(k)) = xm(s(k))
and k = fm−1 ◦ · · · ◦ fn+1 ◦ fn(i). Then gm(k) = k, so s(k) = sm(k).
Since xn ◦ sn = xn+1 ◦ sn+1 ◦ fn = . . . = xm ◦ sm ◦ fm−1 ◦ · · · ◦ fn+1 ◦ fn,
we have that xn ◦ sn(i) = xm ◦ sm(k) = xm(s(k)) = x ◦ s ◦ gn(i).
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3.10 Lemma Let G0 be an open or closed game. Let k ∈ ω and define f
as the unique strictly increasing function from ω to ω whose range is
ω \ {k, k + 1}. Then there is a tactical f -covering G1 of G0 such that
the game G1 is basic open.
Proof By Lemma 3.8(ii), it is enough to consider the case that the game
G0 = (T0, P0, X0) is open. Define a basic open game G1 = (T1, P1, X1)
as in Section 1D.
Define, for every pseudostrategy S for player II in G1, a pseudo-
strategy φII(S) for player II in G0 just as in Section 1D, after adapting
the definition of the function F as described in Remark 1.21 in order
to avoid the use of the axiom of choice. Since we are dealing with pseu-
dostrategies instead of strategies, the sets Dα in that remark may now
have more than one element, but this makes no essential difference.
In the same way as in Lemma 1.20 we prove that φII is a continuous
f -translator of pseudostrategies for player II from G1 to G0.
Let E be a set such that T1 ⊆ <ωE. We define an f -translator of
tactics for player I with extra moves in E, from G1 to G0 as follows:
For every strictly increasing s1 : ω −→ ω and every s1-tactic S1 for
player I in G1 whose extra moves are in E, let φI((s1, S1)) be the pair
(s0, S0) as defined in Section 3B.
Define, for every n ∈ ω, a function φnI just like φI but now on the set
of all pairs (σ1, S1) for which σ1 : f(n) + 1 −→ ω is strictly increasing
and S1 is a σ1-tactic for player I in G1 whose extra moves are in E.
Then for every n < k, φnI is the identity on its domain and the functions
φ0I , φ
1
I , . . . witness that φI is continuous.
Thus the basic open game G1 is a tactical f -covering of the open
game G0.
3.11 Lemma Let G0 be a Borel game. Let f : ω −→ ω be strictly increasing
such that for infinitely many natural numbers k, neither k nor k+ 1 is
in the range of f .
Then DC implies that there is a basic open tactical f -covering G1
of G0.
Proof Let G0 = (T0, P0, X0) be a basic open game and let f : ω −→ ω
be strictly increasing. In the proof of Lemma 1.22, we constructed, for
every basic open game G0 and every f ∈ Ω, a basic open f -covering
G1 = (T1, P1, X1) of G0 by inserting some trivial extra move at the right
places. A continuous f -translator φII of pseudostrategies for player II
from G1 to G0 can easily been defined by φII(S) = {σ ◦ f : σ ∈ S} for
every pseudostrategy S for II in G1. Let E be a set such that T1 ⊆ <ωE.
Then a continuous f -translator φI of tactics for player I with extra
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moves in E, fromG1 toG0 can easily be defined by φI((s, S)) = (s◦f, S)
for every strictly increasing s : ω −→ ω and every s-tactic S for player
I in G1: Each move 0 in the s-tactic S that corresponds to an inserted
trivial move in the game G1, is considered to be an extra move of the
(s ◦ f)-tactic S for player I in G0.
This shows that G1 is a tactical f -covering of G0.
Now the rest of the proof is the same as the proof of Lemma 1.22,
with ‘tactical covering’ instead of ‘covering’, DC instead of AC, and
Lemmas 3.10, 3.8(iii), 3.8(ii), and 3.9 instead of Lemmas 1.20, 1.18(iii),
1.18(ii), and 1.19, respectively.
3.12 Theorem DC implies that every Borel game is pseudodetermined.
Proof Suppose that DC holds and let (T, P,X) be a Borel game. Define
f : ω −→ ω by f(n) = 3n. Then for all natural numbers n, neither
3n+ 1 nor 3n+ 2 is in the range of f .
Thus, by DC and Lemma 3.11, there is a basic open tactical f -
covering G of (T, P,X). By Theorem 2.5, the basic open game G is
pseudodetermined. Since every pseudostrategy is a tactic, player I has
a winning tactic or player II has a winning pseudostrategy in G. So, by
Lemma 3.8(i), player I has a winning tactic or player II has a winning
pseudostrategy in the Borel game (T, P,X).
Since (T, T \ P, [T ] \X) is a Borel game as well, we also have that
player I has a winning tactic or player II has a winning pseudostrategy
in (T, T \ P, [T ] \ X). This implies that in (T, P,X), player II has a
winning tactic or player I has a winning pseudostrategy.
So either both players have a winning tactic in (T, P,X) or at least
one of the players has a winning pseudostrategy in (T, P,X). The first
possibility is ruled out by Proposition 3.3 and DC. Thus the Borel
game (T, P,X) is pseudodetermined.
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4 A proof of Borel pseudodeterminacy using
CAC
In this chapter we prove, using the countable axiom of choice, that every
Borel game is pseudodetermined.
We only use CAC to get a Borel code for the winning set for player I.
Using such a code, we will define a basic open game similar to the auxil-
iary game in Chapters 1 and 3. Instead of trying to find translators of all
pseudostrategies from that basic open game to the Borel game, we will only
translate pseudostrategies that satisfy some ‘reasonable’ condition. Unlike
the condition of being a strategy, this condition is so weak that we can prove,
without using the axiom of choice, that in each basic open game one of the
players has a winning pseudostrategy that satisfies this condition.
4A Preference relations and standard games
Player I may prefer starting a game (T, P,X) at some position σ to starting
it at another position σ′, for example if the part of the game from σ on is
the same as the part from σ′ on, except that some of player II’s moves are
restricted. It is clear that if player I can win the game, starting at position
σ′, then he can also win the game, starting at position σ. Of course, player
II will prefer starting at σ′ to starting at σ: In the part of the game from σ′
on, he has more moves to choose from than in the part from σ on.
This idea of comparing positions in a game leads to the following defini-
tion.
4.1 Definition Let G = (T, P,X) be a game. A preference relation in
G is a relation R on T such that for all σ, σ′, if σ R σ′ then either it is
player I’s turn at both σ and σ′ and for each move a′ in T at σ′ there is
a move a in T at σ such that σ_〈a〉R σ′_〈a′〉, or it is player II’s turn
at both σ and σ′ and for each move a in T at σ there is a move a′ in T
at σ′ such that σ_〈a〉R σ′_〈a′〉.
Note that the inverse of a preference relation in a game (T, P,X) is a pref-
erence relation in the game (T, T \ P, [T ] \ X). Also note that the identity
on T is a preference relation and that the set of preference relations in a
given game is closed under composition and arbitrary unions. Thus, if R is
a preference relation, then the smallest reflexive, transitive relation R′ on T
for which R ⊆ R′, is also a preference relation.
4.2 Remark Let R be a preference relation in some game (T, P,X). Sup-
pose that for all x, x′ ∈ [T ] and m,m′ ∈ ω, if x′ ∈ X and for all n ∈ ω,
x|(m+ n)R x′|(m′ + n), then x ∈ X.
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For every σ ∈ T , let Gσ be the part of (T, P,X) that is played after
position σ is reached. In other words, Gσ = ({ρ : σ_ρ ∈ T}, {ρ : σ_ρ ∈
P}, {r : σ_r ∈ X}). Suppose that σ R σ′. Then one easily verifies that
if player I has a winning tactic in Gσ′ then he also has one in Gσ, and
if player II has a winning tactic in Gσ then he also has one in Gσ′ .
The idea is to act as if both games are played simultaneously such that
at each moment the relation R holds between the two corresponding
positions in T .
The same holds when we replace ‘winning tactic’ by ‘pseudostrat-
egy’ or ‘wellfounded pseudostrategy of rank at most α’ for some ordinal
α. Thus if σ R σ′, then, informally speaking, player I will prefer Gσ to
Gσ′ and player II will prefer Gσ′ to Gσ.
For convenience, we consider games in which the players alternately make a
move and player I starts. In such games, it is player I’s turn at positions of
even length.
4.3 Definition Let T be a tree. We denote the set of all elements of T of
even length by T even. A standard game on T is a game of the form
(T, T even, X).
For every game (T, P,X), we can easily find an ‘equivalent’ standard game
which is played as follows: If 〈〉 ∈ P then player I starts by choosing a move
a0 in T at 〈〉 and player II makes an obligatory move 0; if 〈〉 /∈ P then player
I starts by making an obligatory move 0 and player II chooses a move a0 in T
at 〈〉. The players continue in this way. So each position of length 2n in this
standard game corresponds to some position of length n in the game (T, P,X)
and each play in this standard game corresponds to some play in the game
(T, P,X). One easily verifies that this standard game is pseudodetermined
or (coded) Borel if and only if the game (T, P,X) is pseudodetermined or
(coded) Borel, respectively.
Given a preference relation R in some standard game, we will define an
R-pseudostrategy as a pseudostrategy S such that if certain positions are in
S, then also certain ‘easier’ positions are in S. In fact, for each σ ∈ S even, we
only look at the positions of the form σ_〈a, b〉 and at the relation R between
these positions.
If S is a pseudostrategy for player II, then we simply require that each
position σ_〈a′, b′〉 that is ‘easier’ than some σ_〈a, b〉 ∈ S, is also in S.
If S is a pseudostrategy for player I and σ_〈a, b〉 ∈ S, then each position
of the form σ_〈a, b′〉 is in S. Therefore we require that, if for some a, each
position of the form σ_〈a, b〉 is ‘easier’ than some position in S, then each
position of this form is in S.
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4.4 Definition Let R be a preference relation in some standard game G =
(T, T even, X). An R-pseudostrategy for I in G is a pseudostrategy
S for player I in G such that for every σ ∈ S even and for every move a
in T at σ, if for every move b in T at σ_〈a〉 there are a′, b′ such that
σ_〈a′, b′〉 ∈ S and σ_〈a, b〉R σ_〈a′, b′〉, then for every move b in T at
σ_〈a〉, σ_〈a, b〉 ∈ S.
An R-pseudostrategy for II in G is a pseudostrategy S for player
II in G such that for every σ ∈ S even and for all a′, b′ such that
σ_〈a′, b′〉 ∈ T , if there are a, b such that σ_〈a, b〉 ∈ S and
σ_〈a, b〉R σ_〈a′, b′〉, then σ_〈a′, b′〉 ∈ S.
We now show, assuming the axiom of choice, that the conditions in the
definition are ‘reasonable’ if X and R are related in a certain way.
4.5 Proposition Let R be a preference relation in some standard game
G = (T, T even, X). Let f : ω −→ ω be strictly increasing such that
for all x, x′ ∈ [T ], if x ◦ f = x′ ◦ f and x′ ∈ X then x ∈ X. Suppose
that for all σ, σ′, if σ R σ′ then σ ◦ f = σ′ ◦ f . Then AC implies that
each player that has a winning pseudostrategy in G also has a winning
R-pseudostrategy in G.
Proof We only use AC to find a wellordering ≺ of T (so AC is not needed if
T is countable). Note that if R′ is the smallest reflexive and transitive
relation on T such that R ⊆ R′, then each R′-pseudostrategy is an
R-pseudostrategy and for all σ, σ′, if σ R′ σ′ then σ ◦ f = σ′ ◦ f . So we
may assume that R is reflexive and transitive.
First suppose that player I has a winning pseudostrategy S in G.
Define a pseudostrategy S ′′ and a function pi : S ′′ even −→ S even as
follows:
Put pi(〈〉) = 〈〉. Now let σ ∈ S ′′ even and suppose that pi(σ) ∈ S has
been defined such that σ R pi(σ).
We let the moves in S ′′ at σ be the moves a in T at σ such that for
every move b in T at σ_〈a〉, there are a′, b′ such that pi(σ)_〈a′, b′〉 ∈ S
and σ_〈a, b〉R σ_〈a′, b′〉.
For each such a, we let the moves in S ′′ at σ_〈a〉 be all moves b in
T at σ_〈a〉, and for each such b, we define pi(σ_〈a, b〉) as the ≺-least
element of S of the form pi(σ)_〈a′, b′〉 such that σ_〈a, b〉R σ_〈a′, b′〉.
To see that S ′′ is a pseudostrategy for player I in G, let σ ∈ S ′′ even.
Then there is a move a′ in S at pi(σ). Since σ R pi(σ), there is a move
a in T at σ such that σ_〈a〉R σ_〈a′〉. Now a is a move in S ′′ at σ.
That S ′′ is an R-pseudostrategy follows from the transitivity of the
relation R. S ′′ is winning, since for every x ∈ [S ′′], there is some x′ ∈ [S]
such that x ◦ f = x′ ◦ f : For every even n, put x′|n = pi(x|n).
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Now suppose that player II has a winning pseudostrategy S in G.
Then we define a winning R-pseudostrategy S ′′ for II in G and a func-
tion pi in a similar way:
Put pi(〈〉) = 〈〉. Now let σ ∈ S ′′ even and suppose that pi(σ) ∈ S has
been defined such that pi(σ)R σ.
We let the moves in S ′′ at σ be all moves a′ in T at σ. For
each such a′, we let the moves in S ′′ at σ_〈a′〉 be the moves b′ in
T at σ_〈a′〉 for which there are a, b such that pi(σ)_〈a, b〉 ∈ S and
pi(σ)_〈a, b〉R σ_〈a′, b′〉. For such b′, we define pi(σ_〈a′, b′〉) as the ≺-
least element of S of the form pi(σ)_〈a, b〉 with pi(σ)_〈a, b〉R σ_〈a′, b′〉.
To see that S ′′ is a pseudostrategy for player II in G, let σ ∈ S ′′ even
and let a′ be a move in S ′′ at σ. Since pi(σ)R σ, there is a move a in
S at pi(σ) such that pi(σ)_〈a〉R σ_〈a′〉. Since S is a pseudostrategy
for player II, there is a move b in S at pi(σ)_〈a〉. So, for some move b′
in T at σ_〈a′〉, pi(σ)_〈a, b〉R σ_〈a′, b′〉 and thus b′ is a move in S ′′ at
σ_〈a′〉.
As before, we see that S ′′ is winning.
4B Basic open standard games
In this section we consider basic open standard games. Just as in previous
chapters, we first consider trivial games.
4.6 Theorem Let R be a preference relation in some trivial standard game
G. Then one of the players has a winning R-pseudostrategy in G.
Proof First suppose that G = (T, T even,Ø) for some tree T . Define for
every ordinal α a subset Aα of T as in the proof of Theorem 2.4. So
for every σ ∈ T of even (odd) length, σ ∈ Aα if and only if for some
(every) move a in T at σ, σ_〈a〉 ∈ ⋃β<αAβ.
One easily proves, by transfinite induction, that for each ordinal α
and all σ, σ′ such that σ R σ′, if σ′ ∈ Aα then σ ∈ Aα.
Thus, if we put B =
⋃
αAα, then for all σ, σ
′ such that σ R σ′, if
σ /∈ B then σ′ /∈ B.
For each σ ∈ B, define ρ(σ) as the least ordinal α such that σ ∈ Aα.
We now define a winning R-pseudostrategy for one of the players in G.
Case 1: 〈〉 ∈ B.
Let S be the unique pseudostrategy for player I in G such that
for every σ ∈ S even, σ ∈ B and the moves in S at σ are the
moves a in T at σ such that for every move b in T at σ_〈a〉,
σ_〈a, b〉 ∈ ⋃β<ρ(σ)Aβ. (Since σ ∈ Aρ(σ), such an a exists.)
Since there is no strictly decreasing infinite sequence of ordi-
nals, S is winning, in fact wellfounded.
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To see that S is an R-pseudostrategy for player I in G, let
σ ∈ S even and let a be a move in T at σ such that for every
move b in T at σ_〈a〉, there are a′, b′ such that σ_〈a′, b′〉 ∈ S and
σ_〈a, b〉R σ_〈a′, b′〉. For such b, a′, and b′, σ_〈a′, b′〉 ∈ ⋃β<ρ(σ)Aβ
and thus σ_〈a, b〉 ∈ ⋃β<ρ(σ)Aβ. This proves that a is a move in
S at σ.
Case 2: 〈〉 /∈ B.
Let σ ∈ T even \ B. Then for every move a in T at σ, for some
move b in T at σ_〈a〉, σ_〈a, b〉 /∈ B; otherwise there would be an
ordinal α such that σ ∈ Aα.
So there is a unique pseudostrategy S for player II in G such
that for every σ ∈ S even, σ /∈ B and for every move a in T at σ, the
moves in S at σ_〈a〉 are the sets b such that σ_〈a, b〉 ∈ T even \B.
Since the winning set for player II in G is [T ], S is winning.
To see that S is an R-pseudostrategy for player II in G, let σ ∈
S even. Let a′, b′ be such that σ_〈a′, b′〉 ∈ T and, for some a, b,
σ_〈a, b〉 ∈ S and σ_〈a, b〉R σ_〈a′, b′〉. Then σ_〈a, b〉 /∈ B, so
σ_〈a′, b′〉 /∈ B. Thus σ_〈a′, b′〉 ∈ S.
Now suppose that G = (T, T even, [T ]) for some tree T . Define for
every ordinal α a subset Aα of T as in the proof of Theorem 2.4, but
now for the game (T, T \ T even,Ø). So for every σ ∈ T of even (odd)
length, σ ∈ Aα if and only if for every (some) move a in T at σ,
σ_〈a〉 ∈ ⋃β<αAβ.
We now have that for each ordinal α and all σ, σ′ such that σ R σ′,
if σ ∈ Aα then σ′ ∈ Aα. So, if we put B = ⋃αAα, then for all σ, σ′
such that σ R σ′, if σ′ /∈ B then σ /∈ B. Define a function ρ on B as
before.
Case 1′: 〈〉 ∈ B.
Let S be the unique pseudostrategy for player II in G such that
for every σ ∈ S even, σ ∈ B and for every move a in T at σ, the
moves in S at σ_〈a〉 are the sets b such that σ_〈a, b〉 ∈ ⋃β<ρ(σ)Aβ.
(Since σ ∈ Aρ(σ), such a b exists.)
Since there is no strictly decreasing infinite sequence of ordi-
nals, S is winning, in fact wellfounded. S is an R-pseudostrategy
for player II in G, by the same argument as in Case 2, with
‘∈ ⋃β<ρ(σ)Aβ’ instead of ‘/∈ B’.
Case 2′: 〈〉 /∈ B.
Let σ ∈ T even \ B. Then for some move a in T at σ, for every
move b in T at σ_〈a〉, σ_〈a, b〉 /∈ B; otherwise there would be an
ordinal α such that σ ∈ Aα.
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So there is a unique pseudostrategy S for player I in G such
that for every σ ∈ S even, σ /∈ B and the moves in S at σ are
the moves a in T at σ such that for every move b in T at σ_〈a〉,
σ_〈a, b〉 /∈ B.
Since the winning set for player I in G is [T ], S is winning. S
is an R-pseudostrategy for player I in G, by the same argument
as in Case 1, with ‘/∈ B’ instead of ‘∈ ⋃β<ρ(σ)Aβ’.
4.7 Theorem Let R be a preference relation in some basic open standard
game G = (T, T even, X). Suppose that there is some even n and some
set ∆ of elements of T of length n such that for all x ∈ [T ], x ∈ X if
and only if x|n ∈ ∆, and such that for all τ, τ ′ of length n, if τ R τ ′
then τ ∈ ∆ if and only if τ ′ ∈ ∆.
Then one of the players has a winning R-pseudostrategy in G.
Proof Let τ ∈ T of length n. Define a trivial standard game Gτ =
(T via τ , (T via τ ) even, X ∩ [T via τ ]). Let Rτ be the preference relation R ∩
(T via τ×T via τ ) in Gτ . By (the proof of) Theorem 4.6, we find a winning
Rτ -pseudostrategy Sτ for some playerWτ in Gτ . In fact, if τ ∈ ∆, then
Wτ = I if and only if I has a pseudostrategy in Gτ , and if τ /∈ ∆, then
Wτ = I if and only if I has a wellfounded pseudostrategy in Gτ .
Now consider the standard game G′ = (T ′, T ′ even,Ø), where T ′ is
the tree T≤n ∪ {τ_〈0〉 : τ ∈ T and length(τ) = n and Wτ = I}. So
this game is played like G, until a position τ of length n is reached. If
Wτ = I, then player I makes an obligatory move 0 and wins. IfWτ = II,
then player II wins immediately.
Let R′ be the relation (R ∩ (T≤n × T≤n)) ∪ {(τ_〈0〉, τ ′_〈0〉) ∈
T ′ × T ′ : length(τ) = length(τ ′) = n and τ R τ ′}. Note that for all
τ, τ ′ ∈ T of length n, if τ R τ ′ and Wτ ′ = I then Wτ = I. Therefore R′
is a preference relation in G′.
By Theorem 4.6, we find a winning R′-pseudostrategy S for some
player W in the trivial game G′.
Now let τ ∈ S of length n. Then either τ_〈0〉 (if Wτ = I) or τ (if
Wτ = II) is a terminal node of S. In both cases, Wτ = W . This implies
that the tree S≤n∪⋃τ∈S,length(τ)=n Sτ is a winning R-pseudostrategy for
player W in the basic open game (T, T even, X).
Note that the empty set is a preference relation in every game G and that
an Ø-pseudostrategy in G is just a pseudostrategy in G. Therefore Theorem
4.7 implies that every basic open standard game is pseudodetermined. Since
every basic open game is ‘equivalent’ to some basic open standard game, this
gives another proof of Theorem 2.5.
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4C Reducing open preferential games to basic open
preferential games
We will consider preference relations in standard games with some nice prop-
erties.
4.8 Definition A preferential game is a triple P = (T,R,X) where T
is a tree, X ⊆ [T ] and R is a reflexive, transitive preference relation
in the standard game (T, T even, X) such that for all σ and σ′, if σ R σ′
then length(σ) = length(σ′) and for all even n < length(σ), σ|n R σ′|n.
We say that P is open if there is some ∆ ⊆ T even such that X =
{x ∈ [T ] : for some τ ∈ ∆, τ ⊆ x} and such that for all τ and τ ′, if
τ R τ ′ then τ ∈ ∆ if and only if τ ′ ∈ ∆.
If ∆ can be chosen such that all its elements have the same length,
then we say that P is basic open.
We say that P is closed if (T,R, [T ] \ X) is an open preferential
game.
We say that P is coded Borel if there is a Borel code c : C −→
{⊥,>,∨,∧,3} for X (with respect to T ) such that for all γ ∈ C, if
c(γ) = 3 then for all moves τ and τ ′ in C at γ, τ has even length and
if τ R τ ′ then c(γ_〈τ〉) = c(γ_〈τ ′〉).
4.9 Example Let (T0, T0
even, X0) be an open standard game and define a
relation R0 on T0 by: σ R0 σ
′ if and only if σ = σ′. Then (T0, R0, X0)
is an open preferential game.
Note that for every basic open preferential game (T,R,X), the preferential
game (T,R, [T ]\X) is also basic open, and that every (basic) open preferential
game is coded Borel. Also note that if R is a reflexive, transitive preference
relation in some standard game (T, T even, X), then one easily finds an R′ such
that (T,R′, X) is a preferential game and such that the R′-pseudostrategies
are the same as the R-pseudostrategies in (T, T even, X).
If (T,R,X) is a basic open preferential game, then, by Theorem 4.7, one
of the players has a winning R-pseudostrategy in (T, T even, X).
We will reduce each coded Borel preferential game to some basic open
preferential game. We now describe the basic step, the reduction of an open
preferential game to a basic open one.
So let (T0, R0, X0) be an open preferential game and let ∆ be as in Def-
inition 4.8. We may assume, without loss of generality, that for all σ ∈ ∆,
for all τ ∈ T0 even, if σ ⊆ τ then τ ∈ ∆. Put G0 = (T0, T0 even, X0). Let k be
even. Define f : ω −→ ω by f(n) =
{
n if n < k,
n+ 2 if n ≥ k.
We construct a basic open preferential game (T1, R1, X1) such that for all
σ ∈ T1 even, σ ◦ f ∈ T0 even and for all σ′, if σ R1 σ′ then σ ◦ f R0 σ′ ◦ f .
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Let us denote, for every A ⊆ ∆ and every σ ∈ T0 of length k, the set
{τ ∈ ∆ : σ ⊆ τ and for some τ ′ ∈ A, τ R0 τ ′} by Aσ. In particular, since R0
is reflexive, ∆σ = {τ ∈ ∆ : σ ⊆ τ}.
The definition of the basic open game G1 = (T1, T1
even, X1) is the same
as in Section 1D, with the following adjustments:
• The extra move of player I at a position σ of length k has to be a subset
A of ∆σ such that for all τ, τ
′ ∈ ∆σ, if τ R0 τ ′ and τ ′ ∈ A then τ ∈ A.
(Since R0 is reflexive and transitive, these sets A are the same as the
sets of the form Bσ for some B ⊆ ∆.)
• If a position σ_〈A, 1〉_ρ is reached such that σ_ρ ∈ A, then player I
makes an obligatory move 0 and wins. (If σ_ρ ∈ ∆σ \ A, then player
II wins immediately.)
The reason for the second adjustment is that we only consider standard
games. Note that if R0 is as in Example 4.9, then G1 is the same as in
Section 1D, except for the second adjustment, and for every A ⊆ ∆ and
every σ ∈ T0 of length k, Aσ = A ∩∆σ.
Each element pi of T1 has exactly one of the following forms:
(i) σ, where σ ∈ T0≤k;
(ii) σ_〈A〉, where σ ∈ T0 of length k and Aσ ⊆ A ⊆ ∆σ;
(iii) σ_〈A, 1〉_ρ, where σ ∈ T0 of length k, Aσ ⊆ A ⊆ ∆σ, and σ_ρ ∈ T0
such that for all n < length(ρ), σ_(ρ|n) /∈ ∆;
(iv) σ_〈A, 1〉_ρ_〈0〉, where σ ∈ T0 of length k, Aσ ⊆ A ⊆ ∆σ, and σ_ρ ∈
A such that for all n < length(ρ), σ_(ρ|n) /∈ ∆;
(v) σ_〈A, τ〉_ρ, where σ ∈ T0 of length k, Aσ ⊆ A ⊆ ∆σ, τ ∈ A, and
σ_ρ ∈ T0via τ .
We put X1 = {x ∈ [T1] : x ◦ f ∈ X0}, so X1 = {x ∈ [T1] : x|(k + 2) ∈ ∆′},
where ∆′ = {τ ′ ∈ T1 : length(τ ′) = k + 2 and τ ′(k + 1) 6= 1}.
We will define a preference relation R1 in G1 such that R1-pseudostrate-
gies in G1 can be translated into R0-pseudostrategies in G0. First we define
a relation R on T1 as follows, using the notation above: For all pi, pi
′ ∈ T1,
pi R pi′ if and only if pi and pi′ have the same form and, respectively:
(i) σ R0 σ
′;
(ii) σ R0 σ
′ and A = A′σ;
(iii) σ_ρ R0 σ
′_ρ′ and A′σ ⊆ A;
(iv) σ_ρ R0 σ
′_ρ′ and A′σ ⊆ A;
(v) τ R0 τ
′ and length(ρ) = length(ρ′) and if τ ⊆ σ_ρ then σ_ρ R0 σ′_ρ′.
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Note that if R0 is as in Example 4.9 and pi and pi
′ are for example both of form
(iii), then pi R pi′ if and only if σ_ρ = σ′_ρ′ and A′ ⊆ A. The interpretation
is that player I prefers a position of this form to a position with a smaller set
A, since player II will give up at more positions.
Since (T0, R0, X0) is a preferential game, the following holds for all pi, pi
′
such that pi R pi′:
• length(pi) = length(pi′);
• for all even n < length(pi), pi|n R pi′|n;
• if length(pi) is even, then pi ◦ f R0 pi′ ◦ f .
One also easily verifies that R is reflexive (but R need not be transitive). We
now define R1 as the smallest transitive relation for which R ⊆ R1. So pi R1 pi′
if and only if for some n ∈ ω, for some pi0, . . . , pin−1, pi R pi0 R . . . R pin−1 R pi′.
In order to see that (T1, R1, X1) is a preferential game, it is enough to
verify that R is a preference relation in G1.
So suppose that pi R pi′. We must show that if length(pi) is even, then for
each move a′ in T1 at pi′ there is a move a in T1 at pi such that pi_〈a〉R pi′_〈a′〉,
and if length(pi) is odd, then for each move a in T1 at pi there is a move a
′ in
T1 at pi
′ such that pi_〈a〉R pi′_〈a′〉.
Case 1: length(pi) = k.
Then, for every move A′ in T1 at pi′, the set A = A′pi is a move in T1 at
pi and pi_〈A〉R pi′_〈A′〉.
Case 2: pi and pi′ are of form (ii) as described above.
Then each move in T1 at pi is either 1 or an element of A. Clearly, 1
is also a move in T1 at pi
′ and pi_〈1〉R pi′_〈1〉. Furthermore, for every
τ ∈ A = A′σ there is a τ ′ ∈ A′ such that pi_〈τ〉R pi′_〈τ ′〉.
Case 3: pi and pi′ are of form (iii) and σ_ρ ∈ ∆σ.
Then also σ′_ρ′ ∈ ∆σ′ since σ_ρ R0 σ′_ρ′. Suppose that there is a
move in T1 at pi
′. Then this move is 0 and σ′_ρ′ ∈ A′. So σ_ρ ∈ A′σ ⊆
A and thus 0 is a move in T1 at pi and pi
_〈0〉R pi′_〈0〉.
Case 4: pi and pi′ are of form (iv).
Then there is no move in T1 at pi.
Case 5: pi and pi′ are of form (v) and length(σ_ρ) < length(τ).
Then, for the unique move a in T1 at pi and the unique move a
′ in T1
at pi′, we have that pi_〈a〉R pi′_〈a′〉.
Case 6: all other cases.
Then pi ◦f R0 pi′ ◦f . The moves a in T1 at pi are the same as the moves
in T0 at pi ◦ f and the moves a′ in T1 at pi′ are the same as the moves
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in T0 at pi
′ ◦ f . For all such a and a′, we have that pi_〈a〉R pi′_〈a′〉 if
and only if (pi ◦ f)_〈a〉R0 (pi′ ◦ f)_〈a′〉.
The preferential game (T1, R1, X1) is basic open, since for all pi, pi
′, if pi R pi′
then pi ∈ ∆′ if and only if pi′ ∈ ∆′.
For every R1-pseudostrategy S for player I in G1, we describe an R0-
pseudostrategy φI(S) for player I in G0 as follows:
Player I follows S until a position σ of length k is reached. Define A as
the union of all moves A′ in S at σ.
Claim A is a move in S at σ.
Proof of Claim A is a move in T at σ, since A ⊆ ∆σ and for all τ, τ ′ ∈ ∆σ,
if τ R0 τ
′ and τ ′ ∈ A then for some A′ ⊆ A, τ ∈ A′. There is a move
A′ in S at σ, so A′ = A′σ ⊆ A and thus σ_〈A, 1〉R1 σ_〈A′, 1〉. For
every τ ∈ A, there is a move A′ in S at σ such that τ ∈ A′ and thus
σ_〈A, τ〉R1 σ_〈A′, τ〉. Therefore, since S is an R1-pseudostrategy for
player I, A is a move in S at σ.
Now player I proceeds by following S as if he has played this extra move
A in the game G1 and as if player II has played the extra move 1, until, if
ever, a position τ ∈ ∆σ is reached. Since this corresponds to an element
σ_〈A, 1〉_ρ of the pseudostrategy S for player I in G1 such that τ = σ_ρ,
we have that τ ∈ A. Now player I proceeds by following S as if player II had
played the extra move τ at position σ_〈A〉 and as if the moves ρ(0), ρ(1), . . .
were obligatory.
This is an R0-pseudostrategy for player I in G0, since for each σ0 ∈
φI(S)
even, there is some σ1 ∈ S even such that for all a, b, σ0_〈a, b〉 ∈ φI(S)
if and only if σ1
_〈a, b〉 ∈ S and σ0_〈a, b〉 ∈ T0 if and only if σ1_〈a, b〉 ∈
T1, and such that for all a, b, a
′, b′, σ0_〈a, b〉R0 σ0_〈a′, b′〉 if and only if
σ1
_〈a, b〉R1 σ1_〈a′, b′〉.
For every R1-pseudostrategy S for player II in G1, we describe an R0-
pseudostrategy φII(S) for player II in G0 as follows:
Player II follows S until a position σ of length k is reached. Put A =
{τ ∈ ∆σ : σ_〈∆σ, τ〉 /∈ S}.
Claim σ_〈A, 1〉 ∈ S.
Proof of Claim A is a move in T at σ, since A ⊆ ∆σ and for all τ, τ ′ ∈ ∆σ,
if τ R0 τ
′ and σ_〈∆σ, τ〉 ∈ S then σ_〈∆σ, τ ′〉 ∈ S. Thus σ_〈A〉 ∈ S.
There is a move in the R1-pseudostrategy S for player II at σ
_〈A〉.
This move must be 1, since for every τ ∈ A, σ_〈A, τ〉R1 σ_〈∆σ, τ〉
and, by definition, σ_〈∆σ, τ〉 /∈ S.
Now player II proceeds by following S as if player I has played the extra
move A and as if player II has played the extra move 1 in G1, until, if ever,
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a position τ ∈ ∆σ is reached. Since this corresponds to a terminal node
σ_〈A, 1〉_ρ of S such that τ = σ_ρ, we have that τ /∈ A, so σ_〈∆σ, τ〉 ∈ S.
Now player II proceeds by following S as if player I had played the extra move
∆σ at position σ, player II played the move τ and the moves ρ(0), ρ(1), . . .
were obligatory.
4D Reducing coded Borel preferential games to basic
open preferential games
The following definition corresponds to Definition 1.15.
4.10 Definition Let R be a preference relation in some standard game
G = (T, T even, X). Let n ∈ ω and let J be player I if n is even and
player II if n is odd.
An R-pseudostrategy for J in G up to positions of length n
is an Rn-pseudostrategy for J in Gn, where Gn is the standard game
(T≤n+1, (T≤n+1) even,Ø) and Rn is the preference relation R∩ (T≤n+1×
T≤n+1) in Gn.
Note that at positions of length n + 1 in Gn, player J wins since the other
player can make no move. Using this, one easily verifies that for every tree
S: S is an R-pseudostrategy for player I (II) in G if and only if for each
even (odd) n, S≤n+1 is an R-pseudostrategy for I (II) in G up to positions of
length n.
The following definition is similar to Definition 1.16.
4.11 Definition Let f : ω −→ ω be strictly increasing. Let (T0, R0, X0)
and (T1, R1, X1) be preferential games such that for all σ ∈ T1 even,
σ◦f ∈ T0 even. Put G0 = (T0, T0 even, X0) and G1 = (T1, T1 even, X1). Let
J be one of the players.
A preferential f-translator of pseudostrategies for player J
from (T1, R1, X1) to (T0, R0, X0) is a function φ that assigns to every
R1-pseudostrategy S for player J in G1 an R0-pseudostrategy φ(S) for
player J in G0 such that for every infinite branch x0 of φ(S), there is
an infinite branch x1 of S such that x1 ◦ f = x0.
For J = I we say that φ is continuous if there are functions
φ0, φ1, . . . such that:
(i) for every even n, f(n) is even and domain(φn) is the set of all R1-
pseudostrategies for player J in G1 up to positions of length f(n)
and for every S ∈ domain(φn), φn(S) is an R0-pseudostrategy for
player J in G0 up to positions of length n and for every even
m < n, φn(S)
≤m+1 = φm(S≤f(m)+1);
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(ii) for every R1-pseudostrategy S for J in G1 and every even m,
φ(S)≤m+1 = φm(S≤f(m)+1).
For J = II we say that φ is continuous if the same holds with ‘odd’
instead of ‘even’.
Note that if φ0, φ1, . . . are functions such that (i) holds, then there is a unique
function φ from the set of all R1-pseudostrategies for player J in G1 to the
set of all R0-pseudostrategies for player J in G0 such that (ii) holds.
We will construct, for every coded Borel standard game, a basic open
‘covering’. In order to do this without using the axiom of choice, we adjust
Definition 1.17.
4.12 Definition Let f : ω −→ ω be strictly increasing and let P0 =
(T0, R0, X0) be a preferential game.
A preferential f-covering of P0 is a triple (P1,ΦI,ΦII), where:
(i) P1 is a preferential game (T1, R1, X1) such that for all σ ∈ T1 even,
σ ◦ f ∈ T0 even and for all σ′, if σ R1 σ′ then σ ◦ f R0 σ′ ◦ f , and
such that X1 = {x ∈ [T1] : x ◦ f ∈ X0};
(ii) for each player J , ΦJ is of the form (φ, F, 〈φ0, φ1, . . .〉), where φ
is a preferential f -translator of pseudostrategies for player J from
P1 to P0, F is a function that assigns to every S ∈ domain(φ)
a function F (S) : [φ(S)] −→ [S] such that for all x ∈ [φ(S)],
F (S)(x) ◦ f = x, and φ0, φ1, . . . are functions that witness that
φ is continuous, such that for every n ∈ ω, if f(n) = n, then
T1
≤n+1 = T0≤n+1, R1∩(T1≤n+1×T1≤n+1) = R0∩(T0≤n+1×T0≤n+1),
and for every S ∈ domain(φn), φn(S) = S.
This preferential f -covering is called basic open if P1 is a basic open
preferential game.
4.13 Lemma
(i) Let f : ω −→ ω be strictly increasing and let ((T1, R1, X1),ΦI,ΦII)
be a preferential f -covering of some preferential game (T0, R0, X0).
Suppose that one of the players has a winning R1-pseudostrategy
in (T1, T1
even, X1). Then that player also has a winning R0-pseudo-
strategy in (T0, T0
even, X0).
(ii) Suppose that ((T1, R1, X1),ΦI,ΦII) is a preferential f -covering of
some preferential game (T0, R0, X0). Let Y0 ⊆ [T0] and define
Y1 = {x ∈ [T1] : x ◦ f ∈ Y0}. Then ((T1, R1, Y1),ΦI,ΦII) is a
preferential f -covering of (T0, R0, Y0).
(iii) Let (P1,ΦI,ΦII) be a preferential f -covering of P0. Let (P2,ΨI,ΨII)
be a preferential g-covering of P1. Then (P2,ΦI2ΨI,ΦII2ΨII) is a
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preferential (g ◦ f)-covering of P0, where for every player J , if we
write ΦJ = (φ, F, 〈φ0, φ1, . . .〉) and ΨJ = (ψ,G, 〈ψ0, ψ1, . . .〉), and
if we define, for every S ∈ domain(G), H(S) = G(S) ◦ F (ψ(S)),
then ΦJ2ΨJ = (φ ◦ ψ,H, 〈φ0 ◦ ψf(0), φ1 ◦ ψf(1), . . .〉).
Proof Just as in Lemma 1.18, these statements follow directly from the
definition of ‘preferential covering’.
4.14 Lemma Let P0 be a preferential game and suppose that for every
n ∈ ω, (Pn+1,ΦnI ,ΦnII) is a preferential fn-covering of Pn.
Assume that for every n ∈ ω, limm→ω fm ◦ · · · ◦ fn+1 ◦ fn exists and
is equal to gn.
Then there is a (unique) preferential game P and, for every n ∈ ω,
a (unique) preferential gn-covering (P,Ψ
n
I ,Ψ
n
II) of Pn such that for each
player J , ΨnJ = Φ
n
J2Ψ
n+1
J (as defined in Lemma 4.13(iii)).
Proof The proof is similar to that of Lemma 1.19:
For every n ∈ ω, write Pn = (Tn, Rn, Xn). Then P = (T,R,X), where
for every i ∈ ω, for all large m, T≤i+1 = Tm≤i+1 and R ∩ (T≤i+1 ×
T≤i+1) = Rm∩ (Tm≤i+1×Tm≤i+1), and for every n ∈ ω, X = {x ∈ [T ] :
x ◦ gn ∈ Xn}.
Let J be a player. For each n ∈ ω, write ΦnJ = (φn, Fn, 〈φ0n, φ1n, . . .〉).
Then, for every n ∈ ω, ΨnJ = (ψn, Hn, 〈ψ0n, ψ1n, . . .〉), where for every
i ∈ ω, for all largem, ψin = φin◦φfn(i)n+1 ◦· · ·◦φfm−1◦···◦fn(i)m , and for every R-
pseudostrategy S for player J in (T, T even, X) and every xn ∈ [ψn(S)],
if we define inductively for every m ≥ n, xm+1 = Fm(ψm+1(S))(xm),
then H(S)(xn) = limm→ω xm.
4.15 Lemma Let P0 be an open or closed preferential game. Let k be even
and define f as the unique strictly increasing function from ω to ω
whose range is ω \ {k, k + 1}.
Then P0 has a basic open preferential f -covering (P1,ΦI,ΦII).
Proof By Lemma 4.13(ii), we only have to consider the case that the prefer-
ential game P0 = (T0, R0, X0) is open. Define a basic open preferential
game P1 = (T1, R1, X1) and φI, φII as in Section 4C.
Just as in Section 1D, one easily verifies that φI is a preferential f -
translator of pseudostrategies for player I from P1 to P0 and one easily
defines, for everyR1-pseudostrategy S for I in (T1, T
even
1 , X1), a function
FI(S) : [φ(S)] −→ [S] such that for all x ∈ [φ(S)], FI(S)(x) ◦ f = x.
For every odd n, put φnI = Ø and for every even n, define a function
φnI just like φI but now from the set of all R1-pseudostrategies for player
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I in (T1, T
even
1 , X1) up to positions of length f(n) to the set of all R0-
pseudostrategies for player I in (T0, T
even
0 , X0) up to positions of length
n. Then the functions φ0I , φ
1
I , . . . witness that φI is continuous.
Now put ΦI = (φI, FI, 〈φ0I , φ1I , . . .〉) and define ΦII in a similar way.
Then (P1,ΦI,ΦII) is a basic open preferential f -covering of P0.
We now construct, for every coded Borel preferential game, a basic open
preferential covering.
4.16 Lemma Let (T,R,X) be a coded Borel preferential game. Let f :
ω −→ ω be strictly increasing such that ω \ range(f) is infinite and for
every even n, f(n) is even and f(n+ 1) = f(n) + 1.
Then (T,R,X) has a basic open preferential f -covering.
Proof Choose a Borel code c : C −→ {⊥,>,∨,∧,3} for X as in Definition
4.8. We will define a basic open preferential f -covering of (T,R,X) by
transfinite induction to the rank of the wellfounded tree C.
First suppose that c(〈〉) ∈ {⊥,>,3}. Then (T,R,X) is a basic open
preferential game. Just as in the proof of Lemma 1.22, we easily find
a basic open preferential f -covering ((T1, R1, X1),ΦI,ΦII) of (T,R,X)
by inserting some trivial extra move 0 at the right places:
Let T1 be the set of all finite sequences σ such that σ ◦ f ∈ T
and for all n < length(σ), if n /∈ range(f) then σ(n) = 0. Put
X1 = {x ∈ [T1] : x ◦ f ∈ X} and define a preference relation R1
in (T1, T1
even, X1) as follows: For all σ, σ
′ ∈ T1, σ R1 σ′ if and only if
length(σ) = length(σ′) and σ ◦ f R σ′ ◦ f . For every R1-pseudostrategy
S for player I in (T1, T1
even, X1), let φI(S) be the R-pseudostrategy
{σ ◦ f : σ ∈ S} for player I in (T, T even, X). The definitions of
ΦI = (φI, FI, 〈φ0I , φ1I , . . .〉) and ΦII are straightforward.
Now suppose that c(〈〉) ∈ {∨,∧}. For every n ∈ ω, let Cn be the
wellfounded tree {γ : 〈n〉_γ ∈ C} and define a function cn on Cn by
cn(γ) = c(〈n〉_γ). Then cn is a Borel code of some Xn ⊆ [T ]. Note
that either X =
⋃
n∈ωXn or X =
⋂
n∈ωXn.
Just as in the proof of Lemma 1.22, we can define strictly increasing
functions g0 and h from ω to ω such that f = h ◦ g0 and for some even
k, range(h) = ω \ {k, k + 1}. We also find strictly increasing functions
f0, g1, f1, g2, f2, . . . such that for all n ∈ ω, gn = limm→ω fm◦· · ·◦fn+1◦fn
and such that for each m, ω \ range(fm) is infinite and for every even
i, fm(i) is even and fm(i+ 1) = fm(i) + 1.
Define, inductively, for each n ∈ ω, a preferential game (Tn, Rn, Yn)
such that for all σ ∈ Tn, σ ◦ fn−1 ◦ · · · ◦ f0 ∈ T , and such that for all
τ, τ ′ ∈ Tn even, if τ Rn τ ′ then τ ◦ fn−1 ◦ · · · ◦ f0 R τ ′ ◦ fn−1 ◦ · · · ◦ f0, as
follows:
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We put T0 = T and R0 = R. Now let n ∈ ω and suppose that we
have chosen Tn and Rn. Put Yn = {x ∈ [Tn] : x ◦ fn−1 ◦ · · · ◦ f0 ∈
Xn}. Using the Borel code cn for Xn, one easily finds a Borel code
dn : Dn −→ {⊥,>,∨,∧,3} for the Borel subset Yn of [Tn] such that
for all γ ∈ Dn, if dn(γ) = 3 then γ ∈ Cn and for every move τ in
Dn at γ, we have that τ ∈ Tn even, τ ◦ fn−1 ◦ · · · ◦ f0 is a move in Cn
at γ, and dn(γ
_〈τ〉) = cn(γ_〈τ ◦ fn−1 ◦ · · · ◦ f0〉). Using this, one
easily verifies that the preferential game (Tn, Rn, Yn) is coded Borel.
Since the rank of the wellfounded tree Dn is less than the rank of C,
we already know how to define a basic open preferential fn-covering
((Tn+1, Rn+1, Zn),Φ
n
I ,Φ
n
II) of (Tn, Rn, Yn).
For every n ∈ ω, let Pn be the preferential game (Tn, Rn, {x ∈ [Tn] :
x ◦ fn−1 ◦ · · · ◦ f0 ∈ X}). So P0 = (T,R,X) and, by Lemma 4.13(ii),
for every n, (Pn+1,Φ
n
I ,Φ
n
II) is a preferential fn-covering of Pn.
By Lemma 4.14, we find a preferential game P ′ = (T ′, R′, X ′) and,
for every n ∈ ω, a preferential gn-covering (P ′,ΨnI ,ΨnII) of Pn.
For every n ∈ ω, put X ′n = {x ∈ [T ′] : x ◦ gn+1 ∈ Zn}. Then the
preferential game (T ′, R′, X ′n) is basic open since for all τ, τ
′ ∈ T ′ even,
if τ R′ τ ′ then τ ◦ gn+1 Rn+1 τ ′ ◦ gn+1.
Since X ′ is either
⋃
n∈ωX ′n or
⋂
n∈ωX ′n, we conclude that the pref-
erential game P ′ is either open or closed. So, by Lemma 4.15, P ′ has
some basic open preferential h-covering. Using Lemma 4.13(iii), we find
a basic open preferential (h ◦ g0)-covering of P0. In other words, the
coded Borel preferential game (T,R,X) has a basic open preferential
f -covering.
4.17 Theorem Every coded Borel standard game is pseudodetermined.
Proof Let (T0, T0
even, X0) be a coded Borel standard game. Define a pref-
erence relation R0 in this game by σ R0 σ
′ if and only if σ = σ′, for all
σ, σ′ ∈ T0. Then (T0, R0, X0) is a coded Borel preferential game. Define
f : ω −→ ω by f(2n) = 4n and f(2n+ 1) = 4n+ 1 for every n ∈ ω.
By Lemma 4.16, (T0, R0, X0) has a basic open preferential f -covering
((T1, R1, X1),ΦI,ΦII). By Theorem 4.7, one of the players has a winning
R1-pseudostrategy in the basic open standard game (T1, T1
even, X1).
By Lemma 4.13(i), that player also has a winning R0-pseudostrategy
in (T0, T0
even, X0). So the game (T0, T0
even, X0) is pseudodetermined.
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5 Another proof of Borel pseudodetermi-
nacy using CAC
In the auxiliary basic open game G1 that we constructed in Section 1D, the
players play different roles: The first extra move, a subset A of some given
set ∆σ, is chosen by player I and the second extra move, either 1 or some
τ ∈ A, is chosen by player II.
Nonetheless, strategies for both players were translated from G1 to G0 in
a similar way. Each player plays the original game, using a strategy S in the
auxiliary game, as follows: At each position σ of length k, he plays on as
if he is at some position σ_〈A, 1〉 ∈ S, until, if ever, a position τ ∈ ∆σ is
reached at which the other player is assumed to give up. Then he plays on as
if some obligatory moves have been played at some position σ_〈A′, τ〉 ∈ S.
In this chapter we generalize the concept of a game in such a way that
the two extra moves in G1 can be combined: At each position σ of length k
in the tree T on which the auxiliary basic open generalized game is played,
there is one extra move, either (0, τ) for some τ ∈ ∆σ or (1, A) for some
A ⊆ ∆σ. But neither I nor II makes this move by himself. In other words,
for a pseudostrategy S such that σ ∈ S, we neither require that the set of all
moves in S at σ is non-empty nor that it is the set of all moves in T at σ.
Instead of this, we put A = {τ : (0, τ) is a move in S at σ} and we require
that (1, A) or (1,∆σ \A), for player I or II, respectively, is a move in S at σ.
The definitions of pseudostrategies for player I and player II in a gen-
eralized game on some tree T will be each other’s ‘dual’ in a certain sense.
Using this duality, we prove that every trivial generalized game is pseudode-
termined. Then we prove, using the countable axiom of choice, that every
Borel generalized game is pseudodetermined. Just as in Chapter 4, we only
use CAC to get a Borel code. In this chapter, the players play essentially
the same role. This makes some proofs much shorter than the corresponding
ones in Chapter 4.
5A Generalized games
5.1 Definition A generalized game G is a triple (T, p,X) where T is a
tree, p is a function that assigns to every σ ∈ T a set of sets of moves
in T at σ, and X is a subset of [T ].
A pseudostrategy for player I in G is a tree S ⊆ T such that
for all σ ∈ S, {a : σ_〈a〉 ∈ S} ∈ p(σ). S is a winning pseudostrategy
for player I in G if [S] ⊆ X.
A pseudostrategy for player II in G is a tree S ⊆ T such that for
all σ ∈ S, {a : σ_〈a〉 ∈ T \ S} /∈ p(σ). S is a winning pseudostrategy
for player II in G if [S] ⊆ [T ] \X.
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G is pseudodetermined if there is a winning pseudostrategy for
player I or a winning pseudostrategy for player II in G.
In other words, if for every tree T and σ ∈ T , the set of all moves in T at σ
is denoted by T/σ, then a generalized game is a triple (T, p,X) where T is a
tree, p is a function on T such that for all σ ∈ T , p(σ) ⊆ {M : M ⊆ T/σ},
and X ⊆ [T ]. A pseudostrategy for player I in (T, p,X) is a tree S ⊆ T such
that for all σ ∈ S, S/σ ∈ p(σ) and it is winning if [S] ⊆ X. The definitions
of pseudostrategies for player I and player II are each other’s ‘dual’ in the
following sense: A (winning) pseudostrategy for some player in (T, p,X)
is a (winning) pseudostrategy for the other player in the generalized game
(T, q, [T ] \X), where q is the function on T defined by q(σ) = {M ⊆ T/σ :
(T/σ) \M /∈ p(σ)}.
We now describe three types of positions.
5.2 Definition A position of type I in a generalized game (T, p,X) is
a σ ∈ T for which p(σ) = {M :M is a non-empty set of moves in T at
σ}.
We say that σ is of type II if p(σ) = {M :M is the set of all moves
in T at σ}.
We say that σ is of type III if there is a (unique) set ∆ such that
the set of all moves in T at σ is {(0, τ) : τ ∈ ∆}∪{(1, A) : A ⊆ ∆} and
p(σ) = {M : M is a set of moves in T at σ such that (1, {τ : (0, τ) ∈
M}) ∈M}.
A position of type I or II can be thought of as a position at which player I
or II, respectively, has to make a move. Note that each terminal node σ of
T is either of type I (if p(σ) = Ø) or of type II (if p(σ) = {Ø}), but not of
type III.
A position that is of type I and also of type II can be thought of as a
position at which exactly one move can and must be made. Note that if this
obligatory move is (1,Ø), then this position is also of type III (with ∆ = Ø).
5.3 Remark Each game (T, P,X) can be considered as a generalized game
of a special kind as follows: Let (T, p,X) be the generalized game in
which each position σ is of type I if σ ∈ P and of type II otherwise.
Then the (winning) pseudostrategies for some player in the generalized
game (T, p,X) are precisely the (winning) pseudostrategies for that
player in the game (T, P,X).
Note that the (winning) strategies for player I in the game (T, P,X)
are precisely the (winning) pseudostrategies for player I in the gener-
alized game (T, s,X), where s is defined by
s(σ) =
{ {{a} : a is a move in T at σ} if σ ∈ P ,
{{a : a is a move in T at σ}} otherwise.
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A simple example of a generalized game in which both players have a winning
pseudostrategy is ({〈〉, 〈0〉}, p,Ø), where p(〈〉) = p(〈0〉) = {Ø}. In this gen-
eralized game, the tree {〈〉} is a winning pseudostrategy for player I (since
Ø ∈ p(〈〉)) and also for player II (since {0} /∈ p(〈〉)).
One also easily constructs a generalized game in which every position
is of type III (with ∆ = {0}) and in which both players have a winning
pseudostrategy (with exactly one infinite branch).
Suppose that (T, p,X) is a generalized game such that for every σ ∈ T
and all sets M and M ′ of moves in T at σ, if M ⊆ M ′ and M ∈ p(σ) then
M ′ ∈ p(σ). Then one easily verifies that if SI and SII are pseudostrategies
for player I and player II in (T, p,X), then SI∩SII is a tree without terminal
nodes. Thus DC implies that at most one of the players has a winning
pseudostrategy in (T, p,X).
We now make some remarks about ‘standard’ (generalized) games.
For each game we can construct an ‘equivalent’ game (T, P,X) in which
the players alternately choose elements of some set C and player I starts. In
other words, T = <ωC and P = {σ ∈ T : length(σ) is even}. Consider the
generalized game (<ω(C×C), c, Y ), where c is the function on <ω(C×C) with
constant value {M ⊆ C×C : for some a ∈ C, for all b ∈ C, (a, b) ∈M}, and
Y is the set of all infinite sequences of the form 〈(a0, a1), (a2, a3), . . .〉 for some
〈a0, a1, a2, a3, . . .〉 ∈ X. Then one easily verifies that this generalized game is
pseudodetermined if and only if the game (T, P,X) is pseudodetermined.
For each generalized game (T, p,X) we can construct an ‘equivalent’ gen-
eralized game in which each position is either of type III and of the form
〈(0, a0), . . . , (0, an−1)〉 for some 〈a0, . . . , an−1〉 ∈ T , or of the form
〈(0, a0), . . . , (0, an−1), (1, A)〉 for some 〈a0, . . . , an−1〉 ∈ T and some set A of
moves in T at 〈a0, . . . , an−1〉; this terminal position is of type II if and only
if A ∈ p(〈a0, . . . , an−1〉). If we add at these terminal positions an infinite
sequence of obligatory moves (1,Ø), leading to a win for player I if and only
if A ∈ p(〈a0, . . . , an−1〉), then we find an ‘equivalent’ generalized game in
which each position is of type III.
5B Pseudodeterminacy of basic open generalized
games
In this section we prove, without using AC, that all trivial and all basic open
generalized games are pseudodetermined.
5.4 Theorem Every trivial generalized game is pseudodetermined.
Proof We will define for every trivial generalized game a winning pseudo-
strategy for one of the players. By symmetry, we only have to consider
generalized games G of the form (T, p,Ø).
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For every ordinal α we define, by transfinite induction, Aα as the set
of all σ ∈ T such that {a : σ_〈a〉 ∈ ⋃β<αAβ} ∈ p(σ). Put B = ⋃αAα.
Case 1: 〈〉 ∈ B.
Let S be the unique tree such that for every σ ∈ S, σ ∈ B and
for all a, σ_〈a〉 ∈ S if and only if σ_〈a〉 ∈ ⋃β<αAβ, where α is
the least ordinal such that σ ∈ Aα.
For every σ ∈ S, the set of all moves in S at σ is in p(σ),
so S is a pseudostrategy for player I in G. S is winning, in fact
wellfounded.
Case 2: 〈〉 /∈ B.
Let S be the unique tree such that for every σ ∈ S, σ ∈ T \B and
for all a, σ_〈a〉 ∈ S if and only if σ_〈a〉 ∈ T \B.
Let σ ∈ S. Choose an ordinal α so large that for every move
a in T at σ, if σ_〈a〉 ∈ B then σ_〈a〉 ∈ ⋃β<αAβ. Then, since
σ /∈ B, σ /∈ Aα, so {a : σ_〈a〉 ∈ T \ S} = {a : σ_〈a〉 ∈ B} = {a :
σ_〈a〉 ∈ ⋃β<αAβ} /∈ p(σ).
This proves that S is a pseudostrategy for player II in G. Since
the winning set for player II in G is [T ], every pseudostrategy for
player II in G is winning.
So in both cases the trivial generalized game G is pseudodetermined.
5.5 Theorem Every basic open generalized game is pseudodetermined.
Proof We ‘split’ each basic open generalized game into some trivial gener-
alized games. Let (T, p,X) be a basic open generalized game. Choose
n ∈ ω such that for all x ∈ X, for all y ∈ [T ], if x|n = y|n then y ∈ X.
Let σ ∈ T of length n. Define a generalized game (Tσ, pσ, Xσ) as
follows: Tσ is the tree {τ : σ_τ ∈ T}, for all τ ∈ Tσ, pσ(τ) = p(σ_τ),
and Xσ = {x ∈ [Tσ] : σ_x ∈ X}. Then either Xσ = Ø or Xσ = [Tσ],
so this generalized game is trivial. As in the proof of Theorem 5.4,
we construct a winning pseudostrategy Sσ for some player Wσ in this
generalized game.
Now consider the trivial generalized game (T≤n, q,Ø), where q is
the function on T≤n defined by
q(σ) =

p(σ) if length(σ) < n,
{Ø} if length(σ) = n and Wσ = I,
Ø if length(σ) = n and Wσ = II.
By Theorem 5.4, we find a winning pseudostrategy S for some player
W in this trivial generalized game.
Each σ ∈ S of length n is a terminal node of T≤n, so if W = I then
Ø ∈ q(σ) and if W = II then Ø /∈ q(σ). In both cases, Wσ = W .
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Now one easily verifies that S ∪ {σ_τ : σ ∈ S and length(σ) = n
and τ ∈ Sσ} is a winning pseudostrategy for player W in the basic
open generalized game (T, P,X).
Note that by Remark 5.3, Theorem 5.4 implies Theorem 2.4 and Theorem
5.5 implies Theorem 2.5.
5C Reducing coded Borel generalized games to basic
open generalized games
Since we work with generalized games now and want to avoid the use of the
axiom of choice, we have to adjust the definitions and lemmas of Section 1E,
just like we did in Section 4D for preferential games.
The basic step, the reduction of open generalized games to basic open
ones, will be described in Lemma 5.11. In contrast to the reduction of open
preferential games to basic open ones (Section 4C), this basic step will be
somewhat simpler than the reduction of open games to basic open ones (Sec-
tion 1D).
The following definition is similar to Definition 1.15.
5.6 Definition Let G = (T, p,X) be a generalized game, let n ∈ ω and
let J be a player. A pseudostrategy for J in G up to positions of
length n is a pseudostrategy for that player in the generalized game
(T≤n+1, q,Ø), where q is defined by
q(σ) =

p(σ) if length(σ) ≤ n,
{Ø} if length(σ) = n+ 1 and J = I,
Ø if length(σ) = n+ 1 and J = II.
One easily verifies that for every generalized game G and tree S:
S is a pseudostrategy for some player in G if and only if for all n ∈ ω, S≤n+1
is a pseudostrategy for that player in G up to positions of length n.
The following definition is similar to Definition 1.16.
5.7 Definition Let f : ω −→ ω be strictly increasing and let G0 =
(T0, p0, X0) and G1 = (T1, p1, X1) be generalized games such that for
all σ ∈ T1, σ ◦ f ∈ T0. Let J be one of the players.
An f-translator of pseudostrategies for player J from G1 to
G0 is a function φ that assigns to every pseudostrategy S for player
J in G1 a pseudostrategy φ(S) for player J in G0 such that for every
infinite branch x0 of φ(S), there is an infinite branch x1 of S such that
x1 ◦ f = x0.
We say that φ is continuous if there are functions φ0, φ1, . . . such
that:
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(i) for every n ∈ ω, domain(φn) is the set of all pseudostrategies
for player J in G1 up to positions of length f(n) and for every
S ∈ domain(φn), φn(S) is a pseudostrategy for player J in G0
up to positions of length n and for every m < n, φn(S)
≤m+1 =
φm(S
≤f(m)+1);
(ii) for every pseudostrategy S for J in G1 and every m ∈ ω,
φ(S)≤m+1 = φm(S≤f(m)+1).
Note that if φ0, φ1, . . . are functions such that (i) holds, then there is a unique
function φ from the set of all pseudostrategies for player J in G1 to the set
of all pseudostrategies for player J in G0 such that (ii) holds.
We will construct, for every coded Borel generalized game, a basic open
‘covering’. In order to do this without using the axiom of choice, we adjust
Definition 1.17.
5.8 Definition Let f : ω −→ ω be strictly increasing and let G0 =
(T0, p0, X0) be a generalized game.
An f-covering of G0 is a triple (G1,ΦI,ΦII), where:
(i) G1 is a generalized game (T1, p1, X1) such that for all σ ∈ T1,
σ ◦ f ∈ T0, and X1 = {x ∈ [T1] : x ◦ f ∈ X0};
(ii) for each player J , ΦJ is of the form (φ, F, 〈φ0, φ1, . . .〉), where
φ is an f -translator of pseudostrategies for player J from G1 to
G0, F is a function that assigns to every pseudostrategy S for
player J in G1 a function F (S) : [φ(S)] −→ [S] such that for
all x ∈ [φ(S)], F (S)(x) ◦ f = x, and φ0, φ1, . . . are functions
that witness that φ is continuous, such that for every n ∈ ω, if
f(n) = n, then T1
≤n+1 = T0≤n+1, p1|T1≤n = p0|T0≤n, and for every
S ∈ domain(φn), φn(S) = S.
This f -covering is called basic open if X1 is a basic open subset of
[T1].
5.9 Lemma
(i) Let f : ω −→ ω be strictly increasing and let (G1,ΦI,ΦII) be
an f -covering of some generalized game G0. Suppose that G1 is
pseudodetermined. Then G0 is also pseudodetermined.
(ii) Suppose that ((T1, p1, X1),ΦI,ΦII) is an f -covering of some gen-
eralized game (T0, p0, X0). Let Y0 ⊆ [T0] and define Y1 = {x ∈
[T1] : x ◦ f ∈ Y0}. Then ((T1, p1, Y1),ΦI,ΦII) is an f -covering of
(T0, p0, Y0).
(iii) Let (G1,ΦI,ΦII) be an f -covering of G0 and let (G2,ΨI,ΨII) be a
g-covering ofG1. Then (G2,ΦI2ΨI,ΦII2ΨII) is a (g◦f)-covering of
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G0, where for every player J , if we write ΦJ = (φ, F, 〈φ0, φ1, . . .〉)
and ΨJ = (ψ,G, 〈ψ0, ψ1, . . .〉), and if we define, for every pseu-
dostrategy S for player J in G2, H(S) = G(S) ◦ F (ψ(S)), then
ΦJ2ΨJ = (φ ◦ ψ,H, 〈φ0 ◦ ψf(0), φ1 ◦ ψf(1), . . .〉).
Proof Just as in Lemma 1.18, these statements follow directly from the
definition of ‘covering’.
5.10 Lemma Let G0 be a generalized game and, for every n ∈ ω, let
(Gn+1,Φ
n
I ,Φ
n
II) be an fn-covering of Gn.
Suppose that for every n ∈ ω, limm→ω fm ◦ · · · ◦ fn+1 ◦ fn exists and
is equal to gn.
Then there is a (unique) generalized game G and, for every n ∈ ω,
a (unique) gn-covering (G,Ψ
n
I ,Ψ
n
II) of of Gn such that for each player
J , ΨnJ = Φ
n
J2Ψ
n+1
J (as defined in Lemma 5.9(iii)).
Proof The proof is similar to that of Lemma 1.19:
If, for every n ∈ ω, Gn = (Tn, pn, Xn), then G = (T, p,X), where for
every i ∈ ω, for all large m, T≤i+1 = Tm≤i+1 and p|T≤i = pm|Tm≤i, and
for every n ∈ ω, X = {x ∈ [T ] : x ◦ gn ∈ Xn}.
Let J be a player. For each n ∈ ω, write ΦnJ = (φn, Fn, 〈φ0n, φ1n, . . .〉).
Then, for every n ∈ ω, ΨnJ = (ψn, Hn, 〈ψ0n, ψ1n, . . .〉), where for every
i ∈ ω, for all large m, ψin = φin ◦ φfn(i)n+1 ◦ · · · ◦ φfm−1◦···◦fn(i)m , and for
every pseudostrategy S for player J in G and every xn ∈ [ψn(S)], if we
define inductively for every m ≥ n, xm+1 = Fm(ψm+1(S))(xm), then
H(S)(xn) = limm→ω xm.
We now construct, as described in the beginning of this chapter, for every
open or closed generalized game, an auxiliary basic open generalized game
in which just one extra move is made.
5.11 Lemma Let G0 be an open or closed generalized game. Let k ∈ ω and
define f as the unique strictly increasing function from ω to ω whose
range is ω \ {k}. (In other words, for all n < k, f(n) = n and for all
n ≥ k, f(n) = n+ 1.)
Then there is a basic open f -covering (G1,ΦI,ΦII) of G0.
Proof By Lemma 5.9(ii), we only have to consider the case that the gen-
eralized game G0 = (T0, p0, X0) is open.
For every σ ∈ T0 of length k, put ∆σ = {τ ∈ T0 : σ ⊆ τ and for all
x ∈ [T0], if τ ⊆ x then x ∈ X0}.
Define T1 as the tree T0
≤k ∪ {σ_〈(1, A)〉_ρ : σ ∈ T0 of length k,
A ⊆ ∆σ, and σ_ρ ∈ T0 such that for all n < length(ρ), σ_(ρ|n) /∈
∆σ} ∪ {σ_〈(0, τ)〉_ρ : σ ∈ T0 of length k, τ ∈ ∆σ, and σ_ρ ∈ T0via τ}.
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Note that for all σ ∈ T1, σ◦f ∈ T0. PutX1 = {x ∈ [T1] : x◦f ∈ X0}.
Then, since X0 is open, X1 = {x ∈ [T1] : for some τ , x(k) = (0, τ)}. So
X1 is basic open.
Let G1 be the generalized game (T1, p1, X1) in which:
• every σ ∈ T0 of length k is a position of type III (with ∆ = ∆σ);
• every position of the form σ_〈(1, A)〉_ρ such that σ_ρ ∈ ∆σ, is
a terminal position of type II if σ_ρ ∈ A and of type I otherwise;
• every position of the form σ_〈(0, τ)〉_ρ such that σ_ρ /∈ ∆σ, is
a position of type I and also of type II (with obligatory move
τ(k + length(ρ)));
• for all other positions σ′, the moves in T1 at σ′ are precisely the
moves in T0 at σ
′ ◦ f and p1(σ′) = p0(σ′ ◦ f).
Let J be some player and let S be a pseudostrategy for player J in G1.
For every σ ∈ S of length k, put
Aσ =
{ {τ ∈ ∆σ : (0, τ) is a move in S at σ} if J = I,
{τ ∈ ∆σ : (0, τ) is not a move in S at σ} if J = II.
Since S is a pseudostrategy for player J in G1 and σ is a position of
type III, (1, Aσ) is a move in S at σ. Furthermore, if τ = σ
_ρ ∈ ∆σ
and σ_〈(1, Aσ)〉_ρ ∈ S, then τ ∈ Aσ if J = I and τ /∈ Aσ if J = II.
In both cases, (0, τ) is a move in S at σ and thus, since the moves
ρ(0), ρ(1), . . . are obligatory, σ_〈(0, τ)〉_ρ ∈ S.
We now let φJ(S) be the following pseudostrategy for player J in
G0: S
≤k ∪ {σ_ρ : length(σ) = k and σ_〈(1, Aσ)〉_ρ ∈ S} ∪ {σ_ρ :
length(σ) = k and for some ρ′, σ_〈(1, Aσ)〉_ρ′ ∈ S and σ_ρ′ ∈ ∆σ
and σ_〈(0, σ_ρ′)〉_ρ ∈ S}.
Define a function FJ(S) : [φJ(S)] −→ [S] as follows:
For every x ∈ [φJ(S)], if σ = x|k and r is the infinite sequence for
which x = σ_r, then
FJ(S)(x) =
{
σ_〈(1, Aσ)〉_r if there is no τ ∈ ∆σ such that τ ⊆ x,
σ_〈(0, τ)〉_r if τ ∈ ∆σ is minimal such that τ ⊆ x.
Then for all x ∈ [φJ(S)], FJ(S)(x) ◦ f = x. So φJ is an f -translator of
pseudostrategies for player J from G1 to G0.
For every n ∈ ω, we define a function φnJ just like φJ but now from
the set of all pseudostrategies for player J in G1 up to positions of
length f(n) to the set of all pseudostrategies for player J in G0 up to
positions of length n. Then the functions φ0J , φ
1
J , . . . witness that φJ is
continuous. Put ΦJ = (φJ , FJ , 〈φ0J , φ1J , . . .〉).
For each n ∈ ω, if f(n) = n then n < k, so T1≤n+1 = T0≤n+1,
p1|T1≤n = p0|T0≤n, and for every S ∈ domain(φnJ), φnJ(S) = S.
Thus (G1,ΦI,ΦII) is a basic open f -covering of the open generalized
game G0.
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We now construct, for every coded Borel generalized game, a basic open
covering.
5.12 Lemma Let (T, p,X) be a coded Borel generalized game. Let f :
ω −→ ω be strictly increasing such that ω \ range(f) is infinite. Then
(T, p,X) has a basic open f -covering.
Proof Choose a Borel code c : C −→ {⊥,>,∨,∧,3} for X. Define, for
every γ ∈ C, a Borel subset Xγ of [T ] as in Definition 2.13. So X = X〈〉.
We will not, as in the proof of Lemma 4.16, define a basic open f -
covering of (T, p,X) by transfinite induction to the rank of C. Instead,
we define, for every γ ∈ C, fγ, gγ, Gγ, and Hγ such that:
(i) f〈〉 = f , g〈〉 is the identity on ω, and G〈〉 = (T, p,X);
(ii) fγ and gγ are strictly increasing functions from ω to ω such that
ω \ range(fγ) is infinite and Gγ is a generalized game (Tγ, pγ, Yγ)
such that for all σ ∈ Tγ, σ ◦ gγ ∈ T , and Yγ = {x ∈ [Tγ] : x ◦ gγ ∈
Xγ};
(iii) Hγ is a basic open fγ-covering ((Uγ, qγ, Zγ),Φ
γ
I ,Φ
γ
II) of Gγ.
For γ = 〈〉, fγ, gγ, and Gγ are given by (i), and (ii) holds. Let γ ∈ C
and suppose that we have constructed fγ, gγ, and Gγ such that (ii)
holds. We construct some Hγ such that (iii) holds and we construct,
for every move a in C at γ, fγ_〈a〉, gγ_〈a〉 and Gγ_〈a〉 satisfying (ii) with
γ_〈a〉 instead of γ, as follows.
First suppose that c(γ) ∈ {⊥,>,3}. Then Xγ is a basic open
subset of [T ], so Yγ is a basic open subset of [Tγ]. Now it is easy to
construct a basic open fγ-covering Hγ of Gγ: The idea is to insert some
trivial (obligatory) extra move at the right places, just as in the proof
of Lemma 1.22. For every move τ in C at γ, we put fγ_〈τ〉 = fγ,
gγ_〈τ〉 = gγ, and Gγ_〈τ〉 = (Tγ, pγ, {x ∈ [Tγ] : x ◦ gγ_〈τ〉 ∈ Xγ_〈τ〉}).
Now suppose that c(γ) ∈ {∨,∧}. Then the moves in C at γ are the
natural numbers and Xγ is either
⋃
n∈ωXγ_〈n〉 or
⋂
n∈ωXγ_〈n〉.
Enumerate the infinite set ω \ range(fγ) in an increasing order
k0, k1, . . .. For every n ∈ ω, let hn be the unique strictly increasing func-
tion from ω to ω whose range is ω\{k2n−1, k2n·2−1, k2n·3−1, . . .}. Since
range(hn) ⊆ range(hn+1), we can define a strictly increasing fγ_〈n〉 :
ω −→ ω such that hn+1 ◦ fγ_〈n〉 = hn. Note that ω \ range(fγ_〈n〉) is
infinite. Just as in the proof of Lemma 1.22, it is not difficult to verify
that hn = limm→ω fγ_〈m〉 ◦ · · · ◦ fγ_〈n+1〉 ◦ fγ_〈n〉.
Let h be the unique strictly increasing function from ω to ω whose
range is ω \ {k0}. Then one easily verifies that fγ = h ◦ h0.
Define inductively for every n ∈ ω a strictly increasing gγ_〈n〉 :
ω −→ ω by gγ_〈0〉 = gγ and for all n ∈ ω, gγ_〈n+1〉 = fγ_〈n〉 ◦ gγ_〈n〉.
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Note that for all σ ∈ Tγ, σ ◦ gγ_〈0〉 ∈ T . Let Gγ_〈0〉 be the gener-
alized game (Tγ, pγ, {x ∈ [Tγ] : x ◦ gγ_〈0〉 ∈ Xγ_〈0〉}). By induction on
C, we know how to construct the basic open fγ_〈0〉-covering Hγ_〈0〉 of
Gγ_〈0〉.
Given Hγ_〈n〉 for some n ∈ ω, note that for all σ ∈ Uγ_〈n〉, σ ◦
fγ_〈n〉 ◦gγ_〈n〉 ∈ T and Zγ_〈n〉 = {x ∈ [Uγ_〈n〉] : x◦gγ_〈n+1〉 ∈ Xγ_〈n〉}.
Let Gγ_〈n+1〉 be the generalized game (Uγ_〈n〉, qγ_〈n〉, {x ∈ [Uγ_〈n〉] : x◦
gγ_〈n+1〉 ∈ Xγ_〈n+1〉}). By induction on C, we know how to construct
Hγ_〈n+1〉.
For every n ∈ ω, letGn be the generalized game (Tγ_〈n〉, pγ_〈n〉, {x ∈
[Tγ_〈n〉] : x ◦ gγ_〈n〉 ∈ Xγ}), Note that G0 = Gγ. By Lemma 5.9(ii),
(Gn+1,Φ
γ_〈n〉
I ,Φ
γ_〈n〉
II ) is an fγ_〈n〉-covering of G
n.
Let ((T ′, p′, X ′),Ψ0I ,Ψ
0
II) be the h0-covering of G
0 given by Lemma
5.10. ThenX ′ = {x ∈ [T ′] : x◦h0◦gγ ∈ Xγ}. ThusX ′ is either ⋃n∈ωX ′n
or
⋂
n∈ωX ′n, where, for every n ∈ ω, X ′n = {x ∈ [T ′] : x ◦ h0 ◦ gγ ∈
Xγ_〈n〉}.
Since h0 ◦ gγ_〈0〉 = h0 ◦ gγ and for every n, hn+1 ◦ gγ_〈n+1〉 = hn+1 ◦
fγ_〈n〉 ◦ gγ_〈n〉 = hn ◦ gγ_〈n〉, we have that for every n, X ′n = {x ∈ [T ′] :
x ◦ hn+1 ∈ Zγ_〈n〉}, so X ′n is a basic open subset of [T ′].
This implies that the generalized game (T ′, p′, X ′) is either open or
closed. Let (G′,ΦI,ΦII) be the basic open h-covering of (T ′, p′, X ′) given
by Lemma 5.11. We letHγ be the (h◦h0)-covering (G′,Ψ0I2ΦI,Ψ0II2ΦII)
of G0 given by Lemma 5.9(iii). So Hγ is a basic open fγ-covering of
Gγ.
In the last part of the proof we described, for each γ ∈ C such that c(γ) ∈
{∨,∧} and for each n ∈ ω, how:
• fγ_〈n〉 depends on fγ;
• gγ_〈0〉 depends on gγ;
• gγ_〈n+1〉 depends on gγ_〈n〉 and fγ_〈n〉.
So these functions could have been defined by induction to the length of γ.
For such γ and n we also described how:
• Gγ_〈0〉 depends on Gγ and gγ_〈0〉;
• Gγ_〈n+1〉 depends on Hγ_〈n〉 and gγ_〈n+1〉;
• Hγ depends on fγ_〈m〉, gγ_〈m〉, and Hγ_〈m〉 for all m ∈ ω.
For the definition of these objects, it is essential that C is wellfounded.
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To be more precise, the definition of fγ, gγ, Gγ, and Hγ for γ ∈ C is
justified by proving the following by induction on C: For every γ ∈ C, for all
fγ, gγ, andGγ such that (ii) holds, there is a unique function F on the set {δ ∈
C : γ ⊆ δ} such that for some Hγ, (iii) holds and F (γ) = (fγ, gγ, Gγ, Hγ),
and such that for every δ ∈ domain(F ), F |({δ} ∪ {δ_〈a〉 : a is a move in C
at δ}) satisfies some condition. One can find this condition by inspecting the
proof carefully.
5.13 Theorem Every coded Borel generalized game is pseudodetermined.
Proof Let G0 be a coded Borel generalized game. Define f : ω −→ ω by
f(n) = 2n. Then ω \ range(f) is infinite. By Lemma 5.12, there is
an f -covering (G1,ΦI,ΦII) of G0 such that the generalized game G1 is
basic open. By Theorem 5.5, G1 is pseudodetermined. So, by Lemma
5.9(i), the generalized game G0 is pseudodetermined.
By Remark 5.3 and Theorem 5.13, every coded Borel game is pseudodeter-
mined.
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6 Quasi-Borel games
D.A. Martin [1990] introduced quasi-Borel sets and proved, using the axiom
of choice, that these sets are the same as the so-called ∆11 sets. He also
extended his proof of Borel determinacy to quasi-Borel games.
In this chapter, we give a definition of quasi-Borel sets that differs slightly
from Martin’s. We use the operation of ‘mixing’ instead of ‘open-separated
union’. We prove, without using the axiom of choice, that all coded quasi-
Borel games are pseudodetermined. We also introduce absolutely ∆11 sets and
prove that these sets coincide with the coded quasi-Borel sets.
6A Quasi-Borel sets
6.1 Definition Let T be a tree and let n ∈ ω. By T=n we denote the
set of all elements of T of length n. Suppose that for each τ ∈ T=n,
some subset Xτ of [T ] is given. Define X = {x ∈ [T ] : x ∈ Xx|n}, so
X =
⋃
τ∈T=n{x ∈ Xτ : τ ⊆ x}. We call X the mix of the sets Xτ
(τ ∈ T=n).
Let C be a collection of subsets of [T ]. We say that C is closed
under mixing with respect to T if for every n ∈ ω and F : T=n −→
C, the mix of the sets F (τ) (τ ∈ T=n) is an element of C.
A quasi-Borel subset of [T ] is a set that belongs to every collection
of subsets of [T ] that contains Ø and [T ], and is closed under mixing
with respect to T , countable union, and countable intersection.
Note that if X is the mix of the sets Xτ (τ ∈ T=n), then X is the union of
the sets Xτ ∩ [T via τ ] (τ ∈ T=n), and [T ] \X is the mix of the sets [T ] \Xτ
(τ ∈ T=n). Using this, one easily verifies that for every tree T and every
X ⊆ [T ]:
• X is quasi-Borel if and only if [T ] \X is quasi-Borel;
• X is basic open if and only if X is a mix of trivial subsets of [T ];
• if X is Borel, then X is quasi-Borel;
• if the tree T is countable and X is quasi-Borel, then X is Borel.
So for countable trees T , the quasi-Borel subsets of [T ] are the same as the
Borel subsets of [T ].
6.2 Remark CAC implies that not every quasi-Borel set is Borel:
Let T be the tree {〈〉} ∪ {〈B〉_σ : B is a Borel subset of ω2 and
σ ∈ <ω2}. Put X = {〈B〉_x : B is a Borel subset of ω2 and x ∈ B}.
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Then X is a quasi-Borel subset of [T ], since it is the mix of the sets
X〈B〉 (〈B〉 ∈ T ), where for each Borel subset B of ω2, X〈B〉 is the Borel
subset {〈B〉_x : x ∈ B} of [T ].
Now suppose that X is a Borel subset of [T ]. Then, by CAC, the
Borel rank α of X is finite or countable. But this would imply that
each Borel subset B of ω2 has Borel rank at most α, whereas it is well-
known that CAC implies that for each finite or countable ordinal β,
some Borel subset of ω2 of rank β exists.
Let f : ω −→ ω be strictly increasing and consider trees T0 and T1 such that
for all σ ∈ T1, σ ◦f ∈ T0. In Remark 1.14 we defined a (continuous) function
p : [T1] −→ [T0] by p(x) = x ◦ f . Let X ⊆ [T0]. Then one easily verifies that:
• if X is a trivial subset of [T0], then p−1X is a trivial subset of [T1];
• if X is the union or intersection of the subsets Xn of [T0] (n ∈ ω), then
p−1X is the union or intersection of the subsets p−1Xn of [T1] (n ∈ ω);
• if X is the mix of the subsets Xτ of [T0] (τ ∈ T0=n) and m ∈ ω such
that f−1m = n (for example m = f(n)), then p−1X is the mix of the
subsets p−1Xτ◦f of [T1] (τ ∈ T1=m);
• if X is a (quasi-)Borel subset of [T0], then p−1X is a (quasi-)Borel
subset of [T1].
6B Reducing quasi-Borel games to basic open games
In Section 1E we proved, using AC, that every Borel game is determined.
The idea was to reduce each Borel game (T, P,X) to a basic open game,
by iterating the basic step of reducing open games to basic open games. In
the induction step, X is a countable union or intersection of ‘simpler’ Borel
sets Xn (n ∈ ω). We used Lemma 1.19 to reduce (T, P,X) to some open or
closed game by treating X0, X1, . . . successively.
In order to extend this result to quasi-Borel games, we must also consider
the case that the quasi-Borel set X is a mix of ‘simpler’ quasi-Borel sets Xτ
(τ ∈ T=n). We will use the following lemma to reduce (T, P,X) to some
open and closed game by treating the sets Xτ simultaneously.
6.3 Lemma Let (T, P,X) be a game. Let n ∈ ω and let f : ω −→ ω be
strictly increasing such that f |n is the identity on n. In other words, for
all m < n, f(m) = m. Suppose that for each τ ∈ T=n, some f -covering
(Uτ , Qτ , Yτ ) of the game (T
via τ , P ∩ T via τ , X ∩ [T via τ ]) is given.
Then AC implies that there is a (unique) f -covering (U,Q, Y ) of
(T, P,X) such that for every τ ∈ T=n, Uτ = Uvia τ , Qτ = Q ∩ Uτ , and
Yτ = Y ∩ [Uτ ].
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Proof Let U be the unique tree for which U≤n = T≤n and for all τ ∈ U=n,
Uvia τ = Uτ . Define Q = (P ∩T≤n)∪⋃τ∈T=n Qτ and put Y = ⋃τ∈T=n Yτ .
Then for all σ ∈ U , σ◦f ∈ T , and Y = {y ∈ [U ] : y◦f ∈ X}. For all
m ∈ ω, if f(m) = m then U≤m+1 = T≤m+1 andQ∩U≤m+1 = P∩T≤m+1.
Choose (using AC) for every τ ∈ T=n an f -translator φτ of strate-
gies for player I from (Uτ , Qτ , Yτ ) to (T
via τ , P ∩ T via τ , X ∩ [T via τ ]) and
functions φ0τ , φ
1
τ , . . . witnessing that φτ is continuous.
For each strategy S for player I in (U,Q, Y ), we describe a strategy
φ(S) for I in (T, P,X) as follows:
Player I follows S until a position τ of length n is reached. Then he
follows φτ (S
via τ ). (Note that Svia τ is a strategy for I in (Uτ , Qτ , Yτ ).)
In other words, φ(S) = S≤n ∪ ⋃τ∈S=n φτ (Svia τ ).
One easily verifies that φ is a continuous f -translator of strategies
for player I from (U,Q, Y ) to (T, P,X). In the same way, a continuous
f -translator for player II can be found. Thus (U,Q, Y ) is an f -covering
of (T, P,X).
We now generalize Lemma 1.22.
6.4 Lemma Let G0 be a quasi-Borel game. Let f : ω −→ ω be strictly
increasing such that for infinitely many natural numbers k, neither k
nor k + 1 is in the range of f .
Then AC implies that there is a basic open f -covering G1 of G0.
Proof Let Ω, T and C be as in the proof of Lemma 1.22. We have already
proved that C contains every basic open subset of [T ] (so, in particular,
C contains the trivial subsets of [T ]) and that C is closed under count-
able union and countable intersection. Since we want to prove that C
contains every quasi-Borel subset of [T ], it is enough to show that C is
closed under mixing with respect to T .
So suppose that X is the mix of the sets Xτ (τ ∈ T=n), where
n ∈ ω and for all τ ∈ T=n, Xτ ∈ C. In order to prove that X ∈ C, let
g : ω −→ ω be strictly increasing. Let (T ′, P ′, X ′) be a game such that
for all σ ∈ T ′, σ ◦ g ∈ T , and X ′ = {x ∈ [T ′] : x ◦ g ∈ X}. Let f ∈ Ω.
We must find a basic open f -covering of (T ′, P ′, X ′).
Just as in the proof of Lemma 1.22, we find strictly increasing func-
tions g′ and h from ω to ω such that f = h ◦ g′, g′ ∈ Ω, and for some
k ∈ ω, range(h) = ω \ {k, k + 1}.
Claim There are strictly increasing functions l and r from ω to ω such
that g′ = l ◦ r, r ∈ Ω and for all m < g(n), r(m) = m.
Proof of claim Put k = g′(g(n))− g(n). Define l and r by
l(m) =
{
g′(m) if m < g(n),
m+ k if m ≥ g(n), r(m) =
{
m if m < g(n),
g′(m)− k if m ≥ g(n).
Then it is clear that g′ = l ◦ r and r ∈ Ω.
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Let τ ∈ T ′ of length g(n), so τ ◦ g ∈ T=n. For each x ∈ [T ′via τ ],
τ ◦ g ⊆ x ◦ g, so x ◦ g ∈ X if and only if x ◦ g ∈ Xτ◦g. So X ′ ∩ [T ′via τ ] =
{x ∈ [T ′via τ ] : x◦g ∈ Xτ◦g}. Thus, since Xτ◦g ∈ C and r ∈ Ω, the game
(T ′via τ , P ′ ∩ T ′via τ , X ′ ∩ [T ′via τ ]) has some basic open r-covering.
Choose, using AC, for every τ ∈ T ′=g(n) some basic open r-covering
(Uτ , Qτ , Yτ ) of that game. By Lemma 6.3, there is a (unique) r-covering
(U,Q, Y ) of (T ′, P ′, X ′) such that for every τ ∈ T ′=g(n), Uτ = Uvia τ ,
Qτ = Q ∩ Uτ , and Yτ = Y ∩ [Uτ ]. Note that Y is an open (and also
closed) subset of [U ], since it is the union of the basic open sets Yτ
(τ ∈ T ′=g(n)).
Just as in the proof of Lemma 1.22, we can easily construct an l-
covering G of the game (U,Q, Y ) by inserting some trivial extra move
at the right places. Since (U,Q, Y ) is open, the game G is also open.
By Lemma 1.20 and AC, G has some basic open h-covering G′. By
Lemma 1.18(iii), G′ is an (h ◦ l ◦ r)-covering of (T ′, P ′, X ′), so G′ is a
basic open f -covering of (T ′, P ′, X ′).
6.5 Theorem AC implies that every quasi-Borel game is determined.
Proof Just like the proof of Theorem 1.24, with Lemma 6.4 instead of
Lemma 1.22.
6C Quasi-Borel codes
In Chapter 3 we proved, using DC, that every Borel game is pseudodeter-
mined. This result cannot be extended to quasi-Borel games. To be more
precise, if ZF together with AC and the statement that there is a so-called
strongly inaccessible cardinal, is consistent, then, in ZF, DC does not imply
that every quasi-Borel game is pseudodetermined.
This follows from the next proposition and the following theorem of
R.M. Solovay [1970]: If there is a model of ZF and AC in which there is
a strongly inaccessible cardinal, then there is a model of ZF and DC in
which every uncountable set of real numbers has a perfect subset, that is, a
non-empty closed subset without isolated points. (Solovay observes that the
converse of his theorem also holds.)
6.6 Proposition If every uncountable set of real numbers has a perfect
subset, then there is a quasi-Borel game that is not pseudodetermined.
Proof Suppose that every uncountable set of real numbers has a perfect
subset.
Consider the game G that is played as follows: Player I chooses a
finite or countable subset A of ω2; then player II chooses a0, a1, . . . ∈ 2.
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Player I wins the play 〈A, a0, a1, . . .〉 if and only if 〈a0, a1, . . .〉 ∈ A. The
winning set for player I in G is a mix of finite or countable sets, so G
is a quasi-Borel game. Now suppose that G is pseudodetermined. We
will derive a contradiction.
Clearly, player I has no winning pseudostrategy in G: After a move
A of player I, player II can play moves a0, a1, . . . such that 〈a0, a1, . . .〉 ∈
ω2 \ A. So player II has a winning pseudostrategy in G. Since each of
his moves is either 0 or 1, player II even has a winning strategy. Con-
sequently, there is a function F that assigns to each finite or countable
subset A of ω2, an element of ω2 \ A.
We define a function f from ω1, the least uncountable ordinal, to
ω2 by transfinite induction: For every finite or countable ordinal α,
f(α) = F ({f(β) : β < α}). Note that if β < α < ω1 then f(α) 6= f(β).
So f is an injective function. Let g be some bijection from ω2 to the
set IR of all real numbers and put X = range(g ◦ f). Then X is an
uncountable set of real numbers. So, by our assumption, X has some
perfect subset P . Using the fact that P is perfect, one easily finds an
injective function from ω2 to P . So there is an injective function from
IR to X. Since g ◦ f is a bijection from ω1 to X, we see that IR can be
wellordered. It is well-known that this implies that there is a set of real
numbers without a perfect subset: Using a wellordering of IR and an
injective function from the set of all perfect sets of real numbers to IR,
one easily constructs, by transfinite induction, disjoint sets A and B of
real numbers such that every perfect set of real numbers intersects both
A and B. So neither IR \ A nor IR \ B has a perfect subset. Since at
least one of both sets is uncountable, this contradicts our assumption.
We now generalize the concept of a Borel code. A quasi-Borel code tells
us how a quasi-Borel set is constructed from trivial sets by means of the
operations of mixing, countable union and countable intersection.
The definition of quasi-Borel codes is very similar to the definition of
Borel codes in Definition 2.13. In fact, we chose these definitions in order to
ensure that each Borel code is a quasi-Borel code.
6.7 Definition Let T be a tree. A quasi-Borel code with respect to T is
a function c from a wellfounded tree C to the set {⊥,>,∨,∧,3} such
that for every γ ∈ C:
• if c(γ) ∈ {⊥,>}, then γ is a terminal node of C;
• if c(γ) ∈ {∨,∧}, then the moves in C at γ are the natural numbers;
• if c(γ) = 3 then for some n ∈ ω, the moves in C at γ are the
elements of T=n.
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We define, by induction on the wellfounded tree C, for every γ ∈ C a
(quasi-Borel) subset Xγ of [T ] as follows:
• if c(γ) is ⊥ or > then Xγ is the trivial set Ø or [T ], respectively;
• if c(γ) is ∨ or ∧ then Xγ is ⋃n∈ωXγ_〈n〉 or ⋂n∈ωXγ_〈n〉, respec-
tively;
• if c(γ) = 3 and for some n ∈ ω, the moves in C at γ are the
elements of T=n, then Xγ is the mix of the sets Xγ_〈τ〉 (τ ∈ T=n);
in other words, X = {x ∈ [T ] : x ∈ Xγ_〈x|n〉}.
We say that c is a quasi-Borel code for X〈〉.
A coded quasi-Borel subset of [T ] is a set X such that there is a
quasi-Borel code (with respect to T ) for X.
Let c be a quasi-Borel code for some X ⊆ [T ]. Just as in Remark 2.14, we
can define, for every x ∈ [T ], a game Gx on a finite or countable, wellfounded
tree such that x ∈ X if and only if player I has a winning strategy in Gx.
6.8 Definition Let f : ω −→ ω be strictly increasing and let T0 and T1
be trees such that for all σ ∈ T1, σ ◦ f ∈ T0. Suppose that c : C −→
{⊥,>,∨,∧,3} is a quasi-Borel for some subset X of [T0]. Define a tree
C ′ and a function Γ : C ′ −→ C as follows:
• Γ(〈〉) = 〈〉;
• for every γ ∈ C ′ such that c(Γ(γ)) ∈ {⊥,>,∨,∧}, the moves in
C ′ at γ are the same as the moves in C at Γ(γ) and for each move
n in C ′ at γ, Γ(γ_〈n〉) = Γ(γ)_〈n〉;
• for every γ ∈ C ′ such that c(Γ(γ)) = 3, the moves in C ′ at γ are
the elements τ of T1 of minimal length for which τ◦f is a move in C
at Γ(γ), and for each move τ in C ′ at γ, Γ(γ_〈τ〉) = Γ(γ)_〈τ ◦f〉.
Then c ◦ Γ is quasi-Borel code for {x ∈ [T1] : x ◦ f ∈ X}. We call c ◦ Γ
the quasi-Borel code associated with T1, f , and c.
Note that the rank of the wellfounded tree C ′ is less than or equal to the
rank of the wellfounded tree C.
6.9 Proposition AC implies that for every tree T , every quasi-Borel subset
of [T ] is coded quasi-Borel.
Proof The unique function from {〈〉} to {⊥} is a quasi-Borel code for Ø
and the unique function from {〈〉} to {>} is a quasi-Borel code for [T ].
Let 〈X0, X1, . . .〉 be an infinite sequence of coded quasi-Borel subsets
of [T ]. By the axiom of choice we can choose, for each n ∈ ω, some
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quasi-Borel code cn for Xn. Using these, we define quasi-Borel codes
for
⋃
n∈ωXn and
⋂
n∈ωXn, just as in the proof of Proposition 2.15.
In a similar way, we find, using AC, a quasi-Borel code for each mix
of coded quasi-Borel subsets of [T ].
6.10 Remark We will prove, in ZF, that every coded quasi-Borel game is
pseudodetermined. We already know, by Proposition 6.6, that DC does
not imply that every quasi-Borel game is pseudodetermined. Therefore,
DC does not imply that every quasi-Borel set has a code. On the other
hand, by Proposition 2.15, CAC implies that every Borel set has a code.
In Section 6B we proved, using AC, the determinacy of quasi-Borel games by
extending the result of Chapter 1. We now prove the pseudodeterminacy of
coded quasi-Borel (generalized) games by extending the result of Chapter 5.
(One may also use preferential games, but then one should first define quasi-
Borel coded preferential games. This definition will be similar to Definition
4.8.)
6.11 Lemma Let (T, p,X) be a generalized game. Let n ∈ ω and let
f : ω −→ ω be strictly increasing such that f |n is the identity on n.
Suppose that for every τ ∈ T=n, some f -covering ((Uτ , qτ , Yτ ),ΦτI ,ΦτII)
of the generalized game (T via τ , pτ , X ∩ [T via τ ]) is given, where pτ is the
function on T via τ defined by:
pτ (σ) =
{ {{τ(m)}} if m < n and σ = τ |m,
p(σ) if τ ⊆ σ and σ ∈ T .
Then there is a (unique) f -covering ((U, q, Y ),ΦI,ΦII) of (T, p,X)
such that for every τ ∈ T=n, Uτ = Uvia τ , for all σ ∈ U , if τ ⊆ σ
then q(σ) = qτ (σ), Yτ = Y ∩ [Uτ ], and for each player J , if we
write ΦτJ = (φ
τ , F τ , 〈φτ0, φτ1, . . .〉) and ΦJ = (φ, F, 〈φ0, φ1, . . .〉), then
for every pseudostrategy S for player J in (U, q, Y ) such that τ ∈ S,
F (S)|[φ(S)via τ ] = F τ (Svia τ ), and for every m ∈ ω and every pseudo-
strategy S for player J in (U, q, Y ) up to positions of length f(m) such
that τ ∈ S, φm(S)via τ = φτm(Svia τ ).
Proof Similar to the proof of Lemma 6.3.
We now generalize Lemma 5.12.
6.12 Lemma Let (T, p,X) be a coded quasi-Borel generalized game. Let
f : ω −→ ω be strictly increasing such that ω \ range(f) is infinite.
Then (T, p,X) has a basic open f -covering.
Proof Choose a quasi-Borel code c : C −→ {⊥,>,∨,∧,3} for X. Define,
for every γ ∈ C, a quasi-Borel subset Xγ of [T ] as in Definition 6.7.
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We will define a tree D and a function pi : D −→ C such that for all
γ, γ′ ∈ D, length(γ) = length(pi(γ)) and if γ ⊆ γ′ then pi(γ) ⊆ pi(γ′).
(Since the tree C is wellfounded, D will also be wellfounded.) At the
same time we will define, for every γ ∈ D, fγ, gγ, Gγ, and Hγ such that
(i), (ii), and (iii) in the proof of Lemma 5.12 hold (after replacing Xγ
in (ii) by Xpi(γ)).
We put pi(〈〉) = 〈〉, f〈〉 = f , G〈〉 = (T, p,X) and we let g〈〉 be the
identity on ω. Let γ ∈ D and suppose that we have defined pi(γ), fγ,
gγ and Gγ. We define Hγ and the set of all moves in D at γ, and for
every move a in D at γ, we define pi(γ_〈a〉), fγ_〈a〉, gγ_〈a〉 and Gγ_〈a〉,
as follows.
If c(pi(γ)) ∈ {⊥,>,∨,∧}, then the moves in D at γ are the same
as the moves in C at pi(γ) and for each move n in D at γ, pi(γ_〈n〉) =
pi(γ)_〈n〉. The other objects are defined as in the proof of Lemma 5.12.
Now suppose that c(pi(γ)) = 3. The construction of the basic open
fγ-covering Hγ of Gγ = (Tγ, pγ, Yγ) is similar to the construction in
the proof of Lemma 6.4. It is easy to find some strictly increasing
functions h, l and r from ω to ω such that fγ = h◦ l◦r, for some k ∈ ω,
range(h) = ω \ {k}, ω \ range(r) is infinite, and for all m < gγ(n),
r(m) = m.
Let n ∈ ω such that the moves in C at pi(γ) are the elements of
T=n. So Xpi(γ) is the mix of the sets Xpi(γ)_〈τ〉 (τ ∈ T=n). We let the
moves in D at γ be the elements of Tγ of length gγ(n).
Let τ be a move inD at γ. Then τ◦gγ is a move in C at pi(γ). We put
pi(γ_〈τ〉) = pi(γ)_〈τ ◦gγ〉, fγ_〈τ〉 = r, gγ_〈τ〉 = gγ, and Tγ_〈τ〉 = Tγvia τ .
We define a function pγ_〈τ〉 on Tγ_〈τ〉 as follows:
pγ_〈τ〉(σ) =
{ {{τ(m)}} if m < gγ(n) and σ = τ |m,
pγ(σ) if τ ⊆ σ and σ ∈ Tγ.
We put Yγ_〈τ〉 = Yγ∩ [Tγ_〈τ〉] and Gγ_〈τ〉 = (Tγ_〈τ〉, pγ_〈τ〉, Yγ_〈τ〉). For
each y ∈ [Tγ_〈τ〉], since τ ◦ gγ ⊆ y ◦ gγ, we have that y ◦ gγ ∈ Xpi(γ) if
and only if y ◦ gγ ∈ Xpi(γ_〈τ〉). So Yγ_〈τ〉 = {y ∈ [Tγ_〈τ〉] : y ◦ gγ_〈τ〉 ∈
Xpi(γ_〈τ〉)}.
By induction, we know how to construct, for each move τ in D at γ,
a basic open fγ_〈τ〉-covering Hγ_〈τ〉 of Gγ_〈τ〉. By Lemma 6.11, these
r-coverings induce some r-covering ((U, q, Y ),ΦI,ΦII) of Gγ. Just as in
the proof of Lemma 6.4, we see that Y is an open (and also closed)
subset of [U ].
Just as in the proof of Lemma 5.12, we easily construct an l-covering
((U ′, q′, Y ′),Φ′I,Φ
′
II) of the generalized game (U, q, Y ) by inserting some
trivial extra move at the right places. Since (U, q, Y ) is open, (U ′, q′, Y ′)
is also open. By Lemma 5.11, (U ′, q′, Y ′) has some basic open h-
covering ((U ′′, q′′, Y ′′),Φ′′I ,Φ
′′
II). By Lemma 5.9(iii),
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((U ′′, q′′, Y ′′),ΦI2Φ′I2Φ
′′
I ,ΦII2Φ
′
II2Φ
′′
II) is an (h ◦ l ◦ r)-covering of Gγ.
We let Hγ be this basic open f -covering of Gγ.
6.13 Theorem Every coded quasi-Borel generalized game is pseudodeter-
mined.
Proof Just like the proof of Theorem 5.13, with Lemma 6.12 instead of
Lemma 5.12.
6D Suslin codes and ∆11 sets
In this section, we will see that, for each tree T , the quasi-Borel subsets of
[T ] are related to the ω-Suslin subsets of [T ] (also called analytic or Σ11 sets).
We introduce, for each set E, E-Suslin sets and we give some properties.
Then we consider the special case E = ω.
6.14 Definition Let T be a tree. A Suslin code with respect to T is
a pair (s, S) such that s : ω −→ ω is strictly increasing, S is a tree
and for all σ ∈ S, σ ◦ s ∈ T . The extra moves of (s, S) are the sets
of the form σ(n) for some σ ∈ S and some n < length(σ) such that
n /∈ range(s). Let X be the subset {x ◦ s : x ∈ [S]} of [T ]. We say that
(s, S) is a Suslin code for X.
Let E be a set. A subset of [T ] is called E-Suslin if it has a Suslin
code whose extra moves are elements of E.
A subset X of [T ] is called ∆11 if both X and [T ] \X are ω-Suslin.
One easily verifies that every subset of [T ] is [T ]-Suslin and that for every
finite set E, the E-Suslin subsets of [T ] are the same as the closed subsets of
[T ].
6.15 Proposition Let f : ω −→ ω be strictly increasing. Suppose that
T0 and T1 are trees such that for all σ ∈ T1, σ ◦ f ∈ T0. Define
p : [T1] −→ [T0] by p(x) = x ◦ f . Let E be a set and let X be an
E-Suslin subset of [T0]. Then p
−1X is an E-Suslin subset of [T1].
Proof Let (s0, S0) be a Suslin code for X whose extra moves are in E.
Just as in the proof of Proposition 3.3, we easily find strictly increasing
functions g and s1 from ω to ω such that g ◦ s0 = s1 ◦ f , range(g) ∩
range(s1) = range(g ◦ s0), and range(g) ∪ range(s1) = ω.
Define S1 as the set of all finite sequences σ such that σ◦g ∈ S0 and
σ ◦ s1 ∈ T1. Then S1 is a tree and (s1, S1) is a Suslin code for p−1X,
since for each y ∈ [T1], the following three statements are equivalent:
p(y) ∈ X; for some x ∈ [S0], y ◦f = x◦s0; for some z ∈ [S1], y = z ◦s1.
In order to see that p−1X is E-Suslin, let σ ∈ S1 and let n <
length(σ) such that n /∈ range(s1). Then n = g(m) for some m ∈
ω \ range(s0), so σ(n) = σ ◦ g(m) ∈ E.
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6.16 Proposition AC implies that for each tree T and set E, the collection
of E-Suslin subsets of [T ] is closed under countable intersection, union
over E, and mixing with respect to T .
Proof Assume that AC holds. Let T be a tree and let E be a set. Since the
Ø-Suslin subsets of [T ] are the closed subsets of [T ], we may assume
that E 6= Ø.
Let X be an E-Suslin subset of [T ]. Then X has a Suslin code (s, S)
with extra moves in E such that ω \ range(s) is infinite, since we can
insert an extra move at infinitely many places. We have some freedom
to rearrange the extra moves of (s, S): Let f be a bijection from ω to
ω such that f ◦ s is strictly increasing. Define S ′ as the set of all finite
sequences τ such that for some σ ∈ S, τ ◦ f ⊆ σ. Then one easily
verifies that (f ◦ s, S ′) is also a Suslin code for X with extra moves in
E. Given s and some n ∈ ω, we can choose f such that f ◦ s(n) = n.
Moreover, since ω \ range(s) is infinite, we can choose f such that for
all n ∈ ω, f ◦ s(n) = 2n.
For each n ∈ ω, let Xn be some E-Suslin subset of [T ]. Choose
some Suslin code (s0, S0) for X0 whose extra moves are in E. By
Proposition 6.15, {x ∈ [S0] : x ◦ s0 ∈ X1} is an E-Suslin subset of
[S0]. So we can choose a Suslin code (s1, S1) for this set whose extra
moves are in E, such that s1(s0(0)) = s0(0). Using AC, we can repeat
this argument and we find, for each n ∈ ω, a Suslin code (sn+1, Sn+1)
for the E-Suslin set {x ∈ [Sn] : x ◦ sn ◦ · · · ◦ s0 ∈ Xn+1} such that
sn+1(sn ◦ · · · ◦ s0(n)) = sn ◦ · · · ◦ s0(n).
Put s = limn→ω sn◦· · ·◦s0 and let S be the set of all finite sequences
σ such that for all large n, σ ∈ Sn. Then one easily verifies, using
AC, that (s, S) is a Suslin code for
⋂
n∈ωXn whose extra moves are
in E. This proves that each countable intersection of E-Suslin sets is
E-Suslin.
To see that each union over E of E-Suslin sets is E-Suslin, suppose
that for each e ∈ E, some E-Suslin subset Xe of [T ] is given. Define
functions s and t on ω by s(n) = 2n and t(n) = 2n + 1 for all n ∈ ω.
Choose, using AC, for each e ∈ E, a Suslin code (s, Se) for Xe with
extra moves in E. Let S be the tree {〈〉}∪{〈e〉_σ : e ∈ E and σ ∈ Se}.
Then one easily verifies that (t, S) is a Suslin code for
⋃
e∈E Xe whose
extra moves are in E.
Finally, let n ∈ ω and assume that for each τ ∈ T=n, some E-Suslin
subset Xτ of [T ] is given. Choose a strictly increasing s : ω −→ ω such
that ω \ range(s) is infinite and s(n) = n. Choose, using AC, for each
τ ∈ T=n, a Suslin code (s, Sτ ) for Xτ with extra moves in E. Let S be
the tree T≤n ∪ ⋃τ∈T=n{σ ∈ Sτ : τ ⊆ σ}. Then (s, S) is a Suslin code
for the mix of the sets Xτ (τ ∈ T=n) whose extra moves are in E.
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By taking E = ω in this proposition, we see that the axiom of choice implies
that each quasi-Borel set is ω-Suslin.
Complements of ω-Suslin sets of real numbers need not be ω-Suslin, but
they are ω1-Suslin (see Moschovakis [1980], pages 43 and 84). This result can
be generalized to uncountable trees, without using the axiom of choice:
6.17 Proposition Let T be a tree, let X be an ω-Suslin subset of [T ] and
let α be an uncountable ordinal. Then [T ] \X is α-Suslin.
Proof Let (s, S) be a Suslin code for X whose extra moves are in ω. For
each x ∈ [T ], let Sx be the finite or countable tree {σ ∈ S : σ ◦ s ⊆ x}.
Then, by Propositions 2.8(i) and 2.9 and since α is uncountable, the
following statements are equivalent:
• x /∈ X;
• [Sx] = Ø;
• the tree Sx is wellfounded;
• there is a function ρ : Sx −→ α such that for each σ ∈ Sx and
each move a in Sx at σ, ρ(σ) > ρ(σ
_〈a〉).
Define f : ω −→ ω by f(n) = 2n + 1. We will define a Suslin
code (f, Uα) for [T ] \ X such that for each u ∈ [Uα], the extra moves
u(0), u(2), . . . code a function ρ : Su◦f −→ α as above.
We can define a function H : T −→ S such that for all τ ∈ T ,
H(τ) ◦ s ⊆ τ and for all σ ∈ S, for some n ≥ length(σ ◦ s), for all
τ ∈ T=n, if σ ◦ s ⊆ τ then H(τ) = σ. For example, choose a surjection
h from ω to the countable tree <ωω and define, for each τ ∈ T , say
of length n, H(τ) as follows: If there is a σ ∈ S such that σ ◦ s ⊆ τ ,
length(σ) = length(h(n)), and for all i < length(h(n)), i ∈ range(s) or
σ(i) = h(n)(i), then H(τ) is this unique σ; otherwise, H(τ) = 〈〉.
Let Uα be the set of all finite sequences τ such that τ ◦ f ∈ T and
for all even m,n < length(τ), τ(m) ∈ α and if for some σ, for some
a, σ = H((τ |m) ◦ f) and σ_〈a〉 = H((τ |n) ◦ f) then τ(m) > τ(n).
Then (f, Uα) is a Suslin code for [T ] \X, since for each x ∈ [T ], Sx =
{H(x|k) : k ∈ ω}. So [T ] \X is α-Suslin.
Note that, by Theorem 2.16, for each countable tree T , the coded Borel
subsets of [T ] are the same as the ∆11 subsets of [T ]. We now prove, using
the principle of dependent choices, that for each tree, the coded quasi-Borel
sets coincide with the ∆11 sets.
6.18 Proposition Let T be a tree and let X ⊆ [T ]. Then DC implies that
X is coded quasi-Borel if and only if X is ∆11.
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Proof Suppose that X is coded quasi-Borel. Since [T ] \ X is also coded
quasi-Borel, it is enough to show that X is ω-Suslin. Choose a quasi-
Borel code c : C −→ {⊥,>,∨,∧,3} for X and define, for every γ ∈ C,
a quasi-Borel subset Xγ of [T ] as in Definition 6.7. Define f : ω −→ ω
by f(n) = 2n+1 for every n ∈ ω. Then we can define, by induction on
the wellfounded tree C, for every γ ∈ C a Suslin code (f, Aγ) for Xγ
whose extra moves are in ω, exactly as in the first part of the proof of
Theorem 2.16. Note that we get similar Suslin codes by following the
proof of Proposition 6.16 for E = ω. In this proof, the axiom of choice
can be avoided by using the quasi-Borel code c.
Now suppose that DC holds and that X is ∆11. Choose Suslin
codes (sI, SI) and (sII, SII) for X and [T ] \X, respectively, whose extra
moves are in ω. Just as in the proof of Proposition 3.3, we easily
find strictly increasing functions fI, fII, and f from ω to ω such that
fI ◦sI = fII ◦sII = f , range(fI)∩ range(fII) = range(f), and range(fI)∪
range(fII) = ω. Let D be the set of all finite sequences σ such that
σ ◦ fI ∈ SI and σ ◦ fII ∈ SII. Since (sI, SI) and (sII, SII) are Suslin codes
for disjoint sets, the tree D has no infinite branches. So, by DC and
Proposition 2.8(ii), the tree D is wellfounded.
We will use D to construct a quasi-Borel code for X. We first
explain the idea in terms of games. For each x ∈ [T ], define a finite or
countable wellfounded tree Dx = {σ ∈ D : σ◦f ⊆ x} and a game Gx =
(Dx, {σ ∈ Dx : length(σ) ∈ range(fI)},Ø). So in Gx, at a position σ
of length n, the following happens: If n ∈ range(fI) \ range(fII), then
player I chooses a natural number that is a move in SI at σ ◦ fI; if
n ∈ range(fII)\ range(fI), then player II chooses a natural number that
is a move in SII at σ ◦ fII, and finally, if n ∈ range(f), say n = f(m),
then player I has to play the move x(m). The game ends as soon as a
player cannot make a move. Now one easily verifies that x ∈ X if and
only if player I has a winning strategy in the game Gx. In fact, since
there is either some y ∈ [SI] such that y ◦ sI = x, or some y ∈ [SII]
such that y ◦ sII = x, one of the players can win in such a way that his
moves do not depend on the moves of his opponent.
We define a tree C and functions c and d on C. We put d(〈〉) = 〈〉
and for each γ ∈ C:
• if d(γ) /∈ D (in other words, if d(γ) ◦ fI /∈ SI or d(γ) ◦ fII /∈ SII)
then c(γ) =
{⊥ if d(γ) ◦ fI /∈ SI,
> otherwise,
and γ is a terminal node of C;
• if d(γ) ∈ D and d(γ) has length f(n) for some n, then c(γ) = 3,
the moves in C at γ are the elements of T=n+1, and for each move
τ in C at γ, d(γ_〈τ〉) = d(γ)_〈τ(n)〉;
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• if d(γ) ∈ D and length(d(γ)) /∈ range(f), then
c(γ) =
{∨ if length(d(γ)) ∈ range(fI),
∧ if length(d(γ)) ∈ range(fII),
and the moves in C at γ are the natural numbers, and for each
n ∈ ω, d(γ_〈n〉) = d(γ)_〈n〉.
Now C is a wellfounded tree and c is a quasi-Borel code with respect
to T . For every γ ∈ C, we define a quasi-Borel subset Xγ of [T ] as in
Definition 6.7. We want to show that X = X〈〉.
Let x ∈ X. Choose y ∈ [SI] such that y ◦ sI = x. Then one easily
proves, by induction on C, that for each γ ∈ C such that d(γ) ◦ fI ⊆ y,
x ∈ Xγ. Thus x ∈ X〈〉. In a similar way we see that if x ∈ [T ] \ X,
then x /∈ X〈〉.
By modifying the second part of this proof slightly, we see that if DC holds
and XI and XII are disjoint ω-Suslin subsets of [T ], then there is a coded
quasi-Borel subset X of [T ] that separates XI from XII, that is, such that
XI ⊆ X and XII ⊆ [T ]\X. If the tree T is countable, then DC is not needed
in the proof, so then disjoint ω-Suslin subsets of [T ] can be separated by a
Borel subset of [T ]. This is the Separation Theorem of N. Lusin [1927] (see
Moschovakis [1980], pages 86 and 114).
Lusin [1917] stated that a set of real numbers is Borel if and only if it is a
continuous, injective image of a closed set (see Moschovakis [1980], page 114).
Using the principle of dependent choices, we find a similar characterization
of coded quasi-Borel sets.
6.19 Proposition Let T be a tree and let X ⊆ [T ]. Then DC implies that
X is coded quasi-Borel if and only if X has a Suslin code (s, S) whose
extra moves are in ω and such that for all y, z ∈ [S], if y ◦ s = z ◦ s
then y = z.
Proof Suppose thatX has some quasi-Borel code c : C −→ {⊥,>,∨,∧,3}.
Define, for every γ ∈ C, a quasi-Borel subset Xγ of [T ] as in Definition
6.7. For every x ∈ [T ], let Cx be the wellfounded tree {γ ∈ C : for all
i < length(γ), if c(γ|i) = 3 then γ(i) ⊆ x}. Define two functions ax
and bx on Cx as follows: For every γ ∈ Cx, ax(γ) =
{
1 if x ∈ Xγ,
0 otherwise,
and bx(γ) =

min{k ∈ ω : x ∈ Xγ_〈k〉} if c(γ) = ∨ and x ∈ Xγ,
min{k ∈ ω : x /∈ Xγ_〈k〉} if c(γ) = ∧ and x /∈ Xγ,
0 otherwise.
We will define a Suslin code (s, S) for X such that for each y ∈ [S], the
extra moves code the functions ay◦s and by◦s.
We can define a function H : T −→ C such that for each x ∈ [T ],
Cx = {H(x|k) : k ∈ ω}. For example, choose a surjection h from ω
92 6 QUASI-BOREL GAMES
to the countable tree <ωω and define, for each τ ∈ T , say of length n,
H(τ) as follows: If there is a γ ∈ C such that length(γ) = length(h(n))
and for all i < length(h(n)), (c(γ|i) = 3 and γ(i) ⊆ τ) or (c(γ|i) 6= 3
and γ(i) = h(n)(i)), then H(τ) is this unique γ; otherwise, H(τ) = 〈〉.
Define s : ω −→ ω by s(n) = 3n + 2. Let S be the set of all finite
sequences σ such that σ ◦ s ∈ T , for all i < length(σ), if i /∈ range(s)
then σ(i) ∈ ω and such that for all m such that 3m+ 1 < length(σ), if
we put γ = H(σ ◦ s|m), then we have the following:
• if γ = 〈〉 then σ(3m) = 1;
• if c(γ) = > then σ(3m) = 1 and σ(3m+ 1) = 0;
• if c(γ) = ⊥ then σ(3m) = 0 and σ(3m+ 1) = 0;
• if c(γ) = 3 or (c(γ) = ∨ and σ(3m) = 0) or (c(γ) = ∧ and
σ(3m) = 1) then σ(3m+1) = 0 and for all n, a, if 3n < length(σ)
and H(σ ◦ s|n) = γ_〈a〉 then σ(3m) = σ(3n);
• if (c(γ) = ∨ and σ(3m) = 1) or (c(γ) = ∧ and σ(3m) = 0) then
for all n and a such that 3n < length(σ) and H(σ ◦ s|n) = γ_〈a〉,
if a < σ(3m + 1) then σ(3m) 6= σ(3n) and if a = σ(3m + 1) then
σ(3m) = σ(3n).
Let x ∈ X. Define an infinite sequence y as follows: For all n ∈ ω,
y(3n) = ax(H(x|n)), y(3n + 1) = bx(H(x|n)), and y(3n + 2) = x(n).
Then y ∈ [S] and y ◦ s = x.
Now let y ∈ [S] and put x = y ◦ s. Then one easily proves, by
induction on the wellfounded tree Cx, that for all γ ∈ Cx, for all n, if
H(x|n) = γ then y(3n) = ax(γ) and y(3n + 1) = bx(γ). This implies
that x ∈ X〈〉 = X and that y is the unique z ∈ [S] for which x = z ◦ s.
Before proving the other direction, let us mention another proof. First sup-
pose that for each γ ∈ C such that c(γ) = ∨, the sets Xγ_〈0〉, Xγ_〈1〉, . . . are
disjoint. (Let us call such a quasi-Borel code c disjointed.) Define, using the
quasi-Borel code c, a Suslin code (f, A〈〉) for X exactly as in the first part
of the proof of Theorem 2.16. Let x ∈ [T ]. Define a game Gx on Cx as in
Remark 2.14. Then there is a bijection from {y ∈ [A〈〉] : y ◦ f = x} to the
set of all strategies for player I in Gx. Since c is disjointed and each strategy
for player I in Gx is a subset of {γ ∈ Cx : x ∈ Xγ}, player I has at most one
strategy in Gx. This implies that for all y, z ∈ [A〈〉], if y ◦ f = z ◦ f then
y = z.
If c is not disjointed, then we can find a disjointed quasi-Borel code for
X, using the fact that for each infinite sequence Y0, Y1, . . . of subsets of [T ],⋃
n∈ω Yn =
⋃
n∈ω(Yn \
⋃
m<n Ym). To be more precise, we can define, by
induction on C, for each γ ∈ C, disjointed quasi-Borel codes for Xγ and
[T ] \Xγ.
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Proof (continued) Suppose that DC holds and that X has a Suslin code
(s, S) whose extra moves are in ω and such that for all y, z ∈ [S], if
y◦s = z◦s then y = z. Let D be the tree {〈〉}∪{〈n〉 : n ∈ ω}∪{〈n, σ〉 :
n ∈ ω and σ ∈ S=n}∪{〈n, σ, τ, an, bn, an+1, bn+1, . . .〉 : n = length(σ) =
length(τ) and σ 6= τ and σ_〈an, an+1, . . .〉 ∈ S and τ_〈bn, bn+1, . . .〉 ∈ S
and τ_〈bn, bn+1, . . .〉◦s ⊆ σ_〈an, an+1, . . .〉◦s}. Then D has no infinite
branch, since for each d ∈ [D], if we put y = d(1)_〈d(3), d(5), . . .〉 and
z = d(2)_〈d(4), d(6), . . .〉, then y, z ∈ [S] and y ◦ s = z ◦ s but y 6= z.
So, by DC and Proposition 2.8(ii), the tree D is wellfounded.
For each x ∈ [T ], define a finite or countable wellfounded tree
Dx = {δ ∈ D : δ(1)_〈δ(3), δ(5), . . .〉 ◦ s ⊆ x} and a game Gx =
(Dx, {δ ∈ Dx : length(δ) is odd},Ø). So player II starts this game
by choosing a natural number n. Then player I chooses 〈a0, . . . , an−1〉,
player II chooses 〈b0, . . . , bn−1〉 6= 〈a0, . . . , an−1〉, player I chooses an,
player II chooses bn, I chooses an+1, and so on, such that for each m,
〈a0, . . . , am−1〉 and 〈b0, . . . , bm−1〉 are elements of {σ ∈ S : σ ◦ s ⊆ x}.
If x ∈ X, then for some y ∈ [S], y ◦ s = x, so player I can win Gx
easily by choosing am = y(m) for each m (until a position is reached at
which player II cannot make a move). Now suppose that player I has a
winning strategy U in Gx. For each n ∈ ω, let σn be the unique move
in U at 〈n〉.
Claim For each n ∈ ω, σn ⊆ σn+1.
Proof of claim Suppose that for some n, σn 6= σn+1|n. Write
σn = 〈a0, . . . , an−1〉 and σn+1 = 〈b0, . . . , bn〉. If player I follows
strategy U and player II’s first move is n, then player I will
play 〈a0, . . . , an−1〉, so player II may answer by playing the move
〈b0, . . . , bn−1〉. Then player I will play some move an and player II
may play the move bn. On the other hand, if player II’s first move
is n + 1, then player I plays 〈b0, . . . , bn〉 and player II may play
〈a0, . . . , an〉. Continuing in this way, we see that there are unique
infinite sequences y = 〈a0, a1, . . .〉 and z = 〈b0, b1, . . .〉 such that for
each m > n, both 〈n, 〈a0, . . . , an−1〉, 〈b0, . . . , bn−1〉, an, bn, . . . , am〉
and 〈n + 1, 〈b0, . . . , bn〉, 〈a0, . . . , an〉, bn+1, an+1, . . . , bm〉 are in U .
Now y, z ∈ [S] and y ◦ s = x = z ◦ s, but y 6= z. This contradicts
one of our assumptions.
Let y be the infinite sequence
⋃
n∈ω σn. Then y ∈ [S] and y ◦ s = x. So
x ∈ X.
Thus, for each x ∈ [T ], x ∈ X if and only if player I has a winning
strategy in the game Gx. Using this and the wellfoundedness of D, it
is not difficult to construct a quasi-Borel code for X.
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The role of DC in Propositions 6.18 and 6.19 can be made clear by weakening
the concept of being coded quasi-Borel. Let T be a tree and let X ⊆ [T ].
Let us say that X is weakly coded quasi-Borel if there is a tree C without
infinite branches (but not necessarily wellfounded) and a function c : C −→
{⊥,>,∨,∧,3} as in Definition 6.7, such that, for each x ∈ [T ], x ∈ X if and
only if player I has a winning strategy in Gx, where the game Gx is defined
just as in Remark 2.14. Then we can prove, without using DC, that the
following statements are equivalent:
• X is weakly coded quasi-Borel;
• X is ∆11;
• X has a Suslin code (s, S) whose extra moves are in ω and such that
for all y, z ∈ [S], if y ◦ s = z ◦ s then y = z.
We can also avoid the use of DC in Proposition 6.18 by strengthening the
concept of being ∆11. We do this in the next section.
6E Incompatible Suslin codes and absolutely ∆11 sets
Let (sI, SI) and (sII, SII) be Suslin codes with respect to some tree T . Let M
be a transitive class model of ZF such that (sI, SI), (sII, SII), and T are inM .
Suppose that (sI, SI) and (sII, SII) are Suslin codes for disjoint sets. Then
there are no infinite branches y, z ∈M of SI and SII, respectively, such that
y ◦ sI = z ◦ sII. Thus M |= ((sI, SI) and (sII, SII) are Suslin codes for disjoint
sets). We will see that if M |=DC, then the converse also holds. On the
other hand, if there is a tree D ∈M without terminal nodes such that D has
an infinite branch, but no infinite branch x ∈ M , and if d is the identity on
ω, then M |= ((d,D) and (d,D) are Suslin codes for disjoint sets), whereas
(d,D) is a Suslin code for a non-empty set.
6.20 Definition A quasi-branch of a tree T is a pair (d,D) such that
d : ω −→ ω is strictly increasing, D is a tree without terminal nodes,
and for all σ ∈ D, σ ◦ d ∈ T .
Let (sI, SI) and (sII, SII) be Suslin codes with respect to some tree
T . We say that (sI, SI) is compatible with (sII, SII) if for some tree
D without terminal nodes, there are strictly increasing functions dI
and dII from ω to ω, such that dI ◦ sI = dII ◦ sII and for all σ ∈ D,
σ ◦ dI ∈ SI and σ ◦ dII ∈ SII. If not, then (sI, SI) and (sII, SII) are said
to be incompatible.
Let T be a tree. A quasi-branch of T could also have been defined as a pair
(d,D) such that D is a d-tactic for player I in the game (T, T,Ø), or as a
Suslin code (d,D) with respect to T such that D has no terminal nodes.
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It is clear that T is wellfounded if and only if T has no quasi-branch.
Note that for each infinite branch x of T , (d, {x|n : n ∈ ω}) is a quasi-branch
of T , where d is the identity on ω.
Let (sI, SI) and (sII, SII) be Suslin codes with respect to T . Observe that
if D, dI, and dII witness that these Suslin codes are compatible, then (dI, D)
is a quasi-branch of SI and (dII, D) is a quasi-branch of SII.
Now let fI and fII be strictly increasing such that fI ◦ sI = fII ◦ sII,
range(fI)∩ range(fII) = range(fI ◦ sI), and range(fI)∪ range(fII) = ω. Define
a tree C = {σ : σ ◦ fI ∈ SI and σ ◦ fII ∈ SII}. Then one easily verifies that
(sI, SI) and (sII, SII) are incompatible if and only if C is wellfounded.
Thus, by Lemma 2.17, for each transitive class model M of ZF such that
(sI, SI) and (sII, SII) are in M , M |= ((sI, SI) is compatible with (sII, SII)) if
and only if (sI, SI) is compatible with (sII, SII).
Also note that [C] = Ø if and only if {x ◦ sI : x ∈ [SI]} ∩ {x ◦ sII : x ∈
[SII]} = Ø. Suppose that the trees SI and SII are countable or that DC holds.
Then, by Proposition 2.8, (sI, SI) and (sII, SII) are incompatible if and only
if they are Suslin codes for disjoint subsets of [T ].
6.21 Proposition Let T be a tree and let X ⊆ [T ]. Then X is coded
quasi-Borel if and only if there are Suslin codes (sI, SI) and (sII, SII) for
X and [T ] \X, respectively, whose extra moves are in ω and such that
(sI, SI) and (sII, SII) are incompatible.
Proof Suppose that X has a quasi-Borel code c : C −→ {⊥,>,∨,∧,3}.
Define, for every γ ∈ C, a quasi-Borel subset Xγ of [T ] as in Definition
6.7. Define f : ω −→ ω by f(n) = 2n + 1 for every n ∈ ω. Define,
exactly as in the first part of the proof of Theorem 2.16, by induction
on the wellfounded tree C, for every γ ∈ C a Suslin code (f, Aγ) for
Xγ whose extra moves are in ω, and similarly (by using the quasi-Borel
code {(⊥,>), (>,⊥), (∨,∧), (∧,∨), (3,3)}◦c for [T ]\X) a Suslin code
(f,Bγ) for [T ] \ Xγ. We now prove, by induction on the wellfounded
tree C, that for each γ ∈ C, (f, Aγ) and (f,Bγ) are incompatible.
If c(γ) ∈ {⊥,>}, then this is clear, since nothing is compatible with
(f, {〈〉}).
If c(γ) = ∨, then this follows from the induction assumption and
the following simple properties: Everything that is compatible with
(f, Aγ), is, for some 〈n〉 ∈ Aγ, compatible with (f, Aγvia 〈n〉), and thus
also compatible with (f, Aγ_〈n〉). Everything that is compatible with
(f,Bγ), is compatible with (f,Bγ_〈n〉) for each n ∈ ω. For c(γ) = ∧,
the same holds, with the roles of Aγ and Bγ exchanged.
Now suppose that c(γ) = 3 and that D, dI, and dII witness that
(f, Aγ) is compatible with (f,Bγ). Since (dI ◦ f,D) is a quasi-branch
of T , we can choose some τ ∈ D such that τ ◦ dI ◦ f is a move in C
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at γ. Put a = τ ◦ dI ◦ f = τ ◦ dII ◦ f . Then Dvia τ , dI, and dII witness
that (f, Aγ_〈a〉) is compatible with (f,Bγ_〈a〉). This contradicts the
induction assumption.
To prove the other direction, suppose that X and [T ] \X have in-
compatible Suslin codes (sI, SI) and (sII, SII), respectively, whose extra
moves are in ω. Now the proof continues as the second part of the
proof of Proposition 6.18, but instead of using DC to see that the tree
D is wellfounded, we use the assumption that (sI, SI) and (sII, SII) are
incompatible.
Suppose thatM is a transitive class model of ZF and let (sI, SI), (sII, SII), T ∈
M such that M |= (T is a tree and for some X ⊆ [T ], (sI, SI) and (sII, SII)
are incompatible Suslin codes for X and [T ] \ X, respectively, whose extra
moves are in ω). Then (sI, SI) and (sII, SII) are incompatible Suslin codes
for some subsets XI and XII of [T ], respectively, so XI ∩ XII = Ø. But not
necessarily XI ∪ XII = [T ] (for example if SI = SII = {〈〉} and T has an
infinite branch, but not one in M).
Therefore we introduce a characterization of coded quasi-Borel sets in
terms of Suslin codes, which is more ‘absolute’ than the one given in Propo-
sition 6.21.
6.22 Definition Let (sI, SI) and (sII, SII) be Suslin codes with respect to
some tree T . We say that (SI, sI) and (SII, sII) are complementary
with respect to T if these Suslin codes are incompatible and each quasi-
branch of T is compatible with (sI, SI) or with (sII, SII).
We call a subsetX of [T ] absolutely ∆11 if there are complementary
Suslin codes (sI, SI) and (sII, SII) with respect to T , whose extra moves
are natural numbers, and such that (sI, SI) is a Suslin code for X.
Let (sI, SI) and (sII, SII) be Suslin codes for subsets XI and XII of [T ], re-
spectively.
One easily verifies that if DC holds, then (SI, sI) and (SII, sII) are comple-
mentary if and only if XII = [T ] \XI. So DC implies that the absolutely ∆11
subsets of [T ] are the same as the ∆11 subsets of [T ]. We will see in the proof
of the following theorem that we do not need DC in order to prove that each
absolutely ∆11 subset of [T ] is ∆
1
1.
Now suppose that (sI, SI) and (sII, SII) are complementary with respect
to T . Let f : ω −→ ω be strictly increasing and let T ′ be a tree such that
for all σ ∈ T ′, σ ◦ f ∈ T . Define p : [T ′] −→ [T ] by p(x) = x ◦ f . Define
Suslin codes (s′I, S
′
I) and (s
′
II, S
′
II) for the subsets p
−1XI and p−1XII of [T ′],
respectively, just as in the proof of Proposition 6.15. Then one easily verifies
that (s′I, S
′
I) and (s
′
II, S
′
II) are complementary with respect to T
′.
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6.23 Theorem Let T be a tree and let X ⊆ [T ]. Then X is absolutely ∆11
if and only if X is coded quasi-Borel.
Proof Suppose that (sI, SI) and (sII, SII) witness that X is absolutely ∆
1
1.
Then (sI, SI) is a Suslin code forX and (sII, SII) is a Suslin code for some
subset Y of [T ]. Let x ∈ [T ]. Let d be the identity on ω and consider the
tree D = {x|n : n ∈ ω}. Then, for J = I or J = II, (d,D) is compatible
with (sJ , SJ). Since sJ ◦ d = sJ = d ◦ sJ , range(sJ) ∩ range(d) =
range(sJ), and range(sJ) ∪ range(d) = ω, this implies that the tree
C := {σ ∈ SJ : σ ◦ sJ ∈ D} is not wellfounded. Therefore, since C is
countable, C has an infinite branch and thus x ∈ X if J = I and x ∈ Y
if J = II. So X ∪Y = [T ]. Since (sI, SI) and (sII, SII) are incompatible,
X ∩ Y = Ø. So Y = [T ] \X. By Proposition 6.21, this implies that X
is coded quasi-Borel.
Now assume that c : C −→ {⊥,>,∨,∧,3} is a quasi-Borel code
for X. We will prove, by induction on the wellfounded tree C, that for
each γ ∈ C, the Suslin codes (f, Aγ) and (f,Bγ) that we defined in the
proof of Proposition 6.21, are complementary. Since (f, A〈〉) is a Suslin
code for X, this shows that X is absolutely ∆11.
So let γ ∈ C. We have already seen that (f, Aγ) and (f,Bγ) are
incompatible. Let (d,D) be a quasi-branch of T . We must prove that
(d,D) is compatible with (f, Aγ) or with (f,Bγ).
If c(γ) ∈ {⊥,>}, then this follows from the fact that (d,D) is
compatible with (f, {〈0, x0, 0, x1, . . .〉 : 〈x0, x1, . . .〉 ∈ T}).
If c(γ) = 3, then, since D has no terminal nodes, there is a move a
in C at γ and some τ ∈ D such that a = τ ◦ d. The tree Dvia τ has no
terminal nodes. By the induction hypothesis, (d,Dvia τ ) is compatible
with (f, Aγ_〈a〉) or with (f,Bγ_〈a〉). For each σ ∈ Dvia τ , σ ◦ d ⊆ a or
a ⊆ σ ◦ d. Therefore (d,Dvia τ ) is also compatible with (f, Aγ) or with
(f,Bγ). Thus (d,D) is compatible with (f, Aγ) or with (f,Bγ).
Now suppose that c(γ) = ∨. Recall that Bγ = {〈a0, x0, a1, x1, . . .〉 :
for all n ∈ ω, 〈api(n,0), x0, api(n,1), x1, api(n,2), . . .〉 ∈ Bγ_〈n〉} for some
bijection pi : ω × ω −→ ω. For each n ∈ ω, we let (bn, Bn) be
the Suslin code that is obtained from (f,Bγ_〈n〉) by rearranging the
moves so that they are ordered like the corresponding moves in Bγ.
To be more precise, we let Bn be the set of all finite sequences that
are of the form 〈x0, . . . , xpi(n,0)−1, c0, xpi(n,0), . . . , xpi(n,1)−1, c1, xpi(n,1), . . .〉
for some 〈c0, x0, c1, x1, . . .〉 ∈ Bγ_〈n〉, and we define bn : ω −→ ω by
bn(k) = k +min{m ∈ ω : pi(n,m) > k} for all k ∈ ω.
Put d0 = d. We can find, inductively, for each n ∈ ω, strictly
increasing functions dn+1, d
n, and bn from ω to ω such that dn+1 =
dn ◦ dn = bn ◦ bn, range(dn)∩ range(bn) = range(dn+1), and range(dn)∪
range(bn) = ω.
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Suppose that (d,D) and (f, Aγ) are incompatible. Put D0 = D. We
define, inductively, for each n ∈ ω, a tree Dn+1 without terminal nodes
such that for each σ ∈ Dn+1, σ ◦ bn ∈ Bn (and thus σ ◦ dn+1 ∈ T ), and
such that {σ ◦ dn : σ ∈ Dn+1} = Dn, as follows: Dn+1 is the union of
all trees E without terminal nodes, such that for all σ ∈ E, σ ◦ bn ∈ Bn
and σ ◦ dn ∈ Dn. In order to see that Dn+1 has the properties that
we mentioned, let τ ∈ Dn. It in enough to find a σ ∈ Dn+1 such that
σ◦dn = τ . The treeDnvia τ has no terminal node. Since (d,D) is incom-
patible with (f, Aγ), the Suslin code (dn, Dn
via τ ) is also incompatible
with (f, Aγ), and thus it is incompatible with (f, Aγ_〈n〉). By the in-
duction hypothesis, (dn, Dn
via τ ) must be compatible with (f,Bγ_〈n〉),
and thus also with (bn, B
n). This easily implies that there is some tree
E without terminal nodes such that for all σ ∈ E, σ ◦ bn ∈ Bn and
σ ◦dn ∈ Dnvia τ . Choose σ ∈ E ⊆ Dn+1 such that σ ◦dn and τ have the
same length. Then σ ◦ dn = τ .
Define e = limn→ω dn ◦ · · · ◦ d0, so e ◦ d = limn→ω dn. Let E be
the set of all finite sequences σ such that for all large m, σ ∈ Dm.
Note that for each n ∈ ω, if m is so large that dm(n) = e ◦ d(n),
then E≤e◦d(n)+1 = Dm≤e◦d(n)+1. This implies that E is a tree without
terminal nodes. Let b : ω −→ ω be strictly increasing such that b ◦ f =
e ◦ d, range(b) ∩ range(e) = range(e ◦ d), and range(b) ∪ range(e) = ω.
Then E, e, and b witness that (d,D) is compatible with (f,Bγ).
For c(γ) = ∧, the same holds, with the roles of Aγ and Bγ ex-
changed.
We will see that this characterization of coded quasi-Borel sets is ‘absolute’
in a certain sense. We need the following lemma.
6.24 Lemma Let (s, S) be a Suslin code with respect to some tree T , whose
extra moves are in ω. Then we can define, for each ordinal α, a Suslin
code (f, Uα) with extra moves in α that is incompatible with (s, S),
such that for each quasi-branch (d,D) of T , (d,D) is compatible with
(s, S) or, for some ordinal α, (d,D) is compatible with (f, Uα).
Proof Define f : ω −→ ω by f(n) = 2n + 1. We define a function
H : T −→ S and, for each ordinal α, a tree Uα, just like we did (for
uncountable α) in the proof of Proposition 6.17.
Let α be an ordinal. Suppose that D, dI, and dII witness that (s, S)
is compatible with (f, Uα). Let B be the set of all ordinals β < α such
that for some σ ∈ S, δ ∈ D, τ ∈ Uα, and some even n < length(τ), the
following holds: σ ⊆ δ ◦ dI, τ = δ ◦ dII, σ = H((τ |n) ◦ f), and β = τ(n).
Using the definition of H and the fact that D has no terminal nodes,
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it is not difficult to see that B is non-empty and has no least element.
This contradiction shows that (s, S) and (f, Uα) are incompatible.
Now let (d,D) be a quasi-branch of T and suppose that (d,D) and
(s, S) are incompatible. Choose strictly increasing functions cI and cII
such that cI ◦ d = cII ◦ s, range(cI) ∩ range(cII) = range(cI ◦ d), and
range(cI) ∪ range(cII) = ω. Let C be the tree {γ : γ ◦ cI ∈ D and
γ ◦ cII ∈ S}. Then, since (d,D) and (s, S) are incompatible, C is
wellfounded. By Proposition 2.9, there is some ordinal α and some
function ρ : C −→ α such that for each γ ∈ C and each move a in
C at γ, ρ(γ) > ρ(γ_〈a〉). Define a function ρ′ : {δ ∈ D : length(δ) ∈
range(d)} −→ α as follows: For each n ∈ ω and δ ∈ D=d(n), if we put
τ = δ ◦ d ∈ T=n and σ = H(τ) ∈ S, then σ ◦ s ⊆ τ , so there is a unique
γ ∈ C of length cII(length(σ)) such that γ ◦ cI ⊆ δ and γ ◦ cII = σ; we
let ρ′(δ) = ρ(γ).
Define eI as the unique strictly increasing function from ω to ω
whose range is ω \ {n + d(n) : n ∈ ω}. Let E be the set of all finite
sequences σ such that σ◦eI ∈ D and for each n, if n+d(n) < length(σ)
then σ(n+ d(n)) = ρ′(δ), where δ = (σ|(n+ d(n))) ◦ eI ∈ D=d(n). Then
E is a tree without terminal nodes. Define eII : ω −→ ω as follows: For
all n ∈ ω, eII(2n) = n+ d(n) and eII(2n+ 1) = n+ d(n) + 1. Then one
easily verifies that eII ◦ f = eI ◦ d and for all σ ∈ E, σ ◦ eII ∈ Uα. So E,
eI, and eII witness that (d,D) is compatible with (f, Uα).
Note that DC implies that for each uncountable ordinal α, (s, S) and (f, Uα)
are complementary. But it is consistent with ZF that, for certain countable
trees S and T and uncountable α, (s, S) and (f, Uα) are not complementary.
To see this, let us call an ordinal α low if α = 0 or for some infinite sequence g
of ordinals, β is the least ordinal that is greater than each of the ordinals g(n)
(n ∈ ω). Each finite or countable ordinal is low. It is consistent with ZF that
ω1, the least uncountable ordinal, is low (see Jech [1973], page 142). M. Gitik
[1980] proved, assuming the consistency of some large cardinal hypothesis,
that it is consistent with ZF that each ordinal is low. Now let T be the tree
<ω2. Choose a bijection h : ω −→ <ωω such that for all m,n, if h(m) ⊆ h(n)
then m ≤ n (so h(0) = 〈〉). Put s = f and define S as the tree {σ ∈
<ωω : σ ◦ s ∈ T and for all n, if 2n + 1 < length(σ) and h(n) ⊆ σ ◦ s then
σ(2n + 1) = 1}. Let α be an ordinal such that for all β ≤ α, β is low.
We will prove that (s, S) and (f, Uα) are not complementary, by defining
a quasi-branch (d,D) of T that is neither compatible with (s, S) nor with
(f, Uα).
Define d : ω −→ ω by d(n) = 3n + 1. Let D be the unique tree without
terminal nodes such that for each k, D=3k is the set of all finite sequences of
the form 〈β0, b0, g0, . . . , βk−1, bk−1, gk−1〉 such that for each n < k:
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• βn is a low ordinal, if βn = 0 then bn = 0 and gn : ω −→ {0}, and if
βn > 0 then bn = 1 and gn witnesses that βn is low;
• if n = 0 then βn = α, and if n > 0 and m, j are the unique natural
numbers for which h(n) = h(m)_〈j〉, then βn = gm(j).
Then for all δ ∈ D, δ ◦ d ∈ T .
Suppose that E, eI, and eII witness that (d,D) is compatible with (s, S).
Consider the set B of all ordinals β such that for some m,n ∈ ω and for
some σ ∈ E, if we write σ ◦ eI = 〈β0, b0, g0, β1, b1, g1, . . .〉 ∈ D and σ ◦ eII =
〈a0, b0, a1, b1, . . .〉 ∈ S, then h(n) = 〈a0, . . . , am−1〉 and β = βn. Note that for
each such β, if σ is long enough, then bn = 1 since 〈a0, b0, . . . , an, bn〉 ∈ S,
and for some n′, h(n′) = 〈a0, . . . , am〉, so βn′ = gn(am) < β. Therefore the
non-empty set B has no least element. This contradiction shows that (d,D)
and (s, S) are incompatible.
Now suppose that E, eI, and eII witness that (d,D) is compatible with
(f, Uα). Let B be the set of all ordinals β such that for some k, n ∈ ω and
some σ ∈ E, if we write h(n) = 〈a0, . . . , am−1〉, σ ◦ eII = 〈α0, b0, α1, b1, . . .〉 ∈
Uα, and σ ◦ eI = 〈β0, b0, g0, β1, b1, g1, . . .〉 ∈ D, then H(〈b0, b1, . . . , bk−1〉) =
〈a0, b0, . . . , am−1, bm−1〉 and β = βn > αk. Note that for each such β, if σ
is long enough, then, since βn is the least ordinal that is greater than each
of the ordinals gn(0), gn(1), . . ., there is some am ∈ ω such that gn(am) ≥
αk. Let n
′ be such that h(n′) = 〈a0, . . . , am〉. Then βn′ ≥ αk. Now
〈a0, b0, . . . , am−1, bm−1, am〉 ∈ S, so for some k′, H(〈b0, b1, . . . , bk′−1〉) =
〈a0, b0, . . . , am−1, bm−1, am〉. So αk > αk′ and thus βn′ > αk′ , so bn′ = 1.
Therefore 〈a0, b0, . . . , am, bm〉 ∈ S and for some k′′, H(〈b0, b1, . . . , bk′′−1〉) =
〈a0, b0, . . . , am, bm〉. Since βn′ > αk′′ , we conclude that βn′ ∈ B. This shows
that B has no least element. But α ∈ B (take n = 0, k ∈ ω such that for
all τ ∈ T=k, H(τ) = 〈〉, and σ ∈ E long enough). This contradiction shows
that (d,D) and (f, Uα) are incompatible.
6.25 Proposition Let (sI, SI) and (sII, SII) be Suslin codes with respect
to some tree T , whose extra moves are natural numbers. Suppose that
M is a transitive class model of ZF such that (sI, SI), (sII, SII), T ∈M .
Suppose that each ordinal is an element ofM . ThenM |= ((sI, SI) and
(sII, SII) are complementary with respect to T ) if and only if (sI, SI)
and (sII, SII) are complementary with respect to T .
Proof Define, for each ordinal α, Suslin codes (f, U Iα) and (f, U
II
α ) as in
Lemma 6.24. Now the following statements are equivalent:
(i) (sI, SI) and (sII, SII) are complementary with respect to T ;
(ii) (sI, SI) and (sII, SII) are incompatible and for all ordinals α and
β, (f, U Iα) and (f, U
II
β ) are incompatible.
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To see this, first suppose that (i) holds. Suppose that for some ordinals
α and β, D, dI, and dII witness that (f, U
I
α) is compatible with (f, U
II
β ).
Put d = dI ◦f = dII ◦f . By (i), we know that (d,D) is compatible with
(sJ , SJ) for J = I or J = II. Let us say that J = I and let E, e, and e
′
witness that (d,D) is compatible with (sI, SI). But then E, e ◦ dI, and
e′ witness that (f, U Iα) is compatible with (sI, SI). This contradiction
with Lemma 6.24 shows that (ii) holds.
Now suppose that (ii) holds. Let (d,D) be a quasi-branch of T and
suppose that (d,D) is not compatible with (sI, SI). Then, by Lemma
6.24, for some ordinal α, there are E, e, and e′ that witness that (d,D)
is compatible with (f, U Iα). If (e ◦ d,E) is compatible with (sII, SII),
then (d,D) is also compatible with (sII, SII) and we are done. If not,
then, by Lemma 6.24, for some ordinal β, (e′ ◦ f, E) is compatible with
(f, U IIβ ). But this would imply that (f, U
I
α) is also compatible with
(f, U IIβ ), which contradicts (ii).
Note that for each ordinal α, since α ∈M , the Suslin codes (f, U Iα)
and (f, U Iα) are also in M . We have already seen that for all Suslin
codes (d,D), (e, E) ∈ M , M |= ((d,D) and (e, E) are incompatible) if
and only if (d,D) and (e, E) are incompatible. To complete the proof,
we observe that, since M is a model of ZF, M |= (the statements (i)
and (ii) are equivalent).
The assumption that M contains all ordinals is relevant, even if we assume
that AC holds in the universe and in M . The idea is that if there is a
transitive model of ZF that does not contain all ordinals, then there is a
countable transitive set model M of ZF of minimal set theoretical rank.
Now M |= (there is no countable transitive set model of ZF). Furthermore,
some (s, S) witnesses that {x ∈ ω2 : x does not ‘code’ a wellfounded count-
able transitive set model of ZF} is ω-Suslin. The statement that (s, S) and
(s, {〈〉}) are complementary with respect to <ω2, holds in M but not in the
universe.
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7 Strongly winning pseudostrategies
In this chapter we prove that in every coded quasi-Borel game, one of the
players has a ‘strongly winning’ pseudostrategy. Intuitively, this means that
such a pseudostrategy is winning in every extension of the universe. We
will see that this concept can be formulated in some different ways. The
principle of dependent choices implies that the concepts ‘strongly winning’
and ‘winning’ are equivalent.
7A Strongly winning tactics
In Chapter 3 we proved, using the principle of dependent choices, that in
every Borel game G, player I has a winning tactic or player II has a winning
pseudostrategy. If G is coded Borel (or coded quasi-Borel), then we can avoid
the use of DC by defining a basic open tactical covering of G (just like we did
in Chapter 4 for coded Borel preferential games and in Chapter 5 for coded
Borel generalized games). But, in order to deduce from this result that every
coded (quasi-)Borel game is pseudodetermined, we still need DC to rule out
the possibility that both players have a winning tactic in G.
In this section we introduce the concept of strongly winning tactics in
coded quasi-Borel games. DC implies that ‘strongly winning’ is equivalent
to ‘winning’, but we can prove, without using DC, that there is no coded
quasi-Borel game in which both players have a strongly winning tactic. In
the next section, we will use this to prove that in every coded quasi-Borel
game exactly one of the players has a strongly winning pseudostrategy. In
fact, we will reduce each coded quasi-Borel game to some auxiliary game that
is strongly basic open in the sense of the following definition.
7.1 Definition Let T be a tree and let c : C −→ {⊥,>,∨,∧,3} be a
quasi-Borel code for some subset X of [T ]. Define, by induction on C,
a relation between elements of T and C as follows: For each σ ∈ T
and γ ∈ C, we say that σ forces γ with respect to T and c if for some
k ≥ length(σ), for each τ ∈ T=k such that σ ⊆ τ , the following holds:
• c(γ) 6= ⊥;
• if c(γ) = ∨ then for some n ∈ ω, τ forces γ_〈n〉;
• if c(γ) = ∧ then for all n ∈ ω, τ forces γ_〈n〉;
• if c(γ) = 3 then for some n ≤ k, the moves in C at γ are the
elements of T=n and τ forces γ_〈τ |n〉.
We say that σ immediately forces γ if we can take k = length(σ), in
other words if the four statements above hold for τ = σ.
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We say that σ (immediately) avoids γ with respect to T and c
if σ (immediately) forces γ with respect to T and the quasi-Borel code
{(⊥,>), (>,⊥), (∨,∧), (∧,∨), (3,3)} ◦ c for [T ] \X.
We say that X is strongly basic open with respect to T and c if
for some n ∈ ω, for each σ ∈ T=n, σ immediately forces or immediately
avoids 〈〉 with respect to T and c.
Define, for every γ ∈ C, a quasi-Borel subset Xγ of [T ] as in Definition 6.7.
Then one easily verifies, by induction on C, that for every γ ∈ C and σ ∈ T :
• if σ forces γ, then for each τ ∈ T such that σ ⊆ τ , τ forces γ, and for
each x ∈ [T ] such that σ ⊆ x, x ∈ Xγ;
• if σ avoids γ, then for each τ ∈ T such that σ ⊆ τ , τ avoids γ, and for
each x ∈ [T ] such that σ ⊆ x, x /∈ Xγ;
• if T has no terminal node, then σ does not both force and avoid γ.
This implies that if X is strongly basic open with respect to T and c, then
X is a basic open subset of [T ].
One also easily proves that if for some infinite sequence x, T is the tree
{x|n : n ∈ ω}, then 〈〉 forces 〈〉 if and only if x ∈ X, and 〈〉 avoids 〈〉 if and
only if x /∈ X.
Let f : ω −→ ω be strictly increasing and let T ′ be a tree such that
for all σ ∈ T ′, σ ◦ f ∈ T . Define X ′ = {x ∈ [T ′] : x ◦ f ∈ X} and let
c′ : C ′ −→ {⊥,>,∨,∧,3} be the quasi-Borel code for X ′ associated with T ′,
f , and c, so c′ = c ◦ Γ for a certain Γ : C ′ −→ C. Then one easily verifies,
by induction on C ′, that for every γ ∈ C ′ and σ ∈ T ′, if σ ◦ f (immediately)
forces Γ(γ) with respect to T and c, then σ (immediately) forces γ with
respect to T ′ and c′. Thus, if X is strongly basic open with respect to T and
c, then X ′ is strongly basic open with respect to T ′ and c′.
We will use the ‘forcing’ relation to define the concept of a strongly win-
ning tactic.
7.2 Definition Let (T, P,X) be a game, let c be a quasi-Borel code for
X, and let s : ω −→ ω be strictly increasing. We call an s-tactic S for
player I in (T, P,X) strongly winning with respect to c if for every
quasi-branch (d,D) of S, there is a quasi-branch (e, E) of D such that
〈〉 forces 〈〉 with respect to E and the quasi-Borel code associated with
E, e ◦ d ◦ s, and c.
An s-tactic for player II in (T, P,X) is called strongly winning
with respect to c if it is a strongly winning s-tactic for player I in the
game (T, T \ P, [T ] \X) with respect to the quasi-Borel code
{(⊥,>), (>,⊥), (∨,∧), (∧,∨), (3,3)} ◦ c for [T ] \X.
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A pseudostrategy for some player in (T, P,X) is called strongly
winning with respect to c if it is a strongly winning t-tactic with
respect to c, where t is the identity on ω.
7.3 Example Consider a game of the form (T, P,Ø). The unique function
c : {〈〉} −→ {⊥} is a quasi-Borel code for the winning set for player
I in this game. Now one easily verifies that each tactic for player II
in this game is strongly winning (with respect to c) and that a tactic
S for player I in this game is strongly winning if and only if S has no
quasi-branch if and only if S is wellfounded (whereas S is winning if
and only if [S] = Ø).
We call a game (T, P,X) strongly basic open with respect to c if c is a quasi-
Borel code for X and X is strongly basic open with respect to T and c.
7.4 Theorem Let (T, P,X) be a strongly basic open game with respect to
c. Then one of the players has a strongly winning pseudostrategy in
(T, P,X) with respect to c.
Proof Choose n ∈ ω such that for each σ ∈ T=n, σ (immediately) forces
or avoids 〈〉 with respect to T and c.
Let σ ∈ T=n. Consider the gameGσ = (T viaσ, P∩T viaσ, X∩[T viaσ]).
If σ avoids 〈〉 then the winning set for player I in Gσ is empty, so, by
Remark 2.10, player I has a wellfounded pseudostrategy or player II
has a pseudostrategy in this trivial game. If σ forces 〈〉 then the same
holds with I and II interchanged. Furthermore, if σ both forces and
avoids 〈〉 then T viaσ is wellfounded. So we can find a player Wσ and
a pseudostrategy Sσ for Wσ in Gσ such that if either σ forces 〈〉 and
Wσ = II or σ avoids 〈〉 and Wσ = I, then Sσ is wellfounded.
Continuing as in the proof of Theorem 2.5, we find a pseudostrategy
S for some player W in (T, P,X) such that for all σ ∈ S=n, Wσ = W
and Sviaσ = Sσ. In order to see that S is strongly winning with respect
to c, let (d,D) be a quasi-branch of S. Choose some σ′ ∈ D=d(n). Put
σ = σ′ ◦ d and E = Dviaσ′ . Let e be the identity on ω. Then (e, E)
is a quasi-branch of D and (d,E) is a quasi-branch of Sσ, so Sσ is not
wellfounded. If W = I, then we conclude that σ does not avoid 〈〉, so σ
forces 〈〉 with respect to T and c and therefore 〈〉 forces 〈〉 with respect
to E and the quasi-Borel c′ code associated with E, d, and c. Similarly,
if W = II then 〈〉 avoids 〈〉 with respect to E and c′.
7.5 Proposition Let S be a tactic for some player in a game (T, P,X)
and let c be a quasi-Borel code for X. Then:
(i) if S is strongly winning with respect to c, then S is winning;
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(ii) if DC holds and S is winning, then S is strongly winning with
respect to c.
Proof By symmetry, we may assume that S is an s-tactic for player I.
Suppose that S is strongly winning. Let x be an infinite branch
of S. Define D as the tree {x|n : n ∈ ω} and d as the identity on ω.
Since S is strongly winning, D has a quasi-branch (e, E) such that 〈〉
forces 〈〉 with respect to E and the quasi-Borel code c′ associated with
E, e ◦ s, and c. Now suppose that x ◦ s /∈ X. Then 〈〉 avoids 〈〉 with
respect to D and the quasi-Borel code associated with D, s, and c, and
thus 〈〉 both forces and avoids 〈〉 with respect to E and c′. Since this is
impossible, we conclude that x ◦ s ∈ X. This proves that the s-tactic
S for player I in (T, P,X) is winning.
Now suppose that DC holds and that S is winning. Let (d,D) be
a quasi-branch of S. By DC and Proposition 2.6, D has some infinite
branch x. Put E = {x|n : n ∈ ω} and let e be the identity on ω. Let
c′ be the quasi-Borel code associated with E, d ◦ s, and c. Then, since
x ◦ d ∈ [S], x ◦ d ◦ s ∈ X. So 〈〉 forces 〈〉 with respect to E and c′. This
proves that S is strongly winning with respect to c.
7.6 Proposition There is no game (T, P,X) and quasi-Borel code c for
X, such that both players have a strongly winning tactic in (T, P,X)
with respect to c.
Proof Suppose that player I has a strongly winning sI-tactic SI and that
player II has a strongly winning sII-tactic SII. Just as in the proof of
Proposition 3.3, we can define strictly increasing functions fI, fII, and
f from ω to ω such that fII ◦ sII = fI ◦ sI = f , and a tree D without
terminal nodes such that for all σ ∈ D, σ ◦ fI ∈ SI and σ ◦ fII ∈ SII.
Since SI is strongly winning, D has some quasi-branch (e, E) such
that 〈〉 forces 〈〉 with respect to E and the quasi-Borel code associated
with E, e ◦ f , and c. Since SII is strongly winning, E has some quasi-
branch (e′, E ′) such that 〈〉 avoids 〈〉 with respect to E ′ and the quasi-
Borel code c′ associated with E ′, e′ ◦ e ◦ f , and c. But then 〈〉 both
forces and avoids 〈〉 with respect to E ′ and c′. We have seen that this
is impossible.
7B Reducing coded quasi-Borel games to strongly ba-
sic open games
In this section, we prove that in every coded quasi-Borel game exactly one of
the players has a strongly winning pseudostrategy, by reducing each coded
quasi-Borel game to some auxiliary strongly basic open game.
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In Definition 1.16, we introduced translators of strategies from one game
to another in such a way that winning strategies are translated into winning
strategies. We want to do something similar for strongly winning pseudo-
strategies.
7.7 Definition Let f : ω −→ ω be strictly increasing and consider games
G0 = (T0, P0, X0) and G1 = (T1, P1, X1) such that for all σ ∈ T1,
σ ◦ f ∈ T0 and such that X1 = {x ∈ [T1] : x ◦ f ∈ X0}.
A strong f-translator of pseudostrategies for player II from
G1 to G0 is a function φ that assigns to every pseudostrategy S for
player II in G1 a pseudostrategy φ(S) for player II in G0 such that
every quasi-branch of φ(S) is compatible with (f, S).
We say that φ is continuous if there are functions φ0, φ1, . . . such
that:
(i) for every n ∈ ω, domain(φn) is the set of pseudostrategies for
player II in G1 up to positions of length f(n) and for every S ∈
domain(φn), φn(S) is a pseudostrategy for player II in G0 up
to positions of length n and for every m < n, φn(S)
≤m+1 =
φm(S
≤f(m)+1);
(ii) for every pseudostrategy S for II in G1 and every m ∈ ω,
φ(S)≤m+1 = φm(S≤f(m)+1);
(iii) for every n ∈ ω, if f(n) = n, then T1≤n+1 = T0≤n+1, P1 ∩ T1≤n =
P0 ∩ T0≤n, and for every S ∈ domain(φn), φn(S) = S.
7.8 Lemma Let f , G0, and G1 be as in Definition 7.7. Suppose that X0
has some quasi-Borel code c0 and define c1 as the quasi-Borel code
associated with T1, f , and c0. Let φ be a strong f -translator of pseudo-
strategies for player II from G1 to G0. Suppose that II has a strongly
winning pseudostrategy S in G1 with respect to c1. Then φ(S) is a
strongly winning pseudostrategy for II in G0 with respect to c0.
Proof Let (d,D) be a quasi-branch of φ(S). Let E, e, and d′ witness
that (d,D) is compatible with (f, S). Since (d′, E) is a quasi-branch of
the strongly winning pseudostrategy S, E has a quasi-branch (e′, E ′)
such that 〈〉 avoids 〈〉 with respect to E ′ and the quasi-Borel code c′
associated with E ′, e′ ◦ d′, and c1. Since (e′ ◦ e, E ′) is a quasi-branch of
D and c′ is the quasi-Borel code associated with E ′, e′ ◦ e ◦ d, and c0,
this proves that φ(S) is strongly winning with respect to c0.
7.9 Lemma Suppose that for each n ∈ ω, Gn is a game, fn : ω −→ ω is
strictly increasing, φn is a strong fn-translator of pseudostrategies for
player II from Gn+1 to Gn, and φ
0
n, φ
1
n, . . . witness that φn is continuous.
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Assume that for each n ∈ ω, gn = limm→ω fm ◦ · · · ◦ fn+1 ◦ fn exists.
Then there is a (unique) game G and, for each n ∈ ω, a continuous,
strong gn-translator ψn of pseudostrategies for player II from G to Gn
such that φn ◦ ψn+1 = ψn.
Proof Define a game G and, for all n, i ∈ ω, functions ψin and ψn, just
as in the proof of Lemma 1.19 (with ‘pseudostrategy for II’ instead of
‘strategy for I’). Let n ∈ ω. In order to see that ψn is a continuous,
strong gn-translator of pseudostrategies for player II from G to Gn, let
S be a pseudostrategy for II in G and let (dn, Dn) be a quasi-branch of
the pseudostrategy ψn(S) for II in Gn. We must show that (dn, Dn) is
compatible with (gn, S).
Just as in the proof of Proposition 3.3, we easily find strictly increas-
ing functions en and dn+1 from ω to ω such that en ◦ dn = dn+1 ◦ fn,
range(en)∩range(dn+1) = range(en◦dn), and range(en)∪range(dn+1) =
ω. Note that for all i, if fn(i) = i then dn+1(i) = dn(i). Define Dn+1 as
the union of all trees E such that E, en, and dn+1 witness that (dn, Dn)
is compatible with (fn, ψn+1(S)). For each τ ∈ Dn, the quasi-branch
(dn, Dn
via τ ) of ψn(S) is compatible with (fn, ψn+1(S)), since ψn(S) =
φn(ψn+1(S)) and φn is a strong fn-translator. This easily implies that
Dn+1 is a tree without terminal nodes and {σ ◦ en : σ ∈ Dn+1} = Dn.
Repeating this argument, we find, for each m ≥ n, some Dm+1, em,
and dm+1 witnessing that (dm, Dm) is compatible with (fm, ψm+1(S))
and such that for all i, if em(i) = i then Dm
≤i = Dm+1≤i. Using the
fact that for each i ∈ ω, for all large m, fm(i) = i, dm+1(i) = dm(i),
and em(i) = i, we find a tree D without terminal nodes such that
for each i ∈ ω, for all large m, D≤i = Dm≤i. We also see that both
d = limm→ω dm and hn = limm→ω em ◦ · · · ◦ en+1 ◦ en exist, and that
hn ◦ dn = d ◦ gn. For each i, for all large m, ψm(S)≤i = S≤i, so (d,D)
is a quasi-branch of S. Thus D, hn, and d witness that (dn, Dn) is
compatible with (gn, S).
Note that we used a similar argument in the last part of the proof
of Theorem 6.23.
7.10 Definition Let f , G0, and G1 be as in Definition 7.7 and let E be
some set.
A strong f-translator of tactics for player I with extra
moves in E, from G1 to G0 is a function φ that assigns to every
pair (s1, S1) for which s1 : ω −→ ω is strictly increasing and S1 is an
s1-tactic for player I in G1 whose extra moves are in E, a pair (s0, S0)
such that s0 : ω −→ ω is strictly increasing, S0 is an s0-tactic for
player I in G0 whose extra moves are in E, and such that for every
quasi-branch (d,D) of S0, (d ◦ s0, D) is compatible with (s1 ◦ f, S1).
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We say that φ is continuous if there are functions φ0, φ1, . . . that
satisfy the conditions (i) and (ii) in Definition 3.6, such that for all
n ∈ ω, if f(n) = n then for all (σ, S) ∈ domain(φn), φn((σ, S)) = (σ, S).
It is not difficult to formulate and prove lemmas similar to the Lemmas 7.8
and 7.9, with ‘strong f -translators of tactics for player I with extra moves
in E’ instead of ‘strong f -translators of pseudostrategies for player II’. The
result is similar to Lemma 3.9, but now we have strong translators of pseu-
dostrategies for II and tactics for I. Another difference is that we do not use
DC.
In Chapter 3 we only considered Borel games, but now we consider
(coded) quasi-Borel games. Therefore we need a lemma similar to Lemma
6.3.
7.11 Lemma Let (T, P,X) be a game. Let E be a set such that <ωE ⊆ E.
Let n ∈ ω and let f : ω −→ ω be strictly increasing such that f |n
is the identity on n. For each τ ∈ T=n, let φτ and φEτ be continuous,
strong f -translators of pseudostrategies for II and tactics for I with
extra moves in E, respectively, from a game (Uτ , Qτ , Yτ ) to the game
(T via τ , P ∩ T via τ , X ∩ [T via τ ]).
Then there is a game (U,Q, Y ) such that for every τ ∈ T=n, Uτ =
Uvia τ , Qτ = Q ∩ Uτ , and Yτ = Y ∩ [Uτ ], and there are continuous,
strong f -translators φ and φE of pseudostrategies for II and tactics for
I with extra moves in E, respectively, from (U,Q, Y ) to (T, P,X).
Proof Define (U,Q, Y ) just as in the proof of Lemma 6.3. Note that
Y = {y ∈ [U ] : y ◦ f ∈ X}.
For each pseudostrategy S for player II in (U,Q, Y ), φ(S) is the
pseudostrategy S≤n ∪ ⋃τ∈S=n φτ (Svia τ ) for II in (T, P,X). Let (d,D)
be a quasi-branch of φ(S). Choose δ ∈ D such that τ = δ ◦ d ∈ T=n.
Then (d,Dvia δ) is a quasi-branch of φτ (S
via τ ) and thus compatible with
(f, Svia τ ). So (d,D) is compatible with (f, S). Now one easily verifies
that φ is a continuous, strong f -translator.
The definition of φE is more complicated, although the idea is the
same. Let S1 be an s1-tactic for player I in (U,Q, Y ) whose extra moves
are in E. We let φE((s1, S1)) = (s0, S0), where s0 : ω −→ ω is defined
inductively by s0(m) =

s1(m) if f(m) = m,
1 if f(m) > m = 0,
s0(m− 1) + 2 if f(m) > m > 0,
and S0 is
the s0-tactic for player I in (T, P,X) that is described as follows:
Player I follows S1 until a position τ = 〈a0, . . . , an−1〉 in (T, P,X)
is reached, corresponding to some τ ′ ∈ S1 such that τ ′ ◦ s1 = τ . Let
(sτ , Sτ ) = φ
E
τ ((s1, S1
via τ ′)). So Sτ is an sτ -tactic for I in the game
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(T via τ , P ∩T via τ , X∩[T via τ ]) with extra moves in E. If player I followed
this tactic, then he would make a certain finite sequence σm of extra
moves immediately before move am is played, for each m ≥ n. The
length of this finite sequence may depend on m, but, if f(m) > m, also
on τ . Therefore player I follows Sτ with the following adjustment: For
each m ≥ n such that f(m) > m, instead of making the finite sequence
σm of extra moves, player I makes the single move σm. Since
<ωE ⊆ E,
this extra move is also in E.
One easily verifies that φE is a continuous, strong f -translator of
tactics for I with extra moves in E.
In Section 1D, we constructed, for each open game G0 and k ∈ ω, some basic
open gameG1 and translators of strategies for I and II fromG1 toG0. Lemma
3.10 shows that we can also translate tactics for I and pseudostrategies for
II from G1 to G0. The following lemma shows that these translators are in
fact strong translators.
7.12 Lemma Let G0 = (T0, P0, X0) be an open game and let ∆ ⊆ T0 such
that X0 = {x ∈ [T0] : for some τ ∈ ∆, τ ⊆ x} and for all σ ∈ ∆, for all
τ ∈ T0, if σ ⊆ τ then τ ∈ ∆. Let k ∈ ω and let f be the unique strictly
increasing function from ω to ω whose range is ω\{k, k+1}. Then there
is a basic open game G1 = (T1, P1, X1) such that T0 = {σ ◦ f : σ ∈ T1},
X1 = {x ∈ [T1] : x ◦ f ∈ X0}, and for each σ ∈ T1=k+2, either for all
τ ∈ T1, if σ ⊆ τ and τ ◦ f ∈ ∆ then τ is a terminal node of T1, or for
some τ ∈ T1, σ ⊆ τ and τ ◦ f ∈ ∆ and T1viaσ = T1via τ . Furthermore,
there is a continuous, strong f -translator of pseudostrategies for player
II from G1 to G0 and for every set E such that T1 ⊆ <ωE, there is a
continuous, strong f -translator of tactics for player I with extra moves
in E, from G1 to G0.
Proof For each σ ∈ T0=k, let ∆σ = {τ ∈ ∆ : σ ⊆ τ}. Apart from this,
we define G1 exactly as in Section 1D. Then each σ ∈ T1=k+2 satisfies
one of the two conditions above: the first one if σ(k + 1) = 1 and the
second one otherwise.
Define a function F and a continuous f -translator φII of pseudo-
strategies for player II from G1 to G0, just as in the proof of Lemma
3.10. In order to see that φII is a continuous, strong f -translator of
pseudostrategies for II from G1 to G0, let S be a pseudostrategy for
player II in G1 and let (d,D) be a quasi-branch of φ(S). We must show
that (d,D) is compatible with (f, S). Let g be the unique strictly in-
creasing function from ω to ω whose range is ω\{d(k), d(k)+1}. Define
e : ω −→ ω by e(n) =

d(n) if n ≤ k,
d(k) + 1 if n = k + 1,
d(n− 2) + 2 if n ≥ k + 2.
Then g◦d = e◦f .
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Choose some δ ∈ D=d(k) and put σ = δ ◦ d.
Case 1: For all δ′ ∈ D, if δ ⊆ δ′ then δ′ ◦ d /∈ ∆. For some A,
F (S, σ, 1) = σ_〈A, 1〉. Let E be the set of all finite sequences ρ
such that for some ρ′, ρ ⊆ δ_〈A, 1〉_ρ′ and δ_ρ′ ∈ D.
Case 2: For some δ′ ∈ D, δ ⊆ δ′ and δ′ ◦ d ∈ ∆. Choose such δ′
of minimal length and put τ = δ′ ◦ d. For some A, F (S, σ, τ) =
σ_〈A, τ〉. Now let E be the set of all finite sequences ρ such that
for some ρ′, ρ ⊆ δ_〈A, τ〉_ρ′ and δ′ ⊆ δ_ρ′ ∈ D.
In both cases, for each ρ ∈ E, ρ ◦ e ∈ S, since ρ ◦ g ◦ d ∈ φ(S). Thus
E, g, and e witness that (d,D) is compatible with (f, S).
Now let E be a set such that T1 ⊆ <ωE. Define a continuous f -
translator φI of tactics for player I with extra moves in E, from G1 to
G0, just as in the proof of Lemma 3.10. Using a similar argument as
above, we see that φI is a strong f -translator.
In Lemma 3.11 we proved, using the principle of dependent choices, that
each Borel game has a basic open tactical covering. In a similar way we now
construct, without using DC, for each coded quasi-Borel game some ‘strong
tactical covering’.
7.13 Lemma Let G = (T, P,X) be a game and suppose that X has some
quasi-Borel code c. Let f : ω −→ ω be strictly increasing such that for
infinitely many natural numbers k, neither k nor k + 1 is in the range
of f . Then there is some game G′ = (T ′, P ′, X ′) such that:
(i) T = {σ ◦ f : σ ∈ T ′};
(ii) G′ is a strongly basic open game with respect to the quasi-Borel
code c′ associated with T ′, f , and c (so X ′ = {x ∈ [T ′] : x ◦ f ∈
X});
(iii) there is a strong f -translator φ of pseudostrategies for player II
from G′ to G and there are functions φ0, φ1, . . . witnessing that φ
is continuous;
(iv) for every set E such that T ′ ⊆ <ωE ⊆ E, there is a strong f -
translator φE of tactics for player I with extra moves in E, from
G′ to G and there are functions φE0 , φ
E
1 , . . . witnessing that φ
E is
continuous, such that for every n ∈ ω, if f(n) = n, then for every
(σ, S) ∈ domain(φEn ), φEn ((σ, S)) = (σ, S).
Proof Put C = domain(c). We will define G′ and functions φ, φn, φE, and
φEn as above, by transfinite induction to the rank of the wellfounded
tree C. We will call G′ the strong tactical f -covering of G with respect
to c. For each move a in C at 〈〉, we let Ca be the wellfounded tree
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{γ : 〈a〉_γ ∈ C} and we define a function ca on Ca by ca(γ) = c(〈a〉_γ).
So ca is a quasi-Borel code of some Xa ⊆ [T ].
First suppose that c(〈〉) ∈ {⊥,>}. Then X is strongly basic open
with respect to T and c. We define G′ just as in the proof of Lemma
1.22, by inserting some trivial extra move at the right places. So X ′
is strongly basic open with respect to T ′ and the quasi-Borel code
associated with T ′, f , and c. We define continuous, strong f -translators
from G′ to G just as in the proof of Lemma 3.11.
Now suppose that c(〈〉) = ∨. Then X = ⋃n∈ωXn. Just as in the
proof of Lemma 1.22, we find strictly increasing functions g0 and h from
ω to ω and some k ∈ ω such that f = h◦g0 and range(h) = ω\{k, k+1}.
We also find strictly increasing functions f0, g1, f1, g2, f2, . . . such that
for all n ∈ ω, gn = limm→ω fm ◦ · · · ◦ fn+1 ◦ fn and such that for each n,
for infinitely many natural numbers m, neither m nor m + 1 is in the
range of fn.
We define, inductively, for each n ∈ ω, a game (Tn, Pn, Yn) as fol-
lows: We let T0 = T and P0 = P . For each n ∈ ω, Yn is the quasi-Borel
set coded by the quasi-Borel code dn associated with Tn, fn−1 ◦ · · · ◦ f0,
and cn, and, for some Zn, (Tn+1, Pn+1, Zn) is the strong tactical fn-
covering of (Tn, Pn, Yn) with respect to dn.
For every n ∈ ω, let Gn be the game (Tn, Pn, {x ∈ [Tn] : x◦fn−1◦· · ·◦
f0 ∈ X}), so the translators that we associate with the strong tactical
fn-covering (Tn+1, Pn+1, Zn) are also continuous, strong fn-translators
from Gn+1 to Gn. Now let G
′′ = (T ′′, P ′′, X ′′) be the ‘limit’ of the
infinite sequence G0, G1, . . ., given by Lemma 7.9. Define c
′′ as the
quasi-Borel code for X ′′ associated with T ′′, g0, and c. Then for each
n ∈ ω, there is some m such that for each σ ∈ T ′′=m, σ immediately
forces or immediately avoids 〈n〉 with respect to T ′′ and c′′. This follows
from the fact that Zn is strongly basic open with respect to Tn+1 and
the quasi-Borel code associated with Tn+1, fn, and dn.
Thus, if we put ∆ = {τ ∈ T ′′ : for some n ∈ ω, τ immediately
forces 〈n〉}, then X ′′ is the open set {x ∈ [T ′′] : for some τ ∈ ∆,
τ ⊆ x}. By Lemma 7.12, we find a basic open game G′ = (T ′, P ′, X ′)
and certain continuous, strong h-translators from G′ to G′′. Composing
these with the g0-translators from G
′′ to G that are given by Lemma
7.9 and the remark following Definition 7.10, we get continuous, strong
f -translators from G′ to G. In order to see that X ′ is strongly basic
open with respect to T ′ and the quasi-Borel code c′ associated with T ′,
f , and c, consider some σ ∈ T ′=k+2. By Lemma 7.12, we can distinguish
two cases.
Case 1: For all τ ∈ T ′, if σ ⊆ τ and τ ◦ h ∈ ∆ then τ is a terminal
node of T ′.
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Let n ∈ ω and choose m ≥ k such that for each ρ ∈ T ′′=m, ρ
immediately forces or immediately avoids 〈n〉 with respect to T ′′
and c′′. Then for each τ ∈ T ′=m+3 such that σ ⊆ τ , τ |(m+2) is not
a terminal node of T ′, so τ ◦h|m /∈ ∆ and therefore τ immediately
avoids 〈n〉 with respect to T ′ and c′. This shows that σ avoids
〈n〉 with respect to T ′ and c′. Since this holds for each n ∈ ω, we
conclude that σ immediately avoids 〈〉 with respect to T ′ and c′.
Case 2: For some τ ∈ T ′, σ ⊆ τ and τ ◦ h ∈ ∆ and T ′viaσ = T ′via τ .
Choose such a τ . Then there is some n ∈ ω such that τ ◦ h im-
mediately forces 〈n〉 with respect to T ′′ and c′′. So τ immediately
forces 〈n〉 with respect to T ′ and c′. Since for each ρ ∈ T ′ of the
same length as τ , if σ ⊆ ρ then ρ = τ , this shows that σ forces
〈n〉 with respect to T ′ and c′. Thus σ immediately forces 〈〉 with
respect to T ′ and c′.
If c(〈〉) = ∧, then X = ⋂n∈ωXn. We construct G′′ as above, but
now this game is closed. We continue with ‘forces’ and ‘avoids’ ex-
changed everywhere, and with the following adjustment: Applying
Lemma 7.12 to the open game (T ′′, P ′′, [T ′′]\X ′′), we find a basic open
game (T ′, P ′, [T ′] \ X ′). The continuous, strong h-translators that we
find, are also translators from G′ = (T ′, P ′, X ′) to G′′.
Finally suppose that c(〈〉) = 3. So, for some n ∈ ω, X is the mix
of the sets Xτ (τ ∈ T=n). Just as in the proof of Lemma 6.4, we easily
find strictly increasing functions h, l, and r from ω to ω and some k ∈ ω
such that f = h ◦ l ◦ r, range(h) = ω \ {k, k + 1}, for infinitely many
natural numbers m, neither m nor m + 1 is in the range of r, and for
all m < n, r(m) = m. We can do this in such a way that k+2 ≥ f(n).
Let τ ∈ T=n. Let dτ be the quasi-Borel code associated with T via τ ,
the identity on ω, and cτ . Then dτ is a quasi-Borel code for X∩ [T via τ ].
Let (Uτ , Qτ , Yτ ) be the strong tactical r-covering of (T
via τ , P∩T via τ , X∩
[T via τ ]) with respect to dτ .
By Lemma 7.11, we find a game (U,Q, Y ) such that for every τ ∈
T=n, Uτ = U
via τ , Qτ = Q ∩ Uτ , and Yτ = Y ∩ [Uτ ], and continuous,
strong r-translators from (U,Q, Y ) to (T, P,X). We easily construct a
game G′′ = (U ′, Q′, Y ′) and continuous, strong l-translators from G′′ to
(U,Q, Y ) by inserting some trivial extra move at the right places.
Let c′′ be the quasi-Borel code for Y ′, associated with U ′, l ◦ r,
and c. Then for some n′ ≤ k, the moves in c′′ at 〈〉 are precisely the
elements τ ′ of U ′=n
′
. For each such τ ′, there is some m ≥ n′ such that
for each σ ∈ U ′=m, if τ ′ ⊆ σ, then σ immediately forces or immediately
avoids 〈τ ′〉 with respect to U ′ and c′′. This follows from the fact that,
for τ = τ ′ ◦ l ◦ r, Yτ is strongly basic open with respect to Uτ and the
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quasi-Borel code associated with Uτ , r, and dτ .
Thus, if we put ∆ = {σ ∈ U ′ : length(σ) ≥ n′ and σ immediately
forces 〈σ|n′〉}, then Y ′ is the open set {x ∈ [U ′] : for some τ ∈ ∆,
τ ⊆ x}. By Lemma 7.12, we find a basic open game G′ = (T ′, P ′, X ′)
and certain continuous, strong h-translators from G′ to G′′. Composing
these with the (l ◦ r)-translators from G′′ to G that we already have,
we get continuous, strong f -translators from G′ to G. In order to see
that X ′ is strongly basic open with respect to T ′ and the quasi-Borel
code c′ associated with T ′, f , and c, consider some σ ∈ T ′=k+2. Put
τ ′ = σ|n′ = σ ◦ h|n′. By Lemma 7.12, we can distinguish two cases.
Case 1: For all τ ∈ T ′, if σ ⊆ τ and τ ◦ h ∈ ∆ then τ is a terminal
node of T ′.
Choose m ≥ k such that for each ρ ∈ U ′=m, if τ ′ ⊆ ρ, then ρ
immediately forces or immediately avoids 〈τ ′〉 with respect to U ′
and c′′. Then for each τ ∈ T ′=m+3 such that σ ⊆ τ , τ |(m+2) is not
a terminal node of T ′, so τ ◦h|m /∈ ∆ and therefore τ immediately
avoids 〈τ ′〉 with respect to T ′ and c′. This shows that σ avoids
〈τ ′〉 with respect to T ′ and c′. Since τ ′ ⊆ σ, we conclude that σ
immediately avoids 〈〉 with respect to T ′ and c′.
Case 2: For some τ ∈ T ′, σ ⊆ τ and τ ◦ h ∈ ∆ and T ′viaσ = T ′via τ .
Choose such a τ . Then τ ◦ h immediately forces 〈τ ′〉 with respect
to U ′ and c′′. So τ immediately forces 〈τ ′〉 with respect to T ′ and
c′. Since for each ρ ∈ T ′ of the same length as τ , if σ ⊆ ρ then
ρ = τ , this shows that σ forces 〈τ ′〉 with respect to T ′ and c′.
Thus σ immediately forces 〈〉 with respect to T ′ and c′.
We now give a proof of the main result of this chapter, similar to the proof
of Theorem 3.12.
7.14 Theorem Let (T, P,X) be a game and suppose that X has a quasi-
Borel code c. Then exactly one of the players has a strongly winning
pseudostrategy in (T, P,X) with respect to c.
Proof By Proposition 7.6, at most one of the players has a strongly winning
pseudostrategy in (T, P,X) with respect to c.
Define f : ω −→ ω by f(n) = 3n, and put G = (T, P,X). Let G′
be as in Lemma 7.13. So G′ is strongly basic open with respect to the
quasi-Borel code c′ associated with T ′, f , and c. By Theorem 7.4, some
player J has a strongly winning pseudostrategy in G′ with respect to
c′. If J = II, then, by the Lemmas 7.8 and 7.13, player II has a strongly
winning pseudostrategy in (T, P,X) with respect to c. In a similar way,
using the fact that each pseudostrategy is a tactic without extra moves
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and for some set E, T ′ ⊆ <ωE ⊆ E, we see that if J = I, then player I
has a strongly winning tactic in (T, P,X) with respect to c.
The game (T, T \ P, [T ] \X) is also coded quasi-Borel. Therefore,
in (T, P,X), either player I has a strongly winning pseudostrategy or
player II has a strongly winning tactic with respect to c.
Thus, in (T, P,X), either both players have a strongly winning tac-
tic or at least one of the players has a strongly winning pseudostrategy.
The first possibility is ruled out by Proposition 7.6.
7C Winning in each extension of the universe
In this section, we show that the concept ‘strongly winning’ is related to some
concepts that we introduced in Chapter 6. We will see that it is also related
to (generic) extensions of the universe. We need the following lemma.
7.15 Lemma Let c : C −→ {⊥,>,∨,∧,3} be a quasi-Borel code with
respect to some tree T . For each γ ∈ C, we define a Suslin code (f, Aγ)
as in the proof of Theorem 2.16. Let (d,D) be a Suslin code with respect
to T . Let c′ be the quasi-Borel code associated with D, d, and c. Put
C ′ = domain(c′) and recall that c′ = c ◦ Γ for a certain Γ : C ′ −→ C.
Let τ ∈ D and γ′ ∈ C ′ and put γ = Γ(γ′). Suppose that there is a
strictly increasing g : ω −→ ω and an F : {σ ∈ D : τ ⊆ σ} −→ Aγ such
that for all σ, σ′ ∈ domain(F ) and n ∈ ω, F (σ)◦f ⊆ σ ◦d and if σ ⊆ σ′
then F (σ) ⊆ F (σ′) and if length(σ) ≥ g(n) then length(F (σ)) ≥ n.
Then τ forces γ′ with respect to D and c′.
In particular, for (d,D) = (f, A〈〉), 〈〉 forces 〈〉 with respect to A〈〉
and c′.
Proof We prove this by induction on C (or on C ′). Note that c′(γ′) = c(γ).
For c(γ) = >, this is trivial, and for c(γ) = ⊥, Aγ=1 = Ø and thus
for each k ≥ g(1), there is no σ ∈ D=k such that τ ⊆ σ.
If c(γ) = 3, then there is some k ≥ length(τ) such that for each
σ ∈ domain(F ) of length k, there is a unique move a′ in C ′ at γ′ such
that a′ ⊆ σ, and a unique move a in C at γ such that a ⊆ F (σ) ◦ f .
For such σ, a and a′ we have that a = a′ ◦ d and Γ(γ′_〈a′〉) = γ_〈a〉.
Since {F (σ′) : σ′ ∈ D and σ ⊆ σ′} ⊆ {ρ ∈ Aγ : a ⊆ ρ◦f} ⊆ Aγ_〈a〉, we
know by the induction hypothesis that σ forces γ′_〈a′〉. This proves
that τ forces γ′.
If c(γ) = ∨, choose k ≥ length(τ) such that k ≥ g(1). Let σ ∈
domain(F ) of length k. Let n be the natural number F (σ)(0). Then
Γ(γ′_〈n〉) = γ_〈n〉 and for each σ′ ∈ D such that σ ⊆ σ′, if we write
F (σ′) = 〈n, x0, a0, x1, a1, . . .〉, then 〈a0, x0, a1, x1, . . .〉 ∈ Aγ_〈n〉. Thus,
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by the induction hypothesis, σ forces γ′_〈n〉. This proves that τ forces
γ′.
Finally, suppose that c(γ) = ∧. Let n ∈ ω. Then Γ(γ′_〈n〉) =
γ_〈n〉 and, for some bijection pi : ω×ω −→ ω, for each σ′ ∈ domain(F ),
if F (σ′) = 〈a0, x0, a1, x1, . . .〉, then 〈api(n,0), x0, api(n,1), x1, api(n,2), . . .〉 ∈
Aγ_〈n〉. Thus, by the induction hypothesis, τ forces γ′_〈n〉. Since this
holds for each n ∈ ω, we have that τ forces γ′. In fact, τ immediately
forces γ′.
In the following theorem, we give some equivalent formulations of the concept
of a strongly winning tactic.
7.16 Theorem Let (T, P,X) be a game and suppose that X has a quasi-
Borel code c. Define Suslin codes (f, A〈〉) and (f,B〈〉) for X and [T ]\X,
respectively, as in the proof of Proposition 6.21. Let S be an s-tactic
for player I in (T, P,X). Then the following statements are equivalent:
(i) S is strongly winning with respect to c;
(ii) (s, S) and (f,B〈〉) are incompatible;
(iii) for every quasi-branch (d,D) of S, (d ◦ s,D) is compatible with
(f, A〈〉);
(iv) for every quasi-branch (d,D) of S, there exists a tree D′ ⊆ D
without terminal nodes such that 〈〉 forces 〈〉 with respect to D′
and the quasi-Borel code associated with D′, d ◦ s, and c.
Furthermore, if X is strongly basic open with respect to c then for some
n, for all τ ∈ T=n, at least one of the trees {σ ∈ A〈〉 : σ ◦ f ∈ T via τ}
and {σ ∈ B〈〉 : σ ◦ f ∈ T via τ} is wellfounded.
Proof In order to prove that (i) implies (ii), suppose that S is strongly
winning and D, d, and d′ witness that (s, S) is compatible with (f,B〈〉).
We will derive a contradiction. Since (d,D) is a quasi-branch of S, D
has a quasi-branch (e, E) such that 〈〉 forces 〈〉 with respect to E and
the quasi-Borel code c′ associated with E, e ◦ d ◦ s, and c. On the
other hand, by Lemma 7.15, 〈〉 avoids 〈〉 with respect to B〈〉 and the
quasi-Borel code associated with B〈〉, f , and c. Since (e ◦ d′, E) is a
quasi-branch of B〈〉, we would have that 〈〉 both forces and avoids 〈〉
with respect to E and c′.
By (the proof of) Theorem 6.23, the Suslin codes (f, A〈〉) and (f,B〈〉)
are complementary, so (ii) implies (iii).
Now suppose that (iii) holds. Let (d,D) be a quasi-branch of S.
Then there are E, e, and e′ witnessing that (d◦s,D) is compatible with
(f, A〈〉). We may assume, without loss of generality, that range(e) ∪
range(e′) = ω and thus the extra moves of (e, E) are natural numbers.
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Therefore we can find a subtree E ′ of E without terminal nodes such
that for each σ ∈ E ′ whose length is not in range(e), there is exactly
one move in E ′ at σ. Define a subtree D′ of D without terminal nodes
by D′ = {σ ◦ e : σ ∈ E ′}. Define F : D′ −→ A〈〉 as follows: For each
τ ∈ D′, F (τ) = σ ◦ e′, where σ is the unique element of E ′ for which
τ = σ ◦ e and length(σ) = e(length(τ)). Then, by Lemma 7.15, 〈〉
forces 〈〉 with respect to D′ and the quasi-Borel code associated with
D′, d ◦ s, and c. This proves that (iii) implies (iv).
It is trivial that (iv) implies (i).
Now suppose thatX is strongly basic open with respect to c. Choose
n ∈ ω such that for each τ ∈ T=n, τ either forces or avoids 〈〉 with re-
spect to T and c. Let τ ∈ T=n such that τ avoids 〈〉. Suppose that the
tree {σ ∈ A〈〉 : σ ◦ f ∈ T via τ} has some subtree D without terminal
nodes. Then 〈〉 avoids 〈〉 with respect to D and the quasi-Borel code
c′ associated with D, f , and c. But, by Lemma 7.15, since D ⊆ A〈〉,
〈〉 also forces 〈〉 with respect to D and c′, which is impossible. In the
same way we see that for each τ ∈ T=n such that τ forces 〈〉, the tree
{σ ∈ B〈〉 : σ ◦ f ∈ T via τ} is wellfounded.
If S is countable, then, since the extra moves of (f,B〈〉) are natural numbers,
statement (ii) in this theorem holds if and only if the Suslin codes (s, S)
and (f,B〈〉) code disjoint sets. Thus, a countable s-tactic S for player I in
(T, P,X) is strongly winning with respect to c if and only if S is winning.
Also note that if s is the identity on ω (and thus S is a pseudostrategy
for player I in (T, P,X)) then statement (ii) in this theorem holds if and only
if the tree {σ ∈ B〈〉 : σ ◦ f ∈ S} is wellfounded.
In the rest of this chapter, we will use the equivalence of the statements (i)
and (ii) above instead of Definition 7.2. So one may think of statement (ii) as
a definition of the concept of a strongly winning tactic for player I. Similarly,
an s-tactic S for player II is strongly winning if and only if (s, S) and (f, A〈〉)
are incompatible. With this new definition, Proposition 7.5 follows easily
from the observation that an s-tactic S for player I is winning if and only if
the Suslin codes (s, S) and (f,B〈〉) code disjoint subsets of [T ]. Proposition
7.6 follows from the observation that if SI is an sI-tactic for player I and SII
is an sII-tactic for player II in the same game, then (sI, SI) is compatible with
(sII, SII). Since the Suslin codes (f, A〈〉) and (f,B〈〉) are complementary, this
implies that (sI, SI) is compatible with (f,B〈〉) or (sII, SII) is compatible with
(f, A〈〉), so at least one of the tactics is not strongly winning.
Statement (ii) in Theorem 7.16 is ‘absolute’ for transitive class models
of ZF. Thus, for each transitive class model M of ZF such that T , P , c,
s, and S are in M , M |= (S is strongly winning with respect to c) if and
only if S is strongly winning with respect to c. Now let X ′ ∈ M such that
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M |= (X ′ is the quasi-Borel subset of [T ] coded by c). Then one easily shows
that X ′ = X ∩M . Thus, if S is a winning s-tactic for player I in (T, P,X),
then M |= (S is a winning s-tactic for player I in (T, P,X ′)). Note that if
DC holds in M and M |= (S is a winning s-tactic for player I in (T, P,X ′)),
then S is a winning s-tactic for player I in (T, P,X), by Proposition 7.5(i)
and since Proposition 7.5(ii) holds in M .
The universe V is the class of all sets. Until now, we have only considered
‘subuniverses’ M of V. In the proof of Theorem 2.18, we essentially used the
following: For each transitive countable set A, there is a transitive class
model M of ZF such that A ∈M and M |=AC.
We also want to consider V as a transitive ‘subuniverse’ of certain models
N of ZF. The method of ‘forcing’ makes this possible (even if AC is not true
in V, see for example Jech [1978], page 171). By this method, we can find,
for each partial ordering ≤ of a non-empty set P , some ‘generic extension’
V[G] of V. This is a model N of ZF such that V is a transitive subuniverse
of N that contains all ordinals of N , and such that for some G ∈ N , G is
V-generic. This means that G is a subset of P such that for all g ∈ G, for
all p ∈ P , if g ≤ p then p ∈ G, and for all g, g′ ∈ G, for some p ∈ P , p ≤ g
and p ≤ g′, and such that G intersects each D ∈ V that is a dense subset of
P , i.e., such that for all p ∈ P , for some d ∈ D, d ≤ p. Note that if V itself
has a V-generic element, then we can take N = V.
7.17 Lemma For each set A, there is a generic extension N of V such that
in N , A is finite or countable.
Proof Put P = <ωA and define a partial ordering ≤ of P by p ≤ q if and
only if q ⊆ p. Let N be a generic extension of V with respect to this
partial ordering and let G ∈ N be V -generic. Then for all g, g′ ∈ G,
g ⊆ g′ or g′ ⊆ g, so there is a finite or infinite sequence F ∈ N such that
for all g ∈ G, g ⊆ F . For each a ∈ A, the set {d ∈ P : a ∈ range(d)}
is a dense subset of P and an element of V , so it intersects G and thus
a ∈ range(F ). So A ⊆ range(F ) and therefore A is finite or countable
in N .
This lemma is, in the following sense, just as strong as the method of forcing
itself: Let ≤ be a partial ordering of some non-empty set P . By applying
Lemma 7.17 to the set A = P ∪ {D ⊆ P : D is dense}, we find a generic
extension N of V, such that in N , both P and {D ∈ V : D is a dense subset
of P} are finite or countable. Using this, one easily finds a V-generic G ∈ N .
7.18 Proposition Let (T, P,X) be a game and suppose that X has a
quasi-Borel code c. Let S be an s-tactic for player I in (T, P,X). Then
S is strongly winning with respect to c if and only if in each generic
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extension N of V, S is a winning s-tactic for I in (T, P,X ′), where X ′
is the subset of [T ] coded by c (in N).
Proof If S is strongly winning with respect to c, then in each generic
extension N of V, S is also strongly winning since ‘strongly winning’
is absolute for transitive class models of ZF. Thus, since Proposition
7.5(i) holds in N , S is winning in the corresponding game in N .
Now suppose that in each generic extension of V, S is winning in
the corresponding game. Define a Suslin code (f,B〈〉) for [T ] \ X as
in Theorem 7.16. By Lemma 7.17, there is some generic extension N
of V in which S is finite or countable. In N , S is a finite or count-
able winning s-tactic, so S is strongly winning with respect to c in N .
By absoluteness, S is also strongly winning with respect to c in the
transitive subuniverse V.
7D Strongly winning pseudostrategies in coded quasi-
Borel games
D.A. Martin proved, using the axiom of choice, that each Borel game is
determined (Theorem 1.24). For coded Borel games on countable trees, the
use of AC can be avoided by considering some class model of ZF in which AC
holds (Theorem 2.18). Since each coded quasi-Borel game on a countable tree
is coded Borel, this implies that each coded quasi-Borel game on a countable
tree is pseudodetermined.
This section is an elaboration of an idea of J.R. Steel. We prove that
each coded quasi-Borel game on an infinite tree T is pseudodetermined, by
considering some generic extension N of V in which T is countable.
7.19 Lemma Let G be a game of the form (T, P,Ø) and let M be a tran-
sitive class model of ZF such that G ∈ M . Then M |= (II has a
pseudostrategy in G) if and only if II has a pseudostrategy in G.
Proof First suppose that for some S ∈ M , M |= (S is a pseudostrategy
for II in G). Then S is a pseudostrategy for II in G. Now suppose that
there is no S ∈ M such that M |= (S is a pseudostrategy for II in G).
Since Remark 2.10 holds inM , there is some S ∈M such thatM |= (S
is a wellfounded pseudostrategy for I in G), and thus, by Lemma 2.17,
S is a wellfounded pseudostrategy for I in G. This implies that there
is no pseudostrategy for player II in G.
7.20 Lemma Let (T, P,X) be a game and suppose that X has a quasi-Borel
code c. Then we can define, for each ordinal α, a game (Uα, Qα,Ø),
such that player II has a strongly winning pseudostrategy in (T, P,X)
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with respect to c if and only if for some α, II has a pseudostrategy in
(Uα, Qα,Ø).
Proof Define a Suslin code (f, A〈〉) for X with extra moves in ω, as in the
proof of Proposition 6.18. Let α be an ordinal. Define a Suslin code
(f, Uα) with extra moves in α, using some function H : T −→ A〈〉,
as in the proof of Proposition 6.17. Put Qα = {σ ∈ Uα : length(σ)
is odd and σ ◦ f ∈ P}. So the game (Uα, Qα,Ø) is played as fol-
lows: At a position 〈β0, a0, . . . , βk−1, ak−1〉 of even length, player II
chooses some βk < α such that for all m,n ≤ k, if for some a,
H(〈a0, . . . , am−1〉)_〈a〉 = H(〈a0, . . . , an−1〉) then βm > βn. At a po-
sition 〈β0, a0, . . . , βk−1, ak−1, βk〉 of odd length, the player whose turn
it is at position 〈a0, . . . , ak−1〉 in (T, P,X), chooses a move ak in T at
〈a0, . . . , ak−1〉. If an infinite sequence 〈β0, a0, β1, . . .〉 of moves is played,
then player II wins. (Note that in that case player II also wins play
〈a0, a1, . . .〉 in (T, P,X), since (f, A〈〉) and (f, Uα) code disjoint subsets
of [T ].)
Suppose that player II has a strongly winning pseudostrategy S in
(T, P,X) with respect to c. Then the tree C = {σ ∈ A〈〉 : σ ◦ f ∈ S}
is wellfounded, so there is some ordinal α and some ρ : C −→ α such
that for each σ ∈ C and each move a in C at σ, ρ(σ) > ρ(σ_〈a〉).
Now one easily verifies that {σ ∈ Uα : σ ◦ f ∈ S and for each even
n < length(σ), σ(n) = ρ(H((σ|n) ◦ f))} is a pseudostrategy for player
II in (Uα, Qα,Ø).
Now suppose that, for some ordinal α, II has a pseudostrategy S
in (Uα, Qα,Ø). Since at each position σ in (Uα, Qα,Ø) of even length,
player II has to choose some ordinal, we may assume that for each
σ ∈ S of even length, there is exactly one move in S at σ. Now put
S ′ = {σ ◦ f : σ ∈ S}. Then S ′ is a pseudostrategy for player II in
(T, P,X). We have seen in Lemma 6.24 that the Suslin codes (f, Uα)
and (f, A〈〉) are incompatible. In a similar way, we now show that S ′
is strongly winning with respect to c. In other words, we prove that
the tree C = {σ ∈ A〈〉 : σ ◦ f ∈ S ′} is wellfounded. Suppose that
C has some subtree D without terminal nodes. Let B be the set of
all ordinals β < α such that for some 〈β0, a0, . . . , βk−1, ak−1, βk〉 ∈ S,
β = βk and for some δ ∈ D, δ ◦ f = 〈a0, . . . , ak−1〉 and H(δ ◦ f) ⊆ δ.
Using the fact that D has no terminal nodes, one easily verifies that B
is non-empty and has no least element. This contradiction shows that
C is wellfounded.
7.21 Lemma Let (T, P,X) be a game and suppose that X has a quasi-
Borel code c. Let M be a transitive class model of ZF containing T ,
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P , c, and all ordinals. Let X ′ ∈ M such that M |= (X ′ is the quasi-
Borel subset of [T ] coded by c). Then M |= (II has a strongly winning
pseudostrategy in (T, P,X ′) with respect to c) if and only if II has a
strongly winning pseudostrategy in (T, P,X) with respect to c.
Proof For each ordinal α, define Gα as the game (Uα, Qα,Ø) in Lemma
7.20, so, since α ∈ M , Gα ∈ M . By Lemma 7.19, for each α, M |= (II
has a pseudostrategy in Gα) if and only if II has a pseudostrategy
in Gα. Since Lemma 7.20 holds both in the real universe and in M ,
we conclude that M |= (II has a strongly winning pseudostrategy in
(T, P,X ′) with respect to c) if and only if II has a strongly winning
pseudostrategy in (T, P,X) with respect to c.
This lemma, which we will use to give another proof of Theorem 7.14, still
holds if we drop the assumption that M contains all ordinals. We can prove
this just like Lemma 7.19, with Theorem 7.14 instead of Remark 2.10, and
using the fact that if for some player J and some S ∈ M , M |= (S is a
strongly winning pseudostrategy for J in (T, P,X ′) with respect to c), then
S is a strongly winning pseudostrategy for J in (T, P,X) with respect to c.
We now give another proof of the theorem that in each coded quasi-Borel
game (T, P,X), exactly one of the players has a strongly winning pseudo-
strategy with respect to a given quasi-Borel c.
New proof of Theorem 7.14 By Lemma 7.17, there is a generic exten-
sion N of V such that in N , T is finite or countable. Let X ′ ∈ N such
that, in N , c is a quasi-Borel code for X ′. Then X ′ also has some Borel
code c′, since T is at most countable in N . Since Theorem 2.18 holds
in N , the coded Borel game (T, P,X ′) in N in determined. Thus, in N ,
exactly one of the players has a winning strategy in (T, P,X ′). In N , T
is finite or countable and thus the following statements are equivalent:
player II has a winning strategy in (T, P,X ′);
player II has a finite or countable winning pseudostrategy in (T, P,X ′);
player II has a strongly winning pseudostrategy in (T, P,X ′) with re-
spect to c.
By Lemma 7.21, the last statement is equivalent to: V |= (II has a
strongly winning pseudostrategy in (T, P,X) with respect to c). The
same holds for the other player: In N , player I has a winning strat-
egy in (T, P,X ′) if and only if in V, player I has a strongly winning
pseudostrategy in (T, P,X) with respect to c. Thus, in V, exactly one
of the players has a strongly winning pseudostrategy in (T, P,X) with
respect to c.
Note that this also gives another proof of Proposition 7.6.
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Samenvatting
Borel-gedetermineerdheid zonder keuze-axioma
Dit proefschrift gaat over oneindige spelen.
Een oneindig spel wordt gespeeld door twee spelers. Op elk moment
kennen zij het eindige rijtje van de zetten die al gedaan zijn en doet e´e´n van
beiden een nieuwe zet. Na oneindig veel zetten heeft e´e´n speler gewonnen.
De posities zijn de toegestane eindige rijtjes van zetten en vormen een
boom T . De mogelijke oneindige rijen van zetten zijn de oneindige takken van
T en vormen een verzameling [T ]. Deze wordt van de gebruikelijke topologie
voorzien. Het spel ligt dus vast door de boom T , de verzameling P van alle
posities waarin speler I aan de beurt is om een zet te doen en de verzameling
X van alle oneindige rijen van zetten waarbij speler I uiteindelijk wint.
Het spel heet gedetermineerd als een van de spelers een winnnende strate-
gie heeft, d.w.z. een precies voorgeschreven speelwijze waarbij hij altijd wint.
AlsX een open deel van [T ] is, heet het spel open; alsX een Borel-verzameling
is, spreken we van een Borel-spel. In hoofdstuk 1 geven we precieze defini-
ties van deze begrippen. We laten eindposities toe: posities waarin geen zet
mogelijk is. In zulke posities verliest de speler die aan de beurt is.
In tegenstelling tot spelen die na eindig veel zetten afgelopen zijn, zijn
sommige oneindige spelen niet gedetermineerd. Met behulp van het keuze-
axioma AC construeerden D. Gale en F.M. Stewart [1953] zelfs een ongede-
termineerd spel op een aftelbare boom. Zij toonden aan dat elk open spel
(T, P,X) gedetermineerd is. Deze uitspraak is equivalent met AC, maar voor
het speciale geval dat de boom T aftelbaar is, is AC niet nodig.
D.A. Martin [1975, 1985] bewees, met behulp van AC, dat elk Borel-spel
(T, P,X) gedetermineerd is. Het idee is om met inductie naar de complexiteit
van de Borel-verzameling X een open spel te construeren (op een veel grotere
boom) zo dat elke (winnende) strategie in dat open hulpspel vertaald kan
worden in een (winnende) strategie in het oorspronkelijke spel. In hoofdstuk
1 vereenvoudigen we dit bewijs door gebruik te maken van eindposities.
In hoofdstuk 2 bekijken we de rol van het keuze-axioma in gedetermi-
neerdheidsbewijzen. Zonder AC kunnen we niet bewijzen dat elk open spel
gedetermineerd is, maar wel dat zo’n spel pseudogedetermineerd is: Speler
I of speler II heeft een winnende pseudostrategie, een winnende speelwijze
waarbij de zetten van de speler niet precies voorgeschreven hoeven te zijn.
Als we AC aannemen of ons beperken tot spelen op aftelbare bomen, dan
zijn gedetermineerdheid en pseudogedetermineerdheid gelijkwaardig. Martin
merkte op dat de gedetermineerdheid van Borel-spelen op aftelbare bomen
al volgt uit het aftelbare keuze-axioma CAC, een zwakke versie van AC. Het
idee hierachter is dat in bepaalde deelklassen van het universum het keuze-
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axioma waar is en dus elk Borel-spel gedetermineerd is. We werken dit uit
in sectie 2E. CAC wordt alleen gebruikt om bij een Borel-verzameling X
een Borel-code te vinden die laat zien hoe X ontstaat uit open en gesloten
verzamelingen door herhaald aftelbare verenigingen of doorsnedes te nemen.
In dit proefschrift onderzoeken we Borel-spelen op willekeurig grote bo-
men. We tonen aan dat zulke spelen pseudogedetermineerd zijn, waarbij we
slechts een zwakke vorm van het keuze-axioma aannemen. We kunnen Mar-
tins bewijs in grote lijnen blijven volgen, maar dit kost wel wat moeite: Het
is niet voldoende om simpelweg overal ‘strategie’ te vervangen door ‘pseudo-
strategie’. We geven drie verschillende manieren om het bewijs aan te passen.
Telkens introduceren we een nieuw begrip:
• In hoofdstuk 3 introduceren we taktieken, speelwijzen waarbij soms ex-
tra zetten gedaan worden als ‘geheugensteuntje’. Een pseudostrategie
is een taktiek zonder extra zetten.
• In hoofdstuk 4 bekijken we spelen voorzien van een relatie R tussen
posities die uitdrukt dat sommige posities voor speler I ‘gemakkelijker’
en voor II ‘moeilijker’ zijn dan andere. We introduceren vervolgens
R-pseudostrategiee¨n, pseudostrategiee¨n die voldoen aan bepaalde ‘re-
delijke’ eisen.
• In hoofdstuk 5 generalizeren we het begrip ‘spel’. In gegeneralizeerde
spelen zijn er behalve de posities waarin speler I of speler II een zet
moet doen, ook nog posities waarin beide spelers in zekere zin samen
een zet doen.
Martin [1990] breidde zijn bewijs van Borel-gedetermineerdheid uit tot quasi-
Borel-spelen. Quasi-Borel-verzamelingen vallen samen met de zogenaamde
∆11-verzamelingen. Als de onderliggende boom aftelbaar is, dan vallen ze
ook samen met de Borel-verzamelingen. In hoofdstuk 6 onderzoeken we de
rol van AC hierbij. We laten zien, zonder enige vorm van AC te gebruiken,
dat elk gecodeerd quasi-Borel-spel pseudogedetermineerd is.
In hoofdstuk 7 voeren we, voor gecodeerde quasi-Borel-spelen, sterk win-
nende pseudostrategiee¨n in, pseudostrategiee¨n die winnend zijn in elke ‘ge-
nerieke’ uitbreiding van het universum. In elk gecodeerd quasi-Borel-spel
(T, P,X) heeft precies een speler een sterk winnende pseudostrategie. We
geven hiervan twee bewijzen: een met behulp van taktieken en een door
middel van ‘forceren’. Dit laaste bewijs is een uitwerking van een idee van
J.R. Steel, namelijk dat er een generieke uitbreiding is waarin T hoogstens
aftelbaar is en dus het corresponderende spel gedetermineerd is.
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Stellingen
behorende bij het proefschrift
Borel determinacy without the axiom of choice
van A.J.C. Hurkens
IEen binaire stroomgraph is een gerichte graph, eventueel met lussen en meer-
voudige pijlen, zo´ dat er twee verschillende punten a en z zijn met:
• uit z vertrekt geen pijl en uit elk ander punt vertrekken er precies twee;
• voor elk punt p is er een weg van a naar p en een weg van p naar z.
Een binaire stroomgraph heet irreducibel als geen van zijn echte deelgraphen
een binaire stroomgraph is.
De eindige irreducibele binaire stroomgraphen zijn precies de graphen
die ontstaan uit een binaire stroomgraph met slechts twee punten door een
aantal keren het volgende uit te voeren:
• Vervang een bestaande pijl, zeg van u naar v, door drie nieuwe pijlen:
een pijl van u naar een nieuw punt x, een pijl van x naar v en een pijl
van x naar een bestaand punt y 6= v.
A.J.C. Hurkens, C.A.J. Hurkens, R.W. Whitty, On generation
of a class of flowgraphs, in: M. Fiedler and J. Nesˇetrˇil (editors),
Combinatorics, graphs, complexity: proceedings of the Fourth
Czechoslovak Symposium on Combinatorics: Prachatice – June
1990, Society of Czechoslovakian Mathematicians and Physicists,
Prague, 1991, 107–111.
II
Noem een rijtje x1, x2, . . . , xN ree¨le getallen gelijkmatig als voor n = 1, . . . , N
elk van de intervallen [0, 1
n
), [ 1
n
, 2
n
), . . . , [n−1
n
, 1) precies e´e´n van de getallen
x1, x2, . . . , xn bevat.
Het volgende rijtje van 17 getallen is gelijkmatig:
0, 16
17
, 5
11
, 8
11
, 2
7
, 4
7
, 1
7
, 6
7
, 3
8
, 9
14
, 3
14
, 11
14
, 1
2
, 1
14
, 15
17
, 5
16
, 11
17
.
Er is geen gelijkmatig rijtje van 18 getallen. Dit kan bewezen worden
door voor n = 1, 2, . . . , 18 en voor p, q ∈ { i
j
: j = 1, . . . , 18, i = 0, 1, . . . , j}
met p < q, de uitspraak ‘minstens e´e´n van de getallen x1, x2, . . . , xn zit
in het interval [p, q)’ in het vlak weer te geven met het halfopen lijnstuk
{n} × [p, q) en dit op te vatten als een propositieletter. Vervolgens kan men
in de propositielogica een tegenspraak afleiden uit formules van de vorm
• {n} × [ t
n
, t+1
n
);
• {n} × [p, q) → {n′} × [p′, q′), met n ≤ n′, p′ ≤ p en q ≤ q′;
• {n} × [p, q) → ({n} × [p, r) ∨ {n} × [r, q));
• ¬({n} × [ t
n
, r) ∧ {n} × [r, t+1
n
)).
III
De strukturen 〈(0, 1)∪ (1, 2), <〉 en 〈(0, 2), <〉 zijn intu¨ıtionistisch elementair
equivalent. De eerste is namelijk een intu¨ıtionistisch elementaire deelstruk-
tuur van de tweede.
Wim Veldman and Michae¨l Janssen, Some observations on in-
tuitionistically elementary properties of linear orderings, Archive
for Mathematical Logic 29 (1990), 171–185.
IV
Zij H(x, Y0, . . . , Yd) ∈ ııC[x, Y0, . . . , Yd] zo´ dat er voor elke p ∈ ııC[x] een λ ∈ ııC
en een m ∈ IN is met H(x, p, p′, p′′, . . . , p(d)) = λxm. Dan zijn er λ ∈ ııC en
m ∈ IN met H = λxm.
Kossivi Adjamagbo and Arno van den Essen, Eulerian systems of
partial differential equations and the Jacobian conjecture, Journal
of Pure and Applied Algebra 74 (1991), 1–15.
V
Elke funktie van ııC naar ııC die afstanden 1 behoudt, is een isometrie.
A. van Rooij, Probleem, Mededelingen van het Mathematisch In-
stituut, Nijmegen, nummer 83 (7 oktober 1988).
VI
Als men 20 pionnen opstelt in het
rooster Z × Z op de met o aangegeven
posities, dan kan men in 19 zetten een
pion in de oorsprong (aangegeven met
x) krijgen. Bij een zet springt een pion
in horizontale of verticale richting over
een naburige pion (die weggenomen
wordt) naar een leeg vakje.
x
o o o o o o o
o o o o o o
o o o o o
o o
Het lukt niet om de oorsprong te bereiken als men begint met minder dan
20 pionnen in het halfvlak {(x, y) ∈ Z × Z : y ≤ −4}.
Met alleen pionnen in het halfvlak {(x, y) ∈ Z × Z : y ≤ −5} kan
de oorsprong niet in eindig veel zetten bereikt worden. De vraag of het
in oneindig veel zetten mogelijk is, kan op verschillende manieren worden
opgevat en beantwoord.
VII
Zij S een verzameling van eindige, niet-lege verzamelingen. Een verzameling
T die met elk element van S een niet-lege doorsnede heeft, noemen we een
transversaal van S. Als T bovendien geen echte deelverzameling heeft die
een transversaal van S is, dan heet T een minimale transversaal van S.
De uitspraak dat elke verzameling van eindige, niet-lege verzamelingen
een minimale transversaal heeft, is equivalent met het keuze-axioma.
Problem 10245, proposed by M.A. Bezem and A.J.C. Hurkens,
The American Mathematical Monthly 99 (1992), 675.
VIII
Noem een verzameling b een bouwsteen van een verzameling a als elke deelver-
zameling van b een element is van a. In het bijzonder is dan b zelf een element
van a, zodat wegens het funderingsaxiomaschema het volgende bouwsteen-
inductie-principe geldt:
• Wanneer we willen bewijzen dat elke verzameling a een bepaalde eigen-
schap heeft, mogen we zonder de algemeenheid te schaden aannemen
dat elke bouwsteen van a die eigenschap heeft.
Dit inductie-principe volgt echter, zelfs met intu¨ıtionistische logica, al uit het
deelverzamelingsaxiomaschema:
• Voor elke eigenschap en elke verzameling a, is er een verzameling b
waarvan de elementen precies die elementen van a zijn die de genoemde
eigenschap hebben.
Met bouwsteen-inductie kan de cumulatieve hie¨rarchie zonder omwegen wor-
den gedefinieerd. Dit is de essentie van Scotts alternatieve axiomatizering
van de verzamelingsleer.
D. Scott, Axiomatizing set theory, in: T.J. Jech (editor), Ax-
iomatic set theory, Proceedings of Symposia in Pure Mathemat-
ics 13, Part 2, American Mathematical Society, Providence, R.I.,
1974, 207–214.
IX
De formule ϕ := ∃x∀y y /∈ x drukt uit dat er een lege verzameling is.
Met behulp van klassieke logica is ϕ afleidbaar uit de volgende instantie
van het funderingsaxiomaschema: ∀v(∀w(w ∈ v → ϕ)→ ϕ)→ ∀vϕ.
Met intu¨ıtionistische logica is ϕ hier niet uit afleidbaar, maar wel indien
ook het vervangingsaxiomaschema, verenigingsaxioma en extensionaliteits-
axioma aangenomen worden.
