We investigate the parallel performance of an iterative solver for 3D heterogeneous Helmholtz problems related to applications in seismic wave propagation. For large 3D problems, the computation is no longer feasible on a single processor, and the memory requirements increase rapidly. Therefore, parallelization of the solver is needed. We employ a complex shifted-Laplace preconditioner combined with the Bi-CGSTAB iterative method and use a multigrid method to approximate the inverse of the resulting preconditioning operator. A 3D multigrid method with 2D semi-coarsening is employed. We show numerical results for large problems arising in geophysical applications.
Introduction
Important applications of the acoustic wave equation can be found in many fields, for instance, in geophysics, marine and aero acoustics. In geophysics, numerical methods can be employed in acoustic imaging techniques to gain insight in geological structures and physical properties deep within the Earth's subsurface [25, 26] . The numerical solution of the wave equation has greatly helped both forward modeling and migration of seismic wave fields in complex Earth structures. It also serves as a starting point for solving the full inverse problem [29, 30] . The wave equation can be solved either in the time-or in the frequency-domain. The numerical scheme can be based on finite difference or finite elements discretizations. In this paper, we focus on developing an efficient method for solving the wave equation in the frequency domain based on second-order finite-difference scheme. Applying the Fourier transform [5] with respect to time to the acoustic wave equation, the frequencydomain wave equation (also called Helmholtz equation) is obtained. The Helmholtz equation can also be obtained if one considers the frequency-domain solution of the Telegraph equation, the Schrö dinger equation in non-relativistic quantum mechanics [24] , and the Klein-Gordon equation in relativistic quantum mechanics [14] . Once the solutions in the frequency domain are obtained, we can calculate the solution of the wave equation in the time domain with the help of the inverse Fourier transform [5] . To represent a solution of the wave equation for a given time interval accurately, however, a wide range of frequencies has to be resolved and the Helmholtz equation has to be solved for each frequency separately. For the purpose of the top 5 to 6 km of the Earth imaging in exploration seismology, the frequencies usually range from 10 to 60 Hz, with a small interval between the frequencies.
For 2D problems the computation can be performed by using, for example, direct methods combined with nested dissection reordering [13] , and a LU decomposition. Only one LU decomposition is needed to calculate the solutions at multiple source locations. This leads to algorithms in the frequency domain that are more efficient than time domain methods. However, in 3D problems, the matrix size rapidly becomes too large and instead of LU decomposition, one has to resort to an iterative method. With the iterative method, we no longer have the main advantage in the frequency domain which is associated with the LU decomposition. Still, efficiency may be gained from using only a subset of the available frequencies to generate the time-domain solution [25] .
For the 3D Helmholtz equation, many iterative methods suffer from slow convergence, especially if high frequencies have to be resolved. For this reason, the development of fast iterative methods for high-frequency Helmholtz problems remains a subject of active research. For recent work on this subject, see [21, 9, 17] . Recently, a novel 2D iterative solver has been developed in [11, 12] . This method is robust and efficient for solving heterogeneous high-frequency Helmholtz problems. Numerical results for large 2D problems representative for the geophysical applications have been presented in [31] . In the present paper, we solve the 3D heterogeneous high-frequency Helmholtz equation efficiently, based on the 2D solver proposed in [12] .
From the exploration-seismology point of view, the Earth is a heterogeneous semi-infinite medium. Since we choose to simulate seismic recording of finite duration of waves propagation at a finite velocity through the Earth, we can truncate our Earth model to the region of explorational interest, and apply absorbing conditions to the truncated edges of the Earth model [18] . A popular choice of boundary conditions, often used in geophysics, is a so-called absorption layer (or ''sponge'' layer) as the boundary conditions; (see, e.g., [7, 16] and [22] ). This layer is not a physical layer. It is used to gradually damp the outgoing waves by adding more dissipation to the wave equation. An iterative solver should be able to deal with these discretization features efficiently.
The outline of this paper is as follows. In Section 2, we present the finite difference discretization of the 3D Helmholtz equation, with the description of the second-order absorbing boundary conditions. We verify the accuracy of the discretization by comparing to the results obtained from an analytical solution for a constant wavenumber. In Section 3, a 3D multigrid method with semi-coarsening for the preconditioner solve is discussed. In Section 4, we introduce a parallel approach for 3D problems. A performance comparison of a single processor to that of multiple processors for a number of problems is presented. Finally, numerical results for a large 3D model arising in a geophysical application are reported.
Finite difference discretization
We start with the description of the 3D Helmholtz equation in a domain X & R 3 of the following form:
Àr 2 uðx; xÞ À kðxÞ 2 uðx; xÞ ¼ gðx; xÞ; x 2 X; ð1Þ
where u represents the pressure field, kðxÞ ¼ x=cðxÞ is the wavenumber, c(x) is the acoustic-wave velocity which varies with position and x ¼ 2pf denotes angular frequency. The source term is denoted by g and
Þ is the Laplace operator.
In order to mimic an infinite space and to avoid reflections from the boundary, we add absorption layers (X e ) to the physical domain, X, (see Fig. 1 ). In X e , we consider the damped Helmholtz equation in the following form [33] :
where
with x d is a point of the boundary C and x e is a point in the absorption layer C e . The imaginary unit is denoted by ı. On the boundary C e , this equation is supplemented by the following second-order absorbing boundary conditions [10, 3] .
On each face the boundary condition is of the form:
On each edge, we have the condition
Furthermore, on each corner, the conditions are given by:
Eqs. (1)- (6) are discretized by second-order scheme. The discretization results in the linear system:
where / and b are the pressure field and source, respectively. For second order finite-differences, the well-known 7-point discretization stencil A h corresponding to matrix A is: 
Now, A is a large but sparse matrix with complex values, because of the absorbing boundary conditions. The vectors / and b are discrete versions of u and g in (1), respectively. We denote by n 1 , n 2 , and n 3 the number of discretization points in the x 1 , x 2 and x 3 -coordinates, respectively, and assume that n 1 = n 2 = n 3 = n, so A is of size n 3 · n 3 . With the natural ordering of the grid points, A has a band width of size n 2 , but with only Oðn 3 Þ non-zero elements. In order to obtain an accurate numerical solution, it is required to choose 10 À 12 points per wavelength k f (for the second-order discretization), where k f ¼ c f with f is the frequency [28] . In a heterogeneous medium, the smallest velocity is usually selected as the representative wavelength. The domain of the absorption layer is normally defined between 2k f and 3k f . The wavenumber k can be large, which implies that the wave Eq. (1) has both positive and negative eigenvalues, and therefore the matrix A is indefinite. In order to avoid a reduction of accuracy for a second order scheme due to so-called pollution effect
should be set constant. As for an iterative solution method, keeping kh constant is more severe; we stay with kh = 0.625 as discussed in [12] for 2D case. The system of linear Eq. (7) becomes very large for high frequencies. In three-dimensional problems, one can have millions of unknowns and the complexity of a direct solver is Oðn 7 Þ, while the storage required for L and U in an LU-decomposition is of Oðn 5 Þ. Therefore, we focus on an iterative solution technique. Common iterative methods for indefinite systems are based on Krylov subspace methods [32, 6] . These methods are generalizations of the conjugate-gradient (CG) methods. The Bi-conjugated gradient stabilized (Bi-CGSTAB) algorithm [36] is one of Krylov subspace algorithms. In this algorithm, / i is iteratively updated from an initial guess / 0 until the residual error jjbÀA/ i jj jjbjj is small enough. Without a preconditioner, this method converges slowly or not at all for Helmholtz problems [28] . By preconditioning, we solve an equivalent linear system as:
In [12] , an operator of the preconditioner of the following form has been proposed for 2D applications:
where the parameters b 1 and b 2 should be chosen such that M p resembles A, but is easy to solve at the same time. k is again the wave number and $ 2 the Laplacian. The operator M p is called a complex-shifted Laplacian and corresponds to a damped wave equation. Boundary conditions are set identical to those for the original wave equation. The preconditioning matrix M is obtained from finite-difference discretization of M p . In this paper, the preconditioning matrix M is discretized by the 7-point finite difference stencil.
Validation of the numerical results
In order to validate the accuracy of the discretization, we consider a constant wavenumber model with k = x/c, x = 2pf, f = 40 Hz and c = 2000 m/s, respectively. The size of the model is D ¼ ½0; 304 Â ½0; 128Â ½0; 304 m 3 . We excite a source located at (152, 64, 4) m. The model is discretized on a 76 Â 32 Â 76 grid with a grid spacing of 4 m. The wavelength is 50 m; the number of grid points per wavelength is about 12. For the constant wavenumber model, an analytical solution can be found in the form of a Green's function [8] . This analytical solution can be used to evaluate the accuracy of the numerical results using the second order discretization and the absorbing boundary conditions obtained by the iterative method.
In the numerical experiment, we compare two different approaches for the boundary treatment, and compare their accuracy. First, we consider the wave equation with the second-order boundary condition employed directly at the boundaries [12] . We apply the second-order finite-difference scheme to obtain the matrices. In the second test experiment, extra damping layers are added along the physical domain. An absorbing layer of 25 points was added to each side. This means that the width of the extra damping layer is approximately two times the wavelength. The total number of grid points is 126 · 82· 126 in this case. Fig. 2b presents the real part of the numerical solution with the absorbing boundary conditions; the analytical solution along the x 2 = 64 m line is depicted in Fig. 2c . Notice that in this paper, the real part of the numerical results is plotted in 2D, although we compute the numerical solution in 3D. These 2D depictions of the results are representative of the results for the entire 3D domain. From Figs. 2a-c, we find that the solution without the damping layer is less accurate than the solution with the damping layer. Without a damping layer, unphysical reflections at the boundaries are present, while with the damping layer, reflections from the boundaries are suppressed.
In Fig. 3 , we compare the numerical solution with absorbing layer to the analytical solution at a receiver position of (x 1 , x 2 ) = (120, 64) m. From this figure, it can be observed that the numerical solution with the absorbing boundary condition is in very good agreement with the analytical solution. In Table 1 , we present the comparison between the numerical solution and the analytical solution for different positions. From this table, it is shown that the difference between the analytical and numerical results for different positions is less than 2:0e À2 .
Multigrid method for the preconditioner
A preconditioned Krylov subspace method has been employed for solving the 3D Helmholtz Eq. (9) . An inversion of the preconditioner in the algorithm by a direct solution method is too expensive. An alternative approach is to approximately solve the inverse of the preconditioner by using, for example, a multigrid method [4, 35] . The multigrid method performs well for carefully chosen values of b 1 and b 2 in (10), which is interesting, as multigrid does not perform well for the original Helmholtz problem [35] . Local Fourier analysis tools helped in the determination of appropriate values of b 1 and b 2 in 2D. The multigrid method and the parameters as proposed in [12] are employed in a preconditioner solver that is now generalized to 3D.
The iterative solver proposed in this paper for the solution of the original (undamped) Helmholtz equation is a combination of one inner iteration with the multigrid method for solving the (damped) preconditioner system (10) and outer iterations with BiCGSTAB.
For 2D problems, multigrid with standard two-dimensional coarsening was used. The multigrid algorithm was based on the F-cycle with one pre-and one post-smoothing iteration. The fully-parallel point-wise x-Jacobi smoother with relaxation factor x = 0.5 was chosen. Coarse-to-fine grid interpolation was based on the matrixdependent interpolation operator in [38] . This type of interpolation is especially suited for matrices with varying coefficients. Restriction from fine to coarse grids was based on full weighting. The coarse grid matrix was built by the Galerkin coarse grid discretization. In summary, the multigrid components chosen were: 
À3
With these multigrid components the inclusion of the absorbing boundary conditions as explained in (3)- (6), does not lead to any multigrid convergence difficulties. With the matrix-dependent prolongation and with the Galerkin coarse grid discretization, we can handle this with the typical multigrid efficiency. A rigorous Fourier analysis (RFA) for these multigrid components in 2D was discussed in [12] . For 3D problems, we employ in this paper a multigrid method with a 2D semi-coarsening strategy combined with line-wise x-Jacobi smoothing in the third direction. This means that the coarsening is performed in two directions simultaneously, whereas we keep the fine grid spacing in the third direction throughout the algorithm on all multigrid levels. This is schematically illustrated in Fig. 4 . A particular robust variant of multigrid with 2D semi-coarsening has been introduced in [37] with corresponding analysis. This approach is based on 2D problems [12] where the 2D standard multigrid is employed. We adopt a variant that is easily set up on the basis of a 2D multigrid method with standard coarsening, as all the multigrid components from 2D apply. The 2D point-wise Jacobi smoother is generalized here to a line-wise Jacobi smoother, updating all points in the uncoarsened, x 3 -direction simultaneously. The robustness and efficiency of the present 3D multigrid method should be at least similar to a 3D multigrid method based on standard 3D grid coarsening and point-wise smoothing [37] .
The x 3 -line Jacobi relaxation with underrelaxation factor x jac is defined by the following iteration:
with in the case of O(h 2 )-discretization.
ðD e /Þ i 1 ;i 2 ;i 3 : 
Transfer operators
In the 3D multigrid algorithm based on 2D semi-coarsening, we need 2D transfer operators. The interpolation operator can be based on bilinear interpolation or a matrix-dependent interpolation. We choose for the matrix-dependent interpolation as in [37, 38] , which is especially useful for problems with strong heterogeneities. For the complex Helmholtz preconditioner, we modify the weights in the prolongation operator. The weights are then based on the modulus of the complex-valued functions, as these have been shown to be the natural extension to the complex case in [12] . The restriction operator can be the same as in 2D because coarsening is not employed in the third direction. In the definition of the Galerkin coarse grid matrices, the restriction operator is usually chosen to be the transpose conjugate of the interpolation operator. In numerical tests in [12] , however, it was shown that the full-weighting restriction operator in combination with the matrixdependent prolongation operator, resulted in a robust overall solution method for several Helmholtz problems with highly irregular heterogeneities and strong contrasts. So, I 
The 3D interpolation weights are now explained. Assuming we have the following 27-point stencil matrix (see Fig. 5 Based on the lumped 9-point stencil, the coarse-to-fine grid operator can be determined as: with the weights w1, . . ., w4 determined from the 2D interpolation weights [38] , see also [37] . Fig. 6 shows coarse and fine grid cells for (x 1 , x 2 )-coarsening. In Appendix A, we explain the matrix-dependent interpolation weights in more detail (for bilinear interpolation in multigrid we refer to, for example, [35] ).
Using a single processor machine, we can only compute discrete problems with grid sizes up to approximately 100 · 100 · 100. This is still far from realistic in geophysical applications. They require resolutions between 150 and 1000 grid points in each coordinate direction. Because of this, we parallelized the solver as explained in the previous section.
Parallelization of the solver
For realistic problems, we need to scale the size of the model up to 500 · 500 · 500 unknowns or more. A single processor cannot handle these problems, so we focus on an efficient parallelization of the 3D algorithm. In [19] , the parallel performance of the 2D version of the iterative method was reported. Here, we generalize the 2D parallelization strategy to 3D. The preconditioned iterative method can be well parallelized. The code is supplemented by MPI (Message-Passing Interface)-routines [27, 34] . Let p 1 , p 2 , p 3 be the number of processors in the x 1 -, x 2 -and x 3 -directions, with p 1 Â p 2 Â p 3 ¼ p, and let n 1 , n 2 and n 3 be the number of grid points in x 1 -, x 2 -and x 3 -coordinates, respectively. For the present 3D solver based on semi-coarsening we choose p 3 = 1. So, parallelization will not be done in the x 3 -direction, only along the x 1 -and x 2 -directions. The line-wise relaxation takes place on one processor. The grid points in the (x 1 , x 2 )-plane are partitioned in a fashion as depicted in Fig. 7 .
There are two operations which dominate the parallel computation. The first one is the computation of matrix-vector multiplications within the Bi-CGSTAB method. This operation is parallelized by using the standard MPI-subroutines [34] (for example MPI_Send_Init, MPI_Recv_Init, MPI_Startall, MPI_Waitall), and it requires communication between processors corresponding to neighboring subregions. The second one is the approximate inversion of the preconditioner using the multigrid method. This operation consists of the prolongation and restriction operations, line-wise Jacobi pre-and post-smoothing operations. These operations are structurally similar to the matrix-vector multiplication and possess similar communication patterns. All these operations are performed fully in parallel, except for the coarsest multigrid levels, in which the program execution switched from a parallel to a sequential mode. This is done to optimize the performance: communication times on very coarse grids would dominate calculation times with only a few grid points and many processors. The program flow from parallel to sequential is governed by a special variable, which stores the current multigrid level and controls the behavior of the parallel program.
Further parallel operations, like the dot product and similar operations, effectively need global communication between all MPI-processes. This has been implemented using MPI_Allgather subroutine. Vector updates do not require any communication between neighboring processors. The solution output is also performed in a parallel fashion.
Numerical performance for larger models

Numerical results using a single processor
In [12] , the parameters b 1 and b 2 in the preconditioner (10) have been evaluated, without an absorption boundary layer (i.e., with a = 0). In this paper, we perform a parameter study for the 3D preconditioner, including the extra damping layer along the physical domain. We first consider a constant wavenumber model, with k = 20 and a unit-cube computational domain, D ¼ ½0; 1 3 . The source is located at (0.5, 0.5, 0). The number of grid points is about 12 per wavelength, so that we have kh = 0.625, where h is the mesh width. We add 20 points to each side for the absorbing boundary. A 32-bit server (AMD Athlon(TM) XP 2600+ with 1.03GB memory) was used. The solution process is started with a zero-initial guess, and the iteration is terminated when the residual is less than 10 À6 . The convergence results of the preconditioned Bi-CGSTAB method, in terms of numbers of iterations and CPU times, for varying values of b 1 and b 2 are summarized in Table 2 .
In Table 2 , the value of b 1 is taken between À 1 and 1, while b 2 ranges from 0 to 1. From the table, we see that the values of (b 1 , b 2 ) = (0.0, 1.0) and (b 1 , b
2 ) = (À1.0, 0.0) ( [20] ) are not optimal for the preconditioner which is comparable to 2D. From the results in Table 2 , we observe that, as in 2D, the values b 1 ¼ 1:0 and b 2 ¼ 0:5 are suitable parameter choices. We will also employ these parameters, (b 1 , b 2 ) = (1.0, 0.5) in the preconditioner, when solving the 3D wave equation in heterogeneous media.
Next, we also present experiments that evaluate the influence of a different semi-coarsening strategy on the convergence of the preconditioned Bi-CGSTAB method for the six-layer model (Fig. 8a) and the 3D wedge model (Fig. 8b) .
In Table 3 (second and forth columns) (x 1 , x 3 )-semi-coarsening in which a direction without variation in k (i.e. x 2 ) is kept uncoarsened is considered. Compared with the convergence results obtained using (x 1 , x 2 )-semicoarsening (first and third columns in Table 3 ), we observe that for this test the results of the semi-coarsening strategies is geometry dependent. The (x 1 , x 3 )-semi-coarsening is a proper choice for both cases.
Furthermore, we investigate the behavior of the frequency-domain iterative solver by considering the more realistic models. Here we take the domain of D = 304 · 304 · 304 m 3 . Three different models are considered Fig. 8b ). In Fig. 9 , we have plotted the number of iterations versus frequency. In this experiment, the number of grid points per wavelength has been kept constant, so the number of grid points n in each coordinate is proportional to the frequency used. From this figure, it is shown that the number of iterations varies linearly with the frequency.
Parallel performance for different models
In order to illustrate the performance of the parallel approach, we again consider three different models, i.e., the constant model (c = 2000 m/s), only 3 layers model and the 3D wedge model (as depicted in Fig. 8a-b) . The computations are performed on an SGI Altix 3700 system (www.sara.nl). We use 25 proces- sors. An effective way to assess the performance of a parallel program is to measure its execution time T as a function of the number of processors N p . Additionally the so-called parallel efficiency can be evaluated that indicates how well the parallel performance scales. It is defined as follows ( [34] ):
where T(1) indicates the execution time for a single processor and T ðN p Þ denotes the execution time for N p processors. Ideally, if the program scales well then its efficiency is % 1. Fig. 10a shows the speedup factor for three different models. The speedup factor is the wall clock time of N p processors divided by the wall clock time for single processor in the same model. Fig. 10b shows the efficiency of the parallel approach for three different methods.
More complex model: a 3D salt dome model
In this section, we evaluate the multigrid preconditioner and Bi-CGSTAB solver for a 3D realistic model that can be found in the geophysical applications, a saltdome model typical for geological structures in the North sea. The changes in velocity throughout the domain are given in Fig. 11 . The velocity (c) varies from 1700 m/s to 4900 m/s. The size of the model is 8920 · 4440 · 5100 m 3 . The source is an explosive source located in the center at point of (4460, 2220, 20) m. We consider the frequencies of 2.5 Hz, 5 Hz and 10 Hz. We evaluate the parallel code using 4, 9, and 18 processors of the SGI Altix 3700 system for the frequencies 2.5, 5 and 10 Hz. The performance of the convergence of the numerical results for the 3D salt dome model using different semi-coarsening strategies for f = 2.5, 5 and 10 Hz in terms of the number of iterations and the relative residuals are present in Figs. 12a-c. In Figs. 12a-c, the solid line denotes the convergence of the preconditioned Bi-CGSTAB method using (x 1 , x 2 )-semi-coarsening strategy and the dashed line denotes the convergence of the preconditioned Bi-CGSTAB method using (x 1 , x 3 )-semi-coarsening strategy. From these results, we conclude that the (x 1 , x 3 )-semi-coarsening performs best. More generally, we again choose the direction in which k varies least for line-wise smoother.
In Figs. 13a-c, we display the snapshots of the real parts of the numerical solution of the wave field at y = 1800 m for 2.5 Hz, 5 Hz and 10 Hz, respectively. From Figs. 13a-c, one can observe the wave field propagating from the source at (4460, 2220) m through the model. We can also see the complexity of the wave field due to the heterogeneous regions. The faster velocities in the salt and in deeper sediment layers cause a larger wavelength. Because of the strong contrast with the embedding medium less energy penetrates the salt dome especially for higher frequencies (see Fig. 13c ).
Conclusions
In this paper, we have presented a parallel iterative solution method for 3D high frequency Helmholtz problems in media with heterogeneities. The iterative method is based on Bi-CGSTAB, preconditioned by a complex-shifted Laplacian. The preconditioning operator is approximately inverted by a multigrid variant with 2D-semi-coarsening and line-wise smoothing. We have shown that the 2D-semi-coarsening strategy is geometry dependent. By choosing the lines in the direction in which wavenumber k varies least we observe the best overall convergence. Furthermore, we validated the numerical accuracy by a comparison with an analytical result for the constant wavenumber model. Numerical results that indicate the robustness and efficiency of the method have been presented for several test problems. The number of iterations increases linearly with the frequency for a fixed number of grid points per wavelength.
Using the parallel approach, we have been able to compute a 3D salt dome model arising in the geophysical applications for high frequency.
The weights w1, . . . ,w4 can now be computed, i.e., for ð2i 1 ; 2i 2 À 1; i 3 Þ w1 2i 1 ;2i 2 À1;i 3 ¼ minð2r 1 ; maxð0; w w ÞÞ; w2 2i 1 ;2i 2 À1;i 3 ¼ minð2r 1 ; maxð0; w e ÞÞ:
for ð2i 1 À 1; 2i 2 ; i 3 Þ w1 2i 1 À1;2i 2 ;i 3 ¼ minð2r 1 ; maxð0; w s ÞÞ; w3 2i 1 À1;2i 2 ;i 3 ¼ minð2r 1 ; maxð0; w n ÞÞ:
for ð2i 1 ; 2i 2 ; i 3 Þ w1 2i 1 ;2i 2 ;i 3 ¼ e m
