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Abstract
It is well known that quantum mechanics admits a geometric formulation on the complex pro-
jective space as a Ka¨hler manifold. In this paper we consider the notion of mutual information
among continuous random variables in relation to the geometric description of a composite quan-
tum system introducing a new measure of total correlations that can be computed in terms of
Gaussian integrals.
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1 Introduction
The initial idea to formulate quantum mechanics as a proper Hamiltonian theory in the complex
projective space (where there is a natural Ka¨hler structure) was proposed in [5] and developed
later in [1, 2, 3, 7] for instance. Within the geometric Hamiltonian formulation the projective
space P(H) constructed on the Hilbert space H of the considered quantum theory plays the role
of a phase space where quantum observables are represented by scalar functions on P(H) and
quantum dynamics is described in terms of the flow of a Hamiltonian vector field. Moreover
quantum states can be represented by probability densities to compute expectation values in-
tegrating w.r.t. a Liouville volume form like in classical statistical mechanics. In [7] a complete
characterization of the functions on P(H) that describe quantum observables is provided and the
observable C∗-algebra (in particular the quantum ?-product) is constructed in terms of phase
space functions regardless of the notion of linear operators in the underlying Hilbert space.
Quantum mechanics predicts correlations between physical systems that cannot be explained
assuming locality and realism, the quantum correlations. If we consider the state of a bipartite
quantum system given by a density matrix σ in HA ⊗ HB then the total correlations (both
quantum and classical correlations) of σ are quantified by the quantum mutual information:
I(σ) := S(σA) + S(σB)− S(σ) (1)
where S is the von Neumann entropy S(σ) := −tr(σ log2 σ) and σA,B are the reduced states
calculated as partial traces w.r.t. HA,B. In this paper we address the problem to quantify the
amount of total correlations in a quantum state within the self-consistent geometric framework
of quantum mechanics, we restrict to the finite-dimensional case.
In the considered geometric formulation, where quantum states are represented by probability
density functions w.r.t. an invariant measure on P(H) as explained in the next section, our aim
is to quantify correlations in a bipartite quantum system by means of a calculation based on the
notion of mutual information of continuous random variables.
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Let X and Y be continuous random variables with joint probability density given by f , a measure
of their mutual dependence is given by the mutual information defined as:
I(X,Y ) :=
∫
suppf
f(x, y) log2
(
f(x, y)
fX(x)fY (y)
)
dx dy (2)
where fX,Y are the marginal probability densities of f and the measure dxdy is the product
of the reference measures on the set of values of X and Y . In other words I is the Kullback-
Leibler divergence between the joint probability density and the product of its marginals, so
I(X,Y ) = 0 if and only if X and Y are independent.
In the next section we briefly summarize the geometric formulation of quantum mechanics on
the projective space equipped with its natural symplectic and Riemannian structures. Then
we apply the definition of mutual information (2) in the geometric framework investigating its
physical meaning, it is not the analogue of the von Neumann mutual information (1) but it turns
out to be a new figure of merit to quantify correlations in quantum states.
2 Geometrization of Quantum Mechanics on the complex projective space
Pure states of a quantum system described in the Hilbert space (H, 〈 | 〉) are represented by the
points of the projective space P(H) := H∼ \ [0] where, for ψ,ϕ ∈ H, ψ ∼ ϕ if and only if ψ = αϕ
with α ∈ C \ {0}. P(H) is connected and Hausdorff in the quotient topology. It is well-known
that the map P(H) 3 [ψ] 7→ |ψ〉〈ψ| ∈ P1(H), with ‖ ψ ‖= 1, is a homeomorphism where P1(H)
is the space of rank-1 orthogonal projectors in H equipped with the topology induced by the
standard operator norm.
Let us restrict to the case dimH = n < +∞. The projective space P(H) has a structure of a
(2n − 2)-dimensional smooth real manifold and the tangent vectors v ∈ TpP(H) have the form
v = −i[Av, p] for some self-adjoint operator Av on H [7]. As a real manifold P(H) can be equipped
with a symplectic structure given by the following form:
ωp(u, v) := −iκ tr([Au, Av]p) κ > 0. (3)
The value of the constant κ is a natural geometric degree of freedom and it can be fixed for
convenience of calculus. In this paper we take the choice: κ = n+ 1.
P(H) can be also equipped with the Riemannian structure induced by the well-known Fubini-
Study metric g:
gp(u, v) := −κ tr(p([Au, p][Av, p] + [Av, p][Au, p])). (4)
One can prove that the metric g is compatible with the symplectic form ω by means of the
complex form jp : TpP(H) 3 v 7→ i[v, p] ∈ TpP(H), i.e. P(H) is a Ka¨hler manifold.
As proved in [7], the unique regular Borel measure ν that is left-invariant w.r.t. the smooth
action1 of the unitary group U(n) on P(H), with ν(P(H)) = 1, coincides to the Riemannian
measure induced by the metric g and to the Liouville volume form ω ∧ · · · (n− 1) times · · · ∧ ω
up to its normalization. Such a unique U(n)-invariant measure presents a useful characterization
in terms of the standard Gaussian measure on H (as a 2n-dimensional real vector space) in the
following sense [4, 6]: For any bounded Borel function f : P(H)→ C we have:∫
P(H)
f(p) dν(p) =
1
(2pi)n
∫
H
f ◦ pi (x) e−‖x‖
2
2 dx (5)
1The group U(n) is represented on P(H) by: U(n)× P(H) 3 (U, p) 7→ UpU−1 ∈ P(H).
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where pi : H \ {0} → P(H) is the canonical projection and dx is the Lebesgue measure on R2n.
In order to give the interpretation of P(H) as a quantum phase space, let us consider: The set
of quantum states S(H) := {σ ∈ L(H) : σ ≥ 0, tr(σ) = 1} where L(H) is the space of linear
operators in H, the space of self-adjoint operators H(H) representing the quantum observables
and the set F of bounded Borel functions on P(H). As proved in [7] assuming dimH > 2 and
κ = n+ 1, the maps:
S(H) 3 σ 7→ ρσ ∈ F ρσ(p) := tr(σp) (6)
H(H) 3 A 7→ fA ∈ F fA(p) := (n+ 1)tr(Ap)− tr(A) (7)
represent the unique prescription to associate quantum states to probability densities and quan-
tum observables to scalar functions on P(H) such that quantum expectation values can be
calculated as in classical mechanics:∫
P(H)
fAρσdµ = tr(Aσ), (8)
∀σ ∈ S(H) and ∀A ∈ H(H), where dµ = ndν. Furthermore (7) is the unique way to de-
scribe quantum observables as scalar functions on P(H) in order to represent the solutions of
Schro¨dinger equation
i~p˙ = [H, p] H ∈ H(H) (9)
as the flow lines of the Hamiltonian vector field on P(H) defined by the Hamiltonian function
fH within the symplectic structure of P(H) [1, 7].
The key result to translate a finite-dimensional quantum theory from the standard linear for-
mulation to the geometric formulation on P(H) is the bijective correspondence between linear
operators on H and a class of so-called frame functions on the projective space.
Definition 1 Let P(H) be the projective space of the n-dimensional Hilbert space H and d2 be
the geodesic distance induced by the Fubini-Study metric. The set {pi}i=1,...,n ⊂ P(H) is called
frame in P(H) if d2(pi, pj) =
pi
2 for i 6= j.
A map f : P(H)→ C is called frame function if there exists Wf ∈ C such that:
n∑
i=1
f(pi) = Wf , (10)
for every frame {pi}i=1,...,n of P(H).
Note that the definition of frame is nothing but a way to represent an orthonormal basis of H
onto the projectice space. The following theorem is proved in [6] as a tool for an alternative
proof of Gleason’s theorem and applied in [7] to the geometrization of quantum mechanics.
Theorem 2 Let H be a n-dimensional Hilbert space with 2 < n < ∞ and L2(P(H), µ) be
the set of square-integrable functions on P(H) w.r.t. the measure µ. For every frame function
f ∈ L2(P(H), µ) there exists a unique operator A ∈ L(H) such that f(p) = tr(Ap), ∀p ∈ P(H).
The converse is true: Any function P(H) 3 p 7→ tr(Ap), with A ∈ L(H), is a frame function
in L2(P(H), µ), so we have a bijective correspondence to faithfully represent linear operators
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as functions on P(H). The set F2(H) of frame functions in L2(P(H), µ) can be endowed with
a structure of C∗-algebra2 in order to obtain the observable algebra of a quantum system in
terms of phase space functions. Within this picture quantum observables are the real functions
in F2(H) and quantum states are particular probability densities on P(H). In this sense we
can state an equivalent formulation of quantum mechanics on a complex projective space that
presents the general geometric structure of a classical theory in a symplectic manifold (the
quantumness of the theory is algebraically encoded in the non-commutative product on F2(H)).
Definition 3 Let H be a Hilbert space H with dimH = n > 2 and µ be the unique U(n)-
invariant regular Borel measure on P(H) such that µ(P(H)) = n.
A frame function ρ : P(H)→ [0, 1] with ∫P(H) ρ dµ = 1 is called Liouville density on P(H).
Let us denote the set of Liouville densities on P(H) as L(H). By theorem 2 any Liouville density
ρ ∈ L(H) describes a unique density matrix σ ∈ S(H) in the following sense ρ : p 7→ tr(σp).
In the next section we investigate how the notion of quantum mutual information can be intro-
duced in terms of Liouville densities on the projective space as a classical-like mutual information
among continuous random variables.
3 Quantum mutual information within geometric formulation
The states of a bipartite quantum system A+B must be described by Liouville densities on the
projective space P(HA ⊗HB) instead of P(HA)× P(HB) as suggested by a rough analogy to the
phase space of classical systems. However P(HA)× P(HB) can be embedded in P(HA ⊗ HB) by
the celebrated Segre embedding:
Seg : P(HA)× P(HB) −→ P(HA ⊗ HB) (11)
([α1 : · · · : αn], [β1 : · · · : βm]) 7→ [α1β1 : α1β2 : · · · : αnβm]
where the action of Seg is expressed in homogenous coordinates of the rays (dimHA = n and
dimHB = m). Equivalentely, one can express the action of the Segre embedding in terms of
rank-1 orthogonal projectors:
Seg (|ψA〉〈ψA|, |ψB〉〈ψB|) = |ψA ⊗ ψB〉〈ψA ⊗ ψB| , ‖ ψA ‖=‖ ψB ‖= 1. (12)
The image of Seg is the well-known Segre variety and gives the set of separable pure states.
The proposition below gives a characterization of entangled states in terms of Liouville densities
on the projective space.
Proposition 4 Let HA and HB be Hilbert spaces with dimension larger than 2. The Liouville
density ρ ∈ L(HA ⊗ HB) describes a separable (non-entangled) state if and only if it satisfies
ρ ◦ Seg(pA, pB) =
∑
n
λn ρAn(pA)ρBn(pB) ∀(pA, pB) ∈ P(HA)× P(HB), (13)
where {λn}n are statistical weights, i.e. λn ≥ 0 with
∑
n λn = 1, and {ρAn}n ⊂ L(HA), {ρBn}n ⊂
L(HB).
2The C∗-norm and the quantum ?-product in F2(H) are explicitely constructed in [7].
4
Proof. If σ is a separable state then (13) is obviously true for ρ : p 7→ tr(σp), let us prove the non-
trivial implication. Consider the vector spaces F2(HA) and F2(HB) of square µ-integrable frame
functions on P(HA) and P(HB) respectively. We need to show that for any f ∈ F2(HA)⊗F2(HB)
there exists a unique g ∈ F2(HA ⊗ HB) such that f = g ◦ Seg. Let {ek}k and {hl}l be bases
of F2(HA) and F2(HB) respectively and consider a function f ∈ F2(HA) ⊗ F2(HB) written in
terms of the basis {ek ⊗ hl}:
f(pA, pB) =
∑
kl
cklek(pA)hl(pB). (14)
By theorem 2 we have: f(pA, pB) =
∑
kl tr(AkpA)tr(BkpB) with Ak ∈ L(HA) and Bl ∈ L(HB)
that are univocally fixed for any k and l. So we have that f = g ◦ Seg, with g ∈ F2(HA ⊗ HB),
if and only if:
g(p) =
∑
kl
ckl tr[(Ak ⊗Bl)p]. (15)
Let η : P(HA) × P(HB) → [0, 1] defined by η(pA, pB) :=
∑
n λnρAn(pA)ρBn(pB) where ρAn
and ρBn are Liouville densities on P(HA) and P(HB) respectively. The unique function ρ ∈
F2(HA ⊗ HB) satisfying η = ρ ◦ Seg is given by ρ(p) =
∑
n λntr[(σAn ⊗ σBn)p] where σAn and
σBn are density matrices on HA and HB. Therefore ρ(p) = tr(σp) with σ =
∑
n λnσAn ⊗ σBn,
i.e. ρ is a Liouville density describing a non-entangled state.
The Segre variety represents (by means of the embedding) the classical-like phase space of the
composite system in the sense of the cartesian product of the quantum phase spaces of the single
subsystems. Thus the most natural interpretation of the above result is the following: If there
is no entanglement then the Liouville density describing the considered quantum state presents
the form of a classical bipartite state (i.e. a statistical mixture of products) when restricted to
the Segre variety.
In order to introduce the notion of quantum mutual information we need to consider the marginal
probability densities of ρ ◦ Seg : P(HA)× P(HB)→ [0, 1] with ρ ∈ L(HA ⊗ HB):
ρA(pB) =
∫
P(HA)
ρ ◦ Seg(pA, pB) dµA(pA). (16)
Applying theorem 2 it is easy to prove that the unique operator σA ∈ L(HB) such that ρA :
pB 7→ tr(σApB) is nothing but the partial trace of the density matrix associated to ρ. In
particular the statement of proposition 4 implies that a Liouville density ρ describes a completely
uncorrelated state σ (i.e. it is factored as σ = σA⊗σB) if and only if it satisfies ρ◦Seg(pA, pB) =
ρA(pA)ρB(pB), for all pA,B ∈ P(HA,B), where ρA and ρB are the marginal probability densities
of ρ ◦ Seg on P(HA) and P(HB) respectively. In other words the restriction of ρ to the Segre
variety has the form of an uncorrelated classical state.
In view of the latter comments, the key idea of our approach is to consider a quantum system as
a continuous random variable valued in the complex projective space P(H) (that has cardinality
of the continuum as a connected Hausdorff manifold [8]) equipped with the measure µ of the
geometric formulation discussed in the previous section. Given a Liouville density ρ ∈ L(HA⊗HB)
describing the state of the system A + B, we can calculate the mutual information between A
and B considering ρ ◦ Seg as a joint probability density according to classical defintion (2):
I(ρ) :=
∫
supp (ρ◦Seg)
ρ ◦ Seg(pA, pB) log2
(
ρ ◦ Seg(pA, pB)
ρA(pA)ρB(pB)
)
dµA(pA)dµB(pB). (17)
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I does not obviously correpsond to the Von Neumann mutual information calculated from the
density matrix associated to ρ. However it presents the properties to be a good measure of
total correlations in a quantum state. In fact I(ρ) = 0 if and only if ρ ◦ Seg is the product
of the marginal probability densities that is the case where there are no classical or quantum
correlations in the considered state. By proposition 4 if ρ describes a separable mixed state then
I is a measure of the correlations due to the incoherent superposition in the considered state.
On the other hand if we have an entangled pure state, so the correlations are purely quantum, I
quantifies how much ρ ◦Seg is different from the product of the marginals as a Kullback-Leibler
divergence thus it gives a measure of entanglement for pure states.
Let us consider ρ ∈ L(HA⊗HB) describing a maximally entangled state and calculate I(ρ). We
can apply the following identity involving differential entropies:
I(ρ) = H(ρA)−H(ρA|ρB) (18)
where H(ρA) is the differential entropy3 of A and H(ρA|ρB) is the differential entropy of A
conditioned on B i.e. it is the entropy calculated from the Liouville density describing the state
of subsystem A when the subsystem B is in a known pure state. Considering the system in the
maximally entangled state, if one observes the subsystem B in the pure state represented by
the ray pB ∈ P(HB) during some local measurement process4 then the pure state of subsystem
A after the measurement is known deterministically, so one would suspect that the conditional
entropy is zero, however H(ρA|ρB) is non-zero. In fact the differential entropy given by a
Liouville density describing a pure state is non-zero but a constant that does not depend on the
pure state or Hilbert space dimension as stated by the next proposition.
Proposition 5 For any Liouville density ρσ ∈ L(H) describing a pure state σ the related
differential entropy is:
H(ρσ) = −
∫
P(H)
ρσ(p) log2(ρσ(p)) dµ(p) = (2γ − 2) log2 e− 2 (19)
where µ is the usual invariant measure on P(H) and γ is the Euler-Mascheroni constant.
Proof. The value of H(ρσ) does not depend on σ because of the transitive action of the unitary
group on P(H) and the invariance of µ under unitary transformations. Let U be a unitary
operator on H and consider the pure state σ′ = UσU∗, we have ρσ′(p) = ρσ(U∗pU):
H(ρσ′) = −
∫
P(H)
ρσ(U
∗pU) log2(ρσ(U
∗pU)) dµ(p) (20)
= −
∫
P(H)
ρσ(U
∗pU) log2(ρσ(U
∗pU)) dµ(U∗pU) = H(ρσ).
Assume to fix an orthonormal basis of the n-dimensional Hilbert space H and let us calculate
H(ρσ) for the pure state given by σ = |ψ〉〈ψ| = diag(1, 0, ..., 0) in the considered coordinates.
Applying (5) we have:
H(ρσ) = − 1
(2pi)n
∫
H
|〈ψ|x〉|2 log2(|〈ψ|x〉|2)e−
‖x‖2
2 dx. (21)
3The differential entropy of a continuous random variable X with density f is defined as H(X) := ∫ f log2 fdx
and it is well-known that it does not preserve the properties of the information entropy for discrete random
variables. However the continuous mutual information I still be a meaningful measure of mutual dependece for
continuous random variables and the identity I(X,Y ) = H(X)−H(X|Y ) still hold in the continuous case.
4In the sense of post-selection mapping.
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Since |〈ψ|x〉|2 = |x1|2 where x1 = α1 + iβ1 is the first complex component of the vector x w.r.t.
the fixed basis and H is seen as a 2n-dimensional real space, we can re-write the integral as:
H(ρσ) = − 1
(2pi)n
∫
R2n
(α21 + β
2
1) log2(α
2
1 + β
2
1)e
− 1
2
∑n
i=1 α
2
i+β
2
i dα1dβ1 · · · dαndβn (22)
= − 1
(2pi)n
∫
R2
(α21 + β
2
1) log2(α
2
1 + β
2
1)e
− 1
2
α21+β
2
1 dα1dβ1
(∫ +∞
−∞
e−
1
2
y2dy
)2n−2
= − 1
2pi
∫ 2pi
0
dθ
∫ +∞
0
r3 log2(r
2)e−
r2
2 dr = (2γ − 2) log2 e− 2
where we used the known integral
∫ +∞
0 x
3 log2(x
2) exp(−x2/2)dx = 2 + (2− 2γ) log2 e.
Let us give a remark about the result above: Even if a pure state is represented by a single point
p0 ∈ P(H), the differential entropy of a quantum system in a pure state is non-zero. In fact
the Liouville density ρ describing a pure state is not a Dirac delta centered in p0, like a sharp
classical state, but it is a smeard distribution encoding the statistic produced by any possible
measurement process5 on the system.
Returning to the calculation of I(ρ) where ρ ∈ L(HA ⊗ HB) describes a maximally entangled
state, the marginal density is the constant function ρA = d
−1, where d = dimHA = dimHB, its
differential entropy is:
H(ρA) = −
∫
P(HA)
ρA(p) log2(ρA(p)) dµA(p) = log2 d, (23)
which corresponds to the value of the Von Neumann entropy of the associated reduced density
matrix in this particular case. Thus we have:
I(ρ) = log2 d+ 2 + (2− 2γ) log2 e ' log2 d+ 3.22, (24)
on the other hand the well-known von Neumann mutual information (1) of a maximally entan-
gled state σ ∈ S(HA ⊗ HB) is I(σ) = 2 log2 d.
After the discussion above, we can interpret I as a measure to quantify the total amount of
correlations inside a bipartite quantum system. Nevertheless it is not the direct translation of
the von Neumann mutual information to the geometric formulation.
From the viewpoint of the direct calculation of I starting from a density matrix, one can exploit
the fact that the measure µ on P(H) is the image of the standard Gaussian measure on decom-
plexified H by means of the canonical projection. Let σ ∈ S(HA ⊗ HB) be the density matrix
associated to the Liouville density ρ ∈ L(HA ⊗ HB), then:
I(ρ) =
∫
X
〈x⊗ y|σ x⊗ y〉 log2
( 〈x⊗ y|σ x⊗ y〉
〈x|σAx〉〈y|σBy〉
)
dµGA(x)dµGB (y) (25)
where X := {(x, y) ∈ HA × HB : 〈x ⊗ y|σ x ⊗ y〉 > 0}, µGA and µGB denote the standard
Gaussian measure on decomplexified HA and HB respectively, the integral is calculated w.r.t.
the product of the Gaussian measures.
5Note that we can describe a pure state σ = |ψ〉〈ψ| as a Dirac mass if and only if we consider the outcomes of
a fixed PVM-measurement {Pi}i such that σ ∈ {Pi}i.
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4 Conclusions
In the present work we have shown that the notion of mutual information between continuous
random variables can be used to quantify the total amount of correlations among quantum
systems. The approach is formalized in the geometric framework where quantum states are de-
scribed by probability density functions on the complex projective space equipped with a unitary
invariant Borel measure. Such a classical-like mutual information is a proposed estimator which
plays the role of von Neumann mutual information within the considered geometric formulation.
Moreover (25) is the formula to calculate the classical-like mutual information starting from a
density matrix then I can be also considered a figure of merit in the standard formulation of
QM. Let us stress that integration w.r.t. µ to calculate I or differential entropy can be performed
as a Gaussian integral on decomplexified Hilbert space, an example of calculation of this kind
is given in the proof of proposition 5. Matter for future works could be the in-depth analysis of
the interplay between I and other quantities of quantum information theory.
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