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In this paper, we introduce some new Tauberian-like conditions to retrieve slow oscillation
of a real sequence (un) out of (C, 1) summability of its generator sequence.
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1. Introduction
Let u = (un)be a sequence of real numbers. Throughout this paper, the symbols un = o(1) and un = O(1) mean
respectively that un → 0 as n →∞ and that (un) is bounded for large enough n. If
un = an +
n−
k=1
ak
k
+ u0, (n = 1, 2, 3, . . .)
for some real sequence a = (an), we say that the sequence (un) is regularly generated by the sequence (an) and (an) is called
a generator sequence of (un).
For a sequence (un),
un − σ (1)n (u) = V (0)n (∆u), (n = 0, 1, 2, . . .), (1.1)
where V (0)n (∆u) = 1n+1
∑n
k=0 k∆uk and σ
(1)
n (u) = 1n+1
∑n
k=0 uk.
Since σ (1)n (u) = u0 +∑nk=1 V (0)k (∆u)k , the identity (1.1) can be rewritten as
un = V (0)n (∆u)+
n−
k=1
V (0)k (∆u)
k
+ u0, (n = 1, 2, 3, . . .). (1.2)
The classical control modulo of the oscillatory behavior of (un) is denoted by ω
(0)
n (u) = n∆un, where ∆un = un − un−1
and u−1 = 0. The general control modulo of the oscillatory behavior of integer order m ≥ 1 of a sequence (un) is defined
inductively in [1–7] by
ω(m)n (u) = ω(m−1)n (u)− σ (1)n (ω(m−1)(u)).
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For a sequence (un), we define (n∆)mun = (n∆)m−1((n∆)un) = n∆((n∆)m−1un) for any positive integerm and nonnegative
integer n, where (n∆)0un = un and (n∆)1un = n∆un. It is proved in [2] that ω(m)n (u) = (n∆)mV (m−1)n (∆u), where
V (m)n (∆u) = σ (1)n (V (m−1)(∆u)) for any positive integerm.
A sequence (un) is called slowly oscillating [3] if
un − um = o(1) for n ≥ m →∞ and nm → 1.
The following definition is a generalization of slow oscillation. A sequence (un) is called slowly decreasing [3] if
lim inf
m→∞ (un − um) ≥ 0 for n ≥ m →∞ and
n
m
→ 1. (1.3)
Notice that every slowly oscillating sequence is obviously slowly decreasing. However, a slowly decreasing sequence does
not have to be slowly oscillating. For example, the sequence (un) = (∑nk=1 1√k ) is slowly decreasing, but not slowly
oscillating.
If (−un) is slowly decreasing, then (un) is slowly increasing. If a sequence (un) is both slowly decreasing and slowly
increasing, then (un) is slowly oscillating.
A sequence (un) is said to be (C, 1) summable to a finite number s if
lim
n→∞ σ
(1)
n (u) = s. (1.4)
If the limit
lim
n→∞ un = s (1.5)
exists, then clearly (un) is (C, 1) summable to s. The converse is not necessarily true. However, (1.4) may imply (1.5) by
adding some suitable condition on the sequence (un). Such a condition is called a Tauberian condition and the resulting
theorem is called a Tauberian theorem.
Hardy [4] proved that the condition
ω(0)n (u) = O(1) (1.6)
is a Tauberian condition for the (C, 1) summability method. Later, Landau [5] extended Hardy’s Tauberian condition as
follows
ω(0)n (u) ≥ −M, (n = 0, 1, 2, . . .) (1.7)
for someM > 0. Note that the condition (1.7) implies that (un) is slowly decreasing. Indeed, for positive integers n > m,
un − um =
n−
k=m+1
∆uk ≥
n−
k=m+1
−M
k
= −M
n−
k=m+1
1
k
= −M log
 n
m

− αn + αm,
where (αn) is a null sequence. Hence, we conclude that
lim inf
m→∞ (un − um) ≥ −M limm→∞ log
 n
m

= 0
for n ≥ m →∞ and nm → 1.
Schmidt [3] showed that if the conditions (1.3) and (1.4) are satisfied, then (un) is convergent. Much later, Móricz [6]
generalized Schmidt’s theorem as follows. A (C, 1) summable sequence (un) converges to s if the following conditions are
satisfied:
lim sup
λ→1+
lim inf
n→∞
1
[λn] − n
[λn]−
k=n+1
(uk − un) ≥ 0,
and
lim sup
λ→1−
lim inf
n→∞
1
n− [λn]
n−
k=[λn]+1
(un − uk) ≥ 0,
where [λn] denotes the integer part of λn.
In [7] Dik showed that the condition (1.7) in Landau’s theorem can be replaced by the condition
ω(1)n (u) ≥ −M, (n = 0, 1, 2, . . .) (1.8)
for someM > 0. Çanak et al. [8] extend the condition (1.8) to the following condition
ω(m)n (u) ≥ −M, (n = 0, 1, 2, . . .) (1.9)
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for some nonnegative integerm and someM > 0. Moreover, Çanak and Totur [9] proved that the condition
(σ (1)n (ω
(m)(u))) is slowly oscillating (1.10)
is a Tauberian condition for the (C, 1) summability method.
Instead of recovering convergence of sequence (un) out of the existence of (1.4) and some additional conditions imposed
on the sequence (un), one can obtain further information about the asymptotic behavior of the sequence (un) by (C, 1)
summability of its generator sequence. In light of this reasoning, Çanak [10] and Çanak andDik [11] obtained slow oscillation
of (un) out of the existence of (C, 1) summability of its generator sequence with additional suitable conditions on the
sequence (un).
In this paper, we retrieve slow oscillation of a sequence (un) out of (C, 1) summability of (V
(0)
n (∆u)) by adding some
conditions on the general control modulo of the oscillatory behavior of integer order m ≥ 1 of the sequence (un). The
results of this paper not only extend the Móricz’s theorem [6], but also more importantly generalize well-known classical
Tauberian theorems such as Hardy’s Tauberian theorem [4].
2. Main result
Theorem 2.1. For a real sequence u = (un) and some nonnegative integer m, let the following conditions be satisfied:
lim sup
λ→1+
lim inf
n→∞
1
[λn] − n
[λn]−
k=n+1

σ
(1)
k (ω
(m)(u))− σ (1)n (ω(m)(u))

≥ 0, (2.1)
lim sup
λ→1−
lim inf
n→∞
1
n− [λn]
n−
k=[λn]+1

σ (1)n (ω
(m)(u))− σ (1)k (ω(m)(u))

≥ 0, (2.2)
where [λn] denotes the integer part of λn. If (V (0)n (∆u)) is (C, 1) summable to s, then (un) is slowly oscillating.
The following are a few remarks regarding conditions (2.1) and (2.2).
Remark 2.2. Conditions (2.1) and (2.2) are obviously satisfied if (σ (1)n (ω(m)(u))) is slowly decreasing. Hence, the condition
(1.10) necessitates conditions (2.1) and (2.2).
Remark 2.3. Slow oscillation of a sequence (un) implies the condition (1.10).
The following lemmas are needed for the proof of our main theorem.
Lemma 2.4. Let u = (un) be a sequence of real numbers.
(i) [1] For λ > 1 and sufficiently large n,
un − σ (1)n (u) =
[λn] + 1
[λn] − n

σ
(1)
[λn](u)− σ (1)n (u)

− 1[λn] − n
[λn]−
k=n+1
k−
j=n+1
∆uj,
where [λn] denotes the integer part of λn.
(ii) [7] For 0 < λ < 1 and sufficiently large n,
un − σ (1)n (u) =
[λn] + 1
n− [λn]

σ (1)n (u)− σ (1)[λn](u)

+ 1
n− [λn]
n−
k=[λn]+1
n−
j=k+1
∆uj,
where [λn] denotes the integer part of λn.
Lemma 2.5. [2] For a sequence u = (un), and for each integer m ≥ 1,
ω(m)n (u) =
m−1−
j=0
(−1)j

m− 1
j

n∆V (j)n (∆u), (n = 0, 1, 2, . . .),
where

m−1
j

= (m−1)(m−2)···(m−j)j! .
3. Proof of Theorem 2.1
Since (V (0)n (∆u)) is (C, 1) summable to s, we have
V (1)n (∆u)→ s. (3.1)
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From (3.1) we obtain
n∆V (2)n (∆u) = o(1), (3.2)
and
σ (1)n (σ
(1)(ω(m)(u))) = σ (2)n (ω(m)(u)) = o(1). (3.3)
Applying Lemma 2.4 (i) to σ (1)n (ω(m)(u)), we have
σ (1)n (ω
(m)(u))− σ (2)n (ω(m)(u)) =
[λn] + 1
[λn] − n

σ
(2)
[λn](ω
(m)(u))− σ (2)n (ω(m)(u))

− 1[λn] − n
[λn]−
k=n+1

σ
(1)
k (ω
(m)(u))− σ (1)n (ω(m)(u))

for λ > 1 and sufficiently large n. Taking the limsup of both sides of the above identity, we have
lim sup
n→∞

σ (1)n (ω
(m)(u))− σ (2)n (ω(m)(u))
 ≤ λ
λ− 1 lim supn→∞

σ
(2)
[λn](ω
(m)(u))− σ (2)n (ω(m)(u))

+ lim sup
n→∞

− 1[λn] − n
[λn]−
k=n+1

σ
(1)
k (ω
(m)(u))− σ (1)n (ω(m)(u))

.
We see that the first term on the right-hand side vanishes. Hence,
lim sup
n→∞

σ (1)n (ω
(m)(u))− σ (2)n (ω(m)(u))
 ≤ − lim inf
n→∞
1
[λn] − n
[λn]−
k=n+1

σ
(1)
k (ω
(m)(u))− σ (1)n (ω(m)(u))

.
If we let liminf λ→ 1+ of both sides of the above identity, then we have
lim sup
n→∞

σ (1)n (ω
(m)(u))− σ (2)n (ω(m)(u))
 ≤ − lim sup
λ→1+
lim inf
n→∞
1
[λn] − n
[λn]−
k=n+1

σ
(1)
k (ω
(m)(u))− σ (1)n (ω(m)(u))

.
It then follows by the condition (2.1) that
lim sup
n→∞
(σ (1)n (ω
(m)(u))− σ (2)n (ω(m)(u))) ≤ 0. (3.4)
Similarly, applying Lemma 2.4 (ii) to σ (1)n (ω(m)(u)), we have
σ (1)n (ω
(m)(u))− σ (2)n (ω(m)(u)) =
[λn] + 1
n− [λn]

σ (2)n (ω
(m)(u))− σ (2)[λn](ω(m)(u))

+ 1
n− [λn]
n−
k=[λn]+1

σ (1)n (ω
(m)(u))− σ (1)k (ω(m)(u))

for 0 < λ < 1 and sufficiently large n.
Taking the liminf of both sides of the above identity, we have
lim inf
n→∞

σ (1)n (ω
(m)(u))− σ (2)n (ω(m)(u))
 ≥ λ
1− λ lim infn→∞

σ (2)n (ω
(m)(u))− σ (2)[λn](ω(m)(u))

+ lim inf
n→∞
1
n− [λn]
n−
k=[λn]+1

σ (1)n (ω
(m)(u))− σ (1)k (ω(m)(u))

.
We see that the first term on the right-hand side vanishes. Hence,
lim inf
n→∞

σ (1)n (ω
(m)(u))− σ (2)n (ω(m)(u))
 ≥ lim inf
n→∞
1
n− [λn]
n−
k=[λn]+1

σ (1)n (ω
(m)(u))− σ (1)k (ω(m)(u))

.
If we let lim sup λ→ 1− of both sides of above identity, then we have
lim inf
n→∞

σ (1)n (ω
(m)(u))− σ (2)n (ω(m)(u))
 ≥ lim sup
λ→1−
lim inf
n→∞
1
n− [λn]
n−
k=[λn]+1

σ (1)n (ω
(m)(u))− σ (1)k (ω(m)(u))

.
It follows by the condition (2.2) that
lim inf
n→∞ (σ
(1)
n (ω
(m)(u))− σ (2)n (ω(m)(u))) ≥ 0. (3.5)
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From (3.4) and (3.5) we have,
σ (1)n (ω
(m)(u))− σ (2)n (ω(m)(u)) = o(1). (3.6)
Using (3.3), we obtain
σ (1)n (ω
(m)(u)) = o(1). (3.7)
By Lemma 2.5, we get
σ (1)n (ω
(m−1)(u)) =
m−2−
j=0
(−1)j

m− 2
j

n∆V (j+1)n (∆u) = o(1). (3.8)
It follows easily from (3.2) and (3.8) that n∆V (1)n (∆u) = o(1). From the identity n∆V (1)n (∆u) = V (0)n (∆u) − V (1)n (∆u), we
have V (0)n (∆u)→ s as n →∞ by (3.1). Thus, we conclude by (1.2) that (un) is slowly oscillating. 
In the following corollaries, we recover convergence of (un) as special cases of Theorem 2.1.
Corollary 3.1. For a real sequence (un), let the conditions (2.1) and (2.2) hold. If (un) is (C, 1) summable to s, then (un) is
convergent to s.
Proof. Assume that (un) is (C, 1) summable to s. It follows by (1.1) that (V
(0)
n (∆u)) is (C, 1) summable to 0. Hence, by
Theorem 2.1 (V (0)n (∆u)) is convergent to 0. Since (un) is (C, 1) summable to s, (un) is convergent to s by (1.1). 
Corollary 3.2. If (un) is (C, 1) summable to s and (σ
(1)
n (ω
(m)(u))) is slowly decreasing, then (un) is convergent to s.
Proof. If (σ (1)n (ω(m)(u))) is slowly decreasing, then conditions (2.1) and (2.2) are satisfied. 
Corollary 3.3. If (un) is (C, 1) summable to s and (σ
(1)
n (ω
(m)(u))) is slowly oscillating, then (un) is convergent to s.
Proof. If (σ (1)n (ω(m)(u))) is slowly oscillating, then (σ
(1)
n (ω
(m)(u))) is slowly decreasing. 
Finally, as corollaries of Theorem 2.1, we have the following well-known classical Tauberian theorems.
Corollary 3.4. If (un) is (C, 1) summable to s and slowly oscillating, then (un) converges to s.
Proof. If (un) is slowly oscillating, then (σ
(1)
n (ω
(m)(u))) is slowly oscillating. 
Corollary 3.5. If (un) is (C, 1) summable to s and condition (1.6) holds, then (un) is convergent to s.
Proof. If condition (1.6) holds, then (un) is slowly oscillating. 
Notice that Corollary 3.5 is the celebrated classical Tauberian theorem of Hardy’s [4].
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