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Abstract
This article considers quantum systems described by a finite-dimensional
complex Hilbert spaceH . We first define the concept of a finite observ-
able on H . We then discuss ways of combining observables in terms
of convex combinations, post-processing and sequential products. We
also define complementary and coexistent observables. We then intro-
duce finite instruments and their related compatible observables. The
previous combinations and relations for observables are extended to in-
struments and their properties are compared. We present four types of
instruments; namely, identity, trivial, Lu¨ders and Kraus instruments.
These types are used to illustrate different ways that instruments can
act. We next consider joint probabilities for observables and instru-
ments. The article concludes with a discussion of measurement models
and the instruments they measure.
1 Finite Observables
Let L(H) be the set of linear operators on a finite-dimensional complex
Hilbert space H. For S, T ∈ L(H) we write S ≤ T if 〈φ, Sφ〉 ≤ 〈φ, Tφ〉 for
all φ ∈ H. We define the set of effects by
E(H) = {a ∈ L(H) : 0 ≤ a ≤ 1}
where 0, 1 are the zero and identity operators, respectively. The effects
correspond to yes-no experiments and a ∈ E(H) is said to occur when
a measurement of a results in the value yes [1, 6, 7]. A one-dimensional
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projection Pφ = |φ〉〈φ|, where ||φ|| = 1, is called an atom and Pφ ∈ E(H).
We call ρ ∈ E(H) a partial state if tr (ρ) ≤ 1 and ρ is a state if tr (ρ) = 1.
We denote the set of states by S(H) and the set of partial states by Sp(H).
If ρ ∈ S(H), a ∈ E(H) we call Pρ(a) = tr (ρa) the probability that a occurs
in the state ρ [1, 6, 7, 9].
We denote the unique positive square-root of a ∈ E(H) by a1/2. For
a, b ∈ E(H), their sequential product is the effect a ◦ b = a1/2ba1/2 where
a1/2ba1/2 is the usual operator product [2, 3, 8]. We interpret a ◦ b as the
effect that results from first measuring a and then measuring b. We also
call a ◦ b the effect b conditioned on the effect a and write (b | a) = a ◦ b.
Notice that E(H) is convex in the sense that if bi ∈ E(H) and λi ≥ 0 with
n∑
i=1
λi = 1, then
∑
λibi ∈ E(H) and(∑
λibi | a
)
=
∑
λi(bi | a)
so b 7→ (b | a) is an affine function. In general, a 7→ (b | a) is not affine.
Moreover, the product ◦ is not associative.
Example 1. Let a = |α〉〈α|, b = |β〉〈β| be atoms in E(H). Then for any
c ∈ E(H) we have that
a ◦ (b ◦ c) = |α〉〈α| (|β〉〈β|c|β〉〈β|) |α〉〈α|
= |〈α, β〉|2 〈β, cβ〉|α〉〈α|
Moreover,
(a ◦ b) ◦ c = (|α〉〈α| |β〉〈β| |α〉〈α|) ◦ c
= |〈α, β〉|2 |α〉〈α|c|α〉〈α|
= |〈α, β〉|2 〈α, cα〉|α〉〈α|
In general, 〈β, cβ〉 6= 〈α, cα〉 so a ◦ (b ◦ c) 6= (a ◦ b) ◦ c.
Let ΩA be a finite set. A finite observable with value-space ΩA is a subset
A = {Ax : x ∈ ΩA} ⊆ E(H)
such that
∑
x∈ΩA
Ax = 1 [1, 6, 9]. We denote the set of finite observables
on H by O(H). If B = {By : y ∈ ΩB} is another observable, we define the
2
sequential product A ◦ B ∈ O(H) to be the observable with value-space
ΩA × ΩB given by
A ◦B = {Ax ◦By : (x, y) ∈ ΩA × ΩB}
We also define the A-marginal of A ◦ B to be the observable (B | A) with
value-space ΩB given by
(B | A) = {(B | A)y : y ∈ ΩB} ⊆ E(H)
where (B | A)y =
∑
x∈ΩA
(Ax ◦ By). Since
∑
y∈ΩB
(Ax ◦ By) = Ax we say the
B-marginal of A◦B is A. We also call (B | A) the observable B conditioned
by the observable A [4, 5].
If A ∈ O(H) we define the effect-valued measure X 7→ AX from 2
ΩA to
E(H) by AX =
∑
x∈X
Ax. By a slight misuse of terminology, we call X 7→ AX
an observable. Moreover, we have the observable
(B | A)Y =
∑
y∈Y
∑
x∈ΩA
(Ax ◦By) =
∑
x∈ΩA
(Ax ◦BY )
and the observable
(A ◦B)∆ =
∑
(x,y)∈∆
(Ax ◦By)
In particular,
(A ◦B)X×Y =
∑
x∈X
(Ax ◦BY )
and we call (A ◦B)X×Y the effect (AX then BY ) [4, 5]. It follows that
(B | A)Y = (A ◦B)ΩA×Y
If ρ ∈ S(H) and A ∈ O(H), the probability that A has a value in X ⊆
ΩA, when the system is in state ρ is Pρ(AX) = tr (ρAX). Notice that
X 7→ Pρ(AX) is a probability measure on ΩA. We call
Pρ(AX then BY ) = tr [ρ(A ◦B)X×Y ]
the joint probability of AX then BY . We now give alternative ways of writing
this:
Pρ(AX then BY ) =
∑
x∈X
∑
y∈Y
tr (ρAx ◦By) =
∑
x∈X
tr (ρAx ◦BY )
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= tr
(∑
x∈X
A1/2x ρA
1/2
x BY
)
= tr
[∑
x∈X
(Ax ◦ ρ)BY
]
= tr
[
BY ◦
(∑
x∈X
(Ax ◦ ρ)
)]
If B(i) ∈ O(H) with the same value-space Ω and λi ∈ [0, 1], i =
1, 2, . . . , n, with
∑
λi = 1 we can form the convex combination observable∑
λiB
(i) with (∑
λiB
(i)
)
y
=
∑
λiB
(i)
y
for all y ∈ Ω [4, 5, 6]. We then have that(
A ◦
∑
λiB
(i)
)
(x,y)
= Ax ◦
(∑
λiB
(i)
)
y
=
∑
λiAx ◦B
(i)
y
=
∑
λi(A ◦B
(i))(x,y)
Hence,
A ◦
∑
λiB
(i) =
∑
λiA ◦B
(i)
On the other hand [∑
λiA
(i)
]
◦B 6=
∑
λi(A
(i) ◦B)
in general. We also have that(∑
λiB
(i) | A
)
y
=
∑
x∈ΩA
[
Ax ◦
(∑
λiB
(i)
)
y
]
=
∑
x∈ΩA
[
Ax ◦
(∑
λiB
(i)
y
)]
=
n∑
i=1
λi
∑
x∈ΩA
Ax ◦B
(i)
y =
n∑
i=1
λi(B
(i) | A)y
Thus, (∑
λiB
(i) | A
)
=
∑
λi(B
(i) | A)
As before, (
B |
∑
λiA
(i)
)
6=
∑
λi(B | A
(i))
in general.
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Let ν = [νyz] be a stochastic matrix with νyz ≥ 0,
∑
z∈Ω
νyz = 1 for all
y ∈ ΩB where B ∈ O(H). We define the observable C = ν•B with value-
space Ω by
(ν•B)z =
∑
y∈ΩB
νyzBy
and call C a post-processing of B [4, 5, 6]. We then obtain
(A ◦ ν•B)(x,z) = Ax ◦ (ν•B)z = Ax ◦
∑
y∈ΩB
νyzBy
=
∑
y∈ΩB
νyz(Ax ◦By)
Defining ν ′((x,y),(x′,z)) = νyzδxx′ we have that ν
′ is stochastic because∑
(x′,z)
ν((x,y),(x′,z)) =
∑
(x′,z)
νyzδxx′ =
∑
z
νyz = 1
Then
(A ◦ ν•B)(x′,z) =
∑
(x,y)∈ΩA⊗ΩB
ν((x,y),(x′,z))(Ax ◦By)
=
[
ν ′•(A ◦B)
]
(x′,z)
Hence, A ◦ ν•B = ν ′(A ◦B) where ν ′ is essentially the same as ν. Moreover,
(ν•B | A)z =
∑
x∈ΩA
Ax ◦ (ν•B)z =
∑
x∈ΩA
Ax ◦
∑
y∈ΩB
νyzBy

=
∑
y∈ΩB
νyz
∑
x∈ΩA
Ax ◦By =
∑
y∈ΩB
νyz(B | A)y = [ν•(B | A)]z
so we conclude that (ν•B | A) = ν•(B | A). Again, (B | ν•A) 6= ν•(B | A) in
general.
We now briefly consider three or more observables. For example, if
A,B,C ∈ O(H), then A ◦ (B ◦ C) ∈ O(H) is given by
[A ◦ (B ◦ C)](x,y,z) = Ax ◦ (B ◦ C)(y,z) = Ax ◦ (By ◦ Cz)
and for ∆ ⊆ ΩA × ΩB × ΩC we define
[A ◦ (B ◦ C)]∆ =
∑
(x,y,z)∈∆
Ax ◦ (By ◦ Cz)
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In particular, for X ⊆ ΩA, Y ⊆ ΩB, Z ⊆ ΩC we have
[A ◦ (B ◦ C)]X×Y×Z =
∑
(x,y)∈X×Y
Ax ◦ (By ◦ CZ)
=
∑
x∈X
Ax ◦
∑
y∈Y
(By ◦ CZ)

Moreover, ((C | A) | B) ∈ O(H) is given by
((C | A) | B)z =
∑
y∈ΩB
[By ◦ (C | A)z] =
∑
y∈ΩB
By ◦ ∑
x∈ΩA
(Ax ◦ Cz)

and we have for every Z ⊆ ΩC that
[(C | A) | B]Z =
∑
y∈ΩB
By ◦ ∑
x∈ΩA
(Ax ◦ CZ)

We next discuss various types of observables. We call B ∈ O(H) an
identity observable if By = λy1 where λy ∈ R for every y ∈ ΩB . It follows
that λy ≥ 0 and
∑
y∈ΩB
λy = 1. Identity observables are the simplest types
of observables. A convex combination of identity observables is an identity
observable. Indeed, let B(i) be identity observables with B
(i)
y = λiy1, y ∈ Ω,
i = 1, 2, . . . , n. If µi ∈ [0, 1] with
n∑
i=1
µi = 1 we have that
[
n∑
i=1
µiB
(i)
]
y
=
n∑
i=1
µiB
(i)
y =
n∑
i=1
µiλ
i
y1
so
∑
µiB
(i) is an identity observable. Also, if B is an identity observable,
the a post-processing of B becomes
(ν•B)z =
∑
y∈ΩB
νyzBy =
∑
y∈ΩB
νyzλy1
and ν•B is an identity observable. If A ∈ O(H) and B is an identity
observable, we have that
(A ◦B)(x,y) = Ax ◦By = λyAx
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and
(B | A)y =
∑
x∈ΩA
(Ax ◦By) =
∑
x∈ΩA
λyAx = λy1 = By
Of course, this latter property holds whenever A and B commute; that is
AxBy = ByAx for all x ∈ ΩA, y ∈ ΩB . It also follows that if A and B are
identity observables, then so is A ◦B.
An observable A is atomic if Ax is an atom for all x ∈ ΩA. If A is
atomic, then Ax = |φx〉〈φx| and it follows that φx ⊥ φx′ for all x 6= x
′.
An A ∈ O(H) is indecomposable if Ax has rank 1 for all x ∈ Ωx. Clearly,
an atomic observable is indecomposable but the converse does not hold. If
A ∈ O(H) is atomic with Ax = |φx〉〈φx| and B ∈ O(H), we have
(A ◦B)(x,y) = |φx〉〈φx|By|φx〉〈φx| = 〈φx, Byφx〉Pφx
so A◦B is indecomposable but is not atomic. It follows that if A is indecom-
posable, then A ◦ B is also indecomposable for any B ∈ O(H). Moreover,
we have that
(B | A)y =
∑
x∈ΩA
(Ax ◦By) =
∑
x∈ΩA
〈φx, Byφx〉Pφx
It follows that (B | A) and (C | A) commute for all B,C ∈ O(H).
We say that A,B ∈ O(H) coexist if there exists an observable C(x,y)
with value-space ΩA ×ΩB such that Ax =
∑
y∈ΩB
C(x,y) and By =
∑
x∈ΩA
C(x,y)
for all x ∈ ΩA, y ∈ ΩB [1, 6, 7]. Coexistence of A and B is interpreted as
A and B being simultaneously measurable. We call C(x,y) a joint observable
for A and B. if A and B commute, then they coexist with joint observable
C(x,y) = AxBy. As a special case, we say that a, b ∈ E(H) coexist if there
exist a1, b1, c ∈ E(H) such that a1 + b1 + c ≤ 1 and a = a1 + c, b = b1 + c.
The complement of a ∈ E(H) is defined as a′ = 1− a.
Lemma 1.1. [6]Two effects a and b coexist if and only if the observables
A = {a, a′}, B = {b, b′} exist.
Proof. Suppose a, b coexist and define A1 = a, A2 = a
′, B1 = b, B2 = b′.
Now there exist a1, b1, c, d ∈ E(H) such that a1+b1+c+d = 1 and a = a1+c,
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b = b1+c. Define the observable, C(i,j), i, j = 1, 2, by C(1,2) = c, C(1,2) = a1,
C(2,1) = b1, C(2,2) = d. Then
A1 = a1 + c = C(1,2) + C(1,2)
A2 = b1 + d = C(2,1) + C(2,2)
B1 = b1 + c = C(1,1) + C(2,1)
B2 = a1 + d = C(1,2) + C(2,2)
Thus, the observables A = {A1, A2} and B = {B1, B2} coexist. Conversely,
suppose A and B coexist. There there exists a joint observable C(i,j), i, j =
1, 2, such that a = C(1,1) + C(1,2) and b = C(1,1) + C(2,1). But then
C(1,2) + C(2,1) + C(1,1) ≤ 1
so a and b coexist.
It is interesting to note that if A,B ∈ O(H), then A and (B | A) always
coexist and a joint observable is A ◦B. Indeed, we have that∑
x
(A ◦B)(x,y) =
∑
x
(Ax ◦By) = (B | A)y
and ∑
y
(A ◦B)(x,y) =
∑
y
(Ax ◦By) = Ax
One can continue this discussion by saying that A,B,C ∈ O(H) coexist
if there exists a joint observable D(x,y,z) with value-space ΩA×ΩB×ΩC such
that Ax =
∑
y,z
D(x,y,z), By =
∑
x,z
D(x,y,z), Cz =
∑
x,y
D(x,y,z). We then conclude
that A, (B | A) and ((C | B) | A) coexist with joint observable
D(x,y,z) = Ax ◦ (By ◦ Cz)
Indeed,∑
y,z
D(x,y,z) =
∑
y,z
Ax ◦ (By ◦ Cz) = Ax∑
x,z
D(x,y,z) =
∑
x,z
Ax ◦ (By ◦ Cz) =
∑
x
(Ax ◦By) = (B | A)y
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∑
x,y
D(x,y,z) =
∑
z,y
Ax ◦ (By ◦ Cz) =
∑
x
Az ◦
[∑
y
(B ◦ Cz)
]
=
∑
x
[Ax ◦ (C | B)z] = ((C | B) | A)z
Let A,B ∈ O(H) with |ΩA| = m, |ΩB| = n. We say that A and B are
complementary if
(By | Ax) = Ax ◦By =
1
n Ax
and
(Ax | By) = By ◦Ax =
1
m By
for every x ∈ ΩA, y ∈ ΩB [4, 5]. We interpret this as saying that when A
has a definite value x, then B is completely random and vice versa. A trivial
example is when Ax =
1
m 1 and By =
1
n 1 are completely random identity
observables. When A and B are complementary we have that
A ◦B = {Ax ◦By : x ∈ ΩA, y ∈ ΩB} =
{
1
n Ax, · · · ,
1
n Ax : x ∈ ΩA
}
where there are n terms 1n Ax and we have a similar expression for B ◦ A.
Moreover,
(B | A)y =
∑
x
(Ax ◦By) =
∑
x
1
n Ax =
1
n 1
and similarly, (A | B)x =
1
m 1. Thus, (B | A) and (A | B) are completely
random identity observables. Moreover, we have that
Pρ(AX then BY ) =
∑
x∈X
∑
y∈Y
tr (ρAx ◦By) =
∑
x∈X
∑
y∈Y
tr
(
ρ 1n Ax
)
=
|Y |
n
tr (ρAX) =
|Y |
n
Pρ(AX)
and similarly,
Pρ(BY then AZ) =
|X|
m
Pρ(BY )
We say that two orthonormal bases {φi}, {ψi} for H are mutually unbi-
ased if |〈φi, ψj〉|
2 = 1n for all i, j = 1, 2, . . . , n [10]. Mutually unbiased bases
always exist [6, 10].
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Lemma 1.2. Two atomic observables A = {Pφi}, B = {Pψi} on H are
complementary if and only if {φi} and {ψi} are mutually unbiased.
Proof. We have that
(Bj | Ai) = Ai ◦Bj = |〈φi, ψj〉|
2Ai
for i, j = 1, 2, . . . , n. Hence, (Bj | Ai) =
1
n Ai if and only if |〈φi, ψj〉|
2 = 1n
for all i, j = 1, 2, . . . , n.
2 Finite Instruments
An operation is an affine completely positive map A : Sp(H) → Sp(H)
[1, 6, 9]. An operation A is a channel if A(ρ) ∈ S(H) for every ρ ∈ S(H).
We denote the set of channels on H by C(H). Notice that if a ∈ E(H),
then ρ 7→ (ρ | a) = a ◦ ρ is an operation and if A ∈ O(H), then ρ 7→
(ρ | A) =
∑
x
(Ax ◦ ρ) is a channel. For a finite set ΩI , a finite instrument
with value-space ΩI is a set of operations I = {Ix : x ∈ ΩI} such that
Î =
∑
x∈ΩI
Ix ∈ C(H) [1, 6, 9]. Defining IX for X ⊆ ΩI by IX =
∑
x∈X
Ix we
see that X 7→ IX is an operation-valued measure on H. If A ∈ O(H), we
say that an instrument I is A-compatible if ΩI = ΩA and the probability
reproducing condition
Pρ(AX) = tr [IX(ρ)] (2.1)
holds for every ρ ∈ S(H), X ⊆ ΩA [4, 5, 6]. To show that I is A-compatible
it is sufficient to show that Pρ(Ax) = tr [Ix(ρ)] for every ρ ∈ S(H), x ∈ ΩA.
We view an A-compatible instrument as an apparatus that can be em-
ployed to measure the observable A. If I is an instrument, there exists a
unique A ∈ O(H) such that I is A-compatible and we write J(I) = A [6].
Then by (2.1) we have
tr [IX(ρ)] = tr [ρJ(I)X ]
for every ρ ∈ S(H). We denote the set of instruments on H by In (H). We
show later that J : In (H) → O(H) is surjective but not injective. Thus,
every A ∈ O(H) has many A-compatible instruments. We now give various
examples of instruments.
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Let I(ρ) = ρ be the identity channel and Ω be a finite value-space. An
identity instrument Id on Ω has the form Id x = λxI where λx ∈ [0, 1],∑
x∈Ω
λx = 1. Thus, Id x(ρ) = λxρ for all ρ ∈ Sp(H). Notice that J(Id ) is the
identity observable By = λy1. If A ∈ O(H) and α ∈ S(H) we define the
trivial instrument by Ix(ρ) = tr (ρAx)α. Then J(I) = A and we conclude
that J is surjective.
If A ∈ O(H), we define the Lu¨ders instrument LA by
LAx (ρ) = (ρ | A)x = Ax ◦ ρ = A
1/2
x ρA
1/2
x
for all ρ ∈ Sp(H) [8]. Since J(L
A) = A, we see that J is not injective. Notice
that an identity instrument is a simple example of a Lu¨ders instrument.
For another example, let {Sx ∈ L(H) : x ∈ Ω} satisfy
∑
S∗xSx = 1. Then
ρ 7→
∑
x∈Ω
SxρS
∗
x is a channel and Kx(ρ) = SxρS
∗
x gives an instrument called
a Kraus instrument with Kraus operators Sx [7]. Notice that a Lu´ders
instrument LA is a Kraus instrument with operators Sx = A
1/2
x . Since
tr [Kx(ρ)] = tr (ρS
∗
xSx) we see that J(K) = A where A ∈ O(H) is given by
Ax = S
∗
xSx. We define K : O(H) → In (H) by K(A) = L
A. We see that K
is not surjective because there are instruments like the trivial instruments
and Kraus instruments that are not Lu¨ders type. Moreover, if LA = LB,
then when dimH = n we have that
1
n Ax = L
A
x
(
1
n 1
)
= LBx
(
1
n 1
)
= 1n Bx
Hence, Ax = Bx so K is injective.
Example 2. This example shows that trivial instruments need not be
Kraus instruments. Let IX(ρ) = tr (ρAx)Pψ be a trivial instrument and
suppose that Ix(ρ) = SxρS
∗
x is also a Kraus instrument. We then have that
Pψ =
∑
x
Ix(ρ) =
∑
x
SxρS
∗
x
for all ρ ∈ S(H). Letting ρ = Pφ we have that
Pψ =
∑
x
|Sxφ〉〈Sxφ|
for all φ ∈ H with ||φ|| = 1. Let η ∈ H with ||η|| = 1 satisfy η ⊥ ψ. Then
0 = 〈η, Pψη〉 =
∑
x
|〈η, Sxφ〉|
2
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It follows that 〈η, Sxφ〉 = 0 and hence, Sxφ = cxψ for cx ∈ C. We conclude
that S∗xSx = |cx|
2 Pψ. But
∑
x S
∗
xSx = 1 which gives a contradiction.
We have seen that if Id x = λxI is an identity instrument, then J(Id ) is
the identity observable Bx = λx1. Conversely, if Bx = λx1, then
K(B)x(ρ) = B
1/2
x ρB
1/2
x = λxρ = Id x(ρ)
so K(B) is an identity instrument. However, there are many other instru-
ments that are B-compatible. In fact, we have that I is B-compatible if and
only if
Ix = λxAx (2.2)
where Ax ∈ C(H) for all x ∈ ΩI . Indeed, if Ix has the form (2.2), then for
all ρ ∈ S(H) we have that
tr [Ix(ρ)] = λxtr [Ax(ρ)] = λx = tr (ρBx)
Conversely, if tr [Ix(ρ)] = tr (ρBx) = λx, for all ρ ∈ S(H), then when
λx 6= 0, we obtain
tr
[
1
λx
Ix(ρ)
]
= 1
Hence, 1λx IX ∈ C(H) so Ix = λxAx for some Ax ∈ C(H).
Theorem 2.1. (i) JK(A) = A for all A ∈ O(H). (ii) KJ(I) = I if and
only if I = K(A) for some A ∈ O(H).
Proof. (i) For all ρ ∈ S(H) and x ∈ ΩA we have that
tr [ρJK(A)x] = tr
[
ρ
(
J(LA)x
)]
= tr (ρAx)
It follows that JK(A) = A. (ii) If I = KJ(I), then I = K(A) for A = J(I).
Conversely, suppose I = K(A) for some A ∈ O(H). Then by (i) we have
that
KJ(I) = KJ (K(A)) = K (JK(A)) = K(A) = I
If I(i) ∈ In (H), i = 1, 2, . . . , n, have the same value-space Ω, λi ∈ [0, 1],
with
n∑
i=1
λi = 1, we define the convex combination
n∑
i=1
λiI
(i) ∈ In (H) by[
n∑
i=1
λiI
(i)
]
x
=
n∑
i=1
λiI
(i)
x
for all x ∈ Ω. The next result show that J is affine, while K is not.
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Theorem 2.2. (i) J
[∑
λiI
(i)
]
=
∑
λiJ
[
I(i)
]
. (ii) K
[∑
λiA
(i)
]
6=
∑
λiK
[
A(i)
]
,
in general.
Proof. (i) For all ρ ∈ S(H) and x ∈ Ω we have that
tr
[
ρJ
(∑
λiI
(i)
)
x
]
= tr
[∑
λiI
(i)
x (ρ)
]
=
∑
λitr
[
I(i)x (ρ)
]
=
∑
λitr
[
ρJ(I(i))x
]
= tr
[
ρ
∑
λiJ(I
(i))x
]
The result now follows. (ii) For a counterexample, let A,B ∈ O(H) be
atomic and let ρ ∈ S(H). In general, we have that
K
(
1
2 A+
1
2 B
)
x
(ρ) = L
1
2
A+ 1
2
B
x (ρ) =
1
2(Ax +Bx)ρ(Ax +Bx)
= 12 (AxρAx +BxρBx +AxρBx +BxρAx)
6= 12 (AxρAx +BxρBx) =
1
2 L
A
x (ρ) +
1
2 L
B
x (ρ)
= 12 K(A)x(ρ) +
1
2 K(B)x(ρ)
so K
(
1
2 A+
1
2 B
)
6= 12 K(A) +
1
2 K(B).
If ν = [νxy] is a stochastic matrix and I ∈ In (H), we define the post-
processing ν•I ∈ In (H) of I by
(ν•I)y =
∑
x∈ΩI
νxyIx
Notice that ν•I ∈ In (H) because
(ν•I)ΩI =
∑
x,y∈ΩI
νxyIx =
∑
x∈ΩI
Ix ∈ C(H)
Theorem 2.3. (i) J(ν•I) = ν•J(I). (ii) K(ν•A) 6= ν•K(A), in general.
(iii) ν•
[∑
λiI
(i)
]
=
∑
λiν•I
(i).
Proof. (i) For every ρ ∈ S(H) and applicable y we have that
tr [ρJ(ν•I)y] = tr
[
ρJ
(∑
x
νxyIx
)]
= tr
[
ρ
∑
x
νxyJ(I)x
]
= tr
[
ρ (ν•J(I))y
]
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and the result follows. (ii) For a counterexample, let A ∈ O(H) be atomic
and let ρ ∈ S(H). In general, we obtain
K(ν•A)y(ρ) = L
ν•A
y (ρ) = (ν•A)
1/2
y ρ(ν•A)
1/2
=
(∑
x
νxyAx
)1/2
ρ
(∑
x′
νx′yAx′
)1/2
=
(∑
x
ν1/2xy Ax
)
ρ
(∑
x′
ν
1/2
x′yAx′
)
=
∑
x,x′
ν1/2xy ν
1/2
x′yAxρAx′
6=
∑
x
νxyAxρAx
(iii) For every applicable y we obtain[
ν•
(∑
i
λiI
(i)
)]
y
=
∑
x
νxy
(∑
i
λiI
(i)
)
x
=
∑
x
νxy
∑
i
λiI
(i)
x
=
∑
i
λi
∑
x
νxyI
(i)
x =
∑
i
λi(ν•I
(i))y
The result now follows.
We say that I,J ∈ In (H) are complementary if
tr [Jy(J(I)x ◦ ρ)] =
1
n tr [Ix(ρ)]
for every x ∈ ΩI , y ∈ ΩJ , ρ ∈ S(H) where n = |ΩJ | and
tr [Ix(J(J )y ◦ ρ)] =
1
m tr [Jy(ρ)]
for every x ∈ ΩI , y ∈ ΩJ , ρ ∈ S(H) where m = |ΩI |. As with observables,
this says that when I has a definite value x, then J is completely random
and vice versa.
Lemma 2.4. I and J are complementary if and only if J(I) and J(J ) are
complementary.
Proof. The following statements are equivalent:
tr [Jy (J(I)x ◦ ρ)] =
1
n tr [Ix(ρ)]
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tr [J(J )yJ(I)x ◦ ρ] =
1
n tr [IX(ρ)]
tr
[
ρJ(I)1/2x J(J )yJ(I)
1/2
x
]
= 1n tr [ρJ(I)x]
tr [ρJ(I)x ◦ J(J )y] =
1
n tr [ρJ(I)x]
This is equivalent to
(J(J )y | J(I)x) = J(I)x ◦ J(J )y =
1
n J(I)x
for all x ∈ ΩI , y ∈ ΩJ . A similar expression holds with I and J inter-
changed so the result holds.
Corollary 2.5. If K(A) and K(B) are complementary, then A and B are
complementary.
Proof. By Lemma 2.4 and Theorem 2.1(i) we have that if K(A) and K(B)
are complementary then A = JK(A) and B = JK(B) are complementary.
We conjecture that the converse of Corollary 2.5 does not hold.
We say that I,J ∈ In (H) coexist if there exists a K ∈ In (H) with
value-space ΩI ×ΩJ such that
Ix =
∑
y∈ΩJ
K(x,y), Jy =
∑
x∈ΩI
K(x,y) (2.3)
Lemma 2.6. (i) If I and J coexist, then J(I) and J(J ) coexist. (ii) If
K(A) and K(B) coexist, then A and B coexist.
Proof. (i) Since I and J coexist, there exists a K ∈ In (H) satisfying (2.3).
Define the observable C(x,y) ∈ O(H) with value-space ΩI × ΩJ defined by
C(x,y) = J(K(x,y)). For all x ∈ ΩI , ρ ∈ S(H) we have that
tr [ρJ(I)x] = tr [Ix(ρ)] = tr
 ∑
y∈ΩJ
K(x,y)(ρ)

=
∑
y∈ΩJ
tr
[
K(x,y)(ρ)
]
=
∑
y∈ΩJ
tr
[
ρJ(K(x,y))
]
= tr
ρ ∑
y∈ΩJ
J(K(x,y))
 = tr
ρ ∑
y∈ΩJ
C(x,y)

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It follows that J(I)x =
∑
y∈ΩJ
C(x,y) and in a similar way, J(J )y =∑
x∈ΩI
C(x,y). We conclude that C(x,y) is a joint observable for J(I) and
J(J ) so J(I) and J(J ) coexist. (ii) If K(A) and K(B) coexist then by
Theorem 2.1(i) we have that A = JK(A) and B = JK(B) coexist.
Notice that if I,J ∈ In (H) coexist, then Î = Ĵ . The converse of
this statement does not hold. Indeed, let Ix(ρ) = tr (ρAx)α and Jy(ρ) =
tr (βBy)α be trivial instruments. Then Î = Ĵ but if A and B do not coexist,
then I and J do not exist. Also the converse of Theorem 2.6(i) does not
hold. Indeed, let A,B ∈ O(H) that coexist but for which LA 6= LB. Then
LA and LB do not coexist. Hence, J(LA) and J(LB) coexist but LA and
LB do not. This also shows that the converse of Theorem 2.6(ii) does not
hold.
3 Products of Instruments
For I,J ∈ In (H), we define the product instrument I ◦ J = In (H) with
value-space ΩI ×ΩJ by
(I ◦ J )(x,y)(ρ) = Jy [Ix(ρ)]
for all ρ ∈ S(H). We also define the conditioned instrument with value-space
ΩJ by
(J | I)y =
∑
x∈ΩI
(I ◦ J )(x,y)
We then obtain
(J | I)y(ρ) =
∑
x∈ΩI
Jy [Ix(ρ)] = Jy
∑
x∈ΩI
Ix(ρ)
 = Jy [Î(ρ)]
Example 3. Let Ix(ρ) = SxρS
∗
x, Jy(ρ) = TyρT
∗
y be Kraus instruments
where
∑
x∈ΩI
S∗xSx =
∑
y∈ΩJ
T ∗y Ty = 1. Then
(I ◦ J )(x,y)(ρ) = TySxρS
∗
xT
∗
y = TySxρ(TySx)
∗
We conclude that the product of two Kraus instruments is a Kraus
instrument and its Kraus operators are TySx. As we have seen,
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J(I)x = S
∗
xSx and J(J )y = T
∗
y Ty. Since
tr
[
(I ◦ J )(x,y)(ρ)
]
= tr (TySxρS
∗
xT
∗
y ) = tr (ρS
∗
xT
∗
y TySx)
we conclude that
J(I ◦ J )(x,y) = S
∗
xT
∗
y TySx
Now
[J(I)ρJ(J )](x,y) = J(I)x ◦ J(J )y = (S
∗
xSx) ◦ (T
∗
y Ty)
= (S∗xSx)
1/2T ∗y Ty(S
∗
xSx)
1/2
which does not equal S∗xT
∗
y TySx, in general. For example, let Sx =
1√
n
Ux
where n = dimH and Ux is a unitary operator satisfying
UxT
∗
y Ty 6= T
∗
y TyUx. Then
J(I ◦ J )(x,y) =
1
n U
∗
xT
∗
y TyUx 6=
1
n T
∗
y Ty = [J(I) ◦ J(J )](x,y)
Hence, J(I ◦ J ) 6= J(I) ◦ J(J ), in general.
Moreover, we have that
(J | I)y(ρ) =
∑
x∈ΩI
(I ◦ J )(x,y)(ρ) = Ty
∑
x∈ΩI
SxρS
∗
xT
∗
y
Hence,
tr [(J | I)y(ρ)] = tr
ρ ∑
x∈ΩI
S∗xT
∗
y TySx

and it follows that
J(J | I)y =
∑
x∈ΩI
S∗xT
∗
y TySx
As before,
(J(J ) | J(I))y =
∑
x∈ΩI
[J(I)x ◦ J(J )y] =
∑
x∈ΩI
(S∗xSx) ◦ (T
∗
y Ty)
6= J(J | I)y
so J(J | I) 6= (J(J ) | J(I)), in general.
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Example 4. For A,B ∈ O(H), let I = LA, J = LB be their
corresponding Lu¨ders instruments. Then I = K(A), J = K(B) and we
have that
(I ◦ J )(x,y)(ρ) = By ◦ (Ax ◦ ρ)
We conclude that
tr
[
(I ◦ J )(x,y)(ρ)
]
= tr [ρ(Ax ◦By)] = tr
[
ρ(A ◦B)(x,y)
]
Hence, I ◦ J is A ◦B compatible and unlike general Kraus instruments, we
have that
J(I ◦ J ) = A ◦B = J(I) ◦ J(J )
We also obtain
LA◦B(x,y)(ρ) = (A ◦B)(x,y) ◦ ρ 6= By ◦ (Ax ◦ ρ) = (I ◦ J )(x,y)(ρ)
in general. Hence K(A ◦B) 6= K(A) ◦K(B), in general. Moreover, it is not
hard to show that K(A ◦B) = K(A) ◦K(B) if and only if A and B
commute.
The conditioned instrument satisfies
(J | I)y(ρ) = By ◦
∑
x∈ΩI
(Ax ◦ ρ)

which gives
tr [(J | I)y(ρ)] =
∑
x∈ΩI
tr [By ◦ (Ax ◦ ρ)] =
∑
x∈ΩJ
tr [By(Ax ◦ ρ)]
=
∑
x∈ΩI
tr (ρAx ◦By) = tr
ρ ∑
x∈ΩI
(Ax ◦By)

= tr [ρ(B | A)y]
Unlike general Kraus instruments we conclude that
J(J | I) = (J(J ) | J(I)).
Example 5. We now consider the identity instrument Id x = λxI where
λx ∈ [0, 1],
∑
x∈Ω λx = 1. If J ∈ O(H) is arbitrary we have the following:
(Id ◦ J )(x,y)(ρ) = Jy [Id x(ρ)] = Jy(λxρ) = λxJy(ρ)
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(J ◦ Id )(x,y)(ρ) = Id x [Jy(ρ)] = λxJy(ρ)
(J | Id )y(ρ) =
∑
x∈Ω
Jy [Id x(ρ)] =
∑
x∈Ω
Jy(λxρ) = Jy(ρ)
(Id | J )x(ρ) =
∑
y∈ΩJ
Id x [Jy(ρ)] =
∑
y∈ΩJ
λxJy(ρ) = λxĴ (ρ)
We conclude (J | Id ) = J and (Id | J )x = λxĴ .
Example 6. Let Ix(ρ) = tr (ρAx)α and Jy(ρ) = tr (ρBy)β be trivial
instruments. We have that
(I ◦ J )(x,y)(ρ) = Jy [Ix(ρ)] = Jy [tr (ρAx)α] = tr (ρAx)Jy(α)
= tr (ρAx)tr (αBy)β
Hence,
tr
[
(I ◦ J )(x,y)(ρ)
]
= tr (ρAx)tr (αBy) 6= tr (ρAx ◦By)
= tr
[
ρ(A ◦B)(x,y)
]
so we conclude that
J(I ◦ J ) 6= A ◦B = J(I) ◦ J(J )
in general. Moreover, in general we have that
tr [(J | I)y(ρ)] = tr
Jy
∑
x∈ΩI
Ix(ρ)
 = tr [Jy(α)] = tr (αBy)
6= tr
ρ ∑
x∈ΩI
(Ax ◦By)
 = tr [ρ(B | A)y]
= tr
[
ρ (J(J ) | J(I))y
]
We conclude that J(J | I) 6= (J(J ) | J(I)), in general.
For I,J ∈ In (H) we define the joint probability
Pρ(Ix then Jy) = tr [Jy (Ix(ρ))]
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for all x ∈ ΩI , y ∈ ΩJ . For X ⊆ ΩI , Y ⊆ ΩJ we have that
Pρ(IX then JY ) =
∑
x∈X
∑
y∈Y
Pρ(Ix then Jy)
=
∑
x∈X
∑
y∈Y
tr [Jy (Ix(ρ))] = tr [JY (IX(ρ))]
and we see this gives a probability measure ΩI × ΩJ .
Example 7. Let Ix(ρ) = tr (ρAx)α, Jy(ρ) = tr (ρBy)β be trivial
instruments. We then have that
Pρ(Ix then Jy) = tr [Jy (tr (ρAx)α)] = tr (ρAx)tr (αBy)
and
Pρ(IX then JY ) = tr (ρAX)tr (αBY )
In general,
tr (ρAx)tr (αBy) 6= tr (ρAx ◦By) = Pρ(Ax then By)
= Pρ [(JI)x then (JJ )y]
We conclude that
Pρ(Ix then Jy) 6= Pρ [(JI)x then (JJ )y]
in general.
Lemma 3.1. For any A,B ∈ O(H), ρ ∈ S(H) we have that
Pρ [K(A)X then K(B)Y ] = Pρ(AX then BY )
Proof. For x ∈ ΩA, y ∈ ΩB we have that
Pρ [K(A)x then K(B)y] = tr [K(B)y (K(A)x(ρ))] = tr [By ◦ (Ax ◦ ρ)]
= tr (ρAx ◦By) = Pρ(Ax then By)
The result now follows.
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Example 8. If I = LA and J = LB are Lu¨ders instruments, we obtain
Pρ(Ix then Jy) = tr
[
LBy
(
LAx (ρ)
)]
= tr [By ◦ (Ax ◦ ρ)]
= tr [ρ(Ax ◦By)] = Pρ(Ax then By)
Pρ [(JI)x then (JJ )y]
Unlike the previous example we conclude that
Pρ(IX then JY ) = Pρ [(JI)X then (JI)Y ]
for all ρ ∈ S(H).
We close this section with a brief discussion on the instrument channel
Î = IΩI for an I ∈ In (H). It is well-known that any channel A has the form
A(ρ) =
∑
x SxρS
∗
x where Sx ∈ L(H) and
∑
S∗xSx = 1 [1, 6, 7, 9]. Although
the operators Sx are not unique, they are determined up to unitary equiv-
alences [6, 9]. Corresponding to the channel A(ρ) =
∑
SxρS
∗
x, we define
the corresponding Kraus instrument IAx (ρ) = SxρS∗x. We then have that
(IA)∧ = A. The instrument IA depends on the particular representation
of A and is highly nonunique. Thus, there are other instruments J 6= IA
such that Ĵ = A. Of course, if Ix(ρ) = SxρS
∗
x is a Kraus instrument, then
A(ρ) =
∑
x SxρS
∗
x satisfies A = Î and I
A = I.
Theorem 3.2. IA is an identity instrument if and only if A = I.
Proof. Let Ω be the value-space for IA. If IA is an identity instrument, then
IAx (ρ) = λxρ for every x ∈ Ω, ρ ∈ S(H) where λx ∈ [0, 1] and
∑
x∈Ω λx = 1.
We then have that
A(ρ) = (IA)∧(ρ) =
∑
x∈Ω
IAx (ρ) =
∑
x∈Ω
λxρ = ρ
for every ρ ∈ S(H). Hence, A = I. Conversely, suppose that A = I, where
A(ρ) =
∑
x∈Ω SxρS
∗
x. Letting ρ = Pφ be an atom we have that
Pφ = A(Pφ) =
∑
x∈Ω
SxPφS
∗
x =
∑
x∈Ω
|Sxφ〉〈Sxφ|
Letting ψ ∈ H with ψ ⊥ φ we obtain∑
x∈Ω
|〈Sxφ,ψ〉|
2 =
∑
x∈Ω
〈ψ, Sxφ〉〈Sxφ,ψ〉 = Pφψ = 0
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Hence, 〈Sxφ,ψ〉 = 0 for all x ∈ Ω. It follows that Sxφ = cxφ for every x ∈ Ω
where cx ∈ C. Thus, Sx = cx1 and we obtain
IAx (ρ) = SxρS
∗
x = |cx|
2 ρ
for all ρ ∈ S(H), x ∈ Ω. We conclude that IA is an identity instrument.
Corollary 3.3. If I is an identity instrument, then Î = I.
We conjecture that the converse of this corollary holds.
Lemma 3.4. For I,J ∈ In (H) we have that (I ◦ J )∧ = (J | I)∧ = Ĵ Î.
Proof. For all ρ ∈ S(H) we have that
(I ◦ J )∧(ρ) = (I ◦ J )ΩI×ΩJ (ρ) = JΩJ (IΩI (ρ)) = Ĵ
(
Î(ρ)
)
Hence, (I ◦ J )∧ = Ĵ Î. Moreover, since (J | I)y(ρ) = Jy
(
Î(ρ)
)
we obtain
(J | I)∧(ρ) =
∑
y∈ΩJ
(J | I)y(ρ) = JΩJ
(
Î(ρ)
)
= Ĵ
(
Î(ρ)
)
and the result follows.
4 Measurement Models
A finite measurement model (FIMM) is a 5-tupleM = (H,K, η, ν, F ) where
H,K are finite-dimensional Hilbert spaces called the base and probe system,
respectively, η ∈ S(K) is an initial state, ν : S(H ⊗ K) → S(H ⊗ K) is
a channel describing the measurement interaction between the base and
probe systems and F ∈ O(K) is the pointer observable [1, 5, 6]. The model
instrument IM ∈ In (H) is the unique instrument given by
IMX (ρ) = trK [ν(ρ⊗ η)(I ⊗ FX)]
where trK is the partial trace over K [1, 5, 6] and the model observable is
AM = J(IM). We say that M measures IM and AM. The FIMM M is
sharp if F is sharp.
An observable A is commutative if AxAy = AyAx for all x, y ∈ ΩA and
A,B ∈ O(H) commute if AxBy = ByAx for all x ∈ ΩA, y ∈ ΩB. We
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say that two FIMMs M1,M2 are simultaneous if they are identical except
for their probe observables F,G, respectively and M1,M2 commute if F,G
commute.
Theorem 4.1. Two instruments I,J ∈ In (H) coexist if and only if there
exist simultaneous, commuting, sharp FIMMs
Mi = (H,K, η, ν, F
i) i = 1, 2 (4.1)
such that M1 measures I and M2 measures J .
Proof. If I,J coexist, there is a joint instrument K ∈ In (H). Now there
exists a sharp FIMM M = (H,K, η, ν, F ) [1, 5, 6] such that
K(x,y)(ρ) = trK
[
ν(ρ⊗ η)(I ⊗ F(x,y))
]
(4.2)
for all (x, y) ∈ ΩK. Since F is sharp, F(x,y) and F(x′,y′) are mutually or-
thogonal projections for all (x, y) 6= (x′, y′). Letting F 1x =
∑
y∈ΩJ
F(x,y) and
F 2y =
∑
x∈ΩI
F(x,y) we have that F
1
x and F
2
y are mutually commuting projec-
tions and F 1, F 2 ∈ O(K). We then obtain
Ix(ρ) =
∑
y∈ΩJ
K(x,y)(ρ) = trK
[
ν(ρ⊗ η)(I ⊗ F 1x )
]
Jy(ρ) =
∑
x∈ΩI
K(x,y)(ρ) = trK
[
ν(ρ⊗ η)(I ⊗ F 2y )
]
Hence, M1 and M2 given in (4.1) are simultaneous, commuting, sharp
FIMMs that measure I and J . Conversely, suppose M1 and M2 given in
(4.1) are simultaneous, commuting, sharp FIMMs that measure I and J ,
respectively. Define the effects F(x,y) = F
1
xF
2
y , (x, y) ∈ ΩI × ΩJ . Then
F =
{
F(x,y) : (x, y) ∈ ΩI × ΩJ
}
∈ O(K)
and M = (H,K, η, ν, F ) is a FIMM. We conclude that K(x,y) given in (4.2)
is an instrument on H and
∑
y∈ΩJ K(x,y) = Ix,
∑
x∈ΩI K(x,y) = Jy. Hence,
I and J coexist.
The analogous result for observables does not appear to follow directly
from Theorem 4.1, but we can use the following lemma.
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Lemma 4.2. If A,B ∈ O(H) coexist, then there exists an A-compatible
I ∈ In (H) and a B-compatible J ∈ In (H) that coexist.
Proof. Since A,B ∈ O(H) coexist, there exists a joint observable C ∈ O(H).
Let I,J ∈ In (H) be the trivial instruments Ix(ρ) = tr (ρAx)α, Jy(ρ) =
tr (ρBy)α for α ∈ S(H). Define K ∈ In (H) by
K(x,y)(ρ) = tr
[
ρC(x,y)
]
α
We then obtain
∑
y∈ΩJ
K(x,y)(ρ) =
∑
y∈ΩJ
tr
[
ρC(x,y)
]
α = tr
ρ ∑
y∈ΩJ
C(x,y)
α
= tr (ρAx)α = Ix(ρ)
and similarly,
∑
x∈ΩJ
K(x,y)(ρ) = Jy(ρ) for all ρ ∈ S(H). Then I is A-
compatible, J is B-compatible and I, J coexist.
Corollary 4.3. Two observables A,B ∈ O(H) coexist if and only if there
exist simultaneous, commuting, sharp FIMMs
Mi = (H,K, η, ν, F
i) i = 1, 2
such that M1 measures A and M2 measures B.
Proof. If A,B coexist, by Lemma 4.2 there exists an A-compatible I ∈
In (H) and a B-compatible J ∈ In (H) that coexist. By Theorem 4.1 there
are simultaneous, commuting, sharp FIMMs given by (4.1) such that M1
measures I and M2 measures J . Since I is A-compatible and J is B-
compatible, M1 also measures A and M2 also measures B. Conversely,
supposeM1,M2 given by (4.1) are simultaneous, commuting, sharp FIMMs
such that M1, M2 measure A, B, respectively. Defining F(x,y) = F
1
xF
2
y as
in Theorem 4.1, F ∈ O(K) and the FIMM M = (H,K, η, ν, F ) measures a
joint observable C for A and B so A, B coexist.
Note that this work easily generalizes to three or more observables and
instruments.
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Consider a FIMMM = (H,K, η, ν, F ) for which ν = νi⊗ν2 is factorized.
Then
Ix(ρ) = trK [ν1 ⊗ ν2(ρ⊗ η)(I ⊗ Fx)] = trK [ν1(ρ)⊗ ν2(η)(I ⊗ Fx)]
= trK [ν1ρ)⊗ ν2(η)Fx] = tr [ν2(η)Fx] ν1(ρ)
This is not interesting because I is just a multiple of the channel ν1 and is
similar to an identity instrument. The corresponding observable satisfies
tr (ρAx) = tr [Ix(ρ)] = tr [ν2(η)Fx]
Hence, Ax = tr [ν2(η)Fx] 1 is an identity observable which again is not
interesting. We now consider a channel on H ⊗K that is more general than
a factorized channel but still has some factorized properties.
A von Neumann operator on H ⊗K is a unitary operator U for which
there exists orthonormal basis {ψi}, {φj} on H,K, respectively, such that
U(ψi ⊗ φ1) = ψi ⊗ φi for all i (4.3)
Condition (4.3) does not completely specify U and there are many unitary
operators that satisfy (4.3). A completely defined unitary operator U satis-
fying (4.3) is given by (4.3) and
U(ψi ⊗ φj) = ψi ⊗ φj if i 6= j, j 6= 1,
U(ψi ⊗ φi) = ψi ⊗ φ1 if i 6= 1
A von Neumann model is a FIMM M = (H,K,Pφ1 , U, F ) where Pφ1 is
the initial pure state of the probe system and U specifies a unitary channel
ν(ρ′) = Uρ′U∗ for all ρ′ ∈ S(H ⊗ K), that is given by a von Neumann
operator U [6].
Theorem 4.4. If M = (H,K,Pφ1 , U, F ) is a von Neumann model, then the
measured instrument is
IX(ρ) =
∑
i,j
〈ψi ⊗ φj, ρ⊗ FXψj ⊗ φi〉|ψi〉〈ψj|
The corresponding instrument channel is
Î(ρ) =
∑
i
PψiρPψi
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and the measured observable is
AX =
∑
i
〈φi, FXφi〉Pψi (4.4)
Proof. If Pψ is a pure state on H, then
U(Pψ ⊗ Pφ1)U
∗ = UPψ⊗φ1U
∗ = U (|ψ ⊗ φ1〉〈ψ ⊗ φ1|)U∗
= |U(ψ ⊗ φ1)〉〈U(ψ ⊗ φ1)| = PU(ψ⊗φ1)
Now ψ =
∑
ciψi where ci = 〈ψi, ψ〉 so we have that
U(Pψ ⊗ Pφ1)U
∗ =
∣∣∣∣∣U
(∑
i
ciψi ⊗ φ1
)〉〈
U
∑
j
cjψj ⊗ φ1
∣∣∣∣∣∣
=
∑
i,j
cicj|U(ψi ⊗ φ1)〉〈U(ψj ⊗ φ1)|
=
∑
i,j
cicj|ψi ⊗ φi〉〈ψj ⊗ φj |
=
∑
i,j
cicj|ψi〉〈ψj| ⊗ |φi〉〈φj |
Hence,
IX(Pψ) = trK [U(Pψ ⊗ Pφ1)U
∗(I ⊗ FX)]
=
∑
i,j
cicjtrK [|ψi〉〈ψj | ⊗ |φi〉〈φj|FX ]
=
∑
i,j
cicj [tr |φi〉〈φj|FX ] |ψi〉〈ψj |
=
∑
i,j
cicj〈φj , FXφi〉|ψi〉〈ψj |
=
∑
i,j
〈ψi, ψ〉〈ψ,ψj〉〈φj , FXφi〉|ψi〉〈ψj |
=
∑
i,j
〈ψi, Pψψj〉〈φj , FXφi〉|ψi〉〈ψj |
It follows that if ρ ∈ S(H), then
IX(ρ) =
∑
i,j
〈ψi, ρψj〉〈φj, FXφi〉|ψi〉〈ψj|
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=
∑
i,j
〈ψi ⊗ φj, ρ⊗ FXψj ⊗ φi〉|ψi〉〈ψj|
The instrument channel becomes
Î(ρ) = IΩ(ρ) =
∑
i
〈ψi, ρψi〉|ψi〉〈ψi| =
∑
i
PψiρPψi
The measured observable A satisfies
〈ψ,AXψ〉 = tr (PψAX) = tr [IX(Pψ)] =
∑
i
|〈ψ,ψi〉|
2 〈φi, FXφi〉
and it follows that
AX =
∑
i
〈φi, FXφi〉Pψi
Corollary 4.5. An observable A = {Ax : x ∈ Ω} is measured by a von Neu-
mann model if and only if A is commutative.
Proof. If A is measured by a von Neumann model, then we see by (4.4) that
A is commutative. Conversely, suppose A is commutative. Then the Ax,
x ∈ Ω are simultaneously diagonalizable. Hence, there is a basis {ψi} of H
such that
Ax =
∑
i
〈ψi, Axψi〉Pψi
for all x ∈ Ω. Let K be a Hilbert space with dimK = dimH and let {φj}
be an orthonormal basis for K. We set φ1 to be the initial probe state and
U to be the von Neumann channel corresponding to {ψi}, {φj}. Define the
probe observable F by
Fx =
∑
j
〈ψj , Axψj〉Pφj
Then 〈φi, Fxφi〉 = 〈ψi, Axψi〉 so (4.4) holds. Hence A is measured by the
von Neumann model (H,K,Pφ, U, F ).
A normal FIMM has the form (H,K,Pφ, U, F ) where Pφ is a pure state,
U represents a unitary channel and F is an atomic pointer observable [6].
Theorem 4.6. I ∈ In (H) is a Kraus instrument if and only if I is measured
by a normal FIMM.
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Proof. Suppose that I is measured by the normal FIMM= (H,K,Pφ, U, F ).
Letting {ψi}, {φi} be orthonormal bases for H,K, respectively, we employ
the following formula for trK [6].
trK(T ) =
∑
j,k,n
〈ψj ⊗ φk, Tψn ⊗ φk〉|ψj〉〈ψn|
Letting Fx = |φx〉〈φx| and ψ ∈ H, we obtain
Ix(Pψ) = trK [U(Pψ ⊗ Pφ)U
∗(I ⊗ Fx)]
=
∑
j,k,n
〈ψj ⊗ φkUPψ⊗φU∗ (I ⊗ |φx〉〈φx|)ψn ⊗ φk〉|ψj〉〈ψn|
=
∑
j,k,n
〈ψj ⊗ φk, UPψ⊗φU∗ (ψn ⊗ 〈φx, φk〉φx)〉|ψj〉〈ψn|
=
∑
j,n
〈ψj ⊗ φx, UPψ⊗φU∗(ψn ⊗ φx)〉|ψj〉〈ψn|
=
∑
j,n
〈ψj ⊗ φx, U〈ψ ⊗ φ,U
∗(ψn ⊗ φx)〉ψ ⊗ φ〉|ψj〉〈ψn|
=
∑
j,n
〈U(ψ ⊗ φ), ψn ⊗ φx〉〈ψj ⊗ φx, U(ψ ⊗ φ)〉|ψj〉〈ψn|
Define the operator Sx on H by
Sxψ =
∑
j
〈ψj ⊗ φx, U(ψ ⊗ φ)〉ψj (4.5)
We then have that
Ix(Pψ) = |Sxψ〉〈Sxψ| = SxPψS
∗
x
It follows that Ix(ρ) = SxρS
∗
x for all x ∈ ΩI , ρ ∈ S(H). Hence, I is a Kraus
instrument.
Conversely, if I ∈ In (H) is a Kraus instrument with Ix(ρ) = SxρS
∗
x
then by Ozawa’s Theorem, I is measured by a FIMMM = (H,K,Pφ, U, F )
where F is sharp. If F is not atomic, there is an x such that Fx is not an
atom. For simplicity we can assume that Fx = Pα + Pβ. By our previous
work, we conclude that there exists operators S1, S2 on H such that
Ix(ρ) = S1ρS
∗
1 + S2PS
∗
2
But this contradicts the fact that I is a Kraus instrument. Hence, F is
atomic, so M is normal.
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Corollary 4.7. I ∈ In (H) is a Lu¨ders instrument if and only if I is mea-
sured by a normal FIMM M = (H,K,Pφ, U, F ) that satisfies
〈ψ ⊗ φx, U(ψ ⊗ φ)〉 ≥ 0 (4.6)
for all ψ ∈ H, x ∈ ΩI.
Proof. Letting Sx be the operator given by (4.5) we have that
〈ψ, Sxψ〉 =
∑
j
〈ψj ⊗ φx, U(ψ ⊗ φ)〉〈ψ,ψj〉
〈ψ ⊗ φx, U(ψ ⊗ φ)〉
Hence, (4.6) holds if and only if Sx ≥ 0 for all x ∈ ΩI . When this is the case
we have that Ix(ρ) = A
1/2
x ρA
1/2
x for the effect Ax = S
2
x which is equivalent
to I being a Lu¨ders instrument.
A unitary operator U : H ⊗H → H ⊗H that satisfies U(ψ⊗φ) = φ⊗ψ
is called a swap operator. It is easy to show that a swap operator U satisfies
U(ρ ⊗ η)U∗ = η ⊗ ρ for all η, ρ ∈ S(H). A trivial FIMM has the form
M = (H,H, η, U, F ) where U is a swap operator.
Theorem 4.8. An instrument I is trivial if and only if I is measured by a
trivial FIMM.
Proof. Suppose I is measured by a trivial FIMM M = (H,H, η, U, F ). Let-
ting trH be the partial trace over the second Hilbert space, we have that
Ix(ρ) = trH [U(ρ⊗ η)U
∗(I1 ⊗ Fx)] = trH [(η ⊗ ρ)(I1 ⊗ Fx)]
= trH(η ⊗ ρFx) = tr (ρFx)η
Then I is trivial. Conversely, let I ∈ In (H) be trivial with Ix(ρ) =
tr (ρAx)α. For the trivial FIMM M = (H,H,α,U,A), our previous cal-
culation shows that
trH [U(ρ⊗ α)U
∗(I1 ⊗Ax)] = Ix(ρ)
We conclude that I is measured by M.
We have show that whenM = (H,H, η, U, F ) is trivial, then the instru-
ment measured by M has observable F and state η.
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