In this study, we propose the Affine Variational Autoencoder (AVAE), a variant of Variational Autoencoder (VAE) designed to improve robustness by overcoming the inability of VAEs to generalize to distributional shifts in the form of affine perturbations. By optimizing an affine transform to maximize ELBO, the proposed AVAE transforms an input to the training distribution without the need to increase model complexity to model the full distribution of affine transforms. In addition, we introduce a training procedure to create an efficient model by learning a subset of the training distribution, and using the AVAE to improve generalization and robustness to distributional shift at test time. Experiments on affine perturbations demonstrate that the proposed AVAE significantly improves generalization and robustness to distributional shift in the form of affine perturbations without an increase in model complexity.
Introduction
While deep neural networks have been shown to be extremely powerful, they are often quite fragile and do not generalize well to distributional shifts without explicit methods to account for such shifts. A particular form of distributional shift that has seen recent attention are affine data perturbations, where out-of-distribution samples can be treated as affine transformed variants of samples within the training distribution. As an example, Fig. 1 shows examples of the inability of a variational autoencoder (VAE) to encode and decode images after various rotational perturbations.
Existing methods for improving robustness to affine perturbation have limitations, including data augmentation which forces an increase in model complexity (Section 4.1), explicit equivariance which results in an increase in memory use and is difficult to scale to more transforms (Cohen & Welling, 2016) , or are approximate methods, where the model must estimate a transformation to bring the image back to a canonical orientation (Jaderberg et al., 2015) .
In this study, we introduce the Affine Variational Autoencoder (AVAE), an extension of the Variational Autoencoder (VAE) designed to improve generalization and robustness to distribution shift related to affine perturbation. We take an alternative approach by explicitly leveraging VAE's loss to evaluate if a sample is within the training distribution, with the corresponding affine transform performed within the AVAE optimized to reduce this loss. Instead of increasing model complexity as used in data augmentation, we increase computational complexity to transform a sample back within the distribution the model was trained on, with the added benefit of returning the affine transform needed to bring the sample back to the training distribution.
More specifically, we introduce a method for enabling pretrained VAEs, which follow a certain training distribution, to generalize to the full set of affine transforms, and a way to train a model on the full distribution, without increasing the model capacity. Given some data X, we consider the full set of possible affine transforms of X to be X f ull , and a subset of these transforms as X sub . These methods are:
1. A module added to a pre-trained VAE trained on X sub , allowing for improved generalization to samples from X f ull through optimization of an affine transform 2. A training procedure to allow the AVAE to be trained on the full dataset, X f ull , by optimizing the affine arXiv:1905.05300v1 [cs.NE] 13 May 2019 Figure 2 . Affine Variational Autoencoder (AVAE). This extends upon the conventional VAE by introducing two affine layers. The first affine layer performs a learned affine transform to the input, parameterized by α. This is encoded and decoded by the encoder and decoder, respectively, and finally the second affine layer performs the inverse transform, producing the final output, x .
transform for each batch during training, allowing a model to be trained on the full dataset without forcing an increase in model capacity.
Background and Related Work

Variational autoencoders
Variational autoencoders (Kingma & Welling, 2013) are generative models where it is assumed that the data, X = {x} n i=1 are generated from latent variables. An encoder and decoder network are simultaneously trained, where the encoder models the posterior distribution of latent variables z, given an image x as q φ (z|x), and a decoder that gives the distribution of data (in this case, an image) conditioned this latent variable. It is assumed that the latent variables are independent standard normal.
The objective of the VAE is to maximize the evidence lower bound (ELBO) shown in equation 1. In many cases, convolutional neural networks (CNNs) are used to approximate both p and q. This entire network is differentiable, so can be trained using stochastic gradient descent with this loss.
Generalization to Affine Transforms
There have been many attempts to both learn representations that are robust to distributional shifts under a set of transformations as well as increasing interpretability by encoding these transforms explicitly in the latent space for uses such as image classification, compression, and generation.
Spatial Transformer Networks (STN) (Jaderberg et al., 2015) apply an affine transform to the input image, transforming it to some canonical orientation. This can be described in terms of three components:
1. Localization Network: This is a neural network taking the input image and outputting the affine transformation parameters, α ∈ IR 6 to be applied. 2. Sampling Grid: Given an affine transform, the grid of coordinates in the input associated with each point in the output 3. Data sampling: Given the grid, use bilinear sampling to apply it to the input.
More generally, there has been research on learning disentangled representations where semantically relevant variables are explicit in the latent space (Ridgeway, 2016) . In general these are not limited to affine transforms, and include variations such a lighting, color, or physical attributes like shape. One approach is based on semi-supervised learning, where images are generated based on both a latent variable and some relevant factor of variation, which are assumed to be independent . For face generation, disentangling shape and appearance was tackled through the synthesis of appearance on a template followed by a deformation (Shu et al., 2018) . Other work divides the latent space into explicit and implicit factors of variation, and training process of varying only one factor while fixing the others is used to enforce the disentangled latent space (Kulkarni et al., 2015) . These methods all require supervised inputs, where they are labeled based on some factor of variation. Other work has created networks that are equivariant to one specific factor of variation, for example, constructing deep convolutional neural networks that are equivariant to rotation and reflection (Cohen & Welling, 2016) . While this is an interesting method, adding more factors of variation in this way increases the complexity dramatically, so is difficult to scale.
Affine Variational Autoencoders
The proposed notion of affine variational autoencoders (AVAEs) can be described as follows. For a given input x, we can estimate how far it is outside the training distribution, X sub using the ELBO, as shown in Equation 1. In this work, we focus on out-of-distribution samples that can be treated as affine transform variants of in-distribution samples. Therefore, given a sample x / ∈ X sub , we formulate the problem as transforming x to x A ∈ X sub by optimizing the affine transform to reduce the VAE's loss. This approach is useful because the model capacity required for a subset of the full distribution, X sub is less than that required for a model expected to generalize to the full distribution X f ull . This procedure enables us to trade-off model complexity for computational complexity of performing this optimization.
Model
The AVAE extends upon the conventional VAE architecture with the introduction of two affine transform layers, before and after the conventional VAE, as shown in Fig. 2 . An input sample is first fed into first affine layer, which performs an affine transform before passing it into the encoder for latent space representation. The output of the decoder in the AVAE is fed into a second affine layer, which performs an inverse affine transform on the output of the decoder, producing the final output. The parameters of the affine transform applied to the input sample are appended to the latent space and later used in the final, inverse affine layer. The affine layers are implemented similarly to the STN (Jaderberg et al., 2015) (see section 2.2), in the form of a sampling grid and data sampling, but instead of learning the affine transform parameters through a localization network, we optimize these parameters to reduce VAE loss.
Optimization and Training
Given an input sample x, the objective of the conventional VAE is to learn an encoder q φ , and decoder p ρ to maximize the likelihood of the data, by maximizing the ELBO as indicated in section 2.1. In the proposed AVAE, the addition of the affine layers allows us to optimize a transform, A(x) = x A , to reduce the VAE loss of A −1 (p ρ (q ρ (x A ))), maximizing the probability of this image being from the training distribution. More specifically, in the AVAE, to encode a sample we must learn α that maximizes the ELBO in order to find the optimal affine transformation to apply to the input sample, which we can formulate as: argmin
where A refers to the first affine layer, A −1 refers to the second affine layer, both taking α as parameters. Note that VAE parameters q φ , p ρ remain unchanged during this.
This network is differentiable, so it is possible to take the derivative of the loss w.r.t. the affine transform parameters, α, so this can be optimized using stochastic gradient descent. We find in practice there are issues with the optimizer being caught in local minima, so we use multiple random restarts, where we first try the loss at a set number of affine parameters, and only perform gradient descent on the best performing parameters.
Given a set of samples at some canonical orientation, such as MNIST, the AVAE can be trained identically to the conventional VAE, or the affine layers can be added to an existing pre-trained model. However, an issue with training an AVAE in an identical manner as a conventional VAE is that the benefits of generalization and robustness to distributional shift provided by the AVAE are diminished if the training data isn't already in a canonical orientation like in MNIST. Training on X f ull instead of X sub will require a greater capacity model, as indicted in section 4.1.
Transformation Optimization During Training
To preserve the benefits of the AVAE when the dataset spans the full set of possible affine transforms, we introduce an alternative training scheme where we force the model to learn to encode the images well at only a subset of the possible transformations, limiting the model capacity required. This enforcement to a subset of possible transformations is accomplished indirectly by iteratively optimizing the affine transform for each batch.
More specifically, we optimize the affine transform for each input sample before performing gradient descent on the encoder and decoder parameters during training. This has the effect of transforming the training data to have similar orientational properties, reducing the number of possible transformations that the model must learn to encode and enabling one to reap the benefits of generalization and robustness to distributional shift provided by the AVAE.
Experiments
To evaluate the efficacy of the proposed AVAE, we study its robustness to distributional shifts under various affine perturbation. We focus mostly on a specific type of affine perturbation in the form of rotational perturbation to study the behaviour of AVAEs in greater depth. Results for more general affine perturbations is also presented.
Limitations of VAE and Data Augmentation
VAEs do not generalize to out-of-distribution samples that are variants of in-distribution samples under rotational perturbations unless they are explicitly trained on this type of data. Fig. 3 shows the loss associated with a VAE encoding and decoding the MNIST validation set under different rotational perturbations. The performance of a conventional VAE decreases steadily as the rotational perturbations deviate more from the training set, with the loss reaching a maximum around 120
• . It decreases after this because many digits are similar when rotated 180
• . Figure 5 . Comparison of AVAE trained using MNIST with no rotation augmentation (X sub ), trained on rotation augmentations (X f ull ), and trained on rotation augmentations with the proposed transformation optimization during training. Training with transformation optimization generally outperforms the other approaches.
The common approach to dealing with this limitation is data augmentation, directly training the model on X f ull , but to train a VAE on a more diverse dataset requires a more complex model. We investigate this by altering the latent size in the model, as shown in Fig. 4 . This could be partially avoided through the use of a more complex model instead of larger latent size, but reinforces the assertion that it is expensive to make a VAE generalize well to perturbations via data augmentation.
AVAE on Rotational Perturbations
We first investigate if a conventional VAE can be extended into a AVAE to generalize and be more robust to rotational perturbations. Fig. 3 shows the loss is reduced across all rotational perturbations by extending a conventional VAE into an AVAE. The increase in performance is greatest at the rotational perturbations that are furthest from the original training distribution, and the models perform similarly when rotational perturbations are close to the standard orientation the data was trained on, 0 • . 
Transformation Optimization During Training
Earlier we speculated that optimizing the affine transformation training would allow the model to encode a smaller subset of the full distribution, enabling better performance for a given model complexity, with improved generalization to the rest of the distribution during test time. In appendix 1 we show that empirically this is the case, because as the model trains it learns to encode a progressively smaller portion of the original dataset. Figure 6 . Examples of the reconstructions of images transformed by the a random affine transformation from the VAE (top) and AVAE (bottom).
In Table 1 , we can see that over all rotational perturbations this seems to be true, with the AVAE using transformation optimization during training achieving the best results. The AVAE trained on a single orientation is slightly better than random perturbations because it isn't forced to encode the full dataset, but these models overall perform similarly.
Looking at Figure 5 , these methods of training face a tradeoff, because the rotation-augmented AVAE is better for encoding out-of-distribution samples, but the single orientation AVAE should perform better once the samples are brought into the correct orientation. Because the optimization process at test time isn't perfect, the rotation augmented AVAE still has some benefits for these out-of-distribution samples. The AVAE with transformation optimization during training effectively balances both these considerations, and based on Figure 5 it is the superior model at almost all rotations.
General Affine Transforms
We also investigated the generalization of AVAE to inputs perturbed by more general affine transforms through the use of the AVAE's optimization process. Inputs we perturbed by random rotations, random shears up to 55 • , as well as random scaling by up to 50%. Based on these transforms, we found the AVAE was able to decrease the validation loss by 14% compared to the conventional VAE. An example of this is shown in Figure 6 .
Conclusion
In this study, we introduced affine variational autoencoders, extending upon VAEs to improve generalization and robustness to distributional shifts due to affine transformations by optimizing the affine transform based on the VAE loss. In experiments using rotational and general affine perturbations, it was shown that the proposed AVAEs can indeed improve robustness in practice. This shows a practical trade off between optimization and model capacity, where to generalize to affine transforms we can substitute increased model capacity with this optimization procedure. In addition, we introduced a training procedure that forces the model to learn only a subset of the possible affine transformations, allowing the AVAE to be trained on any dataset.
