A scheme for learning and recognizing 3D objects from their 2D views is presented. The scheme proceeds in two stages. In the rst stage, we try to learn a model automatically from 2D training images of dierent objects which belong to the same object class and consequently have similar shape of parts and similar adjacency relations between the parts. In the second stage, the generated model is used to recognize learned objects or the objects similar to the learned ones from an image of a complex real scene. The generated model can be regarded as a prototype of learned objects. The advantage of generating such a prototype is twofold. Firstly, we can know what parts of each object are the most important for identifying objects. Secondly, the cost of recognizing objects is low. Because we store only the prototype in memory for recognition, so the searching space is much less than the one that contains models for each kind of object. We tested the approach on recognizing chairs from images of indoor scenes and got satisfactory results.
Introduction
Learning and recognizing 3D objects is a complex and challenging subject in computer vision. A large variety of methods have been proposed for the task of visual object learning and recognition. Among a large variety of recognition methods, three main classes can be distinguished, as summarized by Ullman [1] : Invariant properties and feature spaces, Parts and structural descriptions, and Alignment approach. In this paper, we propose a new scheme for learning and recognizing 3D objects. Our approach lies in parts and structural description approach. It assumes that each object can be decomposed into a small set of generic components. There are several reasons for us to go along with this approach. Firstly, since we try to generate a model automatically from 2D training examples of several kinds of objects, to nd invariant properties is dicult. Secondly, since we deal with non-rigid objects as a whole, so we can not use alignment approach either.
In our approach, we want to decompose an object into its natural parts. However, since it is dicult to identify the natural parts without a priori knowledge, we start with the regions generated by segmenting the input 2D image of the object. In 3D object recognition, relations among parts are various, such as \connected together", \larger than" and \inside of" are often used because these relations remain invariant over a wide range of dierent viewing positions. In this study, we only pay attention to the relation of whether parts are connecting.
Learning techniques utilized in the object recognition are also various. An object recognition system may learn new types of shape or appearance features to describe objects [4] . If the object recognition task is to classify objects, then an appearance classier may be useful [5] . Our system includes two learning procedures: learning a set of characteristic views and learning a structural model. Because a 3D object is described with its 2D views, part of the learning task is to choose some characteristic views from them. This can be done by clustering training images, dealing with both appearance features of components and adjacency relations between components.
We use a structural model in the object recognition task. A structural model explicitly represents both appearance features and their spatial relations. It is often represented as a graph or graphs. In general, a structural model can be learned from training images by rst obtaining a structural description from each image, and then inducing a generalization to cover those descriptions. We build a structural model also in such a way, but we do not learn the model from a single object, but generate a common model which covers similar objects in a certain class of objects.
We try to develop a system which can learn a model for a class of similar objects from their 2D training images automatically, and then we use the model to recognize learned objects or some objects similar to the learned ones from a complex scene. The model is composed of several graphs. Each graph depicts the object observed from a range of viewing directions and contains information about appearance features of components and information about relations among these components. We conne our system to dealing with only those objects such that they can be decomposed into parts and the relations among those parts are easily extracted and described. Chairs have been chosen here as an example for learning and recognition.
The outline of our system is shown in Figure 1 . As shown in Figure 1 , we start to learn a model of several 3D objects from their 2D views. The inputs of the system in the learning stage are gray level images of chairs. These images are then fed to a preprocessing procedure which consists of segmenting images and adjusting the results of segmentation. Then all 2D images of one kind of 3D object are divided into several groups. Each group contains those images in which the appearance of the parts are similar and the adjacency relations among them are also similar. In each group, a cluster which represents the shape of the parts and the adjacent relations is generated. Thus only a few 2D clusters are used to describe the object instead of using its all images. In the next step, the clusters of dierent objects are matched each other. By doing this, we can construct a common model, which can be regarded as a prototype, to represent dierent objects. This prototype is then used to recognize objects similar to it from images of real complex scenes. We will describe each procedure in detail in the following sections.
The rest of this paper is arranged as follows. In section 2, we introduce preprocessing procedure. In section 3 we describe how to cluster training images. We introduce the model construction in section 4 and the recognition approach in section 5. Finally, we show some results of experiments.
Preprocessing

2.1
Correcting segmentation results
Preprocessing includes segmentation [8] and correcting the results of segmentation. In Figures 2(a) and 2(b), two segmentation results of an object observed from dierent directions are shown. They explain why we can not use the results of segmentation directly.
Because of the lighting condition and colors of the object itself, we often get dierent segmentation results for the same object. The \dierence" means that after matching between the results of segmentation, two matched regions may have much dierence of appearance features which is not due to the change of observing direction. For example, region A in Figure 2 (a) matches region A 0 in Figure 2 (b). But they have very dierent shapes, because region A 0 includes parts of the pillar and the leg. For constructing a model from these images, we have to \correct" the results of segmentation to start with.
For doing this, rst we use Wang's method [9] to match two results of segmentation. Wang's method represents regions and adjacency relations among regions as a planar graph and implements matching of two images by matching two planar graphs. Two matching results are generated. One is mapping all regions in the rst image to the ones in the second image and the other is vise versa. Based on the matching, two operations may be applied to the results of segmentation: Splitting and Merging.
Splitting Splitting means to split the larger region, say A 0 in Figure 2 (b), into several parts so that among these parts there is a part similar to the smaller region, say A in Figure  2 (a).
Merging Merging means to merge some regions connecting with the smaller region in one image so that the merged region is similar to the larger one in the other image. For example, a merged region which contains regions A, B and C in Figure 2 In overcoming the ambiguity of deciding which operation should be applied, we use some rules listed below. Among all segmentation results of training images, let V 1 and V 2 denote two views for processing. Here we assume that V 1 and V 2 contain the same object and are taken from two near observing directions. If both V 1 and V 2 have not been corrected, then the splitting operation and merging operation can be applied to regions in both of them. If one of them has already been corrected, then the operations can be applied only to regions in the other. Rule 1 Splitting is only applied to "stable" matched regions. "Stable" matched regions means those regions that match each other both in V 1 -to-V 2 mapping and in V 2 -to-V 1 mapping.
Rule 2 If two regions in one image match the same region in the other image, then they are to be merged if the convexity of the merged region is not less than the convexity of any of them before merged. Rule 3 If appearance features of two matched regions are obviously dierent, one of them needs to be split. Here we pay attention to appearance features such as convexity, area, lengths of major axis and minor axis. Rule 4 If a region in one image which does not match any region in the other image, it is to be merged with one of the regions connecting with it, if the convexity of the merged region is not less than the convexity of any region before merged, otherwise the region remains unchanged.
We note that convexity plays an important role on deciding whether two regions are to be merged or to be split. For this purpose we use a convexity measure which takes a continuous value in [0; 1]; its denition and explanation can be found in [10] .
Splitting of regions
The merging operation is relatively easy to be implemented. Here we discuss the splitting operation in detail. We use partial planar curve matching method [11] to cut a predened shape from a given curve.
Partial planar curve matching(PPCM) method is a way of detecting similar parts in two 2D curves. The reason why we can use it in our approach is that the shape of two regions observed from dierent directions does not change much if the observing directions in close. The PPCM method nds similar parts in two 2D curves by matching their total-curvature graphs. If one curve segment is obtained by a similarity transformation of the form sR from the other curve segment, where s is a scaling factor and R is a rotation matrix with the rotation angle , then the shapes of total curvatures of these two curve segments are the same. In PPCM method, two total-curvature graphs are matched by using dynamic programming technique. After detecting two similar segments, the transformation parameters s and can be determined by the least square method. See [11] for detail.
After nding a pair of similar curve segments in two region contours by using PPCM method, a transformation is decided uniquely. Because there may be several similar segments between two region contours, the transformation is not unique. The best transformation for cutting is chosen as follows. Each transformation is applied to all points on the boundary of one region and the dierence between two regions R 1 , which is transformed, and R 2 is calculated by using Eq.(1). The transformation which gives the least d(R 1 ; R 2 ) is used for cutting.
where s is the scaling factor in the transformation. R 
X and Y are two curves, dist(x; y) is the distance between two points x and y. Note that df(X; Y ) is calculated so that for only each point x in X the distance from x to the nearest point in Y is summed up, and thus asymmetric. If d(R 1 ; R 2 ) > d(R 2 ; R 1 ), then R 1 is to be split; otherwise R 2 is to be split. See Figure 3 for an illustration. Then we extract feature points from the region contour to be split, suppose R 2 here. The result of feature point extraction using N-code method [12] is shown in Figure 4 (a). After feature point extraction, the contour of region is divided at each feature point into several curve segments. Then we calculate the distance between each curve segment C i and R 1 by calculating d(C i ; R 1 ). The segment whose distance to R 1 is obviously large is split from R 2 . The result of splitting is shown in Figure 4 
Making a cluster
In our approach, a 3D object is given by its 2D views which are obtained by observing around the object at a relatively same height. Because we have no a priori pose information of objects that may appear in the images from which we want to identify the object in recognition phase, a natural idea is to store all these 2D views in the memory for recognition. When the number of objects becomes large, the memory needed for storing these 2D views has to be increased, also the time for searching in memory becomes longer. Therefore we tried to reduce the number of 2D views to be stored in memory. This is implemented by clustering the training images. We noticed that the shape of parts of an object and the relations between these parts do not change much, if the object is observed from two near directions. Thus we can divide all 2D images into several groups. Each group covers a range of observing direction. In each group we generate a representative 2D view (called a cluster) and save it in memory for recognition. The process of making a cluster is implemented by considering both the change of appearance features of parts and the change of adjacency relations between parts.
We dene measurement of appearance feature change of a part in the object between two views as follows. Let P 1 and P 2 be the contour of the same part observed from two near directions, diff(P 1 ; P 2 ) = df(P t 1 ; P 2 )=s + df(P 2 ; P t 1 )
df(P n ; P m ) is dened in Eq.(2), P t 1 denotes P 1 after being transformed w.r.t. P 2 and s denotes the scale factor.
The measurement of change of adjacency relation is dened similarly to the relational distance [13] between two views V 1 and V 2 . For a mapping function which maps all (corrected) regions in V 1 to V 2 and an inverse mapping function which maps all regions in V 2 to V 1 , the relational distance between these two views, denoted rd(V 1 ; V 2 ) here, equals the number of unmatched relations. In our case, if two regions connect each other in one view, but the matched regions do not connect in the other view, then we say such a case is one unmatched relation.
After dening the measure of changes of appearance feature and of adjacency relations, we can make clusters from 2D images of an object. Here we suppose 2D views of an object is arranged in the order of view directions.
If two views V i and V j are to be in the same group, both of the following conditions should be satised. where is a predened threshold. This condition ensures that the views in one group have a similar adjacency relations among parts. where N is the number of matched regions in two views, R m;i denotes region i in V m , w i is the weight for region i, and is a predened threshold. 7(d(R m;i ; R j;i )) is equal to 1 if d(R m;i ; R j;i ) is larger than a threshold, 0 otherwise. At the moment, the weights for all regions are set equal. This condition ensures that for two views to belong to one group, their parts must have similar shapes.
Let the starting view of a group be V m . First we test the above conditions between V m and the next view V m+1 . If both conditions are met, they are put in the same group. Pick up the successive views V m+2 ; . . . and repeat the test. If both conditions hold between V m and V m+1 ; . . . ; V n , but one or both of the conditions break for (V m ,V n+1 ) pair, then we make a group with V m ; V m+1 ; . . . ; V n , leaving V n+1 as the starting view of another group. An example of obtained groups is shown in Figure 5 .
After xing groups, a cluster is generated to represent images in each group. Only those components and relations are stored in the cluster which exist in all views in the group. Let C be the cluster generated from views V m ; . . . ; V n and let P i be a part in these views, we use PPCM method again to generate the shape of the corresponding component of P i in cluster C. Firstly, the part in one view is transformed according to a similarity transformation, here we suppose P m;i in V m is transformed w.r.t. V n . Let Cur m and Cur n denote the totalcurvatures of P m;i in V m after being transformed and in V n , respectively. The total-curvature of the component in cluster C is calculated simply by using Eq.(4).
Then according to Cur C , the shape of the component in cluster C can be generated. See Figure 6 for an illustration.
Model generation
After clustering, a 3D object is described by several 2D clusters instead of all training images. These clusters can be regarded as models of the object learned from its 2D training images. We want to extend the models by combining clusters generated from other similar objects so that new models can be used not only to recognize one kind of object, but also to recognize various similar objects. This part of work can be regarded as an extension of R. Basri's work [14] , in which he gives a scheme of recognizing objects by using prototype. Here we try to solve the basic problem: how to generate prototype automatically.
The models which represent dierent kinds of objects can be regarded as a prototype of these objects. The prototype can contain various information according to the recognition task. If the goal of recognition is only to identify an object which can be covered by the prototype, we can only extract the common features from the training objects and store them. If the task is to identify a specic object, then the features characteristic of each object should also be stored in the model: this type of information can play a role on distinguishing a particular object from the others. We will consider the former type of problem here.
After 2D views of each object having been grouped and for each group a cluster having been generated, each cluster is described by a graph structure. Every node in the graph corresponds to a component in the cluster. If there is an edge between two nodes, it means two components stored in the nodes are connecting. For giving a visual result, here we use two dierent chairs to illustrate our prototype generation method. Two chairs are rstly expressed by graphs. The chairs and the graphs are shown in Figure 7 .
4.1
Detecting important nodes.
The outline of prototype generation procedure is shown in Figure 8 . We may notice that two graphs of dierent objects can be quite dierent. The main points of matching between these two graphs is that we choose some nodes, which are important, and then to match these important nodes rst. In our case, we regard articulation nodes as importance nodes. An articulation node in a connected graph is a node that, if deleted, would break the graph into two or more pieces. The results of detecting articulation nodes in two graphs in Figure 7 are shown in Figure 9 .
After detecting articulation nodes, we try to group other nodes in the graphs. A nonarticulation node can be grouped with an articulation node if one of the following two conditions is satised. CL(N a ; N n ) > 1 or CL(N a ; N n ) > 2 and Dir(N a ; N n ) < Where N a is an articulation node and N n is a non-articulation node. Function CL(N a ; N n ) calculates the length of common contour between regions represented by N a and N n . Function Dir(N a ; N n ) calculates angle between the directions of principal axis of inertia of regions corresponding to N a and N n . 1 ; 2 and are predened threshold and 1 > 2 . In our experiments, we set 1 be 0.6, 2 be 0.4 and be 15 . If two nodes are grouped, then in the image, a new region is generated by merging two regions corresponding to the two nodes. If a non-articulation node can be grouped with more than one articulation nodes, then it is grouped with the one that the length of common contour of these two regions is the longest. After grouping some non-articulation nodes, the structure of graphs changed, therefore the grouping procedure is repeated until no non-articulation nodes in the graphs can be grouped. The results after grouping of two graphs are shown in Figure 10 .
After merging non-articulation nodes, we label each node with features. Because the two graphs represent dierent objects, the regions in each graph may have a large variety in shape. Therefore many features concerning with shape may not be used to label the nodes. In our procedure, area of the node and information of edges connecting the node are used. Edge information includes edge weight and its sign. Edge weight, which is decided by the ratio of area of nodes joined by the edge, is calculated as follows, jL(e)j = max(Area(N 1 ); Area(N 2 ))=min(Area(N 1 ); Area(N 2 )) (5) Where N 1 and N 2 are two nodes connected by edge e. The sign of the edge weight is dierent associating N 1 and N 2 . If Area(N 1 ) > Area(N 2 ), then edge weight of e takes plus sign associating N 1 and takes minus sign associating N 2 .
Matching between two graphs
The matching procedure is similar to tree search method proposed by Haralick and Shapiro. We describe the matching method roughly here. Firstly, \distance" between two nodes in dierent graphs is calculated according to Eq.(6). Figure 11 shows how to calculate the edge distance between two nodes.
The matching method is modied based on Haralick and Shapiro's back tracking with forward checking tree search program. An inexact consistent-labeling problem is a 6-tuple (U; L; T; <; w; ). U is a set of objects which is to be labeled. Here U is the set of nodes in the rst graph, which is denoted as 0. L is the set of possible labels. In our case, L = 0 
where Sp(N 1 ; N 2 ) calculates the shortest path from N 1 to N 2 in the graph.
is a given threshold. An inexact consistent labeling is a mapping f : U ! L such that the sum of the errors incurred by f is less than . The inexact forward-checking tree search deals with three kinds of errors: past error, current error and future error. The variable past error is an input to the tree-search procedure, representing the error of the partial matching that has been constructed so far. The tree search should initially be called with a value of 0 for past error, and its value is never allowed to exceed the error threshold . The variable current error is a local variable to the tree search procedure representing the error associated with the current node pair (N c ; N 0 jc ). This is the error that the addition of the pair (N c ; N 0 jc ) to the partial matching would add to the error already associated with the partial matching. Past error and current error can both be calculated by using Eq.(6). Finally, the third variable future error represents the possible error that can be incurred by the instantiation of future matching of units and is calculated by The detail of matching procedure can be found in [5] . 4.3 Grouping nodes according to the matching result.
We use the tree search procedure mentioned above to match two graphs. Firstly, we match the rst graph with the second graph. This means we try to nd a mapping function to map all nodes in the rst graph to the ones in the second graph. Then we perform matching vice versa, to obtain two matching results. We say those matching nodes pairs are stable matching if they both exist in the rst to the second mapping and in the second to the rst mapping.
The matching result of two graphs shown in Figure 7 is shown in Table 1 Alternative parts are grouped rst. If there is a stable matching node N s which connects two stable matching nodes and its adjacency relation is the same as N u 's, then N u is regarded as an alternative part of N s and is grouped with it. For example, region 3 n G 0 in Figure 7 is an alternative part of region 4 and therefore these regions are grouped together.
If N u connects with only one stable matching node, then it is grouped with that node. If N u connects with more than one stable matching node, N u will be grouped with the one that the length of common contour is the longest.
If N u connects with only one unstable matching node N p and connects with no any stable matching node, then N u will be grouped to the stable matching node that N p belongs to.
If N u connects with more than one unstable matching nodes and connects with no any stable matching node, then N u will be grouped to the stable matching node that N q belongs to, where N q is the node that the length of common contour between N u is the longest.
The grouping result based on the grouping rules stated above is shown in Table 2 . There are ve matching groups. The group matching result is obtained based on the structure of two objects mainly. For constructing components in prototype, matching within each matched group is needed. However, matching between the groups whose nodes are all alternative parts is not needed. For such groups, all alternative parts and their adjacency relations are stored in the prototype with an \or" relation; see Figure 13 for an illustration. The rest of groups are needed to be matched further. The idea of matching within two matched groups is that for a region in one group, we try to nd a most similar region in the other group. We check both the shape of regions and the adjacency relations to decide whether two regions are similar. For a region R i in one group, we calculate dierence between R i and every region in the other group and the one which gives the least dierence is regarded as matching with R i . The dierence between two regions R i and R In some groups, there are some regions not able to be matched with any region in the matched group. These regions are left by grouping with matched node, as nodes 16 and 18 of G in Figure 7 (grouped with node 15). The result of matching within matched groups is shown in Table 3 .
A prototype is generated based on the result after matching within each group is done. In the result, if two regions are matched each other, then we check whether these two regions are similar. This can be done by calculating the distance between these two regions using Eq.(1) and comparing with a predened threshold. If the distance is less than the threshold, then a component is generated based on these two regions by using Eq.(4) and stored in the prototype. Otherwise, two regions are both stored in the prototype by using an \or" relation. If two groups match each other or a part matches a group, then both of them are stored into the prototype by an \or" relation.
The generated prototype can be extended by matching with other objects. When matching with other objects, we can choose any one of matched two groups stored in the prototype by an \or" relation as a node in a graph of the prototype. Because our goal of recognition is to recognize objects belong to a certain object class, so we want to build the prototype which can cover as many objects in the class as possible, thus we do not have to store features characteristic of each learning example. For this reason, only those components that exist in most objects are stored in the prototype, that is, some components that exist only in few objects may not appear in the prototype. Figure 14 shows a few views of three dierent chairs taken from similar view directions. Generated prototype from them is shown in Figure 15 .
Recognition
In this section we describe our recognition approach. The recognition works in two stages. In the rst stage, each component stored in the prototype is identied in the given scene image and in the second stage the entire object is then recognized in terms of distinctive relations among the already identied components.
Identifying a component stored in the prototype from an image of a real scene is implemented as follows. The input is a gray level image of real indoor scene. The image is segmented rst. Then all components stored in the prototype are detected from the result of segmentation of the input image by using PPCM method.
Let S denote the set of all regions in the segmentation result of the input image. Among all regions in S, we choose candidate regions fR j g which give relatively smaller value of d(C i ; R j ) for each component C i in the prototype that we want to detect from the input image, where d(X; Y ) is dened in Eq.(1). In practice, for each C i we choose three candidate regions from S. After all components stored in the prototype have been detected, those regions that the relations between them are similar to the relations between components in the prototype is regarded as the result of recognition.
Experimental results
We tested our approach on three real indoor images. The result of the rst experiment is shown in Figure 16 . In this experiment, we succeeded in recognizing a chair which is used to build the model shown in Figure 15 . We can nd that there are two chairs existing in the input image, but only one of them is identied. The reason is that we can not detect enough information for identifying necessary components because of the poor segmentation result. We will work on solving this problem in the future.
The result of the second experiment is shown in Figure 17 . In this experiment, we tested our approach on recognizing a chair which was not used to build the model but belongs to the same object class of learning examples. See that even though the the back of the chair is connected to the wall in the initial segmentation, it is segmented and successfully identied.
In the third image in Figure 18 , part of the seat of a chair is occluded, as well as the chair is slightly dierent from the learned ones. Because in detecting components stored in the prototype from the input image, the measure of similarity between component in the prototype and regions in the input image is calculated by PPCM method, thus even if part of the region is occluded in the input image, we still got satisfactory result.
