Abstract. In a previous work, we have shown that the electrospheric plasma of a pulsar's magnetosphere with vacuum gaps is subject to differential rotation in the equatorial belt. Here we examine the stability of a simplified model of this belt. The model consists of a charged thin plasma disc in differential rotation, embedded in a dipolar magnetic field anchored in the neutron star. In the linearized electrostatic perturbation approximation, this disc appears to be unstable to the so-called diocotron instability. We present several eigenspectra and eigenfunctions for different disc models, which differ by the total charge of the disc-star system. Velocity and electric field perturbations are also shown in the disc plane for a few fast-growing modes. Increasing the total charge has a stabilizing effect, in the sense that the growth rate of the fastest-growing eigenvalue decreases with total charge and eventually vanishes. When the system is unstable, the growth rates are of the order of the azimuthal rotation rate. This means that the diocotron instability, which develops in a few pulsar's periods, should be very efficient in causing particles to migrate across magnetic surfaces.
Introduction
An isolated neutron star rotating about its dipole axis may be surrounded by a charged magnetosphere in electrostatic equilibrium with large vacuum gaps (Krause-Polstorff & Michel 1985; Smith et al. 2001; Petri et al. 2002) , which we refer to as an electrosphere. The electrosphere consists of polar domes, corotating with the star and of a charged differentially rotating equatorial disc. Electrospheres in equilibrium would not show any form of electromagnetic activity. They correspond to dead pulsars. However, their stability should be questioned, because the existence of a differentially rotating disc could give rise to a shearing instability. If an instability grows, its non-linear development would give rise to charged particle diffusion across magnetic surfaces. Some form of electric current circulation, otherwise forbidden, would then be made possible and could eventually give rise to some electromagnetic activity.
Similar situations are important in other contexts. Bohm diffusion, a fundamental process in laboratory plasma confinement, results from particle diffusion across field lines induced by unstable drift waves (Horton 1999) . In astrophysical situations associated with accretion discs, Send offprint requests to: J. Pétri, e-mail: petri@newbr.u-strasbg.fr an instability similarly allows viscous accretion of the plasma onto the mass-receiving star. This instability is thought to be the magnetorotational instability (Balbus & Hawley 1991) , which develops in weak fields with a maximal growth rate of the same order of magnitude as the angular rotation velocity. At the boundary between the magnetosphere of a magnetized star and a surrounding accretion disc a global interchange instability of an electromagnetic nature may similarly allow plasma transport and accretion (Stehle & Spruit 2001) .
It is therefore very important to examine whether neutron star electrospheres with vacuum gaps are subject to large-scale instabilities of their differentially rotating equatorial belt, since this would allow particle motions across magnetic surfaces. Similar ideas are considered by Spitkovsky & Arons (2002) . Such large-scale instabilities are not to be confused with the widely studied plasma micro-instabilities in which the coherent radio radiation emitted by particle beams streaming off the polar caps of active pulsars is thought to originate (Arons & Smith 1979; Asséo et al. 1983; Weatherall 1997) . The large-scale instabilities of the electrospheric equatorial disc to be considered below share similarities both with the Kelvin Helmholtz instability, because differential rotation is involved, and with drift wave instabilities, because electric drift controls plasma motions and the plasma density is inhomogeneous. The physical regime and the geometry are nevertheless quite different in pulsars' electrospheres as compared to Kelvin Helmholtz flows. Inertial wave instabilities in rotating plasma columns have been considered in the context of the polar cap regions of active pulsars by Mofiz (1992) . In this situation, which is also different to the one considered here, differential rotation is neglected and the plasma is a relativistically hot lepton plasma with the geometry of a cylindrical column.
Unlike dense non-relativistic accretion discs and laboratory confinement machines, but similarly to some electronic devices (Davidson 1990) , the pulsar electrosphere is a non-neutral medium. The expected instabilities should then be studied in the relevant regime of a charged plasma, the motion of which is controlled by electric drift. The geometry of the system to be studied should be relevant to the actual structure of the electrosphere. In this paper we discuss the linear stability of a flat charged disc embedded in a dipolar magnetic field. We will study the nonlinear development of the instability that we have discovered in a forthcoming paper.
The thin disc approximation
For simplicity, we reduce the structure of the pulsar's electrosphere to its simplest form: a differentially rotating thin equatorial disc embedded in the dipolar neutron star's magnetic field. This thin disc is self-consistently constructed. To avoid non-essential complications due to the electric reaction of the domes that extend over the polar regions of the neutron star, these are simply removed from the model, and replaced by surface charge density present on the star's surface.
We consider motions in the equatorial plane only. The plasma flow is then purely two-dimensional but the structure of the electric field remains three dimensional.
The disc is treated as a cold, non-relativistic, chargeseparated plasma consisting of particles of mass m q and charge q. The diocotron regime occurs when the plasma frequency, given by ω 2 p = n2 /m q ε 0 , is negligible compared to the cyclotron frequency ω c = q B/m q , that is, when
Although our model represents the equatorial belt as an infinitely thin plasma disc, we nevertheless assume that the actual disc thickness is large enough for this inequality to be satisfied. The diocotron frequency is defined as
It corresponds to the period of a circular motion at the slow electric drift velocity E×B/B 2 (Davidson 1990) . The low density approximation can be restated in the form:
It implies that the rest mass energy density of the plasma should be less than the magnetic energy density. In the sub-relativistic approximation, plasma currents have no significant effect on the external magnetic field. The latter can therefore be considered constant. Thus the perturbation is of an electrostatic nature. It is straightforward to show that Eq. (3) is always fulfilled for plasma confined well within the light cylinder. Indeed the dipolar magnetic field decreases with distance as 1/R 3 and, for a density equal to the Goldreich-Julian charge density n q = ε 0 Ω * B/q, Eq. (3) implies that
Evaluating the term on the right of this equation for electrons or positrons in the field of a pulsar of a period of the order of a second, (with typical parameters B * = 10 8 T
and Ω * = 2π rad/s), we find
For comparison, the radius of the light cylinder is R L ≈ 5000 R * . For millisecond pulsars R L ≈ 5 R * . Then in this case the electrostatic approximation is not valid and the magnetic field perturbation caused by the electrospheric currents should be taken into account.
Linearized equations for small perturbations

Equilibrium state
We analyze the diocotron instability in the frame of linear perturbation theory. A small perturbation is applied to the system, starting from an equilibrium situation. Linearizing, we obtain a system of equations that we reduce to an unique eigenvalue equation for the perturbation. The eigenspectrum then reveals the presence of an instability, if any. The equilibrium is an electrodynamically selfconsistent state. It satisfies the continuity equation, Poisson's equation and the equation of the motion, written in the electric drift approximation, which we write as
The potential Φ 0 is the sum of the potential of the star, denoted by Φ * (which is, and remains, fully axisymmetric since no perturbation reaches the pulsar's interior or its surface), and of the potential of the disc, denoted by Φ D . Since in our approach the magnetic field created by the electrospheric current is neglected, the magnetic field remains constant and dipolar, and is given by:
The perturbed state
The general time-varying behavior of the non-neutral plasma in response to an electrostatic perturbation is described by the equations
This system is linearized by expanding all scalar and vectorial component quantities ψ about the equilibrium state (5) to first order in the perturbations, like ψ ≈ ψ 0 + ψ 1 , with ψ 1 ψ 0 . Noting that the electrospheric current ∇ × B 0 = 0, we obtain, after some algebra, the potential/density pair relations:
In our particular geometry, the magnetic field is parallel to the common direction of the rotation axis and magnetic moment, and the equilibrium plasma motion reduces to an azimuthal rotation with velocity v 0 = r Ω 0 (r) e ϕ . Neglecting the induced and displacement current (ε 0 ∂E ∂t ), the system (8) can be expressed in polar coordinates (r, ϕ), as:
These equations describe the evolution of any infinitesimal density perturbation. We solve them by Fourier analysis as described in the next section.
The eigenvalue problem
The differential equation
To any physical quantity ψ(r, ϕ, t) in the disc let us associate a complex function χ(r, ϕ, t) such that ψ = Re(χ), which we further expand as:
The frequency ω is a complex number and m is an integer. Denoting the real part with a subscript r and the imaginary part with a subscript i, the real physical quantity ψ is given in terms of the complex quantityχ by:
The amplitude of the perturbation grows or decays exponentially with time, depending on the sign of the growth rate γ = ω i = Im(ω). An instability occurs when the growth rate is positive. The perturbation described by Eq. (10) rotates at the "pattern" angular frequency Ω p =
Re(ω)
m . The corotation radius, r c , is the radius at which this frequency equals the local rotation rate of the plasma in equilibrium: Ω 0 (r c ) = Ω p . Note that the radius r c is not always uniquely determined. Using Eqs. (10) and (11) the system (9) is transformed into
Replacingσ 1 from the second equation into the first one, we obtain the eigenvalue equation for a given mode m in the form of an equation for the potential perturbation only:
The boundary conditions are thatΦ 1 vanishes at infinity and on the star's surface. This equation apparently depends on three given functions: the rotation speed Ω 0 (r), the magnetic field B 0 (r) and the charge density σ 0 (r) at equilibrium. In fact, only two of them are independent because they are self-consistently related by Eq. (5).
The Fredholm integral equation
Because of the presence of a Dirac distribution on the right hand side, Eq. (13) cannot be numerically solved by classical methods, such as, for example, the shooting method. This method is appropriate only for differential equations without singularities. To overcome this difficulty, we get rid of the Dirac distribution by a direct integration of the Poisson equation, taking into account the particular boundary conditions that apply to our problem. This is done by using the relevant Green function. Details of this calculation are described in Appendix A. Selecting a particular value of the azimuthal mode number m, the perturbed potential is thus expressed as (14) where k is the wave number in the vertical direction. For m = 0 there is no contribution from the star, because the stellar potential is independent of ϕ and is not subject to any perturbation. The expression in square brackets represents the potential at (r, z = 0) from a ring with unit charge at (r , z = 0). This potential vanishes at R = R * and at infinity, as required. It has a logarithmic singularity when the point r and the source point r coincide. Inserting Eq. (14) in the continuity Eq. (12), we
obtain the eigenvalue equation satisfied by the perturbed densityσ 1m :
Equation (15) is a homogeneous Fredholm integral equation of the third kind. The kernel is given by
It has a logarithmic singularity on the diagonal r = r , and can be expressed in closed analytical form in terms of the hypergeometric 2 functions 2 F 1 :
We have introduced the notation r < = min(r, r ) and r > = max(r, r ). The kernel can be written as
is not a constant, as is obviously the case here. Thus no analytic solution can be found. A numerical solution is necessary.
Numerical method
The numerical determination of the eigenvalues and eigenvectors of a homogeneous Fredholm integral equation of the second kind
with a regular kernel K on a finite interval [a, b] is straightforward. The Nystrom method involves the choice of some 2 See the properties of Bessel functions as given in the mathematical table of Abramowitz & Stegun (1965) .
quadrature formula with associated weights w i and abscissae t i to estimate the integral at the right of Eq. (15) by
Let f i be the value of f at the quadrature points t i and K ij the matrix K(t i , t j ). Equation (18) can be written as:
It is of the form Ax = λx. This associated set of N linear algebraic equations in N unknowns can be solved by standard techniques. Finding the eigenvalues and eigenvectors of the matrix A is the Nystrom method. In our case, however, the kernel is singular along the diagonal line and the Nystrom method fails because of the divergence of the diagonal coefficients of the matrix A. One possible way out of this difficulty is to subtract the singularity in the integral. This is possible when the kernel is integrable (Press et al. 1998 )
As a result, the singular behavior of the integrand is removed, because the logarithmic behavior in the neighborhood of the singularity implies that r j ) , the matrix form of Eq. (15) is: This can be done either analytically or by using a formal calculus software, like Mathematica.
Results
Eigenspectrum
We have computed several models of equatorial belts, with different values of the total charge Q tot of the system. This is normalized to the central point charge, (Michel 1991) . Eigenvalues of a number of azimuthal modes, m, are shown if Fig. 4 for different charges Q tot . The fastest growth rate is plotted versus the angular rotation velocity of the corresponding perturbation.
From this figure, it is seen that, for a given charge, the instability growth rate rises from m = 2 to a maximum at m ≈ 18 and then decreases slowly as m increases. The instability is limited to relatively small values of m. It disappears for large m. We haven't found any instability at short wavelengths, which means that, linearly, the instability doesn't develop any fine structure. Only rather large, coherent structures emerge. This result is confirmed by the study of the solutions of the Fredholm integral equation for large m. Equation (15) can be rewritten in the form:
where F (r) is a real function depending only on σ 0 and B 0 . Figure 1 shows the shape of the Green functions G m for different modes m. It is seen that the region where G m is non-negligible shrinks to a very small interval around the diagonal r = r . For large m, let the dimension of this region be . Expanding σ 1m (r ) in a Taylor's series in the vicinity of r, we get: Using this result, the integral in Eq. (24) can be approximated by:
Assuming σ 1m to be a smooth function with small derivatives, the first integral on the right of Eq. (26) 
Its right hand side contains only real functions. Thus ω is real and the growth rate vanishes. The instability disappears in this limit.
On the other hand, for a fixed value of the azimuthal mode number m, the growth rate decreases as the charge Q tot of the system increases. Adding positive charge to the system has a stabilizing effect on the diocotron instability in the sense that the imaginary part of the eigenvalue progressively decreases to zero. In fact, the stabilization is not due to the value of the charge Q tot itself, but to the associated change in the density profile of the disk. This can be seen as follows. Suppose we replace the star by a central point charge Q 3 . Its contribution to the electric drift rotation rate in the disk is
For a dipolar magnetic field, this contribution is independent of the radius r because the field strength decreases as 1/r 3 . In Eq. (15), the rotation of the disk enters only as part of the term (ω − m Ω 0 ). Thus, if Ω 0 is changed by a constant amount δΩ 0 (Q), the corresponding eigenvalue is changed by δω = m δΩ 0 (Q), which is a real number. The growth rate and the eigenfunctions are not affected by this change of rotation rate. This is illustrated in Fig. 2 .
The situation changes dramatically when the dipolar magnetic field is replaced by a uniform one. The change in the rotation of the disk induced by a change of the central charge is not independent of r any longer, and it can be seen that the growth rate is in this case affected. Looking at the bottom frame of Fig. 2 , it can be seen that increasing the charge Q to sufficiently large positive or negative values has in this case a stabilizing effect.
The influence of the geometry of the disk can be similarly investigated. We remove the central object (Q = 0), keeping the density profile unchanged to within a constant factor in order to maintain the total charge of the disk constant. We find that the number of unstable modes increases as the disk extension is decreased. This is summarized in Fig. 3 . This is a general trend of the diocotron instability that has already been mentioned by Davidson (1990) , who investigated the stability of an electron plasma column trapped between two cylindrical conductors with an uniform axial magnetic field. The growth rate of the instability is remarkably of the order of its pattern angular frequency. It develops in a very short time, much smaller than any other instabilities.
Eigenfunctions
Some examples of eigenfunctions are shown for two different disc models. In the first, the total charge Q tot = Q c and the disc extends in equilibrium from r = R * to r = 1.5 R * . As can be seen in Fig. 5 , the rotation is in the range [−2 Ω * , 2 Ω * ] with a non-monotonic behavior, which is essential for the development of the instability. There is non negligible charge everywhere in the disc except at the extreme outer edge. The eigenfunction for m = 10, plotted in On the left panel we show the rotation rate Ω0(r) and on the right the charge density σ0(r) determined self-consistently by the system (5). The disc extends from r = R * to r = 1.5 R * . does. Let r 0 be this particular radius. As can be seen from Eq. (12), no perturbation can develop at r 0 . However the perturbation remains significant everywhere else on the disc. This is general for all eigenfunctions. The eigenfunction for m = 5 and Q tot = 2 Q c is shown in Fig. 7 . The corresponding equilibrium is shown in Fig. 6 . Comparing these two cases, it is seen that the perturbation is significant only in the inner half of the disc, where the charge density is large. The diocotron instability develops mainly in regions of large enough charge density, that is, in the innermost parts of the disc. This is observed for many different values of m and Q tot . The density perturbation never develops farther away from the axis than 2 R * . Im Ω Fig. 9 . Verification of the convergence to an eigenvalue. His real part on the left and his imaginary part on the right reveals the quick convergence to the value 4.12 + 1.26 i which is good approximated already by 40 points. The eigenvalue is only shown for 10 to 100 points. Beyond 100 points there is no significant change in its numerical value.
Check of the numerical scheme
Despite its simplicity, we felt it useful to check the reliability and efficiency of our numerical scheme. This can be done by separately computing the integral transform with the kernel K m on the right hand side of Eq. (15)
and the function
for some peculiar eigenfunctions and eigenvalues. For example, for the eigenvector presented in Fig. 7 , the absolute error, expressed as
Km(r|r )σ1m(r ) dr (31) is plotted for the real and imaginary part in Fig. 8 . The accuracy of the algorithm with 200 points is better than 9 digits. To check the convergence to an eigenvalue, we have also plotted the eigenvalues obtained numerically as a function of the number of discretization points, from 10 points to 200 points. For small m (<20), the convergence is very fast, 40 or 50 points being enough to achieve results that are independent of the number of grid points. For higher m, like 30 or 40, some difficulties are met due to successive numerical roundoff errors in the estimation of the residual function R m , which involves tenths of hypergeometric functions 2 F 1 . The results are in this case somewhat less accurate. An example is shown in Fig. 9 .
Two-dimensional velocity field an electric field
As can be seen from Eq. (7), the velocity field follows the equipotentials since v 1 · E 1 = 0. Examining Figs. 10 and 12, it seems to also follow the isodensity curves. This implies that the density perturbation σ 1 is proportional to the potential perturbation φ 1 . Indeed, Fig. 14 , which represents the ratio between density and potential perturbation σ1 φ1 , clearly shows that this ratio is approximately constant in the two regions defined by r ≥ r 0 and r ≤ r 0 (r 0 = 1.28 in Fig. 14) . This means that the isodensities are approximately equipotentials and are thus field lines of the velocity field. Note that the plotting is inaccurate when the potential approaches zero and changes sign, because the ratio 
Conclusion
We have shown that the equatorial charge-separated thin disc in self-consistent electrostatic equilibrium orbiting an isolated neutron star is linearly unstable to the diocotron instability. This instability develops near the inner edge of the disc or, more generally, in regions of non-negligible charge density. The instability brings together particles initially located on different magnetic surfaces and it operates on very short time scales, of the order of a few neutron star rotation periods. This opens up the possibility that equatorial electric currents carry a net charge flux across field lines. A study of the evolution of this phenomenon on long timescales requires consideration of non-linear effects. This will be done by direct numerical simulations in a forthcoming paper.
When the disc extends close to the light cylinder, the feedback of the disc electric currents on the magnetic field cannot be neglected and our electrostatic approximation fails. A fully electromagnetic instability, the magnetron instability, which also generalizes the electrostatic diocotron instability, could then develop. This will be investigated in a later paper.
