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Abstract. Face anti-spoofing is the key to preventing security breaches
in biometric recognition applications. Existing software-based and hardware-
based face liveness detection methods are effective in constrained envi-
ronments or designated datasets only. Deep learning method using RGB
and infrared images demands a large amount of training data for new
attacks. In this paper, we present a face anti-spoofing method in a real-
world scenario by automatic learning the physical characteristics in po-
larization images of a real face compared to a deceptive attack. A compu-
tational framework is developed to extract and classify the unique face
features using convolutional neural networks and SVM together. Our
real-time polarized face anti-spoofing (PAAS) detection method uses a
on-chip integrated polarization imaging sensor with optimized process-
ing algorithms. Extensive experiments demonstrate the advantages of
the PAAS technique to counter diverse face spoofing attacks (print, re-
play, mask) in uncontrolled indoor and outdoor conditions by learning
polarized face images of 33 people. A four-directional polarized face im-
age dataset is released to inspire future applications within biometric
anti-spoofing field.
Keywords: Face Anti-spoofing; Polarization Imaging; Biometrics
1 Introduction
As one of the prevailing biometric authentication methods, face recognition tech-
nology has been widely used due to its convenience and accuracy. However, the
challenges of various spoofing attacks jeopardize the security of personal infor-
mation in such systems. Criminals can easily impersonate users to gain access to
the system by using photos and videos with fake registered users information at
a low cost. There is a strong demand for robust and accurate face anti-spoofing
countermeasures to overcome the continuous improvement of attacks in compli-
cated situations.
Researches on faces anti-spoofing have been extensively carried out that many
hardware-based and software-based methods are proposed[10][13]. These meth-
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ods are very reliable in detecting known spoofing attacks under controlled en-
vironment. When the detection environment changes or new attacking meth-
ods appear, the performance of such methods becomes awkward. It is known
that spoofing attack is significantly different from human face skin in material,
texture, surface roughness and other attributes, which will be apparent if the
reflection and refraction light is captured by a polarized sensor. We believe that
polarization imaging technology has the potential to overcome existing issues in
face liveness detection applications.
Therefore, this paper proposes an innovative face livenesss detection method
based on polarization imaging, which uses convolutional neural network (CNN)
to learn the different polarized features between the face spoofing attack and the
skin of the genuine face. A on-chip integrated four-directional polarization sensor
is introduced to capture face polarization cures in a real-world scenario.Different
from most of existing methods, our polarized face anti-spoofing (PAAS) method
uses CNN to learn the physical property of genuine and fake faces which are
revealed in polarized images. It is simple and effective, and most importantly it
is more robust to environmental changes and attack techniques.We also present
a face polarization image dataset called Face-DOLP to verify our method. The
major contributions of this work have been summarized as below.
(1) The proposed PAAS method is very accurate because it uses CNN to
automatically learn face polarization image cues which reflect the permanent
physical attributes of genuine and fake faces.
(2) Our face anti-spoofing system does not rely on a large amount of training
data and has a robust performance with real-time detection. It can deal with
various spoofing attacks (print, replay, mask) in complicated indoor and outdoor
real-world scenarios.
(3) With the help of the on-chip integrate polarization image sensor, we are
able to make a compact and applicable prototype system which is capable of
seamlessly integrating with most of face recognition systems.
(4) As part of this work, we present a face liveness detection dataset (Face-
DOLP), including grayscale, RGB and DOLP images face with multi-angle po-
larization setups, a variety of lighting conditions, and multiple types of face
presentation attacks.
The paper is organized as follows. Section 2 covers the works related to
face anti-spoofing detection and polarization imaging. Section 3 introduces the
basic principles of the proposed method, including polarization theories and deep
learning for polarization cues. Section 4 describes the experiment and result in
details. In Section 5, our experimental results are discussed. Finally, conclusions
are provided in Section 6.
2 Related Work
In this paper, we divide face liveness detection methods into hardware-based
and software-based.
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The software based anti-spoofing attack detection method has the character-
istics of low cost and high accuracy, which has been developed rapidly in recent
years. Early software methods require users to blink[19], turn their heads[15]
or read according to instructions[4], which can effectively respond to print at-
tacks, but the user experience is poor, and it can not respond to video playback
attacks. In order to solve these problems, the analysis method based on hand-
crafted feature is proposed in[2][18][3]. Although these methods can perform well
in the specified dataset, they are not effective in practical applications. With the
increasing number of public benchmark datasets[31][5][29][30], competitions for
liveness detection have been held[7], and more and more algorithms have been
proposed[9], the accuracy of detection is constantly refreshed. However, due to
the small size of the existing datasets, and the types of spoofing attacks are end-
less, the generalization ability of such methods has not been effectively solved.
Compared with the software based method, the hardware based method uses
a special sensor for image acquisition, which makes the difference between the
genuine face and the spoofing attacks more prominent, so the detection effect is
more stable. Due to the difference in reflectivity between real face and spoofing
attack, multispectral[32][20], infrared[26] and remote Photo Plethysmography
(rPPG) methods[12][17] are used in liveness detection, which have high accuracy,
but the collection conditions are relatively strict, and the hardware system is
relatively complex, so it is difficult to be widely used. In addition to reflecting
information, depth based devices are also used for liveness detection, such as
structured light[6] and TOF camera[28]. These method can effectively deal with
2D plane attacks but not 3D attacks. [24][14] provides the method of liveness
detection with light field camera, which can detect a variety of spoofing attacks,
but the light field imaging equipment is expensive, and the detection results are
seriously affected by the light.
Therefore, it is of great significance to find an face liveness detection method
which is more robust to environmental changes and can deal with a variety
of deception attacks. Fortunately, polarization imaging technology make this
possible. [22] first applied polarization to liveness detection research, they showed
the difference of polarization image between real face, LCD and paper mask, and
proved the feasibility of liveness detection based on polarization. [1] statistical
analysis of the intensity of polarization image of real face and paper mask, the
quantitative analysis is given, but there are few types of spoofing attacks, and
the experimental analysis is not deep enough. Based on the previous research, we
proposed a new method of liveness detection based on polarization. This method
uses the difference of physical characteristics between genuine face and spoofing
attack to classify, does not rely on a large number of data, and can effectively
deal with various types of spoofing attacks, but also has strong robustness to
the environment.
4 Yu Tian, Kunbo Zhang, Leyuan Wang, Zhenan Sun
3 Proposed Method
In this section, we describe how to use polarization image to classify the genuine
and fake faces. First, we review the basic principles of polarization imaging
and introduce the on-chip four-directional polarization image sensor. We then
analyze the design of our convolutional neural networks to extract the feature
from polarized cues and classify genuine and fake faces.
3.1 The Theory of Polarization Imaging
Polarization is actually one of the basic properties of light, which describes the
direction of the optoelectronic field vibration. Polarized light can be produced
by reflection and refraction of light on the surface of object or by means of the
polarizer. When natural light is irradiated on the surface of a object, it is affected
by the material, texture, and surface roughness of the object, and it generates
reflected light with a specific vibration direction.
According to this mechanism of polarization, we know that when a beam of
light hits the skin or spoofing attack surface, it will affect the polarization state
of the reflected light. The object can be classified by analyzing the polarization
state of the reflected light.
It is well-known that the polarization of light can be described by Jones
matrix, Stokes parameters and Poincare Sphere. In this paper, we choose the
Stokes parameter with wider applicability based on the actual situation.
The representation of the Stokes parameters is shown in equation (1), and the
four parameters are combined into a column matrix, which is called the Stokes
parameter.
S =

S0
S1
S2
S3
 =

I
Q
U
V
 =

I0 + I90
I0 − I90
I135 − I45
IL − IR
 (1)
Where, I is the sum of 0 degree polarized image (I0) and 90 degree polarized
image (I90), Q represents the difference between I0 and I90, U is the difference
between 45 degree polarized image (I45) and 135 degree polarized image (I135),
V is the difference between left-handed circular polarized image(IL) and right-
handed circular polarized image(IR). In the actual case, circular polarization
and ellipsometry are rare, so the Stokes parameters is denoted as I, Q, U in the
subsequent calculation process herein, and the V component is omitted.
After the Stokes parameter is obtained, the expression of DOLP image can
be defined[27], as shown in formula (2).
DOLP =
√
Q2 + U2
I
(2)
Differences in the polarization characteristics of real and fake faces will be re-
flected in the DOLP image. It is not difficult to find through the formula above,
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the premise of obtaining DOLP images is to obtain I0, I45, I90, I135 four po-
larization images. The traditional polarization acquisition device can obtain the
polarization image of different angles by rotating the polarizer mechanically[8]],
or use the multiple cameras for image acquisition[16]. Either these two meth-
ods can not meet the requirements of real-time detection, or the equipment is
complex and difficult to operate.
Fortunately, Sony’s polarization sensor (IMX250MZR) provides a more con-
venient and efficient polarization image acquisition scheme. It integrates a po-
larizer on the photodiode of the traditional CMOS sensor, which can obtain the
required four polarization images in one acquisition, see Figure 1a. Four polar-
izers with different angles are respectively placed on a single pixel, and the 2
* 2 pixels record the polarization light intensity of different angles (0, 45, 90
and 135) . After interpolating the single frame image collected by the camera,
four grayscale with equal resolution and different polarization directions can be
obtained, as shown in Figure 1b.
Fig. 1. The structure of the four-directional on-chip polarization imaging sensor.
The reflected light of object has a single polarization state, when the vibra-
tion direction of the object reflected light is the same as the angle of the polarizer,
the intensity of the light transmitted through the polarizer is the largest, and
the polarized image has the highest brightness, as shown in the upper left corner
of Figure 1b, we define this polarized image as I0. When the polarizer angle is
orthogonal to the vibration direction of the object reflected light, the light in-
tensity transmitted through the polarizer is the weakest. We define the polarized
image taken at this time as I90, as shown in the lower left corner of Figure 1b.
I45 and I135 are respectively located in the upper right and lower left corners of
Figure 1b, these two images are similar in light and darkness, both are stronger
than I90 and weaker than I0.
It is known that face liveness detection can be regarded as two classifica-
tion problems, and deep learning method has been well applied in this kind of
problems. Therefore, this paper constructs a deep learning network model to
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complete the real and false face learning and classification. The next section
describes the specific approach.
3.2 Learning Face Polarization Cues Using Convolutional Neural
Network
In this paper, we use the Siamese network to distinguish between real faces and
spoofing attacks. In order to balance the real-time and accuracy of the system, we
choose MobieNetV2[23] as the backbone and use SVM to classify the extracted
features.
The two subnetworks embed the two DOLP images as input to the feature
space, and use the distance function to measure the similarity of the two embed-
dings. In training stage, the distance between the genuine face and the fake face
is maximized, and the distance of sample pairs from the same class is minimized.
When we give a set of embedding functions φw,b(·) , where the parameters w
and b represent weight and preference respectively. The purpose of Siamese net-
work is to find such a series of parameters w,b. So that when X1 and X2 come
from the same category, the embedding distance Sw,b = ‖φw,b(X1)− φw,b(X2)‖
gets the minimum value. On the contrary, when X1 and X2 come from different
categories, the distance Sw,b gets the maximum value. We use contrastive loss,
and the expression is shown in 3.
l =
1
2N
∑
ySw,b + (1− y) max(margin− Sw,b, 0) (3)
Where y is a binary label assigned to X1 and X2 . When y = 0, X1 and X2
are considered to be the same type of object, otherwise X1 and X2 are considered
to be different types of objects.
Figure 2 presents the pipeline of our network, we use pre-trained MobileNetV2
as a backbone. After average pooling, we used two fully connected layers to gen-
erate a feature embedding. At the end of the Network, we used a direct linear
SVM to classify the extracted feature embedding.
4 Experimental Evaluation
PAAS needs to rely on the polarization information difference between genuine
face and fake face, so we collected the polarization dataset, namely Face-DOLP,
which be used to verify PAAS. Unfortunately, due to the type of dataset used,
we can’t compare PAAS to other state-of-the-art liveness detection methods, but
we still give some performance analysis.
4.1 Experiment Setup
The hardware system of Figure 3 is used to capture polarized image. We use Lu-
cid Phoenix PHX050S-P polarization camera and Mindvision MV-GE501GC-T
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Fig. 2. The convolutional neural network structure of the proposed PAAS method.The
neural network maps the DOLP image into a 256-dimensional embedding. In the train-
ing process, positive and negative sample pairs are input, and the contrast loss is used
to reduce the intra-class distance of the feature vector, while expanding the inter-class
distance, and then the feature vector of the training set data is used as input to train
the linear SVM.
RGB camera to caputer at the same time. 33 volunteers are invited, that includ-
ing 7 females and 26 males, aging from 20 to 65. In order to test whether PAAS
is effective without user cooperation, in the Face-DOLP we collected images of
volunteers performing actions such as turning left, turning right, raising head,
closing eyes, and looking straight ahead.We use HD photo paper and A4 paper to
print color photos of volunteers as the print attack, and use computer screens to
play the color photos as the computer screen attack. Moreover, we also provide
silica gel masks and rubber masks as mask attacks.
The Face-DOLP are divided into two types, day scene and night scene. In the
day scene, we provide two kinds of lighting modes, visible light and polarized
visible light, and in the night scene, we provide infrared light and polarized
infrared light. The dataset details are shown in Table 1.
Table 1. Statistics of the FACE-DOLP dataset.We will make our dataset available.
Type Visible NIR P-Visible P-NIR Total
real-face 734 700 621 714 2769
photo-attack 258 177 45 480
paper-attack 120 120 104 118 462
PC screen-attack 124 4 3 131
mask-attack 251 244 209 291 995
Total 1487 1068 1111 1171 4837
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Fig. 3. Polarization imaging system setup overview
In Face-DOLP, each lighting modes is provided with polarization images of
0, 45, 90 and 135,as well as corresponding DOLP images,which are all gray-
scale images with a resolution of 1224 * 1024. In addition, the color images with
a resolution of 2248 * 2048 captured by an RGB camera is also provided in
Face-DOLP.
4.2 Visual Evaluation
In Figure 4 shows polarization images of real faces, computer screen play attack,
photo print attacks, A4 paper print attacks, silicone masks and rubber masks,
respectively. These images were obtained under visible light illumination.
The integrated polarization imaging sensors on-chip were used to capture
polarization images at four angles of 0, 45, 90 and 135, and DOLP images were
generated by(1)and(2). It is not difficult to find out from the DOLP image that
the difference between spoofing attacks and genuine faces is quite obvious, the
computer screen is the most intuitive and the easiest to identify. HD photo
paper is generally considered to have higher image quality than A4 paper. Un-
expectedly, the results of A4 paper are more similar to real faces, and can better
represent the stereoscopic information of face polarization. Mask attacks are the
most difficult to identify. Among them, silicone masks are more likely to be
shaped, and this material is more similar to skin, so they look more similar to
the polarization of the face, while the difference between rubber and face skin is
large, so it is easy to distinguish in DOLP image.
Through intuitive observation, in fact, we can achieve genuine and false face
classification to a certain extent. However, this method is relatively subjective
and may lead to misjudgment. In [1], a statistical study of the data distribution
of DOLP images using mean, standard deviation, and kurtosis was proposed.
We reproduce the method of [1] on Face-DOLP dataset. Figure 5 only shows the
experimental results of the mean, and other experimental results are provided
in the supplementary information.
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(a) face (b) screen (c) photo (d) paper (e) silicone (f) rubber
(g) face (h) screen (i) photo (j) paper (k) silicone (l) rubber
Fig. 4. Comparison of face attacks with polarized images. The upper row from left
(a) to right (f) shows the 0-degree polarization image I0. The lower row from left (g)
to right (l) is the corresponding DOLP image. There are five face attacking methods
including screen playback attack (b), photo paper print attack (c), paper print attack
(d), silicon mask attack (e) and rubber mask attack (f) compared with the genuine
face (a).
Fig. 5. Comparison of the statistical mean results. Attacking methods include paper
print, mask and photo print. The mask attacks have two types which are rubber mask
and silicone mask. The statistical results of standard deviation and kurtosis are pro-
vided in the supplementary materials.
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In the statistical results of the mask, the left half is the mean value of the
rubber mask, and the right half is the mean value of the silicone mask. As
can be seen in Fig.5, there is a serious overlap between the real face and the
silicone mask, but it can be easily distinguished from the rubber mask. It is also
worth noting that the real face and the A4 paper print attack are completely
intertwined. Obviously this simple statistical method is difficult to meet the
requirements of liveness detection. These two kinds of attacks are not verified
in[1], but we think these two kinds of attacks must be considered in the study
of liveness detection.
Overall, although this simple statistical method can carry out quantitative
analysis on the experimental results, the rate of misjudgment is still relatively
high. Therefore, we need to find a more effective method to induce and classify
the polarization characteristics of real and fake faces. Obviously, deep learning
can be an attempt.
4.3 Face Liveness Detection Using CNN
The Face-DOLP dataset is divided into three sub-datasets of DOLP, grayscale,
and RGB, and each sub-dataset includes the aforementioned attack types. 80%
of the images in each sub-dataset is randomly selected as the training set and
20% as the test set. Training and testing were performed independently on three
sub-dataset. The image uses SeetaFace2[25] for face keypoint detection and align-
ment, and finally the image is scaled to 512* 512 px. Before the training process,
the image is randomly cropped to 500 * 500 px, then downsampled to 224 * 224
px. Before the training process, the image is randomly cropped to 500 * 500 px
subjected to random horizontal flip, and then downsampled to 224 * 224 px.
Network Architecture Design We experimented with several typical con-
volutional neural networks including VGG-16[21], ResNet18[11], MobileNetV2
as backbone which achieved similar experiment results as shown in table 2. We
strongly recommend using MobileNetV2, which is designed for mobile terminal
equipment with less parameter amount and faster calculation speed on the ba-
sis of guaranteeing the effect. Since liveness detection is the beginning during
face image preprocessing stage, a lightweight network design can process large
amounts of data efficiently and reduce computational stress of subsequent tasks.
Table 2. Comparison of DOLP image experimental results using VGG-16, ResNet18
and MobileNet V2 as network backbone.
Backbone Input Size EER Params Flops
VGG16 3*224*224 0.0% 113.030M 7.701G
Resnet18 3*224*224 0.0% 11.570M 1.824G
MobileNet V2 3*224*224 0.0% 3.011M 0.328G
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Strategy for Training and Testing PAAS use the Pytorch framework for
training and testing based onthe pre-trained MobileNetV2 model. Adam opti-
mization was used on each mini-batch with a learning rate of 1e-4. Considering
the number of samples, we trained only 150 epochs. After the network is stable,
we train a simple SVM as a classifier using the feature vectors extracted from
the training data. During the testing phase, the image will still be down-sampled
to 224 * 224 px, and then the extracted feature vectors will be sent to the SVM
for classification.
Experimental Results The eigenvectors of genuine and fake face are shown
in Figure 6. The cluster of the blue points on the right represents the real face,
and the concentrated red cluster on the left is spoofing attack. It is known that
the material of spoofing attack is homogeneous and the distribution of polar-
ization information is regular, so the mapping in feature space is concentrated.
However, the skin color, skin type, make-up or not will affect the polarization
characteristics, and the mapping of real face in feature space is more scattered.
Fig. 6. The clustering results of genuine and fake face eigenvectors.
We verified the method in the Face-DOLP dataset and obtained very high
accuracy results. In order to prove that this is due to the help provided by the
polarization information rather than the introduction of the neural network, we
also performed the same experiments on the grayscale and RGB datasets as
shown in Table 3. We demonstrate the results of equal error rate (EER) and
corresponding true positive rate (TPR) when the false positive rate (FPR) is
10e-3 and 10e-2.
In Figure 7, we show the receiver operating characteristic (ROC) cuvre. In
the grayscale and RGB datasets, as the FPR increases, the TPR also starts to
increase, but in the DOLP dataset, as the FPR increases, the TPR is always
stable at 1.
In addition to verifying the superiority of PAAS in different datasets, we show
the comparison of the experimental results of PAAS with existing polarization
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Fig. 7. Comparison of ROC curves for DOLP, grayscale and RGB images. It is obvious
the advantages of using DOLP information for face anti-spoofing over traditional RGB
and grayscale information with 0 EER.
Table 3. Evaluation results using DOLP, grayscale and RGB images based on Mo-
bileNet V2 network structure.
Dataset EER TPR@FPR=10e-2 TPR@FPR=10e-3
RGB 28.48% 0.2837 0.0186
GRAY 25.88% 0.4744 0.2674
DOLP 0.0% 1.0 1.0
methods and handcrafted feature methods in Table 4, we compared with the
three statistical methods of mean, standard deviation and kurtosis described
in[1] and LBP features. In general, the detection results of PAAS in the common
detection environment far exceed the manual feature extraction method and the
existing polarization face anti-spoofing method.
Existing liveness detection methods are mainly aimed at research conducted
under indoor visible light illumination, but face recognition systems at night or
outdoors will still suffer spoofing attacks. As shown in Figure 8, we performed
relevant experiments in these two unconventional environments, and PAAS can
still perform stable detection.
PAAS not only has strong environmental adaptability, but also has strong
generalization ability. We have done a lot of experiments on unknown subjects,
all of which can get accurate detection results. Relevant experimental results are
provided in supplementary materials in the form of video demos.
5 Discussion
Since the proposed PAAS relying on polarization information, it is not possible to
compare with other state-of-the-art face anti-spoofing algorithms quantitatively.
Traditional face depth measurement and texture recognition methods require
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Fig. 8. Experimental results of PAAS method is investigated in outdoor and night
scenarios. From left to right, the I0 image captured outdoor during daytime and its
corresponding DOLP image, the I0 image taken at night without ambient light and its
corresponding DOLP image.
Table 4. Comparison of PAAS method based on deep learning with traditional hand-
crafted feature extraction methods including mean, standard deviation, Kurtosis and
LBP.
Method EER TPR@FPR=10e-2 TPR@FPR=10e-3
Mean 31.07% 0.1814 0.0233
Standard deviation 49.84% 0.1535 0.0140
Kurtosis 43.04% 0.1628 0.0023
LBP 32.04% 0.5793 0.8803
PAAS 0.0% 1.0 1.0
handcrafted face models which is difficult to improve. Deep learning face anti-
spoofing method demanding large amount of training data input becomes painful
when new attacking type appears. The hardware-based technique such as rPPG
and light field are time and computing resource consuming with expensive cost.
Our proposed PAAS method is accurate, robust and universal in real-world
scenarios for multiple attacks, multiple persons and unseen person face liveness
detection.
We have conducted extensive real-world experimental studies in four types
of lighting conditions: visible light, polarized visible light, infrared light, and po-
larized infrared light. The intensity of reflection light from the object becomes
stronger when a polarized light is used for illumination. The experimental re-
sults are more affirmative in supporting our PAAS method. The passive light
illumination which is visible light only has already achieved very high accuracy
in detection. It is demonstrated that the compact PAAS device is an deployment
ready system for integrating into current face anti-spoofing system. Face liveness
detection under other lightings is discussed in supplementary material. Details
of our real-time face liveness detection demonstration videos are described in
supplementary material section 5.
6 Conclusion
In this paper, we propose a polarization face anti-spoofing (PAAS) method using
a deep learning computational model to learn physical cues in polarization im-
ages. Because polarization reveals the information of shape, material, roughness
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and other attributes of an object, it is difficult to imitate or change. Combin-
ing optimized CNN algorithm with the new on-chip four-directional polarization
image sensor, our PAAS system is able to realize realtime detection of a variety
of face spoofing attacks in a real-world scenario. We introduce the Face-DOLP
dataset which is a face polarization image dataset for biometric liveness detection
research. Finally, the powerful generalization ability of this method is verified by
detecting unknown faces which outperforms traditional algorithms after learn-
ing very limited amount of training data. In future research, we will further
investigate the relationship between face physical characteristics and polariza-
tion information by interpreting the learning mechanism inside the convolutional
neural network of the proposed PAAS method. It is also expected to challenge
our method with vivid mask attacks using low cost polarization imaging hard-
ware other than the sony sensor off the shelf.
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