Abstract. The aim of this paper is to study a poset isomorphism between two support τ -tilting posets. We take several algebraic information from combinatorial properties of support τ -tilting posets. As an application, we treat a certain class of basic algebras which contains preprojective algebras of type A, Nakayama algebras, and generalized Brauer tree algebras. We provide a necessary condition for that an algebra Λ share the same support τ -tilting poset with a given algebra Γ in this class. Furthermore, we see that this necessary condition is also a sufficient condition if Γ is either a preprojective algebra of type A, a Nakayama algebra, or a generalized Brauer tree algebra.
Introduction
Adachi-Iyama-Reiten introduced the notion of support τ -tilting modules as a generalization of tilting modules [3] . They give a mutation of support τ -tilting modules and complemented that of tilting modules. i.e., the support τ -tilting mutation has following nice properties:
• Support τ -tilting mutation is always possible.
• There is a partial order on the set of (isomorphism classes of) basic support τ -tilting modules such that its Hasse quiver realizes the support τ -tilting mutation. (An analogue of Happel-Unger's result [12] for tilting modules.) Moreover, they showed deep connections between τ -tilting theory, silting theory, torsion theory and cluster tilting theory. Further developments of these connections was given in [6, 19] . Theory of (τ -)tilting mutation also gives us interesting connections between representation theory of finite dimensional algebras and combinatorics, for example [14, 20, 21] .
Notation. Throughout this paper, let Λ = KQ/I be a basic finite dimensional algebra over an algebraically closed field K, where Q is a finite quiver and I an admissible ideal of KQ.
We denote by Q 0 the set of vertices of Q and Q 1 the set of arrows of Q. We set Q • the quiver obtained from Q by deleting all loops. 4. The Auslander-Reiten translation is denoted by τ . (Refer to [7, 8] for definition and properties.) 5. Let P = (P, ≤) be a poset. We denote by H(P) the Hasse quiver of P and set [a, b] := {x ∈ P | a ≤ x ≤ b} for a, b ∈ P. We denote by dp(a) the set of direct predecessors of a in H(P) and by ds(a) the set of direct successors of a in H(P). We say that P is n-regular provided # dp(a) + # ds(a) = n holds for each element a ∈ P. Let P ′ be a subset of P and ≤ ′ the partial order on P ′ given by ≤. Then we call P ′ = (P ′ , ≤ ′ ) a full subposet. Throughout this paper every subposets are full. We call a full subposet P ′ a strongly full subposet if the inclusion P ′ ⊂ P induces a quiver inclusion from H(P ′ ) to H(P). By definition if P ′ is a strongly full subposet of P, then H(P ′ ) is a full subquiver of H(P).
Aim of this paper. In [13] , Happel and Unger showed the following fascinating result.
Theorem 1.1 ([13, Theorem 6.4]).
We can reconstruct a quiver Q up to multiple arrows from the tilting poset of KQ.
This theorem states that the tilting poset of a hereditary algebra Λ contains lots of information for Λ. Therefore, it is interesting to extent Happel-Unger's reconstruction theorem to arbitrary finite dimensional algebras, i.e., we consider the following question.
Question. To what extent can we reconstruct an algebra from their support τ -tilting poset?
For a τ -tilting finite algebra Λ, it was shown in [14] that there are bijections between isomorphism classes of indecomposable τ -rigid modules of Λ, join-irreducible elements in sτ -tilt Λ and meet-irreducible elements in sτ -tilt Λ. We summarize these bijections and realize a basic τ -rigid pair of Λ as a full subquiver of sτ -tilt Λ in two ways. By using these realizations, we show the following result.
Main Theorem 1. Let ρ be a poset isomorphism sτ -tilt Λ ∼ → sτ -tilt Γ.
• ρ preserves supports of basic support τ -tilting modules. In particular, ρ sends basic τ -tilting modules of Λ to basic τ -tilting modules of Γ.
• If sτ -tilt Λ is a lattice, then ρ induces a natural bijection between isomorphism classes of basic τ -rigid pair of Λ and that of Γ.
We note that above result is a generalization of [17, Theorem 1.1] . In fact, if Λ is hereditary, then (support) τ -tilting modules are (support) tilting modules.
It is well-known that each basic finite dimensional algebra is given by (a unique) quiver and relations (admissible ideal).
Main Theorem 2. The support τ -tilting poset of Λ determines the quiver of Λ up to multiple arrows and loops. Furthermore, if Λ = KQ/I is a τ -tilting finite algebra, then Q has no multiple arrows and the group of poset automorphisms of support τ -tilting poset of Λ is realized as a subgroup of the group of quiver automorphisms of Q \ {loops}.
By using this result, we can recover Happel-Unger's reconstruction theorem. Let Λ and Γ be two basic finite dimensional algebras. If the posets of support τ -tilting modules of Λ and that of Γ are isomorphic, then we denote Λ In [11] , Eisele, Janssens and Raedschelders give us a sufficient condition for that two finite dimensional algebras share the same support τ -tilting poset. By this result, we can see that there are infinitely many (non-isomorphic) basic finite dimensional algebras in T (Γ) for any Γ. Therefore, it seems difficult to characterize algebras which are in T (Γ) for a given algebra Γ. Successful examples are tree quiver algebras and the preprojective algebras of type A. Theorem 1.2 ( [5, 18] ). Assume that Γ = KQ ′ /I is either a tree quiver algebra or a preprojective algebra of type A. Then Λ ∈ T (Γ) if and only if Λ satisfies the following conditions. (a) There is a quiver isomorphism σ : Q\ {loops} → Q ′ satisfying Supp e σ(i) Γ = σ(Supp e i Λ) for any i ∈ Q 0 . (b) Each arrow α : i → j (i = j) satisfies αΛe j = e i Λe j = e i Λα.
To generalize above result, we consider a poset isomorphism between two support τ -tilting posets and introduce a class Θ of basic algebras containing tree quiver algebras, preprojective algebras of type A, Nakayama algebras and generalized Brauer tree algebras etc.
Main Theorem 3. For a given algebra Γ ∈ Θ, we get a necessary condition for that an algebra Λ is in T (Γ). Furthermore, this necessary condition is also a sufficient condition if T (Γ) contains either a tree quiver algebra, a preprojective algebra of type A, a Nakayama algebra or a generalized Brauer tree algebra.
As an application, we can recover the following statements.
• [1, Theorem 3.11] Let Λ be a Nakayama algebra. Assume that ℓℓ(P i ) ≥ n holds for each i ∈ Q 0 . Then we have a poset isomorphism sτ -tilt Λ ≃ sτ -tilt KC/R n , where C is a cyclic quiver with C 0 := {1, . . . , n} and R = R n := rad KC.
• [2, Proposition 4.7] Let Λ be a generalized Brauer tree algebra. Then sτ -tilt Λ does not depend on the multiplicity of the corresponding generalized Brauer tree.
Fundamentals of support τ -tilting posets
In this section, we recall the definitions and their basic properties of support τ -tilting posets. For a module M, we denote by |M| the number of non-isomorphic indecomposable direct summands of M and by Supp(M) := {i ∈ Q 0 | Me i = 0} the support of M, where e i is a primitive idempotent corresponding to a vertex i ∈ Q 0 . We put e M := i∈Supp(M ) e i .
A module M ∈ mod Λ is said to be τ -rigid if it satisfies Hom Λ (M, τ M) = 0. If τ -rigid module T satisfies |T | = # Supp(T ) (resp. |T | = n), then we call T a support τ -tilting module (resp. τ -tilting module). We denote by sτ -tilt Λ (resp. τ -tilt Λ, τ -rigid Λ) the set of (isomorphism classes of) basic support τ -tilting modules (resp. τ -tilting modules, τ -rigid modules) of Λ.
We call a pair (M, P ) ∈ mod Λ × proj Λ a τ -rigid pair (resp. τ -tilting pair) if M is τ -rigid (resp. support τ -tilting) and add P ⊂ add(1 − e M )Λ (resp. add P = add(1 − e M )Λ).
Let (M, P ) be a τ -rigid pair. We say that (M, P ) is basic if so are M and P . A direct summand (N, R) of (M, P ) is a pair of a module N and a projective module R which are direct summands of M and P , respectively. From now on, we put
Remark 2.1. If M is τ -rigid, then we have |M| ≤ # Supp(M) (see [3, Proposition 1.3] ). In particular, a τ -rigid pair M ⊕ P − is τ -tilting if and only if |M ⊕ P − | = |Λ|.
We denote by τ -rigidp Λ the set of (isomorphism classes of) basic τ -rigid pairs of Λ.
2.1. Basic properties. In this subsection, we collect important properties of support τ -tilting modules. The following proposition gives us a connection between τ -rigid modules of Λ and that of a factor algebra of Λ.
is an two-sided ideal generated by an idempotent e, then the converse holds.
Denote by Fac M the category of factor modules of finite direct sums of copies of M. Then the notion of support τ -tilting posets is given by the following result.
. Moreover, ≥ gives a partial order on sτ -tilt Λ.
Next we consider a relationship between the support τ -tilting poset of Λ and that of Λ op .
Proposition 2.4 ([3, Theorem 2.14, Proposition 2.27]).
be a τ -tilting pair with M pr being a maximal projective direct summand of M. We put
A τ -rigid pair X is said to be almost complete τ -tilting provided it satisfies |X| = |Λ| − 1. Then the mutation of support τ -tilting modules is formulated by the following theorem.
Theorem 2.5. (1) [3, Theorem 2.18] Let X be a basic almost complete τ -tilting pair. Then there are exactly two basic support τ -tilting modules T and 
have a common basic almost complete τ -tilting pair as a direct summand. In particular, sτ -tilt Λ is |Λ|-regular.
For a basic τ -rigid pair N ⊕ R − , we define
equivalently, which consists of all support τ -tilting modules T such that T ⊕ (1 − e T )Λ − has N ⊕ R − as a direct summand. For simplicity, we omit 0 if N = 0 or R = 0.
Definition-Theorem 2.6 ([3, Theorem 2.10]). Let X be a τ -rigid pair. Then there is the maximum element of sτ -tilt X Λ. We call this maximum element the Bongartz completion of X.
Given an idempotent e = e i 1 + · · · + e i ℓ of Λ so that R = eΛ, we see that M belongs to sτ -tilt R − Λ if and only if it is a basic support τ -tilting module with Supp(M) ⊂ Q 0 \ {i 1 , . . . , i ℓ } (or equivalently, M is a Λ/(e)-module). Hence, Proposition 2.2 leads to an equality sτ -tilt R − Λ = sτ -tilt Λ/(e). More generally, we have the following reduction theorem.
Theorem 2.7 ([16]
). Let X = N ⊕ R − be a basic τ -rigid pair and let T be the Bongartz completion of X. If we set Γ = Γ X := End Λ (T )/(e), then we have |Γ| = |Λ| − |X| and
where e is the idempotent corresponding to the projective End Λ (T )-module Hom Λ (T, N).
Theorem 2.7 implies that for an idempotent e ∈ Λ, we have a poset isomorphism
In fact, the Bongarts completion of eΛ is Λ and Γ eΛ ∼ = Λ/(e).
2.2. τ -tilting finite algebras. An algebra Λ is said to be τ -tilting finite if one of the following equivalent conditions holds:
• # sτ -tilt Λ < ∞.
• # τ -tilt Λ < ∞.
• # τ -rigid Λ < ∞. In [10] , τ -tilting finite algebras are characterized via the torsion theory. A full subcategory T of mod Λ which is closed under factor modules and extensions is called a torsion class in mod Λ. T is said to be functorally finite if for any M ∈ mod Λ, there are f ∈ Hom Λ (X, M) and g ∈ Hom Λ (M, Y ) with X, Y ∈ T such that Hom Λ (N, f ) : The following lemma is a direct consequence of Proposition 2.8 and Theorem 2.9.
Lemma 2.10. Let Λ = KQ/I be a τ -tilting finite algebra and Γ a factor algebra of Λ. Then Γ is also τ -tilting finite. In particular, there are no multiple arrows in Q \ {loops}.
Proof. Let T be a torsion class in mod Γ and T := {X ∈ mod Λ | X ⊗ Λ Γ ∈ T }. It is easy to check that T is a torsion class in mod Λ. Since Λ is τ -tilting finite, T is functorially finite by Theorem 2.9. Then Proposition 2.8 says that there exists M ∈ T such that Fac M = T . This implies Fac(M ⊗ Λ Γ) = T . In fact, for any X ∈ T ⊂ T , we have an exact sequence
Thus we have an exact sequence
Hence the assertion follows from Proposition 2.8.
2.3. Lattice structure. Let P be a poset and x, y ∈ P. If {z ∈ P | z ≥ x, y} (resp. {z ∈ P | z ≤ x, y}) admits a minimum element (resp. a maximum element), then we denote it by x ∨ y (resp. x ∧ y) and call the join (resp. the meet) of x, y. P is said to be a lattice if for any x, y ∈ P, there are both the join and the meet of x, y.
The following result is useful to study finite support τ -tilting posets and we use it everywhere in this paper. 
2.4.
A connection between two-term silting complexes. We denote by K b (proj Λ) the bounded homotopy category of proj Λ.
We recall the definition of silting complexes.
(2) A silting complex is defined to be presilting and generate K b (proj Λ) by taking direct summands, mapping cones and shifts. We denote by 2silt Λ (resp. 2psilt Λ) the set of isomorphism classes of basic two-term silting (resp. basic two-term presilting) complexes in K b (proj Λ).
The set 2silt Λ also has poset structure as follows.
Definition-Theorem 2.13 ([4, Theorem 2.11]). For two-term silting complexes T and T
Then the relation ≥ gives a partial order on 2silt Λ.
The following result connects silting theory with τ -tilting theory.
Theorem 2.14 ([3, Corollary 3.9]). We consider an assignment (−1th) (0th)
where p M : P 1 → P 0 is a minimal projective presentation of M.
(1) [3, Lemma 3.4] For modules M, N, the following are equivalent: Lemma 3 .5] For any projective module P and any module M, the following are equivalent:
Moreover, the assignment S gives rise to a poset isomorphism sτ -tilt Λ . Let M be a τ -rigid module and
, we may assume that add P 1 ∩ add P 0 = {0}.
We will close this section by recalling the definition and an important property of g-vectors of complexes of K b (proj Λ). Let K 0 (proj Λ) be the Grothendieck group of proj Λ and [P ] denote the element in K 0 (proj Λ) corresponding to a projective module P . As is well-known, the set {[e i Λ] | i ∈ Q 0 } forms a basis of K 0 (proj Λ).
Theorem 2.17. [3, Theorem 5.5] The map T → g T gives an injection from the set of isomorphism classes of two-term presilting complexes to K 0 (proj Λ).
Remarks on poset isomorphism between two support τ -tilting posets
In this section, we give some general results on poset isomorphism between two support τ -tilting posets. We assume that |Λ| = n and Q 0 = {1, 2, . . . , n}.
We first consider the direct predecessors of 0 and the direct successors of Λ. We let
. Then X i is in sτ -tilt Λ with Supp(X i ) = {i}. Hence we have dp(0) = {X i | i ∈ Q 0 }.
Since Λ = P 1 ⊕ P 2 ⊕ · · · ⊕ P n ∈ sτ -tilt Λ, there exists a unique direct successor of Λ in H(sτ -tilt Λ) which does not contain P i as a direct summand, for each i ∈ Q 0 . We denote it by Z i ∈ sτ -tilt Λ. Thus we have Figure 1 . Neighbors of 0 and Λ 3.1. τ -rigid pairs in the support τ -tilting poset. Let U + ℓ (resp. U − ℓ ) be the set of all connected fullsubquivers of H(sτ -tilt Λ) having ℓ + 1 vertices with ℓ sources (resp. sinks). We set
Let u ∈ U + ℓ , T = T 0 the unique sink of u and T 1 , . . . , T ℓ are sources of u. We denote by T i := T i ⊕ U − i the corresponding τ -tilting pair of T i . Then there exists a unique basic τ -rigid pair X u such that add X u = add T i . It is easy to check that |X u | = |Λ| − ℓ. Then we denote this assignment (u → X u ) by κ + = κ
Conversely, let X ∈ τ -rigidp Λ with |X| = |Λ| − ℓ. By Jasso's reduction theorem (Theorem 2.7), there are the minimum element min(X) and the maximum element max(X) of sτ -tilt X Λ. We note that min(X) (resp. max(X)) has ℓ direct predecessors (resp. successors) in sτ -tilt X Λ. Let T 1 , . . . , T ℓ (resp. T ′ 1 , . . . , T ′ ℓ ) be direct predecessors of min(X) (resp. direct successors of max(X)) in sτ -tilt X Λ. Then we define υ + : τ -rigidp Λ → U + and υ − : τ -rigidp Λ → U − as follows:
By constructions, one sees that
Remark 3.1. If X is indecomposable, then min(X) has a unique direct successor and max(X) has a unique direct predecessor. Hence min(X) is a join-irreducible element and max(X) is a meet-irreducible element. For more details, please refer to [14] .
The following lemma is useful in this section.
Proof. We show the assertion (1). We claim that
we have nothing to show. Thus we may assume that there exists a non projective indecomposable direct summand M i of Z i . We consider a minimal projective presentation
and
We assume that T ≤ Z i for any i ∈ Q 0 . Then we have
Hence T = 0. The assertion (2) follows from (1) and Proposition 2.4.
(1) T = Λ/(e V ) = max(e V Λ − ) if and only if the following conditions hold.
(ii) The number of direct successors of T is equal to that of V .
(ii) The number of direct predecessors of T is equal to that of V .
Proof. We show the assertion (1) . Assume that T = T 0 satisfies the conditions (i), (ii) and (iii). We denote by ℓ the number of vertices in V and T 1 , . . . , T ℓ the direct successors of T . Then we denote by u V the full subquiver of H(sτ -tilt Λ) consists of T 0 , T 1 , . . . , T ℓ and put
, we obtain that Y = 0. In particular, we have M = 0 and P = e V ′ Λ for some
follows from the following equations.
Since T = max(P − ), we have T = Λ/(e V ). Next we assume that
(ii) and (iii) follow from Theorem 2.7 and Lemma 3.2.
We remark that poset anti-isomorphism (−)
and Λ † = 0. Hence the assertion (2) follows from (1). Now we state main result of this subsection. 
In particular, ρ induces a poset isomorphism
(3) If sτ -tilt Λ is a lattice, then we have
If sτ -tilt Λ is a lattice, then we have ρ + = ρ − (=: ρ). Moreover, for each basic τ -rigid pair X of Λ, ρ induces a poset isomorphism
Proof. The assertions (1) follows from Proposition 3.3 and the assertion (2) is a direct consequence of the assertion (1).
We prove (3) . By definition, max(κ
This implies that u + is in
Therefore, max •κ + (u + ) = u + follows from Lemma 3.2. A similar argument implies
We show (4) . From (3), we have equalities
Similarly, one can check that
This finishes a proof.
3.2.
From support τ -tilting posets to quivers. The aim of this subsection is to reconstruct the Gabriel quiver of Λ (up to multiple arrows and loops) from their support τ -tilting poset.
We define a new quiver Q * from Q as follows:
(ii) We draw one arrow from i to j if there is an arrow from i to j on Q
• .
Example 3.5. Let Q be the following quiver.
Then Q * is given by the following quiver.
(1) There is no arrow between i and j if and only if Λ/(1 − e i − e j ) ∈ dp(X i ) ∩ dp(X j ).
(2) There is an arrow from i to j and no arrow from j to i if and only if Λ/(1 − e i − e j ) ∈ dp(X j ) \ dp(X i ). (3) There is an arrow from i to j and an arrow from j to i if and only if Λ/(1 − e i − e j ) ∈ dp(X i ) ∪ dp(X j ). 
Proof. Let Λ ′ := Λ/(1 − e i − e j ). Note that Λ ′ ∈ dp(X i ) ∩ dp(X j ) if and only if
This is equivalent to that Λ ′ ≃ X i ⊕ X j and thus X i and X j are projective as Λ ′ -modules. Since the quiver of Λ/(1 − e i − e j ) is the full subquiver of Q with two vertices i and j, we obtain the assertion (1).
We show the assertion (2). First we assume that there is an arrow from i to j and no arrow from j to i on Q
• . Then e j Λ ′ e i = 0 and e i Λ ′ e j = 0. In particular, we have
This implies that Λ ′ ∈ dp(X j ) \ dp(X i ). Next we assume that Λ ′ ∈ dp(X j ) \ dp(X i ). In this case, X j ∈ add Λ ′ . Hence, there is no arrow from j to i. Existence of an arrow from i to j follows from (1) .
Then the assertion (3) follows from (1) and (2), and the assertion (4) follows from Corollary 3.4 (1), (1), (2) and (3). Now we can recover Happel-Unger's result in [13] . For a finite quiver Q, we define a decorated quiver Q dec of Q as follows: (i) The vertices of Q dec is that of Q; (ii) If there is a unique arrow from i to j in Q, then we draw a one arrow i → j in Q dec ; (iii) If there are at least two arrows from i to j in Q, then we draw a decorated arrow i * → j in Q dec .
Corollary 3.7 ([13, Theorem 6.4]).
Let Q and Q ′ be two finite acyclic quivers. Then
Assume that there are at least two arrows from i to j in Q. By Proposition 3.6, there is an
has infinitely many elements, we have that there are at least two arrows from i ′ to j ′ in Q ′ . Thus the assertion follows from Proposition 3.6.
Remark 3.8. [13, Theorem 6.4] says more strongly result than above corollary, i.e., a poset isomorphism
Then it is interesting whether a poset isomorphism τ -tilt Λ ≃ τ -tilt Γ gives us a poset isomorphism sτ -tilt Λ ≃ sτ -tilt Γ.
Corollary 3.9. Assume that Λ = KQ/I is τ -tilting finite.
(1) In the setting of Proposition 3.6 (4), σ induces an quiver isomorphism
In particular, there is a group monomorphism
Proof. The assertion (1) follows from Lemma 2.10 and Proposition 3.6 (4). We prove the assertion (2) by using an induction on |Λ|. It is obvious that the assertion holds for |Λ| = 1, 2. Thus we assume that the assertion holds for the case that |Λ| < n (n > 2) and consider the case |Λ| = n.
We set
Proof. Let u 0 be the element of U + n−1 given by 0 and dp(0) \ {X i } and u r the element of U
given by T r and dp(T r ). By Corollary 3.4 (3), we have
By Theorem 2.7, there is an finite dimensional algebra Λ r with |Λ r | = n − 1 such that
We have κ
Since ρ(X j ) = ρ ′ (X j ) holds for any j ∈ Q 0 , we have that ρ(P 0 ) = ρ ′ (P 0 ). Then by using hypothesis of induction, we obtain that
for any T ∈ P 0 . Now we consider dp(T 1 ). Since P 0 is (n − 1)-regular and
. Hence the hypothesis of induction implies that
holds for any T ∈ P 1 . A similar argument gives the assertion.
Let P be a subset of sτ -tilt Λ consists of those element T such that T ∈ P ℓ for some (T 0 < · · · < T ℓ ) satisfying (a), (b) and (c). Suppose that P = sτ -tilt Λ. Since Λ is τ -tilting finite, we can take a minimal element T of sτ -tilt Λ \ P. We note that 0 ∈ P. Hence T = 0 and there is a direct successor T ′ of T . If T ′ = 0, then it is obvious that T ∈ P. Thus, we may assume that T ′ = 0. In this case, there is an indecomposable τ -rigid module M such that T, T ′ ∈ sτ -tilt M Λ. Let T ′′ be the minimum element of sτ -tilt M Λ. By minimality of T , we get 0 = T ′′ ∈ P. Thus there is a sequence (T 0 < · · · < T ℓ ) satisfying (a), (b), (c) and
. This contradicts to T ∈ P. Hence we obtain P = sτ -tilt Λ. Then the assertion follows from Claim 1.
3.3. Other remarks. In this subsection, we show some results used in the next section.
Lemma 3.10. Let Λ = KQ/I and Γ = KQ ′ /I ′ be two basic algebras. Assume that there is a poset isomorphism ρ : sτ -tilt Λ ∼ → sτ -tilt Γ. We define a quiver isomorphism σ :
as in Proposition 3.6. For any subset V of Q 0 and i ∈ V , we have the following equality.
Proof. We put e = v∈V e v and e ′ = v∈V e σ(v) . By Corollary 3.4, ρ induces an isomorphism
Since
Proof. The assertion follows from the fact that
, the minimum element of sτ -tilt e i Λ Λ). By the above claim, we have that ρ(Z
Lemma 3.11. Assume that there is an arrow α from i to j in Q
• . Then αΛe j = e i Λe j = e i Λα if and only if P i ⊕ e i Λ/e i Λe j Λ is τ -rigid.
Proof. We put M = e i Λ/e i Λe j Λ.
We first assume that
we have an equality
given by ϕ (t) :
for any t. Since α ∈ rad Λ \ rad 2 Λ, h has to be an isomorphism and r = 1. Let x = f (e j ) and y = h(e i ) ∈ e i Λe i \ e i rad Λe i . Then xΛ = Im f = e i Λe j Λ and yx = α. Since xΛ = e i Λe j Λ, there exists y ′ ∈ e j Λe j \ rad(e j Λe j ) such that xy ′ = α. Hence we obtain
This says that e i Λe j = e i Λx. Therefore, we see that e i Λα = e i Λyx = e i Λe i x = e i Λx = e i Λe j .
Next we assume that αΛe j = e i Λe j = e i Λα. Then it is easy to check that
is a minimal projective presentation of M and Hom
is τ -rigid, we obtain that P i ⊕ M is also τ -rigid.
Proposition 3.12. Let Γ = KQ ′ /I ′ . Assume that sτ -tilt Λ is a lattice and there exists a poset isomorphism sτ -tilt Λ ∼ → sτ -tilt Γ. We define a quiver isomorphism σ :
Assume that there is an arrow from i to j on Q
• . Then the following conditions are equivalent.
• αΛe j = e i Λe j = e i Λα holds for some α : i → j.
•
Proof. We may assume that
. By Corollary 3.4, we have that ρ(Λ/(e j )) = Γ/(e j ). We let i = j ∈ Q 0 and T = min(e i Λ/(e j )). Since
). Since 0 = T = min(e i Λ/(e j )), there are exactly n − 1 direct predecessors of T and each of them is in sτ -tilt e i Λ/(e j ) Λ. In particular, we obtain
Similarly, we have
Then we have an equality ρ(e i Λ/(e j )) = e i Γ/(e j ).
Then the assertion (1) follows from Corollary 3.4 (4). By Corollary 3.4 (1) and the assertion (1), we obtain the following statement.
( * ) sτ -tilt e i (Λ/(e j )) Λ ∩ sτ -tilt e i Λ Λ = ∅ if and only if sτ -tilt e i (Γ/(e j )) Γ ∩ sτ -tilt e i Γ Γ = ∅.
Since there is an arrow from σ(i) = i to σ(j) = j, the assertion (2) follows from Lemma 3.11 and ( * ).
P :
x 11 x 12
x 10
x 24
t t t t t t z z t t t t t t t
We assume that P is isomorphic to the support τ -tilting poset of Λ = KQ/I and reconstruct Λ from P by using results in this section. Since x 0 is the minimum element of P, we may assume that Q 0 = {1, 2, 3} with
Similarly, we obtain sτ -tilt P − 2 Λ = {x 0 , x 1 , x 3 , x 5 , x 4 , x 6 } and sτ -tilt P − 1 Λ = {x 0 , x 2 , x 3 , x 9 , x 10 , x 15 }. Then Lemma 2.10 and Proposition 3.6 give us
Since x 14 = max(P − 3 ) = e 1 (Λ/(e 3 )) ⊕ e 2 (Λ/(e 3 )), x 6 = max(P − 2 ) = e 1 (Λ/(e 2 )) ⊕ e 3 (Λ/(e 2 )) and x 15 = max(P − 1 ) = e 2 (Λ/(e 1 )) ⊕ e 3 (Λ/(e 1 )), we have x 4 = X 1 ⊕ e 1 (Λ/(e 3 )), x 8 = X 2 ⊕ e 2 (Λ/(e 3 )), x 14 = Λ/(e 3 ),
), x 6 = Λ/(e 2 ), x 9 = X 2 ⊕ e 2 (Λ/(e 1 )), x 10 = X 3 ⊕ e 3 (Λ/(e 1 )), x 15 = Λ/(e 1 ).
In particular, we obtain x 8 = x 2 ⊕ e 2 (Λ/(e 3 )) and x 9 = x 2 ⊕ e 2 (Λ/(e 1 )). Therefore,
Note that x 4 , x 5 ∈ ds(x 7 ), we obtain x 7 = X 1 ⊕ e 1 (Λ/(e 3 )) ⊕ e 1 (Λ/(e 2 )).
Then it follows from
] = sτ -tilt e 1 (Λ/(e 3 )) Λ. This implies that x 12 ∈ sτ -tilt e 1 (Λ/(e 3 )) Λ ∩ sτ -tilt P 1 Λ. Hence, the following equalities hold by Lemma 3.11:
Similar arguments give us x 10 ∈ sτ -tilt e 3 (Λ/(e 1 )) Λ ∩ sτ -tilt P 3 Λ ∩ sτ -tilt e 3 (Λ/(e 2 )) Λ,
and it follows from Lemma 3.11 that equalities
and the equalities xΛe t(x) = e s(x) Λe t(x) = e s(x) Λx hold for each x ∈ Q
• 1 , then we see that the support τ -tilting poset of Λ = KQ/I is isomorphic to P (see Section 7).
We end this section with giving a remark. τ -tilting finiteness of Λ implies that sτ -tilt Λ is finite, connected and |Λ|-regular. The converse is not true. In fact, for each 3 ≤ |Λ| = n, we can construct a finite connected n-regular poset P which is not isomorphic to each support τ -tilting poset. However every finite, connected and 2-regular lattice is realizes as a support τ -tilting poset (see Section 6).
A question from previous section
In this section, we introduce a class Θ of basic algebras satisfying Condition 1 (sect 4.1) and Condition 2 (sect 4.2). Then we give a question from results in previous section (sect 4.4).
4.1. First condition. For a bound quiver (Q, I) (i.e., Q is a finite quiver and I is an admissible ideal of KQ), we set ′ ∈ e j Λe j satisfy lλ = λl ′ , then l ∈ e i rad Λe i if and only if l ′ ∈ e j rad Λe j .
Proof. Suppose that l ∈ e i rad Λe i and l ′ ∈ e j rad Λe j . Then l ′ is invertible in e j Λe j . Thus there exists ǫ ∈ e j Λe j such that lλǫ = λ.
Hence we have l m λǫ m = λ for all m ∈ N. Since l ∈ rad Λ, we obtain λ = 0 which leads to a contradiction. Therefore l ∈ e i rad Λe i implies l ′ ∈ e j rad Λe j . Similarly, we see that l ′ ∈ e j rad Λe j implies l ∈ e i rad Λe i .
Lemma 4.2. Let e and f be two primitive idempotents of Λ satisfying eΛf = 0. If G e f := {w ∈ eΛf | wΛf = eΛf = eΛw} = ∅, then we have
where ℓ denotes the maximum integer in {m ∈ Z ≥0 | eΛf ⊂ rad m Λ}.
Proof. Assume that eΛf = 0 and G e f = ∅. We let w ∈ G e f and w ′ ∈ eΛf \ rad ℓ+1 Λ. Since wΛf = eΛf = eΛw, there are λ ∈ f Λf and λ ′ ∈ eΛe such that w ′ = wλ = λ ′ w. Thus w ∈ eΛf \ rad ℓ+1 Λ and λ (resp. λ ′ ) is invertible in f Λf (resp. eΛe). This shows that w ′ is in G It is sufficient to show that for G ∋ w = α 1 α 2 · · · α ℓ with α 1 , . . . , α ℓ ∈ Q 1 and ℓ ≥ 2, both α 1 · · · α ℓ−1 and α 2 · · · α ℓ are in G. Let w ′ = α 1 · · · α ℓ−1 and (s(w ′ ), t(w ′ )) = (i, j) (i.e., w ′ is a path from i to j). Since w = 0 in Λ = KQ/I, w ′ is also non-zero in Λ. By hypothesis, there exists g ∈ G i j . Thus there are l ∈ e i Λe i and l ′ ∈ e j Λe j such that w ′ = lg = gl ′ . This implies w = w ′ α ℓ = lgα ℓ . Since w ∈ G, there exists l ′′ ∈ e i Λe i such that gα ℓ = l ′′ w. Hence we obtain
This shows that l ′′ l ∈ e i Λe i \ e i rad Λe i (otherwise gα ℓ = 0 which leads us to a contradiction). In particular, l is invertible in e i Λe i . By using Lemma 4.1, we also have that l ′ is invertible in e j Λe j . Therefore we obtain w ′ ∈ G. Similarly, we can check that α 2 · · · α ℓ is in G.
The following lemma gives equivalent conditions for Condition 1 and then it is naturally viewed as a condition for arbitrary finite dimensional basic algebras.
Lemma 4.4. Let Λ ≃ KQ/I and Λ e := eΛe for any idempotent e of Λ.
(1) Following statements are equivalent.
(i) (Q, I) satisfies Condition 1.
(ii) For any pair of projective modules (P, P ′ ) of Λ with P ≃ P ′ , there exists f ∈ Hom Λ (P, P ′ ) which generates Hom Λ (P, P ′ ) both as a right End Λ (P )-module and as a left End Λ (P ′ )-module.
(iii) For any pair of primitive idempotents (e, f ) with ef = f e = 0, there is w ∈ eΛf such that wΛf = eΛf = eΛw. (iv) If e, f be two primitive idempotents with ef = 0 = f e, then Λ e+f satisfies the condition (iii) above. (v) If e, f be two primitive idempotents with ef = 0 = f e, then sτ -tilt Λ e+f has one of the following forms.
(a)
y y r r r r r 7 7 ▲ ▲ ▲ ▲ ▲ 7 7 ▲ ▲ ▲ ▲ ▲ y y r r r r r
In particular, Condition 1 is closed under isomorphism.
(2) Under the condition (iii), we have Q Proof. First, we show (2). If Λ satisfies (iii), then KQ/I also satisfies (iii). Thus we may assume that Λ = KQ/I. Let α be an arrow from i to j with i = j. Since e i Λe j = 0, there is w ∈ e i Λe j such that wΛe j = e i Λe j = e i Λw. Hence there are l ∈ e i Λe i and l ′ ∈ e j Λe j such that α = lw = wl ′ .
If either l or l ′ is in rad Λ, then α ∈ rad 2 Λ. This is a contradiction. Thus l (resp. l ′ ) is invertible in e i Λe i (resp. e j Λe j ). In particular, we have the assertion (2).
We prove (1). We show that conditions (i), (ii) and (iii) are equivalent. Since Λ is basic, ef = 0 = f e implies eΛ ≃ f Λ. Then the implications
is clear. We suppose that the condition (iii) holds. Since Λ ∼ = KQ/I satisfies (iii), we may assume that Λ = KQ/I. We consider two vertices i = j ∈ Q 0 such that e i Λe j = 0 and show that G i j := G i j (Λ) = ∅. Let w ∈ e i Λe j such that wΛe j = e i Λe j = e i Λw. We write w = a 1 x 1 + · · · + a t x t , where a p ∈ K \ {0} and x p is a path from i to j of Q which is not in I. Then we can take l p ∈ e i Λe i and l ′ p ∈ e j Λe j satisfying l p w = a p x p = wl Since w = 0, we see that l ∈ e i Λe i \ e i rad Λe i . Thus there is p such that l p is invertible in e i Λe i . Without loss of generality, we may assume that l 1 is invertible in e i Λe i . Since
is invertible in e j Λe j . In particular, a path x 1 satisfies ( †) x 1 Λe j = e i Λe j = e i Λx 1 . Now suppose that the path x 1 contains a cycle. By the assertion (2), αΛe t(α) = e s(α) Λe t(α) = e s(α) Λα holds for any arrow α in Q
• . Hence Lemma 4.1 implies that there exists ǫ ∈ e i rad Λe i and
This gives w ′ = 0 which leads to a contradiction. Thus the path x 1 is in G i j . Therefore condition (i), (ii) and (iii) are equivalent.
Let e ′ and f ′ be primitive idempotents of Λ e+f such that
′ Λf ′ holds and e ′ and f ′ also are primitive idempotents of Λ, condition (iii) and (iv) are equivalent.
Finally, we show that (iv) and (v) are equivalent. Let (e, f ) be a pair of primitive idempotents with ef = 0 = f e. We take a quiver Q(e, f ) and an admissible ideal I(e, f ) of KQ(e, f ) such that Λ e+f ∼ = KQ(e, f )/I(e, f ). Since Λ e+f satisfies condition (iii) if and only if (Q(e, f ), I(e, f )) satisfies the condition (i). Therefore [5, Proposition 3.2] implies that the condition (iv) and (v) are equivalent. (We only note that sτ -tilt Λ e,f has the form (a) if and only if Λ e,f = eΛe × f Λf or equivalently eΛf = 0 = f Λe.)
From now on, we say that a basic algebra Λ satisfies Condition 1 if Condition 1 holds for some (thus every) (Q, I) satisfying Λ ∼ = KQ/I.
Second condition.
For a quiver Q, we set sub(Q) := the set of all connected full subquivers of Q.
We define a quiver Q µ as follows:
• For each pair (a = b) of {1, . . . , ℓ}, we put t (a,b) := #{α ∈ Q 1 | s(α) ∈ Q . We note that if Q µ is a tree quiver and there exists an arrow
We are ready to state Condition 2 Condition 2. There exists µ = {Q 1 , . . . , Q ℓ } ∈ P(Q) such that Q µ is a tree quiver and sτ -tilt Λ a,b µ is a lattice for each a = b ∈ {1, . . . , ℓ}.
Remark 4.5. We give some remarks for Condition 2.
(1) We recall the construction of the Gabriel quiver of a basic algebra Λ. Let e = {e 1 , e 2 , · · · , e n } be a complete set of primitive orthogonal idempotents of Λ. Then the Gabriel quiver Q = Q e of Λ is defined as follows:
• Draw t(i, j)-th arrows from i to j, where t(i, j) := dim K e i (rad Λ/ rad 2 Λ)e j . It is well-known that Q does not depend on the choice of a complete set of primitive orthogonal idempotents of Λ. More precisely, if f = {f 1 , . . . , f n } is another complete set of primitive orthogonal idempotents of Λ such that e i Λ ≃ f i Λ, then Q e = Q f holds (see [7, II.3] for example). Furthermore, we have Λ( k∈V e k )Λ = Λ( k∈V f k )Λ for any V ⊂ {1, 2, . . . , n}. Hence Condition 2 does not depend on the choice of a bound quiver (Q, I) of Λ. (2) Let Λ be the following bound quiver algebra KQ/I:
I = x a y a + y a x a | a ∈ {1, 2, 3, 4, 5}
It is obvious that Λ satisfies Condition 1.
(a) } for each a ∈ {1, 2, 3, 4, 5}. Then Q µ is the following tree quiver.
µ is a factor algebra of the preprojective algebra of type A 4 for each pair (a = b) of {1, 2, 3, 4, 5}, we have that Λ a,b µ is τ -tilting finite. In particular, Λ satisfies Condition 2. Remark 4.7. If Λ is either a tree quiver algebra or a preprojective algebra, then Condition 1 is equivalent to the condition (b) in Theorem 1.2.
4.4.
A question for Θ. From now on, for an algebra Λ = KQ/I and i = j ∈ Q 0 , we set Λ i,j := Λ e i +e j = (e i + e j )Λ(e i + e j ). Since Γ satisfies Condition 1, Γ/(1 − e i − e j ) also satisfies Condition 1. Hence sτ -tilt Λ/(1 − e i − e j ) ≃ sτ -tilt Γ/(1 − e i − e j ) has one of the forms in Lemma 4.4 (v) . This contradicts the fact that there are two arrows from i to j in Q.
We now sate a main result of this section.
• satisfying the following conditions.
Moreover, Λ is also in Θ.
Proof. We may assume Λ = KQ/I, Γ = KQ ′ /I ′ and there is a poset isomorphism ρ : sτ -tilt Λ ∼ → sτ -tilt Γ. Let σ : Q 0 → Q ′ 0 be as in Corollary 3.4. Then Proposition 3.6 and Lemma 4.8 imply that σ is extended as a quiver isomorphism
We may assume that Q • = (Q ′ )
• and σ is the identity and put G = G(Λ), G ′ = G(Γ). Then the condition (a) follows from Lemma 3.10.
We first consider the case that sτ -tilt Γ is a lattice.
Claim 2.
If sτ -tilt Γ is a lattice, then we have G = G ′ .
Proof. Let α be an arrow from i to j in
follows from Proposition 3.12 (we remark that I and I ′ are admissible). Suppose that G ′ ⊂ G. Take a path w ∈ G ′ \ G whose length is minimum in G ′ \ G. Then the length of w is at least 2. Let w :
. Lemma 4.3 gives us that w ′ ∈ G ∩ G ′ . Note that the following equality follows from Lemma 3.10:
Supp(e x (Γ/(e y ))) = Supp(e x (Λ/(e y ))).
Since w ∈ G ′ , we have e x Γe y Γe z ⊂ e x Γe z = wΛe z ⊂ e x Γe y Γe z In particular, we obtain e x Γe z = e x Γe y Γe z and e x (Γ/(e y ))e z = 0. This shows z ∈ Supp(e x (Γ/(e y ))) = Supp(e x (Λ/(e y ))). In particular, we have e x (Λ/(e y ))e z = 0 and e x Λe z = e x Λe y Λe z .
Since e x Λe z = 0 (by Lemma 3.10), w = w ′ α ∈ G follows from {w ′ , α} ⊂ G. In fact we have
This is a contradiction. Hence, we have G ′ ⊂ G. Since e i Λe j = 0 if and only if e i Γe j = 0, Λ satisfies Condition 1. Since sτ -tilt Λ is a lattice, Λ is in Θ. Therefore, we also have G ⊂ G ′ by using the above argument.
We consider arbitrary Γ ∈ Θ. Let µ Thus it is sufficient to show that G = G ′ . Let i and j be two vertices of Q ′ 0 = Q 0 with e i Λe j = 0(⇔ e i Γe j = 0) and w ∈ (G ′ ) i j . We claim that w ∈ G i j . Since Q µ is a tree quiver, there exists a unique path 
Claim 3. Assume that there is an arrow
Similarly, we obtain e i Λe j = e i Λw. Thus we have G ′ ⊂ G. Hence Λ is also in Θ. In particular, we obtain G ⊂ G ′ by using the same argument.
Let (Q, I) and (Q ′ I) be bound quivers. Then we denote by (Q, I) ∼ (Q ′ I) if there is a quiver isomorphism σ : 
• 1 ∈ G and we can describe e i t−1 λ ′ t−1 ϕ(α t )λ t e it = α it a t for some a t ∈ e it Λe it . Now assume {λ 0 , λ
Hence we obtain
for some r ∈ rad ℓ+1 Λ and a ∈ e i Λe i \ e i rad Λe i . In particular, ϕ(w) ∈ rad ℓ Λ \ rad ℓ+1 Λ.
We now define an equivalent relation ∼ on class of basic algebras satisfying Condition 1:
Then we have the following question.
Theorem 4.12. Question 4.11 holds true if one of the following statements holds.
(i) Γ is a tree quiver algebra. [5] (ii) Γ is a preprojective algebra of type A. [18] (iii) Γ is a Nakayama algebra. 5. Reduction to mimimal factor algebras in T ′ (Λ) and its applications.
Assume that Λ = KQ/I satisfies Condition 1. Let J := Λ( i∈Q 0 e i rad Λe i )Λ be a twosided ideal of Λ and Λ := Λ/J. For an element λ ∈ Λ, we setλ := λ + J ∈ Λ. We note that Λ also satisfies Condition 1.
(2) Let ǫ ∈ e i Je j and l ∈ rad r (e j Λe j ). Then for any g ∈ e i Λe j \ e i Je j , there exists l ′ ∈ rad r+1 (e j Λe j ) such that
Proof. We show (1). First we assume thatḡ = 0. Let w ∈ G i j . Then there are l ∈ e i Λe i and l ′ ∈ e j Λe j such that g = lw = wl ′ .
Since g ∈ J, we have l ∈ e i rad Λe i and l ′ ∈ e j rad Λe j . This shows that l (resp. l ′ ) is invertible in e i Λe i (resp. e j Λe j ). In particular, we have gΛe j = e i Λe j = e i Λg.
Next we assume gΛe j = e i Λe j = e i Λg. Suppose thatḡ = 0. Then by definition of J, there are m ∈ Z ≥1 and (i t , λ t , λ ′ t , l t ) (t = 1, . . . , m) with i t ∈ Q 0 , λ t ∈ e i Λe it , λ ′ t ∈ e it Λe j and l t ∈ e it rad Λe it such that
We may assume that λ t l t λ ′ t = 0 and take g
Λe it . By using Lemma 4.1, there is l ′ t ∈ e j rad Λe j such that
Since λ t g ′ t ∈ e i Λe j , there exists u t ∈ e j Λe j such that λ t g ′ t = gu t . Thus we have
Therefore g = gl ′ holds for some l ′ ∈ e j rad Λe j . In particular, we have g = 0 which leads to a contradiction.
Next we prove (2) . By (1), there are u ∈ e j Λe j and v ∈ e i Λe i such that ǫ = gu = vg. If u ∈ e j rad Λe j , then we have v ∈ e i rad Λe i by Lemma 4.1. In particular, we obtain ǫΛe j = e i Λe j = e i Λǫ.
Hence (1) implies that ǫ ∈ J which leads to a contradiction. Therefore u ∈ e j rad Λe j and l ′ = ul ∈ rad r+1 (e j Λe j ) satisfies
We have the following commutative diagram:
where L is an ideal of KQ generated by all loops in Q, I = (I + L)/L and
We note that KQ/L = KQ • . Then Lemma 5.1 (1) gives us that Λ is in T ′ (Λ). Let e i Λe j ∋ḡ = 0. Since e i Λe i = Ke i holds for each i ∈ Q 0 , we have e i Λe j = Kḡ.
In particular, dim K e i Λe j ≤ 1 for any i, j ∈ Q 0 and each proper factor algebra of Λ is not in T ′ (Λ). Moreover, the following lemma holds.
Proof. Let Λ = KQ/I, Γ = KQ ′ /I ′ and σ : Q
• satisfying (a), (b) of Corollary 4.9. We may assume that
. We denote by J ′ the ideal of KQ • generated by all paths of Q • not in G. Then we have an algebra homomorphism ς :
Then it is easy to check that ς is surjective and dim K KQ
• /J ′ ≤ #B = dim K Λ. In particular, ς is an isomorphism. The same argument gives us KQ
Let f : U ′ → U be a morphism where U, U ′ are projective modules of Λ with add U ∩ add U ′ = {0}. We also let u := (U 1 , U 2 , . . . , U ℓ ) and
as follows:
• Draw an arrow from −t
Assumption 5.3. Let Λ be a τ -tilting finite algebra satisfying Condition 1. Assume that for any T ∈ 2psilt Λ there is f :
f is a tree. Proof. By Theorem 5.4 (1), we may assume that Λ satisfies Assumption 5.3. Then it follows from Theorem 5.4 (2) that sτ -tilt Λ ≃ sτ -tilt Λ. In particular, Λ is a τ -tilting finite algebra and in Θ. Thus we obtain T (Λ) ⊂ T ′ (Λ) from Corollary 4.9.
Conversely, we let Γ ∈ T ′ (Λ). Then Γ satisfies Condition 1. It follows from Lemma 5.2 that Γ satisfies Assumption 5.3. Then Theorem 5.4 (2) implies
This shows T ′ (Λ) ⊂ T (Λ).
5.1.
A proof of Theorem 5.4. In this subsection, we give a proof of Theorem 5.4. Let Λ = KQ/I ∈ Θ. We regard an morphism from e i Λ to e j Λ as an element of Λ by natural isomorphism Hom Λ (e i Λ, e j Λ) ≃ e j Λe i . For two projective modules U and V , we define subspace J(U, V ) of Hom Λ (U, V ) as follows: ϕ ∈ J(U, V ) if and only if for any split monomorphism ι : e i Λ ֒→ U and split epimorphism π : V ։ e j Λ, the composition map 
In this case, we simply denoted by ϕ ∈ J. Then for indecomposable decompositions
it is easy to verify that ϕ ∈ J (U, V ) if and only if
Lemma 5.6. Let U, V ∈ proj Λ and ϕ ∈ Hom Λ (U, V ). Then ϕ ∈ J (U, V ) if and only if ϕ ⊗ Λ Λ = 0.
Proof. It is sufficient to show the assertion for the case that U and V are indecomposable. We take isomorphisms f :
→ e j Λ and denote by φ the composition map
First we assume ϕ ∈ J(U, V ). Then we have that φ is in J. This implies φ ⊗ Λ Λ = 0 which leads to ϕ ⊗ Λ Λ = 0.
Next we assume ϕ ⊗ Λ Λ = 0. It is clear that φ ⊗ Λ Λ is also 0. This shows φ ∈ J.
The following lemma is a key to proving Theorem 5.4.
Then the following conditions are equivalent.
(2) If T is presilting, then we have an isomorphism
Proof. We may assume
We distinguish t i and t j (resp. t 
as a vertex of Q. Hence we may assume that
We show the assertion (1) (and (3)). It is immediate that (i) implies (ii). Therefore, we assume (ii) and prove that (i) holds.
Proof. We denote by π t (resp. π ′ t ′ ) the canonical surjection U ։ e t Λ (resp. U ′ ։ e t ′ Λ) and ι t (resp. ι ′ t ′ ) the canonical injection e t Λ ֒→ U (resp. e t ′ Λ ֒→ U ′ ). Let r i := max{r ′ | rad r ′ (e i Λe i ) = 0} and r := max{r i | i ∈ Q 0 }. By Lemma 5.1, each element of Hom Λ (e t ′ Λ, e s Λ) = e s Λe t ′ has a form g
Hence it is sufficient to show that for any (s,
where g = g s t ′ . We use an induction on r − r ′ . First of all, we take l
and l tq ∈ rad r ′ (e tq Λe tq ) (q = 1, 2, . . . , ℓ) as follows:
is given and l tq is not given, then we let l tq such that
(see Lemma 5.1 (1) and note that Ω = ∅).
is not given, then we let l
(see Lemma 5.1 (1) and note that Ω = ∅). 
On the other hand, we have
We consider a full functor − ⊗ Λ Λ : proj Λ → proj Λ and denote it by (−).
Corollary 5.8. Let Λ be as in Assumption 5.3.
Moreover, Λ also satisfies Assumption 5.3.
. We first show that T is indecomposable. By Lemma 5.7 (2), we may assume that Ω(ζ) = ∅.
Suppose that T is not indecomposable. Then End K b (proj Λ) (T ) is not local. Thus we can take
It follows from Lemma 5.6 that ϕ 0 + h 0 = φ 0 and ϕ −1 + h −1 = φ −1 . Thus there exists ϕ ∈ End K b (proj Λ) (T ) such that ϕ = φ. Since φ is not in the radical, ϕ is also not in the radical. By indecomposability of T , we have that ϕ is an isomorphism. This implies that φ is an isomorphism which leads to a contradiction.
Let T and T ′ be in ind(2psilt Λ). Since the tensor functor − ⊗ Λ Λ : proj Λ → proj Λ is full, it follows from Lemma 5.7 (1) and (2) that
In particular, we obtain (1). By Theorem 2.17, (−) induces a poset isomorphism
where P := 2silt Λ be the image of 2silt Λ under (−). Therefore, for X, Y ∈ 2silt Λ, we have
where, |χ| denotes the cardinality of ind χ. In particular, P ≃ 2silt Λ is a strongly full subposet of 2silt Λ. Then the assertion follows from Theorem 2.5 (4).
In the rest of this subsection, we always assume that Λ satisfies Assumption 5.3. For an indecomposable two-term silting object T in K b (proj Λ), we denote by [T ] the isomorphism class of T . We fix a morphism f [T ] :
) is a tree. Then we set
following implication:
Now for any T ∈ 2psilt Λ, we denote by T the two-term complex in
Lemma 5.9. Let T , S be in ind(2psilt Λ). Then we have
Proof. We suppose Hom 
Since ǫ = 0, we obtain ǫ ∈ J( T −1 , S 0 ) from Lemma 5.6. Therefore, we can apply Lemma 5.7(1) and obtain
Assume that Hom K b (proj Λ) ( T , S[1]) = 0. Since (−) is full, it is easy to check
We prove Theorem 5.4. The assertion (1) follows from Corollary 5.8. Let P := 2silt Λ ∩ add T ∈2silt Λ T . By Lemma 5.9, P is isomorphic to 2silt Λ and a strongly full subposet of 2silt Λ.
Since 2silt Λ is a finite poset, we have the assertion (2) from Theorem 2.5 and Theorem 2.14.
5.2.
Applications to Nakayama algebras. Definition 5.10. A module M is said to be uniserial if it has the unique composition series. If every indecomposable projective modules and every indecomposable injective modules of Λ are uniserial, then we call Λ a Nakayama algebra.
Nakayama algebras are characterized as follows. . Λ is a Nakayama algebra if and only if Q is either a quiver of type A n with a linear orientation or a cyclic quiver.
Proposition 5.12. Let Λ be a Nakayama algebra and M ∈ ind Λ.
(1) [7, Chapter V, Theorem 3.5] There are i ∈ Q 0 and r ∈ Z ≥0 such that M ≃ P i / rad r P i . In particular, Λ is representation-finite. By using Proposition 5.12, each indecomposable two-term presilting object of a Nakayama algebra Λ has one of the following forms:
where g i j is a shortest path from i to j on Q. In particular, if ℓℓ(P i ) ≥ n holds for each i ∈ Q 0 , then we have
Theorem 5.13 ([1, Theorem 3.11]). Let Λ be a Nakayama algebra. Assume that ℓℓ(P i ) ≥ n holds for any i ∈ Q 0 . Then we have a poset isomorphism
where C is a cyclic quiver with C 0 := {1, . . . , n} and R = R n := rad kC.
We generalize Theorem 5.13 by applying Corollary 5.5.
Proposition 5.14. Let Λ = kC/I be a Nakayama algebra. Then we have T (Λ) = T ′ (Λ).
5.3.
Applications to Brauer tree algebras. Let T be a tree, m : T 0 → Z >0 a map from the set of vertices of T to the set of positive integers and co v a cyclic ordering of the set of edges of T adjacent to a vertex v. Where cyclic ordering of a finite set E is defined to be a bijection c : E → E such that {c m (e) | m ∈ Z} = E for any e ∈ E, i.e., c ∈ S E has the form (e 0 , e 1 , . . . , e |E|−1 ). For (e, e ′ ) ∈ E × E with e ′ = c m (e) (0 ≤ m ≤ |E| − 1), we set Then (T, m, co) is said to be a generalized Brauer tree. In this subsection, we assume that each generalized Brauer tree (T, m, co) satisfies that T is connected and #T 1 ≥ 2.
Definition 5.15. Let (T, m, co) be a generalized Brauer tree. A basic algebra Λ is said to be a generalized Brauer tree algebra associated with (T, m, co) if there is an assignment i → S i from edges of T to simple Λ-modules satisfying the following conditions:
gives a complete set of representatives of isomorphism classes of simple Λ-modules. (ii) Let P i be the projective cover of S i . Then top
satisfying U i and V i are uniserial modules with
. . .
where
Remark 5.16. Let Λ = KQ/I be a generalized Brauer tree algebra associated with a generalized Brauer tree (T, m, co). We may assume that Q 0 = T 1 via the assignment i → S i . We write i v ∼ j if i and j adjacent to v. By Definition 5.15, we see the following statements: (1) Let i = j ∈ Q 0 . Then there is an arrow from i to j if and only if there exists a vertex v of T such that i v ∼ j and j = co v (i). Further more, since T is a tree, the number of arrows from i to j is at most one for each (i, j) ∈ Q 0 × Q 0 . (2) Consider i 1 , i 2 , i 3 ∈ Q 0 such that i 2 = co u (i 1 ) and i 3 = co v (i 2 ) for some u, v ∈ T 0 . Let α (resp. β) be the arrow of Q corresponding to (i 1 , i 2 ) (resp. (i 2 , i 3 )). Then αβ = 0 if u = v. 
where α t is an arrow from i t−1 to i t corresponding to (i t−1 , i t ). In this case, we denote by g i j the path α 1 · · · α t and obtain G i j (Λ) = {g i j }. It is well-known that a generalized Brauer tree algebra is a special biserial algebra. There is a nice description of indecomposable modules.
Theorem 5.17 ([22] ). Let Λ be a special biserial algebra.
(1) Each indecomposable Λ-module is either a string module, a band module or a nonuniserial projective-injective modules. (2) Let M be a string module and P Let M be an indecomposable τ -rigid module. Then Theorem 5.17 implies that M is a string module. Let P (1) f → P (2) be as in Theorem 5.17 (2) . Since T is a tree and j s = i t for any s, t (see Lemma 2.15) , it is easy to check that j s = j s ′ (s = s ′ ) and i t = i t ′ (t = t ′ ). In particular, generalized Brauer Tree algebras are τ -tilting finite. Thus we can apply Corollary 5.5 to generalized Brauer tree algebras.
Proposition 5.18. Let Λ be a generalized Brauer tree algebra associated with (T, m, co). Then T (Λ) = T ′ (Λ). In particular, sτ -tilt Λ does not depend on m.
5.4.
Applications to preprojective algebras of type A. Let Π be the preprojective algebra of type A n , i.e., Π is given by the following quiver and relations:
(1 ≤ i ≤ n − 2), α * n−1 α n−1 = 0. Then it is known that each indecomposable two-term silting object has the following form (see [14, Section 6 .1], [18, Lemma 6.7] for example):
(-1th) (0th)
finite support τ -tilting posets. Therefore to determine possible shapes of 2-regular finite support τ -tilting posets is an interesting problem. Let Λ = KQ/I be a τ -tilting finite algebra with Q 0 = {1, 2}. Since sτ -tilt Λ is connected, 2-regular and a finite lattice, sτ -tilt Λ is isomorphic to P ℓ,ℓ ′ for some ℓ, ℓ ′ ∈ Z ≥1 , where P ℓ,ℓ ′ is a poset given by the following quiver:
Conversely, each P ℓ,ℓ ′ is realized as a support τ -tilting poset. 
denotes an admissible ideal of KQ (ℓ,ℓ ′ ) generated by
We set Λ (ℓ,ℓ ′ ) = KQ (ℓ,ℓ ′ ) /I (ℓ,ℓ ′ ) . Then we have a poset isomorphism sτ -tilt Λ (ℓ,ℓ ′ ) ≃ P ℓ,ℓ ′ .
Proof. We set for any r ∈ {0, 1, . . . , ℓ−1} and s ∈ {0, 1, . . . , ℓ ′ −1}. Since e 1 Λe 2 Λ (resp. e 2 Λe 1 Λ) is spanned by {a t · · · a 0 | 0 ≤ t ≤ r − 1} (resp. {b t · · · b 0 | 0 ≤ t ≤ s − 1}), we have X (ℓ−1) = X 1 and Y (ℓ ′ −1) = X 2 . It is also easy to check In particular, X (r) ≃ X (r ′ ) (resp. Y (s) ≃ Y (s ′ ) ) if r = r ′ (resp. s = s ′ ). Let f t : P 2 → P 1 be the left multiplication by a t · · · a 0 and g t : P 1 → P 2 the left multiplication by b t · · · b 0 . Then a minimal projective presentation of X (r) is given by 
