Clustering algorithms start with a fixed divergence metric, which captures the possibly asymmetric distance between two samples. In a mixture model, the sample distribution plays the role of a divergence metric. It is often the case that the distributional assumption is not validated, which calls for an adaptive approach. We consider a richer model where the underlying distribution belongs to a parametrized exponential family, called Tweedie Models. We first show the connection between the Tweedie models and beta divergences, and derive the corresponding hard-assignment clustering algorithm. We exploit this connection to identify moment conditions and use Generalized Method of Moments(GMoM) to learn the data distribution. Based on this adaptive approach, we propose four new hard clustering algorithms and compare them to the classical k-means and DP-means on synthetic data as well as seven UCI datasets and one large gene expression dataset. We further compare the GMoM routine to an approximate maximum likelihood routine and validate the computational benefits of the GMoM approach.
Introduction
Despite the general tendency towards more complex models and algorithms, k-means remains one of the most popular clustering algorithms [17] . In essence, k-means makes three assumptions: i) clusters are disjoint, implying a hard-assignment of samples to clusters, ii) the number of clusters is fixed and specified ahead of time, and iii) the distance between two samples is measured with Euclidian distance [3] . Many extensions to k-means have been proposed to relax these assumptions. The soft k-means algorithm allows for a soft-assignment of samples to clusters. In fact, it has been shown that k-means is the equivalent of EM for a Gaussian mixture model under the asymptotically small variance assumption [3] . This probabilistic model connection opened the door to using the DP-means algorithm, removing the second assumption of static numbers of clusters. DP-means was derived using the EM algorithm for a Dirichlet process (DP) Gaussian mixture model [17] . Finally, the (homoskedastic) Gaussian distribution implicit in the third assumption of Euclidean distance has been generalized to regular exponential family distributions [1] . Banerjee et al.'s bijection between regular exponential family distributions and regular Bregman divergences made it possible to write down the corresponding hard clustering algorithm for any given regular exponential family mixture model [1] . Furthermore, DP-means may be used with any regular Bregman divergence, producing a nonparametric hard clustering with any regular exponential family distribution [15] .
After all these relaxations, we are still bound to specify a fixed divergence metric to measure the distance between two points. In the case of mixture models, this corresponds to choosing an underlying distribution. This is closely related to the model selection problem. In practice, the choice of distribution is difficult i) when we do not have a good idea about the natural distribution of the data; and ii) when it is not feasible to select the most appropriate exponential family distribution for each feature dimension. We attempt to solve this problem by enriching the model and proposing an adaptive algorithm. We say that the mixture model belongs to a family where each mixture component exhibits a certain characteristic, namely, that the sample variance is a scaled power function of the mean [16] . Mixture models with an exponential family distribution that captures this specific property of data are called Tweedie mixture models (TMM); TMMs are equally capable of representing Gaussian, Gamma, Compound Poisson-Gamma, Poisson, and inverse Gaussian mixture models [16] .
In section 2, we start with the formal definitions of regular exponential family, regular Bregman divergences, Tweedie models, and beta divergences. We then state the known bijection between regular exponential family and regular Bregman divergences [1] . In the next section, we establish the connection between Tweedie models and beta divergences through the bijection. In doing this, we first show that the beta divergences are a subfamily of regular Bregman divergences. This is an extension of the results from [5, 14] . We then use the bijection and show that the corresponding regular Exponential family is the Tweedie models. Similar arguments have been made in [8, 24] with more restrictive definitions of beta divergences. The straightforward implication of this connection is that Bregman hard clustering and Bregman DP-Means algorithms can be modified to work with beta divergences, and they are the limiting cases of EM for TMMs and DP-TMMs, respectively. Section 4 explores this relationship.
In Section 5, we turn our attention to the estimation problem for the underlying distribution. We discuss the likelihood based and moment based approaches and show that Generalized Method of Moments (GMoM) is particularly suitable to the hard clustering problem. We then propose three new algorithms for the parametric hard clustering. ML-BHC and GMoM-BHC combines beta hard clustering(BHC) with the maximum likelihood routine and GMoM routine respectively. We also propose a purely moment based clustering algorithm(GMoM-HC). Finally we look at GMoM-BDPM, a nonparametric hard clustering algorithm that uses the GMoM routine with DP-Means. We compare the accuracy and runtime of these four algorithms with k-means and DP-Means on synthetic data, UCI datasets, and a large genomics dataset.
Background
We begin with the formal definitions of regular exponential family and regular Bregman divergences and state the bijection between them.
where Ψ(θ) is the log partition function, h(x) is the base measure and the minimal sufficient statistics
It is important to note that Θ is an open set, and the pair (Ψ, Θ) is a Legendre type convex function [1] . Furthermore, we can express the expectation and variance as
Definition 2 (Bregman, 1967). Let φ : S → R be a strictly convex function defined on a convex set
where φ(y) is the gradient vector of φ evaluated at y. The bijection implies that Eq. 1 can be written as
where φ is the convex conjugate of Ψ and f φ (x) = exp(φ(x) − h(x)). Using the bijection, [1] shows that k-means algorithm can be generalized to work with any regular Bregman divergence. The resulting algorithm is called Bregman hard clustering. Furthermore, we know that Bregman hard clustering is the limiting case of EM for regular exponential family mixture models under the asymptotically small variance assumption [1] .
Next we look at a parametrized family of divergences called beta divergences. Beta divergences were first introduced for β > 1 [2] and later generalized to β ∈ R [7] . There is no consensus on the domain choice for the beta divergences [2, 20, 8, 21, 5, 14, 6, 23] . We will define it to be as inclusive as possible while preserving the desired convexity propery. The formal definition is given by Definition 4. Let S be R ++ for β < 0, R + for β ≥ 0 and R for β = 2, then beta divergence
Together with the limiting cases, this definition of beta divergence smoothly connects the Itakura-Saito divergence (β = 0) to Euclidean distance (β = 2) while passing through KL divergence (β = 1). Beta divergence has been used in the context of principal component analysis (PCA) [21] , independent component analysis (ICA) [20] , and nonnegative matrix factorization (NMF) [6] .
Finally, we look at Tweedie models, a subfamily of the regular exponential family. The Tweedie models include Gaussian, Gamma, Compound Poisson-Gamma, Poisson, Inverse Gaussian, and positive stable distributions [16] .
Definition 5 (Jorgensen, 1987) . Let κ ∈ R ++ and ρ ∈ R be shape and dispersion parameters, respectively. An exponential dispersion model satisfying
is called a Tweedie model.
In general, Tweedie models do not have a closed form density functions. Two possible approximations to the density function are proposed using an infinite summation [9] and using Fourier inversion [10] .
Tweedie Models and Beta Divergences
In this section, we explore the connection between beta divergences and Tweedie models. Specifically, we show that i) beta divergences are a subfamily of regular Bregman divergences, and ii) the corresponding regular exponential family is the Tweedie models. Previously, [5, 14] showed that beta divergences are a subfamily of Bregman divergences. We broaden the definition of beta divergences(Def. 4) and show that they are a subfamily of the more restrictive regular Bregman divergences. Furthermore [8, 24] noted that the density of a Tweedie model can be written in terms of a beta divergence. We show that this results still holds for the proposed beta divergences. More importantly, we provide a careful treatment of the boundaries. After making the connection between beta divergences and Tweedie models using the bijection in Theorem 1.
In Section 4, we will use (i) to modify Bregman hard clustering algorithms to work with beta divergences and use (ii) to assert that the resulting algorithm is the limiting case of EM for TMM. In Section 5, we will use (ii) to write down moment conditions for Beta hard clustering.
Remark 1. The density of a Tweedie model characterized by σ 2 (θ) = κµ(θ) 2−β can be written in terms of beta divergence as
where f β,κ (x) is the base measure.
Proof. Let ψ β (θ) : Θ → R be defined
with Θ given by
The first two derivatives are given by
Since ψ β (θ) > 0 for every θ ∈ Θ, we conclude that ψ β is strictly convex. Therefore, with the open set Θ, ψ β defines a regular exponential family distribution as well as a regular Bregman divergence. Furthermore, we note that ψ β (θ) = ψ β (θ) 2−β , which indicates that this is a Tweedie model with shape parameter 2−β and dispersion parameter 1. This construction differs from an earlier definition of Tweedie model [16] in that we explicitly restrict the domain of the natural parameter to be an open set. In our construction, there is no degenerate distribution for values 1 < β < 2. More recent work follows a similar path [10] .
The convex conjugate of ψ β is given by
end for until convergence with the domain dom(φ) = S as given in Def. 4. The regular Bregman divergence generated by φ β is the beta divergence defined in Eq. 4. For a Tweedie model with an arbitrary dispersion parameter κ, we need to scale the natural parameter, θ. Using Lemma 3.1 of [15] , we writẽ
Therefore,
which fully characterizes a Tweedie model. The rest follows from the bijection in Eq. 3.
Tweedie Mixture Models and Beta Hard Clustering
We now consider a multidimensional Tweedie mixture model. Given the set of parameters λ = µ 1j . . . µ kd , β 1 . . . β d , κ 1 . . . κ d and mixture weights π = π 1 . . . π k , the likelihood of
Algorithm 2 Beta DP-Means (BDPM)
We used the linearity of Bregman divergences to allow each dimension to have a separate shape and dispersion parameter. This gives us the flexibility to adapt to the most appropriate distribution along each dimension.
Under the asymptotically small variance assumption, the EM algorithm for a regular exponential family mixture model reduces to Bregman hard clustering [1] . Following Remark 1, we conclude that as κ → 0, EM for TMM is equivalent to the Beta hard clustering algorithm (BHC ) with the objective: (11) where C(X ) = {X h } k h=1 is the partition. Similarly, we say that EM for Dirichlet Process Tweedie mixture model reduces to Beta DPMeans(BDPM ) with the objective L BHC (C(X ) | λ) + ζk where ζ is the threshold parameter in DP-means [15] . It should be noted that both BHC and BDPM require the shape parameter β to be specified up front.
Underlying Distribution
To identify the underlying data distribution, we investigate different approaches for estimating the shape vector β. In the context of clustering, the most straightforward approach is to use the estimatorβ = argmin β L BHC . Unfortunately, this only gives a triv-ial solution [9] . In the context of mixture models, maximum likelihood estimateλ = argmin λ L T M M can be used. The MLE estimates for the cluster centers are straigthforward and independent of β and κ. Estimating the shape and dispersion vectors is however cumbersome. For generalized linear models(GLM) with Tweedie error distributions, it is possible to approximate the derivative of the likelihood with respect to κ and use grid search for β to maximize the approximated likelihood [10] . Clustering problem can easily be cast as a GLM and λ can be estimated. However, there are few issues with this approach. It is computationally costly, the resolution of the grid search is arbitrary and more importantly the approximations of the likelihood and its derivative require the parameter space to be partitioned. Therefore it is not feasible to search all possible shape and dispersion parameters in a single routine.
An alternative to the likelihood approach is the method of moments. For a sample set from a Tweedie distribution, we can estimate µ, β and κ using the first three moments. However, clustering problem exhibits a useful characteristics. The parameters κ and β are shared across clusters. Therefore the first two population moments for k clusters allow us to write down 2kd equations for (k + 2)d parameters. In other words, it is possible overidentify the system only with the first two population moments. This is the ideal setting for Generalized Method of Moments (GMoM) [12] .
Based on the connection between Tweedie models and beta divergences established in Remark 1, we write the first two moments for the h th cluster along dimension j as
From Eq. 5, we know that E[m hj (x; λ)] = 0 for each cluster h = {1, . . . , k} along each dimension j = {1, . . . , d}.
In Hansen's iterative GMoM method, the weight matrix is constructed by taking the inverse of the residual matrix [12] . This construction yields asymptotically efficient estimates for the parameter. In the hard clustering problem, clusters are disjoint; hence, the residual matrix and the weight matrix are block diagonal. The inversion of the weight matrix is then O(kd) rather than O(k 3 d). A variant of the iterative GMoM is the Continuously Updating Generalized Method of Moments (CUGMoM) [13] . We work with CUGMoM as it is computationally more reliable. The CUGMoM objective is given by
The CUGMoM estimate isλ = argmin λ∈Λ L GM oM (C(X ); λ). We note that the summary statistics required to compute the objective as well as its first derivative are the empirical raw moments up to fourth degree. To solve this optimization problem we used the L-BFGS-B algorithm [4] . The boundary conditions are determined by the maximally feasible region given data. As for the initialization, we first estimate β j and κ j within each cluster using the first three empirical raw moments. We then choose the median value across clusters along each dimension. Together with the empirical first population moments (MLE estimates of µ hj ), these form the initial value of λ.
Algorithm 3 GMoM Hard Clustering
Input:
Having figured out a way to estimate λ given C(X ), we can combine GMoM with BHC. We iterate between CUGMoM estimates and BHC until the stopping criterion is met. We call the resulting algorithm GMoM-BHC. Similarly, we call the DP-Means variant GMoM-BDPM. Although there is no guarantee of convergence, one can use L GM oM , L BHC or the cluster assignments as the stopping criterion.
A more direct approach is to use L GM oM in both the assignment and maximization steps. The resulting algorithm is called the GMoM Hard Clustering (GMoM-HC ) and has the same convergence properties as kmeans. One can see this as a variant of k-means for the pseudo model characterized by L GM oM [11] . 
Results

Setup
We use Normalized Mutual Information (NMI) to quantify the match of the outcome of a clustering algorithm with ground truth. NMI produces values between 0 and 1, where 0 corresponds to random cluster assignments. For synthetic data experiments, we computed the empirical quantile-quantile plot using the samples from the posterior model.
We run each algorithm with random restarts. For the variants of k-means(BHC, ML-BHC, GMoM-BHC and GMoM-HC ), centroids are initialized randomly. In DP-means variants (BDPM and GMoM-BDPM ), we shuffle the data before each run.
To set the threshold parameter in DP-Means, BDPM ,and GMoM-BDPM, we use the farthestfirst heuristic [17] . We start with a set Υ containing only the global mean. We iteratively add argmax x∈X \Υ {min s∈Υ D β (x, s)} to the set until the set size is k + 1 for a given value k. We then set the threshold ζ to be min s∈Υ D β (x, s) wherex is the last element added to the set.
For the ML routine, we utilize tweedie package in R with Fourier inversion method [10] . We set the resolution of the grid search for the shape parameter to 0.25. The minimum value is −3.0 and the maximum value is 1.0 along each dimension.
As noted before, there is no guarantee of convergence for GMoM-BHC and GMoM-BDPM. We run each algorithm for 100 rounds, and select the model with the lowest inertia (L BHC ). We terminate the algorithm early if the cluster assignments converge first. For a fair comparison, we use the same criterion for ML-BHC. In BHC, BDPM and GMoM-HC, we use the cluster assignments as the convergence criterion.
Synthetic Data Experiments
To illustrate the importance of distributional assumptions, we generate a simple single dimension synthetic dataset with four Gamma mixture components. Each cluster has 100 samples and the centroids are located at 0.5, 1.0, 2.0 and 3.0. κ = 0.03 is fixed across clusters. This is a Tweedie mixture model (TMM) with β = 0. We first run k-means and sample from the corresponding posterior Gaussian mixture model. The parameters(µ 1 , µ 2 , µ 3 , µ 4 , Σ) of the posterior model are set to be the MLE estimates given clusters. We then run GMoM-BHC and generate samples from the resulting TMM using [9] 's tweedie package. We see in the results that points generated from k-means deviate from the empirical quantiles significantly (Figure 1) . A closer look reveals that both GMoM-BHC and k-means identify centroids quite accurately; however, GMoM-BHC 's β estimate (0.238) is closer to the true β value while k-means uses the fixedβ = 2. Gaussian where we use 0.008. We run each experiment 100 times and show the Whisker-Box plots in Figure 2 . In the Gaussian case (β = 2.0), GMoM-BHC and GMoM-HC mimic k-means while ML-BHC underperforms slightly. This is due to the restrictions on the grid search. As we diverge from the Gaussian case (as β decreases), the relative performance of k-means decreases. Between ML-BHC and GMoM-BHC, the latter seems better except for the Inverse Gaussian case. This is again related to the grid search restrictions. GMoM-BHC outerperforms GMoM-HC as well. One likely explanation is that the underlying model of GMoM-BHC is closely related to the mixture model we use to generate data whereas pseudo-model of GMoM-HC does not necessarily represent a TMM.
UCI Data Experiments
So far we have looked at synthetic datasets with the same underlying distribution along each feature dimension. However, in real life this is not necessarily the case, and our proposed algorithms are capable of recognizing different distributional characteristics. We look at seven datasets from UCI repository [19] . We compare ML-BHC, GMoM-BHC, GMoM-BDPM and GMoM-HC with k-means and DP-means. We run each algorithm for 100 times and report the NMI value and the runtime of the model fit with the lowest inertia (L GM oM in the case of GMoM-HC ). Table1 and Table2 summarize the results. Based on pairwise comparisons, GMoM-BHC seems to be the best performing algorithm. The GMoM-BHC performances on wine and steel are particularly noteworthy. When we analyze the resulting TMM, we observe Gamma and P oisson characteristics along several dimensions. ML-BHC shows a comparable performance to GMoM-BHC except on yeast and pima. These are datasets with Gaussian characteristics and k-means performs relatively well in both. It is important to emphasize that the restrictions on the ML routine prevents ML-BHC to capture purely Gaussian characteristics. GMoM-HC, another adaptive algorithm we proposed, shows a comparable performance to GMoM-BHC. Between DP-Means and GMoM-BDPM, the latter seems to show a better performance. As for the runtime, we observe that GMoM-BHC is an order of magnitude faster than ML-BHC. We also note that the runtime of k-means and BHC are similar and GMoM-BHC is at most 100 times slower than k-means as expected. Overall, we conclude that GMoM-BHC provides a good hybrid approach to adaptive clustering.
Genetics Data Experiments
We next looked at an RNA-sequencing gene expression dataset with 19K genes for 462 samples [18] . This technology takes a single sample of RNA, breaks it up into small pieces, sequences each of those pieces (reads), and maps the reads back to the reference human genome. The output is then a set of (smoothed) counts representing the number of reads that mapped to each gene; these data are often modeled with a negative binomial, overdispersed Poisson, or zero-inflated Poisson distribution. For these data, we establish "ground truth" with functional annotation clustering using three different databases (KEGG, REACTOME and GO) and the open source GeneSCF package [22] .
We run k-means and GMoM-BHC 100 times with random initializations. As a common practice, we centered the data before running k-means to improve its performance. GMoM-BHC does not require this adjustment. Table3 gives the mean NMI values and the standard deviation for both algorithms with respect to different ontology databases. GMoM-BHC outperforms k-means in each case with a significant margin. When we analyzed the resulting TMM, we see that it has Compound Poisson-Gamma characteristic. This is a Gamma-like distribution with a point mass at zero. For gene expression, we believe this is a better model than Gaussian centered around a non-zero mean or the overdispersed Poisson, since it captures genes that are unexpressed in specific samples while preserving the statistical Gamma shape when expressed. The outcome of our experiment confirms this hypothesis. 0.013 ± 0.001 0.022 ± 0.001 REACTOME 0.018 ± 0.002 0.028 ± 0.002 GO 0.024 ± 0.004 0.043 ± 0.003
Discussion and Conclusion
In this work, we developed hard clustering algorithms that can learn the distance metric from data itself. We achieve this by first showing the connection between Tweedie models and beta divergences. We modified the Bregman hard clustering and DP-Means algorithms to work with beta divergences with the implication that these algorithms are the equivalent of EM for TMMs and DP-TMMs under asymptotically small variance assumptions. We then proposed four new clustering algorithms that can identify the underlying TMM using the population moment conditions. We showed the value of the TMM over simple Gaussian mixture models in simulated data and seven UCI data sets. On a gene expression dataset without labels, we showed that TMM-inspired clustering methods recover latent structure in the presence of unknown and heterogeneous data distributions. In future work, we plan to explore more complicated models with Tweedie building blocks.
