I
was a graduate student in mathematics at Princeton immediately following World War II, 1945 -1947 . In those days, with veterans of the war inundating universities, there was no option but to earn a Ph.D. within two years. My thesis research was in functional analysis, an area of abstract mathematics. My mentor was Professor S. Bochner, a distinguished contributor to harmonic analysis. My classmates included Richard Bellman (who later nurtured the method of dynamic programming), Kai Lai Chung (of Markov chain lore), Ted Harris (who developed broadly branching stochastic processes and their applications), Gil Hunt (who set the foundations of strong Markov processes, now commonly called Hunt processes), and Paul Meier (an applied statistician, known as the pioneer of the nonparametric Kaplan-Meier test).
When I completed my degree in 1947, Professor S. Lefschetz, chairman of the Princeton mathematics department, selected me for the job of becoming the first Cal Tech Bateman Fellow. I was the youngest Ph.D. that year and did as I was told, although secretly I was happy to go to California. So, in September 1947, I got married and moved to Cal Tech. I labored that first year on mathematical problems of Banach spaces (e.g., bases in Banach spaces, normed rings), continuing my abstract mathematical education. During 1948, economic inflation was rampant in the country and I needed a second job. Henri Bohnenblust, chairman of the Cal Tech mathematics department, arranged a consulting job for me at the RAND Corporation. RAND at that time was sponsored by the Air Force and was engaged in matters of strategic planning for the cold war.
THEORY OF GAMES
The new theory of games set forth by von Neumann and Morgenstern in 1944 provided a natural quantitative tool to aid in studies of conflicts between parties, and this offered me new mathematical stimulation. In the summer of 1948, I started to study models of zero-sum, two-person games. In these research endeavors, I collaborated initially with H. Bohnenblust, Lloyd Shapley, and Mel Dresher, the latter two full-time employees of RAND. We worked out properties of optimal strategies of finite (matrix) games, solutions of continuous games associated with polynomial kernels, convex kernels, and games of timing (e.g., reflecting on noisy, silent, and machine gun duels). Many of these analyses were published in the three volumes on Contributions to the Theory of Games (edited by Al Tucker and Harold Kuhn, Princeton University Press).
The work on polynomial games (developed with Lloyd Shapley) had as a by-product Geometry of Moment Spaces, published as a memoir of the American Mathematical Society. This work later stimulated an extensive research volume (in collaboration with my student W. J. Studden) on Tchebycheff Systems with Applications to Analysis and Statistics (Interscience 1966) . Lloyd Shapley was extremely talented and also contributed decisively to n-person game theory. I was surprised to learn that Lloyd (the son of Harlow Shapley, a famous astronomer at Harvard) did not have a Ph.D., and I believe I was the first to strongly urge him to go to Princeton and get the degree.
During my endeavors in game theory research, my education in abstract mathematics came in handy. I wrote The Theory of Infinite Games (1953) , which encompasses a general analysis of the min-max theorem in infinitedimensional spaces.
In 1959, I compiled a two-volume work, Mathematical Methods in the Theory of Games, Programming and Economics, published first by Addison Wesley Publishing Company and currently distributed by Dover Books. These two volumes elaborate the methods and numerous analyses of games of all sorts.
MY INTRODUCTION TO STATISTICS
During the summer of 1948 at RAND, I shared an office with David Blackwell. What a marvelous proximity! A parade of statisticians frequented the office, notably Max Girshick. During that summer, Blackwell and Girshick were working on the Sequential Probability Ratio test, and leading to a procedure allowing the level of errors of type 1 (sensitivity) and type 2 (specificity) to be simultaneously controlled. I was so inspired by these developments that I decided to learn statistics. David recommended a new book of Cramer, which appeared initially in 1947, Probability and Statistics. In the fall of 1948, when I returned to teaching at Cal Tech, I volunteered to teach a beginning course (from a book by Wilks) in statistics. In 1953, when Feller's outstanding first volume on probability and Markov chains appeared, I hastened to teach a course on it, which I repeated several times thereafter. The bottom line is the well-known dictum that the best way to learn is to teach. These studies, in conjunction with research in game theory, converted me from an abstract mathematician into a statistician, probabilist, and essentially an applied mathematician.
I taught stochastic processes so many times that ultimately I put together a two-volume text, An Introduction to Stochastic Processes (1966) ; later editions with Howard Taylor (1975, Vol. I; 1981, Vol. II) (Arrow et al. 1958) . I describe briefly the nature and structure of inventory and production problems dealt with in the book. The first half concentrated on dynamic programming analysis characterizing optimal policies in deterministic inventory processes. These included studies of production over time with increasing marginal costs, production planning without storage, optimal expansion of the capacity of a firm, and optimal policy for hydroelectric operations. The second half concentrated on optimal policies in stochastic inventory processes, such as inventory models with uncertainty, operating characteristics of steady-state solutions, and applications of renewal theory to the study of inventory policy. Subsequent studies included analysis of dynamic inventory policy with varying stochastic demands published in Management Science (1960) and optimal policy for dynamic inventory processes with stochastic demands subject to seasonal variations (SIAM Journal 1960) . In line with inventory analyses, an abstract version of the structure of dynamic programming models was set forth in Naval Research Logistic Quarterly (1955) , which served as the basis of the study "On choosing combinations of weapons," developed in collaboration with W. E. Pruitt and W. F. Madow (1963) .
Following many contacts with them, M. Girshick and K. Arrow convinced me to join them at Stanford in 1956 for an appointment in mathematics and statistics.
TOTAL POSITIVITY
In 1953, I met Iso Schoenberg, who was visiting the mathematics department at UCLA. Schoenberg was charming, broadly cultured, and elegant in all his mathematical achievements and writings. We became close friends, and his influence on me was profound. Schoenberg effectively pioneered several aspects of the theory of total positivity, which I briefly review.
A real function, K x y , of two variables ranging over linearly ordered sets X and Y is said to be totally positive of order r (TP; in the case r = we simply write TP) if for all x 1 < x 2 < · · · < x m and y 1 < y 2 < · · · < y m x i ∈ X y j ∈ Y , and 1 m r, we have the determinantal inequalities det K x i y j 0
An equivalent characterization of totally positive kernels is their variation-diminishing property. Let f t be defined on I, where I is an ordered set. Put S − f = sup S − f t 1 , f t 2 f t k , where the supremum is extended over all sets t 1 < t 2 < · · · < t k t i ∈ I k is arbitrary, and S − x 1 x 2 x k is the number of sign changes of the given sequence, zero terms discarded. Consider the transformation 
, then the functions u and v exhibit the same arrangement of signs (Karlin 1968a) . Thus, totally positive kernels preserve or diminish oscillations in functions (vectors) obtained from integral (matrix) transformations. Schoenberg (1951 Schoenberg ( , 1953 ; see also Karlin 1968a, Chapters 6-9) characterized the functions f with the VDP for the corresponding convolution transform
Schoenberg called the function f u of the TP kernel K x y = f x − y , where x y traverse the real line (or the integers), a Pólya frequency function (sequence). In a remarkable series of papers, Schoenberg set the foundation of the theory of Pólya frequency functions and derived representation theorems for this class of functions (e.g., see Karlin 1968a, Chapters 7-9) . Characterization of Pólya frequency sequences involves deep properties from the mathematical theory of meromorphic functions.
PÓLYA FREQUENCY FUNCTIONS (PF)
The two prime examples of PF functions are the normal function f u = e − u 2 , where is a positive parameter, and the (truncated) exponential function
where is a free positive parameter. For the example of the transformation induced by the kernel K t x y = exp − x − y 2 /2t , the variation diminishing property tracks the number of hot and cold pieces of a bar as heat diffuses. This is formally interpreted as follows. If u y − < y < is the initial temperature distribution along an infinite bar over which heat diffuses randomly in time, then v x t = − K t x y u y dy is the temperature distribution at time t along the bar. The variation diminishing property of the Gaussian kernel implies that the number of sign changes of v x t or the number of temperature changes S − v x t relative to any prescribed threshold for each fixed t is diminished from that of u y . More generally, S − v x t S − v x t for t > t . Hirschman and Widder (1955) investigated inversion and representation theorems for convolution operators T determined by a function f where the transformation T acts by the formula
They found that, provided f is a PF function, inversion formulas involving polynomial differential operators are available. This class of convolution linear operators includes the classical Laplace, Stieltjes, and Weierstrass transforms.
Two other general developments relate to the theory of Pólya frequency functions. Hirschman (1962) has described a class of variation-diminishing transformations and representation formulas for certain kernels determined by Bessel functions and kernels based on ultra-spherical polynomials. His results can be interpreted as a nonhomogeneous extension of Schoenberg's theory generalizing the translation operation. See also Haimo (1965) .
The class of PF r functions such that f x − y is TP r is richer and more complex than the class of PF functions. The class r = 2 (log concave functions) is especially important and has multifaceted applications to statistical theory of monotone likelihood ratio decision problems (Karlin and Rubin 1956) , to reliability theory (Barlow and Proschan 1975) , to mathematical economics and stochastic inventory control (Arrow et al. 1958) . Every PF 2 function is of the form f x = e − x , where x is convex (so f is log concave). PF r functions possess certain smoothness properties; e.g., if f is strictly PF r , then f is automatically of continuity class C 2r−2 (Karlin 1968a, Chapter 4) . The theory and applications of multivariate log concave functions have been the focus of intense activity. This class includes all multivariate normal densities, the central Wishart density, the multivariate exponential family, the uniform density for any convex set, multivariate B-splines and marginals and convolutions of these (e.g., Tong 1980) . The log concave (PF 2 ) endowment and related properties (e.g., unimodality, quasiconcavity) along with their relations to (multivariate) Schur functions and totally positive kernels are basic. Applications abound in statistical decision theory, statistical mechanics, stochastic processes, multivariate approximation theory, and stochastic ordering inequalities (e.g., Brascamp and Lieb 1976 , Rinott 1976 , Simon 1979 . These relate also to multivariate majorization theory and its applications (e.g., Prekopa 1971 , Rinott 1973 , Marshall and Olkin 1979 , Karlin and Rinott 1983 . The connections (limit theorems) of basic spline densities and PF densities were noted early in Schoenberg (1946) ; see also Curry and Schoenberg (1966) . Multivariate versions are described in Dahmen and Micchelli (1981) and Karlin et al. (1986) .
I hasten to underscore the plethora of log concave sequences that occur in contexts of combinatorial mathematics. These include Stirling numbers of the first and second kind, Bell numbers, counts of inversions for random permutations of size n, multiset generalized binomial coefficients (Heine coefficients), and ascent counts, among others. There is no doubt that the attributes attendant to Pólya frequency functions and sequences will aid with characterizations and interpretations of formulas and identities in enumerative mathematics (Gasca and Micchelli 1996 ; see also Stanley 1986) .
Total positivity is a property of considerable power that plays an important role in various domains of mathematics, mechanics, statistics, and operations research. Totally positive kernels occur prominently in problems involving convexity and moment spaces (e.g., Karlin and Studden 1966) , in approximation theory (e.g., Karlin et al. 1974 , Pinkus 1985 , in characterizations of the eigenstructure of certain integral and differential operators, and particularly in the study of vibrating coupled mechanical systems (e.g., Gantmacher and Krein 1950, Karlin 1968a) . For applications to statistical mechanics, see Liggett (1985) . In statistics, the variation diminishing property serves for characterizing parametric statistical decision procedures (Karlin 1956 -1958 , Brown et al. 1981 , in the analysis of one-dimensional diffusion stochastic processes (Karlin and McGregor 1959 , Van Doorn 1981 , Karlin 1988 , and in terms of stochastic ordering relationships between monotone processes (Harris 1977; Karlin and Rinott 1980, 1981) . Total positivity is also fundamental in discerning optimal policies for inventory and production processes (e.g., Arrow et al. 1958) , in evaluating the reliability of coherent systems, and in describing aging distributions of components and systems (e.g., Barlow and Proschan 1975) . The analysis of nonlinear integral operators of the Hammerstein type where the Fréchet differential operator kernel (at the origin) is appropriately totally positive was also revealing (e.g., Rabinowitz 1971) .
The relevance and ubiquity of total positivity in statistical decision theory led to results and central concepts such as monotone likelihood ratio and optimality properties of statistical tests. On this, I wrote a series of papers, Pólya-type distributions I-IV (1956 I-IV ( -1960 .
MULTIVARIATE TOTAL POSITIVITY
Recent formulations of multivariate total positivity center on the following problems. A function f x defined on X = X 1 ⊗ X 2 ⊗ · · · ⊗ X n (direct product) is said to be multivariate totally positive of order 2 (MTP 2 ) if it satisfies f x ∨ y f x ∧ y f x f y , where the lattice operations ∨ and ∧ refer to the usual ordering on X induced by the order relations on X i , and each X i is totally ordered. A random vector Z = Z 1 Z 2 Z n of n real components is MTP 2 if its density is MTP 2 (Karlin and Rinott 1980) . Examples include independent random variables, absolute values of a Gaussian random vector whose covariance matrix has the property that D −1 D possesses nonnegative off-diagonal elements for some diagonal matrix D, characteristic roots of random Wishart matrices, multivariate logistic, Gamma, and F distributions (see Karlin and Rinott 1981) .
Multivariate total positivity and generalized convexity play an important role with respect to measures of association among vector random variables (e.g., Karlin and Rinott 1980) , in orderings among symmetric sampling plans from finite populations (Karlin 1974) , comparisons of probability measures in Euclidean spaces (Eaton 1982) , statistical applications including multivariate ranking and selection procedures (e.g., Rinott 1978) , and statistical power function assessments (e.g., Perlman and Olkin 1980) . The theory also applies in establishing correlation inequalities in statistical mechanics including the FKG inequalities (e.g., Fortuin et al. 1973 , Kemperman 1977 , Liggett 1985 and in the theory of approximations in several variables (e.g., Dahmen and Micchelli 1981) .
Birth-death stochastic processes represent continuous time diffusion processes on the integers. The birth and death rates are often linear and quadratic effects, depending on population size. Such processes bear, inter alia, on queueing systems, population genetics, and branching processes. Most of my papers (more than 40) on these subjects were done in collaboration with James McGregor during 1955-1980.
COINCIDENCE PROBABILITIES AND COMBINATORICS
Total positivity is intimately connected with diffusion stochastic processes. It is proved in Karlin and McGregor (1959) that if P t x E = E p t x y dy is the probability that a particle initially at x is found in E at time t is the transition density of a Markov process on the line with continuous paths, then for each t, the kernel K t x y = p t x y is TP. The determinant det P t x i E j , x i < · · · < x n E 1 < · · · < E n E i < E j means that the points of E i lie to the left of E j ) has the following interpretation. Consider n labeled particles initially at positions x 1 x 2 x n that execute the indicated process simultaneously and independently. The probability is det P t x i E j that each particle i that is initially at x i is in E i at time t, with i = 1 n, and no two of the particles are coincident in the intervening time epoch. These determinant formulas, which we have called coincidence probabilities, and also compound probabilities are pertinent to a broad spectrum of classical combinatorial problems as exemplified below.
(i) Weak Ballot Problem. Let A 1 A r be r candidates who have received a 1 a r votes, respectively, a 1 a 2 · · · a r . Assume the aggregate votes are randomly ordered. The probability that in the counting A i leads (has at least as many votes as) A j , for all pairs, i j, is given by the formula det a i ! a i + i − j ! This result can be derived as a noncoincidence probability applying the compound transition probabilities to independent Poisson processes (Barton and Mallows 1965, Karlin 1988 ).
(ii) There are n! det 1 j + i−j ! random Young tableaux (see Stanley 1986 ) of shape 1 2 · · · 1 + · · · + = n. This is again a compound probability. (iii) Descent sets of a given structure for random permutations also possess determinental representations (see Stanley 1986 , Chapter 2).
(iv) The determinant of binomial coefficients b i has recently been interpreted as a count on certain classes of nonintersecting paths (Gessel and Veinnot 1985) . This is a version of the compound probability formula with transitions involving variable times.
The above examples are typical of a vast array of total positivity determinant expressions connected to combinatorial identities. Obviously, the subject of total positivity and variation-diminishing transformations in one and several variables is important, vibrant, and productive of discovery.
M. Gasca and C. Micchelli organized a workshop on total positivity in the summer of 1994 in Spain. They surveyed many exciting new results in the conference volume, Total Positivity and its Applications (1996) . I was unable to participate in the conference, but I offered two recent contributions to this volume: (1) "Some Inequalities of Total Positivity to Pure and Applied Mathematics," which describes a spectrum of inequalities motivated by models of biological evolutionary processes, by problems originating in probability and statistical contexts, and by challenges of combinatorics; and (2) "New Directions and Problems of Multivariate Total Positivity Motivated by Genetic Recombination Probabilities," which presents new results and describes problems on multivariate totally positive kernels defined on hypercubes in Euclidean n space related to genetic mapping processes and recombination interference phenomena.
ENTRY INTO MATHEMATICAL EVOLUTIONARY THEORY
The mathematical theory of evolution, commencing about 1915, was pioneered by S. Wright, R. A. Fisher, and J. B. S. Haldane to explain observations about variability within and between populations and species. How was I drawn into population genetics and then the informatics of molecular biology? During the period of 1955-1965, I was deeply involved with the concept of total positivity and all its ramifications. In particular, McGregor and I had already established the connections of TP kernels with one dimensional "diffusion" stochastic processes (see earlier discussion). In 1961, Joe Gani, an applied probabilist from Australia, presented a seminar at Stanford entitled "On a Genetics Model of Moran." This was a birth-death process with quadratic birth and death rates. Other models of this kind had been introduced previously by S. Wright (1929 Wright ( -1931 and R. A. Fisher (1932) , now known as the FisherWright model. James McGregor, my closest colleague at Stanford, had a natural affinity for biology because he was at heart a devoted horticulturist. He grew camellias and was anxious to raise a white camellia flower, not yet produced at that time. From this perspective he worked hard in turning my attention to biological phenomena. Gani set up the Moran model in a matrix form and announced that the solution (time-dependent evolution) was unknown. However, I immediately recognized the Moran model as one of the systems we had investigated in classifying TP kernels.
McGregor and I had worked out the eigenvectors of the Moran model as dual Hahn orthogonal polynomials (Karlin and McGregor 1961) ; we could also calculate the eigenvalues of the Moran matrix. With this information, we effectively had explicit formulas to enable us to describe the time-dependent behavior of the complete system. Our enigma was: What problem had we solved? The genetic jargon accompanying the formulations was difficult for us. We sought out colleagues knowledgeable in both mathematics and genetics from the medical school at Stanford who could help us understand the language and workings of the Moran model.
By luck, Walter Bodmer, the next to last student of Sir Ronald A. Fisher, had just transferred to Stanford in 1961 as a postdoc to work on bacterial transformation under the guidance of Josh Lederberg (the Nobel Prize winner in biochemistry who had discovered sex in bacteria). Walter was reasonably conversant with mathematics, having completed an undergraduate math major at Cambridge. He agreed to explain the Wright-Fisher and Moran models, provided we first assimilate the classical papers of Fisher, Wright, and J. B. S. Haldane. I was adventurous and accepted these conditions. A few years later, Walter and I taught a joint course on population genetics attracting students from mathematics, statistics, and the medical school. This became the beginning of a long association between Walter and me and allowed my knowledge of evolutionary theory and genetics to progress rapidly.
I explored on many occasions TP examples of diffusion processes underlying genetics, evolution, and recombination events where genetic pieces are exchanged among homologous chromosomes. On recombination, Walter and I wrote two papers. In the late 1960s and 1970s, my efforts in mathematical evolutionary theory addressed the interaction between linkage, selection, and mating systems (e.g., Karlin 1968b ). This was succeeded by papers advancing the statistical analysis of gene frequencies and familial aggregation. I also studied migration-selection interactions involving TP migration models.
GENETICS AND DATA
Whenever I described our analyses of genetic models to biologists, they would invariably confront me by asking, "What is your organism?" "What are your data?" I thus learned that biology does not rest on pure theory. Data and experiments are paramount. So I decided to develop an empirical component to my research. In this context, our first large data analysis led to three papers (Bonné-Tamir et al. 1979 , Karlin et al. 1979 , Karlin et al. 1982 , published in the American Journal of Human Genetics) dealing with similarities and differences involving 14 biochemical traits of 6 blood types and 8 protein polymorphic markers among 9 Jewish subpopulations and 6 non-Jewish subpopulations, done in collaboration with Dorit Carmelli (SRI International), Bat Sheva Bonne (Tel Aviv University), and Ron Kennet (Weizmann Institute).
In the early 1980s, I began to study models for the evolution of altruism that had achieved relevance in behavioral genetics (e.g., Karlin and Matessi 1983) . Often these studies have been linked with questions of the optimal sex ratio in populations. They culminated in the book, Theoretical Studies of Sex Ratio Evolution (1986) , with Sabin Lessard of Montreal.
GENETIC EPIDEMIOLOGY
In the decade 1976-1985, I extended the empirical component to my mathematical genetics research. In the context of genetic epidemiology and biostatistics, I designed the structured exploratory data analysis (SEDA) methodology, whose objective was to discern patterns and causes of familial similarity. Applications were made to the study of various physiological variables, anthropometric data, and psychometric traits (for a review, see Karlin and Williams 1984) .
Since 1983, I have devoted the bulk of my activities to mathematical, statistical, and computing problems of biomolecular sequences. This included development of methods of data representation, techniques for assessing statistical significance of molecular features in DNA and protein sequences, and in designing efficient algorithms for the analysis of long sequences.
DNA AND ALGORITHMS
In 1982, I became convinced I had to learn more about DNA and proteins. This I did with enthusiasm and vigor. Concomitantly, biomolecular sequence data started flowing from many sources, and with the Human Genome Initiative of 1988, DNA and protein data surged into a flood. From 1982 on, my primary activity concentrated in biomolecular sequence analysis, now known as the discipline of bioinformatics and also often called biology in silico. I was data driven by the DNA of complete chromosomes, of genes, of protein sequences, of 3D protein structures, etc. In my research group, we have developed many computer programs to interpret the data, to compare among protein sequences, to identify genes and to ascertain clustering and overdispersion of sequence markers, e.g., particular words and patterns, physical features (nucleosome locations) in DNA and/or in protein sequences.
BLAST
The mathematical foundation of the BLAST (Basic Local Alignment Search Tool) program was developed in my research group with help from the probabilists A. Dembo and O. Zeitouni and implemented by S. Altschul and others at the National Library of Medicine of the National Institutes of Health in Bethesda, Maryland. This program compares a new query sequence (cloned by a molecular biologist) with a large database of all possible protein sequences to discover strong similarities of the query sequence to a known sequence and thereby ascertain the function, structure, and properties of the query sequence. The BLAST program currently serves more than 70,000 inquiries per day at the National Center for Biotechnology Information (NCBI), located in the National Library of Medicine in Washington DC (see also Ewens and Grant 2001) .
Related algorithms encompass gene-finding protocols (e.g., GENSCAN, Burge and Karlin 1997), cluster analysis, (r-SCAN, Dembo and Karlin 1992) , multiple protein sequence alignments (ITERALIGN, Brocchieri and Karlin 1998) and Statistical Analysis of Protein Sequences (SAPS, Brendel et al. 1992) .
The theory of the BLAST program (Karlin and Altschul 1990, 1993; Karlin and Dembo 1992; Dembo et al. 1994a Dembo et al. , 1994b uses fundamental properties of extremal distributions and the theory of large deviations (an indispensable component of stochastic analysis), Poisson theorems in probability (Arratia et al. 1989) , and other branches of mathematics. There are natural relationships between these analyses and studies on the maximum service time among customers in queueing systems (Iglehart 1977) . Questions are somewhat different between studies in engineering (e.g., studies of queueing networks) and molecular sequence studies in biology, but one can learn from each to advance the other, which is the essence of interdisciplinary science.
The main research focus of my group currently concerns the development of mathematical and computational techniques and tools for the analysis of DNA and protein sequences. The topics include score-based singlesequence analysis, score-based and word-based methods of sequence comparison, detection and interpretation of repetitive sequence elements, application of r-scan statistics in heterogeneity assessments of sequence markers, and detailed data work on E. coli, yeast, herpesviruses, and human and other organism sequences. The group is also concerned with descriptive and statistical analysis of protein structure properties, including preferences of residues (amino acids), interatomic contacts, and methods for characterizing and comparing protein structures and sequences. Equivalently, for a given residue and protein structure, which amino acids does it like to have near it, and which amino acids does the residue like to be near? A statistical analysis of the data from all 3D protein structures revealed the following affinities: Every amino acid (residue) generally prefers as neighbors tyrosine, tryptophan, or histidine. This finding has implications for the order of protein folding (Karlin et al. 1994 ).
CONCLUDING THOUGHTS
Operations research, statistics, and management science underscore optimization and modeling in many forms. By contrast, biology is primarily a descriptive, heavily datadriven science. The emphasis in evolutionary biology is on variability. Although the questions are different across the different branches of science, interdisciplinary experience provides refreshing perspectives in all these research endeavors. Interdisciplinary research also involves interactions with applied scientists, who often bring different views to the problems.
Because DNA is the universal carrier of genetic information, and thus, knowledge of DNA sequences and their gene products underpins all biological research, it is simultaneously concerned with medical, developmental, ecological, and/or evolutionary questions. The ability to manipulate DNA has tremendous impact on fields like health, drug design, industry, and agriculture. The necessity to organize and analyze the large amount of sequence data increasingly available has brought about a proportionate development of mathematical, statistical, and computational tools. Both DNA and protein sequences are compiled and annotated in internationally maintained databases, available to researchers around the world and online via the Internet. Efficient algorithms have been designed to compare newly derived sequences against all entries in the current databases. Other programs attempt to predict the location of genes or the possible structure and function of gene products. Molecular biologists are increasingly becoming more at home with the use of these tools. Already an essential part of the evaluation of any study involving sequence determination, the use of theoretical tools will also increasingly precede biological investigations as the available sequence information suggests specific testable hypotheses. In the words of Walter Gilbert, one of the pioneers of modern molecular biology, "The new paradigm, now emerging, is that all the 'genes' will be known (in the sense of being resident in databases available electronically), and that the starting point of a biological investigation will be theoretical" (Gilbert 1991) . The implication of these developments for the education of students of molecular and mathematical biology is the need for interdisciplinary courses that familiarize the students with the concepts, techniques, and tools of mathematical and computational biology.
The dramatic advances in biology and medicine-in part relying on new mathematical, statistical, and computer science developments-have been a continuing stimulation to me during the last 20 years. I have no doubt that the vast mathematical, statistical, and computational methods developed with relevance to biology and medicine can help research in OR and management science, and conversely.
I started my professional career as a theoretical mathematician and subsequently learned to appreciate experimental science, and currently I am strongly motivated and overwhelmed in this computer age by biological data. My theoretical work along the way persistently helped me to penetrate the data.
