In the previous paper by Yu and Diab (2013) , several sets of boundary integral equations are derived for general anisotropic materials and corresponding equations for materials with different classes of symmetry are deduced. The work presented herein implements two sets of boundary element schemes to numerically solve the stress field. The integration on the element that has the singular point of the kernel is bounded and can be evaluated analytically. Four benchmark elastic problems are solved numerically to show the advantage of the two schemes over the conventional boundary element formulation in eliminating the boundary layer effect. The one with the weaker singularity has better convergence and gives more accurate results. The presented formulation also provides a direct approach to solve for stress field in a finite solid body in the presence of dislocations. Combined with discrete dislocations dynamics, boundary value problems with dislocations in finite bodies can be solved. Two examples, bending of a single crystal beam and pure shearing of a polycrystalline solid, are simulated by discrete dislocation dynamics using the scheme that has the weaker singularity. The comparisons with the published results using the well-established superposition technique validate the proposed formulation and show its quick convergence.
Introduction
The seminal work by Rizzo (1967) was pioneering in boundary element method (BEM) for solving boundary values problems (BVPs). Rizzo's work is based on the application of Betti's reciprocal theorem to the fundamental solution of the Navier's equation, known as Kelvin solution, for an infinite three-dimensional medium subjected to a point force. This conventional boundary element formulation relates displacements and tractions at the boundary. In the boundary integral equations (BIEs) for twodimensional elastic problems, the kernel associated with displacement is first order singular and the kernel of traction is logarithmic. When calculating internal stresses, the kernel associated with displacement is second order singular. This gives the main drawback of the conventional BEM, relatively large numerical errors when calculating the stresses at internal points near the boundary (Brebbia, 1978) .
In many applications such as solid surface under contact loading or stress driven surface morphology evolution due to diffusion, the accurate evaluation of stresses close to the boundary is necessary. One way to reduce the singularity of the kernel is to formulate the BIEs in terms of the tangential derivatives of displacements du/ ds and tractions t. Starting from the conventional BEM, Ghosh et al. (1986) derived an alternative formulation for isotropic materials by integrating by parts the kernel associated with the boundary displacements. The resulting formulation is of lower order singularity and the displacements are replaced by the tangential derivatives of displacements along the boundary. Wu et al. (1992) also used similar approach for anisotropic materials. Similarly, Okada et al. (1988) solved boundary displacements and tractions by the conventional BEM, and then obtained internal stresses from the integrals involving the gradient of displacements and tractions at the boundary. Their numerical results showed that the integrals could calculate internal stresses accurately even when the points are very close to the boundary.
Recently, Yu and Diab (2013) proposed a unified approach for deriving several sets of BIEs for general anisotropic materials. In this paper, two of the BIEs formulated in terms of tangential derivative of displacements and tractions at the boundary are of main interest. These BIEs are characterized mainly by their weaker singularity in comparison with the BIEs used in the conventional BEM. Thus, one of the main advantages of the new formulation is its capability to eliminate the boundary layer effect as shown in Section 4. Another advantage of the new formulation is its ability to solve traction and mixed boundary value problems even in the presence of singular points such as dislocations. This extends the applicability of the new formulation to the context of discrete dislocation plasticity (DDP) in a straightforward manner without the need to the superposition technique developed by Van der Giessen and Needleman (1995) .
Elastic solutions of BVPs with dislocations in finite solids are well known. Kinoshita and Mura (1984) used eigenstrain formulation to obtain an analytical solution of the three-dimensional problem. A discussion of their formulation and its applicability in DDP can be found in Deng et al. (2008) . The approach developed by Van der Giessen and Needleman (1995) is based on the principle of superposition in linear elasticity. It involves a decomposition into an analytical singular solution in infinite space and a complementary solution to correct for the boundary conditions for solids with finite sizes. Using finite element method (FEM) to solve the complementary solution, this approach has been used to investigate two-dimensional BVPs such as bending of a micro-beam (Cleveringa et al., 1999) , size effects in plastic flow (Balint et al., 2005) , fracture fatigue (Deshpande et al., 2002) . Later, Weygand et al. (2002) implemented the approach to solve 3D problems. Due to the intrinsic advantages of BEM over FEM in solving some problems, the complementary solution was obtained using BEM for two-dimensional and three-dimensional problems (Biner et al., 2002; El-Awady et al., 2008; Tsuru et al., 2010) , but still within the framework of Van der Giessen and Needleman (1995) .
The main advantages of the present formulation are the followings. First, we can solve stress field directly without involving the linear superposition technique, which was outlined in Van der Giessen and Needleman (1995) . Similar, to the formulation in Kinoshita and Mura (1984) and Van der Giessen and Needleman (1995) , linear superposition is still at the core of our formulation. Therefore, the contribution is mainly in the numerical implementation of the new formulation. Second, we are going to use an integral formulation that has the weakest singularity. Even in the absence of any stress singularities such as dislocation, it was once a challenge for conventional BEM to have accurate calculation of stress field near surface due to the so called boundary layer effect. When the dislocations are near the external boundary, they pose a new challenge for the accurate calculation of stress. The situation is likely to happen in problems such as contact induced micro-plasticity (Polonsky and Keer, 1996) . We expect our formulation can give better numerical accuracy for this situation. Third, the complex-variable presentation of the current formulation permits the calculation of the integrals analytically, which reduced the numerical error. Last but not least, the proposed formulation can solve traction as well as mixed traction/displacement BVPs with dislocations.
The paper is organized as follows. In Section 2, we briefly review the formulation of Yu and Diab (2013) in deriving several BIEs for two-dimensional anisotropic problems in the absence of singular stress fields. In Section 3, we discuss the numerical implementation of the formulation and offer analytical expressions of element integrals which are used to solve elastic problems numerically. Section 4 shows the results obtained for four benchmark elastic problems and discusses the accuracy of the results and the advantages of the formulation in eliminating the boundary layer effect. In Section 5, we use two examples to demonstrate the application of the proposed formulation in solving BVPs using discrete dislocation dynamics.
Integral formulation for anisotropic materials
It has been shown by Eshelby et al. (1953) , Stroh (1958) and Lekhnitskii (1963) , that for a two-dimensional problem with geometry and external loading invariant in the direction normal to the xy-plane, the displacement u i , stress r ij inside a solid, and the resultant force T i on the external boundary can be represented as,
where the function vector f a (1 a ) (a = 1,. . .,3) is holomorphic in its argument, 1 a = x + l a y, and f 0 a is its derivative f 0 a ð1 a Þ with respect to the associated argument 1 a . The three eigenvalues l a and the 3 by 3 matrices A and L are all defined in Suo (1990) . The above representations include both in-plane and anti-plane cases. Yu and Diab (2013) applied Cauchy theorem to the holomorphic vector function f a (1 a ) and its derivative f 0 a ð1 a Þ to derive several sets of BIEs for two-dimensional elastic problems. The work presented in this paper is based upon the following two sets,
where oX is the boundary of a simply connected domain X in the 1-plane, oX a its image in the 1 a -plane, ds is an infinitesimal arc length at oX so that d1 = (C + iS)ds and d1 a = (C + l a S)ds, C = cos h, S = sin h, h and h 0 are the tangent angles at 1 and 1 0 , and B = iAL À1 is a Hermitian matrix (i ¼ ffiffiffiffiffiffiffi À1 p ). Here, bracket h⁄i represents a diagonal matrix whose ath diagonal component is the expression inside the bracket. The stresses at an internal point Z = X + iY are expressed by the following boundary integrals,
Here, all the integrals are in the counterclockwise direction. This paper deals with the in-plane deformation, hence we assume that the anti-plane deformation can be decoupled. The size of each of the matrices listed above is reduced to 2 by 2, and their specific forms for orthotropic and isotropic materials are listed in Yu and Diab (2013) , both for plane strain and plane stress deformation. Note that by writing the BIEs in terms of t and du/ds instead of t and u, the singularity in the integral kernels is reduced to 1/r in Eq. (2a) and to log r in Eq. (2b), where r is the distance between the integration point and the source point. This allows for better accuracy in calculating the unknown boundary values. Similarly, the singularity in Eqs. (3a) and (3b) is reduced from 1/r 2 in the conventional BIE to 1/r; thus reducing the boundary layer effect.
Element interpolation and integration
In the following, we construct two different numerical schemes based on the BIEs in Eqs. (2a) and (2b). The main difference between the numerical schemes developed in this paper and those in Ghosh et al. (1986) , Okada et al. (1988) , and Wu et al. (1992) is that instead of solving for u and t from the integral equations, we treat du/ds and t as unknown functions that need to be solved directly.
Anisotropic materials
We first deal with general anisotropic materials case. Instead of interpolating du/ds and t using real-variable shape functions, we use complex-variable interpolation and get integrals analytically without any numerical trouble at the singular points. According to Yu and Diab (2013) , along the boundary, the function vector 
, which are the node 1 and node 2 of the element in the 1-plane. The shape functions in the 1 a -plane are written as, 
In terms of tractions and displacement derivatives at the boundary,
where C j = cosh j , S j = sinh j with h j the tangent angle at the node j (j = 1, 2). In the above interpolation, the element does not have to be straight and can contain a regular corner. Let 1 0 be a fixed collocation point at the boundary and its image in 1 a -plane is 1 
Except at a corner, the angle change from one node to another in the same element is typically small, so we use l= 1 
The collocation point 1 0 is on the boundary and falls inside one of the elements. On that specific element, the original integrals in Eqs. (2a) or (2b) 
Summing the integration over all the elements, we turn the integral equations, either Eq. (2a) or (2b), into linear algebraic equations about the nodal values of tangential derivatives of displacements and tractions. By choosing 1 0 at different points, we get a set of linear algebraic equations. In our numerical implementation, the midpoints of all elements are chosen as collocation points. Hence, using Eq. (2a) or (2b), if the total number of elements is N, we can generate 2N linear algebraic equations. The total number of nodes is also N. For a well defined two-dimensional in-plane problem, u and t at each node together have four boundary values, and usually two are known, so there will be totally 2N unknown nodal values.
Isotropic materials
For isotropic materials, the eigenvalues l a are identical and the matrices A and L are singular. However, the Eqs. (2a) and (2b) are still valid after calculating the limit of the matrices of the form
. Following the same approach in Yu and Diab (2013) , the matrix product of the form L Á hq a i Á L À1 can be written as
Taking the limit as l 1 approaches l 2 and then setting l 2 = i, evaluating the integrals element by element and summing them together, we have Eqs. (2a) and (2b) in discrete forms, 
½r 11; r 12
where N ðjÞ v , j = 1,2, are given in Appendix A. For plane strain deformation, E is replaced by a are bounded functions. Thus, the elements of the coefficient matrix obtained for any of the two boundary integral equations are all small numbers. Moreover, the kernels in the integral expression of stresses have weaker singularity than the conventional BEM. The integral expressions of the stress field is evaluated on each boundary element analytically and the singularity is removed when the internal point approaches the midpoint of an element, even when the point is very close to the two nodal points. If stresses at an internal point that is very close to the boundary are needed, we can construct the closest element in such a way that its two nodes are symmetric with respect to the internal point.
Numerical examples
In the following, we construct two boundary element schemes to solve for the unknown boundary displacements derivatives and/or tractions. The two schemes are based on the discrete forms of Eqs. (2a) and (2b) and are denoted by Schemes A and B respectively. Similarly, the internal stress field is calculated using the discrete forms of Eqs. (3a) and (3b). Several isotropic and orthotropic benchmark problems are studied and comparisons with the analytical solutions are made. The convergence rates and the results from the two different schemes are compared.
For well defined problems, when all the boundary tractions are given, the total force and moment are zero. For the cases when there are singular points at the boundary, for example, in some mixed boundary value problems in which the displacements are only given in part of the boundary, or problems with displacements fully given but their tangent derivatives has discontinuity, the solutions to Eq. (2a) or (2b) are not unique. For these cases, we force the equilibrium of moment about any point O at the boundary of the domain. The equilibrium of moment equation is
where (x 1 , y 1 ) and (x 2 , y 2 ) are the coordinates of the first and end nodes of an element and l its length, (x 0 , y 0 ) the coordinates of the fixed point O and t 1x , t 1y , t 2x , t 2y are the x and y components of the nodal traction vector at the two end nodes of the element. Eq. (11) can be added to the system of linear equations or replace one of the 2N equations. In the former case, the linear system of equations may become over determined. Thus, The Gaussian elimination cannot be used to solve the linear system. The least square method or Householder method provided satisfactory results. In the latter case, to the authors' knowledge, there is no effective technique to decide which equation can be dropped without affecting the results.
The problems studied in this paper involve geometries with sharp corners. If a node is at a corner, the traction components and the derivatives of displacements are not continuous because of the directional change of the tangent angle. However, as shown in Eq. (4a), we did not interpolate the boundary displacements or traction separately; rather, we interpolated an analytic function which is the combination of displacements and traction at the boundary. If the corner is not a singular point, the combination du=ds þ B Á t is continuous. As explained after Eq. (4c), the element does not need to be straight. We construct a corner element having two nodes close to the corner. On this element, we should not use . Some corners and junction points between displacement given boundary and traction given boundary might be singular points. For a singular point, we can construct a very small element with nodes very close to the point. To reduce the numerical error, we make the sizes of elements decrease gradually while moving towards a corner or singular point. For example, from the center of a boundary edge of length L to its corners, the sizes of the elements follow the following pattern
where s varies from 0 to 1, indicating the relative location of the element to the center of the edge and a is the decaying factor. Four elastic problems were modeled in order to check the accuracy of the new boundary integral equations. Using the numerical schemes developed for Eq. (2a) (Scheme A) and Eq. (2b) (Scheme B), stresses are calculated at grid points distributed throughout the domain. Convergence rate is checked by calculating the L 2 error norm defined as,
where r a is the analytical stress, r c is the computed stress and N is the number of grid points. Also, the convergence of the numerical schemes at points close to the boundary is shown by plotting the variation of the relative error, defined as RE = |(r c À r a )/max (r a )| Â 100, as a function of the distance to the boundary. In the isotropic examples, stresses are normalized by shear modulus which is chosen as 1. Displacements are normalized by one of the length dimensions of the samples and the Poisson ratio m is 0.3.
Pure Bending of an Isotropic Plate
A 1 Â 1 plate subjected to a pure bending load is modeled. All the boundary tractions are given as shown in Fig. 1 . The known exact solutions are r x = 2(y À 1/2), s xy = r y = 0 when the normalized moment is 1/6. Using the two numerical Schemes A and B, stresses are calculated along the vertical centerline of the plate (AA'). A mesh consisting of 8 elements along the four boundary edges are adopted first. The axial stress L 2 error norm for Schemes A and B is respectively 15% and 4.37e
À5
%. Scheme A is tested further by refining the mesh to 40 elements. The L 2 error norm dropped significantly to 2.1e À2 %. These results validate the two numerical schemes and show the fast convergence of Scheme B even with small mesh sizes.
The variation of the relative error for the axial stress between the center of the plate and the two boundary edges is shown in Fig. 2 . Both schemes show great convergence of the stress fields at points close to or at the boundaries; however, Scheme B is more effective than Scheme A.
Isotropic cantilever beam under transverse loading
A beam of rectangular cross section is loaded at its right free end and is fixed at the left end (Fig. 3) . The length of the beam is 10 and its height is 1. The magnitude of the force at the right end is 1. The stress field near the two ends is very complicated and the analytical solution is unknown. While according to the Saint-Venant's principle, the stress along the center line AA', which is away from the two ends, can be accurately predicted by the results from the elementary Mechanics of Materials, r x ¼ 60ðy À 1=2Þ and s xy ¼ 6ðy 2 À yÞ:
In BEM calculation, the tangential derivatives of the displacements at the fixed end are taken as zero. The external load is distributed along the right side of the edge. The boundary conditions are shown in Fig. 3 . For this mixed boundary value problem, an extra condition to enforce the equilibrium of moment (Eq. (11)) is added for the Scheme B. A mesh of size 300 elements is adopted. The errors normalized by the corresponding maximum stress are shown respectively in Fig. 4 and 5 for the axial and shear stresses along AA'. Overall, Scheme B still has better results than Scheme A especially at the internal points close to the boundary.
The two schemes show convergence with an L 2 error norm of between 0.2% and 0.4% for both stresses. It is worth noting that the relative error of the axial stress converges faster than that of the shear stress with smaller error. Again Scheme B converged faster than Scheme A.
Isotropic thick-walled cylinder under internal pressure
An internally pressurized hollow cylinder was modeled. The hollow cylinder has an inner radius r 1 = 4 and an outer radius r 2 = 12, and is subjected to an internal pressure p of magnitude 1. A quarter of the symmetric cylinder is modeled. The boundary conditions are shown in Fig. 6 . The analytical Lamé solution for the hoop stress is
To check the boundary layer effect, the hoop stress along a quarter circle (AA') of radius r = 4.01, which is very close to the inner circle, was computed using the two Schemes A and B. Scheme A required a finer mesh than Scheme B to get accurate results. Scheme B converged to the analytical results with an L 2 error norm less than 1% with two hundred elements. Scheme A required up to 900 elements to converge with an L 2 error norm of about 0.4% while Scheme B converged with an L 2 error norm of 8⁄10 À4 %. Distribution of the relative error along arc AA' is shown in Fig. 7 . Again, Scheme B showed a great convergence even at internal points very close to the curved outer boundary and to the corners. Similar Results were obtained for the radial stresses.
Orthotropic plate with a circular cavity
A 10 Â 5 plate with a circular cavity of radius r = 0.5, is modeled where the axes of symmetry coincide with the axes x and y. The plate is stretched by the remote normal stress p along the x direction. Only one-quarter of the plate is modeled as shown in Fig. 8 . The hoop stress along the edge of the hole was reported in Lekhnitskii (1963) as, The elastic constants that enter the solution for the stresses along the boundary of the circular cavity are normalized by the applied stresses and given as, of Yu and Diab (2013) , we obtain, l 1 = i4.11, l 2 = i0.343 and n = 1.87. Hoop stresses along an arc of radius R = r + 10 À5 are computed using the integrals in Eqs. (3a) and (3b) and the L 2 error norm is calculated for both Schemes A and B. At a radius so close to the boundary, the hoop stress should be accurately expressed by the above equations; on the other hand, the boundary effect, if there is any, will be significant at such locations. Schemes A and B are tested using a very fine mesh along the circular cavity. For a mesh of size 400 elements, Schemes A and B converged with an L 2 error norm of 2.2% and 0.9% respectively. The results show that the boundary layer effect is insignificant. As in the isotropic examples, Scheme B converged faster than Scheme A. The normalized relative errors with the maximum hoop stress are plotted in Fig. 9 .
Applications in discrete dislocation dynamics
In this section, we apply the new formulation to a finite solid that has many discrete dislocations inside. Here, the stress field is solved directly without using the linear superposition method proposed by Van der Giessen and Needleman (1995) . In problems involving dislocations, the displacements are not continuous as they are in a perfect crystal. The stress field is singular near the dislocations. Yu and Diab (2013) treated this singularity by cutting small circles around the dislocations and then applied the integral equations Eqs. (2a) and (2b) to the boundary enclosed by the small circles, the cuts, and external boundary. Hence, extra terms are introduced into the left hand sides of Eqs. (2a) and (2b) due to multiple dislocations. For the anisotropic materials, these extra terms are respectively , we obtain the additional terms for the stress field expressions in Eqs. (3a) and (3b) respectively.
Following the same limit taking process in Section 3 of this paper, we have the isotropic forms of the additional terms, which are added to the left hand sides of Eqs. (9a) and (9b) respectively,
where z (k) =x (k) +iy (k) . In numerical implementation, since there is no unknown quantities in these terms, they only contribute to the right side force vector of the linear algebraic equations about the unknown boundary values, and have no effect on the matrix. When all the boundary values are solved, the internal stress field due to the external load and the dislocations can be calculated by adding terms
to Eq. (10a) and
to Eq. (10b) for plane strain. E is replaced by E for plane stress deformation.
It is necessary to emphasize that writing the stress caused by dislocations in complex form saves computational work. Thus, when calculating the stress field caused by any dislocation at any internal point or at any other dislocation, there is no need to use local coordinates systems attached to the dislocation then transform back to the global coordinate system in order to collect the stress caused by all the dislocations.
The two numerical schemes are validated by calculating the image force that pulls an edge dislocation towards the free surface of a half space. There are two difficulties to numerically reproduce the analytical solution: first, the domain is infinite in theory but is finite in numerical implementation, and second, the force is divergent and approaches to infinity as the dislocation approaches to the surface. For a physically divergent problem, the numerical results usually also diverge. However, the comparison between the analytical and numerical results still gives a rough estimate on the accuracy of the numerical scheme. Here, the numerical results are compared with the analytical solution Eb 2 =ð8prÞ and the relative difference as a function of distance from the free surface is plotted in Fig. 10 . The two methods converged with relatively small error up to a distance of 5b from the surface. Next, the numerical scheme developed for the weakly singular boundary integral equations, Eq. (2b) with extra terms from Eq. (15b), is used in the following two examples. One is the plastic deformation of a crystal under pure bending and the other is the stress-strain relation of a polycrystal under pure shearing. These two examples are picked because they had been respectively simulated by Cleveringa et al. (1999) and Balint et al. (2005) using the standard superposition approach and FEM. Comparison will be made so the numerical scheme can be checked and be used in future simulations. In these simulations, dislocations are constrained to glide along slip planes where they were originally nucleated. The gliding force of a dislocation is governed by the Peach-Koehler constitutive rule f = (r Á b) Â f, where r is the stress tensor at the dislocation location, b is the Burgers vector of the dislocation, and f is the dislocation line tangent. For the kth dislocation, the Peach-Koehler force is written explicitly as,
where u k is the slip plane angle. Neglecting the inertia effect of dislocations, the magnitude of the glide velocity v k is proportional to the Peach-Koehler force through f k = Bv k , where B is the drag coefficient. We adopt the same material models and parameters as in Cleveringa et al. (1999) and Balint et al. (2005) so that direct comparisons can be made. Simulations are assumed to be conducted at the room temperature. Thus, thermally activated mechanism such as cross slip does not occur. Materials are originally free of dislocations. Frank-Read sources are distributed randomly following a Gaussian distribution with mean nucleation strength of 50 MPa and a standard deviation of 10 MPa. If the Peach-Koehler force at a source location is larger than the source strength for the period of a predefined nucleation time (t nu ), a dipole is nucleated. The length of the dipole (L nu ) is related to the strength of the source (s nu ) through
Two opposite dislocations getting closer than 6b to each other are annihilated and taken out of the simulations. The time step is fixed as Dt = 0.5 ns and the nucleation time as t nu = 10 ns. The distance between adjacent slip planes is taken to be 100b. Material properties are taken to be those of Aluminum where Young's modulus is E = 70 GPa, Poisson ratio is m = 0.33, drag coefficient is B = 10 À4 Pa.s and the Burgers vector length is b = 0.25 nm. The so called Peierls stress that resists dislocation sliding is taken to be zero.
Bending of a single crystal
The bending of a single crystal of length L = 12 lm and height h = 4 lm is simulated using the developed boundary element approach. The bending load is modeled by prescribing the slope of the left and right edges of the single crystal (Fig. 11a) . In terms of the displacement gradient, this is written as ou/os = h, where u is the displacement in the x direction. The bending rate is taken to be _ h ¼ 0:5 Â 10 3 S À1 . In this example, the material is considered to be free of obstacles. Geometric configuration of slip systems is similar to that in Cleveringa et al. (1999) . The crystal has three slip systems inclined at angles u = ± p/6 and u = p/2 from the x-axis as shown in Fig. 11b . The p/2 slip planes are confined to a central region of size L -h/ tan(p/6). The ±p/6 slip planes are restricted geometrically to a region so that intersection with the two sides where the rotation is prescribed does not occur. Therefore, dislocations can only exit the crystal from the top or bottom edges. Frank-Read sources are divided evenly between the three slip systems. In total there are 404 slip planes and 808 bulk sources.
To show mesh independence of the results, three simulations with different mesh sizes, Mesh 1, Mesh 2, and Mesh 3, are conducted. Mesh 1, Mesh 2, and Mesh 3 have respectively 200 nodes, 400 nodes, and 800 nodes distributed evenly along the four edges of the crystal. The resultant bending moment normalized with a reference moment M ref ¼ ð1=6Þ s nu h 2 is plotted versus the prescribed slop h. As shown in Fig. 12 , for the three different meshes, the crystal has yielded at approximately the same bending mo- Fig. 12 . Convergence of the results using the proposed approach. Fig. 13 . Comparison of the simulation results obtained using the proposed approach with those reported in Cleveringa et al. (1999) , for a single crystal under pure bending. ment with less than 10% difference between the coarse mesh and the finer meshes. In Fig. 13 , the results obtained using the proposed approach are compared with the results obtained using the standard superposition approach in Cleveringa et al. (1999) . Both methods have showed similar behavior of the crystal under bending. The first nucleation incidence occurred in our simulations at a lower moment than in Cleveringa et al. (1999) . This is mainly because we are adopting different realization of Frank-Read sources than that in Cleveringa et al. (1999) . However, for inclination angle h > 0.008, both methods have given surprisingly close results. A comparison of dislocation distribution at h = 0.0175 obtained from the two methods is plotted in Figs. 14a and b . It is worth noting that although similar slip planes in both methods are active, dislocations are more uniformly distributed in the boundary element results. The possible reason for this is that the internal stress and its variation in the field calculated from BEM are much smoother than the stress field calculated by FEM, which is greatly affected by the mesh geometry, shape function and integral points.
Polycrystal under pure shearing
Adopting the same material model and parameters as in Balint et al. (2005) , an imaginary square polycrystal of size 10 Â 10 lm 2 is constructed to have n square grains in each direction. The grains are arranged analogously to a checkerboard; the adjacent grains have slip systems with different orientations (Fig. 15) . Each grain has only one slip system with slip planes oriented either horizontally or vertically. The bulk source density is taken to be q src = 20 -lm
À2
. In order to prevent separation of a new born dipole between two adjacent grains, the distance between sources and the grain boundaries are set to be larger than the radius of the nucleation zone, 0.5 L nu . Transmission of dislocations through the grain boundaries is not allowed. Obstacles with a prefixed density q obs = 40 lm À2 are randomly distributed along the different slip planes. These obstacles are treated as fixed points. A dislocation cannot surpass the point obstacle unless the Peach-Koehler force on the dislocation exceeds the obstacle strength which is taken to be 150 MPa.
The polycrystal is subjected to pure shearing, prescribed through the gradient displacement boundary conditions (Fig. 15) . The prescribed shear strain is increased at the rate _ t i u i ds, is plotted against the shear strain for the two simulated cases and is compared with the finite element results obtained in Balint et al. (2005) (Fig. 16 ). For the grain size d = 2.5 lm, results from both methods differ quantitatively but agree qualitatively. This quantitative disagreement is due mainly to the difference in the realization of Frank-Read sources. However, for the grain size d = 0.5 lm, the two methods have provided very close results.
Conclusion
Based on the two sets of BIEs derived in Yu and Diab (2013) , two numerical schemes to solve these equations are proposed and the explicit expressions of element integrations are listed. The element interpolation is directly on the derivative of the displacement and surface traction. The elastic problems solved in this paper show that Eq. (2b), which has weaker kernel singularity, provides better convergence and more accurate results than Eq. (2a). Using Eqs. (10a) and (10b), the numerical schemes allow the straight forward calculation of stresses at internal points. Though only linear interpolation shape functions are used, accurate calculation of stresses is obtained even at points very close to the boundary.
Combined with discrete dislocation dynamics, the formulation provides a direct approach to solve mesoscopic plasticity problems in a finite body with many discrete dislocations, without the use of the superposition method proposed by Van der Giessen and Needleman (1995) . Two such examples are simulated, the plastic behaviors of a crystal under pure bending and a polycrystal under pure shearing. The results are very close to the ones obtained using the superposition approach coupled with FEM in Cleveringa et al. (1999) and Balint et al. (2005) . Due to the inherent mathematical structure of BEM, it provides a smoother internal stress field than the one calculated by FEM, which usually generates artificial non-smooth stress field at the boundaries of neighboring elements. It is worth mentioning that the calculation cost in these simulations is low. For example, the problem of the bending of a single crystal can be solved in a time period that ranges from two hours for the coarse mesh up to 6 h for the fine mesh using a regular Dell Precision Xeon™ 3.2 GHz and 3.5 GB of RAM.
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