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There are many kinds of means of numbers -the most known are the arithmetic mean and the geometric mean. Already the Pythagoreans, Pythagoras and his school, knew certain means. Presumably, Pythagoras has learned in Babylonia, besides the two mentioned means, also the harmonic mean 2x y x + y of the numbers x and y. Hischer [4] calls those three means the classical Babylonian means. In addition, one may infer that the Pythagoreans had even seven other means of two numbers, as tells Hischer [4] , being based on the history books [1] and [2] .
By [3] , three positive numbers x, m, y are in contraharmonic proportion, if the ratio of the difference of the second and the first number to the difference of the third and the second number is equal the ratio of the third and the first number, i.e. if
. The contraharmonic proportion has most likely been known in the proportion doctrine of Pythagoreans, since they have in a manner similar to (1) described the classical Babylonian means:
Computing the contraharmonic mean m from (1), one obtains
According to this model, one can define the contraharmonic mean of several positive numbers x 1 , . . . , x n :
Comparisons
The contraharmonic mean of two positive numbers is always between the smaller and the greater number, as is seen in the following way (suppose that x ≤ y):
When one compares the size of the contraharmonic and the harmonic mean of positive numbers, one sees that their difference
is always nonnegative, whence the contraharmonic mean is at least equal the harmonic mean. The contraharmonic mean is a "very great" mean, since it is never below the greatest of the Babylonian means, the arithmetic mean, and it is even at least equal to the quadratic mean (x 2 + y 2 )/2. The truth of these assertions follows from the identities
Integer contraharmonic means
The contraharmonic mean
of two positive integers u and v may be an integer, too; for example, the integer 5 is the contraharmonic mean of 2 and 6, as well as of 3 and 6, i.e. 2, 5, 6, are in contraharmonic proportion, similarly are 3, 5, 6:
The following 
work always because of the identities
the right hand sides of which are positive integers and different for u = 1. The value u = 2 is an exception, since it has only v = 6 with which its contraharmonic mean is an integer.
In (4), the values of v are multiples of u, but this is not necessary to make C(u, v) an integer, e.g. we have C(10, 15) = 13.
Theorem 2. If u > 1 and C(u, v) is an integer, then u and v have common prime divisors.
Proof . Suppose that we have positive integers u, v such that gcd(u, v) = 1. Then as well, gcd(u + v, uv) = 1, since otherwise both u + v and uv would be divisible by a prime p, and thus also one of the factors u and v in uv would be divisible by p; then however p | u + v would imply that p | u and p | v, whence we would have gcd(u, v) ≥ p. Consequently, we must have gcd(u + v, uv) = 1.
We make the additional assumption that u 2 +v 2 u+v is an integer, i.e. that
is divisible by u + v. Therefore also 2uv is divisible by this sum. But because gcd(u + v, uv) = 1, the factor 2 must be divisible by u + v, which is at least 2. Thus u = v = 1.
The conclusion is, that only the "most trivial case" u = v = 1 allows that gcd(u, v) = 1. This settles the proof.
Theorem 3. If u is an odd prime number, then the values given by (4) are the only possibilities enabling integer contraharmonic means.
Proof . Let u be a positive odd prime. The values v = (u − 1)u and v = (2u − 1)u do always. As for other possible values of v, according to Theorem 2, they must be multiples of the prime number u:
and since u is prime, either u | n + 1 or n + 1 | n 2 + 1.
In the former case n + 1 = ku, one obtains
which is an integer only for k = 1 and k = 2, corresponding to (4).
In the latter case, there must exist a prime number p dividing both n + 1 and n 2 + 1, whence p n. The equation
then implies that p | 2n. So we must have p | 2, i.e. necessarily p = 2. Moreover, if we had 4 | n + 1 and 4 | n 2 + 1, then we could write n + 1 = 4m, and thus
which is impossible. We infer, that now gcd(n + 1, n 2 + 1) = 2, and in any case
Nevertheless, since n+1 ≥ 3 and n+1 | n 2 +1, we should have gcd(n+1, n 2 +1) 3. The contradiction means that the latter case is not possible, and Theorem 3 has been proved. Proof . The Diophantine equation (3) may be written
and the discriminant of (5) must be nonnegative because of the existence of the real root u 1 . But if it were zero, i.e. if the equation c 2 + 4cv − 4v 2 = 0 were true, this would imply for v the irrational value 1 2 (1 + √ 2)c. Thus the discriminant must be positive, and then also the smaller root u of (5) gotten with "−" in front of the square root is positive, since we can rewrite it as
and the numerator is positive because v > c. Consequently, when the discriminant of the equation (5) is positive, the equation has always two distinct positive roots u. When one of the roots (u 1 ) is an integer, the other is an integer, too, because in the numerator of (6) the sum and the difference of two integers are simultaneously even. It follows the existence of u 2 , distinct from u 1 .
If one solves (3) for v, the smaller root 
and we have the positive integers 
