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If D, is the Dycklanguage with one type of bracket then the level of a bracket in a word 
w E D, is defined as the number of preceding opening brackets minus the number of preceding 
closing brackets. The depth of a Dyckword w is the maximum level of a bracket appearing in w. 
In this paper we derive an explicit expression for the average depth of a prefix of length n of 
the Dycklanguage D, and show that the average depth is given for all E > 0 by 
(In 2)&-5+-g 3 ’ ?[4In2-(-1)“(2In2-I)]+0 $& 
$ II ( ) 
The variance is asymptotically for all E > 0 
it- 1 2In’2 ~,~+~-2nln’2+~-n(-1)” $-ln’2+iln2 i ) L-4 +0 In . 
Furthermore, we derive several enumeration results describing the distribution of the number 
of certain prefixes of length II. 
1. Introduction 
Let B = {b, i} and L E B” be a language over B. The language P(L) is defined 
by 
P(L):={uEB*~(~uEB*)(uuEL)}. 
and consists of all prefixes of L. The depth 4(w) of w  E B* is 
4(w) : = MAX (f(u)) 
uclwwl) 
where f: (B*, a) + (Z, +) is the monoidhomomorphism 
f(x):=if x = b then 1 else -1;. 
This parameter appears in various problems, e.g. in ballot problems or as the 
number of registers required for evaluating arithmetic expressions with a stack. 
Assuming that all words of length n in L are equally likely, the auerage depth 
*A preliminary version of this paper was presented at the 2nd Conf. on Fundamentals of 
Computation Theory, FCT ‘79, September 1979. 
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4=(n) of WEL~B” is defined by 
It is well-known that the Dycklanguage II, over B is 
D,:={WEB*(f(w)=OA(vuEP({w}))(f(u)~O)}. 
In this case we have 
P(D,):={wEB*I(V u E P({wl))(f(u) 2 ON. 
For sake of convenience, throughout this paper D,, D, (l B2” and P(D,) n B” is 
shortly denoted by D, D(2n) and P,,(D), the cardinality of P,,(D) by p,,(D). 
Given w  E D(2n) we can define a sequence a,, a,, . . , u2” of natural numbers 
by 
u,:=if i=O then 1 else l+f(P({w})nB’); 
Obviously, different Dyckwords have different sequences. This construction is 
clearly reversible, that is, each sequence a,, a,, . . . , uzn of natural numbers with 
Qo = a2,1 = l, Jai+1 - ui I= 1, 0 s i s 2n - 1, corresponds to a Dyckword w  E D(2n ). 
Hence, 4D(~) = MAXoSiS2,, (ui - 1). In [3], there is computed the average height 
h(n) of planted plane trees with rr nodes, where the height h(T) of a tree T is the 
number of nodes on a maximal simple path starting at the root. Furthermore, 
there is given a one-to-one correspondence between the planted plane trees with 
(n + 1) nodes and the sequences a,, a,, . . . , u2,, of natural numbers with a, = 
~2,~ = 1 and (Ui+l - ai] = 1, 0~ i ~2n - 1. If a tree T with (n + 1) nodes corresponds 
to the sequence a,, a,, . . . , uzn, then h(T) = MAXOSiSS,, (ai). Therefore we get for 
the average depth of wed 
4,(2n) = h(n + l)- 1 
or with the result in [3] 
&(2n) = &%-$+O((ln n)/n”.‘). 
The variance is computed in [5] and is given for all E > 0 by 
02(2n)=(&r-l)7rn+h+$rr2-+r+O((ln n)/n”+‘). 
On the other hand, a similar consideration as above shows, that there is also a 
one-to-one correspondence between the r-tuply rooted planted plane trees with 
(n + 1) nodes and the words of length 2n in the language 
D, : = ({b} * D * {b})‘. 
Using the result in [8] the average depth of a word w  E D, of length n is given 
for all .s>O by 
&(2n) = &ii-$ + O((ln n)/n”+“) 
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In this paper we consider an analogous problem and derive an explicit expres- 
sion and its asymptotic equivalent for the average depth of a prefix of length n of 
the Dycklanguage D. Furthermore we compute the variance and give some 
enumeration results describing the distribution of the number of certain prefixes 
of length n. 
2. The enumeration of P,(D) by depth 
Let 
P,t,k,i(D):={WEP,,(D)I~(W)~kAf(W)=i) 
be the set of all prefixes of D of length n with a depth C#J(W) s k and f(w) = i. Our 
first goal in this section is to study the cardinality p(n, k, i) of P,,k.i(D). 
Theorem 1. Let a E Z and 
The cardinality p(n, k, i) of P,,,.i(D) is given by 
(4 PWL k, 21) = crI) - (,‘r- 1) + ‘J’JN, k)- *t+,W, k), 
(b) p(2N+l, k,21+1)= + ‘J’hY k)-- ~~+&‘J, k). 
If (n + i) = 1 (mod 2), then p(n, k, i) = 0. 
Proof. Let 
~i,k(Z) := C p(n, k, i)z” 
II>0 
be the generating function of the numbers p(n, k, i). Since only the empty word 
has the property 4(w) = 0 we have ~(0, k, 0) = 1. The definition of P(D) (resp. 
4(w)) implies P”.k,i(D)=B for i<O (resp. i 3 k + 1). Finally, we get all words in 
P,,.,,i(D) by attaching either b E B to the right end of all words in Pn-l,k.i-l(D) or 
by B to the right end of all words in P,- I.k.i+l(D). Hence in terms of the 
generating function ~i,k(Z) 
@O.k(Z) = 1 +z@,.,(zL 
~i.k(X) = Z~i-~.k(Z)+ Z~i+l,k(Z) for 1 ii S k - 1, 
@k,k(Z) = Z@k-l&(Z). 
These relations are equivalent to the following system of linear equations 
M,(z)Fk(z) =< 
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where 
K(z) = (@O.k(Z), @l.k(Z), . . . , @k.kWT, e, = (1, 0, . . . ) O)T 
and Mk(z) = (mii(z)) is the (k + 1, k + l)-matrix with 
i 
-z iff j=i-1 or j=i+l, 
Il~ij(Z) = 1 iff j = i, 
0 otherwise. 
NOW, expanding the determinant ]M,(z)] we get the recurrence 
Wdz)l= 1, 
IM,(z)J = 1 - zz, 
~~,(z)~-~M,~,(z)(+rZJM,-2(z)~=0 for r32, 
which has the solution 
IM,(z)l= U-12-(‘+~‘[(1+L4)r+2-(1-U)‘+~] 
with u = (1 - 4z2) “*. Thus by Cramer’s rule 
@i.k(Z) = zi I”k-i-l(Z)lll~k(~)\. 
Now, the substitution z = u/(1 + u’) yields by (1) and (2) 
Thus 
p(n, k,i)=& 
(O+) dz 
211+1 @i.k(Z) 
(1) 
(2) 
(3) 
In other words p(n, k, i) is the coefficient of u” in the expansion of 
(1+u2)V(l-u2)(1-u2k-2i+2)/(1-U2k+4). 
It is apparent that p(n, k, i) = 0 for (n + i) = 1 (mod 2). Using the binomial theorem 
and the expansion of (1 -x)-l we get our theorem by an elementary calculation. 
The numbers p(n, k, i) are computed in [7] by a different method. There is 
given an equivalent to p(n, k, i) as a sum of trigonometric functions, i.e. 
where (n + i) = 0 (mod 2), 1 s i 4 k s n and n 3 1. The proofs of Theorem 1 and 
the following Theorem 2 in this paper follow the suggestion in [ll]. 
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Theorem 2. The number p(n, k) of all prefixes w E P,,(D) with &(w)s k 
(a’ p(2N~2k)=(2NN)+2~I(N+2~k+1))-2~o(N+(2R2~)(k+l))7 
(b) p(2Nq2k-1)= (‘,“)+2R;, (N+;;k+l)) 
CC 
2N+l - 
RaO N+R(2k+l)+k+l ) ’ 
(C) d2N-1,W=;~N~+R& (N+zEk+l)) 
xi 
2N - 
R>O N+(2R+l)(k+l) ) ’ 
(d) p(2N-1,2k-1)=2 N 
’ (‘“,+& (N+:;k+l)) 
-“,-& (N+:(:k-:l)+k) ’ 
Proof. Let 
G,(z):= c p(n, k)z” 
“a” 
be the generating function of the numbers p(n, k). We have by definition 
P(F k)= 1 p(n, k, 9 
and therefore with the definition of @i.k(~) of Theorem 1 and (3) 
Gk(Z)= C @i.k(Z) 
Orick 
= 1 ui(l + u*)( 1- ,*k-*‘+*)I( l- &2k+J) 
OSiGk 
=(l-tu2)(1-uk”)/((l-u)(l+ Uk+*)). 
Using this explicit expression and the substitution z = v/( 1 + u*) we find 
p(n, k) =& 
I 
‘““+ 
z 
G,(Z) 
Thus, p(n, k) is the coefficient of u” in the expansion of 
(l+u*)“(l+u)(l-uk”)/(l+Uk+*). 
An elementary computation of these coefficients leads to the expressions for 
p(n, k) given in our theorem. 
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An inspection of Theorem 2 shows, that p(2N, k) = 2p(2N- 1, k) for even k. 
Unfortunately, this relation is false for odd k. Since all words w  E P,,(D) have a 
depth 4(w)< II, we get p,(D) = p(n, n). Hence, Theorem 2 leads immediately to 
Corollary 1. The number p,,(D) of all words in P,(D) is given by 
P,(D)= ,$;, . ( ) 
The fust few values of p(n, k) are given in the following Table 1. 
Table 1. The number of prefixes of length n and depth less than or 
equal to k 
k 
,* 012 3 4 5 6 7 8 9 10 
01111 11 11 11 1 
10111 11 11 11 1 
20122 2 2 2 2 2 2 2 
30123 3 3 3 3 3 3 3 
40145 6 6 6 6 6 6 6 
5 0 1 4 8 9 10 10 10 10 10 10 
6 0 1 8 13 18 19 20 20 20 20 20 
7 0 1 8 21 27 33 34 35 35 35 35 
8 0 1 16 34 54 61 68 69 70 70 70 
9 0 1 16 55 81 108 116 124 125 126 126 
10 0 1 32 89 162 197 232 241 250 251 252 
3. The average depth &(b)(n) 
Considering all words w  E P,(D) equally likely the quotient 
W, k) = {p(n, k) - p(n, k - lNp,,(D) 
is the probability that a prefix of length n has a depth equal to k. The sth moment 
about origin is defined by 
m,(n):= 1 ksw(n, k). 
lsksn 
Using the above expression for p(n, k) and p(n, 0) = 0 for n 3 1 this expression 
can be easily transformed by partial summation into 
m,(n) = ns - R(n)/p,,(D) (4) 
where 
R,(n) = c {(k + 1)” - k”}p(rz, k). 
lrk=sn-I 
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With Theorem 2 an elementary computation leads to 
R(2N)=~(2N)‘-(-l)$9+2P(N)-2P(N)-o(N), 
R,(2iv-1)=K(2N-1)‘-(-1).)(3+p(N)-p(N)-2,(N-l) 
where 
P,(N) = P(N)/I~NN) , Q,(N) = kl(N)/(2NN> and 
we obtain with Corollary 1 and (4) by a simple calculation 
m,(2N) = (-1)‘ -2P,(iV)+2Q,(N)+ T,(N), (54 
nz,(2N- 1) = (-1)” -2Ps(N)+2Qs(N)+2NTs(N- 1)/(2N- 1). (5b) 
Therefore, we have to investigate the asymptotic behaviour of P,(N), Q,(N) and 
T,(N) for large N. It is not hard to show, that these sums can be transformed into 
equivalent expressions given in the following 
Lemma 1. Let as(n) and a,(n) be the following arithmetical functions 
a,(n):= 1 {(d-l)‘-(d-2)“}, 
d I n 
a,(n):=dF {(2:-I)‘-(2:-2)‘]. 
dodnd 
We have 
(b) Q,(N) = 1 4(i)(~~i)/(2NN) , 
ial 
(4 T,(N) = i;l a,Oi - l)(2NN=i’)/ rNy . 
Henceforth, let y = 0.577215 . . . be Euler’s constant, T(z) be the complete 
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gamma-function and c(z) be Riemann’s zeta-function. We prove the following 
Lemma 2. We have for all E >O: 
(a) P,(N)=p,~lnN+p,~+p,+p,~ln N 
+ p,m??+O((ln N)/N’.‘-“) 
with 
PI=P3=f* P4=f 27 
p2=$Y-iln2, P5=% 3 y-&ln2+&. 
(b) P,(N) = q,NrrZ+q2&81n N+q,&8+q4 
+qsJrr/Nln N+qsm+O(l/N1-“) 
with 
q1=& q4 = (7~ ‘/36) -& 
q2= -3 
4, q5 = -A, 
q3=$In2-zy-’ q6=&In2-&y-A. 
(c) P,(N) = &~N”~r(f~yc(~) +O(N’s-‘“2) for s 3 3. 
Proof. In [3] is proved for fixed a E Z and all fixed E > 0 
(N i?-a) exp(-k’/N)f,(N, k) iff k < N0.5+E + a, = 
O(exp(-N”)) iff k 2 N0.5ta + a, 
(6) 
where 
f,(N, k)= I-$+ --~ 
+4a3+5a k3- 1 
3N3 
- k4-+ 
6N3 
k5 + 0( N-2+E) . 
Choosing a = 0 in the approximation (6) we see with Lemma l(a), that the sum of 
all terms for i 3 N0.5tE in P,(N) is negligible, being O(N-‘“) for all m > 0. Since 
the terms for j 2 N0.5+E in the sum 
gb”‘W) = 1 as(i exp(-i2/N), b lixed 
j3l 
are also negligible, we can express P,(N) in terms of gk’(N). We obtain 
P,(N)= &j(N)+& gr,cN)-& gF’(N)+O(N-‘+‘g;)(N)). (7) 
The asymptotic behavior of gt’(N) can be computed in a similar way as in [3]. 
Using the binomial theorem and the well-known relation (cf. [2]) 
c &Wi’ = 5(zMz -s) (8) 
jai 
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where u,(j) is the sum of the sth powers of the divisors of j, we get with Lemma 1 
immediately 
C a,(j)/j’ =5(z) 1 
jaI O=SASs-1 
(~)(-l)‘-A(l-*‘-A)~(z-*). 
With this equation and the well-known formula 
c>o,x>o, (9) 
the sum &‘(N) can be transformed into 
gj;“(N) = c 0 s (-1)“-“(1-2”-*)I,,~(N) os*=s-, h 
with 
F(z)N’4’(2z - b)5(2z - b -A) dz, c>$(b+l). 
Now, let I,!J(z) be the psi-function T’(z)/T(z). It can be shown by a well-known 
method that we can shift the line of integration to the left as far as we please if we 
only take the residues into account. If A = 0, there is a double pole at z = $(b + 1) 
with the residue ([3]) 
W’+“‘*~($(b + l)){a In N+&(f(b + 1)) + y} 
and possibly simple poles at z = -k, k E No, with the residues 
N-k(-l)k[2(-2k - b)/k! 
which are zero for 2k + b greater zero and even. If A 2 1, there are only simple 
poles at z = i(b + l), z = $( b + A + 1) and possibly at z = -k, k E No. A computation 
of these residues leads to 
gb”‘(iv)=(-l)‘(l-2”)N (“+‘)‘*r($( b + l)){i In N) + &(f( b + 1)) + y} 
+(-l)“(l-2”) 1 [2(-2k-b)N-k(-l)k/k! 
+lwb+v(f(~:l)) c (I)(-I)‘-“(I-29(1-h) 
ISASS-1 
+t 
c 0 I-Ass-1 
; (-1)“-A(1-2”-A)N’b+“+1~‘2~(~(b+h+1))~(1+h) 
+ 
c 0 ISASs- 
; (-l)“-A(l-2”-*) 
x c [(-2k - b).?J-2k -b -h)N-k(-l)k/k! 
k=O 
+ O(zv”) 
for all m > 0. Using this explicit expression for g:‘(N) and some known special 
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values of T(z), c(z) and 9(z) we get with (7) the explicit expressions for P,(N) 
given in our Lemma. 
In principle such an expansion as described in Lemma 2 could be carried out as 
far as we like. Obviously, the computation of the constants p4, pS, q5 and q6 is 
superflous, if we want to approximate P,(N) up to an O-term which tends to zero 
for large N; but the knowledge of the values p4 and pS is necessary in order to get 
our main result given in Theorem 4 concerning the variance cr2(n). The same 
holds also in the approximations given in Lemma 4 and Lemma 5. 
Before we investigate the asymptotic behaviour of Q,(N) and T,(N) we have to 
make some preparations. 
Lemma 3. (a) Let nS(n) be the arithmetical function 
Q(n)= 1 nS/dS. 
din 
dodd 
The Dirichlet series with the coefficients I is given by 
c v,(k)/k’ =(2’ - lK-(zK(z -SW’. 
(b) 1 (2j-l)-’ 1 d’=(l-2”-‘)(l-2-‘)c(z)[(z-s). 
j”1 d i(2i-1) 
Proof. (a) By (8), it is sufficient to prove 
1 k-’ dTk d” =2-’ ,c k-= c d’ + c k-= 1 d”. 
kal k=l dlk kal dlk 
kid odd 
Therefore it is sufficient to prove 
1 d” = 1 d” + 1 d”. 
dlk 2d I k dlk 
k even k/d odd 
For odd k this is clear, since k/d is always odd. For even k this equation reads 
1 d”= 1 d’+ 1 d” 
dtk dlk dlk 
k/d even k/d odd 
and this is also clear. 
(b) By part (a), it is sufficient to prove 
1 ,l-’ c d” =2-(2-s) 1 ,I-’ 1 d” + 1 (2k - I)-’ c d” 
ksl d/k kal d/k k==l d I (2k-1) 
kid odd k/d odd 
Therefore it is sufficient to prove 
c d’= 1 d”+ 1 d” 
dlk d/k dlk 
k/d odd k/d odd k odd 
k even 
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Obviously, this equation holds for odd and even k. This completes the proof of 
our Lemma 3. 
Lemma 4. We have for all E > 0: 
(a) Q1(N)=p,~nNlnN+p,~+p,+p,~ln N 
+ p&N+ O((ln N)/N’.‘-“) 
with 
PI=:, P4=+ 47 
P2 = 5, Ps =Br+&. 
P3 = 0, 
(b) Q2(N)=q1N,rr2+q2Axln N+q3m+q4 
+q5mln N+q6m+0(1/N1-‘) 
with 
1 
cl1 =4, q&q = & 7r2, 
q2= -1 
87 q5 = -8, 
q3 = -gy-+, q6= -&y-i. 
(c) Q,(N)=~s(2”-1)N”‘2F(s/2)~(s)+O(N’”-”’2) forsa3. 
Proof. The asymptotic behaviour of Q,(N) can be computed in a similar way as in 
Lemma 2. Choosing a = 0 in the approximation (6) it is apparent by Lemma l(b), 
that the sum of all terms for i 3 N”.5+E in Q,(N) is O(N-“‘) for all m >O. Since 
the terms for j 2 N”.s+E in the sum 
h:“(N) = c d,(j)j” exp(-j2/N), b fixed 
i*l 
are also negligible, we can express Q,(N) in terms of h!‘(N). We get 
Q,(N)= hk’(N)+& h:“(N)--& hk”‘(N)+O(N-2+‘hb”‘(N)). (10) 
Using Lemma 3(a) we get with Lemma 1 by an application of the binomial 
theorem 
Now, in a similar way as in Lemma 2, h%‘(N) can be transformed into a finite sum 
of integrals. With (9) we get 
hb”‘UV = 1 (;) (-1)“-“(2” -2”&(N) 
O=sh=s-1 
with 
c+i- 
b.*(N) = & _, 
I 
2 22-b-1 
c I- 
UzW 2+,, 
x 5(22 - b)<(2z - b -A) dz, c>&b+l) 
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In order to compute &,*(N) we have only to take the residues into account. A 
computation of these residues leads to 
h$‘(N)=~(-1)“(1-2”)N’b+1)/2 r($( b + l)){$ In N f &(f( b + 1)) + y + =j In 2) 
+(-l)‘(l-2”) c &2(-2k-b)N-k(-l)k(l-22k+“)/k! 
kz=O 
++N(b+1)‘2r(+(b+1)) 1 (I)(-l)‘-“(2”~291(1-h) 
I==hSS-l 
+a 
(2” - 2s)(2*+’ - 1) 
2” N(h+A+1)‘2r(4(b+A + l))f(l +A) 
+ c 0 l<A<s-I ; (-lY(2” -2S) 
x c (-Uk 
[(-2k-b)[(-2k-b-A)(1-2’k+b) 
+O(N-I”) 
k&O Nkk! 
for all m >O. Using this expression for h’,“‘(N) and some known special values of 
T(z), J(z) and $(z) we get with (10) the expressions for Q,(N) given in our 
Lemma. 
Lemma 5. We have for all E > 0: 
(a) T,(N)= PI-In N+p2&w+P, 
+ pamln N + p5J;FI’Ni- O((ln N)/N’.‘-“) 
where 
PI=% 
p2=iy41n2, P4=& 
p3 = 0, ps=&+i$ln2+& 
(b) T,(N)=q,N~?+q,~ln N+q3&%+q, 
+q,mln N+q6m+O(11N1-E) 
where 
41 =t, q4 = h2, 
q2= -a> q5= -$ 27 
q3= -$y-3 ln2, q6= -&y-gln2-1 2. 
(c) T,(N)=$s(2” - 1)N”‘2r(&)[(~)+O(N’“-1”2) for s 33. 
Proof. A similar calculation as in [3] leads to the following approximation for all 
E>O and fixed ac:Z 
(N:kN--a) 
exp(-(2k - 1)2/4N)V,(N, k) iff 2k - 1~ N0.5+e+ a, 
= 
(11) 
O(exp( - N2”)) iff 2k-laN0.5’“+a 
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where 
4a2-4a + 1+ 
V,(N,k)=l- 4N 
2~1-1 8a3-12a2+10a-3 
-- 
2N 8N2 
(2k - 1) 
+2&2a+l 
(2k- l)‘+ 
4a3-6a2+8a-3 
4N2 24N3 
(2k - 1)3 
Now, we regard the function 
with a E No. Using the approximation (11) we see, that the sum of all terms for 
(2i - 1) aN”.5+E . m Q:‘(N) is negligible, being O(N-‘“) for all m > 0. Since the 
terms for (2j- 1)s N”.5+E in the sum 
ft’(N) = izl a,(2j - 1)(2j - l)b exp(-(2j - 1)‘/4N), b fixed 
are also exponentially small, we can express T,(N) in terms of f?‘(N). We obtain 
with Lemma l(c) and (11) 
T,(N) = Q:‘(N)+ Q:“(N) 
& ft’(N) + O(N-2+Ef$)(N)). 
Using the binomial theorem and Lemma 3(b) we get immediately 
c a,(3 - 1) ial (3 - 1)’ = (2’ - 1)5(z) 1 C)(-l)‘-^ O<h=Gs-1 
x (1 -2S-A)(2Z-* - 1) 
222-A 5(z -A). (12) 
Now, in a similar way as in the two preceding Lemmas, ft’(N) can be transformed 
into a finite sum of integrals. We get with (9) and (12) 
fb”‘(N) = 4b 1 
0 
’ (-1)“~“(2” -2”)&,A(N) 
O~Ars-1 A 
with 
1b.A (N) = & 
I 
c tim 
c I- 
_, f(z) 5 (2z’-b-” - 1)(22=-b - 1) 
x 5(22 - b)l(2z - b -A) dz, c>;(b+l). 
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Again, we have only to take the residues into account. We obtain 
fb”‘(N)=2b-‘(-l)s(l-2s)N(b+1)‘2~(f(b+1)) 
x{$lnN+~~(f(b+1))+y+~ln2}+4b(-l)s(l-2s) 
x *c, 5*(-2k - b)(2-2k-b - 1)*2 2k(-l)kN-klk! 
+2b-*l;‘h+lY*r($(b + 1)) 
X 
c 0 ISASs-1 
; (-1)“-“(2A -2S)(21-A - 1)5(1-A) 
+2b 
c 0 
; (-l)“-A 
(2” -2s)(2A+1- 1) 
ISASs- 
2A+2 
x N(b+A+1)‘2r($(b+A + l))[(l+A) 
(-l)“-^(2” -2”) 1 @k,b.A(N) 
kz=O 
+ O(N-‘I’) 
for all m > 0. Here, @k,,,(N) is an abbreviation for the expression 
lJ-2k - b)c(-2k -b -h)22k(2-2k-b-A - 1)(2-2k-” - l)(-l)kN-k/k!. 
Using this explicit expression for fb;“(N) and some known special values of r(z), 
c(z) and 4(z) we get with (15) the expressions for T,(N) given in our Lemma. 
Now we obtain with Lemma 5 by an elementary calculation for all E >O 
(a) -jj& Tl(N- 1) = T,(N)-am+O((ln N)/N’+‘), (13d 
(b) & T*(N- 1) = T*(N)-$~*+~J;;7-+0(1/N’-“), (13b) 
(4 &TS(N-1)=TS(N)+O(N(S~1~‘2) for s>3. (13c) 
Returning to (5a), (5b) we get by Lemma 2, Lemma 4, Lemma 5, (13a), (13b) and 
(13~) the following 
Theorem 3. The sth moment about origin is given for all E > 0 by 
(a) m1(2N) = 2(ln 2)&%-$+i(2 In 2+ l)m+O((ln N)/N’.5-“), 
m1(2N- 1) = 2(ln 2)&%-$++(2 In 2- l)m+O((ln N)/N’.‘-“). 
(b) m2(2N)=$r2N-6(1n2)~+~~*+~-~(21n2+1)~+0(1/N1-”), 
m2(2N-1)=~~*N-6(1n2)~-~~*+~-~(21n2-1)~+0(1/N’~”). 
(C) m,(2N) = ~(2” -2)N”‘*r(s/2)c(s) +O(N’“-‘“*) for s 2 3, 
m,(2N- l)= s(2”-2)N”‘*~(s/2)5(s)+0(N’“-‘~~*) for sa3. 
The auerage depth of a prefix of the Dycklanguage D, 169 
Since ml(n) is the average depth &(b) (n) of a prefix of length n of the 
Dycklanguage D and the variance a’(n) is given by m*(n) - m:(n), an application 
of Theorem 3 leads directly to 
~p~D~(n)=2(ln2)J7nn-~+Q(2ln2+(-1)”)~+O((lnn)/n’~5-“) 
and 
u*(n)=($r-ln24)7rm+&r2-7rln*2+& 
f$rr(m-In 16)(-l)” +O((ln n)/n’-“) 
where m = [t(n + l)] . Since m =$(2n + 1 -(-l)“), we can use the expansions of 
(1 +x)-l’* and (1 + x)l’* in the expression for &,,)(n); we obtain immediately the 
Theorem 4. Assuming that all prejixes of length n of the Dycklanguage D are 
equally likely the average depth &CD) (n) of a prefix of length n is given for all e > 0 
by 
bPCDj(n) = (In 2)&Gr-$+&LGF 
X[4ln 2-(-1)“(2 ln2-l)]+O((ln n)/nl+E). 
The variance is for all E > 0 
a*(n)= (~-21n22)7rn+~-27rln22+& 
%-ln22+fln2 +O((ln n)/n’-‘). 
The first few values of c&,)( ) n an (+* n are given in Table 2 and Table 3. d ( ) 
Table 2. The average depth of a prefix 
of length n 
n (exactly) (asymptotically) 
1 1.0000 1.2272 
2 1.5000 1.4858 
3 2.0000 2.0808 
4 2.3333 2.3488 
5 2.8000 2.8277 
6 3.0500 3.0611 
7 3.4571 3.4710 
8 3.6714 3.6786 
9 4.0317 4.0423 
10 4.2262 4.2308 
19 6.2962 6.3005 
20 6.4361 6.4374 
29 8.0381 8.0403 
30 8.1522 8.1530 
Table 3. The variance c+*(n) 
n (exactly) (asymptotically 
1 0.0000 0.0678 
2 0.2500 0.3577 
3 0.6667 0.6100 
4 0.8889 0.8998 
5 1.1600 1.1522 
6 1.4475 1.4420 
7 1.6767 1.6944 
8 1.9920 1.9842 
9 2.2212 2.2366 
10 2.5322 2.5264 
19 4.9470 4.9475 
20 5.2361 5.2373 
29 7.6567 7.6584 
30 7.9487 7.9483 
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