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A b s t r a c t __________________________________________________________________________________________________________________
A b s t r a c t
In this thesis, a new set of finite element formulations are developed for computer 
simulation of microstructural evolution which is controlled by solid-state diffusion and 
grain-boundary migration. The finite element formulations are based on the classical 
cubic spline interpolation and form a natural extension of the linear finite element 
scheme which was first developed by Pan, Cocks and Kucherenko (1997). The cubic 
spline elements are however much more efficient numerically than the previous linear 
elements and make it possible to undertake large scale computer simulations of 
microstructuial evolution using ordinary personal computers.
The newly developed finite element scheme is then used to study the sintering process 
of powder compacts. Two important issues are addressed in this thesis. First, the 
sintering kinetics of large pores is investigated in details. An established theory due to 
Kingery (1967) predicts that a pore will shrink only if its coordination number 
(number of grains surrounding the pore) is less than a critical value which depends on 
the dihedral angle of the powder material. However, there are increasing experimental 
evidences contiadicting this theory. Very large pores were observed to shrink 
continuously in the sintering process. The numerical study presented in this thesis 
demonstrated that the critical coordination number theory is in fact not a general rule. 
The computer simulations show that a very large pore does shrink unless it is 
surrounded by identical grains, which is obviously not true in any real powder 
compact.
Secondly, the finite element scheme is used to study the anisoti'opic shrinkage during 
the sintering process. The numerical study reveals the key factors which contiol 
anisotropic shrinkage and shows that models based on continuum mechanics are 
unable to capture the critical influence of these key factors.
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INTR O D U C TIO N
Chapter 1 
In t r o d u c t io n
1.1 A general background of this thesis
In many practical situations microstiuctural evolution in polycrystalline materials is 
controlled by solid-state diffusion and grain-boundary migration. Creep deformation, 
creep damage accumulation, creep crack propagation, supeiplastic deformation, 
sintering of powder compacts, grain-growth, the instability of micro-electronic thin 
films can all be contiolled by solid-state diffusion, grain-boundary migration or a 
combination of these processes. Following the classic work of Herring (1951), who 
established the atomic chemical potentials in tenns of grain-boundary sti'ess and fr ee 
surface cui'vature, significant progress has been made in modelling material behaviour 
conti'olled by solid-state diffusion. Similar progress has also been made in the study of 
grain-boundary migration, which has resulted in the development of macroscopic 
grain-growth models (Hillert, 1965). Real material systems are complex and various, 
often unrealistic assumptions have been made in the various existing material models 
in order to solve the mathematical equations. However, the recent development of 
computer simulation technique by Pan, Cocks and their co-workers (Cocks, 1989; Pan 
and Cocks, 1995; Cocks, 1996; Cocks and Gill, 1996; Pan, Cocks and Kucherenko, 
1997; Kucherenko, Pan, and Yeomans, 2000) has provided a powerful tool to 
understand microstructural evolution. The computer simulation technique developed 
by Pan et al. (1997) is a general finite element approach based on a variational 
principle. They used a set of linear elements for its simplicity in their finite element 
formulation. The drawback of the linear elements is that a large number of elements 
have to be used to describe an interface accurately, which subsequently leads to 
computational inefficiency. Although it can be compensated by ever faster computers, 
the numerical inefficiency due to a huge number of degrees of fr eedom often induces 
numerical oscillation and instability. The effect becomes obvious when a model which 
contains multiple grain-boundaries and free surfaces is attempted. Indeed, this had
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limited the study of the microstructural behaviour of polycrystalline materials using 
the numerical technique.
1.2 The aim of the project
The aim of this project was to develop a set of higher order element formulations for 
the finite element analysis of microstiuctural evolution and to use the finite element 
analysis to investigate several important issues in the sintering theory of powder 
materials.
The key idea of the higher order element was to use the classical cubic spline 
interpolation to approximate the interfaces of the materials as well as the shape 
functions for the migration velocity of the interfaces. Cocks and Gill (1996) first used 
the cubic spline to model grain-growth. In this project, the idea was further developed 
and extended to surface diffusion and grain-boundary diffusion.
The final aim of the project was to use the numerical tool to study the sintering 
process of fine powder compacts. In particular, the sintering kinetics of large pores 
and sintering anisotropy are the two major interests of this study. Large pores (pores 
that are much larger than the average grain sizes) often form in a powder compact as a 
consequence of the agglomeration of fine powders. The elimination of these large 
pores are critical to achieve high strength of the sintered component. The classical 
theory suggests that the large pores can only be eliminated by promoting grain-growth 
-  a process which leads to poor strength. There is however increasing experimental 
evidence contradicting this theory. Sintering anisotropy is a poorly understood subject 
in sintering. It is often observed experimentally, but there is no general agreement on 
how the key material and processing factors influence the sintering anisotropy. The 
poor understanding has significantly weakened our ability to predict and control the 
sintering process.
This project set out to clarify the confusions and the poor understanding of the 
sintering kinetics of large pores and sintering anisotropy by using the finite element 
technique.
In t r o d u c t io n
1.3 Major achievements of the project
The project has made the following major achievements:
a. An existing variational principle for microstructural evolution controlled 
by solid-state diffusion and grain-boundary migration was modified in 
preparation for the cubic spline finite element formulations.
b. A set of finite element formulations for surface diffusion, grain-boundary 
diffusion and grain-boundary migration were developed based on the 
classical cubic spline interpolation. The formulations were rigorously 
tested using a wide range of numerical examples for which either analytical 
solutions or numerical solutions exist in the literature.
c. Using the numerical tool, a series of computer simulations for the 
microstructural evolution of polycrystalline solid containing large pores 
were performed. The numerical study revealed that a classical theory due 
to Kingery (1967) on the behavioui* of large pores is either incoiTect or 
misleading at the very least. Kingery’s theory (1967) predicts that a pore 
with a number of grains surrounding it exceeding a certain critical number 
would not shrink. The numerical study shows that the thermodynamic 
barrier preventing a large pore from shrinking only exists for a pore that is 
surrounded by identical grains. For a real powder compact, the numerical 
study reveals two different mechanisms for the pore to be eliminated 
depending on the mobility of the grain-boundary.
d. Anisoti'opic sintering was studied using a numerical model in which an 
elongated pore was embedded in a hexagonal polycrystalline structure. The 
numerical study shows that the representative unit always shrinks more in 
the direction of the longer axis of the pore. This is in general agreement 
with the existing experimental observations by Mitkov et a l (1979) and 
previous models such as that by Olevsky and Skorohod (1993). The 
computer simulations also show that the anisotropic shrinkage is not 
always accompanied by the spheroidisation of the elongated pore. It shows
In t r o d u c t io n
that the microstmctural evolution and the macroscopic shrinkage are both 
sensitive to the relative ratio between the surface diffusion coefficient and 
the grain-boundary diffusion coefficient {MJMgb), and to the normalised 
giain-boundary mobility {{Mmd^JMgb). Fast surface diffusion encourages 
the pore to spheriodise and reduces the shrinkage anisotropy. However, fast 
grain-boundary migration, i.e. fast grain-growth, leads to serious 
anisotropic shrinkage.
1.4 The structure of the thesis
The principal objective of this research is to undertake a numerical study of the 
microstructural evolution in the sintering process of powder compacts. In order to 
justify the need for such research, the published materials in the subject area are 
reviewed in Chapter 2. This includes a brief introduction to the sintering process and 
sintering theory, different types of sintering models, and the role played by numerical 
analysis in the sintering study. Literature reviews on the sintering kinetics of large 
pores and on sintering anisotropy are however not presented in this chapter. Instead, 
they are presented at the beginning of the relevant chapters, i.e., Chapter 4 and 
Chapter 5, respectively.
Chapter 3 introduces the modified varitional principle and the cubic spline elements. 
Within this chapter, a set of cubic spline elements are developed including a grain- 
boundary diffusion element, a surface diffusion element and a grain-boundary 
migration element. A set of special elements for coupling the three mechanisms are 
also developed. A series of test cases are presented for which analytical solutions exist 
in the literature in order to validate the newly developed numerical scheme.
Chapter 4 reinvestigates the well-known textbook theory for the sintering of large 
pores -  “Theory of Critical Co-ordination Number” due to Kingery (1967). A large 
number of computer simulations of the microstiuctural evolution around a large pore 
are presented. For the first time, the theory is shown to be inappropriate and
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misleading. A series of numerical results, a full discussion and conclusions are given 
at the end of the chapter.
Chapter 5 presents a numerical study of anisoti'opic shrinkage during sintering. A 
literature review for the anisotropic shrinkage is given at the beginning of the chapter. 
This is followed by computer simulations of anisotropic sintering covering a wide 
range of material parameters.
Finally, Chapter 6 discusses the achievements of the work as well as the possible areas 
of future research and improvement.
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C h ap ter  2 
A Literature Review  of Sintering Studies
2.1 Introduction
This chapter provides a general background to the sintering process and theories. It 
also provides a literature review on the numerical modelling of the sintering process. 
Literature reviews on the sintering kinetics of large pores and sintering anisoti'opy are 
not included in this chapter. Instead they are presented in Chapter 4 and Chapter 5 
respectively.
2-2 Advanced ceramics and their appiications
Ceramics are a class of very valuable and widely used engineering materials in 
modern society. They are also the most abundant materials on earth. The most obvious 
applications of such materials include objects such as house bricks, wall plaster, glass, 
dinner sets etc. However, these examples only represent a very small fraction of the 
uses of ceramics. Ceramics can exhibit very high wear resistance, making them ideal 
materials for making hip replacements as shown in Figure 2,1. Many ceramics exhibit 
very high heat resistance making them ideal for use in high temperature environments. 
Many also exhibit high electrical resistivity, such materials could be found in a car 
spark plug, where electrical insulation is required, in a very hot environment. There 
are even ceramic materials, which create an electrical potential when pressure is 
applied to them. This property is called piezoelectric and it is this type of material, 
which is used in a modem quartz watch. Other examples include automotive 
connecting rods, magnets, bearings, valve and pump components for extreme abrasive 
and coiTOsive environment, filters and membranes, electi'onic ceramics and sensors.
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cutting blades, armour, components for infra-red heaters, oxygen diffrisers for water 
treatment, ceramic foams for domestic gas fires and so on.
Figure 2.1 Modem ceramic-on-ceramic total hip replacement.
New processing techniques, such as pressure assisted sintering, have enabled us to 
produce ceramic materials with ever better properties, making the future uses of 
ceramic materials very wide. Until recently many ceramics could only be processed to 
obtain a micro-sized grain structure. It is now possible to create a range of ceramic 
materials that possess densities > 99%, with corresponding grain sizes as small as 
18nm (Kear et a l, 2001). These types of materials exhibit very promising mechanical- 
thermal properties, such as increased hardness, superplastic behaviour, and increased 
thermal shock resistance (Vafier and Stover, 1999). The methods used to produce 
these types of materials all focus on minimising grain-growth and eliminating pores 
(in a powder compact) whilst still providing a driving force for densification. 
Understanding the interaction between grain-growth and densification during sintering 
will undoubtedly help to optimise the processing techniques and perhaps allow better 
techniques to be developed.
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2.3 Sintering practice and theory
The sintering practice
Most ceramic products and an increasing number of metal components are produced 
by an ancient technique -  Sintering. A fine powder compact is fired for a designated 
period of time, often in a contiolled atmosphere. The sintering process removes the 
pores between the fine particles leading to the shrinkage of the component and a 
strong and dense solid. Two criteria must be met for sintering to occur: first, a 
mechanism for material transport must be present, for example the flow of liquid- 
phase, solid-state diffusion or viscous flow; second, a driving force to activate and 
sustain this material ti ansport must be present, for example the reduction of the total 
surface energy.
The sintering process is a combination of densification and grain-growth. 
Densification is a process during which matter transfers from the particle contacts into 
the pores. The particles move closer to each other as matter is removed from the 
contacts and deposited into the pores. The relative motion of the particle leads to the 
shrinkage of the component at the macroscopic level. In this process, paiticles also 
bond together and consequently the sintering process makes the material more dense 
and strong. Grain-growth on the other hand is an undesirable side effect of sintering, 
which causes the large grains to gi'ow even larger at the expense of the smaller ones. 
The large grain size often leads to a poor strength.
Many ceramics are not ftilly dense. Porosities as high as 20% are a common feature of 
the microsti ucture. The pores weaken the material, though if they are well rounded the 
stress concentration they induce is small. More damaging are cracks; they are much 
harder to see, but they are nonetheless present in most ceramics, left by processing, or 
nucleated by differences in thermal expansion of modulus between grains or phases. 
These ultimately detennine the strength of the material. Recent developments in 
ceramic processing aim to reduce the size and number of these crack and pores, giving 
ceramic bodies with tensile strengths as high as those of high-strength steel. 
Additionally, many properties, including ductility, conductivity, magnetic
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permeability, and coiTosion resistance undergo dramatic improvements during 
sintering. These property changes are primary concerns in industrial sintering cycles. 
To understand the evolution of various properties, it is important to study the 
microstructure changes in the sintering process.
Sintering is usually evident at temperatures in excess of approximately one-half of the 
absolute melting temperature. The surface energy of particles is reduced by reducing 
surface area with concomitant formation of interparticle bonds. These two sources of 
energy act as the driving force to the system. For many metals and ceramics, the bonds 
can grow by mechanisms such as solid-state diffusion which is the fundamental 
kinetic mechanism for a system to evolve. The evolution of the system is then 
controlled by the driving force and the kinetic law. A critical discussion about the 
roles played by driving forces and kinetics laws in the microstiuctural evolution has 
been given by Sun et al (1996).
Sintering Processes
Pressureless Pressure-assisted
Liquid-phase Solid-state Low stress High stress
Figure 2.2  General classification o f sintering process.
Most sintering systems consist of multiple phases, possibly forming a liquid, and may 
even be subjected to an external pressure to enhance densification. Figure 2.2 presents 
the key sintering techniques. Most sintering is performed without an external pressure 
(pressureless sintering). Pressure-assisted sintering techniques are considered new and 
varies fiom sinter forging, hot pressing to hot isostatic pressing. These approaches 
involve sintering a material to a low residual porosity level, then using pressure to 
squeeze out the remaining pores. Pressurisation during sintering is most useful in 
processing materials that are unresponsive to traditional sintering cycles: for example, 
composites and high-temperature intennetallics. The pressure can be low, giving 
densification controlled by difflisional creep. Alternatively, densification at high 
pressure is rapid if the effective stiess exceeds the yield strength of the material. The
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pressure can be hydrostatic (hot isostatic pressing) or uniaxial (forging and hot 
pressing).
Pressureless sintering can be broken down into solid-state and liquid-phase processes. 
Both solid-state and liquid-phase sintering are widely used in industry. Many sintering 
cycles generate a liquid. It may be present momentarily or may persist during much of 
the sintering cycle. The liquid improves mass tiansport rates and accelerates 
densification and microstructure coarsening. It also exerts a capillary pull on the 
particle that is equivalent to a large external pressure. Because of cost and productivity 
advantages, a large number of industrial sintering is performed in the presence of a 
liquid-phase. It is estimated that over 70% of the sintered products are processed in the 
presence of a liquid-phase. Stainless steels, superalloys, tool steels and titinates are the 
common examples. However, single-phase solid-state sintering has received the 
greatest consideration from a theoretical standpoint. Several reviews (Thummler and 
Thomina, 1967; Exner, 1979; Waldron and Daniell, 1978; Yan, 1982; Handworker et 
al., 1988; Shaw, 1989a, 1989b, 1989c) give details on solid-state sintering theory. 
Nickel, alumina, zirconia, and copper are a few typical examples of materials which 
undergo solid-state sintering.
Although ceramic materials have been produced and used for centuries, scientific 
understanding and control of sintering have only been developed during the past 50 to 
60 years. Early controlled experiments were conducted by Muller in 1935. He sintered 
compacts of NaCl powder for a variety of times at several temperatures and evaluated 
the degree of sintering by measuring the fracture stiength. Much progress in our 
understanding of densification has been made since then.
In industrial sintering operations, attention is especially directed to the issues of 
production cost, reproducibility, minimised flaws, dimensional and compositional 
conti'ol, and production efficiency. In many cases, sintering is accompanied by an 
increase in compact density due to dimensional shrinkage. From a microstructure 
point of view, particles attract each other and self-compress to eliminate pores. Some 
industrial components require zero-dimensional change fr om a sintering process. This 
is possible to achieve by using the forming pressure to control density and applying 
lower sintering temperatures to minimise shrinkage. The ability to control product
_
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shape, properties, and defects is important to sintering. Sintered products are usually 
more precise than castings but less precise than machined components. However, its 
lower fabrication cost makes sintered objects very desirable for a wide range of 
components. Because the green powder compacts are weak, sintering proves necessary 
to attain the needed final properties. In cases where the particles have a high level of 
compressibility, sintering can be performed at a low temperature with zero 
dimensional change, leading to high precision. In the fabrication of bearings, filters, 
capacitors and devices requiring high surface areas for example, it is desirable to 
obtain stiength without densification. Here sintering cycles are designed to obtain 
desirable pore sti uctures, with minimal loss of surface area.
Alternatively, in other advanced ceramic materials, it is necessary to sinter at high 
temperatures where shrinkage occurs. In ceramics the residual pores act as incipient 
cracks to degrade stiength substantially. Consequently, full density is most useful for 
competitive mechanical properties. A wide range of powder materials are used in the 
fabrication of high performance components for jet engines, automobile engines, 
metal cutting tools, biomedical implants, sputtering targets and magnetic recording 
sensors. It is necessary to density these structures fully, so that external pressuie is 
applied during sintering to ensure closure of all pores. Such a diversity in processing 
routes makes sintering a useful option in materials processing especially since all 
common engineering materials can be sintered to net-shape.
Since theory is lagging behind practice, over the past twenty years the sintering 
process has come under close scrutiny. A consequence of the improved understanding 
is the ability of theory to predict experimental observations. To understand the 
evolution of microstiucture, particular attention has been paid to the influence of 
particle size, initial density and pore microstructure, heating rate, maximum 
temperature, hold time, atmosphere and etc. Although the essential process seems 
simple, there is complexity because of the large number of events that occur in 
sintering.
Now sintering is studied by monitoring shrinkage data as a function of time and by 
actual examination of the microstructure at various stages of sintering using scanning 
electron microscopy, tiansmission electron microscopy, and lattice imaging. Of
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Special concern is the evolution o f microstructure, since microstmcture is a primary 
factor in determining all the required material properties. Furthermore, it acts as the 
essential link between sintering at the atomic and continuum level. As a result, it is the 
interest of this project to focus on the microstructmal evolution at the particle level.
Driving force for sintering
The energy associated with a free surface is often higher than that with a grain- 
boundary. A simple argument for this being the case is that the atoms at the surface 
have a greater fr eedom because there is a greater degree of chemical bonding across 
the grain-boundary interface, resulting in less freedom for atoms in this region. The 
relationship between surface energy and grain-boundary energy (/gb) cannot be 
defined rigorously but as a general rule ^ ^ 7  s' Since the energy associated with a
fr ee surface tends to be greater than that of a grain-boundary and the creation of grain- 
boundary area is smaller than the reduction in surface area, a reduction in the ‘total 
free energy’ (E) occurs in a sintering process. This acts as the driving force for the 
powder compact to eliminate the pores. An external pressure or force is sometimes 
applied to the component to accelerate the process. However, the driving force can 
only lead to densification if the atoms/molecules possess enough mobility. The 
elevated temperature provides the atoms/molecules with the required mobility. For 
some material systems, alumina and zirconia for example, enough mobility can be 
achieved at the solid-state and the powder compact densifies by solid-state diffusion. 
For some other systems, cemented carbides or tungsten heavy alloys for example, a 
considerable amount of liquid-phase is desirable to redistribute matter into the pores.
For a system which consists of a giain-boundary network Fgb intersected by internal 
and/or external free surface 7], its total fr ee energy can be expressed as
E  = j r . , d r  + j r . d r  -  j p . u d r  , (2-1)
where g^b and are specific energies for giain-boundaries and free surfaces, 
respectively, and U is the displacement of the specimen boundary />  along which an 
external load F  is applied. The microstructure evolves to reduce E.
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Stages of sintering
Sintering is often thought of in stages according to the sequence in physical changes 
that occur as the particles bond together and the porosity disappears. Sintering stages 
start with a loose powder and subsequently follow by the three stages as illustrated in 
Figure 2.3. The initial stage of sintering involves rearrangement of particles and initial 
neck formation at the contact point between each particle. The rearrangement consists 
of slight movement or rotation of adjacent particles to increase the number of points of 
contact. Grain-boundaries are created by diffusion mechanisms at the points of 
contact.
Figure 2.3 Sintering process at different stages: (a) loose powder; (b) initial stage; (c) intermediate 
stage; and {d) final stage.
In the intermediate stage, the size of the necks between particles will continue to grow, 
until the pore channels close, eventually leaving isolated pores between the grains, 
porosity decreases and the centers of the original particles move closer to each other, 
causing the materials density to increase. This results in shrinkage equivalent to the 
amount of porosity decrease. The grain-boundaries begin to move so that one grain 
begins to grow while the adjacent grain is consumed. This allows geometry changes 
that are necessary to accommodate further neck growth and removal of porosity. Most 
of the shrinkage during sintering occurs in this stage.
In the final stage, the isolated pores become more spherical and grain-growth becomes 
more prominent. It involves the final removal of porosity. This is helped by vacancy 
diffusion along grain-boundaries. Therefore the pores must remain close to the grain-
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boundaries. Pore removal and vacancy diffusion are aided by movement of grain- 
boundaries and controlled grain-growth.
In the early stages of sintering, grain-growth is limited by the presence of pores, which 
provide a pinning effect on the grain-boundary. When these pores become isolated and 
spherical in nature the pinning effect is reduced and the boundary can migrate leaving 
some pores isolated within the grain lattice. When this occurs it takes substantially 
longer for these pores to be removed since difftision has to take place through the 
grain lattice. This is one reason why grain-growth is an undesirable effect of sintering. 
One method of limiting grain-grovrth is to introduce impurities. These act in a similar 
manner to pores by creating a pinning effect at grain-boundaries, preventing unwanted 
migration.
Liquid-phase sintering
Liquid-phase sintering is a very important process which forms the basis of producing 
compacts from many types of powders. Various forms of liquid-phase sintering 
technique have been developed since as early as 6000 years ago, largely in the 
fabrication of pottery and glass-bonded ceramics, such as porcelain, but the theoretical 
understanding of its fundamental basis is still incomplete. Modem liquid-phase 
sintering is traced to the development of cemented carbides, bronze bearings, and 
magnetic alloys during the 1920s. The development of tungsten heavy alloys {W-Ni- 
Fe or W-Ni-Cu) in the 1930s provided an important theoretical basis for the process. 
Today, it is an important technological process for the production of hard metals, 
heavy alloys, contact materials and many ceramics including dental porcelains, 
cemented carbide cutting tools, automotive connecting rods, and refractory ceramics. 
However, the different mechanisms leading to shrinkage and/or grain-growth are still 
not well understood. This is partly caused by lack of experimental data on well- 
defined models of simple geometiy.
Liquid-phase sintering involves the presence of a viscous liquid at the sintering 
temperature. Powder compacts density with the aid of the liquid-phase which forms at 
temperatures well below the melting point of the base material. The formation of a
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liquid-phase during sintering usually increases the sintering rate. Surface tension from 
the liquid-phase is a significant factor in determining the sintering rate.
There are three main concerns in liquid-phase sintering: solid solubility in the liquid, 
wetting of the liquid on the solid grains, and solid-phase diffusion in the liquid. In 
most examples the liquid wets the solid particles and has a solubility for the solid. The 
capillary force fr om the wetting liquid acts on the solid particles to eliminate porosity 
and reduce interfacial area. Further, diffusion rates in liquids are relatively high, 
resulting in faster bonding and densification compared to equivalent solid-state 
sintering. In many systems the liquid persists throughout the high-temperatuie portion 
of the sintering cycle, producing the desired densification but concomitant 
microstructural coarsening.
Temperature is a strong factor for the rate of liquid-phase sintering. For most 
compositions a small increase in temperature results in a substantial increase in the 
amount of liquid present. In some cases, this can be beneficial by increasing the rate of 
densification. In other cases, it can be detrimental by causing excessive giain-growth 
(which reduces strength) or by allowing the part to slump and deform. The amount of 
liquid present at a selected temperatuie can be predicted with the use of phase 
equilibrium diagrams.
Liquid-phase sintering is less well modelled compared with solid-state sintering. In 
principle, such simulation has become possible and one can imagine a numerical 
scheme solving the governing equations coupling fluid dynamics, concentration 
diffusion and multi-particle motion with moving liquid/solid boundaries. However 
such a scheme is expensive to develop. Instead the early work by Kingery (1959a, 
1959b) and others on liquid-phase sintering have been further developed. These 
models are a combination of the assumed densification mechanisms, characteristics of 
the microstructure and kinetic laws, A recent paper by Svoboda, Riedel and Gaebel 
(1996) is a very good example of this approach. They collected all the existing 
understandings about liquid-phase sintering together and developed them into a set of 
mechanism-based constitutive laws which can be used in continuum finite element 
analysis of sintering. In the model by Svoboda et al. (1996), the liquid-phase sintering 
is modelled in terms of primary reaiTangement of solid particles when the liquid-phase
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is formed; grain shape accommodation by contact flattening; and filling of large pores 
and grain coarsening in the final stages of sintering. These three processes can act 
simultaneously, although reaiTangement dominates initially, followed by contact 
flattening, and finally coarsening and large pore filling. Pore size distribution is taken 
into account by allowing the liquid pressure to decrease as density increases; during 
densification the smallest pores fill first and the liquid pressure, which is given by the 
pore curvature, decreases as the smaller pores fill. The model is formulated in terms of 
the state variable relative solid density, D ,^ which obeys the following evolution 
equation
where the dot denotes time differentiation and the superscripts (r), (m) and (/) denote 
reaiTangement, melting and flattening, respectively. They showed that contact
flattening is the dominating mechanism for densification.
However no existing knowledge is perfect, this was demonstiated by Lee and Kang
(1998) who argued that pore filling, instead of contact flattening, is the dominating 
mechanism of densification. In reality which of the two mechanisms dominates the 
densification depends on the amount of liquid-phase available in the system.
Furthermore Xu and Mehrabadi (1997) considered the importance of particle
reaiTangement and developed a constitutive law from a micromechanical model.
Solid-state sintering
The theory of single-phase solid-state sintering appears to be the most advanced one, 
and it is the interest of this project to explore the microstructural evolution in sintering 
processes of this kind. This process involves material transport by solid-state 
diffiision. Sintering forms solid bonds between particles when they are heated. The 
bonds reduce the surface energy by removing free surfaces, with the secondary 
elimination of grain-boundary area via grain-growth. With extended heating, it is 
possible to reduce the pore volume, leading to compact shrinkage, although in some 
sintering systems dimensional change is undesirable.
The actual diffusion route can consist of movement of atoms or vacancies along a fr ee 
surface or a grain-boundary or through the lattice of grains. The driving force for the
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matter transport is the difference of the chemical potential between the free surfaces of 
particles and the points of contact between adjacent particles. The smaller the 
particles, the higher the chemical potential difference which subsequently results in a 
greater densification rate.
Primary particleagglomerate
Intra-agglomerate pore
Inter-agglomerate pore
Figure 2.4  Agglomerates due to non-uniform packing.
There are three key factors that control the densification rate and determine the 
properties of the final product: particle packing, particle shape and particle size 
distribution. If particle packing is not uniform, it will be very difficult to eliminate the 
porosity entirely during sintering. Agglomerates are a common source of 
nonuniformity as shown in Figure 2.4. Agglomeration is formed by groups of 
particles sticking together in a powder compaction during sintering, leaving difficult- 
to-sinter large pores between clusters.
Nonuniformity can also result during shape forming due to gas entrapment, particle 
segregation (i.e., settling during slip casting), lamination, and fold lines (injection 
moulding). Too high a concentration of elongated or flattened particles can result in 
bridging during forming, producing a large or irregularly shape pore that is difficult to 
remove during sintering. Particles that are all of one size are difficult to pack 
efficiently; they form compacts with large pores and a high volume percentage of 
porosity.
Further, the pore shape affects sintering. Long, thin pores and irregular pores tend to 
spheroidise at elevated temperatures. Both conditions lead to anisotropic shrinkage.
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One source of anisotropic pores is from compaction, where uniaxial compression 
flattens the pores. Under heating, the pores shrink in the direction perpendicular to the 
compression axis but expand along the compression axis. Consequently, distortion 
results from the differential sintering shrinkage. This issue will be further discussed in 
depth in Chapter 5.
Kinetic laws for solid-state sintering
Many mechanisms of matter re-distribution contribute to the microstructural evolution 
during sintering. For solid-state sintering the important mechanisms are solid-state 
diffusion (through lattice, grain-boundary or free surface), power law creep, vapour 
evaporation and condensation, and curvature driven grain-boundary migration 
(leading to grain-growth). These underlying mechanisms are not always equally 
important. Which mechanism dominates the sintering process depends on the 
chemical composition, particle size, sintering temperature, magnitude of the external 
pressure and the stage of sintering.
lattice diffusion
grain-boundary
diffiisionsurfacediffusion
grain-boundary
migration
Figure 2.5 Microstructure can evolve by a number o f kinetic/dissipative processes: grain-boundary or 
surface diffusion and migration o f grain-boundary.
For solid-state sintering, the kinetic laws for these underlying mechanisms have been 
well established. The usual linear kinetic law, Fick's first law, is assumed for grain- 
boundary and free surface diffusion. The diffusive flux j, defined as volume of matter 
flowing across unit area perpendicular to the flux direction per unit time, is often 
assumed to be linearly proportional to the gradient of the chemical potential ft of the 
diffusing species,
i  = (2-2)
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where M is the diffusion mobility of the diffusion route, i.e. lattice, grain-boundary or 
fi'ee surface, which is a strong temperature dependant parameter. It is defined as
kTQ
where D is the diffusion coefficient, ô is the thickness of the layer through which the 
material diffuses, k is Boltzmann's constant and T is the absolute temperature. D5 
should be replaced by Dgb^ gb for grain-boundary diffusion, by for lattice diffusion
and by A 4  for free surface diffusion. The subscripts “gb”, “ ^ ”and “s” represent 
grain-boundary, lattice and free surface respectively.
In a classical work, Herring (1951) expressed the chemical potential of vacancies in 
terms of the principal curvature at a fr ee surface and the normal stiess cr at a
grain-boundary. Along a giain-boundary, the gradient of the chemical potential is 
expressed as
jii = -Q .a  (2-3)
where Q is the atomic volume. Along the free surface, the gradient of the chemical 
atomic potential is expressed as
,u = - a y ^ x ,  (2-4)
Here, ys is the specific energy of a fr*ee surface and is the principal curvature of the 
surface.
The physics of grain-boundary and fr ee surface diffusion is underpinned by equations 
(2-2), (2-3) and (2-4). For lattice diffusion, Fick’s first law is often assumed to govern 
the vacancy diffusion inside the gi'ains while equation (2-3) and (2-4) act as the 
boundary conditions for the chemical potential at the grain-boundary and the free 
surface respectively,
Grain-boundary migration leads to grain-growth in the sintering process. It is often 
assumed that the migration velocity A  is linearly proportional to the principal
curvature, , of the grain-boundary (Hillert, 1965),
y,n = (2-5)
Ï9
A  L it e r a t u r e  R e v i e w  o f
s in t e r in g  STUDIES_______________________________________  CHAPTER 2  -
in which is the grain-boundary mobility which depends on temperature and is 
the specific energy of the grain-boundary.
Power law creep is an important densification mechanism for metal powders 
particularly when external force is applied. It is governed by the constitutive equation 
(Lemaitre and Chaboche, 1990)
f ,  =/4<7.", (2-6)
in which and cr^  are effective strain rate and effective sti'ess respectively. A and n 
are material constant. A depends on the sintering temperature.
Apart fi'om equations (2-2) to (2-6), the governing equations for solid-state diffusion 
also include matter conservation, continuity of the chemical potential, balance of 
interface tensions at interface junctions, and equilibrium of the grain-boundaries 
stresses and applied forces. However these conditions cannot be violated by any 
correct material model while equations (2-2) to (2-6) and Fick’s first law are not 
necessarily always correct and can be modified or replaced.
2.4 An overview of sintering modeis
A  large part of this section was taken from “Modelling Sintering at Different Length 
Scales” by Pan (2003).
Since 1940s Frenkel (1945), Kuczynski (1949), Coble (1958, 1961, 1965), Kingery 
(1955, 1959a, 1959b, 1967) and Herring (1950, 1951) started a series of sintering 
models. These early models tried to identify the underlying mechanisms responsible 
for sintering and laid a solid foundation for our current understanding of the sintering 
process. There are many more such models developed by other authors. The models 
usually attempt to predict the influence of the particle size, the specific energies of 
surface and grain-boundary, and the diffusion coefficients to the neck-growth of 
particles and the densification of powder compacts.
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Over the last decade, major progress has been achieved in modelling solid-state 
sintering. Among the sintering models, they can be classified according to their length 
scale namely atomic, particle and continuum scale, although there are some models I
which do not fit into this classification.
At the atomic level, each particle is modelled as an assembly of a large number of 
atoms/molecules. The computer simulation follows the motion of each individual 
atom as the particles sinter. The simulation can be done at either a desired constant 
temperature or a constant level of energy. Unlike sintering models at the particle or 
continuum level, the chemical composition and atomic structure of each particle is 
explicit in an atomistic simulation, i.e. each particle is labelled by its intended 
chemical composition and molecular/crystalline structure, for example, aluminium, 
zirconia or silicon. These material details are the input of the computer simulation.
The direct output of the atomistic simulation is the trajectory of all the atoms in the |
particle cluster, which is often confusing and difficult to interpret. Various methods t
have been developed to filter out the thermodynamic and kinetic properties, and the |
phenomenological sintering mechanisms through the atomistic trajectory. Much of this !
effort was made outside the study of sintering, since such developments are important :
to a wide range of material behaviour apart from sintering. In the sintering models at 
the particle or continuum level, sintering mechanisms have to be assumed and the |
thermodynamic and kinetic properties of the powder compact have to be provided. In 
comparison, the atomistic simulations provide a more fundamental understanding of 
the sintering process.
Sintering models at the particle level are the most mature among the three levels. The 
classical models by early pioneers such as Frenkel (1945), Kuczynski (1949), Coble 
(1958, 1961, 1965), Kingery (1955, 1959a, 1959b, 1967) and Hening (1950, 1951) 
and the sintering mechanism maps developed by Ashby and his co-workers (1981) all 
belong to this category. The typical inputs of such models include the particle size, the 
specific energies of surface and grain-boundary, and the diffusion coefficients for 
lattice, grain-boundary and fiee surface respectively. The typical outputs of these 
models are rate equations for neck growth and densification. A common weakness of 
these early models is that they were all based on some strong assumptions about the 
geometry of the particles and pores. During sintering, the particles and pores
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experience complex evolution which is difficult to describe quantitatively and 
impossible to capture mathematically. To derive the rate equations, the early models 
have to simplify the microstructure. These simplifications have shaped our thinking of 
sintering. For example, sintering is often divided into different distinctive stages, 
(which were reviewed earlier in section 2.3) although in reality it is always a 
continuous process of evolution. Sintering has also been divided into different regimes 
each of which is dominated by a single mechanism. Hence, we have the so-called 
boundary diffusion controlled sintering, lattice diffusion controlled sintering, etc., 
although in reality various mechanisms interact in a complex manner.
Over the past ten years or so, numerical methods have been developed for computer 
simulation of the microstructural evolution during solid-state sintering. The simulation 
follows the motion of the interfaces between different grains or phases within a 
representative unit of a material. In such a sintering simulation, the representative unit 
is simply an assembly of particles of any shape and aiTangement. The scale of the 
representative unit is only limited by the computer power and can easily get to 
thousands of particles. External force can be applied to the representative unit. The
computer simulation allows us to drop the assumptions about particle and pore
geometry in the classical sintering models and to examine the full interactions between 
the various underlying sintering mechanisms. Consequently, some of the problems 
caused by the oversimplifications in the early models are becoming apparent (Pan et 
al, 1999).
At the continuum level, the well-established FE method can be used to model the 
sintering process of a component. In such models, a powder compact is treated as a 
continuum solid that undergoes time dependent plastic deformation (creep) during 
sintering. Two internal state variables, density and grain size, are often used to 
characterise the microstructure of the material. These state variables are functions of 
time and location. The basic input data required by the continuum FE analysis include:
(i) sintering constitutive law and its parameters
(ii) grain-growth law and its parameters
(iii) initial average particle size
(iv) initial density field
(v) initial residual stress field after compaction
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(vi) initial geometry of the green powder compact
(vii) sintering temperature
(viii) boundary conditions including applied forces.
The FE analysis predicts the entire time history of
(i) sti*ess and strain fields
(ii) density and grain size fields
(iii) shape and dimension of the component.
The material properties of a powder are characterised by (i) -  (iii) on the input list. 
Many modern FE packages (ABAQUS for example) allow users to input material 
models as well as their parameters. The parameters in (i) and (ii) can be determined by 
undertaking sintering tests on small cylinder discs. Some of the parameters are 
intrinsic material properties, the specific surface and grain-boundary energies, and the 
diffusion coefficients (in terms of their activation energies and pre-exponential 
coefficients), for example. Other parameters are empirical and have to be determined 
for each different powder. Not all the input data are straightforward to obtain. For 
example, the residual stress and initial density fields have a critical effect on the 
sintering process. However, they are difficult to measure and may have to be obtained 
from the FE modelling of the compaction process. The European PM Modnet 
computer modelling group (1999) has recently provided a good review on the FE 
simulation of powder compaction. Most of the FE sintering models were isothermal; 
hence, only one sintering temperature appears on the input list.
The output of the continuum FE analysis is directly relevant to the industrial sintering 
process. The mechanical and functional properties of a sintered component depend 
critically on its density and grain size. The amount of distortion and shrinkage has to 
be controlled very carefully in order to avoid post-processing or rejection.
The amount of published materials relating to sintering modelling is very large, and 
despite a great improvement in the understanding of these processes there is still 
considerable debate about the relative importance of the underlying mechanisms 
involved. It is inappropriate to produce a general review on the subject of sintering 
and its numerical model here. There are a number of recent review papers and books 
on the subject of sintering. These include “Modelling Sintering at Different Length
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Scales” by Pan (2003), “Theory of Sintering: From Discrete to Continuum” by 
Olevsky (1998), “Overview 11 : A Second Report on Sintering Diagrams” by Swinkels 
and Ashby (1981), “Motion of Microscopic Surfaces in Materials” by Suo (1997), 
“Modelling Microstiucture Evolution in Engineering Materials” by Cocks et al.
(1999), and “Sintering Theory and Practice” by German (1996).
2.5 Numerical modelling of miorostructurai evolution
Microstructural evolution is a kinetic process which involves the appearance and 
disappearance of various transient and metastable phases and/or moiphologies. A wide 
range of computational models has been developed in recent years with the aim of 
simulating the detailed evolution of microstiuctuie. As a result, researchers attempt 
various approaches to create such models and all of these have their own particular 
advantages. These simulations fall into two broad categories, which will be referred to 
as front-tracking methods (deterministic) (Frost, 1994; Kermode and Weaire, 1990; 
Kawasaki et al., 1989; Nagai et al., 1990; Hunderi et al., 1979; Soares et al., 1985; 
and Fradkov et al., 1985) and methods without front-tracking (probabilistic) (Ling and 
Anderson, 1988; and Anderson et al., 1989) type models. In each of these types of 
model certain topological constiaints are imposed on the way in which the 
microstructure is allowed to evolve. For example, in two-dimensions, grain-boundary 
junctions of more than three boundaries are assumed to be unstable and consequently 
this arrangement is not allowed to occui'. The angle between any two grain-boundaries 
meeting at a triple point is required to be equal to 120°, thus providing a local 
equilibrium configuration.
A microstructure is conventionally characterised by the geometry of interfacial 
boundaries between different structural components (such as phases and grain) which 
are assumed homogeneous up to their boundaries. Hence, in deterministic models, the 
boundaries are treated as mathematical interfaces of zero thickness. This becomes 
difficult to solve for complicated geometries, particularly in three dimensions. On the 
contrary, the probabilistic models avoid tracking moving interfacial boundaries 
problem,
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Probabilistic models are generally of the Monte Carlo type (Ling and Anderson, 1988; 
and Anderson et aL, 1989). The new position of a segment of a grain-boundary is 
selected at random from a limited set of possible configurations. The probability of 
this change is then related to the change of Gibbs free energy associated with the 
change. Predictions of sintering phenomena are assumed by applying statistical 
criteria to neighboui'ing sites between different energy states. At the atomistic level, 
motion of the grain-boundary will occur by random thermally activated jumps of this 
nature, but at the micromechanical level of interest (i.e. the motion of a grain- 
boundary facet), these random jumps will combine to provide a net motion of the 
boundary that can be related to overall energy changes at this level (i.e. the associated 
change in grain-boundary energy of the facet as it migrates). This type of model is 
commonly used for predicting geometry changes at the continuum level. In practice, 
the characteristic length scale employed in the Monte Carlo simulations is much larger 
than atomic dimensions and comparable to the facet length. Also the fr equency of the 
jumps is much less than the fr equency of atomic vibration. Although this model may 
have important uses, such as its ability to model at large scales, it is less efficient to 
model actual sintering mechanisms because all information about atomic interactions 
are lost, consequently Monte Carlo methods are not appropriate to apply to the study 
of microstructural evolution.
Modelling of sintering mechanisms using deterministic descriptions has been caii'ied 
out by different groups of researchers over the year's. The deterministic description is 
closer to the actual physical situation at the length-scale of interest. In these models 
the driving force for surface diffusion and grain-boundary migration is provided by 
local curvature. Examination of the change of energy as a boundary migrates provides 
an expression for the velocity of a grain-boundary normal to itself, which is 
proportional to the cur*vature of the boundary. Numerical schemes based on this 
kinetic relationship (Frost, 1994; and Kermode and Weaire, 1990) do not 
automatically satisfy the equilibrium requirement at the triple points, and some 
rearrangement or relaxation of the microstiucture is generally required to satisfy this 
topological requirement. An alternative approach has been adopted by Kawasaki et al, 
(1989) and Nagai et al. (1990) who assumed that the boundary facets remain stiaight. 
The equilibrium requirement at the triple points is then not satisfied and there is a net 
force exerted by the boundaries on the triple point, which is assumed to move under
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the action of this force. This provides a simpler description of the microstructure and 
eliminates many of the topological difficulties associated with the other deterministic 
models described above. Many of these models are limited to early stage densification 
or grain-growth (Escardino, 2001; Wakai et aL, 2000; Tomandl and Varkoly, 2001). 
This is because they cannot predict significant sintering mechanisms for the entire 
sintering process. However, in many cases, this is proven to be adequate for the 
puipose of simulation. To obtain a full picture of the sintering process is not always 
necessary since most of the researchers interest is to understand the behaviour of 
microstructural evolution at a particular stage only.
Nichols and Mullins (1965) were probably the first to caiTy out computer simulation 
of solid-state sintering using a finite difference method. Later, Bross and Exner (1979) 
used this approach and demonstrated the importance of reanangement in powders by 
showing angle changes in a three particle arrangement. Since then various authors 
including Bouvard and McMeeking (1993), Zhang and Schneibel (1995a and 1995b), 
Svoboda and Riedel (1992), Zhang and Gladwell (1998), and Pan et al. (1998), have 
used various finite difference schemes to model sintering problems. These numerical 
studies re-examined the details of the sintering process between two particles and 
significantly improved the rate equations for neck growth and densification. These 
efforts have considerably improved our understanding of sintering kinetics.
The finite difference approaches used by these authors are conceptually simple and 
relatively easy to implement. It is difficult for finite difference method to deal with 
grain-boundary diffusion and the associated motion of grains in a polycrystalline 
material model. These authors were therefore limited to problem with a single straight 
grain-boundary for which an analytical solution for the grain-boundary diffusion part 
of the problem can be easily obtained. Hence, the finite difference approach cannot 
deal with more realistic models.
A major development over the last ten years in modelling solid-state sintering is the 
use of variational calculus. This is a classical mathematical technique which was first 
developed by Euler but has become extremely popular since the 1950s because it is a 
convenient starting point for the finite element method. Instead of formulating the 
sintering problem using a set of differential equations, a functional (a function of
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functions) is derived such that the minimisation of the functional is equivalent to a part 
or all of the governing differential equations. For the sintering problem, the functional 
n  can be expressed in temis of the strain rate of the grains, , the diffusive fluxes,
J .  (/ represents the diffusion route and is identified as / for lattice, gb for grain- 
boundary, and s for free surface) and the grain-boundary migration velocities, ,
n = i[ f  l - ^ j ,  .j ,d n +  [ - ^ j ,  -j,dA
(2-7)
in which Q, represents the collection of all the volumes of the grains, Aj. the iI
boundary where the external force f  is applied, M ,, and represent the j
diffusion mobility for lattice, giain-boundary and surface diffusion respectively, I
the mobility of grain-boundary migration, and Ys the specific energies for the 1
free surface and the giain-boundaries respectively. The variational principle states ;
that: ' ;
Among all the possible strain rates, diffusive fluxes and grain-boundary 
migration velocities that satisfy compatibility and matter conservation, the 
true ones make the functional H minimum.
It can be shown that the minimisation of I I , i.e. Æ1 = 0, is equivalent to ;
(a) the kinetic laws given by equations (2-2) to (2-5) i
(b) Fick’s first law for lattice diffusion and
(c) equilibrium between the stress field, the interfacial tensions and the applied 
forces,
(d) the balance of the interfacial tensions at the interface junctions which lead to 
the equilibrium dihedral angles, and
(e) the continuity of the chemical potential.
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The compatibility of the strain rate field and the matter conservation of the diffusive 
fluxes are not outcomes of the minimisation process although they can be included 
into the variational principle by using Lagrange multipliers.
Needleman and Rice (1980) developed the first version of this variational principle 
who considered only grain-boundary diffusion and power law creep. Suo and Wang 
(1994), Cocks and Gill (1996), Cocks (1996), and Pan, Cocks and Kucherenko (1997) 
later extended it to include surface diffusion, lattice diffusion and grain-boundary 
migration respectively. Such extension is straightforward and more mechanisms, for 
example, electromigration, phase transformation, and vapour evaporation and 
condensation can be easily added to it.
In two ways the varitional principle has proved to be a powerful tool for sintering 
modelling, i.e. to construct approximate solutions and to construct finite element 
schemes. The variational principle can be used to construct approximate models in 
which very crude assumptions are made about the microstiucture and a so-called weak 
solution can be obtained. In a co-sintering model of two particles for example, one can 
assume that the two particles remain truncated spheres of different radii. Using this 
assumption, <5U = 0 and the condition of matter conservation provide the rate 
equations for the two radii respectively. More examples of the weak solutions can be 
found in the work of Suo (1997), Yu and Suo (1999), Sun et a l (1996), Svoboda and 
Riedel (1995), Parhami et al. (1999), and Saitou (1999a and 1999b). Care should be 
taken in using this approach because whether a weak solution is correct or not depends 
on the quality of the assumptions made in the approximate model.
The variational principle has been widely used to construct finite element schemes for 
computer simulation of microstiuctural evolution. This has been essentially a re­
development of the classical finite element method for the microscopic problem.
Over the past ten years. Cocks, Pan and their co-workers (Cocks, 1989; Pan and 
Cocks, 1995; Cocks, 1996; Cocks and Gill, 1996; Pan, Cocks and Kucherenko, 1997; 
Kucherenko, Pan and Yeomans, 2000) developed a series of numerical schemes to 
simulate the microscopic behaviour of polycrystalline materials during the sintering. 
The major developments of their work are based on the variational calculus. Cocks
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(1989) developed a finite element formulation based on the variational principle for 
grain-boundary diffiision in a hexagonal grain-boundary network. It was then 
extended to problems involving grain-boundary and surface diffusion by Suo and 
Wang (1994) and Sun et aL (1996) and then to the problem of grain-boundary 
migration by Cocks and Gill (1996).
Pan and Cocks (1993a) used this finite element approach to investigate crack-tip field 
and void growth (Cocks and Pan, 1993) in creeping materials. Its application was then 
extended to grain-boundary diffusion in arbitrary networks of grains with stiaight 
grain-boundaries to study the microstructural evolution during superplastic 
deformation (Pan and Cocks, 1993b) and later combined with a finite difference 
scheme for coupled grain-boundary and surface diffusion (Pan and Cocks, 1995). The 
numerical technique can be used to simulate morphological evolution of 
polycrystalline materials with internal and/or external fr ee surfaces of any shape. This 
scheme has also been used to study the co-sintering of spherical particles of different 
sizes (Pan et aL, 1998). Pan, Cocks and Kucherenko (1997) later extended its 
application to analyse the full-coupled processes at the triple junctions i.e., a process 
which involves grain-boundary diffusion along a cui'ved and migrating grain-boundary 
network, coupled with surface diffusion along internal and/or external free surfaces 
which intersect with the grain-boundary network. This numerical technique can be 
used to simulate microstiuctural evolution in polycrystalline materials and a wide 
range of physical problems including: sintering of powder compacts; grain-growth; 
diffusive void growth and crack propagation; superplastic deformation and the 
moiphological evolution of electronic thin films.
2.6 Concluding remarks
Significant progress has been made over the last fifty years in sintering modelling. It is 
now possible to simulate the detailed microstructural evolution of a representative unit 
in a powder compact during the entire sintering process.
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The finite element technique developed by Pan, Cocks and their co-workers (Cocks, 
1989; Pan and Cocks, 1995; Cocks, 1996; Cocks and Gill, 1996; Pan, Cocks and 
Kucherenko, 1997; Kucherenko, Pan, and Yeomans, 2000) has opened the door for the 
robust modelling of the microstiuctural evolution of the sintering process. However 
only linear elements were used in their work for its simplicity. When using the linear 
elements to model microstructural evolution on a moderate scale, it was found that the 
numerical scheme is inefficient and a very large number of elements had to be used. 
The problem can become unstable when surface diffusion is the dominant event in the 
microstiuctural evolution.
This has prevented the finite element scheme from being used for modelling large 
scale microstiuctural evolution. The numerical efficiency issue has become a bottle­
neck in the modelling study. This is where the current thesis begins. It is the purpose 
of this thesis to further develop the finite element approach so that it can be used to 
model microstructural evolution on a larger scale. Chapter 3 will introduce a new 
finite element formulation based on the classical cubic splines. In Chapter 4 and 
Chapter 5 the new finite element scheme is used to investigate two important issues in 
sintering -  the elimination of large pores and the anisotropic shrinkage of a sintered 
component. The development of the new and efficient finite element scheme has made 
it possible to carry out such a detailed study of the two important issues.
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Chapter 3
Cubic Spline Elements for  M odelling 
Microstructural Evolution of M aterials 
Controlled by Solid-state D iffusion and  Grain- 
bound ary M igration
3.1 Introduction
In a series of previous works, Pan, Cocks and their co-workers developed a set of 
finite element formulations to model microstructural evolution of materials at elevated 
temperatures (Pan and Cocks, 1993, 1995; Pan, Cocks and Kucherenko, 1997; 
Kucherenko, Pan and Yeomans, 2000). Solid-state diffusion and grain-boundary 
migration were considered as the underlying mechanisms for the evolution. The finite 
element scheme has been used to study a range of material behaviour including creep 
failure of engineering alloys (Cocks and Pan, 1993), superplasticity (Pan and Cocks, 
1993) and sintering of powder compacts (Pan et a l, 1998; Kucherenko, Pan and 
Yeomans, 2000). These numerical studies have helped to improve our understanding 
of the various material behaviours at elevated temperatures.
In all these previous works, the material interfaces (grain-boundaries and free 
surfaces) were represented by a series of straight elements and a linear distribution of 
the interfacial velocity was assumed over each element. These linear elements are 
numerically effective but computationally inefficient, which has become apparent as 
they are used to model problems on large scales. Recently Cocks and Gill (1996) used 
the classical cubic spline to model giain-growth. In this thesis, their concept is further 
developed and a set of cubic spline finite elements to model grain-boundary diffusion, 
surface diffusion and grain-boundary migration are presented respectively. The grain- 
boundaries and free surfaces are represented using cubic splines and the same cubic 
splines are also used as the shape functions for the migration velocity of the interfaces.
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Similar to the higher order elements in the classical finite element method, the cubic 
spline elements make it possible to use only a few elements to represent a grain- 
boundary or a fi'ee surface. Unlike the ordinaiy high order elements, however, the 
smoothness of the interfaces is enforced by introducing two new Lagrange multiplier 
terms in the variational principle which the first and second derivatives of the 
migration velocity are forced to be continued across all the finite element nodes on 
each interface. This filters out any high frequency oscillation during the time 
integration and accelerates the numerical solution significantly.
The cubic spline elements are tested using a series of numerical examples for which 
their analytical solutions exist in the literature. The cubic spline formulations, 
combined with a time integration algorithm, form a numerical technique for computer 
simulation of morphological evolution at the level of grain size in porous 
polycrystalline materials. The numerical scheme has made it possible to study 
microstrutural evolution in polycrystalline materials at an unprecedented scale, as 
demonstrated in Chapter 4 in which the numerical scheme is applied to studying the 
sintering behaviour of large pores.
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3.2 The modified variationai principie
A two-dimensional system consists of a grain-boundary network, 7^*, intersected by 
internal and/or external free surfaces, 71 is considered. Figure 3.1 shows a small part 
of the microstructure which consists of two grains, a grain-boundary and two free 
surfaces.
u .
Void
Grain2 Grain 1
Wj
Figure 3.1 A  small part o f the microstructure considered in this thesis. All the degrees o f  freedom 
shown in the figure include u,, the surface diffusion velocity, the grain-boundary migration 
velocity, Ugb, the grain-boundary diffusion velocity, i// and v/, the rigid motions in x- andy- directions 
from Grain I centred at C/, « 2  and V2 , the rigid motions in x- andy- directions from Grain 2 centred at 
C2 , w/ and W2 , the rotational motions from Grain 1 and Grain 2 resp ective ly ,an d  jgb, the surface 
diffusion flux and grain-boundary diffusion flux respectively, and Àgb, the Lagrange terms to force 
the continuity o f surface and grain-boundary diffusive fluxes respectively, and , the Lagrange
terms to force the continuity o f first and second derivatives o f surface diffusion velocities respectively, 
and » the Lagrange terms to force the continuity o f first and second derivatives o f grain-
boundary migration velocities respectively, ;i , the Lagrange term to force the conservation o f
diffusive flux at the triple junction.
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Along part of the external boundary of the system, />, an external distributed force F  
is applied. The total potential energy of the system is
E = j r , t d r  + I r . d T  -  j r . u d r ,  (3-i)
where and /s are specific energies for grain-boundaries and free surfaces, 
respectively, and U is the displacement of />  with respect to a reference configuration. 
The system evolves to reduce E, The grains are assumed to be rigid and only three 
processes that dissipate energy are considered: grain-boundary diffusion, surface 
diffusion and grain-boundary migration. The diffusive flux, defined as volume of 
matter flowing across unit area per unit time, is refened to as Jgb for grain-boundary 
diffrision and Js for surface diffusion. The migrating velocity of a grain-boundary is 
referred to as d,„.
The evolution of the grain-boundaries and free surfaces is governed by a variational 
principle, that is, among all the possible diffusive fluxes and migration velocities 
which satisfy matter conservation, the true fluxes and velocities make a functional 77 
minimum,
where Mgb, Ms and M,„ are the mobilities associated with grain-boundary diffusion, 
surface diffusion and grain-boundary migration respectively. Needleman and Rice 
(1980) developed the original version of this variational principle who considered only 
grain-boundary diffusion but also included power law creep. Suo and Wang (1994), 
Cocks and Gill (1996), Cocks (1996), and Pan et al. (1997) later extended it to include 
surface diffusion, lattice diffusion and grain-boundary migration.
When constructing numerical solutions, it is often difficult to satisfy matter 
conservation everywhere. Cocks (1990) intioduced a Lagrange term, to
enforce matter conservation in the variational sense where it is violated. The outer 
summation is over all the locations where matter conservation is violated and the inner 
summation is over all the fluxes flowing into such a location. This has been proven to 
be a very effective technique in the previous work by Pan, Cocks and their co-workers
34
C u b ic  S p l in e  E l e m e n t s  F o r
M o d e l l in g  M ic r o s t r u c t u r a l  E v o l u t io n ’ER3 -
(Cocks, 1989; Pan and Cocks, 1995; Cocks, 1996; Cocks and Gill, 1996; Pan, Cocks 
and Kucherenko, 1997; Kucherenko, Pan, and Yeomans, 2000). Here, this technique is 
further extended to enforce the smoothness of the migrating velocity of an interface in 
the numerical solution. As mentioned in the introduction, it is desirable to develop a 
high order element so that fewer elements can be used and the interface can evolve in 
a smooth manner. However, simply using a high order shape function in each element 
can lead to the oscillation of the numerical solution. Therefore two more Lagrange 
terms are introduced in the variational principle to enforce the continuity of the first 
and second derivatives of the migrating velocity across all the finite element nodes on 
a single grain-boundary or fi'ee surface. The modified functional 77* is given by
*  I l k ' -Tj!* so r, S Fgi, III
+ 2 ] + 22 ' (3-3)
in which u represents the migrating velocity of the interface, u' and u" the first and 
second derivatives of u with respect to the local coordinates along the interface, and 
/ly, and /ly. the Lagrange multipliers at the junctions of the elements. The outer
summations of the two new teiins are over all the finite element nodes except for the 
triple grain-boundary junctions and where the grain-boundaries meet the fi*ee surfaces. 
The inner summations are over the two joining elements. In the later sections, the 
migrating velocity of the interface will be referred as to for the free surface, and
for the giain-boundary. The two newly-inhoduced Lagrange terms guarantee the 
smoothness of the interface as it evolves and are consistent with the cubic spline shape 
functions used to represent the migration velocity which will be intioduced in section 
3.5 and section 3.6.
35
C u b ic  S p l in e  E l e m e n t s  F o r
M o d e l l in g  M ic r o s t r u c t u r a l  E v o l u t io n Ch a pte r  3  -
3.3 Representing an Interface by cubic spline elements
As shown in Figure 3.2, an interface can be represented using the classical cubic 
spline.
xo
Figure 3.2 Representing an interface by cubic spline elements. Note that there are n intervals and n+1 
data points.
The interface is divided into n elements. For they-th element we have
=«,/ + K/{S-Sj) + c^{S-S jf + (3-4)
yj = %  + l>yj iS-Sj ) + {S-Sj}  + (S-S, (3-5)
in which aj, bj, cj, and dj are the cubic spline coefficients for element j ,  and 5 is a 
curvilinear coordinate along the interface with its origin at the right end of the 
interface.
S-Sj
Figure 3.3 Schematic shows the local coordinate o f an isolated element j .
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Figure 3.3 shows an isolated element. The global coordinates of the two nodes of the 
element are referred as xij, y ij and xzj, y 2j- For each element, a non-dimensionalised 
local coordinate ^  is introduced as shown in the figure. The origin of ^  is located at the 
mid-point of the element and it is normalised by the half-length of the element, Sej, so 
that -I at the left node of the element and 1 at the right node. Replacing the 
global coordinate by the local coordinate ^  we have
(3-6)
It is obvious that axj = xjj and ayj = yij. Furthermore, bxj and byj can be expressed as
1 1
respectively. By substituting the above equations for ayj, bxj, byj and (S - Sj) into 
equations (3-4) and (3-5), the cubic spline equations of the interface element can be re­
written into a typical finite element format as following:
Xj ( 0  = [n ,(0  n , ( 0  n , ( 0  n,!Q] ^2,j
S-
, and (3-7)
;'2.j
s -
(3-8)
in which Ni{Q, A(?(4), and N4{Q are the shape functions which are given by
A r,(0  = - ( l + 0 .
A^3(0 = ^.y(C-l).aiid
iV,(0 = 6'^ [(l + 0 ’ -4(l + 0] •
>  (3-9)
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The parameters Cxj, Cy^  dxj and dyj, can be uniquely determined from the nodal 
coordinates using the classical cubic spline procedure by enforcing the continuity of 
the first and the second derivatives of x and y with respect to S across all the nodes and 
by considering the end conditions at both ends of the interface.
3.4 Relation between the half element length and the cubic 
spline coefficients
Half element length, Sej varies from one element to another. It is pre-specified 
information in the initial data structure of a numerical model. This information is 
updated by numerical integration at each time step of simulation. However, it can also 
be calculated by using its relation to the cubic spline coefficients. Figure 3.4 shows 
two adjacent elements, element j  and y+7, joined at xj. xrj and xq denote the x- 
coordinates of the two end nodes from the two adjacent elements. Cxj and dxj are the 
cubic spline coefficients for element j  whereas Cx(j+i) and dx(j+i) are the cubic spline 
coefficients for element y+/; Sej and Se(j+i) are the half element length for element j  and 
j+1 respectively.
X i
X lj
Figure 3.4 Notations within two adjacent elements which are used to solve Sy-.
The relation of the continuity for second derivative of each joint with respect to S is 
used to form the relation of Sej to the coefficient of cubic spline element, for example, 
equation (3-7) at xj can be written as
1 1
C=1
d^x
7 7+1
(3-10)
I
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Both sides of equation (3-10) can be broken down into
C h a p t e r s  -
1
o2‘^ eO+D
Jj
= 2c +12Sy.d^j and
'eO+1) f=-l
=  ? r -v(y+I) •
From there, equation (3-10) can be further simplified and Sej can be solved as
{ j . l \  C „ ;U - (3-11)
in which j  = I, 2,...., n-1. Here, n is the total number of elements. However, the 
half element length of the last element, has to be tr eated specially because cubic spline 
coefficient, c„+] in equation (3-11) does not exist.
2S,e(n-l) x,u y,
2S,
Figure 3.5 A  simple definition o f Se* o f element n.
The relation of the continuity for the first derivative at node x„ is used to determine Sen 
as shown in Figure 3.5. Now, the first derivative of equation (3-7) at node can be 
written as
(3-12)1 1 f  dx^ÇM-1 en
Differentiating equation (3-7) and substituting into equation (3-12), we get
c (h - 1)
(3-13)
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The third order of Sen in equation (3-13) can now be solved but a complex root may be 
obtained. To avoid this, a similar step is applied to equation (3-8) which gives 
1
(3-14)
With equations (3-13) and (3-14) the third order of Sen is reduced to second order 
which can be simplified as below
in which,
E .=
E,. = -
' e , - e / + (3-15)
Sd..
fr — T;i y  »+i
G, = - ^ , a n d  2(L
G , = - ^2dy/i
Two roots can be obtained from equation (3-15). However, the true solution is 
identified by comparing to the distance between the two nodes of element «, Se*, as 
shown in Figure 3.5. Root that is closer to Se* is chosen as the tr ue solution. The half 
element length can alternatively be calculated using numerical integration directly. 
This is more straightforward and is used in the numerical scheme.
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3.5 A cubic spline element for surface diffusion
For surface diffusion, the surface migrates in the direction normal to the surface as 
matter is removed from or added to a particular part of the surface by the diffusion 
process. Let Os represent the migration velocity, which is taken as positive if the 
surface migrate toward the space, and js represents the diffusive flux along the surface, 
as shown in Figure 3.6. Matter conservation requires that
(3-16)
in which S is the same curvilinear coordinate along the surface used in the previous 
section.
uS . 2
Js,0
us ’
’us',2
us',2
'us',1
Figure 3.6 A  surface diffusion element.
For each element, the migration velocity Us is expressed in terms of the same shape 
functions as those used for the surface itself in the previous section, i.e., we have
u.i,I
's.2 (3-17)
in which Vs,i and are the two nodal velocities at the two ends of the element, Cus 
and dus are the cubic spline coefficients for Us, and N2(Q, A^ i(4) and are
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the shape functions defined by equation (3-9). Usj, Us,2, and d^s are the unknown 
degrees of fi eedom of the free surface element.
From equation (3-16) we have
(3 -1 8 )
where js,o is the diffusive flux across the origin of the local coordinate. Substituting 
equation (3-17) into equation (3-18), we obtain
À(0 = [r,(0  Ÿ'aCO y '.iC ) 1]
in which
Vzi^) = - S ]  k ’ - f  .and
w A Q - - s : U \  + ç y  - 2 C
's,\
Cos 
dos 
7s,0
>
(3 -1 9 )
(3-20)
The contribution of the surface element to the functional LF can be calculated by 
substituting equation (3-19) into the conesponding term in functional W  given by 
equation (3-3):
= | k , i  d„ À ,o]fc]
Vs,l
dus 
J j,0
(3 -2 1 )
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where J is a 5 x 5 viscosity matiix for surface diffusion. The detailed expression 
for [K^] can be found in Appendix A. 1.
At each node, matter conservation for the diffusive flux is not guaranteed by equation 
(3-19). In the numerical solution, matter conservation is enforced by the 
corresponding Lagrange multiplier term in the variational principle. Furthermore, the 
continuity of the first and second derivatives of the velocity across each node is 
enforced by two newly-introduced Lagrange terms as explained in section 3.2. The 
contribution of each element to the three Lagrange terms of the functional IF  can be 
written as
A.„ ’us',I V.2
' ":(!) ' 
":(D
A(i)
- À ( - l )
A..,us', I u^s',2 W,1
Üj,i
V s,2
Cus
dos
7s,o
(3-22)
where [CJ is a 6 x 5 complementary mati'ix. The detailed elements in [C^  ] are given
in Appendix A.I. The total contribution of the cuiTent element to the functional, IF , 
can be combined into the following form:
S^,2 Cjjj <7^  jsfi U^$',2 '^ us'.l ^^us',2 u^s',1 y^,2 ^j,i\
— —
k ]  k ] '
k ]  0 :
- A l
(3-23)
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in which [C/^  ] is the vector of element unknowns and [A^  ] is the generalised viscosity 
matrix of the element under consideration.
The contribution from the current element to the term dE/dt of the functional IF  can 
be calculated as
//gCO Cos Cos
dos^ A .
, (3-24)
where % is the curvature of the local element
x ÿ - y x (3-25)
in which a dot represents d/d6" and ys is the specific fr*ee surface energy. [ f J  is
referred to as the elementary force matrix for surface diffusion. Gauss quadrature 
integration is used to integrate the complicated expression in equation (3-24) to obtain
k ] .
The conti'ibutions fr om a surface element to the function IF  can now be combined as
^ k J " k ] k J + k ] uCo
d..
(3-26)
During simulation, the evolution of microstructure is accomplished by the movement 
of an interface and the direction of an interface to move is defined by the normal 
vector that is normal to that interface. Figure 3,7 shows the definition of normal 
vector for a fr ee surface in the numerical scheme.
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AS
Ax
X
Ay
Figure 3.7  Definition o f n s,e vector at a surface, n s,e vector is always pointing out o f material.
is the normal vector introduced to determine the normal direction of a free
surface, is chosen in the direction pointing out of the material and forms a right
angle to the free surface. Also shown in Figure 3.7 is the positive definition of the 
sign convention for . S is the curvilinear coordinate of a free surface. From there,
X-  and y -  c o m p o n e n t s  of n  can be resolved as
respectively.
dy , dxa n d » „ , = - - (3-27)
Os.2
us vs
Figure 3.8 Special surface diffusion element at triple junction.
Where a free surface meets a grain-boundary, the above equations are not valid for 
two reasons. The first one is that the velocity of the triple point, as shown in 
Figure 3.8, is not normal to any of the interfaces joining the junction. At this junction.
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the equilibrium condition between the surface and grain-boundary tensions leads to a 
discontinuity in the normal to the surface. Both the magnitude and the direction of the 
velocity have to be determined by the numerical solution. The second reason is that it 
is not appropriate to force the continuity of the first and second derivatives of the 
migration velocity at the triple junction, hence the two newly-introduced Lagrange 
multiplier terms do not apply at the junction.
The velocity of the triple junction is decomposed into its x- and y- components in the 
global coordinate system, and refer to them as Vsx and respectively. The migration 
velocity of the element on the left side of the junction as shown in Figtire 3.8 can then 
be written as
J.V,1
V.V.lVs.2 (3-28)
in which  ^ and  ^ are the x- and y- components of the normal , at the junction
to the surface on the left side of the junction; Ni{Q, N2{Q, JVj(0 and A^(0 are the 
shape functions given by equation (3-9). Following a similar procedure used for the 
normal surface element, we obtain the conti'ibution from the special surface element to 
the functional IP  as
À ( 0  = k v , i r i ( 0  V2<£) v' a(Q  i]
J.V,1
iy.i
J j,0
(3-29)
and (^) are given by (3-20). Substituting (3-29) into the 
functional IP  produces a 6x6 viscosity matrix as shown by (3-30).
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.^.2
dus 
J j,0
(3-30)
A set of Lagrange multipliers are intioduced into this element to guarantee the flux 
conservation and the continuity of cubic spline function. However, at the triple 
junction it is not necessarily satisfy the continuity conditions of the first and second 
derivatives of migration velocity. Thus, is the only Lagrange term introduced into
the triple junction to enforce the conservation of diffusive flux. Hence the contribution 
of the special element to the Lagrange term in the functional IP  is then
oUl) ■ 
u:(i) 
Â(l) 
A(-i)
2  [^ us',2 ^us’,2 ^J,2 ^j.\ ] k  ]
V
dus 
J s,0
(3-31)
where [c*] is a 4x6 complementary matrix from the special element. The overall 
contribution to functional IP  takes the form
o [^ w,l s^.2 u^s d^  ^ A,0 u^s',2 u^t',2 ^j,2 ^j.x\ k ]  k ; f[c;] 0
4 k ; f k ] k ; ] . (3-32)
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in which [t/*] and[/4j] are the vector of unknowns and the generalised viscosity
matrix of the special element respectively, and[c*] are the 6x6 viscosity
matrix and 4x’6 complementary matrix from a special element respectively. The 
details of these two matrixes are provided in Appendix A.2.
The contribution of the special element to dE/dt of the functional IP  is
u
=  [ K ]
D,.■VS,1
Uiy.l
V s,2
d.
Ü■y'.i
V s,2
d.
d ^
(3-33)
in which [f / ]  is the force matrix of the special element. The total conti ibution to the
functional IP  fr om all the fr ee surfaces is the summation of equation (3-26) for all the 
ordinary surface elements and equations (3-32) and (3-33) for all the special elements 
which meet the grain-boundaries.
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3.6 A cubic spline element for grain-boundary migration
The finite element formulation for grain-boundary migration is similar to that for 
surface diffusion. A grain-boundary is represented by a set of cubic spline elements. 
Considering an isolated element shown in Figure 3.9.
Grain 1 ^m,2
m,2
um -u m ',2
•um ",2
m.l um
•um ',1
u m ",J Grain 2
Figure 3.9 A  grain-boundary migration element represented by a cubic spline element.
The migration velocity of the grain-boundary, can be expressed in terms of the 
same cubic spline shape functions used for surface diffusion:
u.m.l
um,2 (3-34)
in which Cum and dum are the cubic spline coefficients; Um,i and Vm,2 are the migration 
velocity of the two nodes; and Ni{Q, N2{Q, and N4(Q are the shape functions 
given by equation (3-9). The contribution of the current element to the functional 77* 
is then
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Vw,l
V m,2
C ha pter  3  -
(3-35)
where [â ', , ,]  is a 4 x  4 viscosity matrix for grain-boundary migration. The details of 
[K,,, ] are provided in Appendix A, 3.
The continuity of the first and second derivatives of the migration velocity is enforced 
by using Lagrange multipliers, Àum' and The contribution of each element to the 
Lagrange terms in functional IJ* is
'  (1) ■
ÜHI, I
Ü1)1,2 (3-36)
where [C„J is a 4 x 4 complementary matrix. The details of [C,„]are given in 
Appendix A, 3.
The contribution fi'om the current element to the term dE/dt of the functional 77* is 
simply
o.
N , ( 0  N ,(0 ]  <fclC
Ü )»,\
= k ] VH I , 2 (3-37)
50
C u b ic  S p l in e  E l e m e n t s  F o r
M o d e l l in g  M ic r o s t r u c t u r a l  E v o l u t io n C h a p t e r s  -
where Kgb is the curvature of the grain-boundary, and /gb is the specific grain- 
boundary energy. \F^ ] is referred to as the elementary force matrix for grain-boundary 
migration.
Combining equations (3-35), (3-36) and (3-37) gives the contribution of the current 
element to the functional FT* as
- ^m.\
K ] [ c J :
[ c J 0 !
- -
+ K ] m^,2 m^.2 (3-38)
in which [t/„ ] is the vector of element unknowns and [A  ^] is the generalised viscosity 
matrix for the element under consideration.
-« m,x
m ,y  é kl
m ,e
AS I Ax
I
Ay
Grain 1 • Grain 2
I
Figure 3.10  Definition o f for a grain-boundary migration element.
The normal vector for the grain-boundary migration element is defined as
points to a chosen side of the grain-boundary. From there, all the sign conventions
followed. Figure 3.10 shows n points from Grain 2 to Grain L  Therefore,
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(3-39)
in which and  ^ are the x- and components of . The sign for equation (3- 
39) will be reversed if one defines « as pointing from Grain 1 to Grain 2.
Likewise, equations (3-37) and (3-38) are not valid where the grain-boundary meets 
either other grain-boundaries or free surfaces. Figure 3.11 shows an example where 
the grain-boundary meets a pore surface.
m,2
Grain 1 Pore
um
um
Grain 2•um',1
■um",!
F ig u re  3.11  Special grain-boundary migration element at triple junction.
Once again, the migration velocity of the junction is decomposed into two 
components, Umx,2 and Umy,2- In fact, both of them are not new but the same as Usx.i and 
Usy,h which were introduced earlier while developing the special element for surface 
diffusion. The migration velocity, Um takes a similar form as equation (3-28),
V.m,\
u.mx,l
U.my,2 (3-40)
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Substituting equation (3-40) into the functional 17* produces a 5x5 viscosity matiix 
[k Ii] as shown by equation (3-41) below
um.l
(* 1 1 r ir ♦ 1
Jp  2 J ^  ~  ^  ^/)ix,2 ^m y,2  ^uni J l/^ m  j  ^m y,
live,2
. ,2
C.
d.
(3-41)
There are no continuity conditions required for the first and second derivatives of 
grain-boundary migration velocity at the triple junction, thus Lagrange terms do not 
exist here. Hence, the only contribution of the special element to the Lagrange terms 
in the functional IjP are the continuity of migration velocity from the first node of this 
element, i and
Ü111,1
V iiix,2
V my,2 
C...
(3-42)
where [c%] is a 2x5 complementary matrix from the special element. Following a 
similar procedure, we obtain the contiibution of the special grain-boundary migiation 
element to the functional IP  as
^  [ ^ » M  ^ i i i x „ 2  ^ i i i y , 2  ^ v m  ^ v m  ^ u i i i ' , l  ' ^ w h ' , 1  ] [k ] [ c : f
'  ^ i n , l  ~
b:] 0 :
- - _ ^ U I I l ” , l  _
= |k , ] ' k K ] . (3-43)
in which [c/* ] and [^* ] are the vector of unknowns and the generalised viscosity 
matrix respectively for the special element. [iC*] and [c*] are the 5x5 viscosity
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matrix and the 2x5 complementary matrix from the special element respectively. The 
details of [iT* ] and [c* ] can be found in Appendix A.4.
The contribution of the special element to dE/dt of the functional IP  is given by
Sb J _ |
= k ]
um.l
Vmx,2Viny,2 
C ...
m.l
mx,2 
my,2 dÇ
(3-44)
[f]* ] is the force matrix of the special element. The total contribution to the functional
IP  from all the grain-boundaries are the summation of equation (3-38) for all the 
ordinary grain-boundary elements and equations (3-43) and (3-44) for all the special 
elements which meet either a grain-boundary or a free surface.
3.7 A cubic spline element for grain-boundary diffusion
During grain-boundary diffusion, matter is either removed from, or deposited onto, a 
particular location of a grain-boundary. This matter redistribution results in either a 
separating or an approaching velocity, referred to as (%&, of the grains either side of a 
grain-boundary. Vgb is taken as positive if the grains separate and the direction of Ugb is 
always noimal to the grain-boundary. Matter conservation requires that the separation 
velocity, Ugb, and the diffusive flux, jgb, along the grain-boundary satisfy the 
relationship
dS = 0, (3-45)
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in which S is the curvilinear coordinate along the grain-boundary.
C h a p t e r  3  -
Figure 3.12 illustrates the grain-boundary diffusion and the associate grain motion. 
The “centres” of the two grains have been arbitrarily chosen as, C/ at Xd and yd, and 
C2 at Xc2 and yc2, where their translational velocities, m, and v„ and the rotational 
velocity, w„ are defined, in which i= 1,2.
Node 2
Grain 2
Grain 1
^  Node 1
□
region where the two grains overlap as matter being deposited
region where the two grains separate from each other as matter being removed
new position o f grain-boundary updated using the velocities o f Grain I
new position o f the grain-boundary updated using the velocities o f Grain 2
new position o f the grain-boundary
origin o f  the grain-boundary element at yo
Figure 3.12 A  grain-boundary diffusion element, the two grains move relatively to each other as the 
consequence o f grain-boundary diffusion. A new grain-boundary is formed between the dashed and 
solid lines.
For a grain-boundary diffusion element, its separation velocity can be related to the 
velocities of rigid motions of the two associated grains in the following form:
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oA C ) = [b ,(Ç) A ( 0  5 , ( 0  5 , ( 0  B ,(0 ] W, (3-46)
where,
5 |( 0  = -«*6,x. 
5 2 (0  = -« g i,,’
(0 = (y (O -  y  a )«gs,, -  (f) -  * 0 1  )»g6,, >
5 4 (0  = «gi,o.
5 ;(0 -» g 6 ,f ,a n d
5 «  ( f )  =  -  (  7  ( O  -  ) 'o 2  )« g 4 ,o  +  ( *  ( f )  -  *0 2  )«g»„v  .
in which, as shown in Figure 3.12, rigb,x and rigb,y are the %- and y- components of the 
normal vector to the grain-boundary element and x{Q and y{Q are given by equations 
(3-7) and (3-8) respectively. The detailed derivation of equation (3-46) is given in 
Appendix B l.
From equation (3-45), we have
^ ( o = - s . J ^ < ^ g .( f ) 5 ?  + yg»,. (3-47)
in which jgb,o is the diffusive flux across the origin of the grain-boundary element. 
Combining equations (3-46) and (3-47) gives
Wo
J gb,0
, (3-48)
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where,
7 /2 (0  = * ( 0 - * o.
7 /3  (O  = -  -  X O ) ( T-o + X O  -  )
“  (*o -  *(f)) (*0 + * (0
H ,( 0  = y ( 0 - y „
H , j ( Q = = - x { Q  + X q , a n d
7/5 ( 0  = \ { y ,  - y ( Q ) { y ,  + XO- 2 0^2)
+ 2  (*0 ~ * (f  )) (*0 + * ( 0  “  2^ ^2 ) >
>  (3-49)
in which, xo and yo are the coordinates of origin of ^  which is located at the middle of 
the grain-boundary element. The detailed derivation of equation (3-48) is given in 
Appendix B2.
The contribution of the grain-boundary diffusion element to the functional IP  can be 
written as:
4 1 " I Vj Wi «2 V2 W2 j  gbfi ] [ ^ g é  ]
W,
Wo
J gb.C
(3-50)
in which is a 7 x 7 viscosity matrix for grain-boundary diffusion. Its detailed 
form is provided in Appendix A. 5.
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Similar to the free surface diffusion, a Lagrange multiplier, Àgt is introduced at each 
node to enforce the continuity of grain-boundary flux because it is not guaranteed by 
equation (3-48). The contribution of the Lagrange terms from each grain-boundary 
element to the functional UP is then
“ - IXg6,2 '^ gi.l ][^g6 ]
W.
«2
2^
^2
J gb,Q
(3-51)
where [c^^] is a 2 x 7 complimentary matrix, which is given in Appendix A. 5. The 
conti'ibutions of equations (3-50) and (3-51) can be combined into the following:
I V, W, « 2  '^2 ^ 2 jgb.O s^b.2 [ c j  0
w.
W2
J gbfi
g^b,2
g^b.\
(3-52)
in which is the vector of elementary unknowns and ] is the generalised
viscosity matrix for the grain-boundary diffusion element.
Where a giain-boundary meets either another grain-boundary or a free surface (a 
“triple junction”), matter conservation is guaranteed by the corresponding Lagrange 
term in the variational principle. The balance of the interfacial tensions, which defines 
the angle at which the interfaces meet each other, is also guaranteed by the variational 
principle.
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To enforce matter conservation at the triple junction, Lagrange multiplier, is 
introduced into the functional IP ,
(A. { ()+ A (C L „+L  ( f L  ),„. (3-53)
where (/gi.( )^)„p> are the diffusive fluxes into the
junction from the grain-boundary, the right free surface and the left free surface 
respectively. The local coordinate, ^  can either be positive (+1) or negative (-1) 
depending on whether the grain-boundary element has node two (+1) or node one (-1) 
at the junction. Figure 3,8 and Figure 3,11 show two examples where flux 
conservation is not guaranteed even with the help of Lagrange multipliers in equations 
(3-31) and (3-51). However, equation (3-53) guarantees the conservation of flux at the 
triple junction. Equation (3-53) is in fact the combination of the Lagrange terms from 
equation (3-31) of surface diffusion and equation (3-51) of grain-boundary diffusion.
is also inti'oduced into a triple junction where three grain-boundaries meet. 
Equation (3-53) can be modified to satisfy this situation as
t^ip [j'sb )l +  jgb {C )% +  Jgb )3 \ip •
/ipp was discovered by Pan and Cocks (1995) as the chemical potential at the junction,
which is directly related to the so-called “capillarity sti*ess” and the “pore tip 
curvature”.
Furthermore, at a junction between a grain-boundary and a free surface, there is a 
change of free energy as the grains move relative to each other and the junction is 
relocated. This leads to an extra contribution to the force term. Figure 3,13 shows a 
simple diagrammatic illustration of a special grain-boundary diffusion element jointed 
with two special surface diffusion elements at a triple junction. A new surface is 
created and the grain-boundary shortens as the grain-boundary ‘opens up’. Energy 
changes at this instant and thus produces a contribution to the term dE/dr to the 
functional IP . The process provides an extra degree of freedom for the dihedral angle 
to be recovered locally, as demonstrated by Figure 3,13{d).
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newly created surface
‘new’ grain-boundary
Ogb
Figure 3.13 Change o f  free energy at a grain-boundary/surface junction associated with the ‘opening 
up’ o f the grain-boundary.
Figure 3.13(b) shows the stretching from the free surface and grain-boundary and 
Xgb) at the triple junction for which the associated value of dE/dt can be calculated,
^ = n ( c o s ¥ ',  +cosf'^ , at 2 (3-54)
in which, Ugb is the relative rigid motion of the two grains that has been defined earlier 
by equation (3-46). When the equilibrium dihedral angle is reach, i.e. for which
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equation (3-54) reduced to the more familiar expression
dE ( \— =%,(cos'F) U g,,
which is simply the work rate done by the surface tension as the grain-boundary opens 
up.
All the above treatments relating to the junction are directly adopted from Pan et al 
(1997),
3.8 Global equations and time integration
In the above sections, the functional IJ* has been discretised for surface diffusion, 
grain-boundary migration and grain-boundary diffusion respectively. The three 
processes are strongly coupled. The grain-boundary diffusion and surface diffusion are 
connected at the surface/grain-boundary junctions, grain-boundary diffusion occurs as 
the boundaries migrate, and grain-boundary migration and surface migration share a 
common velocity where a grain-boundary meets a free surface. All these coupling 
conditions are included in the variational principle. Collecting all the contributions 
together provides a discretised expression of 77* in terms of all the degrees of fr eedom 
shown in Figure 3.1:
n ' = \ M [ a ][u ]^ [ f ][u ], (3-55)
where \U] is the vector of global unknowns, which consists of \u^ ] , ] and ] .
It contains the velocities of individual grains (two tianslationals and one rotational for 
each grain), nodal migration velocities of giain-boundaries and fr ee surfaces, diffusive 
fluxes across the mid-point of surface and grain-boundary diffusion elements, and 
Lagrange multipliers at every node, [a ] is the generalised global viscosity matrix
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which is assembled from [A^  ] , [A,„ ] and [^ 4^  ^] . [f ] is the global force vector which 
is assembled fr om [f J  ,[f „,] and[/^^] .
The variational principle requires that «577* = 0, which leads to
+ M  = (3-56)
Interface 2
Interface 1
new" triple point position
Interface S
Figure 3.14  The three interfaces do not meet at one location after their positions are updated. The 
problem is overcome by relocating the triple junction at the average position o f  the three joints between 
the three interfaces.
The above equations can be solved using a standard numerical solver. The position of 
the entire network of grain-boundaries and fr ee surfaces can then be updated using a 
time integration scheme, the direct Euler method for example. The updating procedure 
has been discussed in details in the previous papers by Pan, Cocks, and their co­
workers (Pan and Cocks, 1993b; Pan and Cocks, 1995). All the procedures used 
previously are valid here except for how to update the position of the grain-boundary.
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As shown in Figure 3,12, the new position of the grain-boundary as the consequence 
of the matter redistribution should be between the imaginary positions of the two 
updated grain-boundaries, illustrated using the two dashed lines. The actual position of 
the “new” grain-boundary is such that it minimises the total free energy within the 
constraint. Such a minimisation is however a too complicated numerical procedure. 
Here, the positions of two updated boundaries are averaged in order to obtain a “new” 
cubic spline position for the grain-boundary.
Where three interfaces meet, the “new” position of the triple junction is simply 
relocated at the average positions of the three intersecting points between the three 
interfaces as shown in Figure 3.14.
The time stepping scheme in the numerical procedure is chosen such that
(3-57)a
in which Umax is the maximum velocity among all the interfaces, Ar is the size of time 
step at any physical time. ALMEAN is the average of initial element lengths and a  is 
an empirical parameter which contiol the size of the time step. At each time step, we 
have,
{t + Ar) = (r) + U( X X A^, and (3-58)
[t + Ar) = (r) + u,. X x  M  (3-59)
where u/ can be the surface diffusion, grain-boundary diffusion or grain-boundary 
migration velocity of nodal i, whereas and are the x- and y- components of
normal vector, at node i.
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3,9 Numerical examples
In this section, several numerical examples for which analytical solutions can be 
obtained are presented. The finite element formulations are first verified against the 
analytical solutions for surface diffusion, grain-boundary migration and grain- 
boundary diffusion separately and then against analytical solutions for the coupled 
cases.
3.9.1 Surface diffusion
An isolated elliptical cavity in a solid material can evolve toward a circular one by 
surface diffusion in order to reduce its total surface area. At f = 0 ,  analytical 
expressions for the surface diffusion flux, surface migration velocity and Lagrange 
multiplier for the flux continuity can be obtained (Pan et a l, 1997). Due to symmetry, 
a quarter of the cavity is considered. An elliptical cavity can be written as the 
following parametric forms:
x = a cos0 \ y  -b sin O
here, h is identified as the characteristic length scale of the problem, and re-write the 
above into
x =  —cos^; = sin ^ (3-60)b
At f = 0, the curvature of the ellipse can be calculated as
where a dot represent d/d^. The surface diffusive flux and migration velocity can be 
calculated as
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V.  =  - % _ ^ de^ d .
ÔS d s [ de d s , de [ de d s ,
in which
de
ds — I cos'' G + sin^ 0  .b )
- 1/2
ds
Ch a pte r  3  -
^  (3-63)
(3-64)
The Lagrange multiplier for the free surface can be simply related to the curvature as
(3-65)
These analytical solutions can be used to verify the cubic spline finite element 
formulation for surface diffusion presented in section 3.5. Figure 3.15 shows the 
comparison between the finite element solutions and the analytical expressions. 7 
cubic spline elements are used for a quarter of the cavity. It can be seen that the finite 
element solutions agree very well with the analytical expressions.
.2 -10S•2>
-15
-20
22.5 45.00.0 67.5 90.0
- 2.0
-1.5 g>i3
10 & c (0
-0.5
Loo
Figure 3.15 Comparisons between the numerical and the analytical solutions for the migration velocity, 
, diffusive flux, , and Lagrange multiplier, X j, for diffusion along the free surface o f an elliptical
cavity. 7 cubic elements are used to model a quarter o f  the cavity. In this example, a/b  = 2, A/j = 1 and 
Y s= \ .  The analytical and numerical solutions are represented by solid lines and square boxes 
respectively.
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Figure 3.16  Comparisons between the numerical and the analytical solutions for the migration velocity, 
Usy diffusive flux,y.j, and Lagrange multiplier, Xj, for diffusion along the free surface o f  an elliptical 
cavity. 3 cubic spline elements are used to model a quarter o f  the cavity. In the example, a/b = 2, = 1
and = 1. Solid lines represent the analytical solutions.
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Figure 3.17  The behaviour o f Langrage multiplier for the first derivative ( ) and second derivative
( ) o f surface migrating velocity along the elliptical cavity that is modelled by 7 cubic spline
elements. The tiend is represented by the solid lines.
A similar model is created with less cubic spline elements (3 elements). It can be seen 
from Figure 3.16 that the agreement between the numerical and analytical results are 
poor when three elements are used. However, it is interesting to notice that the poor
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agreement at f = 0 is not reflected when the evolution of cavity profile is considered 
as discussed in the following section.
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- 800 .2- 100 -
O -150-
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W - 2 0 0 -
-2 0 0
-300- -  -200
0.0 22.5 45.0 67.5 90.0
Figure 3.18  The behaviour o f  cubic spline coefficient c„and i/^for a quarter elliptical cavity that is 
modelled by 7 cubic spline elements. The trend is represented by the solid lines.
Other properties in this numerical model (7 elements) such as Lagrange multiplier for 
first derivative (A^,) and second derivative of surface migrating velocity are
presented in Figure 3,17 and the behaviour of cubic spline coefficients c^and are 
presented in Figure 3.18.
—  Finite Difference Soiution 
■ Finite E lem ent Solution2 .0 -
1.0
0 .5- t  = 0.0
f = 2.3 I t  = 0.27
0.0
1.50.0 0.5 1.0 2.0
Figure 3.19  Comparison o f  finite element solution to the finite difference solution for the temporal 
evolution o f  the elliptical cavity (7 cubic spline elements).
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In Figure 3,19, the finite element solution is compared with a finite difference 
solution for the temporal evolution of the cavity. In the finite difference solution (solid 
lines), 100 nodes are used along a quarter of the cavity surface. In the finite element 
solution (discrete dots), only 7 elements are used. It can be seen that the finite element 
formulation for surface diffusion (combined with a direct Euler scheme for time 
integration) works very well. It can be seen also that the 3 cubic spline elements model 
gives good agreement with the finite difference solution in Figure 3,20.
Finite Difference Solution 
Finite Element Solution
f = 2.3
f = 0.0
0.0 0.5 1.0 1.5 2.0
Figure 3.20  Comparison o f finite element solution to the finite difference solution for the temporal
evolution o f the elliptical cavity (3 cubic spline elements).
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Figure 3.21 Graph showing effects o f a  on the temporal evolution o f the elliptical cavity (3 cubic 
spline elements).
The time integration algorithm (equations (3-58) and (3-59)) in the numerical scheme 
involved a time-step controlling parameter -  a  (equation (3-57)). a  controls the size of
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time-step of the simulation. The numerical results would only converge when an 
appropriate and small time-step is selected. However, a too small time-step will 
correspond to a slower or longer computational time. Thus, a  has to be obtimised in 
one hand to maintain the precision of the results, on the other hand to keep the 
computational time faster. The appropriate value of a  is analysed in this section in 
order to maximise the accuracy and prevent the processing time fi*om becoming 
excessively long. The value of a  is only determined by ti'ial and eiTor. Figure 3.21 is a 
graph which shows the effect of a  on the value of the predicted a (radius of 3 cubic 
spline elements elliptical cavity, see Figure 3.15) over time.
a = 10
1 .2 -
cc= 1000, 10000, 1000000 .8 -
a = 15
0.4-
a  = 20
0.0
0.40.0 0.8 1.2 1.6
Figure 3.22  The temporal evolution o f the elliptical cavity (3 cubic spline elements) with different a s  at 
time 0.63.
It can be seen from the chart that a a  value of 10 does not give an accurate result in 
terms of the time it takes for the elliptical cavity to evolve. As the value of a  is 
increased the difference between each set of results is decreased. This occurs until the 
value of 1000 is reached, a further increasing to 10,000 and 100,000 cannot be 
distinguished from the previous value. This shows that, after a certain value has been 
reached there is no benefit in making a  larger because the change to the accuracy will 
be negligible. Therefore 1000 was chosen as the optimised value of a  for this 
particular model. A similar approach is applied to other models which are created 
within this thesis where optimisation of a  is required. Figure 3.22 shows the temporal 
evolution of the elliptical cavity with different a ’s at f = 0.63.
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The mass change of a numerical model is often taken as a measure to the accuracy and 
stability of a numerical model as well as its numerical scheme. In the case of the 
elliptical cavity, the overall mass change is 0.168% which is within the acceptable 
level of numerical simulation.
3.9.2 Grain-boundary migration
A circular grain embedded in a larger grain shrink until it disappears with the velocity:
5  = (3-66)
in which R is the radius of the circular grain, M,„, the grain-boundary migration 
mobility and ygb, the specific grain-boundary energy. This equation can be integrated 
and used to verify the cubic spline element for grain-boundary migration presented in 
section 3.6. Due to symmetry, a quarter of the circular grain is modelled using 3 cubic 
spline elements.
 Analytical Solution
■ Numerical Solution
0 .8 -
0.6 -
0.4-
t= 0 .3 70.2 -
t - 0 , 4 90.0
0.0 0.2 0.4 1.00.6 0.8
Figure 3.23 Comparison between the finite element solution and the analytical solution for grain- 
boundaiy migration.
Figure 3.23 presents the comparison between the finite element solution and the 
analytical solution for the temporal evolution of the circular grain at two different 
times. It can be seen that the two solutions agree very well with each other.
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Figure 3.24 presents the comparison between the numerically obtained grain- 
boundary migration velocities and its analytical solutions. It can be seen that the 
numerical solutions agree very well with the analytical solutions which are given by 
equation (3-66) even when a coarse mesh is used.
 Analytical Result
■ Numerical R esultEa
Üo
;c.S 5 -2f '-I
! ■ -2CD
0.0 0.1 0.2 0.3 0.4 0.5
Norm alised Time, t
Figure 3.24  Comparison o f  numerical obtained grain-boundary velocity, Vm to analytical solution.
3.9.3 Grain-boundary diffusion
The cubic spline element formulation for grain-boundary diffusion is verified using 
two numerical examples here. First, a semi-circular grain-boundary is considered as 
shown in Figure 3.25.
< J c = 0
F
J g b
J g b
Figure 3.25  A semi-circular grain-boundary subjected to a remote force, F.
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The two grains aie subjected to a remote force, F  and the separation velocity between 
the two grains is refeiTed to as , The boundary conditions are further imposed so 
that the capillarity sti'ess is zero where the grain-boundary meets the two surfaces and 
that the diffusive üux,jgb is zero across the symmetry point = 0° ). The problem can 
be solved analytically providing the expressions f o r j g b  and the stress, cr, normal to 
the grain-boundary.
Here, step by step, the analytical expressions for , jgb and cr are consti'ucted. The 
grain-boundary separation velocity in this situation is
=w«,cos(9. (3-67)
Substituting equation (3-67) into equation (3-45), leads to
ds = -  cos^
and gives grain-boundary flux as
cosORdO^
thus
jgb =-Wco^sin6>. (3-68)
Also, grain-boundary flux can be expressed as
d c
ds^gb —- ,
in which ct is the distributed stress along the grain-boundary, due to the remote force. 
Hence,
= cos^ + C ].
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But, zero stress at tc/2 subsequently leads Cto zero. 
Thus
COS0(J = M
A force balance of a system requires that
V^crds -cos^ = F ,
(3-69)
which after integration gives the analytical expression to the grain-boundary 
separation velocity as
2M.gb
TtR^ (3-70)
The same problem is solved using five equally spaced cubic spline elements presented 
in section 3.7. No time integration is undertaken because the purpose here is to verify 
the finite element formulations not the time integration scheme.
1.2x10* n
—  Analytical 
■ Numerical
8 .0x10 '-
4 .0x10 '-
iLLi
-4 .0x10 '-
0 .0 -
-2x10*
-8,0x1 o'-
-1.2x10*
-90 -45 0 45 90
Figure 3.26  Comparisons o f analytical and numerical solutions for grain-boundary stress, crand 
diffusive flux.yg* for the semi-circular grain-boundary at f = 0.
Several sets of arbitrary input data are used in the numerical analysis. The finite 
element solution agrees very well with the analytical solution for all the input data. 
For example, when Mgb = 18, =1 and F  = 9573, the finite element solution for ti^is
1.09754x10^ while equation (3-70) predicts w„= 1.09698x10^ Figure 3.26 compares
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the finite element solution with equations (3-68) and (3-69). It can be seen that the two 
solutions agree very well with each other.
To verify the cubic spline element when the grains rotate, a straight grain-boundary 
which is subjected to a bending moment, , as shown in Figure 3.27 is considered.
CTc = 0
c W/=  02L 2= 0
Grain 1Grain 2
(Tc = 0
)
Figure 3.27  Straight grain-boundary subjected to a bending moment, A / , .
The boundary conditions are further imposed as shown in Figure 3.27. Grain 1 can 
rotate and move horizontally whereas Grain 2 is constrained to move in any direction.
The straight grain-boundary separation velocity can be solved analytically as
, (3-71)
where z is the local coordinate of grain-boundary origin at the mid-point of grain- 
boundary. Using equation (3-45), we obtain the grain-boundary diffusion flux as
1 2Jgb +  Jo (3-72)
As described in the last section the normal stress can be expressed as
1
M gf>
Substituting equation (3-72) in to this expression, we obtain
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M gb
(3-73)
Four boundary conditions are applied into equation (3-73). Zero stress is assumed at 
both ends of the grain-boundary, thus cr = 0.0 at z = L, -L. The conditions for the 
system to stay equilibrium require that
= 0.0 and 
^^crzdz = M ^.
These four boundary conditions form foui* equations for which w/, w/,yo and C, can be 
solved simultaneously.
6.0x10®-|
—  Analyt ical  
■ N u m e r ic a l4.0x10®-
-8.0x10®
2.0x10®-
0 .0 -
u . -2.0x10®-
-4.0x10® (0-4.0x10®-
■6.0x10®-
-8.0x10®-
-1.0x10' 0.0
0.0 0.5 1.0
Figure 3.28  Comparisons o f  analytical and numerical solutions for the grain-boundary stress, cr and the 
diffusive flux./g^ for the straight grain-boundaiy which is subjected to a bending moment.
The same problem is solved numerically using five equally space cubic spline 
elements for a few sets of arbitrary input data. In all the cases, the two solutions agree 
with each other very well. For example, for 55382, Mgb = 23.5 and 1 = 1, the 
analytical solution gives =2.9283 x 10^  which can be compared to the finite 
element solution «^=2.9283 x 10^ . Figure 3.28 presents the comparison of the two 
solutions for the diffusive flux and the grain-boundary stress. The two solutions agree 
very well with each other.
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3.9.4 Grain-boundary grooving by surface diffusion
Ch a pter  3  -
In a polycrystalline material, grain-boundary intersects with the free surfaces, forming 
triple junction as shown in Figure 3.29. If the free surface is initially flat, when 
heated, atoms diffuse on the surface, the surface grooves at the triple junction, and two 
bumps form over the grains. The size of the groove increases with time. Forces that 
cause grooving are the surface and grain-boundary tensions. When the groove grows, 
the surface area increases somewhat, but the grain-boundary area decreases, so that the 
total free energy of the system reduces. The problem was first solved by Mullins 
(1957) by assuming that the surface and grain-boundary tension, /s and ygb are 
isotropic, the grain-boundary remains stationary, and no mass flows out from, or into, 
the grain-boundary. Mass can be relocated by either evaporation or surface diffusion.
Ygb
Figure 3.29 A  triple junction formed by a grain-boundary and two free surfaces.
Mullins (1957) assumed the thermal groove is small and provided an analytical 
solution to the problem. Sun et al. (1996) solved the problem using the finite element 
method. Without the small slope assumption. Pan et al. (1997) solved the same 
problem using a finite element scheme.
Here, the same problem was studied using the cubic spline finite element method. In 
this problem, the grain-boundary does not migrate. The grooving starts due to 
stretching force from grain-boundary, ygb and surfaces tension, /j, exist at the triple 
junction. In the finite element analysis, a perfectly flat surface is assumed at / = 0. 
Equilibrium of the dihedral angle is not prescribed in the model, but turns out as part 
of the numerical solution after several time steps.
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-A— A— A- Numerical Solution 
...................  Mullins' Solution
Figure 3.30 Comparison between Mullins' solution to numerical solution with (a) 12 cubic spline 
elements; (6) 6 cubic spline elements; and (c) 3 cubic spline elements at r =  2.7 x 10 .^
-A— A— A- Numerical Solution
Mullins’ Solution
Figure 3.31 Comparison between Mullins' solution to numerical solution with 3 cubic spline elements 
at (a) t = 6 .0 x  10; (6) r =  2.7 x 10  ^and (c) r =  2.3 x 1 0 \ for grain-boundary grooving contiolled by 
surface diffusion. The dihedral angle used here was 120°.
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In the numerical model of Sun et al. (1996), each surface was modelled by about 40 
elements, whereas Pan et al. (1997) used 20 elements to approximate each surface. To 
study the consistency of the cubic spline formulation, three numerical models are 
built. The grooving surface {Figure 3.29) is approximated by 3, 6 and 12 cubic spline 
elements in three separate models. The comparison between numerical solutions to 
Mullins solution are presented in Figure 3.30 at the non-dimensionalised time, 
t = 2.7x10^. It can be seen that, the three numerical solutions agree well with the 
Mullins’ solution. Also, the numerical result for the case of 3 cubic spline elements is 
plotted on top of the analytical solution at various time steps in Figure 3.31. It can be 
seen that, the numerical solution agrees well with Mullins’ solution. This shows that 3 
cubic spline elements are sufficient to represent a grooving surface. The numerical 
results give very good approximation to Mullins’ solution at the very early stage of 
gi'ooving and differ slightly at the later stage. The difference between the two 
solutions at the later stage cannot be reduced by using even more elements. This is 
more likely due to the small slope assumption in Mullins’ solution. It is worth pointing 
out that this numerical scheme is not based on the small slope assumption, hence the 
cubic spline finite element code can simulate any model with any scale of slope which 
was not considered by Mullins.
3.9.5 Coupled grain-boundary migration and surface diffusion
Consider a polycrystalline film on a single crystal substrate. The grains have a 
columnar structure. Due to crystalline anisotropy, some grains have lower film- 
substrate interface tension than other grains. When the film is heated, the grains with 
low interface tensions giow at the expense of other grains. The survival grains may 
have (in-plane) diameters much larger than the film thickness. The difference in 
interfacial energy drives the gi ain-boundary to migrate toward the part of the interface 
possessing higher energy in order to reduce the total fi ee energy of the system. At the 
same time, the grain-boundary grooves at the fiee surface. Assuming steady state and 
small slope for the grooving profile, Mullins (1957) and Suo (1997) provide the 
groove depth of free surface and the migration velocity of the grain-boundary of this 
problem respectively. Figure 3.32 illustrates the situation described above.
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Figure 3.32 A  grain-boundary moves in a thin film. Surface diffusion causes grooving at the triple 
junction.
Dragged by the grain-boundary, the groove moves to the right. Mullins solved the 
problem of the groove moving in a steady state, with constant velocity v and depth d . 
The shape of the translating groove depends on the ratio of the mobilities of the two 
surfaces, and the ratios of various surface tensions. Mullins assumed that the two 
surfaces have identical mobilities and surface tensions. Consequently, only the ratio of 
the specific grain-boundary energy and surface energy enters the problem.
In his original analysis, Mullins (1958) did not specify the force that drives the grain- 
boundary migration, leaving the steady velocity undetermined. Following his work, 
Suo (1997) considered a grain-boundary migrating in a thin film, driven by the 
difference in the interface tensions, ysbi and ysbi- The slope (j> is determined by the 
equilibrium of the triple junction in the horizontal direction;
sin (j) = ,y gb
for the grain-boundary to move to the right, it must concave towards the right where 
(j)> 6.
To verify the special element which links a free surface and a grain-boundary, the case 
of thermal grooving at a migrating giain-boundary, as shown in Figure 3.33, is 
considered. Two infinitely long grains sit on a single crystal substrate. The interface 
between the right grain and the substrate is assigned a higher specific energy than that 
between the left grain and the substrate. The vertical grain-boundary migrates to the
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right to reduce the total free energy of the system. At the same time, the junction 
between the grain-boundary and the top surface grooves by surface diffusion.
2------- h - ----------------------  8   K-A— T.  rgb 1
Figure 3.33 Thermal grooving at a migrating grain-boundary - the initial geometry o f  the film.
Pan et al. (1997) used their analytical solutions to verify their linear elements on this 
problem. Here, the same analytical solutions are used to verify the cubic spline finite 
element scheme. Figure 3.33 is the finite element mesh at 7q= 0. The simulation
begins with film geometry that is far from the steady state solution. The left surface is 
modelled by 2 cubic spline elements and the right surface is modelled by 4 cubic 
spline elements. As the grain-boundary migrates to the right, frequent re-meshing had 
to be undertaken to continue the numerical solution. The numerical integration is 
carried out until a steady state is approached where it can be compared with the 
analytical solutions.
—A— cubic spline elem ent solution 
 steady state solution by Mullins and Suo
A  ^ A ~A A A AI
(a) before the steady state has been reached at /  = 0.30024. groove depth
    . . , A ' -  -  -  ----- ^ —---- -g Tusteady state
(b) at the steady state and compared with Mullins and Suo's analytical solution at t  =  9.9462.
Figure 3.34  Thermal grooving at a migrating grain-boundary. The dihedral angle uses in this example 
is 168.5".
Again, a set of arbitrary input data are used, and for all the cases the results from the 
analytical and finite element solutions agree with each other well at the steady state.
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Figure 3,34 presents the finite element solutions for ygb/ys = 0.2, ysbifys = 1.1, ysb2lys 
1 and MJMs = 2.7196.
Table 3.1 Comparisons between the numerical and analytical solutions for groove depth and grain- 
boundary velocity at the steady state for the case o f small slope.
Analytical
solutions
Finite element 
solutions using 
linear elements
Finite element 
solutions using cubic 
spline elements
Steady state groove depth 0.101598 0.106 0.11733
Steady state migration 
velocity o f the grain- 
boundary
0.282534 0.285 0.30503
Figure 3.34(a) shows the numerical solution before the steady state is reached. 
Figure 3.34(b) compares the finite element solution with the analytical solutions at the 
steady state. The two solutions can also be compared in terms of the steady state 
migration velocity of the grain-boundary and the steady state groove depth defined in 
Figure 3.34(b). Table 3.1 presents the comparison. The results obtained by Pan et al 
(1997) using their linear elements are also included in the table.
—A — cubic spline elem ent solution 
 steady state solution by Mullins and Suo
T
(a) before the steady state has been reached at /  = 0.010244.
(b) at the steady state and compared with Mullins and Suo's analytical solution at / = 0.52781.
Figure 3.35 Thermal grooving at a migrating grain-boundary which violate the small slope assumption. 
The dihedral angle used in this example was 120°.
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Also, a case which violates the small slope assumption in the analytical solution is 
presented. A larger slope is defined by prescribing a relatively large value of 
compared to the previous case and the difference between /sbi and ‘ysb2, which 
produces a stretching force to the right at the substrate, is chosen to be larger. A 
particular value of MJMs is chosen such that the steady state solution predicts a 
groove depth of approximately 0.2. It appears that the numerical results still agree 
very well with the analytical solution provided sufficient cubic spline elements are 
used for the slope of the right sur face (16 elements). Figure 3.35 shows the thermal 
grooving process obtained from this numerical analysis where the material parameters 
are taken as ygb/ys = 1, ysbi/7s = 1.5, ysb2/Ts = 1 and MJMs = 10.376. The steady state 
migration velocity of the grain-boundary and the steady state groove depth are 
presented in Table 3.2.
Table 3.2 Comparisons between the numerical and analytical solutions for groove depth and grain- 
boundary velocity at the steady state for the case o f larger slope.
Analytical
solutions
Finite element 
solutions using 
lineal* elements
Finite element 
solutions using cubic 
spline elements
Steady state groove depth 0.204253 0,1657 0.235366
Steady state migration 
velocity o f the grain- 
boundaiy
4.346438 4.48 4.70366
Both simulations start from an initial profile with dihedral angle 180°, as shown by 
Figure 3.33. The equilibrium between surface and grain-boundary tension requires the 
dihedral angle to be 168.5° for problem with small slope and 120° for a problem with 
larger slope. It is observed that the numerical solution can quickly recover the dihedral 
angle and then maintain the dihedral angle throughout the process. Initially the surface 
grooves and the grain-boundary migrates at the film-substrate interface without 
interfering with each other, as seen in Figure 3.34(a) and Figure 3.35(a). As 
simulation proceeded, interaction between grain-boundary grooving and migration 
occurTed and finally the system reached to a steady state, as shown by Figure 3.34(b) 
and Figure 3.35(b).
82
C u b ic  S p l i n e  E l e m e n t s  F o r
M o d e l l i n g  M i c r o s t r u c t u r a l  E v o l u t i o n
3.9.6 Coble creep
In this section, a two-dimensional version of coble creep is used as a testing case. 
Cocks and Searle (1989) derived an expression for the remote strain rates
=36 (kTd^ ^ (o-i (3-74)
in which the quantities Dy, O, k and T have their usual meaning, defined in the 
Nomenclature, and are the remote stiain rates in the x- and y- directions 
respectively, and d  is the giain size. Figure 3,36{a) illustiates the general situation 
which is considered by Cocks and Searle (1989). It is an infinite regular two- 
dimensional array of hexagonal grains that are rigid and free to slide, subjected to a 
remote bi-axial stress state.
/ =  100\ \ \
2^.
(«)
(b)
Figure 3.36  Triple grain-boundary junctions in a hexagonal polycrystalline structure subjected to Coble 
creep.
A representative unit of the problem as shown by the dashed line in Figure 5.56(a) is 
isolated in the numerical analysis to calculate the remote strain rates for a range of 
material parameters. This representative unit is enlarged in Figure 5.56(b), Each
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grain-boundary is modelled by 3 cubic spine elements. Grain-boundary diffusion is the 
only mechanism that governs the process.
Table 3.3 presents comparison between the numerical and analytical results for 4 sets 
of different applied remote stresses. It can be seen from the table that the numerical 
results agree perfectly with the analytical solution.
Table 3.3 Comparison o f  4 sets o f numerical results to Cocks’ analytical solution.
CTi 02 Materials Data
Set! 0.0 0.0 d : 346.4101616 M,„ : 1.0 
Ms : 10000.0 Mgt : 15.0
yis .1.0 Ygi} . 1.0
Set 2 0.0 0.156666667
Set 3 -0.344678111 0.0
Set 4 0.115470054 0.053333333
Analytical Results Numerical Results
é : k l K
S e tl 0.0 0.0 0.0 0.0
Set 2 -2.0351597x10'® 2.0351597x10'® -2.0351597x10® 2.0351597x10'®
Set 3 -4.4775x10'® 4.4775x10'® -4.4775x10'® 4.47749972x10'®
Set 4 8.07179676x10'^ -8.07179676x10^ 8.07179667x10'’ -8.07179555x10'’
3.9.7 Cavity growth by coupled grain-boundary and surface 
diffusion at triple grain-boundary junction
To verify the Lagrange terms intioduced in the variational principle which enforce the 
coupling conditions between surface diffusion and grain-boundary diffusion, two 
cases of cavity growth are considered. The first one concerns the cavity growth at the 
triple grain-boundary junctions in a hexagonal polycrystalline stmcture as shown in 
Figure 3.37.
Cocks and Searle (1989) provide an analytical solution for this problem at the extreme 
of fast surface diffusion:
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^  36D,S,Q  ((7 , - o - , )  ^
kTd‘
where
^ 36Di,S.a (0-2 -  0-1 ) . 18Z)^^^Q
(Jc= —  , r
r = radius of the void,
.  _  2r , fh — Y  and
CTj +CT2 -2cr r i - / ; , )
(1 -A )
C7, + 0 -2  - 2 o - , ( l~ / J
I = A .A
, (3-75)
, (3-76)
The first term in each of these strain-rate expressions represents a pure shear 
deformation which reduce to the Coble creep expressions of equation (3-74) when 
there is no damage. The second term represents a pure dilatational sti ain-rate.
07.
=30
/ =  100
07,
I  I  I
02.
(«)
(6)
Figure 3.37  Cavity growth at triple grain-boundary jimctions in a hexagonal polyciystalline structure.
Here the cubic spline elements are used for a representative unit of the problem as 
shown by the dashed line in Figure 5.57(a) which is enlarged in Figure 5.57(b) and 
calculate the remote strain rates for a range of material parameters. The finite elements 
used in the model can also be clearly seen in Figure 5.57(b). Each grain-boundary and
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free surface is modelled by 3 cubic spline elements. This model contained a void at 
each triple grain junction. At the extieme of fast sur face diffusion, i.e., for Ms »  Mgb, 
the finite element solutions agree very well with Cocks’ analytical solution.
Table 3.4  Comparison o f  4 sets o f numerical results to Cocks’ analytical solution.
<Tl 0-2 Materials Data
S e tl 0 .0 0 .0 d : 346.4101616 M,„ : 11.0 
Ms : 10000.0 Mgb :31.5
Ys : 1 .0  Ygb : 0 .0
Set 2 0 .0 362.5066667
Set 3 13.51126647 0 .0
Set 4 36000.11022 185.7666667
Analytical Results Numerical Results
K ^2”
S e tl -1.8557687x10'^ -1.8557687x10'^ -1.8894297x10'^ -1.8894411x10'^
Set 2 -1.4417467x10'^ 4.3244978x10'^ -1.4416317x10'^ 4.3240923x10'^
Set 3 1.6100305x10'^ -5.3915118x10'^ 1.6098453x10'^ -5.3914077x10'^
Set 4 4.287403 -1.4094374 4.287 -1.4093221
Table 3.4 shows the comparison of the numerical solutions to the analytical solutions 
of Cocks and Searle (1989). Data Set 1 is an example of fr ee sintering. It can be seen 
fi*om the table that the numerical results of remote strain rate agree with the analytical 
solutions up to two digit of accuracy. In free sintering, dilatational strain-rate (the 
second term of equations (3-75) and (3-76)) will dominate the process. However, 
when force is applied, shear deformation occurs, the first term of equations (3-75) and 
(3-76) will eventually dominate the process.
Figure 3.38 presents the finite element solution for as a function of the ratio 
between the surface diffusivity over the grain-boundary diffusivity. The other 
parameters used in the numerical solution are 07 ~ 0, 02  = 0, = 1 ,7^0 = 0,7? = 30 and
grain size, d = 346.4102. From the figure, it can be observed that the finite element 
solution approaches the equilibrium growth solution for fast surface diffusion as 
MslMgb ^ 4 .  The equilibrium growth solution works surprisingly well for even
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moderate values of MJMgb. If MJMgb < 4, then the equilibrium solution is no longer 
valid and the full numerical solution has to be used.
Finite element 
solution-1x10'
-2x10
-3x10
-4x1 O' Cocks' solution at the extreme 
of fast surface diffusion
-5x10'®-
-6x10
-7x10
10*10“
M.
M gb
Figure 3.38  Logarithmic plot for remote strain rate in the x- direction against MJMgb.
Next, a case of cavity growth along a grain-boundary is considered as shown in 
Figure 3.39. Because of symmetry, only half of the cavity is shown in the figure. The 
grain-boundary is subjected to a remote force, F. At the extreme of fast surface 
diffusion, an analytical expression for the grain-boundary separation velocity can be 
obtained as
3M„f - [ R F -R r ,  sin (3-77)
Figure 3.39 also shows the finite element mesh used in the numerical analysis. Table 
3.5 provides the comparison between the finite element solution and the analytical 
solution for Ugb at the extreme of fast surface diffusion for some arbitiarily selected 
material parameters and a range of applied forces. It can be seen that the two solutions 
agree with each other perfectly well.
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F
160 Grain 2
Grain 1
Figure 3.39  The numerical model for a cavity on a grain-boundary.
Table 3.5 Comparison between numerical and analytical solutions for the grain-boundary separation 
velocity, Ugb, at the extreme o f fast surface diffusion.
Materials Data F UgbAnalytical Results Numerical Results
R :  115.0 
AL : 25.0
M s  : 10000.0 
M g b  : 13.0
Ys : 1.0
Ygb : 1.00
0.0 -6.7688034226x10'^ -6.783546x10’
67500000.0 2.6324999323x10^ 2.632362x10’
77.0 2.9353119658x10'^ 2.935008x10'’
-32.0 -1.3156880342x10'^ -1.31577x10'’
The analytical solution is only valid in fast surface diffusion. Figure 3.40 shows the 
grain-boundary separation velocity as a function of MJMgb at the free sintering 
condition. The analytical solution is also shown in the figure (dashed line). For this 
case Ys and ygb are set to 1.0. One can observe that the analytical solution starts to 
collapse when M J M g b < 4 .  When M J M g b ' ^ 4 ,  Vgb for the numerical solution is
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-5.21836x10'^ which can be compared to the analytical solution that is -5.20677x10'^. 
Once again, the equilibrium solution holds very well even for moderate ratio of 
MJMgb.
'gb
0
Finite element 
solution
Analytical solution 
at the extreme of 
fast surface diffusion
-6x1 O'® 10° 10’
M.
M gb
Figure 3.40  Logarithmic plot for grain-boundary separation velocity, against MJMgb at free 
sintering.
3.10Conciuding remarks
The cubic spline finite element formulations enforce the smoothness of the interfaces 
to the continuity of second derivatives. Such a numerical approach filters out the high 
frequency oscillation of the interfaces during their migration and focuses the 
numerical solution on the global evolution of the microstructure. The numerical 
scheme has made it possible to model each interface using as few as 3 finite elements 
in a complicated microstructure. This numerical advantage is fully exploited in 
Chapter 4 and Chapter 5 in which the finite element scheme is used to investigate the 
sintering behaviour of particle compact. There the numerical tool helped us to gain 
deep insights into the material behaviour and reveal some of the classical textbook 
theory for sintering to be inappropriate.
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Chapter 4
A Numerical Study of Sintering Kinetics of Large 
Pores
4.1 Introduction
Most ceramic components are manufactured by sintering powder compacts, a process 
during which pores are eliminated at elevated temperatures. A commonly believed 
textbook theory is that a large pore may grow instead of shrink during sintering 
(Kingery and Francois, 1967). Here the number of grains surrounding a pore, i.e. the 
co-ordination number of a pore, defines “large”. It is predicted that a critical co­
ordination number exists, which depends on the dihedral angle of the material, and 
that a pore will shrink only if its co-ordination number is less than the critical value. It 
follows that a large pore can be eliminated only by sufficient grain-growth to reduce 
its co-ordination number to below the critical value.
Zr(3Y)02.1400“C Zr(8Y)02,1400-C 24h
Figure 4.1 Microstructural development at 1400°C o f compacts with 1/im pores after 2 hours in {a) 
Zr(3Y)02, and (jb) Zr(8Y)02. (Slamovich and Lange, 1993)
However, there are increasing experimental evidences which contradict the theory. In 
a very well designed experiment, Slamovich and Lange (1993) demonstrated 
convincingly that it is the characteristic diffusion distance, instead of the co-ordination 
number, that controls the densification behaviour of a large pore. They artificially
90
A  N u m e r i c a l  S t u d y  o f  S i n t e r i n g  K i n e t i c s  o f
L a r g e  P o r e s C h a pte r  4  —
introduced large pores into two Zr(y)Og powders, exhibiting either sluggish ( -
3 m o l % , Figure 4.1{a)) or rapid {ZrO^- 8 m o l % , Figure 4,l{b)) giain-
growth kinetics. The two powders containing artificial large pores of the same size 
were sintered under identical conditions during which their microscopic morphologies 
and densities were monitored. Grains gi'ew much faster in the Zr{M)02 matrix than 
in the Zr(37)02 mati'ix, so that the co-ordination numbers of the pores in the 
Zr(87)02 compact were much smaller than those in the Zr(37)02 compact. If the co­
ordination number controls the densification behaviour, then the Zr(87)02 powder 
compact should have densified faster than the Zr(37)02 compact. Figure 4.2 showed 
the opposite experimental results: the Zr(87)02 powder compact densified slower 
than the Zr(37)02 compact significantly. At the same time of sintering, the grain size 
in the Zr(87)02 matrix was much larger than that in the Zr(37)(?2 matrix; the 
former, therefore, had a much longer characteristic diffusion distance than the latter. 
Earlier work by Chen and Xue (1990) on the creep behaviour of the two materials 
indicated that the diffusivities of the two materials are similar regardless of yttria 
content. Hence, the experiment showed that it is the characteristic diffusion distance 
instead of the co-ordination number that controls the densification behaviour.
?
0.95 I,
p/p,
0.9
0.85
0.8
Zr(3Y)0,
Zr(8Y)0,
Ipm Pores, 1400°C
0 20 40 60 80 100 120TIME (hrs)
Figure 4.2 Densification behaviour at 1400°C o f compacts with 10% by volume controlled porosity. 
(Slamovich and Lange, 1993)
More recently, Flinn et a l (2000) canied out a carefully designed experiment using an 
AÎ2 O3 powder. Their study was designed to study micromechanical failure fiom pores,
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and to rationalise the fracture strength of ceramics as a ftinction of grain size and 
density. They introduced a small volume fraction of spherical large pores distributed 
in a porous alumina specimen. Figure 4.3 shows their experimental results of 
measured grain size of the artificial pore as a function of density for four starting pore 
sizes. From this experiment they observed that the grain size increased from 0.25 to 
0.60 fjm dur ing densification and more interestingly, they observed that pores as large 
as 125 jjm in diameter in the initially submicron sized powders shrinks continuously 
throughout the sintering process.
3%
S.
2o[L
150
125
100
75
50
♦  25 |jm initial ■ 50 |jm initial
“ A 80 pm initial#  120 Mm initiai — predicted size
25
0
50 70 10060 80 90
Density (% Theoretical)
Figure 4.3 Shrinkage o f large, artificial pores as a function o f density for pore radius 25, 50, 80 and 120 
fim, (Flinn et al., 2000)
Recently the issue of large pores has started to attract more attention because of the 
effort to sinter nano-structured ceramics. It is very easy for nano-powders to form 
agglomerates and a nano-powder compact contains large inter-agglomerate pores as 
well as small intra-agglomerate pores. During sintering, the small intra-agglomerate 
pores disappear quickly leaving the large inter-agglomerate pores behind. Most of the 
sintering time is therefore spent on eliminating the large pores. This process has to be 
carefully controlled since excess grain-growth can easily destroy the designed nano­
structure. As a rule of thumb, in pressureless sintering, it is difficult to obtain a grain 
size less than the starting agglomerate size (Mayo, 1996). Understanding the sintering 
kinetics of large pores is therefore cmcial for sintering of nano-stmctured ceramics.
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The primary aim of this chapter is to demonstrate that the co-ordination number does 
not necessarily control whether a large pore shrinks or grows. An appropriate 
thermodynamic argument is provided which shows that there exist no thermodynamic 
baiTier to prevent a pore of any co-ordination number from being eliminated from a 
dense solid. The thermodynamic argument is then further supported by caiTying out a 
series of computer simulations of the microstructural evolution in a dense solid 
containing very large pores. This is a full kinetic model which is solved using the 
numerical technique developed in Chapter 3. In the numerical model, coupled surface 
and grain-boundary diffiision is assumed as the underlying densification mechanism. 
Grain-boundary migration (leading to grain-growth) is also included in the model. The 
numerical technique has also been tested using a range of cases for which analytical 
solutions exist. In order to gain further confidence in the numerical technique, two 
more test cases of sintering models are presented for which numerical solutions have 
been obtained by other authors. The same problems were solved using the numerical 
scheme that was developed in Chapter 3 and a comparison was made between the 
numerical solutions. Very good agreement was obtained between cubic spline finite 
element solutions and those in the literature.
The computer simulations show that the thermodynamic barrier which prevents a large 
pore to shrink only exist if one assumes the large pore is surrounded by identical 
grains. In a more realistic model, in which the large pore is surrounded by hexagonal 
grains, the pore always shrinks, for the wide range of material parameters used in the 
simulations.
The computer simulation reveals two different mechanisms by which a large pore can 
be eliminated in the sintering process. The first one is well-known, in which grain- 
growth reduces the coordination number of the large pore and the pore subsequently 
shrinks. The second mechanism is not so well-known, in which smaller grain are 
“squeezed” into the pore by a neighbour-switching event in the absence of grain- 
growth. The second mechanism is technically important because it does not require 
excess grain-growth which is undesirable because it destroys the fine grain structure. 
Such an understanding is particularly useful when sintering nano-structural powder 
compacts.
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(«)
Figure 4.4 Free surfaces in powder compact (a) turn into grain-boundaries {b) during sintering.
First, let’s consider a powder compact without agglomeration and large pores as 
shown in Figure 4.4{a). The driving force for the microstructural evolution of a 
powder compact is the excess free energy associated with the free surfaces of the 
powders. The upper limit of the fr ee energy reduction in the sintering process can be 
expressed as
^ t o t a l (4-1)
here is the total free surface area in the powder compact and is the specific
energy for the free surface. This free energy reduction mainly drives two processes 
during sintering, i.e. densification and grain-growth. When the powder compact 
densities, the free surfaces are replaced by grain-boundaries as shown in Figure 
4.4{h). If a full densification is achieved then the change of fi’ee energy associated 
with the densification is
^^densification ( /^ s Y s  - ^ g b Y g b ) ' (4-2)
Here A^ i, is the total grain-boundary area in the dense solid and is the specific
energy for the grain-boundary. During the densification approximately two fi*ee 
surfaces coalesce into one grain-boundary as shown schematically in Figure 4.4, i.e. 
« lA j^  ^ and the total change of fr ee energy related to densification can be estimated
as
^^densification ~ j 0 . 5yj . (4-3)
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This part of the free energy reduction drives the densification. The remaining part of 
the free energy reduction,
AEgmin-growtn -0.5 A (4-4)
drives the grain-growth. For most materials ys is larger than ygb, AEdensification is 
therefore normally negative which means that there is always a thermodynamic force 
to drive the powder compact to eliminate the pores.
(«)
Figure 4.5  Large pore in a polycrystalline solid {a) eventually replaced by grain-boundaries (Jb) in 
sintering process.
Now, let’s consider a two-dimensional, polycrystalline solid containing periodically 
arranged large pores. Figure 4.5{d) shows a representative unit of the example. Due to 
the symmetry assumption, Figure 4.5{d) represents a closed system (i.e. no matter 
exchange occurs between the system and its surrounding system). A textbook theory 
due to Kingery (1967) predicts that there exists a thermodynamic barrier for the 
shrinkage of the large pore. This barrier can be easily explained using the example 
shows in Figure 4.6.
A large pore of radius R is assumed to be surrounded by n identical grains. If the 
pore shrinks a little as indicated by the dashed lines, the radius of the pore is reduced 
by ÔR and the total change of fiee energy can be calculated as
dE -  nSRy^^ -  iTvSRy^. (4-5)
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Since the pore shrinks only if SE <0, this leads to the following condition for the 
large pore to shrink:
n< 27rrjrgb’ (4-6)
If a pore is surrounded by too many grains, then the free energy gain due to the 
extension of the grain-boundaries into the pore outbalances the free energy loss due to 
the elimination of the pore surface, so the pore should grow instead of shrink. This is 
the simplest version of the co-ordination number theory. It can be refined by 
considering the three-dimensional case, the effect of the outer surface of the compact 
and the mass conservation in the variational argument (Kellett and Lange, 1989).
Pore
»*S
Grain
Figure 4.6 Large pore surrounded by 4 identical grains.
There are two problems with the critical co-ordination number theory. The first one is 
that the above argument assumes that the large pore is suiTounded by identical grains 
and that the grains grow simultaneously into the large pore as it shrinks. However one 
never observed elongated grains centred into the large pores in sintering experiments 
using powder compact containing large pores. The second problem is that increasing 
experimental evidence contradicts the theory as discussed in the introduction.
In fact the thermodynamic barrier predicted by equation (4-6) is a result of the 
imposed kinematics route (that the grains grow simultaneously into the pore). Instead 
of considering a small incremental variation of the pore size, the initial and final states
96
A  N u m e r i c a l  S t u d y  o f  S i n t e r i n g  K i n e t i c s  o f
L a r g e  P o r e s  _------------------------------------------------------------------------------------------------------------------------- C h a p t e r s  -
of the material as shown in Figure 4,5{a) and Figure 4.5(b) are considered 
respectively. Imagine the large pore in Figure 4.5(d) is somehow eliminated from the 
solid producing the dense solid shown in Figure 4.5(b). If the grains remain roughly 
equiaxed throughout the elimination process, then it is obvious that the total free 
energy of the material shown in Figure 4.5(b) is less than that shown in Figure 4.5(a) 
simply because the fr ee energy of the pore surface is diminished and the fr ee energy of 
the grain-boundaries does not increase because the grains remain equiaxed. Equations 
(4-3) and (4-4) can now be also used to estimate the free energy reductions associated 
with densification and giain-growth for a powder compact containing large pores. In 
this imaginary process, the total fi'ee energy is reduced no matter how large the co­
ordination number is and no assistance from grain-growth is necessary. This shows 
that eliminating a large pore from a dense solid does not necessarily have a free 
energy barrier and require the assistance of grain-growth contrary to that predicted by 
equation (4-6). The key condition here is that the grains remain equiaxed in the 
sintering process. However this condition is almost universally met.
It remains to show how the grains can reaiTange themselves into the large pore while 
still remaining roughly equiaxed. In the following sections, a two-dimensional kinetic 
model is used to demonstrate that a combination of grain-boundary sliding and 
neighbour-switching can indeed help a large pore by-pass the thermodynamic barrier 
predicted by equation (4-6).
4.3 A kinetic model for sintering
To develop a kinetic model for the large pore, solid-state sintering is considered and it 
is further assumed that matter redistribution is controlled by coupled grain-boundary 
and surface diffusion. Grain-boundaiy migration (leading to grain-growth) is also 
considered such that grain-boundary diffusion occurs along a migrating grain- 
boundary network. Linear kinetic laws are assumed for the three processes (Herring, 
1951;Hillert, 1965):
(4-7)
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(4-8)as
(4-9)
where 7 ^^  and 7 , are the diffusive fluxes along the grain-boundary and free surface
respectively, is the migration velocity of the grain-boundary, and
are the mobilities for grain-boundary diffusion, suiface diffusion and grain-boundary 
migration respectively, <r is the stress normal to the grain-boundary, and are
the specific surface and grain-boundary energies respectively, ic^  and are the
principal curvatures of the free surface and grain-boundary respectively, and 5 is a 
local co-ordinate along the grain-boundary or the fi'ee surface. Apart from the three 
kinetic laws, the normal stiess cr has to satisfy equilibrium, the diffusive fluxes have 
to satisfy matter conservation, the chemical potential has to be continuous at any triple 
junction between the interfaces, and finally the dihedral angle has to be such that the 
equilibrium between the suiface tensions is satisfied.
Existing data on superplastic deformation of several fine-grained ceramics indicate 
that grain-boundary sliding is not a rate limiting mechanism (Chen and Xue, 1990). In 
the current model, the grain-boundaries are allowed to slide fi'eely (connected with no 
energy dissipation).
It can be shown that the problem described above can be re-stated using the following 
variational principle (Needleman and Rice, 1980; Pan et a l, 1997): among all the 
virtual velocities of migrating grain-boundaries, virtual diffusive fluxes that 
satisfy matter conservation, and virtual strain rates that satisfy compatibility, the 
actual velocity, flux and strain rate minimise the functional
Tgi go 1, J m
in which represents the grain-boundary network, F, represents the fr ee surface in 
the pore and E is the total potential energy of the system.
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The potential energy E is a direct extension of the free energy discussed in the 
previous section. The system evolves to reduce E . The variational principle (4-10) 
was derived fr om the fact that the reduction rate of E  has to be balanced by the rates 
of the three energy dissipation mechanisms: giain-boundary diffusion, surface 
diffiision and grain-boundary migration.
A robust finite element technique has been developed in Chapter 3. The numerical 
technique has been verified using a wide range of testing cases. Here, two more 
testing cases of sintering simulation are presented to gain further confidence in the 
finite element formulations. First, the co-sintering process of two identical cylinders 
which its full numerical solution had been provided by Zhang and Schneibel (1995a) 
is considered; secondly, the free sintering of a close packed array of circular cylinders 
which has been examined by Svoboda and Riedel (1993) is considered, in the 
following sections.
4.3.1 Co-sintering process of two identical cylinders
The co-sintering process of two identical cylinders was studied numerically by Bross 
and Exner in 1979. It was quantified later by Exner (1987) who treated straight rows 
of circular particles and terminated his calculations prior to reaching (meta-stable) 
equilibrium. Zhang and Schneibel (1995a) extended the problem by referring their 
calculation to pairs of circular particles and terminated the calculation at full 
equilibrium. Also, they involved the effect of dihedral angle in their simulation. At the 
same time, Svoboda and Riedel (1995) published their numerical solution as well as 
their approximated analytical solutions, which are based on a thermodynamic 
variational principle for the foimation of neck between two spherical particles by 
grain-boundary and surface diffusion. Pan and Cocks (1995) then perturbed the model 
by giving the two particles two different radii. This model is much closer to reality. 
Immediately, after this model. Pan et al (1998) extended the study into a three-
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dimensional model. All the studies by these groups of researchers were based on the 
finite difference schemes.
L
(«) (b)
Figure 4 .7  (a) The geometry o f  co-sintering model; and (b) the initial numerical model o f co-sintering.
Here, two circular cylinders are considered and the numerical results are compared to 
the results of Zhang and Schneibel (1995a). The final equilibrium radius of the 
cylinders can be determined analytically. Numerical results at the full equilibrium 
stage can then be used to compare to the analytical solution. Figure 4,7 shows the 
geometry of the problem. The two cylinders with radius R are connected by a contact 
length c. In the beginning the two cylinders touch which give c = 0. Subsequently, 
neck growth by matter that is transported out of the contact area by grain-boundary 
diffusion, and by material that flows to the neck region due to surface diffusion. 
Grain-boundary diffusion leads to a centre-to-centie approach of the two cylinders. At 
the neck tip, local equilibrium of the surface tension force requires that the dihedral 
angle \(/ is maintained, which is given by cosy/ = where Ygb and Ys are the
specific grain-boundary and surface energy respectively. Since the two cylinders are 
of the same size, the grain-boundary does not migrate, hence throughout its evolution
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the system remains symmetric with respect to the grain-boundary as well as the y- !
axis. !
Due to symmetry, it is sufficient to compute half of the evolution of the surface as 
shown in Figure 4» 7{b), The numerical model was constructed following the geometry 
that was used by Zhang and Schneibel (1995a) so the two numerical results can be 
compared. Zhang and Schneibel (1995a) approximated the surface by 100 to 800 mesh 
points. However, in the cubic spline element model, the half circular surface is 
approximated by 6 cubic spline elements and 3 elements were used for the grain- 
boundary. The nodes of the finite element mesh are also shown in the figure. The 
initial neck radius was set to 1% of the cylinder radius as Zhang and Schneibel 
(1995a) did. It should be pointed out that the numerical code developed in Chapter 3 
could even handle a starting neck radius of 0.1% of the cylinder radius without any 
numerical problem. The material parameters were chosen to be the same as that used 
by Zhang and Schneibel (1995a), i.e., dihedral angle, y/, was set to 150° and the grain- 
boundary to surface diffusivity ratio, Mgb!Ms, was set to 1.
Figure 4.8{a) shows the evolution of the two cylinders at various time steps. 
Cylinders evolve fiom two perfect touching circles at time zero toward two 
overlapped circles during which the radius of cylinder increases and its neck grows 
with respect to time. Figure 4,8(b) demonstrates the formation of the dihedral angle at 
the initial stage of neck growth. One can observe that the dihedral angle is not 
specified in the initial model at instead, it turns out as part of the numerical
solution. The dihedial angle recovered locally in order to satisfy the equilibrium at the 
triple junction after few time steps. Cylinders then evolve fi'om the non-equilibrium 
shape toward a full equilibrium configuration by keeping the dihedral angle 
throughout the course of simulation. The detailed evolution fi om the time as early as 
about 13 orders of magnitude smaller than the time needed to reach a full equilibrium 
(Ây) was collected. In this simulation, the mass conservation was preserved within an
error of 0.76%.
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Figure 4,8  Computer simulated sintering process o f two circular cylinders for the dihedral angle o f  
150° and the diffusivity ratio o f MslMgb = 1 : (a) full picture for = 0.0, 7^  = 1.0707x 10^,
= 1.6602x10'^, Fg =  9.7686x10'^ and F^  =  5.1823; (b) enlarged local profile near the free surface
neck junction for Fq = 0 .0 , Fj = 1.0085x10"^, Fj^ 6.1645x10 F3 = 3,8532x10  ^ and F^= 1.0707x10
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Figure 4.9 Neck size as a function o f time. MglMgb = 1 and dihedial angle o f 150°.
 Cubic Spline Element Solution
 Numerical Solution by Zhang and Schneibel
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Figure 4.10 Centre-to-centre distance between the two cylinders for M^Mgb ~  1 and dihedral angle of 
150°.
Figure 4.9 and Figure 4,10 compare the solution using the cubic spline element with 
the numerical solution by Zhang and Schneibel (1995a) in terms of the neck size as a 
function of time and the centre-to-centre distance as a function of time respectively. It
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can be seen that the two numerical solutions agree very well with each other even 
though different numerical schemes were used. The simulation shows that the grain- 
boundary fluxes are high at the beginning and become almost negligible at a later 
stage. Thus, one can observe the cylinders neck grows rapidly at the initial stage and 
settle down when the cylinders near equilibrium at f = 1.0 in Figure 4,9. A similar 
observation is given by Figure 4.10 which shows the centre-to-centre distance 
suddenly drops in the beginning, is significantly reduced at / = 1.0, and finally 
stopped when model achieves full equilibrium. Centre-to-centre distance is maintained 
at the very beginning due to surface diffusion leading in the process to recover the 
local equilibrium at the triple junction, to form the dihedral angle. Once, equilibrium 
of the junction is reached at {Figure 4.8{b)), the centre-to-centre distance starts to 
change due to higher grain-boundary diffusive fluxes at the later stage, which tries to 
minimise the total area of the free surface. This also can be seen from Figure 4.10.
y
Figure 4.11 Free body diagram at which cylinder in its full equilibrium.
Figure 4.11 shows a diagram where the cylinders are at their final equilibrium stage. 
On the surface of the cylinder of radius R, the chemical potential is // = (YsQ.a)IR. On 
the grain-boundary the chemical potential is ^  = (tQ^, Here is the atomic volume, 
Ys the specific surface energy, and cr the normal grain-boundary stress. Where the
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grain-boundary meets the free surface, the continuity of the chemical potential 
requires that
= (4-12)
R
At equilibrium, the system requires that:
|c7t/:x:-2/^sin^ = 0. (4-13)
Substituting (4-12) into (4-13) gives the equilibrium radius of the cylinder as
_ c _ .  (4-14)
This finite element model predicts that R /R o  = 1.225, here Ro is the initial radius of the 
cylinder, which can be compared to equation (4-14) which gives R/Ro = 1.22346. This 
good agreement frirther verified the cubic spline finite element scheme.
4.3.2 Free sintering of a ciose packed array of circuiar cyiinders
The finite element scheme developed in Chapter 3 is used to simulate the sintering of 
a hexagonal array of circular cylinders. In this analysis, the grain-boundary and 
surface diffusion are the meehanisms under consideration, A numerical solution 
described the whole process fr om initial neck formation to the stage in whieh pores 
have equilibrium shapes and finally disappear. The problem is two-dimensional, and 
the analysis is canied out numerically starting from a non-equilibrium configuration 
of touching cylinders. This problem was analysed earlier by Svoboda and Riedel 
(1993). However, they started with a configuration where the dihedral angle is 
prescribed because a sharp pore tip could cause numerical problem to their numerical 
scheme. Due to symmetry, only 1/6 of the pore surface was considered in their model. 
Pan and Cocks (1995) created a more general model which can deal with asymmetric 
loading. They used 60 nodes to approximate each free surface and provided special 
configuration to the initial pore tips. Different approaches were used to deal with the
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pore-tip continuity in these two analyses. However, both techniques were developed 
based on the finite difference analysis.
Figure 4.12 The sintering o f  a hexagonal array o f circular cylinders.
The same problem was solved using the finite element analysis that was developed in 
Chapter 3. All the initial conditions and material parameters are set to be the same as 
those used by Svoboda and Riedel (1993). The representative element used in the 
cubic spline element model is shown in Figure 4.12. Due to symmetry, only 1/3 of the 
pore surface as indicated in the rectangular box, abed is isolated. 12 cubic spline 
elements were used for one cylinder surface, 3 elements were used for half of the neck 
(grain-boundary). A grain-boundary has fewer elements compared to the pore surfaces 
because it remains stiaight throughout the simulation process. In this model, the pore 
tip is not treated specially, instead the simulation began with a sharp pore tip that 
formed by two touching pore surfaces as shown in Figure 4.13 at It is worth
pointing out that the cubic spline finite element code can even start a model with its 
grain-boundary length equal to 0.1% of the initial radius of pore surface. However, in 
order to compare the densification rate to Svoboda and Riedel’s (1993) numerical 
results, the grain-boundary of the model was chosen as 10% of the pore surface radius 
length.
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Figure 4.13 shows the computer simulated sintering process of the pore obtained 
using the cubic spline finite element method. The microsti'ucture evolves from a non­
equilibrium touching cylinders configuration at towards an equilibrium
configuration with constant mean curvature. The pore reduced its size significantly 
fi'om Ïq to 5^ . The pore will disappear theoretically when time goes to infinity. The
computer simulated pore shape evolution follows the pattern observed experimentally 
(Charles and Weaver, 1990). One interesting observation from the numerical result is 
even though the dihedral angle at the tiiple junction is not prescribed, it will be 
obtained as part of the solutions in the simulation.
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Figure 4.13 Pore evolution in a compact o f circular cylinders with a dihedral angle o f  120° and a
-7 7diftusivity ratio o f  MJMgb ~  1. The initial pore surface radius is i? = 1. =  0.0, /, =  7.0152x10’ , =
2 .602x10’^  U = 3.7033x10’\  T = 6.0978x10’'^  and h  =6.7742x10'^
Frequent re-meshing had to be undertaken during the computer simulation. While the 
pore evolved towards a smaller one, the pore surface became shorter. An element that 
is shorter than 30% of its original length will combine with the adjacent element until 
3 elements are left. After that, the 3 elements will be averaged out when any of them 
becomes shorter that 30% of its last averaged length.
The porosities as functions of time ft om the numerical analysis were compared to the 
numerical results obtained by Svoboda and Riedel (1993). In this comparison, the
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suiface to grain-boundary tension ratio was taken as ys^ Tgb = 1, which implied a 
dihedral angle of 120°. The surface to grain-boundary diffusive ratio is taken as 
MJMgb = 1. The simulations were started at a slight different porosity as the 
simulations done by Svoboda and Riedel (1993). In the model, the initial porosity was 
8.51% whilst the initial porosity used by Svoboda and Riedel (1993) was 9.07%. This 
is because in the simulations of Svoboda and Riedel (1993) they had prescribed their 
initial dihedral angle as the equilibrium one of 120°.
10-,
—  Finite Element Solution 
---Num erical Solution 
by Svoboda and Riedel
6-
2
£
4.0x10"' 6 .0 x1 0 "*0.0
Normalised Time, T
Figure 4.14  Comparison o f porosity as a function o f time obtained by Svoboda and Riedel (1993) and 
by finite element method. In this comparison, dihedral angle is 120°, diffusivity ratio is MjMg^ = 1.
In Figure 4.14, the numerical results of porosity as a function of time obtained by 
Svoboda and Riedel (1993), and by using cubic spline finite element method are 
compared. It can be seen that the two results agree very well with each other. Mass 
conservation can be taken as a measure of the computing accuracy. Over the range of 
density variation, about 0.4% of total solid area was lost.
The two examples here further confirmed the cubic spline finite element scheme that 
was developed in Chapter 3. It is interesting to notice that in both cases, only a very 
few elements are good enough to produce an accurate numerical solution. The CPU 
times taken by these simulations were within 40 hours on a Pentium III computer.
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It is however not possible to use the numerical methods adopted by Svoboda and 
Riedel (1993) or Zhang and Schneibel (1995a) to study the sintering kinetics of large 
pores, which is the topic of the following section.
4.4 Sintering kinetic of large pores
This section intends to demonstrate that the critical co-ordination number theory is a 
direct consequence of the assumption that a large pore is surrounded by uniform 
grains, and in general a large pore with co-ordination number larger than its critical 
value can still shrink without the help of grain-growth. Figure 4.15 shows a model of 
a large pore in a polycrystalline solid. The pore is created by removing a few grains 
from a uniform hexagonal polycrystalline structure. Only a quarter of the pore is 
modelled because of symmetiy. It can be taken as a representative unit of a two- 
dimensional infinite body containing periodical pores. No exchange of matter is 
allowed between the unit and its surrounding body. The pore has a coordination 
number of 24. Based on the equation (4-6), this pore should grow if ys > 3;^ &.
For the model shown in Figure 4.15, the large pore is surrounded by three types of 
grains, grains of the ordinary size, grains of half of the ordinary size and grains of 5/6 
of the ordinary size. Each facet of the pore surface is represented using 3 surface 
diffusion elements. Each grain-boundary is represented by 3 grain-boundary diffusion 
elements and another 3 grain-boundary migration elements. The model consists of a 
total of 1368 cubic spline elements and a total of 9,815 degrees of fr eedom. As the 
smallest grain is suiTOunded by three larger grains, it has the tendency to shrink 
leading to grain-growth. On the other hand, the two marked triple junctions, a and a' 
{Figure 4.15) tend to approach and finally meet each other. This is very similar to the 
neighbour-switching event described by Ashby and Venall (1973) for superplaticity. 
The microstructural evolution can either be dominated by grain-growth where the 
smaller grains continue to shrink until they disappear; or by the neighbour-switching 
event in which the shorter fr ee surface disappears making the smaller grains meet. At 
the same time, grain-boundary and surface diffusion occurs along the grain-boundaries
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and the pore surface. Whether this matter distribution leads to shrinkage or growth of 
the large pore remains to be seen from the computer simulation.
10.0 -
.0 2.5 5.0 7.5 10.0
Figure 4.15 Numerical model o f large pore suiTounded by hexagonal grains.
12.5
As a comparison, a different model of a large pore is considered, which is surrounded 
by identical grains as shown in Figure 4.16. Due to symmetry, only 1/24 of the 
structure is modelled. The numerical model contains two pore surfaces and one grain- 
boundary which are modelled by 3 cubic spline elements respectively. To maintain the 
symmetry, all the grains can only move toward or away from the centre of the pore 
simultaneously at the same speed and no grain-boundary sliding occui's. The relative 
motion between the grains has to be accommodated by grain-boundary diffusion along 
the grain-boundaries, which in turn has to be accommodated by surface diffusion 
along the pore surface. This either supplies matter to the grain-boundaries as the grains 
move away from the centre of the pore, or redistributes matter away from the tiiple 
junctions onto the pore surface as the grains move towards the centre of the pore.
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F ig u re  Numerical m odel o f  large pore sunounded by 24 identical grains.
It is important to point out that the two models described above are not designed to be 
comprehensive. A more realistic model could have contained more grains of arbitrary 
shapes as shown by Figure ^.5(a). The problem with such a realistic model is that it 
has too many variables and it is difficult to illustrate which are the key factors 
controlling the pore evolution. The purpose here is to intioduce a simple variation to 
the identical grain model {Figure 4,16) and to demonstrate the sensitivity of the pore 
evolution to such a variation.
When presenting the numerical results, all the length scales are non-dimensionalised 
by the grain size d {Figure 4.15). The material parameters are non-dimensionalised 
as following
M gb M gb
7 s
y gb (4-15)
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(4-16)
4.4.1 Large pore surrounded by identical grains
Using the model shown in Figure 4.16, a series of computer simulations were 
performed which serve two purposes. Firstly, by comparing the critical co-ordination 
number obtained numerically fi'om the kinetic model with that obtained from the fr ee 
energy balance in section 4.2, one can further confirm the kinetic model. Secondly, 
they provide a comparison base for the more realistic model shown in Figure 4.15.
Figure 4.17 shows one of the computer simulated evolutions of a large pore 
surrounded by 24 identical grains. In the example, yJYgb was set to 3. Equation (4-6) 
predicts that the pore should grow. This is confirmed by the kinetic model. In fact one 
can determine the critical number from the kinetics model. For each set of values of 
yJïgb, the co-ordination number of the pore was gradually increased from 3 until 
reaching a value at which the pore grows instead of shr inks. The critical number was 
then taken as the last one at which the pore shrinks.
When deriving the critical co-ordination number of equation (4-5), the relative motion 
between the grains caused by redistributing of matter away from the grain-boundaries 
and onto the pore surface was not considered. Equation (4-5) is therefore only precise 
when the grain-boundaries are much longer than the pore radius. Figure 4.18 presents 
the critical co-ordination numbers obtained numerically against different ratios of 
specific surface energy over specific grain-boundary energy, Ysfygbi for different ratios 
of the grain-boundary length over the pore radius, Igb/Rpore- Also presented in the chart 
is the prediction of equation (4-5). It can be seen that as IgdRpore increases, the 
numerical results approach those predicted by equation (4-5).
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Figure -/./ZMicrostmctural evolution o f large pore surrounded by 24 identical grains at various time 
steps: t  = 0.0,11.2725 and 34.2779. Material parameters are taken asM , = 1, = 3, and
IgbfRpore =  3.8633.
As expected, it was found that the critical co-ordination number is independent of the 
diffusion mobilities (M^ and M^^). It is interesting to see that the critical co­
ordination number depends on the characteristic diffusion distance and only 
approaches that predicted by equation (4-5) when the characteristic diffusion distance 
is much larger than the pore size.
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Figure 4.18 Comparison between critical co-ordination numbers obtained numerically and 
equation (4-5).
4.4.2 Large pore surrounded by hexagonal polycrystalline solid
A series of computer simulations were caii'ied out using the kinetic model shown in 
Figure 4,15 covering a wide range of values of (M,„d )^lMgb, MJMgb and yjygb- Figure 
4.19 presents an example of the numerical simulation for which (M„i(f)IMgb = 10, 
M J M g b  -  1 and yjygb = 3. These are the same parameters as those used in the case 
shown by Figure 4,17. The initial pore areas in the two models are also set to be as 
close as possible. Furthermore, the characteristic diffusion distance, i.e., the distance 
over which matter has to be ti’anspoiled in order for the pore to grow or shrink is also 
set to be as close as possible in the two cases. In the identical grain model, the 
characteristic diffusion distance is simply the length of the grain-boundary, which was 
set to 12. In the hexagonal grain model, the characteristic diffusion distance is taken as 
the average of Igbi, lgb2 and Igbs shown in Figure 4,15  ^which was set to 11.932. It is 
difficult to make the two identical in the numerical models. The contrast between the 
predictions of the two models is dramatic. While the identical grain model predicts the 
large pore to grow, the more realistic model predicts the large pore to shrink in direct 
contradiction to the critical co-ordination number theory.
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Figure 4.19 The microstructural evolution o f hexagonal grain model. Material parameters are taken as 
M,„ = 1 0 , =1 and = 3 .
It can be observed fi'om Figure 4,19 that in a more realistic polycrystalline structure, 
the large pore with co-ordination number larger than its critical value can shrink 
without the help of grain-growth. The smaller grains are “squeezed” into the pore and 
finally meet each other.
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In this numerical study, the simulation was terminated before the shorter sections of 
the pore surface disappeared. The disappearance of the shorter sections leads to a 
change of the co-ordination number and causes the smaller grains to meet each other 
forming new grain-boundaries between them along the radial direction. This is similar 
to the mechanism described by Ashby and Venall (1973) as “neighbour-switching” 
responsible for supeiplasticity. In a real powder compact, such a change of 
morphological relation between the grains occurs frequently allowing the pore to 
shrink continuously.
In Figure 4.20, the pore areas as a function of time obtained fr om the two different 
models were compared. Noticing that the log scale is used for the time axis in the 
figure, it can be seen that while the identical grain model predicts a slow growth, the 
hexagonal grain model predicts a much faster shrinkage.
3 5 - Identical Grain Model
COI 2 5 -
o0- 20-
1 5 -
Hexagonal Grain Modei
10°
Normaiised Time, t
Figure 4.20  Comparison o f  numerical calculated pore area as a function o f time for pore suiTounded by 
hexagonal grains and pore surrounded by identical grains with material parameters o f = iQ, = i
and = 3 '
Figure 4.21 presents the free energy as a function of time for the two cases 
respectively. It can be seen that the free energy in both cases decreases as a function of
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time. The fact that the simulated microsti'uctural evolution follows a descending route 
of the fi*ee energy further verifies the numerical model.
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iS 0.996 -
ilE 0.994 -  1 0.992 -CO
O 0.990 -
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0.984
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Figure 4.21 Comparison o f the free energy changes as a function o f  time for pore surrounded by 
identical grains and pore surrounded by hexagonal grains for the material parameters: = 10,
= 1, and = 3 •
The total amount of mass should be conserved during the pore shape evolution in the 
closed system. The total mass was monitored in the computer simulation and it was 
found that total mass changed 0.00006% in the identical grain model and 0.018% in 
the hexagonal grain model which are perfectly acceptable.
4.4.3 Effect of the kinetic mobilities
To ensure that the various phenomena observed in the computer simulations are not 
coincidences specific to the particular set of kinetic parameters used in the above 
discussions, a large number of simulations were performed covering a wide range of 
values of (M„,cf)/Mgb and MJMgb,
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Figure 4.22 Microstractural evolution o f  hexagonal grains model. Material parameters are taken as
M,„ =100, M , = 1  and = 3 .
In the computer simulations, yjygb were taken as 3 and 1 respectively. For many 
materials, yjygb » 3 (Sir Alan Cottrell, 1995). The second value was used for the sake 
of the completeness. Appendix C provides the data of grain-boundary and surface 
diffusivities for a range of typical engineering materials. In the computer simulation, 
MJMgb was varied between 10’^  to 10^  to cover the entire range of the material data.
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There are a few data available for the grain-boundary mobility, . Thus, in the
simulation, (M,„cf)/Mgb was varied between 10"^  to 10^  to cover its possible range. A 
full list of these computer simulations are provided in Appendix D.
Figure 4.22 shows a case in which the grain-boundary mobility is increased by an 
order of magnitude fiom the case shown in Figure 4.19. All the other parameters 
remain the same. It can be observed from the figure that the faster grain-boundary 
migration leads to grain-growth in the vicinity of the large pore. The grain-giowth 
eventually leads to the reduction of the co-ordination number. Figure 4.23 presents 
the pore area as a function of time for the two cases shown in Figure 4.19 and Figure 
4.22. The interesting point about this comparison is that the fast grain-boundary 
migration actually leads to a slower shrinking rate of the large pore, i.e., in fact, grain- 
growth does not accelerate the pore elimination process; instead, it retards the process. 
This finding is significant because it has been suggested that one should promote 
grain-growth in order to eliminate the large pores (Kingery and Francois, 1967).
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Figure 4.23 Pore area as a function o f  time for hexagonal grain model with fast grain-boundary 
migration =100) compared to slower grain-boundaiy migration = 10) for the cases where
M =1.
Figure 4.19 and Figure 4.22 show two different scenarios of the microstructural 
evolution. In Figure 4.19 the large pore shrinks by neighbour-switching event
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whereas in Figure 4.22, the large pore shrinks accompanied by grain-growth. In most 
of the practical applications, the first scenario is preferable since grain-growth 
destroys the fine grain structure which leads to poor mechanical properties.
10 .0 -
I I I0.0
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\b) t = t
12.5
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Figure 4.24  Microstructural evolution o f  hexagonal grains model. Material parameters are taken as 
=10. M , =100 and = 3.
Figure 4.24 shows another case in which the surface diffusivity is increased by two 
orders of magnitude from the case shown in Figure 4.19. All the other parameters
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remain the same. It can be observed from the figure that at the exti'eme of fast surface 
diffusion, the pore tends to spheroidise. After the spheroidisation, the large pore 
shrinks by maintaining its pore surface in a circular shape towards the centre of the 
pore with a constant speed.
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Figure 4.25 Microstmctural evolution o f  hexagonal grains model. Material parameters are taken as 
M,„ = 100, M , = 100 and = 3 .
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Figure 4.26 Pore area as a function o f time for hexagonal grain model with fast grain-boundary 
migration ( Â7„ = 100 ) compared to slower grain-boundary migration ( Â7„ = i o ) for the cases where
Â7. =100.
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Figure 4.27  Relationship between relative kinetic mobilities and sintering scenarios o f  the large pore 
for ÿ, = 3.
Figure 4.25 shown a case in which the grain-boundary mobility and surface 
diffusivity are increased by one and two orders of magnitude respectively from the
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case shown in Figure 4.19. It can be seen fi*om the figure that the large pore 
demonstrates the spheroidisation process accomplished by grain-growth. Figure 4.26 
is the comparison of the decreasing of pore area as a function of time for the cases in 
Figure 4.24 and Figure 4.25, The figures demonstrate the grain-growth occurring in 
Figure 4.25 due to the fast grain-boundary migration slows down the densification 
process. This observation is similar to that given by Figure 4.23 earlier.
Figure 4.27 summarised all the computer simulations for yjygb = 3 and shows the 
range of MJMgb and (M,nd )^!Mgb in which the neighbour-switching scenario can be 
achieved. The conditions for the grain-growth controlled scenario to be avoided can be 
clearly seen fi'om this diagram. It is interesting to notice that a slower surface diffusion 
also helps to avoid grain-growth.
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Figure 4.28 The microstmctural evolution o f  large pore surrounded by 10 identical grains at various 
time steps: t = 0.0,1.2136x10'*, 2.2757 and 2.0835x10^. Material parameters were taken as:M^ = i ,
y^=  \ and IgbfR-pore ~  3.7528.
Similar simulations were undertaken using yjygb -  1 which produced very similar 
results. Figure 4.28 and Figure 4.29 show the microstructural evolution around the 
large pore obtained using the identical grain model and the hexagonal grain model
123
A  N u m e r i c a l  S t u d y  o f  S in t e r i n g  K i n e t i c s  o f
L a r g e  P o r e s C h a pter  4  —
respectively. Once again, while the identical grain model predicts the pore to grow, 
the hexagonal grain model predicts the pore to shrink. In this example, much fewer 
grains were used in the model than the previous one around the pore because the 
critical coordination number for this particular ys /^gt is 7, which is much smaller than 
the previous one.
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
Figure 4.29 The microstructural evolution o f  large pore sun ounded by 10 hexagonal grains at various 
time steps: t = 0.0, 4.6958x10'^, 1.0183x10'^ and 1.6145x10’^ . Material parameters were taken as:
= 1 j A/j = 1 and = 1 •
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
Figure 4.30  The microstmctural evolution o f large pore surrounded by 10 hexagonal grains at various 
time steps: f =  0.0, 9.3732x10"*, 1,9683x10'^ and 2.8225x10'^. Material parameters were taken as:
= I , = 1 and = 3 .
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Figure 4.31 Comparison o f  pore area as a function o f time for - 3  = 1. Material parameters
were taken as: M =1 and M  = 1 •
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Figure 4.32 Comparison o f  free energies as a function o f  time for = 3 and f  ^ = 1. Material
parameters were taken as: = l and = 1.
Simulation was performed with larger yjygb {yjygb = 3) for the hexagonal grain model, 
in which the pore is suiTounded by 10 grains. Figure 4.30 shows the microstiuctural 
evolution around the large pore. Figure 4.31 and Figure 4.32 present the comparisons
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of pore area and free energy as a function of time obtained from the case in Figure 
4.29 and Figure 4.30. In all the cases studied using the hexagonal grain model, the 
large pore always shrinks no matter what kinetic parameters were used.
4.5 Comparison of the micromechanical modei with a 
continuum modei
In this section, the shrinkage rate of the pore area obtained from the micromechanical 
model is compared with an analytical solution. The numerical model presented in this 
chapter demonstrates that a large pore shrinks by the direct diffusional transport of 
material into the pore. For situations where grain-boundary diffusion is the dominant 
mechanism the polycrystalline structure deforms by Coble creep, whereby the strain 
rate is given by
£ = 36 (4-17)
in which cr is the remote stress, Mgb is the grain-boundary diffusion mobility and d is 
the grain size. Here an analytical solution of the pore shrinkage rate is derived 
assuming the pore is surrounded by a continuum material which deformed by Coble 
creep.
{a)
Figure 4.33 Analogue o f the micromechanical model {a) to a plane strain problem ot a hollow cylinder 
(6).
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The micromechanical model in Figure 4.33 (a) can be analogised to the plane strain 
problem of a hollow cylinder as shown in Figure 4.33 (6), which is subjected to an 
internal pressure (Cocks, 2001),
(4-18)a
in which a is the pore radius, Ys and Ygb are the specific free surface and grain- 
boundary energies respectively, p  is in fact the sintering potential for densification of 
the large pore. The larger the pore size, the smaller the sintering potential and hence 
the slower the rate of sintering. In the micromechanical model, the sintering potential 
can be estimated as the ratio of the change of total fr ee energy over the change of the 
pore area:
(4-19)AA
Equation (4-19) is only precise if there is no gi ain-growth. In the vicinity of the pore, 
the surrounding material will experience large inelastic strains as the pore shrinks, i.e. 
it will experience supei*plastic deformation. A feature of the diffusional process in this 
limit is that the grains remain equiaxed as the material deforms and deformation 
occurs by a series of grain-switching events (Ashby and Verrall, 1973), i.e. the grain 
simply rearrange. Thus the total area of the grains remains constant. The outer radius 
of the hollow cylinder is represented by b. In the continuum model, b is expressed as a 
function of a which is given by
b = J —  + (4-20)V n
in which A is the total area of grain structure which have to be conserved throughout 
the process of sintering.
The migration velocity of the inner surface of the cylinder is given by (Rekach, 1979)
ût/7 [ (3v- 1 ) + ( v  - 1) 1w= (4-21)
7a -  i)
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in which v is the Poisson ratio which is taken as 0.5 because of mass conservation, rja 
is the apparent viscosity of the material which can be expressed as
(4-22)
here, Mgb and d  are grain-boundary diffusion mobility and the grain size respectively. 
The shrinkage rate of the pore area is given by
À = In  ail. (4-23)
In this section, the numerical and analytical results for sintering potential p  and pore 
shrinkage rate A are presented in a non-dimensionalised form as the following:
-  d  %p  = — /? and A - —   A (4-24)
From the micromechanical model, we have A/d^ = 125.79019 and from which we
obtain the analytical shrinkage rate for the pore as /4 = -3512.988663. For the 
micromechanical model, the sintering potential is obtained by using equation (4-19), 
and the shrinkage rate of pore area is directly calculated fr om the reduction of pore 
area as functions of time as given by Figure 4,23 and Figure 4,26 for example. Table 
4,1 presents the analytical solutions whereas Table 4.2 presents the numerical results 
fr om a wide range of material parameters. The grain-boundary migration mobility and 
surface diffusion mobility which are presented in Table 4.2 are non-dimensionalised 
as M,,, and , respectively, which are given by equation (4-15).
Table 4.1 Sintering potential and shrinkage rate o f the pore area obtained from the continuum model.
p  [e^«.(4-18)] À [e^«.(4-23)]
Continuum model -0.8048512705 -3512.988663
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Table 4.2 Sintering potential and shrinkage rate o f  the pore area obtained from the numerical model
Material Parameters p  [Qqn. (4-19)] À [numerical]
(i) = 0.1, = 1000 -0.8428040073 -3313.645891
(ii) M,„ = 1, M, = 100 -0.76920533 -3415.381885
(iii) M,„ = 10, M, = 1 -0.799821039 -3361.582821
(iv) M,„ =10,M , =10 -0.824336423 -3607.722445
(V) M,„ = 100, M^ = 1 -1.034247466 -3264.45975
(vi) = 100, M^ =100 -1.135090408 -3878.636684
When comparing the two tables, one can observe that the pore area shrinkage rate 
given by the continuum model is very close to the numerical results if the grain- 
boundary migration mobility is small (i-iv). The continuum model gives less accurate 
prediction if grain-boundary migration is a dominant mechanism (v and vi). The 
similar observation can be made for the sintering potential. In the Coble creep 
solution, the free energy change in the sintering potential is assumed to drive the 
densification process only. When grain-growth is insignificant, the sintering potential 
can be approximated by the equation (4-19). The numerical model developed in this 
chapter has considered three mechanisms, namely surface diffusion, grain-boundaiy 
diffusion and grain-boundary migration. Wlien grain-boundary migration mobility is 
large, the sintering potential in equation (4-19) is no longer valid. At this extreme, AE 
does not drive the densification process alone; it also drives the grain-growth. Hence 
equation (4-19) has overestimated the sintering potential when the grain-growth 
becomes significant.
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4.6 Concluding remarks
In a real powder compact, there is no critical co-ordination number above which a 
pore does not shrink. The behaviour of a large pore is controlled by the characteristic 
diffusion distance and the relative ratios between the various kinetic mobilities rather 
than its co-ordination number. It is therefore unnecessary or even counterproductive to 
promote grain-growth during sintering in order to eliminate large pores. When grain- 
growth is prohibited, a large pore can still shrink by re-arrangement of the grains.
For whatever co-ordination number a pore may have, a model assuming that the pore 
is suiTOunded by identical grains seriously under-predicts the densification rate. This 
numerical result has profound implications for developing rate equations (constitutive 
laws) for the densification of powder compacts containing large pores. It indicates that 
any mechanism based on rate equations has to take into account the effect of particle 
size disti'ibution around large pores. This has not been necessary when developing 
constitutive equations for sintering of powder compacts which do not contain large 
pores (McMeeking and Kuhn, 1992; Pan and Cocks, 1994).
An interesting numerical finding is that decreasing surface diffusivity relative to grain- 
boundary diffusivity can help to limit grain-growth. The numerical study shows that 
grain-gi’owth can be avoided when eliminating large pores by prolonged sintering if 
(M,n(f)IMgb< 1 or (M,ncf)/Mgb and MJMgb < 100. These numerical findings provide 
useful guidelines for sintering practice.
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Chapter 5
A  N u m e r ic a l  St u d y  o f  A n is o t r o p ic  Sh r in k a g e
5.1 Introduction and literature review
Practical experience has shown that shrinkage during sintering is usually anisotiopic. 
Taking the sintering of a cylindrical sample as an example, it has been observed that 
the shrinkage in the axial direction differs fiom that in the radial direction. Anisotropic 
shrinkage is a common and serious problem in the commercial production of ceramics 
e.g. injection moulding, extrusion and tape casting. Dimensional control is a 
fundamental issue in ceramic processing. In fabricating multilayered ceramics, for 
instance, it is essential that the green ceramic has reproducible dimensions prior to 
firing, as fabricating multilayered ceramics are subjected to exact device tolerances. 
However, the amount of shrinkage is generally difficult to control. Dimensional 
uncertainties can result in disregistries of the laminations. In tape-cast ceramic 
substrates, shrinkage is also found to be anisotropic, which complicates the problem 
further. Furthermore, shape distortion in monolithic injection moulded, extruded parts 
etc. makes it necessary to reshape the deformed body in the finishing steps. The post­
processing requires expensive diamond tools and time-consuming machining, 
reducing the productivity and thus considerably increasing the price of ceramics.
Over the last decade, researchers have offered different explanations for the 
anisotropic shrinkage of the sintering process. The experimental results obtained with 
powders of varying nature (chemical composition, particle size and size distribution, 
particle shape etc.) do not show a systematic pattern of the influence of pressing and 
sintering conditions on the direction and extent of this difference. Also, no general 
theoretical explanation exists for shrinkage anisotropy. Rather a series of 
phenomenological hypothesis have been proposed including particle orientation 
(Sanchez, 1989; Huber et a l, 1994; Zhang et a l, 1996; Uematsu et a l, 1997; 
Greenwood et a l, 1997; Raj and Cannon, 1999; Raj et al, 2002; and Shui et al.
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2002a, 2002b and 2002c), gravitational effects (Lenel et a l, 1961), particles size 
(Hausner, 1963), pore shape orientation (Hausner, 1963; Exner, 1976; Mitkov et al, 
1979; and Olevsky and Skorohod, 1993) and whisker alignment (Mitomo et al, 1993). 
However, none of these hypothesis is able to account for a quantitative understanding 
of the shrinkage anisotiopy, and sometimes even qualitative disagreement with the 
experimental findings exists.
Sanchez (1989), Huber et al (1994), Zhang et a l (1996), Uematsu et al (1997), 
Greenwood et a l (1997), Raj and Cannon (1999), Raj et a l (2002) and Shui et al 
(2002a, 2002b and 2002c) reported their works on the influence of particle orientation 
on the anisotr opic shrinkage. Uematsu et a l (1997) suggested the anisotropic packing 
structure of the powder particles as the possible cause for the shrinkage difference in 
the radial (18%) and longitudinal (16%) dhection of their study in the injection 
moulding process. The anisotropic microstructure caused by the net orientation of the 
matrix particles in the green body was found to result in a grain-oriented 
microstructure in the sintered body. Such transformation of green texture into sintered 
texture was also seen in tape casting as reported by Huber et al (1994). The role of 
alumina platelet orientation in anisotropic shrinkage of injection-moulded components 
was also investigated by Zhang et a l (1996). Their results indicate that the particle 
orientation contributes markedly to defect formation during debinding and sintering. 
Greenwood et al (1997) studied the sintering shrinkages of tapes cast from 
concentrated aqueous suspensions. Sintered tapes showed greater shrinkage in the 
thickness direction compared to the lateral direction. This was ascribed to the possible 
orientation of particles during shearing, leading to a packing structure such that there 
is a higher density of contact points at which sintering can occur in the thickness 
direction. In a separate study by Raj and Cannon (1999), high anisotropic shrinkage, 
with the typical shrinkage in the transverse direction exceeding that in the casting 
direction by more than 10% was observed in tape-cast alumina. Shui et al (2002a) 
reported their study to the particle orientation in a uniaxially and isostatically pressed 
alumina compacts for the anisotropic shrinkage. In their study, powder compacts of 
spherical particles and elongated particles were sintered under similar conditions. The 
former is a special model material and the latter represents a typical powder of 
industrial grade low-soda alumina used for the commercial production of technical 
ceramics. Anisotropic shrinkage was observed in their experimental results where the
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ti-ansverse direction (direction of uniaxial pressed) shrunk larger relatively to the radial 
direction for the elongated particle powder compact. The shrinkage was identical for 
both directions for spherical particles. Sanchez (1989) studied the shrinkage behaviour 
of co-fired spherical silica obtained from sol-gel syntheses. When fired from the green 
state, monosized spherical silica powder was found to shrink equally in all lateral 
directions. However, manufacturing experience has shown that anisotropic shrinkage 
occurs although the powders do not have noticeable morphological anisotiopy (Raj 
and Cannon, 1999).
Theoretical hypothesis of Lenel et al. (1961) includes gravity as a dominant factor for 
the shrinkage anisotropy. The authors postulated that gravity is responsible for the 
observed ratio of shrinkage in loose powder aggregates, while residual stresses could 
be responsible for the observed shrinkage effects in compacts with interconnected 
pores. However, Exner (1976) has shown that prefeiTed pore orientation exists even in 
cylindrical samples containing loosely filled copper spheres with a very naiTow size 
distribution and that the effect of this pore orientation ovenides the effect of gravity 
on the variation of radial shrinkage by a factor of more than three.
Hausner (1963) carried out sintering experiments using ANTARA carbonyl iron 
powder, Type HP (particle size approximately 10 /mi) and for comparison purposes, 
with reduced iron and electrolytic iron powders. Figure 5A  shows the linear shrinkage 
ratio (ratio between radial and axial linear deformation) of his experimental results 
depends on the particle size distribution of the powder as well as its compacting 
pressure. In the experiment, two types of molybdenum powders were used: a “fine” 
powder of approximately 2 /mi average particle size and a “coarse” powder of 
approximately 10 //m average particle size. With respect to the shrinkage ratio of the 
pressure compacted specimens, he observed the larger amount of “fines” powder 
particle in the mixture results in lowering the shrinkage ratio, the increase in 
compacting pressure causes an increase in the shrinkage ratio, and the greater the 
densification, the lower is the shrinkage ratio. For the loose powder mixtures, 
however, the results are entirely different. They observed the large amount of “fines” 
powder particle in the mixture results in an increase of the shrinkage ratio and the 
greater the densification, causes an increased shrinkage ratio. The opposite sintering
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behaviour between the pressuie compacted deformed and loose undeformed 
molybdenum powder proves that stresses and orientation in the powder particles 
greatly affect the main direction of vacancy and atom migration, and therefore also the 
linear shrinkage behaviour of the powders during sintering.
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Figure 5,1 Effects o f particle size distribution o f  molybdenum powder and compacting pressure on the 
linear shrinkage ratio after sintering (1750'C , 5 hr, ) (Hausner, 1963).
Also, the effect of the preliminary compaction method on the shrinkage behaviour was 
analysed by Hausner (1963). It was demonstrated that, for uniaxially pressed powders, 
the linear shrinkage ratio was considerably greater than that of the isostatically pressed 
specimens. This had led to their conclusion of a possible dominant influence of 
oriented pore shape on the intensity of the shrinkage anisotropy. It is evident, that the 
uniaxially pressed samples should have a more elongated shape (with a decreased size 
in the direction of pressing) than those produced by isostatic pressing.
This idea is in good agreement with the results of the work of Roman and Hausner 
(1962) on sintering of electrolytic copper powder samples. It was shown that, for the 
uniaxially pressed specimens, the linear aspect ratio is always larger than unity (which 
means that the diameter shrank more than the height). This is also in good agreement
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with the results of the experimental work of Mitkov et al (1979) and Exner (1979). 
Mitkov et al (1979) analysed the influence of the orientation of pore structure on 
shrinkage anisotropy and concluded that preferred orientation of elongated pores 
exists in loose and compacted powder samples. After filling (a rigid die), an axial 
orientation of elongated pore exists, the extent of which is increased by uniaxial 
pressing and reduced by isostatic pressing. At higher temperature, uniaxial 
compression results in a radial orientation of elongated pores. Their results agree with 
the experimental data provided by Exner (1979) as shown in Figure 5.2 on the 
shrinkage anisotropy for sintered iron fabricated by uniaxial die compaction and 
isostatic compaction.
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Figure 5.2 Shrinkage anisoti opy for die-pressed and isostatically pressed 4-//m  iron powder versus the 
compaction pressure after sintering at two temperatures (Exner, 1979). The compacts formed by 
uniaxial die compaction have large shrinkage differences between the radial and axial directions due to 
pressure and density gradients in pressing.
Arghir and Kuczynski (1978) studied the anisotropic shrinkage of pressure compacted 
electrolytic copper powder for the range of pressure between 0.76 and 456 MN/m^. 
The compacts were pressed in a 34.5 mm diameter floating double action die. To 
assure uniform density in the compacts interior, they kept the height to diameter ratio 
at about 0.2. All compacts were sintered at 900 °C for 1 hr. Figure 5.3 shows their 
experimental results for the shrinkage ratio (ratio of unit shrinkages in radial, D and 
axial, H directions) as a function of pressing pressure. The figure demonstrated that 
larger shrinkage happens to the axial direction at lower pressing pressures (<10
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M NW ) and happens to the radial direction when pressing pressmes is high (>10 
MN/m^). When pressing pressure is extremely high (>400 MN/m^) shrinkage becomes 
isotropic.
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Figure 5.3 Anisotropy degree ^  as a function o f pressing pressure (1 tsi =  15.2 MN/m ). (Arghir and 
Kuczynski, 1978).
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Figure 5.4 Influence o f  sintering time and compacting pressure on shrinkage ratio o f W-0.4 wt.% Ni 
compacts (Moon and Huppmann, 1974).
Arghir and Kuczynski’s (1978) experimental observations agree with the experimental 
results of Moon and Huppmann (1974) on the study of anisotropic shrinkage of W-0.4 
wt% Ni compacts. In their experiments, tungsten powder of 1 to 4 jLim size and doped 
with about 0.4 wt.% Ni was compacted into discs of 11 mm diameter and 
approximately 4 mm height using a compacting pressure of 220, 300 and 380 MN/m^. 
Sintering was performed at 1100“C in hydrogen and was inteniipted from time to
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time. Figure 5.4 shows their experimental results for the shrinkage ratio (ratio of 
radial and axial shrinkage) as a function of sintering time. They observed the influence 
of compacting pressure is very pronounced in the early stages of sintering. However, 
all the samples show a common trend of results after long sintering time (150 hours): 
the overall radial shrinkage is larger than the axial shrinkage. There is, therefore, a 
general agreement between the experimental observations by Hausner (1963), Roman 
and Hausner (1962), Mitkov et al. (1979), Exner (1979) and Arghir and Kuczynski 
(1978).
Mitomo et al. (1993) studied the effect of whisker alignment on anisotropic shrinkage 
during sintering. He found that linear shrinkage was largest perpendicular to the 
mould surface and smallest perpendicular to the whisker alignment. It was shown that 
the retardation of densification by whiskers is due to the formation of a rigid network 
along the whisker alignment, which is in accordance with percolation theory.
Figure 5.5 Initial schematic arrangement o f particles -  numerical model o f  Raj et al. (2002).
Despite such an important topic, only a few analytical studies have been carried out on 
anisotropic shrinkage (Jagota et al., 1988; Olevsky and Skorohod, 1993; and Raj et al., 
2002). Raj and Cannon (1999) experimentally observed the anisotropic shrinkage in a 
powder compact of elongated particles. They discovered that the particles oriented 
with their major axis in the casting direction. Based on this observation, Raj et al. 
(2002) proposed a numerical model consisting of four elongated particles as shown in 
Figure 5.5. Their model is a two-dimensional arrangement of oriented elliptical 
particles. This model is a micro-mechanical model for which its mathematical analysis 
and constitutive equations of grain-boundary and surface diffusion follow from the 
work of Zhang and Schneibel (1995a). Based on this model, they predicted the 
shrinkage rates in different directions and their variations as sintering progresses.
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Raj et al. (2002) monitored neck growth in the x- and y- directions as indicated in 
Figure 5.5 as a function of time. Figure 5.6 presents their numerical results which 
shows the variation of percentage slninkage anisotropy with shrinkage in the oriented 
direction (x- direction) for different values of diffusivity ratio, F (ratio of grain- 
boundary diffusion and surface difftision). The shiinkage anisotropy was defined by 
Raj and Cannon (1999) as:
Ka = 100 1 - (5-1)
yy  y
where Sxx is the sintered shrinkage in the plane of the tape casting direction (%- 
direction) and Syy in the tiansverse direction (y- direction). This model predicted that 
the y- direction shrinkage rate was faster at the initial stage. However, as sintering 
progressed, the neck length in the direction grew at a faster rate. This had 
contributed to the reduction of shrinkage anisotropy in the final sintering stages. The 
decrease was more significant when surface diffusion dominated over grain-boundary 
diffusion (smaller F). These numerical findings agreed with the experimental work of 
Raj and Cannon (1999).
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Figure 5.6  Predicted sintering shrinkage anisotropy as a function o f shrinkage in the casting direction 
(Raj et al., 2002).
An anisotropic constitutive law for the deformation of powder packings has been 
proposed by Jagota et al. (1988). This model is relevant for the early stages of 
densification of powder packing during sintering and .compaction when powder 
material can be interpreted as an assembly of separated particles.
138
A  N u m e r i c a l  S t u d y  o f  A n i s o t r o p i c  S h r i n k a g e C h a pter  5  -
(6)
Figure 5.7 (a) Anisotropic-porous body, and (b) elongated pore model o f Olevsky and Skorohod. a, b 
and c are the curvature radii o f the pore at axis y, x and z  respectively (in which a = b > c ) .
Olevsky and Skorohod (1993) modelled the anisotropic porous bodies based on the 
methods of continuum mechanics. They described a porous specimen after 
compaction as a body comprising oriented ellipsoidal voids as shown in Figure 5.7(a). 
In view of the axisymmetry of the conditions of pressing in a rigid die, the pore shape 
was specified by ellipsoids of rotation. Their model is a three-dimensional elongated 
pore as shown in Figure 5.7(b). For such an anisotropic porous body with ellipsoidal 
pore shapes, the Laplace pressure is no longer a constant for all the directions. In such 
a case, the local Laplace pressure can be represented in a tensor form:
(5-2)
where a  is a surface tension, Sy is the Kronecker’s symbol and r, is the pore surface 
curvature radius, in which i = 1, 2 or 3. For curvature radii in the ellipsoid’s axial 
directions:
. c:r, = — ,and = r, = — , c a (5-3)
where a and c are the ellipsoid’s semi-axes.
Thus, the local Laplace pressure will be larger in the direction of the larger pore axis 
because of the smaller value of the radius of curvature in this direction. Their model is 
based on the principles of the thermodynamics of irreversible processes. The strain
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rate of the model is driven by the energy dissipative mechanism. They considered two 
types of dissipative potential: dissipative potential initiated by stresses arising in the 
solid phase and dissipative potential of capillary stresses being equal, correspondingly, 
to the multiplication of effective Laplace stress and volume change rate.
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Figure 5.8 Evolution o f  porosity, 0 and semi-axes ratio, d a  (Olevsky and Skorohod, 1993). 
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Figure 5.9 Anisotropic kinetics o f sintering obtained by numerical calculations o f Olevsky and 
Skorohod (1993) and experiments o f  Rahaman and De Jonghe (1990).
Figure 5.8 shows the numerical results of the porosity and the radii change {a and c) 
as a function of time, which were monitored by Olevsky and Skorohod (1993) in their
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simulation. Shrinkage of a pore was anisotropic according to the numerical 
observations where c contributed to larger shiinkage in comparison to a. Their 
numerical results agreed well with the experimental work of Mitkov et al. (1979) who 
analysed the influence of the orientation of the pore structure on shrinkage anisotropy. 
Besides, they monitored the radial and axial stiain rate evolution as a function of time 
as given in Figure 5,9. The results of the calculation in accordance with the given 
model agree well with the experimental data of Rahaman and De Jonghe (1990) on 
sintering of a borosilicate glass. The initial porosity of their model was set to 0.39, and 
the initial pore aspect ratio c/a = 0.7.
From the numerical analysis of Olevsky and Skorohod (1993), the lower initial semi­
axes ratio, the higher is the degree of shperoidisation of the ellipsoid. Thus, they 
suggested a possibility of swelling for anisotropic-porous bodies, containing oriented 
ellipsoidal voids, under sintering in the direction of the smaller semi-axes of the 
ellipsoids.
Among the confusing and sometimes even conflicting experimental observations of 
anisotropic sintering, two factors appear as the major causes of the anisotropic 
behaviour i.e., the preferred orientation of elongated particles and the preferred 
orientation of elongated pores. The former can be a result of either the tape casting 
process or the pressure difference in different directions during compaction. The 
elongated particles tend to orientate in the direction normal to that of the higher 
pressure causing the compact to shrink more in the direction of the higher pressure. 
This is simply because the distance between the particle centres is shorter in this 
direction than the other one. The micro-mechanical model of Raj et al. (2002) has 
addressed this factor satisfactorily. The latter is always caused by the pressure 
difference in different directions during compaction. However, it seems that the actual 
orientation of the elongated pore depends on the magnitude of the pressure. This will 
be discussed further at the end of section 5.3.
The literature seems to indicate that the prefeiTed orientation of elongated particles is 
mainly an issue for ceramic powders while the preferred orientation of elongated pores 
is mainly an issue for metal powders. It is not clear however from the literature how 
the microstructure evolves around an elongated pore and what factors control the
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anisotropic shrinkage of a powder compact containing such pores. The model by 
Olevsky and Skorohod (1993) is a continuum mechanics model which cannot answer 
these questions. It is therefore natural to use the numerical technique developed in 
Chapter 3 to investigate these issues.
5.2 A micro-mechanical model for anisotropic shrinkage
As discussed in the previous section, the preferred orientation of elongated pores is 
one of the major causes of anisotropic shrinkage in the sintering process. However, 
our current understanding of the anisotropic sintering stops at this point. The actual 
microstructural evolution around the elongated pores has neither been observed from 
experiment nor modelled using computer simulation. Even the quantitative 
understanding of the shrinkage anisotropy is unsatisfactory.
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Figure 5.10 Numerical model for anisotropic shrinkage.
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Olevsky and Skorohod (1993) indicated that shiinkage anisotropy is determined by the 
inteiplay between the orientation dependence of the Laplace pressure and that of the 
material viscosity. The component of the effective Laplace pressure in the direction of 
the longer pore axis is larger, but the viscosity is also larger in the same direction. 
Olevsky and Skorohod (1993) used a continuum mechanics model to quantify the 
interplay. However there are other factors which can critically influence the process. 
For example, the grain-boundary mobility and free surface diffusion coefficients are 
represented in neither the material viscosity nor the Laplace pressure. As demonstrated 
later in this chapter, these two material properties can change the shrinkage anisotropy 
completely.
Here a model at the microscopic level as shown in Figure 5,10 is considered. This 
model consists of an elongated pore suiTOunded by hexagonal grains. A row of 5 
grains is removed fr om a uniform microstructure of hexagonal grains to represent the 
elongated pore. In the figure, Xswface ^Tiàysmface refer to the two different sections of the 
pore surfaces whereas Xborder and yborder refer to the two boundaries of the model, yborder 
and Xborder are connected to ysurface and Xswface by Xpath and ypatu respectively, which are 
the characteristic diffusion distances in the model, ypath is the shortest characteristic 
diffusion distance in the model. The elongated pore is surrounded by hexagonal grains 
of similar grain size as shown in the figure. All the grains on the top or bottom 
boundaries are constrained such that they share a common velocity in the vertical 
direction and all the grains on the left or right boundaries are constrained such that 
they share a common velocity in the horizontal direction. No diffusive fluxes are 
allowed across the four outer boundaries of the model. Figure 5,10 is therefore a 
representative unit of a much large hexagonal structure containing periodical and 
identical elongated pores.
In the computer simulation, the linear shrinkages in x- and y- directions and the 
dimensional changes of the pore in the two directions -  bx and by were monitored. The 
ratio of the surface specific energy to the grain-boundary specific energy, yjygb (or 
was set to 3. The ratio of the suiTace diffusivity over the grain-boundary
diffusivity, MJMgb (or M^ ), was varied fr om 0.001 to 1000 and the normalised grain-
boundary mobility, {Mmd )^IMgb (or M,„), was varied from 0.1 to 1000, here d is the
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grain size. It can be seen from the Appendix C that this wide range of parameters 
covered the actual properties of a wide range of materials. In this chapter the material 
parameters and its physical simulation time will be presented in a non-dimensionalised 
form as that given by equations (4-15) and (4-16) in Chapter 4.
The hexagonal grain network is structurally anisotropic. Cocks and Searle (1989) 
provided an analytical solution for the remote stiain rates of this hexagonal grain 
network which deforms by Coble creep. Figure 5.11 shows an infinite regular two- 
dimensional array of hexagonal grains subjected to a remote bi-axial stress state, 07 
and (72.
07
f Î Î ! Î f Î
(72  \ ( 72
0 7
Figure 5.11 A regular two-dimensional array o f  hexagonal grains subjected to remote stresses c; and
Cocks and Searle (1989) derived the remote strain rates as
^1 = - ^ 2  = 3 6 ^ ^ (o -,-o -2 ) (5-4)
here d  is the grain size as indicated in Figure 5.11.
Equation (5-4) indicates that the creep response of the hexagonal structure can be 
treated as isotropic despite the structure not being symmetric between its horizontal 
and vertical directions. Any anisotiopic response in the numerical model shown in 
Figure 5.10 is therefore a consequence of the elongated pore.
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5.3 Numerical results and discussions
A  total of 14 sets of material parameters were used in the computer simulation. A full 
list of the numerical results is provided in Appendix E. In this section, only 4 sets of 
typical cases are presented.
(D) t = /31.0 2.0 3.0 4,0 5.0  6.0(a) t = l
= 0 .0 , f, =9.0656x10"', Fj =1-7187x10'^ and =2 .4099x1 O’®
Figure 5.12 Computer simulated microstmctural evolution o f  an elongated pore in a hexagonal grain 
matrix for = 100 , =1 and = 3.
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Figure 5» 12 shows the microstmctural evolution of the elongated pore for (M,ncf)fMgb 
= 100, MJMgb = 1 and yjygb=3. These material parameters are loosely based on 
alumina. It can be seen from the figure that the pore area shrinks significantly 
accompanied by the shrinkage in both x- and y- directions. The evolution of 
microstiucture leads to a neighbour-switching event as described in Chapter 4. This 
event occui's at both ends of the elongated pore as shown in Figure 5,12. The 
simulation was teiminated just before this switching event took place.
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Figure 5.13 Comparison o f linear shrinkage o f  the representative unit in the x- andy- directions as 
functions o f time for M,„ = 100 , M , = l  and = 3.
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Figure 5.14  Comparison o f pore shrinkage in the x~ and y- directions as functions o f  time for 
= 100, = 1 and = 3.
Figure 5.13 shows the linear shrinkage of the representative unit in the x- and y- 
directions respectively. The shrinkage anisotropy can be clearly seen from the figure.
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The model predicts that the representative unit shrinks more in the direction of the 
elongated pore which is in general agreement with the continuum mechanics model by 
Olevsky and Skorohod (1993). However, the spheroidisation of the pore predicted by 
the continuum mechanics model does not occui* in this particular case as shown in 
Figure 5.14. In fact, the finite element model predicts that the pore width shiinks 
faster than the pore length for this particular set of material parameters. Figure 5.15 
shows the pore area and the total free energy of the system as functions of time, which 
simply confirms that the pore area shi inks continuously driven by the reduction of the 
total free energy.
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Figure 5.15 Free energy and pore area as functions o f  time for = 100 , M , = \ and = 3.
Mass conservation can be taken as a measure of accuiacy of the numerical model. In 
the simulation, the total variation of the solid area of the numerical model is within 
0.038%.
The effect of increasing the surface diffusivity
Figure 5,16 presents the microstructural evolution around the elongated pore where 
the surface diffusion coefficient is increased by two orders of magnitude from that of 
the case shown in Figure 5.12. It can be seen that in the fast surface diffusion case, the 
pore does spheroidise as predicted by the continuum mechanics model. Figure 5.17 
shows the spheroidisation process clearly. The elongated pore shrinks faster in the 
width direction initially but this is quickly overtaken by the continuous shrinkage in
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the longer axial direction. The width of the pore then actually grows and hence the 
pore spheroidises.
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Figure 5.16 Computer simulated microstructural evolution o f  an elongated pore in a hexagonal grain 
matrix for M„, = 100 , =1000 and = 3 .
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Figure 5.18 Comparison o f linear shrinkage o f  the representative unit in the x- andy- directions as 
functions o f time for = 1 0 0 , = 1 0 0 0  and = 3 .
Figure 5,18 presents the linear shrinkages of the representative unit in the x- and y- 
directions respectively as functions of time. It can be seen from the figure that the 
shrinkage is much less anisotropic than that for the case shown in Figure 5.13. In fact 
most of the difference of shrinkage in the two directions comes from the initial stage. 
The shrinkage rate of the representative unit is almost isotropic except for the initial 
part of the curves. An interesting observation of Figure 5,17 and Figure 5,18 is that 
the representative unit shrinks continuously in the x- direction despite the pore width 
actually growing. This is achieved by matter diffusing from the two side surfaces of
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the pore and being deposited onto the two end surfaces as illustrated in Figure 5.19. 
The diffusion distance for such an effect is half of the pore length and the pore 
spheroidisation by surface diffusion only becomes significant for large MJMgb. A 
series of simulations covering a wide range of values of MJMgb was performed. It was 
found that pore could be spheroidised if M J M g b  > 10 as shown by Figure 5.20.
F ig u re  5.19  Schematic illustration o f  the pore spheroidisation by surface diffusion.
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F igure  5 .20  Pore aspect ratio as functions o f  time for various values o f  Â7,. Â7„ and ÿ^are set to 100 
and 3 respectively.
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Figure 5.21 Free energy and pore area as functions o f  time for = 1 0 0 , = 1000 and f ,  = 3.
Figure 5.21 shows the free energy and pore area as functions of time. The figure 
simply confirms that the pore area decreases continuously driven by the reduction of 
the total free energy of the system.
The effect of increasing the grain-boundary mobility
Figure 5.22 presents the microstructural evolution of the representative unit 
containing the elongated pore where the grain-boundary mobility has been increased 
by an order of magnitude from that for the case shown in Figure 5.12. Because of the 
relatively large grain-boundary mobility, grain-growth is evident in the microstructural 
evolution as expected. However, the influence of grain-growth on the shrinkage 
anisotropy is rather unexpected. Figure 5.23 shows the linear shrinkage of the 
representative unit in the x~ and y- directions respectively. It can be seen that the x- 
dimension of the representative unit remains almost unchanged while the y- dimension 
(in the direction of the long axis of the pore) decreases continuously. It seems that the 
large grain-boundary mobility promotes the shrinkage anisotropy. The effect of the 
grain-boundary mobility on the shrinkage anisotropy is so significant that it should be 
detected in a controlled experiment. However, such a controlled experiment is not 
found in the literature and it would be an interesting future work to verify this 
numerical finding experimentally. Figure 5.24 shows the change of pore dimensions 
in the two directions as functions of time. It can be seen that in this case, the pore 
shrinks in both directions continuously and the ratio of the two dimensions of the
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elongated pore remains almost constant. Figure 5,25 shows the total free energy and 
the pore areas as functions of time, which is very similar to the previous cases.
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Figure 5.22 Computer simulated microstructural evolution o f  an elongated pore in a hexagonal grain 
matrix for = 1 0 0 0 , M, = 1 and = 3 .
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Figure 5.23 Comparison o f linear shrinkage o f the representative unit in the x- andjx- directions as 
functions o f time for = 1 0 0 0 , M ^ =  \ and f ^ = 3 .
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Figure 5.24 Comparison o f pore shrinkage in the x- and 7 - directions as functions o f  time for 
M„, = 1 0 0 0 , M , = 1  and = 3 .
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Figure 5.25 Free energy and pore area as functions o f  time for = 1000, = 1 and = 3 .
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The effect of increasing both surface diffusivity and grain-boundary 
mobiiity
Figure 5.26 presents the microsti'uctiiral evolution of the representative unit 
containing the elongated pore where the grain-boundary mobility and the suiface 
diffusivity have been increased by one and three orders of magnitude respectively 
fi'om the case shown in Figure 5.12.
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Figure 5.26  Computer simulated microstructural evolution o f an elongated pore in a hexagonal grain 
mati'ix for M,„ =1000, M , = 1000 and = 3-
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Figure 5,27 shows the linear shrinkage of the representative unit in the x- and y- 
directions respectively. Because of fast surface diffusion, pore spheroidisation is 
evident which is clearly shown in Figure 5.28, Figure 5,29 shows the total free 
energy and the pore areas as functions of time. All the figures presented above show 
the behaviour and the evolution of microstructure is quite similar to the case presented 
in Figure 5,16.
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Figure 5.27  Comparison o f linear shrinkage o f  the representative unit in the x- and y- directions as 
functions o f time for M„, =1000 , M , = 1000 and = 3 ,
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Figure 5.28  Comparison o f pore shrinkage in the x- and y- directions as functions o f time for 
M„, = 1000, M , = 1000 and = 3 ■
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Figure 5.29 Free energy and pore area as functions o f time for =1000, =1000 and = 3.
Relevance of the numerical results to the existing experimental data
Covering a wide range of material parameters, the numerical model predicts that the 
larger shrinkage always happens in the direction of the longer axis of the pore. This 
numerical finding fits to the experimental results by Arghir and Kuczynski (1978). 
Here the experimental results by Arghir and Kuczynski (1978) in Figure 5.3 were 
reproduced into Figure 5.30 for a consistent comparison with om* numerical results.
In a powder compact under unidirectional pressing, a small pressure tends to produce 
more particle-to-particle contacts in the direction of the pressure, which leads to gaps 
formed as illustiated in Figure 5.31. During sintering, the smaller pores quickly 
disappear leaving elongated large pores oriented in the direction of the pressuie as 
shown in Figure 5.30 (a). The experimental results by Arghir and Kuczynski (1978) 
show that the pore shrinks faster in the direction of the elongated pore. This is 
consistent with the numerical predictions which is also supported by the experiments 
of Mitkov et a l (1979). A larger pressure however causes the reaiTangement of 
particles, the collapsing of the pores and produces elongated pores with its longer axis 
normal to the direction of the pressure as shown in Figure 5.30 (6). This makes the 
powder compact shrink more in the direction normal to the direction of the applied 
pressure according to our numerical model, which is again supported by the
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experimental results show in Figure 5,30. An extremely large pressure however leads 
to plastic deformation of the powder compact which causes the collapsing of the pores 
into the triple grain junctions as shown in Figure 5.30 (c). During sintering, a 
microstructure of this kind is expected to shrink isotropically as demonstrated by 
Arghir and Kuczynski (1978).
2.5
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Q
Q<
o(Üq:(Uo>CD
c"C.c(/) 0.5 pore
0.0
1 10 100
Pressing Pressure, MN/m 
Figure 5.30 Shrinkage ratio as a function o f pressing pressure. (Arghir and Kuczynski, 1978)
narrow gaps
Figure 5.31 Particles arrangement for loose powder compact.
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5.4 Microstructural evolution after neighbour-switching
In the cases presented in the previous section, the computer simulations were 
terminated when a section of the pore surface between two grain-boundaries becomes 
too short to continue the numerical analysis. The disappearance of the small section of 
the pore surface leads to a neighbour-switching event as described by Ashby (1973) 
for superplastic deformation. It is possible to allow such an event to occur in the 
numerical analysis. In some of the simulations the neighbour-switching event as 
illustrated in Figure 5.32 was included and continued the computer simulation after 
the topological change of the microstructure. Figure 5.33 shows the continued 
microstructural evolution for the case shown in Figure 5.12 (i.e. MJMgb = 1, 
{Mmcf)/Mgb = 100 and yjygb = 3). The initial structure was highly symmetric about the 
pore and it is not possible to maintain the symmetry after the neighbour-switching 
event, the microstructure becomes irregular which is what happens in a real material.
IV
>
Pore
Figure 5.32 Topological changes o f the numerical model.
Figure 5.34 and Figure 5.35 show the linear shrinkage of the representative unit and 
the pore dimensions as functions of time respectively. It can be seen from Figure 5.34 
that the neighbour-switching has a very big influence on the shrinkage behaviour of 
the material. After the neighbour-switching event at F = 2.265 x 10" ,^ the x- direction 
appears to shrink faster compared to the y- direction which begins to expand a little. 
At 7 = 2.5x10“^  the x- direction starts to shrink more than the y- direction. Figure 
5.35 shows that the neighbour-switching event leads to faster shrinkage in both 
directions of the elongated pore.
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Figure 5.33 Computer simulated microstructural evolution o f an elongated pore in a hexagonal grain 
matrix after neighbour-switching event for = 1 0 0 , = 1 and = 3 .
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Figure 5.34  Comparison o f  linear shrinkage o f the representative unit (with neighbour-switching event) 
in the x- and 7 - directions as functions o f  time for = 1 0 0 , = 1 and = 3  •
Figure 5.36 shows the pore area and the total free energy of the system as functions of 
time, which simply confirms that the pore area shrinks continuously driven by the 
reduction of the total free energy. Besides, it can be observed that the reduction of the 
pore area and the total free energy accelerate after the neighbour-switching event.
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Figure 5.35 Comparison o f pore shrinkage (with neighbour-switching event) in the x- and}»- directions 
as functions o f time for = 1 0 0 , M, = 1  and = 3 .
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Figure 5.36  Free energy and pore area (with neighbour-switching event) as functions o f  time for 
M,„ = 1 0 0 0 . M , = 1  and = 3 .
The significant effect of the neighbour-switching event on the shrinkage behaviour is 
because the initial microstructure in the numerical model is highly symmetric and the 
neighbour-switching event destroys the symmetry suddenly. In a real material 
however, the microstructure is irregular and the neighbour-switching events occur 
continuously throughout the microstructui'al evolution. The influence of the 
neighbour-switching event is therefore continuous which maintains a roughly 
equiaxed grain shape.
160
A  N u m e r ic a l  s t u d y  o f  A n is o t r o p ic  S h r in k a g e
5.5 Concluding remarks
In this chapter, a series of computer simulations of microstructural evolution in a 
representative unit consisting of an elongated pore which is embedded in a uniform 
hexagonal grain structuie were presented. The numerical model assumes that the 
microstructural evolution is diiven by the reduction of the &ee energy associated with 
the pore surface and the grain-boundaries and that surface diffusion, grain-boundary 
diffusion and grain-boundary migration are the underlying kinetic mechanisms for the 
microstructure change.
The numerical study shows that the representative unit always shrinks more in the 
direction of the longer axis of the pore. This is in general agreement with existing 
experimental observations by Mitkov et al (1979) and previous models such as that 
by Olevsky and Skorohod (1993). The computer simulations also show that the 
anisoti'opic shrinkage is not always accompanied by the spheroidisation of the 
elongated pore. In fact it was shown that the microsti'uctui'al evolution and the 
macroscopic shrinkage are both sensitive to the relative ratio between the surface 
diffusion coefficient and the grain-boundary diffusion coefficient, MJMgb, and to the 
normalised grain-boundary mobility, {Mm<f)/Mgb. Fast surface diffusion encourages 
the pore to spheriodise and reduces the shrinkage anisotropy. Fast grain-boundary 
migration, i.e. fast grain-growth, leads to serious anisotropic shrinkage. The effect of 
fast surface diffusion is perhaps common sense and expected. The effect of the grain- 
growth on anisoti'opic shi'inkage is however unexpected and requires further 
experimental verification.
The complicated behaviour of the anisotiopic shrinkage of microstructure is perhaps 
one of the reasons for the current confusion in the literature on this topic. The 
computer simulation presented in this work, although two-dimensional, has allowed us 
to gain a deep insight into the anisotropic sintering.
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C o n c lu s io n s  and F u tu r e  W o rk
Major achievements of this thesis
* The review of the existing literature of numerical modelling of sintering identified 
the need to further improve a new numerical technique that has been developed by 
Pan, Cocks and their co-workers (Cocks, 1989; Pan and Cocks, 1995; Cocks, 
1996; Cocks and Gill, 1996; Pan, Cocks and Kucherenko, 1997; Kucherenko, Pan, 
and Yeomans, 2000) to undertake the computer simulations of the microstructuial 
evolution at a larger scale. The cubic spline elements were developed to replace 
the linear elements in the initial finite element method formulations by Pan, Cocks 
and Kucherenko (1997). The main advantage of the cubic spline elements over the 
linear elements is that it has made it possible to model each interface using as few 
as 3 finite elements in a complicated microstructure as demonstiated in Chapter 3. 
They provide a numerically efficient alternative to the linear elements used by 
Pan, Cocks and Kucherenko (1997) and achieved the comparable accuracy which 
had to be obtained by a large number of linear elements. More importantly the 
cubic spline formulations enforce the smoothness of the interfaces to the 
continuity of second derivatives which filters out high frequency oscillations in the 
motion of the fr ee surface and the grain-boundary in simulating the evolution of 
microstructui'e. This has made the cubic spline elements more efficient than the 
linear finite elements for solving larger scale problems.
* With the help of the newly developed numerical tool, we have gained deeper 
insights into the sintering behaviour in Chapter 4 and shown that some of the 
classical textbook theory for sintering was inappropriate. The numerical analyse 
show that there is no critical co-ordination number above which a pore does not 
shrink in a real powder compact. The behaviour of a large pore is controlled by the 
characteristic diffusion distance and the relative ratios between the various kinetic
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mobilities rather than its co-ordination number. It is therefore unnecessary or even 
counter productive to promote grain-growth during sintering in order to eliminate 
large pores. When grain-growth is prohibited, a large pore can still shrink by re­
arrangement of the grains. The classical model which assumed the pore is 
surrounded by identical grains seriously under-predicts the densification rate.
* The numerical scheme was also used to study anisotropic shrinkage during 
sintering in Chapter 5. The numerical model predicts that shrinkage along the 
elongated pore direction is always more than the other direction. The numerical 
study also revealed that the anisotiopic shrinkage can be manipulated by 
controlling the material parameters, that is: larger grain-boundary migration 
mobility (M,„) leads to significant anisotropic shrinkage; and larger surface 
diffusion mobility (Ms) reduces anisotiopic shrinkage.
Future work
* The numerical scheme can be readily used to simulate a broader area of 
microstructural evolutions, the effect of gravity on dimensional change during 
sintering, cavity gi'owth along a giain-boundary and superplastic deformation, for 
example.
* Most of the computer simulations presented in this thesis were terminated when an 
interface disappears. Duiing the sintering process the network of grain-boundaries 
and pore surfaces experience large-scale evolution, the pores and grains disappear, 
and the topological relation between the giains changes frequently. To follow the 
microstructural evolution, frequent and automatic remeshing is required. The next 
stage of the work could incorporate a remeshing scheme into the numerical 
scheme. The remeshing scheme should delete an interface when the interface 
becomes too short comparing to the average interface length. It is also possible to 
delete grains fiom the microstiuctui e when a grain becomes too small compared to 
the average grain size.
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* The numerical scheme can be extended to include more kinetic processes 
responsible for the microstructural evolution. For example, lattice diffusion, 
electro-migration, phase transfoi*mation and vapor evaporation and condensation 
can be all included into the numerical scheme making it possible to study the 
interplay of the various mechanisms.
* The cubic spline finite element scheme developed above is two-dimensional. It is 
enormously difficult to simulate microstructural evolution in 3D if a remeshing 
scheme is incorporated. Such remeshing is relatively easy to handle for 2D 
problems but becomes very difficult for 3D problems. The programming effort to 
implement the remeshing is huge. However, for a better picture of the 
microstructural evolution, it is recommended to extend these formulations to three- 
dimensions.
Three papers have been prepared and are ready to submit based on the results of this 
PhD project:
1. A cubic spline finite element fonnulation for coupled grain-boundary
diffusion, surface diffusion and grain-boundary migration.
2. Sintering kinetic of large pores.
3. A numerical study of anisotropic shi'inkage.
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GeneraUsed viscosity matrixes for surface diffusion, grain- 
boundary migration and grain-boundary diffusion
A. 1 Generalised viscosity matrixes for surface diffusion.
k ] =
23 Se 
120 Ms
17 Se^ 
120 Ms
23 Se^ 
120 Ms
4 Se 
~  15 Ms
4 Se^ 
~ \5  Ms
136 Se 
315 Ms
Symmetric
17 Se^ 1 Se^
21 Ms 6  Ms
83 Se^ 1
105 Ms 6  Ms
136 Se^
0105 Ms
248 Se^ 4 Se^
63 Ms 15 Ms
2 M^s
[C j =
1
2Se1
2Se
1
2Se1
2Se
2Se 0
2Se ASe'^ 0
0 0 2 \2Se 0
0 0 - 2 0 0
4
~ ~ S e4
- - S e4
- - S e4
3 2Se^ 1
3 2Se^ -1
in which Se is defined as the half length of a cubic spline element and Ms is the 
surface diffusion mobility.
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A.2 Generalised viscosity mati'ixes for special element of surface diffusion.
120
5'e^ nx^ 23 Se^ nx ny 17 nx 4 Se^ nx 17 Se^ nx 1 c 21 Se nx
Ms 120 Ms 120 Ads ~  15 Ads ~ 2 l  Ads 6  Ms
23 ny^ 17 Se^ ny 4 Se^ ny 17 Se^ ny 1 Se^ ny
120 Ms 120 Ads 15 Ads ~ 2 \  Ads 6  Ms
23 Se^ 4 Se^ 83 Se^ 1 Se^
120 Ads 15 Ads 105 Aéi 6  Ads
136 Se'^ 136 Se^
0315 Ms 105 Ads
Symmetric 248 Se^ 
63 Ads
4 Se^ 
~  15 Ms
Se 
2  —  Ads
nx
~~ÏSe
0
—nxSe43 „ — nxSe4
ny
2Se
1
2Se 2Se 0
0 0 2 125'e 0
^ n y S e - - S e4 ^Se^3 2^g" 13— nySe — — «S's 4 -Se^3 2Se^ -1
here, nx and ny are the x- andy- components for the unit vector of surface migi ation 
velocity which are defined by equation (3-27).
A.3 Generalised viscosity matrixes for grain-boundary migration.
f c , ] =
2 Se
3 Mm
1 Se
3 Mm
2 Se
3 Mm
Symmetric
2 Se^ 28 Se*
3 Mw 15 Mm
2 32 Se*
3 Mm 15 Mm
\6Se^ 16 Se*
15 Mm 5 Mm
1024 Se^
105 Mm.
-2-
k , ] =
1
2Se1
2Se
1
2Se1
2Se
2Se
2Se ASe^
0 0 2 \2Se
0 0 - 2 0
in which Mm is grain-boundaiy migration mobility.
A.4 Generalised viscosity matrixes for special element of grain-boundary 
migration.
2 Se
3 Mm
1 S enx 1 S en y 32 % 28 Se"^
3 Mm 3 Mm 3 Mm 15 Mm
2 Se wP" 2 Se nx ny 2 Se^ nx 32 Se^ nx
3 Mm 3 Mm 3 Mm 15 M n
2 Se ny^ 2 Se^ ny 32 ny
3 Mm 3 Mm 15 Mm
16 Se^ 16 Se^nmetric 15 Mm 5 Mm
1024 Se^
105 Mm
k:]
1
2Se
0
ny
2 ^
0
2Se
- 2
ASe^
0
here, nx and ny are the x- andy- components for the unit vector of grain-boundary 
migration velocity which are defined by equation (3-39).
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A.5 Generalised viscosity mati'ixes for grain-boundary diffusion
H,H^ H,H, H,H,
H,H, H,H, H,H,
H,H, H,H, H
H,H, H,H, B.
B,
Symmetric B,
in which
f f i ( 0  = - X O  + yo.
H ,{ 0  = x ( Q - x „
= - i (y o  -  XO)(y« + y { Q  -  2 y J - t ( x ,  -  + x ( 0  -  2 x J ,
H,(.Ç) = y ( Q - y „
^ 5 ( 0  + 0^ »
H ,( i)  = \{y<, - y ( O h o + y ( i ) - 2 y , , )  + ^ { x ,-x ( ,Ç )) (x ,+ x ( , ,; ) -2 x J ,
and Mgb is the grain-boundary diffusion mobility. x{ij), y(ç), Xq, y^, x^^, y^y, x ^2 
andy 2^ are defined in Appendix B. Gauss quadrature integration can be used to obtain 
the actual viscosity matrix.
■ F ,(l) H^{\) H,{ï) H,(\) H,(l) 1
- / / i ( - l )  -7i^2(-l) -Lrg(-l) - ifg (-l)  -1
in which,
(1) — “  >*p2 To »
^2(1) = ^p2 - ^ 0 ,
^ 3  (1) =  “  2 “  Tp2 )(to  + Tp2 "  ) “  2 ~ ) k  + ^ p 2  -  ) :
^ 4 ( l)  =  Tp2 -  To,
-4-
+-*0<
^6(1) = —ko )ko +1^,2 -2 )',2 )+  gko “ ■*p2)ko + -*p2 ~22T^2)-
i f , ( - l
H ,(r l
H ,( - l
-~ y p \ +y<t’
— + Xq ,
-  “  2  (-^ 0 “  y p ^ )(^0 +  Tpi -  2y^i) - - k  "  ^ p \ ) k  +  ^pi -  2x^ ,),
= -  Xpi + Xo, and
= 2 ( ^ 0  “ TpiKto +Tpi -2Tc2) + '^(^o "^piX-^o +^pi
where Xpi, ypi and Xp2, yp2 denote the coordinates of Node 1 and Node 2 respectively, as 
illustrated in Figure B .l o f Appendix B.
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B1 Derivation of grain-boundary separation veiocity,
Figure B .l shows the detailed symbolic definitions required for deriving the grain- 
boundary separation velocity, Ugb of a grain-boundary diffusion element.
yL
Node 2
Grain 2
Grain 1
X
Node I
- f  Origin o f local element, Xo, yo
O Arbitrary point o f local element, P
•  End nodes o f  grain-boundary diffusion element. Node 1 and Node 2
Figure B .l  A  grain-boundary diffusion element.
The centres of the two grains, C; located at and yd y and C2 located at Xc2 and 
are chosen arbitrarily. The translational velocities and the rotational velocity of the 
two grains are defined as «„ v, and w, respectively, in which i = 1 ,2 ./? / denotes the 
distance from centre of Grain 1 (€/) to an arbitrary point, P of the grain-boundary 
element. v„ is the linearity velocity of P, induced by wi. Fj is the directional vector of
v„ ; Âj is the directional vector of /?/; Ax and Ay denote the x- and y- displacements
-6-
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referred fi'om the origin yo) of the grain-boundary element to P  within the element. 
Ç is the local coordinate along the grain-boundary element which origin at Xo and yo. 
The positive direction of Ç is defined pointing from Node 1 to Node 2, making normal 
vector, always pointing away from its left site, forms a right angle to it. The
definition of can be adopted directly from equation (3-39).
Grain-boundary separation velocity is defined as positive when the rigid motions from 
the two neighbour grains caused the grain-boundaries of Grain 1 and Grain 2 to 
separate, and it is defined as negative when the rigid motions caused the grain- 
boundaries to overlap each other. Rotational velocity is defined as positive when grain 
rotates anti-clockwise and it is defined negative as grain rotates clockwise. Assuming 
Grain 1 rotates anti-clockwise at wi and moves at velocity Vj to the direction as
shown in Figure and Grain 2 rotates at W2, moves at velocity . Follow the sign 
convention as defined, the grain-boundary separation velocity at note P  can be written 
as a function of
+ .(b-i)
Grain 1 Grain 2
in which ". " denotes a dot vector product. Vj. (^) and v ,, . {Q  are
contributed by the rigid motion of Grain 1 whereas Vj • (O  and • rigt (C) are
from Grain 2.
Note that.
|v„| = w,R„
t. = t j  + , and
r^ gt, — g^b,x^  ^gb,yJ »
where i ~ 1 and 2.
-7-
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Thus,
V, • ( f  ) = + ViKgs.,, and Vj . {() = + Vi^’gb.y ■ (B-III)
(Also see Appendix B3 for the detailed relation between ^-vector and r-vector)
= - n /  + n J , and F; = - % i  + ?*2J , (B-IV)
where rix, r\y and r2x, i"2y are the x- and y- components of and which have been 
normalised by R\ and R2 as
2 k ) z 2 k
A, a.
iO -
R.
y j^ h v c i^ a n d r , , =
(B-V)
(B-VI)
By substituting (B-III), (B-IV), (B-V) and (B-VI) into (B-I), the generalised grain- 
boundary separation velocity, formed the following expression,
w,
Wo
where.
Bi ( 0  = { y  (O -  y,, -  (x (C) -  x^ , „,
B,t (O  “  g^b,x >
BsiO  = n^i,.y,and
Bi (O = - { y  (?) -  y  cl )«s6., + {x (?) -  JC.2
(B-VII)
-8-
B2 Derivation of grain-boundary diffusion fiux, Jgb
From equation (3-48),
in which
H,{Ç) = -[B X Ç )à s ,
where / = 1 to 6.
«I
V,
w.
«2
2^
W,
J gb,0
Also, note that from equation (3-39),
so.
dy , dx«„ =  and = —ds  ^ ds
= f ds.
= -  f dy
ds
-  “  3^(0 + }"o (B-VIII)
^ z (? )=  ["y d s
= [ - d s•» ds 
= [  dx 
= x{^) — (B-IX)
-9-
*^3 ( ? )  =  -  f  & ( ? ) -  J'cl -  ( ^ ( ? ) -  ^cl ) « ,
=  -  f  | ( X ? ) - ^ c l ) |  "  (^ (? ) -* » l)* '^ '*
=  f  h ’{ Ç ) - y c i ) d y +  [ { x { ç ) - X c , ) d x
A p p e n d ix  B  -
■ds
--- {yo - yiO){yo + ) ~ 2^,1 ) - - k  - ^(O)(^o + ^(O~2^^)
(B-X)
Derivation for /7/(Q, Hs{Q and H^iQ are same as Hi(Q, HziQ and Hs{Q. Follow the 
similar steps, we obtained
H ,{Q  = y { Q - y , ,  
^ ; ( 0  = -% (n  + ^o,and
(B-XI)
(B-XII)
—(3^ 0 “  X O X to  +  X O  “  2y^2) + — k  -  X O )(^ 0  + X O  “  2A:g2).
(B-XIII)
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B3 Relating t-vector to r~vector
* at Grain 1
\ x
Figure B.2 Diagram shown the relation o f t-vector to r-vector at Grain 1
From Figure B.2, -tix = • (B-XIV)
Since ïi = ,
Substitute (B-XIV) we get
+ W .  (B-XV)
* at Grain 2
A 2^y
Figure B.3 Diagram shown the relation o f  t-vector to r-vector at Grain 2.
From Figure B.3, h x = - ^ 2yl  hy = ^ 2x
Since ^2 ~ 2^ x^  2^y j  >
Substitute (B-XVI) we get
h  = -^ 2/  + W .
(B-XVI)
(B-XVII)
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Materials data
Table C .l Mobility for surface and grain-boundary diffusion at two different temperatures calculated 
using data given by Ashby (1990), The unit for and m  is mm'^slkg •
0.8T_,
K
Alpha-iron 9.59E-20 9.57E-20 1 6.30E-15 3.49E-16 18
alumina 2.32E-25 1.03E-25 2.25 4.03E-17 7.68E-19 52.5
Aluminium 4.21E-24 5.06E-20 8.33E-5 2.42E-18 1.06E-16 0.0227
astroloy 1.58E-24 1.72E-19 9.17E-06 4.66E-18 5.31E-17 0.0877
copper
Silicon 
carbide 
Stainless 
steel 304 
Titanium 
aluminide
1.26E-22
7.84E-26
2.39E-21
1.73E-15
6.27E-20
3.75E-27
8.59E-21
2.67E-20
0.002
21
0.278
64800
6.50E-17
3.00E-17
2.02E-16
2.70E-12
3.96E-17
2.53E-20
4.21E-17
1.99E-16
1.64
1190
4.79
13600
zirconia 1.47E-36 4.50E-23 0.0328 7.75E-19 2.45E-19 3.16
-12-
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A list of cases of computer simulated microstructurai 
evolution around a large pore
In this appendix, the summary of a full list of the computer simulated cases for the 
microstructural evolution around a large pore is presented in Table D .l for the cases 
with yJYgb = 3 and Table D.2 for the cases with yjygb = 1.
Table D .l  Computer simulated cases for microstructural evolution around a large pore with ÿ  = 3
Cases MslMgb
DA 0.1 1000
D.2 1 1
D.3 1 100
D.4 1 1000
D.5 10 0.01
D.6 10 1
D.7 10 10
D.8 10 100
D.9 10 1000
D.IO 100 0.01
D AI 100 0.1
D.12 100 1
D.13 100 100
D.14 1000 1
-13-
Table D .2  Computer simulated cases for microstructural evolution around a large pore with ÿ ^ = \
Cases M s l M g b
D . 1 5 0.000001 0.000001
D . 1 6 0.000001 1
D . 1 7 0.001 0.001
D , 1 8 0.001 1
D . 1 9 0.001 1000
D . 2 0 0.1 100
D . 2 1 0.1 1000
D . 2 2 1 0.000001
D . 2 3 1 0.001
D . 2 4 1 1
D . 2 5 1 10
D . 2 6 1 1000
D . 2 7 10 1
D . 2 8 10 10
D . 2 9 10 100
D . 3 0 10 1000
D . 3 1 100 0.001
D . 3 2 100 0.01
D . 3 3 100 0.1
D . 3 4 100 1
D . 3 5 100 1000
D . 3 6 1000 0.001
D . 3 7 1000 0.01
D . 3 8 1000 0.1
D . 3 9 1000 1
D . 4 0 1000 1000
* Cases that are highlighted in gray colour background were presented in the text.
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CaseD.1:M„,  =1000,x, =3
10.0 -
0.0 2.5 5.0 7.5 10.0
t  = 0 .0 , 6.6216x10-^, 1.0742x10'^ 1.5436x10''*
12.5
1.0 0 0 -
— 30
>, 0.999 -e -2 9
(D2 0.998 - -2 8LLT30)Ui 0.997 -0 5
EOZ
-2 7
0.996 - -2 6
0.995
0.0000 0.0002 0.0004 0.0006 0.0008 0.0010 0.0012 0.0014
2
£
Normalised Time, t
15-
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(a)
ib)
(c)
12.5
10.0 -
12.5
12.5
t  = (a) 6.6216x10-^, (b) 1.0742x10 ^ (c) 1.5436x10 -3
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C a s e  D . 2  : - 1 , = l , y ,  = 3
1 0 .0 '
0 .0
I I I I I I 1 I 1 I I
2.5 5.0 7.5 10.0
t = 0.0, 1.9061x10-^ 3.5845x10 ^ 5.1905x10^
12.5
1.0 0 0 -
0.998 -
P
c  0.998 -
li. 0.994 -  ■o
CO 0.992 -
0.990 -
0.988 -
0.000 0.001 0.002 0.003 0.004 0.005
Normalised Time, t
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(a)
(b)
(c)
12.5
11.0
10.0 -
9.0
8.0
7.0-
6.0 -i
5.0
4.0:
3.0-i
2.0 -i
1.0 -
0.0
0.0 2.5 7.5 10.05.0 12.5
11.0
10.0
9.0-i
8.0
7.0-
6.0
5.0
4.0:
3.0
2.0 -
1.0 -
0.0
0.0 7.52.5 5.0 10.0 12.5
t  = (a) 1.9061x10 ^ {b) 3.5845x10’^  (c) 5.1905x10 -3
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CaseD.3\M„,=\,M^  =100,f,  =3
1 0 .0 -
%
0 .0 2.5 5.0 7.5 10.0
t = 0.0, 1.6834x10 ^ 2.927x10 ^ 4.02x10'^
12.5
1.000 -3 0
-2 80.998 -
e -2 6
c  0 .996-
0)
l
-2 4
0.994 -
,1co
- 2 2
0.992 - -2 0OZ
-1 80.990 -
-1 6
0.988
0.0000 0.0005 0.0010 0.0015 0.0020 0.0025 0.0030 0.0035 0.0040
I
(D
Normalised Time, t
-19-
A p p e n d ix  D  -
(a)
(b)
(c)
0.0 -
7J5 10.0 12.5
11.0
10.0 -
9.0:
8.0 -
7 .0 -
6.0 -
5 .0 -i
4 .0
3 .0
2.0
1.0 :
0.0
5.00.0 2.5 7.5 10.0 12.5
t = (a) 1.6834x10^, {b) 2.927x10 ", (c) 4.02x10-3 \-3
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C a s ©  D . 4  : =  1 , =  1 0 0 0 , ^ ,  =  3
1 0 .0 -
0 .0
j I i l 1 I : ' I '  I
2 .5  5 .0  7.5
t  = 0 .0 , 5.9731x10"^, 9.2632x10"^
1 0 .0 12 .5
1.0000 -
0.9995
P) 0.9990 -
g) 0.9985 -
0.9980 -
0.9975 -
0.9970 -
0.9965 -
0.0000 0.0002 0.0004 0.0006 0.0008
Normalised Time, t
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(a)
ib)
(c)
12.5
10.0 12.5
t = (a) 0.0, (b) 5.9731x10-^, (c) 9.2632x10'
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C a s e  D . 5  : = 10, = o.01, = 3
1 1 .0
1 0 .0 -
0 .0 2 .5  5 .0  7 .5  10.0
t  = 0.0, 1.1485x10-3, 2.2545x10-^ 3.59387x10-3
12 .5
1.0 0 0 -
0.999 -
B(D 0.998 -
l5
0)-  0.997 -2LL
1CO 0.996 -
o  0.995 -
0.994 -
0.993
0.0000 0.0005 0.0010 0.0015 0.0020 0.0025 0.0030 0.0035
Normalised Time, t
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(a)
(6 )
(c)
11.0
10.0
9.0
8.0
7.0 :
6.0
5.0
4.0
3.0
2.0
1.0
0.0
5.00.0 7.5 10.0 12.5
12.5
11.0
10.0
9.0
8.0
7.0
6.0
5.0-i
4,0
3.0-
2.0 -
1.0
0.0
2.5 7.50.0 10.0 12.55.0
t =(a) 1.1485x10 ^ (6)2.2545x10 ^ (c) 3.59387x10-3
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C ase D. 6 : =10,  = 1, =3
0 .0 2.5 5.0 7.5 10.0
t = 0.0, 2.1282x10 ^ 4.2131x10 ^ 5.7288x10'^
1 0 .0 -
12.5
.
1 .0 0 0 -
0.998 -
>, -
2 0.996 -0cLU 0.994 -00
LL 0.992 -
"O -
0.990 -
•c 0.988 -oZ 0.986 -
0.984 -
0.982 -
0.000 0.001 0.002 0.003 0.004
Normalised Time, t
— I— 
0.005
— 30 
-2 8  
- 2 6  
-2 4
-22  I
k20 2  
o- 1 8  Û- 
- 1 6  
-1 4  
- 1 2  
- 1 0
-25-
A p p e n d ix  D  —
(a)
(b)
(c)
11.0
10.0 -
9.0-
8.0 -
7.0-
6.0 -^
5.0-;
4.0-i
3.0-
2.0 -
1.0 :
0.0
0.0 2.5 7.55.0 10.0 12.5
11.0
10.0
9.0
8.0
7.0
6.0
5.0
4.0
3.0-i
2.0 -=
1.0
0.0
0.0 2.5 7.55.0 10.0 12.5
11.0
10.0
9.0
8.0
7.0:
6.0 :
5.0
4.0-
3.0
2.0 -
1.0 -=
0.0
5.0 7.50.0 2.5 10.0 12.5
t  = (a) 2.1282x10^% {b) 4.2131x10^% (c) 5.7288x10
-26-
C a s e  D . 7  =10,M, =10,ÿ, =3
1 0 .0 -
0 .0 2.5 5.0 7.5 10.0
t = 0.0, 1.5475x10 ^ 2 .8830x10'^ 4.1732x10 ^
12.5
1.0 0 0 -
>, 0.998 ■ g(D^
 0.996 ■
I? 0.994 ■ 
1=  0.992-
i
Z  0.990 ■
0.988 -  
0.986 _  I : j I I I j i I I i i I ! r
0.0000 0.0005 0.0010 0.0015 0.0020 0.0025 0.0030 0.0035 0.0040
- 3 0
-2 8
- 2 6
-2 4 25g
<- 2 2 g)oCL- 2 0
- 1 8
- 1 6
- 1 4
Normalised Time, t
-27-
A p p e n d ix  D  —
(a)
(b)
(c)
11.0
10.0
9.0
8.0 —
7.0
6.0
5.0
4.0
3.0
2 .0 -i
1.0
0.0
0.0 2.5 10.05.0 7.5 12.5
11.0
10.0
9.0
8.0
7.0
6.0 -
5.0
4.0-
3.0-
2.0
1.04
0.0
0.0 5.0 7.52.5 10.0 12.5
11.0
10.0
9.0-
8.0
7.0
6.0
5.04
4.0
3.0 4
2.04
1.0
0.0
0.0 10.02.5 5.0 7.5 12.5
t = (a) 1.5475x10 ^ (b) 2.8830x10 ', (c) 4.1732x10-3 \-3
-28-
C a s e  D .8 ' . =10 , =100 , %^ =3
1 0 .0 -
0 .0 2 .5  5 .0  7.5  10.0
t = 0.0, 7.4686x10"*, 1.2902x10 ^ 1.8454x10'^
12.5
g0
m
00
1.0 0 0 -
0.999 -
0.998 -
0.997 -
0  0.996
0
0.995 -
0.994 -
0.993 -
26 O
0.0000 0.0005 0.0010
Normalised Time, t
0.0015
-29-
(a)
(b)
(c)
12.5
0.0 -
10.0
t = (a) 7.4686x10"*, {b) 1.2902x10 ^ (c) 1.8454x10\-3
-30-
Case D.9:M, „-1 0 , = 1 0 0 0 , = 3
1 0 .0 -
0 .0
1 ' ' ’ ' r  
2 .5  5.0 7 .5  10.0
t  = 0 .0 , 8.0294x10-^, 1.3775x10 ^ 1.9256x10'^
12 .5
1.0 0 0 -
0.999 -
I  0.998
m
g  0.997.
LL
0  0.996 •.Î21E 0.995oZ
0.994
0.993 -
I • I ■ I I . I i ' I ' I • I '
0.0000 0.0002 0.0004 0.0006 0.0008 0.0010 0.0012 0.0014 0.0016 0.0018
Normalised Time, t
-31-
A p p e n d ix  D  —
(a)
(b)
<c)
11.0
10.0
9 .0 -i
8.0
7.0
6.0
5.0
4.0-
3 .0-i
2.0 -
1.0 -
0.0
0.0 2.5 5.0 7.6 10.0 12.5
11.0
10.0
9.0-i
8.0
7.0-
6.0
5.0
4.0-i
3.0:
2.0 -
1.0 :
0.0
7.50.0 2.5 5.0 10.0 12.5
11.0
10.0
9.0
8.0
7.0
6.0
5 .0-
4 .0-
3 .0 :
2.0
1.0
0.0
7.50.0 2.5 10.0 12.55.0
t = (a) 8.0294x10-^, {b) 1.3775x10 ^ (c) 1.9256x10 -3
-32-
C a s e D . 1 0 : M ^ = m , M ^ = 0 . 0 l , r ^ = 3
A p p e n d ix  D  —
t  = 0.0, 1.4308x10 \  3.1983x10^, 5.5209x10'^
1 1 .0
1 0 .0
9 ,0 -
8 .0 -
7 .0 -
6 .0 -
5 .0 -
4 .0 -
3.0
2 .0 -
0 .0
0 .0 5.02.5 7.5 1 0 .0 12.5
1.0 0 0 -
^  0.998 -
cLU
0)
I 0.996 -
1  ■<0 0.994 -iOZ
0.992 -
0.990
0.000 0.001 0.002 0.003 0.0050.004
Normalised Time, t
-33-
(a)
(b)
(c)
12.5
12.5
t = (a) 1.4308x10 \  (b) 3.1983x10 \  (c) 5.5209x10'
-34-
C a s e D . 1 1 : M „ ,  =100,M, =o.l,f^ =3
1 0 .0 -
0 .0
1 ' : ' ' I * ' ' ^  I ' I ' * r
2 .5  5.0  7.5  10.0
t  = 0.0, 1.4107x10 ^ 2 .8447x10 ^ 4.6301x10'^
12 .5
1.000 -
^  0.998 -Bc
0.996 -
U_
^  0.994 -
To
oZ 0.992 -
0.990 -
0.000 0.001 0.0040.002 0.003
Normalised Time, t
-35-
A p p e n d ix  D  —
(a)
(b)
(c)
10.0 -
2.5 5.0 7.5 10.0 12.5
11.0
10.0
9.0
8.0
7.0
6.0
5.0
4.0
3.0
2.0
1.0
0.0
5.00.0 2,5 7.5 10.0 12.5
t =(a) 1.4107x10 ^ (6 ) 2.8447x10 ", (c) 4.6301x10-3
-36-
C a s e  D . 1 2  : M„, = 100,M^ = 1 = 3
1 0 .0 -
0 .0 2 .5  5.0 7 .5  10.0
t = 0.0, 1.2368x10 ^ 2.3489x10“^  3.5407x10'^
12 .5
1.0 0 0 - -3 0
0.998 - -2 8>%
2
c  0.996 -  LU -2 6
LL 0.994 -T30).W 0.992 -
-2 4
- 2 2(Üioz - 2 00.990 -
0.988 - -1 8
0.000 0.001 0.002 0.003
Normalised Time, t
-37-
(a)
ib)
(c)
10.0 -
12.5
11.0
10.0
9.0
8.0
7.0
6.0 ;
5.0-i
4.0-
3.0-
2.0 -
1.0-i
0.0
2.50.0 5.0 7.5 10.0 12.5
11.0
10.04
9.0
8.0 4
7.0-
6.04
5.0 4
4.0 4
3.0-
2.0 -
1.04
0.0
0.0 5.02.5 7.5 10.0 12.5
t = (a) 1.2368x10'^ {b) 2.3489x10 ^ (c) 3.5407x10-3 \-3
-38-
Cas© D . 1 3 :  =100, =100, ; / ^  =3
1 0 .0 -
0 .0 2 .5  5 .0  7 .5  10.0
t = 0.0, 5.0804x10-^, 8.7243x10-^, 1.1741x10'^
12.5
1.000 - -3 0
0.999 -
-2 9E?
(U2 -2 8U- 0.997 -
1  •
JS 0.996 - -2 7
oZ 0.995 - -2 6
0.994 -
0.0006 0.00080.0000 0.0002 0.0004 0.0010
2oÛ.
Normalised Time, t
-39-
A p p e n d ix  D  —
(a)
(b)
(c)
10.0 12.5
11.0
10.0
9.0
8.0
7.0
6.0
5.0
4.0
3.0
2.0
1.0
0.0
2.5 5.0 7.50.0 12.510.0
12.5
t = (a) 5.0804x10^, (b) 8.7243x10^% (c) 1.1741x10'
-40-
C a s e  D.H : = 1 0 0 0 , = l , f  = 3
1 0 .0 -
0.0 2 .5  5 .0  7 .5  10.0
t = 0.0, 1 .9 7 7 4 x1 0  '’, 3.8142x10 ^ 4.4306x10 '’
12 .5
1.000 -
0.999 -
S>0)
m
0.998 -
IL
T3ICDiOZ
0.997 -
0.996 -
0.995
0.0000 0.0002 0.00040.0001 0.0003
Normalised Time, t
-41.
(a)
(b)
(c)
11*0
10.0
9.0
8 0 :
7.0
6.0
5.0
3.0
2.0 :
1.0
0.0
0.0 2.5 5.0 7.5 10.0 12.5
12.5
12.5
/ = (a) 1.9774x10 ", (b) 3.8142x10 ", (c) 4.4306x10"
-42-
Case DJ5:M„, =1x10'*,M, =1x10“*’, = 1k—6 rr
/ / //
0.0 1.0 2 .0  3.0 4.0 5.0 6.0
t =0.0, 1.0367x10'^, 2.0181x10 ^ 3.2291x10'^
7.0
-4 .01.0 0 0 -
0.999 -
-3 .5P>
0.998 -
-3 .0  5c  0.997 -  
1 0.996 - -2 .5
0.995 -
- 2.0
0.994 -
0.993
0.000 0.0200.005 0.010 0.015 0.025 0.030
Normalised Time, t
-43-
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
(a) {à)
(c) id)
.t = (a) 0.0, {b) 1.0367x10'^ (c) 2.0181x10^ (cf) 3.2291x101-2
-44-
i0.0 1.0 2 .0  3.0 4.0 5.0 6.0
t  = 0.0, 3.6582x10 ^ 8.5821x10 ^ 1.4784x10’^
7.0
1.000 - -4 .0
0.999 - -3 .5p)
OJ 0.998 -
"S 0.997 -
-2 .5
0.996 -
- 2.0
0.995 -
1.5
0,000 0,002 0.004 0.006 0,008 0.010 0.012 0.014
Normalised Time, t
-45-
1.0 2.0 3.0 4.0 5.0 6.0 7.0
(a) {b)
(o) {d)
t = (a) 0.0, {b) 3.6582x10 ^ (c) 8.5821x10 ", (cf) 1.4784x10 -2
-46-
Case D.17: = 0.001, = 0.001
0.0 1.0 2 .0  3.0 4.0 5.0 6.0
t  = 0.0, 9.6452x10'^ 2.0593x10'^ 2.9882x10'^
7.0
1.000- -4 .0
0.999 -
P
c  0.998 -
-3 .0  B
u- 0.997 -
-2 .5«2 0.996 -
0.995 - -2.0
0.994 -
1.5
0.000 0.005 0.010 0.015 0.0250.020 0.030
Normalised Time, t
-47-
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
(a) (à)
8.0 8.0-
7.0 7.0
6.0 6.0
5.0 5.0
4.0 4.0
3.0 3.0
2.0 2.0
1.0 1.0
0.0 0.0
3.0 5.0 7.00.0 2.0 4.0 6.0 1.01.0 2.00.0 3.0 4.0 5.0 6.0 7.0
(c) id)
t  = (a) 0.0, {b) 9.6452x10 ^ (c) 2 .0593x10 ^ (of) 2 .9882x10-2 \-2
-48-
Case D. 78 : = 0.001,M, = 1 = 1
0.0 1.0 2.0 3.0 4.0 5.0 6.0
t = 0.0, 4.1538x10'^ 9.0568x10-^ 1.5104x10'^
7.0
1.000- - 4 . 0
0 . 9 9 9  -
- 3 . 5P
=  0 . 9 9 8  -
- 3 . 0  5
L L  0 . 9 9 7  -  ■a
- 2 . 52  0 . 9 9 6  -
0 . 9 9 5  - -2.0
0 . 9 9 4  -
1 . 5
0 . 0 0 5 0.010 0 . 0 1 5 0.020 0 . 0 2 5 0 , 0 3 0
Normalised Time, t
-49-
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
(a) (b)
8.0
7.07.0
6.06.0
5.05.0
4.04.0
3.03.0
2.02.0-
1.01.0-
0.0-h
7.0 0.0
0.0
3.0 5.0 7.05.0 6.0 1.0 4.04.0 6.03.00.0 1.0 2.0 (c) (d)
t  = (a) 0.0, (b) 4.1538x10'®, (c) 9.0568x10 ^ (of) 1.5104x10'^
-50-
CaseD.19:M,,^ = 0 . 0 0 1 , = 1 0 0 0 , = 1
A p p e n d ix  D
8.0
7 .0 -
6.0-
5 .0 -
4 .0 -
3 .0 -
2.0-
1.0-
0.0
0.0 1.0 2.0 3.0 5.04.0 6.0 7.0
t  = 0 .0 , 3.0758x10 ^ 5.1903x10'^
-4 .2
1.000-
-4 .0
^  0.9992 -3 .80cHI0
I
-3 .6  20.998 -
"O0(O -3 .40.997 -CO
i -3 .2oz
0.996 - -3 .0
0.995 2.8
0.000 0.002 0.0050.001 0.003 0.004
Normalised Time, t
-51-
- 8.0
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
(a) (b)
8.0
7.0
6.0
5.0
4.0
3.0
2.0
1.0
0.0 1.00.0 2.0 3.0 4.0 5.0 6.0 7.0
(c)
t = (a) 0.0, {b) 3.0758x10 ^ (c) 5.1903x10\-3
-52-
CaseD.20:M,„ = 0 . 1 , = 1 0 0 , = 1
0.0 1.0 2.0 3.0 4.0 5.0 6.0
t = 0.0, 2.4232x10'^ 5.5419x10 ^ 8.7367x10'^
7.0
1.000- -  4 . 0
0 . 9 9 9  -
- 3 . 56 )  0 . 9 9 8  -
L U  0 . 9 9 7  -
- 3 . 0  50 . 9 9 6  -
•o
0 . 9 9 5  -
- 2 . 5
0 . 9 9 4  -
0 . 9 9 3  - -2.0
0 . 9 9 2  -
0 . 9 9 1 1 . 5
0 . 0 0 0  0 . 0 0 1  0 . 0 0 2  0 . 0 0 3  0 . 0 0 4  0 . 0 0 5  0 . 0 0 6  0 . 0 0 7  0 . 0 0 8
Normalised Time, t
-53-
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
(a) (b)
8.08.0
7.07.0
6.06.0
5.05.0
4.04.0
3.03.0
2.02.0
1.01.0
0.00.0
4.0 6.0 7.00.0 3.0 6.0 0.0 1.0 3.0 4.0 5.0 7.01.0 2.0 6.0
{C) id)
t = (a) 0.0, (b) 2.4232x10'^ (c) 5.5419x10 ^ (d) 8.7367x10'^
54-
Case D.21 : M,„ = 0 . 1 , =  1000, = 1
8.0
7.0 -
6.0-
5 .0 -
4 .0 -
3 .0 -
2.0-
0.0
1.0 2.0 3.00.0 4.0 5.0 6.0 7.0
t =0.0, 1.7971x10 ^ 3.2240x10'®
r 4 .2
1.000-
-4 .0
0  0.999 -
m
B
-3 .8
0
I 0.998 - -3 .6
0.997 - -3 .4oZ
0.996 - -3 .2
0.0000 0.0005 0.0010 0.0015 0.0020 0.0025 0.0030
g<£oCL
Normalised Time, t
-55-
A p p e n d ix  D  —
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
(a) ib)
8.0
7.0
6.0
5.0
4.0
3.0
2.0
1.0
0.00.0 2.0 5.01.0 3.0 4.0 6.0 7.0
(c)
t = (a) 0.0, (6) 1.7971x10 ^ (c) 3.2240x10\-3
-56-
CaseD.22:M„, = l,M , =lxlO '*,f, =1
0.0 1.0 2 .0 3.0 4.0 5.0 6.0
t = 0.0, 1.0112x10'^ 2 .2064x10 ^ 3.6249x10^
7.0
1.000- -4 .0
0.999 -
iSQ) 0.997 -
-3 .5
-3 .0  =2LL■O 0.996 - 0)
0.995 - -2 .5COÊo
Z  0.994 - -2.0
0.993 -
0.992 1.5
0.000 0.005 0.010 0.015 0.020 0.025 0.030 0.035
Normalised Time, t
-57-
0.0 1.0 2.0 3.0 4.0 5.0 6 0  7.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
(a) (b)
7.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
(c) id)
t = (a) 0.0, (ib) 1.0112x10'^ (c) 2.2064x10^\ (d) 3.6249x10'
-58-
Case D.23 : M,„ = 1, M, = 0.001, = 1
8.0
7 .0 -
6.0-
5 .0 -
4 .0 -
3 .0 -
2.0-
0.0
0.0 2.0 3.0 5.01.0 4.0 6.0 7.0
t = 0.0, 9.2391 x10 ^ 2.4121x10’^  47933x10^
-4 .01.000-
0.999 -
-3 .5
“  0.998 -
g^
 0.997 -0 -3 .0
U- 0.996 - •a 0
-  0.995 -
-2 .5
E -2.0o  0.994 -
0.993 - -1 .5
0.992 -
1.00.010.00 0.030.02 0.04
12 S.
Normalised Time, t
-59-
- 0,0
7.0 0.0
(a) ib)
0.0 1.0 2.0 3.0 4,0 5.0 6.0 7.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
(c) id)
t = (a) 0.0, {b) 9.2391x10 ^ (c) 2.4121x10'^ (of) 4.7933x10\-2
60-
C a s e D .2 4 ' .M „ ,= l ,M ^ = \J ^ = l
8.0
7.0 -
6.0-
5.0 -
4.0 -
3.0
2.0-
0.0
0.0 3.01.0 2.0 4.0 5.0 6.0 7.0
t = 0.0, 4.6958x10 ^ 1.0183x10^% 1.6145x10'^
1.000- -4 .0
-3 .50.998 -9(D
m -3 .0<D 0.996 -
-2 .5
1=  0 .994- -2.0
ioZ - 1 . 50.992 -
1.0
0.990
0.000 0.002 0.004 0.006 0.008 0.010 0.012 0.014 0.016
1 <2 o CL
Normalised Time, t
-61-
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
(a) ib)
8.08.0
7.07.0
6.06.0
5.0 5.0
4.0-4.0
3.03.0
2.0 2.0
1.01.0
0.0 1.0 2.0 3,0 4.0 5.0 6.0 1,0 5.0 6.00.0 2.0 3.0 4.0 7.0
(C) id)
t = (a) 0.0, {b) 4.6958x10'^ (c) 1.0183x10'^ , (d) 1.6145x10
-62-
8.0 -■
t = 0.0. 3.1983x10 ^ 7.8433x10 ^ 1.2170x10-2
1.000- -4 .0
-3 .50.998-
- 3 00)
l
0.996 -
-2 .5  Sd1I  0 .994-
êoz
-2.0
0.992 - -1 .5
1.00.990 0.002 0.004 0.0100.000 0.006 0.008 0.012
Normalised Time, t
-63-
6.0
1 0 2.0 3.0 4.0 5.0 6.0 7.0 0.0 1.0 2jO 3.0 4.0 5.0 6.0 7.0
(a) ib)
6.0 8.0
7.0 7.0
6.0 6.0
5.0 5.0
4.0 4.0
3.0 3.0
2.0 2.0
1.0
0.0 4- 0.0-4
7.0 0.01.0 2.0 3.0 6.04.0 5.00.0 5.01.0 3.0 4.0 6.0 7.02.0
{0) {d)
i = (a) 0.0, (ib) 3.1983x10 ^ (c) 7.8433x10 ", (cf) 1.2170x10-3 \-2
-64-
Case D.26 : = l , = 1000, = 1
0.0 1.0 2 .0 3.0 4 .0  5.0 6.0
t = 0.0, 2.1712x10 ^ 4.0992x10'^ 6.3397x10’^
7.0
r 4 .2
1.000- -4 .0
0.999 -3 .8
-3 .6^  0 .998-
-3 .4  CO(D 0.997 -
-3 .2XJ 0.996 -
-3.0 0.
0.995 - -2.8
^  0.994 - -2.6
0.993 - -2 .4
0.992 2.2
0.001 0.002 0.003 0.0060.004 0.0050.000
Normalised Time, t
-6 5 -
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
(a) ib)
7.0 0.0
(c) id)
t = (a) 0.0, {b) 2.1712x10 ^ (c) 4.0992x10^\ (d) 6.3397x10-3
-66-
Case D.27 : =10, =1,%^  =1
2 .0 3.0 4.0 5.0 6.0
t = 0.0, 4.9995x10'^ 1.149x10’^  1.896x10"^
-4 .01.000-
-3 .50.998 -
-3 .0lil 0.996 -
-2 .5•Q 0.994 -
-2.0
0.992 -
-1 .5
0.990 -
-1.0
0.986
0.000 0.002 0.004 0.006 0.008 0.010 0.012 0.014 0.016 0.018
12 S.
Normalised Time, t
-67-
- 8.0
0.0 1.0 S.O 3.0 4.0 5.0 6.0 7.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
(a) {b)
8.0 8.0
7.0 7.0
6.0 6.0-
5.0 5.0
4.0 4.0-
3.0 3.0
2.0 2.0
1.0 1.0-
0.00.0 2.0 3.00.0 1.0 4.0 5.0 6.0 7.0 1.0 5.0 6.02.0 3.0 4.0 7.0
(a) id)
t = (a) 0.0. (6)4.9996x10 ^ (c) 1.149x10'^ (of) 1.896x10"
-6 8 -
CdSB D.28'. =10,My = 1 0 , =  1
8.0
7.0
5 .0 -
4 .0 -
3 .0 -
2.0 "
1.0-
0.0
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
t = 0.0, 4.3732x10^% 1.0195x10"^ 1.6933x10'
-4 .01.000-
-3 .50.998 -
P -3 .0
c  0.996 -
-2 .5  ro
LL 0.994 -  T3 -2.0 2
CO 0.992 - -1 .5
-1.00.990 -
-0 .5
0.988 -
0.0
0.000 0.002 0.004 0.006 0.008 0.010 0.012 0.014 0.016
Normalised Time, t
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0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
(a) {b)
8.08.0
7.07.0
6.06.0
5.05.0
- 4.04.0
3.03.0
2.02.0
1.01.0
H- 0.0- h  
7.0 0.0
0.0 1.02.0 2.0 3.0 4.01.0 3.0 4.0 5.0 6.0 5.0 6.0 7.00.0
(c) id)
t = (a) 0.0, {b) 4.3732x10 ", (c) 1.0195x10’^  (of) 1.6933x10\-2
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Case D. 29 ; = l o , = 100, = 1
0.0 1.0 2 .0  3.0 4 .0  5.0 6.0
t = 0.0, 3.7324x10 ^ 8.5135x10'^ 1.4716x10-^
7.0
-4 .01.0 0 0 -
-3 .50.998 -
-3 .0
c  0.996 -
-2 .5  S
LL 0.994 -  
■a - 2.0 2
CO 0.992 - -1 .5
-1.00.990 -
-0 .5
0.988 -
0.0
0.000 0.002 0.004 0.006 0.008 0.010 0.012 0.014
Normalised Time, t
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0.0 1.0 .2.0 3.0 4.0 5.0 6.0 7.0 0.0 1.0 2.0 3,0 4.0 5.0 6.0 7.0
(a) ib)
8.0 8.0
7.07.0
6.0 6.0
5.05.0
4.0 4.0
3.03.0
2.02.0
1.01.0
r4- 0.0-I-. 
7.0 0.0
0.0
4.00.0 3.0 5.0 6.0 1.0 2.0 3.0 4.0 5.0 6.0 7.01.0 2.0
(c) (cO
t  = (a) 0.0, (lb) 3.7324x10-^, (c) 8.5135x1 O'®, (d) 1.4716x10-2
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Case  D.30:M„, = 1 0 , = 1 0 0 0 , = 1
8.0
7 .0 -
6.0-
5.0
4 .0 -
3 .0 -
2.0-
1.0-
0.0
1.00.0 2.0 3.0 4.0 5.0 6.0 7.0
t =0.0, 9.7173x10-^, 2.5283x10-^
r 4 .2
1.0 0 0 -
-4 .0
0.999 -
2(DCL U -3 .80.998 -
L L
1  0.997 - -3 .6
IZ -3 .40.996 -
-3 .20.995 -
0.00150.0000 0.0005 0.0010 0.0020 0.0025
CO2<2S.
Normalised Time, t
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8.0
7,0
6.0
5.0
4.0
3.0
2.0
1.0
0.0
0.0 1.0 4.02.0 3.0 5.0 6.0 7.0
(c)
t = (a) 0.0, (b) 9.7173x10-^, (c) 2.5283x10-3
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C a s e D . 3 1 \ M ^ = \ 0 0 , M ^ = Q M \ , f , = \
0.0 1.0 2 .0  3.0 4.0 5.0 6.0
t =0.0, 1.4842x10'^ 3.381x10 ^ 5.906x10'^
7.0
1.000 -4 .0
-3 .5
0.998 -
P) -3 .0
LLI 0.996 - -2.5 g
- 2.0 2© 0.994 -
-1 .5
0.992 -
- 1.0
-0 .50.990 -
0.0
0.01 0.02 0.040.00 0.03 0.05
Normalised Time, t
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0.0 1.0 2.0 3.0 4.0 5,0 6.0 7.0 0.0 1.0 2.0 3.0 4,0 5.0 6.0 7.0
(a) {b)
8 .0 8 .0
7.0 7.0
6 .0 6 .0
5.0 5.0-
4.0 4.0
3.03.0
2 .02 .0
1.0 -1 .0
0 .0 0 .0
2 .0 3.0 4.0 5.0 6 .0 7.0 1,0 2 .0 3.0 5.0 6 .0 7.01.0 0 .0 4.00 .0
(C) id)
t = (a) 0.0, {b) 1.4842x10-^ (c) 3.381x10'^ (cf) 5.906x10r
-7 6 -
C a s e D . 3 2 : M „ ,  = 1 0 0 , = 0 . 0 1 , = 1
8.0
7 .0 -
6.0 -
5 .0 -
4 .0 -
3.0 -
2 0 -
1.0 -
0.0
0.0 1.0 2.0 4.03.0 5.0 6.0 7.0
t  = 0.0, 1.3954x10'^ 2 .8865x10’^  4.5737x10'^
1.000 -4 .0
-3 .50.998 -
-3 .0
lil 0.996 -
-2 .5  <
"5 0.994 -
- 2 . 0  Û.
0.992 - -1 .5
- 1.00.990 -
0.5
0.01 0.030.00 0.02 0.04
Normalised Time, t
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A p p e n d i x  D
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
(a) {b)
(o) id)
8 .0 8 .0
7.0 7.0
6 .0 6.0
5.05.0
4.04.0
3.0 3.0
2 .0 2 .0
1 .01.0
0.00 .0
3.0 7.0 2.0 3.0 7.01 .0 4.0 5.0 6.0 0.0 1.0 4.0 5.0 6.00 .0 2.0
t = (a) 0.0, (b) 1.3954x10 ^ (c) 2.8865x10"", (d) 4.5737x10*
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C a s e  D .3 3  ! M..^ =■■ 100, = 0.1, =1
7 .0 - i
t  = 0.0, 1.1243x10'^ 2 .5905x10 ^ 3.8853x10
-4 .01 .0 0 0 -
-3 .50.998 -
-3 .00.996 -
-2 .5  S0.994 -
- 2 . 0  22^  0.992 -
2  0.990 -
z  0.988 -
-0 .50.986 -
0 . 00.984
0.000 0.005 0.010 0.015 0.020 0.025 0.030 0.035
Normalised Time, t
- 1 9 -
6.0 8.0
7.0 7.0
6 .0 6 .0
5.0 5.0
4.0 4.0
3.0 3.0
2 .0 2 .0
1 .0
4 -  0.0-H
7.0 0.0
0 .0
2 .0 4.0 5.00 .0 1 .0 3.0 6 .0 1 .0 2 .0 3.0 4.0 5.0 6 .0 7.0
(a) ib)
(G) (d)
8 .08 .0
7.07.0
8 .06 .0
5.0 5.0
4.04.0
3.03.0
2 .02 .0
1 .01 .0
r-4- 0.0-h
7.0 0.0
0 .0
5.0 1 .01 .0 2 .0 3.0 4.0 6 .0 2 .0 3.0 4.0 5.0 6 .0 7.00 .0
t  = (a) 0.0, (ib) 1.1243x10 ^ (c) 2.5905x10 ^ (of) 3.8853x10-2 \ - 2
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C a s e D . 3 4 : M , „ = l O O , M ^
0.0 1.0 2.0 3.0 4.0 5.0 6.0
t = 0.0, 4.6661x10'^ 8.9615x10 ^ 1.3464x10^
7.0
-4 .0
1 .0 0 0 -
-  3.5
0  0.995 -cm<u
-3 .0
-2 .5  <
^  0.990 -
( 0
- 2 . 0  Q-
io
^  0.985 -
-1 .5
- 1 . 0
0.980 0.5
0 . 0 0 0 0 . 0 0 2 0.004 0.006 0.008 0 . 0 1 0 0 . 0 1 2
Normalised Time, t
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0.0 1.0 2,0 3.0 4.0 5.0 6.0 7.0 0.0 1,0 2.0 3.0 4.0 5.0 6.0 7.0
(a) {b)
(c) (d)
8 .0 8 .0
7.0 7.0
6 .0 6 .0
5.0 5.0
4.0 4.0
3.0 3.0
2 .02 .0
1.0 1 .0
0 .0 T-j- 0 0 --: 
7.0 0.02 .0 3.0 4.01 .0 5.0 1 .00 .0 6 .0 3.0 4.0 5.0 6 .0 7.02 .0
/  = (a) 0.0, (b) 4 .6661x10’^  (c) 8.9615x10'^ (of) 1.3464x10-3 \ - 2
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C a s e  D . 3 5 : M „ ,  = 100,M, =1000,/, =1
8 . 0
7.0 -
6 .0 -
5.0 -
4 .0 -
3 .0 -
2 .0 -
1 .0 -
0 . 0
0 . 0 1 . 0 2 . 0 3.0 4.0 5.0 7.06 . 0
t  = 0.0, 2 .4216x10“^ , 1.3152x10^
r 4 . 1
1 .0 0 0 -
-4 .0
O) 0.999
-3 .9
o  0.998 -
- 3 . 8
( 0  0.997 -
- 3 . 7
0.996 -
- 3 . 6
0.995
0.0000 0.0002 0.0004 0.0006 0.0008 0.0010 0.0012
g<
go£L
Normalised Time, t
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0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
(a) (b)
8 ,0
7.0
6 .0
5.0
4.0
3.0
2 .0
1 .0
0 .0
0 .0 1 .0 4.02 .0 3.0 5.0 6 .0 7.0
(c )
t  = (a) 0.0, (b) 2.4216x10"^, (c) 1.3152x10 -3
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Case D.36 : M„, = 1000, = 0.001,ÿ, = 1
/
0 . 0 1.0 2 .0 3.0 4 .0  5.0 6.0
t  = 0.0, 5.5827x10 ^ 1.0394x10'^ 1.5253x10^
7.0
r 4 . 2
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- 4 . 0
-3 .80 . 9 9 9  -
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c
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0 . 9 9 5  - - 2 . 6
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Normalised Time, t
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(a) {b)
7.0 0.02.0 3.0 4.0 5.0
(c) id)
t = (a) 0.0, (b) 5.5827x10'^ (c) 1.0394x10 ", (cf) 1.5253x10"
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CaseD.37:M,„ = 1 0 0 0 , = 0 . 0 1 , = 1
A pp e n d ix  D  -
8 . 0
7 .0 -
6 .0 -
5 .0 -
4 .0 -
2 .0 -
1 .0 -
0 . 0
0 . 0 1 . 0 2 . 0 3.0 4.0 5.0 6 . 0 7.0
t = 0.0, 1.2127x10’^  2.1377x10'^ 3.2389x10^
-4 .01 .0 0 0 -
-3 .50.998 -
P -3 .0
m 0.996 -
-2 .5  <
"o 0.994 -
- 2 . 0  Û-
i  0.992 -
-1 .5
0.990 - - 1 . 0
0.988 0.5
0 . 0 0 0 0.005 0 . 0 1 0 0.015 0 . 0 2 0 0.025 0.030
Normalised Time, t
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0,0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
(a) ib)
8 .0 8 .0
7.0 7.0
6 .0 6 .0
5.0 5.0
4.0 4.0
3.0 3.0
2 .0 2 .0
1 .01 .0
0 .0  4 -. 
7.0 0.0
0.0
5.02 .0 3.0 6 .0 1 .0 2 .0 3.0 5.0 7.00 .0 1 .0 4.0 4.0 6 .0
(c ) (4
t  = (a) 0.0, (A) 1.2127x10 ', (c) 2 .1377x10 ^ (d) 3.2389x101 -2
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Case D.38 : =1000, = 0.1 , f ,  = 1
8.0
7.0 -
6 .0 -
5.0
4 .0 -
3.0-
2 . 0
1 . 0  -
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0 . 0 1 . 0 2 . 0 3.0 4.0 5.0 6 . 0 7.0
t  = 0.0, 6.5361x10'^ 1.2986x10'^ 1.9849x10'^
1 . 0 0 0 -4 .0
0.998 -
-3 .5
P> 0.996 -
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0.994 -
-2 .5  Sm 0.992 -
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Normalised Time, t
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(a) (b)
0.0 1,0 2.0 3.0 4.0 5.0 6 0 7.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
(G) id)
t = (a) 0.0, {b) 6.5361 x10'^ (c) 1.2986x10 ^ {d) 1.9849x10r
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Câse D.39 : = 1000, = 1,%^, =1
8.0
7 .0 -
6 .0 -
5 .0 -
4 .0 -
3 .0 -
2 .0 -
1 .0 -
0 . 0
1 . 0 2 . 0 5.00 . 0 3.0 4.0 6 . 0 7.0
t  = 0.0, 1.2216x10 ^ 2.9543x10'^, 4.0842x10 -3
1 .0 0 0 - -4 .0
0.998 - -3 .8
c  0.996 - -3 .6
IL 0.994 - ■a -3 .4  «T
ro 0.992 -
-3 .2
0,990 -
-3 .0
0.988 -
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Normalised Time, f
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(a) (b)
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(C) id)
t  = (a) 0.0, {b) 1.2216x10^\ (c) 2 .9543x10  ^ (d) 4 .0842x10 -3
-92-
CaseD.40\M,„ =1000,M, = 1 0 0 0 , = 1
8.0
7 .0 -
6 .0 -
5 .0 -
4 .0 -
3 .0 -
2 .0 -
1 .0 -
0 . 0
0 . 0 1 . 0 2 . 0 3.0 4.0 5.0 6 . 0 7.0
t  = 0.0, 2.1266x10"^, 4 .7351x10^  6.579x10*^
-4 .051 . 0 0 0  -
0.998 - -4 .00
B(D 0.996 - -3 .95
82 0.994 -
-3 .90  p•a
(D.w 0.992 -
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o  0.990 -
-3 .800.988 -
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Normalised Time, t
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0.0 1.0 2.0 3.0 4.0 5,0 6.0 7.0 0.0 1,0 2,0 3.0 4.0 5.0 8.0 7.0
(a) (b)
8 .08 ,0
7,07.0
6 ,06 .0
5,0 5.0
4.04.0
3.03.0
2 .02 .0
1.01.0
0 .00 .0
5.02 .0 4.0 7.0 1 .0 2 .0 3.0 4.0 6 .0 7.01.0 3.0 5,0 6 .00 .0
{C) id)
t = (a) 0.0, {b) 2.1266x10-^, (c) 4.7351x10-^, (d) 6.579x10'
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A pp e n d ix  E  -
A p p e n d ix  E
A list of cases of computer simulated microstructurai 
evolution of an elongated pore
In this appendix, the summary of full list of the computer simulated cases for the 
microstructural evolution around an elongated pore is presented in Table E.1 for 
which yjygb = 3.
Table E.1 Computer simulated cases for mocrostructural evolution around an elongated pore.
Cases MJMgb
K 1 0.1 1
E.2 1 0.1
E.3 1 1
E.4 1 10
E.5 10 0.01
E.6 10 0.1
K 7 10 1
E.8 10 10
E.9 100 1
E.10 100 10
E.11 100 100
K 12 100 1000
K 13 1000 1
E,14 1000 1000
* Cases that are highlighted in gray colour background were presented in the text.
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Case E.  1 : = 0.1, , Ts
1 0 . 0
9 .0 -
8 .0 -
7 .0 -
6 .0 -
5 .0 -
4 .0 -
3 .0 -
2 .0 -
0 . 0
1 . 0 2 . 0 3.0 4.0 5,00 . 0 6 . 0 7.0
t = 0.0, 6.4942x10"*, 1.4848x10'^ 2.1322x1Q-^
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10.0
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t = (a) 0.0, {b) 6 .4942x10^  (c) 1.4848x10 ^ {d) 2 .1322x10 -3
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Case E.2 =0.1,^, =3
1 0 . 0
9 .0 -
8 .0 -
7 .0 -
6 .0 -
5 .0 -
4 .0 -
3 .0 -
2 .0 -
0 . 0
4.00 . 0 1 . 0 2 . 0 3.0 5.0 6 . 0 7.0
/  = 0.0, 1.2976x10'^ 2.6099x10^\ 3.6448x10'^
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(C) {d)
t = (a) 0.0, {b) 1.2976x10 ^ (c) 2 .6099x10 ^ (cf) 3.6448x10 -3
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Case E.3 = l,M^ =1,;/^ =3
10.0
9.0-
8.0 -
7.0-
6.0 -
5.0-
4 .0-
3 .0-
2.0 -
1.0 -
0.0
2.0 3.0 4.0 5.00.0 1.0 7.06.0
i  = 0.0, 8.0471x10A 1.5905x10"  ^2.2802x10■3
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10.0
(o) id)
10.0 10.0
9.0 9.0
8.0 8.0
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6 .0 6.0
5.0 5.0
4.0 4.0
3.0- 3.0
2 .0 - 2.0
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3.0 4.0 5.0 7.0 1.01.0 2 .0 6 .0 0.0 2.0 3.0 4.0 5.0 6.0 7.0
t  = (a) 0.0, (b) 8.0471x10"% (c) 1.5905x10^, (cf) 2 .2802x10
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Case E. 4  : = 1, =10,/^ =3
10.0
9.0-
8,0 -
7.0-
6.0 -
5.0-
4.0-
3 .0-
2.0 -
0.0
5.01.0 2.0 3.0 4.0 6.0 7.00.0
t = 0.0, 5.193x10"*, 1.0243x10  ^ 1.6393x10-3
-105-
10.0
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(a) (b)
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(C) id)
t  = (a) 0.0, (5) 5.193x10-^, (c) 1.0243x10 ^ (d) 1.6393x101-3
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Case E . 5 :  M,,, =10, = 0.01, = 3
10.0
6.0 7.0
t =0.0, 6.4066x10'^, 1.1862x10 ^ 1.6831x10^
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