Abstract-We investigate a novel approach for the iterative decoding of Trellis-Constrained Codes (a super-class of errorcorrection codes that comprises Turbo-codes and LDPC codes) which is inspired by the amplitude amplification principle used in quantum computing. The idea is to increase the probability of the correct word in every iteration, so that it will eventually stand out from all other words. We propose an approach that is provably converging, but the amplification factor can become so small that the decoding process practically stalls. We show that by heuristically retriggering the decoding process one can achieve an error-correcting performance that is similar to that of loopy belief propagation.
I. INTRODUCTION
The surprising discovery of Turbo-codes [2] in the early 90's was a major breakthrough in the field of digital communication. During the preceding decades many experts believed that no practical error-correction scheme could ever reach Shannon's channel capacity [12] , but these codes showed that this is possible by using a code construction with two constituent codes and an interleaver in conjunction with an iterative decoder based on belief-propagation [11] , [10] . This lead to the rediscovery of LDPC codes [7] and to the investigation of more general constructions like Trellis-Constrained Codes (TCCs) [6] , [5] . It turned out that only some classes of TCCs can be can be decoded in a quasi-optimal way using belief propagation, but the optimal decoding of TCCs in general is an unsolved problem.
In this paper we propose a novel approach in which we iteratively update the input vectors of the decoders such that the probability of the correct codeword increases in every step. After a sufficient number of iterations, this probability should be large enough to distinguish the correct word using an ML decoder. The idea is similar to amplitude amplification [3] , [4] which is used in quantum algorithms like Grover search [8] . As in our (non-quantum) case the amplification factor can decrease we propose a heuristic to retrigger the process from time to time to avoid a too slow convergence. Our experiments show a more controlled process than belief propagation which achieves a comparable decoding performance.
The rest of this paper is organized as follows. In Section II we introduce our notation, in Section III we describe the decoding algorithm, and in Section IV we discuss practical considerations. In Section V contains our experiments and we conclude in Section VI. 
II. PRELIMINARIES
A binary code C is a set of binary words of length n with
and it can be represented using a trellis graph, in which each path from the left to the right represents a codeword c ∈ C. A homogenous trellis-constrained code C (∩) is defined by
where C (1) , C (2) ⊆ S are two constituent codes that have a low trellis complexity, and where π is a permutation matrix. Some examples are represented in Figure 1 . In non-homogenous TCCs some symbols are not constrained. To keep the description simple we assume homogenous TCCs hereinafter.
We consider memoryless binary channels where
with the log-likelihood ratio
so that the likelihood that s = (s 1 , ..., s n ) ∈ S was sent after receiving r = (r 1 , ..., r n ) ∈ R n is P (r|s) :
The code-constrained likelihoods are then 2) , and
with Iverson brackets [9] defined as false := 0 and true := 1.
More details on the channels can be found in the Appendix. Also note that the normalization factors omitted in this description are always such that the probabilities sum up to 1.
III. AMPLITUDE AMPLIFICATION DECODING
The maximum-likelihood decoding problem is about findinĝ
which is equivalent tô c = arg max
More generally, for w (1) , w (2) ∈ R n and w
Further, we can split s into s (1) and s (2) and writê c = arg max
to show the symbol constraints s
of words in C (∩) . During the decoding process we can iteratively optimize w (1) and w (2) according to these symbol constraints. To this effect, we consider the symbol-wise projection
which is such that
• Ξ −1 is the likelihood to have s
• Ξ 0+ is the likelihood to have s
i , and • Ξ +1 is the likelihood to have s All words s (1) , s (2) ∈ S for which s
do not fulfill the constraint and we want to optimize w (1) and w (2) such that the likelihood of these words decreases, while the likelihood (a) before optimization.
(b) after optimization (λ).
Figure 2: The relative probability of Ξ 0 is larger or equal after the optimization of the symbol probabilities with λ.
of the words where s
remains constant. We define the relative likelihood of the correct wordč as
Assuming Ξ −1 Ξ +1 = 0, we update w (1) ,w (2) according to
to obtain a new relative likelihood
The choice of λ that maximizes ρ λ is
The relative likelihood ofč is augmented by a factor
The idea is that if the operation of the previous section is performed over and over again on the various symbol constraints, the relative likelihood P (č|r) should eventually become so important that one can easily distinguishč from the rest of the codewords (e.g., using the Viterbi algorithm [13] ). The effect of a single optimization is shown in Figure 2 . With C = Ξ −1 + Ξ 0 + Ξ +1 we can write
which means the decoder will always converge or stop. The likelihood of every word in C (∩) (in particular the likelihood of the correct codewordč) remains constant during the whole decoding process, and only the sum of the likelihoods of the words not contained in C (∩) decreases. Therefore one can assess the progress of the decoding process by observing the evolution of Ξ −1 + Ξ 0 + Ξ +1 during the iterations. Remark 1. In the special cases where Ξ −1 Ξ +1 = 0 we know that either |w (1) i | = ∞ or |w (2) i | = ∞, and we can set w 
IV. PRACTICAL CONSIDERATIONS
Using the BCJR algorithm [1] one can efficiently compute
i (w (2) | + 1), and
and obtain the values for all symbols (i ∈ {1, ..., n}) at once. In Section III we have seen how to optimize w (1) and w (2) for single symbol constraints, but it is not clear in which order these symbol constraints should be optimized. Therefore we investigate two approaches, a sequential and a parallel one.
In the sequential approach (AmpSEQ) in every iteration only the best symbol constraint (in terms of convergence) is optimized. This means the symbol constraint which has the highest ρ λ /ρ value. This has the advantage that one does not have to consider any possible correlations between constraints, but the disadvantage is that it can possibly take many iterations to find to the correct codeword.
In the parallel approach (AmpPAR) we assume some degree of independence between the symbols and we optimize all the constraints in parallel. In order to avoid too big steps we use a scaling factor 0 < κ < 1 and update the values according to
in order to avoid too large steps. During the decoding process the convergence rate can progressively slow down so that ρ λmax /ρ tends to 1. A heuristic to retrigger the decoding process is then to use the symbol likelihoods in Ξ 0 as new input probabilities, which means to update w (1) and w (2) according to
A simple strategy that is also used in the following experiments is to chose a constant t and to perform (2) every t iterations. The problem is that this operation is not necessarily converging and may cause the decoding process to fail.
V. EXPERIMENTS
In this section we examine the behavior of our amplitude amplification and we compare it with loopy belief propagation, for transmissions over a binary symmetric channel (BSC) and a binary erasure channel (BEC). More precisely, we consider decoding with
• Loopy belief propagation (BP), • Amp. amplification decoding, sequential (AmpSEQ), and • Amp. amplification decoding, parallel (AmpPAR).
During Amp. amplification decoding the decoding process is retriggered according to (2) every t iterations.
In a first experiment we compare the evolution of the relative likelihood ρ, defined in (1), when decoding with belief propagation and with amplification decoding. We consider a TCC code of rate 1/3 and length n = 108, constructed using two convolutional codes similar to the one in Figure 1a , where the generator matrix is built by repeating the block B = 100 110 011 101 .
In Figure3 we see a selected decoding process, where a word received via a BSC is successfully decoded with AmpSEQ but not with BP. We see in Figure 3a that the value of ln(ρ) is not continuous with belief propagation, while it is continuously growing with amplitude decoding, except for the retriggering according to (2) that is performed every t = 100 iterations. Here every time the value ln(ρ) is significantly dropping. Further, we see in Figures 3b and 3c the evolution of Ξ 0 /(Ξ −1 +Ξ 0 +Ξ +1 ) for every symbol during the decoding process. In the light areas the probabilities of Ξ −1 + Ξ +1 are negligible compared to Ξ 0 , which means that the corresponding symbols have s
with a high probability. In Figure 3c one can see the effect of retriggering AmpSEQ on the symbol level.
In a second experiment, we look at the number of iterations. In Figure 4 we see a decoding process of a word from a (4,6) LDPC code with n = 108 sent over a BSC. While all decoders find the correct codeword, we see that BP decodes in only 7 iterations, while AmpPAR with κ = 1/16 takes around 140 iterations and AmpSEQ needs more than 250 iterations. We again observe that values drop during the retriggering which is done every t = 100 iterations, but in AmpPAR the values are not dropping as much as in AmpSEQ.
In a third experiment, we compare the error-decoding performance of BP and AmpPAR decoding with t = 10 and t = 100, with a maximum of 1000 iterations for each decoder. We reuse the TCC code constructions from the two previous experiments with n = 1008. As shown in Figure 5a , on the BSC channel the BP decoder exhibits the best performance, followed by AmpPAR with t = 100 and then AmpPAR with t = 10, which means that here it is better not to retrigger too frequently. In Figure 5b on the BEC channel we see that BP and AmpPAR with t = 10 perform equally well, followed by AmpPAR with t = 100. In this case the decoder with the less frequent retriggering with t = 100 seems too lead to a too slow convergence. 
VI. CONCLUDING REMARKS
We proposed a novel decoding algorithm that is based on amplitude amplification. For each symbol we optimize the inputs so that the likelihood each words where s (1) = s (2) remains constant, while the overall likelihood of words where s (1) = s (2) decreases. So in particular the relative probability of the correct codeword is augmented in every iteration. Like in quantum computing the decoder does not care whether the symbols s (1) = s (2) are both 0 or both 1, the relative probabilities of both states are increased. One can efficiently compute the required values using the BCJR algorithm and by optimizing the symbols in parallel the number of iterations can be reduced. As the convergence tends to slow down, we proposed a heuristic to retrigger the process from time to time. This heuristic is not optimal and can cause the overall decoding process can diverge, so that a challenge for future work is to find better ways to handle this. Our experiments show that we can achieve a similar error-correction performance than loopy belief propagation. 
