In this paper JK s -band data from the VISTA Magellanic Cloud (VMC) survey are used to investigate the tip of the red giant branch (TRGB) as a distance indicator. A linear fit to recent theoretical models is used as the basis for the absolute calibration which reads M Ks = −4.196 − 2.013 (J − K s ), valid in the colour range 0.75 < (J − K s ) < 1.3 mag and in the 2MASS system. The observed TRGB is found based on a classical first-order derivative filter and a second-order derivative filter applied to the binned luminosity function using the "sharpened" magnitude that takes the colour term into account. Extensive simulations are carried out to investigate any biases and errors in the derived distance modulus (DM). Based on these simulations criteria are established related to the number of stars per bin in the 0.5 magnitude range below the TRGB and related to the significance with which the peak in the filter response curve is determined such that the derived distances are unbiased. The DMs based on the second-order derivative filter are found to be more stable and are therefore adopted, although this requires twice as many stars per bin. Given the surface density of TRGB stars in the Magellanic Clouds (MCs), areas of ∼ 0.5 deg 2 in the densest parts to ∼ 10 deg 2 in the outskirts of the MCs need to be considered to obtain accurate and reliable values for the DMs. The TRGB method is applied to specific lines-of-sight where independent distance estimates exist, based on detached eclipsing binaries in the Large and Small Magellanic Clouds (LMC, SMC), classical Cepheids in the LMC, RR Lyrae stars in the SMC, and fields in the SMC where the star formation history (together with reddening and distance) has been derived from deep VMC data. The analysis shows that the theoretical calibration is consistent with the data, that the systematic error on the DM is approximately 0.045 mag (about evenly split between the theoretical calibration and the method), and that random errors of 0.015 mag are achievable. Reddening is an important element in deriving the distance: we derive mean DMs ranging from 18.92 mag (for a typical E(B − V) of 0.15 mag) to 19.07 mag (E(B − V) ∼ 0.04 mag) for the SMC, and ranging from 18.48 mag (E(B − V) ∼ 0.12 mag) to 18.57 mag (E(B − V) ∼ 0.05 mag) for the LMC.
Introduction
The VISTA Magellanic Cloud (VMC) ESO public survey is a photometric survey in the three filters Y, J, and K s (Cioni et al. 2011) performed with the Visible and Infrared Survey Telescope for Astronomy (VISTA) telescope using the VISTA InfraRed CAMera (VIRCAM) camera (Sutherland et al. 2015) . The latter provides a spatial resolution of 0.34
′′ per pixel and a noncontiguous field-of-view of 1.65
• in diameter sampled by 16 detectors. To homogeneously cover the field-of-view it is necessary to fill the gaps between individual detectors using a six-point moSend offprint requests to: Martin Groenewegen ⋆ Based on observations made with VISTA at ESO under programme ID 179. B-2003. saic. This unit area of VISTA surveys is called a tile and covers 1.77 deg 2 of which the central area of 1.475 • ×1.017
• is covered by at least two of the six pointins in the mosaic.
The VMC survey covers an area of approximately 170 deg 2 (110 tiles) of the Magellanic Cloud (MC) system and includes stars as faint as 22 mag in K s (5σ, Vega mag); see Cioni et al. (2011) for a description of the survey.
The main scientific goals of the VMC survey are to derive the spatially resolved star formation history (SFH) across the Magellanic system (Rubele et al. 2012 (Rubele et al. , 2015 (Rubele et al. , 2018 and to measure its three-dimensional geometry (e.g. Ripepi et al. 2017; Subramanian et al. 2017; Muraveva et al. 2018 , see below), which drive, respectively, the depth and the monitoring strategy of the survey. There is much additional science that has A&A proofs: manuscript no. art73_afterLE_minusComments been done using VMC data, for example on background galaxies (including quasars), asymptotic giant branch (AGB) stars, planetary nebulae, eclipsing binaries, stellar clusters, variable stars, and the proper motion of the MCs (see Cioni 2016 for some recent science highlights).
The study of the 3D structure of the MCs relies on the use of different stellar distance indicators available in the MCs. The VMC team has addressed this in various papers using the data available, in particular, using Type-II Cepheids (T2Cs; Ripepi et al. 2015, 13 tiles in the Large MC, LMC), Classical Cepheids (CCs; Ripepi et al. 2012 , two tiles in the LMC centred on the south ecliptic pole and 30 Doradus; Ripepi et al. 2016 Ripepi et al. , 2017 , analysing almost 4800 CCs detected in the OGLE-IV survey across the entire SMC), RR Lyrae (RRL; Muraveva et al. 2018 , all 27 tiles in the Small MC, SMC), and the Red Clump (RC; Tatton et al. 2013 , one tile centred on 30 Doradus; Subramanian et al. 2017, 13 tiles covering the central part of the SMC).
In this paper we investigate and use yet another distance indicator, the tip of the red giant branch (TRGB), and apply it to VMC data in the MCs. Over the years the TRGB distance has become an important rung of the distance ladder as distances can be routinely obtained with the Hubble Space Telescope (HST) with moderate effort out to ∼ 10 Mpc (see for example McQuinn et al. 2017 using two orbits of HST) or ∼ 15 Mpc (see for example Hatt et al. 2018 using six orbits of HST). The Extragalactic Distance Database 1 (Jacobs et al. 2009 ) currently contains 400+ galaxies with TRGB distances.
The classical paper on the subject is Lee et al. (1993) which introduced the method of using an edge-detection algorithm to determine the tip (the TRGB was recognised and used as a distance indicator before, but more in a qualitative way; see references in Lee et al. 1993) . Lee et al. (1993) also introduced the classical method of using the I-band for absolute calibration. Later it was recognised that the absolute magnitude in I (or K s , see later) of the tip is not constant but is a shallow function of metallicity, or, in the observational plane, colour (see Salaris & Girardi 2005 for a theoretical point of view). Madore et al. (2009) took this into consideration and introduced the idea of "sharpening" the tip by colour-correcting the I-band data before producing the luminosity function. The function marginalized for the tip detection had the form T = I − β · (V − I), where β is the slope of the tip magnitude as a function of colour, thereby correcting for the metallicity sensitivity of the TRGB.
The TRGB method can also be applied in the near-infrared (NIR), where reddening is lower than in the optical, and TRGB stars are intrinsically brighter, M K s ≈ −6.5 (see later) versus M I ≈ −4.0 mag (see e.g. Serenelli et al. 2017 and references therein). Cioni et al. (2000) appear to have been the first to investigate the TRGB in the NIR, using I, J, K s data from the Deep Near Infrared Survey of the Southern Sky (DENIS, Epchtein et al. 1999) for the MCs. They also introduced a new method to detect the tip, based on the second-order derivative of the luminosity function (LF), rather than the traditional Sobel filter (Sobel 1970) which is a first-order derivative filter (see Sect. 4). They found that the TRGB is located at a dereddened magnitude (in the DENIS system) of K s = 11.94 ± 0.04 (LMC) and 12.58 ± 0.04 mag (SMC). In that paper the distance to the MCs is not actually derived from the TRGB in the infrared, but from the TRGB in bolometric magnitude, calculated from J, K s , a bolometric correction, and 1 http://edd.ifa.hawaii.edu/ a theoretical calibration. They found distance moduli (DM) of 18.55 ± 0.04 ± 0.08 mag for the LMC and 18.99 ± 0.03 ± 0.08 mag for the SMC (where the two error bars indicate formal and systematic errors, respectively), which imply (in the DENIS system) M K s = −6.61 ± 0.09 mag and M K s = −6.41 ± 0.09 mag for the LMC and SMC, respectively. Macri et al. (2015) presented the results of the LMC NearInfrared Synoptic Survey (LMCNISS) covering 18 deg 2 down to K s ∼ 16.5 mag. They found the TRGB to be located at (observed magnitudes, calibrated in the 2MASS system) J = 13.23 ± 0.03, H = 12.35±0.02, and K s = 12.11±0.01 mag. They used a typical reddening of E(V − I) = 0.08 mag (from Haschke et al. 2012a) , and the distance to the LMC based on detached eclipsing binaries (dEBs; DM= 18.493 ±0.048 mag, Pietrzyński et al. 2013 ) to find M K s = −6.41 ± 0.05 mag. Taking into account the difference in adopted DM, the remaining difference with Cioni et al. (2000) is explained by the difference in the photometric passbands. According to Delmotte et al. (2002) , K s (DENIS)= K s (2MASS) −(0.14 ± 0.05) mag. Górski et al. (2016) investigated the TRGB in the MCs using the I-band (from OGLE), J, K s (from a survey with the InfraRed Survey Facility, IRSF, see Kato et al. 2007 , and bolometric magnitudes. They considered 17 fields in the LMC and 5 in the SMC, each 35 ′ × 35 ′ , selected to have a reddening of E(V − I) < 0.1 mag according to Haschke et al. (2011) . They used a kernel of the form [−2 −1 0 +1 +2] and then calculated the Gaussiansmoothed LF introduced by Sakai et al. (1996) to detect the edge. The mean magnitudes of the measured TRGB in the LMC and SMC are K s = 12.13 ± 0.04 mag, and 12.91 ± 0.04 mag, respectively, with mean K-band reddening values of 0.05, and 0.02 mag, respectively, in agreement with the estimates above. They appear to assume that the IRSF magnitudes are effectively in the 2MASS system but Kato et al. (2007) indicate differences of 0.01 mag in J and 0.04 mag K s , and then reach the conclusion that the DM to the LMC and SMC is about 0.2 mag longer than the values based on dEBs (Pietrzyński et al. 2013; Graczyk et al. 2014) . For the absolute calibration (see Sect. 3) they used the relation of Valenti et al. (2004) adopting metallicities of [Fe/H]= −0.6 and −1.0 dex for the LMC and the SMC, respectively. In their latest paper Górski et al. (2018) credit this difference of 0.2 mag in DM to population effects and advocate the use of colourdependent calibration relations rather then metallicity-dependent ones.
The TRGB method in the K-band has been applied to galaxies other than the MCs, namely Fornax (Gullieuszik et al. 2007; Pietrzyński et al. 2009; Whitelock et al. 2009 ), Carina (Pietrzyński et al. 2009 ), Sculptor (Menzies et al. 2011 ), NGC 205 (Jung et al. 2012 ) and IC 1613 (Chun et al. 2015) . The latter two papers use the method introduced by Cioni et al. (2000) to detect the edge using the second-order derivative of the LF 2 . The TRGB method has been applied to 23 nearby galaxies ( < ∼ 4 Mpc) by Dalcanton et al. (2012) using the HST F110W and F160W filters. Most recently, Madore et al. (2018) and Hoyt et al. (2018) discuss the TRGB in the JHK band in IC 1613 and the LMC. A more detailed comparison to their work is done in Sect. 3.
In the present paper we apply the TRGB method in the K sband across the SMC and LMC using VMC data. In Sect. 2 the selection of the sample is discussed. In Sect. 3 the absolute magnitude of the TRGB in the infrared is discussed, while Sect. 4 discusses the model, which includes a classical Fig. 1 . Position on the sky of the selected VMC sources. For clarity only every 40th object is plotted. The LMC, the SMC, the two tiles in the MS, and the MB are apparent. The small regions missing in the corner of every tile correspond to detector 16 which are excluded by enforcing the constraint on ksppErrBits.
(first-order derivative) edge-detection, and an extension and improvement of the second-order derivative method of Cioni et al. (2000) .
Data overview and sample selection
From the VISTA Science Archive (VSA; Cross et al. 2012 ) all sources 3 brighter than K s = 15 mag are selected, with a photometric error of < 0.1 mag and a quality bit flag indicating at best minor warnings. This query results in 885 558 sources. There are several magnitudes listed in the source tables. The recommended aperMag3 is taken, which is based on a 2 ′′ aperture in diameter and includes an aperture correction and a saturation correction for the brightest stars (not relevant here). Only likely and probable point sources are selected reducing the number of objects to 851 658 4 . The sky distribution is shown in Fig. 1 . The LMC, the SMC, the two tiles in the Magellanic Stream (MS), and the Magellanic Bridge (MB) are apparent. The small regions missing in the corner of every tile correspond to detector 16 which are excluded by selecting on the quality bit flag 5 . The data are dereddened based on the reddening law of Cardelli et al. (1989) for R V = 3.1 which in the VISTA passbands leads to A J /A V = 0.283 and A K s /A V = 0.114 (Rubele et al. 2015 ). The dereddened data are then transformed from the VISTA system to the 2MASS system, which will be the reference photometric system in this paper. Transformation formulae from 2MASS to VISTA are given by González-Fernández et al. (2018) 6 which can be inverted to give:
with the subscript "VISTA" indicating magnitudes in the VISTA system. Figure 2 shows the colour-magnitude diagram (CMD) for the LMC, SMC, MS and MB. For this figure, a constant E(B−V) of 0.12 (LMC) and 0.075 mag (SMC, MS, MB) are adopted for simplicity, the average of the reddening towards the known dEBs in the LMC and the SMC (see Table 1 ). The RGB is very well developed in the LMC and the SMC, but there are only a few RGB stars in the MS and MB. The figure also includes lines which are used to select stars for further analysis. The TRGB method is applied to stars with K 0 > −9.1 (J − K s ) 0 + 20.50 (mag), and
These relations are determined by eye to select predominantly RGB stars and minimise AGB/foreground contaminants. As Figure 2 shows the same relations are effective in making this selection for SMC and LMC alike. When the method outlined below is applied to another stellar system a different set of equations should be determined to take into account differences in DM and colour of the RGB. We note that photometric uncertainties are very small in the VMC data, at K s = 12, 13, 14 mag, and the typical photometric errors are 1.5, 2.0 and 4.2 millimags, respectively. The model to detect the TRGB is introduced in Sect. 4, but we first discuss the absolute calibration of the TRGB in the infrared as this also enters into the method.
Absolute calibration of the TRGB in the K s -band
The default calibration for the brightness of the TRGB in the present paper is based on the theoretical calculations of Serenelli et al. (2017) which provide the absolute magnitude in several filters (V and I, J and K s in the 2MASS system, and HST F110W and F160W filters) based on stellar evolution models, using bolometric corrections to convert luminosity, effective temperature and metallicity to the observational plane. In their Table 1 they provide second-order polynomial fits to M K s for two ranges in (J − K s ). Here we use a subset of their dataset (kindly A&A proofs: manuscript no. art73_afterLE_minusComments provided by M. Salaris) to fit a linear equation in the colour range of interest.
Restricting the fit to the colour range 0.75 < (J − K s ) < 1.3 mag to broadly match the colour range of the SMC and LMC TRGBs, model ages older than 4 Gyr (see the discussion in Serenelli et al. 2017) , and model ages younger than 14 Gyr, the bi-sector fit is:
with an rms of 0.030 mag (N = 28). The fit is shown as the solid line in Fig. 3 . In Sect. 6.3 the sensitivity of the results to this calibration is investigated. An alternative calibration, restricting the colour range to specifically match that of the SMC and LMC TRGBs makes the relation shallower,
2 mag with an rms of 0.009 mag (N = 16). When the current paper was near completion Madore et al. (2018) and Hoyt et al. (2018) discussed the absolute calibration of the TRGB in JHK 7 . They derived the slope from data in IC 1613, and found β = −1.85±0.27, consistent with Serenelli et al. (2017) in general and the specific values from our fits. Using NIR data in the bar of the LMC, adopting the distance to the LMC from the dEBs in Pietrzyński et al. (2013) , β = −1.85 from the work on IC 1613, and a low reddening to the LMC of E(B−V) = 0.03 ± 0.03 mag, they derived a zero point (ZP) of −6.14 mag (at (J − K s ) = 1.0 mag). The error in the ZP they claimed is 0.01 mag (statistical) and 0.06 (systematic), of which 0.02 is due to the uncertainty in the reddening, and 0.05 mag to the adopted LMC distance.
The reddening Hoyt et al. (2018) adopted is quite low, but is also inconsistent with the (mean) reddening towards the dEBs in the LMC, the (mean) distance of which is used to calibrate the ZP. Adopting E(B − V) = 0.12 mag (see earlier, and Table 1 ) their ZP would become −6.17 mag (at (J − K s ) = 1.0 mag). This ZP compares to −6.21 and −6.20 mag (at (J − K s ) = 1.0 mag) that we derive from the data in Serenelli et al. (2017) .
Model
The calculations are carried out using a numerical program, which reads in the VMC data. Other inputs are the right ascension (RA) and declination (Dec) of the line-of-sight (los) of interest, the radius, r, of the circle centred on (RA, Dec) to select the data from the VMC input, the adopted reddening E(B − V) for that los, and the adopted width of the bin, w, for the binning of the LF.
The VISTA J, K s magnitudes are de-reddened and transformed to the 2MASS system as outlined in Sect. 2. If the absolute calibration relation is 0 is constructed with β = −2.013 as standard value following Sect. 3. The error in T is calculated from the propagation of the errors in J, K, and β. We also keep track of (J−K s ) 0 and its error. Stars in the region defined by Eq. 2 are selected and the LF in T is constructed using the adopted bin size.
Two edge-detection algorithms are run on the binned LF, based on the first-order and second-order derivative of the LF. The derivatives are calculated using Savitzky-Golay coefficients as implemented in Fortran in "Numerical Recipes" (Press et al. 1992). At a point i the function f is replaced by a linear combination g, of itself and n L "left" and n R "right" neighbouring values:
The Savitzky-Golay coefficients are determined in such a way that the filter fits a polynomial of degree M to the moving window, and then evaluates the derivative of chosen order L. Cioni et al. (2000) performed extensive tests and used M = 2 and n L = n R = 3 for their second-order derivative filter which we adopt here as well 8 . For the first-order derivative we use M = 1 and n L = n R = 2, resulting in the kernel used by Sakai et al. (1996) 9 . The filter response of the LF to the first-order derivative kernel is fitted with a single Gaussian (SG) plus a constant:
where the TRGB magnitude is given by the peak of the Gaussian. Lee et al. (1993) . Note that Madore & Freedman (1995) use yet another kernel, [−1 −2 0 +2 +1] to determine the first derivative. Cioni et al. (2000) also fitted a SG to the response function of the LF to the second-order derivative filter and then applied a correction which depends on the width of the Gaussian fit (see Figure A2 in Cioni et al. 2000) , which can be a few tenths of a magnitude. Here we find (Appendix A) that the response function to the second-order derivative filter can be well fitted by a double Gaussian (DG) of the form:
Compared to the SG it has one additional free parameter, the distance between the positive and negative peaks of the Gaussians, a 5 , and where the TRGB magnitude is given by the magnitude in between the peaks. For both the SG and DG fits the DM for a given los is then a 3 + α.
In Appendix A the numerical details of the method are discussed extensively, including simulations to estimate any biases in the method, the influence of the bin size, and error estimates. It is found that both the first-and the second-order derivative methods can be applied with negligible bias (a few millimag) if certain criteria are met that concern the significance with which the peak in the response function is detected (SNpk= a 2 /σ a 2 ), the average number of stars per bin (N/bin) in the 0.5 mag below the tip of the RGB, and the error in the magnitude of the peak (σ a 3 ) relative to the width of the bin. The second-order derivative method is more stable to noise in the data but needs more stars per bin. Cioni et al. (2000) also prefer the second-order derivative (as mentioned before however, their implementation differs from the current one) over the first-order derivative method.
In the applications discussed below the code is run for a given los for all combinations of 18 radii 10 and bin widths 11 . The best model is adopted to be the one with the lowest reduced χ 2 (χ 2 r,min ) that meets the criteria on SNpk, N/bin and a 3 /w. Below, we also investigate the range in the parameters for models with χ 2 r < 2 · χ 2 r,min to have an independent estimate of the errors on the derived distances.
Applications

TRGB distances towards dEBs in the MCs
In a first application we considered the TRGB in the los towards nine dEBs in the LMC and five in the SMC. In particular for the LMC, the eight systems in Pietrzyński et al. (2013) give a DM to the LMC barycentre of 18.493 ± 0.008 (statistical) ± 0.047 (systematic) mag which has become the de-facto value adopted after 2013 for the DM to the LMC in most papers. Table 1 lists the identifier, DM and error, and the reddening (the error is given on the second line) given by the references 10 Radii r= 0.45
• in steps of 0.05 to 1.0, 1.25 to 2.0 • in steps of 0.25, 2.5 and 3.0
• . 11 Twenty bin widths w= 0.033 in steps of 0.001 to 0.048, 0.05, 0.06, 0.07, and 0.08 mag for the second-order filter, and 19 bin widths w= 0.016 in steps of 0.001 to 0.030, 0.035, 0.040, 0.045, and 0.050 mag for the first-order filter.
listed in the fourth column. Columns 5-11 contain the results of our analysis: The DM and error, the estimated (J − K s ) 0 magnitude at the TRGB and error (see Appendix A on how they are derived), the radius of the circle used, the bin width, the average number of RGB stars per bin in the 0.5 mag below the TRGB, the significance with which the peak in the response function is detected, and the reduced χ 2 . The errors quoted are the formal errors. Figure 4 shows the comparison between the first-and second-order-derivative-based DM and the difference plotted against (J − K s ) colour of the TRGB (left-hand panel), and the comparison of the second-order-derivative-based DM with the published values of the DM for the dEBs.
Interestingly, an offset between the second-and first-orderderivative-based DM is observed that is not predicted by the simulations. The difference is small (median offset of −0.040, a weighted mean offset of −0.026 mag) and insignificant (the error in this offset is 0.042 mag). It is observed in other applications as well, and we return to this in Sect. 7. The simulations in Appendix A do suggest that the second-order-derivative-based DM is the more reliable and stable of the two methods in reproducing the input DM, and therefore we choose this option in the comparisons to external catalogues. The simulations show that this method requires approximately twice as many stars per magnitude bin than the first-order derivative filter. Inspection of Tables 1-5 indeed shows that for the best fits, when the resulting areas on the sky are similar for the second-and first-order derivative results, the bin size in the former case is almost always larger than for the latter.
The bottom panel of Fig. 4 compares the second-orderderivative-based DM with the published values for the dEBs systems. There is excellent agreement with a difference of 0.009 ± 0.075 mag. There is no trend of the offset with colour. Part of the scatter could be due to the depth along the los. The TRGB distance is based on the RGB stars in a field of ∼ 0.4 − 2
• radius spread along the los while the DM to each dEB is that to a single object.
TRGB distances towards LMC Cepheids
A second application concerns the TRGB distances towards CCs in the LMC. Inno et al. (2016) presented DM and reddening estimates for 2504 CCs in the LMC, derived by simultaneously fitting V, I, J, H, K and WISE W1 magnitudes (when available) to corresponding period-luminosity (PL)-relations. In the procedure discussed below 16 stars with very negative reddenings (E(B − V) < −0.07 mag) and 22 stars with very large χ 2 (> 600, compared to the median of 20) have been excluded from the sample of Inno et al. (2016) .
Some scatter in DM is expected due to the finite width of the instability strips and depth effects. Therefore we average DM and reddening values of Cepheids located close together on the sky in the following way: starting from the first Cepheid in the list 12 in Inno et al. (2016) its distance to all neighbours not already marked to belong to another los is calculated. The number, NN, of nearest neighbours is identified (with NN at least 35). If the distance to the NN-th nearest neighbour is less than 0.4
• NN is increased by 2, and this is repeated if necessary. The NN Cepheids are marked as belonging to this los, and one proceeds to the next Cepheid in the list. This is repeated until no more Cepheids can be assigned to a los (the distance to the NNth nearest neighbour should be less than 1.5
• ). The minimum A&A proofs: manuscript no. art73_afterLE_minusComments References.
(1) Graczyk et al. (2014) ; (2) Notes. Column 1 gives the OGLE identifier, with the DM (Col. 2) and reddening (Col. 3) as given by the references listed in Col. 4. Columns 5-11 contain the parameters derived in the present paper: The DM, the (J − K s ) 0 colour at the TRGB, the radius of the circle used to select the stars in that direction, the bin width, the average number of stars per bin in the 0.5 mag below the tip of the RGB, the significance in the detection of the peak in the response function, and the reduced χ 2 . The first line for each object has the results for the second-order derivative filter response, and the second line those for the first-order derivative filter.
number of Cepheids and the minimum distance are chosen after some testing, using the results of the dEBs that show that the radius needed for the TRGB to have reliable results is of order 0.45 to 2
• (see Table 1 ). In this way, 56 independent los were identified containing 2182 CCs. For each los the median and standard deviation (calculated as 1.48 times the median-absolute-deviation, MAD 13 ) of the DM and reddening were calculated.
The results of the calculations are listed in Table 2 , which lists the identifier (the name of the CC at the centre of each los), the median DM of the CCs in that los, the median of the error in the DM of each CC in that los, the median of the reddening of the CCs in that los (the error, calculated as 1.48 · MAD of the reddening values around the median, is given on the second line). The radius used to calculate these averages is listed in column 4. Columns 5-11 in Table 2 contain the results of our analysis following Table 1 . The first line for each object contains the results for the second-order derivative filter response, and the second line those for the first-order derivative filter. Figure 5 compares the second-r and first-order-derivativebased DM, and a similar observation is made as in the pre- 13 The MAD is robust to outliers, and in the case of a Gaussian distribution 1.48 · MAD is equivalent to σ of a Gaussian distribution. vious section. The difference between the two estimates is −0.029 ± 0.031 mag. The comparison between the second-orderderivative-based TRGB distance and the median DM for the CCs in that los is good with a negligible difference of 0.041 ± 0.070 mag.
With a large number of los spread across the LMC one can also discuss the distribution of the distances and the mean distance to the LMC. This is illustrated in the bottom-right panel of Fig. 5 , which shows histograms of the DM of the 56 los for the CCs (black), the second-order-derivative-based TRGB distance (red), and the first-order-derivative-based TRGB distance (green), and Gaussian fits to these distributions. As the error bar in an individual DM estimate is non-negligible compared with the width of the distribution we also performed Monte Carlo simulations. A new DM for each los was drawn from a Gaussian distributed based on its derived value and error. A new histogram based on these new DM was created and a new Gaussian fit was performed.
For the CCs a median DM of 18.491 mag is found with an error on the mean of 0.005 mag. The σ of the Gaussian distribution is 0.052 mag. For the second-order-based-derivative we find 18.521 ± 0.007, σ = 0.074 mag and for the first-order-basedderivative 18.567 ± 0.006, σ = 0.078 mag. As expected, the value for the CCs is in excellent agreement with the 18.48 ± 0.10 mag (stat. plus syst.) quoted by Inno et al. (2016) for their entire sample.
TRGB distances towards SMC RR Lyrae stars
No multi-wavelength study similar to Inno et al. (2016) currently exists for Cepheids in the SMC that simultaneously derives reddening and distance (although the VMC team has studied SMC Cepheids, e.g. Ripepi et al. 2017) . Towards the SMC Fig. 5 . Same as Fig. 4 for 56 los towards CCs in the LMC. Additionally the bottom panel shows the distribution of the DM for the CCs (in black), and the first-(green) and second-order-based-derivative TRGB distance (red), and Gaussian fits to these distributions. For clarity, the green and red histograms have been offset by −0.005 and +0.005 mag from the black one.
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we therefore used a similar approach, but using RRL from Muraveva et al. (2018) who studied 2997 fundamental mode RRL from the OGLE-IV survey. They derived the mean K smag from multi-epoch VMC data, and the reddening, E(V − I), from the observed OGLE V, I mean magnitude and the intrinsic (V − I) 0 colour, which they took to be a function of V-band pulsation amplitude and pulsation period following Piersimoni et al. (2002) . They then adopted (photometric) metallicities available from Skowron et al. (2016) and the period -K band -magnitude -metallicity relation from Muraveva et al. (2015) based on 70 RRL in the LMC and calibrated using the dEB-based LMC distance (Pietrzyński et al. 2013) to derive distances to individual RRL.
The approach described above was used to assign 2686 RRL towards 43 los (21 stars with E(V − I) values of less than −0.1 mag were excluded; the minimum and maximum radii of the circle that defined a los were 0.5 and 1.5
• respectively, and a minimum of 50 RRL within a los was imposed). These numbers reflect the higher surface number density of SMC RRL compared to the LMC CCs. For each los the median and standard deviation of the DM and reddening (adopting E(B − V) = E(V − I)/1.22 mag) were calculated.
The results of the calculations are listed in Table 3 . Figure 6 illustrates the results. In this case the difference between the second-and first-order-derivative-based DM is −0.029 ± 0.027 mag. There is a discrepancy between the TRGB and the RRL distances of approximately 0.14 ± 0.06 mag, as illustrated in the lower two panels of Fig. 6 . We have carried out Monte Carlo simulations to find that the RRL distance distribution is described by a mean of 18.905 mag with an error in the mean of 0.004 mag, and a width of σ = 0.042 mag. For the second-order-derivativebased TRGB distance this is 19.044 ± 0.003, σ = 0.028 mag. The DM for the RRL is, as expected, in very good agreement with the weighted average of all RRL in Muraveva et al. (2018) , namely 18.88 mag with a standard deviation of 0.20 mag. We discuss this difference between the RRL and TRGB distances in Sect. 6. Rubele et al. (2018) used VMC data to derive the SFH in the main body and the wing of the SMC. In total they analysed 168 sub-regions covering about 24 square degrees. As part of their method the DM and visual extinction are derived simultaneously with the SFH. Here we use the values based on the analysis of the K s , (J − K s ) CMD, as they consider these to give the most reliable values for the reddening (we use E(B − V) = A V /3.1 mag).
TRGB distances towards other SMC fields
As before we constructed 17 los towards the SMC using the coordinates of the sub-regions as input and averaging over a number of them (between 5 and 19) to have sufficient statistics to carry out the TRGB analysis. The results are displayed in Fig. 7 and Table 4 .
In this case the difference between the second-and firstorder-derivative-based DM is −0.052 ± 0.056 mag. The TRGB and the distance derived from the SFH analysis are in excellent agreement, the weighted mean difference being 0.001 ± 0.052 mag. Again we carried out Monte Carlo simulations to find that the distance distribution based on the SFH analysis is described by a mean of 18.95 with an error in the mean of 0.04, and a width of σ = 0.14 mag. For the second-order-derivative-based TRGB distance this is 18.93 ± 0.02, σ = 0.09 mag. The DM from the SFH analysis is, as expected, in very good agreement with the 18.910 ± 0.064 mag given by Rubele et al. (2018) as the DM to the mass-weighted centre of the SMC.
TRGB distances towards VMC fields
In a final application we used the VMC data themselves to generate los towards SMC, LMC and the MB. The minimum and maximum radii of the circle that defined a los were 0.45 and 2.0
• , respectively. A total of 17 los towards the SMC, and 55 towards the LMC were defined. In the direction of the MB three los were placed, spaced at 10
• intervals in RA with larger radii of 5-9
• . The reddening was calculated from the procedure used in Sects. 5.2 and 5.3 for LMC and SMC, respectively. The field in the MB closest to the SMC had a E(B − V) value of 0.049 mag determined in this way, while the field in the LMC closest to the MB had a value of 0.043. For the two fields in the MB in between these two pointings a value of 0.045 mag was adopted.
The code was run and the results are listed in Table 5 . Contrary to the previous applications the radius of the area was fixed and the code only considered different bin widths to determine the best fit.
As before Monte Carlo simulations were carried out to find the mean DM of 18.518 ± 0.008 (LMC) and 19.057 ± 0.014 mag (SMC). The simple weighted average of the three fields in the MS is 18.97 ± 0.01 mag; also see Fig. 8 and Sect. 6.4.
For the SMC we also ran models taking the reddening of the closest SMC subfield from Rubele et al. (2015) (median value over the los of E(B − V) = 0.118) instead of that found from the RRL (median value of 0.049) reducing the DM to 18.97 ± 0.07 mag.
Discussion
The internal errors
The errors quoted for the TRGB distances are formal errors as given by the minimisation routine. The fitting routine takes into account the error bars in the luminosity function, as explained in Appendix A. The fact that the reduced χ 2 in Tables 1,2 , and 3 scatter around unity indicates that this procedure seems to give reliable estimates of the error bars.
As explained in Sect. 4 the best model was assumed to be the one with the lowest reduced χ 2 among all models that met certain criteria. As an independent check the scatter in the DM was investigated among the models with a reduced χ 2 less than twice the minimum value. If there were five or more such models the dispersion (actually 1.48 · MAD) around the median was determined and compared with the formal error. This exercise revealed no systematic effects and the errors estimated in such a way are consistent with the formal errors.
Comparing dEBs and TRGB with Cepheid and RR Lyrae distances
In Sect. 5.1 the TRGB distances are compared with the distances to 14 dEBs. One can also compare the TRGB distances with other independent distance estimates, as we did in Sects. 5.2, 5.3 and 5.4. We therefore took an identical approach as in Sects. 5.2 and 5.3 and determined the median DM and reddening value of CCs (in the LMC), and RRL (in the SMC) in the direction of the dEBs. The results are listed in Table 6 which first repeats the DM and reddening derived in the literature for the dEBs and the TRGB distance (based on the second-order derivative method) Article number, page 9 of 26 A&A proofs: manuscript no. art73_afterLE_minusComments Notes. Columns 1 and 2 gives the RA and Dec of the los, with the DM (Col. 3) and reddening (Col. 4) based on Rubele et al. (2018) . Columns 5-11 contain the parameters derived in the present paper, see the note to Tab. 1.
from Table 1 . Columns 5 and 6 give the DM and reddening values based on the CCs and RRL in those fields. It is evident that the reddening estimates are smaller than adopted in the dEB analysis. In the SMC this is the case for all five objects. Although the differences are within the respective error bars it appears to be a systematic effect. In the LMC this is the case for eight out of nine objects but the differences appear to be smaller on average than for the SMC.
To test the effect of reddening, the TRGB distance was derived using the E(B−V) from column 6, and the results are listed in column 7. It is clear that the effect on the DM is roughly inversely proportional to a change in E(B − V). Based on the definition of the sharpened magnitude, the absolute calibration equation (Eq. 3) and the reddening coefficients one expects a relation ∆DM/∆E(B − V) = −1.1.
The overall effect is noticeable however. The weighted mean DM of the nine LMC dEBs is shifted from 18.483±0.006 mag to 18.523 ± 0.005 mag, and that of the five SMC binaries is shifted from 19.023 ± 0.007 mag to 19.051 ± 0.009 mag.
In a similar way we used the data of Rubele et al. and took the sub-region closest to the dEBs in the SMC. The DM and reddening they report are listed in columns. 8 and 9. The reddenings are significantly larger than those used for the dEBs and RRL studies. Column 10 gives the TRGB distance based on these reddenings, and they are significantly shorter on average. The weighted mean DM of the five SMC binaries is 18.920 ± 0.007 mag.
As a final test the reddening of Haschke et al. (2011) was used, taking the value of the closest positional match from their tables. This reddening is listed in column 11. These reddenings are significantly smaller than those used in the other studies. Column 12 gives the TRGB distance based on these reddenings, and they are significantly longer on average. The weighted mean DM of the nine LMC dEBs is 18.574 ±0.005 mag, and that of the five SMC binaries is 19.071 ± 0.008 mag.
Regarding the SMC, Marconi et al. (2017) modelled the optical and NIR light curves (JK data from VMC, see Ripepi et al. 2016 , corrected for reddening using Haschke et al. 2011 ) and radial velocity curves of nine fundamental and three first overtone CCs to quote a mean DM of 19.01 mag with 0.08 mag dispersion. The weighted mean value and the error on the mean for this sample are 18.99 mag, and 0.02 mag, respectively.
The absolute calibration relation
As outlined in Sect. 3 the absolute calibration of the TRGB is a linear relation M K = α+β·(J − K s ), calibrated using the theoretical calculations by Serenelli et al. (2017) Although one therefore expects relatively small differences due to the calibration equation there are differences in (J − K s ) colour over the different los in both galaxies, and therefore all five applications considered in Sect. 5 were re-run with the alternative calibration.
These calculations largely confirm the expectations. The mean distance to the LMC is reduced by 10-15 millimag, while the distance to the SMC increased by 4-9 millimag using the alternative calibration. These differences are of the same order as or smaller than the formal error in the DM for any given los, and are also smaller than the dispersion in the calibrating relation itself. Figure 8 shows the distribution of the DM over the MC system for the los chosen from the VMC data (Sect. 5.5). It is beyond the scope of this paper to discuss the structure of the MC system in detail, but one can notice a gradient across the western part of the LMC, the fields in the Bridge, and the SMC. This is roughly consistent with what other recent papers found; for example Subramanian & Subramaniam (2012) based on RC stars, Ripepi et al. (2017) based on CCs, Muraveva et al. (2018) based on RRL, and Rubele et al. (2018) for the SMC, and the work using RRL and CCs from OGLE-IV for the MC system (Jacyszyn-Dobrzeniecka et al. 2016 . The disadvantage of the TRGB method compared to other methods is that a relatively large area needs to be sampled to obtain a sufficient number of TRGB stars and a high precision for the DM. The number of los that the RRL, CC or RC-based methods can study in the direction of the MCs is an order of magnitude larger. 
Morphology of the MC system
E(B − V) DM (TRGB) DM (CC/RRL) E(B − V) DM (TRGB) DM (SFH) E(B − V) DM (TRGB) E(B − V) DM (TRGB)
Notes.
Columns 1-4 are taken from Tab. 1. They indicate the name of the system, the DM and reddening based on the works listed in Col. 4 of Tab. 1, and the TRGB distance using that reddening.
Columns 5 and 6 list the DM and reddening of CCs (for the LMC objects) and RRL (for the SMC objects) in the direction of the EBs, and Col. 7 lists the TRGB distance using the reddening in Col. 6. Similarly, Columns 8 and 9 give the DM and reddening in Rubele et al. (2018) in the direction of the EBs, and Col. 10 lists the TRGB distance using the reddening in Col. 9. Finally, Col. 11 lists the reddening derived from Haschke et al. (2011) in the direction of the EBs, and Col. 12 lists the TRGB distance using that reddening.
A&A proofs: manuscript no. art73_afterLE_minusComments Fig. 8 . Distribution of DM across the MCs based on the VMC data themselves, with coordinates deprojected relative to RA= 55
• . The size of the circles is proportional to the area used in calculating the TRGB distance.
Summary and conclusions
In this paper we discuss the use of the TRGB in the NIR, and apply it to VMC data in the MCs. The basis of our work is the theoretical work by Serenelli et al. (2017) and the relation M K s = −4.196 − 2.013 (J− K s ) we derive for their standard model in the colour range 0.75 < (J − K s ) < 1.3. An alternative calibration in the colour range 0.82
, which gives nearly identical DM to the LMC and SMC. The recent empirical determination of the slope based on data in IC 1613 by Madore et al. (2018) is −1.85 ± 0.27, which is consistent with both relations. Serenelli et al. (2017) state that the colour transformations introduce larger uncertainties than the differences between the two stellar evolution codes they consider. Their figure 9 shows how the absolute K-magnitude depends on the different adopted bolometric corrections. In the range covered by the SMC and LMC ((J − K s ) ∼ 0.95 − 1.05 mag) these differences are small (at the same level as the scatter in the relation judging from their plot), but for (J − K s ) > ∼ 1.2 mag they become noticeable. When in the future Gaia data provide reliable and accurate parallaxes, metallicity and reddening estimates for the brightest objects, it may well be possible to select TRGB stars with accurate parallaxes and empirically determine the colour dependence of the calibration relation towards redder colours (higher metallicities).
The scatter in the calibrating relation is 0.030 mag, which we consider as one source of the systematic uncertainty. The methodology is another possible source of uncertainty. The simulations in the Appendix show that criteria related to the number of stars per bin and the significance of detection of the peak of the filter response curve can be defined in such a way as to give unbiased DM to a level of ∼0.005 mag. The second-order derivative filter requires about twice as many stars per bin as the first-order derivative filter to achieve this. The empirical results derived in this paper however show that the DM based on the second-and first-order derivative filters give marginally different results. The weighted mean of the four estimates is −0.033 ± 0.017 mag. We do not have a ready explanation for this. Although depth effects were considered, the modelling of the number density of stars by a Gaussian distribution with different scale lengths is probably too simple, and the first-and second-order derivative filters may behave differently to this. For example, Subramanian et al. (2017) find a bimodal magnitude distribution of RC stars in the eastern part of the SMC, interpreted as a population at a distance of about 12 kpc in front of the main body. To a lesser extent, Subramanian & Subramaniam (2013) found extra-planar features both in front and behind the main disc of the LMC from an analysis of RC stars. In addition, differential reddening along a los and reddening differences across a field-of-view may play a role. At this point we consider this difference in results between the two filters as a measure of a potential systematic uncertainty in the method.
If the condition on the number of stars per bin and the significance of detection of the peak of the filter response curve are met the statistical error in the method is small. Of all the random errors in the DM listed in Tables 1,2 ,3, and 4, 50% are 0.015 mag or smaller (91% are less than 0.03 mag).
Therefore, our preferred absolute calibration relation of the TRGB in the K s -band (in the 2MASS system) in the colour range 0.75
with a systematic error of 0.045 mag, and where statistical errors of ∼ 0.015 mag are possible if the criteria on the number of TRGB stars and the quality of the fit are respected.
In practice, the choice of reddening also plays an important role in determining the distance to any stellar system. Table 6 illustrates this for the dEBs. For typical (median) reddenings of ∼ 0.04 (Haschke et al. 2011 ), ∼ 0.06 (based on the RRL study), ∼ 0.08 (based on the EB studies), and ∼ 0.15 mag (based on the SFH study), the weighted mean DM of the systems in the SMC is 19.071±0.008, 19.051±0.009, 19.023±0.007, and 18.920±0.007 mag, respectively. Similarly, for the LMC systems, with typical reddenings of ∼ 0.05 (Haschke et al. 2011 ), ∼ 0.10 (based on the CCs study), and ∼ 0.12 mag (based on the EB studies), the weighted mean DM is 18.574 ± 0.005, 18.523 ± 0.005, and 18.483 ± 0.006 mag, respectively.
Considering the systematic uncertainty quoted above these estimates are consistent within 2 σ with the recommended DM of 18.96 ± 0.02 mag (formal error only; de Grijs & Bono 2015. For typical reddening < ∼ 0.08) to the SMC and 18.49 ± 0.09 mag (de Grijs et al. 2014 ) to the LMC.
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Appendix A: Simulations
In this Appendix the simulations are described which were used to investigate any biases in the determination of the TRGB.
The simulations are carried out for a galaxy at a distance (D) of 50 kpc, where the TRGB is roughly at K ∼ 12.3 mag. The choice of the simulated galaxy is arbitrary, but some of the magnitude intervals listed below are tuned to this choice. As an illustration the results of the simulations are compared with the analysis of the actual VMC data for the field around the dEB OGLE-LMC-ECL-09660.
The number of stars on the RGB, and the number of AGB and foreground contaminants, are described by a power law, log N ∼ α(m − m o ). For the latter, α = −0.05, m o = 10.0 mag for magnitudes between 10.0 and 14.5 mag, roughly corresponding to the brightest AGB stars and the start of the early-AGB in such a galaxy. For the RGB stars the slope is α = +0.3, between m o = K@TRGB= f (J − K) and 15.0 mag. The two slopes are based on a comparison of the K-band luminosity function (LF) with real VMC data. The probability of a star being an AGB or foreground contaminant is f c .
The simulation proceeds as follows. The total number of simulated stars is N sim . A random number between 0 and 1 is drawn. If this number is < f c , a K-mag is drawn from the LF of AGB and foreground contaminants. Otherwise the star is considered an RGB star. We considered contaminations of f c = 0. 01, 0.1, 0.20, 0.38, 0.55, 0.75 . For the field around LMC-ECL-09660 f c = 0.20 is appropriate.
In case of an RGB star, a random number is drawn to generate a (J − K)@TRGB according to a Gaussian distribution. Here a mean of 1.0 mag and a dispersion of 0.05 mag are assumed, typical of the LMC (see Figure A .6) .
Assuming an absolute calibration M K = α + β (J − K), with α = −4.196 mag and β = −2.013 (see Sect. 3) the expected K-mag @TRGB in the simulated galaxy, M K + 5 log(D) − 5, is known, and an RGB K-mag is drawn from the LF mentioned above.
The J magnitude is calculated from the K mag and a (J − K) colour, which is based on the generated (J − K)@TRGB and a mean K − (J − K) relation based on real VMC data (see Figure A.2) .
Gaussian distributed photometric errors in J and K, based on real VMC data of the mean photometric error and dispersion as a function of K, are added to the simulated data Finally, the depth of the galaxy is simulated, by considering an exponential function (∼ exp(−d/H)) along the los. We have considered H = 10 pc (i.e. almost no effect), 800 pc (used in the examples shown here) and 2000 pc, representative for the LMC and SMC, respectively, according to Haschke et al. (2012a,b) 14 . Finally the T mag is calculated, K − β (J − K).
The advantage of using the T mag is illustrated in Fig. A.1 . Assume a Gaussian distribution of the (J − K) colour at the TRGB. Since the absolute K magnitude depends on colour, the theoretical K magnitude at the TRGB is also Gaussian distributed, shown as the black histogram. As discussed above, the RGB LF is sampled assuming a power-law distribution, and the blue histogram indicates the LF of RGB stars. There is no clear cut-off. The blue histogram shows the distribution in T mag, that 14 It is acknowledged that the scale height may depend on population, Haschke et al. (2012b) find 2.0 ± 0.4 kpc for RRL [the value used here] and 2.7 ± 0.3 kpc for CCs, and recently even larger values have been reported, for example 4.3 ± 1.0 kpc for RRL in the SMC (Muraveva et al. 2018) . For a Gaussian distribution of the (J − K) colours at the TRGB with a width of 0.05 mag, and the relation between M K and (J − K) discussed in the text, the black histogram is the theoretical distribution of the K-mag of stars at the TRGB for a Galaxy at the distance of the LMC. Since the LF is sampled, the actual distribution of all RGB stars in K is the blue histogram. The cut-off is not sharp and samples neither the true brightest RGB stars, nor the peak in the true K-mag distribution. The red histogram shows the simulated distribution in T -mag (shifted by −2.013 × the adopted mean (J − K) colour at the TRGB). The cut-off is much sharper.
is K − β (J − K), shifted by the expected mean colour term. The edge is defined much more clearly.
A bin width (w) is chosen and the binned T mag LF is then analysed using the first-and second-order derivative kernels using Savitzky-Golay coefficients as explained in the main text. The response to the first-order derivative is fitted with a single Gaussian plus a constant (SG),
The response to the second-order derivative is fitted with a double Gaussian plus a constant (DG),
The fitting is done with the Levenberg-Marquardt algorithm (routine mrqmin as implemented in Fortran in Press et al. 1992) . Initial guesses for the parameters are required; the constant a 1 is set to zero, the width of the Gaussian a 4 is set to the bin width, for the DG the difference between the two Gaussians a 5 is set to 1.5 times the bin width, and the location and height of the peak (a 3 , a 2 ) are obtained from a rough analysis of the LF. An "error" for the derived response function is determined by calculating the rms in a region brighter than the estimated location of the peak, as illustrated in Fig. A.4 .
The fit parameters of interest are the mean magnitude and its error (a 3 , the T magnitude of the TRGB), the significance with which the peak is detected (SNpk= a 2 /σ a 2 ), and the ratio of the error in the mean magnitude compared with the bin width (σ a 3 /w).
Additional parameters are also derived: the number of stars within a 0.5 magnitude range brighter and fainter than the TRGB (N bright , N faint ), from which one can calculate a contamination ratio (N bright /(N bright + N faint )) and the average number of RGB stars per bin (N bin = N faint /(0.5/bin width)).
The (J − K) magnitude at the TRGB is also estimated. Using the data in the one magnitude region below the tip a linear relation between T and (J − K) is determined. From that the (J − K)@TRGB is determined from a 3 , and its error based on σ a 3 and the errors in the slope and zero point of the linear fitting relation.
The distribution in (J − K) colour near the TRGB is also determined. In the 0.5 mag region below the tip every ((J − K), T ) point is projected onto the mean T − (J − K) relation. This allows to estimate the (J − K) as if this point were at the tip.
Almost 1200 simulations were run for different numbers of simulated stars, bin widths, fractions of AGB contaminants and three values of H. The figures below discuss the bias in DM, calculated as the fitted DM minus the true/input DM. are for the second-order derivative filter fitted with the DG, and Figures A.10 -A.12 are for the first-order derivative fitted with the SG.
Shown is the bias as a function of the quantities that are available from the fits: the number of stars per bin, the signal-to-noise ratio (S/N) with with the peak in the response function is derived, the bin width, the fraction of contaminants, the reduced χ 2 , and the error in the magnitude of the peak compared with the width of the bin. As expected qualitatively, if the RGB near the tip is well populated and the peak in the response is well determined, the bias is essentially negligible (of order a few millimag), and smaller than the (systematic) errors due to uncertainties in reddening, transformation to the 2MASS system, or the absolute calibration of the TRGB method (see the main text).
The conditions that are used for the real data are a detection of the peak with a SNpk > 5, an average number of stars per bin in the 0.5 mag below the tip of > 85 (second-order derivative), or > 40 (first-order derivative), and a ratio (a 3 /w) that is small enough (see detailed relations in the captions of Fig. A.8 and Fig. A.11) . Table A .1 shows the bias and dispersion for the models that meet these conditions. It shows that the bias and dispersion are ∼ 6 millimag or less, with the second-order derivative filtering overall showing the tendency for slightly smaller values, for example inspect and compare Figs. A.9 and A.12. Fig. A.4 . Results of the simulation. Response to the two filters used, one that derives the second-order derivative (and which is fitted with two Gaussians) in the top panel, and in the bottom panel the classic Sobellike filter that finds the first-order derivative (and which is fitted with a single Gaussian). The blue line indicates the region used to estimate the rms level in the response function. In the top panel the bin width is 0.037 mag, the peak is detected with a S/N of 12, and there are 152 stars per bin between the TRGB and 0.5 mag fainter in the LF. In the bottom panel these numbers are 0.020 mag, 11, and 82 stars/bin. The derived DM are virtually identical: 18.5009 ± 0.0027 (χ 2 r = 5.6) and 18.5022 ± 0.0046 mag (χ 2 r = 1.3), respectively, and very close to the input value of 18.50 mag. Fig. A. 2) using an 0.5 mag interval below the TRGB is shown. The blue dashed and solid lines (roughly at half the maximum) indicate the mean and Gaussian dispersion, respectively. The narrower blue line above the peak indicates the formal error in the (J − K)@TRGB estimate. In the simulation the input was a Gaussian with mean 1.0 mag, and dispersion 0.05 mag. The analysis of the simulated data gives (J − K)@TRGB of 0.996 ± 0.025 mag, and a dispersion in the distribution of 0.063 mag. 
