We consider the problem of estimating from sample paths the absolute spectral gap 1 − λ ⋆ of a reversible, irreducible and aperiodic Markov chain (X t ) t ∈N over a finite state space Ω. We propose the UCPI (Upper Confidence Power Iteration) algorithm for this problem, a low-complexity algorithm which estimates the spectral gap in time O(n) and memory space O((ln n) 2 ) given n samples. This is in stark contrast with most known methods which require at least memory space O(|Ω|), so that they cannot be applied to large state spaces. Furthermore, UCPI is amenable to parallel implementation.
INTRODUCTION AND RELATED WORK
We consider the problem of estimating from sample paths the absolute spectral gap 1 − λ ⋆ of a reversible, irreducible and aperiodic Markov chain (X t ) t ∈N over a finite state Ω. The absolute spectral gap is 1 − λ ⋆ where λ ⋆ is the second largest (in absolute value) eigenvalue of P , the transition matrix of the chain. We are interested in the case where P is not known explicitly to the experimenter. Rather, she may draw sample paths from the Markov chain, and solely use those sample paths in order to estimate λ ⋆ . In other words we are interested in simulation-based (or black-box) estimation. Furthermore, we mainly concern ourselves with the case where the state space Ω is large since this is often the case in practical applications. In fact, when Ω is large (even if P is known) one may have to resort to a simulation-based method since storing P and manipulating it requires at least O(|Ω|) memory space if P is sparse and O(|Ω| 2 ) in the worse case. Therefore, we focus on simulationbased, computationally efficient estimation of the absolute spectral gap 1 − λ ⋆ of Markov chains over large state spaces.
We make the following contributions (a) We propose UCPI (Upper Confidence Power Iteration), a computationally efficient algorithm to estimate the absolute spectral gap in time O(n) and memory space O((ln n) 2 ) given n samples. We analyze how n should scale to reach a target estimation error in section ??. (b) We prove that Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). SIGMETRICS '19 Abstracts, June 24-28, 2019, Phoenix, AZ, USA © 2019 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-6678-6/19/06. https://doi.org/10. 1145/3309697.3331486 UCPI is consistent and analyze its convergence rate as a function of the number of samples. (c) We show how UCPI is applicable to a broad set of assumptions e.g. the case where a single sample path is available, the case where one can simulate transitions of the chain etc.
MODEL
We consider a time-homogeneous Markov chain (X t ) t ∈N on a finite state space Ω with transition matrix P. We write
the transition probability from state x to state y. We assume that (X t ) t ∈N is irreducible, aperiodic (thus ergodic with unique stationary distribution π ), reversible and lazy i.e.
Since P is both reversible and lazy, its eigenvalues are real and positive. We denote by (λ 1 , . . . , λ |Ω | ) the eigenvalues of P, which we assume sorted so that:
where λ 1 = 1 and 1 > λ 2 since the chain is irreducible and aperiodic. The spectral gap of P is 1 − λ 2 . Throughout the paper, we have λ 2 = λ ⋆ := max {|λ| : λ eigenvalue of P, λ 1} .
One has access to two subroutines NextState and Uniform, whose output is random. The NextState sub-routine takes one input argument, and, for any x, NextState(x) outputs a random variable whose distribution is that of X t +1 knowing that X t = x. The Uniform subroutine takes no input argument, and its output is a random variable uniformly distributed on Ω
THE UCPI ALGORITHM
Before describing UCPI in details, we highlight its rationale, which consists in estimating λ 2 based on the trace of the powers of P. This idea is in fact the backbone of Power Iteration. Recall that the eigenvalues of P are (λ 1 , . . . , λ |Ω | ), so the eigenvalues of P k are (λ k 1 , . . . , λ k |Ω | ). Since the trace of a matrix is both the sum of its diagonal elements and of its eigenvalues:
Trace estimates
So we can estimate λ 2 by estimating the trace of P k for k arbitrarly large. The cornerstone of UCPI is that the trace of P k can be easily estimated from sample paths. The rationale of the UCPI algorithm can be summarized as proposition 1. This algorithm may be seen as a low-complexity, sampling-based version of Power Iteration.
Proposition 1. If U is uniformly distributed on Ω, then:
We use the following notation:
While k in the above should be chosen large, choosing the precise value of k is tricky and involves a bias-variance trade-off. The design of UCPI involves a mechanism to choose k in an intelligent manner.
Algorithm statement
We now provide a full description of UCPI as Algorithm 1. The UCPI algorithm has three input parameters: I the number of sample paths, K -the length of sample paths and δ -a confidence parameter. The algorithm performs KI calls to the NextState sub-routine, so that for a budget of at most n calls, one may choose I = ⌊ n K ⌋ and K ∈ {1, . . . , n}. The algorithm uses a sub-routine CB to compute a confidence upper bound
the Kullback-Leibler divergence between Bernoulli distributions with expectations u and v. Sub-routine CB is indeed a confidence upper bound from Fact 1, a consequence of Chernoff's inequality.
Fact 1. Considerm k ∼ Binomial(m k , I ). Then:
Algorithm 1 UCPI (Upper Confidence Power Iteration)
Input: P transition matrix, I number of paths, K max. length of paths , δ confidence parameter Initializem k ← 0 , for k = 1, . . . , K;
Output:l ⋆ an estimate and confidence upper bound for λ ⋆ .
ANALYSIS OF UCPI
In this section, we provide a mathematical analysis of the estimation error of UCPI. We also show how to set its input parameters I , K and δ to ensure good performance. We also show that the output of UCPI,l ⋆ is not only an estimate of λ 2 , but it is in fact a confidence upper bound with level δ . Therefore UCPI provides a confidence upper bound on the relaxation time:
This is important since in practice we are interested in conservative estimates of the relaxation time, to ensure that the Markov chain has gone through enough transitions to be close to its stationary distribution.
We define: r = ln 1/λ 2 ln 1/λ 3
which depends on the second spectral gap, and it is noted that, when λ 2 and λ 3 are close to 1, r is close to the ratio between the second and the third spectral gap 1−λ 2 1−λ 3
. We now show how the input parameters of UCPI K and δ may be selected to ensure good performance. We show in particular that the error of UCPI with properly chosen
Proposition 2. Considerl ⋆ the output of UCPI with parameters δ = 1 √ n and K = (ln n) 2 and I = n K = n (ln n) 2 . There exists C > 0 a universal constant and n 0 (|Ω|, λ 2 , λ 3 ) such that:
. , ∀n ≥ n 0 .
CONCLUSION
We have proposed and analyzed UCPI a computationally efficient algorithm for estimating the spectral gap of a Markov chain using time O(n) and space O((ln n) 2 ), unlike known estimation procedures which require (at least) O(|Ω|) space and do not apply to large state spaces typically found in applications such as MCMC. We believe that our results open the following challenging question: "What is the optimal trade-off between computation and statistical accuracy to estimate the mixing properties of a Markov chain ?". Furthermore while we have focused on the relaxation time, tighter mixing bounds could be obtained by estimating the mixing time instead, which seems much more challenging, especially in the black-box setting.
