Characterization of matrices for efficient classification has several options. There are various alternatives depending on the structure of the matrix. Different features can be adapted in different situations. Image recognition and in particular character recognition is an excellent example where large number of image matrices need to be stored and retrieved often at high speed, at the same time performing computational tasks, resulting in requirements of huge memory and computation time. Near 100% character segmentation accuracy is achieved based on a novel segmentation technique. Here feature extraction is based on the distinctive structural features of machine-printed text lines in these scripts. The final recognition is achieved through Support Vector Machine (SVM) classifiers. The proposed algorithms have been tested on a variety of printed Malayalam documents. Recognition rates between 97.72% and 98.78% have resulted.
INTRODUCTION
In the recent past OCRs for Indian languages has become an active area of research owing to their application in the digitization of vast amount of literature present in print media. Research in the field of recognition of Indian script posses several problems mainly due to the large set of characters in the alphabet, their complex shapes and sizes. OCR technology converts images of machine-printed characters into machinereadable characters. OCR systems aim at enabling machines to recognize optical symbols without human intervention [8] . Character extraction and recognition techniques have potential application in any domain where massive document imagebearing texts must be interpreted, analyzed and processed [12] . Selection of the segmentation strategy, features, and classifier are very important steps in the construction of an OCR. It is a well established fact that a rich feature space can solve the character classification problems with reasonable success rate. Malayalam script is rich in structural features and indicating the probable successes of structural approaches for feature extraction for the efficient representation of Malayalam characters described in section 6. In Malayalam script the space between the sub-characters and the core character is equal and same as the space between the characters within a word rendering the character segmentation process quite complex as conventional profiling methods fail. This paper presents a novel segmentation technique with near 100% character segmentation accuracy and is explained in section 5. SVM classifier is designed for classification in order to classify large data set of 1072 Malayalam characters and is discussed in section 7.
SOME RECENT DEVELOPMENTS IN OCR TECHNIQUES FOR INDIAN SCRIPTS
Some of the existing techniques used in OCR for Indian scripts is presented here. Recognition and a review of the OCR work done on Indian language are excellently reviewed by Pal & Chaudhuri [8] . An OCR for Telugu is reported by Negi, et. al. [9] here instead of segmenting the words into characters as usually done, words are split into connected components (glyphs). An attempt to recognize Telugu script using KNN and Fringe distance is reported in [9] . Some contributions that report the use of SVM classifier are, a font and size independent OCR system for printed Kannada documents using support vector machines reported by Ashwin T V and P.S Sastry [5] ; Seethalakshmi, et. al, [10] , reported a Tamil OCR using Unicode and SVM classifier. Shivsubramani K et al. [11] gives an efficient method for recognizing printed Tamil characters exploring the interclass relationship between them and they accomplished using Multiclass Hierarchical Support 6 Vector Machines, a new variant of Multi Class Support Vector Machine which constructs a hyperplane that separates each class of data from other classes. Renju John, et.al., [13] reported work on isolated Handwritten Malayalam Character Recognition based on 1 D Wavelet Transform. Recognition of Isolated handwritten character images based on k-nearest neighbour classifier is reported by Lajish, et.al., [14] . A comprehensive study on the success rate of well known feature extraction methods in terms of recognition accuracy and computational complexity for printed Malayalam characters is yet to be reported.
MALAYALAM SCRIPT
Malayalam is a Dravidian language with about 35 million speakers. It is spoken mainly in the south western India, particularly in Kerala. The Malayalam script is derived from the Grantha script, a descendant of the ancient Brahmi script. The character set consists of 13 vowels, 2 left vowel signs left, 2 right vowel signs, 30 commonly used conjuncts, 36 consonants and the vowel signs are as shown in Figure 1 . The dependent vowels do are depicted in combination with a consonant or consonant cluster [15] . Explicit appearance of a dependent vowel in a syllable overrides the inherent vowel of a single consonant character. The independent vowels are used to write syllables which start with a vowel. The positioning of the dependent vowel may be to the left, to the right, or both to the left and right of the consonant/ conjunct, depending on the vowel sign being attached [16] as shown in Figure 1 .
Figure 1: Malayalam Vowel Signs
Malayalam has remarkably distinct lateral variations as compared to many other Indian languages with a number of curls and twists in the characters. Another very interesting feature of this script is that the number of columns varies from 53 to a phenomenal 347 columns over the entire extended character set of the language.
IMPLEMENTATION MODEL
The stages involved in the development of the OCR engine are image acquisition, preprocessing, segmentation, normalization, feature extraction and classification. A printed document containing Malayalam text is scanned on a flatbed scanner at 300 dpi for digitization. This digitized image is preprocessed for removal of background noise and the grey scale image is converted to a binary image after which line segmentation and word segmentation is performed using classical horizontal and vertical projection profile technique. The characters and sub characters in printed Malayalam text have uniform distance of separation within a word and thus segmentation of full characters in a Malayalam word is a great challenge. Character segmentation is thus done using a novel segmentation algorithm as explained in Section 5. The segmented fragments are now normalized to a height of m1 pixels preserving the length of the characters. It is significant to mention that m1 = 50 was found to be an optimum value after several trials. The problem now reduces to the characterization of m1xn image matrices. The value of m1 however can be fixed at an optimal value to obtain distinct features of the entire data set economically. The character recognition engine now performs feature extraction by finding a set of vectors, which effectively represent the information content of a character. In the classification stage Hierarchal SVM classifiers are used with the reduction in the search space which is explained in Section 7.
SEGMENTATION
A Malayalam character could consist of several uniformly spaced unconnected components such as a vowel (only at the beginning of a word) or a consonant/ conjunct along with vowel signs. Conventional techniques like horizontal and vertical projection profile methods fail to segment the complete character correctly because of the equal space between the characters of a word and the sub characters of a character within a word. An appropriate and novel technique is proposed in this paper to segment Malayalam Characters. We considered the fact that printed Malayalam characters can have a maximum of three segments. The first segment could have either none or possibly one or two left vowel signs (a unique case). The second segment would be the core character which could be either a vowel or a consonant or a conjunct while the third segment could again have either none or one of the seven right vowel signs as shown in Figure 1 . An example of a character with all three segments is shown in Figure 2 . Line segmentation is performed using classical horizontal projection profile technique as shown in Figure 3 and the end of the word is identified by a larger valley in the vertical projection profile as shown in Figure 4 . Note that the subcharacters are extracted using the smaller valley of projections. ) while VSR represents the vowel signs to the right (7 in all). All the sub characters of a word are subjected to this logic in sequence of appearance in the word. The logic used to reduced the search subspace is that the first level search subspace has vowels, consonants, left vowel signs and conjuncts. The first recognized character/ sub character of a word falls into one of these four categories only.
Figure 5: Segmentation Logic Flow Chart
The search space further reduces for finding the subsequent character or sub character as independent vowels can appear only in the beginning of a word. The logic used behind the choice of search space for the classifier is based on the sequence of arrangement of the segments of the character. This logic facilitates accurate segmentation. 
FEATURE EXTRACTION

Average Gap Analysis
The average gap along each row is computed to get feature 
Marginal Frequency capture
Singular Values
In this approach too, the row information is captured during the process of arriving at the singular values [1] . 
SUPPORT VECTOR MACHINE (SVM) CLASSIFIER
The Support Vector Machine classifier in its basic form implements two-class classifications. The objective is to further improve the recognition rate by using support vector machine (SVM) at the segment classification level. The advantage of SVM, is that it takes into account both experimental data and structural behavior for better generalization capability based on the principle of structural risk minimization (SRM). Its formulation approximates SRM principle by maximizing the margin of class separation, the reason for it to be known also as large margin classifier. The principle of an SVM is to map the input data onto a higher dimensional feature space nonlinearly related to the input space and determine a separating hyperplane with maximum margin between the two classes in the feature space [6] .
The fundamental idea of SVM classifiers is to find a separating The structure of the SVM classifiers can be modified to also generate non-linear separating surfaces. The basic idea is to project the input vectors in higher dimension space where the classes become linearly separable. This transformation is performed by means of a non-linear function with modifies the scalar products of the two input space vectors. 
The performance of SVM depends on the kernel. We use RBF (Gaussian) kernel, which out performed the other commonly used kernels in the preliminary experiments. Gaussian RBF kernel is given as
Implementation of SVM Classifier
The classification stage is the decision step and associates a label with an input pattern. The segmentation of the characters into segments the word into vowels, consonants, conjuncts, left vowel signs, or right vowel signs and each segment is assigned with a label. The maximum number of segments in a given Malayalam character is not more than three segments and getting back the original character is based on the logic shown in the flow chart. SVM classifiers are used to label each of the segments V, 0, X and 1. The SVM (binary classifier) is applied to this multiclass character recognition problem by using oneversus-rest type method. The problem now is a n-class problem with n equal to the number of segments in total, but during training it was found that some of the confusion characters have similar appearance though this problem of similarity is well tackled by using the feature extraction approaches explained in the Section 6. Hierarchal SVM classifiers are used with the reduction in the search space as shown in Figure 4 .
RESULTS AND ANALYSIS
Malayalam was found most appropriate to evaluate these methods of characterization to extract the extraordinarily distinct and dominant characteristic features. A database is created with complete set of Malayalam characters including complex extended characters and conjugate characters. A training set is formed for all the characters in the database and the feature of each is extracted based on the methods outlined. Feature vectors of all the 1072 extended Malayalam characters form the training set in each database. Three types of features were extracted based on the methods proposed. The average gap and marginal frequency methods are referred to as structural methods as they capture the row information. The feature vector is of dimension 50. The SVD technique considered here gave further dimensionality reduction with a feature vector of dimension 5 as further increase in the features did not give any improvement in the recognition rate. The extraction of dominant singular values is however computationally more expensive than the other two proposed methods. Table 1 shows the distance between characters under test and the characters used in training, averaging over 200 different samples. Table 2 shows the similar data for long characters. Table 3 however shows the distance between similar characters by all the three methods.
Table 2: Analysis of features of long characters
The data in Table 1 , 2 and 3 indicate that feature extraction based on average gap along rows is the best suited for long characters while features based on marginal frequencies give good results for short characters. The dominant singular values perform well in-between as well as in the case of confusing characters. Table  3 that the proposed methods perform well and appear promising for different classes of printed Malayalam characters. SVM classifier is used for recognizing the segments in each full character. SVMlight [17] package is used to train the SVM classifier. A hierarchical SVM for classifying the characters as discussed in Section 7.1.
CONCLUSION
The system was developed using C++ on Windows XP Platform. The proposed approaches have been tested successfully on the extended Malayalam character set. Several analyses have been performed to illustrate the suitability of the proposed features for different character lengths and situations as illustrated through the tabulations. The performances may be classified as shown in Table 5 . Column lengths are based on a scanning resolution of 300 dpi. 
