We have assembled a catalogue of well-constrained focal mechanisms for earthquakes that occurred on continental dip-slip faults that have experienced only small displacements during their current phase of activity. Nodal planes for both reverse-and normal-faulting events are seen to vary between ∼30
I N T RO D U C T I O N
The frictional properties of active faults remain a major unsolved problem within the Earth Sciences. Early lab experiments suggested that the coefficient of friction (μ defined as the ratio of shear stress to normal stress at failure) is 0.85 at low confining pressures (<∼200 MPa) and 0.6 above this (Byerlee 1978) . However, two factors prevent the simple application of this 'Byerlees Law' to the Earth. The first is that some materials that commonly form fault rocks, such as clay minerals and the deformed remains of the rocks bounding active fault zones, have experimentally derived coefficients of friction that are considerably lower than predicted by Byerlees Law (e.g. Byerlee 1978; Saffer et al. 2001; Brown et al. 2003; Collettini et al. 2009; Lockner et al. 2011) . Secondly, the pore-fluid pressure at the depths where large earthquakes nucleate is unknown. Pore-fluids at high pressure reduce the effective normal stress acting across fault zones so, for a given coefficient of friction, failure can occur at lower shear stresses if the pore-fluid pressure is higher. Some geophysical arguments have suggested that the effective coefficient of friction on active faults may actually be much lower than 0.6, possibly as low as ∼0.1 (e.g. Lachenbruch & Sass 1980; Zoback et al. 1987; Lamb 2006; Herman et al. 2010; Copley et al. 2011) . In contrast, a number of borehole measurements have indicated that the strength of the crust is limited by critically stressed faults with hydrostatic pore-fluid pressures and coefficients of friction in the range 0.6-1.0 (e.g. Zoback & Healy 1992; Brudy et al. 1997) . However, some boreholes drilled through major active faults (e.g. Lockner et al. 2011) , and field studies of exhumed faults (e.g. Collettini 2011 , and references therein) have encountered low-friction fault rocks (e.g. μ < 0.4). In view of this uncertainty regarding fault friction, * Now at: COMET+, Department of Earth Sciences, University of Oxford, Oxford, UK. this paper seeks to provide additional constraints on the mechanical properties of active faults, and so increase our understanding of the stress-state and rheology of the lithosphere.
One method that has previously been used to try and constrain the frictional properties of active faults is the analysis of the dip range over which continental dip-slip earthquakes occur (Jackson & White 1989; Thatcher & Hill 1991; Sibson & Xie 1998; Collettini & Sibson 2001 ). This paper takes a similar approach, but re-examines the frictional properties of faults by analysing a specific subset of an expanded catalogue of well-constrained earthquake focal mechanisms.
C O N T I N E N TA L E A RT H Q UA K E FAU LT P L A N E D I P S
Catalogues of dip-slip earthquake focal mechanisms have previously been studied by Jackson & White (1989) , Thatcher & Hill (1991) , Sibson & Xie (1998) , and Collettini & Sibson (2001) . Sibson & Xie (1998) and Collettini & Sibson (2001) interpreted their results to represent faults with coefficients of friction ≥0.6 initiating at optimum angles of ∼60
• (normal faults) or ∼30 • (reverse faults), and rotating by ∼30
• during displacement accumulation before experiencing frictional lock-up. Thatcher & Hill (1991) put forward a similar interpretation, and also an alternative in which dip angles are controlled by the ductile behaviour of the lower crust. Fault dip information can be related to the mechanics of faults because the angles at which fault planes can be active depend upon the frictional properties of the faults involved (e.g. Sibson 1985) .
The use of low-displacement faults
In this paper, we take a different approach to the previous studies. Rather than using all available dip-slip focal mechanisms, many of which are from areas where young, dipping sediments indicate significant rotation about horizontal axes (e.g. the Aegean; Jackson & White 1989), we restrict our catalogue and only use events from faults that show evidence of low total displacements (e.g. less than a few kilometres) during their current phase of activity (i.e. since initiation or reactivation). These faults are not known to be associated with significantly tilted recent deposits. Based on the observation that active faults often reactivate older structures (e.g. Berberian 1979; Allen & Vincent 1997; Hand & Sandiford 1999; Talebian et al. 2006) , and that the continental crust is observed to be highly heterogeneous, we assume in this paper that the earthquakes we study have occurred on active faults that have reactivated older structures. We do not know for certain that all the events in our data set occurred on reactivated structures, but we note that our results are not dependent upon this assumption, as will be discussed when we return to the issue later.
The low-displacement nature of the faults we have selected means that they will not have undergone significant recent horizontal-axis rotation. Some of these faults may have accumulated large displacements during previous phases of activity, but the important aspect for our study is that they have not slipped by large amounts (e.g. more than a few kilometres) since reactivation. This means that the observed dips can be used to constrain the frictional properties of the faults at the onset of the current phase of motion. The exclusion of faults that have undergone considerable rotation removes an ambiguity in the interpretation of the fault dip data, where patterns could be due to either the angles of fault initiation, fault rotation, or both. In our study, if our assumptions are correct, the dip values should only depend upon the frictional properties of the faults. Additionally, the low-displacement nature of the faults we study means that the gravitational potential energy and flexurerelated forces that accumulate with continued slip will be relatively minor.
The low-displacement faults are identified on the basis of having no geomorphological expression, other than fault scarps up to tens of metres high, which could have formed within a relatively small number of earthquakes. The geomorphology in the epicentral regions was examined using satellite-derived topographic data, and high-resolution optical imagery. We exclude aftershocks, but include events that are part of sequences of similar-sized earthquakes. The 36 events we have identified largely lie within slowly deforming regions, away from mountain ranges and rift valleys. The distribution of our chosen earthquakes is shown in Fig. 1 , and the earthquake parameters are given in Table 1 . Although subtle geomorphology can be obscured by erosion, our assumption that the faults are unlikely to have slipped by more than a few kilometres is based upon the fact that such slip would produce over a kilometre of relief at the surface, which even in the presence of rapid erosion would be likely to leave some visible remnant in the remote sensing and topographic data. Although this assumed upper bound on the fault slip may seem arbitrary, it is based on an extreme value of fault slip that we believe we would allow us to identify the presence of active faulting with significant total displacements. We expect many of the faults we have identified to have slipped by much lower amounts. We discuss below the implications of this assumption being wrong.
It is likely that the low-displacement faults we have identified currently dip at angles close to those at which they formed or were reactivated. For example, for a normal fault dipping at 45
• in a set of rotating faults with 10-40 km spacings to rotate by 10
• (similar to the possible uncertainties in the earthquake nodal plane dip determinations), it would have to generate more than 3-12 km of displacement (e.g. Jackson & M c Kenzie 1983 , and as observed in regions such as the Aegean and Basin and Range). Similar results hold for reverse faults. We are likely to observe a significant geomorphological expression at an active fault that has accumulated such large amounts of slip, and so our methodology excludes those faults from our data set. We have included two earthquakes in our study which lie beneath the Ganges foreland basin (adjacent to the Himalaya and the Indo-Burman ranges). Although the thick piles of sediment would make it difficult to see geomorphology associated with these events, their presence in the relatively undeforming Indian crust suggests that their total recent fault displacements are likely to be low.
The remote and undocumented nature of many of the faults that broke in the earthquakes in our catalogue make testing the assumptions of reactivation, and low displacements during the present phase of tectonic activity, difficult. Additionally, in some cases observations of surface geology cannot easily assess the extent to which an earthquake may have reactivated older structures at depth. However, for some of the earthquakes our assumptions can be tested. The 1993 Killari earthquake occurred in a region of India covered by Late Cretaceous-Eocene Deccan basalt flows. The lack of significant tilting of these basalts (Seeber et al. 1996) implies that displacements during the current phase of tectonic activity within peninsular India [which is likely to have begun coincident with the India-Asia collision, at a similar time to the basalt emplacement (e.g. Copley et al. 2010) ] have been minor. The 2001 Bhuj (NW India) earthquake occurred in the region of a failed Mesozoic rift (e.g. Talwani & Gangopadhyay 2001) , implying reactivation of a pre-existing structure. Adams & Basham (1989) suggested that the three thrust-faulting earthquakes in our catalogue in NE Canada (Ungava, Saguenay and New Brunswick) occurred on reactivated Palaeozoic and Mesozoic normal faults. Adams et al. (1992) conducted a detailed field investigation of one of these events (the 1989 Ungava earthquake) and concluded that at shallow depths the earthquake reactivated compositional layering and foliation in the Precambrian bedrock, but observed no visible evidence for previous Phanerozoic earthquakes on the fault. Although this observation does not necessarily rule out reactivation of pre-existing faults at depth, as suggested by Adams & Basham (1989) , it does imply low amounts of recent displacement. The intraplate earthquakes in Australia studied by Crone et al. (1997) are thought to have reactivated older (often Precambrian) faults, although the total motion during their current phase of activity is not known. Palaeoseismic trenching across the scarps from the 1988 Tennant Creek (Australia) earthquakes revealed a single Quaternary event on one of the fault segments and no evidence of prehistoric earthquakes on the other two segments (Bowman 1992) . The 1992 Cairo earthquake was studied by Badawy & Monus (1995) , who conclude that it was likely to have reactivated a deep-seated fault. Similarly, Foster & Jackson (1998) believe it is probable that both of the 1968 earthquakes in western Zambia each reactivated part of the Mwembeshi Shear Zone fabric. Langer et al. (1987) report that the 1983 Guinea earthquake occurred in near-horizontal Ordovician and Silurian sedimentary rocks. Both Langer et al. (1987) and Dorbath et al. (1984) suggest that the earthquake occurred on a pre-existing fault system, but the lack of any significant horizontal-axis rotations of the country rock indicate that the total displacement on this fault system during its current stage of activity is low. These events represent only a well-studied subset of the earthquakes in our catalogue, but they are consistent with our assumptions described above. Therefore, in the absence of further information we will assume that the assumptions hold true for all events in the catalogue. We will discuss below the implications of our results if our assumptions are wrong.
Earthquake nodal plane dips
Our approach is made possible by the increasingly large numbers of well-determined earthquake focal mechanisms. We only use events for which body-waveform modelling has been used to determine well-constrained focal mechanisms, or mechanisms that have been obtained using first-motion polarities where there is a good enough distribution of measurements to adequately constrain the nodal plane dips (references are given in Table 1 ). The most wellconstrained mechanisms have dip error estimates of 5-10
• , whilst the least well-constrained events that have been included may be in error by up to ∼15
• . Most of the focal mechanisms we include in our catalogue (32 of the 36 events, marked by stars on Table 1 ) were produced by waveform modelling of teleseismically recorded P and SH waves at epicentral distances of 30
• -90
• , using records from long-period seismometers or broadband seismograms filtered to periods of 15-100 s, and assuming a point source. The use of this method means that earthquakes in regions with poor instrument coverage (e.g. central Africa) are not a problem because they are usually well recorded by numerous stations at teleseismic distances (for the case of the African events, in Europe, Asia and at ocean island stations). Two early studies using this technique (Nelson et al. 1987; Taymaz et al. 1991) performed extensive tests to assess the reliability of the estimated focal mechanism parameters, and showed that for the events they studied (dating back to the mid-1960s) the potential error in the dip estimates of the events studied was ∼5
• . Subsequent studies have obtained similar or lower estimates (e.g. Bernard et al. 1997 ). An exception is a study of earthquakes between 1962 and 1986 in the Tibetan Plateau that produced a slightly higher average dip error estimate of 9
• (Molnar & Lyon-Caen 1989) , although some of those events did not have well-enough constrained mechanisms to have been included in our catalogue if they had occurred in relevant regions. The comparison of seismological and geodetic estimates of earthquake fault plane dips (e.g. Talebian et al. 2006; Elliott et al. 2010) show that the seismological estimates are commonly within ∼5
• of the independently constrained geodetic estimates. For the specific case of the 2006 Mozambique earthquake included in our catalogue, the estimate of Craig et al. (2011) made using teleseismically recorded body waveforms was different by 3
• from the joint inversion of geodetic and seismic data performed by Copley et al. (2012) .
These error estimates do not include the potential errors resulting from incorrect choices of near-source elastic structure for the events, which could affect both seismic and geodetic estimates of fault geometry. The effects of unmodelled structures in the source regions are to some extent reduced by the simultaneous inversion of P and SH waves for all seismograms simultaneously (e.g. Fredrich et al. 1988) . Nelson et al. (1987) showed that unmodelled velocity contrasts shallower than the earthquake source affected the estimated depth, but had little effect on the nodal plane geometry. By repeating the inversions of Craig et al. (2011) for the 2006 Mozambique earthquake, we have confirmed that changes in the source velocity structure by up to 20 per cent change the best-fitting depth and moment of the event, but have little effect (i.e. <3
• ) on the dip estimate of the nodal planes. As noted by Fredrich et al. (1988) , such insensitivity to the source velocity structure stems from the simultaneous inversion of all stations, and the condition that the source is constrained to be double-couple.
The potential errors in dip estimations in focal mechanisms produced using P-wave first motion polarities are extremely sensitive to the distribution of data with respect to the nodal planes, and therefore no general statements about potential dip errors inherent in the technique can be made. However, the four first-motion mechanisms we have included in our catalogue have observations that tightly constrain the nodal plane dips. We therefore think that our assumed error of up to 15
• in the nodal plane dip estimates made using waveform modelling and first motion polarities is conservative, and the actual errors are probably lower than this. Fig. 2 shows the observed distributions of reverse and normal fault nodal plane dips. For the majority of the earthquakes (shown in grey) the actual fault plane is not known, and in these cases both • . Reverse fault nodal plane dips extend to ∼65
• , and normal fault dips to ∼60 • , with the addition of one known fault plane dipping at ∼70
• (the 2006 Mozambique earthquake). We first examine whether the observed distributions could be consistent with all faults dipping at either 30
• (reverse faults) or 60
• (normal faults), as predicted by 'Byerlee's Law'. In this case a single peak at 30
• or 60
• would be expected for events with known fault planes, and twin peaks at 30
• and 60
• for events where both nodal planes are plotted (given that most of the events are close to pure dip-slip). Because these values fall on the extremes of the observed distribution, even if we consider the errors associated with the nodal plane dip estimates, which are usually symmetrically distributed about the best-fitting estimate (e.g. Nelson et al. 1987; Molnar & Lyon-Caen 1989; Taymaz et al. 1991) , this situation is incompatible with the distribution shown in Fig. 2 . The pattern shown in Fig. 2 is remarkably similar to that observed by Jackson & White (1989) using all available normal-faulting focal mechanisms, and we will discuss this similarity in detail below. Thatcher & Hill (1991) described three possible situations that could give rise to the distributions of dip values observed by Jackson & White (1989) , illustrated graphically in Fig. 3 , which we can apply to our results: (1) all the fault planes could be clustered around 45
• , or at dips within <10
• of 45
• , and the spread of values could represent errors in dip determinations; (2) there could be an equal distribution between 30
• , and the addition of normally distributed errors could result in a distribution similar to that shown; (3) there could be a one-sided distribution, extending from 45
• to either 30
• , and the act of plotting both nodal planes and the addition of errors could result in a distribution similar to that observed. However, Thatcher & Hill (1991) also note that these latter two options would require dip estimation errors that are larger than suggested by the studies that obtained the focal mechanisms, and they favoured a single peak at close to 45
• with a spread due to observational errors.
C O N S T R A I N T S O N FAU LT F R I C T I O N
Based on our earlier assumption that the earthquakes we have selected occurred on reactivated pre-existing structures, we will discuss the distribution of nodal plane dip values within the framework of the stresses required to reactivate faults of given dips, as put forward by Sibson (1985) . We emphasize that because we think it likely that the faults we have studied are reactivating older structures, the coefficients of friction we estimate relate to mature fault zones, and not the initiation of new structures. Additionally, we make the assumption that on a global scale pre-existing heterogeneities are not limited to the dip range of the observed nodal planes. The widespread presence of low-angle thrusts and high angle strikeslip faults that could be reactivated, the horizontal-axis rotations that result from the mobility of the lower crust in some areas (e.g. McKenzie et al. 2000) , and the presence of multiphase faulting in others (e.g. Proffett 1977) , suggest that this assumption is justified. By using the approach of Sibson (1985) to interpret the observed dip distribution we are making the commonly used assumption that the orientation of one principal stress is vertical (e.g. Thatcher & Hill 1991; Sibson & Xie 1998; Collettini & Sibson 2001) . Under this condition, the ratio of principal stresses required to cause motion on a fault can be expressed as a function of the dip of that fault and its coefficient of friction. Estimating the coefficient of friction, for example by using the dips of fault planes as is done here, therefore cannot constrain the absolute magnitudes of the principal stresses (only the ratio of the minimum and maximum). If one of these values is known (e.g. by using the weight of the rock overburden to estimate the vertical stress) absolute values can be obtained.
Significant deviations from a state in which one of the principal stress orientations is vertical could result from large shear tractions on the base of the seismogenic layer or the lithosphere. None of the earthquakes in our catalogue are in crust that is itself being under-or overthrust by other material (those in forelands being sufficiently far from the zone of thrusting), or where large amounts of lateral flow in the lower crust are thought to be occurring, implying that any shear tractions on horizontal planes would only result from the shearing of the plates over the underlying mantle. Estimates of the tractions on the lithosphere-asthenosphere boundary are lower than the stressdrops commonly observed in earthquakes (e.g. Richter & McKenzie 1978; Copley et al. 2010) , suggesting that the horizontal forces transmitted though the plates are larger than the tractions on the base, and that the deviation from the vertical of one of the principle stress axes is likely to be minor in the regions of the earthquakes in our catalogue. We therefore think it likely that the commonly used assumption of a vertical principal stress axis is justified, but note that our interpretations depend upon this assumption being correct. Fig. 4(a) shows the ratio of principal stresses required to reactivate a fault of a given dip, calculated for a variety of coefficients of friction. Fig. 4(b) shows the dip of the minimum-differentialstress point on the reactivation curves shown in Fig. 4(a) (i.e. the dip at which faults can be reactivated with the minimum amount of tectonic forcing). If pre-existing structures are not present at all dips, faulting may occur anywhere within a range of angles rather than at the optimum orientation (Fig. 5a ). This range extends to either side of the optimum dip, and faulting at anything other than the optimum angle requires higher differential stresses (Fig. 4a) .
We will now consider the relationship between Fig. 4 and the three possible underlying fault populations that could generate the pattern observed in Fig. 2 , as described above.
(1) If the fault planes are clustered at, or within <10
• of, 45
• , Fig. 4 suggests the reactivation of structures with a coefficient of friction less than ∼0.3 (with an unresolvable lower limit due to the possibility that the distribution could be single-valued and centred on 45
• ). It is for these values of the coefficient of friction that the reactivation curves are centred close to 45
• . (2) If the distribution spans ∼30
• to ∼60 • , it is symmetric about ∼45
• , implying reactivation of structures with a low coefficient of friction (e.g. <0.1). It is only for these low coefficients of friction that the curves shown in Fig. 4(a) are symmetric about ∼45
• . (3) If the distribution of fault dips extends from 45
• , it must have a centre-point of either ∼37.5 • or ∼52.5
• , implying a coefficient of friction of less than ∼0.3. We view this possibility as least likely because our catalogue includes reverse faults with known fault planes that dip both steeper and shallower than 45
• . in the preceding analysis we have assumed that the coefficient of friction is the same for all faults. There is a possibility that this is not the case, for example because of time-dependent fault-healing processes. Our estimated coefficient of friction corresponds to that on the faults in each region that could be most easily brought to failure. Such faults will slip in preference to faults with higher friction, or less optimal orientations. Arguments based upon the stress-drop of the 2001 Bhuj (NW India) earthquake suggest that faults in regions with strain rates too low to be measured at the continental scale by presently available geodetic techniques (e.g. <2 mm yr −1 over >1000 km; Bettinelli et al. 2006) can have low coefficients of friction (Copley et al. 2011) , providing a limit on the degree of fault healing that can occur over even very long recurrence intervals.
Pore-fluid pressures and borehole observations
The effects of pore-fluid pressure on our results should be considered. If the coefficient of friction does not depend upon normal stress (and so the failure envelope plots as a straight line on Mohr diagrams), then increasing or decreasing the pore-fluid pressure will not change the optimum angle at which failure occurs (Fig. 5b) . High pore-fluid pressures can reactivate non-optimally oriented structures, but only if no structures exist in an orientation closer to the optimum angle for failure. Assuming pre-existing heterogeneities exist at a wide range of angles, this situation would therefore imply that the observed earthquake dip distributions are insensitive to pore-fluid pressure, and that the low coefficients of friction we have suggested are due to inherently weak materials on the fault planes. It should also be noted that a variety of such weak materials have been observed to exhibit the velocity-weakening behaviour necessary for earthquake nucleation (e.g. Faulkner et al. 2010) . If the coefficient of friction decreases with increasing normal stress (e.g. Byerlee 1978 , Fig. 5c ), then increasing the pore-fluid pressure would increase the optimum dip angles of normal faults (and decrease those of reverse faults). The observed distribution of fault plane dips would therefore imply low pore-fluid pressures and an inherently low coefficient of friction (with the value estimated above), or high pore-fluid pressures and an even lower coefficient of friction at larger effective normal stresses. We emphasize that we are not suggesting that pore-fluid pressures cannot be high, but that high pore-fluid pressures cannot be the root cause of our observations. We think it likely that some fault zones possess both low-friction materials along fault planes and also high pore-fluid pressures. Two major patterns have emerged from borehole observations designed to investigate the mechanical properties of the crust. A suite of boreholes in a range of tectonic settings have suggested that the strength of the crust is controlled by faults with coefficients of friction of 0.6-1.0 and hydrostatic pore-fluid pressures (as summarized in Zoback & Townend 2001) . In contrast, boreholes drilled through major active faults (e.g. Lockner et al. 2011) , and the examination of rocks from exhumed fault zones (e.g. Collettini et al. 2009 ) have suggested low coefficients of friction (e.g. μ < 0.4). These contrasting results are likely to be due to the differing methods used sampling different properties of the crust.
In situ borehole stress profiles are largely obtained through hydrofracturing and observations of borehole breakouts and drillinginduced fractures. These methods involve the creation of new fractures, or the reactivation of small, pre-existing features (less than tens of metres), which, because of the fault scaling relation between length and cumulative slip (e.g. Cowie & Scholz 1992) will have only experienced minor prior displacements. In contrast, experiments conducted on drill-core extracted from large faults (e.g. capable of rupturing in events of M w > 5.5), or exhumed highoffset faults, are investigating the behaviour of structures that have accommodated considerably more displacement. Such results are consistent with a view that large fault displacements will produce fault gouge and weaken the fault zone as a whole. Byerlee 1978) , the optimum angle for failure moves closer to the principal stress direction as the pore-fluid pressure increases (i.e. E < F). Note that this result holds regardless of whether the failure envelope is a curve or two straight lines.
Our observations that imply low coefficients of friction for lowdisplacement faults may appear to contradict this pattern. However, this apparent disagreement stems from the definition of 'low displacement'. We think it likely that the faults we study have low total displacements for their current phase of activity, but that, because they are reactivating older structures, the fault planes themselves will have experienced considerable displacements over their lifetimes. Additionally, even if the faults we study have not reactivated older structures, the displacement-length scaling for faults (e.g. Cowie & Scholz 1992) implies that because we are looking at events of M w ≥ 5, the faults will have experienced orders-of-magnitude more displacement than the fractures on scales of centimetres to tens of metres formed or reactivated during borehole studies. Our results and the borehole observations are therefore consistent with a view in which large (kilometre-scale and above) low-friction faults are embedded in crust which is composed of high-friction rock which is unfaulted, or only contains minor and low-displacement fractures.
Comparison with global data sets, and exceptions to the general pattern
As noted above, our histogram of low-displacement fault dips is remarkably similar to those produced by Jackson & White (1989) and Collettini & Sibson (2001) , who used all available dip measurements. Unless most faults are coincidentally at a similar point in their evolution from initiation, through rotation, to frictional lockup, such a model can explain the endpoints of the distribution, but not the peak in the centre. Our results using our low-displacement fault database provide an alternative explanation. If many faults reactivate old structures, and these mature fault zones generally have low coefficients of friction, then reactivation would be expected at close to 45
• . Depending on the geological histories of the regions experiencing active faulting, the faults may not be able to rotate far out of alignment before another pre-existing heterogeneity with a low coefficient of friction becomes rotated into alignment and fault activity switches onto that structure. Areas with diverse and complex geological histories, with many orientations of pre-existing fabric, may therefore be expected to show a concentration of fault dips at close to 45
• . Furthermore, this logic implies that if our assumption of low fault displacements during the current phase of activity is wrong, then either our conclusion of low fault friction must remain unchanged, or there must be a global coincidence in the point in the initiation-rotation-lockup evolution reached by the dip-slip faults experiencing earthquakes.
The notable outlier in Fig. 2 is the steep dip of the 2006 Mozambique normal-faulting earthquake (the right-hand most point on the normal-faulting histogram). This event is situated on a lowdisplacement active fault at the southern tip of the East African Rift system (Copley et al. 2012) . The anomalously high dip compared with the other events in the database could result from one of two situations. The first possibility is that the fault could have an extremely low coefficient of friction, which would allow faulting at a very wide range of dip angles (lowest curve on Fig. 4a) . The other option is that the local stresses in this location could be higher than the other regions from which we have collated earthquakes (perhaps due to the position of the fault at the tip of the East African Rift). Higher differential stresses could result in failure over a greater range of dips for a given coefficient of friction (i.e. moving along a curve in Fig. 4a to higher stress ratios).
Formation of new fault zones
We now discuss our results in the context of the formation of new fault zones. If our suggestions above are correct, and low-friction materials lie along many fault planes, they are likely to be the result of cataclasis, fluid interactions, and mineralization within the fault zone following movement on the fault. We may therefore expect the coefficient of friction to be higher when faults first initiate in previously unfaulted country rock. The observed relatively steep dip at initiation of normal faults in the Yerington region of Nevada documented by Proffett (1977) may support this view.
If, as mentioned above, our assumption that the faults we are studying have reactivated older structures is in fact wrong, and we are observing slip on recently formed structures, then our conclusions nonetheless remain similar. New faults, which are not being guided by pre-existing structures, are expected to form at a common angle, determined by the coefficient of friction. The distribution of nodal plane dips in Fig. 2 suggests that if only one dip of faulting is observed, it must be close to 45
• , and that the spread must represent errors in mechanism determination. An optimum dip angle at initiation of ∼45
• would imply a low coefficient of friction (≤0.1). However, based on the distribution of known reverse-faulting fault planes in Fig. 2 , which span a larger range than would be expected to result from errors about one single central value, we view it as at Cambridge University Library on March 21, 2014 http://gji.oxfordjournals.org/ Downloaded from more likely that the faults we have studied represent the reactivation of older structures.
C O N C L U S I O N S
We have studied the dip angles of earthquakes that occurred on lowdisplacement active dip-slip faults in the continents. The observed distribution suggests the reactivation of structures with coefficients of friction less than ∼0.3, and possibly as low as ≤0.1. We suggest that this coefficient of friction stems from the presence of weak materials along pre-existing fault zones.
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