ABSTRACT Incorporating knowledge graphs (KGs) into recommender systems (knowledge-aware recommendation) to improve the recommendation accuracy and explainability has attracted considerable research efforts. However, existing methods largely assume that KGs are complete when transferring knowledge from them, which may lead to suboptimal performance for those KGs, can be hardly complete in real-life scenarios. In this paper, we present a robustly co-learning model (RCoLM) that takes the incompleteness nature of KGs into consideration when incorporating them into recommendation. The RCoLM aims at transferring knowledge between recommendation task and knowledge graph completion (KG completion) task by utilizing a transfer learning model. An earlier version of this paper appeared in KDD 2019. This version is an extension of the previous submission and two major innovations are presented here. At first, distinct from previous knowledge-aware recommendation methods, which mainly focus on transferring knowledge from KGs to item recommendations, the RCoLM attempts to exploit user-item interactions from recommendations for KG completion, and unifies the two tasks in a joint model for mutual enhancements. Second, the RCoLM provides a general task-oriented negative sampling strategy on KG completion task, which further improves the adaptive ability of the proposed algorithm and plays an essential role for obtaining superior performance in various sub-tasks of the KG completion. The extensive experiments on two real-world public datasets demonstrate that RCoLM outperforms not only state-of-the-art knowledge-aware recommendation methods but also existing KG completion methods.
I. INTRODUCTION
Knowledge Graph (KG), a heterogeneous structure, has gradually gained attention of researchers in recent years due to the ability to support a bulk of structured data effectively [1] . A KG is a type of multi-relational directed graph composed of a large number of entities and relations [1] . More specifically, each edge in the KG is represented as a triple in the form of (head entity, relation, tail entity), also called a fact, indicating that the head entity and the tail entity is connected through the relation. For example, as shown in the top of Figure 1 , triple (City Light, film.director, Charles Chaplin) indicates that Charles Chaplin is the director of film City Light. Recently, a large number of KGs, such as YAGO, 1 The associate editor coordinating the review of this manuscript and approving it for publication was Chang Choi. 1 https://www.mpi-inf.mpg.de/departments/databases-andinformationsystems/research/yago-naga/yago/ DBpedia, 2 and Microsoft's Satori, 3 have been created and successfully applied to many real-world applications, from semantic parsing [2] and named entity disambiguation [3] to recommendation [4] and question answering [5] . Focusing on recommendation, KGs have shown great potential by equipping items with rich auxiliary information (i.e., transferred knowledge), being a promising solution to improve the accuracy and explainability of recommender systems.
Despite the fact that KGs provide billions of structured data effectively, they are far from complete [6] , giving an impetus to a dedicated line of research called knowledge graph completion (KG completion) [7] , [8] . Indeed, most KGs are based on the Open World Assumption [9] , i.e., it is not necessarily false if a KG does not contain a certain piece of information. The information may be true while is missing from the KG. Nevertheless, the incompleteness of KGs may limit the benefits of transferring knowledge to recommendation. For example, the piece of information with green dashed line shows that director Charles Chaplin is missing for entity The Pilgrim in Figure 1 . Assuming user Bob has watched movies City Light and Modern Times, by using the KG, we can attribute the reason of Bob's choices to director Charles Chaplin. In this case, we may still fail to recommend The Pilgrim, which is also of interest to Bob, although we have accurately captured Bob's preference on movies. As such, we argue that it is essential to take the incompleteness nature of KGs into consideration when incorporating them into recommender systems. However, most previous studies that exploit knowledge in KG for item recommendations are based on the existing knowledge of KGs, and ignore the incompleteness of KGs [9] .
In addition, most previous studies have focused on leveraging knowledge in one direction, i.e., from KGs to item recommendation. Nevertheless, for example, user Alice has watched movies City Light, Modern Times, The Great Dictator and The Pilgrim in Figure 1 . And since City Light, The Great Dictator and Modern Times are all directed by Charles Chaplin, we may be able to understand Alice's preference on director Charles Chaplin and predict that Charles Chaplin is the director of The Pilgrim, which transfers user-item interactions from recommendations to KG completion.
To deal with these issues, we propose an unified model, which is named as Robustly Co Learning Model (RCoLM), to transfer knowledge between recommendation task and KG completion task for mutual enhancements. Particularly, the basic idea of RCoLM is twofold: 1) Using facts in KG as auxiliary information to enhance the performance of item recommendations. Specifically, due to the effectiveness of AKUPM [10] , RCoLM, an extension of AKUPM, adopts it as the base model for item recommendation task. 2) Completing missing facts in KGs with the help of user-item interactions in recommendations. Specifically, RCoLM incorporates the knowledge from user-item modeling to complete KGs for the specific domains of items (i.e., movies and books). Moreover, RCoLM provides a general task-oriented negative sampling strategy to learn representations of both entities and relations based on enhanced user-item modeling when completing KGs.
We highlight our contributions as follows:
• Different from previous knowledge-aware recommendation models, which are based on completeness of KGs and only leverage knowledge from KGs to recommendation, the proposed RCoLM takes the incompleteness of KGs into consideration and attempts to transfer knowledge between recommendation and KG completion tasks. Thus, RCoLM is able to provide complementary information to improve recommendation performance and KG completion performance simultaneously.
• Different from existing KG completion methods which utilize a single negative sampling strategy for both entity prediction and relation prediction sub-tasks, RCoLM proposes a comprehensive negative sampling strategy for different sub-tasks of KG completion. The new strategy not only provides a direct boost to RCoLM's adaptive ability to various sub-tasks of KG completion but also improves RCoLM's accuracy on the recommendation task indirectly.
Based on two real-world public datasets, we have conducted extensive experiments to evaluate the effectiveness of RCoLM. The results reveal that exploiting knowledge from item recommendations improves the performance of KG completion with respect to two domains of items (i.e., movies and books), which has not been studied enough in previous studies. Moreover, further analysis verifies the positive effect of the comprehensive task-oriented negative sampling strategy proposed in this paper.
The rest of this paper is organized as follows. Section II reviews the related works. Section III provides some preliminary concepts and presents the two tasks. Section IV delves into our proposed approach followed by learning algorithm. Then, the experimental results on benchmark datasets and discussions are provided in Section V. Finally we list concluding remarks and discuss the future work in Section VI.
II. RELATED WORKS
Our proposed method involves two tasks: item recommendation and KG completion. In this section, we will introduce previous work for each task.
A. ITEM RECOMMENDATION
Item recommendation plays an essential role in many Internet-based services [11] and have arouse the great attention from both industry and academia. Inspired by the success of applying KG in a wide spectrum of tasks, from semantic parsing [2] and named entity disambiguation [3] to information extraction [12] and question answering [5] , researchers also tried to improve recommendation performance by incorporating KGs. Generally, existing knowledge-aware recommendation methods can be summarized into the following three categories:
The first one is embedding-based methods [13] - [15] . These methods pre-process a KG with knowledge graph embedding (KGE) [1] algorithms to learn entity embeddings and relation embeddings, and then incorporates the learned embeddings into recommendation framework. For example, in CKE [15] , items' structural embeddings learned from a KG were combined with items' textual embeddings and visual embeddings in a unified Bayesian framework to jointly represent items. DKN [14] , which is a news recommendation model, proposed to represent news by fusing entity embeddings and word embeddings learned from a KG in a CNN framework. Recently, SHINE [13] designs deep auto-encoders to embed sentiment networks, social networks and profile networks (i.e., KGs) for celebrity recommendation. Despite embedding-based methods are highly flexible in utilizing KGs to assist recommendation, they have flaws in obtaining accurate entity embeddings. Since the adopted KGE algorithms in these methods are more suitable for in-graph applications such as link prediction than for recommendation, thus the learned entity embeddings are less intuitive and effective to characterize inter-item relations [16] .
The second category is path-based methods [17] , [18] . In these methods, various patterns of connections among items in KGs are explored to provide additional guidance for recommendation. For example, PER [17] conducted MF framework over meta-path similarity matrices to perform recommendation. Reference [18] uses matrix factorization to obtain latent features of users and items, and then uses factorization machine (FM) for recommendation. These methods treat the KG as a heterogeneous information network where meta-path/meta-graph based latent features are extracted to represent the connectivity between users and items along various types of relation paths/graphs. Methods fall into this category, make use of KG in a more natural and intuitive way, but they rely heavily on the quality of meta-paths, which requires domain knowledge and cannot be easily optimized in practice. Moreover, it is impossible to design hand-crafted meta-paths in certain scenarios (e.g., news recommendation) where entities and relations are not within one domain.
The third category is the unified methods, which combine the advantages of embedding-based methods and path-based methods. For example, in RippleNet [16] , users' potential interests were explored by propagating users' historical clicked items along the links (relations) in the knowledge graph, so as to enrich users' interests and to improve recommendation performance. Similar to RippleNet, AKUPM [10] also incorporates a bulk of entities from knowledge graphs to represent users. However, different from RippleNet, which is unaware of the relationships between these entities and users, AKUPM explicitly explores these relationships, which can help to filter out unrelated entities and contribute to improving recommendation performance.
Knowledge-aware recommendation has attracted great attention in improving recommendation accuracy and explainability. However, little attention has been paid to the incompleteness of KGs when leveraging knowledge from them.
B. KG COMPLETION
KG has been proved to be effective in many tasks of natural language processing, such as question answering [19] , which accelerates the popularity of KGs. Although there are a host of methods for finding entities [20] , [21] and their relations from texts [22] , existing KGs are far from complete. For instance, Google observed that 71% people in Freebase [23] lack a place of birth, and 75% lack a nationality [24] . Recent studies for KG completion show a great enthusiasm for learning low-dimensional representations of entities and relations while preserving structural knowledge of the graph. All existing KG completion methods can be roughly categorized into two groups. One is translational distance models and the other is semantic matching models.
1) TRANSLATIONAL DISTANCE MODELS
Translational distance models exploit distance-based scoring functions. They measure the plausibility of a fact as the distance between the two entities, usually after a translation carried out by the relation [1] . TransE [25] is the most representative translational distance model that the relation between two entities corresponds to a translation in their vector space. Despite TransE is efficient and simple, it has flaws in dealing with reflexive/one-to-many/many-to-one/many-tomany relations. TransH [26] follows the general idea of TransE. Different from TransE, TransH models a relation as a hyperplane together with a translation operation on it. By utilizing the relation-specific hyperplanes, TransH overcomes the flaws of TransE in dealing with reflexive/oneto-many/many-to-one/many-to-many relations. TransR [27] proposes a very similar idea as TransH. But it introduces relation-specific spaces instead of hyperplanes. In TransR, entities are represented as vectors in an entity space, and each relation is associated with a specific space and modeled as a translation vector in that space. TransD [28] as an improvement of TransR proposes to represent a named symbol object (entity and relation) by two vectors. The first vector represents an entity (or relation), the other vector is used to construct mapping matrix for each entity-relation pair. By considering the diversity of entities and relations in the process of construction mapping matrix, TransD obtains better results than TransR on some benchmark datasets.
2) SEMANTIC MATCHING MODELS
Semantic matching models exploit similarity-based scoring functions. They measure plausibility of facts by matching latent semantics of entities and relations embodied in their vector space representations. RESCAL [29] represents each relations as matrices to capture the compositional semantics between entities, and utilizes a bilinear function as simi-larity metrics. To simplify the learning of relation matrices, DistMult [30] restricts them to be diagonal, HolE [31] defines a circular correlation [31] to compress relation matrices as vectors, and ComplEx [32] introduces complex-value for asymmetric relations. Instead of modeling compositional relations, another line of methods directly introduce Neural Networks for matching. For example, SME [33] learns relation specific layers for the head entity and the tail entity, respectively, and then feeds them into final matching layer (e.g., dot production), while NAM [34] conducted semantic matching with a deep architecture.
III. PRELIMINARIES
Before introducing our proposed method RCoLM, we will first clarify some terminologies used in this paper, and then explicitly formulate the two tasks, i.e., item recommendation and KG completion.
For clarity, some important symbols used throughout this paper are listed in Table 1 . Note that, the subscript u means that the corresponding symbol is associated with the given user u and the superscript k means that the corresponding symbol is used in the k th layer.
A. IMPLICIT FEEDBACK
Compared to explicit feedback, the recommendation task considered in this paper is for the more abundant implicit feedback which indirectly reflects opinion through observed user behavior [35] . In a typical recommender system, user set and item set are denoted by U = {u 1 , u 2 , · · · , u |U | } and V = {v 1 , v 2 , · · · , v |V| } respectively. The user-item interaction (i.e., users' click history) matrix is denoted as Y = {y uv |u ∈ U, v ∈ V}, where
denotes whether user u has clicked the item v. Note that a value 1 in Y represents that the interaction between user and item has been observed. Although such interactions do not assure that users actually like the items, they are source of information on what the users might like. Likewise, a value 0 in Y does not simply mean that the user is not interested in the item [15] . In this paper, the observed interactions (i.e., 1s in Y ) are regarded as positive instances to model user's potential interests, whereas the unobserved interactions (i.e., 0s in Y ) are regarded as negative ones.
B. KNOWLEDGE GRAPH
Apart from the user-item interaction matrix Y , a knowledge graph G, which consists of massive entity-relation-entity triples (h, r, t), is also a good source to provide extra information about users' interests. Let ξ and R denote entity set and relation set, respectively. In triple (h, r, t), h ∈ ξ , t ∈ ξ and r ∈ R denote the head entity, tail entity, and relation between these two entities, respectively. Following previous methods [10] , [16] , we assume that each item v ∈ V in interaction matrix Y can be linked to a corresponding entity h v ∈ ξ in knowledge graph G by the technique of entity linking [36] .
C. PROBLEM FORMULATION FOR ITEM RECOMMENDATION TASK
In this paper, the goal of item recommendation is to learn a CTR prediction model to predict the probabilityŷ uv that user u will click item v for each input user-item pair (u, v).
To achieve this goal, we use a latent vector u u u as the representation of the input user u, and a latent vector v v v as the representation of the input item v. Then, since the user's click history y uv is binary, we formulate the CTR prediction as binary classification and utilize a sigmoid function σ (·) as the activation function:ŷ
Based on the predicted probability, we can also provide the top-N item recommendations for a target user.
D. PROBLEM FORMULATION FOR KG COMPLETION TASK
KG Completion can be formulated into a top-N recommendation task as well. Following the existing work [27] , the task can be categorized into 3 sub-tasks:
• Head prediction sub-task: providing the top-N head entities from a set of candidate entities for an incomplete fact (?, r, t)
• Relation prediction sub-task: providing the top-N relations from a set of candidate relations for an incomplete fact (h, ?, t)
• Tail prediction sub-task: providing the top-N tail entities from a set of candidate entities for an incomplete fact (h, r, ?). VOLUME 7, 2019 FIGURE 2. The overall framework of the item recommendation. It predict the probability that user will click item for each input user-item pair. The right part is the Bob's four-layers preference tree. Its construction rely on the user's click history and the knowledge graph.
IV. THE PROPOSED METHOD
In this section, we first give an overview of our proposed model RCoLM, then describe main components in detail.
A. ITEM RECOMMENDATION
This paper is an extension of our earlier submission AKUPM [10] and here, we adopt AKUPM as the backbone for item recommendation and introduce its architecture as illustrated in Figure 2 from the bottom up. At first, for the input user, a specially constructed user preference tree is introduced to incorporate sets of entities based on click history, which can help to exploit his potential preferences. Next, we obtain representations of these incorporated entities by Entity Representation Learning component. Based on representations of entities, we get representation of each layer in the preference tree by Layer Representation Learning, which is mainly formed of a self-attention network. Then we combine all layer representations to obtain the final latent representation of input user by the User Representation Learning component. Finally, we predict the CTR based on latent representations of both the input user and the input item.
1) USER PREFERENCE TREE CONSTRUCTION
A knowledge graph carries various entities and complicated connections among entities that provide a latent perspective to explore user preferences. However, for a certain user, not all entities share same importance to recognize his preference and there are many entities unrelated to him (called noises).
To filter out noises, we construct a user preference tree, which incorporates entities propagated from his click history along relations in the knowledge graph. For example, for user Bob, his four-layers preference tree is illustrated in the right part of Figure 2 . The root node 4 is user Bob and entities in the second layer are City Light, The Terminal and Modern Times, which are the movies that Bob clicked. Entities in the third layer are USA and Charles Chaplin, which are connected to entities in the second layer in the knowledge graph. In the same way, entities in the fourth layer are Interstellar, Forrest Gump, The Pilgrim and Shoulder Arms, which are connected to the third layer of entities in the knowledge graph. 5 More generally, for a given user u ∈ U, it is represented as the root node of the tree. Then his click history is denoted as |S|} , where v u,m is the identification of the m th item clicked by the user u. Then set formed with entities in the second layer is defined as
where
denotes the entity linked to item v u,m . Then, entities in L 2 u can be iteratively propagated along relations in knowledge graph to reach more connected entities and the set formed with entities in the k th layer of the tree is defined as:
where h k−1 u,m is the m th entity in the (k − 1) th layer, t k is the tail entities which are connected to the h k−1 u,m in the knowledge graph, and r k is the relations connected to t k in the knowledge graph. H is the height of user preference tree. Considering that the root node is only used to set up construction of user preference tree and its representation is primarily influenced by the associated entities, we remove it in the latter component. Ultimately, we have H − 1 layers of entity sets L k u (k = 2, 3, . . . , H ). 
2) ENTITY REPRESENTATION LEARNING
where t t t k u,m is the embedding vector of t k u,m in the knowledge graph, and R R R k u,m is projection matrix associated with the relation connected to t k u,m .
3) LAYER REPRESENTATIONS LEARNING
Considering different behavior data is of different importance
for L k u by applying a self-attention network, which captures the interactions among entities and lays different importance on different entities when forming the global representation L L L k u . In general, attention mechanism can be described as mapping a query and a set of key-value pairs to an output. The output is computed as a weighted sum of the values, where the weight assigned to each value is computed by a compatibility function of the query with the corresponding key. Furthermore in self-attention, the query, key and value are all the same [37] . In our context, we adopt a scaled dot-product attention. Specifically, for each L k u , the query Q Q Q k u , key K K K k u , and value V V V k u are all concatenated from e e e k u,m : 
where N is number of entities to be concatenated. If L k u ≥ N , N entities are randomly picked out to perform concatenation. 6 Since presentation of each entity in L k u can be seen as representation of corresponding node in the preference tree after the adoption of TransR, we name L L L k u , which is the representation of entity set L k u as the k th layer representation in the following sections.
Then, the compatibility between Q Q Q k u and K K K k u are calculated as follows:
where C C C k u ∈ R N ×N and the entry c k u,i,j ∈ C C C k u at row i, column j describes the compatibility between i th entity e e e k u,i ∈ Q Q Q k u and j th entity e e e k u,
, and the weight of e e e k u,m is described as
where X X X u,c ∈ R N ×1 is the c th column of C C C k u and β β β 1 ∈ R N ×N is the softmax function's parameter. Note that a masking operation (i.e., the diagonal entries of C C C k u are set as zero) is applied before the softmax function, which avoids high compatibility scores between identical vectors of Q Q Q k u and K K K k u . After performing weighted sum according to Eq. 9, we obtain the latent layer representations L L L k u ∈ R d , (k = 2, 3, . . . , H ). Next, we will present how to obtain u u u from L L L k u .
4) USER REPRESENTATION LEARNING
For the H − 1 layers of entity sets L k u (k = 2, 3, . . . , H ), a common way to generate user's representation u u u is to take the average of the representations in these sets of entities, i.e., u u u
However, compared to behavior data, entities incorporated are of less importance [16] . Therefore, with regard to input item v, we propose to adopt an attention network [38] , [39] 
. , H ) on u u u, which characterizes user's diverse interests on different input items.
Similar to that L L L k u is described as a weighted sum of e e e k u,m , the user's final representation u u u is also described as a weighted sum of L L L k u . In this context, the query Q Q Q u , key K K K u and value V V V u are described as:
where v v v is the representation of input item v. And u u u is calculated by
Similar to Eq. 10, the softmax β β β 2 (·) in Eq. 12 is a softmax function whose parameter is β β β 2 . Note that, we do not perform masking operation here, since Q Q Q u is not identical to K K K u .
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Finally, based on the user's representation u u u and the item's representation v v v, the predicted CTR is calculated bŷ
where σ (·) is the sigmoid function. The final target of item recommendation task can be formalized as optimizing the loss as follows:
B. KG COMPLETION KG completion with respect to the domain of items, can be formulated as top-N entities/relations recommendation, which has been detailed in Section III-D. Among all approaches for KG completion, translation-based embedding models are the most popular ones due to their effectiveness and simplicity. Here, we opt for TransR [27] in RCoLM. In TransR, entities are represented as vectors in an entity space and each relation is associated with a specific space and modeled as a translation vector in that space.
Given a fact (h, r, t) ∈ G, TransR first projects the entity representations h h h, t t t into the space specific to relation r, i.e., h h h ⊥ = R R R r h h h, t t t ⊥ = R R R r t t t,
where R R R r is projection matrix related to the relation r. Then, the scoring function is defined as:
Following the strategy adopted in previous methods [10] , [27] , we can learn the embeddings in Eq. 15 and 16 by minimizing a margin-based ranking loss over the training set:
Here, max(x, y) aims to get the maximum between x and y, γ is the margin. s o ∈ S + indicates the fact sampled from KG G and s q ∈ S − indicates the negative fact which is not valid in KG G. S − is formed by randomly replacing the head entity or the tail entity of a valid fact (h, r, t) ∈ S + , abstracted as:
HereS + is the complement of S + , i.e.,S + ∪ S + = G and S + ∩ S + = ∅. Task-oriented Negative Sampling As can be seen from Eq. 18, Eq. 17 can obtain a large number of negative sample triples by randomly replacing the head or tail entities in the training triples, which will improve the discriminating ability of the model with respect to the head or tail entity significantly and improve the predicted performance of the learned embeddings for head or tail entity prediction sub-task. However, KG completion task is divided into entity prediction sub-task and relation prediction sub-task, and the negative sampling of the relationship is not contained in the negative sampling strategy of Eq. 17. As a result, the performance of relation prediction sub-task will be limited. When the relation has extremely high similarity or the knowledge graph has a great deal of relations this problem will become more serious. In order to address this problem, we propose a task-oriented negative sampling strategy which considers not only negative sampling of entities but also that of relations. Now the loss function in Eq. 17 is rewritten as follows:
where S − e (the same to S − in Eq. 18) also indicates the sampled negative triples which are generated through replacing the head or tail entity in S + , S − r indicates the sampled negative triples which is formed by replacing the relation in S + with a random relation in R.
f transR (s qe ) in Eq. 19 is the loss function in regard to the entity negative triple while f transR (s qr ) is the loss function in regard to the relation negative triple. In fact, as for KGs, the number of entities is far greater than the number of the relation, so the model's ability to discriminate entities is affected by the excessive use of relation negative sampling. Consequently, to adjust f transR (s qr ) weight, we add a parameter α for it. By doing so, the model can be applied to entity prediction task and relation prediction task due to we use the discriminant characteristics of the relation.
C. TRANSFER LEARNING VIA A ROBUSTLY CO-LEARNING MODEL FOR THE TWO TASKS
Items of recommendations usually correspond to entities of knowledge graphs in many fields, such as books, movies and musics, making it possible for transferring information between item recommendation task and knowledge graph completion task. These information involving in two tasks are complementary revealing the connectivity among entities (for knowledge completion task) or between users and items (for item recommendation task). In terms of models, the two tasks are both to rank candidates for a target according to either implicit or explicit relations. For example, KG completion is to find correct movies (e.g., The Pilgrim) for the director Charles Chaplin given the relation film.director (entity completion) or to find correct relation connecting two given entities (relation completion). Item recommendation aims at recommending movies for a target user satisfying some implicit preference. Therefore, we unify item recommendation task and KG completion task by utilizing a transfer learning model, and systematically investigate how the two tasks impact each other.
As can be seen from Eq. 11 and 15, we have two related representations for the latent factors of an item v in item recommendation (or entity e in KG completion) i.e., v v v and h h h or t t t, in the context of the two different tasks. Hence, to unify item recommendation task and KG completion task, we investigate a strategy for modeling the relationship between the two representations of items/entities, namely RCoLM and we assume that they have the same latent representations. As we can see from Eq. 14 and 19, these two tasks have different output scales, so we re-write the loss function of KG completion (Eq. 19) as:
Finally, through put Eq. 14 and Eq. 21 together, the loss function for RCoLM can be formulated as follows: 
L(h h h, t t t, r r r, R R R r
where h h h (or t t t) is the embedding of a specific entity, r r r is embedding of a specific relation, R R R is all relation projection matrices. β β β 1 and β β β 2 are parameters of self-attention network and attention network, respectively. is a transfer parameter to indicate the importance of the knowledge transferred from the source task to the target task. We then adopt the famous Stochastic Gradient Decent (SGD) to minimize the above loss function. RCoLM can be regarded as a transfer learning model for that we are transferring knowledge between two different but related tasks (i.e., item recommendation task and knowledge completion task) in the same domain. It's worth noting that, compared to multi-task learning [9] whose purpose is to learn two tasks at the same time, the purpose of transfer learning is to achieve the best performance of the target task when transfer knowledge from the source task. Note that CoFM [9] which jointly models the two tasks of knowledge graph learning and recommendation, is the most similar work to us. CoFM jointly trained FM and TransE by sharing parameters or regularization of aligned items and entities. Different from CoFM, which uses a single negative sampling strategy for both entity prediction sub-task and relation prediction sub-task, RCoLM proposes a comprehensive task-oriented negative sampling strategy for different subtasks. Moreover, RCoLM adopts AKUPM as the backbone for item recommendation task while CoFM uses FM. Compared to FM, AKUPM is more effective as demonstrated in [10] , which equips RCoLM with better performance in item recommendation task.
V. EXPERIMENTS
In this section, we conduct quantitative experiments on both item recommendation task and KG completion task. In specific, we first introduce the experiment setup, including datasets, compared baselines and evaluation schema for each task. Then, we compare the performance of each task with corresponding baselines and analyze the results in detail. Finally, we investigate the mutual impacts between the two tasks during jointly training.
A. EXPERIMENT SETUP 1) DATASETS
To verify RCoLM's effectiveness in different application scenarios, two datasets from different domains (movie and book) are utilized in our experiments:
• MovieLens-1M 7 is a widely used benchmark dataset in movie recommendations, which contains 1,000,209 explicit ratings from 6,040 users on 3,900 movies. Each rating is an integer between 1 and 5.
• Book-Crossing 8 is a widely used benchmark dataset in book recommendations, which consists of 1,149,780 explicit ratings from 278,858 users on 271,379 books. Each rating is an integer between 0 and 10. Since RCoLM is designed to predict CTR based on implicit feedback on recommendation task, in order to be consistent with the implicit feedback settings, we transform these two explicit feedback datasets into implicit feedback datasets by setting thresholds on ratings (4 for MovieLens-1M and 1 for Book-Crossing) 9 similar to [40] . For each user, when we transform all his/her ratings which are no less than threshold into positive (i.e., 1) implicit feedback, we also sample same amount of his/her unrated movies as negative (i.e., 0) implicit feedback. Besides, users containing no positive implicit feedback are removed from the datasets, since there is no positive implicit feedback that can be used to verify the prediction results.
The KGs used in this paper are released by [16] , which are constructed to match the items in MovieLens-1M and Book-Crossing, respectively. In summary, the KG for MovieLens-1M contains 182,011 entities, 12 relations and 1,241,995 facts; and the KG for Book-Crossing contains 77,903 entities, 25 relations and 198,771 facts. For clarity, detailed statistics of the two processed datasets are presented in Table 2. TABLE 3 . Detailed hyper-parameter settings of RCoLM. ''Movie'' is ''MovieLens-1M'' while ''Book'' is ''Book-Crossing''. d denotes the dimension of entity embeddings; H is the height of user preference tree; N is number of entities picked out to perform concatenation; λ G , λ β 1 and λ β 2 are all regularization coefficients; α is a trade-off parameter; and is used to balance the two tasks and γ is the margin.
2) BASELINES
Focused on item recommendation, we choose the following 4 state-of-the-art baselines to compare with RCoLM:
• CKE [15] first extract each item' semantic representations from knowledge graph, the textual description and the visual image. Then, based on these semantic representations, an integrated framework is applied to jointly learn the latent representation of the item in collaborative filtering for recommendations. Here, each item is only represented as the embedding learned by TransR, since the textual description and the visual image is not available in our datasets.
• DKN [14] generates a knowledge-aware embedding vector for each input news by fusing its word-level embeddings and entity-level embeddings. Then, an attention module is utilized to dynamically model the user's diverse interests for news recommendations. Here, the title of movie or book is used to generate word-level embeddings, and entity-level embeddings are learned by TransD [28] which was reported to have the best performance in [14] .
• RippleNet [16] represents a user as plenty of entities related to the user's historically clicking items. Then, the user's representation is combined with item's representation to predict the CTR of this user-item pair. Note that, in this method, the entity embedding is learned by TransE [25] .
• CoFM [9] , which jointly models the two tasks of knowledge graph learning and recommendation, is the most similar work to us. CoFM jointly trained FM and TransE by sharing parameters or regularization of aligned items and entities. And it utilizes the general negative simpling strategy showed in Eq.18, without considering the relation negative sampling. Here, we mark its two schemes as CoFM(share) and CoFM(reg), respectively. For KG completion, we compare our proposed model with typical methods TransE [25] , TransH [26] and TransR [27] that are widely used. And we also evaluate the above CoFM(share) and CoFM(reg). Tuo demonstrate the necessity of task-oriented negative sampling, which constitutes the second contribution of this paper, we also regard RCoLM-nr as one baseline. RCoLM-nr is a variant of RCoLM and adopts sampling strategy shown in Eq.18.
3) TRAINING DETAILS
For each dataset, similar to [15] , 80% of the datas are randomly selected for training; 10% are for evaluation; and all the remaining constitutes the validation set which is used to find the optimal hyper-parameters for our proposed model. And for item recommendation, items associated with each user are randomly split and at least one exists in the evaluation set.
The hyper-parameters of baselines are set as best ones reported in original papers and the detailed hyper-parameter settings of our model are shown in Table 3 . And for each evaluation scenario, all models for both tasks are repeatedly trained for 5 times and we report the averaged evaluation performance of each model.
B. ITEM RECOMMENDATION
In this section, we evaluate all models including ours as well as baselines on item recommendation task.
1) EVALUATION METRICS
Specifically, we evaluate all methods in two application scenarios: CTR prediction and top-K recommendation. More specifically, for CTR prediction, we adopt ACC (Accuracy) and AUC (Area Under Curve) to evaluate the performance. For top-K recommendation, we adopt NDCG@K (Normalized discounted cumulative gain), Precision@K, Recall@K and F1@K to evaluate the performance.
2) PERFORMANCE COMPARISONS WITH BASELINES
The results of all methods in CTR prediction and top-K recommendation are presented in Table 4, Table 5 and Figure 3 , respectively. It can be observed that:
1) RCoLM provides the best performance compared to other approaches in both two scenarios on the two datasets. As we can see from Table 4 , RCoLM provides the best performance, and improves the recommendation performance significantly. In detail, a significant improvement of RCoLM over the best of baselines in AUC(10.281%), ACC(11.651%) and NDCG@5(4.707%) on the MovieLens-1M dataset can be noticed; Similarly, RCoLM outperforms baselines such as CoFM and RippleNet significantly for item recommendations. Performance on the Book-Crossing dataset is better than that on the movie dataset in terms of top-K recommendation. One of the possible explanations for this observation might be due to the different sparsity levels of the two datasets. As mentioned above, the movie dataset has lower sparsities compared to the other one. RCoLM, which can be seen as having strong knowledge transfer ability, is useful for this sparse dataset and leads to better performance. RCoLM also achieves significant improvements in terms of Precision@K, Recall@K and F1@K as shown in Figure 3 . 2) All models' performance on the Book-Crossing dataset are poorer than that on the MovieLens-1M dataset. The main reason is that the average positive feedback per user of Book-Crossing dataset (3.91) is much smaller than that of MovieLens-1M dataset (62.44). As a result, there is no enough information on the Book-Crossing dataset for models to learn users' interests. 3) DKN performs worst compared with others. The reason may be that the title of movie or book is much shorter than news, making the word-level embeddings and entity-level embeddings containing insufficient information to make recommendations. 4) CKE performs poorly in our experiments. The reason may be two-fold: the textual description and visual image is not available in our datasets; making a comparison with AEKAM and RippleNet which incorporate many entities potentially related to the input item, CKE only use the one entity directly related to the input item for recommendation. 5) RippleNet nearly achieves best performance among all baselines. The architecture of RCoLM and RippleNet is similar to each other in incorporating entities to represent the user's hierarchical preferences. However, RippleNet does not explore the relationships between the user and the incorporating entities, so that the results may suffer a lot from unrelated entities. 6) CoFM performs good on two datasets. One of the possible explanations for the observation that CoFM performs better than DKN and CKE might be the strong ability in transferring knowledge between two tasks.
C. KG COMPLETION
In this section, we evaluate our model as well as baselines on the task of KG completion. KG completion includes three types of sub-tasks: head entity h prediction, tail entity t prediction, and relation r prediction for a given triplet (h, r, t).
For each type prediction, we regard all entities or relations as candidates and then rank them according to the scores computed based on entity and relation embeddings.
1) EVALUATION METRICS
Considering the large difference in the magnitude of the entities and relations, we use Mean Rank as well as Hit@10 (Hit ratio@10) to evaluate entity prediction sub-task, and use Mean Rank as well as Hit@1 (Hit ratio@1) to evaluate relation prediction sub-task. Table 6 reports the overall performance of our proposed RCoLM as well as the baseline methods, where RCoLM-nr denotes the variant of RCoLM as mentioned above. From the table, we can observe that the average performance of TransE, TransH and TransR on all the three sub-tasks are worse than the performance of CoFM, RCoLM-nr and RCoLM in terms of Hit Ratio (Note that the mean rank metric is less important since it is easily reduced by an obstinate triple with a low rank [41] .). This is because TransE, TransH and TransR only learn embeddings for each entity or relation with the knowledge of KG. Since these embeddings do not take into account the user-item interactions in item recommendations, they are not provided with transferred knowledge in other domains, therefore they work poorly. Despite CoFM(share) and CoFM(reg) both transfer knowledge between two tasks (i.e., item recommendation and KG completion), their performance still does not exceed RCoLM-nr and RCoLM. One reason may be that CoFM simply use the Factorization Model as the recommendation method, without considering the complicated user-item interactions, which may possibly carry rich auxiliary knowledge for KG completion. Another interesting finding from Table 6 is that RCoLM not only outperforms RCoLM-nr in relation prediction subtask, but also outperforms RCoLM-nr in entity prediction sub-tasks. This is because, compared to RCoLM-nr, RCoLM introduces negative sampling triplets for the relation in the embedding model, which significantly improves the discriminative ability of the model for different relations. Due to negative sampling triples of relation, RCoLM can utilize and maintain the structural information in the knowledge graph more comprehensively, and it further enhances the performance of the embedding model in the entity prediction.
2) PERFORMANCE COMPARISONS WITH BASELINES

D. MUTUAL BENEFITS OF TWO TASKS
Now, we have conducted evaluations on item recommendation task and KG completion task respectively However, whether transferring knowledge between the two tasks can improve performance of the two tasks simultaneously is still unclear. To show the mutual enhancements of the two tasks, we investigate the correlations between the F1 training curve of item recommendation task and Hit@10 (Hit@10 of tail entity) training curve of KG completion task.
As illustrated in Figure 4 , we can see that RCoLM observes the strongest correlations between the F1@10 curve and Hit@10 curve, i.e., the two curves increase (or decrease) simultaneously. Considering that strong correlations imply more sufficient transfer learning between two tasks, and better utilization of the complementary information from each other, we conclude that unifying the two tasks in a joint model and transfer knowledge between them at the same time can improve performances of the two tasks simultaneously. Moreover, the curves of CoFM are obviously not correlated strongly. One reason may be that CoFM utilizes the simple Factorization Machine as the base model of recommendation, which can't fully explore the complicated relationships between users and items compared to that utilized in RCoLM, leading to poor performance of recommendation at first.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we focus on transferring knowledge between recommendation task and KG completion task and propose a novel item recommendation & KG completion co-learning model termed as RCoLM. In contrast to state-of-the-art methods in knowledge-aware recommendation or KG completion, the main characteristics of our approach are two folds. Firstly, RCoLM proposes to take the incompleteness nature of KGs into consideration and transfer knowledge between the two tasks. By unifying the two tasks in a joint model, the proposed RCoLM is able to successfully capture complementary information from the two tasks to facilitate their mutual enhancements. Secondly, RCoLM proposes a comprehensive negative sampling strategy for KG completion. The expanded negative sampling strategy provides RCoLM with a stronger adaptive ability to learn accurate entity embeddings and relation embeddings, which improves the performance of item recommendation indirectly.
In the future, we plan to further evaluate the effectiveness of our model on more real-world datasets. Furthermore, since knowledge transferred in this paper is only entities, we also plan to investigate transferring knowledge of both entities and relations between recommendation and KG completion. 
