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A SOLVABLE SYSTEM OF DIFFERENCE EQUATIONS
Necati Taskara, Durhasan T. Tollu, Nouressadat Touafek,
and Yasin Yazlik
Abstract. In this paper, we show that the system of difference equations
xn =












n ∈ N0 where the parameters a, b, c, d, α, β, γ, δ, p and the initial values
x−2, x−1, y−2, y−1 are real numbers, can be solved. Also, by using
obtained formulas, we study the asymptotic behaviour of well-defined
solutions of aforementioned system and describe the forbidden set of the
initial values. Our obtained results significantly extend and develop some
recent results in the literature.
1. Introduction and preliminaries
Studying solvability of non-linear difference equations and systems is a topic
of a great interest (see, e.g. [1,2,4–6,8,9,11,12,14–25,27,28] and as well as the
references therein). This is probably due to the necessity of applying different
methods for each type of non-linear equation. These methods are generally
based on that a non-linear equation reduces to a linear equation, by using
some suitable changes of variables. In the last decade, many researchers have
worked on non-linear difference equations that can be solved. A well-known




, n ∈ N0,
where initial value x−1 is a real number, which is called Riccati difference
equation. In the literature, there are so many studies on Eq. (1) (see, for
example [1, 9, 12, 14, 21, 23, 24]). In [15], Eq. (1) was generalized by McGrath




, n ∈ N0,
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where the parameters a, b, c, d and the initial values x−2, x−1 are real numbers.
The authors solved Eq. (2) and investigated the existence and behavior of the
solutions of Eq. (2) by using some known results. Also, [14], Eq. (1) was







, n ∈ N0,
where a, b, c, d are real numbers with c 6= 0 and ad − bc 6= 0. The solution
formulas of the system (3) were proved by induction.
A natural problem is to extend a two dimensional relative of Eq. (2) solvable
in closed form. In this paper, we will consider such a system. That is, we show













, n ∈ N0,
where the parameters a, b, c, d, α, β, γ, δ, p and the initial values x−2, x−1, y−2,
y−1 are real numbers, can be solved. Also, by using the obtained formulas we
study the asymptotic behaviour of well-defined solutions of system (4). Note
that by using some transformation, the system (4) can be reduced to the system













, n ∈ N0.
However, to simplify the calculations, we restricted our work to the system (4).
It is not hard to see, that if in (5), we take, p = 2, y−i = x−i, i = 0, . . . , k+ l
and a particular choice of the parameters a, b, c, d, α, β, γ, δ, then for l = k,
we get a special case of the equation




The solutions of this last equation have been studied in [25]. Besides, there are
also studies about dynamics of non-linear difference equations and systems (see
[3,10,13,26]). In the analysis of solutions of a difference equation or a system,
the matter of existence of solutions is of prime importance as such in differential
equations. Before giving our main results, we recall the following definition
which states the set of initial values which yields undefinable solutions. In
our investigation, we are inspired by the ideas and the technics of calculations
presented in some of the references given in the end of this work, for example
[7, 19,20,25].
Definition. Consider the following system of difference equations
(6) xn=f1(xn−1, xn−2, yn−1, yn−2) , yn=f2(xn−1, xn−2, yn−1, yn−2) , n∈N0,
where the initial values x−2, x−1, y−2, y−1 are real numbers and D1 and D2 are
domains of the functions f1 and f2, respectively. The forbidden set of system
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(6) is given by
F =
{
(x−2, x−1, y−2, y−1) ∈ R4 : (xi, yi) ∈ D1 ×D2 for i = 0, 1, . . . , n− 1,




In this section we prove our main results in which we give closed formulas
for the well-defined solutions of the system (4). To start, we have the following
observation.
Lemma 2.1. Let {(xn, yn)}n≥−2 be a well-defined solution of the system (4).
Then it satisfies
xnyn 6= 0, n ≥ −1.









Therefore, the term xn0+2 is undefinable. Similarly, if we suppose that there








Therefore, the term yn0+2 is undefinable. 
As for the case when x−2 = 0 or y−2 = 0. First, consider the system (4)































For the next terms, the condition xnyn 6= 0 is satisfied. Therefore, without loss
of generality, we can suppose x−2y−2 6= 0.
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2.1. Solvability of the system (4)






































, n ∈ N0.
So
(10) un =
(aα+ bγ)un−2 + aβ + bδ
(cα+ dγ)un−2 + cβ + dδ
, vn =
(aα+ cβ) vn−2 + bα+ dβ
(aγ + cδ) vn−2 + bγ + dδ
, n ∈ N.
If we apply the decomposition of indices n→ 2m+ i, i ∈ {−1, 0}, to (10), then
it becomes
(11) u2m+i =
(aα+ bγ)u2(m−1)+i + aβ + bδ
(cα+ dγ)u2(m−1)+i + cβ + dδ
, v2m+i =
(aα+ cβ) v2(m−1)+i + bα+ dβ
(aγ + cδ) v2(m−1)+i + bγ + dδ
,
m ∈ N, which are first-order 2−equations. Let u2m+i = u(i)m , v2m+i = v(i)m





m−1 + aβ + bδ
(cα+ dγ)u
(i)
m−1 + cβ + dδ




m−1 + bα+ dβ
(aγ + cδ) v
(i)
m−1 + bγ + dδ
, m ∈ N,
which is essentially in the form of Riccati difference equation. Suppose that
cα+ dγ, aγ + cδ 6= 0
and
(aα+ bγ)(cβ + dδ)− (aβ + bδ)(cα+ dγ) 6= 0,
(aα+ cβ)(bγ + dδ)− (aγ + cδ)(bα+ dβ) 6= 0.
If we use the change of variables
(14) u(i)m =





, m ∈ N0,
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in Eq. (12), and
(15) v(i)m =





, m ∈ N0,








, m ∈ N,
where R = (bc−ad)(βγ−αδ)
(aα+bγ+cβ+dδ)2
. The equations in (16) can be transformed into the
following equations
(17) zm+1 = zm −Rzm−1, m ∈ N,
and
(18) z̃m+1 = z̃m −Rz̃m−1 m ∈ N,
by means of the change of variables rm =
zm+1
zm
with the initial values z0 = 1
and z1 = r0 and sm =
z̃m+1
z̃m
with the initial values z̃0 = 1 and z̃1 = s0,
respectively. If λ1 and λ2 are the complex roots of the characteristic equation
of (17) and (18), which has the form λ2 − λ + R = 0, the general solutions of






















λm2 , m ∈ N0,
when 1− 4R 6= 0, and





, m ∈ N0,





, m ∈ N0,






(r0 − λ2)λm+11 + (λ1 − r0)λ
m+1
2
(r0 − λ2)λm1 + (λ1 − r0)λm2
, m ∈ N0,
(24) sm =
(s0 − λ2)λm+11 + (λ1 − s0)λ
m+1
2
(s0 − λ2)λm1 + (λ1 − s0)λm2
, m ∈ N0,
when R 6= 14 , and
(25) rm =
1 + (2r0 − 1) (m+ 1)
2 + (4r0 − 2)m
, m ∈ N0,
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(26) sm =
1 + (2s0 − 1) (m+ 1)
2 + (4s0 − 2)m
, m ∈ N0,
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when R = 14 , where A = aα + bγ + cβ + dδ, B1 = cα + dγ, C1 = cβ + dδ,































2m−2 , m ∈ N0,
from which it follows that





















where m ∈ N and i ∈ {−1, 0}. Using (31)-(34) into (37) and (38), the formulas
of solutions of system (4) are obtained.
2.2. Special cases
In this part, we give the formulas of the solution of the system (4) in some
special cases concerning the parameters a, b, c, d, α, β, γ, δ. We have the follow-
ing results:
• If (aα+ bγ) (cβ + dδ)−(aβ + bδ) (cα+ dγ) = 0 and (aα+ cβ) (bγ + dδ)
− (bα+ dβ) (aγ + cδ) = 0, from (10), (37) and (38), we can write the



























where aγ + cδ 6= 0, cα+ dγ 6= 0, m ∈ N and i ∈ {−1, 0}.
• If aα + bγ + cβ + dδ = 0, aα + cβ + bγ + dδ = 0, ui 6= − cβ+dδcα+dγ and
vi 6= − bγ+dδaγ+cδ for i ∈ {−1, 0}, then the solutions (un)n≥−1 and (vn)n≥−1
are periodic with period four.
• If c = γ = 0 and dδ 6= 0, then the equations in (10) reduce to second













, n ∈ N.
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m ∈ N and i ∈ {−1, 0}, if aαdδ 6= 1, and
(41)








m ∈ N and i ∈ {−1, 0}, if aαdδ = 1. Using formulas (40) and (41), for

























































































































m ∈ N and i ∈ {−1, 0}, if aαdδ = 1.
3. Forbidden set
In this section, we determine the forbidden set of the initial values for the
system (4) via the following theorem.
Theorem 3.1. The forbidden set of the initial values for the system (4) is
given by the set
F =
{
(x−2, x−1, y−2, y−1) ∈ R4 : x−1y−1 = 0 or
x−1
yp−1−2

























= (g ◦ f)−n
(





(f ◦ g)−n (t) = −A
B̃1
(




Aλ1 + B̃1t+ C̃1
)
λn+12(










(g ◦ f)−n (t) = −A
B̃2
(
















when R 6= 14 , and





























when R = 14 , where A = aα + bγ + cβ + dδ, B̃1 = aγ + cδ, C̃1 = − (aα+ cβ),
B̃2 = cα+ dγ, C̃2 = − (aα+ bγ).
Proof. First, from Lemma 2.1, we conclude that if x−1y−1 = 0, then the value
of xnyn is undefinable for n ≥ 1. Second, if xnyn 6= 0 for n ≥ −2, then note
that the system (4) is undefined, if one of the following conditions
(43) cyn−1 + dx
p−1
n−2 = 0, γxn−1 + δy
p−1
n−2 = 0, n ∈ N0
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is satisfied. By taking into account the change of variables (8), we can write
the corresponding conditions
(44) un−1 = −
δ
γ
, vn−1 = −
d
c
, n ∈ N0.
Therefore, we can determine the forbidden set of the initial values for the
system (4) by using Eq. (9). We know that the statements
(45) u2n−1 = (f ◦ g)n (u−1) ,
(46) u2n = (f ◦ g)n ◦ f (u−1) ,
(47) v2n−1 = (g ◦ f)n (v−1) ,









characterize the solutions of Eq. (9). By using the conditions (44) and the
statements (45)-(48), we have










































= (g ◦ f)−n
(




where cγ 6= 0 and a + d 6= 0 6= α + δ. Also, let us indicate that the backward
solutions of Eq. (9) are the forward solutions of the system




, n ∈ N0,







, n ∈ N.
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Aλ1 + B̃2t̃i + C̃2
)
λm+12(










































when R = 14 , for i ∈ {−1, 0}, where A = aα + bγ + cβ + dδ, B̃1 = aγ + cδ,
C̃1 = − (aα+ cβ), B̃2 = cα + dγ, C̃2 = − (aα+ bγ). By applying (49)-(52)
and the change of variables (8) to (55)-(58), we obtain the result in (42). 
4. Long-term behavior of solutions in the case p = 2
In this section, we determine the asymptotic behavior of the solutions of the







, n ∈ N0.
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when R = 14 , where A = aα + bγ + cβ + dδ, B1 = cα + dγ, C1 = cβ + dδ,
B2 = aγ + cδ, C2 = bγ + dδ for i ∈ {−1, 0} and m ∈ N0.
Theorem 4.1. Assume that {(xn, yn)}n≥−2 is a well-defined solution of the














for i ∈ {−1, 0} and j ∈ {1, 2}. Then the following
statements are true.
(a) If |λ1| > |λ2| and |M1L1| < 1, then xn → 0 and yn → 0 as n→∞.
(b) If |λ1| > |λ2| and |M1L1| > 1, then |xn| → ∞ and |yn| → ∞ as
n→∞.
(c) If |λ1| > |λ2| and M1L1 = 1, then (xn)n≥−2 and (yn)n≥−2 are conver-
gent.
(d) If |λ1| > |λ2| and M1L1 = −1, then (x2n+i)n≥−1 and (y2n+i)n≥−1, for
i ∈ {−1, 0}, are convergent.
(e) If |λ2| > |λ1| and |M2L2| < 1, then xn → 0 and yn → 0 as n→∞.
(f) If |λ2| > |λ1| and |M2L2| > 1, then |xn| → ∞ and |yn| → ∞ as
n→∞.
(g) If |λ2| > |λ1| and M2L2 = 1, then (xn)n≥−2 and (yn)n≥−2 are conver-
gent.
(h) If |λ2| > |λ1| and M2L2 = −1, then (x2n+i)n≥−1 and (y2n+i)n≥−1, for






































































































































for m1 ∈ N0 and i ∈ {−1, 0}. Then if |λ1| > |λ2|, we get that for each













From (60), (61) and (66), the results follow from the assumptions in (a) and









































































































































+ C1 − λ2A
)


















































































































































+ C2 − λ2A
)











From (60), (61), (67) and (68), the results in (c) and (d) can be seen easily.
The proofs of the statements (e)-(h) are similar with those of (a)-(d) and thus
they are omitted. 
Theorem 4.2. Assume that {(xn, yn)}n≥−2 is a well-defined solution of the
system (4), R = (bc−ad)(βγ−αδ)
(aα+bγ+cβ+dδ)2
= 14 , x−2−i, y−2−i 6= 0 for i ∈ {−1, 0}, A =
aα+bγ+cβ+dδ, B1 = cα+dγ, C1 = cβ+dδ, B2 = aγ+cδ and C2 = bγ+dδ.
Then the following statements are true.
(a) If | (A−2C1)(A−2C2)4B1B2 | < 1, then xn → 0 and yn → 0 as n→∞.
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(b) If | (A−2C1)(A−2C2)4B1B2 | > 1, then |xn| → ∞ and |yn| → ∞ as n→∞.
(c) If | (A−2C1)(A−2C2)4B1B2 | = 1 and
(A−2C1)(A−2C2)
2A(A−C1−C2) > 0, then |xn| → ∞ and
|yn| → ∞ as n→∞.
(d) If | (A−2C1)(A−2C2)4B1B2 | = 1 and
(A−2C1)(A−2C2)
2A(A−C1−C2) < 0, then xn → 0 and
yn → 0 as n→∞.
Proof. If R = (bc−ad)(βγ−αδ)
(aα+bγ+cβ+dδ)2




























































































for every m ∈ N0 and i ∈ {−1, 0}. If at least one of coefficients of m1 is different
















i ∈ {−1, 0}, directly we get equivalent in (71). From (64), (65) and (71), the
results follow from the assumptions in (a) and (b). Now we consider the other
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=



























From (69), (70) and (72) by using the fact that Σm1j1=1 (1/j1)→∞ as m1 →∞,
then the statements are easily obtained. 
5. Conclusion
We mainly conclude from this study that the system (4) can be solved in
closed form by means of Eq. (1) of Riccati type. Also, we investigated some
special cases of the system (4) corresponding to necessary restrictions of the
change of variables used in solving of Eq. (1). Moreover, we studied existence
and long-term behavior in the case p = 2 of the solutions. Since the present
system is a two dimensional natural extension to Eq. (2), we extended the
results in [15].
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[22] S. Stević, M. A. Alghamdi, N. Shahzad, and D. A. Maturi, On a class of solvable
difference equations, Abstr. Appl. Anal. 2013 (2013), Art. ID 157943, 7 pp. https:
//doi.org/10.1155/2013/157943
[23] D. T. Tollu, Y. Yazlik, and N. Taskara, On the solutions of two special types of Riccati
difference equation via Fibonacci numbers, Adv. Difference Equ. 2013 (2013), 174, 7
pp. https://doi.org/10.1186/1687-1847-2013-174
[24] , On fourteen solvable systems of difference equations, Appl. Math. Comput. 233
(2014), 310–319. https://doi.org/10.1016/j.amc.2014.02.001
[25] , On a solvable nonlinear difference equation of higher order, Turkish J. Math.
42 (2018), no. 4, 1765–1778. https://doi.org/10.3906/mat-1705-33
[26] Q. Wang and Q. Zhang, Dynamics of a higher-order rational difference equation, J.
Appl. Anal. Comput. 7 (2017), no. 2, 770–787. http://doi.org/10.11948/2017048
[27] Y. Yazlık, On the solutions and behavior of rational difference equations, J. Comput.
Anal. Appl. 17 (2014), no. 3, 584–594.
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