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Abstract
This is the first one of a series of papers about zeta regularization of the
divergences appearing in the vacuum expectation value (VEV) of several local
and global observables in quantum field theory. More precisely we consider a
quantized, neutral scalar field on a domain in any spatial dimension, with ar-
bitrary boundary conditions and, possibly, in presence of an external classical
potential. We analyze, in particular, the VEV of the stress-energy tensor, the
corresponding boundary forces and the total energy, thus taking into account
both local and global aspects of the Casimir effect. In comparison with the
wide existing literature on these subjects, we try to develop a more system-
atic approach, allowing to treat specific configurations by mere application of
a general machinery. The present Part I is mainly devoted to setting up this
general framework; at the end of the paper, this is exemplified in a very sim-
ple case. In Parts II, III and IV we will consider more engaging applications,
indicated in the Introduction of the present work.
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1 Introduction
As well known, zeta regularization treats divergent quantities in quantum field the-
ory introducing a complex parameter, with the role of a regulator, and defining the
renormalized observables in terms of analytic continuation with respect to the regu-
lator. This construction was first proposed by Dowker and Critchley [30], Hawking
[58] and Wald [101] to renormalize local observables, such as the vacuum expectation
value (VEV) of the stress-energy tensor; the ultimate purpose was the semiclassical
treatment of quantum effects in general relativity (e.g., using the stress-energy VEV
as a source in Einstein’s equations). After the previously cited pioneers, a number
of authors championed the zeta approach to treat local observables; let us mention,
in particular, Cognola, Zerbini, Elizalde [25, 26], and Moretti [17, 60, 75, 76, 77, 78]
who worked in curved spacetimes, and Actor, Svaiter et al. [2, 3, 4, 86, 87] who
worked on spatial domains with boundaries in flat spacetime.
The zeta strategy can be as well applied to global observables, such as the VEV of
the total energy; in this version, it has in fact become more popular than its local
counterpart. The literature on global zeta regularization is enormous; here we only
cite the classical papers [88, 89] by Zimerman et al., [13] by Blau, Visser, and Wipf
and the monographies of Elizalde et al. [17, 33, 34], of Bordag et al. [14, 15] and of
Kirsten [62] (see also [21, 44, 45, 57, 66, 63]).
Both in the local and in the global version, zeta methods provide a very natural
approach to study the effects of quantum vacuum; in comparison with the orig-
inal derivation of these effects by Casimir [20], and with other methods such as
point-splitting [12, 16, 72] (in particular, see [55, 76] for a comparison between
point-splitting and the zeta regularization approach) and the algebraic, microlocal
approach (see [8, 27, 46, 81, 83] and citations therein), the zeta strategy is compet-
itive and, perhaps, more elegant.
The present series of papers (formed by this work and by the subsequent Parts
II,III,IV [38, 39, 40]) considers both the local and the global zeta approach, devel-
oping the viewpoint proposed in a special case by our previous work [36]. We are
mainly interested in the theory of a quantized neutral scalar field on flat Minkowski
spacetime, of arbitrary dimension d+1. The field is confined within a d-dimensional
spatial domain Ω and arbitrary boundary conditions are prescribed for it on the
boundary ∂Ω; besides, we also admit the presence of a classical external potential,
which could be meant to describe, in some sense, an effective theory of interacting
fields. (We will only occasionally mention the possibility of replacing the flat domain
Ω with a Riemannian manifold, or an open subset of it with prescribed boundary
conditions; this amounts to replace Minkowski spacetime with a non-flat ultrastatic
spacetime [17].)
Our attention is mainly focused on the VEV of the stress-energy tensor, of which
we consider both the conformal and the non-conformal parts; however, we also
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determine the total energy and boundary forces.
Most of the works on local zeta regularization cited above consider Euclidean quan-
tum fields; this makes a difference with respect to our formalism, based on canonical
quantization in a genuinely Lorentzian framework. Moreover, each one of the pre-
viously mentioned works [2, 3, 4, 36, 86, 87] about local zeta regularization for
flat domains deals with a specific spatial configuration (e.g. a strip between paral-
lel planes, configurations with perpendicular planes, a rectangular wave guide or a
rectangular box). In the present series of papers we are trying to develop a more
systematic approach to the zeta strategy, to be applied nearly automatically in each
specific case.
In order to set up the general formalism we use with more generality the following
fact, emerging from the previous literature: the analytic continuations involved
in the zeta approach are closely related to certain integral kernels determined by
the basic elliptic operator A which governs the spatial part of the field equation;
among these kernels one could mention, in particular, the Dirichlet and heat kernels
corresponding, respectively, to complex powers of A and to the exponential e−tA.
Our papers I-IV emphasize as far as possible the basic role of these and other kernels
in view of zeta regularization. Our aim is to write down few very general rules to
construct the required analytic continuation via integral kernels; these prescriptions
can be applied in an almost mechanical way to treat specific configurations, as shown
by several applications.
The present Part I is mainly devoted to the general formulation, and in particular
to the set of rules mentioned before; at the end of this paper we discuss, as a first
application, the very simple case of a massless field on a segment (i.e., in spatial
dimension d = 1) for several types of boundary conditions. In the subsequent
Part II [38] we will show how our general schemes work in a number of explicitly
solvable cases (the field between parallel or perpendicular planes, or inside a wedge,
with arbitrary boundary conditions and arbitrary choices of the spatial dimension
and of the conformal parameter). In Parts III [39] and IV [40] we will consider
two cases in which the implementation of our general rules requires a mixture of
analytic and numerical calculations; more precisely, Part III will discuss a field in
precence of a background harmonic potential and Part IV a field confined within
a rectangular box. In all these cases we will illustrate connections with the past
literature including, when they exist, previous computations based on alternative
approaches such as point-splitting.
Let us describe in more detail the contents of the present Part I. In Section 2
and in the related Appendix A, we introduce the general framework for a neutral
scalar field on a d-dimensional spatial domain Ω, including a brief discussion on
the stress-energy tensor with its conformal and non-conformal parts. This is an
occasion to fix the attention on the basic elliptic operator A := −∆ + V (x) on
Ω, where ∆ is the Laplacian and V (x) the external potential. Always in Section
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2, we introduce zeta regularization in the formulation already used in our previous
work [36]; the basic idea is to replace the quantized field φ̂ with its regularized
version φ̂u := (A/κ2)−u/4φ̂, where u ∈ C is the regulator and κ > 0 is a mass
parameter. Formally, φ̂u becomes φ̂ for u = 0; the zeta approach implements this
idea in terms of analytic continuation. This means the following: for any local or
global observable (say, the VEV of either the stress-energy tensor or of the total
energy), after introducing a regularized version of the observable based on φ̂u, we
define the renormalized value as the analytic continuation at u = 0. We distinguish
between two versions of this prescription: the restricted zeta approach, in which
the observable is analytic at u = 0, and the extended approach, where a singularity
appears at u = 0 and is eliminated removing the negative powers of u in the Laurent
expansion.
In Section 3 (and in the related Appendices C, D and E) we present a number of
integral kernels associated to the operator A := −∆ + V (x). The Dirichlet kernel
Ds(x,y) := 〈δx|A−sδy〉 (s in a complex domain, x,y ∈ Ω) is closely related to the
stress-energy VEV. More precisely, the regularized stress-energy VEV, built from
φ̂u, is determined by the Dirichlet kernel Ds(x,y) (and by its spatial derivatives)
at y = x, s = (u ± 1)/2; so, the renormalized version of this VEV is determined
by the analytic continuation of Ds near s = ±1/2. As shown in the cited section,
the continuation of the Dirichlet kernel can be determined algorithmically relating
it to the heat kernel K(t ;x,y) := 〈δx|e−tAδy〉 or to other kernels (among them the
so-called cylinder kernel T (t ;x,y) := 〈δx|e−t
√
Aδy〉, considered by Fulling [35, 47]).
This precedure ultimately gives the set of mechanical rules for zeta regularization
mentioned previously in this Introduction.
In Section 4 and in Appendix F we relate to the previous framework the total energy,
the pressure and the total forces on the boundary. We also take the occasion to prove
(at the regularized level) the equivalence between two alternative definitions of the
pressure, often assumed without proof in the literature: pressure as the action of the
stress-energy VEV on the normal to the boundary, and pressure as the functional
derivative of the bulk energy with respect to deformations of the spatial domain Ω.
In Section 5 and in Appendix G we consider some variations of the general frame-
work of Sections 2 and 3 concerning the following situations: i) the case where 0
is either an isolated or non-isolated point of the spectrum of the fundamental op-
erator A := −∆ + V (x); ii) the case where the flat spatial domain Ω is described
via curvilinear coordinates or, more generally, the case where Ω is a (possibly non-
flat) Riemannian manifold equipped with arbitrary coordinates (or an open subset
of it, with prescribed boundary conditions). This suggests the possibility to apply
our formalism to the case of a non-flat ultrastatic spacetime where the line element
reads ds2 = −dt2 + dℓ2, with dℓ2 the Riemannian line element of Ω.
The final Section 6 presents a first application of our formalism; this concerns the
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case in which d = 1 and Ω is the interval (0, a), with suitable boundary condi-
tions. This configuration is very simple: we take it in consideration just to show in
action our mechanical procedures for analytic continuation. Comparison with the
existing literature on this simple case is performed. As already mentioned, more
sophisticated applications of our approach will appear in Parts II-IV.
2 Zeta regularization for a scalar field
2.1 General setting. In this section we summarize the zeta regularization method
for the propagator and the vacuum expectation value (VEV) of the stress-energy
tensor of a quantized scalar field, in the formulation presented in [36] (see also [37]).
Here the scheme of [36] is slighlty generalized, admitting the presence of a classical
background potential V and arbitrary spacetime dimensions.
Throughout the paper we use natural units, so that
c = 1 , ~ = 1 . (2.1)
We work in (d + 1)-dimensional Minkowski spacetime; this is identified with Rd+1
using a set of inertial coordinates
x = (xµ)µ=0,1,...,d ≡ (x0,x) ≡ (t,x) , (2.2)
in which the Minkowski metric has coefficients (ηµν) = diag(−1, 1, ... , 1). Let us
fix a spatial domain Ω ⊂ Rd where we consider a quantized neutral, scalar field φ̂
in presence of a classical background static potential V ; so, we have V : Ω → R,
x 7→ V (x) and
φ̂ : R× Ω→ Lsa(F) ; 0 = (−∂tt +∆− V (x))φ̂(x, t) , (2.3)
(analogous settings are considered, e.g., in [14, 15, 17, 46]) (2). Here we are referring
to the space L(F) of linear operators on the Fock space F, and to the subset Lsa(F)
of selfadjoint operators; ∆ :=
∑d
i=1 ∂ii is the d-dimensional Laplacian. We assume
V to be smooth, and prescribe appropriate boundary conditions (e.g., the Dirichlet
conditions φ̂(t,x) = 0 for x ∈ ∂Ω). From here to the end of the paper we put
A := −∆+ V , (2.4)
intending that the boundary conditions are accounted for in the above definition;
we assume this framework to grant that A is a selfadjoiont operator in the Hilbert
2 Of course the notation φ̂ : R×Ω→ Lsa(F), (x, t) 7→ φ̂(x, t) is used here in connection with a
generalized operator valued function; in fact, as well known, φ̂ is an operator valued distribution.
In the papers of this series we use the classical functional notations even for generalized functions.
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space L2(Ω), with the inner product
〈f |g〉 :=
∫
Ω
dx f(x) g(x) (2.5)
(dx denoting the standard Lebesgue measure on Ω) (3). Moreover, we assume A
to be strictly positive, by which we mean that the spectrum σ(A) is contained in
[ε2,+∞) for some ε > 0 . Let us mention that A may have continuous spectrum,
a fact typically occurring when Ω is unbounded; therefore, when we speak of the
eigenvectors of A we always intend them in a generalized sense, including improper
eigenfunctions.
Let us consider a complete orthonormal set (Fk)k∈K of (generalized) eigenfunctions
of A (4), indexed by an unspecified set of labels K, and let us write the corresponding
eigenvalues in the form (ω2k)k∈K (ωk > ε for all k ∈ K). Thus
Fk : Ω→ C; AFk = ω2kFk ;
〈Fk|Fh〉 = δ(k, h) for all k, h ∈ K .
(2.6)
Any eigenfunction label k ∈ K can include different parameters, both discrete and
continuous. Besides, we generically write
∫
K dk to indicate summation over all labels
(i.e., literal summation over discrete parameters and integration over continuous
parameters, with respect to a suitable measure); δ(h, k) = δ(k, h) is the Dirac delta
function for the label space K (this reduces to the Kro¨necker symbol in the case of
discrete parameters). Note that the condition ωk > ε > 0 excludes the presence of
infrared divergences from all the sums over k appearing in the sequel.
The functions
fk : R× Ω→ C , x = (t,x) 7→ fk(x) := e−iωktFk(x) (2.7)
fulfill (−∂tt−A)fk = 0 ; they allow us to infer for the quantized field a normal modes
expansion of the form
φ̂(x) =
∫
K
dk√
2ωk
[
âk fk(x) + â
†
k fk(x)
]
(2.8)
3In passing, we recall that the Hilbert space F can be realized as the direct sum of all sym-
metrized tensor powers of L2(Ω).
4For a fully rigorous discussion of generalized eigenfunctions, see Chapter IV of [52]. In the
sequel, following the usual terminology, when speaking of functions (or distributions) on Ω we
use the adjectives “proper” or “improper”, to distinguish between objects which actually belong
to L2(Ω) or not. In this spirit we speak of proper or improper eigenfunctions, and use the same
terminology for the corresponding eigenvalues. In the sequel, the adjective “generalized” in relation
to eigenfunctions is sometimes omitted.
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(with † indicating the adjoint operator, and the complex conjugate). In the above
we are considering the destruction and creation operators âk, â
†
k ∈ L(F), which fulfill
the canonical commutation relations
[âk, âh] = 0 , [âk, â
†
h] = δ(h, k) , âk|0〉 = 0 , (2.9)
where |0〉 ∈ F is the vacuum state (of unit norm). A relevant character for the sequel
of our analysis will be the propagator, i.e., the vacuum expectation value (VEV)
〈0|φ̂(x)φ̂(y)|0〉 (x, y ∈ R× Ω) . (2.10)
Let us pass to the stress-energy tensor operator; this depends on a parameter ξ ∈ R,
and its components T̂µν : R× Ω→ Lsa(F), for µ, ν ∈ {0, 1, ..., d}, are given by
T̂µν := (1− 2ξ) ∂µφ̂ ◦ ∂νφ̂−
(
1
2
− 2ξ
)
ηµν(∂
λφ̂ ∂λφ̂+ V φ̂
2)− 2ξ φ̂ ◦ ∂µν φ̂ (2.11)
where we use the symmetrized operator product Â ◦ B̂ := (1/2)(ÂB̂ + B̂Â) and all
the bilinear terms in the field are evaluated on the diagonal (e.g., ∂µφ̂◦∂νφ̂ indicates
the map x 7→ ∂µφ̂(x) ◦ ∂νφ̂(x)).
Eq. (2.11) provides a natural quantization of what is often called the “improved”
stress-energy tensor; this is a well-known modification of the canonical stress-energy
tensor with an additive term proportional to the parameter ξ, that does not alter
its divergence. For certain boundary conditions, e.g. of Dirichlet type, this addition
does not even alter the corresponding momentum vector. We refer to Appendix
A for further details on this topic. Here we only recall that the improved stress-
energy tensor was first proposed by Callan, Coleman and Jackiw [19] in order to
deal with some pathologies appearing in perturbation theory; later on, this tensor
was reinterpreted in terms of the Minkowskian limit for a scalar field coupled to
gravity via the curvature scalar [12, 17, 30, 79, 81].
Needless to say, the vacuum expectation value of the stress-energy tensor (2.11) is
the main character in the theory of the Casimir effect. It is evident from Eq. (2.11)
that 〈0|T̂µν(x)|0〉 can be expressed formally in terms of the propagator (2.10) (and of
its derivatives) evaluated on the diagonal y = x. On the other hand, the propagator
is known to be plagued with ultraviolet divergences along the diagonal, so that
〈0|T̂µν(x)|0〉 is a merely formal expression for a divergent quantity; our purpose is
to redefine the propagator and the stress-energy VEV via a suitable regularization,
ultimately yielding finite values for these quantities.
2.2 Zeta regularization. Let κ > 0 denote a parameter, to which we attribute
the dimension of a mass (or of an inverse length, since ~ = 1). κ will be called
the mass scale; it is introduced for dimensional reasons and plays the role of a
normalization scale. See [13, 17, 33, 60, 75] for further comments regarding this
parameter and its presence or absence in the renormalized observables of the field.
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We will check that the final, renormalized results depend on κ only when singularities
appear in the analytic continuations involved in the following construction.
The zeta strategy, in the version proposed in [36] to give meaning to the VEV of
T̂µν , relies on the powers
(κ−2A)−u/4 = κu/2A−u/4 (2.12)
where A is the operator (2.4) and u ∈ C ; these are employed to define the smeared,
or zeta-regularized, field operator
φ̂u := (κ−2A)−u/4 φ̂ , (2.13)
depending on the complex parameter u and coinciding with the usual field operator
φ̂ for u = 0. If (Fk)k∈K is a complete orthonormal set of eigenfunctions of A with
eigenvalues (ω2k)k∈K, we have (κ
−2A)−u/4Fk = κu/2ω−u/2k Fk, for any k ∈ K; so,
the functions fk(t,x) = e
−iωktFk(x) fulfill (κ−2A)−u/4fk = κu/2ω−u/2k fk, and the
expansion (2.8) for φ̂ becomes, after application of (κ−2A)−u/4,
φ̂u(x) = κu/2
∫
K
dk√
2ω
1/2+u/2
k
[
âk fk(x) + â
†
k fk(x)
]
. (2.14)
Note that, in the limit ωk → +∞, the term 1/ω1/2+u/2k in the above integral vanishes
rapidly if ℜu is large; this is a manifestation of the regularizing effect of the operator
(κ−2A)−u/4 for large ℜu, a fact we will describe much more precisely in the sequel.
Using φ̂u, we can define a regularized propagator
〈0|φ̂u(x)φ̂u(y)|0〉 (x, y ∈ R× Ω) (2.15)
and a zeta regularized stress-energy tensor
T̂ uµν := (1−2ξ)∂µφ̂u◦∂ν φ̂u−
(
1
2
−2ξ
)
ηµν
(
∂λφ̂u∂λφ̂
u+V (φ̂u)2
)
−2ξ φ̂u◦∂µν φ̂u , (2.16)
where, as in Eq. (2.11), all the bilinear terms in the field are evaluated on the
diagonal.
We are interested in the VEV of this regularized stress-energy tensor, which formally
gives 〈0|T̂µν(x)|0〉 in the limit u → 0 . Of course, we can relate the VEV of T̂ uµν(x)
to the regularized propagator (2.15) in the following way:
〈0|T̂ uµν(x)|0〉 =
=
(
1
2
−ξ
)
(∂xµyν+ ∂xνyµ)−
(
1
2
−2ξ
)
ηµν
(
∂x
λ
∂yλ+V (x)
)
− ξ(∂xµxν+ ∂yµyν)
∣∣∣∣
y=x
·
· 〈0|φ̂u(x)φ̂u(y)|0〉 . (2.17)
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We will return later on this equation and on its use for the actual computation of
the above VEV.
Typically, the regularized propagator and the VEV of T̂ uµν(x) are analytic functions
of u, for ℜu sufficiently large; the same can be said of many related observables
(including global object, such as the total energy, which is related to the space
integral of the (0, 0) component of the stress-energy tensor). Let us consider any
one of these (local or global) observables, and denote with F(u) its zeta-regularized
version, based on Eq. (2.13) (see, e.g., Eq. (2.15) or Eq. (2.16)); we assume that
the function u 7→ F(u) is well defined and analytic for u in a suitable domain U0
of the complex plane. The zeta approach to renormalization can be formulated in
either a “restricted” or an “extended” version, both described hereafter.
i) Zeta approach, restricted version. Assume that the function U0 → C, u 7→ F(u)
can be analytically continued to a larger open subset U of C such that 0 ∈ U ; let us
use the notation u 7→ F(u) even for this extension (5). In this case, making reference
to the analytic continuation, we define the renormalized value of the observable
under consideration as
Fren := F(0) . (2.18)
ii) Zeta approach, extended version. Assume that there is an open subset U of C,
larger than U0, such that 0 ∈ U and the function u ∈ U0 7→ F(u) has an analytic
continuation to U \{0}, still indicated with F . In this case, since there is an isolated
singularity at u = 0, in a neighborhood of this point we have the Laurent expansion
F(u) =∑+∞k=−∞Fkuk . Let us consider the regular part
(RP F)(u) :=
+∞∑
k=0
Fkuk ; (2.19)
we define the renormalized value of the given observable as
Fren := (RP F)(0) (2.20)
(i.e., Fren = F0). In most applications F is meromorphic close to u = 0, which
means that it has a pole at this point; in this case the previous Laurent expansion
has the form F(u) =∑+∞k=−N Fkuk, where N ∈ {1, 2, 3, ...} is the order of the pole.
Let us stress that the prescription (2.20) is a quite straightforward generalization of
the approach considered in [13, 33], where F was assumed to posses a simple pole
in u = 0 (i.e., it was assumed that N = 1).
5In the style of our previous work [36] we should write F : U0 → C for the initially given
function and AC F : U → C for its analytic continuation; here, we choose to simplify the notation,
writing F for both functions. Note that the analogue of Eq. (2.18) in the style of [36] would be
Fren := (AC F)(0).
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Of course, the restricted zeta approach of item (i) is equivalent to a special case of
the extended approach, in which F(u) has a removable singularity at u = 0 and the
Laurent expansion at this point is the usual power series expansion.
A large part of our subsequent work will be devoted to the application of the pre-
vious scheme to the VEV of the stress-energy tensor. In general, we define the
renormalized version of the latter as
〈0|T̂µν(x)|0〉ren := RP
∣∣∣
u=0
〈0|T̂ uµν(x)|0〉 ; (2.21)
when no singularity appears at u = 0, according to the restricted approach (i) the
above definition reduces to
〈0|T̂µν(x)|0〉ren := 〈0|T̂ uµν(x)|0〉
∣∣∣
u=0
. (2.22)
In [36], we only considered the prescription (2.22) in the special case of a Dirichlet
field (with V = 0) between two parallel planes, i.e., in the configuration correspond-
ing to the standard theory of the Casimir effect. In that case the approach (2.22)
was implemented via a direct computation of the analytic continuation appearing
therein; as already stressed, here we aim to much more generality.
2.3 A remark. In the sequel, while performing zeta regularization and the con-
sequent renormalization, it is sometimes natural to consider, in place of u, some
complex parameter s related to u by a simple transformation. In view of such sit-
uations, it is convenient to generalize some notations of the previous subsection in
the following way:
i) Consider an analytic function S0 → C, s 7→ F(s), where S0 is an open subset of
C; if this admits an analytic continuation to a larger open subset S, the latter will
be still denoted with s 7→ F(s).
ii) Suppose the analytic function S0 → C, s 7→ F(s) has an analytic extension to
S \ {s0}, where S is an open subset of C and s0 ∈ S . Then, the Laurent expansion
F(s) = ∑+∞k=−∞Fk(s−s0)k will be used to define the regular part (near s0) of this
analytic continuation as (RP F)(s) := ∑+∞k=0Fk(s− s0)k ; of course, this implies
(RP F)(s0) = F0 .
2.4 Staticity features of the VEV of T̂µν . Let us return to the regularized
stress-energy tensor; for x = (t,x) ∈ R× Ω, we claim that
〈0|T̂ uµν(x)|0〉 is independent of t ,
〈0|T̂ u0i(x)|0〉 = 〈0|T̂ ui0(x)|0〉 = 0 for i ∈ {1, ..., d} .
(2.23)
These statements are not surprising, due to the staticity of the general framework
considered in the present paper; a formal proof will be given in subsection 3.8 (see
Eq.s (3.31-3.33) and the considerations which follow them). Of course the features
of Eq. (2.23) are preserved by analytic continuation, so that an analogue of this
equation holds for the renormalized VEV 〈0|T̂µν(x)|0〉ren as well.
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2.5 Conformal and non-conformal parts of the stress-energy tensor. In
the literature (see, e.g., [12, 17, 102]) it is customary to write the stress-energy
tensor (here to be intended as one of the operators T̂µν , T̂
u
µν , or either one of the
VEVs 〈0|T̂ uµν |0〉, 〈0|T̂µν |0〉ren) as the sum of a conformal and a non-conformal part.
In order to define these quantities, let us consider for ξ the critical value
ξd :=
d−1
4d
; (2.24)
it is known that, when coupling of the scalar field to gravity is taken into account,
the theory is invariant (for V = 0) under conformal transformations of the spacetime
line element if ξ has the above critical value (see, e.g., [102], p.447). In the sequel
we adopt the notations
♦ ≡ conformal ,  ≡ non-conformal (2.25)
and we define, for example, the conformal and non-conformal parts of the renormal-
ized stress-energy VEV 〈0|T̂µν |0〉ren in the following way:
〈0|T̂ (♦)µν |0〉ren := 〈0|T̂µν |0〉ren
∣∣∣
ξ=ξd
, (2.26)
〈0|T̂ ()µν |0〉ren :=
1
ξ−ξd
(
〈0|T̂µν |0〉ren − 〈0|T̂ (♦)µν |0〉ren
)
. (2.27)
Of course, this implies
〈0|T̂µν |0〉ren = 〈0|T̂ (♦)µν |0〉ren + (ξ−ξd) 〈0|T̂ ()µν |0〉ren . (2.28)
In the applications to be considered in Section 6 and in the subsequent Parts II,III
and IV, when presenting our final results for the renormalized stress-energy VEV,
we will either write them in the form (2.28) or give separately the conformal and
non-conformal parts (2.26) (2.27).
2.6 Total energy and pressure on the boundary. The total energy is, by
definition, the integral of 〈0|T̂00(x)|0〉 over the spatial domain Ω . We defer the
discussion of this topic to Section 4; therein we will describe the representation of
the total energy as the sum of a bulk term and a boundary term, in the framework
of zeta regularization.
In the same section we will use zeta regularization to treat the pressure on the
boundary ∂Ω of the spatial domain; this quantity can be defined in terms of the
VEV of the spatial components T̂ij . There is an alternative characterization of
the pressure in terms of the variation of the bulk energy (see Eq. (4.6) for the
definition) with respect to deformations of the spatial domain Ω ; the equivalence
of this definition with the previous one has often been assumed uncritically in the
literature, so we think it can be useful to produce a formal proof (see Section 4).
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3 Expressions of the zeta regularized stress-energy
VEV in terms of integral kernels
In this section Ω always denotes a spatial domain in Rd, and we often consider the
Hilbert space L2(Ω) of the square integrable complex-valued functions on Ω.
3.2 Basics on integral kernels. Let us consider a linear operator B acting on
L2(Ω). The integral kernel of B is the (generalized) function
B( , ) : Ω× Ω→ C , (x,y) 7→ B(x,y) := 〈δx|B δy〉 (3.1)
where δx and δy are the Dirac delta functions centered at x and y, respectively,
here viewed as improper vectors of the Hilbert space L2(Ω) (6). Equivalently, the
integral kernel of the operator B can be defined as the unique (generalized) function
B( , ) : Ω× Ω→ C such that
(Bψ)(x) =
∫
Ω
dy B(x,y)ψ(y) , (3.2)
for all sufficiently regular ψ : Ω → C . If B possesses a complete orthonormal
set of (generalized) eigenfunctions (Fk)k∈K with corresponding eigenvalues βk ∈ C
6Let us repeat what we have declared in the footnote of page 6: in these papers we use functional
notations even for objects which are not ordinary functions. Making reference to the theory of
Schwartz distributions, we can understand the statement “B( , ) : Ω×Ω→ C” as a way to indicate
that we are considering a (complex) distribution on Ω×Ω; let us describe how to intend Eq. (3.1)
from this viewpoint. We refer to the space of test functions D(Ω), formed by the C∞, compactly
supported functions ϕ : Ω→ C and equipped with its standard inductive limit topology; D(Ω×Ω)
has a similar meaning. We wish to define rigorously (x,y) 7→ 〈δx|B δy〉 as a distribution on Ω×Ω,
i.e., as a continuous linear form on D(Ω× Ω). To this purpose we consider ϕ, ψ ∈ D(Ω) and note
that the identities ϕ =
∫
Ω dxϕ(x)δx and ψ =
∫
Ω dxψ(x)δx give formally∫
Ω×Ω
dxdy ϕ(x)〈δx|Bδy〉ψ(y) = 〈ϕ|Bψ〉 .
On the other hand, if the domain of the operator B contains D(Ω) and the sesquilinear map
D(Ω) × D(Ω) → C, (ψ, ϕ) 7→ 〈ϕ|Bψ〉 is continuous, using the nuclear theorem of Schwartz (see
[92], Thm. II) one proves rigorously the existence of a unique distribution on Ω×Ω, denoted with
(x,y) 7→ 〈δx|B δy〉, such that the above relation holds for all ϕ, ψ ∈ D(Ω), intending the integral
in the left hand side as the action of this distribution on the test function (x,y) 7→ ϕ(x)ψ(y).
One can use similar considerations to give a distributional meaning to Eq. (3.2) (see again [92]).
Throughout the papers of this series, whenever we speak of the integral kernel of an operator
B we implicitly assume B to possess the regularity features mentioned before, so that 〈δx|Bδy〉
makes sense at least as a distribution. In some cases described explicitly in the sequel, stronger
assumptions on B ensure that 〈δx|Bδy〉 can be understood as an ordinary function, continuous with
its derivatives up to a certain order; this is the situation outlined in Appendix B, often mentioned
in the sequel in relation to several kernels of interest for us.
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(BFk = βkFk), then
B(x,y) =
∫
K
dk βk Fk(x)Fk(y) (3.3)
(since the function in the right-hand side fulfills equation (3.2) for all ψ). The
precise sense in which the eigenfunction expansion (3.3) converges depends on the
specific features of the operator B; we generally assume distributional convergence
(7), leaving to future subsections the consideration of special cases where convergence
can be intended in a stronger sense.
Incidentally, let us mention the relation existing between the kernel B( , ) and the
trace of B; the latter, if it exists, is the number TrB := ∫K dk 〈Fk|BFk〉 ∈ C, where
(Fk)k∈K is any complete orthonormal set of L2(Ω). The right-hand side does not
depend on the choice of (Fk)k∈K; in particular, if B has purely discrete spectrum,
(Fk)k∈K is a complete orthormal set of proper eigenfunctions labelled by a countable
set K and (βk)k∈K are the corresponding eigenvalues, we have TrB =
∑
k∈K βk, if
this series converges. Returning to definition (3.1) of the kernel B( , ), we see that
TrB =
∫
Ω
dx B(x,x) (3.4)
(since (δx)x∈Ω is a generalized complete orthonormal set) (8).
Let us move on and note that the boundary conditions possibly involved in the
definition of B have implications for the kernel B( , ) ; for example, if boundary
conditions of the Dirichlet type are involved, the eigenfunctions (Fk)k∈K in Eq. (3.3)
vanish on ∂Ω, thus yielding B(x,y) = 0 for x ∈ ∂Ω or y ∈ ∂Ω .
Let us also mention that from Eq. (3.1) one infers
B†(x,y) = B(y,x) , B(x,y) = B(x,y) (3.5)
where B† is the adjoint operator of B with respect to the inner product of L2(Ω)
while B is the complex conjugate operator, such that Bψ = B ψ for all ψ. These
facts imply
B(y,x) = B(x,y) if B† = B . (3.6)
3.3 The operator A. Most of the integral kernels considered in the sequel will
be related to a selfadjoint operator A acting in L2(Ω); for example, they will be the
kernels associated to some function of the operator A (say, a power As). To treat
these kernels, precise assumptions on A will be specified whenever necessary; in any
7Meaning that
∫
Ω×Ω dxdy B(x,y)ϕ(x,y) =
∫
K dk βk
∫
Ω×Ω dxdyFk(x)Fk(y)ϕ(x,y) for all test
functions ϕ on Ω× Ω.
8In the sequel, the adjective “generalized” in relation to complete orthonormal sets is sometimes
omitted.
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case, we will typically consider three situations of descreasing generality, described
by the forthcoming Eq.s (3.7)(3.8)(3.9).
In the first situation, we will simply assume that
A is a strictly positive, selfadjoint operator in L2(Ω) (3.7)
(let us recall that strict positivity means σ(A) ⊂ [ε2,+∞) for some ε > 0).
In the second situation, the assumptions are the following:
A = −∆+ V in Ω, with V a real C∞ potential on Ω and
boundary conditions such that A be selfadjoint and stricly positive. (3.8)
In the third situation, the assumptions are:
A = −∆+ V on a bounded domain Ω with ∂Ω of class C∞ and Dirichlet
boundary conditions,V a real C∞ potential on Ω and V (x)>0 for all x∈Ω . (3.9)
Here and in the sequel Ω = Ω ∪ ∂Ω is the closure of Ω. The assumptions (3.9)
grant selfadjointness and strict positivity of A; moreover, they imply that A has
a purely discrete spectrum and one can build a complete orthonormal system of
proper eigenfunctions Fk with eigenvalues ω
2
k labelled by K = {1, 2, 3, ....} in such a
way that 0 < ω1 6 ω2 6 ω3 6 ... (with the possibility that some of these inequalities
are equalities, to deal with the case of degenerate eigenvalues). It is well-known that
the eigenvalues, when ordered in this manner, fulfill the Weyl asymptotic relation
ωk ∼ C k1/d for k → +∞ , (3.10)
where C := 2
√
π Γ(d/2+1)1/dVol(Ω)−1/d (see [71], Thm.5, page 189 and [32], §
8.2, pages 99-101 for elementary derivations). Appendix B contains a number of
technical results concerning cases (3.7) (3.8) (3.9), that will be mentioned whenever
necessary in the sequel of this section.
These results often refer to the spaces Cj(Ω) and Cj(Ω × Ω) or (in the case (3.9))
Cj(Ω) and Cj(Ω× Ω), for j ∈ N or j =∞; these are formed by the complex func-
tions on Ω,Ω×Ω and so on, which are continuous along with their partial derivatives
of all orders 6 j. In particular, in the rest of the section we will present situations
connected to cases (3.7) (3.8) (3.9), in which certain integral kernels (x,y) 7→ B(x,y)
related to A are of class Cj(Ω× Ω) or Cj(Ω× Ω), for suitable j.
The condition of strict positivity for A in Eq.s (3.7) (3.8) will be occasionally re-
laxed, assuming only that the eigenvalues of A are non-negative (and declaring this
explicitly, to avoid misunderstandings); see, e.g., subsection 3.10.
3.4 The Green function. Let A be a strictly positive selfadjoint operator in
L2(Ω); then, we can introduce the inverse operator A−1 and the corresponding
kernel
G(x,y) := A−1(x,y) , (3.11)
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which is called theGreen function ofA . In terms of this kernel, the identity AA−1 =
1 can be re-expressed as
AxG(x,y) = δ(x− y) , (3.12)
where Ax indicates the operator A acting on G(x,y) as a function of x . Using
a complete orthonormal system (Fk)k∈K of eigenfunctions of A with corresponding
eigenvalues (ω2k)k∈K, we can express the Green function as
G(x,y) =
∫
K
dk
ω2k
Fk(x)Fk(y) . (3.13)
The Green function is among the most familiar integral kernels, especially when
A = −∆+ V with suitable boundary conditions (of the Dirichlet, Neumann or
Robin type); in this case, uniqueness results are available for the Poisson equation
(perturbed with an external potential), allowing to characterize the Green function
G(x,y) as the unique solution of Eq. (3.12) fulfilling the prescribed boundary con-
ditions for x ∈ ∂Ω or y ∈ ∂Ω . The literature on this topic is enormous, and here we
only mention some well-known monographies: Berezanskii [9], Krylov [64], Sauvi-
gny [90] and Shimakura [96] give abstract and rigorous analyses, while Duffy [31],
Kythe [65], Sommerfeld [99] and Stakgold and Holst [100] present more practical
and explicit discussions.
3.5 A digression on complex powers. Throughout the present paper (and in
Parts II-IV), the following conventions are employed:
i) ln : (0,+∞)→ R is the elementary logarithm;
ii) for any α ∈ C, we systematically refer to the standard definition
xα := eα lnx for all x ∈ (0,+∞) ; (3.14)
iii) for α ∈ C and z in a convenient subset C× of the complex plane, we define
zα := eα ln |z|+iα arg z , (3.15)
where arg : C× → R is some determination of the argument; this determination
depends on the domain C× and must be specified in each case of interest. In most
applications considered hereafter we set
C× := C \ [0,+∞) ;
arg := the unique determination of the argument with values in (0, 2π) .
(3.16)
3.6 The Dirichlet kernel. Let again A be a strictly positive selfadjoint operator
in L2(Ω). The power A−s can be defined through the standard functional calculus
for each s ∈ C; the corresponding integral kernel
Ds(x,y) := A−s(x,y) (3.17)
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is called the s-th Dirichlet kernel. In passing, let us note that D−1(x,y) coincides
with the Green function G(x,y) considered in subsection 3.4.
If (Fk)k∈K is a complete orthonormal set of eigenfunctions of A with corresponding
eigenvalues (ω2k)k∈K we have A−sFk = ω−2sk Fk, so that (by Eq. (3.3))
Ds(x,y) =
∫
K
dk
ω2sk
Fk(x)Fk(y) . (3.18)
The denomination of “Dirichlet kernel” employed for Ds is suggested by the simi-
larity between the above expansion and the Dirichlet series, considered in [56, 73,
74, 95].
For our purposes, it is important to give sufficient conditions under which Ds(x,y)
is a regular function of (x,y) (even on the diagonal y = x, of special interest in the
sequel); we are also interested in cases in which the expansion (3.18) converges in a
stronger sense, in comparison with the distributional sense that we are generically
ascribing to kernel expansions. Let us present some results of this kind, which are
proved in Appendix B.
Let A = −∆+ V be as in Eq. (3.8); then
Ds ∈ Cj(Ω× Ω) for s ∈ C, j ∈ N such that ℜs > d
2
+
j
2
. (3.19)
With the stronger assumptions (3.9), we have
Ds ∈ Cj(Ω× Ω) for s ∈ C, j ∈ N such that ℜs > d
2
+
j
2
. (3.20)
Again with the assumptions (3.9), A possesses a complete orthonormal set of proper
eigenfunctions (Fk)k=1,2,3,... (see the comments after the cited equation), and the
expansion (3.18) reads
Ds(x,y) =
+∞∑
k=1
1
ω2sk
Fk(x)Fk(y) . (3.21)
In this case one has Fk ∈ C∞(Ω) for each k; moreover, for ℜs > d+j/2 the expansion
(3.21) is absolutely and uniformly convergent on Ω × Ω, with all its derivatives up
to order j: see Appendix B (especially Eq. (B.26)) for more details.
To conclude the present subsection let us mention that the general statement of Eq.
(3.4), here applied with B = A−s, yields∫
Ω
dx Ds(x,x) = TrA−s , (3.22)
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provided that the above trace exists. With the assumptions (3.9) for A = −∆+ V ,
using the Weyl estimates (3.10) for ω1 6 ω2 6 ... we find
TrA−s =
+∞∑
k=1
1
ω2sk
is finite for ℜs > d
2
. (3.23)
3.7 Some remarks concerning the Dirichlet kernel and its derivatives.
Let us consider again a strictly positive selfadjoint operator A in L2(Ω); moreover,
assume this operator to be real, in the sense that A = A (i.e., Aψ = Aψ for all ψ) .
If (Fk)k∈K is a complete orthonormal set of eigenfunctions of A with related eigen-
values (ω2k)k∈K, then the conjugate system (Fk)k∈K is as well a complete orthonormal
set of eigenfunctions of A with the same eigenvalues; so, besides Eq. (3.18) we have
an alternative representation for the Dirichlet kernel Ds(x,y), based on this con-
jugate system. From here, we easily infer that, for s ∈ C with complex conjugate
s¯,
Ds(x,y) = Ds(y,x) and Ds(x,y) = Ds¯(x,y) . (3.24)
To go on we claim that, for any pair of multi-indexes α, β,
∂αx∂
β
yDs(x,y)
∣∣
y=x
= ∂βx∂
α
yDs(x,y)
∣∣
y=x
. (3.25)
Indeed, due to the first identity in Eq. (3.24), we have ∂αx∂
β
yDs(x,y) = ∂
α
x∂
β
yDs(y,x);
when evaluating the right-hand side of this equality on the diagonal y = x, the
variables can be relabeled to yield ∂αx∂
β
yDs(y,x)
∣∣
y=x
= ∂αy∂
β
xDs(x,y)
∣∣
x=y
, thus
proving Eq. (3.25).
All the above results can be applied to the (real) operator A := −∆ + V (x); the
symmetry properties outlined here for the corresponding Dirichlet kernel will be
relevant in connection with the results of the next section.
3.8 The regularized propagator and stress-energy VEV: connections with
the Dirichlet kernel. Let us refer to the framework of the previous section, where
the operator A = −∆ + V in L2(Ω) has been considered in connection with a
quantized scalar field. In the sequel x = (x0,x), y = (y0,y) ∈ R × Ω; if we use the
expansion (2.14) for the regularized field φ̂u in terms of creation and destruction
operators we obtain for the regularized propagator the expression
〈0|φ̂u(x)φ̂u(y)0〉 =
= κu
∫
K×K
dkdh
2(ωkωh)
u+1
2
〈0|
[
âkfk(x)+ â
†
kfk(x)
][
âhfh(y)+ â
†
hfh(y)
]
|0〉 . (3.26)
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This relation, along with the identities 〈0|âkâh|0〉 = 〈0|â†kâ†h|0〉 = 〈0|â†kâh|0〉 = 0 and
〈0|âkâ†h|0〉 = δ(k, h), gives
〈0|φ̂u(x)φ̂u(y)|0〉 = κu
∫
K
dk
2ωk1+u
fk(x)fk(y) =
= κu
∫
K
dk
2ωk1+u
Fk(x)Fk(y) e
−iωk(x0−y0) .
(3.27)
From here we can easily obtain the derivatives of the propagator; for example, for
j ∈ {1, ...d}, we have
∂x0yj〈0|φ̂u(x)φ̂u(y)|0〉 = −i κu
∫
K
dk
2ωku
Fk(x)(∂yjFk)(y) e
−iωk(x0−y0) . (3.28)
In particular, if we apply Eq.s (3.27) (3.28) with y = x and compare with the
eigenfunction expansion (3.18) of the Dirichlet kernel, we get
〈0|φ̂u(x)φ̂u(y)|0〉
∣∣∣
y=x
=
κu
2
Du+1
2
(x,y)
∣∣∣
y=x
; (3.29)
∂x0yj〈0|φ̂u(x)φ̂u(y)|0〉
∣∣∣
y=x
= −iκu ∂yjDu
2
(x,y)
∣∣
y=x
. (3.30)
One can express similarly all the derivatives with y = x appearing in Eq. (2.17)
for the regularized stress-energy VEV. In this way (and using as well the identity
(3.25)) we obtain the following results, where i, j, ℓ are spatial indexes ranging in
{1, ..., d} (9):
〈0|T̂ u00(t,x)|0〉=κu
[(
1
4
+ξ
)
Du−1
2
(x,y)+
(
1
4
−ξ
)
(∂x
ℓ
∂yℓ+V (x))Du+1
2
(x,y)
]
y=x
, (3.31)
〈0|T̂ u0j(t,x)|0〉 = 〈0|T̂ uj0(t,x)|0〉 = 0 , (3.32)
9To prove Eq. (3.32), note that
〈0|T̂ u0j(t,x)|0〉 = −〈0|T̂ u0j(t,x)|0〉 = −
iκu
2
(
∂yjDu2 (x,y) − ∂xjDu2 (x,y)
)∣∣∣
y=x
and that the last expression vanishes due to identity (3.25). Besides, note that Eq. (3.33) is
equivalent to the more symmetric expression
〈0|T̂ uij(t,x)|0〉 = 〈0|T̂ uji(t,x)|0〉 = κu
[(1
4
− ξ
)
δij
(
Du−1
2
(x,y) − (∂ xℓ∂yℓ+V (x))Du+1
2
(x,y)
)
+
+
((1
4
− ξ
2
)
(∂xiyj+ ∂xjyi)−
ξ
2
(∂xixj+ ∂yiyj )
)
Du+1
2
(x,y)
]
y=x
.
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〈0|T̂ uij(t,x)|0〉 = 〈0|T̂ uji(t,x)|0〉 =
= κu
[(1
4
− ξ
)
δij
(
Du−1
2
(x,y)− (∂ xℓ∂yℓ+V (x))Du+1
2
(x,y)
)
+
+
((1
2
− ξ
)
∂xiyj − ξ ∂xixj
)
Du+1
2
(x,y)
]
y=x
.
(3.33)
The above equations indicate, amongst else, that 〈0|T̂ uµν(t,x)|0〉 does not depend on
the time variable t; this comes as no surprise at all, since our general framework is
itself static (indeed, the spatial domain Ω and the potential V are time indepen-
dent). These features of the regularized stress-energy VEV had been anticipated in
subsection 2.4; due to them, in the rest of the paper we will use the notation (10)
〈0|T̂ uµν(x)|0〉 ≡ 〈0|T̂ uµν(t,x)|0〉 . (3.34)
Up to now we have been working rather loosely, but it is not difficult to indicate
the precise conditions for the validity of our manipulations. Indeed, Eq.s (3.31-3.33)
for 〈0|T̂ uµν(x)|0〉 involve the Dirichlet kernels Du−1
2
and Du+1
2
, with its second order
derivatives, along the diagonal y = x. So, for these equations to be meaningful it
is sufficient that Du−1
2
∈ C0(Ω × Ω) and Du+1
2
∈ C2(Ω × Ω); with the assumptions
(3.8) on A = −∆+ V , recalling Eq. (3.19) we see that both conditions are fulfilled
if
ℜu > d+ 1 . (3.35)
For A, u as in Eq.s (3.8) (3.35), the map x 7→ 〈0|T̂ uµν(x)|0〉 is in C0(Ω) for all µ, ν.
With the stronger assumptions (3.9) on A, and again with u as in (3.35), we infer
from (3.20) that x 7→ 〈0|T̂ uµν(x)|0〉 is in C0(Ω) for all µ, ν ∈ {0, ..., d} (i.e., the
regularized stress-energy VEV is continuous up to the boundary) (11).
Now, let us fix a point x ∈ Ω and, making the assumptions (3.8), consider the
functions u 7→ 〈0|T̂ uµν(x)|0〉; these are not only well defined, but even analytic on
the half plane {u ∈ C | ℜu > d+ 1} (12).
Let us recall that, according to Eq.s (2.18) (2.20), the analytic continuation of
〈0|T̂ uµν(x)|0〉 at u = 0 determines the zeta renormalized VEV of the stress-energy
10This is slightly abusive, since staticity occurs only after taking the VEV; the alternative
notation 〈0|T̂ uµν |0〉(x) is more precise, but graphically disturbing and will not be employed in the
sequel.
11Generalizing the previous considerations, one proves the following for any ℓ ∈ N: with the
assumptions (3.8) (resp., (3.9)), if ℜu > d+ ℓ+1 the function x 7→ 〈0|T̂ uµν(x)|0〉 is in Cℓ(Ω) (resp.,
in Cℓ(Ω)).
12This fact can be established proving analyticity with respect to u of Du−1
2
(x,x), of Du+1
2
(x,x)
and of the second order derivatives of Du+1
2
at (x,x). We do not go into the details of the proofs,
that will be given elsewhere [41] using rather obvious analyticity results for the operator functions
u 7→ A−(u∓1)/2.
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tensor; of course, the latter does not depend on t as well and we will write
〈0|T̂µν(x)|0〉ren ≡ 〈0|T̂µν(t,x)|0〉ren . (3.36)
Of course, due to Eq.s (3.31-3.33), the renormalized stress-energy VEV is determined
by the “renormalized” functions
D
(κ)
± 1
2
(x,y) := RP
∣∣∣
u=0
(
κuDu±1
2
(x,y)
)
, (3.37)
∂zwD
(κ)
1
2
(x,y) := RP
∣∣∣
u=0
(
κu∂zwDu+1
2
(x,y)
)
(3.38)
(with z, w any two spatial variables), to be evaluated along the diagonal y = x .
More precisely, we have
〈0|T̂00(x)|0〉ren =
[(
1
4
+ξ
)
D
(κ)
− 1
2
(x,y)+
(
1
4
−ξ
)
(∂x
ℓ
∂yℓ+V (x))D
(κ)
+ 1
2
(x,y)
]
y=x
, (3.39)
〈0|T̂0j(x)|0〉ren = 〈0|T̂j0(x)|0〉ren = 0 , (3.40)
〈0|T̂ij(x)|0〉ren = 〈0|T̂ji(x)|0〉ren =
=
[(1
4
− ξ
)
δij
(
D
(κ)
− 1
2
(x,y)− (∂ xℓ∂yℓ+V (x))D(κ)+ 1
2
(x,y)
)
+
+
((1
2
− ξ
)
∂xiyj − ξ ∂xixj
)
D
(κ)
+ 1
2
(x,y)
]
y=x
.
(3.41)
Let us remark that, if Du±1
2
(x,y) and ∂zwDu+1
2
(x,y) have analytic continuations
regular at u = 0, indicated hereafter with D± 1
2
(x,y) and ∂zwD 1
2
(x,y), one has
D
(κ)
± 1
2
(x,y) = D± 1
2
(x,y) ,
∂zwD
(κ)
1
2
(x,y) = ∂zwD 1
2
(x,y)
(3.42)
for any choice of the mass scale κ; clearly, in this case the renormalized stress-
energy VEV is independent of κ. On the contrary, an explicit dependence on κ
appears if the analytic continuations of Du±1
2
(x,x) or ∂zwDu+1
2
(x,x) (or both) have
a singularity at u = 0; this will occur in some specific examples, to be considered in
the subsequent Parts II and III.
A connection between a regularized stress-energy VEV and a Dirichlet-like kernel
is mentioned by Cognola, Vanzo and Zerbini [24] in a slightly different framework,
where the field theory becomes Euclidean after Wick rotation of the time coordi-
nate, and our operator A (in the spatial variables x) is replaced by the (spacetime)
differential operator −∂tt −∆+ V .
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A variant of the previous results about the Dirichlet kernel and the regularized VEV
〈0|T̂ uµν(x)|0〉 can be formulated in the case of a slab. In this case Ω = Ω1 × Rd2,
with Ω1 a domain in R
d1 and d1+d2 = d ; moreover, the potential V depends only
on the coordinates x1 ∈ Ω1. In this situation we can express 〈0|T̂ uµν(x)|0〉 in terms
of the Dirichlet kernel associated to the operator A1 := −∆1 + V (x1) (we defer to
subsection 3.18 a comprehensive discussion of slabs configurations).
In the following subsections we return to the case where Ω is an arbitrary domain
in Rd and we connect the Dirichlet kernel Ds to other integral kernels, in order to
shed light on the analytic continuation of Ds (of course, these connections will also
be useful, in their d1-dimensional formulation, in the case of a slab).
3.9 The heat kernel, the cylinder kernel and some variations. Let us con-
sider again a strictly positive selfadjoint operator A in L2(Ω) (that will be −∆+ V
in the subsequent applications). For all t ∈ [0,+∞), using the standard functional
calculus we can define the operators
e−tA , e−t
√A . (3.43)
These fulfill the following conditions:(
d
dt
+A
)
e−tA = 0 , e−tA
∣∣
t=0
= 1 , (3.44)
(
d2
dt2
−A
)
e−t
√A = 0 , e−t
√A
∣∣∣
t=0
= 1 ; (3.45)
moreover, due to the strict positivity of A , e−tA and e−t
√
A are expected to vanish
for t → +∞, in some sense that can be made more precise in terms of integral
kernels. Let us now pass to the kernels
K(t ;x,y) := e−tA(x,y) , T (t ;x,y) = e−t
√A(x,y) , (3.46)
which can be expressed as follows in terms of a complete orthonormal set (Fk)k∈K
of eigenfunctions of A and of the corresponding eigenvalues (ω2k)k∈K:
K(t ;x,y) =
∫
K
dk e−tω
2
k Fk(x)Fk(y) , (3.47)
T (t ;x,y) =
∫
K
dk e−tωk Fk(x)Fk(y) . (3.48)
We note that
(∂t +Ax)K(t ;x,y) = 0 , K(0;x,y) = δ(x− y) ; (3.49)
(∂tt −Ax) T (t ;x,y) = 0 , T (0;x,y) = δ(x− y) . (3.50)
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In the above Ax indicates the operator A acting on K(t ;x,y) and T (t ;x,y) as func-
tions of the x variable; Eq.s (3.49)(3.50) follow, respectively, from Eq.s (3.44) (3.45).
Besides, under minimal supplementary conditions one can prove that K(t ;x,y) and
T (t ;x,y) vanish exponentially for fixed x,y ∈ Ω and t → +∞; we shall return on
this in subsection 3.12.
In case (3.8) (i.e., A = −∆+ V with V smooth) we have ∂t +Ax = ∂t −∆x + V (x)
and ∂tt − Ax = ∂tt + ∆x − V (x), so Eq. (3.49) contains a heat equation and Eq.
(3.50) a (d+ 1)-dimensional Laplace equation (with an external potential); note as
well that K(t ;x,y) and T (t ;x,y) fulfill the boundary conditions in the definition
of A for x or y in ∂Ω. For obvious reasons, K is called the heat kernel of A (even
in cases where A is not of the form −∆+V ); T is called by Fulling [48] the cylinder
kernel of A. It should be mentioned that, under the assumptions (3.8), there are
rigorous proofs that
(t,x,y) 7→ K(t,x,y), (t,x,y) 7→ T (t,x,y) are in C∞((0,+∞)× Ω× Ω); (3.51)
with the stronger assumptions (3.9) there is a result similar to (3.51), with Ω replaced
by Ω. (These results can be proved by a slight generalization of Thm. 5.2.1 in [28].
For some related statements, see also Appendix B and [41].)
Again with the assumptions (3.9), A has pure point spectrum and possesses a com-
plete orthonormal set of proper eigenfunctions (Fk)k=1,2,3,..., for which the expansions
(3.47) (3.48) hold with
∫
K dk =
∑+∞
k=1. One can prove that, for each t > 0, these
expansions converge absolutely and uniformly on Ω×Ω with their derivatives of any
order (see again Appendix B, especially Eq. (B.35)).
With the more general assumptions (3.8) we have A† = A = A, which in turn
implies similar relations for e−tA, e−t
√
A; due to Eq. (3.6), this gives
K(t ;y,x) = K(t ;x,y) , T (t ;y,x) = T (t ;x,y) . (3.52)
Needless to say, the heat kernel has been the object of intensive and detailed studies,
even in a much more general framework than the one considered in the present paper;
exhaustive analyses have been given, for example, by Berline et al. [11], Calin et al.
[18], Chavel [22], Davies [28], Gilkey [53] and Grigor’yan [54]. On the contrary, the
cylinder kernel is a less popular object; it has mainly been investigated by Fulling
and co-authors [47, 48, 50]. Some considerations of Fulling (see, e.g., [51]) also
involve the operator
√A −1e−t
√
A and the associated kernel
T˜ (t ;x,y) := (
√
A −1e−t
√
A)(x,y) =
∫
K
dk
ωk
e−tωk Fk(x)Fk(y) , (3.53)
which we will refer to as the modified cylinder kernel, for reasons which become
apparent hereafter (see Eq. (3.54)). Let us observe that the trivial relation e−t
√A=
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− d
dt
(
√A −1e−t
√A) can be reformulated in terms of integral kernels as
T (t ;x,y) = −∂tT˜ (t ;x,y) ; (3.54)
conversely, T˜ can be determined as the primitive of −T which vanishes for t→ +∞,
that is
T˜ (t ;x,y) =
∫ +∞
t
dt′ T (t′ ;x,y) . (3.55)
In some cases T˜ is easier to compute than T , and some identities relating the cylin-
der kernel T to the Dirichlet kernel Ds can be applied more efficiently if they are
rephrased in terms of T˜ (this situation will be exemplified in the case of a wedge
domain, to be discussed in the subsequent Part II; see Section 5 therein).
With the assumptions (3.8) or (3.9), one could give for T˜ some regularity results
very similar to the ones illustrated previously for T (e.g.: statement (3.51) holds as
well for T˜ under the conditions (3.8)).
Before moving on, let us consider the heat and cylinder traces; these are respectively
defined, for t ∈ (0,+∞), as
K(t) := Tr e−tA , T (t) := Tr e−t
√A . (3.56)
Assuming the above traces to exist, the general identity (3.4) for the trace of an
operator B (here applied with either B = e−tA or B = e−t
√A) yields respectively
K(t) =
∫
Ω
dx K(t ;x,x) , T (t) =
∫
Ω
dx T (t ;x,x) . (3.57)
In particular, in the case (3.9) where the eigenvalues of A are labelled by K =
{1, 2, 3, ...} and the Weyl estimate (3.10) holds, we have:
K(t) =
+∞∑
k=1
e−tω
2
k < +∞ , T (t) =
+∞∑
k=1
e−tωk < +∞ for all t > 0 . (3.58)
Clearly enough, an analogous discussion could be made for the space integral of the
diagonal, modified cylinder kernel T˜ (t ;x,x); we omit this discussion for brevity.
3.10 The case of a non-negative A. The heat and cylinder kernels. Let us
remark that the heat and cylinder kernels can both be defined even in case A is non-
negative, without requiring strict positivity; by this we mean that σ(A) ⊂ [0,+∞),
and that we are not assuming σ(A) ⊂ [ε2,+∞) for any ε > 0 . The non-negativity
of A is equivalent to the existence of a complete orthonormal system (Fk)k∈K of
(either proper or improper) eigenfunctions with corresponding non-negative eigen-
values (ω2k)k∈K (ωk > 0). Most of the considerations of the previous subsection still
hold, in particular Eq.s (3.47) (3.48).
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For example, if A = −∆ and Ω = Rd, then A is non-negative with eigenfunctions
Fk(x) = (2π)
−d/2eik·x and eigenvalues ω2k = |k|2, labelled by k ∈ Rd; the measure
dk on the set of labels is the usual Lebesgue measure of Rd. The eigenfunction
expansion (3.47) of the heat kernel yields in this case the familiar result
K(t ;x,y) =
1
(4πt)d/2
e−
|x−y|2
4t ; (3.59)
moreover, the expansion (3.48) of the cylinder kernels gives the result
T (t ;x,y) =
Γ(d+1
2
) t
π
d+1
2 (t2 + |x− y|2) d+12
, (3.60)
which is a bit less popular and appears, e.g., in [49].
In some subcases with non-negative spectrum we can speak as well of the modified
cylinder kernel T˜ (t ;x,y). In fact, if 0 has zero spectral measure (a fact holding
when 0 belongs to the continuous spectrum, but not holding when 0 is a proper
eigenvalue),
√A −1e−t
√A can be defined through the standard functional calculus
for selfadjoint operators. With minimal supplementary assumptions of regularity,
the kernel T˜ (t ;x,y) := 〈δx|
√A −1e−t
√Aδy〉 makes sense, as well as its expansion
(3.53) in terms of a complete orthonormal set of (generalized) eigenfunctions Fk
with eigenvalues ω2k (k∈K); note that the assumption of zero spectral measure for
0 is equivalent to the requirement that ωk = 0 only on a zero-measure subset of K.
In these situations we have again Eq. (3.55), describing the cylinder kernel T as the
primitive of −T˜ .
For example, let us return to the case where A = −∆ and Ω = Rd, in which the
spectrum σ(A) = [0,+∞) is purely continuous. We have mentioned previously
the eigenfunctions Fk and the eigenvalues ω
2
k (labelled by k∈Rd), where Fk(x) =
(2π)−d/2eik·x and ωk = |k|; of course ωk = 0 only on a set of zero Lebesgue measure
(consisting of the unique point k = 0). In this case, the expansion (3.53) (involving
an integral in the Lebesgue measure dk) gives the following for d > 2: (13)
T˜ (t ;x,y) =
Γ(d−1
2
)
2π
d+1
2 (t2 + |x− y|2) d−12
. (3.61)
3.11 Connections between the cylinder kernel and a (d+1)-dimensional
Green function. Due to the limited popularity of T it can be useful to connect
this kernel to a more familiar object, namely a Green function, even though this
requires to pass to d + 1 dimensions. All details of this construction are given in
Appendix C where, as an example, this approach is used for a novel derivation of
Eq. (3.60) not relying on the eigenfunction expansion (3.48).
13For d = 1 the right hand side of Eq.(3.53) for T˜ does not converge (not even distributionally);
we take this as an indication that the modified cylinder kernel is ill-defined.
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3.12 Behaviour of the heat and cylinder kernels for small and large t.
The small t limit. The asymptotic expansion of the heat kernel of an operator
A = −∆ + V on an open set Ω ⊂ Rd has been extensively studied (see, e.g,
the work of Minakshisundaram and Pleijel [74], or the already cited monographies
[11, 18, 22, 28, 53, 54] on the heat kernel). From here to the end of this paragraph, we
discuss the t→ 0+ behavior of the heat and cylinder kernels ofA = −∆+V under the
assumptions (3.9) (these could be generalized to get the same results, but we are not
going to discuss this subject). As known from the previosly cited references, there is
a unique sequence of real functions an : Ω×Ω→ R (n = 1, 2, 3....), usually referred
to as HMDS (Hadamard-Minakshisundaram-DeWitt-Seeley) coefficients, such that
for any N ∈ {1, 2, 3, ...} one has
K(t ;x,y) =
1
(4πt)d/2
e−
|x−y|2
4t
[
1 +
N∑
n=1
an(x,y) t
n +O(tN+1)
]
for t→ 0+. (3.62)
In the above equation notice the factor K0(t ;x,y) :=
1
(4πt)d/2
e−
|x−y|2
4t , which is just
the heat kernel associated to −∆ on Rd. In case V = 0, we have an = 0 for all n;
thus, K(t ;x,y) = K0(t ;x,y)[1+O(t
∞)] (where the last term indicates a remainder
which is O(tN) for each N ∈ {1, 2, 3, ...}).
Along the diagonal y = x (for any V ) Eq. (3.62) reduces to
K(t ;x,x) =
1
(4πt)d/2
[
1 +
N∑
n=1
an(x) t
n +O(tN+1)
]
for t→ 0+ (3.63)
where an(x) is shorthand for an(x,x). The small t analysis of the cylinder kernel is
more involved; however, Fulling proved (see, e.g., [47]) that its asymptotic behaviour
along the diagonal y = x is as follows: there exist functions en, fn : Ω → R
(n = 0, 1, 2, ...) such that, for any N ∈ {0, 1, 2, ...},
T (t ;x,x) =
1
td
 N∑
n=0
en(x) t
n +
N∑
n=d+1
n−d odd
fn(x) t
n ln t+O(tN+1ln t)
 for t→ 0+. (3.64)
As pointed out in [47], some of the functions en, fn (but not all of them) can be
expressed in terms of the diagonal HMDS coefficients x 7→ an(x) mentioned before.
Before proceeding, let us remark that the heat and cylinder traces K(t), T (t) (see
Eq.s (3.56) (3.57)) are well-known to admit small t expansions analogous to those in
Eq.s (3.63) (3.64); see once more the references cited above. In particular, assuming
again Ω to be compact and V to be smooth and bounded below, for t → 0+ there
hold
K(t) =
1
(4πt)d/2
[
V ol(Ω) +
N∑
n=1
An t
n/2 +O(t
N+1
2 )
]
, (3.65)
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T (t) =
1
td
 N∑
n=0
En t
n +
N∑
n=d+1
n−d odd
Fn t
n ln t +O(tN+1ln t)
 (3.66)
(V ol(Ω) denotes the volume of the spatial domain Ω). Notice, in particular, that the
expansion (3.65) for K(t) involves half-integer powers of t, whereas in expansions
(3.62) (3.63) for the local heat kernel K(t ;x,y) only integer powers of t appear;
besides, let us stress that the real coefficients An, En, Fn in Eq.s (3.65) (3.66) are
not just the integrals over the spatial domain Ω of the functions an(x), en(x), fn(x)
of Eq.s (3.63) (3.64), since boundary contributions arise as well.
The large t behavior. Let us move on and note that, as anticipated in subsection 3.9,
both the heat and the cylinder kernel (along with their traces) vanish exponentially
for large t, under minimal regularity conditions. As an example, we will prove the
exponential decay of the cylinder kernel with the following assumptions:
a) A is a strictly positive, selfadjoint operator in L2(Ω), possessing a generalized
complete orthonormal set (Fk)k∈K of eigenfunctions with eigenvalues ω2k (ωk>ε>0);
the Fk’s are continuous functions on Ω.
b) for all points x,y ∈ Ω and t > 0, one has
Tˆ (t ;x,y) :=
∫
K
dk e−ωkt |Fk(x)| |Fk(y)| < +∞ . (3.67)
In this case, starting from the eigenfunction expansion (3.18) we find
|T (t ;x,y)| 6 Tˆ (t ;x,y) (3.68)
at all points x,y ∈ Ω. On the other hand, after fixing τ > 0 we see that
Tˆ (t ;x,y) 6 e−ε(t−τ) Tˆ (τ x,y) for all t > τ (3.69)
(this follows from the definition (3.67) of Tˆ , noting that the inequalities ωk > ε > 0
and t−τ > 0 imply e−ωkt = e−ωk(t−τ)e−ωkτ 6 e−ε(t−τ)e−ωkτ ). The relations (3.68) and
(3.69) give the desired result of exponential decay for T , since at all points x,y ∈ Ω
they imply
|T (t ;x,y)| 6 e−ε(t−τ) Tˆ (τ ;x,y) for all t > τ . (3.70)
In the above argument, condition (3.67) plays a crucial role. This condition is
fulfilled, for example, if A = −∆ + V and the assumptions (3.9) are satisfied. In
this case we have a uniform bound Tˆ (t ;x,y) 6 Tˇ (t) < +∞ for all x,y ∈ Ω and
t > 0 (see Appendix B, Eq. (B.37)), so that Eq. (3.70) implies
|T (t ;x,y)| 6 e−ε(t−τ) Tˇ (τ) for all x,y ∈ Ω and t > τ . (3.71)
The exponential decay of the heat kernel and of the traces of both the heat and
cylinder kernels can be derived by similar considerations. For alternative approaches,
see [28] or [54].
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3.13 The Dirichlet kernel as the Mellin transform of the heat or cylinder
kernel. The results reported in this subsection are well-known; they were derived
by Dowker and Critchley [30], Hawking [58] and Wald [101] and later reconsidered
by Moretti et al. (see [17, 77] and citations therein).
The representations of Ds mentioned in the title are useful in view of the analytic
continuation with respect to s; they can be derived starting from the well-known
relation (see [80], p.139, Eq.5.9.1)
1
zs
=
1
Γ(s)
∫ +∞
0
dt ts−1 e−zt for all z ∈ (0,+∞), s ∈ C with ℜs > 0 . (3.72)
This identity, along with the eigenfunction expansions (3.18), (3.47) and (3.48) of
the Dirichlet, heat and cylinder kernels, yields
Ds(x,y) =
1
Γ(s)
∫ +∞
0
dt ts−1K(t ;x,y) , (3.73)
Ds(x,y) =
1
Γ(2s)
∫ +∞
0
dt t2s−1 T (t ;x,y) . (3.74)
For example, Eq. (3.73) is derived via the following chain of equalities:
Ds(x,y) =
∫
K
dk
ω2sk
Fk(x)Fk(y) =
∫
K
dk
1
Γ(s)
∫ +∞
0
dt ts−1 e−ω
2
ktFk(x)Fk(y) =
=
1
Γ(s)
∫ +∞
0
dt ts−1
∫
K
dk e−ω
2
ktFk(x)Fk(y) =
1
Γ(s)
∫ +∞
0
dt ts−1K(t ;x,y) .
(3.75)
In the second passage above, we used Eq. (3.72) with z = ω2k ; in the third passage,
the exchange in the order of integration is justifed with arguments similar to those
in [73, 74]. The derivation of Eq. (3.74) is similar; in this case one has to resort to
Eq. (3.72) with z = ωk and s replaced by 2s.
Eq.s (3.73) (3.74) state that the Dirichlet kernel Ds can be represented as theMellin
transform of either the heat or the cylinder kernel; there are analogous relations for
the derivatives of the Dirichlet kernel, involving the corresponding derivatives of the
heat and cylinder kernels.
In the sequel we are especially interested in the case in which the integral repre-
sentations (3.73) and (3.74) hold pointwisely, at a given pair of points x,y ∈ Ω
(including the case y = x). This occurs under the following three conditions:
a) Ds(x,y) is well defined at the given points x,y;
b) K(t ;x,y) and T (t ;x,y) are also well-defined at these points, for all t > 0.
c) the integrals in Eq.s (3.73) (3.74) converge.
With the assumptions (3.9), a) b) c) hold at all points x,y ∈ Ω if ℜs > d/2. In fact:
for ℜs > d/2, Ds is continuous on Ω × Ω (see Eq. (3.20)), so there is no problem
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with its pointwise evaluation; for each t > 0, the functions K(t ; , ) and T (t ; , )
are continuous (in fact C∞) on Ω × Ω, and again their pointwise evaluation is not
a problem; due to the exponential decay of K(t ;x,y) and T (t ;x,y), the integrals
(3.73) (3.74) have no convergence problems for large t; for any x,y ∈ Ω, due to the
t→ 0+ asymptotic expansions (3.62) (3.64), the same integrals are both convergent
for t close to zero if ℜs > d/2 (14).
The pointwise representations (3.73) (3.74) can be used as a starting point to build
the analytic continuation of the function s 7→ Ds(x,y) to a larger domain than
the one where they are initially granted to hold (e.g., larger than the half plane
{s ∈ C | ℜs > d/2} of case (3.9)); we return to this point in the next two subsections.
One could make similar considerations for the derivatives of Ds. For example, Eq.
(3.73) gives
∂αx∂
β
yDs(x,y) =
1
Γ(s)
∫ +∞
0
dt ts−1 ∂αx∂
β
yK(t ;x,y) ; (3.76)
for any pair of multi-indices α, β. If we make the assumptions (3.9) on A = −∆+V
and admit that the t→ 0+ asymptotic expansion (3.62) can be derived term by term,
Eq. (3.76) holds pointwisely at all x,y ∈ Ω if ℜs > d/2 + j/2, where j := |α|+ |β|
(15).
To conclude this subsection let us notice that, setting y = x in Eq.s (3.73) (3.74)
and integrating over the spatial domain Ω (16), the relations (3.22) for the trace
TrA−s and (3.56) (3.57) for the heat and cylinder traces K(t), T (t) allow us to infer
TrA−s = 1
Γ(s)
∫ +∞
0
dt ts−1K(t) ; (3.77)
TrA−s = 1
Γ(2s)
∫ +∞
0
dt t2s−1 T (t) . (3.78)
Eq.s (3.77) (3.78) can be used to continue analytically the function s 7→ Tr (A−s);
the situation is similar to the one outlined previously for the local counterparts of
these equations, and will be reconsidered in the next two subsections.
14For example, from (3.62) it is clear that, in the limit t → 0+, one has K(t,x,y) = O(1) for
y 6= x and K(t,x,x) = O(1/td/2); so the integral in (3.73) converges for all x,y if ℜs > d/2.
15In fact: for ℜs > d/2 + j/2, Ds is Cj on Ω× Ω (see Eq. (3.20)), so there is no problem with
pointwise evaluation of its derivatives up to order j; for each t > 0, the function K(t ; , ) is C∞
on Ω × Ω, and again the pointwise evaluation of its derivatives is not a problem; the derivatives
of ∂αx∂
β
yK(t ;x,y) are easily seen to decay exponentially, so the integral (3.76) has no convergence
problem for large t; deriving term by term the asymptotic expansion (3.62) we see that, for t→ 0+,
∂αx∂
β
yK(t ;x,y) = O(1) for y 6= x and ∂αx∂βyK(t ;x,x) = O(1/td/2+[j/2]) which implies that, for
ℜs > d/2 + j/2, the integral (3.76) is in any case convergent.
16Assuming that the order of integration can be interchanged for s is a suitable complex domain.
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3.14 Analytic continuation of Mellin transforms via integration by parts.
In the first part of this subsection, the analytic continuation via integration by parts
will be presented for an arbitrary Mellin transform; in the second part, we will
connect this general construction to the representation of the Dirichlet kernel (resp.,
of TrA−s) as the Mellin transform of either the heat or the cylinder kernel (resp.,
of their traces).
Let F : (0,+∞)→ C be a function of the form
F(t) = 1
tρ
H(t) (3.79)
for some ρ ∈ C and some smooth functionH : [0,+∞)→ C, vanishing exponentially
for t→ +∞; consider the Mellin transform of F , i.e., the function
M(σ) :=
∫ +∞
0
dt tσ−1 F(t) , (3.80)
defined for appropriate σ ∈ C. Due to the hypotheses on F , the integral in Eq.
(3.80) converges only for σ ∈ C with ℜσ > ℜρ and gives an analytic function of σ
in this region. However, integrating by parts n times (for any n ∈ {1, 2, 3, ...}) and
noting that the boundary terms vanish (for ℜσ > ℜρ), we obtain
M(σ) =
(−1)n
(σ−ρ)...(σ−ρ+n−1)
∫ +∞
0
dt tσ−ρ+n−1
dnH
dtn
(t) . (3.81)
In consequence of the features of the function H, the above integral converges for
ℜσ > ℜρ − n; thus, Eq. (3.81) yields the analytic continuation of the Mellin
transform M(σ) to the region
{σ ∈ C | ℜσ > ℜρ− n} (3.82)
from which the zeros of the denoninator in (3.81) must be removed; this gives a
meromorphic function with (possibly) simple poles at the above zeros, which are
the points
σ ∈ {ρ , ρ− 1 , ... , ρ− n + 1} . (3.83)
Moreover, since the above results hold for any given n ∈ {1, 2, 3, ...}, they actually
allow to determine the analytic continuation of M(σ) to the whole complex plane
with simple poles at the points σ ∈ {ρ, ρ− 1, ρ− 2, ...} .
As mentioned before, the above results can be employed to obtain the sought-for
analytic continuation of the Dirichlet kernel Ds (treating x,y ∈ Ω as fixed parame-
ters) starting from its representations (3.73) (3.74) in terms of the heat and cylinder
kernel, respectively.
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More precisely, consider the case in which the heat or the cylinder kernel is given
by a smooth function of t rapidly vanishing at infinity, divided by a power of t; by
this we mean that
K(t ;x,y) =
1
tp
H(t ;x,y) or T (t ;x,y) =
1
tq
J(t ;x,y) , (3.84)
where p, q ∈ R, H, J : [0,+∞) × Ω × Ω → R, and it is assumed that (for fixed
x,y ∈ Ω) the function t ∈ [0,+∞) 7→ H(t ;x,y) or J(t ;x,y) is smooth and rapidly
vanishing for t → +∞ . In these cases the integrals in the right-hand sides of Eq.s
(3.73) and (3.74) converge for ℜs > p and ℜs > q/2, respectively. Let us mention
that, with the assumptions (3.9), the heat kernel of A = −∆+V is as in Eq. (3.84)
with p = d/2 (recall the asymptotics (3.62)); again with the assumptions (3.9), the
cylinder kernel of A is as in (3.84) with q = d, provided that no logarithmic terms
appear in the asymptotic expansion (3.64).
Under the previous assumptions, Eq. (3.81), along with Eq.s (3.73) (3.74), gives the
following for any n ∈ {1, 2, 3, ...} (17):
Ds(x,y) =
(−1)n
Γ(s)(s−p)...(s−p+n−1)
∫ +∞
0
dt ts−p+n−1 ∂nt H(t ;x,y) ; (3.85)
Ds(x,y) =
(−1)n
Γ(2s)(2s−q)...(2s−q+n−1)
∫ +∞
0
dt t2s−q+n−1 ∂nt J(t ;x,y) . (3.86)
Comments analogous to the ones below Eq. (3.81) can be done for the above repre-
sentations. More in detail, on the one hand Eq. (3.85) gives the analytic continuation
of the Dirichlet kernel Ds in the region {s ∈ C | ℜs > p − n} to a meromorphic
function with simple poles at s ∈ {p, p− 1, ..., p − n + 1} ; on the other hand, Eq.
(3.86) gives the analytic continuation of Ds to the region {s ∈ C | ℜs > (q − n)/2},
with (possibly) simple poles at s ∈ {q/2, (q − 1)/2, ..., (q − n+ 1)/2} .
Of course, relations analogous to (3.85) and (3.86) hold as well for the spatial deriva-
tives of the Dirichlet kernel.
In conclusion, let us stress that similar results can be deduced for the trace TrA−s
(see Eq. (3.22)), giving its analytic continuation to wider regions in the complex
plane. For example, assume the heat trace has the form (compare with the first
relation in Eq. (3.84))
K(t) =
1
tp
H(t) , (3.87)
for some p ∈ R and some smooth function H : [0,+∞) → R, rapidly vanishing
for t → +∞; then, starting with Eq. (3.77) and using the relations (3.79-3.81), we
17To obtain Eq. (3.85) one uses Eq.s (3.79-3.81) with F(t) = K(t ;x,y), ρ = p, H(t) =
H(t ;x,y)) and σ = s . To obtain Eq. (3.86) one uses Eq.s (3.79-3.81) with F(t) = T (t ;x,y),
ρ = q, H(t) = J(t ;x,y) and σ = 2s .
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obtain the following, for n ∈ {1, 2, 3, ...}:
TrA−s = (−1)
n
Γ(s)(s−p)...(s−p+n−1)
∫ +∞
0
dt ts−p+n−1
dnH
dtn
(t) . (3.88)
The above relation gives the analytic continuation of TrA−s to the region {s ∈
C | ℜs > p − n} to a meromorphic function with simple poles at s ∈ {p, p −
1, ..., p− n+ 1} . A similar result can be derived using the cylinder trace T (t) .
3.15 Analytic continuation of Mellin transforms via complex integration.
Another way to obtain the analytic continuation of the Mellin transform of a given
function is available (assuming the latter to fulfill suitable conditions). Consider
again the framework of the previous subsection; this time the idea is to re-express
the integral in Eq. (3.80) as an integral along a suitable path in the complex plane.
To this purpose, first consider the following identity concerning Mellin transforms.
Let t 7→ h(t) be a complex-valued function, analytic in a complex neighborhood of
[0,+∞) and exponentially vanishing for ℜt→ +∞ in this neighborhood; then∫ +∞
0
dt ts−1h(t) =
e−iπs
2i sin(πs)
∫
H
dt ts−1h(t) for s ∈ C\{1, 2, 3, ...}, ℜs > 0 ,
(3.89)
where H denotes the Hankel contour, that is a simple path in the complex plane
that starts in the upper half-plane near +∞, encircles the origin counterclockwise
and returns to +∞ in the lower half-plane (see Fig. 1 below).
✻
✲✛
✲ ℜt
ℑt
H
Figure 1: The Hankel contour H.
In the right-hand side of Eq. (3.89), the complex power ts−1 is defined making
reference to Eq.s (3.15) (3.16); in the left-hand side, since t ∈ (0,+∞), we define
ts−1 according to the standard convention (3.14). See Appendix D for the derivation
of Eq. (3.89).
Assume now F is as in Eq. (3.79) with H a complex function, analytic in a neigh-
borhood of [0,+∞) and exponentially vanishing for ℜt → +∞; then, considering
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the Mellin transform M(σ) in Eq. (3.80) and using Eq. (3.89) with s = σ − ρ and
h = H , we obtain
M(σ) =
e−iπ(σ−ρ)
2i sin(π(σ−ρ))
∫
H
dt tσ−1F(t) . (3.90)
In principle, Eq. (3.90) holds under certain conditions: to ensure existence of M(σ)
as defined by Eq. (3.80) we must require ℜσ > ℜρ, and the denominator sin(π(σ−ρ))
must be nonzero. However, the integral in Eq. (3.90) converges for any σ ∈ C , so
this equation yields the analytic continuation of the Mellin transform M(σ) to the
whole complex plane, possibly with simple poles for
σ ∈ {ρ, ρ− 1, ρ− 2, ...} , (3.91)
due to the vanishing of the sine function in the denominator (18).
Recall once more that, according to Eq.s (3.73) (3.74), the Dirichlet kernel can be
expressed as the Mellin transform of either the heat or the cylinder kernel; so, the
above results on the analytic continuation via contour integration can be applied to
Ds(x,y) (for fixed x,y ∈ Ω). More precisely, suppose that either the heat or the
cylinder kernel has the form (3.84):
K(t ;x,y) =
1
tp
H(t ;x,y) or T (t ;x,y) =
1
tq
J(t ;x,y) ,
with p, q ∈ R and suitable functions H, J : [0,+∞) × Ω × Ω → R. Assume these
functions to have extensions H, J : U([0,+∞))×Ω×Ω→ C, where U([0,+∞)) ⊂ C
is an open neigbourhood of the interval [0,+∞) and, for fixed x,y ∈ Ω, the function
t ∈ U([0,+∞)) 7→ H(t ;x,y) or J(t ;x,y) is analytic and exponentially vanishing
for ℜt→ +∞. Making these hypoteses and using Eq. (3.90) along with Eq.s (3.73)
(3.74), we obtain (19)
Ds(x,y) =
e−iπ(s−p)
2iΓ(s) sin(π(s−p))
∫
H
dt ts−1K(t ;x,y) ; (3.92)
Ds(x,y) =
e−iπ(2s−q)
2iΓ(2s) sin(π(2s−q))
∫
H
dt t2s−1 T (t ;x,y) . (3.93)
18By inspection of the denominator, it would seem that also the points σ ∈ {ρ+1, ρ+2, ρ+3, ...}
are singular, but we know this is not the case since the original expression (3.80) forM(σ) is regular
at these points. The reason for the apparent contradiction lies in the fact that the integral over
the Hankel contour in Eq. (3.90) vanishes for the above mentioned values of σ (as can be easily
checked via the residue theorem recalling the properties of F), thus yielding an indeterminate form
∞ · 0 .
19One proceeds as in Footnote 17, using Eq. (3.90) in place of Eq. (3.81).
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Due to the comments after Eq. (3.90), both the above identities yield the analytic
continuation of the Dirichlet kernel to a meromorphic function on the whole complex
plane; more precisely, the analytic continuations obtained via Eq.s (3.92) and (3.93)
may have simple poles respectively for s ∈ {p, p−1, p−2, ...} \ {0,−1,−2, ...} and
s ∈ {q/2, (q − 1)/2, (q − 2)/2, ...} \ {0,−1/2,−1,−3/2, ...} (as readily understood
analysing the denominators in the right-hand sides of the cited equations).
In the subcases where p, q ∈ Z = {0,±1,±2, ...}, using trivial trigonometric iden-
tities and recalling that Γ(s)Γ(1−s) sin(πs) = π for any s ∈ C (see [80], p.138,
Eq.5.5.3), Eq.s (3.92) (3.93) can be rephrased as
Ds(x,y) =
e−iπs Γ(1−s)
2πi
∫
H
dt ts−1K(t ;x,y) ; (3.94)
Ds(x,y) =
e−2iπs Γ(1−2s)
2πi
∫
H
dt t2s−1T (t ;x,y) . (3.95)
In these subcases the integrals along the Hankel contour can be computed straight-
forwardly for integer and half-integer values of s, respectively, by means of the
residue theorem; for example, for s = −n/2 and n ∈ {0, 1, 2, ...}, Eq. (3.95) yields
D−n
2
(x,y) = (−1)n Γ(n+1)Res
(
t−(n+1) T (t ;x,y) ; 0
)
. (3.96)
We can obtain a variant of Eq. (3.95), giving the analytic continuation of the
Dirichlet kernel Ds in terms of the modified cylinder kernel T˜ (recall Eq.s (3.53)
(3.55)). To this purpose, we assume T˜ to admit a meromorphic extension in t to a
neighborhood of [0,+∞), having a pole in t = 0 and rapidly vanishing for ℜt→ +∞;
then, expressing the cylinder kernel T (t ;x,y) in Eq. (3.95) as −∂tT˜ (t ;x,y) and
integrating by parts, we obtain
Ds(x,y) = − e
−2iπs Γ(2−2s)
2πi
∫
H
dt t2s−2 T˜ (t ;x,y) (3.97)
(note that no boundary contribution arises, due to the rapid vanishing of T˜ (t ;x,y)
for ℜt → +∞). Again, for half-integer values of s we can compute explicitly the
analytic continuation (3.97) by means of the residue theorem; to be more precise,
for s = −n/2 and n ∈ {−1, 0, 1, 2, ...} we have
D−n
2
(x,y) = (−1)n+1 Γ(n+2)Res
(
t−(n+2) T˜ (t ;x,y) ; 0
)
. (3.98)
Relations similar to the ones obtained above hold for the spatial derivatives of the
Dirichlet kernel, allowing in turn to determine their analytic continuations.
To conclude, let us mention that similar results hold as well for the trace TrA−s;
these are obtained using the representations (3.77) (3.78) in terms of the heat and
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cylinder trace K(t), T (t), and assuming suitable features for the latters. In partic-
ular, if the map t 7→ T (t) admits a meromorphic extension to a neighborhood of
[0,+∞) which only has a pole singularity at t = 0 and vanishes exponentially for
ℜt→ +∞, for n ∈ {0, 1, 2, ...}, we have
TrAn/2 = (−1)n Γ(n+1)Res
(
t−(n+1) T (t) ; 0
)
. (3.99)
3.16 Other kernels, and their relations with Ds. In this section we are con-
sidering a number of integral kernels connected with the zeta regularization of the
stress-energy VEV; attention is mainly focused on the kernels used in the subsequent
applications (including the subsequent Parts II,III and IV). However, it would be
against the spirit of this section to ignore completely the resolvent kernel, i.e., the
kernel of the operator (A − λ)−1, where A is a selfadjoint operator and λ ∈ C is
outside the spectrum σ(A). Under appropriate conditions (in particular, the strict
positivity of A), the powers A−s can be related to suitable contour integrals in-
volving the resolvent [95]; this fact can be restated in terms of a relation between
the corresponding kernels. This possibility will not be considered here and in Parts
II-IV, but we plan to recover it elsewhere.
3.17 The case of product domains. Factorization of the heat kernel. Let
us consider the case where A = −∆ + V and the spatial domain Ω ⊂ Rd has the
form
Ω = Ω1 × Ω2 (3.100)
with Ωa, for a ∈ {1, 2}, indicating an open subset of Rda (d1+ d2 = d); in this case,
points of Ω will be written as
x = (x1,x2) , y = (y1,y2) (3.101)
etc., where xa,ya ∈ Ωa (a ∈ {1, 2}). In addition to Eq. (3.100), we assume that the
external potential has the form
V (x) = V1(x1) + V2(x2) (3.102)
and that the boundary conditions specified on ∂Ω = (∂Ω1 × Ω2) ∪ (Ω1 × ∂Ω2) arise
from suitable boundary conditions prescribed separately on ∂Ω1 and ∂Ω2, in such a
way that, for a ∈ {1, 2}, the operator
Aa := −∆a + V (xa) (3.103)
(∆a the Laplacian on Ωa) is selfadjoint in L
2(Ωa). Moreover, each one of these
operators is assumed to be strictly positive or, at least, non-negative.
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In the situation described above, the Hilbert space L2(Ω) and the fundamental
operator A := −∆+ V (x) acting therein can be represented, respectively, as
L2(Ω) = L2(Ω1)⊗ L2(Ω2) , A = A1 ⊗ 1+ 1⊗A2 . (3.104)
Because of the assumptions we have made, each of the two operators Aa (a ∈
{1, 2}) possesses a complete orthonormal system of eigenfunctions (Fa,ka)ka∈Ka with
eigenvalues ω2a,ka ; as for the fundamental operator A, we see that it has a complete
orthonormal set of eigenfunctions of the form
Fk(x) := F1,k1(x1)F2,k2(x2) for k = (k1, k2) ∈ K1 ×K2 (3.105)
and that
AFk = ω2kFk , ω2k = ω21,k1+ ω22,k2 . (3.106)
Or course σ(A) = σ(A1) + σ(A2), so that A is non-negative; besides, A is strictly
positive if so is one at least between A1 and A2.
In the product case under analysis, a number of interesting facts occurs for the
integral kernels associated to A and A1, A2. The most elementary of these facts is
the factorization of the heat kernel; by this we mean that the kernels
K(t ;x,y) := (e−tA)(x,y) , Ka(t ;xa,ya) := (e−tAa)(xa,ya) (a∈{1, 2}) (3.107)
are related by
K(t ;x,y) = K1(t ;x1,y1)K2(t ;x1,x2) , (3.108)
a fact that is made apparent by the eigenfunction expansion (3.47) and by Eq.s
(3.105) (3.106).
In passing, let also mention that an analogous relation can be easily derived for
the heat trace; writing K(t), Ka(t) for the heat traces of A and Aa (a ∈ {1, 2}),
respectively, we obtain (20)
K(t) = K1(t)K2(t) . (3.109)
In the present subsection we have analysed the case of a product configuration with
two factors; as a straightforward generalization, one can consider a product with
an arbitrary number of factors. Examples of such multiple products will appear in
Parts III and IV.
20In fact, Eq.s (3.100) (3.108) and the relations (3.56) (3.57) allow us to infer the following chain
of equalities:
K(t) =
∫
Ω
dx K(t ;x,x) =
∫
Ω1
dx1 K1(t ;x1,x1)
∫
Ω2
dx2 K2(t ;x2,x2) = K1(t)K2(t) .
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3.18 The case of a slab: reduction to a lower-dimensional problem. By
definition, we have a slab if
Ω = Ω1 ×Rd2 , V = V (x1) (3.110)
with Ω1 a domain in R
d1 (d1+d2 = d), and if the boundary conditions prescribed
for the field refer to its behaviour on ∂Ω1 × Rd2 . Clearly, a slab is a subcase of
the general product case discussed in the previous subsection, with Ω2 = R
d2 and
V2 = 0. In this subcase the relevant operators are A = −∆+V (x1) acting in L2(Ω),
A1 := −∆1 + V (x1) (3.111)
acting in L2(Ω1), and A2 := −∆2 acting in L2(Rd2).
The operator A1 has its own eigenfunctions F1,k1(x1) ≡ Fk1(x1) and eigenvalues
ω21,k1 ≡ ̟2k1 (k1 ∈ K1); we assume A1 to be strictly positive, so that ̟k1 > ε
for some ε > 0. Of course, −∆2 is non-negative with eigenfunctions F2,k2(x2) =
(2π)−d2/2eik2·x2 and eigenvalues ω22,k2 = |k2|2, for k2 ∈ Rd2 .
In the sequel we write Ds(x1,x2;y1,y2) for the Dirichlet kernel of A at the points
x = (x1,x2) and y = (y1,y2); D
(1)
s (x1,y1) will be the Dirichlet kernel of A1.
On the one hand, according to the general results (3.31-3.33), the regularized VEV
〈0|T̂ uµν(x)|0〉 is determined by Dirichlet kernel Ds(x,y) and its derivatives evaluated
on the diagonal y = x. The main intent of this subsection is to express Ds and its
derivatives in terms of the reduced kernel D
(1)
s at all points of the diagonal y = x
(and, in fact, on an even larger domain). The starting point towards this goal is the
identity
Ds(x1,x2;y1,y2) = Dˆs(x1,y1; |x2 − y2|2) , (3.112)
involving a function Dˆs : Ω1 × Ω1 × [0,+∞)→ C, (x1,y1, q) 7→ Dˆs(x1,y1, q). This
function and its partial derivatives with respect to q, at q = 0, are completely
determined by the kernel D
(1)
s , according to the following rules:
Dˆs(x1,y1; 0) =
Γ(s− d1
2
)
(4π)d1/2 Γ(s)
D
(1)
s− d1
2
(x1,y1) for s ∈ C, ℜs> d12 ; (3.113)
∂nDˆs
∂qn
(x1,y1; 0) =
(−1)nΓ(s− d1
2
−n)
(4π)d1/2 4n Γ(s)
D
(1)
s− d1
2
−n(x1,y1) for s∈C, ℜs>
d1
2
+n . (3.114)
We defer to Appendix E the derivation of Eq.s (3.112-3.114). In particular, for
the derivatives involved in Eq.s (3.31-3.33) on 〈0|T̂ uµν(x)|0〉 we obtain the following
expressions (where, for simplicity of notation, we write (x,y) for (x1,x2;y1,y2)):
Du±1
2
(x,y)
∣∣∣
y=x
=
Γ(u−d2±1
2
)
(4π)d2/2 Γ(u±1
2
)
D
(1)
u−d2±1
2
(x1,y1)
∣∣∣
y1=x1
; (3.115)
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∂xiayjb
Du+1
2
(x,y)
∣∣∣
y=x
= ∂xiaxjb
Du+1
2
(x,y)
∣∣∣
y=x
= ∂yiayjb
Du+1
2
(x,y)
∣∣∣
y=x
= 0
for (a, b) = (1, 2) or (a, b) = (2, 1) and i ∈ {1, ...da}, j ∈ {1, ..., db};
(3.116)
∂zi
1
wj
1
Du+1
2
(x,y)
∣∣∣
y=x
=
Γ(u−d2+1
2
)
(4π)d2/2 Γ(u+1
2
)
∂zi
1
wj
1
D
(1)
u−d2+1
2
(x1,y1)
∣∣∣
y1=x1
for z, w ∈ {x, y} and i, j ∈ {1, ..., d1} ;
(3.117)
∂xi
2
yj
2
Du+1
2
(x,y)
∣∣∣
y=x
= − ∂xi
2
xj
2
Du+1
2
(x,y)
∣∣∣
y=x
= − ∂yi
2
yj
2
Du+1
2
(x,y)
∣∣∣
y=x
=
= δij
Γ(u−d2−1
2
)
(4π)d2/2 2 Γ(u+1
2
)
D
(1)
u−d2−1
2
(x1,y1)
∣∣∣
y1=x1
for i, j ∈ {1, ..., d2} .
(3.118)
Relations (3.115-3.118) are derived assuming ℜu > d2+1, but it follows from them
that the analytic continuations in u of the Dirichlet kernel, of its reduced analogue
and of their derivatives fulfill the very same relations.
Let us remark that the left-hand sides of the above equations depend in principle
on x = (x1,x2), while the right-hand sides only contain x1; this confirms the expec-
tation that the stress-energy VEV ought to be independent of the variable x2, due
to the symmetry of the slab configuration under translations regarding this variable
alone. Finally, using Eq.s (3.115-3.118) and (3.31-3.33), it can be easily checked
that the components of the regularized stress-energy tensor VEV also fulfill
〈0|T̂ uij(x)|0〉 = 0 for i, j ∈ {d1+1, ..., d}, i 6= j ;
〈0|T̂ uij(x)|0〉 = 〈0|T̂ uji(x)|0〉 = 0 for i∈{1, ..., d1}, j∈{d1+1, ..., d} .
(3.119)
4 Total energy and forces on the boundary
We refer again to the general framework of Section 2, where a quantized scalar field
on a spatial domain Ω and the associated stress-energy tensor VEV are considered;
we recall that A indicates the fundamental operator −∆+ V (x) acting in L2(Ω).
From now on, we indicate with da the area element on the boundary ∂Ω, and use
for Ω the standard Lebesgue measure dx. We also write n(x) ≡ (nℓ(x))ℓ=1,...,d for
the outer unit normal at a point x ∈ ∂Ω; this is assumed to exist everywhere (which
happens if ∂Ω is globally smooth) or almost everywhere (which happens if ∂Ω has
edges or corners).
4.1 The total energy. As anticipated in subsection 2.6, the zeta-regularized total
energy can be defined as
Eu :=
∫
Ω
dx 〈0|T̂ u00(x)|0〉 , (4.1)
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provided that the above integral converges for u in a suitable complex domain; using
Eq. (3.31), the above definition yields
Eu = κu
(
1
4
+ ξ
)∫
Ω
dx Du−1
2
(x,y)
∣∣∣
y=x
+
+ κu
(
1
4
− ξ
)∫
Ω
dx
[(
∂x
ℓ
∂yℓ+V (x)
)
Du+1
2
(x,y)
]
y=x
.
(4.2)
On the other hand, the eigenfunction expansion (3.18) for the Dirichlet kernel (here
used with s = u+1
2
) gives∫
Ω
dx
[(
∂x
ℓ
∂yℓ+V (x)
)
Du+1
2
(x,y)
]
y=x
= (4.3)
=
∫
K
dk
ωu+1k
∫
Ω
dx
(
∂ℓFk(x)∂ℓFk(x) + V (x)Fk(x)Fk(x)
)
=
=
∫
K
dk
ωu+1k
(∫
Ω
dx
(
Fk(x)(−∂ℓ∂ℓ+V (x))Fk(x)
)
+
∫
∂Ω
da(x)Fk(x)n
ℓ(x)∂ℓFk(x)
)
where, in the last step, we have integrated by parts (21).
To go on we note that (− ∂ℓ∂ℓ+V )Fk = AFk = ω2k Fk and Fk(x)nℓ(x)∂ℓFk(x) =
Fk(x)
∂Fk
∂n
(x) = Fk(x)
∂Fk(y)
∂ny
∣∣∣
y=x
, where we have introduced the normal derivative
∂/∂n := nℓ∂xℓ . Substituting into Eq. (4.3) and summing over k ∈ K, we obtain∫
Ω
dx
[(
∂x
ℓ
∂yℓ+V (x)
)
Du+1
2
(x,y)
]
y=x
=
=
∫
Ω
dx Du−1
2
(x,y)
∣∣∣
y=x
+
∫
∂Ω
da(x)
∂
∂ny
Du+1
2
(x,y)
∣∣∣∣
y=x
;
(4.4)
inserting this result into Eq. (4.2), we conclude
Eu = Eu +Bu , (4.5)
where we have introduced the regularized bulk and boundary energies
Eu :=
κu
2
∫
Ω
dx Du−1
2
(x,x) =
κu
2
TrA 1−u2 , (4.6)
21 Here and in similar situations, whenever we speak of an integration by parts we refer to the
identity ∫
Ω
dx (∂ℓf)g =
∫
∂Ω
da f g nℓ −
∫
Ω
dx f ∂ℓg ,
holding for all sufficiently smooth functions f, g .
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Bu := κu
(
1
4
− ξ
)∫
∂Ω
da(x)
∂
∂ny
Du+1
2
(x,y)
∣∣∣∣
y=x
. (4.7)
The derivation of the above result is a bit formal since, in general, one cannot grant
convergence of the integrals defining Eu and Bu, for suitable values u ∈ C .
As for the bulk energy, it is easy to give an example in which finiteness is granted for
appropriate u. To this purpose let us consider the case (3.9) (involving a bounded
domain with Dirichlet boundary conditions); in this case, recalling the Weyl esti-
mates (3.10), we conclude
Eu is finite if ℜu > d+1 . (4.8)
As for the regularized boundary energy Bu let us mention that, for Ω bounded,
Bu = 0 under Dirichlet or Neummann boundary conditions on ∂Ω (4.9)
(since in the Dirichlet case we have Ds(x,y) = 0 for x∈∂Ω and all y, while in the
Neumann case ∂
∂ny
Ds(x,y) = 0 for y ∈ ∂Ω and all x).
Applying the above considerations in the case of an unbounded domain requires
much caution. On the one hand, Eu can be infinite for all u ∈ C ; on the other
hand, in the definition (4.7) of Bu it might be necessary to intend the integral∫
∂Ω
da as limℓ→+∞
∫
∂Ωℓ
da, where (Ωℓ)ℓ=0,1,2,... is a sequence of bounded subdomains
such that Ωℓ ⊂ Ωℓ+1 (for any ℓ ∈ {0, 1, 2, ..}) and ∪+∞ℓ=0Ωℓ = Ω (note that this limit
could either be infinite or even fail to exist).
If Eu exists finite for u belonging to a suitable open subset of C and it is an analytic
function of u on this domain, a renormalization by analytic continuation can be
implemented; in general, following the extended version of the zeta approach, we
define the renormalized bulk energy as
Eren := RP
∣∣∣
u=0
Eu = RP
∣∣∣
u=0
(
κu
2
TrA 1−u2
)
. (4.10)
When the analytic continuation of TrA 1−u2 is regular up to u = 0 the above pre-
scription is reduced to
Eren := Eu
∣∣∣
u=0
=
1
2
TrA1/2 (4.11)
(of course TrA1/2 indicates the analytic continuation of TrA 1−u2 at u = 0).
In a similar way one can define the renormalized boundary and total energies as
Bren := RP
∣∣∣
u=0
Bu ; (4.12)
Eren := RP
∣∣∣
u=0
Eu . (4.13)
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An alternative definition of the renormalized total energy could be
Eren :=
∫
Ω
dx 〈0|T̂00(x)|0〉ren . (4.14)
This possibility, which is considered rarely in this series of papers, is not granted to
be equivalent to (4.13); for example, it may happen that the integral in the right-
hand side of Eq. (4.14) diverges, while the prescription (4.13) always gives a finite
result by construction. For a comparison between the alternatives (4.13) (4.14), see
the final lines of subsection 6.4 (dealing with a field on a segment, for several types
of boundary conditions).
4.1.1 Reduced energy for a slab configuration. Let us consider the slab
configuration introduced in subsection 3.18, so that Ω := Ω1×Rd2 , the potential V
depends only on x1 ∈ Ω1, and the boundary conditions regard only ∂Ω1 × Ω2. We
already observed in the mentioned subsection that the regularized VEV 〈0|T̂µν |0〉
depends only on x1 ∈ Ω1 (and not on x2 ∈ Rd2); so, the integral in Eq. (4.1) defining
the total energy diverges due to an infinite volume factor.
As a matter of fact, when dealing with a slab configuration one usually considers in
place of the total energy Eu the reduced total energy Es1 ; this is the total energy per
unit volume in the “free” dimensions, i.e.,
Eu1 :=
∫
Ω1
dx1 〈0|T̂ u00|0〉 . (4.15)
Recalling Eq.s (3.115-3.118) and using some well-known identities regarding the
gamma function, we infer
Eu1 =
κu Γ(u−d2+1
2
)
(4π)d2/2 Γ(u+1
2
)
{(
u−1+d2
4(u−1−d2) + ξ
)∫
Ω1
dx1D
(1)
u−d2−1
2
(x1,y1)
∣∣∣
y1=x1
+
+
(
1
4
− ξ
)∫
Ω1
dx1
[(
∂x
ℓ
1∂yℓ
1
+V (x1)
)
D
(1)
u−d2+1
2
(x1,y1)
]
y1=x1
}
. (4.16)
Concerning the second term above, we can express the reduced Dirichlet kernel
D
(1)
u−d2+1
2
in terms of the eigenfunctions (Fk1(x1))k1∈K1 and the eigenvalues (̟k1)k1∈K1
of the reduced operator A1 = −∆1+ V (x1) and integrate by parts as in the general
setting; working as in the derivation of Eq.s (4.3) (4.4) and keeping in mind that
A1Fk1 = ̟2k1Fk1, we obtain∫
Ω1
dx1
[(
∂x
ℓ
1∂yℓ
1
+V (x1)
)
D
(1)
u−d2+1
2
(x1,y1)
]
y1=x1
=
=
∫
Ω1
dx1D
(1)
u−d2−1
2
(x1,y1)
∣∣∣
y1=x1
+
∫
∂Ω1
da(x1)
∂
∂ny1
D
(1)
u−d2+1
2
(x1,y1)
∣∣∣∣
y1=x1
.
(4.17)
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In conclusion, we have a result similar to Eq. (4.5):
Eu1 = Eu1 +Bu1 , (4.18)
where we have introduced the regularized reduced bulk and boundary energies
Eu1 :=
κu Γ(u−d2−1
2
)
2 (4π)d2/2 Γ(u−1
2
)
∫
Ω1
dx1 D
(1)
u−d2−1
2
(x1,x1) =
=
κu Γ(u−d2−1
2
)
2 (4π)d2/2 Γ(u−1
2
)
TrA
d2+1−u
2
1 ,
(4.19)
Bu1 :=
κu Γ(u−d2+1
2
)
(4π)d2/2 Γ(u+1
2
)
(
1
4
− ξ
)∫
∂Ω1
da(x1)
∂
∂ny1
D
(1)
u−d2+1
2
(x1,y1)
∣∣∣∣
y1=x1
. (4.20)
The considerations of the previous subsection about convergence of the bulk and
boundary energies Eu, Bu have obvious analogues for the reduced energies Eu1 , B
u
1 .
Of course, the reduced bulk and boundary energies are renormalized in terms of the
analytic continuation (or, possibly, of its regular part) at u = 0.
4.2 Pressure on the boundary. In this subsection we are interested in the pres-
sure p(x) ≡ (pi(x))i=1,...,d, i.e., the force per unit area produced by the field inside
Ω at a point x on the boundary ∂Ω. A possible characterization is the following:
we first introduce, for ℜu large, the regularized pressure pu(x) of components
pui (x) := 〈0|T̂ uij(x)|0〉nj(x) for i ∈ {1, ..., d} ; (4.21)
then, we define the renormalized pressure at x setting
preni (x) := RP
∣∣∣
u=0
pui (x) (4.22)
where RP |u=0 indicates the regular of the analytic continuation evaluated at u = 0
(of course, if the mentioned continuation is regular up to u = 0, the above pre-
scription reduces to preni (x) := p
u
i (x)|u=0, meaning that the analytic continuation at
u = 0 has to be considered).
It is important to point out that this is not the only reasonable definition for the
renormalized pressure at a point x ∈ Ω ; another possibility is
preni (x) :=
(
lim
x′∈Ω,x′→x
〈0|T̂ij(x′)|0〉ren
)
nj(x) . (4.23)
In few words: in the approach (4.21-4.22), one stays at a point on the boundary, and
performs therein the renormalization; in the approach (4.23), one renormalizes at
points inside Ω, and then moves towards the boundary. Notice that both approaches
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require the existence of the normal n(x) (and thus lose meaning on edges and corner
points of ∂Ω).
As a matter of fact, the prescriptions (4.21-4.22) and (4.23) do not always agree.
The approach (4.22) (possibly, in the restriced version) gives by construction a finite
pressure; on the contrary, this is not granted for the alternative prescription (4.23).
As an example, in Part II of this series of papers we discuss the case where the spatial
domain Ω is a wedge; in this case at all boundary points not in the edge, where the
normal is well defined, the pressure defined according to Eq. (4.23) diverges. We
conjecture that, in general, at points x ∈ ∂Ω where the normal is well defined and
the approach (4.23) gives a finite pressure, the result obtained according to the latter
prescription agrees with the renormalized pressure defined by Eq. (4.22); in fact,
this happens in all the examples analysed in this series of papers.
In the rest of the present section, our analysis of the boundary forces will mainly
refer to the approach (4.21-4.22).
In applications, one often considers a situation where a quantized field is present
both inside Ω and in the complementary region Ωc := Rd \ Ω . In this setting the
force per unit area acting on the boundary is the resultant of the pressure produced
by the field inside Ω, on the one hand, and by the field inside Ωc, on the other; the
renormalized versions of both these observables can be computed, separately, using
either one of the two approaches mentioned before.
4.3 Explicit expression for the (regularized) pressure. Let us stick to the
viewpoint (4.21-4.22); in order to implement it, we use Eq. (3.33) for the regularized
stress-energy tensor that gives the following, for x ∈ ∂Ω (and n(x) well defined):
pui (x) = κ
u
[(1
4
− ξ
)
δij
(
Du−1
2
(x,y)− (∂ xℓ∂yℓ+V (x))Du+1
2
(x,y)
)
+
+
((1
2
− ξ
)
∂xiyj − ξ ∂xixj
)
Du+1
2
(x,y)
]
y=x
nj(x) .
(4.24)
To go on, let us restrict the attention to the case of Dirichlet boundary conditions;
then, only the terms involving mixed derivatives (both with respect to x and y) of the
Dirichlet kernel yield non-vanishing contributions on the boundary ∂Ω. Moreover,
the terms proportional to ξ in Eq. (4.24) can be shown to vanish, so that
pui (x) = κ
u
[(
−1
4
δij ∂
xℓ∂yℓ +
1
2
∂xiyj
)
Du+1
2
(x,y)
]
y=x
nj(x) ; (4.25)
see Appendix F for the proof. As a final step, the analytic continuation of pu at
u = 0 must be considered.
4.4 An equivalent characterization of boundary forces. In the literature,
forces on ∂Ω are often characterized by a different approach, which does not require
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the knowledge of the full stress-energy tensor; see, e.g., the monographies by Bordag
et al. [14, 15], Milton [72] and Plunien et al. [82]. In this approach one considers
a variation of the spatial domain Ω controlled by a real parameter, and defines the
pressure in terms of the derivative of the bulk energy with respect to the mentioned
parameter. For example, if Ω is a parallelepiped (0, a) × (0, b) × (0, c) one could
consider the variation of the length of any one of its sides, say a; it is customary to
define the total force on the face {x1 = a} as the derivative of the bulk energy with
respect to a, with the sign changed.
The idea that boundary forces are related to the variation of Ω has been typically
presented in simple examples like the previous one; it can be of interest to propose
a general formulation of this idea, and to compare it with the characterization of
boundary forces given in subsection 4.2 via the stress-energy tensor.
For the sake of definiteness, let us consider the case where Ω is a bounded domain in
Rd and Dirichlet boundary conditions are prescribed on ∂Ω; besides, let S : Rd →
Rd be a vector field. We assume Ω, its boundary ∂Ω and S are regular enough to
permit the subsequent calculations.
First of all, consider the family of diffeomorphism
Sǫ : R
d → Rd , x 7→ Sǫ(x) := x+ ǫS(x) , (4.26)
labelled by a small parameter ǫ > 0, that will be ultimately sent to zero. For any ǫ,
the spatial domain
Ωǫ := Sǫ(Ω) (⊂ Rd) (4.27)
can be regarded as a deformation of the initial domain Ω.
Of course, a relation analogous to (4.6) holds for the regularized bulk energy Euǫ
associated to the deformed domain Ωǫ, i.e.,
Euǫ =
κu
2
∑
k∈K
(ω2ǫ,k)
1−u
2 ; (4.28)
in the above (ω2ǫ,k)k∈K denote the eigenvalues of the fundamental operator Aε, that
is the operator −∆+V acting on the Hilbert space L2(Ωǫ) (with Dirichlet boundary
conditions on ∂Ωǫ) instead of L
2(Ω).
Let us now consider the expansion of Euǫ to the first order in ǫ, which describes the
variation of the regularized bulk energy under the deformation (4.26) (4.27) of the
space domain. Due to Eq. (4.28), the calculation of this expansion can be reduced
to the first order expansion of the eigenvalues ωǫ,k; this can be done by standard
perturbation techniques, as well known from the classic work of Rellich [85]. As
illustrated in Appendix F, the conclusion of this analysis is
Euǫ = E
u − ǫ (1− u)
∫
∂Ω
da(x) Si(x) pui (x) +O(ǫ
2) (4.29)
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where pu ≡ (pui ) is the regularized pressure, given by Eq. (F.11). Eq. (4.29) can be
used for an alternative, but equivalent definition of the regularised pressure; from
this viewpoint, the regularized pressure field pu is the unique vector field on ∂Ω such
that (4.29) holds for each one-parameter deformation of the form (4.26-4.27) for the
domain Ω.
Let us now perform the analytic continuation up to u = 0, assuming that no pole oc-
curs at this point; Euǫ
∣∣∣
u=0
and pu
∣∣∣
u=0
are the renormalized bulk energy and pressure,
and Eq. (4.29) yields the relation
Erenǫ = E
ren − ǫ
∫
∂Ω
da(x) Si(x) preni (x) +O(ǫ
2) . (4.30)
This is the result anticipated at the beginning of this subsection: a characterization
of boundary forces in terms of the of the bulk energy variation under deformations
of the domain. We already mentioned the frequent use of this idea in the literature,
for particular choices of Ω.
4.5 Integrated forces on the boundary. Let us now discuss the evaluation
of the integrated force FO acting on an arbitrary subset O of the spatial boundary
(O ⊂ ∂Ω; possibly, O = ∂Ω). As in the case of the pressure considered in subsection
4.2, we can give several alternative definitions of this quantity. As a first possibility,
we introduce the regularized total force on O (for large ℜu)
FuO :=
∫
O
da(x) pu(x) , (4.31)
where pu ≡ (pui (x)) indicates the regularized pressure (see Eq. (4.21)); then, we
define the renormalized total force on O as
FrenO := RP
∣∣∣
u=0
FuO (4.32)
(clearly, when there is no pole in u = 0, the above prescription reduces to FrenO :=
FuO|u=0, meaning that the analytic continuation in u = 0 has to be considered).
Another possibility is to put
FrenO :=
∫
O
da(x) pren(x) , (4.33)
where pren(x) = (preni (x)) is the renormalized pressure, defined according either to
Eq. (4.22) or to Eq. (4.23).
Similarly to what we pointed out in subsection 4.2 for the pressure, in general the
two alternatives (4.32) (4.33) give different results; in fact, the prescription (4.32)
always gives a finite result for FrenO , while (4.33) can give an infinite result.
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In conclusion, let us stress that for the integrated force there hold comments anal-
ogous to the ones at the end of subsection 4.2, when a quantized field is present
both inside Ω and in the complementary region Ωc := Rd \Ω . In this case the total
force on any subset O ⊂ ∂Ω is given by the resultant of the forces corresponding,
respectively, to the field inside and outside the spatial domain Ω .
4.6 A comment on some previous “anomalies”. In the previous subsections
we have pointed out that the renormalized versions of the total energy, of the pressure
and of the integrated forces on the boundary can be defined according to different
prescriptions, which in general are not equivalent (see Eq.s (4.13) (4.14), (4.22)
(4.23), (4.32) (4.33) and the considerations in the corresponding subsections).
In consequence of this, there arise unavoidable ambiguities, or anomalies, when
talking about the renormalized observables mentioned above. For example, we have
mentioned previously the possible non-equivalence of the alternatives (4.13) (4.14)
for the total energy Eren and (4.22) (4.23) for the pressure pren; recall that it may
happen that the prescriptions (4.14) and (4.23) give infinite results for Eren and pren,
due to boundary singularities of the stress-energy VEV which make divergent the
integral
∫
Ω
dx 〈0|T̂00(x)|0〉ren or the limit limx′∈Ω,x′→x〈0|T̂ij(x′)|0〉ren nj(x) (x ∈ ∂Ω,
i ∈ {1, ..., d}).
On the other hand, such boundary singularities of the renormalized stress-energy
VEV are not a specific consequence of the zeta regularization; indeed, they also
appear if one uses point-splitting, as indicated by the very systematic analysis of
Deutsch and Candelas [29]. For the moment, the above mentioned anomalies must
be accepted as a problematic aspect of the main regularization schemes; what we
can do is just to record them when they appear, and hope that in the future they
can be better understood (22).
5 Some variations of the previous schemes
The variations mentioned in the title are essentially of three kinds, described here-
after in separate subsections. These variations will be mainly used in the applications
of Parts II, III and IV; however, the first one will also be relevant for some subcases
of the simple application proposed at the end of the present Part I (see subsections
6.8 and 6.9).
22One should probably look for their origin in some excessive idealization of the physical model
(for example, one could try to describe in a more realistic manner the boundaries of the spatial
domain; these are “hard” and “deterministic” in the present formulation, but could perhaps be
replaced with “soft” or “stochastic” [43] boundaries). For a different type of boundary anomaly,
related to vacuum effects for charged fermions, and for its cure taking into account back reaction
effects, see [91].
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5.1 The basic Hilbert space when 0 is an isolated point of σ(A); the
case of Neumann and periodic boundary conditions. In this subsection we
are going to consider a variation of the framework developed in Sections 2 and 3 to
deal with the cases where the fundamental operator A = −∆ + V acting on L2(Ω)
has its spectrum contained in [0,+∞), with 0 an isolated point; in other terms,
0 ∈ σ(A) ⊂ {0}∪ [ε2,+∞), for some ε > 0 . In this case 0 is a proper eigenvalue, as
it always occurs for isolated points of the spectrum.
A standard approach employed in the physical literature to treat problems of this
kind is to simply neglect the states of “zero energy”; see, e.g., [58, 60, 101]. According
to the formulation considered in the present paper, this amounts to the following
procedure: in place of L2(Ω), we define the basic Hilbert space as the orthogonal
complement in L2(Ω) of the null eigenspace, that is
L20(Ω) := (kerA)⊥ (⊂ L2(Ω) ) . (5.1)
It should be noted that the restriction of A to L20(Ω) is a selfadjoint, strictly positive
operator in L20(Ω) with spectrum contained in [ε
2,+∞). In this situation, L20(Ω) is
the basic Hilbert space even from the viewpoint of field quantization (23).
Let us recall the definition (3.1), giving the integral kernel associated to a given
operator on L2(Ω), and consider Eq.s (3.17), (3.46) and (3.53) for the Dirichlet,
heat, cylinder and modified cylinder kernels associated to A; if the latter operator
is redefined as the restriction of −∆+ V to L20(Ω), in the cited equations we should
formally replace δx, δy with E0δx, E0δy where E0 is the orthogonal projection onto
L20(Ω) (suitably extended to distributions, so that it can be applied to δx, δy). With
this modification, the expansions (3.18), (3.47), (3.48) and (3.53) for the kernels
mentioned above hold again, using the eigenfunctions of A in L20(Ω) (24).
Typical configurations of the above type are those where A = −∆, the spatial
domain Ω is bounded and the field fulfills either Neumann or periodic boundary
conditions on ∂Ω (25); indeed, in such cases the spectrum of A in L2(Ω) is purely
discrete, 0 is an eigenvalue and kerA is formed by the constant functions. Therefore
L20(Ω) , defined via Eq. (5.1), is formed by the functions with mean zero:
L20(Ω) =
{
f ∈ L2(Ω)
∣∣∣ ∫
Ω
dx f(x) = 0
}
. (5.2)
23By this, we mean that the Fock space F of the quantized scalar field living in Ω is the direct
sum of all symmetrized tensor powers of L20(Ω).
24As an example, in the case described by Eq. (5.2) the projection E0 onto L
2
0(Ω) is given by
E0f = f − 1V ol(Ω)
∫
Ω dx f(x) (V ol(Ω) is the volume of Ω); the previous prescription makes sense
as well for f = δx and gives E0δx = δx − 1V ol(Ω) .
25As will be observed in subsection 5.3, the case of periodic boundaries would be more properly
formulated in terms of a free field on a torus, but this is cause of no concern for the present
considerations.
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Let us mention that an analogous framework can be considered for slab configu-
rations where Ω = Ω1 × Rd2 and Neumann or periodic boundary conditions are
prescribed on ∂Ω1 × Rd2. In these cases one works with the reduced operator A1
acting in L2(Ω1); the latter must then be replaced with the Hilbert space
L20(Ω1) := (kerA1)⊥ =
{
f ∈ L2(Ω1)
∣∣∣ ∫
Ω1
dx1 f(x1) = 0
}
(5.3)
and the basic Hilbert space for the full theory on Ω is L20(Ω1)⊗ L2(Rd2) .
In the applications to be considered in the following, whenever 0 is an isolated point
of the spectrum we will always assume that the fundamental operator A (resp. A1)
has been redefined so that it acts on the Hilbert space L20(Ω) of Eq. (5.1) (resp.
L20(Ω1) of Eq. (5.3)).
5.2 The case where 0 is in the continuous spectrum ofA. Let us pass to the
case where the fundamental operatorA = −∆+V is non-negative (σ(A) ⊂ [0,+∞)),
and 0 is in the continuous spectrum of A; then 0 has zero spectral measure and is
a non isolated point of the spectrum (otherwise, it would be a proper eigenvalue).
Here are two examples of this kind. To obtain them we consider the operator
A := −∆ in L2(Rd) , or the operator A := −∆ in L2(Ω) where Ω is the half-
space {x ∈ Rd | x1 > 0} , and suitable boundary conditions, say Dirichlet, are
specified on ∂Ω = {x1 = 0} . In these cases A has a complete orthonormal system
of (improper) eigenfunctions (Fk)k∈K with corresponding eigenvalues ω2k, where: in
the first case, K = Rd (with the Lebesgue measure dk), Fk(x) := (2π)−d/2eik·x ,
ωk := |k| ; in the second case, K = (0,+∞) × Rd−1 (again, with the Lebesgue
meaure dk, Fk(x) :=
√
2(2π)−d/2 sin(k1x1)eik
2x2+...+kdxd and, again, ωk := |k|. In
both cases σ(A) = [0,+∞) and the spectrum is purely continuous.
The case of A non-negative, with 0 in the continuous spectrum, cannot be treated
with the approach of the previous subsection: there is no way to obtain a strictly
positive operator by simply removing 0 from the spectrum. In a more physical
language, infrared divergences cannot be simply ignored and we must devise a more
sophisticated way to treat them, as we are currently doing for ultraviolet divergences.
A natural approach to the problem is to represent A as a limit
A := “ lim
ε→0+
”Aε (5.4)
where Aε is a selfadjoint operator, depending on a parameter ε ∈ (0, ε0) and such
that the spectrum of Aε is contained in [ε2,+∞); the deformed operator Aε is used
everywhere in place of A, and the limit ε→ 0+ is performed only at the end, after
zeta renormalization has been carried out. In particular, we define the deformed
smeared field operator
φ̂εu := (κ−2Aε)−u/4φ̂ (5.5)
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and the corresponding deformed, regularized stress-energy tensor T̂ εuµν (x) whose VEV
is given by
〈0|T̂ εuµν (x)|0〉 =
=
(
1
2
−ξ
)
(∂xµyν+ ∂xνyµ)−
(
1
2
−2ξ
)
ηµν
(
∂x
λ
∂yλ+V
)
− ξ(∂xµxν+ ∂yµyν)
∣∣∣∣
y=x
·
· 〈0|φ̂εu(x)φ̂εu(y)|0〉 ; (5.6)
for the above VEV we have expression analogous to (3.31-3.33) in terms of the
deformed Dirichlet kernel
Dεs(x,y) := A−sε (x,y) = 〈δx|A−sε δy〉 , (5.7)
with s = (u± 1)/2 .
As mentioned above, in this generalized version of the local zeta regularization the
limit ε → 0+ must be considered only after the analytic continuation has been
performed; in particular, we define
〈0|T̂µν(x)|0〉ren := lim
ε→0+
RP
∣∣∣
u=0
〈0|T̂ εuµν (x)|0〉 . (5.8)
The above renormalized VEV can be expressed in terms of the renormalized kernels
D
(κ)
±1/2(x,y) and ∂zwD
(κ)
1/2(x,y), where
D
(κ)
± 1
2
(x,y) := lim
ε→0+
RP
∣∣∣
u=0
(
κuDεu±1
2
(x,y)
)
= lim
ε→0+
RP
∣∣∣
s=± 1
2
(
κ2s∓1Dεs(x,y)
)
, (5.9)
∂zwD
(κ)
1
2
(x,y) := lim
ε→0+
RP
∣∣∣
u=0
(
κu∂zwD
ε
u+1
2
(x,y)
)
= lim
ε→0+
RP
∣∣∣
s= 1
2
(
κ2s−1∂zwDεs(x,y)
)
;
these functions play a role very similar to the ones introduced in Eq. (3.37) for
a strictly positive A, and allow to express the renormalized VEV (5.8) as in Eq.s
(3.39-3.41).
In the sequel we will write Kε and T ε (or T˜ ε), respectively, for the heat and cylinder
(or modified cylinder) kernel associated to Aε. Proceeding as in Section 3 we obtain,
for ℜs sufficiently large,
Dεs(x,y) =
1
Γ(s)
∫ +∞
0
dt ts−1Kε(t ;x,y) ; (5.10)
Dεs(x,y) =
1
Γ(2s)
∫ +∞
0
dt t2s−1 T ε(t ;x,y) ; (5.11)
the above formulas are the starting point to discuss the analytic continuation in s
of the Dirichlet kernel Dεs, for any fixed ε ∈ (0, ε0).
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Let us associate to A to the “undeformed” fundamental operator A the heat and
cylinder kernels
K(t ;x,y) := e−tA(x,y) , T (t ;x,y) := e−t
√A(x,y) , (5.12)
as well as the modified cylinder kernel
T˜ (t ;x,y) := (
√
A −1e−t
√
A)(x,y) (5.13)
(see subsection 3.10); these can be represented as in Eq.s (3.47), (3.48) and (3.53)
in terms of the eigenfunctions (Fk)k∈K and eigenvalues (ωk)k∈K of A. We stress that
the functions D
(κ)
±1/2 of Eq. (5.9) do not possess integral representations of the form
(5.10) (5.11) with Kε, T ε replaced by K, T ; in fact, the corresponding integrals for
K, T are typically divergent. In the sequel, we will present a more subtle way to
obtain D
(κ)
±1/2 from K or T (and T˜ ).
Up to now we have not specified any particular form for Aε. The following two
choices seem to be natural:
Aε := A+ ε2 , (5.14)
Aε := (
√
A+ ε)2 . (5.15)
The first one corresponds to the idea, widespread in the physical literature, to treat
infrared divergences adding a small mass ε [69, 93]; the second one is less familiar
and is justified by the considerations that follow.
Assuming Aε to have either the form (5.14) or (5.15), we readily obtain the following
relations allowing to express the deformed kernels Kε, T ε in terms of the analogous
basic kernels K, T :
Aε := A+ ε2 ⇒ Kε(t ;x,y) = e−ε2t K(t ;x,y) ; (5.16)
Aε := (
√
A+ ε)2 ⇒ T ε(t ;x,y) = e−εt T (t ;x,y) . (5.17)
In particular, assuming the kernels K, T to be meromorphic functions of t, the above
relations imply that the deformed kernels Kε, T ε are meromorphic as well; in these
cases, the deformed Dirichlet kernel Dεs admits integral representations analogous
to (3.94) (3.95), involving the Hankel contour H. For example, one can write
Dεs(x,y) =
e−2iπs Γ(1−2s)
2πi
∫
H
dt t2s−1 T ε(t ;x,y) . (5.18)
Starting from the above representation we can derive explicit expressions for the
renormalized functions D
(κ)
±1/2(x,y), and, more generally, for
D
(κ)
−n
2
(x,y) := lim
ε→0
RP
∣∣∣
s=−n
2
(
κ2s+nDεs(x,y)
)
(n∈{−1, 0, 1, 2, ...}) , (5.19)
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that could be called “renormalized Dirichlet kernels” of order −n/2 . More precisely,
let us assume the modified cylinder kernel T˜ (t ;x,y) associated to the fundamental
operator A to be a meromorphic function of t in the neighborhood of the positive
real half-axis, fulfilling the bound
|T˜ (t ;x,y)| 6 C |t|−a−n+1 for ℜt→ +∞ and some C, a>0 . (5.20)
Then, we obtain the following result, for n = −1, 0, 1, 2, ... (see Appendix G):
D
(κ)
−n
2
(x,y) = (−1)n+1 Γ(n+2)Res
(
t−(n+2) T˜ (t ;x,y) ; 0
)
. (5.21)
Let us remark that Eq. (5.21) has the same structure of Eq. (3.98), dealing with
the Dirichlet kernel when A is strictly positive. In the stricly positive case, the
cited result was derived rigorously (from Eq. (3.97)), with no need to introduce a
regulating parameter ε ; in the present framework, instead, it would be impossible
to establish (5.21) without using the regulator ε.
One could derive results similar to Eq. (5.21), involving the “renormalized deriva-
tives”, e.g.,
∂zwD
(κ)
−n
2
(x,y) := lim
ε→0
RP
∣∣∣
s=−n
2
(
κ2s+n ∂zwD
ε
s(x,y)
)
, (5.22)
where z, w are spatial variables; indeed, for n = −1, 0, 1, 2, ..., we have
∂zwD
(κ)
−n
2
(x,y) = (−1)n+1 Γ(n+2)Res
(
t−(n+2) ∂zwT˜ (t ;x,y) ; 0
)
(5.23)
if ∂zwT˜ (t ;x,y) , as a function of t, fulfills conditions of the form stipulated previously
for T˜ (t ;x,y) (see, in particular, Eq. (5.20)).
To conclude, let us discuss the pressure on the boundary in the present framework;
the main point is the fact that, as in the case of strictly positive A, there are
two possible prescriptions for the renormalized pressure. The first alternative is to
introduce, at each point x ∈ ∂Ω, a deformed, regularized pressure with components
pεui (x) := 〈0|T̂ εuij (x)|0〉nj(x) (i∈{1, ..., d}) , (5.24)
where n(x) ≡ (nj(x)) is the outer unit normal to the boundary; we then define the
renormalized pressure at x as
preni (x) := lim
ε→0+
RP
∣∣∣
u=0
pεui (x) . (5.25)
The second alternative is to put
preni (x) :=
(
lim
x′∈Ω,x′→x
〈0|T̂ij(x′)|0〉ren
)
nj(x) (5.26)
where 〈0|T̂ij(x′)|0〉ren is defined according to Eq. (5.8) at all interior points x′ of the
domain. The prescriptions (5.25) (5.26) can, in general, give different results: this
happens, for example, in the case of a massless field on a wedge-shaped domain, to
be discussed in Section 5 of Part II.
51
5.3 Some variations involving the spatial domain. In the literature, a scalar
field fulfilling periodic boundary conditions is often considered. To give a rigorous
description of this configuration, one should better give up to viewing Ω as an open
subset of Rd and pass to a description in terms of tori. For example, it is customary
to speak of a field on the hypercube (0, a)d with periodic boundary conditions, where
a > 0 is some given length. In the most precise description of this configuration, Ω
is not (0, a)d but rather the d-dimensional torus Tda := R
d/(aZ)d ≃ (R/aZ)d (where
Z is the set of integers, so that aZ = {...,−2a,−a, 0, a, 2a, ...}) (26).
In some applications to be considered in the subsequent Parts II and III, the space
domain Ω is an open subset ofRd but, in place of the Cartesian coordinates x ≡ (xi),
it is natural to use for it some curvilinear coordinates (qi)i=1,...,d ≡ q; in these
coordinates, the line element of Rd will have the form
dℓ2 = aij(q) dq
idqj . (5.27)
The above spatial coordinates induce a set of spacetime coordinates (qµ)µ=0,...,d ≡ q
on R×Ω where q0 := t and the qi’s are as before; clearly, the spacetime line element
ds2 = −dt2 + dℓ2 will have the form
ds2 = gµν(q) dq
µdqν ,
g00 := −1 , gi0 = g0i := 0 , gij(q) := aij(q) for i, j ∈ {1, ..., d} .
(5.28)
The analogue of Eq. (2.16) in the coordinate system (qµ) is
T̂ uµν := (1−2ξ)∂µφ̂u◦∂νφ̂u−
(
1
2
−2ξ
)
ηµν
(
∂λφ̂u∂λφ̂
u+V (φ̂u)2
)
−2ξ φ̂u◦∇µνφ̂u , (5.29)
where ∇µ is the covariant derivative induced by the (flat) spacetime metric (5.28).
In principle, the covariant derivative ∇µ should appear in place of any derivative
∂µ; however we are working with a scalar field and it is well-known that
∇µf = ∂µf if f is a scalar function . (5.30)
The situation is different when we consider second order derivatives, which explains
the appearing of ∇µν in (5.29). Let us recall that
∇µνf = ∂µνf − Γλµν∂λf (= ∇νµf) if f is a scalar function , (5.31)
26The considerations of subsection 5.1 for the periodic case are easily rephrased in terms of the
torus Tda. The operator A := −∆ acting in L2(Tda) has 0 as an eigenvalue, with kerA formed by
the constant functions; again, 0 is eliminated viewing A as an operator acting in
L20(T
d
a) := (kerA)⊥ =
{
f ∈ L2(Tda)
∣∣∣ ∫
Tda
dx f(x) = 0
}
.
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where we are using the spacetime Christoffel symbols Γλµν :=
1
2
gλρ(∂µgρν + ∂νgµρ −
∂ρgµν). The above computational rule is more efficiently implemented recalling that
q0 = t and using the space covariant derivatives Di corresponding to the line element
(5.27); these rely on the Christoffel symbols γkij :=
1
2
akh(∂iahj+∂jaih−∂haij). From
Eq. (5.28) one easily infers that Γkij = γ
k
ij (for i, j, k ∈ {1, ..., d}) are the only non-
vanishing coefficients; so, Eq. (5.31) for a scalar function f on spacetime implies
∇ijf = Dijf = ∂ijf − γkij∂kf ,
∇0if = ∂0(∂if) = ∂i(∂0f) = ∇i0f , ∇00f = ∂00f .
(5.32)
As a further variation of our schemes, we can stipulate the spatial domain Ω to
be an arbitrary d-dimensional Riemannian manifold, possibly non flat; in any co-
ordinate system (qi)i=1,...,d ≡ q of Ω, the Riemannian line element dℓ2 will have
a representation of the form (5.27). (Of course the position Ω = Tda, considered
at the beginning of this paragraph in relation to periodic boundary conditions,
amounts to choosing for Ω a very simple, flat Riemannian manifold). Given any
Riemennnian manifold Ω, we can associate to it the spacetime R × Ω equipped
with the line element ds2 = −dt2 + dℓ2; this takes the form (5.28) in coordinates
(t, qi) ≡ (q0, qi) ≡ (qµ)µ=0,...,d.
As a final variation, we can assume the space domain Ω to be an open subset of a
Riemannian manifold and prescribe boundary condtions on ∂Ω.
Many results in Sections 2, 3 and 4 are readily adapted to the variations considered in
this subsection for the space domain. An essential point in making these adaptations
is to remember that, when an arbitrary coordinate system is employed, the second
order derivatives of scalar functions must be intended in a covariant sense and the
computational rules (5.32) must be applied.
6 The case of a massless field on the segment
6.1 Introducing the problem for arbitrary boundary conditions. To con-
clude the present Part I we present a simple application of our general formalism,
namely a 1-dimensional model describing a massless scalar field living on a segment,
with no background potential. This means that
d = 1 , Ω = (0, a) (a > 0) , A = −∂x1x1 (V = 0) (6.1)
where x1 ∈ (0, a) is the standard Cartesian coordinate (27). The field is assumed
to fulfill Dirichlet, Neumann or periodic boundary conditions at the boundary
∂Ω = {0} ∪ {a}; we will deal with each one of these alternatives separately, in
the subsequent subsections 6.6-6.9 .
27We could have used, in place of x1, the rescaled spatial variable
x1⋆ := x
1/a ∈ (0, 1) ,
in terms of which, we would have obtained simpler expressions for the results reported in sequel.
Yet, we choose not to employ this rescaled coordinate in order to make the comparison with
kwnown results more straightforward.
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In passing, we note that the setting described above is the d = 1 case both for the
configuration with two parallel hyperplanes and for the d-dimensional box (to be
considered in Parts II and IV, respectively).
Let us make some comparison with the previous literature about the Casimir effect
for a scalar field on a segment. First of all, we wish to mention the book of Bordag
et al. [15] (see Chapter 2) and the work by Fulling et al. [50]; these authors derive
the total bulk energy, for several boundary conditions, using regularization meth-
ods different from zeta approach. More precisely, [15] uses an exponential cut-off
regularization followed by Abel-Plana resummation, while [50] employs essentially
a point-splitting procedure. These authors also obtain the force acting on the end-
points of the segment by differentiating the expression for the total energy with
respect to the lenght of the segment (see the comments at the beginning of subsec-
tion 4.4). Let us also mention the paper [68] by Mamaev and Trunov deriving the
stress-energy VEV for a massless scalar field on a segment in the case of periodic
boundary conditions, via point-splitting regularization.
In all cases where the present section has an intersection with [15, 50, 68], our results
are in agreement with these references (28).
28Note added. After this manuscript was written, we became aware of a very recent paper
by Mera and Fulling [70] who consider a massive scalar field on a segment, regularized via an
exponential cutoff, and compute the stress-energy VEV by the method of images, i.e., as a sum
over infinitely many optical paths. (Even though different from zeta regularization, this approach
is related to the cylinder kernel due to the cutoff structure.) The authors of [70] consider the zero
cutoff limit, whose treatment can be understood as a renormalization, and also give a number of
results on the zero mass limit. With a small addition to these results, presented hereafter, our
renormalized stress-energy VEV can be shown to agree with the zero mass limit of the calculations
in [70]. As an example let us consider the (0, 0) component of the stress-energy VEV, i.e., the
energy density, in the case of Neumann boundary conditions; in [70] this is expressed as the sum
of a term diverging quadratically in the cutoff, and of other terms which have a finite limit when
the cutoff is sent to zero. If one renormalizes removing the divergent term, one obtains from [70]
that
〈0|T00(x1)|0〉ren =
= − m
2πa
+∞∑
n=1
K1(2mna)
n
− mξ
π
+∞∑
n=−∞
K1(2m|x1 + na|)
|x1 + na| −
2m2
π
(ξ − 1
4
)
+∞∑
n=−∞
K0(2m|x1 + na|)
where m is the field mass and K0,K1 are modified Bessel functions of the second kind (see Eq.s
(10) (15-17) and (51) of [70], here re-written with L = a, β = ξ − 1/4 and putting r = l = 0 to
indicate the choice of Neumann boundary conditions). It is known that K0(z) = − ln z+O(1) and
K1(z) = 1/z + O(z ln z) for z → 0+. So one expects that, for m→ 0+, m
∑+∞
n=1K1(2mna)/n
→ (∑+∞n=1 1/n2)/(2a) = π2/(12a) and m2∑+∞n=−∞K0(2m|x1 + na|) → 0; these two facts are
in fact established in [70]. Let us add to these results the remark that, for m→ 0+,
m
∑+∞
n=−∞K1(2m|x1 + na|)/|x1 + na| → (1/2)
∑+∞
n=−∞ 1/(x
1 + na)2 = π2/(2a2 sin2(πax
1)) (for
the computation of the last series by contour integral methods see [59], p. 268, Eq. 4.9-4). In view
of these facts
lim
m→0+
〈0|T00(x1)|0〉ren = − π
24a2
− ξ π
2a2 sin2(πax
1)
,
in agreement with Eq. (6.40) of the present work. Let us emphasize that, differently from [70],
our zeta approach gives the renormalized stress-energy VEV by mere analytic continuation, with
no need to rimove divergent terms.
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6.2 Cylinder and Dirichlet kernels. For any one of the previously mentioned
boundary conditions, we perform our analysis in the manner explained hereafter.
First of all, we determine explicitly the cylinder kernel T (t ; x1, y1) associated to
the fundamental operator A ; to this purpose we consider a complete orthonormal
set of eigenfunctions (Fk)k∈K for A with eigenvalues (ω2k)k∈K. The label set K is
countable and
∫
K dk means
∑
k∈K; so, the eigenfunction expansion (3.48) for the
cylinder kernel reads
T (t ; x1, y1) =
∑
k∈K
e−ωktFk(x1)Fk(y1) . (6.2)
Once the cylinder kernel has been computed explicitly by evaluating the above sum,
we can proceed to determine the modified cylinder kernel T˜ (t ; x1, y1) as the primitive
of −T (t ; x1, y1) vanishing for t→ +∞ (see Eq. (3.55)).
In the next subsections T and T˜ will be computed explicitly, for several kinds of
boundary conditions. In all cases, the cylinder kernel T and the spatial derivatives
of the modified cylinder kernel T˜ will be found to have meromorphic extensions in
the t variable to an open complex neighborhood of [0,+∞), with possible poles only
at t = 0, vanishing exponentially for ℜt → +∞; thus, the framework of subsection
3.15 can be applied straightforwardly.
To be more precise: for y1 6= x1, T, T˜ and their derivatives have analytic extensions
in t to a neighborhood of [0,+∞). When evaluated on the diagonal y1 = x1, the
modified cylinder kernel T˜ is found to have a logarithmic singularity in t = 0, while
the cylinder kernel T and the spatial derivatives of both T and T˜ are meromorphic
in a neighborhood of [0,+∞) with only a pole singularity in t = 0 . Because of this,
one can resort to Eq.s (3.95) and (3.97) to obtain the analytic continuation of the
Dirichlet kernel and of its derivatives, required in order to determine the regularized
VEV of the stress-energy tensor; explicitly, we have
Du−1
2
(x1, y1)
∣∣∣
y1=x1
=
e−iπ(u−1) Γ(2−u)
2πi
∫
H
dt tu−2 T (t ; x1, y1)
∣∣∣
y1=x1
; (6.3)
∂zwDu+1
2
(x1, y1)
∣∣∣
y1=x1
= −e
−iπ(u+1) Γ(1−u)
2πi
∫
H
dt tu−1 ∂zwT˜ (t ; x1, y1)
∣∣∣
y1=x1
for z, w ∈ {x1, y1} .
(6.4)
In order to obtain the analytic continuations at u = 0 of the above functions, one
can simply set u = 0 in the expressions on the right-hand sides of Eq.s (6.3) (6.4)
and explicitly evaluate the remaining integrals along the Hankel contour via the
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residue theorem (29); as indicated in subsection 3.15, this gives
D− 1
2
(x1, y1)
∣∣∣
y1=x1
= −Res
(
t−2 T (t ; x1, y1)
∣∣∣
y1=x1
; 0
)
; (6.5)
∂zwD 1
2
(x1, y1)
∣∣∣
y1=x1
= Res
(
t−1∂zwT˜ (t ; x1, y1)
∣∣∣
y1=x1
; 0
)
for z, w∈{x1, y1} (6.6)
(use Eq. (3.96) and the analogue of Eq. (3.98) for the derivatives of Ds).
Before moving on, let us mention that analogous considerations can be made con-
cerning the traces TrA−s, T (t) (see Eq. (3.22) and Eq.s (3.56) (3.57), respectively).
Indeed, we can compute the cylinder trace T (t) according to Eq. (3.58) that in the
present case reads
T (t) =
∑
k∈K
e−ωkt . (6.7)
By explicit evaluation of the above sum for the boundary conditions considered in
the sequel, it becomes apparent that T (t) possesses the same features of its local
counterpart. Thus, we can resort again to the general framework of subsection 3.15
to obtain the analytic continuation of TrA−s; in particular, due to Eq. (3.99), the
continuation at s = −1/2 is
TrA1/2 = −Res
(
t−2 T (t) ; 0
)
. (6.8)
6.3 The stress-energy tensor. We can now determine explicitly the renormal-
ized VEV of the stress-energy tensor; in fact, since no singularity arises, Eq.s (3.39-
3.41) and (3.42) imply
〈0|T̂00(x1)|0〉ren =
[(
1
4
+ξ
)
D− 1
2
(x1, y1) +
(
1
4
−ξ
)
∂x1y1D 1
2
(x1, y1)
]
y1=x1
, (6.9)
〈0|T̂01(x1)|0〉ren = 〈0|T̂10(x1)|0〉ren = 0 , (6.10)
〈0|T̂11(x1)|0〉ren =
=
[(1
4
− ξ
)
D− 1
2
(x1, y1) +
1
4
∂x1y1D 1
2
(x1, y1)− ξ ∂x1x1D 1
2
(x1, y1)
]
y1=x1
.
(6.11)
In the following, the scheme outlined above will be illustrated in detail, as an exam-
ple, for the case of Dirichlet boundary conditions. For the other boundary conditions
29Notice that the analogoue of Eq. (6.3) in terms of T˜ is not so simple and straightforward to
employ, due to the logarithmic behaviour of the modified cylinder kernel near t = 0; on the other
hand, the analogue of (6.4) in terms of T has a singularity in the gamma function for u = 0. Thus,
for the computations in which we are interested, there is no better strategy than using Eq. (6.3)
with T and Eq. (6.4) with T˜ ; this also explains why, in the sequel, we will frequently refer to both
kernels.
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we will be more synthetic but, in any case, we will always report the expressions
for T (t ;x,y), T˜ (t ;x,y) and 〈0|T̂µν |0〉ren; in particular recall the considerations of
subsection 2.5 and note that in this case Eq. (2.24) gives
ξ1 = 0 . (6.12)
6.4 The total energy. Since no singularity appears, we can use the general pre-
scription (4.11); the latter, along with Eq. (6.8), allow us to derive an explicit
expression for the bulk energy, for any one of the several boundary conditions to be
considered in the following. More precisely, we have
Eren = − 1
2
Res
(
t−2 T (t) ; 0
)
(6.13)
where T (t) is the cylinder trace of Eq. (3.57).
In passing, let us remark that the renormalized boundary energy Bren always van-
ishes identically in the cases considered, due to the prescribed boundary conditions
(indeed, the same statement can be made for the regularized version Bu; see Eq.
(4.9)).
We also mention the following fact: by direct comparison of the results reported in
subsections 6.6-6.9 it appears that the results derived using Eq. (6.13) could as well
be deduced integrating over (0, a) the conformal part of the renormalized energy
density 〈0|T̂00|0〉ren . On the contrary, the non-conformal part of the latter appears
to diverge in a non-integrable manner near the end-points x = 0 and x = a.
6.5 The boundary forces. Let us remark that, since the boundary is zero-
dimensional, the nominal “pressure” on the boundary points x1 = 0, x1 = a does in
fact coincide with the force on these points; because of this, we adopt the notation
Fren(x
1) ≡ pren(x1) for x1 = 0, a . (6.14)
For all the (non periodic) boundary conditions to be analysed in the following sub-
sections, there are in principle two definitions of the renormalized boundary forces;
these descend from the two alternatives pointed out in the general discussion on
pressure of subsection 4.2.
Let us indicate with n1(x1) the unit “outer normal” at the points on the boundary,
so that n1(0) = −1 and n1(a) = 1. The first definition reads
Fren(x
1) := 〈0|T̂ u11(x1)|0〉
∣∣∣
u=0
n1(x1) (6.15)
(see Eq. (4.22) and notice that the prescription of taking the regular part is superflu-
ous, since no sigularity arises; namely, we first compute the regularized stress-energy
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tensor at the boundary point x1, and then we analytically continue at u = 0). The
second alternative is to define (see Eq. (4.23))
Fren(x
1) :=
(
lim
x′1∈(0,a), x′1→x1
〈0|T̂11(x′1)|0〉ren
)
n1(x1) (6.16)
(i.e., we first renormalize at inner points of the interval (0, a), and then move towards
the boundary). As a matter of fact, for all boundary conditions considered in the
next subsections, the equivalence between (6.15) and (6.16) will be checked by direct
computation.
6.6 Dirichlet boundary conditions. As a first example, let us consider the case
where the field fulfills Dirichlet conditions at both the end points of the segment
(0, a), that is
φ̂(t, x1) = 0 for t ∈ R, and x1 = 0 or x1 = a . (6.17)
A complete orthonormal set of eigenfunctions (Fk)k∈K for A and the related eigen-
values (ω2k)k∈K are
Fk(x
1) :=
√
2
a
sin(k x1) , ω2k := k
2 for k ∈ K ≡
{nπ
a
∣∣∣ n = 1, 2, 3, ...} . (6.18)
The expansion (6.2) for the cylinder kernel associated to A reads
T (t ; x1, y1) =
2
a
+∞∑
n=1
e−
nπ
a
t sin
(nπ
a
x1
)
sin
(nπ
a
y1
)
; (6.19)
re-writing the trigonometric functions in terms of complex exponentials, the right-
hand side of the above equation reduces to a sum of four geometric series, which
can be explicitly evaluated. The final result is
T (t ; x1, y1) =
1
2a
[
cos(π
a
(x1−y1))− e−πa t
cosh(π
a
t)−cos(π
a
(x1−y1)) −
cos(π
a
(x1+y1))− e−πa t
cosh(π
a
t)−cos(π
a
(x1+y1))
]
; (6.20)
the same expression is also reported, e.g., in [47, 50], but therein it is not used to
compute the full, renormalized stress-energy VEV.
Expressing the hyperbolic functions in terms of exponentials, we easily obtain the
primitive of T which vanishes exponentially for t→ +∞, that is −T˜ ; in conclusion
T˜ (t ; x1, y1) = − 1
2π
[
ln
(
1− 2e−πa t cos
(π
a
(x1−y1)
)
+ e−
2π
a
t
)
+
− ln
(
1− 2e−πa t cos
(π
a
(x1+y1)
)
+ e−
2π
a
t
)]
.
(6.21)
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Both T and the space derivatives of T˜ have meromorphic extensions in t to a complex
neighborhood of [0,+∞), with poles only at t = 0; so, we can employ Eq.s (6.5) (6.6)
to obtain from them the renormalized Dirichlet kernel and its spatial derivatives.
For example, since
T (t ; x1, y1)
∣∣∣
y1=x1
=
1
πt
− π(3−sin
2(π
a
x1))
12a2 sin2(π
a
x1)
t +
π3(15(2+cos(2π
a
x1))− sin4(π
a
x1))
720a4 sin4(π
a
x1)
t3 +O(t5) ,
(6.22)
for t→ 0, evaluating explicitly the residue in Eq. (6.5), it follows
D− 1
2
(x1, y1)
∣∣∣
y1=x1
=
π
12a2
3− sin2(π
a
x1)
sin2(π
a
x1)
. (6.23)
Proceeding similarly for the derivatives of the Dirichlet kernel, and then using Eq.s
(6.9-6.11), one obtains the following expression for the renormalized VEV of the
stress-energy tensor:
〈0|T̂µν(x1)|0〉ren
∣∣∣
µ,ν=0,1
= A
(−1 0
0 −1
)
+ ξ B(x1)
(
1 0
0 0
)
,
A :=
π
24a2
, B(x1) :=
π
2a2
1
sin2(π
a
x1)
for x1∈(0, a) .
(6.24)
Let us now discuss the renormalized bulk energy. To this purpose, we first note that
the expansion (3.58) for the cylinder trace gives
T (t) =
+∞∑
n=1
e−
nπ
a
t =
1
e
π
a
t − 1 ; (6.25)
then, using prescription (6.13), we readily infer
Eren = − π
24a
. (6.26)
In conclusion, let us consider the boundary forces; it is easily seen that both defini-
tions (6.15) and (6.16) give (with A as in Eq. (6.24))
Fren(0) = A , Fren(a) = −A . (6.27)
6.7 Dirichlet-Neumann boundary conditions. Let us now consider the case
where Dirichlet and Neumann boundary conditions are respectively prescribed at
the two end points of the segment (0, a): we assume
φ̂(t, 0) = 0 , ∂x1φ̂(t, a) = 0 for t ∈ R . (6.28)
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In this case, a complete orthonormal set of eigenfunctions (Fk)k∈K for A and the
related eigenvalues (ω2k)k∈K are described by
Fk(x
1) :=
√
2
a
sin(k x1), ω2k := k
2 for k∈K ≡
{(
n+
1
2
)π
a
∣∣∣n = 0, 1, 2, ...} . (6.29)
Using the expansion (6.2), we can determine the cylinder kernel T and then obtain
the modified kernel T˜ as minus the primitive of T , vanishing for t→ +∞; the final
results are
T (t ; x1, y1)=
1
a
[
sinh( π
2a
t) cos( π
2a
(x1−y1))
cosh(π
a
t)− cos(π
a
(x1−y1)) −
sinh( π
2a
t) cos( π
2a
(x1+y1))
cosh(π
a
t)− cos(π
a
(x1+y1))
]
, (6.30)
T˜ (t ; x1, y1) =
1
2π
[
ln
(
cos( π
2a
(x1−y1))+cosh( π
2a
t)
cos( π
2a
(x1−y1))−cosh( π
2a
t)
)
− ln
(
cos( π
2a
(x1+y1))+cosh( π
2a
t)
cos( π
2a
(x1+y1))−cosh( π
2a
t)
)]
.
(6.31)
Using the above expressions along with Eq.s (6.5), (6.6) and (6.9-6.11), one obtains
the renormalized VEV of the stress-energy tensor:
〈0|T̂µν(x1)|0〉ren
∣∣∣
µ,ν=0,1
= A
(
1 0
0 1
)
+ ξ B(x1)
(
1 0
0 0
)
,
A :=
π
48a2
, B(x1) :=
π
2a2
cos(π
a
x1)
sin2(π
a
x1)
for x1∈(0, a) .
(6.32)
Next, we derive the cylinder trace using again the expansion (3.58):
T (t) =
+∞∑
n=0
e−(n+
1
2
)π
a
t =
e
π
2a
t
e
π
a
t − 1 . (6.33)
Now prescription (6.13) allows us to obtain the renormalized total bulk energy:
Eren =
π
48a
. (6.34)
Concerning the boundary forces, also in this case definitions (6.15) (6.16) agree and
give
Fren(0) = −A , Fren(a) = A (6.35)
where A is as in Eq. (6.32); notice, in particular, that the above expressions have
the opposite sign with respect to the ones of Eq. (6.27), corresponding the case of
Dirichlet boundary conditions.
60
6.8 Neumann boundary conditions. We are now going to study the case where
∂x1φ̂(t, x
1) = 0 for t ∈ R, and x1 = 0 or x1 = πa . (6.36)
In this case, according to the considerations of subsection 5.1, the Hilbert space
L2(0, a) has to be replaced with the space L20(0, a) of square integrable functions on
(0, a) with mean zero (see Eq. (5.2)); in this space, a complete orthonormal set of
eigenfunctions (Fk)k∈K for A = −∂x1x1 and the corresponding eigenvalues (ω2k)k∈K
are given by
Fk(x
1) :=
√
2
a
cos(k x1) , ω2k := k
2 for k ∈ K ≡
{nπ
a
∣∣∣ n = 1, 2, 3, ...} . (6.37)
The cylinder kernel associated to A can be evaluated according to Eq. (6.2) to
obtain
T (t ; x1, y1) =
1
2a
[
cos(π
a
(x1−y1))− e−t
cosh t− cos(π
a
(x1−y1)) +
cos(π
a
(x1+y1))− e−t
cosh t− cos(π
a
(x1+y1))
]
; (6.38)
while for the modified cylinder kernel, computed as minus the primitive of T , we
obtain
T˜ (t ; x1, y1) = − 1
2π
[
ln
(
1− 2e−πa t cos
(π
a
(x1−y1)
)
+ e−
2π
a
t
)
+
+ ln
(
1− 2e−πa t cos
(π
a
(x1+y1)
)
+ e−
2π
a
t
)]
.
(6.39)
Resorting once more to Eq.s (6.5), (6.6) and (6.9-6.11), the renormalized VEV of
the stress-energy tensor is found to be
〈0|T̂µν(x1)|0〉ren
∣∣∣
µ,ν=0,1
= A
(−1 0
0 −1
)
− ξ B(x1)
(
1 0
0 0
)
, (6.40)
where A and B(x1) are defined as in Eq. (6.24).
In the case under analysis the spectrum of A coincides with the one obtained for
Dirichlet boundary conditions (compare Eq.s (6.18) (6.37)); therefore, the cylinder
trace is again given by Eq. (6.25), and we derive the same renormalized bulk energy
as in Eq. (6.26):
Eren = − π
24a
.
Finally, both definitions (6.15) and (6.16) give for the boundary forces the same
results as in the case of Dirichlet boundary conditions (see Eq. (6.27)):
Fren(0) = A , Fren(a) = −A (6.41)
(again, A is as in Eq. (6.24)).
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6.9 Periodic boundary conditions. The last case we consider for the segment
configuration is the one where the field satisfies periodic boundary conditions:
φ̂(t, 0) = φ̂(t, a) , ∂x1φ̂(t, 0) = ∂x1φ̂(t, a) for t ∈ R . (6.42)
As explained in subsection 5.3, this case would be more properly formulated in terms
of a free scalar field on the 1-dimensional torus T1a := R/(aZ) . Besides, similarly
to the case of Neumann boundary conditions, recall that the basic Hilbert space is
L20(T
1
a) = {f ∈L2(T1a) |
∫ a
0
dx1f(x1) = 0} (see subsection 5.1 and the footnote 26 of
page 52). In this space a complete orthonormal set of eigenfunctions (Fk)k∈K for A,
with the corresponding eigenvalues (ω2k)k∈K, is
Fk(x
1) :=
√
1
a
eik x
1
, ω2k := k
2 for k∈K ≡
{
± 2nπ
a
∣∣∣ n = 1, 2, 3, ...} . (6.43)
Let us pass to determine the cylinder and modified cylinder kernel associated to A;
using the same methods of the previous subsections, we obtain
T (t ; x1, y1) =
cos(2π
a
(x1−y1))− e− 2πa t
a
[
cosh(2π
a
t)− cos(2π
a
(x1−y1))] , (6.44)
T˜ (t ; x1, y1) = − 1
2π
ln
(
1− 2 e− 2πa t cos
(2π
a
(x1−y1)
)
+ e−
4π
a
t
)
(6.45)
(the same expression for T is also reported, e.g., in [47], again for other purposes).
Eq.s (6.5), (6.6) and (6.9-6.11), yield the following expression for the renormalized
VEV of the stress-energy tensor:
〈0|T̂µν(x1)|0〉ren
∣∣∣
µ,ν=0,1
=
π
6a2
( −1 0
0 −1
)
. (6.46)
Let us stress that the above results respects the invariance under translations x1 7→
x1+α (for any α ∈ R) of the given configuration, since it does not depend explicitly
on the spatial coordinate x1 .
To conclude, we discuss the renormalized bulk energy. We first note that expansion
(3.58) for the cylinder trace yields, in the present case,
T (t) =
( −1∑
n=−∞
+
+∞∑
n=1
)
e−
2|n|π
a
t = 2
+∞∑
n=1
e−
2nπ
a
t =
2
e
2π
a
t − 1 ; (6.47)
then, using once more prescription (6.13), we obtain for the bulk energy
Eren = − π
6a
. (6.48)
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A Appendix. On the form (2.11) for the stress-
energy tensor
Eq. (2.11) is the quantized version of a classical formula for the stress-energy tensor
[12, 17, 19, 79], which we review here for completeness. Following Section 2, we
refer to Minkowski spacetime; after an inertial frame has been chosen, the latter
is identified with Rd+1 = R × Rd ∋ x ≡ (xµ) ≡ (t,x). We confine the attention
to a subset of the form R × Ω, where Ω ⊂ Rd is a spatial domain; let us consider
a classical scalar field φ on R × Ω described by an arbitrary Lagrangian density
L = L(φ, ∂φ, x). The associated canonical stress-energy tensor is
T canµν := −
∂L
∂(∂µφ)
∂νφ+ ηµνL , (A.1)
and fulfills
∂µT canµν = − ∂νL (A.2)
along the solutions of the field equations. If Σ is any spacelike hypersurface with
normal unit vector Nµ and volume element dv, we define the canonical momentum
P canν (Σ) :=
∫
Σ
dv Nµ T canµν . (A.3)
For simplicity we rescrict the attention to the case
Σ = {t} × Ω , (A.4)
for a fixed t ∈ R, writing P canν (t) for the corresponding canonical momentum. In
this case we can take (Nµ) = (1, 0, . . . , 0) and
∫
Σ
dv corresponds to integration on
Ω with respect to the usual volume element dx, so
P canν (t) :=
∫
Ω
dx T can0ν (t,x) . (A.5)
Writing x for (t,x), we have dP canν /dt(t) =
∫
Ω
dx ∂0T
can
0ν (x) =
∫
Ω
dx (−∂0T can0ν )(x) =∫
Ω
dx (∂iT caniν − ∂µT canµν )(x) =
∫
Ω
dx [∂iT caniν (x) + (∂νL)(φ(x), ∂φ(x), x)], i.e., by the
d-dimensional divergence theorem,
dP canν
dt
(t) =
∫
Ω
dx (∂νL)(φ(x), ∂φ(x), x) +
∫
∂Ω
da(x) ni(x) T caniν (x) . (A.6)
Here (and in the sequel) n(x) = (ni(x)) is the outer unit vector in Rd normal to
the boundary ∂Ω at x, and da is the (d−1)-dimensional area element (30). For a
30Obviously enough, if Ω is unbounded we intend
∫
∂Ω
da(x)ni(x) := limℓ→+∞
∫
∂Ωℓ
daℓ(x)n
i
ℓ(x)
where Ω1 ⊂ Ω2 ⊂ Ω3 ⊂ . . . are bounded domains such that ∪+∞ℓ=1Ωℓ = Ω.
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number of reasons briefly reviewed in the sequel, it is customary (see, e.g., [19, 94])
to consider an “improved stress-energy tensor” of the form
Tµν := T
can
µν + ∂
λFλµν , (A.7)
where Fλµν is a covariant tensor of rank 3 such that
Fλµν = −Fµλν . (A.8)
Condition (A.8) implies ∂µ(∂λFλµν) = 0, thus ensuring
∂µTµν = ∂
µT canµν . (A.9)
We can give definitions similar to (A.3) and (A.5) using the improved stress-energy
tensor; in particular, for each t ∈ R, we define the “improved momentum”
Pν(t) :=
∫
Ω
dx T0ν(t,x) . (A.10)
We claim that
Pν(t) = P
can
ν (t) +
∫
∂Ω
da(x) ni(x)Fi0ν(t,x) , (A.11)
where da and n(x) have the same meaning as before. To prove this, note that
T0ν − T can0ν = ∂λFλ0µ = ∂0F00ν + ∂iFi0ν = ∂iFi0ν (A.12)
(F00ν = 0 due to Eq. (A.8)); thus Pν(t) = P
can
ν (t) +
∫
Ω
dx ∂iFi0ν(t,x), and the
d-dimensional divergence theorem yields Eq. (A.11).
In many cases of interest, the boundary term in Eq. (A.11) is zero. In particular,
this happens if Ω = Rd and Fi0ν(t,x) vanishes rapidly for x → ∞. In the case of
a bounded domain, the boundary term can be zero if Fi0ν depends suitably on the
field φ and the latter fulfills appropriate conditions on ∂Ω.
Whether or not the boundary term in Eq. (A.11) vanishes, using Eq. (A.9) we prove
that the improved momentum evolves according to the analogue of Eq. (A.6), i.e.,
dPν
dt
(t) =
∫
Ω
dx (∂νL)(φ(x), ∂φ(x), x) +
∫
∂Ω
da(x) ni(x) Tiν(x) . (A.13)
The improved stress-energy tensor is symmetric if and only if
∂λ(Fλµν − Fλνµ) = − (T canµν − T canνµ ) . (A.14)
When T canµν is not symmetric and it can be found a rank 3 tensor Fλµν fulfilling
conditions (A.8) and (A.14), the symmetry of the improved stress-energy tensor
(A.7) is itself a good reason to consider this object.
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There are reasons to consider the improved stress-energy tensor even in the case
when T canµν is itself symmetric (of course, in this case Eq. (A.14) requires that
∂λFλµν be symmetric in µ and ν). One of these reasons has been pointed out by
Callan et al. [19]; in few words, after quantization the divergences of the improved
tensor can happen to be softer than the divergences of the canonical one, especially
in perturbative renormalization.
In this paper we are interested in a field theory governed by the equation 0 =
(−∂tt +∆− V )φ = (∂µ∂µ − V )φ which arises from the Lagrangian
L := −1
2
∂µφ ∂µφ− 1
2
V φ2 . (A.15)
The corresponding canonical stress-energy tensor is
T canµν = ∂µφ ∂νφ−
1
2
ηµν(∂
λφ ∂λφ+ V φ
2) ; (A.16)
this is symmetric and fulfills (along solutions of the field equations)
∂µT canµν = −
1
2
(∂νV )φ
2 . (A.17)
Condition (A.8) is satisfied by the tensor
Fλµν := −ξ(ηλν∂µ − ηµν∂λ)φ2 , (A.18)
where ξ is a real parameter. In this case
∂λFλµν = −ξ(∂µν − ηµν∂λ∂λ)φ2 ; (A.19)
this tensor is symmetric in µ and ν, so Tµν is symmetric as well. The derivatives of
φ2 in Eq. (A.19) can be re-expressed using the field equation ∂µ∂
µφ = V φ, yielding
∂λFλµν = −2ξ ∂µφ ∂νφ+ 2ξ ηµν(∂λφ ∂λφ+ V φ2)− 2ξ φ ∂µνφ . (A.20)
Thus the improved stress-energy tensor (A.7) takes the form
Tµν = (1−2ξ)∂µφ ∂νφ−
(
1
2
− 2ξ
)
ηµν(∂
λφ∂λφ+ V φ
2)− 2ξ φ ∂µνφ , (A.21)
of which (2.11) is a natural quantization.
Let us recall that the momentum Pν corresponding to the improved tensor Tµν is
related to the canonical one via Eq. (A.11); in the present framework where Fλµν
is given by Eq. (A.18), the boundary term in Eq. (A.11) vanishes under Dirichlet
boundary conditions (φ(t,x) = 0 for all x ∈ ∂Ω); this term vanishes as well if
Ω = Rd and φ(t,x), ∂λφ(t,x) vanish rapidly for x→∞.
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In the case V = 0, the above improved tensor (A.21) allows another interpretation:
this is the functional derivative with respect to the metric of the action describing
a scalar field that interacts with a gravitational field via the scalar curvature, in the
limit where φ is small and the metric is the Minkowski metric ηµν plus a perturbation
of the second order in φ. Concerning this, see [19, 79, 81] and [36, 37].
Again for V = 0, the action of the field coupled to gravity is conformally invariant
for ξ = (d− 1)/(4d) [101].
B Appendix. Smoothness properties of some in-
tegral kernels
We refer to an operator A in L2(Ω) with features described by Eq.s (3.7), (3.8) or
(3.9) (recall that the situation (3.7) is more general than (3.8), and (3.8) is more
general than (3.9). In the present appendix we present a number of results which are
useful in relation to several integral kernels associated to A . Proving these results
would require a heavy use of functional analysis, which is not among the purposes
of the present work; therefore, hereafter we just sketch the basic ideas that will be
presented with more details elsewhere [41].
General results for case (3.7). As in the cited equation we assume A to be
any strictly positive, selfadjoint operator in L2(Ω). A basic step towards our goal
consists in associating a scale of Hilbert spaces Hr to the powers Ar for r ∈ R (see
[6] for a similar construction); speaking somehow loosely, we can describe Hr as the
Hilbert space of generalized functions f : Ω→ C such that Arf ∈ L2(Ω), equipped
with the inner product
〈f |g〉r := 〈Ar/2f |Ar/2g〉 (B.1)
(as usual, 〈 | 〉 denotes the inner product of L2(Ω)) which induces the norm
‖f‖r :=
√
〈f |f〉r = ‖Ar/2f‖ (B.2)
(31). Let (Fk)k∈K be any complete orthonormal set of (generalized) eigenfunctions
31Let us sketch the precise definition of Hr, given in [41]. For any real r we consider in L2(Ω)
the dense linear subspace Dr on which Ar/2 is well defined according to the general framework
for functional calculus of selfadjoint operators in Hilbert spaces (see, e.g., [84]); if (Fk)kinK is a
(generalized) complete orthonornmal set of eigenfunctions of A with eigenvalues ω2k (ωk > ε > 0),
then Dr is formed by the functions f ∈ L2(Ω) such that ∫
K
dk ω2rk |〈Fk|f〉|2 < +∞. We introduce
on Dr an inner product 〈 | 〉r following Eq. (B.1), and define Hr to be the completion of Dr with
respect to 〈 | 〉r ; for r2 > r1 one finds Dr2 ⊂ Dr1 , a fact implying Hr2 ⊂ Hr1 . Of course A0
coincides with the identity operator 1 of L2(Ω); thus D0 = H0 = L2(Ω) and 〈 | 〉0 is the usual
L2 inner product 〈 | 〉. For any r > 0, Dr is itself complete, so Hr = Dr ⊂ L2(Ω); for r < 0 the
completion Hr is larger than Dr, and even of L2(Ω) = H0. If r is sufficiently large, H−r contains
elements which cannot even be interpreted as ordinary functions on Ω; for example, as shown later
in this appendix, the Dirac delta δx at any point x ∈ Ω can be interpreted as an element of H−r
for all r > d/2 .
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of A with eigenvalues (ω2k)k∈K (ωk > ε > 0 for all k ∈ K); then Hr is made of the
generalized function f on Ω such that∫
K
dk ω2rk |〈Fk|f〉|2 < +∞ ; (B.3)
moreover, for any pair of functions f, g ∈ Hr, there holds
〈f |g〉r =
∫
K
dk ω2rk 〈Fk|f〉 〈Fk|g〉 . (B.4)
Of course, H0 is the usual space L2(Ω), and it can be proved that Hr2 →֒ Hr1 for
r2 > r1 (
32). Moreover, from the characterization (B.3) of Hr and from the identity
AsFk = ω2sk Fk it follows that
A−s maps continuously Hr into Hr′ for r, r′ ∈ R such that r′ − r < 2ℜs ; (B.5)
similarly, one proves that
e−tA, e−t
√A map continuously Hr into Hr′ for all r, r′ ∈ R . (B.6)
Next, consider the inner product of L2(Ω); for all r ∈ R this can be extended to a
continuous, sesquilinear map
〈 | 〉 : H−r ×Hr → C , (B.7)
which allows, in particular, to infer the isomorphic identification (Hr)′ = H−r .
Results for case (3.8). In accordance with the cited equation, we now assume
A = −∆+V on an open subset Ω of Rd with given boundary conditions, V : Ω→ R
a C∞ potential; all these ingredients are chosen so as to ensure the strict positivity
of A. In this case it can be proved that
Hr →֒ Cj(Ω) for j ∈ N, r ∈ R with r > d
2
+ j , (B.8)
where Cj(Ω) carries the topology of uniform convergence of the derivatives up to
order j on compact subsets of Ω; this is induced by the family of seminorms
pjK(f) := max|α|6j,x∈K
|∂αf(x)| (K ⊂ Ω compact) (B.9)
32Given any pair of topological vector spaces X ,Y, we say that X is continuously embedded in
Y, and we write X →֒ Y, if X is a linear subspace of Y and the identity map from X into Y is
continuous. So, for example, Hr4 →֒ Hr3 →֒ L2(Ω) →֒ Hr2 →֒ Hr1 if r4 > r3 > 0 > r2 > r1 .
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(33). By duality, Eq. (B.8) implies (under the same assumptions on j and r)
(Cj(Ω))′ →֒ (Hr)′ = H−r . (B.10)
Now, let j ∈ N and x ∈ Ω; the prescription
〈δx, f〉 := f(x) (B.11)
makes sense for all f ∈ Cj(Ω) and allows to interpret the Dirac delta function δx as
an element of the dual space (Cj(Ω))′. Moreover, it can be shown that the mapping
δ : x ∈ Ω 7→ δx ∈ (Cj(Ω))′ is itself of class Cj (34); of course, this fact and Eq.s
(B.10) imply that
δ : Ω→H−r , x 7→ δx is Cj if r ∈ R, j ∈ N and r > d
2
+ j . (B.12)
Finally, let j ∈ N and suppose that
B : H−(d/2+j2+η) →Hd/2+j1+η is linear and continuous
for some η > 0 and all j1, j2 ∈ N with j1 + j2 6 j ; (B.13)
we claim that, in this case,
the kernel Ω× Ω→ C, (x,y) 7→ B(x,y) := 〈δx|B δy〉
is (well defined and) of class Cj(Ω× Ω) . (B.14)
In fact, each derivative ∂B( , ) of order 6 j involves (in an arbitrary order) αi
operations of derivation with respect to xi and βi operations of derivation with
respect to yi (i = 1, ..., d) where j1 := α1 + ... + αd and j2 := β1 + ... + βd are such
33Let us sketch the derivation of Eq. (B.8). Due to well-known results on elliptic operators [23],
one has
Hr →֒ Hrloc(Ω) for all r > 0 ,
where Hrloc(Ω) is the standard local Sobolev space of order r (that is, the space of functions
f : Ω → C such that (1 − ∆)r/2(ϕf) ∈ L2(Ω) for all smooth, compactly supported functions
ϕ : Ω→ C). On the other hand, the usual Sobolev imbedding theorems [5] give
Hrloc(Ω) →֒ Cj(Ω) for all r ∈ R, j ∈ N with r >
d
2
+ j .
Summing up, the embeddings discussed in this footnote yield the thesis (B.8).
34For example, setting j = 1, one finds that the map x 7→ δx ∈ (C1(Ω))′ is C1 with derivatives
(∂iδ)x such that
〈(∂iδ)x, f〉 = ∂if(x) (i ∈ {1, ..., d})
for all f ∈ C1(Ω) .
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that j1 + j2 6 j; any such derivative exists and is continuous on Ω × Ω, with the
explicit expression ∂B(x,y) = 〈(∂αδ)x|B (∂βδ)y〉 (35).
Applications to the Dirichlet, heat and cylinder kernels: regularity results. Let
s ∈ C, j ∈ N; if ℜs > d/2 + j/2, using Eq. (B.5) one easily infers that the
operator B := A−s fulfills the condition (B.13) (with η = ℜs − d/2 − j/2); thus
(B.14) holds. In conclusion, we have the following result for the Dirichlet kernel
Ds(x,y) := 〈δx|A−sδy〉:
Ds ∈ Cj(Ω× Ω) for s ∈ C, j ∈ N and ℜs > d
2
+
j
2
. (B.15)
Similarly, for any t > 0 and any j ∈ N, due to (B.6) the operators B = e−tA or
B = e−t
√A fulfill the condition (B.13), implying Eq (B.14). So, the heat and cylinder
kernels K(t ;x,y) := 〈δx|e−tAδy〉, T (t ;x,y) := 〈δx|e−t
√Aδy〉 are of class Cj in x,y,
for all j ∈ N; in conclusion, these kernels are C∞ in x,y:
K(t ; , ), T (t ; , ) ∈ C∞(Ω× Ω) for each t > 0 . (B.16)
Results for case (3.9). We now consider the case described by the cited equation.
Thus A = −∆+V on bounded domain Ω with C∞ boundary ∂Ω, on which Dirichlet
conditions are imposed; the potential V is in C∞(Ω) and V (x) > 0 for all x ∈ Ω
(recall that, due to these assumptions, A is selfadjoint and strictly positive).
Smoothness up to the boundary. In the setting described above, one can strengthen
the results discussed in the previous paragraph of this appendix replacing system-
atically the space Cj(Ω) with Cj(Ω); this space consists of the functions which are
continuous with their derivatives up to order j on the closure Ω = Ω∪ ∂Ω, and it is
equipped with the norm
‖f‖Cj := max
|α|6j,x∈Ω
|∂αf(x)| . (B.17)
Similarly, the space Cj(Ω× Ω) can be replaced with Cj(Ω× Ω), endowed with the
norm
‖f‖Cj := max
|α|+|β|6j, x,y∈Ω
|∂αx∂βyf(x,y)| . (B.18)
In the present case Eq. (B.8) has the stronger version
Hr →֒ Cj(Ω) for j ∈ N, r ∈ R with r > d
2
+ j ; (B.19)
35note that, due to (B.12), the map y 7→ (∂βδ)y is continuous from Ω to H−(d/2+j2+η); due
to (B.13), y 7→ B(∂βδ)y is continuous from Ω to Hd/2+j1+η; finally, due to (B.12) the map x 7→
(∂αδ)x is continuous from Ω to H−(d/2+j2+η), and the sesquilinear form 〈 | 〉 is continuous on
H−(d/2+j1+η) ×Hd/2+j1+η.
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similarly, Eq. (B.14) (with the assumptions (B.13) on B) holds with Cj(Ω × Ω)
replaced by Cj(Ω × Ω) (36); due to these facts, Eq.s (B.15) and (B.16) for the
Dirichlet, heat and cylinder kernels hold in the stronger versions
Ds ∈ Cj(Ω× Ω) for s ∈ C, j ∈ N with ℜs > d
2
+
j
2
; (B.20)
K(t ; , ), T (t ; , ) ∈ C∞(Ω× Ω) for each t > 0 . (B.21)
Estimates for the eigenfunctions and eigenvalues of A. Due to the boundedness of
Ω, A has purely point spectrum; in fact, one can build for this operator a complete
orthonormal set of proper eigenfunctions (Fk)k∈K with eigenvalues (ω2k)k∈K, where
K = {1, 2, 3, ...} and the labels are chosen so that 0 < ω1 6 ω2 6 ω3 6 ... (with
the possibility that some of these inequalities are equalities, to deal with the case of
degenerate eigenvalues).
Let us discuss the smoothness properties of the eigenfunctions and derive some norm
bounds for them. Clearly, for each k ∈ {1, 2, 3, ..} and r ∈ R, we have Fk ∈ Hr
and ‖Fk‖r = ‖Ar/2Fk‖ = ‖ωrkFk‖ = ωrk . If r > d2 + j these facts and the imbedding
(B.19) imply Fk ∈ Cj(Ω); since this holds for each j ∈ N, we have
Fk ∈ C∞(Ω) . (B.22)
To go on, let us note that (B.19) means the following: for each j ∈ N and r > j+ d
2
,
there exists a constant Λj,r ∈ (0,+∞) such that
‖f‖Cj 6 Λj,r ‖f‖r for all f ∈ Hr . (B.23)
This statement with f = Fk gives ‖Fk‖Cj 6 Λjrωrk for j ∈ N, r > j + d2 or,
equivalently,
‖Fk‖Cj 6 Λjη ωj+d/2+ηk for all j ∈ N, η > 0 (B.24)
(where Λjη stands for Λj,j+d/2+η). These results should be kept in mind in the sequel,
together with the already mentioned Weyl asymptotics (3.10)
ωk ∼ C k1/d for k → +∞ ,
where C := 2
√
π Γ(d/2+1)1/dVol(Ω)−1/d (37).
36In order to derive Eq. (B.19) one proceeds similary to footnote 33 using the embeddings
Hr →֒ Hr(Ω) and Hr(Ω) →֒ Cj(Ω); these follow from Theorem 3 on p. 155 of [71] and some
standard interpolation theory (see, e.g., [10, 67]).
37Concerning (3.10), we have already given references [32] [71]. Eq. (B.24) is known as well in
the literature, see [61, 97, 104]; here we have proposed an alternative derivation of this result just
because it arose naturally from the general framework of the present appendix.
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On the eigenfunction expansion for the Dirichlet kernel. In the case we are consid-
ering, the eigenfunction expansion (3.18) for the Dirichlet kernel takes the form
Ds(x,y) =
+∞∑
k=1
1
ω2sk
Fk(x)Fk(y) ; (B.25)
hereafter we discuss the absolute convergence of this expansion with respect to the
norm (B.18) of Cj(Ω× Ω), showing that
+∞∑
k=1
1
|ω2sk |
‖Fk(·)Fk(··)‖Cj < +∞ if ℜs > d+ j2 . (B.26)
To this purpose, we first note that
+∞∑
k=1
1
|ω2sk |
‖Fk(·)Fk(··)‖Cj =
+∞∑
k=1
1
ω2ℜsk
max
|α|+|β|6j
max
x∈Ω,y∈Ω
|∂αFk(x)∂βFk(y)| 6
6
+∞∑
k=1
1
ω2ℜsk
max
j1+j26j
‖Fk‖j1‖Fk‖j2 .
(B.27)
Let k ∈ {1, 2, 3, ...}, j1 + j2 6 j and η > 0. Due to the estimate (B.24) we have
‖Fk‖j1‖Fk‖j2 6 Λj1η Λj2η ωd+j1+j2+2ηk ;
but (recalling that ωk > ω1)
ωj1+j2k =
(
ωk
ω1
)j1+j2
ωj1+j21 6
(
ωk
ω1
)j
ωj1+j21 =
ωjk
ωj−j1−j21
,
whence
‖Fk‖j1‖Fk‖j2 6
Λj1η Λj2η
ωj−j1−j21
ωd+j+2ηk . (B.28)
Inserting Eq. (B.28) into Eq. (B.27) we obtain the following, for all η > 0:
+∞∑
k=1
1
|ω2sk |
‖Fk(·)Fk(··)‖Cj 6
(
max
j1+j26j
Λj1η Λj2η
ωj−j1−j21
) +∞∑
k=1
1
ω2ℜs−d−j−2ηk
. (B.29)
From here to the end of the paragraph we assume
ℜs > d+ j
2
; (B.30)
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hereafter we show that the series on the left-hand side of Eq. (B.29) converges for
a suitable η > 0, a fact yielding the thesis (B.26). Indeed, due to Eq. (B.30) there
is η > 0 such that
ℜs = d+ j
2
+
(
d
2
+ 1
)
η ; (B.31)
expressing ℜs in this way, and using the Weyl asymptotics (3.10) we get
1
ω2ℜs−d−j−2ηk
=
1
ω
(1+η)d
k
∼ 1
C(1+η)dk1+η
for k → +∞ , (B.32)
which implies convergence for the series on the left-hand side of Eq. (B.29).
On the eigenfunction expansions for the heat and cylinder kernels. In the type of
configuration under analysis, the expansions (3.47) and (3.48) can be re-expressed,
respectively, as
K(t ;x,y) =
+∞∑
k=1
e−tω
2
k Fk(x)Fk(y) , (B.33)
T (t ;x,y) =
+∞∑
k=1
e−tωk Fk(x)Fk(y) . (B.34)
Using considerations similar to the ones of paragraph c), one shows the absolute
covergence of these expasions in the norm (B.18) of Cj(Ω×Ω), for all t > 0 and for
each j ∈ N:
+∞∑
k=1
e−tω
2
k‖Fk(·)Fk(··)‖Cj < +∞ ,
+∞∑
k=1
e−tωk‖Fk(·)Fk(··)‖Cj < +∞ . (B.35)
Another result. In subsection 3.12 it is stated that, under the assumptions (3.9) for
A and considering a complete orthonormal set (Fk)k=1,2,3,... with the usual features
for this case, the function
Tˆ (t ;x,y) :=
+∞∑
k=1
e−ωkt|Fk(x)||Fk(y)| (B.36)
admits a uniform bound
Tˆ (t ;x,y) 6 Tˇ (t) < +∞ for all x,y ∈ Ω and t > 0 . (B.37)
The proof of this statements starts from the inequality (B.24) with j = 0 and any
η > 0, this implies |Fk(x)|, |Fk(y)| 6 Λ0η ωd/2+ηk , whence
Tˆ (t ;x,y) 6 Tˇ (t) for all x,y ∈ Ω and t > 0 , Tˇ (t) := Λ20η
+∞∑
k=1
e−ωktωd+2ηk . (B.38)
Finally, the Weyl estimates (3.10) ensure Tˇ (t) < +∞ for each t > 0.
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C Appendix. A (d+1)-dimensional Green func-
tion and its relation with the cylinder kernel
Let Ω ⊂ Rd be an open set, and let A be a strictly positive selfadjoint operator in
L2(Ω) (keeping into account suitable boundary conditions on ∂Ω). We consider the
cylinder kernel T (t ;x,y) := (e−t
√A)(x,y) (x,y ∈ Ω, t ∈ (0,+∞)).
The aim of the present appendix is to illustrate the fact mentioned in subsection
3.11, namely, the possibility to relate T to a (d + 1) dimensional Green function.
To this purpose we consider in Rd+1 the domain O := (0,+∞)×Ω ∋ (t,x) and the
Hilbert space L2(O); we introduce therein the operator
P := −∂tt +A , (C.1)
with suitable boundary conditions on ∂O := ({0}×Ω) ∪ ((0,+∞)×∂Ω) . More
precisely, we assume Dirichlet boundary conditions on {0} × Ω and the previously
given boundary conditions for A on (0,+∞) × ∂Ω. The operator P is selfadjoint;
in the sequel we will prove that it is strictly positive.
Let us introduce the Green function
G(t,x; t′,y) := P−1((t,x), (t′,y)) ≡ 〈δt δx|P−1δt′ δy〉 ; (C.2)
this is characterized by the equation
(−∂tt +Ax)G(t,x; t′,y) = δ(t− t′)δ(x− y) , (C.3)
and by the boundary conditions prescribed on ∂O. We claim that the cylinder kernel
T is related to G by
∂t′G(t,x; t
′,y)|t′=0 = T (t ;x,y) . (C.4)
To prove this (and the previous statement on the strict positivity of P), let (Fk)k∈K
be a complete orthonormal system of eigenfunctions of A with corresponding eigen-
values (ω2k)k∈K; clearly, the functions t ∈ (0,+∞) 7→
√
2
π
sin(λt) (λ ∈ (0,+∞))
are a complete orthonormal system in L2((0,+∞)) and are eigenfunctions of −∂tt
vanishing for t = 0. These facts ensure that the family of functions
Y(λ,k)(t,x) :=
√
2
π
sin(λt)Fk(x) for (λ, k) ∈ (0,+∞)×K (C.5)
is a complete orthonormal system of eigenfunctions of P, with
P Y(λ,k) = (λ2 + ω2k) Y(λ,k) . (C.6)
We recall that we are assuming ω2k > ε
2 for some ε > 0; the eigenvalues (λ2 + ω2k)
also have ε2 as a lower bound, so P is strictly positive.
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The Green function of Eq. (C.2) can be expressed via the equation
G(t,x; t′,y) =
∫
(0,+∞)×K
dλ dk
λ2+ω2k
(√
2
π
sin(λt)Fk(x)
)(√
2
π
sin(λt′)Fk(y)
)
, (C.7)
which, evaluating explicitly the integral in λ (38), reduces to
G(t,x; t′,y) =
∫
K
dk
e−ωk|t−t
′| − e−ωk(t+t′)
2ωk
Fk(x)Fk(y) . (C.8)
To go on, let us differentiate both sides of Eq. (C.8) with respect to t′; this gives
∂t′G(t,x; t
′,y) =
∫
K
dk
[
sgn(t−t′)
2
e−ωk|t−t
′| +
1
2
e−ωk(t+t
′)
]
Fk(x)Fk(y) . (C.9)
Setting t′ = 0 (and recalling that t > 0), the last equation yields
∂t′G(t,x; t
′,y)|t′=0 =
∫
K
dk e−ωkt Fk(x)Fk(y) . (C.10)
The right-hand side of the above equality is just the representation of the cylinder
kernel T given by Eq. (3.48); thus we have proved Eq. (C.4).
An example. Hereafter, the approach based on (C.4) is used to derive the expres-
sion (3.60) for the cylinder kernel T in the case where
Ω := Rd , A := −∆ . (C.11)
The associated (d+ 1) dimensional domain and the operator P are
O := (0,+∞)×Rd , P := −∂tt −∆ = −∆d+1 , (C.12)
with Dirichlet boundary conditions on ∂O, which coincides with the hyperplane
{0}×Rd; of course, in the above ∆d+1 indicates the (d+ 1)-dimensional Laplacian.
The Green function G of −∆d+1 on the half-space O can be obtained by the familiar
method of images from the Green function G0 of −∆d+1 on the full space Rd+1; thus
G(t,x; t′,y) = G0(t,x; t′,y)− G0(t,x;−t′,y) , (C.13)
38Just observe that, by symmetry arguments and the residue theorem, we have∫ +∞
0
dλ
sin(λt) sin(λt′)
λ2 + ω2k
=
1
2
∫ +∞
−∞
dλ
sin(λt) sin(λt′)
λ2 + ω2k
=
π
4ωk
(
e−ωk|t−t
′| − e−ωk(t+t′)
)
.
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G0(t,x; t′,y) :=

1
2π
ln((t− t′)2 + (x− y)2) if d = 1,
Γ(d+1
2
)
(d− 1)2π d+12 ((t− t′)2 + |x− y|2) d−12
if d > 2.
(C.14)
Inserting Eq.s (C.13) (C.14) into Eq. (C.4) we obtain for the cylinder kernel T the
expression (3.60)
T (t ;x,y) =
Γ(d+1
2
) t
π
d+1
2 (t2 + |x− y|2) d+12
(in all dimensions, including d = 1).
D Appendix. Derivation of Eq. (3.90)
Let t 7→ h(t) be a complex-valued function, analytic in a neighborhood of [0,+∞)
and exponentially vanishing for ℜt → +∞. For any given s ∈ C with ℜs > 0 ,
consider the integral
I(s, h) :=
∫
H
dt ts−1 h(t) , (D.1)
where H is a Hankel contour (see below Eq. (3.89) and Fig. 1 on page 32 for the
description of this path); the complex power ts−1 in the above equation is defined
following Eq.s (3.15) (3.16). Hor any δ > 0, H is homotopic to the path Hδ described
as follows:
Hδ = H
+
δ ∪ H0δ ∪ H−δ , with (D.2)
H±δ := {t ∈ C | t = v ± iδ, v ∈ [0,+∞)} ,
H0δ := {t ∈ C | t = δ eiθ, θ ∈ (π/2, 3π/2)} .
Due to this remark and to the analyticity of h we can replace H with Hδ in Eq.
(D.1); so, for any δ > 0 we have
I(s, h) = I+δ (s, h) + I
0
δ (s, h) + I
−
δ (s, h) , (D.3)
I±δ (s, h) := ∓
∫ +∞
0
dv (v ± iδ)s−1h(v ± iδ) , I0δ (s, h) := i
∫ 3π/2
π/2
dθ (δ eiθ)sh(δ eiθ) .
We are now going to consider the limit δ → 0+. Notice that in this limit (v+iδ)s−1 →
vs−1 while (v − iδ)s−1 → e2iπ(s−1)vs−1 = e2iπsvs−1; moreover, h(v ± iδ)→ h(v). Due
to these results, we easily infer
lim
δ→0+
I+δ (s, h) = −
∫ +∞
0
dv vs−1h(v) , (D.4)
lim
δ→0+
I−δ (s, h) = e
2iπs
∫ +∞
0
dv vs−1h(v) . (D.5)
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Passing to the integral I0δ (s, h), noting that |h(δ eiθ)| 6 C for small δ and recalling
that ℜs > 0 by hypothesis, we obtain
|I0δ (s, h)| 6 Cδℜs
∫ 3π/2
π/2
dθ e−(ℑs)θ → 0 for δ → 0+ . (D.6)
Summing up, in the limit δ → 0+ one obtains from Eq. (D.3) that
I(s, h) = (e2iπs − 1)
∫ +∞
0
dv vs−1h(v) ; (D.7)
noting that e2iπs − 1 = 2ieiπs sin(πs), the above relation yields
I(s, h) = 2ieiπs sin(πs)
∫ +∞
0
dv vs−1h(v) , (D.8)
which is equivalent to Eq. (3.90) for ℜs > 0, s /∈ {1, 2, 3, ...} . For more information
concerning the Mellin transform and its contour integral representations see, e.g.,
[42, 98].
E Appendix. Derivation of Eq.s (3.112-3.114)
We refer to the framework of subsection 3.18 about the slab Ω = Ω1×Rd2 ; we retain
all the assumptions and notations of the cited subsection. In particular, (Fk1)k1∈K1
is a complete orthonormal system of eigenfunctions of A1 with related eigenvalues
̟2k1. A complete orthonormal set of eigenfunctions (Fk)k∈K with eigenvalues (ω
2
k)k∈K
for the operator A in L2(Ω) is given by
Fk(x) = Fk1(x1)
eik2·x2
(2π)d2/2
, ω2k = ̟
2
k1 + |k2|2
for x = (x1,x2) and k = (k1,k2)∈K1×Rd2
(E.1)
In the present case, the eigenfunction expansion (3.18) of the Dirichlet kernel at any
two points x = (x1,x2) and y = (y1,y2) can be re-expressed as follows:
Ds(x1,x2;y1,y2) =
∫
K1×Rd2
dk1 dk2
(̟2k1+|k2|2)s
Fk1(x1)Fk1(y1)
eik2·(x2−y2)
(2π)d2
=
=
∫
K1×Rd2
dk1 dh
̟2s−d2k1 (|h|2+1)s
Fk1(x1)Fk1(y1)
ei̟k1h·(x2−y2)
(2π)d2
(E.2)
where, in the last passage, we performed the change of variables k2 = ̟k1h. On the
other hand, it is known that, for any z ∈ Rd2,∫
Rd2
dh
(2π)d2
eih·z
(|h|2+1)s =
|z|s− d22
(2π)d2/2 2s−1Γ(s)
K
s− d2
2
(|z|) if s∈C, ℜs> d2
2
, (E.3)
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with Kν denoting the modified Bessel function of the second kind of order ν ∈ C
(see, e.g., [7, 80, 103]). Thus
Ds(x1,x2;y1,y2) =∫
K1
dk1
̟2s−d1k1
Fk1(x1)Fk1(y1)
(̟k1|x2−y2|)s−
d2
2
(2π)d2/2 2s−1Γ(s)
K
s− d2
2
(̟k1|x2−y2|) .
(E.4)
For the sake of brevity, for any ν ∈ C, we put
Gν : (0,+∞)→ C , z 7→ Gν(z) := zν/2Kν(
√
z) ; (E.5)
due to the asymptotic behaviour of the Bessel function Kν near zero (see [80], p.252,
Eq.10.30.2), for ℜν > 0 this function has continuous extention to z = 0, given by
Gν(0) = 2
ν−1Γ(ν) . (E.6)
To proceed, note that Eq. (E.4) can then be rephrased in terms of the function Gν
as follows:
Ds(x1,x2;y1,y2) = Dˆs(x1,y1; |x2−y2|2) ,
Dˆs(x1,y1; q) =
21−s
(2π)d2/2Γ(s)
∫
K1
dk1
̟2s−d2k1
Fk1(x1)Fk1(y1) Gs− d1
2
(̟2k1 q) .
(E.7)
This proves Eq. (3.112), also giving an explicit expression for the function Dˆs.
To proceed note that, due to the well-known facts on the derivatives of the Bessel
function Kν for any ν ∈ C (see [80], p.252, Eq.10.29.4), we have
dGν
dz
(z) =
d
dv
(
vνKν(v)
)∣∣∣∣
v=
√
z
1
2
√
z
=
(
− vνKν−1(v)
)
v=
√
z
1
2
√
z
=
= − 1
2
z
ν−1
2 Kν−1(
√
z) = − 1
2
Gν−1(z) .
(E.8)
Using the above identity it can be proved by induction that
dnGν
dzn
(z) =
(
− 1
2
)n
Gν−n(z) for n ∈ {1, 2, 3, ...} ; (E.9)
this fact, along with Eq. (E.7), implies
∂nDˆs
∂qn
(x1,y1; q)=
(−1)n21−s−n
(2π)d2/2Γ(s)
∫
K1
dk1
̟2s−d2−2nk1
Fk1(x1)Fk1(y1)Gs− d2
2
−n(̟
2
k1
q) . (E.10)
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Now, recalling Eq. (E.6) we conclude that, for any n ∈ {1, 2, 3, ...} and any s ∈ C
with ℜs > d
2
+n,
∂nDˆs
∂qn
(x1,y1; 0) =
(−1)nΓ(s− d2
2
−n)
(4π)d2/2 4n Γ(s)
∫
K1
dk1
̟2s−d2−2nk1
Fk1(x1)Fk1(y1) . (E.11)
Due to a representation analogous to (3.18) holding for the reduced Dirichlet kernel
D
(1)
s , Eq. (E.11) implies Eq. (3.114). Finally, Eq. (3.113) is just the case n = 0 of
Eq. (3.114).
F Appendix. Some results on boundary forces
As in the final part of subsections 4.3 and 4.4, we work on a domain Ω with Dirichlet
boundary conditions.
F.1 Derivation of Eq. (4.25) for the pressure. We start from Eq. (4.24),
holding for general boundary conditions. In the Dirichlet case that we are consid-
ering, only the terms involving mixed derivatives (with respect to both x and y)
of the Dirichlet kernel yield non-vanishing contributions on the boundary ∂Ω (39);
thus, for any x∈∂Ω, Eq. (4.24) reduces to
pui (x) = κ
u
[(
−
(
1
4
−ξ
)
δij ∂
xℓ∂yℓ+
(
1
2
−ξ
)
∂xiyj
)
Du+1
2
(x,y)
]
y=x
nj(x) . (F.1)
We now claim that the terms proportional to ξ in Eq. (F.1) vanish, i.e., that[(
δij ∂
xℓ∂yℓ − ∂xiyj
)
Du+1
2
(x,y)
]
y=x
nj(x) = 0 for all x ∈ ∂Ω ; (F.2)
this will yield Eq. (4.25). Using the eigenfunction expansion (3.18) for the Dirichlet
kernel, we see that Eq. (F.2) holds if we are able to prove that(
δij ∂
ℓFk∂ℓFk − 1
2
∂iFk∂jFk − 1
2
∂jFk∂iFk
)
(x) nj(x) = 0 for k∈K, x∈∂Ω . (F.3)
The simplest way to prove Eq. (F.3) is to derive the following, equivalent statement:
for all k ∈ K and all (sufficiently smooth) vector field S ≡ (Si) : ∂Ω→ Rd,∫
∂Ω
daSi
(
δij ∂
ℓFk∂ℓFk − 1
2
∂iFk∂jFk − 1
2
∂jFk∂iFk
)
nj = 0 . (F.4)
39One can easily infer this statement using the eigenfunction expansion (3.18).
78
Let us sketch a derivation of Eq. (F.4), for given k ∈ K and S : ∂Ω→ Rd. To this
purpose we consider a smooth extension of S to a vector field S : ∂Ω ∪ Ω → Rd
and fix the attention on the integral
1
2
∫
Ω
dx (∂j∂j)(∂iS
i) |Fk|2 = 1
2
∫
Ω
dx ∂i(∂
j∂jS
i) |Fk|2 (F.5)
(note that ∂j∂j = ∆). We re-express both sides in the above identity integrating
by parts with respect to all the derivatives appearing therein (40), considering them
in the two orders proposed in the two sides; some of the boundary terms arising in
this way vanish since Fk is zero on ∂Ω . The difference between the two expressions
thus obtained, which is obviously zero, is found to coincide with the left-hand side
of Eq. (F.4).
F.2 Derivation of Eq. (4.29). Let us stick to the framework of subsection 4.4 in
which the domain Ω is bounded, and Dirichlet boundary conditions are prescribed;
the operator A = −∆+ V , acting in L2(Ω), has a complete orthonormal system of
eigenfunctions Fk with eigenvlaues ω
2
k, labelled by a countable set K. We consider,
for small ǫ > 0, a deformation of the domain Ω of the form (4.26-4.27), controlled
by a vector field S on Rd. The operator Aǫ := −∆ + V acting in L2(Ωǫ) has a
complete orthonormal system of eigenfunctions Fǫ,k with eigenvalues ω
2
ǫ,k.
In subsection 4.4 we have already considered the regularized bulk energy correspond-
ing to Ωǫ; this is (see Eq. (4.28))
Euǫ =
κu
2
∑
k∈K
(ω2ǫ,k)
1−u
2 .
We now consider the limit ǫ→ 0, and expand everything to the first order in ǫ. Eq.
(4.29) that we want to derive concerns the expansion in ǫ of the bulk energy Euǫ ; as
already mentioned, Eq. (4.28) can be used to make contact with the expansion of
the eigenvalues ω2ǫ,k, on which we now fix our attention.
The variation of the eigenvalues under a deformation of the spatial domain for the
Dirichlet Laplacian (or similar operators) has been the subject of classical investi-
gations. Here we refer to the book of Rellich [85] (see Chapter II, at the end of §6),
whose results can be expressed in this way with our notations:
ω2ǫ,k = ω
2
k + ε̟
2
k +O(ǫ
2) with ̟2k := 〈Fk|BFk〉 , (F.6)
where B is the selfadjoint operator in L2(Ω) defined by
Bf := ∂i
(
(∂iSj+ ∂jSi) ∂if
)
+
(
1
2
∆∂ℓS
ℓ+Sℓ∂ℓV
)
f (F.7)
40See the footnote on page 39.
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(as matter of fact, [85] gives the expression of B for V = 0, but the extension to a
nonzero V is straightforward). Keeping in mind these facts, we return to Eq. (4.28)
for the regularized bulk energy; this implies
Euǫ = E
u + ǫEu +O(ǫ2) , Eu :=
(
1−u
2
)
κu
2
∑
k∈K
ω−1−uk ̟
2
k . (F.8)
To go on, we note that the definition of ̟2k in Eq. (F.6), with B as in Eq. (F.7),
yields
̟2k =
∫
Ω
dx Fk
[
∂i
(
(∂iSj+ ∂jSi) ∂iFk
)
+
(1
2
∆∂ℓS
ℓ+Sℓ∂ℓV
)
Fk
]
. (F.9)
The above result can be re-expressed in terms of surface integrals on ∂Ω via suit-
able integrations by parts (41); while making these computations, one must use the
identity ∆Fk = (V−ω2k)Fk (and its complex conjugate), and recall that Fk vanishes
on ∂Ω. In this way we obtain
̟2k =
∫
∂Ω
da(x)njSi
[
δij ∂
ℓFk∂ℓFk − (∂iFk∂jFk+∂jFk∂iFk)
]
. (F.10)
We plug this relation into Eq. (F.8), exchange the summation with the integration
and use the expansion (3.18), which in this case readsDs(x,y)=
∑
k∈K
1
ω2sk
Fk(x)Fk(y);
in this way we infer
Eu = −(1−u) κu
∫
∂Ω
da(x)nj(x)Si(x) ·
·
[(
−1
4
δij ∂
xℓ∂yℓ +
1
2
∂xiyj
)
Du+1
2
(x,y)
]
y=x
.
(F.11)
Now, comparing the above result with Eq. (4.25) for the regularized pressure we see
that
Eu = −(1 − u)
∫
∂Ω
da(x) Si(x) pui (x) ; (F.12)
the first equality in (F.8) and Eq. (F.12) give the thesis (4.29).
G Appendix. Derivation of Eq. (5.21)
Consider the framework developed in subsection 5.2 for a fundamental operator A,
such that σ(A) ⊂ [0,+∞) and 0 is in the continuous spectrum of A. Herefter we
are using the deformed fundamental operator
Aε := (
√
A+ ε)2 . (G.1)
41See again the footnote 21 on page 39.
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We already observed in subsection 5.2 (see Eq. (5.17)) that the cylinder kernels T
and T ε, respectively associated to A and Aε, are related by
T ε(t ;x,y) = e−εt T (t ;x,y) ; (G.2)
we also showed (see Eq. (5.18)) that, assuming the map t 7→ T (t ;x,y) (for fixed
x,y ∈ Ω) to admit an extension in a neighborhood of the real half-axis [0,+∞) to
a meromorphic function of t, we have
Dεs(x,y) =
e−2iπs Γ(1−2s)
2πi
∫
H
dt t2s−1 T ε(t ;x,y) . (G.3)
The integral in the right-hand side of the above equation is an analytic function of s
on the whole complex plane, while the gamma function is meromorphic with simple
poles at positive half-integer values of s. Taking into account these facts, hereafter
we show how to evaluate the renormalized kernels
D(κ)s0 (x,y) := lim
ε→0+
RP
∣∣∣
s=s0
(
k2(s−s0)Dεs(x,y)
)
(G.4)
considering, separately, the cases s0 = −n/2 (n ∈ {0, 1, 2, ...}) and s0 = n/2 (n ∈
{1, 2, 3...}). Putting together the results obtained for s0 = −n/2 (n ∈ {0, 1, 2, ...})
and for s0 = 1/2, we will finally obtain the proof of Eq. (5.21).
We remark that, for s0 = ±1/2, the above renormalized kernels coincide with the
functions introduced in Eq. (5.9).
Case 1: s0 = −
n
2
, n ∈ {0, 1, 2, ...} . The right-hand side of Eq. (G.3) is clearly
an analytic function of s for ℜs < 1
2
; thus, for n ∈ {0, 1, 2, ...} Dεs(x,y) has an
analytic continuation at s = −n/2, hereafter indicated with Dε−n/2(x,y), that is
simply obtained substituting this value of s in the integral representation (G.3).
The resulting integrand is meromorphic so that, by the residue theorem,
Dε−n
2
(x,y) = (−1)n Γ(n+ 1)Res
(
t−(n+1) e−εt T (t ;x,y) ; 0
)
. (G.5)
Of course, in the present case the prescription of taking the regular part in Eq. (5.9)
is pleonastic, and the cited equation is reduced to
D
(κ)
−n
2
(x,y) = lim
ε→0+
Dε−n
2
(x,y) . (G.6)
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On the other hand, computation of the previous limit gives (42)
D
(κ)
−n
2
(x,y) = (−1)n Γ(n+ 1)Res
(
t−(n+1) T (t ;x,y) ; 0
)
. (G.7)
The above result can be reformulated in terms of the modified cylinder kernel T˜
associated to A . Indeed, recall that T (t ;x,y) = −∂tT˜ (t ;x,y) (see Eq. (3.54))
and note that, for any pair of functions f, g meromorphic near a point t0, we have
Res(fg′; t0) = −Res(f ′g; t0); these facts (and the standard identity z Γ(z) = Γ(1+z))
give
D
(κ)
−n
2
(x,y) = (−1)n+1 Γ(n+ 2)Res
(
t−(n+2) T˜ (t ;x,y) ; 0
)
. (G.8)
Case 2: s0 = +
n
2
, n ∈ {1, 2, 3, ...} (with a special attention for the subcase
n = 1). A substantial difference occurs with respect to Case 1. In fact, due to the
gamma function appearing in Eq. (G.3), the function Dεs(x,y) described by this
equation has a genuine singularity at s = n/2 ; in order to remove this singularity,
it is essential to retain only the regular part in Eq. (5.9). To this purpose, for s
in a neighborhood of n/2, we introduce the variable u := 2s− n and note that, for
u→ 0,
κ2s−ne−2iπs Γ(1−2s) t2s−1 =
=
tn−1
(n−1)!
[
1
u
+
(
ln(κt) + γEM − iπ −Hn−1
)
+O(v)
]
,
(G.9)
where γEM ≃ 0.577216 is the Euler-Mascheroni constant and, for m ∈ {0, 1, 2, ...},
Hm :=
∑m
k=1
1
k
(H0 := 0) denotes the m-th harmonic number (
43).
42To prove this, one can proceed as follows. In the present case the cylinder kernel is assumed
to be a meromorphic function of t, so there is an expansion T (t ;x,y) = 1
tq
∑+∞
k=0 ek(x,y) t
k for
some q ∈ Z (converging, at least, for small t; note that under the assumptions for the validity of
(3.64) we have q = d); of course e−εt =
∑+∞
k=0
(−ε)k
k! t
k, so the Cauchy formula for the product of
two series yields
Res
(
t−(n+1)e−εtT (t ;x,y); 0
)
=
q+n∑
k=0
(−ε)k
k!
eq+n−k(x,y)
ε→0−→ ed+n(x,y) = Res
(
t−(n+1)T (t ;x,y); 0
)
.
This proves Eq. (G.7).
43 To obtain Eq. (G.9), one uses the following well known facts [80]: for m ∈ {0, 1, 2, ...},
Γ(−u−m) = (−1)
m Γ(−u)
(u+1)...(u+m)
; (u+ 1)...(u+m) = m!
[
1 +Hm u+O(u
2)
]
,
Γ(−u) = − 1
u
−γ+O(u) , e−iπu (κt)u = eu(ln(κt)−iπ)= 1+(ln(κt)− iπ)u+O(u2) for u→0 .
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It follows that
RP
∣∣∣
s=n
2
(
κ2s−nDεs(x,y)
)
=
=
1
2πi
∫
H
dt
tn−1 e−εt
(n−1)!
(
ln(κt) + γ − iπ −Hn−1
)
T (t ;x,y) .
(G.10)
According to Eq. (5.9), the renormalized function D
(κ)
n
2
(x,y) is the limit ε→ 0+ of
the above expression. Under suitable hypotheses on the behaviour of T for ℜt→ +∞
(namely, |T (t ;x,y)| ≤ C |t|−a−n for some C, a> 0), we can exchange the limit and
the integral to obtain
D
(κ)
n
2
(x,y) =
1
2πi
∫
H
dt
tn−1
(n−1)!
(
ln(κt) + γ − iπ −Hn−1
)
T (t ;x,y) ; (G.11)
the term ln(κt) prevents us from using the residue theorem, so we must find alter-
native ways to evaluate explicitly the above integral. In the special case n = 1, we
can proceed as follows. First we recall that T (t ;x,y) = −∂tT˜ (t ;x,y) and integrate
by parts Eq. (G.11) to obtain
D
(κ)
1
2
(x,y) =
1
2πi
∫
H
dt t−1 T˜ (t ;x,y) ; (G.12)
the resulting integrand is meromorphic in t so that we can resort to the residue
theorem to obtain
D
(κ)
1
2
(x,y) = Res
(
t−1 T˜ (t ;x,y) ; 0
)
. (G.13)
Conclusion. Eq. (G.8) for D
(κ)
−n
2
with n ∈ {0, 1, 2, ...} and Eq. (G.13) for D(κ)1
2
prove Eq. (5.21) for D
(κ)
−n
2
with n ∈ {−1, 0, 1, 2, ...} .
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