On finding the minimum bandwidth of interval graphs  by Mahesh, R. et al.
INFORMATION AND COMPUTATION 95, 218-224 (1991) 
On Finding the Minimum Bandwidth 
of Interval Graphs* 
R. MAHESH, C. PANDU RANGAN, AND ARAVIND SRINIVASAN’ 
Department of Computer Science and Engineering, 
Indian Institute of Technology, Madras 600036, India 
Let G = (V, E) be an interval graph, with 1 VI = n, and IE] = m. An O(n’ log n) 
algorithm was proposed in Kratsch (Inform Compui. 74, 14O158 (1987)) to find 
the bandwidth of G. We show that this algorithm is wrong, and provide a corrected 
version of the same. Also, it was observed in [4] that the bandwidth of a proper 
inferual graph can be computed in O(n log n + m) time. We show how this idea can 
be modified slightly to yield an O(n + m) algorithm. 0 1991 Academic PISS, IK. 
1. INTRODUCTION 
A numbering or layout of an undirected graph G = (V, E) is an one-to- 
one function from V to the set of integers {i: 1 < i < n}, where n = 1 VI. The 
bandwidth of G with respect to a layout L, denoted b(G, L), equals 
max{~L(u)-L(u)~:(u,u)~E}.ThebandwidthofGisb(G)=min{b(G,L):L 
is a layout of G}. Interval graphs are the intersection graphs of a family of 
intervals over the real line. 
Let G = (V, E) be a given interval graph, and let k be any positive 
integer. An O(n2) time, O(n + m) (where m = IEI) space algorithm to 
answer the question “ZS b(G) d k?” and if so, to compute the corresponding 
layout, was presented in Kratsch (1987). Here, we show that this algorithm 
is wrong, and present a corrected version of this algorithm, with the same 
complexity, for this problem. As noted in Kratsch (1987), such an 
algorithm can be used to find b(G), and the corresponding layout, in 
O(n2 log n) time. 
A proper interval graph is an interval graph in which no interval corre- 
sponding to some vertex is fully contained in the interval corresponding to 
another vertex. It is shown in Kratsch (1987) that if G = (V, E) is a proper 
interval graph, b(G) can be computed in O(n log n + m) time. We show 
how to modify this algorithm slightly to get an O(n + m) algorithm. 
* This paper is a corrigendum to Kratsch (1987). 
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2. NOTATION AND PRELIMINARIES 
The definitions of most of the terms used below are given in Kratsch 
(1987); a few of them are repeated below, and some new definitions are 
introduced. 
Given an input graph G and an integer k, Kratsch’s algorithm attempts 
to find a layout L of G with b(G, L) d k. The algorithm starts with a layout 
L, of G and performs n iterations. Let L, denote the layout after the ith 
iteration, and let L,: r denote the inverse of Li, i.e., for j, 1 < j< n, 
L;‘(j) = u iff L,(v) =j. 
A vertex u is said to be processed during the ith iteration, 1 < i < n, if 
Lip r(v) = i; also, u is said to be a processed vertex in the layouts Li, . . . . L,. 
The position of a processed vertex does not change during subsequent 
iterations. 
Consider a layout Li, 0 < i < n. A vertex u is said to be drawn if there is 
a vertex w  such that L,(w)> Li(u) and L,(w)< L,(u) (U is also said to 
have been drawn before w); otherwise, u is called nondrawn. The following 
fact is obvious. 
Fact 1. The order of the nondrawn vertices in a layout Li, 0 < i< n, is 
the same as their order in L,. In other words, if vertices u and w  are non- 
drawn in Li, then Li(u) < Li(w) iff L,(u) < L,(w). 
The following Lemma can be proved by using the argument in Lemma 2 
(Kratsch, 1987). 
LEMMA 1. Consider the layout L,, 0 d i < n. Let u be a drawn vertex in 
Li, and let w be any vertex with Li(w) > Li(u) and L,(w) < L,,(u). Then, in 
the interval model of G, p,< pW,< q,,. < qU. Further, there is a processed 
vertex u with L,(u) < L,(w), which drew u before w. 
A right neighbor of a vertex u in a layout Li, 0 6 i < n, is a vertex u such 
that (u, U)E E and Li(u)> Li(v). 
The following interval graph G has bandwidth b(G) = 5. G has 12 ver- 
tices vr, . . . . vrz, and a consecutive clique arrangement of G is as follows: 
ic,: (u,, v8>~ c2: {“2, O6, v8, v,,}> c3: (O3v u6, u8, v9, v,,}, 
c4: iv47 u6, u8~ v9~ u,,}~ c,: {$, v6, %, v9, u,,}, 
c6: @6, v7, v8, v9~ v,,>~ c7: {u8, O9. vlO, v,,}, c8: {vll, vl2}}. 
The intervals in the interval model of G are as follows. 
VI: CLll, v2: cz 21, v3: C3,3], u4: [4,4], 05: [S, 53, 
v6: c&61, 07: C&61, 08: [I, 73, v9: [3, 71, 
010: C7, 71, ~11: C2, 81, 012: C8, 8-J. 
643/95/2-E 
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When Kratsch’s algorithm is run with inputs G and k = 5, it rejects G, 
saying that b(G) > 5. The layouts produced by Kratsch’s algorithm are as 
follows. For each i, 0 B i < 4, the list of vertices ordered according to Li is 
shown; the vertex processed during the ith iteration is indicated in boldface 
in Lip,, and the vertices that are drawn during the ith iteration are under- 
lined in Li- , . 
The algorithm rejects G because the drawn vertex v8 in L, has 6 
( > k = 5) right neighbors. However, a layout L of G with b(G, L) = 5 exists, 
and is shown below. It can be shown that starting with the layout Lo, this 
is the unique layout of G having bandwidth equal to 5, and satisfying 
Lemma 1. 
Kratsch’s algorithm and its proof are incorrect because the following 
property is assumed to hold (see in Kratsch, 1987), the paragraph 
preceding Lemma 3, p. 148, and the last sentence in the proof of Lemma 3 
and Corollary 3). 
Property z (Total ordering). The order of the drawn vertices in every 
layout Li, 0 Q id n, is the same as their order in Lo. 
Property r is used in the proofs of Lemmas 5 and 6 in Kratsch (1987). 
In the above counterexample graph, Property z does not hold for the 
layout L, (consider the drawn vertices v8 and u& hence, Lemmas 5 and 6 
and thus the proof of Theorem 2 in Kratsch (1987) do not hold. 
But the following weaker property can be used to prove Lemmas 5 and 
6 in Kratsch (1987). 
Property A (local ordering). Let u be a drawn vertex in a layout L,, 
0~ i< n. Then, there is a processed vertex, denoted dwr(u), with 
Li(dwr(u)) < Li(u) 6 Li(dwr(u)) + k such that the following holds. For 
brevity, let dwr(u) = v. 
Let D(v, U) = {x:L,(u) < Li(x) < Li(v) + k}. Then 
(1) LoWwW) <Lo(u). 
(2) D(v, U) is contained in the set D(v) of vertices drawn by v; hence, 
{v) u D(v, U) is a clique; also, in the interval model, px <q”, Vx E D(u, u). 
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(3) The order in Lj of the vertices belonging to D(o, U) is the same 
as their order in L,. 
3. MODIFIED ALGORITHM AND PROOF OF CORRECTNESS 
Property 1 will be shown to be maintained, by replacing Step (3.3a) of 
Kratsch’s algorithm with the following. 
(3.3a’) Let u = L,:‘,(i) be the vertex to be processed, and let ur, u2, . . . . U/ 
be the right neighbors of v according to their order in Lj- 1. Note that 1 d k, 
and L,-,(u,)>i+k. Let r= (~4,: l<j<f, and Lip,(u,)>i+k-(f-j)), 
and let ipos=i+k+l-If-l. 
Sort the vertices in r by their order in L,, and let A be the resulting list. 
Perform the following procedure. 
begin 
for each position p, lpos < p d i + k do 
begin 
if L,:‘,(p) E A then u := L!:‘,(p) 
else u := the first vertex in A; 
Li(U) := p; 
Delete u from A; 
end; / * “for” loop */ 
end; /* Procedure */ 
end; /* Step (3.3a’) *I 
The modified algorithm is now shown to be correct, using the proof 
methods of Kratsch (1987). 
First, observe that the previously seen definitions and Lemma 1 continue 
to hold for the modified algorithm. 
Consider the ith iteration, 1 < i< n. A vertex u is said to move right if 
L,(u)> LieI( u is said to moue left if Li(u) < Li- r(u); otherwise, u is 
said to be stationary. 
LEMMA 2. Z’ a vertex w  moues right during the ith iteralion, 1 <id n, 
then there is a vertex u such that 
(a) Lip,(u)>i+k and Li-l(u)>Li~I(~), 
(b) Lo(u) > L,(w), and 
fc) Li(“) < Li(w). 
Hence, in the interval model, pU -C pw < q,,, -C q,,. 
Proof: Let u be the vertex L; ‘(i + k), and let v be the vertex L;_‘,(i) 
that is processed during the ith iteration. Clearly, (a) holds (otherwise, no 
vertex could have moved right in the ith iteration). 
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Consider (b). Note that u is a neighbor of u and that v is not a neighbor 
of w. Suppose Lo(u) < L,(W); then, by Lemma 1, p,, < pU Q qU < q,,, (since w  
would be a drawn vertex in Lj_ ,). This is a contradiction, since it implies 
that every neighbor of u is a neighbor of w. 
If w  moves right in the ith iteration, then Lj(w) > i + k = Li(u). Hence, 
(c) is correct. 1 
The proofs of the following two corollaries follow easily from Lemma 2. 
COROLLARY 1. Let v be the vertex processed during the ith iteration, 
1 < i < n, and let u be a right neighbor of v in Li. Then u does not move right 
during any subsequent iteration. 
COROLLARY 2. If a vertex w  moves right during the ith iteration, 
1 6 i < n, then w  is a nondrawn vertex in the layout Li. 
The following theorem follows immediately from Corollary 1. 
THEOREM 1. If the modified algorithm accepts an input graph G and a 
positive integer k, then the layout L, produced by the algorithm satisfies 
b(G, L,) <k. 
LEMMA 3. Every layout produced by the modtfied algorithm satisfies 
Property A. 
Proof Induction on i, for 0 < i6 n. The layout L, trivially satisfies 
Property A. Consider the layout Li, 1 < i < n, and assume that L,- i satisfies 
Property 1. Let u be a drawn vertex in Li. There are two cases (by 
Corollary 2, u does not move right in the ith iteration). 
Case 1. u is stationary in the ith iteration. 
Claim. u was a drawn vertex in Lip 1. 
Consider the vertices u,, u2, ..,, uI in Step (3.3a’) in order to prove the 
claim. If a vertex ujl, 1 < jl < 1, is stationary, then there must be a vertex 
ujz, 1 d j2<1, that precedes ujI in L, such that L,(ujz) < L,(z+, ), and 
Lip i(ujz) > Lip i(ujl). The claim follows. 
Consider the vertices belonging to D(dwr(u), u) in Lip 1. It can be seen 
from Step (3.3a’, b, c) that all these vertices are stationary during the ith 
iteration, and hence, Property ;1 continues to hold for u. 
Case 2. u moves left during the ith iteration. 
By inspecting Step (3.3a’, b, c), it can be seen that Property A holds for 
u, with dwr(u)= L,;‘,(i), where Lz:-‘,(i) is the vertex processed during the 
ith iteration, and D(dwr(u), u) = {x:L,(u) < Li(x) < i+ k). 1 
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In order to finish up the proof, we need one more small modification. 
For the proof of correctness, Kratsch constructs a set R (see the beginning 
of p. 150). Replace step (2) of this construction by the following. 
(2’) REPEAT 
xi+ 1 := dwr(.yj); 
j:=j+l 
UNTIL X, is a nondrawn vertex. 
It can now be seen that Lemmas 5 and 6 in Kratsch (1987) are valid for 
the modified algorithm using the same proofs, but replacing Property z by 
Property 2, and by making the above-seen modification in the construction 
of R. The next theorem follows from Lemmas 5, 6, and 7 in Kratsch (1987); 
the proof of Theorem 2 in Kratsch (1987) may be used. 
THEOREM 2. If the modijied algorithm rejects an input graph G and a 
positive integer k, then b(G) > k. 
4. TIME COMPLEXITY 
To compute L,, we apply the O(n +m) time algorithm of Booth and 
Leuker (1976) to generate the Consecutive Clique Arrangement (CCA) of G. 
L, can then be gotten in O(n) time, by using bucket sort [Aho, Hopcroft, and 
Ullman (1974)] (since pu and qu for any vertex u can be replaced by the 
leftmost and rightmost cliques in which v occurs in the CCA, giving an 
equivalent graph). 
The modified algorithm runs in O(n*) time, since the right neighbors of 
the vertex processed in Step (3.3a’) can be sorted in O(n) time, using 
bucket sort. Hence, as noted in Kratsch (1987) b(G), and the corre- 
sponding layout, can be computed in O(n2 log n) time. 
Also, if G is a proper interval graph, it can be seen that no vertex will 
ever be drawn (recall Lemma 1). Thus, L, is the minimum-bandwidth 
numbering for G. Hence, the time complexity for proper interval graphs is 
O(n+m). 
5. FURTHER WORK 
The L, numbering has been found to be useful for some algorithms 
on interval graphs (Marathe, Pandu Rangan, Ravi, and Rao, 1989; 
Ramalingam and Pandu Rangan, 1988; Rao and Pandu Rangan, 
1989/1990); however, it might be worth seeing if by starting with some 
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numbering other than the fixed L,, numbering, we can improve the 
complexity of the algorithm. Another interesting problem is to come up 
with an efficient parallel algorithm for this problem. 
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