In this paper, we study Heisenberg vertex algebras over fields of prime characteristic. The new feature is that the Heisenberg vertex algebras are no longer simple unlike in the case of characteristic zero. We then study a family of simple quotient vertex algebras and we show that for each such simple quotient vertex algebra, irreducible modules are unique up to isomorphism and every module is completely reducible. To achieve our goal, we also establish a complete reducibility theorem for a certain category of modules over Heisenberg algebras.
Introduction
Vertex (operator) algebras have been extensively studied for about three decades since they were introduced in the late 1980's (see [B] , [FLM] , [FHL] ). In the past, studies have been mainly focused on vertex algebras over the field of complex numbers, or sometimes over a general field of characteristic zero. (Note that the notion of vertex algebra, introduced by Borcherds in [B] , is over an arbitrary field.) Vertex algebra has deep connections with numerous fields in mathematics and physics, and it has been proved to be an interesting and fruitful research field. Among the important examples of vertex operator algebras are those associated to infinitedimensional Lie algebras such as affine Lie algebras including Heisenberg algebras and the Virasoro algebra (see [FZ] ), and those associated to positive definite even lattices (see [FLM] ).
Recently, Dong and Ren in a series of papers studied vertex algebras over an arbitrary field, in particular over a field of prime characteristic. More specifically, Dong and Ren studied the representations for a general vertex algebra over an arbitrary field in [DR1] and they studied vertex algebras associated to the Virasoro algebra in [DR2] . Previously, Dong and Griess (see [DG] ) studied integral forms of vertex algebras (over a field of characteristic zero). Based on [DG] , Mu (see [M] ) studied vertex algebras over fields of prime characteristic obtained from integral forms of lattice vertex operator algebras.
In this paper, we study Heisenberg vertex algebras and their representations over a general field of prime characteristic. Though many results for characteristic zero still hold for prime characteristic, there are interesting new features. For example, for a nonzero level, Heisenberg vertex algebras are no longer simple, unlike in the case of characteristic zero. We then study a family of simple quotient vertex algebras. We show that for each such simple quotient vertex algebra, irreducible modules are unique up to isomorphism and every module is completely reducible. To achieve this we obtain a complete reducibility theorem for a category of affine Heisenberg Lie algebras.
We now give a more detailed count of the contents of this paper. Let F be any field and let h be a finite-dimensional vector space over F equipped with a non-degenerate symmetric bilinear form ·, · . Associated to the pair (h, ·, · ), one has an affine Lie algebra h = h ⊗ F[t, t −1 ] ⊕ Fk, where k is central and [α ⊗ t m , β ⊗ t n ] = m α, β δ m+n,0 k for α, β ∈ h, m, n ∈ Z. For any ℓ ∈ F, one has a vertex algebra V h (ℓ, 0) whose underlying vector space is the h-module generated by a distinguished vector 1, subject to relations k · 1 = ℓ1 and (h ⊗ F[t])1 = 0.
It was known (cf. [LL] ) that for F = C, V h (ℓ, 0) is a simple vertex operator algebra for every nonzero ℓ and these are all isomorphic. As for the Lie algebra h with F = C, the subalgebra h ′ = n =0 h ⊗ Ft n + Fk is a Heisenberg algebra and there is an important complete reducibility theorem for a certain category of h ′ -modules (see [LW] , [K] ). This complete reducibility theorem is very useful in studying the representations of affine Kac-Moody algebras (see [LW] ) and in studying the vertex algebras and their representations associated to even lattices (see [FLM] , [D1] , [D2] ).
For a prime characteristic, however, the situation is quite different. One difference is that the subalgebra h ′ = n =0 h ⊗ Ft n + Fk has an infinite-dimensional center, which is no longer a Heisenberg algebra. (Note that if char F = p, h ⊗ F[t p , t −p ] is contained in the center of h.) Due to this, vertex algebra V h (ℓ, 0) contains infinitely many maximal ideals. Assume char
* . Denote by J(λ) the h-submodule of V h (ℓ, 0), generated by vectors
for u ∈ h, n ≥ 1. It is proved in this paper that J(λ) is a maximal h-submodule of V h (ℓ, 0) and these exhaust all the maximal h-submodules. Furthermore, it is proved that J(λ) is an ideal of vertex algebra V h (ℓ, 0) if and only if λ(u(−n)) = 0 for all u ∈ h, n ≥ 2. Then for any such λ, the quotient of V h (ℓ, 0) by J(λ) gives us a simple vertex algebra L h (ℓ, 0, λ). As our main results, we show that every L h (ℓ, 0, λ)-module is completely reducible and the adjoint module is the only irreducible module up to equivalence. On the other hand, set
which is a Heisenberg algebra. To achieve our main results, we establish and use a complete reducibility theorem for a certain category of h ′′ -modules. We give an analogue of the canonical realization of Heisenberg algebras in terms of differential operators and multiplication operators. This paper is organized as follows: In Section 2, we present some basic results on vertex algebras of prime characteristic. In Section 3, we discuss vertex algebras associated to affine Lie algebras. In Section 4, we study a category of modules for Heisenberg algebras. In Section 5, we study a family of simple quotient Heisenberg vertex algebras and determine their irreducible modules.
Basics
In this section, we present some basic results on vertex algebras over an arbitrary field, especially over a field of prime characteristic. The proofs for most of these results are the same as those for characteristic zero, which can be found in [LL] for example. For completeness, we also provide some expository details.
Let F be an arbitrary field. Throughout this paper, x, y, z, x 0 , x 1 , x 2 , . . . are mutually commuting independent formal variables. Vector spaces are considered to be over F. If the letter p appears in some expression, by default F is assumed to be of characteristic p. We use the usual symbols Z for the integers, Z + for the positive integers, and N for the nonnegative integers. For n ∈ Z and k ∈ N, we consider the binomial coefficient
which is an integer, as a number in the prime subfield of F. Furthermore, for n ∈ Z, define (x + y) n to be the formal series
We shall frequently use Lucas' theorem which states that for any
where p is a prime number,
In particular, this implies that
x the k-th Hasse derivative with respect to x, that is,
for m ∈ Z. The following relation holds for m, n ∈ N:
We formally denote
Just as in the case of characteristic zero, the following formal Taylor formula holds:
, where U is any vector space over F. Recall the formal delta-function
For m, n ∈ N, we have
The following definition was due to Borcherds (see [B] ):
Definition 2.1. A vertex algebra is a vector space V equipped with a distinguished vector 1, linear operators D (m) on V for m ∈ Z, and bilinear operations (u, v) → u n v from V × V to V for n ∈ Z, satisfying the following conditions (i)-(v) for u, v, w ∈ V and m, n ∈ Z:
The following are some (immediate) consequences (see [LL] , page 90; cf. [B] ):
Lemma 2.2. Let V be a vertex algebra. Then
Recall that a coalgebra is a vector space C equipped with two linear maps ∆ : C → C ⊗ C, called the co-multiplication, and ε : C → F, called the co-unit, such that
(where 1 is the identity map on C). Furthermore, a bialgebra is an associative algebra B with unit 1 which is a coalgebra at the same time such that the co-multiplication ∆ and co-unit ε are both algebra homomorphisms.
Remark 2.3. Let B be a vector space with basis {D (n) | n ∈ N}. It is well known (cf. [B] ) that B is a bialgebra with
for m, n ∈ N.
In view of Lemma 2.2, each vertex algebra V is naturally a B-module. 
Using Lemma 2.2 (5) and Definition 2.1 (iv), as it was mentioned in [DR1] , we immediately have:
where u n denote the corresponding linear operators on V . Then the following skew symmetry and conjugation formula hold for u, v ∈ V :
(2.14)
Furthermore, the following relations hold for u ∈ V :
In particular, we have
As in the case of characteristic zero, we have (see [LL] , pages 90-91):
Proposition 2.5. A vertex algebra can be defined equivalently as a vector space V equipped with a linear map 18) satisfying the following conditions for u, v ∈ V :
(the vacuum property),
(the creation property), and
(the Jacobi identity).
Remark 2.6. Let V be a vertex algebra. Then the following properties hold:
Remark 2.7. Just as in the case with F = C (see [FHL] , [DL] , [Li2] ), in the definition of a vertex algebra, the Jacobi identity axiom can be replaced by any one of the following:
(i) weak commutativity and weak associativity; (ii) weak associativity and skew symmetry; (iii) weak commutativity and conjugation formula.
The notion of module for a vertex algebra V is defined as usual.
Definition 2.8. A V -module is a vector space W equipped with a linear map 25) such that for u, v ∈ V and w ∈ W , u n w = 0 for n sufficiently large, (2.26) Y W (1, x) = 1 W (the identity operator on W ), (2.27)
(2.28)
Remark 2.9. In the definition of a V -module, the Jacobi identity axiom can be replaced by weak commutativity and weak associativity. On the other hand, the Jacobi identity axiom can also be equivalently replaced by only weak associativity, as it was mentioned in [DR1] .
Remark 2.11. Let V be a vertex algebra and let (W, Y W ) be a V -module. The same arguments in the case of characteristic zero (cf. [LL] ) show that
-module with V a vertex algebra, then we have
We shall need an analog of a result of [Li1] (cf. [LL] ).
Lemma 2.12. Let V be a vertex algebra, let (W, Y W ) be a (V, B)-module, and let w ∈ W be such that
In particular, w is a vacuum-like vector in the sense that v n w = 0 for all v ∈ V, n ∈ N.
Proof. Let v ∈ V . From Lemma 2.11, we have
for m ∈ Z, n ∈ N. Then we get
Let m ∈ N be arbitrarily fixed. There exists n ∈ N such that m+n n = 0 and v m+n w = 0. It follows that v m w = 0. This proves that w is a vacuum-like vector. Furthermore, since
Noticing that Y W (v, x 0 )w involves only nonnegative integer powers of x 0 , we can set x 0 to zero to obtain (2.31).
Using Lemma 2.12 and the same arguments in [LL] we obtain:
Furthermore, if W is a faithful V -module and if w generates W as a V -module, then f is an isomorphism.
In the case of characteristic zero, there is a general construction theorem due to [FKRW] , [MP] (cf. [LL, Theorem 5.7 .1]). For a field F of prime characteristic, by the same proof as in [LL] , we have the following slight modification:
Theorem 2.14. Let V be a B-module with a distinguished vector 1 such that D (n) 1 = 0 for n ≥ 1 and let T be a subset of V equipped with a map
Assume that the following conditions hold:
(iii) V is linearly spanned by a
(1)
Then Y 0 can be extended uniquely to a linear map Y :
is a vertex algebra.
Remark 2.15. We here comment on Theorem 2.14 and its proof. Note that in the case of characteristic zero, in the place of (iv) is the D-bracket-derivative formula:
One proof (see [LL] for example) uses a conceptual result of [Li2] and a variation of Proposition 2.13. The conceptual result is that for any vector space W , every local subset U of Hom(W, W ((x))) generates a vertex algebra U and W is a faithful module for
It is straightforward to check that this theorem holds for any field. As with Proposition 2.13 (and Lemma 2.12), note that if char F = 0, one has [LL] ). In this case, the D-bracket-derivative formula is equivalent to the conjugation formula. In case char F > 0, we need the conjugation formula, which is stronger than the D-bracket-derivative formula.
We end up this section with the following lemma which follows from the same argument as in the case of characteristic zero (see [Li2] , [LL] ):
on V if and only if the analogous relation holds on W :
In this case, we have
On the other hand, (2.32) implies (2.33) and (2.34) regardless whether W is faithful or not.
Vertex algebras associated to general affine Lie algebras
In this section, we study vertex algebras associated to general affine Lie algebras and then we present some basic results. Here and after, we assume F has prime characteristic p. Let H be a bialgebra. Recall that a Lie algebra g is called an
Remark 3.1. We have seen (see (2.4)) that the Laurent polynomial ring
for n ∈ N, where
Furthermore, it is straightforward to show that F[t, t −1 ] is a B-module algebra.
Let H be a bialgebra and let A be an H-module algebra. An (A, H)-module is an A-module W which is also an H-module such that
It is clear that the left adjoint A-module is automatically an (A, H)-module. The following is a well known fact:
Lemma 3.2. Let g be an H-module Lie algebra. Then the universal enveloping algebra U(g) is naturally an H-module algebra. Moreover, in case H = B, for u ∈ U(g) we have
Proof. First of all, the tensor algebra T (g) is naturally an H-module algebra, where
Then let I be the ideal of T (g) generated by U. For h ∈ H, a, b ∈ g, we have
Thus U is an H-submodule of T (g). Furthermore, for h ∈ H, X, Y ∈ T (g), u ∈ U, we have
where ∆(h (1) ) = (12) . This shows that I is an H-submodule of T (g). It follows that U(g), which equals T (g)/I, is an H-module algebra.
Assume H = B and let W be a (U(g), B)-module. For u ∈ U(g), w ∈ W , from (2.11) we have e xD (uw) = (e xD u)(e xD w).
A slightly different version of this is e xD (ue −xD w) = (e xD u)w, which immediately gives the desired result.
Let g be a Lie algebra equipped with a symmetric invariant bilinear form ·, · . The affine Lie algebra g associated to the pair (g, ·, · ) is the Lie algebra with the underlying vector space
where k is a nonzero central element of g and
We call a g-module W a restricted module if for every a ∈ g and w ∈ W , a(n)w = 0 for n sufficiently large, where a(n) denotes the operator on W corresponding to a ⊗ t n . On the other hand, if k acts as a scalar ℓ ∈ F on a g-module W we say W is of level ℓ.
For a ∈ g, form a generating function
Using (2.7), we get (
Let ℓ ∈ F. Let g − and g act trivially on F and let k act as scalar ℓ, making F a g − ⊕ g (0) -module, which we denote by F ℓ . Form an induced module
Define an action of B on g by
for n ∈ N, a ∈ g, m ∈ Z. In terms of generating functions, we have
For n ∈ N, a, b ∈ g, r, s ∈ Z, we have
It follows that g is a B-module Lie algebra. In view of Lemma 3.2, U( g) is a B-module algebra.
we have e zD a(x)e −zD = e zD (a(x)) = a(x + z) (3.7)
on V g (ℓ, 0) for a ∈ g. With (3.4) and (3.7), by Theorem 2.14 we immediately have:
Proposition 3.3. There exists a vertex algebra structure on V g (ℓ, 0), which is uniquely determined by the condition that 1 = 1 ⊗ 1 is the vacuum vector and
Just as in the case of characteristic zero, we have (cf. [LL] ):
On the other hand, on any restricted g-module W of level ℓ, there exists a V g (ℓ, 0)-module structure Y W (·, x) which is uniquely determined by
Representations of certain Heisenberg algebras
For the purpose to study Heisenberg vertex algebras and their representations, in this section we study representations of certain Heisenberg algebras and we establish a complete reducibility theorem for a certain category of highest weight type modules. Let S be a nonempty set. To S, we associate a Heisenberg Lie algebra
with a designated basis {k} ∪ {a α , b α | α ∈ S}, where k is central and
(Recall that a Heisenberg algebra is a Lie algebra whose derived subalgebra coincides with its center which is assumed to be 1-dimensional.) Set
the commutative polynomial algebra. It is well known that for any ℓ ∈ F, P [S] becomes an H S -module where k acts as scalar ℓ and for α ∈ S, a α acts as the differential operator ℓ∂ xα while b α acts as the multiplication operator x α . Let J ℓ be the left ideal of U(H S ) generated by k − ℓ and a α for α ∈ S. It can be readily seen that
as an H S -module. Set
a commutative associative algebra. Furthermore, let f : S → F be any function. Denote by I f the ideal of P [S] generated by elements x p α − f (α) for α ∈ S. Notice that
for α, β ∈ S. It follows that I f is an H S -submodule. Then we set
a commutative associative algebra and an H S -module of level ℓ. It can be readily seen that the commutative products
Lemma 4.1. For any nonzero ℓ ∈ F, the H S -module V [S, f ] of level ℓ is irreducible.
Proof. First, we consider the special case with |S| = 1. In this case, H S = Fa + Fb + Fk and a acts as ℓ Next, we consider the case with S finite. For α ∈ S, let A α be the subalgebra of A(S, ℓ) generated by a α and b α . Then
It can be readily seen that
For each α ∈ S, it was proved previously that
There exists a finite subset S ′ of S such that w ∈ U(H S ′ )1. We have already proved that U(H S ′ )1 is an irreducible H S ′ -module, which implies U(H S ′ )1 = U(H S ′ )w. Then
Let d be a positive integer. Set
(4.8)
, λ] to be the unital commutative associative algebra generated by x i,n for (i, n) ∈ S d , subject to relations
It follows that the commutative products
Let h be a finite-dimensional vector space over F equipped with a non-degenerate symmetric bilinear form ·, · . View h as an abelian Lie algebra, so that ·, · is an invariant bilinear form. Then we have an affine Lie algebra h associated to the pair (h, ·, · ), where
We have the following simple result:
Lemma 4.3. The elements u(kp) and u(k) p for u ∈ h, k ∈ Z lie in the center of U( h).
It follows that u(kp) is central in U( h).
On the other hand, for any u, v ∈ h, m, n ∈ Z, by induction on r, we have
This shows that u(k) p for u ∈ h, k ∈ Z are central in U( h).
Recall that h + = n>0 h ⊗ t −n and h − = n>0 h ⊗ t n . For any h-module W , set
A nonzero element of Ω W is called a vacuum vector. It is clear that every central element of U( h) preserves Ω W . In particular, u(kp) and u(k) p preserve Ω W for any u ∈ h, k ∈ Z.
Definition 4.4. We say that a restricted h-module W satisfies condition C 0 if (i) u(np) and u(n) p act trivially on W for u ∈ h, n ∈ Z + . (ii) u(−np) and u(−n) p act on W semisimply for u ∈ h, n ∈ N.
Lemma 4.5. Let W be any nonzero restricted h-module satisfying condition C 0 . Then Ω W = 0.
Proof. Let w be a nonzero vector in W . If h(n)w = 0 for all n ≥ 1, then w ∈ Ω W , so that Ω W = 0. Now, assume h(n)w = 0 for some n ≥ 1. Since W is restricted and since h is finite dimensional, there exists a positive integer k such that h(k)w = 0 and h(n)w = 0 for all n > k.
a finite-dimensional (abelian) subalgebra of h − . Note that L k w = 0 and that by Definition 4.4 (i), for u ∈ h, n ∈ Z + , u(n) acts nilpotently on W . Then there exists a nonnegative integer
Let ℓ ∈ F and let λ 0 ∈ h * . Denote by F ℓ,λ 0 the one-dimensional ( h − ⊕ h ⊕ Fk)-module F with h − acting trivially, with h acting as scalar λ 0 (h) for h ∈ h, and with k acting as scalar ℓ. Form an induced module
which is a restricted h-module of level ℓ. Set
Furthermore, let λ ∈ ( h + ) * . For u ∈ h, n ∈ Z + , alternatively write λ n (u) = λ(u(−n)). Denote by J(λ) the submodule of M(ℓ, λ 0 ) generated by vectors
for u ∈ h, m ∈ pZ + , n ∈ Z + \ pZ + . Note that for u ∈ h, n ∈ pZ + , we also have
With Lemma 4.3, it can be readily seen that those vectors in (4.12) lie in
We have:
which is a subalgebra of h and a Heisenberg algebra itself. As F is algebraically closed, there is an orthonormal basis {u
Associated to S d , we have a Heisenberg algebra H S d and a commutative polynomial algebra
which is naturally an H S d -module of level ℓ. It can be readily seen that
Note that λ naturally gives rise to a function from S d to F, denoted by λ again. We then have a commutative associative algebra 16) which is also an h ′′ -module of level ℓ, where
an ideal and an h ′′ -submodule of
, let u(k) act trivially, and let
From the construction of M(ℓ, λ 0 ), there exists an h-module homomorphism θ :
as an algebra with u (i) (−n) + J(λ) ′′ corresponding to x i,n for (i, n) ∈ S d . It follows thatθ is isomorphism. Consequently, L h (ℓ, λ 0 , λ) is an irreducible h-module. The second assertion follows immediately from the construction and irreducibility of L h (ℓ, λ 0 , λ).
Recall that with
(the subalgebra generated by x j,m for (j, m) ∈ S d with (j, m) = (i, n)). Note that
Furthermore, we set
For any subset T of S d , set
(4.20)
Lemma 4.7. Let T be a subset of S d , T 0 a finite subset of T , and let {f i,n | (i, n) ∈ T 0 } be a set of elements of
and
We now proceed to prove the lemma by induction on |T 0 |.
For the induction step, pick up (j, m) ∈ T 0 and set
For (i, n) ∈ T ′ 0 , noting that m∂ x j,m and n∂ x i,n commute, using (4.22) and (4.21), we have
On the other hand, using (4.24) and (4.23) we have
This completes the proof. Now we have the following analog of [FLM, Theorem 1.7.3 
]:
Theorem 4.8. Let ℓ ∈ F × . Then every restricted h-module of level ℓ satisfying condition C 0 is completely reducible.
Proof. It is a slight modification of the proof in [FLM] . Let W be any restricted h-module of level ℓ satisfying condition C 0 . For λ 0 ∈ h * , λ ∈ ( h + ) * , set
As u(−m), u(−n) p (with u, m, n given as above) lie in the center of U( h), W λ 0 ,λ is an hsubmodule. Furthermore, from condition C 0 , W is a direct sum of submodules W λ 0 ,λ . Then it suffices to show that each submodule W λ 0 ,λ is completely reducible. Now, we simply assume W = W λ 0 ,λ for some
In view of Proposition 4.6, W 0 is a direct sum of irreducible submodules isomorphic to L h (ℓ, λ 0 , λ). Then it suffices to show that W = W 0 . Suppose instead that W = W 0 . As W/W 0 is an h-module satisfying condition C 0 , it contains a vacuum vector by Lemma 4.5. That is, there exists v ∈ W such that v / ∈ W 0 and u (i) (n)v ∈ W 0 for all 1 ≤ i ≤ d and n ∈ Z + . We are going to show that there exits h ∈ W 0 such that
Since u (i) (n) acts trivially on W for n ∈ pZ + and 1 ≤ i ≤ d, it suffices to find some h ∈ W 0 such that
where
For (i, n) ∈ S d , γ ∈ Γ 0 , let s inγ be the component of u (i) (n)v in U( h)w γ with respect to this decomposition. We have s inγ = 0 whenever n > n 0 . For (i, n), (j, m) ∈ S d , as
, then we can take h = γ∈Γ 0 h γ and we will be done.
Fix γ ∈ Γ 0 and identify
which implies a p−1 = 0. This proves
Then by Lemma 4.7 with
Therefore ℓn∂ x i,n h = s inγ for all (i, n) ∈ S d . This completes the proof.
5
Heisenberg vertex algebras and their modules
In this section, we study vertex algebras and their modules associated to Heisenberg Lie algebras. We particularly study their simple quotient vertex algebras and irreducible modules. Let h be a finite-dimensional vector space over F equipped with a non-degenerate symmetric bilinear form ·, · . Viewing h as an abelian Lie algebra with ·, · an invariant bilinear form, we have an affine Lie algebra h associated to the pair (h, ·, · ).
Let ℓ ∈ F. We have a vertex algebra V h (ℓ, 0), where the underlying space is the h-module with generator 1, subject to relations k · 1 = ℓ1 and h(n)1 = 0 for n ∈ N. As a vector space,
Furthermore, h is identified as a subspace of V h (ℓ, 0) through the linear map u → u(−1)1, which generates V h (ℓ, 0) as a vertex algebra. Note that every irreducible restricted h-module of level
Unlike in the case of characteristic zero, the vertex algebra V h (ℓ, 0) is no longer simple. In the following, we shall study (determine) simple quotient vertex algebras of V h (ℓ, 0) and their irreducible modules. First, we have:
Lemma 5.1. For any u ∈ h, n ∈ N, u(n) p and u(np) act trivially on V h (ℓ, 0), and u(−np)1 and u(−n) p 1 lie in the center of V h (ℓ, 0). Since h generates V h (ℓ, 0) as a vertex algebra, it follows that u(−np)1 and u(−n) p 1 lie in the center of V h (ℓ, 0).
Recall that every vertex algebra V is naturally a B-module and a left ideal of V is an ideal if and only if it is a B-submodule as D (n) u = u −n−1 1 for n ∈ N, u ∈ V . As h generates V h (ℓ, 0)
as a vertex algebra, it follows that a left ideal of V h (ℓ, 0) exactly amounts to an h-submodule.
Thus, an ideal of V h (ℓ, 0) amounts to an h-submodule which is also a B-submodule.
The following is a technical result:
Furthermore, we have:
Proposition 5.7. Let ℓ ∈ F and λ ∈ Λ. Suppose that W is an L h (ℓ, 0, λ)-module. Then W is a restricted h-module of level ℓ, satisfying the following conditions for u ∈ h:
(i) u(n) act trivially on W for n ∈ pZ; (ii) u(n) p act trivially on W for n ∈ Z with n = −1; (iii) u(−1) p acts on W as scalar λ(u(−1)) p .
Proof Then (ii) and (iii) follow immediately.
Now, we are in a position to present the main result of the paper:
Theorem 5.8. Let ℓ ∈ F × and λ ∈ Λ. Then every L h (ℓ, 0, λ)-module is completely reducible and the adjoint module L h (ℓ, 0, λ) is the only irreducible L h (ℓ, 0, λ)-module up to equivalence.
Proof. Let W be any L h (ℓ, 0, λ)-module. By Proposition 5.7, W is a restricted h-module of level ℓ, satisfying condition C 0 . Then by Theorem 4.8, W as an h-module is completely reducible. Note that an L h (ℓ, 0, λ)-submodule of W is the same as an h-submodule. Thus W is a completely reducible L h (ℓ, 0, λ)-module. On the other hand, assume that W is an irreducible L h (ℓ, 0, λ)-module. In view of Lemma 4.5, W contains a vacuum vector w. By Propositions 5.7 and 4.6, we have U( h)w ≃ L h (ℓ, 0, λ) and consequently, W ≃ L h (ℓ, 0, λ).
Remark 5.9. Recall that in the case of characteristic zero, a vertex operator algebra V is said to be rational if every N-graded (namely admissible) V -module is completely reducible (see [Z] , [DLM2] ), and V is said to be holomorphic if V is rational and if the adjoint module V is the only irreducible module up to equivalence. We also recall that a vertex algebra V is regular if every V -module is completely reducible (see [DLM1] , [DY] ). In view of Lemma 5.11, Corollary 5.5, and Theorem 5.8, vertex algebras L h (ℓ, 0, λ) with ℓ ∈ F × , λ ∈ Λ are rational and holomorphic in a certain sense.
For the rest of this section, we discuss the notion of vertex operator algebra. We assume that F is an algebraically closed field of characteristic p > 2. The definition of the notion of vertex operator algebra requires a slight modification (see [FLM] , [FHL] , [DR1] , [DR2] ): Definition 5.10. A vertex operator algebra is a vertex algebra (V, Y, 1), equipped a Z-grading
