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Abstract The Earth System Climate Model from the
University of Victoria is used to investigate changes in
ocean properties such as heat content, temperature, salinity,
density and circulation during 1500 to 2000, the time
period which includes the Little Ice Age (LIA) (1500–
1850) and the industrial era (1850–2000). We force the
model with two different wind-stress fields which take into
account the North Atlantic Oscillation. Furthermore, tem-
porally varying radiative forcings due to volcanic activity,
insolation changes and greenhouse gas changes are also
implemented. We find that changes in the upper ocean (0–
300 m) heat content are mainly driven by changes in
radiative forcing, except in the polar regions where the
varying wind-stress induces changes in ocean heat content.
In the full ocean (0–3,000 m) the wind-driven effects tend
to reduce, prior to 1700, the downward trend in the ocean
heat content caused by the radiative forcing. Afterwards no
dynamical effect is visible. The colder ocean temperatures
in the top 600 m during the LIA are caused by changes in
radiative forcing, while the cooling at the bottom is wind-
driven. The changes in salinity are small except in the
Arctic Ocean. The reduced salinity content in the subsur-
face Arctic Ocean during the LIA is a result from reduced
wind-driven inflow of saline water from the North Atlantic.
At the surface of the Arctic Ocean the changes in salinity
are caused by changes in sea–ice thickness. The changes in
density are a composite picture of the temperature and
salinity changes. Furthermore, changes in the meridional
overturning circulation (MOC) are caused mainly by a
varying wind-stress forcing; the additional buoyancy dri-
ven changes due to the radiative forcings are small. The
simulated MOC is reduced during the LIA as compared to
the industrial era. On the other hand, the ventilation rate in
the Southern Ocean is increased during the LIA.
Keywords Hydrography  Ocean circulation 
Little Ice Age  Radiative forcing  Wind-stress forcing
1 Introduction
The ‘Little Ice Age’ (LIA), which occurred roughly from
1500 to 1850, was the latest and most dramatic cold event
in a sequence of multi-centennial cold periods over the last
4 kyr (Grove 2004). The LIA was followed by a warming
trend during the industrial era. Although regional differ-
ences exist in the timing of the cold episodes (Bradley and
Jones 1995) and the sign of the (reconstructed) temperature
anomalies in different locations may differ seasonally
(Pfister 1995), the hemispheric and global mean annual air
temperatures show a cooling during the LIA. The ocean did
not play a dominant role in creating the negative air tem-
perature anomalies during the LIA (Jones and Mann 2004).
However, the colder air temperatures at the atmosphere–
ocean boundary may have had an impact on such ocean
conditions as the sea–ice cover, heat content, hydrography
and circulation. Indeed, according to the model study of
Sedla´cˇek and Mysak (2008) (henceforth SM2008), these
colder temperatures certainly resulted in a more extensive
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and thicker Arctic sea–ice cover during the LIA. In this
paper, the work of SM2008 is extended to investigate the
impact of the LIA on the ocean heat content, hydrography
and meridional overturning circulation (MOC).
From an analysis of phosphate and chlorofluorocarbon
tracers, Broecker et al. (1999) and Broecker (2000)
hypothesized that the formation of Antarctic Bottom Water
(AABW) was enhanced during the LIA. They suggested
that during the LIA, both high-latitude ocean regions
ventilated roughly at the same rate. By way of contrast, in
the Southern Ocean today, the ventilation rate is much
smaller than in the northern oceans.
According to foraminifera data, the Florida Current
transport was estimated to be 10% smaller during the LIA
as compared to the transport today (Lund et al. 2006).
Changes in both the wind-driven circulation and the
AMOC (Atlantic meridional overturning circulation) con-
tributed to this reduction; however, the relative magnitudes
of the reductions associated with each circulation cannot be
determined. According to sedimentological and paleo-
chemical data, Keigwin and Boyle (2000) reported that
nutrient-rich circumpolar waters replaced the North
Atlantic Deep Water (NADW) during the LIA in the deep
North Atlantic.
During the LIA the sea surface temperature was esti-
mated to be about 1C colder than today in the Sargasso
Sea (Keigwin 1996). Proxy measurements indicate a more
saline tropical Pacific sea surface (Hendy et al. 2002) and
reduced salinity in Indio-Pacific region (Newton et al.
2006) during the late LIA as compared to the twentieth
century, mainly due to advection and wind-induced evap-
oration changes.
Crowley et al. (2003) used a simple upwelling-diffusion
ocean model coupled to an energy balance model for the
atmosphere to determine the ocean heat content changes
from 1000 to 2000 in response to radiative forcing changes
(in volcanic activity, insolation, tropospheric aerosol
loading and greenhouse gases). Their simulation showed
that the heat content of the full ocean (0–3,000 m)
increased by 5 9 1023 J from the LIA to the end of the
twentieth century, and they estimated that this would imply
a 7-cm sea level rise after 1840. To the best of our
knowledge, there is no other published model study of the
ocean conditions during the LIA and their changes
afterward.
In this paper, we extend the work of Crowley et al.
(2003) by using the Earth System Climate Model from the
University of Victoria (UVic ESCM) (Weaver et al. 2001)
to examine the role of ocean dynamics in producing ocean
heat content and hydrographic changes during the LIA and
beyond. More specifically, we assess mechanisms which
could have led to the above-mentioned observed changes in
the ocean and investigate the impact of the colder LIA
surface air temperatures on such ocean properties as tem-
perature, salinity, density and circulation. Also, we assess
the validity of the Broecker et al. (1999) and Broecker
(2000) hypothesis of an increased southern ventilation rate
during the LIA.
Stommel (1961) showed with a simple box model and
Marotzke et al. (1988) with a meridional plane model, that
a north-south gradient in temperature or salinity and hence
density can produce an AMOC. However, the wind stress
over the Atlantic Ocean is also an important driver for the
AMOC (Timmermann and Goosse 2004). The wind forcing
maintains the horizontal density gradients by transporting
salt and heat. Toggweiler and Samuels (1995) and Rahm-
storf and England (1997) showed that the wind forcing in
the Southern Ocean is capable of influencing the NADW
formation. While Toggweiler and Samuels (1995) argue
that there is a linear relationship between the NADW
outflow from the Atlantic basin and the Ekman drift in the
Southern Hemisphere, Rahmstorf and England (1997)
showed that this is the case only in a model with restoring
boundary conditions. The inclusion of thermal feedbacks
changes the relationship between the NADW outflow and
the Southern Ocean winds. Hence, the wind over the
Southern Ocean modifies the NADW formation instead of
driving the AMOC. Unfortunately, it is not possible to
determine what part of the global ocean circulation is due
to wind forcing and what part is due to buoyancy effects
(Gill 1982).
To determine the role of winds in forcing long-term
changes in the ocean properties, we use two different wind-
stress forcings from SM2008 which take into account the
North Atlantic Oscillation (NAO). This allows us to
determine the robustness of the long-term changes due to
atmospheric dynamic influences. Additionally, we use
radiative forcings from Crowley (2000). This allows us to
identify which changes are due to variations in the wind-
stress forcing and which are due to variations in the radi-
ative forcings.
The remainder of the paper is structured as follows. In
Sect. 2 we present the model, the wind-stress fields and the
experimental setup. In Sect. 3 the results of the simulations
are presented. Then, in Sect. 4 we discuss the shortcomings
of our simulations and present possible mechanisms which
could explain the Broecker et al. (1999) and Broecker
(2000) hypothesis. We summarize our findings in Sect. 5.
2 Description of the model and the forcing fields
2.1 The UVic ESCM
The first release of the UVic ESCM is described in Weaver
et al. (2001). In this study we use the version 2.6, which
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consists of oceanic, atmospheric and sea–ice components.
The resolution of the model is 3.6 zonally and 1.8
meridionally. The UVic ESCM does not use explicit flux
adjustments and the freshwater and total energy drifts are
close to machine precision (Weaver et al. 2001).
The ocean model is the 3-D primitive-equation general
circulation model (GCM) MOM 2.2 (Pacanowski 1995)
with 19 unequally spaced layers in the vertical. The near-
surface layer is 50 m thick and the bottom layer is 518 m
thick. In this study we use a modified Bryan and Lewis
(1979) vertical diffusivity distribution. The diffusivity kv in
the thermocline is 6 9 10-5 m2 s-1 and in the deep ocean
kv = 1.6 9 10
-4 m2 s-1. The atmospheric model is an
energy-moisture balance model (EMBM) (Fanning and
Weaver 1996) with heat and moisture transport parame-
terized by a diffusion term. In this model, climatological
winds are used for moisture advection and the calculation
of the turbulent fluxes. The sea–ice component is a
dynamic-thermodynamic model. The thermodynamic part
uses the zero-layer Semtner model (Bitz et al. 2001), and
the sea–ice dynamic part uses the granular sea–ice model
GRAN (Sedla´cˇek et al. 2007). The GRAN is founded on
the physics of a slowly deforming granular material. The
yield curve is based on a Mohr–Coulomb failure criterion,
and a non-normal flow rule is used (Tremblay and Mysak
1997). Although the UVic ESCM provides a parameteri-
zation for brine convection, this option is not used in this
study. However, salt is rejected during sea–ice formation.
In the UVic ESCM, the runoff flows instantaneously
through 32 river basins into the ocean. Furthermore,
Iceland is removed from the ocean domain to improve the
North Atlantic Drift heat transport. Also, Bering Strait is
closed due to the coarse resolution. The closing of Bering
Strait reduces the freshwater flux into the North Atlantic
and increases the strength of the AMOC (A. Jahn, personal
communication, 2008). The climatological sea–ice area
extends too far south (e.g., Weaver et al. 2001; Mysak
et al. 2005; Sedla´cˇek et al. 2007). However, the observed
thickness distribution in the Arctic Ocean is captured quite
well (e.g., Mysak et al. 2005; Sedla´cˇek et al. 2007).
Although the NADW formation region is located too far
south in the UVic ESCM, it is still sensitive to short-term
sea–ice export variations from the Arctic (e.g., Holland
et al. 2001; Mysak et al. 2005).
Because the atmospheric component of the model is an
EMBM, the wind-stress forcing must be prescribed, as well
as the atmospheric CO2 concentration.
2.2 Forcing fields
Here we give only a brief description of how the wind-
stress forcings [the Analog Winter approach (ANAW) and
the Decomposition approach (DECOMP)] that we use in
this paper are obtained. For a more thorough description of
the construction and differences of the wind-stress fields,
we refer the reader to SM2008, where two additional wind-
stress fields are produced and used with the UVic ESCM.
However, in this paper only the two wind-stress fields
described below are used. Below we also briefly describe
the radiative forcings used in this study.
2.2.1 Analog winter approach (ANAW)
Luterbacher et al. (2002a) derived the NAO index back to
1500 from reconstructed sea-level pressures derived by
Luterbacher et al. (2002b). The reconstructed NAO index is
calculated as the difference of the sea-level pressure aver-
aged over a 5 9 5 longitude-latitude box over the Azores
from that over Iceland. The index for the period from 1500
to 1659 has a seasonal resolution, whereas after 1659, the
resolution is monthly. From Luterbacher et al.’s NAO index
reconstruction, we calculate the winter NAO index
(December through March). Furthermore, during the period
1950 to 1999, the wind-stress fields are known from the
National Centers for Environmental Prediction/National
Center for Atmospheric Research (NCEP/NCAR) re-anal-
ysis along with the winter NAO index values. To build a
continuous wind-stress field over the earlier centuries, we
pick a certain year during this time and determine its
corresponding winter NAO index value. For instance, the
year 1605 has a winter NAO index value of 0.55. Next, we
search for the year with the closest winter NAO index value
in the period between 1950 and 1999. In this case it would be
1972, which has a winter NAO index value of 0.56. We then
copy the monthly mean wind stresses from 1972 to 1605.
In Fig. 1a the mean wind-stress curl of the ANAW run is
plotted for the LIA, and in Fig. 1c the changes of the wind-
stress curl between the LIA and industrial era are shown.
The changes show that the wind-stress curl was stronger
almost everywhere on the globe during the LIA as com-
pared to the industrial era.
2.2.2 Decomposition approach (DECOMP)
First, the annual climatology (s0) is computed using the
NCEP/NCAR re-analysis wind-stress data (s) for the period
1950 to 1999. Over the same period at each grid point the
seasonal and monthly anomalies of the zonal and meridio-
nal directions are computed using s0 and s. These anomalies
are then regressed against the seasonal and monthly NAO
from 1950 to 1999 to get sNAO. The sNAO field shows a large
signal due to the NAO around the North Atlantic region. In
the other areas of the globe, the NAO signal in sNAO is
weak. Finally, a remaining wind-stress field (srem) is com-
puted as follows: srem = s - (s0 ? NAOI 9 sNAO), where
NAOI is the NAO index from 1950 to 1999.
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To construct the DECOMP wind field for the 500-year
period, we take sDECOMP = s0 ? NAOI 9 sNAO ? srem
* ,
where NAOI in this case is changing with the temporal
resolution of Luterbacher et al.’s NAO index reconstruc-
tion and srem
* is a random permutation of the srem’s from the
period 1950 to 1999. This is equivalent to prescribing a
‘random noise’ where the main wind-stress direction is
preserved. The term srem is quite large and dominates the
DECOMP wind-stress field.
Figure 1b and d show the DECOMP wind-stress curl of
the LIA and the difference between the LIA and the
industrial period. The mean wind-stress curl pattern of the
LIA from the DECOMP run (Fig. 1b) is very similar to the
pattern of the ANAW run (Fig. 1a). As in the ANAW case,
the wind-stress curl was stronger during the LIA every-
where on the globe with the exception of the Southern
Pacific, near the Amundsen Sea, where the wind-stress was
decreased during the LIA as compared to the industrial era
(Fig. 1d).
2.2.3 Radiative forcings
Crowley (2000) used four external radiative forcings in a
simple climate model to simulate changes in the Northern
Hemisphere temperature during the last millennium. In this
study, only three of these external forcings are used: vol-
canic activity, insolation changes and greenhouse gas
changes. The fourth forcing, namely, the radiative cooling
due to tropospheric aerosols in the twentieth century, is
neglected. For further details on the reconstructions of the
radiative forcings, we refer the reader to Crowley (2000)
and the references therein. The time series of the radiative
forcings used are shown in Fig. 1 of SM2008. We note that
the version of the UVic ESCM used for this study does not
(a) (b)
(d)(c)
Fig. 1 The mean wind-stress curl during the LIA computed from the
ANAW wind-stress field (a), and from the DECOMP wind-stress field
(b). The mean of the wind-stress curl using the ANAW wind-stress
field for 1500–1850 minus the mean of the same for 1850–2000 (c),
and the same difference but with the DECOMP wind-stress field, (d).
Note that the values in c and d are an order of magnitude smaller than
in a and b
464 J. Sedla´cˇek, L. A. Mysak: A model study of the Little Ice Age and beyond
123
include vegetation and thus forcings due to land cover
changes and deforestation are neglected.
2.2.4 Experimental setup
The spin-up phase is started 200 years prior to the actual
run (i.e., at year 1300) from an equilibrium run provided
with the UVic ESCM. The equilibrium run was done with
climatological NCEP/NCAR re-analysis wind-stress fields
and a CO2 concentration of 280 ppm. During the spin-up,
the monthly mean wind-stress fields are specified from a
random permutation of the years 1950 to 1999 of the
NCEP/NCAR re-analysis. This is done in order to reduce
any biases due to different modes in the atmospheric cir-
culation. Futhermore, the insolation is set constant and the
volcanic activity is zero during the spin-up. A comparison
with a longer spin-up which was performed later during the
investigation suggests that a 200-year spin-up is sufficient
for this study (not shown).
We performed two simulations for each wind-stress
field: (1) a control run (CONTR) with constant solar
activity and pre-industrial greenhouse gas concentration
and no volcanic activity, and (2) a radiatively forced run
(VOLSOLGHG) with changing greenhouse gas concen-
tration and solar activity, and also volcanic activity. The
radiative forcings in the VOLSOLGHG runs are imple-
mented as changes of the solar constant at the top of the
atmosphere. Note that all the runs start from the same
spin-up.
3 Results
SM2008 showed that with the two wind-stress recon-
structions used in this study as forcing, the Northern
Hemisphere surface air temperature anomalies agree well
with several temperature anomaly reconstructions between
1500 and the late twentieth century (see their Fig. 3).
However, there is a more pronounced simulated Northern
Hemisphere cooling during the early 1800s and a larger
warming after 1950 as compared to the reconstructions. A
similar behavior was observed by Zorita et al. (2004) using
the same radiative forcings with a fully coupled atmo-
sphere–ocean GCM.
As stated in the introduction, the wind-driven and the
buoyancy-driven circulations cannot be separated into
component parts. Here, we use the term ‘radiatively-
driven’ for changes seen in the difference between a
VOLSOLGHG run and a CONTR run, and the term ‘wind-
driven’ for changes of a CONTR run only. Note that both
definitions include buoyancy-driven changes. Unless
otherwise stated, the LIA is defined as the period between
1500 and 1850 and the industrial era is the period between
1850 and 2000. We will only show the results from the
ANAW simulations since the results for the DECOMP
simulations are similar. However, we will point out dif-
ferences between the results for the two wind-stress fields
when they give further insight into the behavior of the
model simulations.
3.1 Ocean heat content
The heat uptake and release by the oceans is an important
mechanism in long-term climate changes. The heat
exchange at the ocean surface acts as a lower boundary
condition for the atmosphere. Furthermore, the ocean acts
as a buffer during cold or warm events.
Figure 2a shows that the changes in the upper ocean
(0–300 m) heat content are driven mainly by radiative
changes; the influence of changes in the wind-driven
circulation on the heat content is small. (Note that all the
anomalies are scaled with respect to the period
1960–1990.) Figure 2a also shows that regardless of the
wind-stress forcing, the evolution of the heat content
anomaly with time follows the same general shape. This
(a)
(b)
Fig. 2 Total ocean heat content anomalies (DHC) scaled with respect
to the period 1960 to 1990 for a the upper ocean (0–300 m), and b,
the full ocean (0–3,000 m). The dark blue line denotes the ANAW
VOLSOLGHG run, the light blue line is the DECOMP
VOLSOLGHG run, and the orange line represents the VOLSOLGHG
run minus the CONTR run with the ANAW wind-stress fields. The
curve for the VOLSOLGHG run minus the CONTR run with the
DECOMP wind stresses is nearly identical to the orange curve in both
panels and is thus not plotted. The black line represents the estimates
of Levitus et al. (2005) for the period between 1955 and 2000 in a,
and between 1957 and 1996 in b
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suggests that the long-term changes in wind-stress forc-
ing does not influence the global upper ocean heat
content. The simulated increase in heat content after the
cooling in the early 1800s corresponds to a warming of
the upper ocean of about 0.7C. The simulations follow
the trend of the Levitus et al. (2005) estimates for 1955–
2000 (black line in Fig. 2a) and capture well the peak
starting in 1980. However, the simulated variations from
1955 to 1980 are underestimated.
The simulated heat content changes in the full ocean
(0–3,000 m), on the other hand, are influenced by the wind
stress (Fig. 2b). The VOLSOLGHG runs minus the
CONTR runs show a downward trend in ocean heat content
until 1700, a small increase until 1800, a drop in the early
1800s and then an increasing trend in the industrial era (see
orange line in Fig. 2b). The downward trend until 1700 is
larger than that simulated by Crowley et al. (2003). In
contrast, the VOLSOLGHG runs of the ANAW and
DECOMP wind-stress fields have smaller trends in the
beginning of the simulation (see the light and dark blue
lines in Fig. 2b). Note that the simulations started from
identical initial conditions and start to diverge thereafter.
However, because the curves are scaled to the mean of the
period from 1960 to 1990 it appears that the runs started
from different initial conditions. The anomalies between
the early 1800s and the end of the twentieth century range
from -5 9 1023 to 1 9 1023 J. This result is consistent
with that of Crowley et al. (2003), who obtained a total
range of about 5 9 1023 J with an upwelling-diffusion
ocean model. Compared to the full ocean estimates of
Levitus et al. (2005) for the period 1957 to 1996 (black line
in Fig. 2b), the general upward trend in the last two
decades is slightly overestimated.
A Hovmo¨ller diagram of the simulated upper ocean heat
content anomalies gives some insights into the nature of
their spatial and temporal changes (Fig. 3). Between 50N
and 65S the ocean heat content anomalies of the CONTR
run are negative at the beginning of the simulation period
and become more positive with time until 1900 (Fig. 3a).
After 1900 there are again extended latitudinal ranges with
notable negative anomalies. The VOLSOLGHG run
(Fig. 3b) however, shows a different picture. Between 50N
and 65S, the influence of the external radiative forcing is
visible. The cooling due to large volcanos interrupt the
warm patches; this can be readily seen in the early 1800s.
After 1850 the upper ocean starts to warm up and is much
warmer than the mean by 1930. Between 65S and 45S,
both the CONTR and the VOLSOLGHG runs show nega-
tive heat content anomalies from 1500 to 1650 and positive
heat content anomalies from 1850 to 1970. Since these
anomalies patterns occur in both simulations, they are partly
wind-driven. However, their magnitude is different. In the
ANAW VOLSOLGHG run, panel b), the increase in heat
content anomalies at these very southern latitudes from the
early 1800s to the mid 1900s is 1 9 1023 J. In the ANAW
CONTR run, panel a), the increase in heat content anoma-
lies in these latitudes is roughly an order of magnitude
smaller, i.e., about 4 9 1022 J.
In both polar regions, there are propagating episodic
(multi-decadal) warming events throughout the simulated
(b)(a)
Fig. 3 Hovmo¨ller diagram of the anomalies of the ocean heat content in the upper 300 m. The mean at each latitude is computed from 1500 to
2000. a ANAW CONTR run; b, ANAW VOLSOLGHG run. In b the sum of the radiative forcings is plotted at the bottom
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period; these seem to be independent of the longer-term
changes in the heat content of the rest of the ocean. A
comparison of Fig. 3a and b shows that the warm events
in vthe polar regions occur at approximately the same time
in each simulation. Thus they are not driven by changes in
radiative forcing. The DECOMP run shows similar features,
however, the periodicity is different as that found in the
ANAW run (not shown). It is possible that these simulated
warming events are caused by advection of upper-ocean
temperature anomalies created by multi-decadal variations
in the wind-stress forcing field that produce changes in
high-latitude ocean circulation. However, it may also be
true that the warming events are reflective of an internal
mode of ocean variability. It is interesting to note that
oscillations in the North Atlantic on time scales of 50–
85 year have been observed (e.g., Kushnir 1994; Schle-
singer and Ramankutty 1994; Delworth and Mann 2000)
and simulated with ocean GCMs and coupled atmosphere–
ocean GCMs (e.g., Delworth et al. 1993; Delworth and
Greatbatch 2000; te Raa and Dijkstra 2002; te Raa et al.
2004). Delworth et al. (1993) note that the sea surface
anomalies are not confined to the North Atlantic region.
They can extend well into the Arctic Ocean and even be
enhanced through polar amplification effects. Delworth
et al. (1993) link these oscillations to natural internal
oscillations that are simulated in the MOC, and they can
even be seen in an ocean model that is forced with sto-
chastic atmospheric fluxes (Delworth and Greatbatch 2000).
In the Southern Hemisphere high-latitude warming
events are simulated in the ANAW CONTR and
VOLSOLGHG runs that are similar to the northern high-
latitudes (Fig. 3). The DECOMP wind-stress fields produce
similar warming events (not shown). These events are
likely connected to the Antarctic Circumpolar Current
which impedes north-south transport of ocean water.
However, the origin and the mechanisms of these events
needs to be further investigated.
3.2 Ocean temperature
According to our simulations, the ocean surface is on
average colder during the LIA than during the industrial era
(not shown). In the ice free regions, the ocean surface
temperature is about 0.4C colder over large areas as
compared to the mean of the industrial era (not shown).
More dramatically, in the North Atlantic, where the ice
retreats in the industrial period, the ocean surface temper-
ature increase is greater than 1C.
During the LIA, the simulated cooling at the ocean sea
surface penetrates on average to a depth of 600 m in the
tropical and subtropical regions as compared to the
industrial era (Fig. 4a). In the ice-free mid- to high-lati-
tudes the cooling even penetrates to the bottom.
Figure 4b shows that the LIA cooling in the tropical and
subtropical regions is mostly due to the changes in the
radiative forcing. This radiatively induced cooling occurs
in all three ocean basins. Below the ice-covered regions,
only small changes in temperature are visible.
In the mid- to high-latitudes, wind-driven cooling occurs
during the LIA, which penetrates to the bottom of the
(a) (b)
Fig. 4 Latitude-depth structure of the difference of the zonal mean annual global ocean temperature consisting of the mean of 1500 to 1850
minus the mean of 1850 to 2000 for the ANAW wind-stress field. a the VOLSOLGHG run; b the VOLSOLGHG run minus the CONTR run
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ocean (Fig. 4a). Note that by definition, ‘wind-driven
changes’ mean changes in the CONTR run (or no change in
the VOLSOLGHG minus the CONTR run). This definition
does not exclude buoyancy-driven changes. In the Pacific
sector the southern limb carries colder water to depth and
fills the bottom of the Pacific Ocean below 2,000 m during
the LIA (not shown). In the Atlantic sector the colder
northern limb penetrates to a depth of 2,500 m. However,
in the Atlantic basin below 3,000 m there is a warm patch
between 30S and the equator during the LIA due to a
warm water influx from the south (not shown). In the
tropical regions at a depth of around 1,000 m, there is a
layer with a small temperature increase during the LIA.
The DECOMP run shows a slightly larger warming during
the LIA in this region. This layer is mainly wind-driven
and is most pronounced in the Indian and Pacific basins.
Sea surface temperature reconstructions from the Indio-
Pacific basin show cooler temperatures during the LIA as
compared to the industrial era (Newton et al. 2006). In the
Tropical Pacific region, on the other hand, the temperature
does not change substantially between the two periods
(Hendy et al. 2002). The simulations are in agreement with
the reconstructions of Hendy et al. (2002), but the
temperature changes in the Indio-Pacific Basin are under-
estimated (not shown). However, the cool interval during
the early 1800s reported by Gagan et al. (2000) is well
simulated (not shown). Keigwin (1996) observed an
increase of about 1C in the Sargasso Sea from the LIA to
the 1900s. The simulations show an increase of about
0.8C (not shown).
3.3 Ocean salinity
On average, the simulated precipitation is less over large
areas of the global ocean during the LIA as compared to the
industrial era (not shown). There are, however, a few
regions where the precipitation is larger during the LIA,
namely in the southern Indian and Pacific Oceans. On the
other hand, there is little change in the mean evaporation
over the oceans between the LIA and the industrial era (not
shown). The resulting salinity differences between the LIA
and the industrial era in the upper ocean are small south of
45N and do not extend to the deeper ocean (Fig. 5a). As
mentioned in Sect. 2.1, we note again that climatological
winds are used for moisture advection and the calculation
of the turbulent fluxes. The hydrological cycle is also
simplified in the UVic ESCM. Thus, only small changes in
evaporation and percipitation are expected.
In the northern high latitudes (north of 45N) below
200 m, the salinity on average is lower during the LIA
(Fig. 5a). This result is a wind-driven effect since this
feature is seen in Fig. 5a and not in Fig. 5b. In the Atlantic
basin, the meridional velocity between 200 m and 1,000 m
is increased south of 60N during the industrial era (not
shown), resulting in the advection of more salty water from
the North Atlantic into the subsurface Arctic.
(a) (b)
Fig. 5 Latitude-depth structure of the difference of the zonal mean annual global ocean salinity consisting of the mean of 1500 to 1850 minus
the mean of 1850 to 2000 for the ANAW wind-stress field. a the VOLSOLGHG run; b the VOLSOLGHG run minus the CONTR run
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We also found that the simulated precipitation over land
in the high northern latitudes does not change substantially
during the two time periods in the UVic ESCM (not
shown). Thus, this suggests that the modelled river runoff
into the Arctic Ocean does not result in long-term changes
to the salinity.
During the LIA, the water in the Atlantic basin is
slightly fresher in a layer at a depth of around 2,000 m
extending from 60N to around 60S. Because the changes
in this layer are very small in the Pacific and Indian basins,
this feature can be barely seen in Fig. 5a. This feature can
be related to ocean circulation changes which were influ-
enced by changes of the wind-stress at the surface. The
higher (global) salinity at the bottom between 30S and the
equator during the LIA (Fig. 5a) originates in the Indian
Ocean and is due mainly to wind forcing.
In the upper 200 m north of 50N, the simulated mean
salinity during the two periods shows the signature of a
changing sea–ice cover. SM2008 showed that in the
Northern Hemisphere, the sea–ice cover is larger during the
LIA than in the industrial era. The increased formation of
ice in the Arctic basin during the LIA results in a saltier
upper Arctic Ocean because of enhanced salt rejection (see
Fig. 5b). In addition, southward transport of thicker ice
results in a freshening of the upper ocean in the export
region during the LIA.
In the upper part of the Ross Sea (south of 75S), the
water is slightly saltier during the LIA (see upper left hand
corners of Fig. 5a, b). However, this feature is confined to a
small region and does not penetrate beyond a depth of
200 m. The sea–ice cover changes everywhere in the
Southern Hemisphere are mainly caused by variable wind
forcing, and changes in thermodynamic ice growth and
melt play a secondary role (SM2008). Thus, there is no
significant change in salinity between the two periods due
to sea–ice changes around Antarctica.
Reconstructions from the Indio-Pacific region shows a
rapid increase in salinity at the end of the LIA (Newton
et al. 2006), while the Tropical Pacific region shows a
decrease (Hendy et al. 2002). These changes in salinity are
linked to changes in the location of the Inter-Tropical
Convergence Zone (e.g., Haug et al. 2001). Since the
model has a prescribed wind-stress field, these changes are
not simulated.
3.4 Ocean density
The simulated change in ocean density from the LIA to the
industrial era is basically a composite of the temperature
and the salinity changes shown in Figs. 4 and 5, respec-
tively. In Fig. 6 the potential density is shown relative to
r1, which is the potential density at the pressure level of
10 MPa (roughly the pressure at a depth of 100 m). The
simulated upper ocean potential density during the LIA is
greater between 60S and 50N down to a depth of 600 m
(Fig. 6a), largely because of the colder temperature there
(Fig. 4a). This change in density is radiatively driven
(Fig. 6b).
In the subsurface Arctic Ocean during the LIA, the
density is less on average due to the reduced northward
(a) (b)
Fig. 6 Latitude-depth structure of the difference of the zonal mean density of the global ocean consisting of the mean of 1500 to 1850 minus the
mean of 1850 to 2000. a, the VOLSOLGHG run; b the VOLSOLGHG run minus the CONTR run
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salinity advection during this time period (see Fig. 5a). In
the upper Arctic Ocean the larger density during the LIA
(Fig. 6a) is connected to the increased salt rejection then.
At around 60N the reduced density during the LIA is
produced by more freshwater input from the export of
thicker ice.
The denser water during the LIA at the bottom in the
tropics and subtropics (Fig. 6a) is mainly produced by
colder waters in the Pacific Ocean and saltier waters in the
Indian Ocean. Both are wind-driven.
3.5 Meridional overturning circulation
Throughout the simulated period, the Northern Hemisphere
maximum AMOC value is located at around 40N at a depth
of 1,800 m (Fig. 7a, b). The difference in AMOC between
the industrial era (Fig. 7a) and the LIA (Fig. 7b) indicates
that there is a decreased northern sinking branch centered at
around 45N during the LIA (see Fig. 7c). SM2008 showed
that the strength of the AMOC is linked to changes in
equator to pole temperature gradient. However, the changes
(a) (b)
(d)(c)
Fig. 7 a The mean AMOC for the industrial era; b the mean AMOC
for the LIA. In both cases the data are from the VOLSOLGHG run
with the ANAW wind-stress fields. c and d AMOC difference of the
global ocean consisting of the mean of 1500–1850 minus the mean of
1850–2000 with the ANAW wind-stress field. c Output from the
VOLSOLGHG run; d the difference consisting of the VOLSOLGHG
run minus the CONTR run
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in prescribed radiative forcing do not significantly change
the maximum AMOC in the North Atlantic (Fig. 7d). In the
Atlantic basin, the CONTR run maximum AMOC increases
by 2.6 Sv from the LIA to the industrial era (not shown).
The change of the maximum AMOC in the DECOMP run is
smaller, with the increase being 1.3 Sv between these two
periods. To determine whether the simulated change in the
maximum AMOC is due to the wind forcing or due to the
spin-up, we performed an additional ANAW CONTR run
which starts from a longer spin-up of 1,500 year. The
change in maximum AMOC in this case is 3.0 Sv between
the two periods, which is close to the change in the original
ANAW CONTR run. These changes in AMOC from one
period to the other are between 5 and 10% of the mean
maximum AMOC value for each period.
SM2008 showed that the positive sea–ice volume
anomaly that occurs in the difference between the CONTR
run and the VOLSOLGHG run has little effect on the
maximum strength of the AMOC. The simulated increase
in the Ekman cell strength around 60N in the industrial era
(Fig. 7c, d) is due to a reduction in sea–ice cover. Over a
sea–ice covered area the stress applied on the ocean is
modified by the sea ice. Thus, the change in sea–ice cover
between the LIA and the industrial era in this region results
in a change in wind stress over the ocean.
In the Southern Hemisphere, the Deacon Cell between
52S and 65S (the cell in these latitudes with positive
contour values in Fig. 8a, b) is enhanced during the LIA, as
is the Antarctic Cell south of 65S (the cell with negative
contour values in Fig. 8a–c). Note that in Fig. 8c the
changes of the MOC are both negative and positive,
however due to a different background state (Fig. 8a, b) the
changes in amplitude are of the same sign. The simulations
suggest that the Antarctic Cell is 3 Sv stronger during the
LIA as compared to the industrial era. In the DECOMP run
the change is somewhat smaller, about 1.6 Sv. The ANAW
simulation which started from the long spin-up shows a
change of 2.6 Sv in the Antarctic Cell.
The wind stress over the Southern Ocean determines the
Ekman pumping in the Deacon Cell and hence the diver-
gence of the water mass at the surface. One part of the
upper ocean flows into the Antarctic Cell and the other part
flows northwards. The mean zonal wind stress in the
Southern Ocean is 3.1% stronger in the ANAW simulation
during the LIA as compared to the industrial era (not
shown). Similarly, for the DECOMP simulation, the wind
stress is stronger but only by 0.9%. An additional CONTR
run was performed using random winds, as in the spin-up,
for the 500-year period. In this run the wind stress over the
Southern Ocean is on average 1.2% weaker during the LIA
as compared to the industrial era. The resulting change in
strength of the Antarctic Cell between the LIA and the
industrial era is 0.5 Sv.
The circulation in the Pacific sector is quite strong, as
can be deducted from Figs. 7a, b and 8a, b. This property is
also visible in the climatological mean MOC of the UVic
ESCM (Weaver et al. 2001). The circulation changes in the
Pacific sector from the LIA to the industrial era are mostly
located south of 45S.
The MOC changes induced by the radiative forcing
show a large negative patch between 60S and the equator
(Fig. 8d). This feature is mainly caused by stronger flow in
the Pacific basin during the LIA (not shown).
4 Discussion
4.1 Shortcomings of the simulations
As seen in the previous section, the changes in the ocean
properties (between the LIA and the industrial era) due to
changes in the radiative forcing are mostly confined to the
upper 1,000 m of the ocean. The changes in the deeper
ocean are mainly driven by the changes in the winds, i.e.,
these ocean changes are present in the CONTR run and
also are similarly present in the VOLSOLGHG run. Here
we would like to discuss two shortcomings of the model
simulations which could affect the results for the deeper
ocean.
As stated in Sect. 2.1, we have neglected brine con-
vection in our model. Sea–ice in the Arctic Ocean is
formed mainly inside the Arctic basin and exported to
lower latitudes. Thus, inclusion of brine convection will
change the salt content in the Arctic Ocean, but have little
impact where sea ice is exported. This finding is supported
by Saenko et al. (2002) in a sensitivity study of different
brine convection parameterizations using the same model
(except for the sea–ice rheology) as in this study. They
showed that the NADW is not substantially altered with the
inclusion of brine convection. In the Southern Ocean, on
the other hand, brine convection is an important factor in
forming different water masses. Saenko et al. (2002)
showed that the inclusion of a brine convection parame-
terization improves the representation of Antarctic
Intermediate Water and AABW. The surface waters
become fresher and the deep waters more saline due to
brine convection.
During the 500-year simulation, the mean sea–ice cover
in the Southern Ocean is mostly influenced by wind forcing
and the changes due to thermodynamic growth or melt play
a minor role (SM2008). The sea–ice area is slightly
increased during the LIA near the Ross Sea and near the
Antarctic Peninsula; however, the simulated sea–ice
thickness does not change substantially between the two
periods (not shown). The sea–ice area changes can be
associated with changes in wind-stress forcing between the
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two periods. If brine convection were included in the
model simulations, more dense water would be produced at
the bottom of the Southern Ocean during the LIA.
The second shortcoming in the simulations is the non-
interactive wind-stress field. The wind-stress forcings
used in this study take into consideration, at least to a
certain degree, variations due to the NAO (the ANAW
wind-stress field more so than the DECOMP one).
However, several features that are special to the atmo-
spheric circulation during the LIA are not captured. In the
next subsection we elaborate more on the atmospheric
circulation during the LIA and a possible implication of
this circulation.
4.2 Broecker et al. (1999) and Broecker (2000)
hypothesis
According to the ocean tracer analysis of Broecker et al.
(1999) and Broecker (2000), the Southern Ocean ventila-
tion rate during the LIA was larger than today’s ventilation
rate. On the other hand, the ventilation rate in the North
Atlantic should have been only slightly smaller during the
LIA as compared to today’s NADW formation rate. Our
model simulations presented in Sect. 3.5 show that the
AMOC in the North Atlantic is indeed slightly smaller
during the LIA and that the Southern Ocean ventilation rate
is increased during the LIA as compared to the industrial
(a) (b)
(d)(c)
Fig. 8 The same as in Fig. 7 but for the global MOC
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period. However, our results suggest that the differences in
ventilation rate are associated with changes in atmospheric
circulation rather than oceanic changes due to changes in
radiative forcing.
In our simulations the mean strength of the Antarctic
Cell shows a linear relationship with the mean change in
zonal wind stress over the Southern Ocean. However, in
order to have such an increased ventilation rate during the
LIA as hypothesized by Broecker et al. (1999) and
Broecker (2000), the winds over the Southern Ocean would
have had to be even larger than in our simulations.
Thus the question arising is, were the westerlies (i.e., the
zonal wind stress) in the Southern Hemisphere stronger
during the LIA or were they displaced to a more northward
or southward position? More than two decades ago Lamb
(1985) suggested that the global atmospheric flow was
more zonal during the LIA. (We thus infer this was also
true for the Southern Hemisphere.) Furthermore, on the
Quelccaya ice cap in Peru, Thompson et al. (1986)
observed stronger westerly or northwesterly winds during
the LIA. Susceptibility measurements near the Antarctic
Peninsula, on the other hand, suggest that there were either
stronger surface westerly winds or a southward displace-
ment of the surface westerlies during that period (Shevenell
and Kennett 2002). This is in line with observations from
Hendy et al. (2002), which indicate that the meridional
temperature gradient was increased during the LIA and
hence the thermal wind was enhanced. However, from the
analysis of ice cores, Kreutz et al. (1997) suggested that
there could have been an expanded southern polar vortex or
an increased meridional circulation after 1400 which lasted
well into the twentieth century.
During strong westerly events in the Southern Hemi-
sphere, the Antarctic Peninsula is warmer than average and
mainland Antarctica is colder than average (Rogers 1983).
Indeed, after 1500 such a dipole pattern in temperature
proxies was observed over the Antarctic continent
(Mosley-Thompson 1995). During most of the LIA the
Antarctic Peninsula was warmer and the mainland
temperatures were decreased. After the nineteenth century
the long-term temperature trends changed sign.
From the proxy evidence mentioned above it is unclear
if there was a strengthening or a southward displacement of
the surface westerlies in the Southern Hemisphere. As seen
in Sect. 3.5, a stronger zonal wind stress results in an
increased ventilation rate in the Antarctic Cell. Also,
stronger winds result in increased generation of transient
eddies which could renew more often the sea–ice cover and
hence increase the amount of brine rejected. On the other
hand, a southward displacement of the westerlies could
shift the location of the maximal zonal wind stress closer to
the Antarctic Circumpolar Current region. The resulting
effect would be similar as strengthening the westerlies.
Both scenarios would increase the Southern Ocean
ventilation rate during the LIA as proposed by Broecker
et al. (1999) and Broecker (2000). However, to verify
which mechanism was in place during the LIA, the use of a
more comprehensive atmospheric GCM coupled to an
ocean GCM would be needed.
5 Summary
Two different wind-stress fields, which take into account
variations of the NAO, and three different radiative forc-
ings (i.e., volcanic activity, greenhouse gas changes and
insolation changes) have been used in a global reduced
complexity model to investigate the ocean properties such
as ocean heat content, temperature, salinity, density and
circulation during the LIA and the subsequent industrial
era. Furthermore, we assessed the validity of the Broecker
et al. (1999) and Broecker (2000) hypothesis of an
increased Southern Ocean ventilation rate during the LIA.
According to our simulations, dynamically induced
changes to the total ocean heat content essentially elimi-
nate a radiatively forced downward trend in this quantity in
the full ocean at the beginning of the LIA (up to 1700). In
the upper ocean and after 1700 in the full ocean, the
dynamical forcing does not appear to have had a large
influence on the global heat content changes. The changes
in ocean heat content in both polar regions are likely due to
advective events rather than radiatively induced changes.
The impact of the cooler LIA on the interior ocean tem-
perature is mostly confined to the upper 1,000 m of the
ocean. Changes in the deep ocean temperature are mainly
wind-driven.
The salinity changes over the simulated period at the
surface due to changes in precipitation and evaporation are
small and do not influence the salinity budget in the
ocean’s interior. During the industrial era, the salinity
content increases in the subsurface Arctic Ocean, mainly
due to an increased salt advection from the Atlantic basin.
In the upper Arctic Ocean, the increased salinity during the
LIA reflected the changes in sea–ice cover, i.e., increased
sea–ice thickness during the LIA resulted in increased salt
rejection. In the North Atlantic region a freshening in the
upper ocean occurs during the LIA due to the export and
melting of thicker sea ice.
The changes in the latitude-depth structure of the
potential density are a composite picture of the salinity and
temperature changes in the ocean. During the LIA the
water in the subsurface Arctic Ocean is lighter due to the
reduced transport of inflowing saline water from the North
Atlantic. In the upper Arctic Ocean the water is heavier
during the LIA due to increased salt rejection, and in the
upper northern North Atlantic the water is lighter during
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this time due to export and melt of thicker ice. In the ice-
free regions, the ocean is denser in the upper 600 m due to
lower temperatures during the LIA.
The simulations show that the maximum AMOC is
decreased during the LIA as compared to the industrial era.
However, this decrease is mostly wind-driven and the
changes due to the radiative forcing are negligible. In the
Southern Ocean, the ventilation rate is larger during the
LIA as compared to the industrial era, mainly due to an
increased average zonal wind stress over that region. In our
simulations the increase in zonal wind stress and the ven-
tilation rate in the Antarctic Cell show a linear relationship.
Thompson et al. (1986) and Shevenell and Kennett
(2002) observed increased westerly winds or a more
southward displacement of the westerlies during the LIA.
The increased westerlies would have enhanced the venti-
lation rate in the Southern Ocean. Additionally, the
stronger westerlies which are less stable would increase the
frequency of the transient eddies and renew the sea–ice
cover more often. Further, more brine would have been
rejected and this would have increased even more the
ventilation rate of the Southern Ocean. This could be an
alternative explanation for the stronger ventilation rate
discussed by Broecker et al. (1999) and Broecker (2000).
However, simulations with an atmospheric GCM coupled
to an ocean GCM would be needed to rigorously verify this
proposed mechanism.
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