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Abstract
Kernel Canonical Correlation Analysis (KCCA) is a general technique for subspace learning that incorporates princi-
pal components analysis (PCA) and Fisher linear discriminant analysis (LDA) as special cases. By finding directions
that maximize correlation, KCCA learns representations that are more closely tied to the underlying process that gen-
erates the data and can ignore high-variance noise directions. However, for data where acquisition in one or more
modalities is expensive or otherwise limited, KCCA may suffer from small sample effects. We propose to use semi-
supervised Laplacian regularization to utilize data that are present in only one modality. This approach is able to find
highly correlated directions that also lie along the data manifold, resulting in a more robust estimate of correlated
subspaces.
Functional magnetic resonance imaging (fMRI) acquired data are naturally amenable to subspace techniques as data
are well aligned. fMRI data of the human brain are a particularly interesting candidate. In this study we implemented
various supervised and semi-supervised versions of KCCA on human fMRI data, with regression to single and multi-
variate labels (corresponding to video content subjects viewed during the image acquisition). In each variate condition,
the semi-supervised variants of KCCA performed better than the supervised variants, including a supervised variant
with Laplacian regularization. We additionally analyze the weights learned by the regression in order to infer brain
regions that are important to different types of visual processing.
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1. Introduction
Canonical correlation analysis (CCA) is a funda-
mental technique in statistics and dimensionality re-
duction that relies on paired data to learn directions
that maximize correlation between the projected rep-
resentations in each space [1]. It is readily kernelized
(KCCA), enabling a straightforward non-linear general-
ization [2, 3, 4, 5]. Dimensionality reduction techniques
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that rely on only one modality are incapable of distin-
guishing semantically meaningless noise directions, and
are not discriminative in nature. In contrast, KCCA is
able to learn relevant directions by requiring that em-
bedded data be correlated with embeddings of data in
other modalities, and has been shown to increase class
separability when compared to single modality dimen-
sionality reduction [6].
While KCCA often gives superior results to dimen-
sionality reduction techniques that work on a single
modality, it does not directly estimate the data mani-
fold in any given modality. Additionally, it is only able
to utilize data for which correspondence is known to the
other modalities. In order to more robustly learn the
relevant directions in the feature space, we can modify
our objective to favor directions that lie along the data
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manifold. In this work, we describe a method that incor-
porates these two goals by employing semi-supervised
Laplacian regularization [7]. This method gives an em-
bedding of the data that makes use of the information
between modalities, as well as the information within
each single modality. By using Laplacian regulariza-
tion, we are able to learn directions that tend to lie
along the data manifold estimated from a much larger
set of data [7]. This gives us greater confidence that
the learned directions represent the underlying statisti-
cal structure of the data and that we have not been mis-
led by small sample effects. We show experimentally
that learning along the manifold results in increased per-
formance, even in the fully supervised setting, in that
the learned embeddings give better hold out correlations
for a human fMRI task. Additionally, we show that the
learned projection vectors are interpretable as represent-
ing brain regions that are implicated in the correspond-
ing visual processing task.
Subspace methods have been applied to aligned im-
age data in several classic computer vision applica-
tions. Perhaps most famously, Turk and Pentland ap-
plied principal components analysis (PCA) to aligned
human faces, resulting in a basis that indicates the ma-
jor variation in the training data [8, 9]. Belhumeur et al.
extended this setting to apply Fisher linear discriminant
analysis (LDA) in place of PCA, resulting in a subspace
that discriminates between classes while ignoring high
variance, indiscriminative directions [10]. When mod-
elling visual data in this fashion, the data must meet
the criterion of being reasonably well-aligned, other-
wise translational biases are introduced. For this rea-
son, images obtained via functional magnetic resonance
imaging (fMRI), such as of human brains, are naturally
suited to these techniques. Such fMRI data is obtained
via anMRI scanner, which holds the subjects’ heads im-
mobile, thereby acquiring reasonably well-aligned data
from the start. The data can be then further aligned us-
ing a suite of techniques, developed for neuroscience
image analysis, e.g. Friston et al. [11]. This data pro-
cessing pipeline is automatic and can be assumed to
be available without significant additional human cost,
making fMRI data a perfect candidate for the applica-
tion of KCCA and related techniques. Several pattern
recognition techniques have previously been applied to
brain imaging data, including support vector machines,
random forests, and Fisher LDA [12, 13, 14, 15, 16].
In Hardoon et al. [17], KCCA was applied to fMRI data
from human subjects.
Although KCCA has been applied in many situa-
tions, including cross media information retrieval [5,
18], multi-modal data clustering [6], analysis of fMRI
data [17], extraction of gene clusters [19], testing for
independence [20, 21], and ICA [4], to our knowledge
the only semi-supervised extension of the algorithm is
due to the authors of this article [22]. Laplacian reg-
ularization is a common technique for semi-supervised
learning [7, 23]. Cai et al. [24] have proposed a semi-
supervised Fisher linear discriminant analysis algorithm
based on Laplacian regularization, which we show in
Section 3.4 to be a special case of the algorithm pro-
posed here. We have recently proposed the use of Lapla-
cian regularized ridge regression for semi-supervised
fMRI analysis with resting state data [25]. de Sa et al.
[26] have developed an algorithm for spectral cluster-
ing that is closely related to KCCA. Finally, temporal
correlations were modeled in KCCA in Bießmann et al.
[27]
In Section 2 we provide a review of kernel canon-
ical correlation analysis, and in Section 3 we present
in greater detail the semi-supervised Laplacian regular-
ization introduced in Blaschko et al. [22]. We discuss
its application to functional magnetic resonance imag-
ing in Section 4, and we present in Section 5 empiri-
cal results showing improved performance compared to
KCCA without Laplacian regularization both quantita-
tively and from a qualitative neuroscience perspective.
2. A Review of Kernel Canonical Correlation Anal-
ysis
2.1. Canonical Correlation Analysis
Canonical correlation analysis (CCA) utilizes
datasets where samples are available in more than one
modality. In the most simple case, this consists of
paired data, i.e. data are present in only two modalities,
but we also consider the more general case for which
three or more modalities are present (Figure 1). CCA
projects the data samples from each modality into a
subspace such that the empirical correlation of the
projected data is maximized [1]. Given a sample from
a paired dataset {(x1, y1), . . . , (xn, yn)} ∈ (X × Y)n,
CCA simultaneously finds directions wx and wy that
maximize the correlation of the projections of x onto
wx with the projections of y onto wy. This is expressed
as
max
wx,wy
Eˆ[〈x − µx,wx〉〈y − µy,wy〉]√
Eˆ[〈x − µx,wx〉2]Eˆ[〈y − µy,wy〉2]
(1)
where Eˆ denotes the empirical expectation, and µx and
µy the empirical means in each of the modalities. We
may view the general assumptions of CCA as being that
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Figure 1: In a paired data set, there are two observed output variables, x and y that are generated by some underlying process z. This underlying
process induces a dependence between x and y (a). When data are present in multiple modalities, an underlying process may induce dependence
between all observed variables (b).
samples from X and Y are generated from some under-
lying process which induces a dependence between our
paired samples (Figure 1).
We introduce the notation C to represent the covari-
ance matrix of samples in X × Y, and note that C
decomposes into auto-covariance matrices, and cross-
covariance matrices
C =
(
Cxx Cxy
Cyx Cyy
)
(2)
where Cxx and Cyy are auto-covariance matrices, and
Cxy = CTyx are cross covariance matrices. Using this
notation, we may rewrite Equation (1) to obtain
max
wx,wy
wTxCxywy√
wTxCxxwx wTyCyywy
. (3)
This Rayleigh quotient can be optimized as a general-
ized eigenvalue problem, or by decomposing the prob-
lem as described in Hardoon et al. [5].
In general, samples may be available in many modal-
ities, (X1 × X2 × · · · × Xk), yielding
C =

C11 C12 . . . C1k
C21 C22 . . . C2k
...
...
. . .
...
Ck1 Ck2 . . . Ckk
 . (4)
We may therefore extend CCA to multiple modalities in
a very natural way, resulting in the generalized eigen-
value problem
C11 . . . C1k
...
. . .
...
Ck1 . . . Ckk


w1
...
wk
 = λ

C11 . . . 0
...
. . .
...
0 . . . Ckk


w1
...
wk
 .
(5)
This subsumes two-way CCA as a special case.
2.2. Kernel Canonical Correlation Analysis
Kernelization is a principled framework for introduc-
ing non-linearity into linear methods. It additionally al-
lows the extension of linear algorithms to non-vectorial
domains. For this work, we use the convention that a
kernel function is a positive definite, symmetric func-
tion that maps two elements of an input space to the real
numbers, kx : X × X → R [28]. We denote Hx the re-
producing kernel Hilbert space (RKHS) associated with
kx, and denote the associated feature map φx : X → H ,
i.e. kx(xi, x j) = 〈φx(xi), φx(x j)〉. We note that in general
φx(xi) may no longer have an interpretation in a finite
dimensional vector space, but can be viewed as an ele-
ment in a function space. We analogously define ky,Hy,
and φy.
We may adapt the representer theorem [29, 28] to the
case of multimodal data to state that minimizers of the
risk functional
min
f1,..., fk
c
(
(x11, . . . , x
k
1, f1(x
1
1), . . . , fk(x
k
1)), . . . ,
(x1n, . . . , x
k
n, f1(x
1
n), . . . , fk(x
k
n))
)
+
k∑
i=1
Ωk(‖ fi‖2Hi ), (6)
where c is an arbitrary loss function and Ω a strictly
monotonic increasing function, admit representations of
the form
fi(x) =
n∑
j=1
αijki(x
i
j, x), (7)
where xij represents the jth sample in the ith modality
and fi ∈ Hi a function that maps a sample in the ith
modality to the reals. This follows from the representer
theorem by considering each modality individually ( fi)
while holding all other parameters fixed ( fl where l , i).
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As a result, we may consider a kernelized version of
CCA (KCCA). We replace vectors wi in our previous
linear formulation with functions fi, and replace covari-
ance matrices with the covariance operator
Cˆ =
1
n
n∑
i=1
(φ(xi) − µφ)(φ(xi) − µφ)T , (8)
a linear operator that maps f ∈ H to
1
n
∑n
i=1 φ(xi)〈φ(xi), f 〉 [30]. As we are working
with multimodal data, we may consider H = ⊕ki=1Hi
and f to be the concatenation of each fi. We have used
the notation µφ here to denote the empirical mean of
our data sample in the Hilbert space. Analogously to
Section 2.1, we may also define cross-covariance and
auto-covariance operators Cˆxy and Cˆxx.
Restricting ourselves for the present to the two
modality case, we may write the KCCA objective as
max
fx, fy
f Tx Cˆxy fy√
f Tx Cˆxx fx f Ty Cˆyy fy
= max
α,β
αTKxKyβ√
αTK2xα βTK2yβ
,
(9)
where fx =
∑
i αiφx(xi), fy =
∑
i βiφy(yi), Kx is the ker-
nel matrix such that [K˜x]i j = kx(xi, x j) and Kx = HK˜xH
where H is a centering matrix
H = I − 1
n
eeT (10)
e ∈ Rn being a vector of all ones. As discussed in Leur-
gans et al. [2], Bach and Jordan [4], Hardoon et al. [5]
this optimization leads to degenerate solutions in the
case that either Kx or Ky is invertible so we maximize
the following regularized expression
max
α,β
αTKxKyβ√
αT
(
K2x + εxKx
)
αβT
(
K2y + εyKy
)
β
, (11)
which is equivalent to Tikhonov regularization of the
norms of wx and wy in the denominator of Equation (3).
In the limit case that εx → ∞ and εy → ∞, the algorithm
maximizes covariance instead of correlation.
3. Semi-supervised Kernel Canonical Correlation
Analysis
Semi-supervised learning is usually presented in the
setting of regression or binary classification [23]. In this
setting, the task is to learn a mapping f : X → Y, where
training data are of the form {(x1, y1), . . . , (xn, yn)}, with
additional unlabeled training data available in the X
domain, {xn+1, . . . , xn+px }.1 We will use the variable
1We return to the setting of data in multiple modalities in Sec-
tion 3.2.
mx = n + px for notational convenience.
3.1. Semi-supervised Laplacian Regularization
Laplacian regularization introduces an additional
term into a regularized risk function. One may still
regularize using a standard function norm on f , as in
Tikhonov regularization, but an additional term penal-
izes deviations from the data manifold [7]. The rep-
resentation of the data manifold is estimated empiri-
cally from training data, and the additional samples
{xn+1, . . . , xmx } allow us to obtain a much more robust
estimate (Figure 2).
In the classic setting, we wish to solve
min
fx∈Hx
c((x1, y1, fx(x1)), . . . , (xn, yn, fx(xn))) (12)
+ εx‖ fx‖2Hx + γx
∫
x∈M
‖∇M fx‖2dPx(x)
where γx is the regularization parameter controlling the
degree of Laplacian regularization, Px is the marginal
distribution of x, and ∇M is the gradient of fx along the
manifoldM. We do not directly observeM or Px so we
must estimate these from the data. As the graph Lapla-
cian converges to the Laplace-Beltrami operator under
appropriate conditions [31], we can approximate the in-
tegral using the graph Laplacian [7]
min
fx∈Hx
c((x1, y1, fx(x1)), . . . , (xn, yn, fx(xn))) (13)
+ εx‖ fx‖2Hx +
γx
m2x
f Tx Lxˆ fx,
where xˆ denotes that the empirical graph Laplacian L
was estimated from both labeled and unlabeled data.
One may also prove a representer theorem for this form
of optimization, in which the minimizer lies in the span
of the combined labeled and unlabeled training data [7,
Theorem 2]. We extend this here to the case of multi-
modal data.
Theorem 1. Minimizers of the risk functional
min
f1,..., fk
c
(
(x11, . . . , x
k
1, f1(x
1
1), . . . , fk(x
k
1)), . . . ,
(x1n, . . . , x
k
n, f1(x
1
n), . . . , fk(x
k
n))
)
+
k∑
i=1
Ωk(‖ fi‖2Hi ) +
k∑
i=1
γi
m2i
f Ti Lxˆi fi (14)
admit representations of the form
fi(x) =
mi∑
j=1
αijki(x
i
j, x) ∀i. (15)
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Figure 2: Semi-supervised Laplacian regularization works by employing an additional sample of unlabeled data to improve the estimate of a
manifold structure. In (a) only labeled data are shown and the manifold structure is not apparent. In (b) both labeled data (red asterisks) and
unlabeled data (blue dots) are shown and the manifold structure is clear.
Proof Fix all modalities arbitrarily except one. Belkin
et al. [7, Theorem 2] states that the optimum of this
modified problem admits a representation as in Equa-
tion (15). As each fi admits a representation of the
form in Equation (15) for arbitrary settings of the other
modalities, it also admits such a representation for their
optima.
Note that this additionally implies that kernels for each
of the modalities can be chosen independently.
3.2. The Two-modality Case
We now have the necessary ingredients to apply semi-
supervised Laplacian regularization to kernel canonical
correlation analysis. KCCA deviates from the classic
setting in that modalities X and Y are symmetric, and
we wish to simultaneously optimize functions that act
on each of them. Consequently, we develop notation
for kernel matrices with and without semi-supervised
data over both the X and Y domains. We denote the
design matrix X = (x1, . . . , xn) where each column rep-
resents a data sample that has a correspondence to an
observation in Y. We denote the extended design ma-
trix Xˆ = (x1, . . . , xmx ), in which all data with and without
correspondences are stored. We similarly define matri-
ces Y and Yˆ . We now denote the kernel matrix computed
only using the data in X as Kxx ∈ Rn×n, the matrix com-
puted using Xˆ and X as Kxˆx ∈ Rmx×n, the matrix com-
puted using Xˆ with itself as Kxˆxˆ ∈ Rmx×mx , etc. Kernel
matrices for Y are defined analogously. The following
is a semi-supervised Laplacian regularized generaliza-
tion of Equation (11)
max
α,β
αTKxˆxKyyˆβ√
αT (KxˆxKxxˆ + Rxˆ)αβT
(
KyˆyKyyˆ + Ryˆ
)
β
, (16)
where Rxˆ = εxKxˆxˆ +
γx
m2x
KxˆxˆLxˆKxˆxˆ and Ryˆ = εyKyˆyˆ +
γy
m2y
KyˆyˆLyˆKyˆyˆ.
3.3. The General Case
Moving beyond two modalities, we note that the data
for which correspondences are known between modali-
ties Xi and X j may be different from the data for which
correspondences are known between modalities X j and
Xk, etc. We abuse the notation Kiˆ j to denote the kernel
matrix computed between all the data for modality i and
the data for modality i that also has correspondences to
the data in modality j. This matrix has dimensional-
ity mi × ni j, where mi is the total number of training
examples (with or without correspondences) for modal-
ity i, and ni j is the number of correspondences between
modalities i and j. The following eigenproblem gener-
alizes Equations (5) and (16)
0 . . . 1n1k K1ˆkK1kˆ
...
. . .
...
1
n1k
Kkˆ1Kk1ˆ . . . 0


β1
...
βk
 = (17)
λ

1
m1
K1ˆ1K11ˆ + R1ˆ . . . 0
...
. . .
...
0 . . . 1mk KkˆkKkkˆ + Rkˆ


β1
...
βk
 .
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3.4. Relationship to Other Subspace Analyses
Principal components analysis (PCA) is a special
case of Tikhonov regularized CCA. CCA maximizes
a Rayleigh quotient with cross-covariance (Cxy) in the
numerator, while PCA maximizes a Rayleigh quotient
with auto-covariance (Cxx) in the numerator. In CCA,
when the second modality is simply a copy of the
first, the cross-covariance will be equal to the auto-
covariance matrix,
xi = yi ∀i =⇒ Cxx = Cxy = Cyy. (18)
We further note that when εx → ∞ and εy → ∞, the
algorithm maximizes cross-covariance instead of cross-
correlation. In this case, the maximum of the CCA ob-
jective will be achieved when wx = wy, yielding the
direction of greatest auto-covariance, i.e. the solution to
PCA.
Additionally, there is an intimate relationship be-
tween CCA and Fisher linear discriminant analysis
(LDA) [32]. LDA is a special case of CCA where the
second modality is the labels [33, 34], consequently,
any semi-supervised algorithm for CCA implies a semi-
supervised LDA algorithm as well. Recently Cai et al.
[24] have proposed a semi-supervised LDA approach.
If we use the identity kernel on the labels, set the label
regularization parameters to 0, and set εx = 0, the direc-
tions learned from Equation (16) are the same as those
found using the method of Cai et al. [24].
4. Functional Magnetic Resonance Imaging
In neuroscience there has been a recent surge of in-
terest in analyzing brain activity in more natural, com-
plex settings, e.g. with volunteers viewing movies, in
order to gain insight in brain processes and connectivity
underlying more natural processing. The problem has
been approached from different routes: linear regression
was used to identify brain areas correlating with partic-
ular labels in the movie [35], the perceived content was
inferred based on brain activity [36], data-driven meth-
ods were used to subdivide the brain into units with dis-
tinct response profiles [37], and correlation across sub-
jects was used to infer stimulus-driven brain processes
at different timescales [38]. The current approach would
allow one to broaden this repertoire to achieve excit-
ing applications. Applied across different brains, the
technique may be used to extract commonalities across
brains. Finally, weight vectors could e.g. be trained on
particular artefacts common to fMRI, such as those in-
duced by heart-rate, breathing or eye-movements, and
then could be used to detect related artefacts in novel
datasets. With this in mind, we tested the various KCCA
variants on data and labels for which the associated and
expected brain maps were well known from prior re-
gression analyses [35, 39].
We may formalize this setting as follows. The brain
volumes at each time slice may be viewed as training
data in the vector space X, where each voxel corre-
sponds to a dimension of the vector space. Associated
with the training data are variables measuring the vi-
sual content of the stimulus, Y. These may be single
or multi-variate. As some of these variables require an
expensive manual labeling step, we may optionally in-
clude additional training data for which labels are not
known.
5. Experimental Results
5.1. Data
fMRI data of one human volunteer was acquired
using a Siemens 3T TIM scanner, and consisted of
350 time slices of 3-dimensional fMRI brain volumes.
Time-slices were separated by 3.2 seconds (TR), each
with a spatial resolution of 46 slices (2.6 mm width, 0.4
mm gap) with 64x64 pixels of 3x3 mm, resulting in a
spatial resolution of 3x3x3 mm. The subject watched
2 movies of 18.5 min length, one of which had labels
indicating the continuous content of the movie (i.e. de-
gree of visual contrast, or the degree to which a face was
present, etc.). The imaging data were pre-processed us-
ing standard procedures using the Statistical Paramet-
ric Mapping (SPM5) toolbox before analysis [11]. This
included a slice-time correction to compensate for ac-
quisition delays between slices, a spatial realignment to
correct for small head-movements, a spatial normaliza-
tion to the SPM standard brain space (near MNI), and
spatial smoothing using a Gaussian filter of 6 mm full
width at half maximum (FWHM). Subsequently, images
were skull-and-eye stripped and the mean of each time-
slice was set to the same value (global scaling). A tem-
poral high-pass filter with a cut-off of 512 seconds was
applied, as well as a low-pass filter with the temporal
properties of the hemodynamic response function (hrf),
in order to reduce temporal acquisition noise.
The label time-series were obtained using two sep-
arate methods, using computer frame-by-frame analy-
sis of the movie [39], and using subjective ratings av-
eraged across an independent set of five human ob-
servers [37]. The computer-derived labels indicated lu-
minance change over time (temporal contrast), visual
motion energy (i.e. the fraction of temporal contrast
that can be explained by motion in the movie). The
6
Figure 3: Mean hold-out correlations. From left to right: (i) KCCA makes no use of additional unlabeled data, nor does it model the data manifold;
(ii) KCCA with Laplacian regularization does not use unlabeled data, but does use the labeled data to estimate the manifold structure; (iii) Semi-
supervised KCCA (SSKCCA) makes use of additional unlabeled samples to better model the data manifold, resulting in increased prediction
accuracy.
human-derived labels indicated the intensity of subjec-
tively experienced color, and the degree to which faces
and human bodies were present in the movie. In prior
studies, each of these labels had been shown to corre-
late with brain activity in particular and distinct sets of
areas specialized to process the particular label in ques-
tion [37, 39].
5.2. Evaluation Methodology
In order to evaluate the effect of semi-supervised
Laplacian regularization on the performance of KCCA,
we have evaluated three variants of the algorithm. In the
first variant, we have run KCCA without any Laplacian
regularization. This is achieved by setting γx = γy = 0.
The second variant consists of Laplacian regularization
where the empirical Laplacian matrix was computed us-
ing only data for which correspondences betweenX and
Y were known. In the final variant, we used full semi-
supervised Laplacian regularization, where the man-
ifold was estimated using all available training data.
We have not applied Laplacian regularization on the Y
modality in any of the variants, though this may improve
performance in that the statistical properties and depen-
dencies of the different image variables may be better
modeled. As we are primarily interested in the neuro-
scientific interpretation of fx, we have chosen not to ex-
ploit these dependencies in this way.
We also evaluate the performance of the algorithms
quantitatively. We have run five fold cross validation in
which we hold out a portion of the data with correspon-
dences at each fold. As KCCA attempts to maximize
Pearson correlation, we first project the held out data
using the learned regressors, and then measure their em-
pirical correlation.
In all cases, we have used linear kernels on both the
input and output spaces. This is so we may interpret
the regressor, fx, as a learned map of the brain regions
implicated in various visual processing. The Lapla-
cian matrix was computed using a Gaussian kernel with
the bandwidth parameter set to the median distance be-
tween all pairs of training data (with and without corre-
spondences). We have used the symmetric normalized
LaplacianL = D− 12 (D−W)D 12 , where D is the diagonal
matrix whose entries are the row sums of the similarity
matrix, W.
5.3. Model Selection
We have used twomodel selection criteria to optimize
over the variables ε and γ. Both criteria are used as the
inner loop of a grid search. In the first variant, we select
the model parameters that maximize a five fold cross
validation estimate of the empirical correlation (using
only the training data). As this is both computation-
ally and statistically inefficient, we have also evaluated
a model selection criterion proposed in Hardoon et al.
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[5]. This consists of creating a random permutation of
the correspondences and running the eigenproblem with
the unpermuted data and with the permuted data. The
parameter setting with the maximum norm of the differ-
ence of the spectra of the two eigenproblems is taken to
be the optimum.
5.4. Results
The visual content of the stimulus is quantified in six
variables: Motion, Temporal Contrast, Human Body,
Color, Faces, and Language. We have repeatedly run
all three variants of the experimental setup (Section 5.2)
setting our output space to each individual variable. The
results for the spectral model selection are shown in Ta-
ble 1 and Figure 3. We have observed no statistically
significant difference when using cross validation, in-
dicating that the spectral model selection criterion can
be used in its place. We have additionally run experi-
ments with multi-variate output by grouping several of
the variables into three groups: {Visual motion energy,
Body, Color}; {Motion, Faces}; and {Motion, Visual mo-
tion energy, Color, Faces}. The results of these experi-
ments using the spectral model selection are shown in
Table 2.
As we have used linear kernels in all cases, we can in-
terpret the output of the model by analyzing the weights
assigned to different spatially localized brain regions.
We show results for visual stimulus consisting of Faces
in Figure 4, Human body in Figure 5, Color in Fig-
ure 6, and Motion in Figure 7. In Figure 8 we show
results from multivariate output consisting of Motion
and Faces. We further evaluated this case quantitatively,
computing the norm of the difference in weight vectors
between the multi-variate and univariate cases, which
are shown in Table 3. We provide a neuroscientific eval-
uation in the next section.
6. Discussion
We observe several trends in Tables 1 and 2. First,
our major hypotheses were confirmed: for every vari-
ate label, the performance improved with the Lapla-
cian regularization on the labeled data, and performance
was best in the semi-supervised condition. In the semi-
supervised conditions (Experiment 3 as shown in Ta-
bles 1 and 2) the additional data without correspon-
dences is sufficiently close to the marginal distribution
over X to improve results significantly, thus the addi-
tional data improves the results without any informa-
tion about the correspondences of the data. Addition-
ally, some variables can be better predicted than others,
namely the presence of faces or human bodies in the
viewing content, while some elicited relatively poorer
performance in all experiments.
Figures 4 through 8 show slices taken through the
anatomical image of one subject, with weight maps ob-
tained from the different analyses of its functional data
superimposed in red, wherein the maps were thresh-
olded at 2 standard deviations in most cases, but had to
be lowered in some cases to reveal any localized activ-
ity. Better performance is indicated by more localized
activity at a higher threshold, and in all cases there is a
clear ranking of the different methods employed. Sub-
figures 4-8.(a) indicate the complete semi-supervised
learning framework and show the most localized re-
gions, few red areas fall outside of the ovals indicating
the regions of expected activity. Subfigures 4-8.(b) in-
dicate the use of Laplacian regularization, but without
the inclusion of unlabeled data and have slightly less
pronounced weights where expected (white ovals) and
somewhat more spurious areas of high weights in other
regions. Finally, Subfigures 4-8.(c) show the results of
KCCA without Laplacian regularization. This learning
framework was considered state-of-the-art prior to the
present work [17], but shows severely degraded per-
formance: few regions of high weight fall within the
expected regions (white ovals) while large amounts of
spurious activity is present.
We show examples of four of the single-variate la-
bels for each of the three experiments, as well as one
of the sets of multi-variate experiments. In the multi-
variate label example, we show the same weight map
but at different brain volume coordinates in order to vi-
sualize the expected brain activations for each of the
lables involved. Summary statistics of the relationship
between the multi-variate label example and the univari-
ate weights are given in Table 3, indicating that the so-
lution was overall much closer to that of Faces, which
can be predicted much more reliably (Table 1). The
maps correspond well to the known functional anatomy,
and to activations obtained in the previous regression
studies of free-movie-viewing data [37]. Faces obtained
high weights in the fusiform cortex (fusiform face area,
FFA) (Figure 4); Human Bodies dorso-lateral and ven-
tral parts within the lateral occipital cortex (extrastri-
ate body area (EBA) and fusiform body area (FBA))
(Figure 5); Color obtained high weights in the medial
fusiform cortex where human V4 is located (Figure 6).
The spatial layout of the weights thus corresponds well
to the previous literature, and indicates that some of
the analyses applied here yield results that are neuro-
scientifically meaningful and that can identify distinct
cortical regions involved in the distinct tasks. Semi-
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Table 1: Mean holdout correlations across the six variables in all experiments with the spectral model selection criterion of Hardoon et al. [5].
Experiment 1 consists of KCCA using only data for which correspondences are known. Experiment 2 employs Laplacian regularization where the
Laplacian matrix is estimated using only data for which correspondences are known. Finally, experiment 3 employs full semi-supervised Laplacian
regularization. Semi-supervised Laplacian regluarization gives the best performance in all cases.
Exp 1 Exp 2 Exp 3
Motion -0.012 ± 0.081 0.065 ± 0.066 0.170 ± 0.074
Temporal Contrast 0.042 ± 0.065 0.088 ± 0.084 0.116 ± 0.101
Human Body 0.095 ± 0.086 0.274 ± 0.093 0.340 ± 0.043
Color -0.075 ± 0.069 -0.002 ± 0.079 0.128 ± 0.089
Faces 0.173 ± 0.073 0.203 ± 0.075 0.303 ± 0.054
Language 0.172 ± 0.070 0.231 ± 0.074 0.365 ± 0.057
Table 2: Mean holdout correlations across the 3 multi-variate sets in all experiments with the spectral model selection criterion of Hardoon et al. [5].
Experiment 1 consists of KCCA using only data for which correspondences are known. Experiment 2 employs Laplacian regularization where the
Laplacian matrix is estimated using only data for which correspondences are known. Finally, experiment 3 employs full semi-supervised Laplacian
regularization. Semi-supervised Laplacian regluarization gives the best performance in all cases.
Exp 1 Exp 2 Exp 3
{Visual motion energy,
Body, Color} 0.1596 ± 0.0807 0.1873 ± 0.0879 0.2844 ± 0.0716
{Motion, Faces} -0.0827 ± 0.0460 0.0602 ± 0.0908 0.1898 ± 0.0636
{Motion,
Visual motion energy,
Color, Faces}
0.1167 ± 0.0785 0.1498 ± 0.0827 0.2528 ± 0.0579
Table 3: Norms of the difference of weight vectors for Motion (wa), Faces (wb), and {Motion, Faces} (wc) experiments. Weight vectors are computed
using semi-supervised Laplacian regularization in all cases. Portions of the weight maps are visualized in Figures 4, 7, and 8.
‖wa − wb‖ ‖wc − wa‖ ‖wc − wb‖
1.37 1.29 0.10
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(a) Semi-supervised Laplacian regularized solution.
(b) Laplacian regularized solution.
(c) KCCA without Laplacian regularization.
Figure 4: Faces: activation in the cortical region responsive to the visual perception of faces, the fusiform face area (FFA). Weight vectors are
plotted over an anatomical image of the volunteers brain. Note that the semi-supervised Laplacian regularization led to the most specific and most
significant weights in FFA.
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(a) Semi-supervised Laplacian regularized solution.
(b) Laplacian regularized solution.
(c) KCCA without Laplacian regularization.
Figure 5: Human Body: activation in the cortical region responsive to the visual perception of human bodies, in the extrastriate body area (EBA)
and in the fusiform body area (FBA). Same observation as in Figure 4.
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(a) Semi-supervised Laplacian regularized solution.
(b) Laplacian regularized solution.
(c) KCCA without Laplacian regularization.
Figure 6: Color: activation in the color responsive cortex (human visual area 4, hV4). Same observation as in Figure 4.
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(a) Semi-supervised Laplacian regularized solution.
(b) Laplacian regularized solution.
(c) KCCA without Laplacian regularization.
Figure 7: Motion: activation in the visual motion complex, area V5+/MT+. Same observation as in Figure 4.
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(a) Semi-supervised Laplacian regularized solution.
(b) Laplacian regularized solution.
(c) KCCA without Laplacian regularization.
Figure 8: Multivariate - Motion and Faces: activations in the visual motion complex, area V5+/MT+ (left), and activation in the cortical region
responsive to the visual perception of faces, the fusiform face area (FFA) (right). Same observation as in Figure 4.
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supervised Laplacian regularization worked well in that
weight maps thresholded at >2SD show relatively well
defined activity of the regions previously shown to be
involved with the features. For other analyses, e.g.
KCCA without Laplacian regularization, we had to re-
duce the threshold to 0.5 or 1 (faces and color in the
single-variate cases, respectively) to obtain activity in
the areas in question, and the maps show additional, un-
specific activity as well.
7. Conclusions and Future Work
In this work, we used a semi-supervised Laplacian
regularized generalization of KCCA which has several
important regression techniques as special cases. The
various experimental designs we tested improved suc-
cessively (as shown by the correlations of the holdout
sets for each variant), both from the supervised variant
with no regularization parameter, to the supervised vari-
ant with Laplacian regularization, and further improved
in the semi-supervised variant by the addition of un-
labeled data. Additionally, the analysis of the weights
learned by, particularly the semi-supervised experiment
and the supervised Laplacian regularized experiment,
display the same brain activation patterns shown in pre-
vious neuroscientific studies. This provides promise
that with semi-supervised methods, one can simply add
unlabeled data of a similar variety to a (significantly
smaller) labeled data set, and achieve similar results,
as the approximation of the labeled data distribution
is thereby strengthened. These results additionally lay
the groundwork for exciting neuroscience applications,
such as removal of learned artefacts from fMRI data,
eliminating the need for expensive labeling of natural
stimuli shown during fMRI image acquisition, as well
as potential for discovering brain activity patterns asso-
ciated to new or unknown stimuli.
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