Abstract. The moduli M 2d of polarised deformation generalised Kummer varieties of split type and degree 2d is related to a quotient F 2d of a Hermitian symmetric domain of type IV by an arithmetic subgroup of O(2, n) (i.e. an Orthogonal modular variety). The space M 2d is of general type if F 2d is. We show that F 2d is of general type when d > 10 4 conditional on the existence of a a low-weight cusp form. We show that such cusp forms exist when d is of the form d = 3(a 2 + b 2 + c 2 ) where (abc/ (a, b, c) 3 , 6) = 1.
Introduction
A deformation generalised Kummer manifold (DGK manifold) is a compact hyperkähler manifold (irreducible symplectic manifold) related to an abelian surface. There is a moduli space M 2d parametrising DGK varieties with a polarisation of fixed type (which we will assume to be split) and degree 2d. Each space M 2d is related to a quotient F 2d of a Hermitian symmetric domain of type IV by an arithmetic subgroup Γ ⊂ O(2, n).
The purpose of this paper is to prove the following results:
Theorem 11.1. If there exists a cusp form F 3 ∈ S 3 (Γ), then the modular variety F 2d is of general type when d > 10 4 .
Theorem 11.2. The modular variety F 2d is of general type when d > 10 4 and d is of the form 3(a 2 + b 2 + c 2 ) where a, b, c ∈ Z satisfy (abc/(a, b, c) 3 , 6) = 1.
Corollary 11.3. The moduli M 2d of deformation generalised Kummer varieties with split polarisation of degree 2d is of general type when d > 10 4 and d is of the form 3(a 2 + b 2 + c 2 ) where a, b, c ∈ Z satisfy (abc/(a, b, c) 3 , 6) = 1.
Theorems 11.1, 11.2 and Corollary 11.3 are the first results on the Kodaira dimension of the spaces M 2d and F 2d . To the best of the author's knowledge, they are also the first results on the Kodaira dimension of orthogonal modular varieties of dimension 4. Questions on the birational type of a moduli space M are classical. If M is of general type and related to a modular variety F, then such results can often be obtained by proving the result for F; typically by constructing pluricanonical forms from a supply of special modular forms (the 'low-weight cusp form trick' ).
By using this approach, extensive results have been obtained for a number of Orthogonal modular varieties of large dimension. For example, the modular variety K 2d parametrising K3 surfaces with a polarisation of degree 2d [GHS07b] [ Kon93] , and the modular variety K [2] 2d parametrising irreducible symplectic manifolds of deformation K3 [2] -type with a polarisation of degree 2d [GHS10] .
A number of differences between F 2d and the spaces K 2d and K [2] 2d arise because of the small dimension of F 2d .
The first difference between F 2d and the spaces K 2d and K [2] 2d concerns the existence of non-canonical singularities. Non-canonical singularities present a potential source of obstructions when constructing pluricanonical forms using the low-weight cusp form trick. Such singularities exist in the space F 2d , but cannot exist in modular varieties of large dimension (such as K 2d and K [2] 2d ). This necessitates a study of torsion in the modular group Γ, and a study of the geometry of the associated singularities and their resolutions. We address this problem using lattice theoretic techniques and an idea of [BNWS13] 1 . The second difference concerns the construction of modular forms. In order for a modular form to define a pluricanonical form at the cusps, the modular form must be a cusp form of low weight. Such forms are rare. In higher dimensions (such as for K 2d ), there are constructions for low-weight cusp forms ('quasi-pullbacks' ) based on the Borcherds form Φ 12 [GHS07b] . In small dimensions, such constructions do not exist. We instead construct cusp forms using the lifting of Jacobi modular forms of half-integral index due to Gritsenko and Clery [CG13] .
Additionally, quasi-pullbacks of Φ 12 lie outside a space of obstructions imposed by the smooth part of the branch locus of K 2d . In the case of F 2d , we calculate this space directly. The smooth part of the branch locus of F 2d consists of a number of analytic divisors given by orthogonal modular varieties of type O(2, 3). The associated obstruction is estimated by calculating Hirzbruch-Mumford volumes of orthogonal groups associated with each component.
1.1. Outline of sections. In Section 3, we characterise the modular group Γ and provide some background on toroidal compactifications.
In Sections 4 and 5, we determine the locus of non-canonical singularities in the modular variety F by considering p-elementary lattices.
In Section 6, we construct a resolution of these singularities and estimate their contribution to the obstruction term using toric methods.
In Section 7, we identify elements in the group Γ acting as quasi-reflections by lattice theoretic methods.
In Sections 8 and 9, we estimate the contributions of the quasi-reflections to the obstruction term by calculating associated Hirzebruch-Mumford volumes.
In Section 10, we construct low-weight cusp forms by lifting modular forms for the Jacobi group and use them to prove the main results of Section 11.
Notation and Definitions
2.1. Notation. [Nik79] ) The primitive embeddings of an even lattice S into an even lattice M with invariants (m + , m − , q) are determined by the sets (H S , H q , γ; K, γ K ) where H S , H q ⊂ D(S) are subgroups, γ : q S|H S → q |H is an isomorphism of subgroups, preserving the restriction of the discriminant form on each, K is an even lattice with invariants (m + −t + , m − −t − , −δ) where δ ∼ = (q s ⊕ (−q)|Γ ⊥ γ )/Γ γ , and Γ γ is the pushout of γ in D(S) ⊕ D(M ); and γ K : q K → (−δ) is an isomorphism of forms.
Theorem 2.5. (Theorem 1.9.1 of [Nik79] ) If q p is a finite quadratic form on an abelian p-group, then there exists a unique p-adic lattice K(q p ) of rank l(A qp ) whose discriminant form is isomorphic to q p ; except in the case where p = 2 and q 2 = q (2) θ ⊕ q ′ 2 for some θ. If p = 2 and q 2 = q (2) θ (2) ⊕ q ′ 2 then there are precisely two 2-adic lattices, K α 1 (q 2 ) and K α 2 (q 2 ), of rank l(A q 2 ) whose discriminant forms are isomorphic to q 2 . Moreover, disc
2 ) 2 where α 1 , α 2 ∈ Z * 2 /(Z * 2 ) 2 and α 1 α 2 ∈ 5(Z * 2 ) 2 . Theorem 2.6. (Corollary 1.9.3 of [Nik79] ) If K p is a p-adic lattice (assumed to be even if p = 2) with discriminant form q p , then K p has a unique representation of the form
when p = 2 where
θ (2) ⊕ q ′ 2 with t ≥ 0. The lattices U (2) and V (2) are defined by
Theorem 2.7. (Theorem 13 p.386 [CS99] ) When p is odd, the genus of the p-elementary lattice L is represented by (r, s, a, ǫ; p) where (r, s) is the signature of L, a is the length of the group D(L) and ǫ is the sign of det L mod (Z * ) 2 . When p is odd, the genus (r, s, a, ǫ; p) is non-empty if and only if r − s ≡ 2ǫ − 2 − (p − 1)a mod 8; unless a = r + s, in which case ǫ must equal where U is the hyperbolic plane and −2(n + 1) is the rank 1 lattice generated by an element x of length x 2 = −2(n + 1). A standard basis for U is one for which the Gram matrix is of the form 0 1 1 0 .
A choice of ample line bundle L on X defines a polarisation for X. The first Chern class c 1 (L) ∈ H 2 (X, Z) defines an element h ∈ M and a lattice L = h ⊥ ⊂ M of signature (2, 4). The degree of L is the length h 2 = 2d. If h ∈ M is primitive, then L is said to be a primitive polarisation and one defines the polarisation type [h] of L as the O(M )-orbit of h. The numerical type of X with polarisation L is the tuple (2n, L, [h]).
As in [GHS13] , by using the results of Viehweg [Vie95] , there exists a moduli space M parametrising irreducible symplectic manifolds of fixed numerical type. The space M can be constructed as a GIT quotient (after invoking [Mat72] and [KM83] to obtain uniform bounds for the ampleness of L ⊗N ) and, after introducing markings for M, there is a period map ψ : M → Λ L where Λ L is a Hermitian symmetric space of type IV defined by the quadric
The group O(M, h) acts on markings, and the period map descends to a holomorphic map
is the spinor kernel of O(M ). As both M and D L / O + (M, h) are quasi-projective then, by a result of [Bor72] , ψ ′ is a morphism of quasi-projective varieties.
If one is willing to replace O + (M, h) with the subgroup Γ ⊂ O + (M, h) generated by Markman's monodromy operators [Mar, Mar08, Mar10] , then by a result of [GHS13] , there is an open immersion
3.2. The modular group. Throughout, we assume that all polarisations are of split type; that is, div(h) = 1. This is an especially natural assumption to make as, by the Eichler criterion (Lemma 2.8), split polarisation types are uniquely determined by their degree. In such a case, the isomorphism class of L is given by Lemma 3.1. 
From now on, we regard Γ as a subgroup of O + (L).
Proposition 3.2. Suppose h ∈ M is of split-type with 2d = h 2 > 1 and let v and w generate the 2d and −2(n + 1) factors of L. Then,
2(n+1) w and v and w are the generators of the −2d and −2(n + 1) , respectively. Moreover, if g ∈ Γ, then the characteristic polynomial χ g (x) of g satisfies the congruences χ g (1) ≡ 0 mod 2d and χ g (det g) ≡ 0 mod 2(n + 1).
Proof. A basis for M is given by e 1 , f 1 , . . . , e 3 , f 3 , w where e i , f i is a standard basis for the i-th copy of U in M , and w generates the −2(n + 1) factor. By assumption, div(h) = 1 therefore, as in [Daw15] , by using the Eichler criterion (Lemma 2.8), h is represented by e 3 + df 3 ∈ M up to O(M )-equivalence. A basis for the sublattice L ⊂ M is therefore given by e 1 , . . . , f 2 , v, w where v = e 3 − df 3 .
If the group W is defined by
and χ : W → {±1} is the character defined by the action of
Now suppose g ∈ O(L) extends to an element of Γ. There is a series of finite abelian groups
corresponding to the series of lattice inclusions
Let H denote M/L ⊕ h , and let P L and P h denote the projections 
. As e 3 = 1 2 (h + v) and f 3 = 1 2d (h − v) then H is generated by the classes of e 3 and f 3 . One calculates
. By assumption, g(w * ) = det(g)w * mod M . By definition, (v * , w * ) = 0 and so (gv * , gw * ) = 0 as g ∈ O(M ∨ ). Therefore, (gv * , det(g)w * + M ) = 0, and so (gv * , det(g)w * ) = 0 mod Z and (gv * , w * ) = 0 mod Z. Therefore, gv * ∈ (w * ) ⊥ ⊂ D(L) and so gv * = αv * for some α taken modulo 2d satisfying (α, 2d) = 1 and α 2 ≡ 1 mod 4d. Therefore, h * ≡ αh * mod h and so α ≡ 1 mod 2d. Therefore, g ∈ O + (L) extends to O + (M, h) if and only if gv * ≡ v * mod L, and the first part of the claim follows.
For the second part of the claim (cf. [Bra95] ), take the basis of L given above, and note that the matrix of g is of the form         * * * * 2dZ 2(n + 1)Z * * * * 2dZ 2(n + 1)Z * * * * 2dZ 2(n + 1)Z * * * * 2dZ 2(n + 1)Z * * * * 1 2(n + 1)Z * * * * 2dZ det g
Proof. If 2U ⊂ L is a primitive embedding, then O + (2U ) = O + (2U ) and by Lemma 7.1 of [GHS13] , all g ∈ O + (2U ) admit a trivial extension to Γ. On a standard basis {e i , f i } of 2U , the element v = e 1 − f 1 is of squared length v 2 = −2 and therefore SO
Compactifications of orthogonal modular varieties. More details on toroidal compactifications of locally symmetric varieties can be found in the monographs [AMRT10] and [BJ06] . A comprehensive account of the theory for Orthogonal modular varieties can be found in [GHS13] . Let Γ ′ ⊂ Γ be a neat normal subgroup (the existence of which is guaranteed by Selberg's lemma), and let F ′ and F denote be the orthogonal modular varieties
There is a toroidal compactification F ′ of F ′ ( §5 of [AMRT10] ) The compactification F ′ can be chosen to be projective (p.173 [FC90] ) and admits a natural action by the group G = Γ/Γ ′ .
By Corollary 2.21 of [GHS07b] , there are no divisorial components of the branch locus in the boundary of F = F ′ /G, and F can be chosen so that all non-canonical singularities in F\F belong to boundary components lying above the 1-dimensional cusps of F.
The singularities of F.
If X is a normal complex variety and f : X → X be a resolution of singularities then X has canonical singularities if it is Q-Gorenstein and the discrepancy ∆ = K X − f * K X is an effective Weil Q-divisor.
A point P ∈ X is said to be a canonical singularity if P belongs to a neighbourhood U ⊂ X with canonical singularities.
Canonical finite quotient singularities are characterised by a numerical criterion. Let G ⊂ GL(n, C) be a finite group so that no element of G is a quasi-reflection. If g ∈ G is of order m(g) and g has eigenvectors exp(2πiα 1 (g)/m), . . . exp(2πiα n (g)/m) where 0 ≤ α j (g) < m for all j, then define the sum Σ(g) by
The Reid-Tai criterion [Rei80] [Tai82] states that C n /G has canonical singularities if and only if Σ(g) < 1 for all g ∈ G.
If the group G contains quasi-reflections, then there is a modified version of the Reid-Tai criterion due to Katharina Ludwig.
Proposition 4.1. (Proposition 5.24 of [GHS13] ) Let 1 = g ∈ G and suppose k ∈ N >0 be the smallest integer such that g k is either a quasi-reflection or the identity. Denote the eigenvalues of g ∈ G by exp m (α 1 (g)), . . . , exp m (α n (g)) with 0 ≤ α j (g) < m and suppose they are ordered so that kα j (g) ≡ 0 mod m for 1 ≤ j < n. Let Σ ′ (g) denote the sum
and define
Lemma 4.2. If C 4 /H is a non-canonical singularity occuring in an orthogonal modular 4-fold then there exists h ∈ H so that C 4 / h is one of (1) 1 3 (0, 0, 1, 1) : φ 3 3 , ξ 3 , ξ 2 3 ; φ 6 φ 2 3 , ξ 6 , ξ 4 6 ; φ 2 6 φ 3 , ξ 6 , ξ 2 6 ; φ 3 6 , ξ 6 , ξ 5 6 ; φ 9 , ξ 9 , ξ 2 9 , ξ 5 9 ; φ 12 φ 3 , Suppose g ∈ Iso([w]) of order m, and that g k is of prime power order p r . Suppose that N Q is isomorphic to
as a g k -module, where r 1 ≤ . . . ≤ r n = r and V r is the unique Q-irreducible faithful representation of the cyclic group C r . As deg V p r i = φ(p r i ) = p r i − 1 ≤ dim L Q = 6 then p r ∈ {1, 2, 3, 4, 5, 7, 8, 9} and m ≤ 5.7.8.9 = 2520. (In fact, m ∈ {1,2,3,4,5,6,7,8,9,10,12,14,15,18,20,24,30}.)
The tangent space
and the rest of the statement follows by an exhaustive computer search, using the Reid-Tai criterion, over all faithful 6-dimensional Q-representations of C m for m ≤ 2520. belongs to the fixed loci of g ∈ Γ where χ g is one of φ 6 φ 4 1 , φ 2 6 φ 1 , φ 12 , or φ 12 φ 2 φ 1 . Proof. If g ∈ Γ belongs to the isotropy subgroup of a non-canonical singularity then, by Lemma 4.2, χ g (1) ∈ {0, 1, 2, 3, 4, 6, 9, 12, 18, 27, 36, 48}. By Lemma 3.2, χ g (1) = 0. Therefore, χ g is one of φ 6 φ 4 1 , φ 2 6 φ 1 , φ 12 , φ 12 φ 2 φ 1 .
Elliptic elements of Γ and p-elementary lattices
Throughout this section, assume 2(n + 1) = 6.
Lemma 5.1. Let g ∈ O(M, h) where h is non-isotropic and let g be the restriction of g to the sublattice
is an overlattice of M , and
is an overlattice of L. The elements g and g ′ act on each summand in the overlattices in (6) and (7), respectively. As a g ′ -module over Q,
where V S and V T 0 are the g ′ -modules S ⊗ Q and T 0 ⊗ Q, respectively. The decomposition (8) respects the quadratic form inherited from L. Similarly, as a g ′ -module over Q,
where V T ′ is the fixed space of g ′ . By considering eigenspaces, the direct sum (9) is orthogonal. As
is of prime order p and 2 ≤ p ≤ 19 then M S ⊕ T is a p-torsion module on which g acts trivially.
Proof. The first part of the proof follows [BNWS13] . Let N be the g-module
By Lemma 5.2, there exists a ≥ 0 so that N = C a p . By standard results on overlattices (Chapter I.1 [BHPVdV04] , for example)
and so
Therefore, det(S) = 2 δ 3 ǫ p α and det(T ) = 2 1−δ 3 1−ǫ p β where α + β = 2a and ǫ, δ ∈ {0, 1}. Both S and T are primitive in M , and so by Proposition 1.4.1 of [Nik79] ,
The projection p S : N → D(S) and p T : N → D(T ) are g-equivariant monomorphisms and a ≤ α, a ≤ β, therefore α = β = a.
For the second part of the proof, we claim all the elementary factors of D(S) and D(T ) are isomorphic to C 2 , C 3 , or C p . The group D(S) contains p S (N ) = C a p as a subgroup of index 2 δ 3 ǫ . If p = 2 then, by the classification of finite abelian groups,
, the group D(S) has no element of order 4.
If p = 3 then, by an identical argument, D(S) must be of the form C δ 2 ⊕ C a+ǫ 3 . If p > 3, then p S (N ) is a Hall subgroup of D(S) and so the Schur-Zassenhaus Theorem (Theorem 7.41 [Rot12] ), implies that D(S) = C δ 2 ⊕ C ǫ 3 ⊕ C a p . We can now prove the main result. If p = 2 then, by (11), det(T ) or det(S) is coprime to 3 and so, by the above claim, S or T is 2-elementary.
Let x 2 , x 3 ∈ S ∨ generate the C δ 2 and C ǫ 3 factors of D(S) and note that the map σ = 1+ g + . . . + g p−1 acts trivially on S.
If p = 3 and δ = 0, the action of g on x 2 is trivial because x 2 is the only element of order 2 in D(S). On the other hand, σ(x 2 ) = 3x 2 = x 2 = 0, and so no such x 2 can exist.
Similarly, if p > 3 the action of g on x 2 and x 3 is trivial (there are at most 2 elements of order 3 in D(S)), and therefore σ(x 2 ) = px 2 and σ(x 3 ) = px 3 . On the other hand, as (2, p) = (3, p) = 1 and as σ(x 2 ) = σ(x 3 ) = 0, we conclude that x 2 = x 3 = 0, which is a contradiction. Therefore, D(S) = N and, in particular, D(S) is p-elementary.
Lemma 5.4. Let g ∈ O(L) be of finite order and suppose that χ g is one of φ 6 φ 4 1 , φ 2 6 φ 1 , φ 12 , or φ 12 φ 2 φ 1 . Suppose the power g k is of order 3. Then the perp-invariant lattice of g k is equal to U , 2U , In the definite case, this follows by using tables from [CS99] and [Nip91] . Because L is not 3-elementary, a 3-elementary lattice possibly admitting a primitive embedding must belong to the set 2U ,
If χ g = φ 6 φ 4 1 , then S 2 = S 3 , rank S 2 = 2 and, by Lemma 5.3, S 2 is 3-elementary, and S 3 is either 2-elementary or T 3 is 2-elementary. If S 3 is 2-elementary, then S 3 = U . If S 3 is not 2-elementary, then S 3 is 3-elementary and so, using the notation of Proposition 5.3, δ = 0, a = 0 and ǫ ∈ {0, 1}. Therefore, S 3 = U or A 3 (±1).
If χ g = φ 2 6 φ 1 , then S 2 = S 3 , rank S 2 = 4 and, by Lemma 5.3, S 2 is 3-elementary, and S 3 is either 2-elementary or T 3 is 2-elementary. If S 3 is 2-elementary, then S 2 = 2U . If S 3 is not 2-elementary, then S 2 is 3-elementary and so, using the notation of 5.3, δ = 0, α = 0, and ǫ ∈ {0, 1}. Therefore,
The lattice S 4 is 3-elementary and the lattice S 6 is either 2-elementary or 3-elementary. Both lattices are of rank 4, and we argue as in the case χ g = φ 2 6 φ 1 . Lemma 5.5. There is no 3-torsion in the group O(U ).
Lemma 5.6. There is no 6-torsion in the group O(A 2 (±1)).
Proof. Without loss of generality, suppose S = A 2 and consider O(S). The group O(S) is precisely the automorphism group Aut(A 2 ) of the corresponding A 2 root system. It is well known (see, for example, [Hum12] p.65-66), that the automorphism group Aut(Φ) of a root system Φ is the semidirect product W (Φ) ⋊ ∆(Φ) of the Weyl group W (Φ) by the group of diagram automorphisms ∆(Φ) (Figure 1 ).
If e 1 , e 2 is a basis for A 2 so that the Gram matrix is given by
then the Weyl group W (A 2 ) is generated by the reflections σ e 1 , σ e 2 , and ∆(A 2 ) is generated by the single reflection σ e 1 +e 2 . Therefore, by direct calculation, the group Aut(A 2 ) is isomorphic to the symmetric group S 3 , and so contains no 6-torsion.
Definition/Lemma 5.7. There is an isomorphism
Each primitive embedding 2U ⊂ L defines an embedding ∆ :
Proof. It is well known (see, for example [GHS09] §3) that there is a short exact sequence
arising because of the exceptional isomorphism between Spin(2, 2) and SL(2, R) × SL(2, R). The isomorphism between SO + (2U ) and (SL(2, Z) × SL(2, Z))/ ± I 4 can be realised by identifying U ⊕ U with M 2 (Z) by the map
The quadratic form on M 2 (Z) is defined by det. The action of (A,
By Lemma 2.9, the trivial extension of δ from SO + (2U ) to Γ is well defined as SO(2U ) = SO(2U ).
The conjugacy classes of 3-torsion in SL(2, Z) are represented by g ±1 3 where
(See [Ser12] .) By Definition/Lemma 5.7,
5.1. Vinberg's algorithm. Let N be a lattice of signature (1, n) and let the cone C be one the two connected components of the set
The quotient C/R + is a Riemannian manifold of constant negative curvature known as the n-dimensional Lobaĉhevskî space Λ n . The group O + (N ) acts naturally on the space Λ n . If Θ ⊂ O + (N ) is an arbitrary reflection group, then the hyperplanes
endow Λ n with a wall-and-chamber structure. The chambers are known as Θ-cells and each is of the form
where H(e i ) are hyperplanes in Λ n and H(e i ) − denotes a choice of half-space. The group Θ acts transitively on the set of Θ-cells and each Θ-cell defines a fundamental domain for the group Θ. If P is a polyhedron of the form (13), then P is said to be non-degenerate if none of the hyperplanes H(e i ) share a common point in C, or in the natural compactification of C (which is defined by allowing (x, x) = 0 in (12)), and if there is no hyperplane orthogonal to each H(e i ).
If P i and P j are codimension 1 face of P defined by the hyperplanes H(e i ) and H(e j ), then define β ij by
The faces P i and P j are said to be adjacent if β ij < 1, parallel if β ij = 1 and divergent if β ij > 1. If P i , P j are adjacent, the angle θ(P i , P j ) between them is defined by
A Θ-cell is an example of a Coxeter polyhedron; that is, the angle θ(P i , P j ) between adjacent faces is of the form θ(P i , P j ) = π n ij for n ij ∈ Z. Conversely, each Coxeter polyhedron in Λ n defines a discrete reflection group in Λ n .
If P is of the form (13), then the Coxeter diagram Σ(P ) of P has nodes v i drawn in correspondence with the codimension 1 faces P i of P , and edges draw in accordance with the following rules:
If then P i , P j are adjacent v i , v j are joined by a lined of multiplicity (n ij − 2). P i , P j are orthogonal (i.e. n ij = 2) v i , v j are not joined. P i , P j are parallel v i , v j are joined by a simple line marked with ∞. P i , P j are diverging v i , v j are joined by a dotted line. Using the definitions of Table 2 and Table 3 of [Vin75] , a non-degenerate Coxeter polyhedron P is of finite volume if Σ(P ) contains neither dotted lines, nor Lanner's diagrams and if every parabolic subdiagram of Σ(P ) is a connected component of a parabolic subdiagram of rank 1. Vinberg [Vin75] described an algorithm for calculating a Θ-cell P of a reflection group Θ ⊂ O + (N ). The algorithm proceeds by selecting a point x 0 ∈ C whose stabiliser Θ 0 ⊂ Θ of x 0 has a Θ 0 -cell
H(e i ) − cut out by hyperplanes H(e i ). Additional hyperplanes H(e j ) (for j > k) are added one-by-one in increasing order of the quantity
The algorithm terminates at j = m if the polyhedron P (m) defined by
H(e i ) − has finite volume.
Lemma 5.9. The Coxeter diagram in Figure 2 defines a fundamental domain for the Weyl group W (U ⊕ A 2 (−1)).
Proof. (This diagram also occurs in [Vin07] .) Let e 1 , e 2 , e 3 , e 4 be a basis of U ⊕ A 2 so that
If x 0 is defined by x 0 = e 1 + e 2 then, e 1 − e 2 , e 3 , e 4 = x ⊥ 0 ⊂ U ⊕ A 2 (−1) and so x ⊥ 0 is isomorphic to the root lattice −2 ⊕ A 2 (−1). By standard results on root systems, the stabiliser of x 0 in W (U ⊕ A 2 (−1)) is precisely σ v 1 , σ v 2 , σ v 3 where v 1 = e 1 − e 2 , v 2 = e 3 , and v 3 = e 4 . If v ∈ U ⊕ A 2 (−1) defines a reflection, then v 2 | 2 div(v). The divisor div(v) is precisely the order of v * in the group D(U ⊕ A 2 (−1)) and is therefore equal to 1 or 3. The length v 2 must then be either −2 or −6. The quantity (14) is minimzed in either case, and we define the root v 4 = −2e 3 + e 4 . The polyhedron P defined by the hyperplanes H(v 1 ), H(v 2 ), H(v 3 ), H(v 4 ) is non-degenerate and has finite volume. It therefore defines a fundamental domain for W (U ⊕ A 2 (−1)). The Coxeter diagram of P is given in Figure 2 .
Proof. By Lemma 5.9, Figure 2 defines a fundamental domain for the Weyl group
where H is a subgroup of the group of diagram automorphisms of the polyhedron P defined by Figure  2 . If g ∈ O(U ⊕ A 2 (−1)) is of order 3, then the image of g modulo the Weyl group W (U ⊕ A 2 (−1) is trivial as the diagram of Figure 2 admits no 3-torsion. Therefore, any 3-torsion in O(U ⊕ A 2 (−1)) belongs to W (U ⊕ A 2 (−1)). As P is a fundamental domain, g belongs to an isotropy subgroup of a point in the boundary P \P . No such point can exist: any fixed point corresponds to a real eigenspace of g but, by assumption, g has no real eigenspaces.
Locus of non-canonical singularities in F.
The domain D can be realised as a tube domain in a neighbourhood of each 0-dimensional cusp. More details can be found in [Bor96] , [GN98] , [Fre03] . We follow [GHS13] . The 0-dimensional cusps of D is are in correspondence with the primitive isotropic vectors of L. If c ∈ L is a primitive isotropic vector then D is isomorphic to the affine quadric
(It can be shown that the isomorphism class of the lattice L c is independent of b.) Let C + (L c ) be a connected component of the cone
) for some primitive embedding 2U ⊂ L. Proof. By Lemma 4.3 and Lemma 5.4 , there exists a power g of h so that g is of order 3 and the perp-invariant lattice S of g in L is given by U , 2U , U ⊕ A 2 (−1) or A 2 (±1). By assumption, g acts trivially on T := S ⊥ ⊂ L and by Lemmas 5.5, 5.8, 5.6 and Proposition 5.10, g is the extension of
Lemma 5.12. There is an embedding (defined in the proof ) of Proof. Let B = {v 1 , v 2 , e 1 , f 1 , e 2 , f 2 } be a Q-basis for L so that v 1 , v 2 is a basis for T = S ⊥ ⊂ L where S = 2U and e 1 , f 1 and e 2 , f 2 are standard bases for the two copies of U in S. If A ∈ SL(2, Z) is as in the statement of the proof, then
As x 6 = −x 3 x 4 and setting x 5 = 1, then ∆(I, A) acts as
on the tube domain realisation of D. Similarly,
on P(L ⊗ C), and as
on the tube domain realisation of D. The result follows by setting x 1 = x 2 = 0. The action is well defined as (0, 0, τ 1 , τ 2 ) ∈ S c if and only if (Im τ 1 )(Im τ 2 ) > 0, which is true by definition.
Proof. Consider the tube domain model defined in Lemma 5.12. By Equation (15),
and so x 3 = ξ
±1
3 and x 1 = x 2 = 0 at the fixed points. An element (0, 0, ξ, x 4 ) ∈ L c ⊗ C) belongs to S c if and only if Im ξ Im x 4 > 0, and so (0, 0, ξ 3 , x 4 ) ∈ S c if and only if x 4 ∈ H + and (0, 0, ξ 2 3 , x 4 ) ∈ S c if and only if x 4 ∈ −H + .
Similarly, by Equation (16),
and x 1 = x 2 = 0 and
at the fixed points. As for ∆(I, g 3 ), in each case, x 4 belongs to precisely one of ±H + .
Lemma 5.14. Let M ⊂ D be a (geodesic) submanifold of D whose isotropy subgroup Iso(M ) = {g ∈ Γ | gm = m, ∀m ∈ M } has precisely M as its fixed variety in D. Then the invariance group Inv(M ) = {y ∈ Γ | y.M = M } is equal to the normalizer N Γ (Iso(M )).
Proof. (Essentially identical to Proposition 3.8 of [Bra95] .) Let g ∈ Iso(M ) and let z ∈ M . If h ∈ Inv(M ) then h −1 gh.z = h −1 h.z = z and so h ∈ N Γ (Iso(M )).
Conversely, if h ∈ N Γ (Iso(M )), then h −1 gh.z = z and so h.M is fixed by Iso(M ). Therefore, by assumption, h ∈ Inv(M ).
Lemma 5.15. Let 2U ⊂ L be a primitive embedding of lattices and let F 1 = Fix D (∆(g 3 , I)) and
where g 6 ∈ SL(2, Z) satisfies g 2 6 = g 3 and G T ⊂ O(T ). Proof. Take a basis B = {v 1 , . . . , v 6 } for L Q so that {v 1 , v 2 } is a basis for T and {v 3 , . . . , v 6 } is a basis for 2U , and let B define homogenous coordinates on P(L ⊗ C).
If Suppose that (on the basis B) g ∈ Iso(F 1 ) ⊂ Γ is given by
The lattice T is negative definite and therefore A has spinor norm 1. As g ∈ Γ, then D also has spinor norm 1. By Lemma 3.3, D ∈ SO + (2U ) and so, by Lemma 5.12 and the classification of isotropy subgroups of SL(2, Z) ( [Ser12], for example), D ∈ ∆(g 6 , I) . One argues identically for F 2 . Proof. If g ∈ Γ is of finite order, then h ∈ N Γ ( g ) if and only if gh = hg a for some power a. Suppose g = ∆(g 6 , I). If v ∈ T and h ∈ N Γ ( g ) then gh(v) = hg a (v) and so gh(v) = h(v). Therefore, h(T ) = T and as T ⊥ 2U then h(2U ) = 2U . By Lemma 5.14, N Γ ( g ) = Inv(Fix(g)). Therefore, using the notation of Lemma 5.15, g 6 , I ) × G T ), and the result follows. (4, 0, 5, 5), then the singularity at the generic point of C 1 and C 2 is isomorphic to C 4 / B, U and C 4 / C, U , respectively; the singularity at P is isomorphic to C 4 / B, C, U ; the singularity at Q is isomorphic to C 4 / B, D, U ; the singularity at R is isomorphic to C 4 / A, D, U ; where U is either the identity or a quasi-reflection acting as U = . The characteristic polynomial of (g, h) ∈ (∆(SL(2, Z) × SL(2, Z))) × G T is equal to χ g ′ χ h ′ where g ′ and h ′ are the restrictions of g and h to 2U and T , respectively. If h ∈ D 2n is neither a reflection nor the identity, then χ h ′ ∈ {φ 3 , φ 4 , φ 6 }. By Definition/Lemma 5.7, χ g ′ = φ 2 6 and so (χ gh (1), 6) = 1. Therefore, by Lemma 3.2, gh / ∈ Γ and so G T is trivial or generated by a quasi-reflection. At a generic point x ∈ C 1 , the group Iso Γ (x) = X × G T . There is precisely one point P ∈ C 1 fixed by Iso Γ (P ) = X, Y × G T and precisely one point Q = C 1 ∩ C 2 fixed by Iso
Similarly, at a generic point x ∈ C 2 , the group Iso Γ (x) = Z × G T , and there is precisely one point R ∈ C 2 fixed by Iso
). For every pair P ∈ {(X, Y ), (X, Z), (W, Z), there is a basis v 1 , . . . , v 6 for L ⊗ C on which the pair P is simultaneously diagonalized. and assume the form W = Proposition 6.2. For k sufficiently divisible, there exists a resolution Φ :
The divisors R and C lie over the branch divisor or boundary of F. The irreducible divisors V (8) i and V (10) i (which are defined in the proof ) lie over points Q i in the singular locus of F and are indexed by the Γ-equivalent embeddings of 2U ⊂ L.
Proof. By Proposition 5.17, the non-canonical singularities of F ⊂ F lie along modular curves C i 1 and C i 2 in F ′ where each pair C i 1 , C i 2 intersects at a point Q i as in Figure 3 and where C i p ∩ C j q = ∅ for i = j and all p, q ∈ {1, 2}.
Let
, and let φ := φ 2 • φ 1 . The action of G on F ′ extends naturally to the blow-ups φ 1 and φ 2 Denote the quotient F ′ 2 /G by F 2 . If g ∈ G acts as 1 d (a 1 , . . . , a 4 ) on F ′ then, above a point in C i 1 or C i 2 distinct from Q i , the exceptional component of φ is covered by three charts on which g acts by a 2 , a 2 − a 4 , a 3 − a 4 ) . By direct calculation using Proposition 5.17 and the (modified) Reid-Tai criterion, the singularities in each chart are all canonical.
We next define a partial resolution Φ of F. If there are no Q i outside of the branch divisor, let Φ = id; otherwise, suppose Q i lies away from the branch divisor of F ′ . Let (Q i ∈)U i ∼ = C 4 be a local analytic chart for F ′ with coordinates (z 1 , . . . z 4 ) so that Q i = 0 and C i 1 and C i 2 are given by z 2 = z 3 = z 4 = 0 and z 1 = z 3 = z 4 = 0, respectively. The image of U i in F is isomorphic to X H = C 4 /H where H = The restriction of φ to X H corresponds to the composition of blow-ups ρ 0 : X H (Σ 1 ) → X H (σ) and
There is a series of subdivisions of cones (0, 2, 7, 8) (0, 2, 7, 9) (0, 3, 6, 9) (0, 3, 7, 8) (0, 3, 7, 9) (1, 2, 10, 11) (1, 3, 10, 11) (2, 4, 7, 14)
( 
. The blow-up ρ i is H-equivariant in the sense that there are toric varieties X(Σ i+1 ) and X(Σ i ) defined by the fans Σ i+1 and Σ i taken in the ambient lattice N , a blow-upρ i : X(Σ i+1 ) → X(Σ i ) in the orbit closure V (τ i ) ⊂ X(Σ i ), and a commutative diagram
where the maps π H and π ′ H are projections onto the quotient by H. Each orbit closure V (τ i ) ⊂ X(Σ i ) is smooth, and so each blow-upρ i extends to a blow-up φ ′ i :
For each of the Q i not contained in the branch divisor, let ψ i = . . . φ 3 • φ 2 • φ 1 and let Ψ ′ : F ′ → F ′ be the composition . . . • ψ 2 • ψ 1 for each Q 1 , Q 2 , . . .. The map Ψ ′ descends to a map Ψ : F ′ /G → F, and we define Φ : F → F as the composition of Ψ with a resolution of the non-canonical singularities in F ′ /G lying over the branch divisor and cusps of F.
Suppose K F = Φ * K F + C − D + E + R for D, E ≥ 0 where the support Supp R of R lies over the branch divisor B of F ′ , Supp C lies over branch points in the boundary of F and where Supp D and Supp E have non-trivial intersection with ρ −1 (F − B ∪ C). A singular point P ∈ F is canonical if P ∈ ρ −1 (B ∪ {Q 1 , Q 2 , . . .}) and so Supp D ∩ {Q 1 , Q 2 , . . .} = ∅.
By standard results on adjunction for toric varieties,
where the ray
where the sum is taken over i indexing the set Q = {Q 1 , Q 2 , . . .}. By Proposition 5.17, elements of the set Q are in correspondence with the Γ-equivalent embeddings of 2U ⊂ L.
where α = a/3 and β = b/3.
(where the sum is taken over the T -invariant prime divisors V (i)) then, by the proof of Proposition 6.2, the coefficients of L 1 (a) ′ are given by
The coefficients of L 1 (a) and L 2 (b) can be calculated by following §5 of [Ful93] . The T -invariant prime divisors of V (j) are of the form V (γ) where γ ⊂ Σ is a 2-dimensional cone containing v j . Let I γ denote the set of all i such that v i is a ray in γ different to v j . For a cone τ ⊂ Σ let N τ = τ ∩ N ⊂ N and let e generate N γ /N v j so that for all i ∈ I γ , each of the images v i ∈ N γ /N v j is a positive multiple s i of e. Let σ ⊂ Σ be a cone containing v j . As
. The 2-dimensional cones of Σ containing v 8 are given by w i = (i, 8) for i = 0, 2, 3, 5, 7. Each of the corresponding s i = 1, and therefore 
The two dimensional cones of Σ containing v 10 are given by w i = (i, 10) for i = 1,2,3,4,6,11,14, and each of the corresponding s i = 1. Therefore,
− βW (6) − 2βW (11) − 2βW (14). 
. By direct calculation, both polyhedra P (L 1 (1))) and P (L 2 (1)) are trivial, and the result follows.
The Branch divisor
Let z ∈ L be primitive, and let σ z ∈ O(L) be the reflection defined by
By Corollary 2.13 of [GHS07b] , the divisorial components of the branch locus of π : D L → F(Γ) are precisely the images under π of the rational quadratic divisors Fix(±σ) for ±σ ∈ Γ where σ z is the reflection defined in (18).
Lemma 7.1. Let r, s ∈ N and let (k, l) ∈ Z/(2r)Z ⊕ Z/(2s)Z. If m is the order of (k, l) ∈ Z/(2r)Z ⊕ Z/(2s)Z, m l is the order of l in Z/(2s)Z, and u = m or 2m, then the pair (k, l) satisfies congruences Furthermore, m l is odd if and only if l is even and s is odd; and m l is even if and only if l is odd, or when l and s are both even.
Proof. I let m k denote the order of k in Z/(2r)Z, and m l denote the order of l in Z/(2s)Z. I note that m l = 2s gcd(2s, l) −1 is odd if and only if l is even and s is odd; and m l is even if and only if l is odd, or when l and s are both even. Furthermore, as m l = 2s gcd(2s, l) −1 , the pair m l and l cannot simultaneously be odd.
By (22), k ≡ 0 or r mod 2r.
If k ≡ 0 mod 2r, then (23) is equivalent to s | ml. The order m k = 1, and so m = lcm(m k , m l ) = m l and ml = m l l = lcm(2s, l) = 2sl gcd(2s, l) −1 . Therefore, (23) is satisfied if and only if gcd(2s, l) | 2l, and this is always so. As m = m l , (24) is equivalent to s −1 ml 2 ≡ 2l 2 gcd(2s, l) −1 ≡ 2 mod 2s, and so l(l gcd(2s, l) −1 ) ≡ 1 mod s. Therefore, gcd(s, l) = 1 and (24) is equivalent to l 2 ≡ 1 mod s if l is odd, and l 2 ≡ 2 mod 2s if l is even.
If k ≡ r mod 2r, (23) is equivalent to 2s | ml. If m l is odd, m = lcm(2, m l ) = 2m l and (23) is equivalent to s | m l l; if m l is even, m = m l and (23) is equivalent to 2s | m l l; as m l l = lcm(l, 2s), then (23) is satisfied in both cases. If m l is odd, (24) is equivalent to s −1 ml 2 = 2m l l 2 s −1 = 4l 2 gcd(2s, l) −1 ≡ 2 mod 2s. Therefore, 2l 2 gcd(2s, l) −1 ≡ 1 mod s and so gcd(s, l) = 1. If m l is even, (24) is equivalent to m l l 2 s −1 = 2l 2 gcd(2s, l) −1 ≡ 2 mod 2s. Therefore, l 2 gcd(2s, l) −1 ≡ 1 mod s and so gcd(s, l) = 1. Therefore, as m l and l cannot both be odd, (24) is equivalent to 2l 2 ≡ 2 mod 2s when m l is odd; and when m l is even, (24) is given by l 2 ≡ 2 mod 2s if l is even, and by 2l 2 ≡ 2 mod 2s if l is odd.
The case m l even and l even cannot occur: if it did, then s must be even and l 2 ≡ 2 mod 2s, and one concludes the absurdity 2 ≡ 0 mod 4.
By (25), k ≡ 0 mod 2r, and therefore m = m l . Congruence (26) is equivalent to 2s | ml and is always satisfied because ml = lcm(2s, l). Congruence (27) is equivalent to (2s) −1 ml 2 = l 2 gcd(2s, l) −1 ≡ 2 mod 2s. When l = 2l 1 , gcd(2s, l) = 2 and (27) becomes 2l 2 1 ≡ 2 mod 2s; when l is odd, gcd(2s, l) = 1 and so (27) admits no solution.
Corollary 7.1. Let z ∈ L be primitive with div(z) = e and where z * = xv * + yw * + L. If σ ∈ O + (L) then σ ∈ Γ if and only if e, x, y, z 2 satisfy the conditions of Lemma 7.1 with r = d, s = n + 1, u = z 2 , m = e and where z 2 = −e or −2e. If −σ ∈ O + (L) then −σ ∈ Γ if and only if e, x, y, z 2 satisfy the conditions of Lemma 7.1 with r = n + 1, s = d, u = z 2 , m = e and where z 2 = −e or −2e.
Proof. Suppose ±σ z ∈ Γ. By (18), ±σ z belongs to O + (L) if and only if z 2 < 0 and z 2 | 2e. The images σ z (v * ) and σ z (w * ) are given by
By assumption, z 2 | 2e(v * , l), therefore
where the last line follows from noting that e 2 xd −1 z −2 = (ex2 −1 d −1 )(2ez −2 ) and that 2d | ex and z 2 | 2e. Similarly, σ z (w * ) is given by
where the second line follows from z 2 | 2e(w * , l), and the last line follows from noting that (n + 1)z 2 | e 2 y. 
k,l ) and δ is the discriminant form on G.
(
0,l (r, s), then G = C 2r and δ = (1/2r) mod 2Z. (32) The elements y 1 = (−l, 0, 1) and y 2 = (0, 1, 0) both satisfy (34). If x ∈ Γ ⊥ γ then x = x 3 y 1 + x 2 y 2 and so Γ ⊥ γ = y 1 , y 2 . By Lemma 7.1, l is odd and gcd(l, s) = 1 and so l −1 exists in Z/(2s)Z. Therefore, if y 3 = (−1, 0, l), then y 3 = l −1 y 1 and so Γ ⊥ γ /Γ γ ∼ = C 2r . The discriminant form on Γ ⊥ γ /Γ γ is given by (1/2r) mod 2Z. By Lemma 7.1, l = 2l 1 and so the elements y 1 = (0, 1, 0), y 2 = (s, 0, 0), y 3 = (−l 1 , 0, 1) satisfy (35). If x ∈ Γ ⊥ γ , then x = x 3 y 3 + x 2 y 1 + δy 2 for some δ ∈ Z, and so Γ ⊥ γ = y 1 , y 2 , y 3 . It is clear there are no relations between y 1 , y 2 , y 3 , nor between y 1 , y 2 and y 4 . By Lemma 7.1, 2l 2 1 ≡ 2 mod 2s and so ly 3 = (−ll 1 , 0, l) = y 4 . As elements of Γ ⊥ γ , y 3 is of order 2s, and as gcd(2s, l) = 2, then y 4 is of order
mod 2Z. By Lemma 7.1, l = 2l 1 and satisfies l 2 ≡ 2 mod 2s. The elements y 1 = (s, 0, 0), y 2 = (0, 1, 0), y 3 = (−l 1 , 0, 1) satisfy (36) and if x ∈ Γ ⊥ γ , then x = x 3 y 3 + x 2 y 2 + δy 1 for some δ ∈ Z, and so Γ ⊥ γ = y 1 , y 2 , y 3 . By Lemma 7.1, s is odd and as 2l 2 1 ≡ 1 mod s then 2l 2 1 = 1 + s mod 2s. Therefore, ly 3 + y 1 = (−1, 0, l) =: y 4 . It is clear there are no relations between y 1 , y 2 , y 3 and so Γ ⊥ γ /Γ γ ∼ = C 2 ⊕ C 2r with discriminant form −s/2 0 0 1/2r mod 2Z.
7.6. u = 2s, m = 2s, k = r. The group D( z ) is of order 2s. The associated bilinear form on
is the group (−1, k, l) = (−1, r, l) and x ∈ Γ ⊥ γ if and only if
Equation (37) is equivalent to (38) x 1 + lx 3 ≡ 0 mod 2s if x 2 is even x 1 + lx 3 ≡ s mod 2s if x 2 is odd.
The elements y 1 = (l, 0, −1) and y 2 = (s, 1, 0) both satisfy (38). Define y 3 as y 3 = ry 2 −ly 1 = (−1, r, l). One checks that x = x 2 y 2 − x 3 y 1 and so Γ ⊥ γ = y 1 , y 2 . By assumption, 2l 2 ≡ 2 mod 2s and therefore 2y 1 = 2(l, 0, −1) = −2l(−1, r, l) = y 3 . The case y 1 = ny 3 cannot occur because n must be odd. Therefore, y 1 is of order 2 in Γ ⊥ γ /Γ γ . The element y 2 is clearly of order 2r in Γ ⊥ γ /Γ γ . Let y 1 , y 2 denote the images of y 1 and y 2 in Γ ⊥ γ /Γ γ . As y 1 , y 2 form a basis for Γ ⊥ γ , then y 3 = my 1 +ny 2 for some m, n ∈ Z. Therefore, my 1 +ny 2 = 0. As y 1 is of order 2 in Γ ⊥ γ /Γ γ then ny 2 = 0 or y 1 +my 2 = 0. Therefore, y 2 generates Γ ⊥ γ /Γ γ and so Γ ⊥ γ /Γ γ ∼ = C 2r and the associated discriminant form is induced by −s 2 r + s 2rs mod 2Z.
Hirzebruch-Mumford volumes
If Γ ≤ O(2, n) is an arithmetic subgroup then the Hirzebruch-Mumford proportionality principle states that
The constant Vol HM (Γ) is known as the Hirzebruch-Mumford volume of Γ and can be calculated explicitly using results established in [GHS08] and [GHS07a] .
where α p (L) is the local density of the lattice L at the prime p, and | sg(L)| denotes the number of spinor genera in the genus of L.
The local density α p (q) of a quadratic form q over an arbitrary number field K is defined by
where S ∈ Mat n (K) is the Gram matrix of S. If K = Q, then the local density α P (L) can be expressed in terms of the p-adic Jordan decomposition of L. Suppose L is a Z p -lattice in a non-degenerate quadratic space of rank n and basis
The lattice L is said to be p r -modular
. A p r -modular lattice can be expressed as the scaling N (p r ) of a unimodular lattice N .
A hyperbolic lattice is defined as an orthogonal sum of hyperbolic planes. Suppose the Z p lattice L decomposes as the direct sum
For a regular quadratic space W over the finite field F p define
if W is trivial, or a hyperbolic space −1 otherwise.
For a unimodular Z p -lattice N with norm(N ) = 2 scale(N ), define χ(N ) = χ(N/pN ) where N/pN is endowed with the quadratic form Q(x) = 1 2 (x, x) mod 2. In the case p = 2, the local density α p (L) is given by
In Equation (41), s is the number of non-zero p j -modular terms in the orthogonal decomposition (40) and if P p (n) is defined by
(where [n j /2] denotes the integer part of n j /2). The term w is defined as
A refinement is needed when p = 2. A unimodular Z 2 -lattice N is said to be even if it is trivial, or if norm N = 2Z 2 ; otherwise, N is said to be odd. Any unimodular Z 2 lattice decomposes as an orthogonal direct sum of even N even and odd N odd components where rank N odd ≤ 2.
Define P 2 (L) by
If N j−1 and N j+1 are both even, and unless N odd j ∼ = ǫ 1 ⊕ ǫ 2 where ǫ 1 ≡ ǫ 2 mod 4, define E j as
where q = j q j and q j are defined by
N j is odd, and N j+1 is even n j + 1 N j and N j+1 are both odd.
(where expressions for α 2 (L) and α 3 (L) are given in the proof ).
. Therefore, by Theorem 2.6,
If a = 0 then s = 1, P p (L) = P p (3), and w = 0. If a > 0 then s = 2, P p (L) = P p (2), and w = a. If a = 0 then, by the classification of finite quadratic forms in odd characteristic ( §1.3 of [Kit93] , for example), N 0 /pN 0 is hyperbolic if and only if θ 0 ∈ (F * p ) 2 (where θ 0 denotes the image of the reduction map from Z p → F p ). As 12d = θ 0 , then
If a > 0 then χ(N 0 ) = χ(N a ) = 0; otherwise χ(N 0 ) is given by Equation (44).
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Therefore,
If a = 1 then s = 2, P p (L) = P p (2), and w = 1. If a = 2 then s = 2, P p (L) = P p (2)P p (1), and w = 3. If a > 2 then s = 3, P p (L) = P p (2), and w = a + 1. 
If a = 2 then θ 1 , θ a−1 ≡ 1, 3 mod 4 and therefore N 1 is odd. Therefore P 2 (L) = P 2 (2), E 2 (L) = 16/5 q = 1, w = 3. If a > 2, then θ 1 , θ a−1 ≡ 1, 3 mod 4 and therefore N 1 and N a−1 are both odd. As the quadratic space N 0 /2N 0 is hyperbolic, E 2 (L) = 32/5 and P 2 (L) = P 2 (2), q = 3, w = 2a + 1. Therefore,
where L(s, (
By the Legendre duplication formula (45) (p. 73 [Dav13] , for example)
and so, 
and, for prime p, let a be defined by |2r| p = p −a . If p = 2 and a = 0 then K p = N 0 where N 0 = 1 ⊕4 ⊕ θ 0 , and where
If a = 0 then
where
and so, θ 0 = 1 mod (F * p ) 2 . The space N 0 /pN 0 is hyperbolic if and only if 1 p = −1, which is never so. Therefore, if a = 0
If a = 0 then s = 1, w = 0, P p (K) = P p (2), E p (K) = 1, and α p (K) = P p (2). Therefore,
where N 0 = 2U and N a = θ a for θ a ∈ Z * 2 /(Z * 2 ) 2 . Therefore, N even 0 = N 0 and as N 0 /2N 0 is hyperbolic, then χ(N even ) = 1. Moreover, E 0 = E a = 1/2, w = a, q 0 = 0, q a = 1, and q = 1. Therefore,
Finally,
Then by (50),
0,l and, for prime p, let a be defined by |4r| p = p −a . By Lemma 7.2, D(K) = C 2 ⊕ C 2r and the discriminant form q K is induced by δ = (s/2) ⊕ (−1/2r).
If p = 2, and a = 0, then
where N 0 = 1 ⊕3 ⊕ θ 0 , and N a = θ 0 where θ 0 , θ a ∈ Z * p /(Z * p ) 2 . As dim(N a ) is odd, then χ(N a ) = 0. By the classification of finite quadratic forms in odd characteristic ( §1.3 of [Kit93] , for example), N 0 /pN 0 is hyperbolic if and only if θ 0 / ∈ (F * p ) 2 (where θ 0 denotes the image of θ 0 under the reduction map from Z p → F p ). By (48),
and by reduction modulo p, θ 0 = −4rθ
then θ 0 = 2 mod (F * p ) 2 and so N 0 /pN 0 is hyperbolic if and only if 2 p = −1.
If p = 2 and a = 0 then K p is given by the unimodular lattice 1 ⊕4 ⊕ θ 0 , where
and where θ 1 ∈ Z * 2 /(Z * 2 ) 2 . If a = 2, then K 2 has two Jordan blocks:
where ∆ = 12 if |4r| 2 = 2 −2 8 otherwise.
0,l and, for prime p, let a be defined by |8r| p = p −a . By Lemma 7.2, the discriminant group D(K) = C 2r ⊕ C 2 ⊕ C 2 and the discriminant form q K is induced by
As dim N a is odd, then χ(N a ) = 0. By the classification of quadratic forms over finite fields, N 0 /pN 0 is hyperbolic if and only if θ 0 / ∈ mod(Z * p ) 2 . On the other hand, by Proposition 1.7.1 of [Nik79] ,
and so θ a = −2rp −a mod p a . As det(K p ) = θ 0 θ a p a = 8r then θ 0 = 8rp −a θ −1 a and θ 0 = −4 mod p a . Therefore, N 0 /pN 0 is hyperbolic if and only if
If a = 0 then K p = N 0 where N 0 = 1 ⊕4 ⊕ θ 0 . Therefore, as dim N 0 is odd, then χ(N 0 ) = 0 and s = 1, w = 0, E p (K) = 1 and P p (K) = P p (2).
Therefore, if p > 2,
⊕ C 2 ⊕ C 2 and the discriminant form q 2 is induced by
If a = 3 then, by Theorem 2.6, K 2 = N 0 ⊕ N 1 (2) where N 0 = U (2) and N 1 is a unimodular Z 2 -lattice of rank 3. Therefore, χ(N 0 ) = −1, χ(N 1 ) = 0, s = 2, w = 6. The lattice N 1 decomposes as 2) and so N 1 is odd. Therefore, P 2 (K) = P 2 (1) 2 , E 0 = E 1 = 1/2, q 0 = 0, q 1 = 3 and q = 3 and E 2 (K) = 4. And so,
If a > 3 then, by Theorem 2.6,
and N a = θ a . By Proposition 7.2, the lattice K If
is trivial, E 0 = E 1 = E a = 1/2, E 2 (K) = 8, q = 4, w = a + 5 and P 2 (K) = P 2 (1).
. In both cases, N a = θ a for some θ a ∈ Z * 2 /(Z * 2 ) 2 . Therefore, irrespective of a, E 0 = 1/2, E a = 1, E 2 (K) = 2, w = a, q = 1, and α 2 (K) = 2 3+a P p (2). For all primes p, let α p (K, a = 0) = P p (2) and α p (K, a = 0) = 2p a P p (2). Then,
Therefore, by (50)
Obstruction calculations
be the space of modular forms vanishing over each of the rational quadratic divisors Fix(±σ) for ±σ ∈ Γ.
vanishes to order at least k over the branch divisor of D → F provided G lies outside a space RefObs(Γ) isomorphic to
where I K indexes the conjugacy classes of ±σ z in Γ.
By Corollary 7.1 and Proposition 7.2, if σ z ∈ Γ then z ⊥ = B i for i ∈ {1, . . . , 4}, and if −σ z ∈ Γ then z ⊥ = B j for j ∈ {5, . . . , 8} where
r,l (d, 3), and
and by Proposition 8.3, 
is generated by x ∈ K ∨ and g ∈ O(q K ) then gx = yx for some y ∈ Z. Therefore, Therefore, by the Primary decomposition theorem, By the Primary decomposition theorem, Equation (53) has exactly two solutions for every distinct prime divisor of 4r. The image gx is uniquely determined by the image gy. Either gx = x or gx = x + ry. The case gx = x + ry cannot occur as (x + ry, ay) = 1/2, and therefore gx = x. If gy = ay + x then a 2 2r − s 2 ≡ 1 2r mod 2Z
or, equivalently, (54) a 2 ≡ 1 + sr mod 4r.
As for equation (53), there are at most 2 ν(2r) solutions to (54). Both gx = ry + x or gx = x could occur, depending on s and a. Therefore, | O(q K )| ≤ 2 ν(2r) + 2 ν(2r)+1 . If K = K . Let x generate the C 2r factor of D(K) and let y and z generate the C 2 factors. Let g ∈ O(q K ). The group D(K) contains 7 involutions, and so there are at most 7.6 = 42 cases for the images of gy and gz. The image gx = ax or ax + i where a ∈ Z and i ∈ D(K) is an involution. Therefore, there are at most 2 ν(2r)+3 cases for the image gx. Therefore, | O(q K )| ≤ 21.2 ν(2r)+4 . By p. 292 of [AMRT10] , Ω(F ) ∈ H 0 (F ′ , kK) G . Therefore, Ω(F ) ∈ H 0 ( F, kK + a i S i + k R j ) where S i are supported on the exceptional divisors of the partial resolution F → F, and R j are rational quadratic divisors defined by elements in G acting as quasi-reflections on F ′ .
By construction, F vanishes to order k along each R i and so descends to an element Ω(F ) ∈ H 0 (F, kK + a i D i b j E j ) where E j are the exceptional divisors coming from the interior singularities, and D i come from the other singularities in the boundary.
In order to show that Ω(F ) extends to a resolution over the boundary, we can use an idea of Sankaran in [San97] and a result of Tai [Tai82] . Let φ : F → F be a partial resolution of F obtained by resolving the non-canonical singularities of F over the corank 2 boundary components. (By Proposition 5.17 one can assume that none of these singularities intersect the closure of the non-canonical singularities in the interior.) Consider a divisor D i and let U = C 4 /H be a neighbourhood of P ∈ F such that φ −1 (P ) ∈ D 1 . For h ∈ H, let Z h = C 4 / h , and let U (σ h ) denote the toric variety corresponding to 4 . As X h is defined by the embedding t j = exp(2πix j τ j ) for x j ∈ Q and coordinates τ j on C 4 , then ∂z 1 /∂τ j = 2πib j z 1 . Therefore, the Jacobian J −1 = det(∂z i /∂τ j ) is of at most degree 1 in z 1 . Therefore, v E (J 2 ) ≥ −2. As F 3 is a cusp form v E (F 3 ) > 0, and so, v E (F 4 3 J 2 ) ≥ 1. Therefore, F 4 3 ω ⊗3 ∈ H 0 (Z h , 3K − E). On the other hand, F n ω ⊗k ′ ∈ H 0 (Z h , k ′ K − αE). As cyclic quotient singularities are log-terminal [Cle88] , α ≥ −1. Therefore, (F 4 3 ω ⊗3 ) ⊗k ′ ⊗ (F k ω ⊗k ′ ) ∈ H 0 (Z h , kK). By Proposition 3.1 of [Tai82] , a H-invariant pluricanonical form η on C n extends to a desingularisation of C n /H if and only if it extends to a desingularisation C n / h for each h ∈ H and so Ω ∈ H 0 (F, kK + b j E j ).
By using an identical argument, it is easy to show that the form Ω extends over a resolution of singularities lying above the branch divisor of F.
If L = kK + a i E i , then twisting O(L) by the short exact sequence
induces the long exact sequence
In the notation of Lemma 6.5, each E i is isomorphic to V (8) or V (10). Therefore, by repeated application of (58) and by using Lemma 6.5, Proof. Theorem 11.2 and Theorem 3.10 of [GHS13] .
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