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A class of the Newell–Whitehead–Segel equations (also known as generalized Fisher equations
and Newell–Whitehead equations) is studied with Lie and “nonclassical” symmetry points of
view. The classifications of Lie reduction operators and of regular nonclassical reduction op-
erators are performed. The set of admissible transformations (the equivalence groupoid) of
the class is described exhaustively. The criterion of reducibility of variable coefficient Newell–
Whitehead–Segel equations to their constant coefficient counterparts is derived. Wide families
of exact solutions for such variable coefficient equations are constructed.
1 Introduction
A reduction operator of a (1+1)-dimensional partial differential equation (PDE) with independent
variables t and x and the dependent variable u is a differential operator of the formQ = τ(t, x, u)∂t+
ξ(t, x, u)∂x + η(t, x, u)∂u, (τ, ξ) 6= (0, 0), such that the corresponding invariant surface condition
Q[u] := τut+ξux−η = 0 leads to the construction of ansatz that reduces the number of independent
variables of the respective equation by one. Thus, such operators allows one to reduce a (1+1)-
dimensional PDE to an ordinary differential equation.
The reduction method is an efficient tool for seeking exact solutions of nonlinear PDEs as the
general theory of integration of such equations does not exist. Among the most known reduction
techniques are the prominent Lie reduction method that originates from works by S. Lie and the
nonclassical reduction method suggested by G.W. Bluman in [4] (see also [5]). The criterion of
“nonclassical” invariance was firstly formulated in [19] and the rigorous theory of the nonclassical
reduction method, theory of reduction modules, was recently developed in [6]. The nonclassical
reduction operators are also called nonclassical symmetries [36], conditional symmetries [29] and
Q-conditional symmetries [17] (see the related discussion in [28] and some more research papers of
interest [14, 15, 21, 33, 37, 62]).
There is also a direct reduction method based on substitution of ansatz into a PDE in ques-
tion [10, 13]. A rigorous definition of reduction of PDEs was presented in [64]. It was proved therein
that the direct approach of reduction, taken in its full generality, is equivalent to the non-classical
(conditional symmetry) approach. The enhanced proof can be found in [6].
Therefore an important problem arises: to classify reduction operators for those classes of PDEs
that are of interest for applications. Classification of Lie reduction operators is known as group
classification problem and appears to be the central problem of the group analysis. The main benefit
of Lie method is that the determining system for finding coefficients of Lie reduction operators
consists of linear PDEs. That is why the construction of Lie symmetry operators for a fixed PDE is
a routine task usually which can be performed using the packages of symbolic computations. See,
for example, the Maple-based GEM package [8, 9]. Unfortunately the group classification problems
can be solved automatically using symbolic computations only for certain classes having simple
structures. The majority of cases requires usage of the modern techniques of the group analysis
such as mapping between classes of PDEs, gauging of arbitrary elements of the class in order to
reduce their number, application of various types of equivalence groups, etc. (see, e.g., [46, 53, 54]).
The nonclassical reduction operators can be of regular and singular types. The problem of finding
singular reduction operators reduces to solving an initial PDE, therefore this case is called the “no-
1
go” case and often omitted in consideration (see more about “no-go” case in [6, 18, 27, 43, 44, 63]).
But even in the case of regular nonclassical reduction operators the problem of their classification
for classes of PDEs is difficult. This is due to the fact that finding coefficients of nonclassical
reduction operators one requires to solve a system of nonlinear PDEs. That is why this method
more often results in the complete solution when applied to a fixed PDE rather than to a class of
PDEs. Indeed, there are quite few examples of successful classification of nonclassical reduction
operators (even regular ones) in the literature. At the best of our knowledge, such classifications are
performed for the class of semilinear diffusion equations with a source ut = uxx+f(u) [2, 11, 16], the
class of nonlinear reaction–diffusion equations ut = (D(u)ux)x + f(u) for the cases of exponential
and power low diffusivity [1], the class of nonlinear filtration equations ut = f(ux)uxx [49], the class
of variable coefficient Huxley equations ut = uxx+k(x)u
2(1−u) [7, 24], and the class of generalized
Burgers equations ut = uux + f(t, x)uxx [40].
We aim to perform exhaustive classifications of Lie and regular nonclassical reduction operators
for the class of equations of the form
ut = a
2(t)uxx + b(t)u− c(t)u3, (1)
where a(t), b(t) and c(t) are arbitrary smooth functions, a(t) and c(t) are nonvanishing. This
is a class of variable coefficient Newell–Whitehead–Segel equations called also in the literature
generalized Fisher equations and Newell–Whitehead equations.
The classical Newell–Whitehead–Segel equation, ut = uxx + u− u3, was derived in [31, 50] and
it is particular case of generalized Fisher equations
ut =
(
umux
)
x
+ up
(
1− uq), (2)
which appear as insect and animal dispersal and invasion models in the mathematical biology
(cf. equation (13.40) in [30]). Here t and x are time and spatial coordinates, respectively, u is
a population density, p, q and m are positive parameters. There are also a number of models with
m = 0, which correspond to the case of density-independent diffusion. If m = 0 and p = q = 1,
then equation (2) becomes classical Fisher equation that was originally derived in [12] to model
the propagation of a gene in a population. Later it was proposed to consider generalized Fisher
equations with time-dependent diffusion coefficients ut = f(t)uxx + g(t)u(1 − u). In practice these
coefficients could represent long term changes in climate or short term seasonality [23, 34]. The
group classification of the latter class was carried out in [55].
The equations (1) with b(t) = c(t) = 1 were studied in [34] using the truncated Painleve´
expansion method in order to construct their exact solutions. Having the same goal the whole
class (1) was considered recently in [51]. It appears that all the found in [51] “solutions” are
stationary ones and moreover do not satisfy the respective equations due to wrong signs of constants
appearing therein. We aim to construct exact solutions for equations (1) and also to present the
complete classifications of not only Lie reduction operators but also regular nonclassical ones. We
note that the group classification for the general class of (1+1)-dimensional second-order quasilinear
evolution equations ut = F (t, x, u, ux)uxx+G(t, x, u, ux), F 6= 0, that contains class (1) as subclass
was performed in [3]. Nevertheless those results obtained up to a very wide equivalence group seem
to be inconvenient to derive group classification for class (1).
The structure of the paper is as follows. In Section 2 we study the transformational properties
of class (1) in order to reduce the number of its arbitrary elements by point transformations. The
criterion of reducibility of variable coefficient equations from class (1) to constant coefficient equa-
tions from the same class is also derived therein. Classifications of Lie and nonclassical reduction
operators are carried out in Sections 3 and 4, respectively. Section 5 is devoted to the construction
of exact solutions of variable coefficients Newell–Whitehead–Segel equations using the equivalence
transformations.
2
2 Equivalence groupoid
Point transformations can essentially simplify the classification problems for classes of differential
equations. So we aim to describe firstly all point transformations each of which connects a pair of
equations from the class (1). Such transformations are called form-preserving [26] or admissible [42]
or allowed transformations [61]. The classifications for such transformations for various classes of
PDEs were carried out, in particular, in [20, 22, 25, 38, 47, 53, 54, 57]. Ordered triplets, consisting of
the initial and target equations and the transformations linking them, together with the operation of
composition of transformations have the groupoid structure. Such a groupoid is called equivalence
groupoid [45].
Using the direct method we deduce that the equivalence groupoid of class (1) is generated by the
usual equivalence transformations from this class. These are nondegenerate point transformations
which preserve the form of any equation from a given class transforming only the form of its
arbitrary element(s) [39, pp. 64–66]. Therefore, class (1) is normalized (see [42, 47] for related
definitions). The following statement is true.
Theorem 1. The equivalence group G∼ of class (1) is formed by the transformations
t˜ = θ(t), x˜ = δ1x+ δ2, u˜ = ϕ(t)u,
a˜2(t˜) =
δ1
2
θt
a2(t), b˜(t˜) =
1
ϕθt
(ϕb(t) + ϕt), c˜(t˜) =
1
ϕ2θt
c(t), (3)
where δ1 and δ2 are arbitrary constants with δ1 6= 0, and the functions θ(t) and ϕ(t) are arbitrary
smooth functions with θtϕ 6= 0.
These transformations generate the equivalence groupoid of class (1).
Proof. It is proven in [56, Theorem 1] that the class of nth-order evolution equations of the form
ut = F (t)un +G(t, x, u0, u1, . . . , un−1), F 6= 0, Guiun−1 = 0, i = 1, . . . , n− 1,
where n > 2, is normalized in the usual sense. The components for t, x, and u of the transformations
which constitute its usual point equivalence group have the form
t˜ = T (t), x˜ = X1(t)x+X0(t), u˜ = U1(t, x)u+ U0(t, x),
where T = T (t), X = Xi(t), and U i = U i(t, x), i = 0, 1, are arbitrary smooth functions of their
arguments and TtX
1U1 6= 0. Since this class is normalized, equivalence groupoid of any of its
subclass forms a subgroupoid in the equivalence groupoid of the whole class. We substitute n = 2,
F = a2(t) and G = b(t)u − c(t)u3 into equations (5) in [56, Theorem 1]. The resulting equations
are a˜2(t˜) = (X1)
2
a2(t)/θt and
c˜(t˜)Tt
(
U1u+ U0
)3 − b˜(t˜)Tt (U1u+ U0)+ U1 (b(t)u− c(t)u3)+ U1t u+ U0t
− (U1xxu+ 2U1xux + U0xx) a2(t)− X1t x+X0tX1 (U1xu+ U1ux + U0x) = 0.
We split the latter equation with respect to ux and u. This provides a system of five determining
equations. The coefficient of u2 implies that U0(t, x) = 0. From this results, we note that the
coefficient independent of u and ux also vanishes. From the coefficient of u
3 we have U1x = 0, so
U1 = U1(t), and the relation between c˜ with c: c˜(t˜)(U1)2Tt = c(t). Then the coefficient of ux
results in X1t = X
0
t = 0, which means X
1 = δ1 and X
0 = δ2 are arbitrary constants with δ1 6= 0.
The remaining equation, resulting from the coefficient of u, gives the relation b˜ and b, namely,
b˜(t˜)U1Tt = U
1b(t) + U1t . Providing the notations U
1 = ϕ(t), and T = θ(t) we get the statement of
the theorem.
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Using Theorem 1, we can find the conditions for arbitrary elements a, b, and c, for which variable
coefficient Newell–Whitehead–Segel equations are reducible to constant coefficient equations from
the same class by point transformations. To derive such a condition we set a˜, b˜ and c˜ to be constants
in the formulas (3) and find compatibility condition for the obtained system. This results in the
statement.
Theorem 2. A variable-coefficient equation from class (1) is reduced to a constant-coefficient
equation from the same class by a point transformation if and only if for some constant λ the
corresponding coefficients a(t), b(t) and c(t) satisfy the condition
b
a2
+
1
2
(
c/a2
)
t
c
= λ. (4)
The criterion (4) is rather useful for checking whether a given Newell–Whithead–Segel equation
with time-dependent coefficients is similar to a constant coefficient equation from the same class.
In [51] “solutions” were found for equations (1) with b(t) = c1k
2a2(t) and c(t) = c2k
2a2(t), where
c1, c2 and k are constants. It is easy to see that for such values of b(t) and c(t) the condition (4) is
satisfied. In Section 5 we show how to get wide families of non-stationary solutions for the subclass
of equations, whose coefficients satisfy (4) using the equivalence method.
Equivalence transformations allow us to simplify the initial class essentially. The arbitrary
element b(t) can be set to zero whereas a(t) to a nonzero constant, for example, to one. Indeed,
the transformation
t˜ =
∫
a2(t)dt, x˜ = x, u˜ = e−
∫
b(t)dtu (5)
maps class (1) to its subclass
ut = uxx − c(t)u3. (6)
The tildes in the latter equation are omitted.
Admissible transformations of the class (6) can be easily derived from Theorem 1, where we set
a˜2 = a2 = 1 and b˜ = b = 0. It guarantees the complete result since superclass (1) of class (6), is
normalized. The result is summarized in the following statement.
Theorem 3. Class (6) is normalized. The equivalence groupoid of (6) is generated by transfor-
mations which form its usual equivalence group G∼1 :
t˜ = δ1
2t+ δ0, x˜ = δ1x+ δ2, u˜ = δ3u, c˜(t˜) =
1
δ12δ32
c(t),
where δi, i = 0, 1, 2, 3, are arbitrary constants with δ1δ3 6= 0.
Therefore, we reduce the problem of classification of reduction operators for class (1) up to the
G∼-equivalence to the similar problem for class (6), that contains only one arbitrary element c(t),
up to the G∼1 -equivalence.
3 Lie symmetries
The group classification problem for the class (6) is performed using the standard technique [35, 39].
We search for operators of the form
X = τ(t, x, u)∂t + ξ(t, x, u)∂x + η(t, x, u)∂u, (7)
which generate one-parameter Lie groups of point symmetry transformations for equations from
class (6). Here we require that
X(2)
{
ut − uxx + c(t)u3
}
= 0
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Table 1: The group classification of class (6) up to the G∼1 -equivalence.
no. c(t) Basis of Amax
0 ∀ ∂x
1 εtρ ∂x, 2t∂t + x∂x − (ρ+ 1)u∂u
2 εe±t ∂x, 2∂t ∓ u∂u
3 ε ∂x, ∂t, 2t∂t + x∂x − u∂u
Here ρ is an arbitrary nonzero constant, ε = ±1 mod G∼1 .
modulo equations (6), whereX(2) is the second prolongation of the operator X [35]. Firstly, we note
that, since the class (6) is an evolution equation which is a polynomial in the pure derivatives of u
with respect to x, it can be shown that τ = τ(t) and ξ = ξ(t, x) [26]. Using these simplifications,
after elimination of ut, the above equation takes the form
(2ξx − τt)uxx − ηuuu2x + (ξxx − ξt − 2ηxu)ux + (ctτ + cτt − cηu)u3 + 3cηu2 + ηt − ηxx = 0.
The coefficients of the derivatives of u with respect to x in this identity provide a system of
determining equations that enable us to derive the functional forms of the coefficient functions τ , ξ
and η and also that of the arbitrary element c(t). From the coefficients of uxx, u
2
x and ux we find
that
ξ = 12τtx+ ψ(t), η = −
(
1
8τttx
2 + 12ψtx− ϕ(t)
)
u+ ζ(t, x).
Using these results, the term independent of derivatives implies that ζ = 0, τ = κ1t+ κ2, ψ = κ3,
ϕ = κ4 and c(t) satisfies the relation
(κ1t+ κ2)ct + (κ1 + 2κ4)c = 0, (8)
where κi, i = 1, 2, 3, 4, are arbitrary constants. Therefore, the infinitesimal generators (7) have the
general form
X = (κ1t+ κ2)∂t +
(
1
2κ1x+ κ3
)
∂x + κ4u∂u.
Equation (8) is the classifying equation that appears during solving the group classification prob-
lems rather frequently, see, for example, [46, 58]. If c(t) is an arbitrary function then the classifying
equation gives κ1 = κ2 = κ4 = 0. The corresponding basis of the maximal Lie symmetry alge-
bra Amax is the one-dimensional algebra 〈∂x〉. The extensions of the maximal Lie symmetry algebra
are possible if and only if c(t) is power or exponential function of t, or a constant. Therefore, c(t)
either takes the form c(t) = εtρ or c(t) = εe±t, where ρ is an arbitrary constant, and ε = ±1
modulo the equivalence transformations (3). Substituting these forms of c(t) into equation (8) we
get the corresponding values of κi, i = 1, 2, 3, 4, and write down the bases of A
max. The results are
summarised in the following theorem.
Theorem 4. The kernel of maximal Lie symmetry algebras of equations from the class (6) is
the one-dimensional algebra 〈∂x〉. A complete list of G∼-inequivalent Lie symmetry extensions in
class (6) is exhausted by the cases 1–3 given in Table 1.
Table 1 represents also the group classification results for class (1) up to the G∼-equivalence.
We recall that a2(t) = 1 mod G∼, b(t) = 0 mod G∼ for all the cases of Lie symmetry extension.
For the practical use of the group classification results it is convenient to have also the list
of Lie symmetry extensions which is not simplified by equivalence transformations. To get such
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Table 2: The group classification of class (1) without usage of the equivalence group.
no. c(t) Basis of Amax
0 ∀ ∂x
1 µa2e−2
∫
b dt(γT + δ)ρ ∂x,
2
a2
(γT + δ)∂t + γx∂x +
(
2
a2
(γT + δ)b− (ρ+ 1)γ)u∂u
2 µa2eσT−2
∫
b dt ∂x,
2
a2
∂t +
(
2b
a2
− σ)u∂u
3 µa2e−2
∫
b dt ∂x,
1
a2
(∂t + bu∂u) ,
2
a2
∂t + x∂x +
(
2b
a2
− 1)u∂u
Here a = a(t) and b = b(t) are arbitrary nonvanishing smooth functions, T =
∫
a2(t) dt; µ, σ,
δ and ρ are arbitrary constants with µσρ 6= 0.
a list we use the algorithm described in [52]. Firstly we write down the most general forms of the
function c(t) that correspond to equations from class (6) with Lie symmetry extensions. These are
the cases:
1) c(t) = µ(γt+ δ)ρ: Amax = 〈∂x, 2(γt+ δ)∂t + γx∂x − γ(ρ+ 1)u∂u〉;
2) c(t) = µeσt: Amax = 〈∂x, 2∂t − σu∂u〉;
3) c(t) = µ: Amax = 〈∂x, ∂t, 2t∂t + x∂x − u∂u〉.
Here µ, γ, ρ and σ are arbitrary nonzero constants and δ is an arbitrary constant.
Using the transformation (5) and the latter classification list it’s easy to obtain the classification
list for class (1) where arbitrary elements are not gauged by the equivalence transformations. The
results are summarized in Table 2. The latter list reveals the Newell–Whitehead–Segel equations
which are of more interest for applications and for which the classical Lie reduction method can be
utilized. It is also necessary for the study of nonclassical reduction operators that we perform in
the next section to get truly nontrivial ones, i.e., those which are not equivalent to Lie reduction
operators.
4 Nonclassical method
Given a (1+1)-dimensional evolution equation with the independent variables t and x and the
dependent variable u, its reduction operators have the general form (7) with (τ, ξ) 6= (0, 0). The
reduction operators (7) with nonvanishing coefficients of ∂t are regular, and the other its reduction
operators are singular [27]; see also [6]. The singular case τ = 0 was exhaustively investigated for
general evolution equation in [27, 63].
Consider the case τ 6= 0. We can assume τ = 1 up to the usual equivalence of reduction
operators. This equivalence relation means that reduction operators X and X˜ are equivalent if
X˜ = Λ(t, x, u)X, where Λ(t, x, u) is a nonvanishing smooth function of its arguments. Then the
nonclassical invariance criterion implies the following determining equations for the coefficients ξ
and η, and also for the arbitrary element c(t):
ξuu = 0, ηuu = 2(ξxu − ξξu),
ηt − ηxx + 2ξxη + (2ξx − ηu) cu3 + 3ηcu2 + ctu3 = 0,
ξt − ξxx + 2ξξx − 2ξuη + 2ηxu − 3ξucu3 = 0.
(9)
Integration of the first two equations of system (9) gives us the following expressions for the coef-
ficients ξ and η
ξ = fu+ g, η = −13f2u3 + (fx − fg)u2 + hu+ k,
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where f = f(t, x), g = g(t, x), h = h(t, x) and k = k(t, x). We further substitute the derived forms
of ξ and η into the rest two equations of system (9) and split the resulting equations with respect to
variable u. This leads to a system of nine determining equations involving operator coefficients f ,
g, h, and k as well as the arbitrary element c(t) of class (9). One of the equations is f(9c−2f2) = 0.
The further consideration splits into two cases f 6= 0 and f = 0.
I. If f 6= 0, then 9c− 2f2 = 0, which means fx = 0 and f is a function of t only. Then the rest
of the determining equations imply g = k = 0, h = α, f = βe2αt, and c = 29β
2e4αt, where α and
β 6= 0 are constants. Therefore, the equation
ut = uxx − 2
9
β2e4αtu3 (10)
admits the nonclassical reduction operator
X1 = ∂t + βe
2αtu∂x +
(
α− 1
3
β2e4αtu2
)
u∂u.
The constants α and β can be additionally gauged by equivalence transformations, see case 1 of
Table 3.
II. If f = 0, then k = 0, h = −gx − 12 c˙c and the rest of the determining equations are
gt + 2ggx − 3gxx = 0,
gtx + 2g
2
x − gxxx +
c˙
c
gx +
1
2
d
dt
(
c˙
c
)
= 0.
This system of two partial differential equations for the function g(t, x), one of which involves
arbitrary element c(t) of the class. The investigation of compatibility of this system implies that c(t)
can be only a power, exponential or constant function, otherwise the system is inconsistent. Truly
non-Lie reduction operators arise only if c(t) is either an exponential function or a constant. The list
of the equations admitting nontrivial nonclassical reduction operators with ξu = 0 is the following:
ut = uxx − µu3 :
X2 = ∂t − 3
x
∂x − 3
x2
u∂u.
ut = uxx − µeσtu3 : (11)
X3 = ∂t − 3
2
√
σ tanh
(√
σ
2
x
)
∂x − 3
4
σ
(
tanh2
(√
σ
2
x
)
− 1
3
)
u∂u, σ > 0;
X4 = ∂t − 3
2
√
σ coth
(√
σ
2
x
)
∂x − 3
4
σ
(
coth2
(√
σ
2
x
)
− 1
3
)
u∂u, σ > 0;
X5 = ∂t +
3
2
√−σ tan
(√−σ
2
x
)
∂x +
3
4
σ
(
tan2
(√−σ
2
x
)
+
1
3
)
u∂u, σ < 0.
Here µ and σ are arbitrary nonzero constants. Both of them can be gauged by the equivalence
transformations to be equal to 1 or −1 depending on their signs, namely µ 7→ sgnµ, and σ 7→ sgnσ.
We summarize the results on classification of nonclassical reduction operators of equations (6) up
to the G∼1 -equivalence in Table 3. In all the cases of Table 3 ε = ±1. The same table represents the
results on classification of nonclassical reduction operators of equations (1) up to theG∼-equivalence
(a(t) = 1 mod G∼ and b(t) = 0 mod G∼ in this case).
Theorem 2 implies that equations (10) and (11) are reducible to constant coefficient Newell–
Whitehead–Segel equations (1) by equivalence transformations from the group G∼. Indeed, the
transformation
t˜ = t, x˜ = x, u˜ = e
σ
2
tu
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Table 3: Nonclassical reduction operators of equations (6).
no. c(t) Reduction operators
1 e±t ∂t + 3
√
2
2 e
± 1
2
tu∂x − 12
(
3e±tu2 ∓ 12
)
u∂u
εet ∂t − 32 tanh
(
1
2x
)
∂x − 34
(
tanh2
(
1
2x
)− 13)u∂u
∂t − 32 coth
(
1
2x
)
∂x − 34
(
coth2
(
1
2x
)− 13)u∂u
εe−t ∂t + 32 tan
(
1
2x
)
∂x − 34
(
tan2
(
1
2x
)
+ 13
)
u∂u
2 ε ∂t − 3x∂x − 3x2u∂u
maps equation (11) to the equation
u˜t˜ = u˜x˜x˜ +
σ
2
u˜− µu˜3.
The latter observation means that direct reduction of equations (10) and (11) using the nonclassical
symmetry operators is not the optimal way for finding their exact solutions. More convenient way
is the reduction of their constant coefficient counterparts (or immediate usage of exact solutions of
constant coefficient equations, if such solutions are known) and then derivation of exact solutions
by the equivalence method, see the related discussion in [48]. The next section is devoted to
construction of exact solutions for equations from class (1) using the equivalence transformations.
5 Exact solutions
Theorem 2 implies that equations of the form
ut = a
2(t)uxx +
(
λa2(t) +
a˙(t)
a(t)
− 1
2
c˙(t)
c(t)
)
u− c(t)u3, (12)
where a(t) and c(t) are nonvanishing smooth functions and λ is a nonzero constant, are similar to
the constant-coefficient equation
ut = uxx + εu− u3 (13)
with ε = sgnλ. The latter equation is well studied by various techniques and a number of its
exact solutions are known, see, e.g., [41, p. 177] and [54], and references therein. The similarity is
established by the transformation
t˜ = |λ|
∫
a2(t)dt, x˜ =
√
|λ|x, u˜ = 1
a(t)
√
c(t)
|λ| u. (14)
for the case λ 6= 0 and by the transformation
t˜ =
∫
a2(t)dt, x˜ = x, u˜ =
√
c(t)
a(t)
u, (15)
otherwise. There are obvious restrictions for this transformations to connect two real valued exact
solutions for the physical case t > 0. It works fine for all functions c(t) > 0 when t > 0, for example
for power coefficient c(t) that is used most frequently in applications.
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We illustrate the possibility of generation of solutions for equations (12) by the following example.
The transformation (14) maps the known traveling wave solution
u =
1
2
− 1
2
tanh
(√
2
4
x− 3
4
t
)
of the constant-coefficient equation (13) with ε = 1 [59] to new exact solution
u =
1
2
a(t)
√
λ
c(t)
(
1− tanh
(√
2λ
4
x− 3
4
λ
∫
a2(t)dt
))
of variable-coefficient equation (12) with λ > 0 and c(t) > 0 for t > 0.
A number of other exact solutions of the equation (13) are collected in [32, 41, 54]. We consider
the exact solutions of the equation (13) collected in [54] and apply to them either transforma-
tion (14) in the case λ 6= 0 or transformation (15), otherwise. As a result we obtain wide families
of exact solutions of variable coefficient Newell–Whitehead–Segel equations (12).
Hereafter T = |λ| ∫ a2(t)dt; the functions cn(z, k), sn(z, k), and ds(z, k) are Jacobian elliptic
functions [60].
λ > 0:
u = a(t)
√
λ
c(t)
C1 exp
(√
2λ
2 x
)
− C ′1 exp
(
−
√
2λ
2 x
)
C2 exp
(−32T )+ C1 exp(√2λ2 x)+ C ′1 exp(−√2λ2 x) ,
u = a(t)
√
λ
c(t)
C1 exp
(
3
2T
)
sinh
(√
2λ
2 x
)
ds
(
C1 exp
(
3
2T
)
cosh
(√
2λ
2 x
)
+ C2,
√
2
2
)
,
u = a(t)
√
λ
c(t)
C1 exp
(
3
2T
)
cosh
(√
2λ
2 x
)
ds
(
C1 exp
(
3
2T
)
sinh
(√
2λ
2 x
)
+ C2,
√
2
2
)
,
u = a(t)
√
λ
c(t)
C1
2
exp
(
3
2T
)
sinh
(√
2λ
2 x
)1 + cn(C1 exp (32T ) cosh (√2λ2 x)+ C2, √22 )
sn
(
C1 exp
(
3
2T
)
cosh
(√
2λ
2 x
)
+ C2,
√
2
2
) ,
u = a(t)
√
λ
c(t)
C1
2
exp
(
3
2T
)
cosh
(√
2λ
2 x
)1 + cn(C1 exp (32T ) sinh(√2λ2 x)+ C2, √22 )
sn
(
C1 exp
(
3
2T
)
sinh
(√
2λ
2 x
)
+ C2,
√
2
2
) .
λ < 0:
u = a(t)
√
−λ
c(t)
sin
(√−2λ
2 x
)
C2 exp
(
3
2T
)
+ cos
(√−2λ
2 x
) ,
u = a(t)
√
−λ
c(t)
C1 exp
(−32T ) sin(√−2λ2 x) ds(C1 exp (−32T ) cos(√−2λ2 x)+ C2, √22 ) ,
u = a(t)
√
−λ
c(t)
C1
2
exp
(−32T ) cos(√−2λ2 x)1 + cn
(
C1 exp
(−32T ) sin(√−2λ2 x)+ C2, √22 )
sn
(
C1 exp
(−32T ) sin(√−2λ2 x)+ C2, √22 ) .
λ = 0:
u = 2
√
2x
a(t)√
c(t)
ds
(
x2 + 6
∫
a2(t)dt,
√
2
2
)
,
9
u =
√
2x
a(t)√
c(t)
1 + cn
(
x2 + 6
∫
a2(t)dt,
√
2
2
)
sn
(
x2 + 6
∫
a2(t)dt,
√
2
2
) ,
u =
a(t)√
c(t)
2
√
2x
x2 + 6
∫
a2(t)dt
, u =
a(t)√
c(t)
√
2
x
,
u =
√
2
a(t)√
c(t)
ds
(
x,
√
2
2
)
, u =
√
2
2
a(t)√
c(t)
1 + cn
(
x,
√
2
2
)
sn
(
x,
√
2
2
) .
As equation (6) admits the equivalence transformation of the alternating sign u 7→ −u all the
above presented solutions can also have the forms with the opposite sign.
6 Conclusion
We have performed an extended group analysis of variable coefficient Newell–Whitehead–Segel (1).
Along with the classical group classification problem a more difficult classification problem of
nonclassical reduction operators (Q-conditional symmetries) has been solved. We have also derived
the equivalence groupoid and the criterion of reducibility of variable coefficient Newell–Whitehead–
Segel equations to constant coefficient equations from the same class. The latter results form a basis
for the usage of the equivalence method for finding exact solutions. As a result wide families of
exact solutions for variable coefficient Newell–Whitehead–Segel (1) have been constructed.
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