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Abstract
Hyperparameter tuning or optimization plays a central role in the automated ma-
chine learning (AutoML) pipeline. It is a challenging task as the response surfaces
of hyperparameters are generally unknown, and the evaluation of each experiment
is expensive. In this paper, we reformulate hyperparameter optimization as a kind
of computer experiment and propose a novel sequential uniform design (SeqUD) for
hyperparameter optimization. It is advantageous as a) it adaptively explores the hy-
perparameter space with evenly spread design points, which is free of the expensive
meta-modeling and acquisition optimization procedures in Bayesian optimization; b)
sequential design points are generated in batch, which can be easily parallelized; and c)
a real-time augmented uniform design (AugUD) algorithm is developed for the efficient
generation of new design points. Experiments are conducted on both global optimiza-
tion tasks and hyperparameter optimization applications. The results show that SeqUD
outperforms related hyperparameter optimization methods, which is demonstrated to
be a promising and competitive alternative of existing tools.
Keywords: Automated machine learning, Hyperparameter optimization, Sequential
augmentation, Uniform designs
1 Introduction
Complex machine learning models are becoming increasingly popular due to their strong
predictive performance. Meanwhile, the number of hyperparameters for these models also
explodes, and we often have to spend considerable time and energy on hyperparameter
tuning (Probst et al., 2019). This procedure is indeed essential but very tedious. Moreover,
a manual tuning procedure often fails to achieve the best model performance, and it may
sometimes lead to the critical reproducibility issue. Recently, automated machine learning
(AutoML) has attracted extensive attention, which highlights the automatic procedure of
hyperparameter tuning.
In this paper, the classical design of computer experiments technique is introduced to
solve the hyperparameter optimization problem with the purpose of maximizing algorithm
prediction accuracy. As shown in Figure 1, a sequential uniform design (SeqUD) approach
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Figure 1: Hyperparameter optimization pipeline reformulated as a kind of computer exper-
iment based on sequential uniform designs.
is proposed for hyperparameter optimization. It is a multi-stage coarse-to-fine optimization
framework based on uniform exploration and sequential exploitation. At each stage, the
search space is automatically adjusted, and a new batch of design points is augmented with
uniformity consideration.
The proposed approach has the following advantages as compared with the related work
introduced in Section 2: a) SeqUD is constructed in a sequential manner, where design points
are generated based on the preliminary information of existing design points; b) SeqUD is
built upon uniform designs, which tends to have a better exploration of the search space; c)
SeqUD is free from the time-consuming surrogate modeling and acquisition optimization in
Bayesian optimization; and d) design points generated at the same stage could be evaluated
in parallel, which brings additional computation efficiency, especially for training large-scale
machine learning models.
The proposed method is tested through extensive synt.pnghetic global optimization tasks
and real-world hyperparameter optimization experiments. We consider optimizing sup-
port vector machine (SVM), extreme gradient boosting (Xgboost), and a machine learn-
ing pipeline which involves feature preprocessing, feature engineering, model selection, and
hyperparameter optimization. The results based on a large amount of regression and clas-
sification datasets demonstrate that the proposed SeqUD is competitive or even better as
compared to existing Bayesian optimization methods. In summary, we contribute to existing
literature from the following three aspects:
• We develop an efficient AugUD algorithm for the augmentation of uniform designs.
By considering the uniformity of existing design points and augmented design points,
AugUD is a new contribution to the experimental design community.
• The SeqUD framework serves as an alternative tool for Bayesian optimization. It treats
hyperparameter optimization as a special computer experiment and the optimization
efficiency is accordingly improved.
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• Moreover, two open-source Python packages are correspondingly developed, i.e., the
pyunidoe package that wraps efficient C++ codes for generating uniform designs and
the SeqUD package that implements the proposed SeqUD framework for hyperparam-
eter optimization.
The rest of this paper is organized as follows. Section 2 introduces some related literature.
In Section 3, we introduce the background of uniform designs and the AugUD algorithm. In
Section 4, a novel SeqUD framework is proposed for hyperparameter optimization. A large
amount of global optimization and hyperparameter optimization experiments are conducted
with the results being presented and discussed in Section 5 and Section 6, respectively.
Finally, we conclude in Section 7 and outline future research directions.
2 Related Work
In this section, existing hyperparameter optimization methods are reviewed and summarized,
which can be categorized into non-sequential and sequential methods.
2.1 Non-sequential Methods
Non-sequential methods are extensively used in practice, as they are easy to implement, and
different design points can be evaluated in parallel. For models, e.g., SVM with two critical
hyperparameters, it is common practice to use the exhaustive grid search method (Chang
and Lin, 2011). Random search is an alternative baseline of grid search, where design points
are randomly generated (Bergstra and Bengio, 2012). It is suggested that random search is
more flexible and useful for tasks with low effective dimensionality.
The space-filling designs are optimal strategies when no prior information is available
(Crombecq et al., 2011), e.g., uniform designs (Fang et al., 2000), Sobol sequences (Sobol,
1998) and Latin hypercube sampling (LHS; Kenny et al., 2000). These methods can generate
design points (also their subspace projections) with a low discrepancy. Given the same
number of maximal runs, space-filling designs could have a lower risk of missing the optimal
location, as compared to random search. We demonstrate grid search, random search, Sobol
sequences, and uniform designs in Figure 2, where 20 design points are generated in a
2-D space for each method. In random search, it is observed that many design points are
clustered, while lots of areas remain unexplored. Design points generated by Sobol sequences
seem to be more uniform as compared to random search. In contrast, uniform designs are
constructed by optimizing a certain uniformity criterion and are more likely to achieve the
best coverage of the search space.
2.2 Sequential Methods
Sequential methods are adaptive variants of non-sequential methods, where new design points
are iteratively generated based on existing information. Exploration and exploitation are
two conflicting objectives of sequential methods, where the former aims at having a better
understanding of the search space and the latter focuses on finding the global optimum.
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(a) Grid Search (b) Random Search
(c) Sobol Sequence (d) Uniform Design
Figure 2: An example that compares four different designs in a 2-D design space.
Bayesian optimization (Jones et al., 1998) is the most widely used sequential approach,
which works by sequentially sampling one-point-at-a-time in the search space. At each it-
eration, a surrogate model is fitted to model the relationship between design points and
evaluated outcomes. Then, the next design point can be generated by optimizing a prede-
fined acquisition function. Bayesian optimization has been quite successful in the area of
hyperparameter optimization. The three most influential works can be referred to as the GP
(Gaussian process)-EI (expected improvement) method (Snoek et al., 2012), the sequential
model-based algorithm configuration (SMAC; Hutter et al., 2011) and the tree-structured
parzen estimator (TPE; Bergstra et al., 2011).
GP-EI. The GP-EI method uses GP as the surrogate model and selects the next design
point by maximizing the EI acquisition function (Snoek et al., 2012):
αEI(x) = σ(x)
[
z∗Φ(z∗(x)) + φ(z∗(x))
]
, (1)
4
where z∗(x) = (µ(x) − y∗)/σ(x), y∗ is the observed maximum, and (µ(x), σ2(x)) are the
GP-predicted posterior mean and variance, respectively.
SMAC. SMAC incorporates EI as the acquisition function and random forest as the
surrogate model. Compared to GP, random forest can be easily scaled up to high-dimensional
settings and tends to be more flexible for handling discrete hyperparameters. The potential
drawback of SMAC lies in the estimated response surface is discontinuous, which makes the
optimization of acquisition function difficult (Shahriari et al., 2016).
TPE. The TPE method models p(x|y) instead of p(y|x). Then the EI acquisition func-
tion can be parameterized as
αEI(x) ∝
(
`(x)
g(x)
γ + 1− γ
)−1
, (2)
where y∗ is a quantile γ of the observed y values. Note the equation is slightly different from
its original form in Bergstra et al. (2011), as we define it as a maximization problem. The
functions g(x) and `(x) are the density of x|y as y ≥ y∗ and y < y∗, respectively, which can
be estimated by hierarchical Parzen estimators.
These methods have been implemented in various AutoML software or packages. For
example, the GP-EI method is implemented in Spearmint; the SMAC method appears in
SMAC3, Auto-WEKA (Kotthoff et al., 2017) and Auto-sklearn (Feurer et al., 2015); TPE is
warped in Hyperopt (Komer et al., 2014, Bergstra et al., 2015). There also exist other Au-
toML packages, including H2O’s AutoML interface, Google Cloud’s AutoML products, etc.
Various approaches have been developed under the framework of Bayesian optimization, for
instance, Bayesian optimization for high-dimensional tasks (Wang et al., 2013, Kandasamy
et al., 2015), collaborative hyperparameter tuning (Swersky et al., 2013, Bardenet et al.,
2013, Feurer et al., 2015), no-regret Bayesian optimization (Berkenkamp et al., 2019), and
parallelized Bayesian optimization (Snoek et al., 2012, Hutter et al., 2012), etc. For a com-
prehensive review, see Shahriari et al. (2016).
Except for Bayesian optimization, some other methods or techniques are also active in
related areas, for example, evolutionary methods (Escalante et al., 2009, Di Francescomarino
et al., 2018) and reinforcement learning (Lillicrap et al., 2015, Zoph and Le, 2016). To the
best of our knowledge, these methods generally require extensive computing resources and
are expensive in practice. There also exists literature that focuses on adaptive resource allo-
cation, where hyperparameter configurations with a higher probability to produce excellent
performance will be given more computing resources. Some recent works can be referred to
as Successive Halving and Hyperband (Domhan et al., 2015, Li et al., 2017).
A two-stage nested uniform design has been proposed for optimizing the two critical
hyperparameters of SVM (Huang et al., 2007). It can be viewed as a special case of our
SeqUD approach, where there exist 13 design points in the first stage and 9 design points in
the second stage. In contrast, our approach provides a general framework that can be used
for various machine learning algorithms.
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3 Augmented Uniform Design
The uniform design is one of the space-filling designs which can cover the search space
better than Sobol sequences and LHS. In this paper, we introduce the uniform design as a
fundamental component of the proposed SeqUD optimization framework.
Definition 1 (Uniform Designs) Given a design set Dn = {x1,x2, ...,xn} where each
element is a design point with s dimensions, uniform designs aim at scattering design points
evenly over the search space. Without loss of generality, we define the search space in a unit
hypercube Cs = [0, 1]s. The uniform design points are constructed to minimize a certain
discrepancy measurement:
φ(D∗n) = min
Dn⊂Cs
φ(Dn). (3)
The U-type uniform design is the most commonly used uniform design (Fang et al.,
2000). A U-type design with n runs, s factors, and q levels (for each factor) is denoted as
Un,s = (uij). It is also called balanced design as n is divisible by q and each column of Un,s
is a permutation of
{1, · · · , 1︸ ︷︷ ︸
n/q
, · · · , q, · · · , q︸ ︷︷ ︸
n/q
}. (4)
Note the design matrix can be transformed to its induced matrix Xn,s = (xij) within the
unit hypercube Cs = [0, 1]s by xij = (2uij − 1) /2q. Such a U-type design that minimizes a
certain discrepancy criterion is called a U-type uniform design, abbreviated as Un(q
s). For
illustration, a U-type design U20(20
2) with 20 runs, 2 factors, and 20 levels is provided, as
shown in Table 1. More details about uniform designs can be found in Fang and Wang (1990,
1994) and Fang et al. (2000, 2006, 2018).
The augmented uniform design is built upon uniform designs. In fact, the uniform design
can be viewed as a special case of the augmented uniform design when the initial design set
is empty, see the following definition.
Definition 2 (Augmented Uniform Designs) Suppose a design set Dn1 ⊂ Cs (with n1
runs) has already been evaluated. Augmented uniform designs aim at adding a new design
set Dn2 (with n2 runs) that minimizes the overall uniformity. Mathematically, the optimal
D∗n2 is obtained by
D∗n2 ← minDn2⊂Cs φ
([
Dn1
Dn2
])
. (5)
The uniformity of a design is usually measured by its discrepancy, and designs with lower
discrepancy are always preferred. The star discrepancy (Niederreiter, 1992) is probably
the most popularly used uniformity measurement. It is defined as the maximum deviation
between the empirical distribution and uniform distribution, as follows
φ(D∗n) = sup
x∈Cs
∣∣∣∣ |Dn ∩ [0, x)|N − Vol([0, x))
∣∣∣∣ , (6)
where the symbol | · | denotes the number of points in a set and Vol([0, x)) is the uniform
distribution function on the unit cube [0, x). The generalized `p-discrepancy (Hickernell,
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Runs x1 x2 Runs x1 x2
1 16 15 11 6 16
2 18 19 12 15 5
3 12 1 13 5 6
4 19 3 14 20 12
5 1 9 15 11 14
6 10 7 16 13 17
7 9 20 17 8 4
8 4 13 18 7 11
9 2 18 19 3 2
10 14 10 20 17 8
Table 1: An example of the U-type design table U20(20
2). The columns x1, x2 are factors
(also noted as hyperparameters in this paper). Each integer in these two columns represents
a level k ∈ {1, 2, ..., q}, which corresponds to (2k − 1)/2q in the design space.
1998) extends the star discrepancy. Among various generalized `p-discrepancies, the centered
`2-discrepancy (CD2) can be expressed with an analytically precise formula
CD2(Dn)
2 =
(
13
12
)s
− 2
n
n∑
k=1
s∏
j=1
(
1 +
1
2
∣∣∣∣xkj − 12
∣∣∣∣− 12
∣∣∣∣xkj − 12
∣∣∣∣2
)
+
1
n2
n∑
k=1
n∑
j=1
s∏
i=1
[
1 +
1
2
∣∣∣∣xki − 12
∣∣∣∣+ 12
∣∣∣∣xji − 12
∣∣∣∣− 12 |xki − xji|
]
.
(7)
The CD2 discrepancy can be intuitively interpreted as the relative proportion of design points
belonging to subregions of the search space (Hickernell, 1998). It has several appealing prop-
erties: a) easy to compute; b) projection uniformity over all sub-dimensions are considered;
c) reflection invariant around the plane xj =
1
2
(for any j = 1, · · · , s).
There also exist many other uniformity criteria including the wrap-around `2-discrepancy
(WD2) and the mixture `2-discrepancy (MD2). They share similar properties as compared
to CD2. For simplicity, we choose CD2 as the default criterion for generating and evaluating
uniform designs and augmented uniform designs throughout the paper.
3.1 Construction Algorithm
The augmented uniform design is a general concept and can be applied for augmenting vari-
ous existing designs. But in this paper, our objective is to develop a sequential optimization
framework and it is important to consider the uniformity of all design points. Therefore,
we limit our focus on constructing U-type augmented uniform designs. Due to the balance
requirement, we assume the total number of runs n = n1 + n2 should be divisible by q (i.e.,
q|n) and there exists an augmentation such that the existing design and the augmented
design constitute a balanced U-type design.
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The construction of U-type augmented uniform designs is a combinatorial optimization
problem, which is extremely difficult for large design tables. The enhanced stochastic evo-
lutionary (ESE) algorithm proposed by Jin et al. (2005) is the most influential work for
constructing space-filling designs. ESE is built upon threshold accepting (TA) and stochas-
tic evolutionary (SE), and a complicated procedure is designed to automatically control
the acceptance threshold. Recently, this algorithm has been implemented in the R pack-
age DiceDesign (Dupuy et al., 2015).
The ESE algorithm is capable of constructing a relatively good design given limited com-
putational resources and jumping out of locally optimal designs. However, the procedures
used in ESE are too much sophisticated. Inspired by ESE, we provide a simple but effective
AugUD algorithm for constructing augmented uniform designs. The proposed AugUD algo-
rithm is composed of two nested loops. The inner loop rolls over columns for element-wise
exchange while the outer loop adaptively changes the acceptance threshold. In the following,
we introduce the key components of AugUD.
Initialization. Generate an initialization of the augmented design as the current best
D∗n2 , where
([
Dn1
D∗n2
])
is a balanced U-type design. Note D∗n2 can be randomly generated
or user-specified as long as it satisfies the balance requirement.
Element-wise Exchange. Element-wise exchange is a basic procedure for searching
optimal designs (Fang et al., 2000, Jin et al., 2005). Given the current augmentation D∗n2 ,
we randomly exchange two elements of a selected column in the design table. Through the
element-wise exchange, a new design can be generated, which may have improved uniformity.
We can repeat this operation ME times to increase the chance of getting better designs.
Note it is not necessary to recompute the criterion (7) for each element-wise exchange. The
criterion function (7) is separable, and we only need to recalculate the corresponding parts
influenced by the exchange. This is an appealing property in practice which can help save a
lot of computational resources.
Threshold Accepting. The TA strategy is employed for jumping out of local optima.
The best candidate design Dn2 obtained by element-wise exchange can be accepted with
probability:
p = 1−min
(
1,max
(
0,
∆
Th
))
, (8)
where Th is the acceptance threshold for accepting suboptimal solutions and ∆ is the change
of the uniformity criterion:
∆ = φ
([
Dn1
Dn2
])
− φ
([
Dn1
D∗n2
])
. (9)
If a better design is found, it will be accepted with 100% probability. Meanwhile, a design
that is not better than but close to the current best may still be accepted with a probability
p, depending on ∆.
Adaptive Threshold. The selection of Th is a critical issue for the TA algorithm.
Accordingly, an adaptive updating algorithm for Th is proposed. In the beginning, it is
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initialized as
Th = γφ
([
Dn1
D∗n2
])
, (10)
where γ is a factor controlling the initial threshold. During optimization, the threshold Th
can be adaptively updated by:
Th =
{
Th/α if hi < η,
αTh otherwise,
(11)
where α is the scaling factor for adjusting the threshold. The symbol hi represents the hit
ratio in the ith iteration (outer loop). As hi is smaller than η, Th will be increased for more
exploration; otherwise when hi remains a large value, the threshold should be decreased for
better exploitation.
A formal description of this AugUD construction approach is given in Algorithm 1. Some
of the parameters in AugUD should be prespecified. In practice, we mimic the settings used
in Jin et al. (2005) and specify γ = 0.005 (the multiplier for initial acceptance threshold),
η = 0.1 (the hit ratio threshold for switching between exploration and exploitation), α = 0.8
(scaling factor for adjusting acceptance threshold), and ME = min{50, 0.2× n22(q− 1)/(2q)}
(the number of pairwise exchange). The numbers of loops are empirically determined as
Mouter = 50 and Minner = 100, which appear to work well in all tested cases. The AugUD
algorithm can be further enhanced by restarting multiple times with different random seeds,
and the one with the best uniformity criterion can be selected.
Software Implementation. The proposed AugUD algorithm and related functional-
ities have been wrapped and implemented in our open-source Python package pyunidoe 1.
The core algorithm is written using the C++ programing language, and we provide a lot
of user-friendly APIs in Python. It supports the generation of uniform designs and aug-
mented uniform designs under various uniformity criteria, e.g., CD2, WD2, and MD2. We
also include a database in pyunidoe which collects a large number of state-of-the-art U-type
uniform designs. These uniform designs can be directly obtained from pyunidoe and no
further computation is needed.
3.2 Advantages of AugUD
The concept of augmented uniform design is novel. The proposed AugUD algorithm serves
as an efficient tool for the design community, as the generation of augmented uniform designs
is rarely solved.
In the literature, a commonly used strategy for generating sequential designs is the nested
uniform design (Fang and Wang, 1994), in which a new uniform design is embedded into
existing designs. However, nested uniform designs do not consider the relationship between
new and existing design points. The AugUD algorithm provides a practical and fast solution
for augmenting design points subject to the overall uniformity. Thus, AugUD can avoid
nearby or duplicated design points and have a better exploration of the search space.
1https://github.com/ZebinYang/pyunidoe
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Algorithm 1: The proposed AugUD algorithm
Input: Dn1 (Existing Design), n1 (# Existing Runs), n2 (# Augmented Runs), s (#
Factors), q (# Levels), Mouter,Minner (# Outer and Inner Loops).
Output: The optimal augmented design D∗n2 .
1 Initialize D∗n2 and calculate Th by (10).
2 for i = 1, 2, ..., Mouter do
3 Set k = 0.
4 for j = 1, 2, ..., Minner do
5 Select the column j (mod s) of D∗n2 .
6 Randomly pick ME element pairs on the selected column.
7 Perform element-wise exchange for selected pairs and evaluate their criteria.
8 Choose the best candidate design and calculate p by (9).
9 Update D∗n2 and set k = k + 1 (with probability p).
10 end
11 Calculate the hit ratio hi = k/Minner.
12 Adaptively update Th by (11).
13 end
Experimentally, we consider a test scenario in which 5 design points are randomly ob-
tained from Un(n)
s for each s = 2, · · · , 24, and n = 8, · · · , 30, (n > s+ 5). These points are
treated as existing designs, and we then augment (n− 5) design points to the design space.
Three strategies are involved for augmentation, i.e., random augmentation, nested uniform
designs Un−5(n − 5)s, and AugUD. For a fair comparison, we use our pyunidoe package to
generate nested uniform designs and augmented uniform designs. To increase the success
rate, random augmentation is repeated 10 times, and the one with the best uniformity is
considered as the baseline. Nested uniform designs and AugUD are also repeated 10 times,
and we compare their CD2 with that of random augmentation. The improvement ratios
of AugUD and nested uniform designs against random augmentation for each (factor, run)
pair are reported in Figure 14 in the appendix. Then, a summary of the best designs found
in the 10 repetitions is provided. As shown in Figure 3a, the bars at x = 2 denotes the
improvement ratios averaged over all the best 2-factor designs with runs ranging from 8 to
30; while the bars at x = 24 only represent the improvement ratio of the best 30-run and
24-factor design found in the 10 repetitions.
Both AugUD and nested uniform designs show superior performance to random augmen-
tation regarding the overall uniformity, and AugUD performs significantly better than nested
uniform designs in all compared cases. In general, the improvement ratios show a decreasing
trend as the number of factors increases. That is, large-sized designs are generally hard to
optimize and it is possible the best designs found by AugUD or nested uniform designs are
still not optimal. In Figure 3b, the computing time of AugUD is slightly larger than that
of nested uniform designs, as the evaluation of (7) is a little bit expensive for large-sized
designs, i.e., n versus (n− 5).
For illustration, Figure 4 draws the results of adding 15 design points to 5 existing
design points in a 2-D design space. It can be observed that the augmented points by
10
(a) Improvement Ratios (b) Time Cost
Figure 3: Average results for generating design augmentation. (a) Improvement ratios of
nested uniform designs and AugUD against random augmentation; (b) Time cost.
random augmentation and nested uniform designs can be quite close to each other or existing
design points, while the proposed AugUD performs significantly better regarding space-filling
performance.
(a) Random Augmentation
CD2 = 0.02599
(b) Nested Augmentation
CD2 = 0.00326
(c) AugUD
CD2 = 0.00077
Figure 4: An example showing different augmentation methods in a 2-D design space. (a)
Random augmentation; (b) Nested uniform design; (c) AugUD. In each sub-figure, the 5 red
dots represent the existing design Dn1 and the 15 blue dots denote the augmented design
D∗n2 .
11
4 Sequential Uniform Design
Sequential uniform design (SeqUD) is a general multi-stage optimization framework that
incorporates a simple but effective sequential space halving strategy with uniform designs.
We first present the general SeqUD framework and its application for hyperparameter opti-
mization. Then, its benefits and limitations are further discussed.
4.1 SeqUD Framework
The SeqUD framework is composed of the following components, i.e., a) uniform designs for
initializing optimization; b) subspace zooming & level doubling for sequentially adjusting
the search space; c) sequential uniform design augmentation via AugUD.
Initial Design. At the first stage, a U-type uniform design Un(q
s) is generated. These
design points are evaluated through corresponding experiments. Note the number of initial
design points n and the level number q should be predetermined, by considering the com-
plexity of tasks. For problems with large design space, it is recommended to use more runs
and levels such that the initial design can better cover the search space. After initialization,
the following two steps are repeated until the maximal number of runs Tmax is reached.
Subspace Zooming & Level Doubling. At the jth stage (j ≥ 2), the search space is
halved into a subspace centering on the best-evaluated point, while the granularity, in turn,
will be doubled. That is, we center on the optimal point x∗j among all the evaluated design
points, and the search space is reduced with levels (for each factor i = 1, 2, ..., s)
Uj,i =
{
x∗j,i −
q − 1
2jq
, ..., x∗j,i, ..., x
∗
j,i +
q − 1
2jq
}
, (12)
when q is odd, or
Uj,i =
{
x∗j,i −
q − 2
2jq
, ..., x∗j,i, ..., x
∗
j,i +
1
2j
}
, (13)
when q is even. It is possible that the selected optimal center point is close to the search
boundary, and some parts of the reduced subspace can be outside of Cs. Accordingly,
we introduce a subspace shifting procedure to prevent this from happening. The reduced
subspace is moved perpendicularly towards the inner side of the search space until all the
levels are within Cs = [0, 1]s.
Sequential Augmentation via AugUD. The target of this step is to augment de-
sign points in the reduced subspace. As the level space defined in (12) or (13) collapses
existing design points on the new levels, new design points can be augmented via the Au-
gUD algorithm, such that the new design points and existing design points composite a new
Un(q
s).
A summary of the above procedures is provided in Algorithm 2. As the termination of
SeqUD is controlled by Tmax, the number of design points per stage should be accordingly
specified. In the beginning, the granularity is generally not sufficient for finding the optimal
point, e.g., for stages j ≤ 3; as the search space is halved sequentially, the search space will
be sufficiently small as, e.g., j ≥ 10. Further exploration over such a small region is somehow
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Algorithm 2: The proposed SeqUD framework
Input: Tmax (# Total Runs), n (# Runs per Stage), s (# Factors), q (# Levels).
Output: The optimal design point x∗ from all evaluations.
1 Generate an initial uniform design Un(q
s).
2 Evaluate each initial design point.
3 Collect the design-response pairs H = {(x1, y1), ..., (xn, yn)}.
4 Set stage j = 2 and T = n.
5 while True do
6 Reduce the space of interest by centering on x∗j = arg maxx∈H y.
7 Count the number of existing design points in the subspace as ne.
8 Calculate the number of new design points to be augmented as nj = n− ne.
9 if T + nj > Tmax then break;
10 Augment nj design points via the AugUD algorithm.
11 Evaluate each augmented design point, and update H .
12 Set j = j + 1 and T = T + nj.
13 end
meaningless. Hence, the number of design points per stage should be roughly selected within
the range [Tmax/10, Tmax/3], considering the complexity of the task. For illustration, a two-
stage example of SeqUD is provided in Figure 5. It can be observed that the search space
is well covered by the initial uniform design. Moreover, the reduced subspace is centered on
the best-evaluated point, such that further optimization can be conducted.
Remark 1 A sequential random search (SeqRand) approach is proposed as a naive version
of SeqUD. It is based on the space halving strategy while design points at each stage are
randomly generated. Since uniformity is not a concern of SeqRand, the number of randomly
generated design points can be directly set to n for each stage. Moreover, SeqRand can also
be viewed as a sequential version of the random search.
4.2 SeqUD for Hyperparameter Optimization
In this part, we present the details of applying SeqUD for hyperparameter optimization.
Let f be a function that measures the performance of a machine learning algorithm with
hyperparameters θ = (θ1, θ2, ..., θd), where d denotes the number of hyperparameters to be
optimized. Our objective is to find the best hyperparameter configuration θ∗ that maximizes
f , which can be the cross-validation or hold-out validation score.
Hyperparameters are usually of different types and scales. To train a specific machine
learning algorithm, an essential step is to identify the tunable hyperparameters and cor-
responding search domains. Hyperparameters of machine learning algorithms may have
various ranges and formats, and it is necessary to do some preprocessing. In general, they
can be classified into three types, i.e., continuous (or numerical), integer-valued, and cate-
gorical. Continuous and integer-valued hyperparameters can be linearly transformed within
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Figure 5: A two-stage example of SeqUD in a 2-D space. The circle points represent the
initial uniform design via U20(20
2). The surrounding box serves as the subspace of interest
centered on the optimal design point x∗1 at the first stage, which is denoted by a square
point in green. At the second stage, a new design is augmented (blue points) considering
the overall uniformity.
the range [0, 1]. For categorical hyperparameters, one-hot encoding should be employed for
transformation.
SeqUD proceeds hyperparameter optimization as follows. First, as the initial uniform
design is constructed, we inversely transform these design points to their original forms. For
continuous hyperparameters, the inverse mapping can be directly implemented; while for
integer-valued hyperparameters, they should be rounded to the nearby integers. Each cate-
gorical hyperparameter is represented by multiple dummy variables so that the correspond-
ing design space dimension is greater than the number of hyperparameters. The encoded
dummy variables are inversely transformed to corresponding hyperparameters by taking the
arg max operation. More detailed discussion for handling categorical and integer-valued
hyperparameters can be referred to as Garrido-Mercha´n and Herna´ndez-Lobato (2018).
All the generated hyperparameter configurations are then evaluated by training the ma-
chine learning algorithm and calculating the predefined evaluation metric. The best perform-
ing configuration is selected for further investigation at the next stage. Through subspace
zooming & level doubling, new design space will be generated, and the AugUD algorithm
can be used to augment sequential design points. After the optimization terminates, the
machine learning model will be configured with the optimal hyperparameters and refitted to
the whole training data.
Software Implementation. The above-mentioned procedures are wrapped in our
Python package SeqUD 2. It includes the proposed SeqUD method and some related bench-
mark methods with an interface to the well-known machine learning platform scikit-learn.
In addition to the proposed SeqRand and SeqUD, APIs for some non-sequential methods
are also provided, including grid search, random search, uniform designs, Latin hypercube
2https://github.com/ZebinYang/SeqUD
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sampling (by Python package pyDOE) and Sobol sequences (by Python package sobol seq).
Moreover, the three classic Bayesian optimization methods are also included by using the
interfaces of Hyperopt, Spearmint, and SMAC3, see the manual 3 for details.
4.3 Discussion
The idea behind the proposed SeqUD framework is simple and intuitive. It uses the space
halving strategy to readjust the search space, and the main difference between SeqUD and
other space halving-based approaches lies in its uniformity consideration. Compared to
methods like coarse to fine grid search, a) SeqUD is not limited to low-dimensional problems;
b) the uniformity of new design points with existing design points are considered. Thus,
it should have better optimization performance. We summarize its advantages into the
following four aspects.
• SeqUD shares the benefits of all the other sequential methods. Except for the initial
design, design points in SeqUD are sequentially constructed based on the preliminary
information of existing design points. This procedure is more flexible and efficient than
non-sequential methods, e.g., grid search and random search.
• SeqUD makes a good balance between exploration (by uniform designs) and exploita-
tion (by sequential space halving). For complicated hyperparameter response surfaces,
SeqUD is less likely to be trapped into local areas as the design points are uniformly
located in the area of interest.
• SeqUD is free from the surrogate modeling and acquisition optimization used in Bayesian
optimization. These procedures are all difficult tasks. For example, the GP model may
fail when design points are close to each other; building a random forest on the hy-
perparameter space may be expensive as compared to conducting the experiments;
in high-dimensional settings, to find the best design point using the fitted surrogate
model is also time-consuming. In contrast, new design points in SeqUD can be quickly
generated without too much computation.
• Design points generated at the same stage can be evaluated in parallel. Given suffi-
cient computing resources, this property will bring significant computation efficiency,
especially for training large-scale machine learning algorithms. Methods like GP-EI,
SMAC, and TPE, are initially designed to select new design points one-by-one, which
may lead to a waste of computing resources. There also exist some strategies for speed-
ing up computations for Bayesian optimization methods (Snoek et al., 2012, Hutter
et al., 2012), while the optimization performance may be sacrificed. Also, these meth-
ods are not natural for performing parallelization (Shahriari et al., 2016).
The possible limitation of SeqUD, SeqRand, and all the other space halving strategies lies
in the local optimum problem. There still exists some probability for SeqUD being trapped
into local optimum. This problem can be mitigated by performing more exploration of the
search space, and in practice, the following two ways can be used to enhance the exploration.
3https://zebinyang.github.io/SeqUD/
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• Employ more design points per stage for complex tasks, such that the algorithm is less
likely to be trapped into local optimal areas.
• Multiple shooting, i.e., except for centering on the best-evaluated point, we may si-
multaneously search the nearby subspace of the second- and third-best points (if they
are distant from each other).
Given a sufficient number of runs, these two strategies may help improve the success
rate of optimization. However, as the total budget is usually limited, the trade-off between
exploration and exploitation still exists.
5 Experiments for Global Optimization
Extensive synthetic functions are involved to test the performance of SeqUD on global opti-
mization tasks. The benchmark models include grid search (Grid), random search (Rand),
Latin hypercube sampling (LHS), Sobol Sequences (Sobol), uniform designs (UD), sequential
random search (SeqRand), GP-EI, SMAC, and TPE. A total budget of 100 runs is allowed
for each method, and grid search is only tested on 2-D tasks.
All the benchmark methods are kept to their default settings. In SeqUD, we set the
number of runs and levels per stage as n = q = 15 when s ≤ 5; otherwise, we use n =
q = 25 for higher-dimensional tasks. This setting compromises exploration and exploitation
and works well in our experiments. For a fair comparison, the SeqRand approach is also
configured with 15 or 25 runs per stage (depending on s). All the global optimization
experiments are repeated 100 times.
5.1 Synthetic Examples
The working mechanism of each compared method is investigated through two 2-D synthetic
functions.
Cliff Function. The first example is obtained from Haario et al. (1999, 2001). As shown
in Figure 6a, its mesh plot looks like a “cliff”, where the non-zero-value area is narrow and
long.
f1 (x1, x2) = exp
{
−1
2
x21
100
− 1
2
(
x2 + 0.03x
2
1 − 3
)2}
,
x1 ∈ [−20, 20], x2 ∈ [−10, 5].
(14)
Octopus Function. The second scenario is much more complicated, with multiple local
extrema within the response surface (Renka and Brown, 1999). Accordingly, we name it
“octopus” due to its shape as shown in Figure 7a.
f2(x1, x2) =2 cos(10x1) sin(10x2) + sin(10x1x2),
x1, x2 ∈ [0, 1].
(15)
The goal is to find the maximal values using the compared methods. For demonstra-
tion, the evaluated design points of SeqUD are visualized in Figure 6b and Figure 7b; the
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(a) 3-D Surface (b) SeqUD Evaluated Points
Figure 6: The 3-D surface of the cliff function and SeqUD evaluated points against the
ground truth contour plot.
(a) 3-D Surface (b) SeqUD Evaluated Points
Figure 7: The 3-D surface of the octopus function and SeqUD evaluated points against the
ground truth contour plot.
corresponding plots for benchmark methods are placed in Figure 15 and Figure 16 in the
appendix. Some interesting results are observed. In the cliff function, SMAC, TPE, and all
the non-sequential methods use lots of design points in less promising areas. The SeqRand
method takes benefits of the space halving strategy and can finally find the global optima.
However, as randomly generated samples are not representative, SeqRand is less efficient as
compared to SeqUD. Similar results could be found in the octopus function. For example,
SeqRand, TPE, and GP-EI are trapped in a sub-optimal area; the best location found by
SMAC is close to but not exactly the global optimum. In contrast, the proposed SeqUD
approach tends to be more promising as it successfully finds the correct area and achieves
the best performance.
Table 2 reports the final optimization results of all compared methods, where the best
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Table 2: The optimization results of cliff and octopus functions.
DataSet Grid Sobol UD Rand LHS SeqRand TPE SMAC GP-EI SeqUD
cliff 0.869±0.0 0.877±0.0 0.983±0.0 0.907±0.082 0.931±0.063 0.961±0.098 0.973±0.026 0.913±0.102 0.994±0.036 1.000±0.0
octopus 2.889±0.0 2.778±0.0 2.849±0.0 2.784±0.136 2.805±0.132 2.904±0.157 2.858±0.113 2.857±0.163 2.898±0.198 2.996±0.0
(a) Cliff (b) Octopus
Figure 8: The optimization results against the number of runs of the two example func-
tions. Each point is averaged over 100 repetitions, and the areas between the 5th and 95th
percentiles are shadowed.
performing methods are highlight in bold and underlined results are significantly different
from the best one (with p-value 0.05). Sequential methods’ performance over the number of
runs is visualized in Figure 8. In the cliff function, SeqUD uses fewer designs points to reach
the best point. Given 100 runs, SeqUD performs slightly better than GP-EI, but no statistical
significance is observed. In particular, SMAC fails in this task, and its performance is close to
random search. For the octopus function, SeqUD achieves significantly better performance
as compared to all the benchmarks. SeqRand and GP-EI have similar performance at 100
runs, and both of them outperform SMAC and TPE in this task.
5.2 Systematic Investigation
A systematic investigation is conducted on extensive standard unconstrained global opti-
mization tasks summarized by Surjanovic and Bingham. Thirty-two out of the forty-seven
synthetic functions are selected using the following rules: a) one-dimensional optimization
problems are removed (too simple to use for comparison); b) tasks with global optimal points
exactly located at the center of the search spaces are removed, due to fairness consideration
(some of the compared methods routinely search the center). Table 3 provides more infor-
mation for these synthetic functions, in which they are grouped into 6 categories with 2 to
8 dimensions. Note some of the functions are allowed to have various dimensions. For pow-
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Table 3: The 32 synthetic functions for global minimization.
Category Function Name Abbr Dim Category Function Name Abbr Dim
Many
Local Minima
Bukin N. 6 bukin6 2
Bowl-Shaped
Perm 0, d, β perm0db 2
Cross-in-Tray crossit 2 Trid trid 2
Eggholder egg 2
Steep Ridges
or Drops
De Jong N. 5 dejong5 2
Holder Table holder 2 Easom easom 2
Langermann langer 2 Michalewicz michal 5
Levy levy 2 Beale beale 2
Levy N. 13 levy13 2
Other
Branin branin 2
Schwefel schwef 6 Colville colville 4
Shubert shubert 2 Goldstein-Price goldpr 2
Plate-Shaped
Booth booth 2 Hartmann 3-D hart3 3
McCormick mccorm 2 Hartmann 4-D hart4 4
Power Sum powersum 4 Hartmann 6-D hart6 6
Zakharov zakharov 4 Perm d, β permdb 2
Valley-Shaped
Six-Hump Camel camel6 2 Powell powell 4
Dixon-Price dixonpr 4 Shekel shekel 4
Rosenbrock rosen 8 Styblinski-Tang stybtang 6
(a) Ranks at 100 Runs (b) Average Ranks During Optimization
Figure 9: The ranks of compared methods across 32 synthetic functions.
ersum, zakharov, dixonpr, rosen, powell, and michal, we follow their recommended settings;
functions in the list (langer, levy, perm0db, trid, permdb) are set to have 2 dimensions;
finally, schwef and stybtang are set to have 6 dimensions.
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Similar to Table 2, the averaged optimization results over 100 repetitions are reported
in Table 5 in the appendix, in which all the listed results should be multiplied by the
corresponding scaling factors in the last column. To have a clear comparison of different
methods, we evaluate their relative performance using rank statistics. For each synthetic
function, the averaged results of all compared methods are ranked from 1 (the best) to 10
(the worst). A box plot for the rank statistics across the 32 synthetic functions is reported
in Figure 9a. The 5 sequential methods are also ranked (from 1 to 5) for every 10 runs, and
the ranks averaged over the 32 synthetic functions are reported in Figure 9b.
From the results, we can observe that sequential methods are in general superior to
non-sequential methods. Among the compared sequential methods, the proposed SeqUD
achieves the best overall performance. It ranks the first in more than half of the 32 synthetic
functions and second in another 7 functions. The overall performance of GP-EI is inferior to
SeqUD but better than other compared methods. GP-EI performs the best on 9 synthetic
functions, however, it also ranks the last in 5 functions. The rest three sequential methods,
i.e., SeqRand, SMAC and TPE, are slightly poorer than SeqUD and GP-EI.
Note two failure cases are observed in SeqUD, i.e., langer and holder. Both of these two
functions have a lot of local optimal regions. It is worth mentioning that SeqRand does not
fail in these two functions. That is because design points in SeqUD are constructed with
uniformity consideration, such that its design points are relatively stable across different
repetitions. If SeqUD fails in one repetition, it is likely to see it fails in another repeti-
tion. In contrast, SeqRand may have very different design points for different random seeds.
Therefore, it is possible that SeqRand outperforms SeqUD.
5.3 Ablation Study for 1000 Runs
An ablation study is further conducted with 1000 runs for each compared method. For
SeqUD, we increase the number of runs and levels (per stage) proportionally, i.e., n = q = 150
for s ≤ 5 and n = q = 250 for s > 5. The SeqRand approach is accordingly configured. Given
more runs, the design points of GP-EI tend to cluster. Such clustered design points may
make GP-EI extremely slow and even crash due to the singular matrix problem. Therefore,
we remove GP-EI from the benchmark list and all the other models are still employed here
for comparison.
Table 6 in the appendix presents the experimental results of this ablation study, which
applies the same formatting style as in Table 5. We calculate the rank statistics for each
synthetic function, and the corresponding box plots are shown in Figure 10. The ranks
based on 1000 runs are consistent with that of 100 runs. SeqUD still performs the best
in most of the synthetic functions, followed by SeqRand, TPE, SMAC, and all the non-
sequential methods. In the early stage of the optimization, SeqUD and SeqRand are shown
to have poorer performance than TPE and SMAC. For instance, both TPE and SMAC
are better than SeqUD at 100, 200, and 300 runs. As more design points are evaluated,
SeqUD gradually exceeds these two Bayesian optimization methods. Consistent patterns are
observed for SeqRand, while it needs more design points to exceed TPE and SMAC.
Given a larger number of design points per stage, SeqUD tends to achieve better perfor-
mance in 29 out of 32 synthetic functions. The results of SeqUD on langer and holder are
largely improved, and SeqUD even outperforms all the compared benchmarks at 1000 runs.
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(a) Ranks at 1000 Runs (b) Avergae Ranks During Optimization
Figure 10: The ranks of compared methods across 32 synthetic functions (with 1000 runs).
However, SeqUD also gets poorer results on 3 synthetic functions. Although to use a larger
number of design points per stage can have a better exploration of the search space, it is
still possible that the initial design points are scattered on local optimal regions.
6 Experiments for Hyperparameter Optimization
In addition to the global optimization tasks, we continue to test the proposed SeqUD frame-
work for hyperparameter optimization. The same settings are used as in Section 5, while
synthetic functions are changed to machine learning algorithms.
6.1 Experimental Setup
We consider 20 regression and 20 binary classification datasets obtained from the UCI ma-
chine learning repository and OpenML platform, in which we select the datasets with moder-
ate features and sample sizes. Each dataset is cleaned up by removing samples with missing
values and features that can be 100% represented by other features, as summarized in Table 4.
Before training, categorical features are preprocessed using one-hot encoding, and numerical
features are scaled within [0, 1]. For each dataset, we split 50% of the data samples for train-
ing, and the rest 50% is used for testing. Five-fold cross-validation (CV) performance in the
training set is employed as the optimization target. The root mean squared error (RMSE)
and accuracy score are employed as the evaluation criteria for regression and classification
tasks, respectively.
Two representative machine learning algorithms are first involved, i.e., support vector
machine (SVM) and extreme gradient boosting (Xgboost). A pipeline optimization task is
also considered which involves data preprocessing, feature engineering, model selection, and
hyperparameter optimization. Some of the compared methods are implemented with the
option to utilize dependence information among hyperparameters, which may be unfair for
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Table 4: The datasets for testing different hyperparameter optimization methods.
Regression Tasks Classification Tasks
Abbr DataSet Feature Size Abbr DataSet Feature Size
R1 no2 7 500 C1 breast cancer wisc diag 30 569
R2 sensory 11 576 C2 ilpd indian liver 10 583
R3 disclosure z 3 662 C3 credit approval 15 690
R4 bike share day 11 731 C4 breast cancer wisc 9 699
R5 era 4 1000 C5 pima 8 768
R6 treasury 15 1049 C6 tic tac toe 9 958
R7 airfoil 5 1503 C7 statlog german credit 24 1000
R8 wine red 11 1599 C8 pc1 21 1109
R9 skill craft 18 3395 C9 seismic bumps 15 2584
R10 abalone 8 4177 C10 churn 20 5000
R11 parkinsons tele 19 5875 C11 banana 2 5300
R12 wind 14 6574 C12 twonorm 20 7400
R13 cpu small 12 8192 C13 ringnorm 20 7400
R14 topo 2 1 266 8885 C14 jm1 21 10885
R15 combined cycle power plant 4 9568 C15 eeg eye state 14 14980
R16 electrical grid 11 10000 C16 magic telescope 10 19020
R17 ailerons 40 13750 C17 adult 14 32561
R18 elevators 18 16599 C18 nomao 118 34465
R19 bike share hour 12 17379 C19 bank marketing 16 45211
R20 california housing 8 20640 C20 electricity 8 45312
other methods. To eliminate its influence, we hide hyperparameters’ dependence information
throughout. All the experiments are conducted based on the scikit-learn platform and related
packages (e.g., xgboost).
SVM. We consider a classical 2-D hyperparameters optimization problem in SVM. The
popular Gaussian kernel is fixed, and we tune the 2 continuous hyperparameters, i.e., the
kernel parameter and penalty parameter. They are optimized in the base-2 log scale within
[2−16, 26] and [2−6, 216], respectively. The training algorithm of SVM is not scalable even
for datasets with moderate sample sizes. To save computing time, it is recommended to
use scikit-learn’s “SGDRegressor” or “SGDClassifier” (with hinge loss for regression and
epsilon insensitive loss for classification) after the “Nystroem” transformer. Here we use this
approach to handle datasets with more than 3000 samples. The number of components in
the “Nystroem” transformer is fixed to 500. The initial learning rate is set to 0.01 and we
use the “adaptive” optimizer to adjust the learning rate during optimization.
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Xgboost. Hyperparameter optimization of Xgboost is much more complicated than that
of SVM. Eight important hyperparameters in Xgboost are introduced, including booster
(categorical; “gbtree” or “gblinear”), maximum tree depth (integer-valued; within the range
[1, 8]), number of estimators (integer-valued; within the range [100, 500]), ratio of features in
each tree (continuous; within the range [0.5, 1]), learning rate (continuous; the base-10 log
scale within the range [10−5, 100]), minimum loss reduction (continuous; the base-10 log scale
within the range [10−5, 100]), `1 regularization (continuous; the base-10 log scale within the
range [10−5, 100]) and `2 regularization (continuous; the base-10 log scale within the range
[10−5, 100]).
Pipeline Optimization. In addition to optimizing the hyperparameters of a single
machine model, we move one step further to the challenging pipeline optimization task. In
particular, we consider data preprocessing (“MinmaxScaler” and “Standardizer”), feature
engineering (All Features, “SelectKBest”, and “PCA”), model selection (SVM and XGBoost)
and hyperparameter optimization for the selected model. Each of the first three steps, i.e.,
data preprocessing, feature engineering, and model selection can be treated as a categorical
hyperparameter. In data preprocessing, “MinmaxScaler” linearly maps each feature within
[0, 1]; “Standardizer” instead standardizes each feature with zero mean and unit variance.
While for feature engineering, “SelectKBest” selects the top-K features with the highest F-
values, and we tune K within [1,min{m, 20}] (m denotes the number features after one-hot
encoding); similarly, “PCA” denotes the principal component analysis, and the number of
principal components is selected within [1,min{m, 20}]. For the selected machine learning
model (either SVM or Xgboost), we use their corresponding hyperparameter optimization
configurations as mentioned above.
In total, six groups of tasks are involved, i.e., SVM-Regression (SVM-Reg), SVM-Classification
(SVM-Cls), XGBoost-Regression (XGB-Reg), XGBoost-Classification (XGB-Cls), Pipeline-
Regression (Pipe-Reg), and Pipeline-Classification (Pipe-Cls). We record the optimization
results regarding the 5-fold CV performance, computing time, and test set performance.
Each experiment is repeated 10 times. The final results are reported with average, standard
deviation, and statistical significance across the 10 repetitions.
6.2 Results Analysis
The 5-fold CV and test set results of hyperparameter optimization experiments on the 40
datasets are reported in Tables 7 to Table 18 in the appendix. Bold numbers indicate
the best performing methods, and results that are significantly different from the best are
underlined (with p-value 0.05). In particular, the RMSE results should be multiplied by the
corresponding scaling factors in the last column. The results are then analyzed from the
following perspectives.
Five-fold CV performance. As the optimization target, the 5-fold CV performance
directly reflects the optimization capability of each compared method. To make a clear com-
parison, we rank the compared methods according to their averaged results for each dataset,
as summarized in Figure 11. The sequential methods, in general, perform better than the
non-sequential methods. Meanwhile, no big difference is observed among the non-sequential
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(a) SVM-Reg (b) XGB-Reg (c) Pipe-Reg
(d) SVM-Cls (e) XGB-Cls (f) Pipe-Cls
Figure 11: The ranks of 5-fold CV performance across different tasks. Each sub-figure
represents one of the six tasks, and the boxes are drawn based on the averaged results of
corresponding 20 datasets.
methods, and none of them is consistently better than the else. Among the compared se-
quential methods, SeqUD outperforms or at least is equivalent to its counterpart methods
in most cases. With the same sequential strategy as SeqUD, SeqRand shows relatively su-
perior performance than random search, while it is still not as good as SeqUD. This further
confirms the advantage of uniform designs over pure random samples. The GP-EI method
works well on low-dimensional tasks (i.e., SVM), but it is less efficient for higher-dimensional
tasks (i.e., Xgboost and pipeline optimization). On the contrary, TPE and SMAC are more
robust in higher-dimensional tasks.
Computational Expense. The computing time required by each method is reported
in Figure 12. In SeqUD, augmented design points can be efficiently generated within a few
seconds. And in most time, this is negligible as compared to the complexity of training a
machine learning algorithm. Therefore, the time complexity of SeqUD is close to that of
simple non-sequential methods like grid search and random search. Moreover, when given
sufficient computing resource, the proposed SeqUD, SeqRand and all the non-sequential
methods can be further speed up by performing design point-level parallelization. Such
kind of parallelization will not sacrifice the optimization performance. However, Bayesian
optimization methods are less efficient regarding computing time. TPE and SMAC are both
fast for optimizing 2-D tasks, i.e., SVM; while for more complicated tasks, SMAC and GP-EI
would need more time to do surrogate modeling and acquisition optimization.
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Test Set Performance. Similarly, Figure 13 reports the ranks of test set performance
achieved by different methods. Generally speaking, methods that achieve better 5-fold CV
performance generally perform well on the test set. But we still observe the overfitting prob-
lem. For instance, sequential methods generally perform much better than non-sequential
methods regarding 5-fold CV performance; while for test set performance, their difference
is narrowed and some of the non-sequential methods even outperform sequential methods.
Basically, the generalization performance is not considered in typical hyperparameter opti-
mization frameworks. We denote this as an unsolved problem, which is worthy of further
investigation.
In a word, the proposed SeqUD approach shows a competitive performance for hyper-
parameter optimization, and it can be treated as an efficient alternative to state-of-the-art
Bayesian optimization methods.
7 Conclusion
In this paper, we propose a SeqUD framework for global optimization. A real-time AugUD
algorithm is proposed for fast design points augmentation. SeqUD combines the benefits of
uniform designs and sequential exploitation and is capable of optimizing complex black-box
problems. It balances exploration and exploitation and could be easily parallelized to save
computation time. Both synthetic function optimization and hyperparameter optimization
experiments are conducted. The results show the proposed SeqUD approach can be used as
an alternative to existing Bayesian optimization methods.
The proposed SeqUD still has some limitations that could be addressed in the future.
First, to prevent from SeqUD being trapped into local optima, the multiple shooting strategy
mentioned in Section 4 is worthy of investigation. Second, the generalization ability of
different hyperparameters should be incorporated into the optimization framework. Third,
to implement the current SeqUD approach, we still need to specify a suitable range of
hyperparameters and determine the number of runs/levels per stage. In the future, it is a
promising direction to extend SeqUD to a fully automated AutoML framework, e.g., for the
general network architecture search problem (Elsken et al., 2019).
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Appendix
(a) Nested Uniform Design (Mean) (b) AugUD (Mean)
(c) Nested Uniform Design (Standard Deviation) (d) AugUD (Standard Deviation)
Figure 14: Improvement ratios (%) of nested uniform design and AugUD against random
augmentation. For each sub-figure, the x-axis represents the number of factors and the y-axis
represents the number of runs.
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(a) Grid (b) Rand (c) LHS
(d) Sobol (e) UD (f) SeqRand
(g) TPE (h) SMAC (i) GP-EI
Figure 15: The evaluated design points by each benchmark method against the ground
truth contour plot of the cliff function. Each red point represents an evaluated point, and
the actual optimal point of the cliff function is located in the upper center area.
31
(a) Grid (b) Rand (c) LHS
(d) Sobol (e) UD (f) SeqRand
(g) TPE (h) SMAC (i) GP-EI
Figure 16: The evaluated design points by each benchmark method against the ground truth
contour plot of the octopus function. Each red point represents an evaluated point, and the
actual optimal point of the octopus function is located in the center-left area.
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