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A Hypergraph Regularity Method for Linear Hypergraphs
Shoaib A. Khan
ABSTRACT
Szemere´di’s Regularity Lemma is powerful tool in Graph Theory, yielding many
applications in areas such as Extremal Graph Theory, Combinatorial Number Theory
and Theoretical Computer Science. Strong hypergraph extensions of graph regularity
techniques were recently given by Nagle, Ro¨dl, Schacht and Skokan, by W.T. Gowers,
and subsequently, by T. Tao. These extensions have yielded quite a few non-trivial
applications to Extremal Hypergraph Theory, Combinatorial Number Theory and
Theoretical Computer Science.
A main drawback to the hypergraph regularity techniques above is that they are
highly technical. In this thesis, we consider a less technical version of hypergraph
regularity which more directly generalizes Szemeredi’s regularity lemma for graphs.
The tools we discuss won’t yield all applications of their stronger relatives, but yield
still several applications in extremal hypergraph theory (for so-called linear or simple
hypergraphs), including algorithmic ones. This thesis surveys these lighter regularity
techiques, and develops three applications of them.
ii
1 Introduction
Szemere´di’s regularity lemma [28, 29] is one of the most important tools in combi-
natorics, with numerous applications ranging across combinatorial number theory,
extremal graph theory and theoretical computer science (see [17,18] for excellent sur-
veys). Roughly speaking, the lemma asserts that every graph can be decomposed into
a bounded number of random-like parts, or more formally, -regular pairs, which we
now define.
For a graph G = (V,E) and  > 0, we say two non-empty disjoint subsets X, Y ⊆
V are -regular if for all X ′ ⊆ X, |X ′| > |X| and Y ′ ⊆ Y, |Y ′| > |Y |, we have
|dG(X, Y ) − dG(X ′, Y ′)| < , where dG(X ′, Y ′) = |G[X ′, Y ′]|/(|X ′||Y ′|) is the density
of the bipartite subgraph G[X ′, Y ′] of G (consisting of all edges {x, y} ∈ E with
x ∈ X ′ and y ∈ Y ′). Szemere´di’s regularity lemma is formally stated as follows.
Theorem 1.1 (Szemere´di Regularity Lemma [28,29]) For all  > 0 and all in-
tegers t0, there exists an integer T0 such that every graph G = (V,E) of order at least
t0 admits an equitable and -regular partition V (G) = V0 ∪ V1 ∪ · · · ∪ Vt, t0 ≤ t ≤ T0,
meaning
i) |V1| = · · · = |Vt|, |V0| < |V (G)|;
ii) all but 
(
t
2
)
pairs Vi, Vj, 1 ≤ i < j ≤ t, are -regular.
Many applications of Szemere´di’s regularity lemma depend on the fact that within
an appropriately given -regular partition V = V0 ∪ V1 ∪ · · · ∪ Vt one may enumerate
small subgraphs of a fixed isomorphism type. This result is formally due to the ‘Count-
ing Lemma’ for graphs. While we state a precise version momentarily, roughly the
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graph counting lemma would say for example, that if Vi, Vj, Vk have all pairs (Vi, Vj),
(Vi, Vk), (Vj, Vk) -regular with respective densities dij, dik, djk > 0, then G[Vi, Vj, Vk]
contains (1 ± f())dijdikdjk|Vi||Vj||Vk| triangles K3, where f() → 0 as  → 0. Joint
application of Theorem 1.1 and the Counting Lemma for graphs is known as the
Graph Regularity Method [26].
The great importance of Szemere´di’s Regularity Lemma led to a search for ex-
tensions to k-uniform hypergraphs, see for example [5, 6, 11, 12]. While these early
generalizations did lead to some interesting applications, they did not seem to cap-
ture the full power of Szemere´di’s lemma for graphs. In particular, they did not
allow for the embedding of small subsystems within a regular structure i.e., they did
not admit a companion counting lemma for hypergraphs. The first generalized reg-
ularity lemma that did have this property was the lemma of Frankl and Ro¨dl [10]
for 3-uniform hypergraphs. Extending Frankl and Ro¨dl’s lemma [10], regularity lem-
mas and counting lemmas for k-uniform hypergraphs, also allowing the embedding of
small substructures, were developed later by Nagle, Ro¨dl, Schacht and Skokan [20,27],
Gowers [13, 14], and subsequently Tao [30]. The combined use of a hypergraph regu-
larity lemma and a hypergraph counting lemma is known as the Hypergraph Regularity
Method.
A main drawback in applying the hypergraph regularity and counting lemmas
discussed above is their significantly technical formulations. For one, they do not
transparently generalize Szemere´di’s regularity lemma. In particular, Szemere´di reg-
ularity lemma ‘regularizes’ graph edges w.r.t. vertices. The k-uniform hypergraph
regularity lemmas above ‘regularize’ k-tuples w.r.t. (k − 1)-tuples, which are then
regularized w.r.t. (k − 2)-tuples, and so on. The resulting ‘regular parts’ in these
lemmas are, in fact, a family of hypergraphs which, in addition, become increasingly
sparse over the lower uniformities.
While the technicality of the hypergraph regularity tools discussed above is nec-
essary to achieve some of their applications, it is not necessary to achieve all desired
applications. In this thesis, we explore several hypergraph problems using consid-
erably simpler regularity tools. These tools, in a very direct sense, generalize the
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original Szemere´di graph regularity lemma and graph counting lemma.
1.1 Tools
We begin discussing our work by stating a hypergraph regularity lemma for k-uniform
hypergraphs which generalizes Szemere´di regularity lemma for graphs. To that end,
we need the following concepts. For a k-uniform hypergraph H on an n vertex set V ,
and  > 0, we call a k-tuple of nonempty pairwise disjoint sets X1, X2, . . . , Xk ⊆ V -
regular if for allX ′i ⊆ Xi, i ∈ [k], satisfying |X ′i| ≥ |Xi|, we have |dH(X ′1, X ′2, . . . , X ′k)−
dH(X1, X2, . . . , Xk)| ≤ , where
dH(X ′1, X
′
2, . . . , X
′
k) =
|H[X ′1, X ′2, . . . , X ′k]|
|X ′1||X ′1| . . . |X ′k|
is the density of the k-partite subhypergraph H[X ′1, X ′2, . . . , X ′k] of H (consisting of
all hyperedges {x1, . . . , xk} ∈ H with xi ∈ X ′i). Sometimes we write ‖X ′1, X ′2, . . . , X ′k‖
to denote H[X ′1, X ′2, . . . , X ′k]. Further, we say a partition V (H) = V0 ∪ V1 ∪ . . . Vt is
equitable if |V1| = · · · = |Vt| and |V0| < n. Moreover, we say that the given partition
is t-equitable if |V1| = · · · = |Vt| = bnt c and |V0| < t. We now state the hypergraph
version of Szemere´di’s regularity lemma and give a rigorous proof in Chapter 2.
Theorem 1.2 (Regularity Lemma) For every  > 0, every integer k ≥ 2 and
every t0 ≥ 1, there exists an integer T0 s.t. every k-uniform hypergraph H of order at
least t0 admits an equitable and -regular partition {V0, V1, . . . , Vt} with t0 ≤ t ≤ T0,
meaning
i) |V1| = · · · = |Vt|, |V0| < |V (H)|;
ii) all but at most 
(
t
k
)
of the k-tuples (Vi1 , Vi2 , . . . , Vik), 1 ≤ i1 < i2 < · · · < ik ≤ t,
are -regular.
In some of our applications, we need an algorithmic version of Theorem 1.2. Note,
in particular, Theorem 1.2 guarantees the existence of an -regular partition for a
given hypergraph but does not show how to construct one. The following version of
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Theorem 1.2, due to Czygrinow and Ro¨dl, does just this. (For graphs, i.e., k = 2, this
was done by Alon et al. [2].)
Theorem 1.3 (Czygrinow, Ro¨dl [6]) For all integers k ≥ 2 and t0 ≥ 1 and all
 > 0, there exists an integer T0 so that for every k-uniform hypergraph H on n
vertices, one may construct in time O(n2k−1 log2 n), an -regular and t-equitable par-
tition V (H) = V1 ∪ · · · ∪ Vt, t0 ≤ t ≤ T0, whose every -irregular k-tuple Vi1 , . . . , Vik ,
1 ≤ i1 < · · · < ik ≤ t, is identified.
We now state a hypergraph counting lemma compatible with the regularity lem-
mas above, due to Kohayakawa, Nagle, Ro¨dl and Schacht [16]. This counting lemma
estimates the frequency of a fixed simple k-uniform hypergraph (to be defined momen-
tarily) F in a suitable environment provided by the regularity lemmas above. Before
we state the counting lemma precisely, let us emphasize that this lemma applies only
when the sub-hypergraphs F are simple (or linear), that is, whose every pair of dis-
tinct k-tuples meet in at most one point. That said, the counting lemma takes place
in the following environment.
Let F be a simple k-uniform hypergraph on vertex set [f ] = {1, . . . , f}. Let H be
an f -partite k-uniform hypergraph with vertex partition V = V (H) = V1 ∪ · · · ∪ Vf ,
where |V1| = · · · = |Vf | = n, satisfying the following property: for all {i1, . . . , ik} ∈(
[f ]
k
)
, H[Vi1 , . . . , Vik ] is (dF , )-regular if F = {i1, . . . , ik} ∈ F , and H = φ otherwise,
where dF > d0 for each F ∈ F . In this context, we write F(H) for the collection of
copies of F in H which “cross” the partition V1 ∪ · · · ∪ Vf , i.e., have a vertex in each
class Vi, 1 ≤ i ≤ f .
Theorem 1.4 (Counting Lemma for Simple k-Uniform Hypergraphs) For all
integers f ≥ k ≥ 2, for all constants d0, γ ∈ (0, 1], and for all simple k-uniform hy-
pergraphs F on vertex set [f ], there exists  > 0 so that whenever F and hypergraph
H are as in the preceding setup with constants f, k, d0, , n, where n ≥ n0(f, k, d0, γ, )
is sufficiently large,
|F(H)| = (1± γ)nf
∏
F∈F
dF .
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Theorem 1.4 is proven in Chapter 3. We also discuss a slight extension of Theorem 1.4
in Chapter 3. We remark that Theorem 1.4 does not hold whenever the subhypergraph
F is not simple (see [16] for details). We now proceed to our new results.
1.2 Results
For our first problem, let F = {Fi}i∈I be a possibly infinite family of simple k-
uniform hypergraphs. Let Forb(n,F) denote the collection of k-uniform hypergraphs
H on vertex set {1, . . . , n} which contain no copy of F ∈ F as a subhypergraph.
Let ex(n,F) = max{|H| : H ∈ Forb(n,F)} denote the classical Tura´n number (almost
none of which are known for k ≥ 3). Observe that log2 |Forb(n,F)| ≥ ex(n,F) because
all subhypergraphs of a maximal H ∈ Forb(n,F) also belong to Forb(n,F). We show
that, in a sense, this lower bound is best possible.
Theorem 1.5 Let F = {Fi}i∈I be a possibly infinite family of simple k-uniform hy-
pergraphs. For all δ > 0, there exists n0 = n0(δ) ∈ N so that for all n > n0,
|Forb(n,F)| ≤ 2ex(n,F)+δnk .
Theorem 1.5, and various versions of it, were studied by a wide variety of authors
[1,3,4,8,9,15,19,21–25]. We mention that Theorem 1.5 holds even when F consists of
not necessarily simple hypergraphs F (see [21]), but this proof is quite technical and
relies on the hypergraph regularity techniques of [13, 14, 20, 27, 30] mentioned earlier.
In the case where all F ∈ F are simple, we are able to give an easier proof, and do so
in Chapter 4.
For our next result, we consider the problem of estimating the frequency |F(G)| of
a subhypergraph F on f vertices in a host hypergraph G on n vertices. (We slightly
abuse the notation |F(G)| here, since there is no partition to “cross”.) Clearly, one
can compute |F(G)| precisely in time O(nf ). We show that when F is simple, |F(G)|
may be accurately approximated in considerably shorter time.
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Theorem 1.6 Let F be a simple k-uniform hypergraph on f ≥ k ≥ 2 vertices, and
let ζ > 0 be given. There exists an algorithm which, for a given k-uniform hypergraph
G on n vertices, computes a value Φ(G) in time O(n2k−1 log2 n) for which ||F(G)| −
Φ(G)| < ζnf .
Theorem 1.6 for k = 2 was proven by Duke, Lefmann and Ro¨dl [7]. We prove it for
k ≥ 2 in Chapter 5.
For our final result, we consider a well-known theorem of Nagle, Ro¨dl, Schacht,
Skokan [20, 27] and Gowers [13, 14] known as the Removal Lemma. This theorem
roughly asserts that if a ‘large’ hypergraph H contains ‘few’ copies of a fixed subhy-
pergraph F , then one may delete ‘few’ edges from H to destroy all these copies. This
statement has surprising connections to various problems in combinatorial number
theory and theoretical computer science (see [26] for a survey). The proof relies on
the hypergraph regularity and counting lemmas of [13, 14, 20, 27] and is, therefore,
quite technical. In the case that F is simple, we give an easier proof which is, in fact,
constructive, whereas the original more general proof was not.
Theorem 1.7 (Constructive Removal Lemma) For all integers f ≥ k ≥ 2, γ >
0 and simple k-uniform hypergraphs F on f vertices, there exists δ > 0 and integer
n0 = n0(f, k, γ,F , δ) so that the following holds:
Given a k-uniform hypergraph H on n ≥ n0 vertices which contains fewer than
δnf copies of F , one may delete, in time O(n2k−1 log2 n), at most γnk edges from H
to make it F-free.
We prove theorem 1.7 in Chapter 6.
6
2 Regularity Lemma For k-Uniform Hypergraphs
In this chapter we state and prove the Hypergraph Regularity Lemma. For definitions
of technical terms and notation, refer to the discussion on Theorem 1.2 given in the
introduction.
Theorem 2.1 For every  > 0, for all integers k and every t0 ≥ 1, there exists an
integer T0 s.t. every k-uniform hypergraph H of order at least t0 admits an -regular
partition {V0, V1, . . . , Vt} with t0 ≤ t ≤ T0.
The proof of Theorem 2.1 follows the original argument of Szemere´di for simple graphs
[28,29]. In particular, if an equitable partition {V0, V1, . . . , Vt} of V = V (H) is not -
regular, then we shall refine the classes V1, V1, . . . , Vt to form a new equitable partition
{V ′0 , V ′1 , . . . , V ′t′} of V = V (H), where t′ ≤ t4(
t−1
k−1) and where the latter partition is
‘closer’ to being -regular than the former. More precisely, for pairwise disjoint sets
X1, X2, . . . , Xk ⊆ V , we define a measure of regularity as follows:
q(X1, X2, . . . , Xk) :=
|X1||X2| . . . |Xk|
nk
d2(X1, X2, . . . , Xk)
=
‖X1, X2, . . . , Xk‖2
|X1||X2| . . . |Xk|nk ,
(2.1)
call q(X1, X2, . . . , Xk) the index of the k-tuple (X1, X2, . . . , Xk). For partitions χi of
Xi, let
q(χ1, χ2, . . . , χk) =
∑
{q(Y ′1 , Y ′2 , . . . , Y ′k) : Y ′1 ∈ χ1, Y ′2 ∈ χ2, . . . , Y ′k ∈ χk}. (2.2)
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For a partition P = {C1, C2, . . . , Ct} of V , let
q(P) :=
∑
ii<i2<···<ik
q(Ci1 , Ci2 , . . . , Cik). (2.3)
However, if P = {C0, C1, . . . , Ct} is a partition of V with exceptional set C0, we treat
C0 as a set of singletons and define:
q(P) := q(P˜), (2.4)
where P˜ := {C1, C2, . . . , Ct} ∪ {{v} : v ∈ C0}.
We now approach the crux of the argument. Note that for an arbitrary partition
P = {C0, C1, . . . , Ct} of V , q(P) ≤ 1. Indeed,
q(P) =
∑
i1<i2<···<ik
q(Ci1 , Ci2 , . . . , Cik)
=
∑
i1<i2<···<ik
|Ci1||Ci2| . . . |Cik |
nk
d2(Ci1 , Ci2 , . . . , Cik)
≤ 1
nk
∑
i1<i2<···<ik
|Ci1||Ci2| . . . |Cik |
≤ 1.
On the other hand, if a partition P is not -regular, then, the following lemma shows,
it can be refined to produce a new partition P ′ with larger index.
Lemma 2.2 Let 0 <  ≤ 1
4
, and let P = {C0, C1, . . . , Ct} be a partition of V , with
exceptional set C0 of size |C0| ≤ n and |C1| = |C2| = · · · = |Ct| =: c. If P is not
-regular, then there is a partition P ′ = {C ′0, C ′1, . . . , C ′t′} of V with exceptional set
C ′0, where t ≤ t′ ≤ t4(
t−1
k−1), s.t. |C ′0| ≤ |C0| + n
2(
t−1
k−1)
, all other sets have equal size,
and,
q(P ′) ≥ q(P) + 
k+3
2k
.
It is clear that starting with an arbitrary partition P(of size t0) of V , Lemma 2.2 can
only be iterated at most 2k/k+3 times. The proof of Theorem 2.1 now follows.
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Proof of Theorem 2.1. Let  > 0 and t0 ≥ 1 be given, and without loss of generality,
let  ≤ 1/4. Let s := 2k/k+3. This number s is an upper bound on the number of
iterations of Lemma 2.2 that can be applied to a partition of a hypergraph before it
becomes -regular. Recall that q(P) ≤ 1 for all partitions P .
There is one formal requirement which a partition {C0, C1, . . . , Ct} with |C1| =
|C2| = · · · = |Ct| has to satisfy before Lemma 2.2 can be (re-)applied, viz., the size
|C0| of its exceptional set must not exceed n. With each iteration of the lemma,
however, the size of the exceptional set can grow by up to n/2(
t−1
k−1). We thus want to
choose t large enough so that even s increments of n/2(
t−1
k−1) add up to at most 1
2
n,
and n large enough that, for any initial value of |C0| < t, we have |C0| ≤ 12n.
So let t ≥ t0 be large enough that 2(
t−1
k−1) ≥ s/. Then s/2(t−1k−1)+1 ≤ /2, and hence
t+
s
2(
t−1
k−1)+1
n ≤ n (2.5)
whenever t/n ≤ /2 i.e. for all n ≥ 2t/.
Let us now choose T0. This should be an upper bound on the number of (non-
exceptional) sets in our partition after up to s iterations of Lemma 2.2, where in each
iteration this number may grow from its current value r to at most r4(
r−1
k−1). So let f
be the function x 7→ x4(x−1k−1), and take T0 := max{f s(t), 2t/}; the second term in the
maximum ensures that any n ≥ T0 is large enough to satisfy (2.5).
Finally, we have to show that every hypergraph H of order at least t0 has an
-regular partition {V0, V1, . . . , Vt} with t0 ≤ t ≤ T0. So, let H be given and let
n := |V |. If n ≤ T0, we partition H into t := n singletons, choosing V0 = φ and
|V1| = · · · = |Vt| = 1. This is clearly -regular.
Suppose now n > T0, let C0 ⊆ V be minimal such that t divides |V \ C0|, and let
{C1, . . . , Ct} be any partition of V \C0 into sets of equal size. Then |C0| < t and hence
|C0| ≤ n by (2.5). Starting with {C0, C1, . . . , Ct}, we reapply Lemma 2.2 again and
again, until the partition of H obtained is -regular; this will happen after at most s
iterations, since by (2.5) the size of the exceptional set in the partitions stays below
n so the lemma could indeed be reapplied up to the theoretical maximum of s times.
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In what follows, we prove two further lemmas which are eventually needed in the
proof of Lemma 2.2. We begin by showing that when we refine a partition, the value
of q will not decrease.
Lemma 2.3 i) Let X1, X2, . . . , Xk ⊆ V be disjoint. If χi is a partition of Xi, then
q(χ1, χ2, . . . , χk) ≥ q(X1, X2, . . . , Xk).
ii) If P, P ′ are partitions of V and P ′ refines P, then q(P ′) ≥ q(P).
Proof. i) Let χi =: {Yi1, Yi2, . . . , Yili}, where Yij ⊆ Xi, for all i ∈ [k]. Then,
q(χ1, χ2, . . . , χk) =
∑
ji∈[li]
i∈[k]
q(Y1j1 , Y2j2 , . . . , Ykjk)
=
1
nk
∑
ji∈[li]
i∈[k]
‖Y1j1 , Y2j2 , . . . , Ykjk‖2
|Y1j1||Y2j2 | . . . |Ykjk |
≥(C.S) 1
nk
(
∑
ji∈[li]
i∈[k]
‖Y1j1 , Y2j2 , . . . , Ykjk‖)2∑
ji∈[li]
i∈[k]
|Y1j1||Y2j2| . . . |Ykjk |
=
1
nk
‖X1, X2, . . . , Xk‖2
(
∑
j1∈[l1] |Y1j1|)(
∑
j2∈[l2] |Y2j2|) . . . (
∑
jk∈[lk] |Ykjk |)
=
1
nk
‖X1, X2, . . . , Xk‖2
|X1||X2| . . . |Xk|
= q(X1, X2, . . . , Xk),
where the inequality ≥(C.S) follows from the Cauchy-Schwarz inequality.
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ii) Let P =: {C1, C2, . . . , Ct} and for i ∈ [t], let Ci be the partition of Ci induced
by P ′. Then,
q(P) =
∑
i1<i2<···<ik
q(Ci1 , Ci2 , . . . , Cik)
≤(i)
∑
i1<i2<···<ik
q(Ci1 , Ci2 , . . . , Cik)
≤ q(P ′).
Next, we show that refining a partition by sub-partitioning an irregular k-tuple of
partition sets increases the value of q a little; since we are dealing here with a single
k-tuple only, the amount of this increase will still be less than any constant.
Lemma 2.4 Let  > 0, and let X1, X2, . . . Xk ⊆ V be disjoint. If (X1, X2, . . . Xk) is
not -regular, then there are partitions χi = (Yi1, Yi2) of Xi such that
q(χ1, χ2, . . . , χk) ≥ q(X1, X2, . . . , Xk) + k+2 |X1||X2| . . . |Xk|
nk
.
Proof. Suppose (X1, X2, . . . Xk) is not -regular. Then there are sets Yi1 ⊆ Xi, with:
|Yi1| ≥ |Xi|
such that
|η| > 
for η := d(Y11, Y21, . . . Yk1) − d(X1, X2, . . . Xk). Let χi := {Yi1, Yi2} where Yi2 :=
Xi \ Yi1. We now show that χ1, χ2, . . . , χk satisfy the conclusion of the lemma. For
brevity, we shall write yij := |Yij|; ei1,...,ik := ‖Y1i1 , Y2i2 , . . . , Ykik‖; xi := |Xi| and
e := ‖X1, X2, . . . , Xk‖. As in the proof of Lemma 2.3:
11
q(χ1, χ2, . . . , χk) =
1
nk
∑
i1,...,ik∈{1,2}
(ei1,...,ik)
2
y1i1 · y2i2 · · · ykik
=
1
nk
(
(e1,1,...,1)2
y11·y21···yk1 +
∑
i1,...,ik∈{1,2}
(i1,i2,...,ik)6=(1,1,...,1)
(ei1,...,ik )
2
y1i1 ·y2i2 ···ykik
)
≥(C.S) 1
nk
(
(e1,1,...,1)2
y11·y21···yk1 +
(e−(e1,1,...,1))2
(x1·x2···xk)−(y11·y21···yk1)
)
,
where the last inequality follows from Cauchy-Schwarz inequality. By definition of η,
we have e1,1,··· ,1 =
(y11·y21···yk1)·e
x1·x2···xk + η · (y11 · y21 · · · yk1). So,
nkq(χ1, χ2, . . . , χk) ≥ 1∏
i yi1
(
(
∏
i yi1)·e∏
i xi
+ η · (∏i yi1))2 +
1
(
∏
i
xi)− (
∏
i yi1)
(
(
∏
i xi)−(
∏
i yi1)∏
i xi
e− η · (∏i yi1))2
=
(
∏
i
yi1) · e2
(
∏
i
xi)2
+
2eη · (∏
i
yi1)∏
i
xi
+ η2 · (
∏
i
yi1)+∏
i
xi −
∏
i
yi1
(
∏
i
xi)2
e2 − 2eη · (
∏
i
yi1)∏
i
xi
+
η2 · (∏
i
y2i1)∏
i
xi −
∏
i
yi1
≥ e
2∏
i
xi
+ η2 ·
∏
i
yi1
≥|η|> e
2∏
i
xi
+ k+2 ·
∏
i
xi
since yi1 ≥ xi by the choice of Yi1.
Finally, we show that if a partition has enough irregular k-tuples of partition sets
to fall short of the definition of an -regular partition, then sub-partitioning all those
k-tuples at once results in an increase of q by a constant.
Proof of Lemma 2.2. For all 1 ≤ i1 < i2 < · · · < ik ≤ t, let us define a partition
Ci1,i2,...,ik of Ci as follows:
If the k-tuple (Ci1 , Ci2 , . . . , Cik) is -regular, let Ci1,i2,...,ik = {Ci1}. If not, then by
Lemma 2.4, there are partitions Ci1,i2,...,ik , Ci2,...,ik,i1 , . . . , Cik,i1,...,ik−1 of Ci1 , Ci2 , . . . , Cik
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respectively with |Ci1,i2,...,ik | = · · · = |Cik,i1,...,ik−1| = 2 and,
q(Ci1,i2,...,ik , . . . , Cik,i1,...,ik−1) ≥ q(Ci1 , Ci2 , . . . , Cik) + k+2
|Ci1 ||Ci2| . . . |Cik |
nk
= q(Ci1 , Ci2 , . . . , Cik) +
k+2ck
nk
.
(2.6)
For each i = 1, . . . , t, let Ci be the unique minimal partition of Ci that refines
every partition Ci1,...,ik with i1 = i; i1 6= ij, ∀j 6= 1. (In other words, if we consider two
elements of Ci as equivalent whenever they lie in the same partition set of Ci1,...,ik with
i1 = i; i1 6= ij, ∀j 6= 1; then Ci is the set of equivalence classes). Thus, |Ci| ≤ 2(
t−1
k−1).
Now consider the following partition of V :
C := C0 ∪
t⋃
i=1
Ci
with C0 as exceptional set. Then C refines P and:
t ≤ |C| ≤ t2(t−1k−1). (2.7)
Let C0 := {{v} : v ∈ C0}. Now, if P is not -regular, then for more than 
(
t
k
)
of the
k-tuples (Ci1 , . . . , Cik) with 1 ≤ i1 < · · · < ik ≤ t, the partition Ci1,...,ik is non-trivial.
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Hence, by our definition of q for partitions with exceptional set, and Lemma 2.3 (i):
q(C) =
∑
1≤i1<i2<···<ik
q(Ci1 , Ci2 , . . . , Cik)+∑
1≤i1<i2<···<ik−1
q(Ci0 , Ci1 , . . . , Cik−1) +
∑
0≤i
q(Ci)
≥
∑
1≤i1<i2<···<ik
q(Ci1,...,ik , Ci2,...,ik,i1 , . . . , Cik,i1...,ik−1)+∑
1≤i1<i2<···<ik−1
q(C0, {Ci1}, . . . , {Cik−1}) + q(C0)
≥(2.6)
∑
1≤i1<i2<···<ik
q(Ci1 , Ci2 , . . . , Cik) +
k+2ck
nk
· 
(
t
k
)
+
∑
1≤i1<i2<···<ik−1
q(C0, {Ci1}, . . . , {Cik−1}) + q(C0)
= q(P) + k+3 ·
(
c
n
)k (t
k
)
≥ q(P) + 
k+3
2k
.
For the last inequality, recall that |C0| ≤ n ≤ 14n, so tc ≥ 34n.
In order to turn C into our desired partition P , all that remains to do is to cut its
sets up into pieces of some common size, small enough that all remaining vertices can
be collected into the exceptional set without making this too large. Let C ′1, C
′
2, . . . , C
′
t′
be a maximal collection of disjoint sets of size d := bc/4(t−1k−1)c s.t. each C ′i is contained
in some C ∈ C \ {C0} and put C ′0 := V \
⋃
C ′i. Then P ′ = {C ′0, C ′1, . . . , C ′t′} is indeed
a partition of V . Moreover, P ′ refines C, so
q(P ′) ≥ q(C) ≥ q(P) + k+3/2k
by Lemma 2.3 (ii), and the result proved above.
Since each set C ′i 6= C ′0 is also contained in one of the sets C1, C2, . . . , Ct, but no
more than 4(
t−1
k−1) sets C ′i can lie inside the same Cj (by the choice of d), we also have
t ≤ t′ ≤ t4(t−1k−1) as required. Finally, the sets C ′1, . . . , C ′t′ use all but at most d vertices
14
from each set C 6= C0 of C. Hence,
|C ′0| ≤ |C0|+ d|C|
≤(2.7) |C0|+ c
4(
t−1
k−1)
· t2(t−1k−1)
= |C0|+ ct/2(
t−1
k−1)
≤ |C0|+ n/2(
t−1
k−1).
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3 Counting Lemma For Simple k-Uniform Hypergraphs
In this chapter we state and prove the Counting Lemma for simple k-uniform hyper-
graphs. We ask the reader to recall the hypothesis for Counting Lemma from the
discussion preceding Theorem 1.4 in the introduction.
3.1 Main Theorem
Theorem 3.1 (Counting Lemma for Simple k-Uniform Hypergraphs) For all
integers f ≥ k ≥ 2, for all constants d, γ ∈ (0, 1], and for all simple k-uniform hyper-
graphs F on vertex set [f ], there exists  > 0 so that whenever F and hypergraph H are
as in the hypothesis of Theorem 1.4, with constants f, k, d, , n, where n ≥ n0(f, d, k, )
is sufficiently large, then
|F(H)| = (1± γ)d|F|nf .
We say a few words about the proof. First, note that the Counting Lemma stated
here promises both an upper and a lower bound: (1 − γ)nf∏ dF ≤ |F(H)| ≤ (1 +
γ)nf
∏
dF . In what follows we show the lower bound only since the corresponding
upper bound follows by symmetric arguments. Second, for notational simplicity, we
shall assume that all dF = d0 = d (recall the hypothesis of Theorem 1.4). The proof
allowing the densities dF ≥ d0, F ∈ F , is philosophically the same. (Our proof of
Theorem 3.1 is already fairly heavy in notation.)
Proof. Let integers f ≥ k ≥ 2 and d = d0, γ ∈ (0, 1] be given along with simple
k-uniform hypergraph F on vertex set [f ]. To define  > 0 and give our proof of
3.1, we induct on |F|. If |F| = 0, then any  > 0 will do and the result is trivial.
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Indeed, in this case |H| = 0 and therefore |F(H)| = nf ≥ (1− γ)d0nf . If |F| = 1, set
 = dγ and the result is trivial. Indeed, in this case, suppose F = {i1, . . . , ik} ∈
(
[f ]
k
)
.
Then H = H[Vi1 , . . . , Vik ]. By hypothesis, |H| = (d ± )nk, in which case |F(H)| ≥
(d− )nknf−k = (1− γ)d1nf .
Now, let F be given as in the hypothesis of Theorem 1.4 with |F| ≥ 1 edges.
Delete any edge F1 ∈ F from F (w.l.o.g, F1 = {f − k + 1, . . . , f}). Set γ˜ = γ4 and let
1 = Thm.3.1(f, k, d, γ˜, F \F1) be the constant guaranteed by the induction hypothesis.
Set
 = min{γ˜d(fk), 1} (3.1)
We prove that with this choice of  > 0, |F(H)| ≥ (1− γ)d|F|nf . We consider the
following subhypergraphs of F . Set F− = F \ F1 and F∗ = F [{1, . . . , f − k}]. Then
F− is a simple k-uniform hypergraph on f vertices and |F| − 1 edges and F∗ is a
simple k-uniform hypergraph on f − k vertices and at most |F| − 1 edges. Similarly,
define H− = H \ H[Vf−k+1, . . . , Vf ] and H∗ = H[V1, . . . , Vf−k]. Note that (F−,H−)
and (F∗,H∗) are each as in hypothesis of Theorem 1.4.
We now define some related concepts. For F∗0 ∈ F∗(H∗) and F−0 ∈ F−(H−)
(F0 ∈ F(H)), we say that F−0 , resp. F0, extends F∗0 if F∗0 ⊆ F−0 , resp. F∗0 ⊆ F0. Let
F∗0 ∈ F∗(H∗), F−0 ∈ F−(H−) and F0 ∈ F(H) be given. For F∗0 ∈ F∗(H∗), let
extF−(F∗0 ) = {F−0 ∈ F−(H−) : F−0 extends F∗0},
extF(F∗0 ) = {F0 ∈ F(H) : F0 extends F∗0}.
Observe that:
|F(H)| =
∑
F∗0∈F∗(H∗)
|extF(F∗0 )|,
|F−(H−)| =
∑
F∗0∈F∗(H∗)
|extF−(F∗0 )|.
(3.2)
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We now provide evaluations of extF(F∗0 ) and extF−(F∗0 ) for a fixed term F∗0 ∈
F∗(H∗). To that end, fix F∗0 ∈ F∗(H∗). Set:
VF∗0 =
⋃
{F−0 : F−0 ∈ extF−(F∗0 )}. (3.3)
Note that VF∗0 ⊆ V . For each f − k + 1 ≤ i ≤ f , set:
V
F∗0
i = Vi ∩ VF∗0 .
We now make the following claim.
Claim 3.2 For F∗0 ∈ F∗(H∗) fixed,
|extF−(F∗0 )| = |V F
∗
0
f−k+1| . . . |V F
∗
0
f |,
|extF(F∗0 )| = |H[V F
∗
0
f−k+1, . . . , V
F∗0
f ]|.
We defer the proof of Claim 3.2 to the end of this section in favor of continuing
the proof of Theorem 3.1. Call F∗0 ∈ F∗(H∗) big if |extF−(F∗0 )| > nk and small
otherwise. Write F∗big(H∗) (F∗small(H∗)) for the collection of all big (small) elements
F∗0 ∈ F∗(H∗). It follows from Claim 3.2 that for each F∗0 ∈ F∗big(H∗), we have:
|extF(F∗0 )| = (d± )|extF−(F∗0 )|. (3.4)
Indeed, by the (d, )-regularity of H[V F∗0f−k+1, . . . , V F
∗
0
f ],
|extF−(F∗0 )| = |V F
∗
0
f−k+1| · · · |V F
∗
0
f | > nk
⇒ |V F∗0f−k+1| · · · |V F
∗
0
f | > n
⇒ |extF(F∗0 )| = |H[V F
∗
0
f−k+1, . . . , V
F∗0
f ]|
= (d± )|V F∗0f−k+1| · · · |V F
∗
0
f |
= (d± )extF−(F∗0 ).
(3.5)
We may now conclude the proof of Theorem 3.1 using the following claim.
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Claim 3.3 ∑
F∗0∈F∗big(H∗)
|extF−(F∗0 )| ≥ (1− 2γ˜)d|F|−1nf .
Indeed, by (3.2), (3.4) and Claim 3.3, we have:
|F(H)| ≥(3.2)
∑
F∗0∈F∗big(H∗)
|extF(F∗0 )|
≥(3.4)
∑
F∗0∈F∗big(H∗)
(d− )|extF−(F∗0 )|
≥Claim.3.3 (d− )(1− 2γ˜)d|F|−1nf
≥ (1− 4γ˜)d|F|nf .
It remains to prove Claims 3.2 and 3.3.
Proof of Claim 3.2. We first establish the first identity. That
|extF−(F∗0 )| ≤ |V F
∗
0
f−k+1| . . . |V F
∗
0
f |
is clear, so we establish the lower bound. To that end, let vf−k+1 ∈ V F
∗
0
f−k+1, . . . , vf ∈
V
F∗0
f be given. We claim that F∗0 ∪ {vf−k+1, . . . , vf} ∈ F−(H−). Assume, on the
contrary, that F∗0 ∪ {vf−k+1, . . . , vf} /∈ F−(H−) and write, for simplicity, F∗0 =
{v1, . . . , vf−k}, where v1 ∈ V1, . . . , vf−k ∈ Vf−k. Since {v1, . . . , vf} ∈ F−(H−), there
exists F2 = {i1, . . . , ik} ∈ F−, 1 ≤ i1 < · · · < ik ≤ f , so that {vi1 , . . . , vik} /∈ H−.
Recall F1 = {f − k + 1, . . . , f} and observe that |F1 ∩ F2| = 1. Indeed, since F
is simple and F1, F2 ∈ F , |F1 ∩ F2| ≤ 1. If F1 ∩ F2 = φ, then F2 ∈ F∗, and
since F∗0 ∈ F∗(H∗), we’d have {vi1 , . . . , vik} ∈ H∗ ⊆ H−. Now, F1 ∩ F2 = {vik}
where 1 ≤ i1 < · · · < ik−1 < f − k + 1 ≤ ik ≤ f . But vik ∈ V F
∗
0
ik
which means
there exist uf−k+1 ∈ V F
∗
0
f−k+1, . . . , uik−1 ∈ V F
∗
0
ik−1, uik+1 ∈ V F
∗
0
ik+1, . . . , uf ∈ V F
∗
0
f so that
F∗0 ∪{uf−k+1, . . . , uik−1, vik , uik+1, . . . , uf} ∈ F−(H−). In this case, {i1, . . . , ik−1, ik} ∈
F− implies {vi1 , . . . , vik−1 , vik} ∈ H−, a contradiction!
The proof of the second equality now easily follows. We showed that for each
vf−k+1 ∈ V F
∗
0
f−k+1, . . . , vf ∈ V F
∗
0
f , we have F∗0 ∪ {vf−k+1, . . . , vf} ∈ F−(H−). As such,
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each {vf−k+1, . . . , vf} ∈ H[V F
∗
0
f−k+1, . . . , V
F∗0
f ] satisfies F∗0 ∪ {vf−k+1, . . . , vf} ∈ F(H).
This proves Claim 3.2.
Proof of Claim 3.3. By our induction hypothesis,
|F−(H−)| ≥ (1− γ˜)d|F|−1nf . (3.6)
On the other hand, by (3.2), we have
|F−(H−)| =
∑
F∗0∈F∗big(H∗)
|extF−(F∗0 )|+
∑
F∗0∈F∗small(H∗)
|extF−(F∗0 )|
≤
∑
F∗0∈F∗big(H∗)
|extF−(F∗0 )|+ |F∗small(H∗)| · nk
≤
∑
F∗0∈F∗big(H∗)
|extF−(F∗0 )|+ nf .
Returning to (3), we see:
∑
F∗0∈F∗big(H∗)
|extF−(F∗0 )| ≥ (1− γ˜)d|F|−1nf − nf
≥ (1− 2γ˜)d|F|−1nf
And this completes our proof of the Counting Lemma.
3.2 A Generalization
The proof of Theorem 3.1 can be easily modified to prove a slight generalization of
the Counting Lemma. We use this generalization in Chapter 6, and so we state it
now.
Setup
(Extended Counting Environment) Let d0,  > 0 be given and let F be a p-partite
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simple k-uniform hypergraph with vertex partition V (F) = W1 ∪ · · · ∪Wp. Let H
be a p-partite k-uniform hypergraph with vertex partition V (H) = V1 ∪ · · · ∪ Vp,
|V1| = · · · = |Vp| = n, satisfying the following property: for all K = {i1, . . . , ik} ∈(
[p]
k
)
, H[Vi1 , . . . , Vik ] is (dK , )-regular, where dK ≥ d0, if F has an edge crossing
Wi1 ∪ · · · ∪Wik , and H[Vi1 , . . . , Vik ] = ∅ otherwise.
For F and H as given above, vertices v1, . . . , vf ⊆ V (H) are said to span a partite-
isomorphic copy of F in H if there exists a bijection ψ : V (F)→ {v1, . . . , vf} where
vj ∈ Vi, 1 ≤ j ≤ f , 1 ≤ i ≤ p, if and only if ψ−1(vj) ∈ Wi and where, for each F ∈ F ,
ψ(F ) ∈ H. In this context, we shall write F(H) (again abusing notation) for the set
of all partite-isomorphic copies of F in H.
Theorem 3.4 (Extended Counting Lemma) For all integers f ≥ p ≥ k ≥ 2,
constants d0, γ ∈ (0, 1], and all p-partite simple hypergraphs F on f vertices, there
exists  > 0 so that whenever F and k-uniform hypergraph H are as in the preceding
Setup with these constants and n sufficiently large, then
|F(H)| = (1±γ)nf ·
∏
F∈F
{
dK(F ) : K(F ) = {i1, . . . , ik} ∈
(
[p]
k
)
s.t. F ⊆ Wi1∪· · ·∪Wik
}
.
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4 Bounding |Forb(n,F)|
We are now ready to present a proof for our first application of the hypergraph
regularity method. Recall the discussion preceding Theorem 1.5 in the introduction
for the semantics of technical notation.
Theorem 4.1 Let F = {Fi}i∈I be a possibly infinite family of simple k-uniform hy-
pergraphs. For all δ > 0, there exists n0 = n0(δ) ∈ N so that for all n > n0,
|Forb(n,F)| ≤ 2ex(n,F)+δnk .
Proof. Let family F = {Fi}i∈I and δ > 0 be given as in Theorem 4.1. Our proof
of Theorem 4.1 begins with a description of auxiliary constants we use in the proof.
First, let d0 ∈ (0, 1) be small enough so that
20 d0 log
e
4d0
< δ. (4.1)
It is well known that the sequence (
(
s
k
)−1
ex(s,F))∞s=1 is non-increasing, and there-
fore, the limits
lim
s→∞
ex(s,F) = lim
s→∞
ex(s,F)(
s
k
) and lim
s→∞
e˜x(s,F) = lim
s→∞
ex(s,F)
sk
(4.2)
exist. Let s0 ∈ N be large enough, so that for all s1, s2 ≥ s0,
max{|ex(s1,F)− ex(s2,F)|, |e˜x(s1,F)− e˜x(s2,F)|} < δ
20
, (4.3)
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and let
t0 = max{s0, 1
d0
}. (4.4)
Finally, for a simple k-unifrom hypergraph F on s0 vertices, let F = Thm.3.1(F , d0, γ)
with γ = 1/2, be the positive constant guaranteed by Theorem 3.1, the Counting
Lemma for Simple Hypergraphs. Set,
 = minF{F} ≤ d0, (4.5)
where the minimum is taken over all simple k-uniform hypergraphs F on s0 vertices.
(Note that  ≤ d0 follows from Theorem 3.1.) In all that follows we take the integer
n sufficiently large whenever needed. This concludes our discussion of the constants.
To each G ∈ Forb(n,F), associate an -regular tG-equitable partition PG : V (G) =
[n] = V0 ∪ V1 ∪ · · · ∪ VtG , t0 ≤ tG ≤ T0. Every G ∈ Forb(n,F) admits at least one such
partition by Theorem 2.1, and if some G ∈ Forb(n,F) admits multiple such partitions,
we choose one arbitrarily. Define an equivalence relation ∼ on Forb(n,F) as follows.
For each G1,G2 ∈ Forb(n,F),
G1 ∼ G2 ⇐⇒ PG1 = PG2 .
Let Π = Π1 ∪ · · · ∪ ΠN be the corresponding partition of Forb(n,F). Note that:
|Π| = N ≤
T0∑
i=t0
(
n
bn/ic
)i
= 2O(n). (4.6)
Now fix an equivalence class Πj, 1 ≤ j ≤ N , i.e. fix a t-equitable vertex partition
P : [n] = V0 ∪ V1 ∪ · · · ∪ Vt, where t0 ≤ t ≤ T0, with respect to which every G ∈ Πj is
-regular. We now partition Πj as follows. For a function φ ∈ {0, 1}(
[t]
k ), let
Πj,φ =
{
G ∈ Πj : ∀{i1, .., ik} ∈
(
[t]
k
)
,
G[Vi1 , .., Vik ] is −reg and dG(Vi1 , .., Vik) ≥ d0 ⇔ φ({i1, .., ik}) = 1
}
.
(4.7)
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Then Πj =
⋃{Πj,φ : φ ∈ {0, 1}([t]k )} is a partition with at most
2(
t
k) ≤ 2T0k = 2O(1) (4.8)
parts. The proof of Theorem 1 rests on the following proposition.
Proposition 4.2 For 1 ≤ j ≤ N and φ ∈ {0, 1}([t]k ) fixed, |Πj,φ| ≤ 2ex(n,F)+ δ2nk .
Indeed by Proposition 4.2 and (4.6) - (4.8), we have:
|Forb(n,F)| =
N∑
j=1
|Πj| =
N∑
j=1
∑
{|Πj,φ| : φ ∈ {0, 1}(
[t]
k )},
2ex(n,F)+
δ
2
nk+O(n)+O(1) ≤ 2ex(n,F)+δnk .
(4.9)
It remains to prove Proposition 4.2.
Proof of Proposition 4.2. Fix 1 ≤ j ≤ N and φ ∈ {0, 1}([t]k ). Note that every G ∈ Πj,φ
can be written as the union,
G = GV0 ∪ GV1 ∪ · · · ∪ GVt ∪ G0 ∪ G1
where GV0 = {K ∈ G : K ∩ V0 6= ∅}, GVa = {K ∈ G : |K ∩ Va| ≥ 2} for 1 ≤ a ≤ t, and
for i = 0, 1,
Gi =
⋃
{G[Vi1 , .., Vik ] : {i1, .., ik} ∈ φ−1(i)}. (4.10)
Since P is a t-equitable partition (shared by all of Πj,φ),
|GV0 ∪ GV1 ∪ · · · ∪ GVt | ≤ |V0|nk−1 + t
(bn/tc
2
)
nk−2
≤ tnk−1 + 1
2t
nk
≤ (T0
n
+
1
2t0
)nk
≤ (o(1) + 1
2t0
)nk.
(4.11)
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As well, we have
|G0| ≤ (+ d0)nk. (4.12)
Indeed, the -regularity of P ensures at most tk k-tuples {i1, . . . , ik} ∈ φ−1(0) could
have G[Vi1 , . . . , Vik ] being -irregular (giving rise to at most tkbn/tck k-tuples K ∈ G).
Otherwise, when dG(Vi1 , . . . , Vik) ≤ d0, we have |G[Vi1 , . . . , Vik ]| ≤ d0bn/tck (over at
most
(
t
k
)
k-tuples {i1, . . . , ik} ∈ φ−1(0)). In other words, combining (4.11) and (4.12),
we may write every G ∈ Πj,φ as a disjoint union:
G = G∗ ∪ G1, (4.13)
where,
|G∗| ≤ (o(1) + 1
2t0
+ + d0)n
k
≤ 4d0nk.
(4.14)
and G1 is given in (4.10). We now use the decomposition in (4.13) to count all of
|Πj,φ|. Indeed note that there are at most
4d0nk∑
i=0
((n
k
)
i
)
≤ nk
(
nk
4d0nk
)
≤ nk
( e
4d0
)4d0nk
= 2
4d0nk log
e
4d0
+k logn
≤ 25d0nk log e4d0
≤(4.1) 2 δ4nk
(4.15)
k-graphs G∗ of the form in (4.13) and (4.14). Similarly, there are at most
2bn/tc
k|φ−1(1)| ≤ 2(n/t)k|φ−1(1)| (4.16)
k-graphs of the form in (4.13). We use the following claim.
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Claim 4.3
|φ−1(1)| ≤ ex(t,F) + δ
5
(
t
k
)
.
Using (4.13),(4.14),(4.15) and Claim 4.3, we see that (cf. (4.2))
log2 |Πj,φ| ≤
n
t
k
(ex(t,F) +
δ
5
tk) +
δ
4
nk
= nke˜x(t,F) +
9
20
δnk
≤(4.3) nk(e˜x(n,F) + 1
20
δ) +
9
20
δnk
= ex(n,F) +
δ
2
nk,
(4.17)
as promised by Proposition 4.2. It remain to prove Claim 4.3.
Proof of Claim 4.3. Assume, on the contrary, that
|φ−1(1)| > ex(t,F) + δ
5
(
t
k
)
. (4.18)
For consistency of notation, we shall write the k-uniform hypergraph φ−1(1) on vertex
set [t] as J , where our assumption above is that |J | > ex(t,F) + δ
5
(
t
k
)
. Now with
s0 ≤(4.3) t0 ≤ t given in (4.2), note that there must also exist S0 ∈
(
[t]
s0
)
for which
|J [S0]| ≥ ex(s0,F) + 1. For if not we would have
(ex(t,F) +
δ
5
(
t
k
)
)
(
t− k
s0 − k
)
< |J |
(
t− k
s0 − k
)
≤
(
t
s0
)
ex(s,F),
(4.19)
or equivalently,
ex(t,F) +
δ
5
< ex(s0,F), (4.20)
contradicting (4.3). Now, fix S0 ∈
(
[t]
s0
)
and, for simplicity of notation (and w.l.o.g),
suppose S0 = {1, . . . , s0}. The hypergraph J [S0] has more than ex(s0,F) many edges,
and therefore, must contain a copy of some F0 ∈ F. We show the same copy must
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also appear in every G ∈ Πj,φ ⊆ Forb(n,F), a clear contradiction, establishing that
(4.18) was false.
Indeed, fix G0 ∈ Πj,φ and consider G0[V1, . . . , Vs0 ]. By definition of φ, we have, for
each {i1, . . . , ik} ∈ F0 ⊆ J = φ−1(1), that G0[Vi1 , . . . , Vik ] is -regular with density
dG0 [Vi1 , . . . , Vik ] ≥ d0. By our choice of  > 0 in (4.5), Theorem 3.1 (Counting Lemma)
implies:
|F0(G0)| ≥ (1− 1
2
)d
|F0|
0 (
n
t
)s0
≥ 1
2
d
(s0k )
0
ns0
T s00
= Ω(ns0) > 0.
(4.21)
as promised.
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5 Counting Algorithm For Simple Hypergraphs
In what follows, we consider the problem of estimating the frequency |F(G)| of a
subhypergraph F on f vertices in a host hypergraph G on n vertices. Clearly, one
can compute |F(G)| precisely in time O(nf ). We show that when F is simple, |F(G)|
may be accurately approximated in considerably shorter time.
Theorem 5.1 Let F be a simple k-uniform hypergraph on f ≥ k ≥ 2 vertices, and
let ζ > 0 be given. There exists an algorithm which, for a given k-uniform hypergraph
G on n vertices, computes a value Φ(G) in time O(n2k−1log2n) for which ||F(G)| −
Φ(G)| < ζnf .
Proof. We begin the proof by first discussing some constants involved. Let F ,
f ≥ k ≥ 2 and ζ > 0 be given as in the hypothesis of Theorem 5.1. Define auxiliary
constants d0, γ > 0 and t0 ∈ N by
d0 = γ = ζ/6 and d3/ζe = t0. (5.1)
Let 
′
= Thm.3.1(F , d0, γ) > 0 be the constant guaranteed by Theorem 3.1(Counting
Lemma), and set
 = min{ζ/6, ′}. (5.2)
Let
T0 = T0(t0, ) (5.3)
be the constant guaranteed by Theorem 1.3 (Algorithmic Regularity Lemma). This
concludes our discussion of the constants.
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We now list the steps of the algorithm of Theorem 5.1. Afterwards, we note the
corresponding complexity, and establish the accuracy of the parameter Φ(G).
Step 1. With the constants  > 0 and t0 chosen above, apply Theorem 1.3
(Algorithmic Regularity Lemma) to G to construct an -regular, t-equitable
partition V (G) = V0 ∪ V1 ∪ · · · ∪ Vt where t0 ≤ t ≤ T0.
Step 2. Construct the following weighted Cluster Hypergraph (G∗, ω) on
vertex set [t] = {1, . . . , t} whose edges are “weighted by density”.
I: Define ω :
(
[t]
k
)→ [0, 1] by:
ω({i1, .., ik}) =

dG(Vi1 , .., Vik) if dG(Vi1 , .., Vik) ≥ d0
0 otherwise
where d0 > 0 was chosen in (5.1).
II: Set G∗ = ω−1(0, 1] to be the collection of {i1, .., ik} ∈
(
[t]
k
)
for which
dG(Vi1 , .., Vik) ≥ d0.
Step 3. Construct the family F(G∗) of distinct copies F0 of F in G∗.
Step 4. Compute and return
Φ(G) = bn/tcf
∑
F0∈F(G∗)
∏
F∈F0
ω(F ). (5.4)
This concludes the algorithm. We proceed to an anlysis of its complexity and accuracy.
Note that the complexity of the algorithm above is determined by Step 1. Indeed,
Theorem 2.1 constructs the partition V (G) = V0∪V1∪· · ·∪Vt in time O(n2k−1 log2 n).
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The weighted hypergraph (G∗, ω) is constructed in time O(nk), since there densities
are computed (and recorded) and t ≤ T0 = O(1). Step 3 is greedily completed in
constant time since, again, t ≤ T0 = O(1).
We now prove:
||F(G)| − Φ(G)| < ζnf . (5.5)
We begin with some initial related estimates (see upcoming (5.6)-(5.8)). To that
end, let F×(G) ⊆ F(G) denote the collection of copies F0 ∈ F(G) which “cross” the
classes V1 ∪ · · · ∪ Vt, i.e. |V (F0) ∩ Vi| ≤ 1 for each 1 ≤ i ≤ t and V (F0) ∩ V0 = ∅.
Clearly,
|F(G) \ F×(G)| ≤ |V0|nf−1 + t
(bn/tc
2
)
nf−2
< tnf−1 +
nf
2t
≤ T0nf−1 + n
f
2t0
≤(5.1),(5.3) O(nf−1) + ζnf/12 ≤ ζn
f
6
.
(5.6)
Now, let F−× (G) ⊆ F×(G) denote the copies F0 ∈ F×(G) for which there exists some
F ∈ F0 and some {i1, . . . , ik} ∈
(
[t]
k
)
such that F ∈ (Vi1∪..∪Vik
k
)
and dG(Vi1 , . . . , Vik) <
d0, i.e. ω({i1, . . . , ik}) = 0. Clearly,
|F−× (G)| ≤
(
t
k
)
d0bn/tcknf−k <(5.1) ζ
6
nf . (5.7)
Finally, let F irr× (G) denote the copies F0 ∈ F×(G) for which, for some F ∈ F0, there
exists {i1, . . . , ık} ∈
(
[t]
k
)
for which F ∈ (Vi1∪..∪Vik
k
)
and G[Vi1 , . . . , Vik ] is -irregular.
By Theorem 2.1:
|F irr× | ≤ 
(
t
k
)
bn/tcknf−k < nf . (5.8)
Now, let F+× (G) = F×(G) \ (F−× (G) ∪ F irr× (G)). Note that (5.6)-(5.8) combine to
yield
||F(G)| − |F+× (G)|| ≤ (+
ζ
3
)nf ≤(5.2) ζ
2
nf . (5.9)
Thus to prove (5.5), it suffices to prove the following claim.
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Claim 5.2
||F+× (G)| − Φ(G)| <
ζ
2
nf .
Proof of Claim 5.2. Consider the following subhypergraph G ′∗ ⊆ G∗ of the earlier
cluster hypergraph G∗: for each {i1, . . . , ik} ∈ G∗, let {i1, . . . , ik} ∈ G ′∗ if, and only if,
G[Vi1 , . . . , Vik ] is -regular. Then G ′∗ is a subhypergraph of G∗ with all but 
(
t
k
)
fewer
edges. Now, for each F0 ∈ F(G ′∗), define the following subhypergraph HF0 ⊆ G of G:
For each {i1, . . . , ık} ∈
(
[t]
k
)
, let
HF0 [Vi1 , .., Vik ] =

G[Vi1 , .., Vik ] if {i1, .., ik} ∈ F0
∅ otherwise.
Then,
|F+× (G)| =
∑
F0∈F(G′∗)
|F(HF0)|.
Moreover, applying Theorem 3.1 (Counting Lemma) to each term in the sum above,
we have:
|F+× (G)| = (1± γ)bn/tcf
∑
F0∈F(G′∗)
∏
F∈F0
dF
= (1± γ)bn/tcf
∑
F0∈F(G′∗)
∏
F∈F0
ω(F )
where for each F = {i1, . . . , ik} ∈ F0 ∈ F(G ′∗), dF = dG(Vi1 , . . . , Vik) = ω(F ). We
therefore have ∣∣∣|F+× (G)| − bn/tcf ∑
F0∈F(G′∗)
∏
F∈F0
ω(F )
∣∣∣ ≤ γnf . (5.10)
31
Recalling (5.4), we see:∣∣∣bn/tcf ∑
F0∈F(G′∗)
∏
F∈F0
ω(F )− Φ(G)
∣∣∣
≤ bn/tcf
∑
{
∏
F∈F0
ω(F ) : F0 ∈ F(G∗) \ F(G ′∗)}
≤ bn/tcf |F(G∗) \ F(G ′∗)|
≤ bn/tcf |G∗ \ G ′∗|tf−k
≤ bn/tcf
(
t
k
)
tf−k < nf .
(5.11)
Combining (5.10) and (5.11) implies:
||F+× (G)| − Φ(G)| < (γ + )nf <(5.1),(5.2)
ζ
2
nf ,
hence, proving Claim 5.2.
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6 Constructive Removal Lemma
For our final result, we consider a well known Theorem of Nagle, Ro¨dl, Shcacht, Skokan
[20, 27] and Gowers [13, 14] known as the Removal Lemma. This theorem roughly
asserts that if a ‘large’ hypergraph H contains ‘few’ copies of a fixed subhypergraph
F , then one may delete ‘few’ edges from H to destroy all these copies. The original
proof relies on the hypergraph regularity and counting lemmas of [13, 14, 20, 27] and
is highly technical. In the case that F is simple, we give an easier proof which is, in
fact, constructive, whereas the original more general proof was not.
Theorem 6.1 (Constructive Removal Lemma) For all integers f ≥ k ≥ 2, γ >
0 and simple k-uniform hypergraphs F on f vertices, there exists δ > 0 and integer
n0 = n0(f, k, γ,F , δ) so that the following holds.
Given a k-uniform hypergraph H on n ≥ n0 vertices which contains fewer than
δnf copies of F , one may delete, in time O(n2k−1 log2 n), at most γnk edges from H
to make it F-free.
Proof of Theorem 6.1. Let integers f ≥ k ≥ 2, ζ > 0 and simple k-uniform hy-
pergraph F on f vertices be given. To define the promised constants, we first con-
sider several auxiliary constants. Set γ = 1/2, d0 = ζ/3 and t0 = d4/ζe. We now
appeal to Theorem 3.4(Generalized Counting Lemma). To that end, let F be p-
partite for some f ≥ p ≥ k ≥ 2. Let Thm. 3.4(p) = Thm. 3.4(f, p, k, γ, d0,F) > 0 be
the constant guaranteed by Theorem 3.4, and let Thm. 3.4 = minp Thm. 3.4(p) where
the minimum is taken over all integers k ≤ p ≤ f for which F is p-partite. Let
 = min{ζ/3, Thm. 3.4}. Let T0 = TThm. 1.3(t0, ) be the integer guaranteed by The-
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orem 1.3. We set δ = df
k
0 /(2T
f
0 ) and take n0 = n0(f, k, γ, d0,F , δ) sufficiently large
whenever needed.
Let k-uniform hypergraph H on n ≥ n0 vertices be given, where H contains fewer
than δnf copies of the fixed hypergraph F . We show that in time O(n2k−1 log2 n)
we may locate fewer than ζnk edges in H whose removal makes H F -free. To that
end, with constants  > 0 and t0 above, apply Theorem 1.3 (constructive regularity
lemma) to H to obtain, in time O(n2k−1 log2 n), an -regular and t-equitable partition
V (H) = V1 ∪ · · · ∪ Vt, t0 ≤ t ≤ T0, whose every -irregular k-tuple Vi1 , . . . , Vik is
identified.
We now delete the following edges H ∈ H:
1. all H ∈ H for which H ∩ V0 6= ∅ or |H ∩ Vi| ≥ 2 for some 1 ≤ i ≤ t;
2. all H ∈ H for which there exist 1 ≤ i1 < · · · < ik ≤ t such that |H ∩ Vij | = 1,
1 ≤ j ≤ k, where dH(Vi1 , . . . , Vik) < d0;
3. all H ∈ H for which there exist 1 ≤ i1 < · · · < ik ≤ t such that |H ∩ Vij | = 1,
1 ≤ j ≤ k, where Vi1 , . . . , Vik is -irregular.
We now enumerate the deleted edges (and use that n is sufficiently large). First, the
edges H ∈ H satisfying (1) total at most
tnk−1 + t
(bn/tc
2
)
nk−2 < T0nk−1 +
nk
t
≤ O(nk−1) + n
k
t0
≤ ζ
3
nk
and can be identified (for deletion) in time O(t(n/t)2nk−2) = O(nk). Second, the
edges H ∈ H satisfying (2) total at most(
t
k
)
d0bn/tck ≤ d0nk ≤ ζ
3
nk
and can be identified in time O(tk(n/t)k) = O(nk) since each dH(Vi1 , . . . , Vik) (and
in particular, |H[Vi1 , . . . , Vik ]|) 1 ≤ i1 < · · · < ik ≤ t, can be computed in time
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O(bn/tck)). Finally, the edges H ∈ H satisfying (3) total at most

(
t
k
)
bn/tck ≤ nk ≤ ζ
3
nk
and can be identified in time O(tk(n/t)k) = O(nk) since Theorem 1.3 already identified
all -irregular k-tuples Vi1 , . . . , Vik , 1 ≤ i1 < · · · < ik ≤ t. Note that the deletion
process above has removed at most ζnk edges from H. Note that the complexity of
the deletion process is determined by the application of Theorem 1.3, and so all of
the above is done in time O(n2k−1 log2 n).
Let H′ be the hypergraph obtained after the edges above have been removed
from H. We now argue that H′ is F -free. Indeed, assume on the contrary that
H′ contains a copy F ′ of F . Let F ′ be p-partite for some k ≤ p ≤ f and write
V (F ′) = Wj1 ∪ · · · ∪ Wjp where Wj` ⊆ Vj` , 1 ≤ ` ≤ p. By virtue of the deletion
process above, every edge F ∈ F ′ crosses the p-partition above and further satisfies
the following property: if F ⊆ Wj`1 ∪ · · · ∪Wj`k for some 1 ≤ `1 < · · · < `k ≤ p, then
H[Vj`1 , . . . , Vj`k ] is -regular with density at least d0. Theorem 3.4 then applies to say
(with n sufficiently large)
|F(H)| ≥ ∣∣F(H[Vj`1 , . . . , Vj`k ])∣∣ ≥ 12d|F |0 bn/tcf > 12dfk0 ( nT0)f = δnf ,
which contradicts our hypothesis that |F(H)| ≤ δnf .
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