Abstract-Differential evolution (DE) has been shown to be a simple and effective evolutionary algorithm for global optimization both in benchmark test functions and many real-world applications. This paper introduces a dynamic differential evolution (D-DE) algorithm to solve constrained optimization problems. In D-DE, a novel mutation operator is firstly designed to prevent premature. Secondly, the scale factor F and the crossover probability CR are dynamic and adaptive to be beneficial for adjusting control parameters during the evolutionary process, especially, when done without any user interaction. Thirdly, D-DE uses orthogonal design method to generate initial population and reinitialize some solutions to replace some worse solutions during the search process. Finally, D-DE is validated on 6 benchmark test functions provided by the CEC 2006 special session on constrained real-parameter optimization. The experimental results obtained by D-DE are explained and discussed, and some conclusions are also drawn.
I. INTRODUCTION
Many real-world optimization problems in science and engineering involve a number of constraints which the optimal solution must satisfy. These problems are also called constrained optimization problems or nonlinear programming problems. We are most interested in the general constrained optimization problems, which are all transformed into the following format [1] , [2] , [3] , [4] 
, is one subset of the parameter space S (obviously, S F ⊆ ) which satisfies the equality and inequality constraints.
Population-based evolutionary algorithm, mainly due to its ease to implement and use, and its less susceptibleness to the characteristics of the function to be optimized, has become a very popular option to solve constrained optimization problems in benchmark test functions and real-world applications [5] . Muñoz Zavala et al. [6] proposed a new constrained optimization algorithm based on improved particle swarm optimization (COPSO). In order to keep diversity, COPSO introduces a hybrid approach based on a modified ring neighborhood structure with two new perturbation operators for perturbing the particle swarm optimization (PSO) memory. In addition, COPSO adopts a new and special handling technique for equality constraints where a dynamic tolerance value is adjusted to allow the survival of unfeasible particles. Furthermore, COPSO is applied to the solution of state-of-the-art benchmark test functions and various engineering design problems. Liang and Suganthan [7] proposed a dynamic multi-swarm particle swarm optimizer with a novel constraint-handling mechanism (DMS-PSO). DMS-PSO adopts a novel constraint-handling mechanism based on multi-swarm. Different from the existing constraints handling methods, sub-swarms are adaptively assigned to explore different constraints during the search process. Additionally, DMS-PSO introduces Sequential Quadratic Programming (SQP) method to improve local search ability. Finally, DMS-PSO is applied to the solution of constrained realparameter optimization. Mezura-Montes et al. [8] proposed a modified differential evolution for constrained optimization (MDE). In order to increase the probability of each parent to generate a better offspring, MDE allows each solution to generate more than one offspring but using a different mutation operator which combines information of the current parent to find new search directions. Besides, MDE employs three selection criteria based on feasibility to deal with the constraints and adopts a diversity mechanism to maintain infeasible solutions located in promising areas of the search space. Takahama and Sakai [9] proposed a novel constrained optimization algorithm by the ε constrained differential evolution with gradient-based mutation and feasible elites ( DE ε ). Firstly, DE ε applies the ε constrained method to differential evolution. Secondly, to solve problems with many equality constraints faster, which are very difficult problems for numerical optimization, DE ε proposes gradient-based mutation and feasible elites preserving strategy. Finally, DE ε is tested on 24 benchmark test functions provided by the CEC 2006 special session on constrained real-parameter optimization. Differential evolution (DE) [10] , [11] , a relatively new evolutionary technique, has been shown to be simple and powerful and has been widely applied to both benchmark test functions and real-world applications [12] . After analyzing the existing evolutionary algorithms, this paper introduces a new dynamic differential evolution (D-DE) algorithm for constrained real-parameter optimization efficiently.
The remainder of this paper is organized as follows. Section II briefly introduces the basic idea of DE. Section III describes in detail the D-DE algorithm. Section IV presents 6 benchmark test functions. Section V presents experimental settings adopted by D-DE, conventional DE and GA, respectively. Section VI provides an analysis of the results obtained from our empirical study. Finally, some conclusions and some possible paths for future research are provided in Section VII. 
II. THE BASIC
Where rand is a uniform random number distributed between 0 and 1,
is a randomly selected index from the set } ,..., 2 , 1 { D , the crossover probability
is used to control the diversity of individuals.
C. Selection Operator
The child individual 
Where N is the population size, D is the number of variables, j r is a random number between 0 and 1, the th j
. In order to improve the search efficiency, this paper employs orthogonal design method to generate the initial population, which can make some points closer to the global optimal point and improve the diversity of solutions. The orthogonal design method is described as follows [14] α is defined as follows:
Thereafter, we create the orthogonal array
with D factors and Q levels, where N is the number of level combinations. The procedure of generating the orthogonal array
is described as follows: 
B. Novel Mutation Scheme
According to the different variants of mutation, there are several different DE schemes often used, which are formulated as follows [10] : "DE/rand/1/bin": ) ( "DE/best/1/bin": ) ( Where best x r is the best solution of the current population, and the control parameter F is usually set to be a constant.
Using best x r can improve the convergence speed but also increase the probability of getting stuck in the local optimum. In order to overcome the limitations, this paper proposes a novel variant of mutation, which is defined as follows:
, they are K mutually different and randomly chosen integers. The better solution better x r is a random sample from top a N solutions after ranking the current population based on the feasibility rule described in the later. The scale factor F is a dynamic control parameter and related to the generation number, which is defined as follows:
Here min F and max F are the bottom and upper boundaries of F , and usually are set to 0.1 and 0.9 respectively. The exponent b F is a shape parameter determining the degree of dependency on the generation number and usually is set to 2 or 3. Two parameters t and T are the current generation number and the maximal generation number respectively.
C. Dynamic Control Parameters
In conventional DE, the crossover probability CR is a constant value between 0 and 1. In this study, a dynamic crossover probability CR is defined as follows:
Here min CR and max CR are the bottom and upper boundaries of CR , and usually are set to 0.1 and 0.9 respectively. The exponent b CR is a shape parameter determining the degree of dependency on the generation number and usually is set to 2 or 3. Two parameters t and T are the current generation number and the maximal generation number respectively.
At the early stage, D-DE uses a bigger scale factor F and a bigger crossover probability CR to search the solution space to preserve the diversity of solutions and prevent premature; at the later stage, D-DE employs a smaller scale factor F and a smaller crossover probability CR to search the solution space to enhance the local search and prevent the better solutions found from being destroyed. 
D. Repair Rule
is either reflected back from the violated boundary or set to the corresponding boundary value using the repair rule as follows [15] , [16] :
Where p is a probability and uniformly distributed random number in the range ] 1 , 0 [ .
E. Constraint Handling Mechanism
In evolutionary algorithms for solving constrained optimization problems, the most common method to handle constraints is to use penalty functions. Usually equality constraints are transformed into inequalities of the form [4] :
Here ε is a tolerance allowed (a very small value) for the equality constraints. In general, the constraint violation function of one individual x r is transformed by m equality and inequality constraints as follows [9] , [17] , [18] :
Here the exponent β is a positive number and usually set to 1 or 2, and the coefficient j w is greater than zero. The function value ) (x G r shows that the degree of constraints violation of individual x r . β is set to 2 and j w is set to 1 in this study.
In this study, a simple and efficient constraint handling technique of feasibility-based rule is introduced, which is also a constraint handling technique without parameters. When two solutions are compared at a time, the following criteria are always applied [3] : 1) If one solution is feasible, and the other is infeasible, the feasible solution is preferred;
2) If both solutions are feasible, the one with the better objective function value is preferred;
3) If both solutions are infeasible, the one with smaller constraint violation function value is preferred. 
F. Algorithm Framework
The general framework of the D-DE algorithm is outlined as follows: 1: Generate orthogonal initial population } ,..., , { 0 0 2 0 1 0 N x x x P r r r = , 2: initialize parameters, and let 0 = t . 3: Evaluate 0 P , and rank 0 P based on feasibility rule. 4: repeat 5: for each individual t i x r in the
IV. TEST FUNCTION SUITE
In order to validate D-DE, we employ 6 benchmark test problems 04 g , 06 g , 08 g , 11 g , 12 g , which are provided by the CEC 2006 special session on constrained realparameter optimization [4] , and which are described in the following. 
B. Parameter Settings of Conventional DE
In our experimental study, the parameter values adopted by the conventional DE are set as follows: the population size 50 = N , the maximal generation number 55000 = T , the crossover probability 9 . 0 = CR , the scale factor
. The number of function evaluations (FES) is equal to T N × =275,000. The achieved solution at the end of T N × FES is used to measure the performance of the conventional DE. The DE employs the repair rule and constraint handling mechanism described in Section III and is independently run 30 times on each test function.
C. Parameter Settings of Conventional GA
As a computing technique and method, population-based genetic algorithm (GA) [20] has been shown to be an effective evolutionary algorithm [21] . In our experimental study, the conventional GA uses simulated binary crossover (SBX) [22] , polynomial mutation operator [23] , tournament selection between the parent and its child, the repair rule and constraint handling mechanism described in Section III. The parameter values employed by the real-coded GA are set as follows: the population size 50 = N , the maximal generation number 55000 = T , the crossover probability 9 . 0 = c P and a mutation probability n P m / 1 = (where n is the number of decision variables for real-coded GA), the distribution indexes for crossover and mutation operators as 20 
VI. EXPERIMENTAL RESULTS AND DISCUSSIONS

A. Comparison with Respect to Conventional DE and GA on 6 Benchmark Test Problems
Using the above experimental settings, the best, mean and worst results obtained by D-DE, DE, and GA are given in Tables I-III. As shown in Table I 
VII. CONCLUSIONS AND FUTURE WORK
In this study, we present a dynamic differential evolution algorithm (D-DE) for solving constrained real-parameter optimization problems. In this model of D-DE, there exist at least three important contributions as follows:
1) The first contribution is the novel mutation scheme, which can improve the convergence speed, prevent premature and preserve the diversity of solutions.
2) The second contribution is two important control parameters (i.e., the scale factor F and the crossover probability CR ), which are dynamic and beneficial for adjusting control parameters during the evolutionary and search process, especially, when done without any user interaction.
3) The third contribution is that D-DE can prevent premature and enhance the search performance mainly due to replacing some relatively worse solutions with reinitialized solutions during the evolutionary process.
In addition, D-DE employs orthogonal design method to generate initial population to improve the diversity of solutions and introduces a constraint handling technique based on the feasibility rule and the sum of constraints violation.
Finally, D-DE is tested on 6 benchmark test functions provided by the CEC 2006 special session on constrained real-parameter optimization. Through comparing D-DE with respect to state-of-the-art evolutionary algorithms, the experimental results show that D-DE is highly competitive and can obtain good results in terms of a test set of constrained real-parameter optimization problems. However, in the future, there are still many aspects to do. Firstly, in order to further validate D-DE, we are considering of the possibility of testing more benchmark test functions (especially, highly dimensional problems) and real-world constrained optimization problems. Secondly, for some test functions, there exists the phenomenon of slow evolutionary at the later stage. In order to overcome the limitation, we will incorporate some local search techniques into D-DE to improve the convergence speed. Additionally, improving constraint handling technique is another future work.
