Dispersed-phase flows are important for a wide variety of problems, and several numerical approaches for the solution of dispersed-phase flows have been proposed and implemented in the past. The present research implements two popular approaches to dispersed-phase flows: the Lagrangian particle-tracking approach and the Eulerian sectional approach. A direct comparison between the two methods is made for a range of shock driven seeded flow-fields. First, different drag models are investigated using the particle-tracking method for a range of conditions, and then direct comparisons between the two methods are made for shock speed attenuation and shock-wave profiles. In addition, resolution requirements are investigated to determine the number of sections and the number of particles required to obtain good agreement between the methods, and then two-dimensional simulations are done to investigate the effect of each method on more complicated flow-fields. Results showed both methods can be used to obtain very similar results, although each method has benefits and drawbacks. The glass particles were then replaced with water droplets, and the effect of vaporization and droplet breakup were then investigated. Although vaporization was well represented with the sectional approach, different droplet breakup models had to be implemented for the different approaches, with some significant differences in the resultant droplet distributions. The reason for this is that breakup models require a droplet deformation time before breaking up, and thus a droplet history. This droplet history is difficult to implement in sectional approaches (and Eulerian methods in general), and so the breakup model must be changed. Similar profiles could be reproduced with the sectional method, but significant differences persisted. The results did show, however, that the Eulerian sectional approach is a viable method for computing complex, multi-dimensional flow-fields and can provide significant numerical advantages when compared with Lagrangian particle-tracking methods, especially in flooded environments such as examined here.
C d
coefficient of drag for particle C l specific heat of liquid-phase (erg/gm K) C p gas-phase specific heat at constant pressure (erg/gm K) C p, k specific heat at constant pressure for k th gas species (erg/mol K) C v, k specific heat at constant volume for k th gas species (erg/mol K) D bu droplet diameter after breakup (cm) D j cr critical diameter for section j above which droplets will break up (cm) D d, i diameter of i th droplet (cm) E gas-phase total energy (erg/cm 3 ) E j 1 mass transfer coefficient for section j to section j-1 from vaporization E j 2 mass transfer coefficient for section j to the gas-phase from vaporization E j , l 3 mass transfer coefficient for section j to section l from breakup F j momentum transfer coefficient for section j to gas-phase from drag (dyne/cm 3 mass transfer from droplet to gas-phase due to vaporization (gm/s) m j mass density for section j of the dispersed-phase (gm/cm 3 ) ṁ ss mass transfer from droplet to gas-phase assuming no convection (gm/s) N number of gas-phase species N bu number of resultant breakup droplets from original droplet N d, i number of virtual droplets per simulated droplet N p number of simulated droplets (particles) N s number of simulated sections n k gas-phase species concentration (mol/cm 3 ) n k, s gas-phase species concentration at droplet surface (mol/cm 3 ) Nu d, i Nusselt number for i th droplet ṡ erg gas-phase source term for energy transfer from dispersed-phase (erg/s cm 3 ) ṡ mom gas-phase source term for momentum transfer from dispersed-phase (gm/s 2 cm 2 ) ṡ n, k gas-phase source term for dispersed-phase vaporization to k th gas species (mol/s cm 3 ) ṡ ρ gas-phase source term for dispersed-phase vaporization mass addition (gm/s cm 3 ) P gas-phase pressure (dyne/cm 2 ) P H 2 O, sat saturation pressure of water at a given temperature (dyne/cm 2 ) Pr Prandtl number for gas-phase Q d, i heat-transfer from i th droplet to gas-phase (erg/s) Q j heat-transfer coefficient from section j to gas-phase (erg/s cm 3 ) R ideal gas-constant (erg/mol K)
Reynolds number of i th droplet T gas-phase temperature (K) specific heat ratio for k th gas-species ∆t time-step for the simulation (s) ∆V volume of cell containing simulated droplet (cm 3 ) λ conductivity of gas-phase (dynes/s K) µ viscosity of gas-phase (gm/s cm) ρ gas-phase density (gm/cm 3 ) ρ l density of condensed-phase (gm/cm 3 ) σ surface tension of condensed-phase (dynes/cm)
INTRODUCTION
Multi-phase and in particular dispersed-phase simulations are important for a wide range of applications, including fuel injection and burning in combustion, mitigation of shock waves and fires, and pollutant transport in the atmosphere, and spray devices for food processing, to name a few. The dispersed-phase can be made of solid particles such as glass spheres, coal dust or volcanic dust, or liquid droplets such as oil-based fuels or water droplets, or even multi-component droplets that are partially solid and liquid.
There is a wide range of physics associated with dispersed-phase flows that make simulating these flow-fields particularly challenging. Propagation of shock waves through dispersed-phase media is important in many natural and man-made processes, and is the focus of the current research. Drag and heat transfer between the dispersed-and the gas-phase, vaporization, breakup of droplets, burning processes around droplets, and droplet-turbulence or particle-turbulence interactions can all play significant roles in determining the effect of the dispersedphase on the shock wave propagation. In addition, spray injection plays an important role in determining droplet concentration profiles and properties. For purposes of this paper, the dispersed-phase flow consists of droplets or particles on the order of 25 µm, where much of the domain is seeded uniformly with millions of these small particles or droplets. The volume fraction is low enough that collisional effects are negligible, with typical volume fractions of around 0.001 or less.
A very popular approach to dispersed-phase flows is the particle-tracking method, especially in the area of spray combustion Mashayek, 2000) . With this method each particle or droplet is simulated in a Lagrangian fashion and tracked through the flow-field. The gas-phase can either be Eulerian or Lagrangian, depending on the users algorithm. Source terms for mass, momentum, and energy transfer are developed for each particle or droplet based on droplet models. Related source terms for the carrier gas can also incorporate turbulent dispersion when needed, but is not included in this research. The particle-tracking method scales poorly when the number of droplets or particles increases substantially (requiring the use of virtual particles), and is also difficult to achieve effective load balancing when used in conjunction with domain decomposition techniques for the gas-phase.
There are several Eulerian methods that can be used instead of the Lagrangian particle-tracking approach. All of these methods force the modeler to make an assumption about the droplet distribution within each computational cell. In this article, we investigate in particular the sectional Eulerian method originally proposed by Tambour (1984) , which creates a number of sections based on droplet size each having their own mass, momentum, and energy conservations equations. Using further assumptions on particle momentum and energy, expressions can be developed for mass, momentum, and energy transfer between the gas-phase and dispersed-phase. This method is attractive because it is highly parallelizable and effective for cases with very large numbers of particles or droplets.
Because of the difficulty of dispersed-phase computations, there are few back to back comparisons of sectional and particle-tracking approaches for problems, although there is a clear need for this type of study. One example of a comparison is by Riber et. al (2006) , where they compared Lagrangian and Eulerian techniques for a bluff-body configuration. The focus of this paper is on direct comparisons of a particle-tracking and sectional approach for a particular problem: gases seeded with particles or droplets subjected to a shock wave. Comparisons are made to examine the sectional approach's ability to capture drag, heat transfer, vaporization, and breakup processes for particles and droplets with diameters in the range of 25 µm, for both one-dimensional and multidimensional scenarios. We also examine the effect of the number of sections and the number of virtual particles have on the gas-phase properties. The research does not address how to obtain accurate representations of droplet or particle distributions from a spray injection nozzle using each of these methods. As spray injection is important in many applications, this is clearly an area of interest, however, it is beyond the scope of the present research. Although the scope of this research is limited, the models described in this article have been applied to a much broader class of dispersed-phase flow-fields, including droplet detonations (Cheatham et al, 2005) , blast mitigation (Schwer et al, 2007) , multi-component droplet combustion (Chang et al, 1998) , and fire suppression (Prasad et al, 2000) .
NUMERICAL MODEL 2.1. Gas-phase model
The governing equations for the gas-phase are the inviscid, compressible form of the conservation equations for species, mass, momentum, and energy. They are written as:
where ṡ n, k , ṡ ρ , ṡ mom , ṡ erg are the transfer source terms between the dispersed-phase and the gas-phase, and are explained below. Given N species, there are N + 3 conservation equations for the gas-phase flow in one-dimension. For the simulations performed in this paper, the gas-phase is assumed to be ideal and a calorically perfect gas mixture. The relation between pressure, species concentration, and temperature is given by the ideal gas law: (5) where R is the universal gas constant. Because we have a calorically perfect gas, the total energy is given by the relation: (6) The specific heat for each species is specified in terms of the specific heat ratio and the ideal gas constant such that . For these simulations, viscous terms are negligible outside of gas-particle interactions.
Dispersed-phase models
The dispersed-phase equations are solved using two different approaches, the Eulerian sectional approach and the Lagrangian particle-tracking approach. For both methods, we assume a dilute mixture of spherical droplets, where the volume fraction of the dispersedphase remains negligible (under 0.001) and therefore droplet-droplet interactions are also negligible. For this paper, we consider small droplets in the range of 25-30 µm in diameter, and mass-loadings on the order of 0.5 (defined as the mass of particles or droplets in a cell volume compared to the mass of the gas in the same volume).
International journal of spray and combustion dynamics · Volume . 1 · Number . 1 . 2009 We first discuss the single-droplet models used for developing both the particle-tracking models and the Eulerian sectional models. There is a large body of work that has addressed many different aspects of particle and droplet drag, heating, vaporization, and breakup both experimentally and theoretically (e.g., a detailed discussion of droplets and spray models is given in Sirignano, 1999) . For our simulations, a single simulated droplet is characterized by its mass m d, i , velocity v d, i , diameter D d, i , and specific enthalpy h d, i (the subscript d,i represents particle or droplet properties for the ith particle or droplet). We assume the temperature is uniform throughout each droplet, therefore, there is a one-to-one correspondence between droplet temperature and specific enthalpy, h d, i = C l T d, i , where C l is the specific heat of the liquid. For water, C l = 4189.4 × 10 4 erg/gm K, and for the glass particles, C l = 766 × 10 4 erg/gm K. We assume the liquid-phase density ρ l is constant, thus the droplet mass is m d, i = ρ l (πD 3 d, i /6). The single droplet equation of motion is:
where m is the gas-phase viscosity. 
where l is the thermal conductivity and Nu d, i is the Nusselt number for the droplet. The thermal conductivity is calculated based on a constant Prandtl number of 0.75. The latent heat of vaporization L v is calculated by the equation:
Assuming a slightly modified Ranz and Marshall (1952) convective heat transfer correlation as used in Sivier et al (1994) (11) Nu = 2 0.459Pr Re 1 3 0.55
where Pr is the Prandtl number, Pr = µC p /λ, and f vc is the correction term due to vaporization and is defined below.
Droplet vaporization
The vaporization model used for all of the water droplet simulations is based on spherically-symmetric isolated droplets with infinite conductivity. Convective effects are specified by modifications based on empirical correlations. The model assumes the water vapor pressure at the surface of the droplet is the saturation pressure of water at the local droplet surface temperature T s . In the infinite conductivity case, T s = T d, i , and assuming a unity Lewis number, the vaporization coefficient β is calculated as (12) where B is the Spalding transfer number and is defined as 
where P H 2 O, sat (T s ) is the saturation pressure for water, M H 2 O is the molecular weight of water, and M is the molecular weight of the gas-mixture at the droplet surface, . The saturation pressure for water vapor with respect to temperature is curve-fit using the Antoine equation with widely available data: (15) where the pressure is in bars and the temperature is in Kelvins. These coefficients produce an error of less than 2% over most of the data compiled in Steam Tables (Keenan, 1969) . Near the supercritical temperature (above 600 K) this error increases slightly to under 5%.
Assuming the D 2 -law, the spherically-symmetric mass vaporization rate for a singledroplet is given by the expression
The spherically-symmetric vaporization term is then corrected using the correlation of Ranz and Marshall (1952) to determine the convective vaporization rate,
The vaporization correction to the heat transfer Nusselt number is expressed as
Droplet breakup
In addition to vaporization, heat, and momentum transfer, droplet-breakup is also considered in this paper. Droplet breakup is a complex process that has been studied extensively in the literature (reviews can be found in Gelfand (1996) 
For droplets above a critical Weber number of about 12, the droplet will deform and eventually breakup. There are several different breakup regimes depending on the Weber number and some other parameters. For Weber numbers close to the critical value, bag breakup is very common and well known, as well as several other modes of breakup that can be based on the stability of the droplet surface. For very high Weber numbers, the droplets shatter into very small droplets. Droplets also require time to breakup, which has been estimated to be between 5 to 10 times the droplet characteristic deformation time. We use the expression below for the droplet breakup time based on experimental results by Gelfand (1996) : (20) Because of the complexity of the breakup process and the uncertainties in properties of the droplets after breakup, we use a simple model to approximate the effect of breakup. Droplets that have a Weber number above 12 are assumed to break into a number of smaller droplets at or below the critical Weber number. The time for breakup is taken into account in both the particle-tracking and sectional approaches. To compute the Weber number, we need the surface tension for water as a function of temperature. The surface-tension is calculated assuming a linear relation with temperature and that it vanishes at the critical temperature for water, giving us:
Particle drag laws
When simulating shock wave attenuation in the presence of particles or droplets, drag laws have an important effect on the shock wave deceleration. There are many drag laws that have been proposed over the last several decades, the drag laws we specifically examine are described below. For the models, Re refers to the droplet Reynolds number and is based on the droplet diameter and the magnitude of the difference between droplet and gas-phase velocity, and Ma refers to the droplet Mach number and is based on the gas-phase acoustic speed and the magnitude of the velocity difference between the particle and the gas-phase. We have excluded the d, i subscripts for convenience.
1. Schiller and Naumann (1933) . This is the classical drag law and has been used extensively. It is simple to implement and works well, however, it is generally not accepted over Reynolds number of 800.
2. Smirnov, Zverev (1992) . This drag coefficient is used in detonation calculations.
where , , ρ w is the gaseous density at the droplet temperature, and µ w is the gaseous viscosity at the droplet temperature. Mach Number corrections are included in the ρ/ρ w term, which is given below: (24) 3. Tedeschi et al (1999) . This work was done with very small droplets, on the order of 1 µm. The focus of the research was on rarefied gas effects, however, the study did include Mach number corrections to the Schiller and Naumann law, making it applicable up to a Mach number of 1.
4. Igra and Takayama (1993) . This drag law is applicable at very high Reynolds number, and is based on non-steady millimeter-sized particles. It does not reduce to the classic Stokes drag as the Reynolds number approaches one, and is valid for a 
5. Henderson (1976) . Provided a comprehensive drag law for subsonic and supersonic regimes under a wide range of Reynolds numbers. The down side to this law is that it is very complicated:
where S is the molecular speed ratio , T w is the temperature of the particle.
6. Sommerfeld (1985) . This drag law was proposed by Sommerfeld in his experimental paper. Although not widely used, this provides a good match with his experiments, and we are interested in its applicability to other flows.
(28)
Dispersed-phase simulation approaches
Using the above single-droplet models, we can construct our dispersed-phase model either using the particle-tracking approach or the sectional approach. Both of these models are briefly described below:
Particle-tracking approach
The first approach we discuss is the particle-tracking approach. In this approach, we use the single-droplet models explained above and track a number of computational particles directly in a Lagrangian fashion. Each computational particle is characterized by its mass
, and specific enthalpy h d, i . Each computational particle represents a given number of physical particles, N d, i , all assumed to be located in the same computational cell. For droplet breakup, droplets that remain above the critical Weber number over the critical breakup time break into N bu droplets, each having a diameter: It is further assumed that when a droplet breaks up, all of its mass goes into smaller droplets and none of it is vaporized. Therefore, assuming all of the resultant droplets are the same diameter, the number of droplets resulting from a breakup event is easily determined to be .
In our model, the result of a breakup event for a droplet is that the droplet changes its diameter D d, i and the number of virtual particles N d, i tied to the simulated particle, while retaining all of the other properties; thus no new simulated particles are added to the calculation.
As mentioned above, all of the physical droplets associated with a computational droplet are assumed to be in the same cell, with volume ∆V. The gas-phase source terms are then determined based on the simulated droplet sources and are given below:
term is simply the gaseous water vapor enthalpy at the droplet surface temperature. This assumes that the energy needed for vaporization is taken out of the heat transfer term Q d, i as is implied by Eqn (9), instead of explicitly out of the gas-phase energy. This is consistent with Abdel-Hameed and Bellan (2002) and Cheatham and Kailasanath (2005) .
Sectional approach
The dispersed-phase equations for the sectional approach are developed by grouping droplets of similar sizes together into sections. Each section is represented by Eulerian conservation equations for mass, momentum, and energy. Source terms account for mass, momentum, and energy transfer between the sections and between each section and the gas-phase. The conservation equations are written for section j as follows:
( 36) where m j is the mass density, v j is the velocity, and h j is the enthalpy of the water-droplets from section j, E j 1 is the mass transfer from section j to j-1 due to vaporization, E j 2 is the mass transfer from section j to the gas-phase due to vaporization, E l, j 3 is the mass transfer from section l to section j due to droplet breakup, F j is the drag force between droplets in section j and the gas-phase, and Q j is the heat transfer between the droplets in section j and the gas-phase. The source functions for the gas-phase are related through the following:
The source terms are calculated based on single-droplet models and an assumption for the number density PDF in each section (Laurent and Massot, 2001 ). For each section, we assume that the number density PDF within the section is constant with respect to droplet volume. The implication behind this assumption is that the size distribution for a problem is constrained compared to the particle-tracking method. Better representation of an observed size distribution is accomplished by using a greater number of sections for the simulation, however, there is a practical limit to how many sections can be computed in a simulation. Calculation of the source terms is described in detail in Schwer and Kailasanath (2003) . The resulting source term assuming the above single droplet models and the Schiller and Naumann drag law (1933) is:
The source term for transfer of mass from section j to the gas-phase from droplet vaporization is (41) The momentum transfer source term is computed in two parts, a non-convective and a convective correction term, described as F 1 and F 2 (42)
Similarly, the heat transfer source term is broken into a non-convective and a convective term,
Because of the nature of breakup, the droplet breakup model is treated somewhat differently for the sectional approach as opposed to the particle tracking approach. For droplet breakup, we step through each of the sections. In each section, we compute a critical diameter for breakup given by the critical Weber number, We cr :
If the critical diameter is larger than the smallest droplet in the section (D j ), no breakup occurs. However, if the critical diameter is smaller than D j , then mass is transferred from that section into the section that contains the critical diameter, j cr . The amount of mass that is transferred depends on the characteristic droplet breakup time t j bu and the time step of the simulation ∆t,
This is somewhat different from the particle-tracking approach, where any given droplet does not breakup until the characteristic breakup time has elapsed. That is because with the Eulerian approach, there is no way to differentiate between droplets with different histories. Using the approach discussed above, we capture the effect that droplets subjected to an extremely high velocity stream shatter instantaneously, whereas droplets subjected to a stream with only a high enough velocity for moderate breakup take time to transfer all of the mass into smaller droplets. Particle, gas flow turbulent dispersion is not modeled in these simulations. This is an important area of research, and there is already a considerable amount of excellent research focusing on droplet-turbulence dispersion, however, it is beyond the scope of this paper.
SOLUTION PROCEDURE
We solve the gas-phase conservation equations for mass, momentum, and energy, along with either N p sets of droplet equations for the Lagrangian approach or M sets of sectional conservation equations. The gas-phase and dispersed-phase are coupled together through the source terms (Eqns 31-33) or (Eqns 37-39). The present procedure used for solving these conservation equations is by a time-step splitting method. Each set of conservation equations is solved independently without the cross-coupling source terms. Because the gas-phase and dispersed-phase can have significantly different timestep restrictions, the gas-phase solution is allowed to take several time-steps for each dispersed-phase time-step taken. The cross-coupling source terms are added at the end of each dispersed-phase time-step.
The solution procedure for the gas-phase conservation equations (1-4) is the FCTalgorithm of Boris and Book (1973) which is especially well suited for high-speed flows. The version of the algorithm used for the results reported in this paper is described in detail in NRL/MR/6410-93-7192 (Boris et al, 1993) and will not be repeated here for brevity. The solution procedure for the Eulerian sectional conservation equations (Eqns 34-36) is also based on the explicit-FCT algorithm used above. In the sectional equations, the momentum equation is decoupled from the energy equation such that the Courant number restriction for the numerical procedure can be based on the particle velocity v j .
For the tracked particles and droplets, the 4 th -order Adams-Bashforth and AdamsMolton predictor-corrector schemes are used for the temporal integration. The vaporization, drag, and heat transfer terms are all evaluated explicitly. For the simulations, we assume all of the mass, momentum, and energy transfer occurs between the droplet and the cell in which the droplet exists. This was done mostly to simplify the parallel algorithm, such that droplet contributions on bordering cells do not cause communication complications. The result of this approach is that the numerical simulations have a higher level of noise than with an averaged approach. This approach is, however, still useful for our purposes.
The current algorithm uses domain decomposition for computing the gas-phase. The full domain is broken into subdomains using the PARTI library (Agrawal et al, 1995) and the MPI message-passing library. When computing gas-phase fluxes, processor communication is done between the subdomains for overlap regions such that fluxes retain their higher order accuracy at subdomain boundaries. This method is very efficient and scalable for explicit Eulerian calculations such as the gas-phase calculation. Droplets are initialized on the master node and then distributed between the processors based on where they are located. At the beginning of the simulation, when the particles or droplets are dispersed over a large region, this results in good load balancing. As the particles are pushed by the shock wave towards one end of the computational domain, the load becomes less balanced as more droplet physics are computed on fewer processors. This problem with load balancing can be addressed, but has not been addressed for this paper. In any event, proper parallel load balancing for particle-tracking approaches is difficult to accomplish for general computations utilizing a domain decomposition strategy, except under very specialized circumstances where the droplets or particles tend to be distributed throughout the domain.
In contrast to the particle-tracking approach, the sectional approach is almost trivial to parallelize. Because it uses an Eulerian representation for the dispersed-phase field, it can be parallelized in the exact same manner as the gas-phase equations. Using the explicit schemes mentioned previously, this results in a very scalable and efficient solver, and is one of the main attractions for using the sectional approach.
RESULTS
Results for this paper focus on shocked flows seeded with particles or droplets. For the purposes of simulation, the computational domain is set to resemble a shock-tube configuration as shown in Figure 1 , with a driver section, an unseeded driven section, and a seeded driven section. At the start of the simulation, a shock wave develops in the unseeded driven section dependent on the pressure and density ratios between the driven and driver sections of the shock-tube. As the shock wave moves to the left, it impinges on the seeded air. Momentum and energy are transferred to the particles and Driver section
Diaphragm
Initial particle interface,
Figure 1:
Schematic of shock tube setup for propagation of shock waves through particle and droplet seeded gases. droplets from the shocked gases, and they start to move deeper into the seeded region of the shock-tube while reducing the velocity of the shock wave. As the shock wave penetrates deeper into the seeded section, the density of particles within the shocked gas increases, the shock wave slows down, and the pressure of the shocked gas remains similar. The attenuation of the shock wave velocity is dependent on the initial mass loading of the particles or droplets, while the resultant profiles of pressure, density, and momentum within the shocked gases depends on the particle or droplet size and transport properties of the gas-phase. Further effects are felt due to vaporization and droplet breakup, which are discussed in more detail below. The first set of results focus on shocked flows seeded with glass particles. Because there is no vaporization or breakup, the comparisons closely examine the effect of drag and heat transfer between the gas and the particles, and is thus the ideal medium to examine drag laws. The simplicity of the particle-tracking approach at incorporating different drag models is used to examine all six drag laws described above. We then demonstrate the ability of the sectional approach to match the attenuation rate of the particle-tracking method. Two-dimensional simulations provide a further comparison between particletracking and sectional approaches for air seeded with particles. The second set of results focus on the driven section seeded with water droplets. Here, vaporization and breakup play important rules, and we compare the two methods with respect to both factors.
Computational domain and conditions
For the particle simulations, the driven air conditions are at STP, while the driver conditions vary to give us a range of Mach numbers from 1.49 to 3.54, as shown in Table 1 . The range was selected so that we could obtain comparisons with experiments of Sommerfeld (1985) , but also explore a wider range of particle Reynolds and Mach numbers that are of interest. The simulations are seeded either with glass particles or water droplets.
For all of the simulations, the shock tube has an axial length of 781 cm, with a driver section of 200 cm. The seeded portion of the driven section starts 105 cm past the diaphragm, at an axial location of 305 cm. This allows for the shock wave to develop completely before impinging on the particles and droplets. For the multi-dimensional simulations, the shock tube height is set to 100 cm.
Glass particle results
The first set of simulations shown are for glass particles suspended in the driven section of a shock-tube. The glass particles are mono-dispersed and have a diameter in the range of 25-27 µm, with a mass-loading of 0.63. This roughly corresponds to the Sommerfeld experiments. Although the particles in the experiment were not mono-dispersed, the median particle diameter is 27 µm. Before direct comparisons are made between the Lagrangian particle-tracking and Eulerian sectional approaches, the effect of the different drag laws on shock wave attenuation rate is considered. Since attenuation rates are very sensitive to drag laws, especially over the range of conditions considered in this paper, it is appropriate to consider the effect of the chosen drag law before doing direct comparisons.
Comparison of drag models
The first results are a comparison of the different drag models with experimental results from Sommerfeld, using the Mach 1.49 driver conditions found in Table 1 . This has been done with the particle tracking code because of the simplicity of putting different drag models in the code, even complex drag models such as Eqn 27. Determining the source terms required for the different drag laws in the sectional approach requires integration of the drag laws over a range of droplet sizes (and thus, droplet Reynolds numbers), which can be extremely difficult for drag laws such as Eqn 27. For the cases using the Igra and Takayama drag law, we use the Schiller-Naumann drag law (Eqn 22) for Reynolds number below 200. The number of cells used to resolve the solution was 3905 cells in the axial direction. The reason for such a high number is because we wish to have accurate shock wave velocity data, and the accuracy of this calculation depends on the spacing between cells. Using a spacing of 0.2 cm and a time frame of 1 ms, our error for shock wave velocity is 2 m/s (~1.8% of velocity range), compared to 10 m/s (~9% of velocity range) for 781 cells. Larger time frames result in a smoother calculation of shock wave velocity, but the accuracy of the instantaneous result suffers. Figure 2 shows the shock wave Mach number as a function of the shock wave location within the shock tube, along with experimental results from Sommerfeld (1985) . The results show that most of the drag laws considered cluster around the same attenuation curve, with the exceptions of the Sommerfeld drag law (Eqn 28) and the Igra and Takayama drag law (Eqn 26). The Sommerfeld drag law attenuation is less drastic, indicating lower values for the coefficient of drag The effect of the very high coefficient of drag values for the Igra and Takayama drag law in the same range result in very quick attenuation that is considerably different from the experimental results. In addition to this case, we also look at Mach 2.95 attenuation using the different drag laws. We do not have experimental results at this higher Mach number, but results show that most of the drag laws cluster closer to the Igra and Takayama drag law result, whereas the Sommerfeld drag law gives an attenuation rate much milder than the others. The Tedeschi and Henderson drag law results are very close, and the Igra and Takayama and Smirnov drag law results are also very close, while the Schiller and Naumann drag law attenuation is less than all four of these, as we would expect. The difference of all of them excepting the Sommerfeld drag law is fairly small for the high Mach number case. Several conclusions can be drawn from the above results. For shock waves in the range of Mach 1.49, the Igra-Takayama drag model is considerably off of experimental results due to the high coefficient of drag values between Reynolds number of 200 and 800. For larger Mach numbers, the Sommerfeld drag law is considerably different from the other drag models due to very low values for the drag coefficient above a Reynolds number of 800. The other drag models give similar results to one another, with the Henderson drag law and Tedeschi drag law performing most similarly and the Smirnov and Igra-Takayama drag laws performing similarly at higher Mach numbers. The Schiller-Naumann drag law shows a slightly lower attenuation rate, especially for the higher Mach number cases, but is still similar to the other drag laws. We use the Schiller-Naumann and Tedeschi drag laws due to their simplicity and relative accuracy for the simulations computed in this paper.
Comparison of sectional and particle-tracking approaches
The first set of results compares the particle tracking approach with the Eulerian sectional approach for Mach 3.54 driver conditions. The first comparison uses both the Schiller-Naumann and the Tedeschi drag laws. The shock wave attenuation results are shown in Figure 3 . The attenuation curves fall very close to one another, verifying that 
Figure 3:
Comparison of shock wave Mach number attenuation using both particletracking and sectional approaches, for Mach 3.54 driver conditions, using both the Tedeschi et al drag law (Eqn 25) and the Schiller-Naumann drag law (Eqn 22).
both the sectional approach and the particle tracking approach are appropriate ways to model the underlying particle dynamics. There is a little more diffusion in the sectional approach, which is indicated by the slightly slower attenuation result. The second comparison is for all six cases using the Schiller-Naumann drag law, and is shown in Figure 4 . Again the agreement is very good over the range of Mach numbers investigated in this study. In addition to shock wave attenuation, further comparisons between the particle tracking and the sectional approaches can be made through looking at the density, temperature, and pressure distributions at specific times during the simulation. Figure 5 shows the density, momentum, temperature, and pressure distributions for Mach 2.95 driver conditions, using both the particle-tracking and the sectional approaches. For the particle-tracking approach, we use 500 virtual particles per simulated particle, resulting in 30,724 simulated particles for this case. Since we are assuming mono-dispersed particles (25-27 µm diameter), and since glass-particles do not evaporate, we only need 
Figure 4:
Shock attenuation using glass particles for all six driver configurations.
Comparison of particle-tracking and sectional approaches, using the Schiller-Naumann drag law. Density, momentum, pressure, and temperature distributions for, using the particle tracking approach and the sectional approach, for Case #6, 4 ms into the simulation.
one section to simulate the particles. Before plotting the results, we averaged the solution where 10 computational cells are averaged to represent one plotting cell, except in the location of the shock where we have split the plotting cell into two. The resultant distributions are very close, especially in the gas-phase. One characteristic that stands out for the particle-density approach is the amount of noise of the particletracking result compared with the sectional approach. This will be discussed in more detail below. In spite of that, the gas-phase quantities such as temperature, pressure, and density all are very smooth.
Particle representation issues for particle-tracking and sectional approaches
There are two main issues when considering both the particle-tracking and the sectional approaches. For the sectional approach, the main issue is how well we represent the particle distribution. For mono-dispersed particles that do not evaporate, such as above, this is quite simple and we only need to use one section for representing all of the droplets. For more disperse distributions, and also with vaporization, this can become a more complex issue. Since each section has its own set of conservation equations, the cost of the computational simulation can grow quite rapidly as we increase the number of sections for better representation of the distribution. For one-dimensional cases, this is not much of a problem. However, for three-dimensional cases this matter needs careful consideration. For the particle-tracking approach, we have a similar but distinct particle representation issue. For these approaches, we represent the particle field by discrete particles; however, there are simply too many particles to simulate all of the particles physically present, therefore we associate a given number of virtual particles per simulated particle and assume that the virtual particles have the same location and properties as the simulated particle. Because we have a discrete representation of the particle field with a limited number of simulated particles, there will be some noise in the solution. Even for a large number of simulated particles (for example, 30,724 simulated particles for 3905 computation cells), the particle-density solution is noisy. As the number of simulated particles is reduced, the solution tends to be noisier, and eventually spreads to the gaseous pressure and temperature, and can cause numerical instability. The general rule of thumb for particle simulations is about one particle per computational cell. As opposed to the sectional approach, particle size distributions are easily simulated in particle-tracking methods, and should not increase the computational cost.
To demonstrate these particle-tracking issues in more detail, we have run a series of simulations for the Mach 2.42 driver conditions using different numbers of virtual particles per computational particle, from 100 to 5000. The results are shown in Figure 6 . This corresponds to simulating between 3,072 particles to 153,623 particles, with initial particle-cell densities ranging from 1.23 particles/cell to 64.5 particles/cell. For these solutions, the particle density always has a large degree of noise, although with 100 virtual particles the distribution of particles can clearly be seen. The other gaseous quantities, however, are fairly smooth and consistent. Only the pressure shows a small level of noise in the area between the shock wave and the particle interface, and other minor differences exist between the solutions.
Two-dimensional glass-particle simulations
As the results above show, for particulate flows without vaporization or breakup, the sectional and particle-tracking approaches give equivalent answers provided good enough resolution when the same single-droplet models are used. For one-dimensional flows, the resolution requirements are very easy to satisfy with today's computers. However, multi-dimensional, and in particular three-dimensional, simulations put much more severe restrictions on the resolution that can be used for a given problem. In addition, multi-dimensional flows can introduce complex flow patterns that may be handled better by either the particle-tracking or the sectional approaches. We explore some of these issues in this section. We use the shock-tube geometry as in the first set of simulations, except that we expand it to a two-dimensional planar geometry with an axial length of 781 cm and a width of 100 cm. Unlike the very finely resolved grids with the one-dimensional results, we use a slightly less resolved 1572x200 grid, which results in 31,440 computational cells. The initial setup is similar to the driver-driven shock-tube conditions for the 1.49 and 2.45 Mach number driver conditions used before. For these cases, the driver section extends 200 cm axially and has a height of 50 cm. This setup introduces shock waves in both the axial and longitudinal directions, creating complex flow down through the shock tube. In addition, the seeded region starts at x = 305 cm as before, but only has a height of 50 cm. For the particle-tracking approach, each simulated particle includes 10,000 virtual particles, resulting in the 77,504 simulated particles. Although both the number of virtual particles and simulated particles are high, this is typical of twodimensional particle-tracking methods in these seeded conditions.
A comparison of the gaseous density, pressure gradients, and particle densities are shown in Figures 7-9 , using Mach 1.49 driver conditions and 10 ms into the simulation. Looking at the gaseous quantities in Figures 7 and 8 , there is almost no difference between the two methods for this case. However, as before, we see substantial differences between the two methods when looking at the particle density in Figure 9 . This figure demonstrates the noise problem for particle-tracking and the diffusion problem for the sectional approach. To get a more accurate comparison between the two methods, we have taken data at y = 10 cm, y = 50 cm, and y = 90 cm at 5 ms, 7.5 ms, and 10 ms into the simulation. The comparisons are given in Figure 10 . As with the onedimensional results, we see that these results fall almost exactly on top of each other, even in the central region of the domain where the particle interface exists.
Figure 7:
Gaseous density comparison between sectional (top) and particle-tracking (bottom) approaches, 10 ms into simulation. Mach 1.49 driver conditions; driver length of 200 cm and driver height of 50 cm; seeded region starts at 305 cm and has a height of 50 cm. Simulations with a stronger driver section pressure were also accomplished to see stronger two-dimensional effects. Further comparisons done for Mach 2.45 driver conditions suggests that these two methods remain equivalent, with the results shown in Figures 11-14 . The particle density plot ( Figure 13 ) shows that this solution is considerably more two-dimensional than the previous, lower pressure simulation. The reason for this is because the transverse waves do not dissipate as quickly for the higher Mach number case as opposed to the previous case. These transverse waves drive the two-dimensionality that is seen. A remarkable feature of the particle density plot is the development of a hole in the particle density distribution in the condensed particle region. This is due to non-uniformities in the velocity profile caused by the reflection of the transverse shock waves as the shock system travels downstream. This non-uniformity tends to pull particles away from each other in regions where there is a discontinuity in the velocity profile. This was not seen in the previous case because the transverse shock-waves decayed more quickly and thus did not have as strong of an effect on velocity profiles behind the lead shock wave. As one can see in Figure 13 , although the sectional approach is clearly more diffusive, the same features in the particle density distribution can be found both in the sectional and particle-tracking figures. Data taken at specific y locations also show very good agreement as seen in Figure 14 .
Water droplet results
Using water droplets instead of particles introduces new physics in the form of vaporization and breakup of the dispersed-phase droplets. For these series of cases, the droplets are again initially mono-dispersed in the 25-30 µm range, with a mass-loading of 0.5. The driver conditions, as well as the Weber number and breakup times are shown for 25 µm droplets in Table 2 . Note that the driver conditions in Table 2 are the same as the first three driver conditions in Table 1 .
A casual look at Table 2 shows that the initial Weber number is very high, even for the weakest case. However, a few details from these back of the envelop calculations should be kept in mind. First, the numbers assume that the droplets are at rest; i.e., they are only valid as the shock wave impinges on the droplets. Secondly, the numbers are for the un-attenuated shock wave. As the shock wave propagates through the seeded driven gas, it decelerates thus reducing the Weber number and increasing the deformation time. Therefore, in the simulations we would expect to see much less breakup than is indicated by this simple estimate. For the one-dimensional water droplet simulations we use a mesh with 1562 cells (0.5 cm cell width). This resolution provides a good balance between droplet distribution accuracy and computational efficiency, and also allows us to significantly increase the droplets/cell ratio to provide smoother particle-tracking distributions. Unlike the glass-particle simulations, we are not examining shock wave attenuation for these cases, and therefore do not require the additional shock wave location accuracy provided by the finer meshes used previously.
Vaporization
Before studying breakup, we consider only the effect of vaporization. For all except the lowest Mach number case, this assumption is weak, but is useful for comparing the two methods. However, we do consider the effect of breakup for all three cases in a subsequent section. Here, the emphasis is on comparing the two approaches for vaporization alone. The higher Mach number cases have significant vaporization and so test the ability of the sectional approach to appropriately simulate vaporization processes. The results for Mach 1.95 driver conditions are shown in Figure 15 . Here we show distributions for gaseous and mist density, pressure, and temperature at 4 ms in this simulation.
As before, we see a very close correspondence between the particle tracking and sectional approaches. There are, however, some minor differences that did not appear in the earlier simulations. The most notable of these is in the mist density distribution for the 20-25 µm droplets and especially for the 15-20 µm droplets. The difference is due to an apriori assumption made for the sectional approach for the particle size distribution within any given section. For the sectional approach, we assume that the droplets are evenly distributed within each section; that is, for the 20-25 µm section, there is as much mass contained near 20 µm as near 25 µm. Thus, when mass is transferred from the 25-30 µm section to the 20-25 µm section, continued vaporization transfers some of the mass to the 15-20 µm section. Because the particle-tracking approach tracks individual droplets (or group of droplets), it does not make an assumption on the droplet size distribution, and therefore does not "transfer mass" into the 15-20 µm section as quickly as is done with the sectional approach. The result of this difference is very small on the resultant gas-phase quantities, and also on the shock location. This error can also be reduced by using more sections, however, one must be aware of the trade-off between accuracy and computational speed.
To study this issue further, a series of cases were run to see the exact effect of increasing the number of sections to better represent the smaller droplet size distribution. For these simulations we kept the top section at 25-30 µm droplets and placed all of the initial droplet mass into this section. We then varied the number of smaller sections from 1 (0-25 µm) to 8 (0-3.125 µm, 3.125-6.25 µm, etc.) After the simulation was run, we compared the temperature, pressure, and gaseous H 2 O concentrations between the various cases. The results showed only very minor differences between the coarse resolution (0-25 µm) and the well resolved droplet distributions. These are shown in Figure 16 . The results suggests that without breakup the main reason to use multiple sections is to represent the initial distribution correctly.
Breakup
The final physical process that we discuss is droplet breakup. Unlike the previous physical processes, particle breakup is much more difficult to model using the sectional approach than the particle tracking approach. The reason for this is because the droplet requires time to deform before it breaks up. The sectional approach does not provide a way to track droplet histories, therefore this effect must somehow be approximated. Based on Eqns 41 and 42, we implemented a separate sectional model for breakup to account for breakup time by controlling the amount of mass transferred from one section to another. It is with simulations including the breakup process that we expect to see considerable differences between the particle-tracking and sectional approach, because of the difference in how the breakup process is represented. The results for the three water droplet cases are shown in Figure 17 . As before, we have placed the initial droplet mass in the largest section, from 25-30 µm. Five additional sections are specified from 0-25 µm to resolve the breakup and vaporization processes. shows both the water droplet distribution and the resulting pressure field, which can be considerably different between the particle tracking and sectional approaches. Looking first at the Mach 1.49 results, there is very little breakup in spite of the Weber number calculation for Table 2 for both the sectional and particle-tracking approaches. This changes significantly for a slightly higher Mach number, and we begin to see substantial differences between the two approaches. The particle tracking approach appears to put the majority of mass into the 20-25 µm section, while the sectional approach spreads out the broken droplets between the 15-20 µm section and the 10-15 µm section. This trend continues with Mach 1.95 results, where the particletracking approaches breaks up the initial particles into 10-15 µm droplets, and the sectional approaches places some mass in the 5-10 µm droplets, but most of the mass into the 0-5 µm droplet section. This behavior is because for the sectional approach mass transfer between sections due to breakup starts instantaneously. For the particle-tracking approach, however, the model waits for a droplet to be over the critical Weber number for a certain time (based on the breakup time calculation), and then the droplet breaks up based on the droplet size and relative velocity after the elapsed time. During that time, however, the velocity difference decreases due to drag and the temperature of the droplet increases (decreasing the surface tension), resulting in larger broken droplets.
Unlike the vaporization case, where the solution was fairly independent of the number of sections used outside of the initial distribution, for droplet breakup it is important to resolve the sections which may contain significant portions of droplets after they have broken up. For instance, we would expect the results for Mach 1.95 conditions to vary dramatically depending on the resolution of droplets in the 0-25 µm range, due to the amount of mass that would subsequently exist in those sections after breakup.
Another interesting aspect of breakup is the treatment of the broken droplet with the particle-tracking approach. The current model only changes the diameter and the number of virtual droplets of a given simulated droplet when it experiences breakup. This approach is attractive because it keeps the total mass of the simulated particle (that is, droplet mass times the number of virtual particles) constant. However, this is fairly limited. Physically, droplets resulting from breakup have a range of sizes, and some of the droplet also vaporizes. This is almost trivial to represent in the sectional approach. However, to do this in the particle tracking approach would require additional simulated droplets that would have to be tracked, and then distributing mass between these additional droplets appropriately. For a problem such as ours, where the domain is already flooded with droplets, the number of droplets can quickly become computationally intractable. Another difficulty with the particle-tracking approach in these instances, is that the breakup process significantly destabilizes the gas-phase computation due to very large source terms such that much smaller time-steps must be run.
COMPUTATIONAL EFFICIENCY
Although this paper is primarily about a comparison of accuracy between the two approaches, in this section we would like to make a few more comments about the computational efficiency between our Eulerian sectional and Lagrangian particletracking simulations.
For the particle-tracking approach, the dispersed-phase computation is split into two main computations. The first is the locate procedure. This procedure determines the cell location of a particle or droplet, and then it sets up communication to transfer droplets that have moved into another subdomain on a different processor. For rectilinear meshes, the locate procedure is very efficient. Even on unstructured meshes, this procedure can be fairly efficient, assuming that droplets move only one or two grid cells per timestep. The second procedure actually solves the single-droplet Lagrangian equations, computing the drag and vaporization terms and physically moving the droplet, then adding the appropriate source terms to the gas-phase. After this, breakup is computed if the droplet has had enough time to deform. The computational time spent on these computations is directly tied to the number of particles or droplets on each specific processor. After this step, all the processors must be synchronized before doing the transport calculation; therefore, the computational time spent in simulating the droplets is directly related to the subdomain that has the most droplets or particles and is thus the slowest computationally.
For the sectional approach, we also use two main procedures. The first procedure calculates the transport of droplets in the domain based on the conservation equations without sources. The second procedure calculates the source terms for vaporization, drag, and breakup for each individual cell, regardless of whether there is any particle mass in that cell or not. This is computed for each section, and is the costliest part of the dispersed-phase solution.
Using the same models, the source term for one cell computation has a similar computational cost as one particle has in the particle-tracking approach. The advantage here is that this cost is dependent on how many cells are in each subdomain. Assuming that the subdomains are well balanced on a parallel computer, the dispersed-phase source term calculation is also well balanced. In addition, this term remains independent of how many particles or droplets are in the flow-field, since it is based on an Eulerian representation.
The timings for the one-dimensional particle-tracking method with 5000 virtual particles/simulated particle on an SGI-Altix computer with 8 dedicated nodes was 288 min for the gas-phase solution, and 979 min for the particle-phase solution, totaling 1267 minutes for the problem solution. For the 100 virtual particles/simulated particles the gas-phase solver took 452 min, and the particle-tracking solver took 55,457 min, totaling 55,909 minutes for solution. In comparison, the sectional solver with onesection took 302 minutes for the gas-phase solver, 160 minutes for the dispersed-phase solver, and 288 minutes to compute coupling sources (total of 760 minutes for solution procedure). Although the coarse particle-tracking simulations are competitive with the sectional approach in terms of computational efficiency, the finely resolved particletracking result is not. This is partly due to differences in parallelization of the two approaches. The particle-tracking approach is difficult to load balance effectively when using a domain decomposition technique. The flooded environment at the start of the simulation means that the particle computations are well distributed on the parallel machine, but as the simulation progresses and the particles are pushed towards one end of the domain, the parallel efficiency becomes worse. Similar results were found with the two dimensional simulations and the water droplet simulations.
SUMMARY AND CONCLUSIONS
This paper detailed a direct back-to-back comparison of particle-tracking and sectional approaches to dispersed-phase flows for particle and droplet effects on shock wave driven flow. The particle-tracking approach has been used extensively in these types of studies, but the sectional approach has some clear advantages computationally. For the comparison, attenuation rates were examined as well as mass, momentum, energy, and species distributions at specific times. The studies were done in such a way as to isolate drag, vaporization, and breakup models in the comparison. Results showed that the sectional approach came very close to matching the particle-tracking approach for many of the models. The only substantial difference was in how breakup was dealt with between the two approaches. The breakup model pinpoints one of the main differences between the two methods because it requires droplet history to determine when the droplet will break up. This is easy to implement in the particle-tracking approach, but extremely difficult in the sectional approach. Although scalar fields representing droplet history could be convected through the flow, the averaging procedure at the core of Eulerian approaches makes an accurate representation of droplet history difficult. Thus we use a different approximation resulting in different droplet density profiles and somewhat different mean quantities. Due to a lack of experimental evidence in this area (most droplet breakup research focuses on single droplet breakup physics), it is difficult to validate either approach conclusively. Both one-dimensional and multi-dimensional shocked flows were shown to be consistent between the two models with little difference.
Both approaches have their well known limitations. For the sectional approach, inadequate resolution or using a diffusive transport scheme can quickly lead to blurring of interfaces, as was seen in the multi-dimensional cases. For the particle-tracking approach, noise can become an issue and we also found stability to be an issue with respect to the droplet breakup simulations. In terms of parallel efficiency, the particle-tracking approach is also much more challenging that the sectional approach. To obtain a relatively noise-free droplet distribution we had to use up to 60 particles per cell, which results in a much more intensive computation than the sectional approach. Noise-free gas-phase distributions can be obtained at a much smaller particle per cell ratio, making it more competitive with the sectional approach computationally. Further research may improve this situation, especially in terms of parallel processing. However, for the near future the particle-tracking approach will most likely remain much more costly than the sectional approach. This paper has attempted to highlight our experiences with both approaches, and some of the benefits and disadvantages of both. For the shock driven flows impinging on a seeded gas, we have demonstrated that the sectional approach with appropriate models is equivalent to the particle-tracking approach, except in the area of droplet breakup. Using this information, we can better choose which method is more appropriate to use given specific circumstances and requirements.
