Gebäude-Anlagen-Simulation unter Berücksichtigung der hygrischen Prozesse in den Gebäudewänden by Perschk, Alf
Gebäude-Anlagen-Simulation unter
Berücksichtigung der hygrischen
Prozesse in den Gebäudewänden
Von der Fakultät für Maschinenwesen
der
Technischen Universität Dresden
zur
Erlangung des akademischen Grades
Doktor-Ingenieur (Dr.-Ing.)
angenommene Dissertation
von
Dipl.-Ing. Alf Perschk
geb. am 22.10.1963 in Berlin
Tag der Einreichung: 30.09.1999
Tag der Verteidigung: 05.06.2000
Gutachter : Prof. Dr.-Ing. habil. J. Huhn
Prof. Dr.-Ing. habil. P. Häupl
Prof. Dr.-Ing. H. Löber
Vorsitzender der Prüfungskommission: Prof. Dr.-Ing. habil. U. Füssel
Danksagung
Die vorliegende Arbeit entstand während meiner Tätigkeit als wissenschaftlicher Mitar-
beiter am Institut für Thermodynamik und Technische Gebäudeausrüstung an der TU
Dresden.
Ermöglicht wurde diese Arbeit durch Herrn Prof. Dr.-Ing. habil. S. Fischer, Herrn Prof.
Dr.-Ing. habil. W. Richter, Herrn Prof. Dr.-Ing. habil. G. Knabe und Herrn Prof. Dr.-
Ing. habil. J. Huhn. Herr Prof. Dr.-Ing. habil. S. Fischer gab mir in der Anfangszeit
meiner Tätigkeit am Institut sehr viele wertvolle Hinweise und auch in der Folgezeit zeigte
er besonderes Interesse an der von mir bearbeiteten wissenschaftlichen Problematik.
Den Herren Prof. Dr.-Ing. habil. W. Richter und Prof. Dr.-Ing. habil. G. Knabe bin ich
besonderen Dank schuldig, da sie mir für die praktische Ausrichtung der vorliegenden
Arbeit viele nützliche Ratschläge gaben und mir ermöglichten die entstandenen Modelle
in einer Reihe von Projekten anzuwenden. Nicht zuletzt spreche ich Herrn Prof. Dr.-
Ing. habil. J. Huhn meinen Dank für sein Engagement bei meiner Betreuung und für
seine unermüdliche Diskussionsbereitschaft, die die Entstehung der Arbeit nachhaltig
gefördert hat, aus.
Ich möchte mich bei meinen Gutachtern Prof. Dr.-Ing. habil. P. Häupl und Prof. Dr.-Ing.
H. Löber für die Erstellung der Gutachten bedanken. Herrn Prof. Dr.-Ing. habil. U. Füssel
danke ich für die Übernahme des Prüfungsvorsitzes.
Allen Mitarbeitern des Institutes für Thermodynamik und TGA vielen Dank für die jeder-
zeit gute Zusammenarbeit.
Schließlich danke ich meiner lieben Frau und meinem Sohn für ihr Verständnis, ihre Nach-
sicht und Geduld.
Dresden, im Juni 2000 Alf Perschk
Inhaltsverzeichnis
1. Einleitung 1
2. Gebäudesimulation 5
2.1. Gebäudemodul TYPE 56 von TRNSYS . . . . . . . . . . . . . . . . . . . 5
2.1.1. Geometrisches Modell . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.2. Ermittlung der Einstrahlzahlen . . . . . . . . . . . . . . . . . . . . 6
2.1.2.1. Allgemeine Aussagen zu den Einstrahlzahlen . . . . . . 6
2.1.2.2. Die analytische Berechnung von Einstrahlzahlen . . . . . 7
2.1.2.3. Die numerische Berechnung von Einstrahlzahlen . . . . 9
2.1.2.4. Berücksichtigung der Verschattung . . . . . . . . . . . . 11
2.2. TRNSYS-Modul TYPE 157 zur Simulation der Gebäudedurchströmung . 13
2.3. Bauphysikalisches Verhalten der Umfassungskonstruktion . . . . . . . . . 13
2.3.1. Allgemeine Aussagen . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.2. Einheiten des Feuchtegehaltes . . . . . . . . . . . . . . . . . . . . 16
2.3.3. Hygrische und thermische Stoffeigenschaften . . . . . . . . . . . . 18
2.3.3.1. Porosität . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.3.2. Wasserdampf-Diffusionswiderstandszahl . . . . . . . . . 20
2.3.3.3. Diffusionskoeffizient von Wasserdampf in Luft . . . . . . 20
2.3.3.4. Sättigungsdruck des Wasserdampfes . . . . . . . . . . . 21
2.3.3.5. Sorptionsisotherme . . . . . . . . . . . . . . . . . . . . . 21
2.3.3.6. Feuchteleitfähigkeit . . . . . . . . . . . . . . . . . . . . . 23
2.3.3.7. Spezifische Wärmekapazität, Dichte und spezifische Enthal-
pie der Bestandteile . . . . . . . . . . . . . . . . . . . . . 27
2.3.3.8. Wärmeleitkoeffizient . . . . . . . . . . . . . . . . . . . . . 29
2.3.4. Differentialgleichungen . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.4.1. Instationärer Feuchtetransport . . . . . . . . . . . . . . . 32
2.3.4.2. Instationäre Wärmeleitung . . . . . . . . . . . . . . . . . 43
I
Inhaltsverzeichnis
2.3.5. Phasenübergang Wasser-Eis . . . . . . . . . . . . . . . . . . . . . 51
2.3.5.1. Anwendung des linearen Ansatzes für den überhygroskopi-
schen Feuchteleitkoeffizienten . . . . . . . . . . . . . . . 55
2.3.5.2. Anwendung der Standardleitfunktion für den überhygrosko-
pischen Feuchteleitkoeffizienten . . . . . . . . . . . . . . 56
2.3.6. Grenzbedingungen . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.3.6.1. Thermische Randbedingungen . . . . . . . . . . . . . . . 58
2.3.6.2. Hygrische Randbedingungen . . . . . . . . . . . . . . . . 59
2.3.6.3. Natürliche Randbedingungen . . . . . . . . . . . . . . . . 62
2.3.7. Lösungsverfahren . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.3.7.1. Diskretisierung der Differentialgleichungen . . . . . . . . 66
2.3.7.2. Zeitintegration . . . . . . . . . . . . . . . . . . . . . . . . 68
2.3.7.3. Lösung der Gleichungssysteme . . . . . . . . . . . . . . 70
2.3.7.4. Zeitschrittweitensteuerung . . . . . . . . . . . . . . . . . 71
2.3.8. Konvergenzverhalten . . . . . . . . . . . . . . . . . . . . . . . . . 72
3. Anlagensimulation 73
3.1. Das Heizungs-Anlagenmodul in TRNSYS . . . . . . . . . . . . . . . . . . 73
3.1.1. Allgemeines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.1.2. Heizungsnetz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.1.2.1. Netzgenerator . . . . . . . . . . . . . . . . . . . . . . . . 76
3.1.2.2. Ermittlung der Massestromverteilung . . . . . . . . . . . 78
3.1.2.3. Ermittlung der Temperaturverteilung . . . . . . . . . . . . 81
3.1.3. Rohr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.1.3.1. Berechnung der Austrittstemperatur (Rohr) . . . . . . . . 82
3.1.3.2. Berechnung der Wärmeabgabe (Rohr) . . . . . . . . . . 85
3.1.3.3. Berechnung des hydraulischen Widerstandes (Rohr) . . 87
3.1.4. Heizkörper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4. Kopplung mit dem Simulationsprogramm TRNSYS 91
4.1. Allgemeines zur Kopplung . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.2. Kopplungsbedingungen in TRNSYS . . . . . . . . . . . . . . . . . . . . . 92
II
Inhaltsverzeichnis
5. Validierung und Anwendungsbeispiele 95
5.1. Modellvalidierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.1.1. Wand-Modell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.1.2. Validierung des mathematischen Modells (Heizkörper) . . . . . . . 99
5.2. Demonstrationsbeispiele . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.2.1. Beispiel für die Einstrahlzahlen . . . . . . . . . . . . . . . . . . . . 100
5.2.2. Eindimensionale Berechnung einer Außenwand im Jahresgang . . 101
5.2.3. Zweidimensionale Berechnung einer Gebäudeecke im Jahresgang 107
5.2.4. Gebäudesimulation . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.2.5. Komplexes Beispiel . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6. Zusammenfassung und Ausblick 121
Literaturverzeichnis 125
A. Sonnenstrahlung 131
B. Integralformulierung 133
B.1. Instationärer Feuchtetransport . . . . . . . . . . . . . . . . . . . . . . . . 133
B.2. Instationäre Wärmeleitung . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
C. Matrizendarstellung (eindimensionale Lösung) 135
C.1. Kapazitätsmatrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
C.1.1. Instationärer Feuchtetransport . . . . . . . . . . . . . . . . . . . . 135
C.1.2. Instationäre Wärmeleitung . . . . . . . . . . . . . . . . . . . . . . 135
C.2. Leitfähigkeitsmatrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
C.2.1. Instationärer Feuchtetransport . . . . . . . . . . . . . . . . . . . . 136
C.2.2. Instationäre Wärmeleitung . . . . . . . . . . . . . . . . . . . . . . 136
C.3. Restvektor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
C.3.1. Instationärer Feuchtetransport . . . . . . . . . . . . . . . . . . . . 137
C.3.2. Instationäre Wärmeleitung . . . . . . . . . . . . . . . . . . . . . . 137
D. Zusammengesetzte Stoffwerte 139
D.1. Instationärer Feuchtetransport . . . . . . . . . . . . . . . . . . . . . . . . 139
D.2. Instationäre Wärmeleitung . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
III
Inhaltsverzeichnis
E. Gleichungen zur Berechnung der Einstrahlzahlen 145
E.1. Parallel orientierte Grundflächen . . . . . . . . . . . . . . . . . . . . . . . 145
E.2. Rechtwinklig orientierte Grundflächen . . . . . . . . . . . . . . . . . . . . 147
F. Modellvalidierung 149
G. Beispiele 151
G.1. Baustofftabelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
G.2. Verteilungsnetze des TYPE 57 . . . . . . . . . . . . . . . . . . . . . . . . 152
G.3. Randbedingungen des Demonstrationsbeispieles (Klinker-Wand) . . . . . 153
G.3.1. Außenklima . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
G.3.2. Innenklima . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
G.4. Komplexes Beispiel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
G.4.1. Schichtenaufbauten der Wandkonstruktionen . . . . . . . . . . . . 155
G.4.2. Wetterdaten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
G.4.3. Ergebnisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
IV
Abbildungsverzeichnis
2.1.1. Ausrichtung der Flächen zur Berechnung der Einstrahlzahlen bei zueinan-
der parallelen Flächen . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.2. Ausrichtung der Flächen zur Berechnung der Einstrahlzahlen bei zueinan-
der senkrechten Flächen . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.3. Unterteilung der Grundflächen zur numerischen Berechnung der Einstrahl-
zahlen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.4. Unterteilung eines Dreieckes in drei Vierecke . . . . . . . . . . . . . . 10
2.1.5. Verschattung zweier Flächen durch eine dritte Fläche . . . . . . . . . . 11
2.1.6. Mögliche Positionen des Schnittpunktes eines Vektors . . . . . . . . . 12
2.3.1. Volumenanteile in einem Kontrollvolumen . . . . . . . . . . . . . . . . . 19
2.3.2. Sättigungsdruck des Wasserdampfes über Wasser . . . . . . . . . . . 21
2.3.3. Ansätze für die Sorptionsisotherme (Klinker ) . . . . . . . . . . . . . . . 23
2.3.4. Hygroskopische Feuchteleitfunktion (Klinker ) . . . . . . . . . . . . . . . 24
2.3.5. Feuchteleitfunktion (Klinker ) . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.6. Schaltschema für den kombinierten Wärmeleitkoeffizient . . . . . . . . 30
2.3.7. Wärmeleitkoeffizient(Klinker ) . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.8. Masseströme im Volumenelement . . . . . . . . . . . . . . . . . . . . . 39
2.3.9. Energiebilanz im Volumenelement . . . . . . . . . . . . . . . . . . . . . 48
2.3.10. Verhältnis vom Wärme- zum Stoffübergangskoeffizienten . . . . . . . . 62
2.3.11. Lineare Zeitintegration . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.1.1. Programmablaufplan für die Simulation einer Heizungsanlage . . . . . 75
3.1.2. Darstellung eines vermaschten und unvermaschten Netzes . . . . . . 77
3.1.3. Ersatzschaltung für die Widerstandsmethode . . . . . . . . . . . . . . 79
3.1.4. Parallelschaltung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.1.5. Beispiel für die Anwendung einer Gebietszerlegung an einem kleinen Hei-
zungsnetz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.1.6. Mischungsregel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
V
Abbildungsverzeichnis
3.1.7. Energiebilanz im Rohr . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.1.8. Programmablaufplan zur Bestimmung des äußeren Wärmeübergangsko-
effizienten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.1.9. Widerstandskoeffizient für gerade Rohre im Übergangsbereich laminar-
turbulent (Darstellung der Glättungsfunktion) . . . . . . . . . . . . . . . 88
3.1.10. Druckverlustkoeffizient für Kupferrohre . . . . . . . . . . . . . . . . . . 88
3.1.11. Druckverlustkoeffizient für Kupferrohre im Bereich kleiner Strömungsge-
schwindigkeiten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.1.12. Energiebilanz im Heizkörper . . . . . . . . . . . . . . . . . . . . . . . . 90
4.2.1. Kopplungsbedingungen unter TRNSYS . . . . . . . . . . . . . . . . . . 93
5.1.1. Reaktion der Oberflächentemperatur auf einen Sprung der Umgebungs-
temperatur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.1.2. Relativer Fehler der numerischen Berechnung der Oberflächentemperatur
im Vergleich zur Gröber-Lösung . . . . . . . . . . . . . . . . . . . . . . 96
5.1.3. Vergleich der Ergebnisse mit denen der ISO-Arbeitsgruppe ”Thermal
Bridges” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.1.4. Zeitlicher Verlauf der Feuchtigkeitsaufnahme einer Probe aus Zementputz 98
5.1.5. Zeitlicher Verlauf der Luftfeuchtigkeit (Meßwerte und Simulation) . . . . 99
5.1.6. Schematischer Aufbau des Versuchsstandes . . . . . . . . . . . . . . . 99
5.2.1. Beispiel für die Einstrahlzahlen . . . . . . . . . . . . . . . . . . . . . . . 101
5.2.2. Struktur und örtliche Diskretisierung des eindimensionalen Demonstrati-
onsbeispieles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.2.3. Jahresgang einer Außenwand (Temperatur ) . . . . . . . . . . . . . . . 102
5.2.4. Wochengang einer Außenwand (Temperatur ) . . . . . . . . . . . . . . 103
5.2.5. Jahresgang einer Außenwand (Feuchte in Vol%) . . . . . . . . . . . . . 103
5.2.6. Wochengang einer Außenwand (Feuchte in Vol%) . . . . . . . . . . . . 104
5.2.7. Wochengang einer Außenwand (Eisgehalt) . . . . . . . . . . . . . . . . 104
5.2.8. Jahresgang einer Außenwand (Analyse) . . . . . . . . . . . . . . . . . 106
5.2.9. Aufbau und Vernetzung des zweidimensionalen Demonstrationsbeispie-
les . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.2.10. Temperaturfeld der Gebäudeecke . . . . . . . . . . . . . . . . . . . . . 108
5.2.11. Feuchtefeld der Gebäudeecke . . . . . . . . . . . . . . . . . . . . . . . 108
5.2.12. Eisgehalt der Gebäudeecke . . . . . . . . . . . . . . . . . . . . . . . . 109
5.2.13. Gebäudesimulation (1-Raum) . . . . . . . . . . . . . . . . . . . . . . . 110
VI
Abbildungsverzeichnis
5.2.14. Raum- und Außentemperatur (1-Raum) . . . . . . . . . . . . . . . . . . 111
5.2.15. Wasserdampfmasseströme in die Zone (1-Raum) . . . . . . . . . . . . 111
5.2.16. Zustandsgrößen der Oberflächen (1-Raum) . . . . . . . . . . . . . . . 112
5.2.17. Relative Luftfeuchte (1-Raum) . . . . . . . . . . . . . . . . . . . . . . . 113
5.2.18. Heizungsnetz des komplexen Beispiels . . . . . . . . . . . . . . . . . . 115
5.2.19. Komplexes Beispiel (Darstellung der Geometrie) . . . . . . . . . . . . . 116
5.2.20. Komplexes Beispiel (Darstellung der definierten Strömungswege) . . . 118
A.1.1. Winkelbeziehungen auf der Umlaufbahn der Erde um die Sonne . . . . 131
A.1.2. Winkelbeziehungen im Äquatorsystem . . . . . . . . . . . . . . . . . . 131
A.1.3. Winkelbeziehungen des sphärischen Dreiecks im Äquator- und Stunden-
winkelsystem nach Überschreiten der Kulmination der Sonne . . . . . 132
A.1.4. Winkelbeziehungen an der betrachteten Fläche . . . . . . . . . . . . . 132
D.1.1. Hygrischer Feuchteleitkoeffizient (Klinker ) . . . . . . . . . . . . . . . . 139
D.1.2. Thermischer Feuchteleitkoeffizient (Klinker ) . . . . . . . . . . . . . . . 140
D.1.3. Hygrische Feuchtekapazität (Klinker ) . . . . . . . . . . . . . . . . . . . 140
D.1.4. Thermische Feuchtekapazität (Klinker ) . . . . . . . . . . . . . . . . . . 141
D.1.5. Kalte Feuchtekapazität (Klinker ) . . . . . . . . . . . . . . . . . . . . . . 141
D.2.1. Thermischer Wärmeleitkoeffizient (Klinker ) . . . . . . . . . . . . . . . . 142
D.2.2. Hygrischer Wärmeleitkoeffizient (Klinker ) . . . . . . . . . . . . . . . . . 143
D.2.3. Thermische Wärmekapazität (Klinker ) . . . . . . . . . . . . . . . . . . 143
D.2.4. Hygrische Wärmekapazität (Klinker ) . . . . . . . . . . . . . . . . . . . 144
D.2.5. Kalte Wärmekapazität (Klinker ) . . . . . . . . . . . . . . . . . . . . . . 144
F.1.1. Vergleich der Messungen an einem Heizkörper mit denen der Simulation 150
G.2.1. 2-Rohr-Heizungsnetz eines Mehrfamilienhauses . . . . . . . . . . . . . 152
G.2.2. Warmwasserverteilung eines Mehrfamilienhauses . . . . . . . . . . . . 152
G.3.1. Klimadaten Dresden 1956 . . . . . . . . . . . . . . . . . . . . . . . . . 153
G.3.2. Innenklima Bad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
G.4.1. Außentemperatur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
G.4.2. Relative Außenluftfeuchte . . . . . . . . . . . . . . . . . . . . . . . . . 158
G.4.3. Windgeschwindigkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
G.4.4. Vor- und Rücklauf des Heizungsnetzes . . . . . . . . . . . . . . . . . . 159
VII
Abbildungsverzeichnis
G.4.5. Raumtemperaturen des Einfamilienhauses . . . . . . . . . . . . . . . . 160
G.4.6. Zonenwärmeströme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
G.4.7. Ventilhübe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
G.4.8. Relative Luftfeuchten der Räume des Einfamilienhauses . . . . . . . . 163
G.4.9. Wasserdampfmasseströme der Wände in die Räume des Einfamilienhau-
ses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
G.4.10. Luftwechsel in den Räumen des Einfamilienhauses . . . . . . . . . . . 165
VIII
Tabellenverzeichnis
1.1.1. Feuchteemissionen in Gebäuden [37] . . . . . . . . . . . . . . . . . . . 3
5.1.1. Daten des Heizkörpers . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.2.1. Beispiel für die Einstrahlzahlen . . . . . . . . . . . . . . . . . . . . . . . 101
5.2.2. Sollraumtemperaturen der beheizten Zonen in Abhängigkeit der Tageszeit 115
5.2.3. Tagesgang der Quelleinträge für die Feuchte- und Wärmeemission . . 119
G.1.1. Stoffwerttabelle (nach [35]) . . . . . . . . . . . . . . . . . . . . . . . . . 151
IX
Formelzeichen und Abkürzungen
Formelzeichen
Symbol Bedeutung Wert Einheit
a überhygroskopische Feuchteleitfähigkeit m2/s
a hygroskopische Feuchteleitfähigkeit s
a Koeffizient m2/s
a Anteil −
aˆ Azimut ◦
A Fläche m2
A Koeffizientenmatrix −
~A gerichtete Fläche m2
b Druckverlustkoeffizient / hydraulischer Widerstand Pa/(kg/s)2
B Wassereindringkoeffizient m/(s−0,5)
c spezifische Wärmekapazität J/(kg K)
c fiktive Massekapazität (Kapillarwasser) Vol%/◦B
c fiktive Massekapazität (Eis) Vol%/◦BE
c spezifische Wärmekapazität J/(kg K)
C Konstante −
C Kapazitätsmatrix J/(m3 K)
d Durchmesser m
D Diffusionskoeffizient m/s
e Element-Zähler −
E Element-Zähler −
f Funktion −
F Funktion −
F Restvektor J/(m3 s)
g Fallbeschleunigung 9,810 m2/s
h spezifische Enthalpie J/kg
h Saugspannung m
h Eindringtiefe, Steighöhe m
hˆ Sonnenhöhe ◦
H Höhe m
H Enthalpie J
H˙ Enthalpiestrom W
i Laufvariable −
i Eisgehalt VolE%
j Laufvariable −
k Formparameter W/(m2 K)
k Vektor mit Teilstrecken-Nr. pro Masche −
k Anzahl der benötigten Knotengleichungen −
k Vektor mit Teilstrecken-Nr. pro Masche −
k Parameter für die kapillare Saugfähigkeit m2/s
k Wärmedurchgangskoeffizient W/(m2 K)
k Rauhigkeit m
k Vektor mit Teilstrecken-Nummern −
Fortsetzung auf der nächsten Seite
X
Fortsetzung aus vorheriger Seite
Symbol Bedeutung Wert Einheit
kn Knoten-Nummer −
K Permeabilitätskoeffizient m/s
K kapillare Leitfähigkeit m/s
K Leitfähigkeitsmatrix J/(m3 K s)
l Länge m
m Masse kg
m˙ Massestrom kg/s
ˆ˙m flächenspezifischer Massestrom kg/(m2 s)
ˆ˙m flächenspezifischer Massestrom kg/(m2 s)
˜˙m volumenspezifischer Massestrom kg/(m3 s)
~ˆm flächenspezifischer Massestrom kg/(m2 s)
M Maschen-Nummer −
n Exponent −
n Heizkörperexponent −
n Anzahl −
Nu Nußelt −
N Vektor der Ansatzfunktion −
p Druck Pa
P Punkt m
Pr Prandtl −
ˆ˙q flächenspezifischer Wärmestrom W/(m2 s)
ˆ˙q flächenspezifischer Wärmestrom W/(m2 s)
˜˙q volumenspezifischer Wärmestrom W/m3
~ˆq flächenspezifischer Wärmestrom W/(m2 s)
Q Wärme J
Q Korrekturfaktor −
Q˙ Wärmestrom W
r Radius m
r Verdampfungsenthalpie J/kg
r Abstand m
r Porendurchmesser m
r Restvektor −
R Gaskonstante J/(kg K)
Re Reynoldszahl −
R Matrix −
S Punkt m
S Normalstrahlungsintensität (maximal) W/m2
S˙ Energiestrom W
Sc Schmidtzahl −
Sh Sherwoodzahl −
t Temperatur ◦C
T Trübungsfaktor −
T Absoluttemperatur K
T Temperaturvektor K
Fortsetzung auf der nächsten Seite
XI
Fortsetzung aus vorheriger Seite
Symbol Bedeutung Wert Einheit
T˙ Vektor der zeitlichen Ableitung der Temperatur K/s
u Feuchtegehalt (volumenspezifisch) Vol%
u Feuchtegehalt (massespezifisch) M%
u Feuchtegehalt kg/m3
U innere Energie W
V Volumen m3
V˙ Volumenstrom m3/s
w Wasseraufnahmekoeffizient kg/(m2 s−0,5)
w Testfunktion −
w Geschwindigkeit m/s
x x-Koordinate m
x Lösungsvektor −
y y-Koordinate m
z Zeitgleichung h
z z-Koordinate m
α Wärmeübergangskoeffizient W/(m2 K)
α Wärmeübergangskoeffizient W/(m2 K)
β Stoffübergangskoeffizient m/s
β Winkel ◦
β¯ fiktiver Stoffübergangskoeffizient kg/(m2 s ◦B)
β¯ fiktiver Stoffübergangskoeffizient kg/(m2 s ◦B)
δ Deklination der Sonne ◦
∆ Differenz −
ε Emissionskoeffizient −
ε numerische Exzentrizität der Erdbahn 0,017 −
ζ Einzelwiderstand Pa
ζ geographische Breite des Beobachtungsortes ◦
ζ Einzelwiderstandsbeiwert −
η dynamische Viskosität kg/(m s)
Θ Feuchtepotential ◦B
Θ¯ fiktives Feuchtepotential ◦B
Θ Potentialvektor ◦B
Θ˙ Vektor der zeitlichen Ableitung des Potentials ◦B/s
Θ¯ fiktives Feuchtepotential ◦B
ι Eispotential ◦BE
ι Eispotentialvektor ◦BE
ι˙ Vektor der zeitlichen Ableitung des Eispotentials ◦BE/s
κ Feuchtigkeitsleitzahl m2/h
λ Rohrreibungsbeiwert −
λ Wärmeleitkoeffizient W/(m K)
λ Wärmeleitkoeffizient W/(m K)
µ Diffusionswiderstandszahl −
ν kinematische Viskosität m2 s
ξ Masseanteil −
Fortsetzung auf der nächsten Seite
XII
Fortsetzung aus vorheriger Seite
Symbol Bedeutung Wert Einheit
ξ geographische Länge ◦
Ξ Gewichtsfaktor −
pi 3,1416 −
$ Randwinkel in einer Kapillare ◦
% Dichte kg/m3
σ Oberflächenspannung N/m
σ Strahlungskonstante des schwarzen Strahlers 5, 67 10−8 W/(m2 K4)
ς Winkel ◦
τ Stundenwinkel ◦
τ Zeit s
Υ Wichtungsfaktor −
φ Feuchtepotential ◦B
φ Einstrahlzahl −
ϕ Verschiebungsparameter −
ϕ Streckungsparameter −
ϕ relative Luftfeuchte −
χ Korrekturfaktor −
ψ Volumenanteil m3/m3
Ψ ekliptikale Länge −
Ω Hilfsgröße −
Indizes
Indizes Bedeutung
a außen
A Ausgang
Ab abgegeben
AZ Aufenthaltszone
b Bezugspunkt
b Bezugspunkt
B Baustoff
Bauteil Bauteil
Chemie Chemie
d Tag
dezentral dezentral
D Dampf
Dif diffus
Dir direkt
E Eis
E Eingang
f fest
feu feucht
fiktiv fiktiv
fl flüssig
Fortsetzung auf der nächsten Seite
XIII
Fortsetzung aus vorheriger Seite
Indizes Bedeutung
fL feuchte Luft
F Frühlingspunkt
FS Feststoff
gefroren gefroren
G Gas
Ges Gesamt
GL Gleichung
H Hygroskopizität
H horizontal
HK Heizkörper
i Zähler
i innen
i Eis
iso Isolierung
I Parallelschaltung
II Reihenschaltung
Isolierung Isolierung
j Zähler
k Zähler
kn Knoten
K Konvektion
Kapillare Kapillare
laminar laminar
linear linear
log logarithmisch
L Luft
L links
m massebezogen
m Mittel
m Medium
M Masche
nn Zähler
N normal
N Normzustand
O Oberfläche
p Druck
Parallel parallel
quadrat quadratisch
Pumpe Pumpe
ref Referenz
R Rücklauf
R rechts
R Rechenwert
Reihe Reihe
Rohr Rohr
Fortsetzung auf der nächsten Seite
XIV
Fortsetzung aus vorheriger Seite
Indizes Bedeutung
S Strahlung
S Sättigung
Sch Schmelz
See See
Sp gespeichert
Standard Standard
tr trocken
turbulent turbulent
T temperaturspezifisch
Teilnetz Teilnetz
TI kalt-thermisch
TS Teilstrecke
TT thermisch-thermisch
TW thermisch-hygrisch
un ungefroren
U Umgebung
Umtrieb Umtrieb
Umwandlung Umwandlung
V Verlust
V volumenspezifisch
V Vorlauf
W Wasser
WI hygrisch-kalt
WT hygrisch-thermisch
WW hygrisch-hygrisch
z z-Koordinate
zus zusätzlich
Z Zone
Zu zugeführt
0 Bezugspunkt
95 bezogen auf ϕ=95%
ζ Einzelwiderstand
Θ Feuchtepotential
Υ Wichtungsfaktor
XV
1. Einleitung
Die Entwicklung der Rechentechnik in den letzten 10-20 Jahren verstärkt die zunehmen-
de Bereitschaft des Ingenieurs, Planers oder Gutachters, das Hilfsmittel Computer in sein
tägliches Arbeitsfeld einzubeziehen. Dies betrifft nicht nur die Auslegung von Systempa-
rametern, sondern vor allem die instationäre Simulation auch solch komplexer physikali-
scher Zusammenhänge, wie sie bei einer Gebäude-Anlagen-Nutzer-Simulation zu finden
sind. Dieser Trend wird dadurch verstärkt, das die Architekten durch Ausnutzung des
wissenschaftlich-technischen Fortschritts Gebäudekomplexe entstehen lassen, deren Ver-
halten im Jahresgang mit traditionellen Methoden nicht bewertbar ist. Mit der Zunahme
der in der Technik bereitgestellten Rechenleistung können detaillierte physikalische Modelle
entwickelt werden, die vor einigen Jahren als zu aufwendig erschienen. Vergleicht man den
Zeit- und Kostenaufwand eines Experiments mit denen einer numerischen Simulation sind
deren Vorteile augenscheinlich. Unter bestimmten Bedingungen (z.B. schlechte Erreichbar-
keit der Meßpunkte) liefert die Simulation sogar klarere Aussagen als sie die experimen-
telle Messung liefern kann. Voraussetzung dafür ist natürlich, daß das Modell innerhalb
seiner validierten Grenzen angewendet wird. Zur Simulation des dynamischen Verhaltens
von Gebäuden gehören nachstehende Prozesse, die in geeigneter Form modelliert werden
müssen.
• Das thermische und hygrische Verhalten der Wände, der Inneneinrichtung und der
Raumluft.
• Die Kopplungsmechanismen der Räume untereinander und mit dem Außenklima.
– Luftwechsel
– Luftströme zwischen den Zonen
– Wärme- und Feuchtetransport in den Zonenwänden
– langwelliger Strahlungsaustauch zwischen den Wänden
– Solarstrahlung
• Anlagentechnik
– Heizungsanlagen
– Lüftungsanlagen
– Klimatechnik
• Nutzerverhalten
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In der vorliegenden Arbeit soll einerseits ein Überblick über die zur Bearbeitung
vorhandenen Modelle geschaffen werden und anderseits sollen vorhandene Lücken
durch eigene Algorithmen geschlossen werden. Die Schwerpunkte sollen auf dem
Modellieren des hygrischen Verhaltens der Raumumschließungskonstruktion und der
thermischen und hydraulischen Prozesse einer Heizungsanlage als Kopplung mit
dem Gebäude und dem Nutzerverhalten liegen. Für die sehr anspruchsvolle Kopplung
der unterschiedlichen Modelle ist ein Werkzeug nötig, welches das Konvergenzverhalten der
Module kontrolliert und steuert. In der hier vorliegenden Arbeit wurde dazu das Programm-
system TRNSYS in der aktuellen Version 14.2 verwendet. TRNSYS (TRaNsient SYStem
Simulation Program) ist ein dynamisches Simulationsprogramm, welches von amerikani-
schen Wissenschaftlern des Solar Energy Laboratory der Universität von Wisconsin in Ma-
dison (USA) entwickelt wurde. Es wird seit 1975 einschließlich des Quellcodes vertrieben
(FORTRAN 77). Der Vorteil von TRNSYS gegenüber anderen Simulationssoftwarepake-
ten besteht zum einen in seinem modularen Charakter und zum anderen darin, daß An-
wendungsentwickler ihre eigenen Programme in die Kern-Routinen von TRNSYS einfließen
lassen können. Dazu ist in TRNSYS eine einheitliche Schnittstelle definiert. Alle Module,
die der Schnittstelle von TRNSYS entsprechen, werden TYPE genannt und erhalten eine
spezifische Nummer. Das Programmsystem wird weltweit angewendet. Es finden jährlich
länderspezifische Treffen statt (TRNSYS-User-Treffen in Stuttgart), wo die Anwender die
Möglichkeit haben, Neuigkeiten zu erfahren bzw. eigene Module oder Lösungen mit TRN-
SYS vorzustellen. Zur der Grundausrüstung gehören eine Vielzahl von Modulen, die spezi-
elle Aufgaben wie z.B. Datenaufbereitung oder Visualisierung erfüllen. Für den Planer stellt
die DIN 4108 [1] die Grundlage dar, einen für den Gesetzgeber ausreichenden Nachweis
zum Schutz der Bausubstanz vor der Tauwasserbildung zu erbringen. Die dort angewen-
deten Methoden beruhen auf dem stark vereinfachten Verfahren von GLASER aus [21] aus
den 50er Jahren. Dieser stationäre Algorithmus ist leicht anzuwenden, jedoch für die Unter-
suchung der Ursachen für einige Feuchteschäden nicht ausreichend, da beispielsweise der
Kapillarwassertransport und die -speicherung keine Berücksichtigung finden. Viele Schä-
den im Bauwesen sind jedoch auf einen zu hohen Feuchtegehalt im Inneren des Bauwer-
kes zurückzuführen. Vielfach sind gerade schützenswerte historische Gebäude betroffen
(z.B. der Deutsche Dom in Berlin [57]). Sie waren zum Teil lange Zeit, unter Umständen
durch kriegsbedingte Schädigungen noch verstärkt, den äußeren Einwirkungen wie Nieder-
schlag und Grundwasser schutzlos ausgesetzt. Einige Bauwerksmängel, die in der Regel
Feuchteschäden verursachen, sind nachfolgend aufgelistet:
1. Risse und Fugen in der Außenhülle
2. ungünstige Anordnung der Isolierung
3. ungenügender Schlagregenschutz
4. Wärmebrücken
5. zu geringer Luftwechsel
6. auf- bzw. absteigende Feuchte (Dachschäden, fehlende Isolierung gegen Grundwas-
ser)
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Sind die Baustoffe über einen längeren Zeitraum einem konstanten Klima ausgesetzt, stre-
ben sie in Abhängigkeit von ihrem jeweiligen Absorptionsverhaltens einen dem umgebenden
Klima äquivalenten Feuchtegehalt an (Ausgleichsfeuchte). Unterliegen die Umgebungsbe-
dingungen nutzungsbedingten Schwankungen, bildet sich zumindest an den oberen Schich-
ten ein resultierender Feuchtegehalt aus. Im Wohnraum selber wird ständig Feuchte durch
Kochen, Baden, Pflanzen und Ähnliches an die Raumluft abgegeben. Ein Familie kann un-
ter normalen Bedingungen 10-14 Liter Wasserdampf am Tag produzieren. In Tabelle 1.1.1
ist eine Zusammenstellung verschiedener Feuchteemissionen nach [37] dargestellt.
Emittent Art Emission in g/h
Mensch leichte Aktivität 30 - 60
mittelschwere Arbeit 120 - 200
schwere Arbeit 200 - 300
Bad Wannenbad ca. 700
Duschen ca. 2600
Küche Koch- und Arbeitsvorgänge 600 - 1200
Pflanzen Zimmerblumen 5 - 10
Topfpflanzen 7 - 15
mittelgroßer Gummibaum 10 - 20
Wasserpflanzen 6 - 8
Wäsche 4,5 kg geschleudert 50 - 200
4,5 kg tropfnaß 100 - 150
freie Wasseroberfläche prom2 ca. 40
Tabelle 1.1.1.: Feuchteemissionen in Gebäuden [37]
Der Innenputz ist meist sehr absorptionsfähig und in der Lage, die anfallende Feuchte zwi-
schenzuspeichern. Auch andere hygroskopisch aktive Bestandteile der Inneneinrichtung
wirken als Zwischenpuffer. Wird für einen ausreichenden Luftwechsel gesorgt, kann die
überschüssige Feuchte an die Raumluft wieder abgegeben werden. Ist dies nicht der Fall,
wird ein nicht zu vernachlässigender Teil der Luftfeuchte an kalten Oberflächen (bei Tau-
punktunterschreitung) kondensieren. Hält dieser Zustand ausreichend lange an, ist ein guter
Nährboden für Pilze oder Schimmel geschaffen worden. Ideale Bedingungen für Pilze sind
schon ab einer Temperatur von ca. 5,0 ◦C und einem Feuchtegehalt von 20M% (entspr. ca.
80 % Ausgleichsfeuchte) zu finden [59]. Dieser Bereich schwankt bei den einzelnen Pilzar-
ten. Pilze können damit nur an der Oberfläche und bei ausreichender Kapillarkondensation
wachsen. Andere für das Wachsen notwendige Materialien (Stickstoff- und Kohlenstoff) sind
in ausreichender Menge in den Baustoffen zu finden. Bei den Nutzern pilzbefallener Räume
sind Allergien beobachtbar. Typische Erscheinungen dafür sind Kopfschmerzen, Hautrei-
zungen, Konzentrationsschwäche und andere [78]. Untersuchungen in [77] haben gezeigt,
daß der Einsatz von Pilzbekämpfungsmitteln nur für kurze Zeit sinnvoll sind, wenn die ei-
gentliche Ursache (Oberflächenfeuchte) nicht behoben ist. Weiterhin kann Feuchtigkeit in
flüssiger Form in den Baukörper aus dem Grundwasser aufsteigen bzw. durch Regen- oder
Wasserschäden eindringen oder schon bei der Bauwerkserstellung vorhanden sein (z.B. Hy-
dratationsrestfeuchte). Das resultiert in einer Verminderung des Wärmeschutzes, der indi-
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rekt in Abhängigkeit von der Heizungsanlage eine Zunahme des Kohlendioxidausstoßes zur
Folge hat. Im Hinblick auf die seit langem durchgeführten Diskussionen zu den erhöhten
Wärmeschutzanforderungen interessieren natürlich auch die Fragen nach der Abhängigkeit
der Wärmedämmwirkung von der Sorptionsfeuchte bzw. der inneren und äußeren Kapillar-
kondensation. Bei Schlagregenbelastung ist gerade bei den Außenwänden alter Gebäu-
de mit einer starken Erhöhung der Bauteilsfeuchte zu rechnen, da hier der Schutz gegen
Schlag- und Spritzwasser häufig nur unzureichend ist. Frostschäden sind meist die Folge
einer solchen Feuchtebelastung, die unter Umständen durch eine Innendämmung (die in ei-
nigen Fällen aus baudenkmalspezifischen Gesichtspunkten erfolgen mußte) noch verstärkt
wird, da eine schnelle Austrocknung behindert wird. Ein verbesserter Regenschutz ist so-
mit unumgänglich. Dieser kann auf konstruktiver Art und Weise erfolgen bzw. durch eine
Fassadenhydrophobisierung verstärkt werden. In [52] werden die Vor- und Nachteile die-
ser erläutert und meßtechnisch und rechnerisch untermauert. Werden an einer Fachwerk-
wand eine hinterlüftete Außenschale verwendet, ist eine stärkere Innendämmung notwendig
(im Wohnbereich). Dadurch wird gerade bei neueren Fachwerkhäusern die Holztrocknung
verzögert. Treten witterungsbedingte tiefere Temperaturen auf, sind Frostschäden im Ge-
fachbereich durchaus möglich, da hier ein tieferes Temperaturniveau (gute Dämmung des
Holzes) herrscht [59].
Die Anwendung moderner Regelungstechnik im Bereich der Heizungs-, Lüftungs- und Kli-
matechnik erhält unter den Gesichtspunkten des Umweltschutzes auch in den Bereichen
des Kleinanwenders immer größere Bedeutung. Bei optimaler Ausnutzung der komplizier-
ten, miteinander gekoppelten, zentralen bzw. örtlichen Regelungsstrategien sind bei glei-
chem Komfort enorme Energieeinsparungen möglich. Die Berücksichtigung aller Einfluß-
faktoren muß deshalb bei jeder Heizungsanlage individuell vorgenommen werden. Globale
Parameter wie Lage und Typ des Gebäudes spielen eine nicht zu unterschätzende Rolle,
aber in zunehmendem Maße wirkt gerade im Bereich des gutgedämmten Gebäudes das
Nutzerverhalten dominierend auf das thermisch-hydraulische Verhalten einer Heizungsan-
lage. Als eine komplizierte Aufgabenstellung erweist es sich, die günstigste Einstellung an
den Reglern einer Heizungsanlage zu ermitteln. Sie kann entweder experimentell oder mit
Hilfe der Simulation gefunden werden. Während der experimentelle Weg oft kostspielig und
trotzdem nicht immer erfolgreich ist, kann mittels der Simulation schon im Planungsstadium
die optimale Anlage ausgelegt werden.
Die Dimensionierung von Heizungsanlagen erfolgt in der Regel nach stationären Metho-
den. Der Auslegungszustand wird im täglichen Betrieb der Anlagen aber praktisch äußerst
selten erreicht. Die meiste Zeit werden die technischen Anlagen im sogenannten Teillastbe-
reich betrieben und unterliegen dynamischen Lastschwankungen. Dynamische Vorgänge,
die bei konventionellen Methoden nur ungenügend Berücksichtigung finden, wie An- und
Abheizvorgänge, Änderungen in der Auslastung, Beeinflussungen durch den Nutzer, Frem-
denergieeinflüsse und regelungstechnische Eingriffe können mit der dynamischen Anlagen-
simulation berechnet werden. Sie bietet mit Hilfe moderner Rechentechnik die Möglichkeit,
Problemfälle bei der Anlagenauslegung frühzeitig zu erkennen und Rückschlüsse auf belie-
bige Teillastzustände zu ziehen.
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2.1. Gebäudemodul TYPE 56 von TRNSYS
Der Modul TYPE 56 zur thermischen Berechnung von mehreren miteinander energetisch
gekoppelten Räumen (Zonen) gehört zu den Standard-TYPEs von TRNSYS. Es ist ein
Mehr-Zonen-Modell und in der Lage, eine thermische Gebäudesimulation mit beliebig vielen
Räumen durchzuführen. Es ist möglich, Räume zu definieren, die über die Wände mittels
Transmission bzw. über definierte Luftvolumenströme Energie austauschen. Das hierzu an-
gewendete mathematische Modell ist in [82] erläutert und von FELSMANN in [15] ausführlich
kommentiert. Jede Zone wird als Luftknoten definiert, der eine Belastung mit den konvekti-
ven Anteilen der rauminternen Quellen bzw. Senken erfährt. Zusätzlich wird dieser Knoten
an die Strahlungseigenschaften der Umschließungskonstruktion über einen zweiten künstli-
chen Raumknoten gekoppelt. Dieses Verfahren entspricht der von SEEM in [76] vorgestell-
ten Sternnetz-Methode. Ergebnis der Energiebilanz des Raumes ist die Lufttemperatur, die
unter Berücksichtigung der inneren Oberflächentemperaturen der Wände in eine mittlere
Empfindungstemperatur (operative Temperatur) umgerechnet werden kann. Das Mehrzo-
nenmodell berücksichtigt die Geometrie der Räume nicht, so daß der Strahlungsaustausch
zwischen den Wänden nur über eine Flächenmittlung der Absorptionsanteile der internen
Strahlungsgewinne in die Energiebilanz des Raumes eingebracht wird.
Für die Berechnung der Transmission durch die Wände wird die Methode der Transferfunk-
tion (Responsefaktoren) nach MITALAS und STEPHENSON in [60] angewendet. Die Wand
wird als ”Black Box” behandelt. Die charakteristische Reaktion der Wand auf vorgegebene
Randbedingungsänderungen ergibt die Information darüber, wie sich diese Wand unter an-
deren Bedingungen verhält (Transferkoeffizienten). Das instationäre Verhalten (thermische
Kapazität) wird durch die sogenannte „Geschichte” der Wand berücksichtigt. Dabei werden
die Oberflächentemperaturen und die Wärmeströme rechnerintern gespeichert und mittels
der Transferkoeffizienten gewichtet.
Diese Methode funktioniert zuverlässig bei kleineren Wanddicken. Bei Wänden mit mäßiger
Reaktion auf die äußeren Randbedingungen verliert das Verfahren seine Stabilität (dicke
Wände bzw. große Wärmekapazität). Die Simulation muß mit einer größeren Zeitschrittwei-
te durchgeführt werden. Konzeptionell ist das Modell von den TRNSYS-Entwicklern für eine
Jahressimulation mit einer Zeitschrittweite von 60min ausgerichtet.
Nachteil des Verfahrens ist zusätzlich, daß eine Berücksichtigung von temperatur- und/oder
feuchteabhängigen Stoffwerten nicht möglich ist. Damit kann, wie noch später zu erläutern
ist, der Feuchtetransport nur bedingt berücksichtigt werden.
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Als weitere Option bietet das TYPE 56 die Möglichkeit, natürliche Randbedingungen ein-
schließlich der solaren Strahlung in die Bilanz des Raumes und der Wände aufzunehmen.
Ein Modul zur Simulation des thermischen Verhaltens eines Fensters ist Bestandteil des
TYPE 56. Es berechnet die Oberflächentemperaturen und den Anteil der solaren Strahlung,
der in den Raum eindringen kann, als Reaktion auf die augenblickliche Wettersituation.
Zusätzlich können die beiden im TYPE 56 integrierten Feuchtemodelle genutzt werden. Sie
gestatten zwar nur eine grobe Berücksichtigung der hygroskopischen Vorgänge in der Wand,
können aber für das hygroskopische Verhalten der Inneneinrichtung herangezogen werden.
Das einfachere Modell von beiden vergrößert lediglich die Feuchtespeicherfähigkeit der Luft
durch einen Faktor, während das zweite Modell den Raum in zwei Bereiche einteilt. Erstge-
nannter Bereich wird als Tiefenspeicher bezeichnet. Hier werden die hygrischen Vorgänge
berücksichtigt, die im Inneren der Untersuchungsobjekte stattfinden. Der Stoffaustausch fin-
det nur zum zweiten Bereich statt (Oberflächenspeicher). Dieser steht mit der Raumluft in
Verbindung.
2.1.1. Geometrisches Modell
Die erforderlichen Erweiterungen am Standardmodul vom TYPE 56 für die Berücksichti-
gung des Strahlungsaustausches der Wände eines Raumes mit realen Einstrahlverhältnis-
sen wurde von FELSMANN in [16] ausführlich beschrieben und soll hier nicht dokumentiert
werden. An gleicher Stelle ist an Hand eines Vergleiches von durchgeführten Simulatio-
nen die Notwendigkeit der Anwendung des geometrischen Modelles gezeigt worden, wenn
größere Temperaturdifferenzen zwischen den Wänden erwartet werden. Soll bei der thermi-
schen Simulation eines Raumes der langwellige Strahlungsaustausch der Wände Berück-
sichtigung finden, so ist die Kenntnis der geometrischen Ausrichtung dieser notwendig. Zur
Berechnung der Einstrahlzahlen mußte ein neuer Algorithmus entwickelt werden, der kom-
patibel zum Gebäudemodul TYPE 56 ist (vgl. Kapitel 2.1.2).
Des weiteren wurde von FELSMANN die Möglichkeit geschaffen, optional die externe Berech-
nung der Wandoberflächentemperatur durchzuführen. Diese wird nun vom neu entwickelten
TRNSYS-Modul TYPE 158 durchgeführt, welches den Algorithmus zur eindimensionalen
Berechnung der Temperaturfelder für beliebig viele Wände beinhaltet (vgl. Kapitel 2.3).
2.1.2. Ermittlung der Einstrahlzahlen
2.1.2.1. Allgemeine Aussagen zu den Einstrahlzahlen
Wird die Reflexion vernachlässigt, kann der Strahlungswärmestrom, der zwischen zwei
Wänden ausgetauscht wird, wie folgt definiert werden:
Q˙1,2 = φ1,2A1ε1ε2σS
(
T 41 − T 42
) (2.1.1)
Werden die Wände als graue Strahler betrachtet, ist die Einstrahlzahl φ1,2 eine reine Geome-
triebeziehung. Es gilt: „Der von einer Fläche i ausgesendete Energiestrom S˙i wird je nach
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der geometrischen Zuordnung nur zum Teil eine andere Fläche j erreichen” [10]. Die Ein-
strahlzahl ist somit das Verhältnis aus dem Energiestrom, der auf die Fläche j letztendlich
auftrifft, zu dem von der Fläche i wirklich ausgesendeten.
Durch die Anwendung der Winkelbeziehungen kann die Einstrahlzahl allgemein definiert
werden:
φ1,2 =
1
A1
∫
A1
∫
A2
cosβ1 cosβ2
pi r2
dA2dA1 (2.1.2)
Die Eigenbestrahlung, wie sie bei konkaven Flächen vorstellbar ist, soll keine Beachtung
finden.
Für die Lösung der Integrale gibt es eine Reihe von Methoden, die von YOO in [87] erläu-
tert wurden. Dazu gehören die zeichnerische, die optisch-meßtechnische, die analytische
und die numerische Ermittlung der Einstrahlzahl. Ausführliche Betrachtungen der letzteren
beiden Methoden hat GLÜCK in [22] vorgenommen.
Es gelten nachstehende Gesetzmäßigkeiten, die zur Um- und Berechnung der Einstrahl-
zahlen nützlich sind.
Summenbeziehung
n∑
j=1
φi,j = 1 (2.1.3)
Reziprozitätsbeziehung
Ai φi,j = Aj φj,i (2.1.4)
Zerlegungssatz
AGes φGes,i =
n∑
j=1
Ai φj,i (2.1.5)
Bei Anwendung der Gleichung 2.1.1 auf den realen Strahler treten Ungenauigkeiten auf, die
von GLÜCK in [23] diskutiert wurden. Sein Vorschlag, die Richtungsabhängigkeit der Emis-
sion innerhalb der Berechnung der Einstrahlzahl zu berücksichtigen, sei an dieser Stelle er-
wähnt, soll jedoch im vorgestellten Algorithmus keine Beachtung finden. Die Gründe liegen
im verstärkten Rechenaufwand und in der Tatsache, daß bei Berücksichtigung der winkelab-
hängigen Emission die Summe alle Einstrahlzahlen nicht zwangsläufig den Wert 1,0 ergibt.
Eine Kontrolle der Genauigkeit der numerischen Rechnung wird somit unmöglich.
2.1.2.2. Die analytische Berechnung von Einstrahlzahlen
Die analytische Lösung von Gleichung 2.1.2 führt unter Berücksichtigung der Integration der
Grundflächen zu einem Vierfach-Integral. Dieses ist für einige spezielle Fälle in [22] gelöst
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worden. Bei der Verwendung dieser Gleichungen ist neben einer sorgfältigen Programmie-
rung auch auf die notwendigen und zum Teil sehr aufwendigen Fallunterscheidungen zu
achten. Reduziert man diese auf die beiden Spezialfälle parallel ausgerichtete bzw. senk-
recht zueinander liegende Rechtecke entsprechend der Abbildungen 2.1.1 und 2.1.2, kann
das Integral für diese beiden Fälle gelöst werden.
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y11
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Abb. 2.1.1: Ausrichtung der Flächen zur Berechnung der Einstrahlzah-
len bei zueinander parallelen Flächen
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Abb. 2.1.2: Ausrichtung der Flächen zur Berechnung der Einstrahlzah-
len bei zueinander senkrechten Flächen
Sind die Eckkoordinaten der Flächen bekannt, ist es unter Verwendung der Winkelbezie-
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hungen möglich, die unbekannten Winkel β1 und β2 bzw. den Abstand r durch diese zu
ersetzen. Durch umständliche und aufwendige Substitutionen und Umwandlungen kommt
man zur Lösung der Integrale (vgl. Gleichung E.1.1 und E.2.1).
Da die meisten Wohn- und Gesellschaftsräume eine quaderförmige Gestalt besitzen, kann
ein Großteil der Einstrahlzahlen mittels dieser Berechnungsgleichungen ermittelt werden.
Vorteil ist die sehr große Genauigkeit und Geschwindigkeit gegenüber der numerischen Be-
rechnung. Nachteil ist jedoch die Festlegung der Geometrie und damit der Verlust der Allge-
meingültigkeit. Sollen zusätzlich Verschattungen durch Einbauten, Möbel o.ä. berücksichtigt
werden, versagt dieses Verfahren ohne zusätzliche Diskretisierung völlig.
2.1.2.3. Die numerische Berechnung von Einstrahlzahlen
Entspricht der Aufbau des zu untersuchenden Raumes nicht dem eines Quaders, ist eine
analytische Berechnung der Einstrahlzahlen nur bedingt möglich. Eine Alternative dazu ist
die Anwendung einer numerischen Methodik. Dazu werden die beiden Grundflächen in
diskret kleine Teilflächen (beliebige Vierecke) unterteilt (vgl. Abb. 2.1.3).
 
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Abb. 2.1.3: Unterteilung der Grundflächen zur numerischen Berechnung
der Einstrahlzahlen
Sind die Teilflächen klein genug, können die Einstrahlzahlen zwischen diesen mit hinrei-
chender Genauigkeit mit nachstehender Gleichung berechnet werden:
φ(1,i),(2,j) =
cosβ1,i cosβ2,j
pi r2
A2,j (2.1.6)
Jede Teilfläche soll definitionsgemäß ein ebenes Viereck sein, dessen Lage durch die Ko-
ordinaten der vier Eckpunkte definiert wird. Alle vier Punkte müssen sich innerhalb einer
Ebene befinden. Die Nummerierung erfolgt entgegen dem Uhrzeigersinn, wenn von außer-
halb des Raumes auf die Fläche geblickt wird. Damit ist die Ausrichtung der Wand definiert.
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Abb. 2.1.4: Unterteilung eines Dreieckes in drei Vierecke
Für die Berechnung der Flächeninhalte können die Gesetze der Vektorrechnung angewen-
det werden. Die Vektoren werden zwischen den Eckpunkten so aufgespannt, daß sie den
Seiten des Viereckes entsprechen. Durch Anwendung des Vektorproduktes mit jeweils zwei
Seiten ist es möglich, den Normalenvektor zu bilden. Dessen Betrag entspricht dem Flä-
cheninhalt der durch die jeweilig beiden Seiten gebildeten Vierecke. Durch Addition der
jeweiligen Hälften kann eine Berechnung des Flächeninhaltes des betrachteten Rechteckes
durchgeführt werden. Die Winkel β1 und β2 ergeben sich aus dem Schnittwinkel des Verbin-
dungsvektors zwischen den Schwerpunkten und den jeweiligen Flächennormalen.
Durch Anwendung des Zerlegungssatzes in Gleichung 2.1.5 ist die Ermittlung der Einstrahl-
zahl der Teilfläche i auf die Gesamtfläche 2 möglich:
φ(1,i),2 =
n2∑
j=1
φ(1,i),(2,j) (2.1.7)
Die Reziprozitätsbeziehung in Gleichung 2.1.4 verhilft zur Ermittlung der Einstrahlzahl der
Fläche 2 zur Teilfläche i:
φ2,(1,i) =
Ai
A2
φ(1,i),2 (2.1.8)
Durch die Addition erhält man dann die Einstrahlzahl der Fläche 2 zur Fläche 1:
φ2,1 =
n1∑
i=1
φ2,(1,i) (2.1.9)
Diese wird durch die Flächenbeziehung letztendlich in die gesuchte Einstrahlzahl der Flä-
che 1 zur Fläche 2 umgerechnet:
φ1,2 =
A2
A1
φ2,1 (2.1.10)
Die dargestellten Berechnungsgleichungen gelten für beliebige Flächen. Um den
Programmier- und Eingabeaufwand in vernünftigen Grenzen zu halten, sollen jedoch nur
die Grundflächen Viereck und Dreieck zur Anwendung kommen. Mittels dieser Flächenar-
ten ist es möglich, alle praxisrelevanten Formen nachzubilden. Modellintern wird dabei ein
vorgegebenes Dreieck in drei flächengleiche Vierecke umgewandelt (vgl. Abb. 2.1.4).
Dazu werden die Eckpunkte, die Seitenhalbierenden und der Flächenschwerpunkt in ge-
eigneter Form verbunden. Danach können die dadurch gebildeten neuen Flächen in der
beschriebenen Form behandelt werden.
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Die Genauigkeit der ermittelten Einstrahlzahlen ist von der Feinheit der Diskretisierung und
vom Abstand r abhängig. Mit der Anzahl der entstandenen Teilflächen steigt jedoch der
Rechenaufwand übermäßig an. Ein Optimum zwischen Rechenzeit und Genauigkeit ist
nicht allgemein definierbar und muß in Abhängigkeit von der Aufgabenstellung gefunden
werden.
In dem vorgestellten Programm wird eine Kombination aus numerischer und analytischer
Lösung verwendet. Ist eine Anwendung der analytischen Gleichungen möglich, werden
diese benutzt. Eine Diskretisierung in Teilflächen muß aber auch in dem Falle erfolgen,
wenn eine Verschattung erwartet wird.
2.1.2.4. Berücksichtigung der Verschattung
Liegt zwischen zwei Flächen eine dritte, so wird ein Teil oder die Gesamtheit der emittierten
Strahlung der einen Fläche daran gehindert, die zweite Fläche zu erreichen. Es liegt eine
Verschattung vor. Untersucht werden muß somit, ob die Vektoren zwischen den Schwer-
und Eckpunkten der Teilfläche i und j (Testvektoren) einen Schnittpunkt mit einer anderen
definierten Fläche besitzen (vgl. Abb. 2.1.5).
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P i , 1 P i , 4
P i , 3P i , 2
P j , 1 P j , 4
P j , 3P j , 2
F l ä c h e  3
P i , S
P j , S
Abb. 2.1.5: Verschattung zweier Flächen durch eine dritte Fläche
Dazu werden die Ebenengleichungen aller vorhandenen Flächen untersucht. Existiert ein
Schnittpunkt zwischen den Testvektoren und einer der Ebenen, in der sich eine dritte Flä-
che befindet, so kann dieser Punkt eine Lage entsprechend nachstehender Möglichkeiten
haben:
1. −−−→PS S1 schneidet keinen Vektor — Fläche wird verschattet
2. −−−→PS S2 schneidet −−−→P4 P1 — Fläche wird nicht verschattet
3. −−−→PS S3 schneidet −−−→P1 P2 — Fläche wird nicht verschattet
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4. −−−→PS S4 schneidet −−−→P2 P3 — Fläche wird nicht verschattet
5. −−−→PS S5 schneidet −−−→P3 P4 — Fläche wird nicht verschattet
6. Schnittpunkt S6 liegt auf dem Vektor
−−−→
P4 P1 — Fläche wird verschattet
7. Schnittpunkt S7 liegt auf dem Vektor
−−−→
P1 P2 — Fläche wird verschattet
8. Schnittpunkt S8 liegt auf dem Vektor
−−−→
P2 P3 — Fläche wird verschattet
9. Schnittpunkt S9 liegt auf dem Vektor
−−−→
P3 P4 — Fläche wird verschattet
10. Schnittpunkt S10 und Schwerpunkt PS sind identisch — Fläche wird verschattet
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Abb. 2.1.6: Mögliche Positionen des Schnittpunktes eines Vektors
Zur Verdeutlichung kann die Abbildung 2.1.6 verwendet werden. Dargestellt ist die Ebene,
in der sich die Fläche 3 aus Abbildung 2.1.5 befindet. Jede der 10 möglichen Positionen
des Schnittpunktes eines Testvektors mit dieser Ebene ist beispielhaft als Punkt S(1−10) in
der Ebene dargestellt. Um nun auf einfachem Wege feststellen zu können, ob sich der ent-
sprechende Schnittpunkt innerhalb der Fläche 3 befindet, müssen alle 10 Fälle untersucht
werden. Dazu werden Vektoren zwischen dem Schwerpunkt der Fläche 3 und dem Schnitt-
punkt S und zwischen den Eckpunkten der Fläche 3 gebildet. Danach kann durch Anwen-
dung der Vektorrechnung untersucht werden, ob und welche der Vektoren sich schneiden
und ob somit eine Verschattung entsprechend der oben gezeigten 10 Möglichkeiten vorliegt.
Wird auf diesem Wege eine Verschattung festgestellt, erhält die entsprechende Einstrahl-
zahl der Teilfläche den Wert Null zugewiesen. Die Genauigkeit der Gesamteinstrahlzahl der
Fläche 1 auf die Fläche 2 hängt somit von der verwendeten Diskretisierung ab.
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2.2. TRNSYS-Modul TYPE 157 zur Simulation der
Gebäudedurchströmung
Sind mehrere Räume (Zonen) miteinander über Türen oder andere Öffnungen verbunden
oder sind lüftungstechnische Anlagen vorhanden, ist es notwendig, den Luftaustausch zwi-
schen diesen bzw. deren Luftwechsel für die thermische Gebäudesimulation zu ermitteln.
Dazu konnte das Programm LUMA von BOLSIUS in [7] soweit modifiziert werden, daß es
möglich war, dieses als zusätzlicher Modul in TRNSYS zu verwenden. Das TYPE 157 stellt
eine TRNSYS-Implementierung des Softwareprogrammes LUMA dar. Eine ausführliche Mo-
dellbeschreibung von LUMA ist in [6] und [7] zu finden. Die Datenübernahme des TYPES
erfolgt durch eine Eingabedatei, die alle notwendigen Werte zur Berechnung von Strömun-
gen sowie die INPUTS und OUTPUTS zur Kommunikation mit TRNSYS enthält. Die Mo-
dellierung von Strömungswegen erfolgt durch die Angabe der Bauelemente, die einzelne
Verbindungen bilden. Solche Bauteile können Fugen, Kanäle, Formstücke und Bauteile mit
beliebiger Kennlinie (V˙ =f(∆p)) darstellen. Triebkräfte zur Strömungsbildung können durch
Potentialunterschiede im Druckniveau, hervorgerufen durch Drucksprung erzeugende Bau-
teile (z. B. Ventilatoren) oder durch die Parameter, die die Umgebung repräsentieren, wie
Außentemperatur, Außenluftfeuchte, Windgeschwindigkeit und Windrichtung, gebildet wer-
den. Zusätzlich zu den genannten Elementen ist nach ENDER in [11] die Definition soge-
nannter „Großer Öffnungen“ wie Außenfenster oder Innentüren möglich, womit durch Varia-
bilität der Öffnungswinkel dieser Bauteile eine Beeinflussung des Luftstromes gegeben ist.
Unter den Begriff „große Öffnungen“ fallen geöffnete Türen, geöffnete Fenster und andere
Verbindungen vergleichbarer Dimension. Ursache für die Durchströmung großer Öffnungen
ist einerseits, eine von außen aufgeprägte Druckdifferenz, die gleichmäßig über die gesam-
te Öffnungshöhe wirkt (z.B. durch Wind, Ventilator); anderseits ein Druckunterschied infolge
von Temperaturunterschieden in den Zonen, die durch die Öffnung miteinander verbunden
sind. Dieser ist über die vertikale Ausdehnung der Öffnung nicht konstant, sondern es stellt
sich ein Verlauf des Differenzdruckes ein, der vom Druckverlauf der Luftsäulen in den Zonen
und der Kontinuitätsgleichung bestimmt wird. Im Falle einer beidseitigen Durchströmung der
großen Öffnung existiert innerhalb dieser eine Ebene, in deren Höhe die Druckdifferenz zwi-
schen innen und außen den Wert 0 besitzt. Sie wird als neutrale Ebene in der Höhe zn
bezeichnet. Eine ausführliche Beschreibung der Implementierung wurde von ENDER in [11]
vorgenommen.
2.3. Bauphysikalisches Verhalten der Umfassungskonstruktion
2.3.1. Allgemeine Aussagen
Eine große Anzahl von Autoren hat sich mit der Modellierung des gekoppelten instationären
Wärme- und Feuchtetransportes in kapillar-porösen Wänden beschäftigt. Die Unterschiede
in den einzelnen Herleitungen sind in der mehr oder weniger vorhandenen Berücksichti-
gung der einzelnen physikalischen Phänomene bzw. in der unterschiedlichen Art und Weise
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der Interpretation der Transportursachen zu finden. Während für den instationären Wärme-
transport als entscheidende Ursache der örtliche und zeitliche Temperaturgradient bei allen
Autoren angesehen wird, gibt es unterschiedliche Annahmen für den Transport des gasför-
migen und flüssigen Wassers innerhalb des kapillarporösen Körpers. Da die Feuchte sowohl
in gasförmiger als auch in flüssiger Form beweglich ist, wird versucht, den Transport in die
beiden Phasen zu trennen oder aber durch geschickte Anwendung von Zusammenhängen
zwischen den beiden Phasen auf ein Transportphänomen zu beschränken. Meist wird sich
jedoch nur auf die Wasserdampfdiffusion unter Vernachlässigung der Kapillarleitung kon-
zentriert [13][14][21][29][42]. Vernachlässigt werden von einigen Autoren zudem die Rück-
koppelungseffekte des Feuchtetransportes auf die Wärmebilanz und umgekehrt [83]. Ein
weiterer Unterschied besteht in der Beschreibung des Feuchtegehaltes innerhalb des Kör-
pers und vor allem an den Begrenzungsflächen von unterschiedlichen Materialien bzw. zum
angrenzenden Medium. Da dort physikalisch bedingte Sprünge im Feuchtegehalt auftreten,
versagen alle analytischen und numerischen Verfahren zur Ermittlung des Feuchtegehaltes,
die einen stetigen Verlauf dessen voraussetzen. Für die Umschreibung des Feuchtegehaltes
werden verschiedenartige Ansätze verwendet, die dann die entsprechenden Unterschiede
in den Differentialgleichungen erklären. KIESSL führt in [44] beispielsweise das stoffunab-
hängige Feuchtepotential Φ ein, das sich unterhalb einer relativen Luftfeuchte von 0,9 durch
die Sorptionsisotherme beschreiben läßt (Sorptionsisotherme) und oberhalb durch einen
empirischen Ansatz in Abhängigkeit vom Kapillarradius ersetzt wird.
Φ = 1, 7 + 0, 1 log(r)
Φ = ϕ
ϕ > 0, 9
ϕ <= 0, 9
(2.3.1)
Voraussetzung dafür ist die Kenntnis der Porengrößenverteilung bzw. des mittleren Porenra-
dius des Materials. NEISS in [62] verwendete für die Beschreibung des Feuchtegehaltes die
Saugspannung innerhalb seiner Transportgleichungen. Ist dem Anwender die entsprechen-
de Saugspannungskurve bekannt, kann er mit ihrer Hilfe auf den Feuchtegehalt schlußfol-
gern.
Weiterhin läßt sich die Literatur in die unterschiedlichen Arten der Diskretisierung der Dif-
ferentialgleichungssysteme und ihrer speziellen Zeitintegrationsverfahren klassifizieren. Zur
Anwendung kommen hauptsächlich das Differenzenverfahren [39][59][72], die Finite Volu-
men bzw. Finite Element Methode [4][71][83], die meist eindimensional, aber auch zweidi-
mensional angewendet werden. Für die Zeitintegration wird aus Gründen der Stabilität meist
das implizite Verfahren angewendet.
Die letzte Unterscheidung liegt in der Beschreibung der Transport- und Speicherkoeffizien-
ten. Dort wird sich auf eine ausschließlich experimentelle Bestimmung der Koeffizienten
beschränkt (z.B. [44]) oder aber auf zusammengesetzte Koeffizienten, die sich aus bekann-
ten hygrischen und thermischen Stoffwerten ermitteln lassen. Während erstere sicherlich
eine sehr gute Genauigkeit der damit ermittelbaren Zustandsgrößen erwarten läßt, ist der
zusätzliche meßtechnische Aufwand hinderlich.
Einige Autoren finden die Erklärung der Transport- und Speicher- Phänomene über mikro-
skopische Porenmodelle (z.B. Porenzylinder), die zu makroskopischen Aussagen verhelfen
können [47].
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Schon vor 1989 wurde von HÄUPL und STOPP [31][33][34] die Theorie des gekoppelten
Wärme- und Feuchtetransportes untersucht. Diese Systeme sind vielfach eingesetzt und
auf ihre Tauglichkeit untersucht worden [57]. Eine direkte Weiterentwicklung dieses Modells
wurde von GRUNEWALD in [28] vorgenommen. Der hier gefundene Ansatz beschreibt in be-
eindruckender Art und Weise alle vorhandenen Transport- und Speicherprozesse und stellt
den momentanen Endzustand der Herleitungen für die Differentialgleichungen für diese Pro-
blematik dar. Nachteilig für die direkte Verwendung dieses Algorithmuses sind die Vielzahl
der Koeffizienten, die zum Teil nur durch aufwendige Messungen zu erhalten sind. Auch ist
der vermutliche rechentechnische Aufwand bei der Lösung dieser komplexen Differential-
gleichungen als hoch einzuschätzen.
Relativ wenige Autoren beschäftigten sich mit der direkten Kopplung der hygrischen Vorgän-
ge in der Raumumschließungskonstruktion mit dem Innenklima. SETZER in [79] beispiels-
weise untersucht die Feuchteeigenschaften der Innenputze in Wechselwirkung mit dem In-
nenklima unter Ausnutzung der Gesetzmäßigkeiten der Faltungsintegrale in der Laplace-
und/oder z-Transformation:
∆g(t) =
t∫
−∞
∆ϕ(t) F (t− τ) dτ ≡ ∆ϕ(t) ∗ F (t) (2.3.2)
Die Feuchtepufferfunktion F (t) ist dabei als Übertragungsfunktion des Putzes zu verstehen.
Sie kann durch einen definierten Sprung der relativen Luftfeuchte aus der Massezu- oder
abnahme ermittelt werden. Es wird der Feuchtetransport nur an der Oberfläche betrachtet.
Eine Temperaturabhängigkeit ist nicht erkennbar. Das Verfahren gilt somit nur für isotherme
Randbedingungen. Dies ist fragwürdig, wenn man die zum Teil starke Temperatur- und
Feuchteabhängikeit der Stoffwerte betrachtet. Die einzelnen Feuchtepufferfunktionen gelten
nur für bestimmte Bereiche der relativen Luftfeuchte. Desweiteren weist SETZER darauf
hin, daß die erhaltenen Ergebnisse von der Probendicke und vom jeweiligen Schichtaufbau
abhängig sind.
OTTO in [66] zeigt einen analytischen Ansatz zur Beschreibung des hygrischen und ther-
mischen Verhaltens von Räumen unter periodischen Randbedingungen, der dem Verfahren
von PETZOLD (z.B. in [69],[70],[68]) ähnelt. Die Voraussetzungen für sein Modell liegen auch
hier in der Entkoppelung der Vorgänge in der Energie und Massebilanz. Gleichfalls werden
konstante Stoffwerte vorausgesetzt.
Ziel dieses Abschnittes soll es sein, ein anwendbares Modul zur Berücksichtigung der
thermisch-hygrischen Prozesse in der Wand und in Wechselbeziehung zum Raum zu schaf-
fen. Dazu soll ein Modell vorgestellt werden, daß neben den allgemein berücksichtigten
Phasenumwandlungsprozessen auch das Berechnen des Gefrierens und Tauens des Kapil-
larwassers (ohne Berücksichtigung der Schmelzenthalpie) zuläßt. Es wird zunächst als vom
Raum losgelöstes Modell dargestellt und dessen ein- und zweidimensionale Umsetzung
demonstriert. Die dafür notwendigen Grenzbedingungen werden formuliert. Die Herleitung
der Stoffwerte ist darauf ausgerichtet, alle benötigten Stoffeigenschaften aus der allgemein
zugänglichen Literatur zu erhalten. Somit sind zusätzliche Messungen nicht notwendig.
Die Vorgänge in der Wand sollen phänomenologisch und quasistatisch betrachtet werden.
Es ist somit zu jedem beliebigen Zeitpunkt möglich, den thermodynamischen Zustand des
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Bilanzvolumens durch örtliche meßbare Zustandsgrößen zu beschreiben. Es gelten die
Gesetze der Thermodynamik. Für das zu untersuchende Volumen kommt das Kontinuum-
modell zur Anwendung.
Keine Berücksichtigung im Modell sollen nachstehende Punkte finden:
• Luftströmungen innerhalb der Wand (z.B. Porenlüftung)
• Feuchtetransport durch Osmose
• Bewegung des Bilanzvolumens
• Transport von Salzen
• Feuchtetransport durch Schwerkraft, elektrischen Feldern oder Ionenkonzentrations-
unterschiede
• Hystereseerscheinungen bei der Sorption und der Kapillarleitung
• Massetransport aufgrund von Luftdruckunterschiede
• Verluste oder Veränderungen der Festkörperstruktur durch Ausschwemmen, Um-
wandlungen u.ä.
Die Wechselbeziehung zwischen dem Innenklima und der Wand gestaltet sich aufgrund
der nichtlinearen Austauschvorgänge sehr kompliziert. Die zur Anwendung kommenden
Randbedingungen werden definiert und für die numerische Simulation vorbereitet.
2.3.2. Einheiten des Feuchtegehaltes
Der Feuchtegehalt ist die Zustandsgröße, die den Wasseranteil in flüssiger Form örtlich und
zeitlich im Material beschreiben läßt. Solange keine Kapillarleitung möglich ist, wird vom
hygroskopischen Bereich gesprochen. Der Feuchtegehalt, der den ersten Transport des
Kapillarwassers ermöglicht, wird Hygroskopizität genannt. Sind alle Poren und Kapillaren
mit Wasser gefüllt, ist die Sättigung erreicht. Beide Zustände sind Materialeigenschaften,
die das hygroskopische Verhalten der Baustoffe maßgeblich bestimmen. Im Rahmen der
Kontinuummodellierung sind diese Zustandsgrößen für die einzelnen Materialien konstante
Stoffwerte, die, physikalisch betrachtet, jedoch von den Prozeßbedingungen beeinflußt wer-
den. Diese Übergänge gestalten sich in der Praxis gleitend. Die Wassersättigung, beispiels-
weise, kann unter äußerem Druck oder einem Temperaturgefälle höhere Werte annehmen
als ohne diese. Sie müssen somit als Mittelwerte interpretiert werden.
Für die Beschreibung des Kapillarwasseranteiles innerhalb des betrachteten Körpers gibt
es eine Reihe von unterschiedlichen Möglichkeiten. Häufig wird der Wassergehalt volumen-
oder massespezifisch angegeben. Er ist jeweils das Verhältnis des Gewichtes oder des
Volumens des im Material vorhandenen flüssigen Wassers zum Gesamtgewicht bzw. -
volumen.
16
2.3. Bauphysikalisches Verhalten der Umfassungskonstruktion
Meist ist die Verwendung dieser Einheiten für den Feuchtegehalt wenig aussagekräftig, da
sie immer materialgebunden verwendet werden müssen. So ist beispielsweise ein Feuchte-
gehalt von 5Vol% für Schwer-Beton völlig unbedenklich, während sich Polystyrol bei diesem
Feuchtegehalt bereits weit im überhygroskopischen Bereich befindet.
In [59] wurde die Einheit Holzfeuchte bzw. Ausgleichsfeuchte verwendet. Sie charakterisiert
den Zustand des Holzes, wenn er mit der Umgebung unter stationären Bedingungen im
Gleichgewicht steht. Die Einheit ist %. Sie ist unmittelbar mit der relativen Luftfeuchte
anwendbar. Befindet sich jedoch das untersuchte Holz im überhygroskopischen Bereich,
sind Holzfeuchten über 100% durchaus möglich. Ein Vergleich unterschiedlicher Holzarten
ist somit zwar bedingt möglich, der Feuchtegehalt anderer Materialien läßt sich mit dieser
Einheit nicht charakterisieren.
In [78] wird der Begriff Oberflächenfeuchte ϕO definiert. Unter der Oberflächenfeuchte kann
die unter einer festgelegten Temperatur (20 ◦C) und einem definierten Druck (1-1,5bar) über
einen längeren Zeitpunkt (ca. 15-20min) in ein Inertgas (Stickstoff) diffundierende Feuchte
definiert werden. Sie muß somit meßtechnisch ermittelt werden. Nachteil dieser Definition
ist jedoch, daß bei hygroskopisch aktiven Materialien (z.B. Gasbeton) nicht nur aus der
Oberfläche die Feuchte diffundiert, sondern auch aus den dahinter liegenden Schichten.
Damit ist auch mit dieser Feuchteeinheit eine eindeutige Definition nicht möglich.
VON SMUDA und VON WOLFERSDORF nutzen in [83] den Potentialbegriff Θ für den Feuch-
tegehalt. Es wurde durch Verwendung einer neuen feuchteabhängigen Stoffgröße (fik-
tive Massekapazität cm) ein für alle Materialien geltender Maßstab gefunden (vgl. Glei-
chung 2.3.3). Die Einheit für das Potential ist ◦B. Durch Definition wird festgelegt, daß sich
die Hygroskopizität auf dem Potentialmaßstab bei 100 ◦B und die Sättigung bei 300 ◦B be-
findet. Damit ist ein Vergleich der Feuchten verschiedener Materialien sehr einfach möglich.
Θ =

uV
cm
wenn uV < uV,H
uV − uV,H
cm
+ 100, 0 ◦B wenn uV ≥ uV,H
(2.3.3)
Die fiktive Massekapazität läßt sich mittels der Feuchte-Materialkenngrößen Hygroskopizität
und Sättigung leicht ermitteln. Sie ist, wie Gleichung 2.3.4 zeigt, sprunghaft feuchteabhän-
gig. Es wird generell zwischen der hygroskopischen und überhygroskopischen fiktiven Mas-
sekapazität unterschieden. Eine Rückrechnung bei gegebenem Potential auf die Feuchte in
Vol% oder in eine andere beliebige Einheit ist gleichfalls leicht realisierbar.
cm =

uV,H
100, 0 ◦B
wenn uV < uV,H
uV,S − uV,H
(300, 0 − 100, 0) ◦B wenn uV ≥ uV,H
(2.3.4)
Als günstiger Nebeneffekt zeigt sich, daß bei Verwendung des Potentialbegriffes in der nu-
merischen Simulation die Unstetigkeiten an den Materialgrenzen verschwinden. Damit ist
die FEM bedingungslos anwendbar.
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In gleicher Art und Weise kann das Eispotential ι definiert werden (Gleichung 2.3.5).
ι = cm,i iV (2.3.5)
Die Unterscheidung in hygroskopischen und überhygroskopischen Bereich für die fiktive
Massekapazität des Eisgehaltes cm,i ist an dieser Stelle nicht zweckmäßig, da wie an spä-
terer Stelle erläutert, das Eispotential nur definiert ist, wenn Kapillarwasser vorhanden ist.
Sie wird mit Gleichung 2.3.6 definiert.
cm,i =
uV,S − uV,H
300. ◦B
(2.3.6)
2.3.3. Hygrische und thermische Stoffeigenschaften
Generell wird in drei Feuchtebereiche unterschieden, deren Übergänge zum Teil fließend
sind [44][48][51]:
1. hygrischer Bereich (Sorptionsfeuchtebereich)
Die Transporteffekte werden durch den Grad der Wasserdampfdiffusion und der Ober-
flächendiffusion geprägt. Die relative Luftfeuchte erreicht einen Maximalwert von
ca. 95 %.
2. überhygroskopischer Bereich (Kapillarwasserbereich)
Der Feuchtetransport wird überwiegend durch die Kapillarleitung bestimmt. Oberer
Grenzwert ist die freie Wassersättigung.
3. Übersättigungsbereich
Nur durch äußeren Druck wird Wasser in den Baustoff eindringen, so daß der Feuch-
tegehalt größer als der der freien Wassersättigung ist.
In den einzelnen Bereichen dominieren unterschiedliche physikalische Phänomene, die sich
in der Beschreibung der Stoffwerte widerspiegeln. Die Ausführungen beschränken sich
auf den hygrischen und überhygroskopischen Bereich, da der Übersättigungsbereich in der
Baupraxis nur in einigen Spezialfällen eine entscheidende Rolle spielt. Unterhalb der Ge-
friertemperatur werden die Stoffeigenschaften durch den Eisgehalt beeinflußt.
2.3.3.1. Porosität
Innerhalb eines kapillarporösen Körpers findet sich ein kompliziertes Geflecht aus Hohlräu-
men (Poren und Kapillaren), die entweder direkt miteinander verbunden oder von einander
isoliert auftreten können. Man spricht von einem heterogenen System [86]. Für die Modell-
bildung wird der kapillarporöse Körper vereinfacht als Kontinuum angenommen, da es un-
möglich ist, die Vielfalt der Möglichkeiten der Porenverteilung mathematisch zu beschreiben.
Das Material ohne Hohlräume wird als Festkörperskelett oder auch Porengerüst bezeichnet.
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Die Porenstruktur beeinflußt in großem Maße die Stoffeigenschaften des Gesamtsystems.
Stark hygroskopisch reagierende Materialien besitzen meist eine große Anzahl von Poren
und Kapillaren (z.B. Innenputz). Diese können unterschiedlich gefüllt sein. Eine vollständige
Berücksichtigung der geometrischen Porengrößenverteilung ist sehr aufwendig und wenig
sinnvoll. Sie muß sich aber in der Definition der Stoffkoeffizienten als Mittelung makrosko-
pisch widerspiegeln. Zur Anwendung dafür kommt der Begriff Porosität, der diese Mittelung
verkörpert. Er ist der Quotient aus Volumen der Hohlräume des Materials zu dessen Ge-
samtvolumen. Alle anderen in diesem Zusammenhang anwendbaren Größen wie z.b. die
Porengrößen- oder -radienverteilung sollen zwar hiermit erwähnt werden, finden innerhalb
dieser Arbeit jedoch keine Anwendung. Geht man vereinfacht davon aus, daß bei vollständi-
ger Sättigung mit Wasser alle Poren und Kapillaren im Material bis zu einem bestimmten Teil
gefüllt sind, kann man die Summe aller Hohlräume mit dem baustoffabhängigen Sättigungs-
wert uV,S gleichsetzen. Von diesem Ansatz aus können nun alle anderen Volumenanteile
definiert werden. Der gasförmige Volumenanteil ψG ist in Gleichung 2.3.7 definiert.
ψG = 1, 01 uV,S − uV − iV (2.3.7)
Der Faktor 1,01 in der Gleichung 2.3.7 verdeutlicht die Annahme, daß auch bei Erreichen
der freien Sättigung einige Poren bzw. die Kapillaren nicht vollständig gefüllt sind. Er ist ein
Schätzwert und kann bei den einzelnen Baustoffen unterschiedlich groß sein.
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Abb. 2.3.1: Volumenanteile in einem Kontrollvolumen
In Abbildung 2.3.1 ist eine mögliche Verteilung der einzelnen Poren bzw. Kapillaren und
deren Füllung skizziert. Mit nachstehender Gleichung können die Volumenanteile des Ka-
pillarwassers und des Wassereises definiert werden:
ψW = uV ψE = iV (2.3.8)
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Im weiteren Verlauf der Herleitung der Differentialgleichungen werden die entsprechenden
Ableitungen benötigt. Sie sollen an dieser Stelle dokumentiert werden.
∂ψG
∂uV
= −1, 0
∂ψG
∂iV
= −1, 0
∂ψW
∂uV
= 1, 0
∂ψE
∂iV
= 1, 0
(2.3.9)
2.3.3.2. Wasserdampf-Diffusionswiderstandszahl
Bei der Berechnung des Feuchteverhaltens im hygroskopischen Bereich nimmt die
Wasserdampf-Diffusionswiderstandszahl einen dominierenden Platz ein. Diese dimensi-
onslose Größe gibt an, um wieviel mal größer der Diffusionswiderstand einer Stoffschicht
ist als der einer ruhenden gleich dicken Luftschicht unter gleichen Bedingungen [47]. Sie
wird in der Literatur meist als feuchte- und temperaturabhängig beschrieben. Der Diffusi-
onswiderstand ist das Produkt aus der Wasserdampf-Diffusionswiderstandszahl µ und der
Schichtdicke.
In [59] wird ein exponentieller Ansatz für die Wasserdampf-Diffusionswiderstandszahl unter-
sucht (Gleichung 2.3.10). Er ist jedoch von einer Reihe von stoffspezifischen Kennwerten
abhängig. Diese sind erst aus speziellen Meßwerten herleitbar.
µ = µ0 eC uM (2.3.10)
Im hier vorgestellten Modell soll jedoch eine sehr einfache Formulierung für die
Wasserdampf-Diffusionswiderstandszahl zur Anwendung kommen [31]:
µ = µtr
uV,S
ψG
(2.3.11)
Sie kann aus den bekannten Stoffkenngrößen berechnet werden. Voraussetzung ist die
Annahme, daß die Diffusion nur in den Bereichen möglich ist, die nicht durch Kapillarwas-
ser oder Eis behindert werden. Charakterisiert wird dieser Bereich durch den gasförmigen
Volumenanteil ψG aus Gleichung 2.3.7.
2.3.3.3. Diffusionskoeffizient von Wasserdampf in Luft
Der Diffusionskoeffizient (auch Diffusionszahl genannt) kennzeichnet das stationäre Diffu-
sionsvermögen zweier Gase ineinander. In der Regel ist dieses von der Art der Zusam-
mensetzung der Gase, der Temperatur und des Gesamtdruckes abhängig. Für den Diffusi-
onskoeffizienten von Wasserdampf in Luft sind nach [47] eine Vielzahl von Untersuchungen
gemacht worden. Es zeigt sich eine Temperaturabhängigkeit, die mit Gleichung 2.3.12 for-
mulierbar wird und aus [62] entnommen werden konnte.
D = 2, 25 10−5
m
s
(
T
T0
)1,72
(2.3.12)
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2.3.3.4. Sättigungsdruck des Wasserdampfes
Der Sättigungsdruck des Wasserdampfes ist laut Definition dessen Partialdruck bei Errei-
chen der maximalen Fähigkeit der Luft, Wasser in gasförmiger Form aufzunehmen. Er ist
eine Funktion der Temperatur. Diese Temperaturabhängigkeit ist in Gleichung 2.3.13 be-
schrieben bzw. in Abbildung 2.3.2 dargestellt und wurde aus [4] entnommen.
pS = 610, 6 Pa
(
1, 0 +
T − T0
109, 8 K
)8,02
(2.3.13)
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Abb. 2.3.2: Sättigungsdruck des Wasserdampfes über Wasser
2.3.3.5. Sorptionsisotherme
Unter Sorption versteht man das Bestreben eines Körpers, seinen Feuchtigkeitsgehalt dem
der ihn umgebenden Luft anzupassen. Durch diese Eigenschaft stellt sich im Material ein
Gleichgewichtszustand entweder durch Adsorption (Aufnahme) oder durch Desorption (Ab-
gabe) von Feuchtigkeit ein. Der Einfluß der Temperatur ist im bauphysikalisch relevanten
Bereich von geringer Bedeutung [51]. Die Sorption wird dabei durch eine ganze Reihe
von Reaktionen, die nacheinander oder parallel zueinander ablaufen können, erklärt. Nach
FRÜHWALD in [19] ist es nicht möglich, den gesamten Sorptionsbereich einer gültigen Theo-
rie zuzuordnen. Er unterteilt vielmehr den Vorgang Sorption am Beispiel Holz in drei grobe
Abschnitte.
• Im Bereich 0 bis etwa 7Vol% kann von einer Anlagerung von Wassermolekülen an
freie OH- Gruppen bis zu deren Absättigung ausgegangen werden. Die Ursache liegt
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in deren molekularen Anziehungskraft. Nach [46] ist diese Hydratation bei etwa 21 %
und nach KRUS in [48] bei 15 % relativer Luftfeuchte beendet. Man spricht hierbei von
der sogenannten Chemosorption.
• Danach beginnt die physikalische mehrfachmolekulare Adsorption. Sie erklärt bis zu
einer Luftfeuchtigkeit von ca. 50-60 % den Vorgang der Sorption. Dabei wird Was-
serdampf an der äußeren und inneren Oberfläche des Holzes verdichtet, ohne daß
chemische Wechselwirkungen eintreten.
• Oberhalb einer Luftfeuchtigkeit von 50 bis 60 % kommt es zu einer Kapillarkonden-
sation. Da der Dampfdruck über dem Meniskus einer Kapillaren niedriger ist als über
einer freien Wasseroberfläche (nach dem KELVIN-THOMSON’schen Gesetz), kommt es
zur Füllung der kleineren Kapillaren oder Poren mit flüssigem Wasser, während sich
an den Oberflächen der größeren Hohlräume ein Flüssigkeitsfilm bildet. In diesem
Bereich läßt sich die KELVIN-Gleichung definieren:
ϕ = e
(2, 0 σ cos$
r %W RD T
)
(2.3.14)
• Oberhalb von 95 % relativer Luftfeuchte beginnt die Kapillarleitung.
Eine eindeutige Zuordnung des Wassergehaltes zur relativen Luftfeuchte der Umgebung ist
durch die Sorptionsisotherme gegeben. Sie kann an Materialproben durch Sorptionsmes-
sungen bis zu relativen Luftfeuchten von ca. 95 % ermittelt werden. Dazu wird durch Mes-
sung der Gewichtsänderung der Feuchtegehalt ermittelt, der sich nach ausreichend langer
Zeit unter definierten relativen Luftfeuchten einstellt.
Eine ausführliche Beschreibung der unterschiedlichsten Ansätze für die Sorptionsisotherme
ist in [67] zu finden. Dort sind die Effekte der Desorption als auch der Adsorption erläutert
bzw. es wurde auf Autoren hingewiesen, die sich mit solchen Hystereseerscheinungen am
Beispiel des Baustoffes Holz beschäftigten. Ebenfalls erfolgte eine Bewertung der für die
Sorptionsisotherme verwendeten Ansätze (vgl. Gleichung 2.3.15- 2.3.17).
ϕ linear =
uV
uV,H
(2.3.15)
ϕ quadrat = 1, 0 −
(
1, 0 − uV
uV,H
)2
(2.3.16)
ϕMartin =
C
1, 0 + e−A (uV −
B
Vol%)
− C
1, 0 + e(A
B
Vol%)
(2.3.17)
Andere Autoren verwenden Approximationsgleichungen mit Koeffizienten, die aus den ge-
messenen Sorptionsisothermen ermittelt werden müssen. RICKEN in [72] und HUSSEINI
in [39] verwenden beispielsweise nachstehende Gleichung:
uV = uV0 −
ln (1, 0 − ϕ)
E
(2.3.18)
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Abb. 2.3.3: Ansätze für die Sorptionsisotherme (Klinker )
KÜNZEL in [51] erweitert seine Gleichung für die Sorptionsisotherme, damit diese auch im
überhygroskopischen Bereich gelten kann:
uV = uV,S
(F − 1, 0)
b − ϕ (2.3.19)
Nachteilig wirkt sich der Aufwand für die Ermittlung der Koeffizienten aus. Für die weitere
Modellbildung sollen deshalb die Ansätze in den Gleichungen 2.3.15 und 2.3.16 verwendet
werden
2.3.3.6. Feuchteleitfähigkeit
Feuchte kann in gasförmiger oder in flüssiger Form innerhalb eines kapillarporösen Körpers
transportiert werden. Dafür verantwortlich sind unterschiedliche physikalische Prozesse, die
durch die hygroskopische und überhygroskopische Feuchteleitfähigkeit charakterisiert wer-
den. Alle nachfolgenden Darstellungen gehen von der Annahme aus, daß die Flüssigkeits-
und die Gasphase ausschließlich konvektiv und laminar bewegt wird und mögliche Hystere-
seerscheinungen ausgeschlossen sind. Sie sind somit für die Beschreibung von gesättigten
Fließvorgängen ungeeignet. Im bauphysikalischen Bereich, der hier betrachtet werden soll,
ist dies ausreichend.
Hygroskopische Feuchteleitfähigkeit
Im hygroskopischen (hygrischen) Feuchtebereich treten zwei verschiedene Transporteffekte
auf. In den Mikroporen findet überwiegend die KNUDSEN’sche Molekularbewegung (Effu-
sion) statt. In den größeren Poren tauschen die Wassermoleküle auch untereinander ihre
Impulse aus. Der Feuchtetransport erfolgt dort überwiegend durch Diffusion. Der Über-
gang zwischen beiden Bereichen kann über die KNUDSEN-Zahl ermittelt werden. Für den
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Stofftransport des Wasserdampfes gelten somit überwiegend die Gesetze der Diffusion.
Triebkraft dafür ist die örtliche Wasserdampfpartialdruckdifferenz nach Gleichung 2.3.20.
~ˆmD = −aD grad pD (2.3.20)
Es zeigt sich mit Gleichung 2.3.21 eine Abhängigkeit der hygroskopischen Feuchteleitfä-
higkeit von den Zustandsgrößen uV , T und iV . Sie wurde für das Demonstrationsbeispiel
Klinker in Abbildung 2.3.4 dargestellt.
aD =
D
RD T µ
(2.3.21)
0.00 5.00 10.00 15.00 20.00
Feuchte in Vol%
0.00x10 00
1.00x10 -12
2.00x10 -12
3.00x10 -12
4.00x10 -12
5.00x10 -12
6.00x10 -12
7.00x10 -12
hy
gr
os
ko
pi
sc
he
 F
eu
ch
te
le
itf
un
kt
io
n 
in
 s
Temperatur in °C
-10
-5
0
5
10
15
20
25
30
-10.00 -8.00 -6.00 -4.00 -2.00 0.00
Temperatur in °C
5.00x10 -13
1.00x10 -12
1.50x10 -12
2.00x10 -12
2.50x10 -12
3.00x10 -12
3.50x10 -12
4.00x10 -12
4.50x10 -12
Eisgehalt in Vol%
4
8
12
16
stoff98.sgx-11
Abb. 2.3.4: Hygroskopische Feuchteleitfunktion (Klinker )
Deutlich erkennbar ist der starke Einfluß der porenverengenden Zustandsgrößen uV und
iV , während sich durch die Temperatur nur geringe Veränderungen ergeben. Bei Poren-
sättigung (in diesem Beispiel bei 20,0Vol%) kommt die hygroskopische Feuchteleitfähigkeit
völlig zum Erliegen. Ursache für diese Erscheinung ist die Dampfdiffusionswiderstandszahl.
Überhygroskopische Feuchteleitung
Ist der Feuchtegehalt so groß, daß sich an den Porenwänden ein Wasserfilm aufbauen
kann, wirken verschiedenartige Kräfte auf die Wassermoleküle. Die Adhäsionskraft bindet
die Moleküle an die Festkörpersubstanz. Die Kohäsionskraft ist die Beziehung der Wasser-
moleküle zueinander. Bei monomolekularer Belegung überwiegt die Adhäsionskraft, so daß
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die Moleküle zueinander keine Bindung haben. Somit kann kein Wassertransport zustande
kommen. Sind die Poren teilweise mit Porenwasser gefüllt, so überwiegt die Anziehungs-
kraft des Feststoffgefüges und es kommt zu einer Miniskusbildung. KRISCHER bezeichnete
in [47] das Feuchtegefälle im Körper als Triebkraft für die kapillare Feuchtebewegung. Dabei
ist die Flüssigkeit im Körper naturgemäß bestrebt, die durch unterschiedliche Feuchtege-
halte örtlich vorhandene Differenz der potentialen Energie (Potential) auszugleichen. Dieser
Vorgang ist sehr zeitintensiv. In Richtung abfallender Bauteilfeuchte nehmen bei gleichblei-
bender Porengröße die Flüssigkeitsminisken ab. So kann aus dem Bestreben der Flüssigkeit
ein Gleichgewicht herzustellen ein Zusammenhang zwischen Wassergehalt und Saugkraft
hergestellt werden. In [47] wurde dazu der Massestrom in Gleichung 2.3.22 in Analogie zur
Wärmeleitung definiert.
~ˆmW = − κ3600 grad uG (2.3.22)
Die Feuchtigkeitsleitzahl κ beschreibt die Kapillarkraft der Flüssigkeitsminisken in den Poren
bzw. den Reibungwiderstand in den Kapillaren zwischen den Poren. Sie ist entsprechend
dieser Definition abhängig von der Bauteilfeuchte, dem kapillaren Aufbau des Festkörpers
(Baustoffart) und kann als statistischer Mittelwert aus Messungen gewonnen werden.
Bei geringer Bauteilfeuchte können nur die innerhalb der engen Kapillaren wirkenden Kräf-
te zu einem Wassertransport beitragen. Die Feuchtigkeitsleitzahl (Feuchteleitkoeffizient)
ist somit klein. Bei höheren Feuchten können sich auch die größeren Poren am flüssigen
Stofftransport beteiligen. Beachtet werden muß aber, daß besonders organische Stoffe mit
zunehmendem Wassergehalt Quellerscheinungen haben, die zu einer veränderten Kapillar-
struktur führen. Die Poren und Kapillaren verengen sich und der Feuchteleitkoeffizient wird
entsprechend kleiner. Auch bei einigen anorganischen Stoffen ist dieses Verhalten zu be-
obachten. Bei anisotropen Werkstoffen ist eine richtungsunabhängige Feuchteleitfähigkeit
nicht gegeben. Beim Baustoff Holz, beispielsweise, haben radiometrische Messungen ge-
zeigt, daß die Feuchteleitung einer Eichenholzprobe in Faserrichtung deutlich besser ist als
in radialer und tangentialer Richtung zur Faser [59]. Dieser Effekt soll jedoch im vorgestell-
ten Modell unberücksichtigt bleiben. Desweiteren beschränkt sich die Feuchtigkeitsleitzahl
entsprechend seiner Definition nach KRISCHER nur auf die Kapillarwassertransporte in der
waagerechten Ebene.
Sind alle Poren und Kapillaren vollständig mit Wasser gefüllt, existieren keine Minisken. Die
durch die Minisken ausgelöste Zugkraft verschwindet in diesem Zustand. Ein Materietrans-
port kann nun nur noch durch einen äußeren Druckunterschied entstehen. Das DARCY’sche
Gesetz kommt zur Anwendung. Dieser Prozeß soll jedoch nicht Bestandteil der Modellbil-
dung sein und ist an dieser Stelle nur der Vollständigkeit wegen genannt worden.
Einige Autoren (z.B. [44][48][51]) unterscheiden die Kapillarleitung bei vollständiger Benet-
zung der Oberfläche (Saugen) und bei nachfolgender Weiterverteilung, dann also wenn
die Oberfläche keinen Kontakt mehr zum flüssigen Wasser hat. Begründet werden muß
die Unterscheidung durch die Miniskusbildung in den Oberflächenporen beim Zustand der
Weiterverteilung, der einen Gegendruck zur Wasserfront aufbaut. Dadurch ist die Feuch-
teleitfunktion beim Saugen wesentlich größer als bei der Weiterverteilung. KETTENACKER
in [43] konnte den Zusammenhang zwischen Zeit und dem durch Saugen in den Körper
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eindringenden Massestrom mittels dem Wurzel-Zeitgesetz beschreiben:
ˆ˙mW = w
√
τ (2.3.23)
Der Wasseraufnahmekoeffizient w kann einfach nach dem in der DIN 52617 [2] genorm-
ten Verfahren bestimmt werden. Im praxisrelevanten Bereich der Bauphysik spielt das
Saugen eine untergeordnete Rolle, da sie nur im Spritzwasserbereich bzw. kurzzeitig bei
Schlagregenbelastung auftreten kann.
Insgesamt stellt die Modellierung der Kapillarleitung eine außerordentliche komplexe Pro-
blemstellung dar, welche bisher allgemeingültig noch nicht gelöst wurde. Aufgrund der In-
homogenitäten der Baustoffe kann dies nur mikroskopisch genau erfolgen. Viele Autoren
sind jedoch bestrebt, diese Effekte möglichst makroskopisch zu erfassen, um den numeri-
schen Aufwand gering zu halten. In [8] wird beispielsweise zum klassischen Feuchteleit-
modell zusätzlich ein Konvektionsteil berücksichtigt. Dieser erscheint bei Baustoffen mit
ausgeprägten Makroporen als sinnvoll. Geringere Unterschiede zeigten die Messungen der
Feuchteleitfähigkeiten bei Materialien mit kleinen inneren Oberflächen (z.B. Kalkstein). Als
zusätzliche Unbekannte muß bei diesem Ansatz die konvektive Geschwindigkeit beachtet
werden. Da für die in [8] dargestellten Unterschiede zum klassischen Feuchteleitkoeffizient
keine signifikanten großen Unterschiede ausgeprägt sind, soll eine Berücksichtigung dieses
Phänomens ausgeschlossen werden.
0 10 20 30 40 50 60
Feuchtegehalt in Vol%
0.0E0
1.0E-6
2.0E-6
3.0E-6
4.0E-6
5.0E-6
6.0E-6
ka
pi
lla
re
r F
eu
ch
te
le
itk
oe
ffi
zi
en
t
in
 m
 
s
-
1
Gasbeton
linearer Ansatz
Standardleitfunktion
Abb. 2.3.5: Feuchteleitfunktion (Klinker )
In [36] konnten die Autoren die Herleitung der kapillaren und auch der gravitativen Feuchte-
leitfunktion aus einer vorhandenen Porengrößenverteilung demonstrieren. In [31] sind zwei
mathematische Ansätze für die empirischen Beschreibung der überhygroskopische Feuch-
teleitfunktion vorgestellt, die durch ihre universelle Form für die meisten Baustoffe angewen-
det werden können. Es gilt in Analogie zum Ansatz von Krischer:
~ˆmW = −%W aW grad uV (2.3.24)
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Dabei wird in die lineare Feuchteleitfunktion und die Standardleitfunktion in den Gleichun-
gen 2.3.25 und 2.3.26 unterschieden.
aW, linear = k1
(
uV − uV,H
Vol%
)
(2.3.25)
aW, Standard = aW,0
(k + 1) ( uV
uV,S
)(1
k
)
− k
(
uV
uV,S
)(2
k
) (2.3.26)
Beide Ansätze kommen im Modell zur Anwendung, gelten aber nur im überhygroskopischen
Bereich. Unterhalb der Hygroskopizität verlieren sie ihre Bedeutung und werden nicht be-
rücksichtigt. Die entsprechenden Koeffizienten können durch Messungen erhalten werden.
Für den linearen Ansatz sind diese von HÄUPL in [35] für die wichtigsten Baustoffe aufgeli-
stet. Die funktionelle Abhängigkeit vom Feuchtegehalt für beide Ansätze ist für den Baustoff
Klinker in Abb. 2.3.5 dargestellt. Die Berücksichtigung einer Temperaturabhängigkeit ist
nach KRISCHER in [47] über die Nutzung der Verhältnisse von dynamischer Viskosität und
der Oberflächenspannung von Wasser möglich:
aW,T =
η(TB)
η(T )
σ(T )
σ(TB)
aW (2.3.27)
Hystereseerscheinungen sind auch in diesem Feuchtebereich denkbar, jedoch zeigten die
Untersuchungen von KÜNZEL in [51], daß diese für die meisten mineralischen Baustoffe zu
vernachlässigen sind. Somit kann sowohl für die Befeuchtung als auch für die Entfeuchtung
die gleiche überhygroskopische Feuchteleitfunktion verwendet werden.
2.3.3.7. Spezifische Wärmekapazität, Dichte und spezifische Enthalpie der
Bestandteile
Die spezifische Wärmekapazität der einzelnen Bestandteile des Baustoffes kann mit Aus-
nahme des gefrorenen Wassers als konstant betrachtet werden (vgl. Gleichung 2.3.28). Bei
der spezifischen Wärmekapazität des Wassereises ist eine lineare Abhängigkeit von der
Temperatur definiert.
cD = 1860, 0
J
kg K
cW = 4190, 0
J
kg K
cL = 1000, 0
J
kg K
cE = 2110, 0
J
kg K
+ 7, 79
J
kg K2
(T − T0)
(2.3.28)
Die spezifische Wärmekapazität der feuchten Luft ergibt sich unter Berücksichtigung der
Masseanteile:
cp,fL = ξD cp,D + ξL cp,L (2.3.29)
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Die Masseanteile des Wasserdampfes und der trockenen Luft sind unter Annahme eines
konstanten Gesamtdruckes p aus der Massebilanz herleitbar:
ξD =
ϕ pS
ϕ pS
(
1, 0 − RD
RL
)
+ p
ξL = 1, 0 − ξL
(2.3.30)
Die spezifische Wärmekapazität des Baumaterials kann als Rechenwert aus der Literatur
entnommen werden. Sie ist unter Laborbedingungen gemessen worden. Es ist zu erwarten,
daß sich unter diesen Bedingungen eine Ausgleichsfeuchte einstellt. Da an späterer Stelle
jedoch die trockene und eisfreie spezifische Wärmekapazität des Materials benötigt wird,
muß auf diese zurück gerechnet werden:
cB =
cB,R − ψW %W
%B,R
cW − ψG %fL
%B,R
cfL
1, 0 − ψW %W
%B,R
− ψG %fL
%B,R
(2.3.31)
Für die Dichte der gasförmigen Bestandteile des Bauteiles kann die Idealgasgleichung an-
gewendet werden:
%D =
pD
RD T
%L =
pL
RL T
(2.3.32)
Die Dichte von Eis und auch vom Kapillarwasser ändert sich im bauphysikalischen relevan-
ten Bereich vernachlässigbar wenig:
%W = 998, 4
kg
m3
%E = 917, 0
kg
m3
(2.3.33)
Die Dichte des Gasgemisches aus Luft und Wasserdampf läßt sich wieder mit Hilfe der
Masseanteile bilanzieren:
%fL = ξD %D + ξL %L (2.3.34)
Für die eisfreie und trockene Dichte des Baumaterials gilt unter Berücksichtigung der Meß-
bedingungen:
%B = %B,R − ΨW,L %W,L − ΨG,L %fL,L (2.3.35)
Die spezifische Enthalpie ist eine energetische stoffgebundene Zustandsgröße. Legt man
fest, daß die spezifische Enthalpie eines beliebigen Stoffes bei 0 ◦C den Wert Null besitzt,
kann die Enthalpie in Abhängigkeit von der Temperatur allgemein definiert werden:
h =
T∫
T0
c(T )dT (2.3.36)
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Wird für die spezifische Wärmekapazität ein mittlerer Wert aus dem Temperaturbereich zwi-
schen T und T0 verwendet, gilt:
h = c(T−T0) (T − T0) (2.3.37)
Voraussetzung für diese Darstellung ist der unveränderte Aggregatzustand im betrachte-
ten Temperaturbereich. Ist dies nicht der Fall, so muß die entsprechende Umwandlungs-
enthalpie Berücksichtigung finden. Für gefrorene Flüssigkeiten, deren Schmelzpunkt unter
0 ◦C liegt, kann nach [47] die Enthalpie definiert werden:
hf = cfl TSch − rSch − cfl (TSch − T ) (2.3.38)
Unter Verwendung der spezifischen Schmelzenthalpie des gefrorenen Kapillarwassers
bei 0 ◦C (∆hSch) gilt dann für die Enthalpie des Kapillarwassers:
hE = −∆hSch + cE (T − T0) (2.3.39)
Analog ist die Formulierung der Enthalpie des Wasserdampfes möglich, wenn die Verdamp-
fungsenthalpie r0 verwendet wird:
hD = r0 + cD (T − T0) (2.3.40)
Betrachtet man das Kapillarwasser als eigene Komponente der Materialstruktur, ist dessen
Aggregatzustandsänderung nur durch die Abnahme des Kapillarwassers bei gleichzeitiger
Vergrößerung des Anteiles der festen oder flüssigen Phase möglich. Für die spezifische
Enthalpie des Kapillarwassers gilt somit:
hW = cW (T − T0) (2.3.41)
Luft ändert seinen Aggregatzustand erst bei niedrigen Temperaturen, die für die bauphysi-
kalischen Untersuchung ohne Bedeutung sind:
hL = cL (T − T0) (2.3.42)
2.3.3.8. Wärmeleitkoeffizient
Durch die Bewegung der einzelnen Atome in der Festkörpermatrix, die mit steigender Tem-
peratur immer intensiver wird, erfolgt ein Wärmeaustausch. Dieser ist immer vom höheren
zum niedrigeren Niveau gerichtet. Innerhalb einer bestimmten Zeitspanne betrachtet, wird
der ausgelöste Wärmetransport als Wärmestrom bezeichnet, der dem Fourierschen Erfah-
rungsgesetz in Gleichung 2.3.43 entspricht. Da der Grad der Beweglichkeit der Atome nicht
nur von der Temperatur abhängt, sondern auch von der Materialstruktur, wird der stoffab-
hängige Wärmeleitkoeffizient λ verwendet.
~ˆqB = −λ grad T (2.3.43)
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Der Aufbau der Materialstruktur wird durch die Poren und Kapillaren bzw. durch deren Fül-
lung bestimmt. Der resultierende Wärmeleitkoeffizient des Baustoffes ergibt sich aus der
Kenntnis der einzelnen Wärmeleitkoeffizienten der Materialbestandteile in Abhängigkeit von
den Zustandsgrößen und aus dem Wissen, wie diese zueinander positioniert sind, um in
Analogie zur Elektrotechnik die Gesetze der Reihen- und Parallelschaltung anwenden zu
können. Aufgrund der meist zufälligen Porenverteilung ist eine allgemeingültige Aussage
zur Schaltungsart nicht möglich. Durch einen einfachen Ansatz konnte KRISCHER in [47]
eine mögliche Kombination der beiden Schaltungsarten berücksichtigen (vgl. Abb. 2.3.6).
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Abb. 2.3.6: Schaltschema für den kombinierten Wärmeleitkoeffizient
Mittels des Faktors a kann in Abhängigkeit von der Porenstruktur der Anteil der parallel ge-
schalteten Widerstände gesteuert werden. Er muß ermittelt werden. Ebenfalls unbekannt ist
der Wärmeleitkoeffizient λFS der Festkörpersubstanz. Er darf nicht mit dem in der Literatur
(z.B. [1]) angebenen Rechenwert verwechselt werden, da der Wärmeleitkoeffizient λFS das
Wärmeleitvermögen der Baustoffes ohne Poren und Kapillaren kennzeichnet.
Für die Berücksichtigung der Abhängigkeit des Wärmeleitkoeffizienten vom Feuchtegehalt
gibt es eine Reihe von Ansätzen, die meist aus einer Koeffizientengleichung bestehen. HÄU-
PL listet in [32] die Koeffizienten seines Ansatzes für die wichtigsten Baustoffe auf:
λB = λB,tr +
C
W/(mK)
uV (2.3.44)
Eine Berücksichtigung der Temperatur und des Eisgehaltes ist mittels dieser Modelle nicht
möglich. Dazu kann der Ansatz von KRISCHER in [47] verwendet werden. Voraussetzung
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dafür ist die Kenntnis der Wärmeleitfähigkeit der einzelnen Bestandteile. Für die Poren-
füllungen des Baustoffes können dazu Approximationsgleichungen verwendet werden. In
Gleichung 2.3.45 sind die entsprechenden Beziehungen für den Wärmeleitkoeffizienten des
Wasserdampfes (λD), des Kapillarwassers (λW ), des Wassereises (λE) und der trockenen
Luft (λL) gezeigt [62].
λD =
(
0, 018 + 6, 250 10−5K−1 (T − T0)
)
W/(m K)
λW =
(
0, 596 + 1, 884 10−3 K−1 (T − T0) −
− 7, 722 10−6 K−2 (T − T0)2
)
W/(m K)
λE =
(
1631, 24
(
T
K
)−1,174)
W/(m K)
λL =
(
0, 025 + 7, 270 10−5K−1 (T − T0)
)
W/(m K)
(2.3.45)
Der Wärmeleitkoeffizient der mit Wasserdampf angereicherten Porenluft kann über die Be-
rücksichtigung der einzelnen Masseanteile ermittelt werden:
λfL = ξD λD + ξL λL (2.3.46)
Der resultierende Wärmeleitkoeffizient wird nach [47] mittels der Kombination aus Parallel-
und Reihenschaltung aller vorhandener Bestandteile ermittelt:
λB =
1, 0
1, 0 − a
λI
+
a
λII
(2.3.47)
Wärmeleitkoeffizient λI der Parallelschaltung:
λI = (1, 0 − uV,S) λFS + ψW λW + ψE λE + ψG λfL (2.3.48)
Wärmeleitkoeffizient λII der Reihenschaltung:
λII =
1, 0
(1, 0 − uV,S)
λFS
+
ψW
λW
+
ψE
λE
+
ψG
λfL
(2.3.49)
Für die Ermittlung des Anteiles a der Parallelschaltung und des Wärmeleitkoeffizienten λFS
der Festkörpersubstanz müssen zwei Wärmeleitkoeffizienten des Baustoffes und die ent-
sprechenden Versuchsbedingungen bekannt sein. Dazu können die vorgestellten Approxi-
mationsgleichungen von HÄUPL bzw. KÜNZEL genutzt werden, um die beiden Wärmeleit-
koeffizienten in den Grenzzuständen vollkommen trocken (λB,tr) und vollständig gesättigt
(λB,feu) zu erhalten. Es ist zudem zu erwarten, daß diese beiden Werte sehr genau sind,
da weder eine Wasserdampfdiffusion noch eine Kapillarleitung die Messungen (die meist
unter einem Temperaturgradienten stattfindet) verfälschen. Durch jeweiliges Einsetzen der
beiden Wärmeleitkoeffizienten in den vorgestellten Gleichungen sind auf iterativen Wege die
Unbekannten a und λFS ermittelbar.
In Abbildung 2.3.7 sind die funktionellen Abhängigkeiten des Wärmeleitkoeffizienten von
den Feldgrößen am Beispiel Klinker gezeigt.
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Abb. 2.3.7: Wärmeleitkoeffizient(Klinker )
2.3.4. Differentialgleichungen
Zur Ermittlung der jeweiligen Feldgrößen Temperatur und Feuchtegehalt ist eine Herlei-
tung der entsprechenden Differentialgleichungen notwendig. Zum einen sind die jeweiligen
Transport- und Speichereffekte und zum anderen die Quellen bzw. die Senken zu berück-
sichtigen. Unterschieden wird in eine Masse- und eine Energiebilanz.
2.3.4.1. Instationärer Feuchtetransport
In der Massebilanz sind alle Stofftransporte bzw. Materiespeichereffekte zu berücksichti-
gen. Dazu ist es notwendig, die Materie der vorhandenen Bestandteile einzeln zu erklären.
Im ersten Schritt werden diese allgemein definiert um dann deren Transport- und Speiche-
reigenschaften bilanzieren zu können. Im letzten Schritt ist es möglich, die Gesamtbilanz
aufzustellen. Die in einem beliebigen Volumenelement betrachtete zeitliche Masseänderung
setzt sich zusammen aus der Differenz des austretenden und dem eintretenden Massestrom
zuzüglich der inneren Massequellen:
dmGes
dτ
= m˙Ges,E − m˙Ges,A + m˙Ges,i (2.3.50)
Die in dem betrachteten Volumenelement vorhandenen Bestandteile der Bausubstanz besit-
zen jeweils eine genau zu bilanzierende Masse. Im einzelnen handelt es sich um die Masse
des Festkörperskelettes mB, des Kapillarwassers mW , des Wasserdampfes mD, des Was-
sereises mE und die Masse der Porenluft mL. Addiert nach Gleichung 2.3.51 ergibt sich die
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Gesamtmasse.
mBauteil = mB + mW + mD + mE + mL (2.3.51)
Jede einzelne Masse kann als Integralformulierung definiert werden. Dazu wird ein differen-
tiell kleines Kontrollvolumen dV gebildet. Für dieses gelten nachstehende Vereinbarungen:
• der Gesamtdruck p ist zeitlich und örtlich konstant
• das Volumen dV ist zeitlich und örtlich konstant
• Materialübergänge innerhalb von dV sind ausgeschlossen
• das Volumen dV besitzt die konstante Geschwindigkeit w = 0m/s
• innerhalb von dV werden nur lineare Zustandsänderungen modelliert
• benachbarte Volumenelemente gelten als Umgebung
Festkörperskelett
Die Dichte %B des Festkörperskelettes wird als von den Zustandsgrößen unabhängig und
damit als konstant betrachtet. Zur Ermittlung der Masse mB kann das Integral über das
gesamte Bilanzvolumen aufgestellt werden:
mB =
∫
V
%B dV (2.3.52)
Kapillarwasser
Die Dichte %W des Kapillarwassers ist konstant. Durch Multiplikation mit dem Feuchtegehalt
uV bzw. mit dem Volumenanteil des Kapillarwassers kann das Integral über dem Gesamt-
volumen gebildet werden:
mW =
∫
V
%W uV dV
= %W
∫
V
ψW dV
(2.3.53)
Wasserdampf
Setzt man voraus, daß der Wasserdampf als ideales Gas behandelt werden kann, so ist die
Ideal-Gas-Gleichung anwendbar und es ist möglich die Dichte %D zu ersetzen. Die Dichte
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%D gilt für das Wasserdampfvolumen und muß mit dem Gasvolumenanteil ψG multipliziert
werden, damit das zu bildende Integral auf das Gesamtvolumen bezogen werden kann:
mD =
∫
V
[
%D
(
1, 01 uV,S − uV − iV
)]
dV
=
∫
V
pD
RD T
ψG dV
(2.3.54)
Wassereis
Die Dichte des Wassereises ist konstant. Sie muß mit dem Eisgehalt iV multipliziert werden,
somit kann das Integral über das Gesamtvolumen gebildet werden:
mE =
∫
V
%E iV dV
= %E
∫
V
ψE dV
(2.3.55)
Luft
Betrachtet man die Porenluft gleichfalls als ideales Gas, gelten analoge Annahmen wie beim
Wasserdampf:
mL =
∫
V
[
%L
(
1, 01 uV,S − uV − iV
)]
dV
=
∫
V
pL
RL T
ψG dV
(2.3.56)
Zeitliche Masseänderung
Für die einzelnen Bestandteile des Baustoffes kann die zeitliche Masseänderung dargestellt
werden:
dmGes
dτ
=
dmB
dτ
+
dmW
dτ
+
dmD
dτ
+
dmE
dτ
+
dmL
dτ
(2.3.57)
Die einzelnen Komponenten aus Gleichung 2.3.57 sollen erläutert werden.
Festkörperskelett
Die Masse des trockenen Baustoffes wird als unbeeinflußt von allen Zustandsgrößen und
somit als konstant angenommen. Damit sind chemische Reaktionen bei denen eine Mate-
rialumwandlung stattfindet (z.B. Hydratation) ausgeschlossen.
dmB
dτ
=
d
dτ
∫
V
%B dV =
∫
V
∂%B
∂τ
dV = 0kg/s (2.3.58)
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Kapillarwasser
Die Dichte des Kapillarwassers ist konstant. Die zeitliche Änderung der Kapillarwassermas-
se im Herleitungsvolumen ist nur vom Feuchtegehalt abhängig:
dmW
dτ
= %W
d
dτ
∫
V
ψW dV
= %W
∫
V
∂ψW
∂uV
∂uV
∂τ
dV
(2.3.59)
Wasserdampf
Die Dichte des Wasserdampfes ist von seinem Partialdruck und der Temperatur abhängig.
Der gasförmige Volumenanteil ψG ist eine Funktion des Feuchte- und Eisgehaltes. Un-
ter Beachtung dieser funktionellen Zusammenhänge und der Differentialregeln kann Glei-
chung 2.3.60 formuliert werden.
dmD
dτ
=
d
dτ
∫
V
%D ψG dV
=
∫
V
[
ψG
∂%D
∂T
∂T
∂τ
+ ψG
∂%D
∂pD
∂pD
∂τ
+
+ %D
∂ψG
∂uV
∂uV
∂τ
+ %D
∂ψG
∂iV
∂iV
∂τ
]
dV
(2.3.60)
Eis
Die Dichte des Eises ist konstant. Die zeitliche Masseänderung ist eine Funktion des Eisge-
haltes:
dmE
dτ
= %E
d
dτ
∫
V
ψE dV
= %E
∫
V
∂ψE
∂iV
∂iV
∂τ
dV
(2.3.61)
Luft
Die Dichte der Porenluft verhält sich ähnlich wie die des Wasserdampfes. Es können gleiche
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Abhängigkeiten aufgezeigt werden:
dmL
dτ
=
d
dτ
∫
V
%L ψG dV
=
∫
V
[
ψG
∂%L
∂T
∂T
∂τ
+ ψG
∂%L
∂pL
∂pL
∂τ
+
+ %L
∂ψG
∂uV
∂uV
∂τ
+ %L
∂ψG
∂iV
∂iV
∂τ
]
dV
(2.3.62)
Durch Einsetzen der Gleichungen 2.3.58 bis 2.3.62 in Gleichung 2.3.57 kann für das be-
trachtete Volumenelement die globale zeitliche Masseänderung formuliert werden.
dmGes
dτ
=
∫
V
[(∂ψG
∂uV
(%D + %L) +
∂ψW
∂uV
%W
)
∂uV
∂τ
+
+
(
ψG
(
∂%D
∂T
+
∂%L
∂T
) )
∂T
∂τ
+
+
(
∂ψG
∂iV
(%D + %L) +
∂ψE
∂iV
%E
)
∂iV
∂τ
+
+ ψG
∂%D
∂pD
∂pD
∂τ
+ ψG
∂%L
∂pL
∂pL
∂τ
]
dV
(2.3.63)
In der Gleichung 2.3.63 findet man eine Reihe von Variablen, die durch bekannte Zusam-
menhänge ersetzt werden können. Im ersten Schritt ist es möglich, den Partialdruck pL der
Luft durch den Gesamtdruck p und den Wasserdampfpartialdruck pD mit Gleichung 2.3.64
zu ersetzen (vgl. Gleichung 2.3.65). Der Gesamtdruck ist entsprechend der getroffenen
Vereinfachungen als konstant anzunehmen.
pL = p − pD (2.3.64)
Unter diesen Annahmen ist die neue Formulierung der zeitlichen Ableitung in Glei-
chung 2.3.65 möglich.
dmGes
dτ
=
∫
V
[(
∂ψG
∂uV
(%D + %L) +
∂ψW
∂uV
%W
)
∂uV
∂τ
+
+
(
ψG
(
∂%D
∂T
+
∂%L
∂T
) )
∂T
∂τ
+
+
(
∂ψG
∂iV
(%D + %L) +
∂ψE
∂iV
%E
)
∂iV
∂τ
+
+ ψG
(
∂%D
∂pD
− ∂%L
∂pL
)
∂pD
∂τ
]
dV
(2.3.65)
Der unmittelbare Zusammenhang zwischen dem Wasserdampfpartialdruck und dem
Feuchtegehalt ist durch die Sorptionsisotherme gegeben (vgl. Kapitel 2.3.3.5 und Glei-
chung 2.3.66). Die Sorptionsisotherme selbst ist vom Feuchtegehalt abhängig, während
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der Sättigungsdruck eine Funktion der Temperatur ist.
pD = pS (T ) ϕ (uV ) (2.3.66)
Die zeitliche Ableitung gestaltet sich entsprechend Gleichung 2.3.67 nach Anwendung der
partiellen Differentiation.
∂pD
∂τ
= ϕ (uV )
∂pS (T )
∂T
∂T
∂τ
+ pS (T )
∂ϕ (uV )
∂uV
∂uV
∂τ
(2.3.67)
Damit kann sowohl der Wasserdampfpartialdruck pD als auch dessen Ableitung in Glei-
chung 2.3.65 ersetzt werden:
dmGes
dτ
=
∫
V
[(∂ψG
∂uV
(%D + %L) +
∂ψW
∂uV
%W +
+ pS ψG
∂ϕ
∂uV
(
∂%D
∂pD
− ∂%L
∂pL
))
∂uV
∂τ
+
+
(
ψG
(
∂%D
∂T
+
∂%L
∂T
)
+
+ ϕ ψG
∂pS
∂T
(
∂%D
∂pD
− ∂%L
∂pL
))
∂T
∂τ
+
+
(
∂ψG
∂iV
(%D + %L) +
∂ψE
∂iV
%E
)
∂iV
∂τ
]
dV
(2.3.68)
Im letzten Schritt soll die Feuchte uV bzw. der Eisgehalt iV durch das stetige Potential Θ
bzw. durch den globalen Eisgehalt ι ersetzt werden (vgl. Kapitel 2.3.2). Der funktionelle Zu-
sammenhang ist mit Gleichung 2.3.3 gegeben. Für die Berücksichtigung der partiellen Ab-
leitung der Feuchte nach der Zeit ist die Definition der fiktiven Massekapazität als Funktion
vom Feuchtepotential signifikant. Da diese im hygroskopischen und überhygroskopischen
Bereich jeweils einen konstanten Wert annimmt (vgl. Gleichung 2.3.4) ist deren partielle
Ableitung nach dem Potential dort nicht vorhanden.
Der mathematische Zusammenhang ist in Gleichung 2.3.69 gezeigt.
∂uV
∂τ
=
∂ (cm Θ)
∂τ
= Θ
∂cm
∂Θ
∂Θ
∂τ
+ cm
∂Θ
∂τ
= cm
∂Θ
∂τ
(2.3.69)
Was hier für die zeitliche Ableitung dargestellt wurde, kann an späterer Stelle für die örtlichen
Ableitungen übernommen werden.
Nach Einsetzen des Potentials Θ und des Eisgehaltes ι in die globale zeitliche Masseände-
rung erhält man unter Definition einiger zusammengesetzter Stoffwerte (Gleichung 2.3.71-
2.3.73) die vereinfachte Darstellung in Gleichung 2.3.70.
vereinfachte Form
dmGes
dτ
=
∫
V
[
cWW
∂Θ
∂τ
+ cWT
∂T
∂τ
+ cWI
∂ι
∂τ
]
dV (2.3.70)
37
2. Gebäudesimulation
Zusammengesetzte Stoffwerte
Am Beispiel Klinker sind im Anhang D die Abhängigkeiten der zusammengesetzten Stoff-
werte von den Feldgrößen dargestellt. Jeder Graph besteht aus zwei Teilen. In der linken
Abbildung wurden der Feuchtegehalt und die Temperatur variiert, während der Eisgehalt
den Wert Null besitzt. Auf der rechten Seite wird der Feuchtegehalt konstant auf der Hälfte
der Hygroskopizität gehalten, während die Temperatur und der Eisgehalt variiert werden.
Hygrische Feuchtekapazität
Die hygrische Feuchtekapazität cWW aus Gleichung 2.3.71 zeigt die Abbildung D.1.3 in Ab-
hängigkeit von den Zustandsgrößen.
cWW = cm
(∂ψG
∂uV
(%L + %D) +
∂ψW
∂uV
%W + pS ψG
∂ϕ
∂uV
(
∂%D
∂pD
− ∂%L
∂pL
))
(2.3.71)
Thermische Feuchtekapazität
Die thermische Feuchtekapazität cWT aus Gleichung 2.3.72 in Abbildung D.1.4 zeigt nur im
hygroskopischen Bereich sichtbare Unterschiede auf die Temperatur. Hauptsächlich ist sie
eine Funktion des Feuchtegehaltes.
cWT = ψG
((
∂%D
∂T
+
∂%L
∂T
)
+ ϕ
∂pS
∂T
(
∂%D
∂pD
− ∂%L
∂pL
))
(2.3.72)
Kalte Feuchtekapazität
Die kalte Feuchtekapazität cWI aus Gleichung 2.3.73 ist in Abbildung D.1.5 dargestellt. Die
Reaktion auf den Feuchte- und Eisgehalt fällt relativ gering aus. Eine nennenswerte Beein-
flussung ist nur durch die Temperatur erkennbar.
cWI = cm,i
(
∂ψG
∂iV
(%L + %D) +
∂ψE
∂iV
%E
)
(2.3.73)
Massetransport
Entsprechend Abbildung 2.3.8 lassen sich unter den im Kapitel 2.3.1 getroffenen Verein-
fachungen zwei verschiedene Masseströme bilanzieren. Die Eintrittsfläche A muß für alle
betrachteten Transportströme speziell definiert werden. Dargestellt sind nur die Ströme in
der x-Achse. Gleiches gilt auch in den anderen Koordinatenebenen.
Global kann nach Gleichung 2.3.50 der Gesamtmassestrom auf die einzelnen Komponenten
aufgeteilt werden:
m˙Ges,E − m˙Ges,A = (m˙B,E − m˙B,A) + (m˙E,E − m˙E,A) +
+ (m˙W,E − m˙W,A) + (m˙D,E − m˙D,A)
(2.3.74)
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Abb. 2.3.8: Masseströme im Volumenelement
Festkörperskelett
Transportphänomene innerhalb des Festkörperskelettes sind ausgeschlossen. Damit wer-
den Auswaschen bzw. Anlagerungen u.ä. nicht betrachtet.
m˙B,E − m˙B,A = −
∫
A
~ˆmB d ~A
= −
∫
V
div ~ˆmB dV
= 0kg/s
(2.3.75)
Kapillarwasser
Der Transport des Kapillarwassers ist abhängig vom Feuchteleitkoeffizienten aW . Dieser
wurde mit seinen einzelnen Modellen im Kapitel 2.3.3.6 näher erläutert.
m˙W,E − m˙W,A = −
∫
A
~ˆmW d ~AW
= −
∫
V
div ~ˆmW dV
(2.3.76)
Er ist meist aus Meßwerten approximiert worden und gilt somit für die gesamt Fläche ~A
bzw. für das gesamte betrachtete Systemvolumen V . In Gleichung 2.3.77 ist der Masse-
strom definitionsgemäß dem Feuchtegradienten entgegengerichtet.
~ˆmW = −%W aW grad uV (2.3.77)
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Eingesetzt in Gleichung 2.3.76 führt Gleichung 2.3.77 zu der Beziehung 2.3.78.
m˙W,E − m˙W,A =
∫
V
div (%W aW grad uV ) dV (2.3.78)
Ähnlich wie schon bei der Herleitung der zeitlichen Ableitung gezeigt, kann an dieser Stelle
die partielle Differentiation durchgeführt werden. Es ist jedoch möglich sich diesen umständ-
lichen Herleitungsschritt zu ersparen, wenn, wie an späterer Stelle gezeigt, der GAUSS’sche
Integralsatz angewendet werden kann.
Wasserdampfdiffusion
Die Wasserdampfdiffusion wird bestimmt von der Temperatur und vom stoffabhängigen Dif-
fusionswiderstandsfaktor µ.
m˙D,E − m˙D,A = −
∫
A
~ˆmD d ~AD
= −
∫
V
div ~ˆmD dV
(2.3.79)
Letzterer ist abhängig vom Eisgehalt und vom Feuchtegehalt, da beide Größen die effektive
Porosität für den Dampftransport und somit die freie Weglänge verringern.
~ˆmD = − D
RD T µ
grad pD
= −aD grad pD
(2.3.80)
Eingesetzt in die Beziehung 2.3.79 führt Gleichung 2.3.80 zu nachstehender Gleichung:
m˙D,E − m˙D,A =
∫
V
div (aD grad pD) dV (2.3.81)
Der Wasserdampfpartialdruck wird über die Idealgasgleichung von der Temperatur und vom
Wassergehalt geprägt. Somit wird die Wasserdampfdiffusion durch die Gradienten der bei-
den Zustandsgrößen initiiert.
Wassereis
Ein Transport von Wassereis im Kapillarsystem wird ausgeschlossen (vgl. Glei-
chung 2.3.82).
m˙E,E − m˙E,A = −
∫
A
~ˆmE d ~AE
= −
∫
V
div ~ˆmE dV
= 0kg/s
(2.3.82)
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Gesamt-Massestromdichte
Damit sind alle notwendigen Komponenten für den Massetransport beschrieben worden. In
Gleichung 2.3.83 ist es möglich, diese zusammen zu fassen.
m˙Ges,E − m˙Ges,A =
∫
V
[div aD grad pD + div %W aW grad uV ] dV (2.3.83)
Der Partialdruck der Luft pL wird durch den Gesamtdruck p und den Wasserdampfpartial-
druck pD ersetzt. Letzterer kann durch die Sorptionsisotherme und den Sättigungsdruck
eliminiert werden.
grad pD = pS
∂ϕ
∂uV
grad uV + ϕ
∂pS
∂T
grad T
div (grad pD) = div
(
pS
∂ϕ
∂uV
grad uV
)
+ div
(
ϕ
∂pS
∂T
grad T
) (2.3.84)
Der Gradient des Wasserdampfpartialdruckes pD bzw. dessen Divergenz ist in Glei-
chung 2.3.84 dargestellt und kann in die Gleichung 2.3.83 eingesetzt werden:
m˙Ges,E − m˙Ges,A =∫
V
[
div
(
aD ϕ
∂pS
∂T
grad T
)
+ div
((
%W aW + aD pS
∂ϕ
∂uV
)
grad uV
)]
dV
(2.3.85)
Im letzten Herleitungsschritt wird der Feuchtegehalt uV durch das Potential Θ ersetzt.
Zur besseren Übersichtlichkeit werden die zusammengesetzten Stoffunktionen in den Glei-
chungen 2.3.86 bis 2.3.88 eingeführt.
Hygrischer Feuchteleitkoeffizient
Die Größe des hygrischen Feuchteleitkoeffizienten λWW bestimmt maßgeblich den Feuchte-
transport. Er wird im hygroskopischen Bereich durch die hygroskopische Feuchteleitfunktion
aD und im darüberliegenden Bereich durch die überhygroskopische Feuchteleitfunktion aW
bestimmt. Während diese Formulierung unterhalb der Hygroskopizität zu akzeptieren ist, ist
eine völlige Blockade der Wasserdampfdiffusion im Bereich der Kapillarsättigung nur bedingt
erklärbar. Vergleicht man jedoch die Dimensionen der hygrischen Feuchteleitkoeffizienten
in den beiden Bereichen (Abb. D.1.1) ist eine Vernachlässigung des Diffusionsanteiles im
überhygroskopischen Bereich zulässig. Beachtet man zusätzlich die Meßbedingungen, un-
ter denen die Feuchteleitfunktion ermittelt wurde, kann davon ausgegangen werden, daß
die Wasserdampfdiffusion, wenn auch nur unter Laborbedingungen, Berücksichtigung fin-
det. In Abbildung D.1.1 wurden für den Baustoff Klinker die funktionellen Abhängigkeiten
des hygrischen Feuchteleitkoeffizienten von den Feldgrößen dargestellt.
λWW = cm
(
%W aW + aD pS
∂ϕ
∂uV
)
(2.3.86)
Die Temperatur- und Feuchteabhängigkeit im überhygroskopischen Bereich ist sichtbar aus-
geprägt. Der Eisgehalt besitzt im hygroskopischen Bereich eine untergeordnete Rolle. Dies
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ergibt sich aus den hergeleiteten Definitionsgleichungen und muß jedoch einer gründliche-
ren Untersuchung unterzogen werden. Mit abnehmender effektiver Porosität (bei gleichzei-
tiger Erhöhung des Eisgehaltes) wird die Kapillarleitung durch die größer werdende Adhä-
sionskraft behindert. Eine Berücksichtigung dieses Umstandes muß bei der Definition der
überhygroskopischen Feuchteleitfunktion beachtet werden. Es ist zusätzlich anzunehmen,
daß durch Blockieren einzelner Poren oder Kapillaren ein Feuchtetransport nicht möglich ist.
Ein brauchbarer Zusammenhang der Feuchteleitung vom Eisgehalt war in der Literatur nicht
auffindbar. Deshalb wird versucht diese Überlegungen durch eine lineare Abhängigkeit des
hygrischen Feuchteleitkoeffizienten vom Eisgehalt zu berücksichtigen:
λWW = cm
(
%W aW + aD pS
∂ϕ
∂uV
)
(1, 0 − iV
uV,S − uV,H ) (2.3.87)
Thermischer Feuchteleitkoeffizient
Die Temperaturabhängigkeit in Abbildung D.1.2 ist deutlich ausgeprägt. Sie wird durch die
hygroskopische Feuchteleitfunktion und der ersten Ableitung des Sättigungsdruckes nach
der Temperatur bestimmt (vgl. Gleichung 2.3.88). Der funktionelle Zusammenhang zwi-
schen dem thermischen Feuchteleitkoeffizienten und dem Feuchtegehalt zeigt an der Hygro-
skopizität einen Wendepunkt, der durch die Definition der Sorptionsisotherme entsteht. Dar-
über hinaus wirkt sich die zunehmende Verringerung der effektiven Porosität behindernd auf
den Massetransport aus, der bei Erreichen der Sättigung vollständig zum Erliegen kommt.
λWT = aD ϕ
∂pS
∂T
(2.3.88)
Unter Beachtung der möglichen Dimensionen der Temperatur- und Potentialgradienten sind
der hygrische und thermische Feuchteleitkoeffizient als gleichwertig anzusehen. Zu beach-
ten ist aber, daß naturgemäß die Änderung der Temperatur sehr viel schneller erfolgen kann,
als die des Feuchtegehaltes.
Innere Massequellen
Die inneren Massequellen setzen sich aus den Phasenumwandlungen des Wassers und
den durch chemische Reaktionen entstehenden bzw. abgeführten Feuchten zusammen:
˜˙mi = ˜˙mUmwandlung + ˜˙mChemie (2.3.89)
Die Umwandlungsströme heben sich gegenseitig auf:
˜˙mUmwandlung = ˜˙mD + ˜˙mW + ˜˙mE
= 0kg/s
(2.3.90)
Übrig bleibt die durch chemische Reaktion gebundene oder auch freigesetzte Feuchte:
˜˙mi = ˜˙mChemie (2.3.91)
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Damit ist die Herleitung der Massebilanz abgeschlossen. Die Integralformulierung dieser Bi-
lanz kann unter Verwendung der in den entsprechenden Abschnitten neu definierten Stoff-
größen in der Gleichung 2.3.92 gezeigt werden.∫
V
[
cWW
∂Θ
∂τ
+ cWT
∂T
∂τ
+ cWI
∂ι
∂τ
]
dV =
∫
V
[
div (λWW grad Θ) + div (λWT grad T ) + ˜˙mi
]
dV
(2.3.92)
Da die Gleichung 2.3.92 allgemeingültig für ein Volumenelement hergeleitet wurde, muß
diese auch auf beliebige Körper anwendbar sein. Verzichtet man deshalb auf das Integral,
kann die Differentialgleichung der Feuchtebilanz beschrieben werden:
cWW
∂Θ
∂τ
+ cWT
∂T
∂τ
+ cWI
∂ι
∂τ
=
div (λWW grad Θ) + div (λWT grad T ) + ˜˙mi
(2.3.93)
2.3.4.2. Instationäre Wärmeleitung
Speicherung
In dem betrachteten Bilanzvolumen kann innerhalb einer bestimmten Zeitspanne Energie
transportiert und gleichzeitig gespeichert werden. Für die nachfolgenden energetischen
Betrachtungen sollen von allen möglichen Energieformen nur die Enthalpie bzw. die Wärme
betrachtet werden. Es wird somit von einem ruhenden und isobaren System ausgegangen,
in dem die Arbeit vernachlässigbar klein ist:
dH
dτ
= Q˙ (2.3.94)
Für die Bilanzierung ist die einzelne Betrachtung der daran beteiligten Baustoffbestandteile
notwendig.
Für die zeitliche Ableitung der Enthalpie H gilt allgemein die Gleichung 2.3.95 [10].
dH
dτ
=
d
dτ
∫
V
% h dV (2.3.95)
Unter Beachtung der funktionellen Abhängigkeiten der Stoffwerte von den Zustandsgrößen
wird unter Nennung dieser nachstehend für jeden Bestandteil des Bilanzvolumens die Inte-
gralformulierung dargestellt.
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Festkörperskelett
Die Dichte %B ist die trockene und eisfreie Dichte des Baumaterials. Sie ist auf das Gesamt-
volumen V bezogen. Sie wird unter diesen Voraussetzungen als konstant definiert. Glei-
ches gilt für die spezifische Wärmekapazität. Eventuelle Temperaturabhängigkeiten sind
somit ausgeschlossen (Gleichung 2.3.96).
dHB
dτ
=
d
dτ
∫
V
%B hB dV
=
d
dτ
∫
V
%B cB (T − T0) dV
= %B cB
∫
V
∂T
∂τ
dV
(2.3.96)
Kapillarwasser
Die Enthalpie des Wassers hW ist von der Temperatur abhängig, und der effektive Volumen-
anteil ψW ist eine Funktion des aktuellen Feuchtegehaltes uV . Die Dichte %W kann in guter
Näherung als konstant betrachtet werden.
dHW
dτ
=
d
dτ
∫
V
ψW %W hW dV
= %W
∫
V
[
hW
∂ψW
∂uV
∂uV
∂τ
+ ψW
∂hW
∂T
∂T
∂τ
]
dV
(2.3.97)
Wasserdampf
An dieser Stelle kann in Analogie zur materialgebundenden Energiespeicherung vorgegan-
gen werden. Da über das gesamte Volumen (Baustoff) integriert wird und der Dampf sich
jedoch nur in den Poren bzw. in den Kapillaren befinden kann, muß das Volumenintegral
unter Beachtung der Porosität ψG gebildet werden. Die Größe dieser wird vom Feuchte-
und Eisgehalt bestimmt. Die Dichte %D ist eine Funktion der Temperatur T und des Wasser-
dampfpartialdruckes pD.
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Unter diesen Bedingungen ist die Darstellung des Volumenintegrales möglich:
dHD
dτ
=
d
dτ
∫
V
ψG %D hD dV
=
∫
V
[(
ψG hD
∂%D
∂T
+ ψG %D
∂hD
∂T
)
∂T
∂τ
+
+ ψG hD
∂%D
∂pD
∂pD
∂τ
+
+ %D hD
∂ψG
∂uV
∂uV
∂τ
+
+ %D hD
∂ψG
∂iV
∂iV
∂τ
]
dV
(2.3.98)
Eis
Die Dichte %E von Eis kann in guter Näherung als konstant betrachtet werden. Somit ist die
zeitliche Ableitung unter Beachtung der Massedefinition (vgl. Gleichung 2.3.55) ausschließ-
lich eine Funktion der Temperatur und des Eisgehaltes.
dHE
dτ
=
d
dτ
∫
V
ψE %E hE dV
= %E
∫
V
[
hE
∂ψE
∂iV
∂iV
∂τ
+ ψE
∂hE
∂T
∂T
∂τ
]
dV
(2.3.99)
Porenluft
Die Porenluft ist als ideales Gas modelliert und verhält sich ähnlich wie der Wasserdampf.
Es können mit der Gleichung 2.3.100 analoge Annahmen wie dort getroffen werden.
dHL
dτ
=
d
dτ
∫
V
ψG %L hL dV
=
∫
V
[(
ψG hL
∂%L
∂T
+ ψG %L
∂hL
∂T
)
∂T
∂τ
+
+ ψG hL
∂%L
∂pL
∂pL
∂τ
+
+ %L hL
∂ψG
∂uV
∂uV
∂τ
+
+ %L hL
∂ψG
∂iV
∂iV
∂τ
]
dV
(2.3.100)
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Damit ist die gesamte zeitliche Enthalpieänderung in Gleichung 2.3.101 darstellbar.
dHGes
dτ
=
dHB
dτ
+
dHW
dτ
+
dHD
dτ
+
dHE
dτ
+
dHL
dτ
(2.3.101)
Setzt man die entsprechenden Gleichungen ein und sortiert nach ihren zeitlichen Abhängig-
keiten, dann ist die Formulierung der Beziehung 2.3.102 möglich.
dHGes
dτ
=
∫
V
[(
%B cB + ψG
(
hD
∂%D
∂T
+ %D
∂hD
∂T
+
+ hL
∂%L
∂T
+ %L
∂hL
∂T
)
+
+ ψW %W
∂hW
∂T
+ ψE %E
∂hE
∂T
)
∂T
∂τ
+
+
(
[%D hD + %L hL]
∂ψG
∂uV
+ %W hW
∂ψW
∂uV
)
∂uV
∂τ
+
+
(
[%D hD + %L hL ]
∂ψG
∂iV
+ %E hE
∂ψE
∂iV
)
∂iV
∂τ
+
+ ψG hD
∂%D
∂pD
∂pD
∂τ
+ ψG hL
∂%L
∂pL
∂pL
∂τ
]
dV
(2.3.102)
Die Partialdrücke der Luft (vgl. Gleichung 2.3.64) und des Wasserdampfes (vgl. Glei-
chung 2.3.66) werden in Gleichung 2.3.101 ersetzt. Damit ist die Herleitung der zeitlichen
Ableitung der Energiebilanz in Gleichung 2.3.103 abgeschlossen.
dHGes
dτ
=
∫
V
[(
%B cB + ψW %W
∂hW
∂T
+ ψE %E
∂hE
∂T
+
+ ψG
(
hD
(
∂%D
∂T
+ ϕ
∂pS
∂T
∂%D
∂pD
)
+
+ hL
(
∂%L
∂T
− ϕ ∂pS
∂T
∂%L
∂pL
)
+
+ %D
∂hD
∂T
+ %L
∂hL
∂T
))
∂T
∂τ
+(
(%D hD + %L hL)
∂ψG
∂uV
+ %W hW
∂ψW
∂uV
+
+ ψG pS
∂ϕ
∂uV
(
hD
∂%D
∂pD
− hL ∂%L
∂pL
))
∂uV
∂τ
+(
(%D hD + %L hL)
∂ψG
∂iV
+ %E hE
∂ψE
∂iV
)
∂iV
∂τ
]
dV
(2.3.103)
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Nach der Definition der zusammengesetzten Stoffwerte in den Gleichungen 2.3.105
bis 2.3.107 und Verwendung des Potentials Θ kann die Kurzform in Gleichung 2.3.104 dar-
gestellt werden.
dHGes
dτ
=
∫
V
[
cTT
∂T
∂τ
+ cTW
∂Θ
∂τ
+ cTI
∂ι
∂τ
]
dV (2.3.104)
Zusammengesetzte Stoffwerte
Thermische Wärmekapazität
Die thermische Wärmekapazität cTT in Gleichung 2.3.105 zeigt in Abbildung D.2.3 eine
lineare Abhängigkeit vom Feuchte- und Eisgehalt. Dies ist auf die Berücksichtigung der
Wärmekapazitäten (bzw. der ersten Ableitung der spezifischen Enthalpien nach der Tempe-
ratur) des Kapillarwassers bzw. des Kapillareises zurückzuführen. Je mehr die Kapillaren mit
Wasser bzw. mit Eis gefüllt sind, um so größer wird das Vermögen, Energie zu speichern.
Der Zusammenhang zwischen Temperatur und thermischer Wärmekapazität ist dagegen
schwach ausgeprägt.
cTT = %B cB + ψW %W
∂hW
∂T
+ ψE %E
∂hE
∂T
+
+ ψG
(
hD
(
∂%D
∂T
+ ϕ
∂pS
∂T
∂%D
∂pD
)
+
+ hL
(
∂%L
∂T
− ϕ ∂pS
∂T
∂%L
∂pL
)
+
+ %D
∂hD
∂T
+ %L
∂hL
∂T
)
(2.3.105)
Hygrische Wärmekapazität
Die Reaktion der hygrischen Wärmekapazität cTW auf den Feuchte- bzw. auf den Eisgehalt
zeigt sich in Abbildung D.2.4 verschwindend gering. Nur die Variation der Temperatur ergibt
sichtbare Veränderungen.
cTW = cm
(
(%D hD + %L hL)
∂ψG
∂uV
+ %W hW
∂ψW
∂uV
+
+ ψG pS
∂ϕ
∂uV
(
hD
∂%D
∂pD
− hL ∂%L
∂pL
)) (2.3.106)
Kalte Wärmekapazität
Eine Reaktion der kalten Wärmekapazität cTI in Gleichung 2.3.107 auf den Feuchte-
bzw. Eisgehalt ist praktisch nicht vorhanden. In Abbildung D.2.5 ist lediglich die Tempe-
raturabhängigkeit erkennbar. Im allgemeinen ähnelt der Verlauf der kalten Wärmekapazität
stark den der hygrischen Wärmekapazität.
cTI = cm,i
(
(%D hD + %L hL)
∂ψG
∂iV
+ %E hE
∂ψE
∂iV
)
(2.3.107)
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Wärmetransport
Nach Abbildung 2.3.9 existieren drei verschiedene Wärmeströme (Gleichung 2.3.108). Sie
werden unterschieden in Wärmeeintrag durch molekulare Wärmeleitung und durch den
stoffgebundenen Wärmetransport.
Q˙Ges = Q˙B + Q˙W + Q˙D (2.3.108)
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Abb. 2.3.9: Energiebilanz im Volumenelement
Molekulare Wärmeleitung
Sind die Poren oder Kapillaren des Feststoffes zusätzlich mit Wasserflüssigkeit oder -eis
gefüllt, so muß ebenfalls der dort erfolgte Energieaustausch beachtet werden. Damit ergibt
sich eine Feuchte-, Temperatur- und Eisgehaltsabhängigkeit für den Wärmeleitkoeffizienten,
die entweder aus Meßwerten approximiert oder aus molekularen Gesetzmäßigkeiten model-
liert werden muß. Damit stellt sich der Wärmestrom infolge Wärmeleitung nach Gleichung
2.3.109 dar.
Q˙B = −
∫
A
div(~ˆqB) d ~A
−
∫
V
div(~ˆqB) dV
=
∫
V
div (λ grad T ) dV
(2.3.109)
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Stoffgebundender Wärmetransport
Treten in dem betrachteten Modellvolumen Stoffströme auf, so muß deren Energieeintrag
bilanziert werden. Es werden zwei verschiedene Arten von stoffgebundenen Wärmetrans-
port unterschieden. Dies ist zum einen die Enthalpie des transportierten Kapillarwassers
und zum anderen die des diffundierenden Wasserdampfes.
Kapillarwasser
Das in die Kapillaren und Poren eindringende Wasser und dessen Enthalpie kann mit Glei-
chung 2.3.110 beschrieben werden.
~ˆqW = hW ~ˆmW (2.3.110)
Es läßt sich die Bestimmung des Energieeintrages durch den Kapillarwassertransport her-
leiten:
Q˙W = −
∫
A
div(~ˆqW ) d ~A
= −
∫
V
div(~ˆqW ) dV
= −
∫
V
div
(
hW ~ˆmW
)
dV
=
∫
V
div ( hW %W aW grad uV ) dV
(2.3.111)
Wasserdampf
Die stoffgebundene Energie (bezogen auf die durchströmte Fläche), die durch die Wasser-
dampfdiffusion in das System eingebracht wird, kann in Gleichung 2.3.112 definiert werden.
~ˆqD = hD ~ˆmD (2.3.112)
Die Formulierung in Gleichung 2.3.113 stellt den über das Herleitungsvolumen integrierten
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Wärmestrom des transportierten Wasserdampfes dar.
Q˙D = −
∫
A
div(~ˆqD) d ~A
= −
∫
V
div(~ˆqD) dV
= −
∫
V
div
(
hD ~ˆmD
)
dV
=
∫
V
div (hD aD grad pD) dV
(2.3.113)
Gesamter Wärmestrom
Ersetzt man den Wasserdampfpartialdruck pD und den Feuchte- und Eisgehalt durch die
entsprechenden Potentiale, kann die gesamte in das Volumenelement eingebrachte Energie
definiert werden.
Die vereinfachte Form für diesen Wärmestrom ist mit nachstehender Gleichung formuliert:
Q˙Ges =
∫
V
[
div (λTT grad T ) + div (λTW grad Θ)
]
dV (2.3.114)
Zusammengesetzte Stoffwerte des Wärmetransportes
Thermischer Wärmeleitkoeffizient
Die lineare Abhängigkeit des thermischen Wärmeleitkoeffizienten in Abbildung D.2.1 vom
Feuchte- und Eisgehalt fällt erwartungsgemäß groß aus (vgl. Abschnitt 2.3.3.8). Eine Reak-
tion auf die Temperatur ist vorhanden, aber sie kann vernachlässigt werden.
λTT = λ + hD aD ϕ
∂pS
∂T
(2.3.115)
Hygrischer Wärmeleitkoeffizient
Der Sprung des hygrischen Wärmeleitkoeffizienten an der Hygroskopizität entsteht durch
den Ausschluß des zweiten Terms in Gleichung 2.3.116 bei gleichzeitigen Wirkens der
überhygroskopischen Feuchteleitfunktion aW . Dieser führt unter gewissen Bedingungen zu
einem instabilen Rechnungsablauf, der durch die automatische Zeitschrittweitensteuerung
abgefangen werden muß.
Gleichzeitig ist eine Temperaturabhängigkeit erkennbar, die mit zunehmenden Eisgehalt im-
mer schwächer ausfällt.
λTW = cm
(
hW %W aW + hD aD pS
∂ϕ
∂uV
)
(2.3.116)
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Innere Wärmequellen
Wärmequellen können beispielsweise durch exotherme bzw. endotherme chemische Reak-
tionen hervorgerufen werden.
Es gilt:
Q˙i =
∫
V
˜˙
iq dV (2.3.117)
Differentialgleichnung des Wärmetransportes
Stellt man die Wärmebilanz für das betrachtete System auf, erhält man die erweiterte Form
der Fourierschen Differentialgleichung des Temperaturfeldes.
Die Definition der allgemeinen Form zeigt nachfolgende Gleichung:
Q˙i + Q˙M + Q˙D + Q˙W − dHGesdτ = 0 (2.3.118)
Setzt man die Transportwärmeströme (Gleichung 2.3.114), die Speicherwärme (Glei-
chung 2.3.104) und die Quellen (Gleichung 2.3.117) in die Gleichung 2.3.118 ein und ver-
zichtet man auf die Integraldarstellung, ergibt sich die allgemeine Form der Differentialglei-
chung der Energiebilanz:
cTT
∂T
∂τ
+ cTW
∂Θ
∂τ
+ cTI
∂ι
∂τ
=
div(λTT grad T ) + div(λTW grad Θ) + ˜˙iq
(2.3.119)
Die diesem Abschnitt entwickelten Differentialgleichungen zur Berechnung der instationären
Temperatur- und Feuchtefeldentwicklung in kapillarporösen Körpern können als eine Erwei-
terung der Modelle von VON WOLFERSDORF und VON SMUDA [83] bzw. von HÄUPL aus [31]
um den vereinfachten Ansatz zur Eisbildungsprognose (vergl. Kapitel 2.3.5) aufgefasst wer-
den. Sie haben den Vorteil, daß sie mit allgemein zugänglichen Stoffwerten arbeiten, so
daß bei der Anwendung dieser zusätzliche Messungen nicht notwendig sind.
2.3.5. Phasenübergang Wasser-Eis
Eine Reihe von Autoren haben sich mit der Beschreibung des Phasenüberganges von Was-
ser zum Eis innerhalb kapillarporöser Körper beschäftigt (z.B. [56][62]). Allen Modellen ist
eigen, daß die Phasenumwandlung zum Eis eine reine Funktion der Temperatur ist. Vor-
aussetzung ist, daß ausreichend Kapillarwasser vorhanden ist. Indirekt kommt damit eine
zusätzliche Abhängigkeit vom Feuchtegehalt hinzu.
Der Gefrierpunkt von flüssigem Wasser liegt bei einer Temperatur von 0,0 ◦C (bei Normal-
druck). Innerhalb der Poren eines Körpers gefriert das Wasser nicht genau bei dieser Tem-
peratur. Es kommt zu einer Gefrierpunktabsenkung, die hauptsächlich vom Feuchtegehalt
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und damit von der Saugspannung abhängt. Die Saugspannung wächst mit abnehmen-
dem Feuchtegehalt und erschwert damit immer mehr die Phasenumwandlung zum Wasse-
reis. Im rein hygroskopischen Bereich ist entweder der Feuchtegehalt zu gering, um den
Phasenübergang zum Eis auszulösen, oder aber die starken Bindungskräfte zwischen den
Wassermolekülen und den inneren Oberflächen verhindern die Phasenumwandlung. Es
wird deshalb im weiteren angenommen, daß Wassereis nur im überhygroskopischen Be-
reich entstehen kann.
Ist der Gefrierpunkt erreicht, so entstehen in der Mitte der größeren Poren die ersten Eis-
kristalle, wenn ausreichend Kapillarwasser vorhanden ist. Mit fallender Temperatur nehmen
auch die kleineren Kapillaren am Gefrierprozeß teil. Makroskopisch betrachtet existiert ei-
ne scharfe Phasengrenze, die in Wirklichkeit jedoch nicht vorhanden ist. Mit zunehmen-
dem Eisgehalt wird sowohl die Kapillarleitung als auch die Wasserdampfdiffusion behindert.
Funktionell betrachtet ändert sich somit der gasförmige Volumenanteil ψG. Sinkt die Tempe-
ratur weit unter den Gefrierpunkt, so werden in Abhängigkeit vom Wassergehalt die Poren
teilweise bzw. vollständig für den Transport gesperrt. Ist das Eisvolumen größer als das
Porenvolumen, so entstehen im Gefüge Spannungen, die beim Erreichen der Festigkeit zu
Rissen und unter Umständen zur Zerstörung der Bausubstanz führen können. Typisches
Beispiel dafür sind die häufig an der Altbausubstanz auftretenden Putzschäden.
Zur numerischen Berechnung des Eisgehaltes stellt NEISS in [62] einen Zusammenhang
zwischen der Saugspannung des noch ungefrorenen Kapillarwassers und der Temperatur
unter dem Gefrierpunkt dar.
hun(T ) =
1
g
(∆hST0 − 1000, 0 Jkg K + 2110, 0 Jkg K
)
(T − T0) +
+
(
1000, 0
J
kg K
− 2110, 0 J
kg K
+ 7, 79
J
kg K2
T0
)
T ln
(
T
T0
)
−
−
7, 79
J
kg K2
2
(
T 2 − T02
)
(2.3.120)
Mit Hilfe von Gleichung 2.3.120 erhält man die Saugspannung des Kapillarwassers, wel-
ches nicht gefroren ist. NEISS konnte diese aus dem thermodynamischen Gleichgewicht
zwischen dem Wassereis und dem Kapillarwasser herleiten. Da die Saugspannung von
Wasser h in einem kapillarporösen Körper definitionsgemäß nur negative Werte annehmen
kann, muß die Temperatur T immer kleiner bzw. gleich der Temperatur T0 sein. Vorausset-
zung dafür ist jedoch, daß der Feuchtegehalt bei dieser Temperatur ausreichend groß ist.
Das Kapillarwasser, auf das sich die Gleichung 2.3.120 bezieht, ist somit als Maximum zu
verstehen.
Hat man die Saugspannungskurve für den konkreten Baustoff zur Verfügung und sind die
entsprechenden Versuchsbedingungen bekannt (Temperatur Tb), so kann mittels der tem-
52
2.3. Bauphysikalisches Verhalten der Umfassungskonstruktion
peraturabhängigen Oberflächenspannung σ(T ) auf die Saugspannung hB(Tb) unter Labor-
bedingungen geschlußfolgert werden (Gleichung 2.3.121). Die Oberflächenspannung ist
nach [86] die freie potentielle Energie der Flüssigkeitsmoleküle in der Oberflächenschicht.
Sie wird auf die Flüssigkeitsoberfläche bezogen.
hB(Tb) =
σ(Tb)
σ(T )
hun(T ) (2.3.121)
Die Ermittlung des ungefrorenen Kapillarwassers ist mit der Umkehrfunktion für die Saug-
spannung möglich:
uV,un = f(hB) (2.3.122)
Liegt der auf diesem Wege ermittelte ungefrorene Feuchtegehalt oberhalb dem aus der
Massebilanz, so ist der Gefrierpunkt noch nicht erreicht. Sind sie jedoch gleich groß, so kann
davon ausgegangen werden, daß sich bei der ermittelten Temperatur die ersten Eiskristalle
bilden.
Damit gilt insgesamt unterhalb des oberen Gefrierpunktes:
uV < uV,un −→ kein Eis
uV = uV,un −→ Beginn der Eisbildung
uV > uV,un −→ Eis und Wasser koexistieren miteinander
uV,un < uV,H −→ vollständige Umwandlung des Kapillarwassers in Eis
Erhält man aus Gleichung 2.3.122 einen Feuchtegehalt, der verschwindend klein ist, ist das
gesamte überhygroskopische Kapillarwasser gefroren.
Beim Phasenübergang von flüssigem Wasser zu Wassereis kommt es zu einer Volumenver-
größerung, die sich aus dem Vergleich der Dichten bilanzieren läßt. Der Zusammenhang
zwischen dem Eisgehalt und dem Feuchtegehalt ist mittels Gleichung 2.3.123 darstellbar
und die positive Differenz zwischen dem ungefrorenen Feuchtegehalt uV,un und der tat-
sächlich vorhandenen überhygroskopischen Feuchte kann in den Eisgehalt iV umgerechnet
werden. Er steht dem Transport des Kapillarwassers nicht mehr zur Verfügung und wird aus
der Massebilanz entfernt. Es zeigte sich bei der Bearbeitung, daß eine direkte Eliminierung
des gefrorenen Kapillarwassers in der Massebilanz zu einer Stabilisierung der Berechnung
führte. Deshalb wurde in jedem Iterationsschritt der ermittelte gefrorene Feuchtegehalt des
Knotens direkt durch Subtraktion dem Knoten entzogen.
iV =
%W
%E
uV, gefroren (2.3.123)
Für die meisten Baustoffe ist zwar die Feuchteleitfunktion bekannt [35], entsprechende Hin-
weise auf die Saugspannungskurve sind jedoch nur selten zu finden. Es soll deshalb an die-
ser Stelle ein möglicher Weg aufgezeigt werden, mittels dem man aus der Feuchteleitfunk-
tion auf die Saugspannungskurve schließt. Voraussetzung dafür ist, daß die Meßbedingun-
gen für den Feuchteleitkoeffizienten ermittelbar sind. Im weiteren wird davon ausgegangen,
daß die Messungen bei Normaldruck und einer Umgebungstemperatur von 20,0 ◦C durch-
geführt wurden. Ein möglicher Schwerkrafteinfluß wird vernachlässigt.
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Nach NEISS in [62] kann mittels Gleichung 2.3.124 der durch Kapillarleitung ausgelöste
Massestrom durch Verwendung der Saugspannungskurve und der kapillaren Feuchteleit-
fähigkeit K in ähnlicher Form ermittelt werden, wie es im Kapitel 2.3.4.1 erläutert wurde.
~ˆmW = %W K
dh
duV
grad uV (2.3.124)
Die Beziehung zwischen dem Feuchteleitkoeffizienten aW und der kapillaren Feuchteleitfä-
higkeit K ist durch einfachen Vergleich der Masseströme in der folgenden Gleichung dar-
stellbar:
aW = −K dhduV (2.3.125)
Die Beschreibung der kapillaren FeuchteleitfähigkeitK in einer Kapillare ist vereinfacht mög-
lich [62]:
K =
%W g
ηW
Kp,Kapillare (2.3.126)
Der PermeabilitätskoeffizientKp für eine Kapillare läßt sich aus dem Kapillarradius ermitteln:
Kp,Kapillare =
r2
8
(2.3.127)
Die Saugspannung am Meniskus einer Kapillaren kann nach NEISS ebenfalls aus dem Ka-
pillarradius ermittelt werden:
h =
2 σ
%W g r
(2.3.128)
Durch Umstellen der erläuterten Zusammenhänge ist es möglich, die kapillare Feuchteleit-
fähigkeit in Gleichung 2.3.129 direkt zu erhalten. Für die Anwendung auf ein Bauteil wurde
der Permeabilitätskoeffizient Kp mit den Feuchtegehalt uV multipliziert, da er nur für eine
Kapillare gültig ist.
K =
σ2
2 ηW %W g h2
uV (2.3.129)
Unter diesen Bedingungen ist es nun möglich, den Zusammenhang in Gleichung 2.3.130
herzustellen.
uV∫
uV,H
aW
uV
duV = −
h∫
hH
σ2
2 ηW %W g h2
dh (2.3.130)
Die untere Integrationsgrenze hH für die rechte Seite von Gleichung 2.3.130 stellt sich beim
Erreichen der Hygroskopizität ein und kann aus der Beziehung für die Sorptionsisotherme
(vgl. Gleichung 2.3.131) hergeleitet werden.
ϕ = e
(
−
h g
RD T
)
(2.3.131)
54
2.3. Bauphysikalisches Verhalten der Umfassungskonstruktion
Geht man davon aus, daß bei einer relativen Luftfeuchte von 95 % die Hygroskopizität bei
den meisten Baustoffen erreicht ist, wird die entsprechende Saugspannung bei der Bezug-
stemperatur Tb ermittelt.
hH = − ln (ϕ95) RD Tb
g
(2.3.132)
Nach vollzogener Integration der rechten Seite von Gleichung 2.3.130 unter Berücksichti-
gung der Bezugstemperatur Tb gilt:
−
h∫
hH
σ2
2 ηW %W g
1
h2
dh =
σ2
2 ηW %W g
(
1
h
− 1
hH
)
(2.3.133)
Auf der linken Seite von Gleichung 2.3.130 wird die entsprechende Feuchteleitfunktion aW
eingesetzt.
2.3.5.1. Anwendung des linearen Ansatzes für den überhygroskopischen
Feuchteleitkoeffizienten
Die Lösung des Integrales in den definierten Grenzen erhält man, wenn man Gleichung
2.3.25 in die linke Seite von Gleichung 2.3.130 einsetzt:
uV∫
uV,H
aW, linear
uV
duV = k1
[
uV − uV,H ln (uV ) + uV,H (ln (uV,H) − 1)
]
(2.3.134)
Somit sind beide Integrale aus Gleichung 2.3.130 gelöst, und es kann nach der Saugspan-
nung umgestellt werden.
Zur Übersichtlichkeit werden einige Hilfsgrößen eingeführt:
Ω1 = − σ
2
2 ηW %W g
Ω2 =
σ2
2 ln (ϕ95) RD Tb ηW %W
Ω3 = k1 uV,H (ln (uV,H) − 1)
Ω4 = Ω2 − Ω3
(2.3.135)
Mit den hier definierten Größen kann für die Saugspannung formuliert werden:
h linear (uV,un) =
Ω1
k1 (uV,H ln (uV,un) − uV,un) + Ω4 (2.3.136)
Die Bildung der Umkehrfunktion von Gleichung 2.3.136 ist nicht eindeutig und führt zu Glei-
chung 2.3.137, die nur iterativ lösbar ist.
uV,un (h linear) = uV,H ln (uV,un) −
Ω1
h linear
− Ω4
k1
(2.3.137)
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Mittels der Gleichung 2.3.120 wird die Saugspannung des ungefrorenen Kapillarwassers
ermittelt. Diese kann nun mit Gleichung 2.3.121 auf Laborbedingungen umgerechnet und
in Gleichung 2.3.137 eingesetzt werden. Der Feuchtegehalt, der dadurch berechnet wurde,
entspricht dem ungefrorenen Anteil und muß mit dem numerisch erhaltenen Feuchtegehalt
wie schon geschildert abgeglichen werden.
2.3.5.2. Anwendung der Standardleitfunktion für den überhygroskopischen
Feuchteleitkoeffizienten
In analoger Art und Weise ist die Verwendung der Standardleitfunktion für den Feuchteleit-
koeffizienten in Gleichung 2.3.26 möglich.
Das Integral der linken Seite von Gleichung 2.3.130 wird nach dem Einsetzen der Glei-
chung 2.3.26 gelöst:
uV,H∫
uV
aw, Standard
uV
duV =
k a0
2
 2 ( uV
uV,S
)(1
k
)
(k + 1) − k
(
uV
uV,S
)(2
k
)
−
− 2
(
uV,H
uV,S
)(1
k
)
(k + 1) + k
(
uV,H
uV,S
)(2
k
)
(2.3.138)
Wieder bietet es sich an, einige Hilfsgrößen zu definieren:
Ω5 = k
(
uV,H
uV,S
)(2
k
)
− 2
(
uV,H
uV,S
)(1
k
)
(k + 1)
Ω6 = 2
Ω2
k a0
− Ω5
(2.3.139)
Mit diesen Hilfsgrößen läßt sich die Funktion für die Saugspannung des ungefrorenen Ka-
pillarwassers bei Verwendung der Standardleitfunktion formulieren:
h Standard (uV,un) =
2 Ω1
k a0
k (uV,un
uV,S
)(2
k
)
− 2 (k + 1)
(
uV,un
uV,S
)(1
k
)
+ Ω6
 (2.3.140)
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Ω7 =
uV,S
(1
k
)
k
Ω8 = (k + 1)2 − k Ω6
Ω9 =
2 Ω1
a0
(2.3.141)
Nach einer recht umständlichen Umformung und der Verwendung einiger neuen Parameter,
erhält man die Umkehrfunktion von Gleichung 2.3.140. Dabei ist nur das erste Glied des
Lösungsvektors physikalisch sinnvoll.
uV,un1,2 =

(
Ω7
(
(k + 1) −
√
Ω8 +
Ω9
h Standard
))k
(
Ω7
(
(k + 1) +
√
Ω8 +
Ω9
h Standard
))k
 (2.3.142)
Bestimmung des oberen und unteren Gefrierpunktes
Geht man von den hergeleiteten Gleichungen für die Saugspannungen 2.3.136 und 2.3.140
aus, sind diesen physikalische Grenzen gesetzt. Die größte Saugspannung stellt sich an der
Hygroskopizität ein, wenn zur Bestimmung der Gefrierpunkte nur der überhygroskopische
Bereich betrachtet werden soll. Diese entspricht dem nach Gleichung 2.3.131 ermittelten
Wert und ist stoffunabhängig, wenn davon ausgegangen wird, daß die Hygroskopizität bei
95 % relativer Luftfeuchte erreicht ist. Die kleinste Saugspannung ergibt sich beim Erreichen
der Porensättigung. Unter diesen Bedingungen kann der aus Gleichung 2.3.122 ermittelte
Feuchtegehalt nur innerhalb der Grenzen Hygroskopizität und Sättigung sinnvoll sein. Stellt
man die Gleichung 2.3.120 nach der Temperatur um, können somit sowohl der obere als
auch der untere Gefrierpunkt ermittelt werden. Dazu ist es notwendig, die entsprechenden
Grenzsaugspannungen aus den Gleichungen 2.3.136 und 2.3.140 auf die Gefriertemperatur
umzurechnen und einzusetzen. Die Gefriertemperatur muß iterativ ermittelt werden.
T =
h (T ) g +
7, 79
J
kg K2
2
(
T 2 − T 20
)(
2110, 0
J
kg K
− 1000, 0 J
kg K
− 7, 79 J
kg K2
T0
)
ln
(
T
T0
) −
−
(
∆hSch
T0
− 1000, 0 J
kg K
+ 2110, 0
J
kg K
)
(T − T0)(
2110, 0
J
kg K
− 1000, 0 J
kg K
− 7, 79 J
kg K2
T0
)
ln
(
T
T0
)
(2.3.143)
Die Güte der hier dargestellten Herleitung basiert letztendlich auf der Qualität der verwende-
ten Funktionen für den Feuchteleitkoeffizienten. Die Ungenauigkeiten, die bei diesen Ansät-
zen akzeptiert wurden, werden automatisch in die Saugspannung und damit in die Prognose
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für die Eisbildung übernommen. Der Vorteil liegt jedoch in der Schnelligkeit des Algorithmu-
ses und in der Verwendung allgemeiner Stoffdaten. Erst damit ist eine direkte Verwendung
in einer Gebäudesimulation mit der relativ hohen Anzahl gleichzeitig zu berechnender Wän-
de möglich. Soll eine genauere Analyse einer konkreten Wand vorgenommen werden, so
ist die Verwendung der detailierteren Modelle und Ansätze zu empfehlen (z.B. [28][86]).
2.3.6. Grenzbedingungen
Zur Berechnung der Zustandsgrößen Temperatur und Feuchtegehalt aus den hergeleiteten
Differentialgleichungsystemen werden Rand- und Anfangsbedingungen benötigt. Die An-
fangsbedingungen charakterisieren die Quantität der Feldgrößen zum Zeitpunkt τ = 0, 0 s
und müssen in Abhängigkeit von der Aufgabenstellung definiert werden. Besondere Sorgfalt
sollte dabei auf die Festlegung des Feuchtegehaltes gelegt werden, da der Feuchtetransport
im Vergleich zum Wärmetransport um ein Vielfaches langsamer abläuft. Untersuchungen
die einen eingeschwungenen Zustand der Zustandsgrößen voraussetzen, können durch ei-
ne geschickte Wahl der Anfangsbedingungen sichtbar verkürzt werden. Hilfreich dazu kön-
nen sich stationäre Vorberechnungen erweisen.
Für die Berücksichtigung der Prozesse an der Bilanzgrenze ist eine Herleitung der Rand-
bedingungen erforderlich. In der Literatur (z.B. in [10], [30]) sind die Randbedingungen in
Klassen unterschieden, die eine Einordnung der verschiedenen in der Natur vorkommenden
Energie- und Stoffübergangsprozesse erleichtern. Die verschiedenen Arten bedingen eine
unterschiedliche numerische Behandlung, die an dieser Stelle erläutert werden soll.
2.3.6.1. Thermische Randbedingungen
Thermische Randbedingung 1. Art
Die thermische Randbedingung 1. Art (Dirichletsche Randbedingung) wird durch die direkte
Vorgabe der Temperatur der äußeren Schicht (Randknoten) beschrieben. Die numerische
Simulation dieser Randbedingung ist durch die Verwendung eines rechentechnisch sehr
großen Wärmeübergangskoeffizienten und der Anwendung der Randbedingung 3. Art oder
durch ein direktes Fixieren des entsprechenden Randknotens mittels eines Eliminationsver-
fahrens möglich.
Thermische Randbedingung 2. Art
Bei der Randbedingung 2. Art (Neumannsche Randbedingung) wird ein flächenspezifischer
Wärmestrom über die Bilanzgrenzen übertragen. Diese Randbedingung kommt zur Anwen-
dung, wenn sich der flächenspezifische Wärmestrom ohne Abhängigkeiten von der Tempe-
ratur der Ränder berechnen läßt.
Thermische Randbedingung 3. Art
Findet an der Bilanzoberfläche ein Wärmeübergang statt, kann die Randbedingung 3. Art
(Robinsche Randbedingung) angewendet werden. Diese ist nach HANEL [30] eine Kombi-
nation aus den Randbedingungen 1. und 2. Art. Der flächenspezifische Wärmestrom der
58
2.3. Bauphysikalisches Verhalten der Umfassungskonstruktion
Randbedingung 2. Art ist dabei direkt mit der Temperatur des Randknotens (1. Art) über den
Wärmeübergangskoeffizienten verknüpft.
Der allgemeine Zusammenhang läßt sich nach Gleichung 2.3.144 definieren.
ˆ˙q 3.Art = αGes (TU − TO) (2.3.144)
Die zusätzliche Berücksichtigung des langwelligen Strahlungsaustausches erhält man durch
die Verwendung eines äquivalenten Wärmeübergangskoeffizienten. Die Unterteilung dieser
Randbedingung in ihren Konvektiv- und ihren Strahlungsanteil ist möglich:
ˆ˙q 3.Art = ˆ˙qK + ˆ˙qS (2.3.145)
Der konvektive Anteil wird durch den Wärmeübergangskoeffizienten αK geprägt:
ˆ˙qK = αK (TU − TO) (2.3.146)
In ähnlicher Form kann der Strahlungsanteil definiert werden:
ˆ˙qS = αS (TU − TO) (2.3.147)
Diese Gleichung kann nur dann gelten, wenn die Temperatur der umgebenden Wände mit
der Umgebungstemperatur TU identisch ist. In guter Näherung kann dies vorausgesetzt wer-
den, wenn man den Strahlungswärmeaustausch zwischen äußerer Oberfläche der Wand
und der Umgebung bilanzieren möchte und sich die nächsten Wände in ausreichender Ent-
fernung sich befinden.
Mit einer recht einfachen Herleitung, ist der Wärmeübergangskoeffizient αS beschreibbar:
αS =
ε C12
1004
(TU + TO)
(
TU
2 + TO2
) (2.3.148)
Der äquivalente Wärmeübergangskoeffizient läßt sich unter der Berücksichtigung der beiden
Anteile durch einfache Addition berechnen und ist für die Randbedingung 3. Art anwendbar.
Die Kombination aus den Randbedingungen 2. und 3. Art entspricht am deutlichsten den na-
türlichen Randbedingungen. Es können damit sowohl die lang- und kurzwellige Strahlung
als auch der konvektive Wärmeübergang berücksichtigt werden. Gleichfalls ist der stoffge-
bundene Wärmetransport durch den Stoffübergang beschreibbar.
2.3.6.2. Hygrische Randbedingungen
In Analogie zu den thermischen Randbedingungen werden drei unterschiedliche Arten defi-
niert.
Hygrische Randbedingung 1. Art
Eine Randbedingung 1. Art liegt vor, wenn die Oberflächenfeuchte bekannt ist und vorgege-
ben werden kann. Im praktischen Gebrauch kann diese bei der Untersuchung von Bauteilen,
59
2. Gebäudesimulation
die direkten Kontakt zu flüssigen Wasser haben (z.B. Schlagregen, Uferbefestigungen u.ä.),
genutzt werden.
Die numerische Behandlung ist in analoger Form wie bei der thermischen Randbedingung
1. Art möglich. Der Stoffübergangskoeffizient β wird unendlich groß gesetzt, so daß der
Algorithmus der Randbedingung 3. Art verwendet werden kann, oder es wird auf das bereits
beschriebene Eliminationsverfahrens zurückgegriffen.
Hygrische Randbedingung 2. Art
Eine Randbedingung 2. Art ist ein definierter Massestrom, der über die Systemgrenze in das
Bauteil eindringen kann. Diese Art der Randbedingung ist mit dem hier verwendeten Modell
nur bedingt anwendbar.
Hygrische Randbedingung 3. Art
Man unterscheidet zwei Bereiche entsprechend der hygrischen Zustände an der Oberfläche.
Unterhalb der Hygroskopizität
Allgemein gilt in Analogie zur Wärmeübertragung die Gleichung 2.3.149 für den Stoffüber-
gang.
ˆ˙mW = β (ψO uG,O − ψU uG,U ) (2.3.149)
Die Porosität der Umgebung ψU kann mit 100 % angegeben werden. Mit Anwendung der
Oberflächenporosität soll die am Stoffaustausch beteiligte Materialschicht gemeint sein. Sie
kann als theoretischer Wert angesehen werden und erhält gleichfalls den Wert 100 %.
Wendet man die Idealgasgleichung an, ist es möglich, die Feuchtegehalte zu ersetzen.
uG =
pD
RD T
=
mW
VD
uG,O =
pD,O
RD TO
uG,U =
pD,U
RD TU
(2.3.150)
Der Partialdruck pD,U kann durch die relative Luftfeuchtigkeit der Umgebung und der Parti-
aldruck pD,O durch die Sorptionsisotherme ersetzt werden:
pD,O = pS,O ϕO (2.3.151)
pD,U = pS,U ϕU (2.3.152)
Damit kann die Gleichung 2.3.149 neu formuliert werden:
ˆ˙mW = β
(
ψO
pS,O ϕO
RD TO
− ψU pS,U ϕU
RD TU
)
(2.3.153)
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An dieser Stelle ist der über die Systemgrenze übertragene Massestrom bilanziert. Die
Anwendung von Gleichung 2.3.153 mit der FEM ist jedoch nicht möglich, da an der Wand-
oberfläche ein Sprung des Feuchtegehaltes auftritt (analog zu den Begrenzungschichten
unterschiedlicher Materialien). Die Verwendung des in Kapitel 2.3.2 eingeführten Feuchte-
gehaltsbegriffes Potential Θ ergibt dann die Gleichung 2.3.154.
ˆ˙mW = β
(
ψO
pS,O ϕO
RD TO
ΘO
ΘO
− ψU pS,U ϕU
RD TU
)
(2.3.154)
Unter Verwendung neuer Hilfsgrößen kann die Gleichung 2.3.155 verallgemeinernd definiert
werden.
ˆ˙mW = β¯
(
ΘO − Θ¯U
) (2.3.155)
Die Beziehungen für den fiktiven Stoffübergangskoeffizienten β¯ und das fiktive Umgebungs-
feuchtepotential Θ¯U sind in Gleichung 2.3.156 definiert. Die Bezeichnungen wurden von
[83] übernommen.
β¯ = β ψO
pS,O ϕO
RD TO ΘO
Θ¯U =
ψU
ψO
pS,U
pS,O
TO
TU
ΘO
ϕO
ϕU
(2.3.156)
Oberhalb der Hygroskopizität
Wieder gilt für die Randbedingung 3. Art die Gleichung 2.3.149. Wenn sich der Baustoff
an der Oberfläche im überhygroskopischen Bereich befindet, muß für den Stoffübergang
die Wasserdampfschicht der freien Oberfläche betrachtet werden. Das bedeutet für den
Dampfdruck, daß er identisch mit dem Sättigungsdruck pS(tO) ist.
Für die Umgebung kann die relative Luftfeuchte der Umgebung ϕU zur Beschreibung des
Wasserdampfpartialdruckes benutzt werden. Damit erhält man aus Gleichung 2.3.153 die
Bestimmungsformel im überhygrischen Bereich:
β¯ = β ψO
pS,O
RD TO ΘO
Θ¯U =
ψU
ψO
pS,U
pS,O
TO
TU
ΘO ϕU
(2.3.157)
Modellierung des Stoffübergangskoeffizienten
Unter den in [30] dargestellten Bedingungen kann eine Analogie zwischen dem Stoff- und
Wärmetransport hergestellt werden. Vorausgesetzt, daß die Kennzahlen für den Wärme-
(Nußeltzahl Nu, Prandtlzahl Pr) und dem Stoffübergang (Sherwoodzahl Sh, Schmidtzahl
Sc) identisch sind, ist die nachstehende Verhältnisgleichung anwendbar.
ˆ˙mW
ˆ˙qK
=
β (ψU uG,U − ψO uG,O)
αK (TU − TO)
(2.3.158)
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Abb. 2.3.10: Verhältnis vom Wärme- zum Stoffübergangskoeffizienten
Unter Berücksichtigung von Gleichung 2.3.159 ist das Aufstellen eines allgemeinen Zu-
sammenhanges zwischen dem Wärme- und Stoffübergangskoeffizienten möglich (Glei-
chung 2.3.160).
β
αK
=
Sh D
Nu λL
(2.3.159)
Dazu wurden die Nußeltzahl Nu und die Sherwoodzahl Sh in Gleichung 2.3.159 ersetzt und
nach dem Stoffübergangskoeffizienten β umgestellt.
β = αK
( ν
D Pr
)n D
λL
(2.3.160)
Der Wärmeübergangskoeffizient ist eine Funktion der Windgeschwindigkeit bzw. der Tempe-
ratur, während die in Gleichung 2.3.160 verwendeten Stoffgrößen allein von der Temperatur
abhängig sind. In Abbildung 2.3.10 ist das Verhältnis vom Wärme- zum Stoffübergangsko-
effizienten dargestellt [3].
2.3.6.3. Natürliche Randbedingungen
Für die Beurteilung der Feuchtebelastung eines bestimmten Bauteiles sind stationäre Unter-
suchungen oder Berechnungen mit konstanten Randbedingungen nicht ausreichend. Eine
möglichst detaillierte Untersuchung setzt voraus, daß auf der Außenseite eine Modellierung
des Außenwetters stattfindet bzw. auf der Innenseite das Innenklima wirklichkeitsnah be-
schrieben wird. Zum Außenklima gehören die Berücksichtigung von Sonnenstrahlung, Tem-
peratur, relativer Luftfeuchte, Schlagregen, Windgeschwindigkeit und -richtung. Diese An-
gaben können beispielsweise aus den Testreferenzjahren oder eigenen Meßwerten ermittelt
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werden. GASSEL hat in [20] einige Testreferenzjahre (Essen, Würzburg, München) darge-
stellt und sie im Vergleich zu einem auf Meßwerten eines Jahres basierenden Datensatzes
analysiert. Zusammenfassend wird dort die Aussage getroffen, daß die Testreferenzjahre
auf Grund ihrer zum Teil generierten und gemittelten Herkunft (ca. 15 % Meßwerte [5]) einen
ausgeglichenen Eindruck vermitteln. Extreme Schwankungen der Zustandsgrößen sind sel-
ten zu beobachten. Zur Untersuchung der Reaktion der Baukonstruktion auf möglichst rea-
litätsnahe Randbedingungen sind damit Testreferenzjahre nur bedingt einsetzbar [26]. Für
die weitere Untersuchung und Beispielrechnungen wurde aus diesem Grunde der von GAS-
SEL in [20] beschriebene Dresdener Datensatz verwendet. Dieser beinhaltet einen extrem
kalten Winter mit wenigen strahlungsreichen Tagen. Dies unterstützt die Demonstration des
Phasenüberganges zum Wassereis.
Die Berücksichtigung von Schlagregen und damit einer Benetzung der Außenhülle durch
Regenwasser ist mit diesem Datensatz jedoch nur schwer möglich. Da diese Arbeit auf
die Darstellung von Extremwerten ausgerichtet ist, wird vereinfacht der Betrag der relativen
Luftfeuchte ausgewertet. Erreicht dieser einen Wert von 100 %, soll im weiteren davon
ausgegangen werden, daß Niederschlag fällt.
Für das Innenklima liegen meist keine Angaben vor, weil dieses stark von den Nutzungsbe-
dingungen abhängig ist. Hier kann man wiederum auf Meßwerte zurückgreifen, oder aber
man erhält diese aus einer umfangreichen Gebäudesimulation, wie sie im Kapitel 4 noch
erläutert wird.
Die Bereitstellung der Temperaturen und relativen Luftfeuchten für den jeweiligen Berech-
nungszeitschritt kann durch eine lineare Interpolation aus den Wetterdaten erfolgen. Mittels
der Windgeschwindigkeit läßt sich nach [3] der äußere Wärmeübergangskoeffizient annä-
hern. Dieser kann nach Gleichung 2.3.160 zur Bestimmung des Stoffübergangskoeffizien-
ten verwendet werden.
Für die Berücksichtigung der solaren Gewinne auf der Außenseite der Wand ist die Ermitt-
lung der normal auf die Außenwand treffenden Solarstrahlung notwendig. Eine Reihe von
Veröffentlichungen beschäftigen sich mit dieser Problematik schon seit längerer Zeit sehr
intensiv. Eine frühe aber sehr bedeutsame Arbeit von NEHRING [61] legt die Grundlagen für
den Bauphysiker, die in [38] und [10] ausführlich diskutiert und in einigen Punkten konkre-
tisiert wurden. Für die Anwendung dieser Algorithmen auf das Wandmodell müssen einige
Grundaussagen erläutert werden.
Die auf ein Flächenelement auftreffende und adsorbierte Strahlung setzt sich aus dem dif-
fusen und dem direkten Anteil zusammen:
ˆ˙qS = ˆ˙qDir + ˆ˙qDif (2.3.161)
Da in den Wetterdaten meist nur die stündlichen Werte für ein Horizontalelement (ˆ˙qDir,H )
bekannt sind, müssen diese auf das betrachtete Flächenelement umgerechnet werden. Die
direkte Strahlung auf eine beliebig ausgerichtete Fläche kann nach Gleichung 2.3.162 er-
mittelt werden, wenn der Winkel zwischen Sonnen- und Flächennormaler bekannt ist und
der aus Richtung Sonne auftreffende Wärmestrom ermittelt wurde. Aus den Wetterdaten
sind jedoch meist nur die zeitliche Gesamtstrahlung auf die horizontal ausgerichtete Fläche
und ihr diffuser Anteil bekannt. Damit und mit der Vorgabe des Standpunktes auf der Erde
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ist es jedoch leicht möglich, über Winkelbeziehungen alle benötigten Angaben zu erhalten,
um den flächenspezifischen solaren Wärmestrom zu berechnen.
ˆ˙qDir = cos ς ˆ˙qDir,N (2.3.162)
Für die Ermittlung der Intensität der durch die Erdatmosphäre geschwächten direkten Nor-
malstrahlung der Sonne (ˆ˙qDir,N ) muß entsprechend Gleichung 2.3.163 der Trübungsfaktor
T , die von der Jahreszeit abhängige maximal mögliche Normalstrahlungsintensität S und
ein Parameter Q bereitgestellt werden.
ˆ˙qDir,N = S exp(
−T
Q
) (2.3.163)
Der Trübungsfaktor T charakterisiert den Grad der Bewölkung bzw. der Luftverschmutzung
am Beobachtungsort und kann Werte zwischen 2 (Gebirge) und 10 (Großstadt) anneh-
men [55]. Er wird mittels der Sonnenhöhe hˆ und mit Verwendung der Gleichungen 2.3.163
und 2.3.164 berechnet:
ˆ˙qDir,H = ˆ˙qDir,N sin hˆ (2.3.164)
T = −Q ln
(
ˆ˙qDir,H
S sin hˆ
)
(2.3.165)
Die Dicke der Erdatmosphäre am Beobachtungspunkt beeinflußt die auf die Oberfläche
letztendlich auftreffende Solarstrahlung. Sie ist von der Seehöhe des Beobachtungsortes
abhängig und wird mit dem Parameter Q erfaßt:
Q =
9, 381
(
sin hˆ +
√
1, 04 10−4 + (sin hˆ)2
)
2, 002 (1, 0 − H See 10−4 m−1) + 0, 912
(2.3.166)
Die ungestörte Normalstrahlungsintensität S berücksichtigt die von der Jahreszeit abhängi-
ge Entfernung der Sonne von der Erde:
S = 1352, 0
W
m2
[1, 0 − 0, 017 cos (ΨL + 77, 94◦)]2 (2.3.167)
Die ekliptikale Länge ΨL ist der Winkel zwischen der Verbindung Sonne-Erde am 21. März
(Frühlingspunkt) und zum betrachteten Zeitpunkt (vgl. Abb. A.1.1). Sie läßt sich mittels
nachstehender Gleichung annähern [3], [38]:
ΨL = 0, 986◦ d−1 (τd − 2, 875 d)
+ 1, 914◦ d−1 sin
(
0, 017 d−1 (τd − 2, 875 d)
) − 77, 94◦ (2.3.168)
Die Sonnenhöhe hˆ ist der Winkel zwischen dem Richtungsvektor Fläche-Sonne und der
Horizontalen. Für deren Ermittlung müssen die Gesetze der sphärischen Trigonometrie
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entsprechend der Abbildung A.1.3 genutzt werden. Durch die gleichzeitige Verwendung
des Horizontal- und des Stundenwinkelsystems (Äquatorsystem) kann der Seitenkosinus-
satz des sphärischen Dreiecks (nautisches Dreieck) für die Herleitung der Sonnenhöhe zur
Anwendung kommen:
hˆ = arcsin (sinϕ sin δ + cosϕ cos δ cos τS) (2.3.169)
Der Stundenwinkel τS wird zwischen Himmelsmeridian1 und Stundenkreis2 beginnend nach
der Kulmination der Sonne gemessen und kann wie folgt berechnet werden:
τS = 15◦
τ
h
+ 180◦ (2.3.170)
Mit der Verwendung der Mitteleuropäischen Zonenzeit τz ist die Ermittlung der wahren Uhr-
zeit τ möglich:
τ = τz + z +
1 h
15◦
ξ − 1 h (2.3.171)
Die Zeitgleichung z berücksichtigt die ungleichförmige Geschwindigkeit der Erde um die
Sonne. Für die Zeitrechnung wird eine mittlere Geschwindigkeit der Sonne definiert. Die
Differenz zwischen wirklicher und der mittleren Zeitrechnung kann unter Verwendung von
Gleichung 2.3.172 berechnet und muß bei der Bestimmung der wahren Uhrzeit berücksich-
tigt werden.
z = 1, 1 10−4 h + 0, 123 h cos
(
2, 0 τd
180◦
365 d
+ 85, 880◦
)
+
+ 0, 166 h cos
(
4, 0 τd
180◦
365 d
+ 108, 896◦
)
+
+ 5, 645 10−3 h cos
(
6, 0 τd
180◦
365 d
+ 195, 195◦
) (2.3.172)
Die Deklination δ in Gleichung 2.3.169 beschreibt den Winkel zwischen Äquatorsystem und
Verbindung Sonne-Erde (vgl. Abb. A.1.1). Dieser verändert sich im Laufe eines Erdenjahres
und kann mit nachstehender Gleichung ermittelt werden:
δ = 0, 395◦ − 23, 256◦ cos
(
2, 0 τd
180◦
365 d
+ 9, 053◦
)
− 0, 392◦ cos
(
4, 0 τd
180◦
365 d
+ 5, 329◦
)
− 0, 176◦ cos
(
6, 0 τd
180◦
365 d
− 10, 084◦
) (2.3.173)
1 Der Himmelsmeridian ist der Vollkreis über dem Kulminationspunkt der Sonne am Beob-
achtungspunkt, dem Zenit bzw. Nadir und dem Nord- bzw. Südpunkt des Beobachters
(Horizontalsystem).
2 Der Stundenkreis ist der Vollkreis über dem Nord- bzw. Südpunkt des Äquatorsystems
und dem Sonnenstand. Er steht senkrecht auf dem Äquator der Erde.
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Der Winkel zwischen der Wandnormalen und dem Richtungsvektor der Sonne ς läßt sich
nun nach Abbildung A.1.4 in ähnlicher Art und Weise aus der sphärischen und ebenen
Trigometrie ableiten [10].
ς = arccos
[
cos (aˆ − aW ) cos hˆ sinβW + sin hˆ cosβW
]
(2.3.174)
Das Azimut aˆ ist entsprechend Abbildung A.1.3 der Winkel zwischen dem Himmelsmeridian3
und der Vertikalebene4 der Sonne beginnend von Süd nach West gemessen. Er kann aus
dem Seitenkosinussatz mit Hilfe der Abbildung A.1.3 hergeleitet werden:
aˆ =

360◦ − arccos sin hˆ sinϕ − sin δ
cos hˆ cosϕ
wenn τS > 180◦
arccos
sin hˆ sinϕ − sin δ
cos hˆ cosϕ
wenn τS ≤ 180◦
(2.3.175)
Damit sind alle unbekannten Größen definiert, und die Ermittlung der direkten Strahlung für
beliebig ausgerichtete Flächenelemente ist möglich.
Die diffuse Strahlung kann mit nachstehender Gleichung 2.3.176 ermittelt werden [3]:
ˆ˙qDif,N = χ
(
S − ˆ˙qDir,N
)
sin hˆ (2.3.176)
Der Korrekturfaktor χ gibt an, wie groß der Anteil der ungestörten Normalstrahlungsintensi-
tät S abzüglich der normalen direkten Strahlung ˆ˙qDir,N ist, der durch die Trübung bedingt als
diffuse Strahlung auf die Erdoberfläche treffen kann. Nach [38] kann ein Wert von ca. 0,33
angenommen werden. Für das Flächenelement läßt sich die diffuse Strahlung in Abhängig-
keit vom Neigungswinkel βW definieren [61]:
ˆ˙qDif = 0, 5 (1, 0 + cosβW ) ˆ˙qDif,N (2.3.177)
Ausführliche Darstellung und Erläuterungen zu hier an dieser Stelle nicht genannten Verein-
fachungen und Annahmen wurden von ARNOLD in [3] durchgeführt.
2.3.7. Lösungsverfahren
2.3.7.1. Diskretisierung der Differentialgleichungen
Eine analytische Lösung der Differentialgleichungssysteme beschränkt sich auf wenige
spezielle Einzelfälle mit konkreten, meist akademisch definierten Randbedingungen. In [31]
konnte HÄUPL die dafür notwendigen Herleitungen darstellen. Dem Vorteil einer anders
3 Der Himmelsmeridian ist der Vollkreis über den Kulminationspunkt und dem Zenit des
Beobachters.
4 Die Vertikalebene ist der Vollkreis über Zenit bzw. Nadir des Beobachters und dem schein-
barern Standpunkt der Sonne
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nicht erreichbaren Genauigkeit der Ergebnisse steht der Verlust der Allgemeingültigkeit als
Nachteil gegenüber. Will man diese erreichen, kann ein numerisches Verfahren angewendet
werden.
Die Lösung der Differentialgleichungssysteme erfolgt hier mit Hilfe der FEM. Dazu werden
die Gleichungen mit einer ortsabhängigen Testfunktion w = f(x, y, z) multipliziert. Wen-
det man den GREEN’schen Integralsatz auf die zusammengefaßten Divergenz-Terme der
Masse- und Energiebilanz in den Gleichungen 2.3.92 und 2.3.119 an, können die Randbe-
dingungen berücksichtigt werden:
−(λWW gradN Θ + λWT gradN T ) = ˆ˙m2.Art + β¯
(
ΘO − Θ¯U
) (2.3.178)
−(λTT gradN T + λTW gradN Θ) = ˆ˙q2.Art + α (tO − tU ) (2.3.179)
Damit ist eine neue Definition der Differentialgleichungen für die Masse- und Energiebilanz
möglich (vgl. Gleichung B.1.1 und B.2.1 im Anhang).
Im nächsten Schritt wird eine geeignete Ansatzfunktion für die Zustands- und Stoffgrößen
gesucht. Für die Temperatur soll die nachstehende Gleichung gelten:
T (x, y, z, τ) ≈
n∑
i=1
wi(x, y, z) Ti(τ) (2.3.180)
Für die eindimensionale Betrachtung bietet sich die Verwendung einer linearen ortsabhän-
gigen Ansatzfunktion [4] an. Für ein definiertes Element mit den Knoten i und j sollen die
Temperaturen und die x-Koordinate bekannt sein. Will man mit Hilfe dieser Informationen
eine allgemeine und gleichzeitig einfache Beziehung aufstellen, um auch die Temperaturen
zwischen den Knoten i und j zu beschreiben, kann folgende Gleichung für den ebenen
Anwendungsfall verwendet werden:
T = Ni Ti + Nj Tj
=
xj − x
xj − xi Ti +
x − xi
xj − xi Tj
= N T
(2.3.181)
Die allgemeine Form von Gleichung 2.3.181 ist für die Anwendung der FEM in der Gleichun-
gen 2.3.182 aufbereitet.
N =
(
Ni Nj
)
=
(
1 − x
l
x
l
)
NT =
(
Ni
Nj
)
=
1 − xlx
l

(
∂N
∂x
)
=
(
−1
l
1
l
)
(
∂N
∂x
)T
=
−1l1
l

(2.3.182)
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In analoger Art und Weise kann Gleichung 2.3.181 auf die Zustands- und Stoffgrößen an-
gewendet werden:
Θ = N Θ ι = N ι
λWW = N λWW cWW = N cWW
λWT = N λWT cWT = N cWT
λWW = N λWW cWW = N cWW
λTW = N λTW cTW = N cTW
(2.3.183)
Verwendet man für die in den Gleichungen B.1.1 und B.2.1 benutzte Testfunktion w gleich-
falls die in Gleichung 2.3.181 dargestellte ortsabhängige Ansatzfunktion N, kann die Inte-
gralformulierung der Masse- und Energiebilanz für ein Element definiert werden (vgl. Glei-
chung B.1.2 und B.2.2 im Anhang).
Im darauffolgenden Schritt werden alle gleichartigen Terme sortiert und entsprechend ihrer
Abhängigkeit zusammengefaßt. Damit entsteht die kurze und übersichtliche Matrizendar-
stellung:
CTT T˙ + KT T = FT − CTW Θ˙ − CTI ι˙ (2.3.184)
n∑
E=1
(
CTTE T˙E + KTE TE
)
=
n∑
E=1
(
FTE − CTWE Θ˙ − CTIE ι˙
)
(2.3.185)
Die Matrizen können nur für die einzelnen Elemente definiert werden. Sie werden lokale
Matrizen genannt. Die Kopplung dieser miteinander beschreiben das gesamte diskretisierte
Gebiet. Es entstehen durch die benachbarten Knoten der Elemente die jeweiligen System-
matrizen. Deren Größe ist von der Art (Bandweite) und der Diskretisierung der Struktur
abhängig.
Im Anhang C sind die Integrale für die jeweiligen Differentialgleichungen definiert und für
den eindimensionalen ebenen Fall gelöst. Für die Lösung der zweidimensionalen Matrizen
kommt das GAUSS’sche Integrationsverfahren zur Anwendung. Dort kann über die Anzahl
der Gauß-Punkte die Güte der Integration gesteuert werden. Die entsprechende Herleitung
kann aus [18] entnommen werden.
2.3.7.2. Zeitintegration
Bei der instationären Feldberechnung mit starken Nichtlinearitäten der Stoffwerte spielt die
Auswahl eines optimalen Zeitintegrationsverfahren eine bedeutende Rolle. Im Hinblick auf
den algebraischen Aufwand und die Möglichkeit einer Zeitschrittweitenautomatik empfiehlt
es sich, Einschritt-Θ-verfahren mit linearen Ansätzen zu verwenden.
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Abb. 2.3.11: Lineare Zeitintegration
Diese Methode bietet neben einer leichten Umsetzung in Programmiersprachen auf Grund
ihrer relativ guten Überschaubarkeit auch einen vertretbaren Aufwand bei hinreichender Ge-
nauigkeit. Durch Einführung des Gewichtsfaktors5 Υ kann nach Abb. 2.3.11 der Zusam-
menhang der Temperaturen zu den beiden Zeitpunkten τ1 und τ2 linear vereinfacht werden.
Damit ist es möglich, die Beziehungen in den Gleichungen 2.3.186 und 2.3.187 am Beispiel
der Energiebilanz zu vereinbaren.
Zeitpunkt τ1
CTT T˙1 + KT1 T1 = FT1 − CTW Θ˙1 − CTI ι˙1 (2.3.186)
Zeitpunkt τ2
CTT T˙2 + KT2 T2 = FT2 − CTW Θ˙2 − CTI ι˙2 (2.3.187)
Die Gleichung 2.3.186 wird mit (1 − Υ) und die Gleichung 2.3.187 wird mit Υ multipliziert.
Die Addition beider Gleichungen ergibt nachstehendes Rekursionsschema:
CTT
[
(1 − Υ) T˙1 + Υ T˙2
]
+ (1 − Υ) KT1 T1 + Υ KT2 T2 =
(1 − Υ) FT1 + Υ FT2 − CTW
[
(1 − Υ) Θ˙1 + Υ Θ˙2
]
−
− CTI [(1 − Υ) ι˙1 + Υ ι˙2]
(2.3.188)
Für die zeitlichen Ableitungen der Feldgrößen kann folgende Linearisierung zur Anwendung
5 Der Gewichtsfaktor soll hier mit Υ bezeichnet werden, obwohl in der Literatur (z.B. [83])
Θ verwendet wird. Damit ist eine Verwechslung mit dem Potential Θ ausgeschlossen.
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kommen:
T˙Υ = (1 − Υ) T˙1 + Υ T˙2 = T2 − T1∆τ
Θ˙Υ = (1 − Υ) Θ˙1 + Υ Θ˙2 = Θ2 − Θ1∆τ
ι˙Υ = (1 − Υ) ι˙1 + Υ ι˙2 = ι2 − ι1∆τ
(2.3.189)
Damit ist die Integrationsvorschrifft für die Energiebilanz formulierbar (2.3.190).(
CTT + ∆τ Υ KT2
)
T2 =
(
CTT − ∆τ (1 − Υ) KT1
)
T1 +
+ ∆τ
(
(1 − Υ) FT1 + Υ FT2
) −
− CTW
(
Θ2 − Θ1
) −
− CTI
(
ι2 − ι1
) (2.3.190)
In analoger Form ist der Zeitintergrationsalgorithmus für die Massebilanz zu entwickeln:(
CWW + ∆τ Υ KΘ2
)
Θ2 =
(
CWW − ∆τ (1 − Υ) KΘ1
)
Θ1 +
+ ∆τ
(
(1 − Υ) FΘ1 + Υ FΘ2
) −
− CWT
(
T2 − T1
) −
− CWI
(
ι2 − ι1
) (2.3.191)
2.3.7.3. Lösung der Gleichungssysteme
Die Rekursionsschemata der Masse- und Energiebilanz bilden jeweils das lineare inhomo-
gene Gleichungssystem in Gleichung 2.3.192. Die Systemmatrix A hat die Dimension der
unbekannten Knoten n und besitzt eine Bandstruktur.
A x = R (2.3.192)
Die Größe der Bandbreite richtet sich nach der Numerierung der Knoten in den Elemen-
ten. Während bei der eindimensionalen Lösung der Differentialgleichungen definitionsge-
mäß immer eine tridiagonale Form entsteht, ist bei einem mehrdimensionalen Problem die
Bandweite vom Geschick des Anwenders bzw. von der Qualität des Netzgenerators abhän-
gig.
Eine Sonderrolle spielt die explizite Form der Zeitintegration. Unter der Voraussetzung, daß
eine kondensierte Kapazitätsmatrix verwendet wird, entsteht eine Systemmatrix, in welcher
nur die Hauptdiagonale besetzt ist. Alle anderen Elemente längs der Hauptdiagonale ver-
schwinden. Damit gestaltet sich die Lösung des Gleichungssystemes denkbar einfach:
xk =
ak
Ak,k
; k = 1, n (2.3.193)
Bei Verwendung der impliziten Darstellung der Zeitintegration muß ein direkter oder iterativer
Algorithmus zur Lösung des linearen Gleichungssystemes genutzt werden. Der Vorteil der
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direkten Methode ist die exakte Lösung. Der Nachteil liegt aber im teilweise sehr großen Be-
rechnungsaufwand. Als Beispiele können das CHOLESKY-Verfahren, das GAUSS-JORDAN-
Verfahren und die Methode der Pivotisierung genannt werden[12]. Durch Faktorisierung
(Dreieckszerlegung) der Systemmatrix A wird hier die Gleichung 2.3.192 in eine äquivalen-
te Form überführt:
R x = r (2.3.194)
Aufgrund der oberen Dreiecksform der MatrixR kann der Lösungsvektor auf rekursivem We-
ge ermittelt werden. Die einzelnen Verfahren unterscheiden sich in der Art der Ermittlung
der Dreieckszerlegung. Bei Einhaltung bestimmter Kriterien können auch zugeschnittene
Methoden angewendet werden. Liegt eine tridiagonale Bandstruktur wie im eindimensiona-
len Fall vor (vgl. Gleichung 2.3.195), ergibt die Dreieckszerlegung eine bidiagonale Matrix
R, die die Ermittlung des Lösungsvektors vereinfacht.
A =

A11 A12
A21 A22 A23
A32 A33 A34
.
.
.
.
.
.
.
.
.
An−1n−2 An−1n−1 An−1n
Ann−1 Ann

(2.3.195)
Bei der Aufstellung der Systemmatrizen für den zweidimensionalen Fall entsteht zwar auch
dort eine Bandstruktur, aber eine Lösung mit einem direkten Verfahren ist hier nicht emp-
fehlenswert. Der Rechenzeitaufwand wächst in Abhängigkeit vom verwendeten Verfahren
mit der Anzahl der Unbekannten und damit der Bandweite. Nach [12] ist die Anzahl der Re-
chenschritte proportional zu n3. Die iterativen Verfahren können unter den hier vorliegenden
Bedingungen einen geringeren Aufwand erbringen. Zu den bekanntesten iterativen Verfah-
ren zählen die Gesamtschritt- bzw. Einzelschrittalgorithmen oder aber das Relaxationsver-
fahren. Mit Hilfe eines Startvektors wird die Lösung schrittweise bis zum Erreichen einer ge-
wünschten Genauigkeit verbessert. Für die zweidimensionale Lösung der Gleichungssyste-
me kommt das Iterationsverfahren in Einzelschritten mit Relaxation zur Anwendung, wobei
der Relaxationskoeffizient bei fortlaufender Iteration jeweils neu angepaßt wurde (Adaptives
SOR-Verfahren). Der entsprechende Quellcode ist aus [12] entnommen und angepaßt wor-
den. Bei bestimmten Problemstellungen konnte keine Konvergenz im Lösungsalgorithmus
erzielt werden. Dieses Problem trat insbesondere bei einem Wechsel der Randbedingungen
(Schlagregen) auf. In diesem Fall mußte die Zeitschrittweite soweit verringert werden, daß
der Sprung in den Randbedingungen kleiner ausfällt.
2.3.7.4. Zeitschrittweitensteuerung
In [83] wurde ein Modell für eine Zeitschrittweitenautomatik vorgestellt, welches mit un-
wesentlichen Änderungen auf die Behandlung der Differentialgleichungssysteme angepaßt
werden konnte. Ausgangspunkt für die Herleitung ist die Zeitintegrationsformel 2.3.190.
Das Grundprinzip der automatischen Zeitsteuerung besteht darin, daß mit einer möglichst
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optimalen Zeitschrittweite die Rechnung gestartet wird. Die Richtigkeit bzw. die ausreichen-
de Genauigkeit der damit ermittelten Feldgrößen wird im nachfolgenden Schritt über eine
Fehleranalyse überprüft. Entspricht die Zeitschrittweite den festgelegten Kriterien, kann
der neue Zeitschritt begonnen werden. Ist ein Zeitpunkt erreicht, der in der Eingabe als
Ausgabezeitpunkt definiert wurde, kann diese nun erfolgen. Bei der Berechnung der Zeit-
schrittweite muß jedoch darauf geachtet werden, daß diese die Zeitspanne zur nächsten
Ausgabe nicht überschreitet. Wird mit zeitabhängigen Randbedingungen oder Stoffwerten
gerechnet, darf die maximale Zeitschrittweite nicht größer als die kleinste Zeitdiskretisierung
dieser sein (bei Wetterdaten meist 3600 s).
Das beschriebene Modell konnte in drei Programmsystemen umgesetzt werden. Das Pro-
gramm TFE ist die eindimensionale Anwendung für eine Wand, das TYPE 158 als Pro-
grammmodul von TRNSYS die eindimensionale Nutzung des Modells für beliebig viele Wän-
de und das Programm TFE2D im Programmsystem ROBDIS die zweidimensionale Umset-
zung.
2.3.8. Konvergenzverhalten
Das Konvergenzverhalten des vorgestellten Modelles für die Berechnung der Temperatur-
, Feuchte- und Eisverteilung wird maßgeblich durch die Stoffwerte bestimmt. Sprunghafte
Reaktionen auf die Zustandsgrößen, wie sie im Anhang D bei einigen Stoffgrößen erkennbar
sind, beschleunigen eine Divergenz, die sich nur durch eine Reduzierung der Zeitschrittwei-
te verringern läßt. Gleiches läßt sich bei schnellen Veränderungen der Randbedingungen
zeigen, wie sie beispielsweise bei der Simulation von Schlagregen auftreten kann.
Besonders instabil reagiert das Modell, wenn es zum Gefrieren bzw. Tauen kommt und
die Schmelzenthalpie in Gleichung 2.3.107 berücksichtigt werden muß. Im weiteren wird
deshalb auf die Verwendung dieser verzichtet. Sollen genauere Aussagen zum Gefrieren
gemacht werden, so kann z.B. das Verfahren von XU in [86] angewendet werden. Dies
bedeutet jedoch einen verhältnismäßig großen numerischen Aufwand, der die Rechenge-
schwindigkeit sichtbar verringert und schnelle Analysen verhindert. Innerhalb einer Gebäu-
desimulation spielt die genaue Kenntnis der zeitlichen und örtlichen Position von gebildetem
Eis nur eine untergeordnete Rolle. Andere Phänomene wie Puffervermögen der Innenput-
ze, Kondensationsbreite im Bauwerk und ähnliches besitzen in diesem Falle einen höheren
Informationsgehalt. Durch die Vernachlässigung der im gebildeten Eis gebundenen Energie
wird das Gefrieren und Schmelzen physikalisch falsch simuliert. Ohne die Berücksichtigung
der Schmelzenthalpie in der Energiebilanz wird der Gefrierprozeß beschleunigt. Dies ent-
spricht einer Prognose, die aus Sicht der Eisbildung als optimistisch einzuordnen ist. Alle
auf dieser Basis getroffenen Aussagen zum Eisgehalt können somit als voraussichtliche
Warnung interpretiert werden.
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3.1. Das Heizungs-Anlagenmodul in TRNSYS
(Modellbeschreibung)
3.1.1. Allgemeines
Die Simulation einer Heizungsanlage als Kombination aus Anlage-Gebäude-Nutzer war bis
dato in TRNSYS nur schwer möglich. Es waren zwar Module für einzelne Problemstellun-
gen vorhanden (Rohr, Heizkörper mit und ohne Thermostatventil [80][82]), jedoch erfüllten
diese nur Teilaufgaben. Dabei wurde die hydraulische Berechnung entweder vollständig
vernachlässigt bzw. nur unter idealen Bedingungen berücksichtigt. Für die Bewältigung ei-
ner größeren Aufgabenstellung mußte die Kopplung über die Definition in der Eingabedatei
von TRNSYS erfolgen. Hier waren jedoch gewisse Grenzen vorgegeben. So durften in der
Version 13.1 nur 65 Units (entspricht einem Aufruf einer Subroutine) bzw. bei der Version
14.1 75 Units verwendet werden. Damit war es nur möglich, relativ kleine Heizungsnetze
zu berechnen, bzw. es konnten nur Ergebnisse durch eine Trennung von hydraulischen und
thermischen Berechnungen unter Vereinfachungen ermittelt werden.
Aufgabenstellung war es somit, ein allgemeingültiges Unterprogramm für TRNSYS zur
Untersuchung des hydraulisch-thermischen Verhaltens eines Heizungsnetzes zu schaffen.
Dieses Modul soll direkt mit dem bereits vorhandenen Gebäudemodell TYPE 56 thermisch
gekoppelt sein. Damit sind an das Heizungssimulationsprogramm folgende Forderungen
gestellt und umgesetzt worden:
• Allgemeingültigkeit
Das Modell sollte unabhängig von der Art der Heizungsverlegung anwendbar sein.
• gekoppelte Wärmeabgabe
Gleichzeitig mit der hydraulischen Berechnung soll eine Berechnung der thermischen
Verhältnisse innerhalb des Netzes erfolgen. Nur so ist eine Berücksichtigung des ther-
modynamischen Umtriebsdruckes und der Regelung durch Thermostatventile mög-
lich.
• einfache Bedienung
Die Eingabevorschrift sollte leicht verständlich aufgebaut sein. Nachträgliche Verän-
derungen müssen mit vertretbarem Aufwand möglich sein.
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• einfache und problemorientierte Aufbereitung der Daten
Bei der Simulation entsteht eine große Datenbasis. Durch die Anwendung frei definier-
barer Filter können diese für die Rechnungsauswertung gezielt aufbereitet werden.
• modularer Aufbau
Ähnlich wie TRNSYS sollen nachträgliche Modellveränderungen und/oder -
erweiterungen problemlos möglich sein.
Die Simulation des Verhaltens von Regeleinrichtungen (Stell- und/oder Thermostatventile)
ist im TYPE 57 möglich. Deren Modellbeschreibung soll jedoch nicht Bestandteil dieser Ar-
beit sein. Die Einbindung wurde von NEUBERT in [64],[63] bzw. in [17] ausführlich erläutert.
3.1.2. Heizungsnetz
Entsprechend der Aufgabenstellung wurde ein neues Unterprogramm für TRNSYS ent-
wickelt. In Abb. 3.1.1 ist der Programmablaufplan (PAP) für das TYPE 57 dargestellt. Zum
Start der Simulation ist zunächst die Netzdatei einzulesen. Diese ist eine zusätzliche ex-
terne ASCII-Datei, die ähnlich wie beim TYPE 56 unabhängig von der Haupteingabedatei
(*.dek) von TRNSYS erstellt wird. In ihr kann der Anwender sein Heizungsnetz definieren.
Der Aufbau der Datei ist an bestimmten Schlüsselblöcken orientiert. Als erstes muß der An-
wender die Knoten und Teilstrecken definieren. Knoten sind geometrische Orte, die durch
ihre Koordinaten charakterisiert sind. Teilstrecken sind Verbindungen zwischen den Knoten.
Sie können als Rohr bzw. als Heizkörper berechnet werden.
Wird die Teilstrecke außerhalb vom TYPE 57 modelliert, so muß diese als extern definiert
sein. Hier kann sie beispielsweise als Fußbodenheizung, Warmwasserbereiter oder ähnli-
ches berechnet werden. Übergabeparameter von externen Teilstrecken zum TYPE 57 sind
die Rücklauftemperatur, die abgegebene Wärme, der hydraulische Widerstand und der ther-
modynamische Umtriebsdruck, welcher auch als zusätzliche Pumpe genutzt wird. Der Ma-
schengenerator bildet aus der Definition der Teilstrecken eigenständig die Maschen. Die
Besonderheit jeder gefundenen Masche besteht darin, daß sie alle am ersten Knoten (Ein-
speisung) beginnen und am letzten Knoten des Netzes enden. Mit Hilfe der Maschen wird
die Massestromverteilung für das gesamte Netz berechnet. Aus der Massestromverteilung
können anschließend die Wärmeabgabe, die Rücklauftemperatur und die hydraulischen Wi-
derstände ermittelt werden. Ist die thermische Berechnung des Netzes abgeschlossen, wer-
den die Umtriebsdrücke und die Hubstellungen der geregelten Ventile definiert. Nach der
Konvergenz der Masseströme bzw. der Raumtemperaturen ist der Zeitschritt abgeschlos-
sen.
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n e u e r  Z e i t s c h r i t t
G e b ä u d e m o d u l
( T Y P E  5 6 )
V e r g l e i c h  d e r  
R a u m t e m p e r a t u r e n
B e r e c h n u n g  d e r
M a s s e s t r o m v e r t e i l u n g
B e r e c h n u n g  d e r
W ä r m e a b g a b e  
R ü c k l a u f t e m p e r a t u r
W i e d e r s t a n d s b e i w e r t e
V e r g l e i c h  d e r  
M a s s e s t r ö m e
U n t e r s c h i e d ?
U n t e r s c h i e d ?
M a s c h e n s u c h e r
B e r e c h n u n g  d e s
U m t r i e b s d r u c k
E i n l e s e n
N e t z d a t e i
B e r e c h n u n g  d e r  V e n t i l e
N e i n
J a
N e i n  J a
Abb. 3.1.1: Programmablaufplan für die Simulation einer Heizungsanlage
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3.1.2.1. Netzgenerator
Ein automatisierter Netzgenerator ist für eine schnelle Aufstellung des Gleichungssystemes
notwendig.
Er sollte folgende Daten bereitstellen:
• Anzahl der Knoten
• Anzahl der Teilstrecken
• Anzahl und Nummern der Teilstrecken, die in jedem Knoten als Eingang bzw. Ausgang
definiert sind
• Anzahl der Maschen
• Bereitstellung aller Teilstrecken, die zu einer Masche gehören.
Funktionsweise:
Der Ausgangspunkt für die Netzgenerierung ist die Topologiematrix. In ihr ist definiert, wel-
che Knoten durch eine Teilstrecke verbunden sind. Es ist bei der Eingabe darauf zu achten,
das eine mögliche Strömungsrichtung konsequent vom ersten bis zum letzten Knoten des
Heizungsnetz eingehalten wird. Ein Heizungsnetz ist charakterisiert durch einen Eingangs-
und einen Ausgangsknoten. Die erste Aufgabe des Netzgenerators besteht darin, diese
beiden Knoten aus der Topologiematrix zu ermitteln. Dazu untersucht er jeden definierten
Knoten auf mögliche Ein- und Ausgänge. Der Knoten, der keinen Eingang besitzt, ist somit
der Eingangsknoten für das Heizungsnetz und analog der Knoten, der keinen Ausgang hat,
ein Ausgangsknoten. Wird mehr als ein Eingangsknoten im Netz gefunden, so bricht der
Netzgenerator die Rechnung mit einer Fehlermeldung ab. Die Kontrolle der Ausgangskno-
ten entscheidet über die Art des zu simulierenden Netzes. Wurde nur ein Ausgangsknoten
gefunden, handelt es sich um ein konventionelles Heizungsnetz, andernfalls kann es sich
um eine Warmwasserverteilung handeln. In dem Falle müssen sich entsprechende Arma-
turen im Netz befinden, um eine Fehlermeldung zu vermeiden.
Parallel dazu werden für jeden Knoten die Anzahl und Nummern der Teilstrecken, die als
Eingang bzw. Ausgang definiert werden, in bereitgestellte Vektoren gespeichert. Der zweite
Schritt besteht darin, alle möglichen Maschen innerhalb des Netzes zu erkennen. Der Netz-
generator untersucht die dazugehörige Teilstrecke auf mögliche Ausgänge und registriert
diese für eine weitere Maschensuche, bevor ein noch nicht abgearbeiteter Ausgang aus-
gewählt wird. Die Teilstrecke, die zu dem gefundenen Ausgang zugehörig ist, wird analog
behandelt. Dieser Algorithmus wird solange durchgeführt, bis der Ausgangsknoten der ge-
rade untersuchten Teilstrecke mit dem Ausgangsknoten des Netzes identisch ist oder aber
die Teilstrecke eine Auslauf-Armatur besitzt. Damit ist die erste Masche gefunden, und es
müssen alle weiteren noch nicht abgearbeiteten Ausgänge untersucht werden. Erst wenn
alle Teilstrecken durch Maschen beschrieben sind, ist die Maschensuche abgeschlossen
und alle erforderliche Daten stehen zur weiteren Bearbeitung zur Verfügung.
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Die nächste Aufgabe des Netzgenerators besteht darin, alle in Reihe geschalteten Teil-
strecken zusammenzufassen. Damit kann der numerische Aufwand für die Ermittlung der
Massestromverteilung minimiert werden. Ergebnis ist eine optimierte Topologiematrix, die
nur aus parallel geschalteten Teilstrecken besteht. Für diese muß wiederum eine Maschen-
suche gestartet werden. Ist diese beendet, stehen somit zwei verschiedene Topologie-
matrizen und ihre Maschen zur Verfügung - die nicht optimierte Topologiematrix mit ihren
Maschen für die thermische Behandlung des Netzes und die optimierte Matrix mit ihren Ma-
schen für die hydraulische Berechnung des Netzes. Dies alles geschieht unbemerkt vom
Anwender, da die Massestromverteilung des optimierten Netzes wieder auf die vom Benut-
zer gewählten Teilstreckennummern aufgeteilt wird.
Optional kann der Anwender die Geschwindigkeit der Rechnung durch die Wahl des Ver-
fahrens zur Ermittlung der hydraulischen Zustände beeinflussen. Es werden dabei prinzipi-
ell die Widerstandsmethode und die Maschenmethode (Lösung Gleichungssystem) unter-
schieden. Während erstere nur für unvermaschte Netze anwendbar ist (s. Abb. 3.1.2), ist
die Ermittlung der Massestromverteilung mittels der Knoten und Maschenbilanz universell
einsetzbar. Diese Methode ist jedoch mit einem erhöhten Berechnungsaufwand verbun-
den. Auf beide Verfahren soll in der weiteren Modellbeschreibung noch näher eingegangen
werden. Ist jedoch die Widerstandsmethode anwendbar und vom Nutzer gewählt, muß der
Netzgenerator alle Reihen- und Parallelschaltungen des Netzes finden und für die laufende
Massestromberechnung bereitstellen.
a) vermaschtes Netz
b) unvermaschtes Netz
wider.ds4-1
Abb. 3.1.2: Darstellung eines vermaschten und unvermaschten Netzes
Werden größere Netze untersucht und ist eine Berechnung mittels der Widerstandsmethode
nicht anwendbar, bietet der Netzgenerator die Möglichkeit, das Heizungsnetz in ein Verteiler-
oder Hauptnetz und in eine beliebige Anzahl von Nebennetzen zu unterteilen. Mittels die-
ser Art der Gebietszerlegung kann die Lösung des Gleichungssystem durch Teilung extrem
beschleunigt werden. Ausgenutzt wird dabei die Tatsache, daß die Rechenzeit des ver-
wendeten Gleichungssystemlösers mit Anzahl der Unbekannten stark ansteigt. Dazu muß
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vom Anwender die Trennung zwischen Haupt- und Nebennetz vorgegeben werden. An-
hand dieser Informationen behandelt der Netzgenerator die dadurch entstandenen Netze in
der schon beschriebenen Art und Weise, um die benötigten Daten für die hydraulische und
thermische Berechnung zu erhalten.
Alle auf diesem Wege ermittelten Daten werden in geeigneter Form im Hauptspeicher des
verwendeteten Rechners gespeichert, so daß während der Simulation darauf zurück gegrif-
fen werden kann.
3.1.2.2. Ermittlung der Massestromverteilung
Der allgemeine Ansatz für die Druckverlustberechnung einer beliebigen Teilstrecke ist mit
nachstehender Gleichung gegeben:
∆pV = b m˙n (3.1.1)
Der Exponent n liegt zwischen 1,8 und 2,0. Zur Vereinfachung wird eine quadratische Ab-
hängigkeit für alle Teilstrecken angenommen, so daß n im weiteren den Wert 2,0 erhalten
soll.
Für ein komplettes Rohrnetz muß Gleichung 3.1.1 für alle Maschen aufgestellt werden:
∆pV 1 =
nTS,m(1)∑
i=1
(
b m˙2
)
kTS(i,1)
= ∆pG1
.
.
. =
.
.
.
∆pV nM =
nTS,m(nM )∑
i=1
(
b m˙2
)
kTS(i,nM )
= ∆pGnM (3.1.2)
In der Regel sind die Maschengleichungen zur Bestimmung des gesuchten Massestromes
nicht ausreichend. Zusätzlich werden Knotenbilanzen gebildet. Die Anzahl der notwendi-
gen Gleichungen hängt vom verwendeten Rohrnetz ab und kann mittels Gleichung 3.1.3
bestimmt werden.
kGL = nTS − nM (3.1.3)
Zum Aufstellen der Knotengleichungen wird die Massenbilanz in einem Netzknoten (Glei-
chung 3.1.4) verwendet.
kE(kn)∑
i=1
m˙E(kn,i) −
kA(kn)∑
i=1
m˙A(kn,i) = 0 (3.1.4)
Die Beziehungen 3.1.1 und 3.1.4 ergeben eine Kombination aus linearen und nichtlinearen
Gleichungen, die an einen speziell für dieses Problem angepaßten Gleichungssystemlöser
aus [12] übergeben werden. Dieser arbeitet mittels des NEWTON- Verfahrens und soll nicht
weiter beschrieben werden. Dem Druckverlust in Gleichung 3.1.1 steht der Drucksprung
(Druckgewinn) der Masche ∆pG,M gegenüber:
∆pG,M = ∆pPumpe + ∆pUmtrieb,M + ∆pPumpe,dezentral,M (3.1.5)
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Er setzt sich aus verschiedenen Komponenten zusammen. Da die Maschen immer vom
Eingangs- zum Ausgangsknoten gebildet wurden, geht primär der Drucksprung der Haupt-
pumpe ∆pPumpe und sekundär der thermodynamische Umtriebsdruck der einzelnen Teil-
strecken der Masche ∆pUmtrieb,M (Gleichung 3.1.6) und der Drucksprung der zusätzlichen
Nebenpumpen (dezentrale Pumpen) ein. Für jede Masche muß die Druckdifferenz separat
ermittelt werden.
∆pUmtrieb,M =
nTS,m(M)∑
i=1
[(%W (tAi)− %W (tEi)) g (zAi − zEi)] (3.1.6)
Der Vorteil der gewählten Darstellung der Maschen besteht darin, daß bei verschwindend
kleinen Masseströmen in einer oder mehreren Teilstrecken die Masche trotzdem definiert ist.
Würde man versuchen die Maschen, auf eine Minimierung der Anzahl der Teilstrecken zu
optimieren, ist es durchaus möglich, daß die Masche aus der Gesamtbilanz ausgegliedert
werden muß. Eine Neuformulierung des Gleichungssystem ist dann notwendig.
Das beschriebene Verfahren bietet den Vorzug, daß es für beliebig gestaltete Netzformen
anwendbar ist. Der Nachteil ist die zeitaufwendige Lösung des Gleichungssystems. Eine
andere Möglichkeit der Ermittlung der Massestromverteilung innerhalb des Heizungsnetzes
besteht in der Anwendung der Analogie zur Elektrotechnik. Hier werden die Gesetze der
Parallel- und Reihenschaltung von Widerständen ausgenutzt. Dazu müssen die hydrauli-
schen Widerstände der einzelnen Teilstrecken bekannt sein. Ist dies gegeben, muß das
Heizungsnetz solange durch Ersatzwiderstände abgebildet werden, bis letztlich ein einziger
Gesamtwiderstand für das Heizungsnetz übrigbleibt. Dieses Verfahren ist nur bei Vernach-
lässigung der Umtriebsdrücke und bei Nichtvorhandensein von Nebenpumpen anwendbar.
An einem kleinem Beispiel in Abbildung 3.1.3 ist die Herangehensweise demonstriert.
a)
b)
c)
wider.ds4-2
Abb. 3.1.3: Ersatzschaltung für die Widerstandsmethode
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Für die Reihenschaltung wird Gleichung 3.1.7 als einfache Addition genutzt.
bGes,Reihe = b1 + b2 + · · ·+ bn (3.1.7)
Für die Parallelschaltung muß nachstehende Gleichung verwendet werden:
bGes,Parallel =
1(
1√
b1
+
1√
b2
+ · · ·+ 1√
bn
)2 (3.1.8)
Über dem Gesamtwiderstand liegt der Pumpendruck des Heizungsnetzes an. Durch Um-
stellen der Gleichung 3.1.1 kann dann der Gesamtmassestrom des Heizunganlage ermittelt
werden:
m˙Ges =
√
∆pGes
bGes
(3.1.9)
b2
b1
wider.ds4-3
Abb. 3.1.4: Parallelschaltung
Ist der Gesamtmassestrom bekannt, kann damit und mit der Kenntnis der einzelnen Parallel-
und Reihenschaltungen die Massestromverteilung der Teilstrecken berechnet werden. Da-
bei haben in Reihe geschaltete Teilstrecken den gleichen Massestrom, während bei der
Parallelschaltung Gleichung 3.1.10 unter Beachtung von Abbildung 3.1.4 angewendet wird.
m˙1 = m˙Ges
√
bGes
b1
m˙2 = m˙Ges − m˙1 (3.1.10)
Ist der Massestrom der letzten Teilstrecke auf diesem Wege ermittelt, ist der Algorithmus
beendet und die Massestromverteilung bekannt.
Der Rechenaufwand des Gleichungssystemlösers ist von der Teilstreckenanzahl abhängig.
Dies bedeutet, daß größere Heizungsanlagen mit dem beschriebenen Modell mit vertretba-
ren Aufwand nicht simulierbar sind und der Gleichungssystemlöser nur relativ kleine Netze in
der erforderlichen Genauigkeit und Geschwindigkeit berechnen kann. Da der Gleichungssy-
stemlöser schon optimal auf die Problemstellung ausgerichtet ist, besteht eine Möglichkeit
zur Steigerung der Rechengeschwindigkeit darin, die Arbeit des Gleichungssystemlösers
durch eine automatisierte Gebietszerlegung zu optimieren.
Das Gesamtnetz wird dazu in ein Hauptnetz (oder Verteilernetz) und eine beliebige An-
zahl von Nebennetzen aufgeteilt (vgl. Bsp. in Abbildung 3.1.5). Der Rechenalgorithmus
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wird dergestalt geändert, daß in jedem Iterationsschritt zuerst die Massestromverteilung im
Hauptnetz berechnet werden muß. Dazu werden fiktive Teilstrecken (Hilfsteilstrecken) de-
finiert, die als Ersatz für die Teilnetze im Hauptnetz ermittelt werden. Unbekannt für diese
Hilfsteilstrecken ist einzig der hydraulische Widerstand. Durch Anwendung der Gesetze
der Parallel- und Reihenschaltung kann man ihn erhalten. Sind jedoch die Teilnetze ver-
mascht, ist eine Ermittlung des Teilnetzwiderstandes nur über einen Umweg möglich. Dazu
wird ein fiktiver Pumpendruck für das Teilnetz gewählt (bei laufender Rechnung ist dies der
Teilnetzdifferenzdruck aus der vorherigen Rechnung). Mit dessen Hilfe und den aktuellen
hydraulischen Widerständen kann die Massestromverteilung in dem jeweiligen Teilnetz für
diesen Pumpendruck ermittelt werden. Stellt man Gleichung 3.1.9 nach dem Gesamtwi-
derstand um, steht durch Einsetzen des Massestromes m˙Teilnetz und des Pumpendruckes
∆p fiktiv der Gesamtwiderstand bGes des Teilnetzes zur Verfügung.
Nebennetz 1 Nebennetz 2 Nebennetz 3 Nebennetz 4
Hauptnetz
NetztrennungNetztrennungNetztrennung
Gebietst.ds4
Abb. 3.1.5: Beispiel für die Anwendung einer Gebietszerlegung an ei-
nem kleinen Heizungsnetz
Ist das Hauptnetz ermittelt, können mit den berechneten Masseströmen der Hilfsteilstrecken
und den Gesamtwiderständen die fiktiven Pumpendrücke der Teilnetze berechnet werden.
Diese sind Eingangsgröße für die Bestimmung der Massestromverteilung in den Teilnetzen.
Im Anhang G sind einige Netze des TYPE 57 dargestellt.
3.1.2.3. Ermittlung der Temperaturverteilung
Da jede Teilstrecke des Heizungsnetzes mit mindestens einer Teilstrecke verbunden ist,
muß die Bestimmung der Wärmeabgabe und der Rücklauftemperatur der Heizkörper und
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Rohrleitungen maschenweise erfolgen. Begonnen wird mit der ersten Masche. Startpunkt
ist der Einspeiseknoten des Netzes. Hier muß die Vorlauftemperatur tV vom Anwender
definiert sein. Für die erste Masche wird Teilstrecke für Teilstrecke in Abhängigkeit ihrer Art
(Rohr bzw. Heizkörper), die Rücklauftemperatur und die abgegebene Wärme berechnet.
Dies kann solange erfolgen, bis eine Teilstrecke bearbeitet wird, die mehr als einen Eingang
besitzt. An dieser Stelle muß die Bearbeitung der ersten Masche gestoppt werden. Die
zweite Masche wird analog behandelt. Sind an einem Knoten sämtliche Eingänge bekannt,
wird mittels der Mischungsregel (Gleichung 3.1.11) die Vorlauftemperatur für alle Ausgänge
des Knotens bestimmt (Abb. 3.1.6) und die Masche kann bis zu dem Knoten bearbeitet
werden, an dem die Eingangstemperaturen wieder nicht bekannt sind.
tG =
∑n
i=1(m˙ t)E∑n
i=1(m˙)E
=
m˙1t1 + m˙2t2 + · · ·+ m˙ntn
m˙1 + m˙2 + · · ·+ m˙n (3.1.11)
Wenn der letzte Knoten des Netzes erreicht wurde, ist die gesamte Temperaturverteilung im
Netz ermittelt. Die Temperatur am Ausspeiseknoten ist die Rücklauftemperatur des Netzes.
Der Algorithmus ist damit für diesen Iterationsschritt beendet, alle Wärmeströme der Teil-
strecken einer definierten Zone können zusammengefaßt werden. Diese Zonenwärme wird
dann dem Gebäudemodul (TYPE 56) zur Ermittlung der Zonenlufttemperatur übergeben.
mG
mG
m1
m2
m2ϑ1
misch.ds4
ϑ2ϑG
Abb. 3.1.6: Mischungsregel
Sind vom Anwender eine oder mehrere Teilstrecken als extern klassifiziert worden, kön-
nen für diese Teilstrecken die Berechnung der Rücklauftemperatur und der Wärmeabgabe
innerhalb des TYPE 57 entfallen. Diese Werte sind Eingabegrößen und werden bei der
Ermittlung der Zonenwärme und der Temperaturverteilung berücksichtigt.
3.1.3. Rohr
3.1.3.1. Berechnung der Austrittstemperatur (Rohr)
Für die Ermittlung der Rücklauftemperatur eines beliebigen Rohres kann auf Grundlage von
Abbildung 3.1.7 die Energiebilanz aufgestellt werden:
dU
dτ
= H˙E − H˙A − Q˙Ab + Q˙Zu (3.1.12)
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Dazu wird das Rohr in eine hinreichend große Anzahl von Elementen unterteilt. Jedes
Element entspricht einer idealisierten kapazitätsbehafteten Mischkammer.
1 2 3 nn − 2 n − 1
Q A b 1 Q A b 2 Q A b 3 Q A b n − 2 Q A b n − 1 Q A b n
r o h r . d s f
H E H A
Q A b
Q Z u 1 Q Z u 2 Q Z u n − 2 Q Z u nQ Z u 3 Q Z u n − 1
Q Z u
Q Z u , E
Q A b , E
H A , EH E , E
E
Abb. 3.1.7: Energiebilanz im Rohr
Die gespeicherte innere Energie UE eines Rohrelementes ist unter diesen Bedingungen die
zeitliche Änderung der mittleren Rohr-Abschnittstemperatur, multipliziert mit der Kapazität
des Rohrelementes einschließlich der des enthaltenen Wassers:
dUE
dτ
= (mRohr,E cRohr,E + mW,E cW,E)
dtm,E
dτ
(3.1.13)
Die innerhalb der betrachteten Zeitspanne dem Rohrelement entzogene Energie setzt sich
aus dem an die Umgebung durch Strahlung und Konvektion abgeführten Wärmestrom Q˙Ab,E
und dem abtransportierten Enthalpiestrom H˙E,E zusammen:
−H˙A,E − Q˙Ab,E = −m˙W cW,E tR,E − kE AE (tm,E − tU ) (3.1.14)
Der dem Rohrelement zugeführte Wärmestrom Q˙Zu,E kann beispielsweise zur Simulation
einer Rohrheizung verwendet werden (Warmwasserverteilung).
Für den Enthalpiestrom H˙E,E gilt:
H˙E,E = m˙W cW,E tV,E (3.1.15)
Setzt man die Gleichungen 3.1.13, 3.1.15 und 3.1.14 in die Energiebilanz (Glei-
chung 3.1.12), ist die Differentialgleichung für die mittlere Rohrtemperatur tm,E definiert:
(
mRohr,E cRohr,E + mW,E cW,E
)dtm,E
dτ
= m˙W cW,E (tV,E − tR,E) − kE AE (tm,E − tU )
(3.1.16)
Die unbekannte Rücklauftemperatur tR,E läßt sich aus der logarithmischen Übertemperatur
∆t log und der mittleren Rohrtemperatur mit nachstehender Gleichung berechnen:
tm,E − tU = ∆t log = tV,E − tR,E
ln
tV,E − tU
tR,E − tU
(3.1.17)
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Für die Lösung dieser Gleichung ist eine GAUSS/SEIDEL-Iteration ausreichend. Die mathe-
matische Gültigkeit der Gleichung 3.1.17 muß jedoch unbedingt beachtet und durch diverse
Fallunterscheidungen berücksichtigt werden, um einen stetigen Verlauf der Lösung der Dif-
ferentialgleichung 3.1.16 abzusichern. Gleichfalls ist darauf zu achten, daß die Gleichung
nur für kleine Temperaturgradienten gilt. Ist dies nicht der Fall, so ist eine zusätzliche Diskre-
tisierung notwendig. Ein entsprechender Algorithmus wurde in dem Modell implementiert.
Bei der Definition der Differentialgleichung ist die molekulare Wärmeleitung in die und ent-
gegen der Strömungsrichtung vernachlässigt. Bei großen Masseströmen ist nur eine ge-
ringfügige Beeinflussung der Energiebilanz zu erwarten, da der stoffgebundene Energie-
transport dominierend ist. Bei geringen bzw. nicht vorhandenen Masseströmen kann davon
ausgegangen werden, daß der durch die hydraulische Berechnung auch bei geschlossenen
Ventilen vorhandene sehr kleine Sickermassestrom die Wärmeleitung in Strömungsrichtung
hinreichend genau berücksichtigt.
Durch Umformen und Einsetzen der Variablen C1 und C2 erhält man die allgemeine Form
einer partiellen Differentialgleichung erster Ordnung (Gleichung 3.1.18).
dtm,E
dτ
= C1 tm,E + C2 (3.1.18)
mit:
C1 = − kE AE
mRohr,E cRohr,E + mW,E cW,E
(3.1.19)
C2 =
kE AE tU + m˙W cW,E (tV,E − tR,E) + Q˙Zu,E
mRohr,E cRohr,E + mW,E cW,E
(3.1.20)
Gleichung 3.1.18 kann für beliebige Zeitschritte aufgestellt werden. Für die Herleitung des
Verfahrens soll dies für den Zeitschritt τ1 und τ2 geschehen:
(1, 0−Υ) dt
τ1
m,E
dτ
= (1, 0−Υ) Cτ11 tτ1m,E + (1, 0−Υ) Cτ12 (3.1.21)
Υ
dtτ2m,E
dτ
= Υ Cτ21 t
τ2
m,E +Υ C
τ2
2 (3.1.22)
Dabei ist τ1 der vorhergehende Zeitpunkt (bei Beginn der Zeitintegration der Zeitpunkt τ0,
hier gelten die definierten Anfangsbedingungen) und τ2 der zu berechnende Zeitpunkt.
(1, 0−Υ) dt
τ1
m,E
dτ
+Υ
dtτ2m,E
dτ
≈ tm,E
τ2 − tm,Eτ1
∆τ
(3.1.23)
Addiert man die Gleichungen 3.1.21 und 3.1.22 miteinander und setzt für die gewichteten
zeitlichen Ableitungen Gleichung 3.1.23 ein, kann nachstehende Iterationsformel definiert
werden (Gleichung 3.1.24). Als Lösungsverfahren für die Iteration kann der Gauß-Seidel-
Algorithmus verwendet werden.
tm,E
τ =
∆τ ((1, 0−Υ) Cτ−∆τ2 +Υ Cτ2 + (1, 0−Υ) Cτ−∆τ1 tm,Eτ−∆τ ) + tm,Eτ−∆τ
1, 0−Υ ∆τ Cτ1
(3.1.24)
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Mit Hilfe des Wichtungsfaktors Υ sind die bekanntesten Zeitintegrationsverfahren formulier-
bar. Für die weitere Betrachtung wird aufgrund der Stabilität der Lösungen ausschließlich
das rein implizite Verfahren angewendet (Υ=1,0).
Durch die Unterteilung der Rohrleitung in eine vorgegebene Anzahl von Einzelabschnitten
kann das Totzeitverhalten des Rohres besser berücksichtigt werden. Damit wird in die Glei-
chung 3.1.16 als Vorlauftemperatur das Ergebnis der Rücklauftemperatur des vorhergehen-
den Rohrabschnittes eingesetzt. Je feiner die Diskretisierung gewählt wird um so genauer
sind die zu erwartenden Ergebnisse.
3.1.3.2. Berechnung der Wärmeabgabe (Rohr)
In Gleichung 3.1.16 steht der Term kE AE (tm,E − tU ) für den an die Umgebung ab-
gegebenen Wärmestrom, wenn eine quasistatische Berechnung vorausgesetzt wird. Der
Wärmedurchgangkoeffizient kE kann für das Rohrelement mittels der Hohlzylindergleichung
bestimmt werden.
ki =
[
1
αi
+
rRohr,i
λRohr,E
ln
(
rRohr,a
rRohr,i
)
+
rRohr,i
λ Isolierung
ln
(
r Isolierung,a
rRohr,a
)
+
rRohr,i
αar Isolierung,a
]−1
(3.1.25)
In Abhängigkeit der Diskretisierung wird für jedes Teilstück der Rohrleitung der abgegebene
Wärmestrom berechnet und die Summe gebildet.
Startwert für die 
Oberflächentemperatur
Berechnung Wärme-
übergangskoeffizient 
(außen)
Berechnung des 
k-Wert
Berechnung der 
Oberflächentemperatur
Genauigkeit erreicht
Überprüfung der 
Oberflächen-
temperaturen
JN
alpha_a.sg
Abb. 3.1.8: Programmablaufplan zur Bestimmung des äußeren Wärmeübergangsko-
effizienten
Der innere Wärmeübergangskoeffizient αi wird in Abhängigkeit von der Reynoldszahl (Glei-
chung 3.1.37) in laminaren, turbulenten bzw. geglätteten Bereich unterschieden. Der lami-
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nare innere Wärmeübergangskoeffizient ist allein von der Temperatur abhängig [85]:
αi laminar = 4, 18
1, 0 + 0, 003 tm,E◦Cdi
m
 Wm2K (3.1.26)
Im turbulenten Bereich (Re > 2320 ) kommt zusätzlich die Geschwindigkeit w als bestimmen-
de Variable hinzu (Gleichung 3.1.27) [85]. Zur Vermeidung von Instabilitäten während der
Berechnung ist eine lineare Glättung zwischen dem laminaren und dem turbulenten Bereich
im TYPE 57 implementiert (zwischen Re < 1500 und Re < 3000).
αi turbulent = 2035, 0

(
1, 0 + 0, 015
(
tm,E
◦C
)) ( w
m/s
)0,87
(
di
m
)0,13
 Wm2K (3.1.27)
Der äußere Wärmeübergangskoeffizient kann nur auf iterativem Wege ermittelt werden
(Abb. 3.1.8). Die Berechnung erfolgt mit einem gewählten Startwert für die Oberfächen-
temperatur in Abhängigkeit von der Verlegeart (vertikal mit Gleichung 3.1.29 bzw. horizontal
mit Gleichung 3.1.30 nach GLÜCK in [25]) und unter Berücksichtigung der Strahlung:
αS = 5, 6710−8 ε
(
T 2O,E + T
2
U
)
(TO,E + TU )
W
m2K
(3.1.28)
äußerer Wärmeübergangskoeffizient für das vertikale Rohr
αa,V = 1, 6
(∣∣∣∣TO,E − TUK
∣∣∣∣0,3
)
W
m2K
+ αS (3.1.29)
äußerer Wärmeübergangskoeffizient für das horizontale Rohr
αa,H = 1, 23

∣∣∣∣TO,E − TUK
∣∣∣∣
(
0,25 + 0,1
da
m
)
(
da
m
)0,25

W
m2K
+ αS (3.1.30)
Mit Hilfe des neu berechneten k-Wertes des Rohres nach Gleichung 3.1.25 muß die Ober-
flächentemperatur solange berechnet werden (Gleichung 3.1.31), bis die gewünschte Ge-
nauigkeit erreicht wurde.
tO,E =
ki
αa
rRohr,i
r Isolierung,a
(tm,E − tU ) + tU (3.1.31)
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3.1.3.3. Berechnung des hydraulischen Widerstandes (Rohr)
Wird eine Teilstrecke als Rohr definiert, kann der Druckverlust für ein Medium in zwei Anteile
unterteilt werden. Zum einen gilt für den Druckabfall im geraden Rohr die Gleichung 3.1.35,
zum anderen müssen zusätzliche Druckverluste durch Biegungen, Verzweigungen u.ä. mit-
tels der ζ-Werte definiert werden (vgl. Gleichung 3.1.34). Während die Einzelwiderstän-
de im weiteren als Konstante betrachtet werden sollen, ist eine Untersuchung von Glei-
chung 3.1.35 und ihrer Abhängigkeit notwendig.
Druckverlustkoeffizient:
b =
∆pGes
m˙2
(3.1.32)
Gesamt-Druckverlust:
∆pGes = ∆pRohr +∆pζ (3.1.33)
Druckverlust durch Einzelwiderstände
∆pζ = ζ
w2%W
2
(3.1.34)
Druckverlust durch Rohrreibung
∆pR = λ
lw2%W
2d
(3.1.35)
Die Dichte %W für inkompressible Medien wird in guter Näherung allein von der Temperatur
beeinflußt.
Die Geschwindigkeit w (Gleichung 3.1.36) des Fluids wird ermittelt aus der Geometrie des
Rohres, des aktuellen Massestromes und der temperaturabhängigen Dichte %W (Kontinui-
tätsgleichung).
Sie ist somit von zwei jeweils separat ermittelten, sich jedoch gegenseitig beeinflussenden
Bilanzen abhängig (Massestrom- und Wärmebilanz des Rohrnetzes).
w =
m˙
%W (pi4d
2)
(3.1.36)
Der Rohrreibungsbeiwert λ aus Gleichung 3.1.35 muß unter Betrachtung der Art der ausge-
bildeten Rohrströmung (laminar oder turbulent) unterschiedlich ermittelt werden. Kriterium
dafür ist die Reynoldszahl Re, die sich für das Rohr mit nachstehender Gleichung bestim-
men läßt:
Re =
w di
ν
(3.1.37)
Auch hier sind die komplexen Abhängigkeiten von beiden Bilanzen erkennbar. Befindet sich
die Strömung im laminaren Bereich (Re < 2320), kann nachstehende Gleichung verwendet
werden [24]:
λ laminar =
64
Re
(3.1.38)
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Abb. 3.1.9: Widerstandskoeffizient für gerade Rohre im Übergangsbereich laminar-
turbulent (Darstellung der Glättungsfunktion)
Im turbulenten Bereich gilt die COLEBROOK-Gleichung 3.1.39. Diese ist nur auf iterativem
Wege lösbar:
1√
λ turbulent
= −2 log
(
2, 51√
λ turbulentRe
+
kR
3, 72d
)
(3.1.39)
Der Übergang zwischen beiden Zuständen ist durch einen Sprung in der mathematischen
Modellierung gekennzeichnet, der für die numerische Behandlung geglättet werden muß.
Dafür wurde eine lineare Funktion verwendet, die den laminaren mit den turbulenten Bereich
verbindet (Abb. 3.1.9). Mit Hilfe der hier dargestellten theoretischen Grundlagen kann für
konkrete Beispiele der Druckverlustkoeffizient b untersucht werden.
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Abb. 3.1.10: Druckverlustkoeffizient für Kupferrohre
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Abb. 3.1.11: Druckverlustkoeffizient für Kupferrohre im Bereich kleiner Strömungsge-
schwindigkeiten
In den Abb. 3.1.10 und Abb. 3.1.11 sind diese für Kupferrohre mit den Abmessungen 12x1
bis 42x1,5 dargestellt. Die Temperaturabhängigkeit der Stoffwerte wurde hier vernachlässigt
und für alle gezeigten Kurven mit konstant 70 ◦C behandelt. Es zeigt sich, daß im Bereich
der turbulenten Strömung die Druckverlustkoeffizenten einen konstanten Wert annehmen.
Hier gilt die Gleichung 3.1.32 mit guter Näherung. Die meisten Heizungsanlagen sind für
diesen Bereich ausgelegt. Im Bereich niedriger Strömungsgeschwindigkeiten jedoch gilt die
Beziehung 3.1.32 nicht mehr. Hier ist eine starke Abhängigkeit des Druckverlustkoeffizenten
von der Stömungsgeschwindigkeit, von der Temperatur und dem Massestrom erkennbar.
Deshalb ist es notwendig, in die globale Massestromiteration sowohl die Wärmeabgabe der
Teilstrecken als auch die Druckverlustberechnung dieser einzubeziehen.
3.1.4. Heizkörper
Der Heizkörper ist der Wärmeübertrager des Heizungsnetzes, der dem Nutzer die Option
offen läßt, seine gewünschte Wärme über ein Ventil zu regeln. Für die Modellierung gibt
es eine Reihe von Algorithmen, die die Vielfalt der Gestaltungsmöglichkeiten mehr oder
weniger gut berücksichtigen können. GLÜCK in [25] zeigt die theoretischen Grundlagen
für die stationäre Berechnung eines Heizkörpers, deren heizungstechnische Berechnungen
von ihm in mehreren Rechenprogrammen umgesetzt und dokumentiert werden konnten.
SCHLAPMANN in [74] berücksichtigt zusätzlich die Anbindungsart des Heizkörpers. Die ent-
sprechenden Ansätze konnte er aus diversen Messungen an ausgewählten Heizkörpern
herleiten. Eine Berechnung des instationären Verhaltens eines Heizkörpers in TRNSYS
wurde von STEPHAN in [80] implementiert (TYPE 7). Der Heizkörper wird dazu in 8 Elemen-
te unterteilt. Eine Berücksichtigung der hydraulischen Zustände im Netz findet nicht statt.
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Für die Modellierung des Heizkörpers im TYPE 57 sollen die analogen Algorithmen verwen-
det werden, die im Abschnitt 3.1.3 hergeleitet wurden. Der Heizkörper wird dazu wie beim
Rohr in diskrete Elemente unterteilt.
Ausgangsform für die Berechnung der Rücklauftemperatur aus dem Heizkörperelement ist
die nachstehende Differentialgleichung:
(mHK,E cHK,E + mW,E cW,E)
dtm,E
dτ
= m˙W cW,E(tV,E − tR,E)− Q˙Ab,E (3.1.40)
Sie kann aus der Energiebilanz in Abbildung 3.1.12 abgeleitet werden.
1 2 n - 1 n3 n - 2
H E
H A
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E
Abb. 3.1.12: Energiebilanz im Heizkörper
Der an die Umgebung abgegebene Wärmestrom Q˙Ab,E soll mittels der vom Hersteller vor-
gegebenen Parameter bestimmbar werden. Im allgemeinen gilt hierfür die nachstehende
Gleichung:
Q˙Ab,E = Q˙N,E
(
∆t log,E
∆t log,N
)n log
(3.1.41)
Die Differentialgleichung 3.1.40 kann durch Definition der Koeffizienten C1 und C2 in die all-
gemeine Form einer partiellen Differentialgleichung gebracht und mittels des beschriebenen
impliziten Zeitintegrationsverfahren gelöst werden:
C1 = 0 s−1 (3.1.42)
C2 =
m˙W cW,E (tV,E − tR,E) − Q˙Ab,E
mHK,E cHK,E + mW,E cW,E
(3.1.43)
Die Austrittstemperatur tR,E ist mit der Iterationsvorschrift nach Gleichung 3.1.24 ermittelbar.
Dies muß für jeden Zeitschritt und für jeden Diskretisierungsabschnitt auf iterativem Wege
erfolgen, da in die Berechnung der abgegebenen Wärme Q˙Ab,E die berechnete Rücklauf-
temperatur tR,E eingeht.
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4.1. Allgemeines zur Kopplung
Für die Simulation des gesamten Gebäudes ist eine Kopplung aller benötigten Komponen-
ten notwendig. Dazu müssen die Module auf ihre Kopplungsart untersucht und klassifiziert
werden. Den Grad der Kopplung entscheidet eine vorhergehende Untersuchung jeder Kom-
ponente der Simulation. Es können nachstehende Kopplungsarten unterschieden werden:
• Innerhalb eines Zeitschrittes
– iterative allseitige Kopplung
Alle miteinander gekoppelten Module tauschen solange ihre Daten aus, bis die
Änderung dieser Daten eine vorgeschriebene Toleranz nicht überschreitet. Die
Iteration muß konvergieren.
∗ Vorteil: Dies ist die umfassendste Art der Kopplung. Alle physikalischen Mo-
delle stehen in Wechselwirkung zueinander. Damit ist eine vollständige Wie-
derspiegelung der Realität möglich.
∗ Nachteil: Dies ist die aufwendigste Art der Kopplung. Lange Rechenzeiten
und mögliche Konvergenzschwierigkeiten erschweren die Simulation.
– sequentielle Folgekopplung
Alle miteinander gekoppelten Module tauschen nacheinander ihre Daten aus. Es
findet keine Rückkopplung statt.
∗ Vorteil: Da auf die Rückkopplung verzichtet wird, muß eine Konvergenz der
Module nicht berücksichtigt werden. Dies bewirkt eine Beschleunigung der
Simulation.
∗ Nachteil: Mit Verzicht auf die Rückkopplung wächst die Gefahr einer physika-
lisch nicht genauen Simulation. Ausschlaggebend dafür ist die richtige Wahl
der Zeitschrittweite für den Datenaustausch. Sie muß klein genug sein, um
auf die Rückkopplung verzichten zu können. Dies ist von jeweiligen Randbe-
dingungen der Simulation abhängig und muß sorgfältig abgeschätzt werden.
• Innerhalb einer Simulation
Bei der Verwendung von unterschiedlichen Zeitschrittweiten und örtlichen Diskretisie-
rungen in den Modulen ist die gründliche Untersuchung zu den nachstehenden Fragen
notwendig:
91
4. Kopplung mit dem Simulationsprogramm TRNSYS
– Wie oft der Datenaustausch zwischen den fein strukturierten und dem groben
Modell erfolgen muß?
– Wie genau der Datenaustausch zwischen den fein strukturierten und dem groben
Modell erfolgen sein muß?
– Wann der Datenaustausch zwischen den fein strukturierten und dem groben Mo-
dell erfolgen muß?
• Innerhalb einer Untersuchung
Möglich ist eine völlige Trennung der einzelnen Simulationen. Alle Module arbeiten
unabhängig voneinander. Sie werden nacheinander in einer vorgeschriebenen Art
und Weise abgearbeitet. Die Ergebnisse der einzelnen Modelle können zwar unter-
einander über eine Datenbank o.ä. genutzt werden, ersetzen jedoch die sequentielle
Folgekopplung nur bedingt bzw. die iterative allseitige Kopplung nicht. Der Vorteil liegt
in der von allen vorgestellten Kopplungsarten schnellsten Abarbeitung der Aufgaben-
stellung.
4.2. Kopplungsbedingungen in TRNSYS
Die hygrische und thermische Untersuchung von Umschließungskonstruktionen mit dem
vorgestellten Modell kann zu wesentlichen Aussagen über den Wandaufbau verhelfen. Viel-
fach reicht dies nicht aus. Vielmehr ist die Rückkopplung zum Innenklima interessanter,
wenn bestimmte raumklimatische Bedingungen eingehalten werden müssen. Jeder Raum,
der bewohnt ist, wird durch unterschiedlichste Feuchtequellen beansprucht. Aus der Atem-
luft einer Person fallen durchschnittlich und stündlich ca. 40,0 g Wasser in gasförmiger Form
an. Luft ist in der Lage, bei 20,0 ◦C ca. 17 g/m3 Wasser aufzunehmen, das entspricht dem
vierfachen Wert im Vergleich zur Aufnahmefähigkeit bei 0,0 ◦C. Will man die Schwitzwas-
serbildung verhindern, darf eine zulässige Temperaturdifferenz zwischen Oberfläche und
Raumluft nicht überschritten werden. Diese ist um so geringer, um so größer die relative
Luftfeuchtigkeit ist [84]. Zeitliche begrenzte größere Wasserdampfmengen entstehen beim
Kochen bzw. beim Duschen und Baden. Diese kurzeitigen Spitzenwerte bewirken eine Er-
höhung der relativen Luftfeuchte, die bis zur Sättigung der Luft mit Wasserdampf führen
kann. Die Fähigkeit der Raumluft, Wasserdampf aufzunehmen, ist jedoch sehr gering. Die
Oberflächen der Raumwände sind in der Regel in der Lage, Feuchtigkeit aufzunehmen und
zu speichern. In Abhängigkeit von der hygrischen Beschaffenheit der Oberfläche und der
Oberflächentemperatur kann unter Umständen der Wasserdampf kondensieren und durch
die Kapillarleitung ins Wandinnere transportiert werden. Dies ist ein unerwünschter Effekt,
da damit eine idealer Nährboden für Pilz bzw. Schimmel geschaffen wird. Bei geringerer
relativer Luftfeuchte wird die gespeicherte Feuchtigkeit wieder an die Raumluft abgegeben.
Damit stellt sich eine natürliche Regelung des Raumklimas ein. Zur Modellierung dieser
Effekte muß eine komplexe Gebäudesimulation durchgeführt werden.
Für die Berechnung der Lufttemperatur wird die modifizierte Form des thermischen Ge-
bäudemoduls (TYPE 56) verwendet [82]. Die Organisation des Datenaustauschs erfolgt
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vom Steueralgorithmus in TRNSYS. Das TYPE 158 (thermische und hygrische Simulati-
on der Wände) erhält vom TYPE 56 die auf die Wände auftreffende langwellige Strahlung
und die entsprechende Raumlufttemperatur. Mittels dieser Angaben ist nun das TYPE 158
in der Lage, die Temperaturfeldberechnung für die einzelnen Wände durchzuführen. Die
Oberflächentemperatur ist Ergebnis dieser Berechnung und wird wiederum an das TYPE
56 übergeben. Der Zeitschritt ist dann abgeschlossen, wenn die Konvergenz in vorgege-
benen Grenzen zwischen den beiden Modulen erreicht wird. In der Regel sind dazu 2-5
Datenaustauschvorgänge pro Zeitschritt notwendig.
Die Bilanz im TYPE 157 ergibt die Volumenstromverteilung der Luft in den einzelnen Strö-
mungswegen. Sie wird dem Gebäudemodul TYPE 56 übergeben. Damit und unter Be-
rücksichtigung der inneren Massestromquellen (z.B. Kochen, Duschen) bzw. des Pufferver-
haltens der Wände kann der instationäre Wassergehalt der Raumluft ermittelt werden. Die
relative Luftfeuchte ist Übergabewert an das TYPE 158. Dieses ist nun auch in der Lage,
neben der Temperaturfeldberechnung eine Feuchtefeldberechnung durchzuführen. Ergeb-
nisse sind die Masseströme des Wasserdampfes, welchen die Wände entweder aufnehmen
oder an die Raumluft abgeben. Die Konvergenz zwischen dem Durchströmungsmodul, dem
Gebäudemodul und der Wandberechnung wird von TRNSYS überprüft. Für die Berech-
nung der relativen Luftfeuchte ist die Kenntnis der Raumlufttemperatur notwendig. Diese
ist gleichzeitig Eingangsgröße für das Heizungsanlagenmodul TYPE 57. Als Reaktion auf
diese kann der abgegebene Wärmestrom der Heizkörper und Rohre ermittelt und dem TY-
PE 56 übergeben werden.
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Abb. 4.2.1: Kopplungsbedingungen unter TRNSYS
In Abbildung 4.2.1 sind die notwendigen Kopplungsbedingungen dargestellt. Zusätzlich bie-
tet TRNSYS die Möglichkeit, andere Module in den Kopplungsalgorithmus einzugliedern
(z.B. Heizungskessel, Warmwasserbereiter, solar-technische Anlagen u.ä.). Über Zeitplan-
funktionen ist das Nutzerverhalten simulierbar.
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5. Validierung und Anwendungsbeispiele
5.1. Modellvalidierung
Der Nachweis der Zuverlässigkeit der mathematischen Modelle ist eine Notwendigkeit, die
Bestandteil jeder Modellherleitung sein sollte. Die Validierung in diesem Abschnitt soll sich,
nur auf einige wenige Beispiele und auf die dargestellten Modelle Wand, Gebäude-Wand
und Heizungsnetz beschränken. In einigen studentischen Arbeiten sind ausführliche Unter-
suchungen dazu vorgenommen worden (z.B. [11][85]).
Die Zuverlässigkeit des TYPE 57 (Heizungsnetz) konnte in einer Reihe von Arbeiten nach-
gewiesen werden (z.B. [9][17][54][65][73][75][81]).
5.1.1. Wand-Modell
Für die Verifizierung des numerischen Wand-Modells zur Ermittlung der hygrischen und
thermischen Zustandsgrößen sollen verschiedene Möglichkeiten genutzt werden. Eine ana-
lytische Lösung des Temperaturfeldes ist mit der Methode nach GRÖBER unter bestimmten
Rand- und Anfangsbedingungen gegeben [27].
Eine entsprechende rechentechnische Umsetzung des Algorithmuses kann aus [10] ent-
nommen werden. Für den Vergleich der Temperaturen wird eine ebene Platte (0,5 m)
aus Klinker mit einer Anfangstemperatur von 10,0 ◦C gewählt. Ein plötzlicher Sprung der
Randbedingung von 10,0 ◦C auf 25,0 ◦C mit einem Wärmeübergangskoeffizienten von
7,0W/(m2 K) ergibt als Reaktion eine Temperaturerhöhung der obersten Schichten der
Platte (vgl. Abb. 5.1.1). Für die numerische Berechnung wird die Platte unterschiedlich
diskretisiert. In der Abbildung 5.1.2 ist die relative Abweichung zur analytischen Lösung
nach GRÖBER graphisch dargestellt. Sie zeigt eine gute bis sehr gute Übereinstimmung,
die sich mit Zunahme der Elementbreite erwartungsgemäß verringert. Das Modell reagiert
unter diesen Bedingungen hinreichend genau.
Eine andere Möglichkeit der Modell-Verifizierung ist der Vergleich mit den Ergebnissen
aus ähnlichen Programmen. Für die zweidimensionale Modellumsetzung soll dieser Weg
gewählt werden. Dazu werden die Ergebnisse der ISO-Arbeitsgruppe ”Thermal Bridges”
aus [58] mit einer eigenen Temperaturfeldberechnung verglichen. Es zeigt sich, daß sich die
ermittelten Temperaturen im Mittelfeld der anderen Programme befinden (vgl. Abb. 5.1.3).
Für die Validierung der Implementierung des Feuchtetransportes in das numerische Mo-
dell werden Meßwerte verwendet. In [59] sind eine Reihe von Feuchtemeßverfahren kurz
beschrieben. Im wesentlichen wird in die nachstehenden Verfahren unterschieden.
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Abb. 5.1.1: Reaktion der Oberflächentemperatur auf einen Sprung der
Umgebungstemperatur
0 500 1000 1500 2000 2500 3000 3500 4000
Zeit in s
0
2
4
6
8
10
12
14
re
la
tiv
er
 F
eh
le
r i
n 
%
200 Elemente 
100 Elemente
50 Elemente
10 Elemente
groeber.sgx-2
Abb. 5.1.2: Relativer Fehler der numerischen Berechnung der Oberflä-
chentemperatur im Vergleich zur Gröber-Lösung
Elektrische oder kapazitative Feuchtemessung
Zwischen Elektroden wird der Ohmsche Widerstand gemessen. Dieses Verfahren ist sehr
einfach und schnell, liefert jedoch nicht immer die gewünschte Genauigkeit. Umfangreiche
Kalibriermessungen sind deshalb unbedingt notwendig.
Bei der kapazitativen Feuchtemessung wird die Probe mit einen Kondensator in Verbindung
gebracht. Über die Änderung der Kapazität des Kondensators kann auf den Feuchtegehalt
geschlußfolgert werden. In Abhängigkeit vom Feuchtegehalt kann in Abständen von minimal
1 cm die Feuchteverteilung ermittelt werden.
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Abb. 5.1.3: Vergleich der Ergebnisse mit denen der ISO-Arbeitsgruppe
”Thermal Bridges”
Gravimetrische Feuchtemessung
Dieses Verfahren ist nach DIN 52183 genormt. Vor und nach der Trocknung in einem de-
finierten Klima (103 ◦C) wird der Probekörper gewogen. Aus der Differenz ist der Feuch-
tegehalt sehr genau bestimmbar. Die Meßgenauigkeit liegt bei 0,1 % der Probenmasse
[59]. Nachteilig wirkt sich aus, daß dies kein zerstörungsfreies Meßverfahren ist. Damit
sind keine dynamischen Meßwerte erhaltbar. Die Meßgenauigkeit ist sehr von der Gründ-
lichkeit und der Gechicklichkeit des Prüfers bei der Probenentnahme abhängig. Meist sind
die Proben nur durch Bohrungen entnehmbar. Der dabei anfallende Abrieb ist meist sehr
hygroskopisch und kann deshalb einen Teil der Proben-Feuchte aufnehmen. Deshalb ist es
notwendig, möglichst große Proben (>20 mm Durchmesser) zu entnehmen. Die Bohrungen
müssen mit einer geringen Drehzahl durchgeführt werden, um die Erwärmung der Probe
und damit die Verflüchtigung der Holzinhaltsstoffe in Grenzen zu halten.
Radiometrische Feuchtemessung
Hier wird die Abschwächung eines γ-Strahles beim Durchstrahlen von Probematerial ermit-
telt. Dazu sind zwei Bohrungen im Abstand von 50 mm notwendig. Dieses Verfahren ist in
[59] bzw. [45] beschrieben worden und zeigt eine hohe räumliche Auflösung.
Zusätzlich zu nennen sind:
• Wärmeleitfähigkeitsmessung
• Feuchtemessung mit Röntgenstrahlen
• Feuchtemessung mit Neutronenstrahlen
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• Feuchtemessung mit Mikrowellen
• Feuchtemessung mit kernmagnetischer Resonanz
Um Feuchteschäden zuverlässig analysieren zu können, ist eine möglichst zerstörungs-
freie Messung des Feuchte- aber auch des Salzgehaltes unumgänglich. In [53] formuliert
LESCHNIK den Begriff idealer Feuchtemesser und vergleicht die bis dato vorhandenen Meß-
methoden bzw. Meßgeräte. Die einzelnen Meßverfahren werden klassifiziert und bewertet.
Er kommt zu dem Schluß, daß der derzeitige Stand der Technik noch keinen Feuchtemes-
ser entwickelt hat, der diesen Anforderungen nur halbwegs entspricht. Unter diesen Bedin-
gungen ist eine 100 %ige Übereinstimmung von Meßwerten und Rechenergebnissen nicht
erreichbar. Hinzu kommt, daß das hier verwendete Modell von einer Homogenität der Bau-
stoffe ausgeht, die, wenn überhaupt, nur unter Laborbedingungen erreicht wird. Qualitativ,
und in bestimmten Grenzen auch quantitativ, muß jedoch eine Übereinstimmung erkennbar
sein. Für ein Beispiel soll dies für das verwendete Modell gezeigt werden.
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Abb. 5.1.4: Zeitlicher Verlauf der Feuchtigkeitsaufnahme einer Probe
aus Zementputz
KÜNZEL hat in einer sehr frühen Arbeit [50] das Adsorptionsverhalten von Innenputzen un-
tersucht. Er verwendete Putzproben, die unter definierten Randbedingungen in einer Klima-
kammer einem plötzlichen Sprung der relativen Feuchte ausgesetzt wurden. Die Feuchte-
zunahme wurde meßtechnisch mittels einer Waage über die Zeit dokumentiert.
Mit den gleichen Putzarten wurden dann die Innenwände eines Versuchsraumes ausgeklei-
det. Die Verdampfung einer definierten Feuchtigkeitsmenge in dem Versuchsraum erbrachte
eine Veränderung der relativen Luftfeuchtigkeit. Auch diese wurde gemessen. Beide Versu-
che konnten zum einen mittels dem Programm TFE und zum anderen mit dessen Implemen-
tierung in das TYPE 158 nachgebildet werden. In den Abbildungen 5.1.4 und 5.1.5 ist der
Vergleich der ermittelten Größen zu den Meßwerten vollzogen. Die relativ gute Übereinstim-
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Abb. 5.1.5: Zeitlicher Verlauf der Luftfeuchtigkeit (Meßwerte und Simu-
lation)
mung der Ergebnisse ist sichtbar. Die verwendeten Randbedingungen und eine ausführliche
Diskussion der Ergebnisse wurde von IKIER in [41] vorgenommen.
5.1.2. Validierung des mathematischen Modells (Heizkörper)
WILLIGES konnte in [85] die Funktionalität des Heiznetzmodules TYPE 57 an einem Ver-
suchsstand unter verschiedenen Belastungen nachweisen.
Abb. 5.1.6: Schematischer Aufbau des Versuchsstandes
In Abbildung 5.1.6 ist der schematische Aufbau des Versuchsstandes dargestellt. Die tech-
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nischen Anlagenparameter können aus [49] entnommen werden. Für die Versuchsreihe
wurde von WILLIGES der Heizkörper 1 ausgewählt. Es handelt sich um einen Einplatten-
Flachheizkörper ohne Konvektorfläche (Typ 10) der Firma KERMI. Die Auslegungsdaten
sind in Tabelle 5.1.1 zusammengefaßt. Die am Versuchsstand gemessene Vorlauf- und
Bezeichnung Zeichen Größe Einheit
Nennmassestrom m˙N 0,00783 kg/s
Normwärmeleistung Q˙N 657 W
Heizkörperexponent n 1,26
Nenndruckverlust ∆p 11,52 ± 0,5 Pa
Wärmekapazität C 14872 J/K
Tabelle 5.1.1.: Daten des Heizkörpers
Kabinentemperatur des Heizkörpers dienen als Randbedingung der Simulation. Die Rück-
lauftemperatur und der gemessene Massestrom dienen als Vergleichskriterium zwischen
Simulation und Messung. In der Abbildung F.1.1 sind die Zustandsgrößen graphisch aufbe-
reitet. Der Massestrom wurde über die Steuerung der Anlagenpumpe sprunghaft verändert.
Die Reaktionen des Heizkörpers bei der Simulation und der Messung wurde mittels der rela-
tiven Fehler ausgewertet. Diese erreichen in der dargestellten Versuchsreihe Maximalwerte
von 3-4 %.
5.2. Demonstrationsbeispiele
5.2.1. Beispiel für die Einstrahlzahlen
Als Demonstrationsbeispiel für die Berechnung der Einstrahlzahlen soll ein Raum dienen,
der in Abbildung 5.2.1 skizziert wurde. Er zeigt eine typische Anordnung der Wände inner-
halb eines Wohnraumes mit teilweiser Verschattung der Wände untereinander. Er wurde
beispielhaft aus dem komplexen Beispiel im Kapitel 5.2.5 entnommen.
In Tabelle 5.2.1 sind die für diesen Raum ermittelten Einstrahlzahlen aufgelistet. Die letzte
Spalte der Tabelle zeigt den Summenwert der Zeile an, der bei korrekter Berechnung den
Wert 1,0 annehmen muß.
Für die letztendliche Übergabe werden die Einstrahlzahlen mittels nachstehender Gleichung
auf den Summenwert 1,0 kompensiert:
ϕpi,j =
ϕi,j∑n
k=1 ϕi,k
(5.2.1)
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Abb. 5.2.1: Beispiel für die Einstrahlzahlen
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Tabelle 5.2.1.: Beispiel für die Einstrahlzahlen
5.2.2. Eindimensionale Berechnung einer Außenwand im Jahresgang
Als eindimensionales Demonstrationsbeispiel soll eine Außenwand gewählt werden, die
dem Aufbau in Abb. 5.2.2 entspricht. Es wird auf eine Klinkermauerwand eine 7,0 cm dicke
Innen-Dämmung aufgebracht. Dies kann beispielsweise aus Gründen des Denkmalschut-
zes notwendig sein.
Die Diskretisierung erfolgt automatisiert im Programm TFE. Kriterium für die Elementbreite
ist die Entfernung vom Rand bzw. von den Materialbegrenzungen. In diesen Bereichen sind
die größten Gradienten des Temperatur- und Potentialfeldes zu erwarten. Dementsprechend
wurden möglichst kleine Elemente verwendet.
Als Randbedingungen auf der rechten Seite wurde ein Außenwetter entsprechend
Abb. G.3.1 gewählt. Die Wetterdaten von Dresden-Wahnsdorf stammen aus dem Jahre
1954 [20]. Um das Verhalten der Wand auf eine außergewöhnliche Belastung zu demon-
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1 2 3
1 - Kalk-Zement-Putz (0,02 m) 3 - Klinker-Mauerwerk (0,38 m)
2 - HWL-Dämmung (0,07 m)
Abb. 5.2.2: Struktur und örtliche Diskretisierung des eindimensionalen
Demonstrationsbeispieles
strieren, wurde auf jeglichen Niederschlagsschutz verzichtet. Es kann unter dieser Annah-
me davon ausgegangen werden, daß sich die betrachtete Wand im Spritzwasserbereich
befindet. Somit wird die Oberfläche bei einsetzendem Regen als vollständig feucht (bis zur
Sättigung) betrachtet. Rechentechnisch erfolgt dabei ein Wechsel zwischen den hygrischen
Randbedingungen 1. und 3. Art.
Da in den Wetterdaten über die Niederschlagsmenge und -dauer keine Aussagen gemacht
wurden, wird davon ausgegangen, daß es bei einer relativen Luftfeuchte der Außenluft von
100 % regnet.
Die Simulationsdauer betrug 3 Jahre, wobei nur das letzte Jahr zur Bewertung verwen-
det wurde. Dabei fand eine Wiederholung der Randbedingungen im Jahresrhythmus statt.
Damit konnte abgesichert werden, daß sich die Wand in einem fast eingeschwungenen Zu-
stand befand.
dis_zust.sgx-1
Abb. 5.2.3: Jahresgang einer Außenwand (Temperatur )
Als Innenklima auf der rechten Seite der Wand sind künstlich erzeugte Randbedingungs-
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parameter verwendet worden (vgl. Abb. G.3.2). Diese entsprechen dem Jahresgang eines
Badezimmers [3].
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Abb. 5.2.4: Wochengang einer Außenwand (Temperatur )
In der Abbildung 5.2.3 ist die Temperatur der Außenwand im Jahresgang und in der Abbil-
dung 5.2.4 ein Ausschnitt im Februar dargestellt. Deutlich sind die Extremwerte im Januar
und Juli erkennbar. Die Wärmedämmung (HWL-Platte) ist offensichtlich nicht ausreichend.
Die Oberflächentemperatur an der Innenwand beträgt im Februar im Mittel 14,0 ◦C . Im Wo-
chengang in Abbildung 5.2.4 sind auf der Innenseite die durch das Badklima gegebenen
Sprünge am Abend erkennbar.
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Abb. 5.2.5: Jahresgang einer Außenwand (Feuchte in Vol%)
103
5. Validierung und Anwendungsbeispiele
Durch die Belastung der Wand mit Schlagregen, ist ein ausgeprägtes überhygroskopisches
Feuchtefeld sichtbar. In dem Bereich, in dem ein Gefrieren stattgefunden hat, ist die Feuchte
wie abgeschnitten auf die Hygroskopizität reduziert. Im darauffolgenden Auftauen steht
die bis dahin gefrorene Feuchte wieder dem Kapillartransport zur Verfügung, was in der
Abbildung 5.2.6 sehr gut erkennbar wird.
dis_zust.sgx-3
Abb. 5.2.6: Wochengang einer Außenwand (Feuchte in Vol%)
dis_zuwo.sgx-5
Abb. 5.2.7: Wochengang einer Außenwand (Eisgehalt)
In Abbildung 5.2.8 sind die wichtigsten Informationen der eindimensionalen Simulation gra-
phisch aufbereitet. Eine teilweise Austrocknung der Wand ist im Sommer sichtbar. An der
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kalten Seite der Wärmedämmung bildet sich eine Schicht aus Kondensatwasser, das im
Januar sogar in der Lage ist, zu gefrieren. Dabei kann es leicht möglich sein, daß die Ver-
bindung zwischen der Wärmedämmung und dem Klinkermauerwerk beschädigt wird und die
Entstehung eines Hohlraumes begünstigt wird. Der zeitliche Verlauf der gesamten Feuchte
(alle Aggregatzustände) zeigt im Frühling ein Extremum, welches im Laufe des Jahres fast
vollständig wieder abgebaut wird. Während der hygroskopische Anteil relativ konstant bleibt,
zeigt der überhygroskopische Bereich starke Schwankungen.
Die Kondensationsbreite steigt im Juli sprunghaft an, ohne daß eine übermäßige Erhöhung
der überhygroskopischen Feuchte erkennbar ist. Die Erklärung dafür ist nicht sofort augen-
scheinlich. Von Februar bis April sind über einen längeren Zeitraum mehrmals Regenschau-
er zu registrieren. Die nachfolgende Austrocknung an der Außenseite verhinderte jedoch
nicht die Kapillarleitung in das Innere des Bauteiles. Der absolute Feuchtegehalt des Bau-
teiles reduzierte sich somit zwar, aber durch die Verteilung des Kapillarwassers erhöhte sich
die Kondensationsbreite. Eine Reduzierung mit kleineren Unterbrechungen ist dann zwar
erkennbar, aber ein etwas längerer Schauer schließt die Lücke zwischen äußeren Rand und
Beginn der Kondensationsschicht sehr schnell. Am Ende des Jahres (3. Simulationsjahr) hat
die Kondensationsbreite einen unwesentlich höheren Wert als zum Beginn des Jahres.
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Abb. 5.2.8: Jahresgang einer Außenwand (Analyse)
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5.2.3. Zweidimensionale Berechnung einer Gebäudeecke im Jahresgang
Der Aufbau der Wand ist dem eindimensionalen Fall angeglichen. Es konnten die gleichen
Materialien und ähnliche Abmessungen verwendet werden. In Abbildung 5.2.9 ist die Ver-
netzung und die Aufteilung der Materialbereiche dargestellt. Es wurde für die Demonstra-
tion bewußt eine Gebäudeecke gewählt, da hier Effekte (Wärmebrücken) gezeigt werden
können, die in einer eindimensionalen Untersuchung vernachlässigt werden müssen. Die
Randbedingungen entsprechen den Klimadaten im Kapitel 5.2.2. Die y-Achse liegt eben
und mit Ausrichtung in südwestlicher Richtung, so daß die äußeren Oberflächen die Aus-
richtung Nordost bzw. Südost erhalten. Um eine schnelle Austrocknung der Wand möglichst
zu verhindern, wurde eine Verschattung von 90 % berücksichtigt. Damit ist ein nur abge-
schwächter Einfluß der Sonnenstrahlung auf die Berechnung wirksam. Auf einen Schutz
vor Niederschlag ist vollständig verzichtet worden.
Das Bauteil besteht aus 301 Elementen und 341 Knoten. Aufgrund der symmetrischen
Struktur, konnten fast ausschließlich Rechteckelemente verwendet werden.
Abb. 5.2.9: Aufbau und Vernetzung des zweidimensionalen Demonstra-
tionsbeispieles
Für die Darstellung der Simulationsergebnisse ist der 5. Januar im 3. Simulationsjahr ge-
wählt worden.
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Abb. 5.2.10: Temperaturfeld der Gebäudeecke
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Abb. 5.2.11: Feuchtefeld der Gebäudeecke
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In der Abbildung 5.2.10 ist das zweidimensionale Temperaturfeld an dem ausgewählten Tag
erkennbar. Es ist zum dargestellten Zeitpunkt 5.00 Uhr. Die Sonneneinstrahlung ist somit
nicht wirksam und die Temperatur ist relativ stark gesunken. Bis kurz vor der Wärmedäm-
mung liegt die Temperatur unterhalb von 0 ◦C und besitzt ihr Minimum naturgemäß in der
äußeren Ecke.
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Abb. 5.2.12: Eisgehalt der Gebäudeecke
Das Feuchtefeld in Abbildung 5.2.11 zeigt einen ausgeprägten Charakter. Ähnlich wie im
Kapitel 5.2.2 diskutiert hat sich die Wand durch die Niederschläge im Jahresverlauf mit
Feuchtigkeit aufgeladen. Die äußere Ecke ist vereist (vgl. Abb. 5.2.12).
Der untere Gefrierpunkt liegt bei -6,08 ◦C. Diese Temperatur wurde jedoch zu diesem Zeit-
punkt nur in der äußeren Ecke erreicht, so daß dort das Kapillarwasser vollständig gefroren
ist. Die Bausubstanz ist somit äußerst gefährdet. Ein Abplatzen von Teilen des Mauerwerkes
ist unvermeidlich. Es muß jedoch beachtet werden, daß Klinkersteine meist eine glasierte
Oberfläche besitzen, die, solange sie unbeschädigt ist, ein Eindringen der Feuchtigkeit ver-
hindert. In der Simulation ist eine solche Oberfläche nicht berücksichtigt worden. Zusätzlich
sei nochmals auf die extremen Randbedingungen (Spritzwasserbereich und 90 %iger Son-
nenschutz) hingewiesen, die ein Gefrieren zusätzlich begünstigen.
5.2.4. Gebäudesimulation
Als Beispiel für eine Gebäudesimulation wird eine Problemstellung verwendet, die alle Mo-
dellmöglichkeiten aufzeigt und trotzdem die Übersichtlichkeit gewährleistet. Damit kann eine
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Diskussion der einzelnen Prozesse im Raum bzw. in den Wänden ermöglicht werden.
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Abb. 5.2.13: Gebäudesimulation (1-Raum)
In Abbildung 5.2.13 ist der Raum und dessen Wände dargestellt, der für die Simulation
verwendet wurde. Die Stoffwerte konnten aus [35] entnommen werden. Die Außenwände
besitzen die Ausrichtung Süden (AWVORNE) bzw. Norden (AWHINTEN). Sie sind direkt mit
einem Außenklima gekoppelt worden. Außentemperatur und Strahlungswerte beeinflussen
somit unmittelbar die Zustandsgrößen der äußeren Schichten. Das Außenklima besteht aus
künstlich erzeugten Daten, die periodisch alle 24 Stunden die gleichen Werte besitzen. Die
Innenwände, Decke, Fußboden und Innentür werden als adiabate Wände betrachtet. Die
Randbedingungen für diese Wände sind somit auf beiden Seiten identisch. Der Luftwechsel
des Raumes entspricht dem für Wohnräumen notwendigen hygienischen Wert von 0, 5 h−1.
Die Anfangsbedingungen für die Wände konnten aus einer stationären Bilanz ermittelt wer-
den. Als Randbedingungen dafür wurden die Tagesmittelwerte des Innen- und Außenklimas
verwendet. Die Simulation wurde über einen Zeitraum von 10 Tagen durchgeführt.
Als Heizung wird eine idealisierte Anlage verwendet, die die gewählten Parameter der Soll-
raumtemperatur sofort und exakt einhält. Die Sollraumtemperatur ist eine Funktion der
Zeit. Im Zeitraum 6.00-8.00 Uhr soll eine Temperatur von 20 ◦C und im Zeitraum von 17.00-
22.00 Uhr eine Temperatur von 22 ◦C eingehalten werden (vgl. Abb. 5.2.14). In den dazwi-
schen liegenden Zeiten kann der Raum abkühlen.
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Abb. 5.2.14: Raum- und Außentemperatur (1-Raum)
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Abb. 5.2.15: Wasserdampfmasseströme in die Zone (1-Raum)
In ähnlicher Art und Weise ist eine Tagesbelastung des Raumes durch eine Feuchtequelle
vorgesehen. Im Zeitraum 5.00-5.30 Uhr bzw. 18.00-19.00 Uhr wird ein Wasserdampfmas-
sestrom von 0,5 kg/h in den Raum eingebracht. Eine etwas stärkere Beanspruchung von
0,8 kg/h findet im Zeitabschnitt 12.00-13.00 Uhr statt. In der Abbildung 5.2.15 sind diese
Zeitplanfunktionen dargestellt.
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Abb. 5.2.16: Zustandsgrößen der Oberflächen (1-Raum)
Die signifikanten Extremwerte in den Abbildungen 5.2.14 bis 5.2.17 sind speziell gekenn-
zeichnet und sollen nachfolgend erläutert werden.
1. Hier findet die erste Belastung des Raumes durch eine Feuchtequelle statt. Ein relativ
kleiner Anstieg der relativen Luftfeuchte als Reaktion darauf, zeigt die Pufferfunktion
der Innenputze. Der Wasserdampfmassestrom in Richtung Wand steigt sprunghaft
an, so daß die Feuchtequelle im Raum kaum wirksam wird.
2. Die Einspeisung des Wasserdampfmassestromes in den Raum ist vorerst abgeschlos-
sen. Die Wände geben nun das vorher gespeicherte Wasser langsam wieder an den
Raum ab. Trotzdem verringert sich der Feuchtegehalt der Luft geringfügig.
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Abb. 5.2.17: Relative Luftfeuchte (1-Raum)
3. Die Lufttemperatur steigt sprunghaft von 17 ◦C auf 20 ◦C. Naturgemäß ist ein schlag-
artiger Abfall der relativen Luftfeuchte erkennbar. Dies hat zur Folge, daß die Wände
ihr Bestreben die gepufferte Feuchte abzugeben, verstärken. Ein kaum erkennbarer
Anstieg der relativen Luftfeuchte ist die Reaktion darauf.
4. Die Heizung wird abgestellt und die Raumtemperatur fällt auf ca. 17 ◦C. Der Anstieg
der relativen Luftfeuchte unterbricht die Abgabe des Wasserdampfes der Wände an
den Raum kurzzeitig. Ein vollständiges Entladen der Wände ist dann erkennbar. Der
leichte Temperaturanstieg durch die zunehmende Solarstrahlung in den Mittagsstun-
den läßt die Wände wiederum dem Raum Feuchte entziehen.
5. Die größte Feuchtequelle im Tagesgang wird wirksam. Die Wände sind wieder in der
Lage, den Einfluß des verstärkten Feuchteanfall auf das Raumklima zu dämpfen. Der
Feuchtegehalt der inneren Oberflächen wird größer.
6. Die Feuchteeinspeisung ist beendet. Die relative Luftfeuchte des Raumes erreicht ih-
ren größten Wert. Gleiches gilt für die Feuchtegehalte der inneren Oberflächen. Die
inneren Oberflächen trocknen langsam wieder aus. Dies wird durch die Wasserdampf-
diffusion ins Innere der Wände bei gleichzeitiger Verringerung des Wasserdampfüber-
ganges an den Oberflächen hervorgerufen. Die Raumluft hat sich mit Feuchtigkeit
aufgeladen, die von den Wänden nur langsam wieder aufgenommen wird.
7. Die ideale Heizung wird angeschaltet und die Lufttemperatur steigt auf 22 ◦C. Der
Sättigungsdruck des Wasserdampfes vergrößert sich und die relative Luftfeuchte fällt
auf ca. 48 %. Die inneren Oberflächen geben kurzzeitig einen Feuchteüberschuß an
den Raum ab, da die obersten Schichten einen höheren Feuchtegehalt besitzen als
die Innenluft. Dieser Prozeß kehrt sich jedoch schnell um und die Wand entzieht weiter
der Innenluft die Feuchtigkeit.
113
5. Validierung und Anwendungsbeispiele
8. Die letzte Feuchtequelle des Tages wird wirksam. Wieder steigt die Oberflächenfeuch-
te und damit das Vermögen der Wände, die Quelle zu speichern sprunghaft an. Ein
analoges Verhalten wie bei den vorherigen Feuchtequellen ist erkennbar.
9. Die zusätzliche Feuchtebelastung des Raumes ist beendet und die Oberflächen kön-
nen austrocknen.
10. Die Heizung wird für die Nacht ausgeschaltet und die Lufttemperatur fällt schlagartig,
da die Wände sehr ausgekühlt sind. Damit steigt wiederum die relative Luftfeuchte
und die Oberflächenfeuchtegehalte der Wände. Der Anstieg des Feuchtemassestro-
mes kurz vor 24.00 Uhr zeigt die Ankopplung des Außenklimas. Zum selben Zeitpunkt
steigt die relative Luftfeuchte in den Wetterdaten, so daß eine Feuchtebelastung des
Raumes durch den Luftwechsel ausgelöst wird. Dies wird erst dort erkennbar, da zu
diesem Zeitpunkt alle anderen Einflußgrößen nicht wirksam werden.
5.2.5. Komplexes Beispiel
Für die Demonstration der Wechselwirkungen aller in dieser Arbeit vorgestellten Modelle
soll ein Einfamilienhaus verwendet werden. Die Eingabebeschreibung ist von komplexer
Natur und würde den Rahmen dieser Arbeit sprengen. Es sollen deshalb nur einige we-
sentliche Randbedingungen und Ergebnisse präsentiert werden. Eine sehr ausführliche
Analyse der hier vorgestellten Simulation wurde von IKIER in Rahmen seiner Diplomarbeit
durchgeführt [40].
Das Haus besteht aus 17 verschiedenen Räumen, die im weiteren als Zonen bezeichnet
werden sollen. Die Einteilung in die einzelnen Geschosse und die Numerierung der Zo-
nen ist in der Abb. 5.2.19 sichtbar gemacht worden. Für die Anwendung des geometrischen
Raummodelles aus Abschnitt 2.1.1 müssen die Einstrahlzahlen ermittelt werden. Dazu kom-
men die Prinzipskizzen in der Abbildung 5.2.19 zur Anwendung. Es wurden 8805 Einstrahl-
zahlen berechnet. Der Rechenaufwand ist als sehr groß einzuschätzen. Die Ermittlung der
Einstrahlzahlen dauerte auf einem PC (PII 200 MHz) mehrere Stunden.
Der Aufbau der 228 Wände mit jeweils maximal 50 Elementen diskretisierten Wände
bzw. Türen und Fenster muß dem TYPE 158 in Form einer Eingabedatei übergeben werden
und kann den Tabellen im Anhang G.4.1 entnommen werden.
Die Heizungsanlage besteht aus 15 mit Thermostatventilen ausgerüsteten Heizkörpern.
Das Heizungsnetz wurde entsprechend des ermittelten Heizwärmebedarfes ausgelegt und
entspricht im Aufbau der Prinzipskizze in Abbildung 5.2.18. Nachstehende Modellparameter
werden definiert:
• 154 Knoten,
• 167 Teilstrecken,
• 15 Maschen,
• 15 Heizkörper mit Thermostatventilen
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Abb. 5.2.18: Heizungsnetz des komplexen Beispiels
beheizte Nutzung Heizkörper Solltemperatur Absenkung Solltemperatur
Zonen tagsüber nachts nachts
◦C K ◦C
6 Diele EG 9 20,0 0,0 20,0
7 Bad EG 8 24,0 4,0 20,0
8 Arbeiten EG 7 20,0 0,0 20,0
9 Wohnzimmer EG 4;5;6 20,0 0,0 20,0
10 Kochen EG 3 20,0 0,0 20,0
11 Essen EG 2 20,0 0,0 20,0
12 Kinder DG 14;15 20,0 2,0 18,0
13 Bad DG 13 24,0 4,0 20,0
14 Schlafen DG 11;12 20,0 2,0 18,0
15 Galerie DG 10 20,0 0,0 20,0
16 Treppe Keller 1 20,0 0,0 20,0
Tabelle 5.2.2.: Sollraumtemperaturen der beheizten Zonen in Abhängigkeit der Tageszeit
Die eingestellten Sollraumtemperaturen können der Tabelle 5.2.2 entnommen werden. Für
die Simulation der Gebäudedurchströmung mittels TYPE 157 ist es notwendig, alle relevan-
ten Strömungselemente wie Türen und Fenster als „große Öffnungen” festzulegen. Einige
Türen und Fenster werden im Laufe des dargestellten Tages definiert geöffnet, um die Aus-
wirkung der Durchströmung auf den thermischen und hygrischen Zustand der Räume zu
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Abb. 5.2.19: Komplexes Beispiel (Darstellung der Geometrie)
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untersuchen. Die festgelegten Stömungswege sind in den Abbildungen 5.2.20 veranschau-
licht. Nachstehende Modellparameter werden für die Gebäudedurchströmung definiert:
• 38 große Öffnungen mit:
– 13 Innentüren,
– 4 Außentüren,
– 21 Fenstern,
• und 79 Verbindungen (Strömungswege),
Beispielhaft wird ein Tagesgang ausgewählt, in dem die typischen Vorgänge in diesem Haus
dargestellt werden. Dazu ist die Definition eines speziellen Nutzerverhaltens, repräsentiert
durch die zeitliche Definition der Wärme- und Feuchteabgabe der Personen, Tiere, Pflanzen
bzw. technischen Geräte wie (Waschmaschine, Fernseher u.ä.) notwendig. Die äußeren
Randbedingungen werden durch die Wetterdaten im Anhang G.4.2 festgelegt.
Die Ergebnisse der Simulation konnten für ausgesuchte Zustandsgrößen in den Abbildun-
gen G.4.5 bis G.4.4 wiedergegeben werden. Die Darstellungen sind entsprechend der Eta-
gen im Haus gegliedert, um eine leichte Interpretation der Ergebnisse zu ermöglichen. Die
einzelnen Graphen sollen kurz erläutert werden.
Raumtemperaturen in der Abbildung G.4.5
Die Beheizung der einzelnen Räume kann an Hand der Sollraumtemperaturen in Tabel-
le 5.2.2 nachvollzogen werden.
Mit Ausnahme der Zone 16 (Treppenhaus Keller) findet im Kellergeschoß keine geregelte
Beheizung durch Heizkörper statt. Lediglich in der Zone 4 wird eine Wärmequelle definiert,
die die Wärmeverluste des Kessels der Heizungsanlage simulieren soll (170 W). Alle ande-
ren Räume werden durch diese beiden genannten Zonen auf einem fast konstanten Tem-
peraturniveau gehalten. Die Zone 1 muß naturgemäß die niedrigste Temperatur im Keller
besitzen, da sie den größten Luftwechsel über die beiden Fenster und die Kellertür besitzt
und zudem am weitesten von den beheizten Zonen entfernt ist.
Im Erdgeschoß werden die Raumtemperaturen durch das Nutzerverhalten geprägt. Gegen
7.00 Uhr ist die Nachtabsenkung des Bades (Zone 7) beendet. Die Temperatur steigt auf
ihren neuen Sollwert, der aufgrund der Regelabweichung der Thermostatventile jedoch nie
ganz erreicht wird. Dies ist ein Nachteil der Thermostatventile, der jedoch in der Praxis kaum
bemerkbar ist, da sich das menschliche Empfinden der Raumtemperaturdifferenz innerhalb
der Regelabweichung einordnen läßt. In der Küche wird ab 11.00 Uhr gekocht. Die dabei
freiwerdende Wärme (700 W) bewirkt folgerichtig eine sichtbare Temperaturerhöhung. Das
nachfolgende Lüften (12.00 Uhr) ist am schlagartigen Temperaturabfall erkennbar. Dieser
Effekt ist auch in den Zonen 8 (Arbeitszimmer) und 9 (Wohnzimmer) um 19.00 Uhr und im
Bad um 19.30 Uhr nach dem Duschen sichtbar. Die Zone 11 (Eßzimmer) folgt im Tempera-
turverlauf den benachbarten Zonen, da dort die jeweiligen Zwischentüren geöffnet gehalten
werden.
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Abb. 5.2.20: Komplexes Beispiel (Darstellung der definierten Strö-
mungswege)
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5.2. Demonstrationsbeispiele
Zone Nutzung Emittent Zeitregime
1 Keller Wäschetrocknung 11.00 bis 20.00 Uhr
Interieur 00.00 bis 24.00 Uhr
2 Keller Interieur 00.00 bis 24.00 Uhr
3 Keller Interieur 00.00 bis 24.00 Uhr
4 Keller Interieur 00.00 bis 24.00 Uhr
Wärmerzeuger (+WWB) 00.00 bis 24.00 Uhr
5 Keller Interieur 00.00 bis 24.00 Uhr
6 Eingangsflur Pflanzen/ Mobilar 00.00 bis 24.00 Uhr
7 Bad (1) Pflanzen/ Mobilar 00.00 bis 24.00 Uhr
Baden 19.30 bis 20.00 Uhr
8 Arbeitszimmer Pflanzen/ Mobilar 00.00 bis 24.00 Uhr
Personen 18.00 bis 21.00 Uhr
9 Wohnzimmer Pflanzen/ Mobilar 00.00 bis 24.00 Uhr
Personen 14.00 bis 22.00 Uhr
10 Küche Pflanzen/ Mobilar 00.00 bis 24.00 Uhr
Kochvorgang 11.00 bis 11.30 Uhr
11 Eßzimmer Pflanzen/ Mobilar 00.00 bis 24.00 Uhr
12 Kinderzimmer Pflanzen/ Mobilar 00.00 bis 24.00 Uhr
Personen 22.00 bis 7.00 Uhr
13 Bad (2) Pflanzen/ Mobilar 00.00 bis 24.00 Uhr
Duschen 19.30 bis 20.00 Uhr
14 Schlafzimmer Pflanzen/ Mobilar 00.00 bis 24.00 Uhr
Personen 22.00 bis 7.00 Uhr
15 Galerie Pflanzen/ Mobilar 00.00 bis 24.00 Uhr
16 Treppenzone Pflanzen 00.00 bis 24.00 Uhr
17 Spitzdach (-) (-)
Tabelle 5.2.3.: Tagesgang der Quelleinträge für die Feuchte- und Wärmeemission
Im Schlafzimmer (Zone 14) und im Kinderzimmer (Zone 12) wird nachts das Fenster ge-
öffnet und gleichzeitig die Sollraumtemperatur verringert. Im Laufe des Tages können sich
die beiden Räume wieder aufheizen. Im Bad des Dachgeschosses wird gegen 19.00 Uhr
geduscht und nachfolgend gelüftet. Beides ist an Hand der Temperaturverläufe nachvoll-
ziehbar.
Der Dachraum (Zone 17) wurde mit 5-fachen Luftwechsel simuliert. Dementsprechend folgt
die Raumtemperatur der Außentemperatur.
Zonenwärmeströme in der Abbildung G.4.6 und Ventilhübe in der Abbildung G.4.7
Die Wärme, die den einzelnen Zonen durch die Heizungsanlage zugeführt wird, setzt sich
aus der Wärmeabgabe der Heizungsrohre und der Heizkörper zusammen. Die Leistung
der Heizkörper wird durch die Hubstellung der Ventile (von 0-1) und dem damit verbun-
denen Heizkörpermassestrom geregelt. Besonders gut erkennbar wird es in der Zone 16
(Treppenhaus im Keller) wo das Thermostatventil leicht schwingt. Nach Beendigung der
Nachtabsenkung um 7.00 Uhr ist in den entsprechenden Zonen die schlagartige Sollraum-
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temperaturveränderung durch das fast vollständige Öffnen der Ventile erkennbar, was einer
Drehung am Thermostatventil entspricht. Dementsprechend erfolgt eine erhöhte Wärmeab-
gabe in den jeweiligen Räumen. Mit zunehmender Raumtemperatur ist ein gleichmäßiges
Schließen der Ventile sichtbar. Das Öffnen der Fenster zur Stoßlüftung zeigt eine sofortige
Wirkung auf das Reglersignal (vgl. Zone 13 - Bad im Dachgeschoß).
Heizungsnetz (Vor- und Rücklauf)
Die Vorlauftemperatur des Heizungsnetzes wird in Abbildung G.4.4 durch die Heizkurve
bestimmt. Die Heizkurve ist eine Funktion der Außentemperatur. Die Rücklauftemperatur
des Heizungsnetzes ist vom zeitlichen Verhalten der Ventile abhängig. Besonders deutlich
wird dies früh um 7.00 Uhr, wo eine Reihe von Ventile nach der Nachtabsenkung plötzlich
wieder öffnen und die abgekühlten Heizkörper entleert werden.
Relative Luftfeuchten in Abbildung G.4.8
Die relativen Luftfeuchten sind unmittelbar mit den Raumtemperaturen verknüpft. Zusätzlich
sind die Sprünge bedingt durch die Feuchtequellen entsprechend der Tabelle 5.2.3 erkenn-
bar.
Wasserdampfmasseströme der Wände
Die Wasserdampfmasseströme in Abbildung G.4.9 sind negativ definiert, wenn sie dem je-
weiligen Raum entzogen werden. Das Puffervermögen der Innenputze ist in den Räumen
mit definiertem Feuchteeintrag anhand des zeitlichen Verlaufes der Wasserdampfmasse-
ströme sehr gut erkennbar. Im Keller zeigt die Zone 1 im Zeitraum 11.00-19.30 Uhr ein
Aufladen der Wände mit Feuchtigkeit bedingt durch das definierte Trocknen der Wäsche.
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Das Ziel dieser Arbeit bestand in der Entwicklung von Modellen, die notwendig waren, um
eine komplexe Gebäudesimulation durchführen zu können. Dabei wurde der Schwerpunkt
auf die Eigenentwicklung gelegt, während andere Modelle nur erwähnt und kurz beschrie-
ben bzw. deren notwendige Erweiterungen erläutert wurden. Die Arbeit unterteilt sich in die
Hauptpunkte Gebäude, Anlage, Modellverifizierung und Beispielrechnungen. Als Simulati-
onswerkzeug wurde das Programmsystem TRNSYS verwendet, in welches letztendlich alle
vorgestellten Modelle implementiert werden konnten.
Für die Bilanzen des Gebäudemoduls von TRNSYS (TYPE 56) wurde die Möglichkeit ge-
schaffen, den instationären Wärme- und Feuchtetransport in jeder einzelnen Wand unter
Berücksichtigung der wesentlichen Phasenübergänge zu berechnen. Damit konnten im Ge-
gensatz zum Standardmodul von TRNSYS nun zusätzlich die Kapillarleitung und die Eis-
bildung (ohne Schmelzenthalpie) berücksichtigt werden. Die Herleitung des Wandmodells
zur Berechnung der instationären Temperatur- und Feuchtefeldentwicklung stellt eine Erwei-
terung der Modelle von VON WOLFERSDORF und VON SMUDA [83] um einen vereinfachten
Ansatz zur Eisbildungsprognose dar. Es hat den Vorteil, daß es mit allgemein zugänglichen
Stoffwerten arbeitet, so daß zusätzliche Messungen nicht notwendig sind. Die Beschrän-
kung auf die relevanten, in der Gebäudewand vorhandenen thermischen und hygrischen
Phänomene ermöglicht den Einsatz des numerischen Ansatzes innerhalb einer Gebäude-
simulation mit vertretbar großen Aufwand. Durch die Anwendung einer numerischen Me-
thode kann die punktgenaue Auswertung der Zustands- und Prozessgrößen in der Wand
vorgenommen werden. Damit ergeben sich zusätzliche Analysemöglichkeiten, die die ana-
lytischen Ansätze (wie z.B. Methode der Approximation) nur bedingt gestatten. Die Nutzung
von nichtlinearen Stoffwerten und Randbedingungen ist für die Simulation der thermischen
und hygrischen Prozesse unabdingbar und mittels des verwendeten Modells unproblema-
tisch anwendbar. Das entwickelte Modell konnte in einen 1D und 2D Programmcode (FORT-
RAN 77) umgesetzt werden. Dazu wurden die Differentialgleichungssysteme mit Hilfe der
Finite-Element-Methode diskretisiert. Für eine bessere Kontrolle der 1D-Rechnung konn-
te eine Online-Visualisierung der wichtigsten Zustands- und Prozessgrößen implementiert
werden.
Für die direkte Anwendung des 1D-Ansatzes in der Gebäudesimulation waren eine Reihe
von softwaretechnischen Anpassungen notwendig. So mußten die Schnittstellen zu den an-
deren TRNSYS-Modulen entwickelt werden, um damit den Austausch der Prozess- und Zu-
standsgrößen zwischen Wand und Raum bzw. Umgebung gewährleisten zu können. Dazu
gehören die Transmissions- und Strahlungswärmeströme, die Wasserdampfmasseströme,
die Temperaturen des Raumes bzw. der Wandoberflächen und die relative Luftfeuchte des
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Raumes. Um den Eingabeaufwand auch bei größeren Gebäuden überschaubar groß zu
halten, wird die Eingabestruktur des Gebäudemoduls von TRNSYS (TYPE56) automatisch
für das neue Wandmodell (TYPE158) übersetzt. Das bedeutet, daß jede einzelne Wand
durch einen automatisierten Netzgenerator diskretisiert wird und die Zuweisung der ther-
mischen Stoffdaten an die einzelnen Wände erfolgt. Übrig bleibt für den Anwender einzig
die Erweiterung des Stoffdatenkatalogs um die hygrischen Daten. Die Automatisierung der
Eingabe stellt eine nicht unwesentliche Erleichterung für den Anwender dar und setzt die Er-
fahrungen aus den Simulationen mit den eigenständigen Programmen (TFE bzw. TFE2D)
voraus.
Da TRNSYS mit einer konstanten Zeitschrittweite arbeitet, während das 1-D Wandmodell
zwangsläufig eine Zeitschrittweitensteuerung benötigt, ist eine Anpassung der Zeitmaßstä-
be von TRNSYS und des Wandmodells vorgenommen worden. Dazu wurde die automati-
sche Zeitschrittweitensteuerung des Wandmodells für jede einzelne Wand an der Zeitschritt-
weite von TRNSYS orientiert. Zusätzlich mußten die Steuer-, Zustands- und Prozessgrößen
jeder einzelnen Wand bei jeder Iteration mit den Modulen von TRNSYS in einem TRNSYS-
Zeitschritt verwaltet werden.
Die geschaffene Möglichkeit der Online-Visualisierung der wichtigsten Zustands- und Pro-
zessgrößen für jede einzelne Wand stellt eine ausgezeichnete Kontrolle der Eingabe und
des Modells dar.
Für die Anwendung der Netto-Methode zur Berücksichtigung des langwelligen Strahlungs-
austausches der Wände in der Energiebilanz des Gebäudemoduls von TRNSYS (TYPE57)
ist die Kenntnis der Einstrahlverhältnisse der Oberflächen jedes einzelnen Raumes notwen-
dig. Die Standardlösung von TRNSYS gestattete nur die Verwendung von quaderförmigen
Räumen ohne gegenseitige Verschattungen der einzelnen Flächen. Für die Berücksich-
tigung der geometrischen Ausrichtungen beliebiger Wände in einem Raum mußte deshalb
ein Algorithmus entwickelt werden, der die Einstrahlzahlen in allen Räumen eines Gebäudes
zur Verfügung stellt. Dabei kommt für die praxisrelevanten Flächenausrichtungen ein analy-
tischer Ansatz zur Anwendung. Dieser entstand durch die Herleitung von allgemeingültigen
Gleichungen zur Berechnung der Einstrahlzahl von zwei parallelen bzw. von zwei zueinander
senkrecht stehenden Wänden. Für alle anderen Flächen wird eine numerische Methode an-
gewendet. Dieser Algorithmus konnte durch Anwendung und Anpassung bzw. Erweiterung
der numerischen Ansätze von GLÜCK [22] zur Berechnung der Einstrahlzahl zweier beliebig
zueinander ausgerichteter Wände gefunden werden. Bei beiden Berechnungsmodellen ist
eine Berücksichtigung vorhandener Verschattungen durch Einbauten oder ähnliches durch
die Entwicklung von zusätzlichen Algorithmen möglich. Die Algorithmen wurden in einem
Programmcode zur Ermittlung der Einstrahlzahlen der Wände in den Räumen eines gesam-
ten Gebäudes umgesetzt. Dieser beinhaltet eine automatisierte Schnittstelle zum Gebäu-
demodul von TRNSYS (TYPE56). Auch hier wurde zur Verminderung von Eingabefehlern
ein Programm zur Visualisierung der Gebäudeoberflächen entwickelt.
Zur Ermittlung der Luftvolumenströme in einem Gebäude, die aufgrund von Wind, der ther-
mischen Verhältnisse oder aber durch maschinelle Hilfsmittel erzeugt werden, konnte das
Programm LUMA [7] soweit modifiziert werden, daß eine Kopplung mit den anderen Kom-
ponenten von TRNSYS möglich wurde.
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Die Heizungsanlagensimulation in TRNSYS war zwar möglich, jedoch mußten die entspre-
chenden Module auf sehr komplizierte Art und Weise in die Eingabestruktur von TRNSYS
integriert werden. Größere Anlagen waren unter diesen Bedingungen nicht untersuchbar.
Durch die Allgemeingültigkeit des TYPE 57 bereitet die Modellierung beliebig gestalteter
Heizungsnetzarten keine Probleme. Es ist zudem modular aufgebaut, so daß der Aus-
tausch im Programm oder über eine definierte Schnittstelle einfach ermöglicht wird. Durch
die Anwendung bekannter Ansätze bzw. die Herleitung oder Erweiterung von Modellen zur
thermischen, hydraulischen und instationären Simulation von Warmwasserverteilnetzen ist
ein Modul für TRNSYS entstanden, das in der Lage ist, auch komplexere Anlagen zu simu-
lieren. Durch die Kopplung der thermischen und hydraulischen Prozesse sind solche Effekte
wie der thermisch-hydraulische Umtriebsdruck berücksichtigbar.
Mit Hilfe von Zusatzprogrammen, die die Eingabe und die Darstellung der Netzstruktur ge-
statten, ist auch dem ungeübten Nutzer die Möglichkeit gegeben, komplexere Anlagen zu
modellieren und zu untersuchen. Dazu steht dem Anwender vor der Simulation (beim Er-
stellen des Netzes) und auch während der Simulation ein Werkzeug zur Darstellung der
Geometrie bzw. von ausgewählten Zustands- und Prozessgrößen des Verteilnetzes zur Ver-
fügung. Die Automatisierung der wesentlichsten Eingabeprozeduren (Netzgenerierung, Ma-
schensuche, Suche der Parallel- bzw. Reihenschaltung zur Anwendung der Widerstandsme-
thode) stellt gleichfalls eine wesentliche Erleichterung für die Anwendung des TYPE57 dar.
Für die Optimierung der Simulation konnten verschiedenartige Methoden angewendet wer-
den. Um beispielsweise auch größere Heizungsnetze mit vertretbaren Aufwand berechnen
zu können, wurde eine optionale Gebietszerlegung entwickelt.
Mit den in dieser Arbeit vorgestellten Modellen ist der Anwender nun in der Lage, auch kom-
pliziertere Aufgabenstellungen zur Gebäudesimulation in effektiver Zeit zu bewältigen. Als
mögliche Erweiterung bzw. Verbesserung ist die Anbindung der Eingabe an ein leistungs-
fähiges CAD-System denkbar, um den zum Teil immer noch vorhandenen manuellen Ein-
gabeaufwand zu verringern. Dazu ist sinnvoll, sich auf eine genormte 3D-Schnittstelle zu
möglichst vielen CAD-Programmen zu stützen.
Desweiteren ist es anstrebenswert, besonders kritische Abschnitte der Wandgeometrie mit
aufwendigeren Modellen (z.B.[86],[28]) durch eine direkte örtliche und zeitweise Kopplung
mit der in dieser Arbeit vorgestellten Gebäudesimulation mit dem Ziel einer höheren Genau-
igkeit zu untersuchen. Der Vorteil der Bauteilsimulation liegt in der Verringerung der Unsi-
cherheiten dieser Modelle bei der Festlegung der Randbedingungen in den Innenräumen
bei vertretbaren Aufwand. Durch das Zusammenwirken der unterschiedlichen Diskretisie-
rungsmethoden von Gebäude- und Bauteilsimulation ist der Anwender in der Lage, auch
komplexere bauphysikalische Problemstellungen mit vertretbaren Aufwand zu lösen.
Ein Bestandteil der Gebäudesimulation mit extrem hohen Schwierigkeitsgrad stellt die Si-
mulation der Raumluftströmung dar. Derzeitige kommerzielle CFD-Programmsysteme ge-
statten zwar die eindrucksvolle Simulation der Luftströmungen in einzelnen Räumen oder
Raumgruppen, sind aber für eine Simulation von Vielraumgebäuden auf Grund ihres Auf-
wandes für Pre- und Postprozessing bzw. wegen ihrer großen Rechenzeiten ungeeignet.
In den praxisrelevanten Fällen ist es jedoch auch nicht notwendig, über die Strömungsver-
hältnisse jedes einzelnen Raumes Informationen zu erhalten. Vielmehr sollten einige aus-
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gewählte Zonen oder Räume mit dem CFD-Modell untersucht werden, während der Rest
des Gebäudes mit einem Gebäudesimulationsmodell simuliert wird. Der gleichzeitige und
direkte Austausch der Randbedingungen zwischen Gebäude- und CFD-Modell gibt der Si-
mulation eine höhere Berechnungsgenauigkeit, die bei einer getrennten Rechnung nicht zu
erhalten ist. Das in dieser Schrift vorgestellte Modell bietet die besten Voraussetzungen, um
die Kopplung mit einem CFD-Programm zu gewährleisten.
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A. Sonnenstrahlung
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A. Sonnenstrahlung
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B. Integralformulierung
B.1. Instationärer Feuchtetransport
∫
V
(
w cWW
∂Θ
∂τ
+ w cWT
∂T
∂τ
+ w cWI
∂ι
∂τ
)
dV =
−
∫
A
w ˆ˙m 2.Art dA −
∫
A
w β uV O dA +
∫
A
w β uV U dA +
+
∫
V
(
gradw λWW gradΘ + gradw λWT gradT + w ˜˙mi
)
dV
(B.1.1)
∫
V
(
NT N cWW N Θ˙ + NT N cWT N T˙ +
+ NT N cWI N ι˙
)
dV =
−
∫
A
NT N ˆ˙m 2.Art dA −
∫
A
NT N β¯ N Θ¯O dA
+
∫
A
NT N β¯ N Θ¯U dA +
+
∫
V
(
gradNT N λWW gradN Θ +
+ gradNT N λWT gradN T
)
dV
(B.1.2)
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B. Integralformulierung
B.2. Instationäre Wärmeleitung
∫
V
(
w cTT
∂T
∂τ
+ w cTW
∂Θ
∂τ
+ w cTI
∂ι
∂τ
)
dV =
−
∫
A
w ˆ˙q 2.Art dA −
∫
A
w α TO dA +
∫
A
w α TU dA +
+
∫
V
(
gradw λTT gradT + gradw λTW gradΘ + w ˜˙qi
)
dV
(B.2.1)
∫
V
(
NT N cTT N T˙ + NT N cTW N Θ˙ +
+ NT N cTI N ι˙
)
dV =
−
∫
A
NT N ˆ˙q 2.Art dA −
∫
A
NT N α N TO dA +
+
∫
A
NT N α N TU dA +
+
∫
V
(
gradNT N λTT gradN T +
+ gradNT N λTW gradN Θ
)
dV
(B.2.2)
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C. Matrizendarstellung (eindimensionale
Lösung)
C.1. Kapazitätsmatrix
C.1.1. Instationärer Feuchtetransport
CWWE = A
l∫
0
NT N cWW N dx
= A
l
12
(
3 cWWi + cWWj cWWi + cWWj
cWWi + cWWj cWWi + 3 cWWj
) (C.1.1)
CWTE = A
l∫
0
NT N cWT N dx
= A
l
12
(
3 cWTi + cWTj cWTi + cWTj
cWTi + cWTj cWTi + 3 cWTj
) (C.1.2)
CWIE = A
l∫
0
NT N cWI N dx
= A
l
12
(
3 cWIi + cWIj cWIi + cWIj
cWIi + cWIj cWIi + 3 cWIj
) (C.1.3)
C.1.2. Instationäre Wärmeleitung
CTWE = A
l∫
0
NT N cTW N dx
= A
l
12
(
3 cTWi + cTWj cTWi + cTWj
cTWi + cTWj cTWi + 3 cTWj
) (C.1.4)
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C. Matrizendarstellung (eindimensionale Lösung)
CTIE = A
l∫
0
NT N cTI N dx
= A
l
12
(
3 cTIi + cTIj cTIi + cTIj
cTIi + cTIj cTIi + 3 cTIj
) (C.1.5)
C.2. Leitfähigkeitsmatrix
C.2.1. Instationärer Feuchtetransport
KWE = A
{
−NT N
(
β¯L
0
)
N − NT N
(
0
β¯R
)
N +
+
l∫
0
[(
∂N
∂x
)T
N λTT
(
∂N
∂x
)]
dx
}
= A
{(−αL 0
0 0
)
+
(
0 0
0 −αR
)
+
λTT i + λTT j
2 l
(
1 −1
−1 1
)}
(C.2.1)
C.2.2. Instationäre Wärmeleitung
KTE = A
{
−NT N
(
αL
0
)
N − NT N
(
0
αR
)
N +
+
l∫
0
[(
∂N
∂x
)T
N λTT
(
∂N
∂x
)]
dx
}
= A
{(−αL 0
0 0
)
+
(
0 0
0 −αR
)
+
λTT i + λTT j
2 l
(
1 −1
−1 1
)}
(C.2.2)
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C.3. Restvektor
C.3. Restvektor
C.3.1. Instationärer Feuchtetransport
FWE = A
{
−NT N
( ˆ˙mWL
0
)
− NT N
(
0
ˆ˙mWR
)
+
+ NT N
(
β¯L
0
)
N
(
Θ¯UL
0
)
+ NT N
(
0
β¯R
)
N
(
0
Θ¯UR
)
−
−
l∫
0
[
−
(
∂N
∂x
)T
N λWT
(
∂N
∂x
)
T
]
dx
}
= A
{
−
( ˆ˙mWL
0
)
−
(
0
ˆ˙mWR
)
+
(
β¯L Θ¯UL
0
)
+
(
0
β¯R Θ¯UR
)
+
+
Tj − Ti
2 l
(
λWT j + λWT i
−λWT j − λWT i
)}
(C.3.1)
C.3.2. Instationäre Wärmeleitung
FTE = A
{
−NT N
(ˆ˙qTL
0
)
− NT N
(
0
ˆ˙qTR
)
+
+ NT N
(
αL
0
)
N
(
tUL
0
)
+ NT N
(
0
αR
)
N
(
0
tUR
)
−
−
l∫
0
[
−
(
∂N
∂x
)T
N λTW
(
∂N
∂x
)
Θ
]
dx
}
= A
{
−
(ˆ˙qTL
0
)
−
(
0
ˆ˙qTR
)
+
(
αL tUL
0
)
+
(
0
αR tUR
)
+
+
Θj − Θi
2 l
(
λTW j + λTW i
−λTW j − λTW i
)}
(C.3.2)
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C. Matrizendarstellung (eindimensionale Lösung)
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D. Zusammengesetzte Stoffwerte
D.1. Instationärer Feuchtetransport
0.00 5.00 10.00 15.00 20.00
Feuchte in Vol%
0.00x10 00
1.00x10 -07
2.00x10 -07
3.00x10 -07
4.00x10 -07
5.00x10 -07
6.00x10 -07
7.00x10 -07
8.00x10 -07
9.00x10 -07
1.00x10 -06
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n 
kg
/(m
 s 
°B
)
Temperatur in °C
-10
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0
5
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20
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-10.00 -8.00 -6.00 -4.00 -2.00 0.00
Temperatur in °C
0.00x10 00
5.00x10 -12
1.00x10 -11
1.50x10 -11
2.00x10 -11
2.50x10 -11
3.00x10 -11 Eisgehalt in Vol%
4
8
12
16
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stoff98.sgx-6
Abb. D.1.1: Hygrischer Feuchteleitkoeffizient (Klinker )
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D. Zusammengesetzte Stoffwerte
0.00 5.00 10.00 15.00 20.00
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Abb. D.1.2: Thermischer Feuchteleitkoeffizient (Klinker )
0.00 4.00 8.00 12.00
Feuchte in Vol%
1.00x10 -01
2.00x10 -01
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5.00x10 -01
6.00x10 -01
7.00x10 -01
8.00x10 -01
9.00x10 -01
hy
gr
is
ch
e 
Fe
uc
ht
ek
ap
az
itä
t i
n 
kg
/(m
3  
°
B
)
Temperatur in °C
-10
-5
0
5
10
15
20
25
30
-10.00 -8.00 -6.00 -4.00 -2.00 0.00
Temperatur in °C
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Abb. D.1.3: Hygrische Feuchtekapazität (Klinker )
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D.1. Instationärer Feuchtetransport
0.00 5.00 10.00 15.00 20.00
Feuchte in Vol%
-1.80x10 -03
-1.60x10 -03
-1.40x10 -03
-1.20x10 -03
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Abb. D.1.4: Thermische Feuchtekapazität (Klinker )
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Abb. D.1.5: Kalte Feuchtekapazität (Klinker )
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D. Zusammengesetzte Stoffwerte
D.2. Instationäre Wärmeleitung
0.00 5.00 10.00 15.00 20.00
Feuchte in Vol%
1.10x10 00
1.15x10 00
1.20x10 00
1.25x10 00
1.30x10 00
1.35x10 00
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1.45x10 00
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Abb. D.2.1: Thermischer Wärmeleitkoeffizient (Klinker )
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D.2. Instationäre Wärmeleitung
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Abb. D.2.2: Hygrischer Wärmeleitkoeffizient (Klinker )
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Abb. D.2.3: Thermische Wärmekapazität (Klinker )
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D. Zusammengesetzte Stoffwerte
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Abb. D.2.4: Hygrische Wärmekapazität (Klinker )
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Abb. D.2.5: Kalte Wärmekapazität (Klinker )
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E. Gleichungen zur Berechnung der
Einstrahlzahlen
E.1. Parallel orientierte Grundflächen
Φ1,2 =
1
2 pi (x12 − x11) (y12 − y11)−√(x22 − x12)2 + h2 (y21 − y12) arctan y21 − y12√
(x22 − x12)2 + h2
+
h2
2
ln
[
(y21 − y12)2 + h2 + (x22 − x12)2
]
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√
(x22 − x12)2 + h2 (y21 − y11) arctan y21 − y11√
(x22 − x12)2 + h2
− h
2
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]
+
√
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]
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+
√
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E.2. Rechtwinklig orientierte Grundflächen
E.2. Rechtwinklig orientierte Grundflächen
Φ1,2 =
1
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Abb. F.1.1: Vergleich der Messungen an einem Heizkörper mit denen
der Simulation
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G. Beispiele
G.1. Baustofftabelle
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Vo
l%
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kt
or
 in
 -
Pa
ra
m
et
er
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ka
pi
lla
re
 S
au
gf
äh
ig
ke
it 
in
 m
^2
/s
Innenputz 1700,000 1785000,000 0,870 1,320 1,500 1,638 0,026 2,000 30,000 12,000 1,00E-07
Außenputz 1900,000 1400000,000 1,050 1,450 1,600 1,741 0,021 3,000 25,000 21,000 5,00E-08
Porotonziegel 700,000 700000,000 0,180 0,600 0,700 0,595 0,099 3,000 60,000 5,400 5,00E-08
Gipskarton 1000,000 1000000,000 0,340 0,740 1,000 0,833 0,069 0,500 40,000 16,500 5,00E-07
Estrich 2350,000 2467500,000 1,470 1,740 1,800 1,946 0,014 5,000 15,000 75,000 1,00E-09
Holz 800,000 800000,000 0,200 0,375 0,700 0,303 0,092 5,000 25,000 55,000 1,00E-06
Sand 1800,000 1800000,000 0,700 0,925 1,500 0,983 0,044 5,000 15,000 75,000 1,00E-09
Dampfsperre(Folie) 1100,000 1100000,000 0,200 0,201 1,000 0,201 0,469 0,010 0,100 37000,000 1,00E-20
Baustoff
Thermische Stoffwerte hygrische Stoffwerte
Tabelle G.1.1.: Stoffwerttabelle (nach [35])
151
G. Beispiele
G.2. Verteilungsnetze des TYPE 57
Abb. G.2.1: 2-Rohr-Heizungsnetz eines Mehrfamilienhauses
Abb. G.2.2: Warmwasserverteilung eines Mehrfamilienhauses
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G.3. Randbedingungen des Demonstrationsbeispieles (Klinker-Wand)
G.3. Randbedingungen des Demonstrationsbeispieles
(Klinker-Wand)
G.3.1. Außenklima
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Abb. G.3.1: Klimadaten Dresden 1956
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G.3.2. Innenklima
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Abb. G.3.2: Innenklima Bad
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G.4. Komplexes Beispiel
G.4. Komplexes Beispiel
G.4.1. Schichtenaufbauten der Wandkonstruktionen
• Außenwandkonstruktion im Kellerbereich:
Schichten von ds
innen nach außen m
Innenputz 0,0150
Porotonziegel 0,3650
Dampfsperre (Folie) 0,0004
• Außenwandkonstruktion im Erd-, Keller- und Dachgeschoß:
Schichten von ds
innen nach außen m
Innenputz 0,0150
Porotonziegel 0,3650
Außenputz 0,0200
• Dachkonstruktion im Obergeschoß:
Schichten von ds
innen nach außen m
Gipskarton 0,0125
Luftschicht 0,0200
Dampfsperre (Folie) 0,0004
Wärmedämmung 0,1400
• Innenwandkonstruktion 1:
Schichten von ds
innen nach außen m
Innenputz 0,0150
Porotonziegel 0,3650
Innenputz 0,0150
• Innenwandkonstruktion 2:
Schichten von ds
innen nach außen m
Innenputz 0,0150
Porotonziegel 0,3650
Innenputz 0,0150
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• Kellerboden:
Schichten von ds
innen nach außen m
Estrich 0,1600
Dampfsperre (Folie) 0,0004
Wärmedämmung 0,1400
Schwerbeton 0,1600
Sand 0,1500
• Zwischendecke Keller- /Erdgeschoß:
Schichten von ds
innen nach außen m
Estrich 0,1600
Dampfsperre (Folie) 0,0004
Wärmedämmung 0,1400
Schwerbeton 0,1600
Innenputz 0,0150
• Zwischendecke Erd- /Obergeschoß:
Schichten von ds
innen nach außen m
Estrich 0,1600
Dampfsperre (Folie) 0,0004
Schwerbeton 0,1600
Innenputz 0,0150
• Zwischendecke Obergeschoß - Spitzboden:
Schichten von ds
innen nach außen m
Wärmedämmung 0,1400
Gipskarton 0,0125
• Innentüren:
Schichten von ds
innen nach außen m
Holz 0,0350
• Außentüren Keller- und Erdgeschoß:
Schichten von ds
innen nach außen m
Holz 0,0500
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• sämtliche Außenfenster 20 % Glasanteil:
Schichten von ds %s cs λs
innen nach außen m kg
m3
kJ
kg K
W
m K
Glas 0,0040 800,0 1,05 1,630
Argon-Schicht 0,0160 1,78 1,05 0,200
Glas 0,0350 800,0 1,05 1,630
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G.4.2. Wetterdaten
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Abb. G.4.2: Relative Außenluftfeuchte
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G.4.3. Ergebnisse
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Abb. G.4.4: Vor- und Rücklauf des Heizungsnetzes
159
G. Beispiele
D
ac
h/
au
ße
n
D
ac
hg
es
ch
oß
Er
dg
es
ch
oß
0.00 6.00 12.00 18.00 24.00
Uhrzeit
9.00
10.00
11.00
12.00
13.00
14.00
15.00
16.00
17.00
18.00
19.00
Zone 1
Zone 2
Zone 3
Zone 4
Zone 5
Zone 16
K
el
le
r
Te
m
pe
ra
tu
r i
n 
°C
14.00
15.00
16.00
17.00
18.00
19.00
20.00
21.00
22.00
23.00
Zone 6
Zone 7
Zone 8
Zone 9
Zone 10
Zone 11
15.00
16.00
17.00
18.00
19.00
20.00
21.00
22.00
23.00
Zone 12
Zone 13
Zone 14
Zone 15
3.00
3.50
4.00
4.50
5.00
5.50
6.00
6.50
7.00
Zone 17
Außentemperatur
haus_1.sgx-1
Abb. G.4.5: Raumtemperaturen des Einfamilienhauses
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Abb. G.4.6: Zonenwärmeströme
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Abb. G.4.7: Ventilhübe
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Abb. G.4.8: Relative Luftfeuchten der Räume des Einfamilienhauses
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Abb. G.4.9: Wasserdampfmasseströme der Wände in die Räume des
Einfamilienhauses
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Abb. G.4.10: Luftwechsel in den Räumen des Einfamilienhauses
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