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Abstract. On the Grassmann manifold G(m,n) ofm-dimensional subspaces of an n-dimensional
projective space Pn, a certain supplementary construction called the normalization is consid-
ered. By means of this normalization, one can construct the structure of a Riemannian or
semi-Riemannian manifold or an affine connection on G(m,n).
1. Let U be an open domain of the Grassmann manifold G(m,n) of dimension
ρ = (m + 1)(n − m) coinciding with the dimension of G(m,n). This domain
can coincide with the entire manifold G(m,n) or can be its proper subset. The
domain U is said to be normalized if to each of its m-dimensional subspaces p
there corresponds a chosen subspace p∗ of dimension n−m− 1 in the projective
space Pn, such that p∗ does not have common points with p. The subspace p∗ is
called the normalizing subspace for the subspace p. We will denote a normalized
domain U ⊆ G(m,n) by Uν .
Since the subspace p∗ belongs to the Grassmannian G(n−m− 1, n), a normal-
ization of the manifold G(m,n) is defined by a normalizing mapping
ν : G(m,n)→ G(n−m− 1, n) (1)
given in the domain U ⊆ G(m,n) and having a domain or a submanifold U∗ of
the Grassmannian G(n −m− 1, n) as its image. We assume that the mapping ν
is differentiable.
The number r = dim U∗ coincides with the rank of the mapping ν. Since
dimG(n −m − 1, n) = ρ = (m + 1)(n −m), we have 0 ≤ r ≤ ρ. If r = ρ, then
U∗ is an open domain of the manifold G(n −m− 1, n). If 0 < r < ρ, then U∗ is
a proper submanifold of G(n −m − 1, n). If r = 0, then U∗ consists of one fixed
subspace p∗ of dimension n−m− 1 in the projective space Pn.
If r = ρ, the normalization is called nondegenerate. In this case, there is
a one-to-one differentiable correspondence between the domains U and U∗. If
0 < r < ρ, then the complete preimage ν−1(p∗) of the normalizing subspace p∗ is
a differentiable submanifold of dimension ρ− r on the Grassmannian G(m,n). If
r = 0, then the complete preimage ν−1(p∗) coincides with the entire domain U .
Form = 0, we arrive at the normalization of the projective space Pn considered
in [N 50], §60.
2. In this paper we will use the following index ranges:
0 ≤ ξ, η, ζ ≤ n; 0 ≤ α, β, γ, δ, ǫ ≤ m; m+ 1 ≤ i, j, k, l ≤ n.
Let us write the equations of the normalizing mapping ν using differential
forms. To this end, with the pair of subspaces p and p∗ we associate a family of
1
point frames {Aξ} in such a way that Aα ∈ p and Ai ∈ p
∗. For each frame of this
family, we have
dAα = ω
β
αAβ + ω
i
αAi, dAi = ω
α
i Aα + ω
j
iAj . (2)
The forms ωηξ satisfy the structure equations of the projective space P
n:
dω
η
ξ = ω
ζ
ξ ∧ ω
η
ζ . (3)
The 1-forms ωiα are basis forms of the frame bundle associated with the Grass-
mannian G(m,n). The 1-forms ωαi defining displacements of the subspace p
∗ are
expressed in terms of the basis forms ωαi by the relations
ωαi = λ
αβ
ij ω
j
β . (4)
These relations are differential equations of the normalizing mapping (1). The
coefficients λαβij form a square matrix of order ρ = (m+ 1)(n−m), whose rank r
is equal to the rank of the mapping ν: rank (λαβij ) = r.
Next, taking exterior derivatives of equations (4) by means of (3) and applying
Cartan’s lemma to the exterior quadratic equations obtained, we find that
∇λαβij = λ
αβγ
ijk ω
k
γ , (5)
where λαβγijk = λ
αγβ
ikj and ∇λ
αβ
ij = dλ
αβ
ij − λ
αβ
ik ω
k
j − λ
αβ
kj ω
k
i + λ
αγ
ij ω
β
γ + λ
γβ
ij ω
α
γ . If
we fix an m–pair (p, p∗), then equations (5) take the form ∇δλ
αβ
ij = 0, where
∇δλ
αβ
ij = ∇λ
αβ
ij (δ) and δ = dωiα=0. The last relations show that the coefficients
λ
αβ
ij form a tensor connected with a first order differential neighborhood of the
m-pair (p, p∗). It is called the fundamental tensor of the normalized domain Uν .
The object λαβγijk occurring in equations (5) is also a tensor connected with a
second order differential neighborhood of the normalized Grassmann manifold.
3. In the domain Uν ⊆ G(m,n), we consider the quadratic differential form
g = ωαi ω
i
α. Substituting the values (4) of the forms ω
α
i into the form g, we obtain
g = gαβij ω
i
αω
j
β , (6)
where the coefficients gαβij are obtained if one symmetrizes the tensor λ
αβ
ij simulta-
neously with respect to both lower and upper pairs of indices: gαβij =
1
2 (λ
αβ
ij +λ
βα
ji ).
Hence the quantities gαβij themselves form a tensor which is symmetric with re-
spect to these pairs of indices. In view of this the quadratic differential form g is
invariant in the domain Uν .
Denote the rank of the matrix of coefficients of the quadratic form g by r˜. If
r˜ = ρ, then the quadratic form g is nondegenerate and defines a Riemannian (or
pseudo-Riemannian) metric in the domain Uν . If r˜ < ρ, then the form g defines
a semi-Riemannian metric in the domain Uν for which the equation gαβij ω
j
β = 0
defines an isotropic distribution of dimension ρ− r˜.
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The normalization ν is said to be harmonic if the coefficients in equations (4)
are symmetric with respect to the vertical pairs of indices:
λ
αβ
ij = λ
βα
ji . (7)
If this is the case, then gαβij = λ
αβ
ij and r˜ = r. If r < ρ, and the normalization
ν is harmonic, then the isotropic distribution defined by the form g is integrable,
and its integral manifolds coincide with the complete preimages ν−1(p∗) of the
normalizing subspaces p∗.
4. Now we will establish a geometric meaning for the quadratic form (6).
Consider the subspaces p = A0 ∧A1 ∧ . . . ∧Am and
p′ = (A0 + dA0) ∧ (A1 + dA1) ∧ . . . ∧ (Am + dAm).
Their matrix coordinates X and Y (see [R 96], Sect. 2.4.1) are rectangular matri-
ces whose columns consist of the coordinates of points, determining the subspaces
p and p′, with respect to the frame R = {A0, A1, . . . , An}. These matrices are
X =
(
Im+1
O(n−m)×(m+1)
)
and Y =
(
δαβ + ω
α
β
ωiβ
)
∼
(
δαβ
ωiβ
)
, (8)
where Im+1 is the identity matrix of order m+1, O(n−m)×(m+1) is the rectangular
zero (n − m) × (m + 1) matrix, and the symbol ∼ denotes the equivalence of
matrices with respect to multiplication from the right by a nondegenerate square
matrix (δαβ − ω
α
β ) and discarding second order terms with respect to the entries of
the matrix (ωηξ ).
Consider further the normalizing subspaces p∗ = Am+1 ∧ . . . ∧ An and
p∗′ = (Am+1 + dAm+1) ∧ . . . ∧ (An + dAn).
It is easy to show that the tangential matrix coordinates U and V of p and p∗
′
,
which are defined by the coefficients of linear equations which the coordinates of
points determining the subspaces p∗ and p∗
′
satisfy, can be reduced to the forms:
U = ( Im+1 O(m+1)×(n−m) ) and V = ( δ
α
β ,−ω
α
k ) . (9)
In [R 96] (Sect. 2.4.4) the cross-ratio W of two m-pairs, whose matrix and
tangential matrix coordinates are X,Y and U, V , respectively, was defined, and
the following formula for its calculation was derived:
W = X(UX)−1(UY )(V Y )−1V. (10)
From the forms X,Y, U and V , which we already calculated, we find that
UX = UY = (δαβ ), V Y = (δ
α
β − ω
α
i ω
i
β), (V Y )
−1 = (δαβ + ω
α
i ω
i
β).
Thus, by applying formula (10), we find that the cross-ratio W of two m-pairs
(p, p∗) and (p′, p∗′) has the form:
W =
(
δαβ + ω
α
i ω
i
β − ω
α
k
O(n−m)×(n+1)
)
. (11)
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In the above calculations, we retain the terms of second order with respect to the
elements of the matrix (ωηξ ). Since such terms are principal, we discard the terms
of order higher than two.
To compute the quadratic form (6), we find the trace of the matrix W . It is:
tr W = m+ 1 + ωαi ω
i
α. Since for small x we have log(1 + x) ∼ x, it follows that
pr. p. log
(
1 +
1
m+ 1
ωαi ω
i
α
)
=
1
m+ 1
ωαi ω
i
α,
where pr. p. denotes the principal part of decomposition of the corresponding
expression, and as a result, we find that
g = ωαi ω
i
α = (m+ 1) pr. p.
[
log
(
1 +
1
m+ 1
tr W
)]
. (12)
Thus we have proved the following result.
Theorem 1 The quadratic form g is expressed in terms of the cross-ratio of two
infinitesimally close m-pairs (p, p∗) and (p′, p∗′) by formula (12).
5. A normalization of the Grassmann manifold G(m,n) defines an affine con-
nection on it. In fact, taking the exterior derivatives of the basis forms ωiα of the
manifold G(m,n) and applying structure equations (3), we obtain
dωiα = ω
β
α ∧ ω
i
β + ω
j
α ∧ ω
i
j = ω
j
β ∧ (δ
β
αω
i
j − δ
i
jω
β
α). (13)
Consider the 1-forms
ω
iβ
αj = δ
β
αω
i
j − δ
i
jω
β
α. (14)
These forms are expressed in terms of the fiber forms ωβα and ω
i
j of the frame bun-
dle associated with a domain Uν ⊆ G(m,n). In the tangent space Tp(Ω), to the
manifold Ω(m,n), which is the image of the manifold G(m,n) under the Grass-
mann mapping, these forms define a subgroup of the general linear group whose
transformations preserve the cone of asymptotic directions of G(m,n) determined
by the equations ωiαω
j
β − ω
j
αω
i
β = 0.
Exterior differentiation of equations (14) leads to the exterior equations:
dω
iβ
αj − δ
β
αω
k
j ∧ ω
i
k + δ
i
jω
γ
α ∧ ω
β
γ = δ
β
αλ
γǫ
jl ω
l
ǫ ∧ ω
i
γ − δ
i
jλ
βǫ
kl ω
k
α ∧ ω
l
ǫ. (15)
The right-hand sides of equations (15) are expressed only in terms of the basis
forms ωiα of the domain U
ν . By the facts from the theory of spaces with affine con-
nection (see, for example, [KN 63], Ch. III), these equations show that the forms
ω
iβ
αj define an affine connection on U
ν , and the forms occurring in the right-hand
sides of (15) are the curvature forms of this connection. Denote this connection
by Γν . The connection Γν is uniquely determined by the normalization ν. Note
that affine connections on normalized Grassmannians were studied in [Ne 76].
Let us write the curvature forms of the connection Γν in the form
Ωiβαj = (δ
β
αδ
i
kλ
γǫ
jl + δ
γ
αδ
i
jλ
βǫ
kl )ω
l
ǫ ∧ ω
k
γ . (16)
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The alternated coefficients occurring in the right-hand sides of the last equations
form the curvature tensor of the constructed connection. Equations (16) imply
that this tensor has the following form:
R
iβγǫ
αjkl =
1
2
(
δβαδ
i
kλ
γǫ
jl + δ
γ
αδ
i
jλ
βǫ
kl − δ
β
αδ
i
lλ
ǫγ
jk − δ
ǫ
αδ
i
jλ
βγ
lk
)
, (17)
i.e. this tensor is expressed only in terms of the components of the fundamental
tensor of the normalized domain Uν .
Equations (13) show that the affine connection Γν is torsion-free. In view of
this, the following theorem holds:
Theorem 2 The normalization ν of a normalized domain Uν ⊆ G(m,n) uniquely
determines a torsion-free affine connection Γν with the connection forms (14) on
it. The curvature tensor of this connection is linearly expressed in terms of the
fundamental tensor of the normalization ν by formulas (17).
Contracting the tensor (17) with respect to the indices i, l and α, ǫ, we obtain
the following expression for the Ricci tensor of the connection Γν :
R
βγ
jk = R
iβγα
αjki =
1
2
(
λ
γβ
jk + λ
βγ
kj − (n+ 1)λ
βγ
jk
)
. (18)
Equations (18) imply the following result.
Theorem 3 The Ricci tensor of the connection Γν is symmetric if and only if the
normalization ν of the normalized domain Uν is harmonic.
6. It is well-known that a Grassmann manifold G(m,n) is a homogeneous
space. However, in general, a normalized domain Uν is not a homogeneous space.
In fact, even two m-pairs (p, p∗) and (q, q∗) have a matrix invariant W—their
cross-ratio. Thus, in general, there is no projective transformation superposing
two neighborhoods U(p, p∗) and U˜(p˜, p˜∗) of two m-pairs belonging to a normalized
domain Uν .
On the other hand, if a normalized domain Uν is homogeneous, then its fun-
damental tensor determining the location of an m-pair (p′, p∗′), which is infinitesi-
mally close to the m-pair (p, p∗), must be covariantly constant, i.e. it must satisfy
the condition
∇λαβij = 0, (19)
where ∇ is the operator of covariant differentiation with respect to the affine
connection Γν .
Taking the exterior derivatives of the system of equations (19) by means of
structure equations (3) and excluding the differentials dλαβij , we arrive at the sys-
tem of relations:
λ
αβ
ik λ
γǫ
jl + λ
αβ
kj λ
γǫ
il + λ
αγ
ij λ
βǫ
kl + λ
γβ
ij λ
αǫ
kl
−λαβil λ
ǫγ
jk − λ
αβ
lj λ
ǫγ
ik − λ
αǫ
ij λ
βγ
lk − λ
ǫβ
ij λ
αγ
lk = 0.
(20)
Thus, the following theorem is valid.
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Theorem 4 For the normalization ν of the normalized domain Uν with the funda-
mental tensor λ
αβ
ij to be homogeneous it is necessary and sufficient that the tensor
λ
αβ
ij satisfies the conditions (19) and (20).
7. To find a solution of the system of equations (19) and (20), first we consider
a polar normalization, i.e. a normalization of the Grassmann manifold G(m,n) by
means of a nondegenerate hyperquadric Q of the space Pn (see [N 50], §§72–73).
Let p0 be an m-dimensional subspace of the space P
n which is not tangent
to Q, and let p∗0 be an (n −m − 1)-dimensional subspace of P
n which is polar-
conjugate to p0 with respect Q. The subspaces p0 and p
∗
0 form a nondegenerate
m-pair (p0, p
∗
0). The set of subspaces p, located in the same manner with respect
to Q as p0 (we will clarify below the meaning of the expression “in the same
manner”), form an open domain U , and the subspaces p∗ polar-conjugate to the
subspaces p with respect to Q define the polar normalization of this domain.
If the hyperquadricQ is imaginary, then the domain U coincides with the entire
Grassmann manifold G(m,n). Essentially, this case was studied in detail in [L 61]
where the Riemannian geometry of the Grassmann manifold of subspaces of an
Euclidean vector space was under investigation.
Let us associate a family of projective frames {Aξ} with an m-pair (p, p
∗) in
such a way that the points Aα ∈ p and Ai ∈ p
∗. We denote by (Aξ, Aη) the scalar
product of the points Aξ and Aη with respect to the hyperquadric Q. Since the
points Aα and Ai are polar-conjugate with respect to this hyperquadric, we have
giα = (Ai, Aα) = 0. (21)
The scalar products
(Ai, Aj) = gij and (Aα, Aβ) = gαβ (22)
form nondegenerate symmetric matrices (gαβ) and (gij). With respect to any
chosen frame, the equation of the hyperquadric Q can be written as
gαβx
αxβ + gijx
ixj = 0. (23)
Moreover, the signature of each of the quadratic forms gαβx
αxβ and gijx
ixj is not
changed when the subspace p moves in the normalized domain U ⊆ G(m,n). This
condition clarifies the meaning of the expression “in the same manner” which we
used above to characterize the domain U .
Differentiating equations (21) and (22) by means of equations (2), we find that
ωαi = −g
αβgijω
j
β , ∇gij = 0, ∇g
αβ = 0,
where gαβ is the inverse tensor of the tensor gαβ. Comparing these with equations
(4), we obtain the fundamental tensor of the polar normalization:
λ
αβ
ij = −g
αβgij . (24)
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Since the tensors gαβ and gij are symmetric, this fundamental tensor satisfies
condition (7), and the polar normalization is harmonic. Since the tensors gαβ and
gij are nondegenerate, the fundamental tensor of the polar normalization is also
nondegenerate.
From relations (24) it follows that for the polar normalization we have
∇λαβij = 0, (25)
i.e. its fundamental tensor is covariantly constant with respect to the connection
Γν . Hence the polar normalization of the Grassmann manifold is homogeneous.
For the polar normalization, the form (6) can be written as g = −gαβgijω
i
αω
j
β .
Thus, it is nondegenerate and defines a Riemannian (or pseudo-Riemannian) met-
ric on the normalized domain Uν with a polar normalization ν. By relation (25),
the connection Γν is the Levi-Civita connection defined by this metric.
Substituting values (24) of the fundamental tensor of the polar normalization
into expressions (17), we obtain the following expression for the curvature tensor:
R
αβγǫ
ijkl =
1
2
(
gαβgγǫ(gilgjk − gikgjl) + (g
αǫgβγ − gαγgβǫ)gijgkl
)
. (26)
Substituting values (24) of the components of the fundamental tensor of the polar
normalization ν into (18), we find that Rβγjk =
1
2 (n−1)g
βγgjk, i.e. the Ricci tensor
of a polar-normalized domain Uν is proportional to its metric tensor. But this
means that such a polar-normalized Grassmann manifold is an Einstein space.
8. In conclusion, we consider the case when the normalizing mapping ν has zero
rank: r = 0. Then the set of normalizing subspaces consists of a single subspace
p∗ of dimension n−m− 1, and the normalized domain Uν ⊆ G(m,n) consists of
the m-dimensional subspaces p not intersecting the normalizing subspace p∗.
A projective space Pn, in which a subspace p∗ of dimension n−m− 1 is fixed,
is called the m-quasiaffine space (see [R 59] and [D 88]) and is denoted by Anm.
The basis element of this space is a subspace p, and the entire space coincides with
the domain Uν considered above. The stationary subgroup of the element p is the
group H = GL(m+ 1)×GL(n−m).
If we associate a family of point frames with the subspace p ∈ Uν in the manner
indicated in Section 2, then it is easy to prove that ωαi = 0, and thus λ
αβ
ij = 0. It
follows from (6) that g = 0, and the form g defines no metric in the domain Uν . In
addition, it follows from (17) that Riβγǫαjkl = 0, and the connection Γ
ν is flat. Thus,
the domain Uν is endowed with the structure of the affine space Aρ of dimension
ρ = (m+1)(n−m). But in this space the stationary subgroup H leaves invariant
the Segre cone SCp with plane generators of dimensions m+1 and n−m. This is
the reason that this space is called the Segre-affine space and is denoted by SAρ.
Thus we have proved the following result.
Theorem 5 Let Uν be the domain of the Grassmann manifold G(m,n) formed by
its m-dimensional subspaces p not having common points with a fixed subspace p∗
of dimension n−m− 1 (the normalizing subspace). Then the domain Uν admits
a mapping onto a Segre-affine space SAρ which preserves the structure of Uν .
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The mapping s:Uν → SAρ described in Theorem 5 is called the stereographic
projection of the Grassmann manifold G(m,n). The stereographic projection of
the Grassmann manifold G(1, 3) was considered in [SR 85], and for the general
Grassmann manifold G(m,n), it was considered in [S 32] (see also [D 88]). Since
the Grassmann manifold G(1, 3) is equivalent to the pseudoconformal space C42 ,
it admits the stereographic projection onto the pseudo-Euclidean space R42 which
is equivalent to the Segre-affine space SA4.
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