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Abstract
We systematically study noncommutative and nonassociative algebras A and their bi-
modules as algebras and bimodules internal to the representation category of a quasitriangu-
lar quasi-Hopf algebra. We enlarge the morphisms of the monoidal category of A-bimodules
by internal homomorphisms, and describe explicitly their evaluation and composition mor-
phisms. For braided commutative algebras A the full subcategory of symmetric A-bimodule
objects is a braided closed monoidal category, from which we obtain an internal tensor
product operation on internal homomorphisms. We describe how these structures deform
under cochain twisting of the quasi-Hopf algebra, and apply the formalism to the example
of deformation quantization of equivariant vector bundles over a smooth manifold. Our
constructions set up the basic ingredients for the systematic development of differential
geometry internal to the quasi-Hopf representation category, which will be tackled in the
sequels to this paper, together with applications to models of noncommutative and nonas-
sociative gravity such as those anticipated from non-geometric string theory.
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1 Introduction and summary
This paper is the first part of a series of articles in which we shall systematically develop a
formalism of noncommutative and nonassociative differential geometry within the framework of
the theory of representation categories of quasi-Hopf algebras. Our main examples of interest
come as deformations of classical differential geometry, hence we also develop twist deformation
quantization of all structures involved. There are two main driving motivations behind this
work: First, we wish to address some internal technical issues in noncommutative geometry
involving constructions of connections and other geometric entities; second, we wish to sys-
tematically develop recent observations in string theory which suggest that stringy quantum
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geometry involves more complicated noncommutative structures than those previously encoun-
tered. Let us begin by briefly summarizing some of the mathematical and physical background
behind these problems.
1.1 Noncommutative connections on bimodules
Given a noncommutative algebra A one is interested in various kinds of modules (left, right or
bimodules) over A. In the spirit of noncommutative geometry these modules are interpreted as
noncommutative vector bundles over the noncommutative space A. Given further a differential
calculus over A, one can develop in a purely algebraic fashion a theory of connections on left
or right A-modules, see e.g. [Lan97] for an introduction. Associated to a connection on a right
(resp. left) A-module V is its curvature, which is a morphism of right (resp. left) A-modules.
On A-bimodules the theory of connections becomes much richer but also considerably more
complicated. Given an A-bimodule V we may “forget” about its left A-module structure and
introduce connections on V as if it were just a right A-module. Then the curvatures of these
connections are right A-module morphisms, which however will not generally respect the left A-
module structure of V . The problem with taking right A-module connections on A-bimodules
is that there is in general no procedure to construct from a pair of such connections on A-
bimodules V,W a connection on the tensor product A-bimodule V ⊗A W . The possibility to
induce connections to tensor products of A-bimodules is of course an inevitable construction
in noncommutative differential geometry, which finds many physical applications such as to
constructions of tensor fields in noncommutative gravity. The problem concerning tensor prod-
ucts of right A-module connections on A-bimodules has an analogue in the theory of module
homomorphisms: Given two A-bimodule morphisms f : V → X and g : W → Y , one can
take their tensor product and induce an A-bimodule morphism f ⊗A g : V ⊗A W → X ⊗A Y .
However if f and g are only right A-module morphisms, then there is in general no procedure
to construct from this data a right A-module morphism V ⊗A W → X ⊗A Y .
To overcome this problem, the notion of bimodule connections was developed by [Mou95,
D-VM96, D-V01]. To define bimodule connections on an A-bimodule V one needs the addi-
tional datum of an A-bimodule morphism Ω1⊗A V → V ⊗AΩ
1, where Ω1 is the A-bimodule of
1-forms. Given two A-bimodules V,W together with bimodule connections one can construct
a bimodule connection on V ⊗AW . From this construction one obtains a bimodule connection
on arbitrary tensor products V1 ⊗A · · · ⊗A Vn of A-bimodules from the choice of a bimodule
connection on each component Vi. The curvature of a bimodule connection is an A-bimodule
morphism. Although bimodule connections are by now regarded as the standard choice in most
treatments of noncommutative differential geometry (see e.g. [BM10, BM11]), there are some
serious drawbacks with this concept. For this, let us notice that the set of all bimodule connec-
tions on an A-bimodule V forms an affine space over the linear space of A-bimodule morphisms
V → V ⊗A Ω
1; this linear space is very small for many standard examples of noncommuta-
tive spaces A, so that generally there are not many bimodule connections. For instance, if
V = An and Ω1 = Am are free A-bimodules, then V ⊗A Ω
1 ≃ Anm and the A-bimodule mor-
phisms V → V ⊗A Ω
1 are in one-to-one correspondence with n × (nm)-matrices with entries
valued in the center of A. Taking the specific example where A is the polynomial algebra of
the Moyal-Weyl space R2kΘ , then the bimodule connections on V = A
n are parameterized by
the finite-dimensional linear space C2n
2 k because the center of A is isomorphic to C. As a
consequence, noncommutative gauge and gravity theories which are based on the concept of
bimodule connections will in general be rather trivial and physically uninteresting as the space
of field configurations in this case is too small.
At this point one can ask if the conditions on bimodule connections can be weakened in
such a way that one can still induce connections to tensor products. A negative answer to
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this question was given in [BM-HDS96, Appendix A], where it was shown that in a generic
situation the existence of the tensor product connection is equivalent to requiring that the
individual connections are bimodule connections. As a consequence, there seems to be no good
replacement for the concept of bimodule connections in the case where the algebra A and the
bimodules V are generic. However, a suitable substitute for bimodule connections and their
tensor products can be developed when we restrict ourselves to certain classes of algebras and
bimodules, namely those which are commutative up to a braiding; these techniques have been
developed in [AS14] (see also [Sch11, Asc12] for brief summaries). Given any quasitriangular
Hopf algebra H, one considers algebras and bimodules on which there is an action of the
Hopf algebra. As H is quasitriangular, i.e. it has an R-matrix, we can restrict ourselves to
those algebras A for which the product is compatible with the braiding determined by the
R-matrix; we call these algebras braided commutative. Similarly, we can restrict ourselves to
those A-bimodules for which the left and right A-actions are identified via the braiding; we
call such bimodules symmetric. In this setting one can prove that any pair of right module
connections on V,W induces a right module connection on V ⊗A W . One can also show that
any pair of right A-module morphisms f : V → X and g : W → Y induces a right A-module
morphism V ⊗AW → X ⊗A Y . Of course, the essential ingredient in these constructions is the
braiding determined by the R-matrix, but there are many examples which fit into the formalism
developed in [AS14]: First of all any ordinary manifold M and natural vector bundle E →M
give rise to the algebra A = C∞(M) and the A-bimodule V = Γ∞(E → M), which satisfy
the requirements of braided commutativity and symmetry with trivial R-matrix. (The Hopf
algebra H here can be taken to be the universal enveloping algebra of the Lie algebra of vector
fields on M .) Furthermore, deformations by Drinfeld twists based on H preserve the braided
commutativity and symmetry properties, and hence give rise to noncommutative algebras and
bimodules which fit into this framework; the Moyal-Weyl space together with its bimodules of
vector fields and one-forms are explicit examples of this [AS14].
1.2 Nonassociative geometry in non-geometric string theory
In this series of papers we will generalize the above constructions, and also extend them into a
more general framework of nonassociative geometry. Let us give some background motivation
for this extension from string theory, in order to clarify the physical origins of the problems we
study in this largely purely mathematical paper; see [Lus11, MSS13a, Blu14] for brief reviews
of the aspects of non-geometric string theory discussed below.
String theory is widely believed to provide a consistent quantization of general relativ-
ity, yet its precise connection to other target space approaches to quantum gravity, such as
noncommutative geometry, has remained somewhat elusive. Noncommutative geometry has a
well-known and concrete realization in open string theory, wherein the conformal field theory
of open strings ending on D-branes supporting a non-zero magnetic flux probes a noncom-
mutative deformation of the worldvolume; the low-energy dynamics of such a system is then
described by a noncommutative gauge theory on the D-brane (see [DN01, Sza03] for reviews).
Recently it has been noticed that both similar and more complicated structures are realized
in flux compactifications of closed string theory, and lead to deformations of the geometry
of spacetime itself: Starting from a geometric frame wherein closed strings propagate in an
H-flux background, after successive T-duality transformations one is inevitably led into a non-
geometric frame in the sense that coordinates and their duals, together with momentum and
winding modes, become entangled. It was found by [BP11, Lus10] through explicit string
theory calculations that closed strings which wind and propagate in these non-geometric back-
grounds probe a noncommutative and nonassociative deformation of the spacetime geometry,
with deformation parameter determined by the non-geometric flux that arises as the T-duality
transform of the geometric 3-form H-flux. This property of string geometry was subsequently
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confirmed by conformal field theory calculations [BDLPR11, CFL12] where the non-geometry
finds a concrete interpretation: In string theory a geometric spacetime emerges from the left-
right symmetric conformal field theory on the closed string worldsheet, whereas T-duality is a
left-right asymmetric transformation leading to asymmetric conformal field theories which do
not correspond to any geometric target space. In this non-geometric regime of closed string
theory the low-energy dynamics is then expected to be governed by a noncommutative and
nonassociative theory of gravity, which could provide an enlightening new target space ap-
proach to quantum gravity. In this series of articles we aim at a better understanding of the
mathematical structures behind these deformations of gravity.
The physical origins underlying this nonassociative deformation have been elucidated in var-
ious ways: by regarding closed strings as boundary excitations of more fundamental membrane
degrees of freedom in the non-geometric frame [MSS12], in terms of matrix theory compactifi-
cations [CJ13], and in double field theory [BFHLS14]; they may be connected to the Abelian
gerbes underlying the generalized manifolds in double geometry [BCP14, Hul14]. Explicit star
product realizations of the nonassociative geometry were obtained via Kontsevich’s deforma-
tion quantization of twisted Poisson manifolds [MSS12] and by integrating higher Lie algebra
structures [MSS12, BL14]. In [MSS13b] it was observed that these nonassociative star prod-
ucts can be alternatively obtained via a particular cochain twisting of the universal enveloping
algebra of a certain Lie algebra (regarded as the Lie algebra of symmetries of the non-geometric
background) to a quasi-Hopf algebra; besides its appeal as a more general encompassing math-
ematical framework, this is our driving physical reason for passing from Hopf algebras to the
(bigger) world of quasi-Hopf algebras. This generalization is particularly important for the
extensions of the flat space nonassociative deformations to the curved space flux deformations
that arise in double field theory [BFHLS14].
1.3 Overview
In this series of papers we develop the theory of internal module homomorphisms and connec-
tions on bimodules, together with their tensor product structure, for a large class of noncom-
mutative and nonassociative spaces. For this, we shall take an approach based on category
theory; we assume that the reader is familiar with the basics of braided monoidal categories,
see e.g. [BK01] for an introduction. The language of category theory is the appropriate frame-
work in this regard as it systematically highlights the general structures involved in a model-
independent way. An analogous approach was taken in [BHM11] to develop the applications of
nonassociative algebras to non-geometric string theory which were discussed in [BHM06]. How-
ever, their categories are completely different from ours, and moreover their algebras have the
physically undesirable feature that the classical limit only coincides with the algebra of func-
tions on a manifold up to Morita equivalence; instead, our constructions always reduce exactly
to the classical algebras of functions. We will also consider physical applications to noncom-
mutative and nonassociative gravity theories, particularly within the context of non-geometric
string theory and double field theory.
From a more technical point of view, we will consider the representation category HM of
a quasitriangular quasi-Hopf algebra H and develop some elements of differential geometry
internal to this category. It is well known that the representation category of a quasi-Hopf
algebra is a (weak) monoidal category, which for quasitriangular quasi-Hopf algebras carries
the additional structure of a braided monoidal category. We consider algebra objects in the
category HM , which due to the generally non-trivial associator are nonassociative algebras
(that are however weakly associative). Given any algebra object A in HM we will then con-
sider A-bimodule objects in HM , the collection of which forms a monoidal category HAMA.
The monoidal category HAMA can be geometrically interpreted as the category of all non-
commutative and nonassociative H-equivariant vector bundles over the noncommutative and
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nonassociative space A. The morphisms in this category are the morphisms preserving all
structures in sight, i.e. both the H-module and A-bimodule structures. In the approach to
nonassociative geometry by [BM10], these morphisms are used to describe geometric quantities
such as (Riemannian) metrics and curvatures. As we have already pointed out in Subsection
1.1 this choice is in general far too restrictive and leads to physically rather uninteresting
versions of nonassociative gravity and gauge theory. We shall elaborate more on this in the
next paragraph. In our approach we enlarge the class of morphisms by considering internal
homomorphisms of the monoidal category HAMA. We shall give an explicit description of the
internal hom-functor on HAMA in terms of the internal hom-functor on the category
HM
and an equalizer which formalizes a weak “right A-linearity condition”. This internal homo-
morphism point of view clarifies and generalizes the constructions in [AS14] and [KM11]. For
internal homomorphisms there are evaluation and composition morphisms which we shall ex-
plicitly describe in detail. To describe (internal) tensor products of internal homomorphisms
we make use of the braiding determined by the quasitriangular structure on the quasi-Hopf
algebra H. Assuming the algebra object A in HM to be braided commutative (i.e. that the
product is preserved by the braiding in HM ) we can define the full monoidal subcategory
H
AM
sym
A of symmetric A-bimodule objects in
HM (the condition here is that the left and
right A-module structures are identified by the braiding). This category is a braided monoidal
category from which we obtain a tensor product operation on the internal homomorphisms.
We explicitly work out properties of the internal tensor product operation.
In order provide a more explicit motivation for our internal point of view on noncommutative
and nonassociative geometry let us consider again the simple example given by the Moyal-
Weyl space R2kΘ . The noncommutative algebra A = (C
∞(R2k), ⋆Θ) corresponding to R
2k
Θ can
be considered as an algebra object in the representation category of the universal enveloping
algebra H of the 2k-dimensional Abelian Lie algebra describing infinitesimal translations on
R2k. In a more elementary language, there is an action of the infinitesimal translations on A,
which is given by the (Lie) derivative. The noncommutative one-forms and vector fields on R2kΘ
are A-bimodules which we denote by Ω1 and Ξ, respectively. The infinitesimal translations act
in terms of the Lie derivative on Ω1 and Ξ, which thereby become objects in HAMA. In physical
applications one studies further geometric structures on R2kΘ , for example (Riemannian) metrics
g : Ξ → Ω1. At this point it differs drastically if we regard g as a morphism in HAMA or as
an internal homomorphism. In the first case the map g has to be compatible with the left
and right A-actions as well as the left H-action describing infinitesimal translations. If we
express g in terms of the coordinate bases {∂µ} of Ξ and {dx
µ} of Ω1, its coefficients gµν ∈ A
which are defined by g(∂µ) = gµν dx
ν (summation over ν understood) have to be constant as
a consequence of translation invariance. Therefore, describing metrics by morphisms in the
category HAMA leads to a very rigid framework which only allows for flat noncommutative
geometries on R2kΘ . On the other hand, if we allow g to be an internal homomorphism, which in
the present case just means that g is a right A-linear map which is not necessarily compatible
with the left A-action and the left H-action, the coefficients gµν are not constrained, leading
to a much richer framework for describing noncommutative geometries on R2kΘ .
In the sequel to this paper we shall study connections on objects in HAMA from an internal
point of view. We will describe internal connections in terms of the internal hom-functor for
the monoidal category HM together with an equalizer which formalizes the Leibniz rule. In
particular, our class of connections is much larger than the one used in [BM10], which are
assumed to be bimodule connections equivariant with respect to the H-action. In the braided
commutative setting, i.e. for the category HAM
sym
A , we shall describe how to induce connections
on tensor products of bimodules. These techniques will then be used to develop a more general
and richer theory of noncommutative and nonassociative Riemannian geometry than the one
presented in [BM10].
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Throughout this series of papers, after each step in our constructions we will study how all
the structures involved deform under cochain twisting. This will eventually allow us to obtain
a large class of examples of noncommutative and nonassociative geometries by cochain twisting
the example of classical differential geometry. In this case, by fixing any Lie group G and any
G-manifold M , there is the braided monoidal category of G-equivariant vector bundles over M .
We shall construct a braided monoidal functor from this category to the category HAM
sym
A ,
where A = C∞(M) is the algebra of functions on M and H = Ug is the universal enveloping
algebra of the Lie algebra g ofG (with trivial R-matrix). Then choosing any cochain twist based
on H (there are many!) we can twist the braided monoidal category HAM
sym
A into a braided
monoidal category which describes noncommutative and nonassociative vector bundles over a
noncommutative and nonassociative space. Our general developments will in particular give us
a theory of internal module homomorphisms and connections together with their tensor product
structure for these examples, and especially a theory of noncommutative and nonassociative
gravity.
We shall show in our work that cochain twisting can be understood as a categorical equiva-
lence between the undeformed and deformed categories. This equivalence includes the internal
homomorphisms, which in our physical interpretation implies that the deformed geometric
quantities (e.g. metrics and connections) are in bijective correspondence with the undeformed
ones. It is worth emphasizing that this does not mean that the deformation of theories of
physics (e.g. gravity and Yang-Mills theory) by cochain twists is trivial: Even though the
configuration spaces of the deformed and undeformed theory are in bijective correspondence,
the choice of natural Lagrangians differs in these cases. Loosely speaking, the deformed La-
grangians should be constructed out of ⋆-products, while the undeformed ones out of ordinary
products. As a consequence, the critical points of the associated actions are in general different
for the deformed and the undeformed theory, and so is their physical behavior. In summary,
the philosophy in our cochain twisting approach is that any deformed geometric quantity arises
by twisting of a corresponding undeformed quantity. However, the selection criteria for which
of those quantities is realized in nature (e.g. as a critical point of an action) differs in the
deformed and the undeformed case.
1.4 Outline
Let us now give a brief outline of the contents of the present paper. Throughout we shall make
all of our constructions and calculations explicit, even when they follow easily from abstract
arguments of category theory, in order to set up a concrete computational framework that
will be needed later on in this series. In particular, in contrast to what is sometimes done in
the literature, we pay careful attention to associator insertions: Although by the coherence
theorems there is no loss of generality in imposing the strictness property on a monoidal
category (i.e. strong associativity of the monoidal structure), for our computational purposes
we will have to be careful not to mix up equality and isomorphy of objects.
In Section 2 we recall the definition of a quasi-Hopf algebra H and its associated monoidal
category of (left) H-modules HM . By explicitly constructing an internal hom-functor for this
category, we show that HM is a closed monoidal category, and describe explicitly the canonical
evaluation and composition morphisms for the internal hom-objects. We also show that this
closed monoidal category behaves nicely under cochain twisting. In Section 3 we introduce alge-
bras A and their bimodules as objects in the category HM , and explicitly construct a monoidal
category HAMA of A-bimodules in
HM ; again we show that all of these structures behave well
under cochain twisting. Section 4 is devoted to the explicit construction of an internal hom-
functor for the monoidal category HAMA, and we prove that the internal homomorphisms
behave well under cochain twisting. In Section 5 we show that, by restricting to quasi-Hopf al-
gebras H which are quasitriangular, the representation category HM can be endowed with the
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additional structure of a braided closed monoidal category. By restricting to braided commuta-
tive algebra objects A in HM , we endow the full monoidal subcategory HAM
sym
A of symmetric
A-bimodule objects in HM with the structure of a braided closed monoidal category. We
explicitly describe the canonical tensor product morphisms for the internal hom-objects, and
show that once again all of these structures are preserved by cochain twisting. Finally, in
Section 6 we apply our constructions to the concrete examples of deformation quantization of
G-equivariant vector bundles over G-manifolds.
2 Quasi-Hopf algebras and representation categories
In this paper we study the representation category HM of a quasi-Hopf algebra H. The
category HM is shown to be a closed monoidal category, i.e. it admits a monoidal structure
as well as an internal hom-functor. Given any cochain twist F based on H, we deform the
quasi-Hopf algebra H into a new quasi-Hopf algebra HF , and we show that
HM and HF M
are equivalent as closed monoidal categories.
2.1 Quasi-Hopf algebras
We fix once and for all a commutative ring k with unit 1 ∈ k. Let H be an algebra over the
ring k with strictly associative product µ : H ⊗H → H and unit η : k → H. We say that H is
a quasi-bialgebra if it is further equipped with two algebra homomorphisms ∆ : H → H ⊗H
(coproduct) and ǫ : H → k (counit), and an invertible element φ ∈ H ⊗H ⊗H (associator),
such that
(ǫ⊗ idH)∆(h) = h = (idH ⊗ ǫ)∆(h) , (2.1a)
(idH ⊗∆)∆(h) · φ = φ · (∆⊗ idH)∆(h) , (2.1b)
(idH ⊗ idH ⊗∆)(φ) · (∆ ⊗ idH ⊗ idH)(φ) = (1⊗ φ) · (idH ⊗∆⊗ idH)(φ) · (φ⊗ 1) , (2.1c)
(idH ⊗ ǫ⊗ idH)(φ) = 1⊗ 1 , (2.1d)
for all h ∈ H. In order to simplify the notation, we denote the unit element in H (given
by η(1) ∈ H) simply by 1 and write for the product µ(h ⊗ h′ ) = h · h′ or simply hh′. We
further use Sweedler notation for the coproduct ∆(h) = h(1)⊗h(2) for h ∈ H, and write for the
associator φ = φ(1) ⊗ φ(2) ⊗ φ(3) and its inverse φ−1 = φ(−1) ⊗ φ(−2) ⊗ φ(−3) (with summations
understood). If we need a second copy of the associator we will decorate its components with
a tilde, e.g. φ = φ˜(1) ⊗ φ˜(2) ⊗ φ˜(3). From (2.1a,2.1c,2.1d) it follows that
(ǫ⊗ idH ⊗ idH)(φ) = 1⊗ 1 = (idH ⊗ idH ⊗ ǫ)(φ) . (2.2)
Whenever φ = 1⊗ 1⊗ 1 the axioms for a quasi-bialgebra reduce to those for a bialgebra.
A quasi-antipode for a quasi-bialgebra H is a triple (S, α, β) consisting of an algebra anti-
automorphism S : H → H and two elements α, β ∈ H such that
S(h(1))αh(2) = ǫ(h)α , (2.3a)
h(1) β S(h(2)) = ǫ(h)β , (2.3b)
φ(1) β S(φ(2))αφ(3) = 1 , (2.3c)
S(φ(−1))α φ(−2) β S(φ(−3)) = 1 , (2.3d)
for all h ∈ H. A quasi-Hopf algebra is a quasi-bialgebra with quasi-antipode. If (S, α, β) is a
quasi-antipode for a quasi-bialgebra H and u ∈ H is any invertible element, then
S′( · ) := uS( · )u−1 , α′ := uα , β′ := β u−1 (2.4)
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defines another quasi-antipode (S′, α′, β′ ) for H. In the case where φ = 1 ⊗ 1 ⊗ 1 the con-
ditions (2.3c,2.3d) imply that α = β−1. Setting u = β in (2.4) we can define an algebra
anti-automorphism S′ : H → H, which by the conditions (2.3a,2.3b) satisfies the axioms of an
antipode for the bialgebra H. Hence for φ = 1 ⊗ 1 ⊗ 1 the axioms for a quasi-Hopf algebra
reduce to those for a Hopf algebra (up to the transformations (2.4) which fix α = 1 = β).
2.2 Representation categories
Our constructions are based on the category of k-modules M := Modk, whose objects are
k-modules and whose morphisms are k-linear maps. The (strict) monoidal structure (tensor
product of k-modules) is simply denoted by ⊗ : M × M → M without any subscript. The
unit object in the monoidal category M is the one-dimensional k-module k, the associator
⊗ ◦
(
⊗ ×idM
)
⇒ ⊗ ◦
(
idM × ⊗
)
is given by the identity maps and the unitors are denoted
by λ : k ⊗ – ⇒ idM and ρ : – ⊗ k ⇒ idM . Here idM : M → M is the identity functor and
k ⊗ – : M → M is the functor assigning to an object V in M the object k ⊗ V and to an
M -morphism f : V → W the morphism idk ⊗ f : k ⊗ V → k ⊗W , c ⊗ v 7→ c ⊗ f(v). The
functor –⊗ k : M → M is defined similarly. Explicitly, the unitors are given by λV : k⊗ V →
V , c⊗ v 7→ c v and ρV : V ⊗ k → V , v ⊗ c 7→ c v for any object V in M .
Given a quasi-Hopf algebra H one is typically interested in its representations, which are
described by the category of left H-modules HM . The choice of left H-modules instead of
right H-modules is purely conventional. The objects in HM are pairs V = (V , ⊲V ) consisting
of a k-module V and a k-linear map ⊲V : H ⊗ V → V , h ⊗ v 7→ h ⊲V v, called the H-action,
satisfying
h ⊲V
(
h′ ⊲V v
)
=
(
hh′
)
⊲V v , 1 ⊲V v = v , (2.5)
for all h, h′ ∈ H and v ∈ V . A morphism f : V → W in HM is a k-linear map f : V → W
of the underlying k-modules which is compatible with the left H-module structure, i.e. the
diagram
H ⊗ V
⊲V

idH⊗f // H ⊗W
⊲W

V
f
//W
(2.6)
commutes. We shall call this property H-equivariance of the k-linear map f and note that on
elements it reads as
f
(
h ⊲V v
)
= h ⊲W f(v) , (2.7)
for all h ∈ H and v ∈ V . There is a forgetful functor from HM to M assigning to an object
V in HM its underlying k-module V and to an HM -morphism f : V → W its underlying
k-linear map f : V →W .
2.3 Monoidal structure
Let us briefly review the construction of a monoidal structure on HM , see e.g. [Dri90]. We
define a functor ⊗ : HM × HM → HM (denoted with abuse of notation by the same symbol
as the monoidal functor on the category M ) as follows: For any object (V,W ) in HM × HM
we set
V ⊗W :=
(
V ⊗W,⊲V⊗W
)
, (2.8)
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where V ⊗W is the tensor product of the underlying k-modules and the H-action is defined
via the coproduct in H as
⊲V⊗W : H ⊗ V ⊗W −→ V ⊗W , h⊗ v ⊗ w 7−→ (h(1) ⊲V v)⊗ (h(2) ⊲W w) . (2.9)
For a morphism
(
f : V → X, g : W → Y
)
in HM × HM we set
f ⊗ g : V ⊗W −→ X ⊗ Y , (2.10)
where f ⊗ g is the tensor product of the underlying k-linear maps given by the monoidal
structure on M ; explicitly, f ⊗ g(v ⊗w) = f(v)⊗ g(w) for all v ∈ V and w ∈W . It is easy to
check that (2.10) is H-equivariant and hence a morphism in HM . The trivial left H-module
I := (k, ⊲I ) with ⊲I : H ⊗ k → k , h⊗ c 7→ ǫ(h) c is the unit object in
HM . The associator Φ
in HM is given in terms of the associator φ in the quasi-Hopf algebra H by
ΦV,W,X : (V ⊗W )⊗X −→ V ⊗ (W ⊗X) ,
(v ⊗ w)⊗ x 7−→ (φ(1) ⊲V v)⊗
(
(φ(2) ⊲W w)⊗ (φ
(3) ⊲X x)
)
, (2.11)
for any three objects V,W,X in HM . By the quasi-coassociativity condition (2.1b) the com-
ponents of Φ are HM -morphisms, while the pentagon relations for Φ follow from the 3-cocycle
condition (2.1c). The unitors λ and ρ in the monoidal category M canonically induce unitors
in HM , since by (2.1a) their components are HM -morphisms. With an abuse of notation
we denote these induced natural transformations by the same symbols λ and ρ; the triangle
relations for λ and ρ follow from the counital condition (2.1d). In summary, we have obtained
Proposition 2.1. For any quasi-Hopf algebra H the category HM of left H-modules is a
monoidal category.
Remark 2.2. If H is a Hopf algebra, i.e. φ = 1⊗ 1⊗ 1, then the components of Φ are identity
maps and HM is a strict monoidal category.
2.4 Cochain twisting
The monoidal category HM behaves nicely under cochain twisting, see e.g. [Dri90]. Before we
extend the previous results to include an internal hom-functor on HM , we shall briefly review
some standard results on the cochain twisting of the monoidal category HM .
Definition 2.3. A cochain twist based on a quasi-Hopf algebra H is an invertible element
F ∈ H ⊗H satisfying
(
ǫ⊗ idH
)
(F ) = 1 =
(
idH ⊗ ǫ
)
(F ) . (2.12)
It will be convenient to introduce the following notation: We denote a cochain twist by
F = F (1) ⊗F (2) ∈ H ⊗H and its inverse by F−1 = F (−1) ⊗F (−2) ∈ H ⊗H (with summations
understood). Notice that F (1), F (2), F (−1) and F (−2) are elements in H. Then the counital
condition (2.12) reads as
ǫ(F (1))F (2) = 1 = ǫ(F (2))F (1) (2.13)
and its inverse reads as
ǫ(F (−1))F (−2) = 1 = ǫ(F (−2))F (−1) . (2.14)
The next result is standard, see e.g. [Kas95, Proposition XV.3.2 and Exercise XV.6.4].
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Theorem 2.4. Given any cochain twist F ∈ H ⊗ H based on a quasi-Hopf algebra H there
is a new quasi-Hopf algebra HF . As an algebra, HF equals H, and they also have the same
counit ǫF := ǫ. The coproduct in HF is given by
∆F ( · ) := F ∆( · )F
−1 (2.15)
and the associator in HF reads as
φF := (1⊗ F ) · (idH ⊗∆)(F ) · φ · (∆ ⊗ idH)(F
−1) · (F−1 ⊗ 1) . (2.16)
The quasi-antipode (SF , αF , βF ) in HF is given by SF := S and
αF := S(F
(−1))αF (−2) , βF := F
(1) β S(F (2)) . (2.17)
Remark 2.5. If F is any cochain twist based on H, then its inverse F−1 is a cochain twist
based on the quasi-Hopf algebra HF . By twisting HF with the cochain twist F
−1 we get back
the original quasi-Hopf algebra H, i.e. (HF )F−1 = H. More generally, if F is any cochain twist
based on H and G is any cochain twist based on HF , then the product GF is a cochain twist
based on H and HGF = (HF )G.
Remark 2.6. If H is a Hopf algebra, i.e. φ = 1 ⊗ 1 ⊗ 1, and F is a cochain twist based on
H, then in general HF is a quasi-Hopf algebra since φF need not be trivial. The condition
that HF is again a Hopf algebra, i.e. that also φF = 1 ⊗ 1 ⊗ 1, is equivalent to the 2-cocycle
condition on F and in this case F is called a cocycle twist based on H.
A natural question arising in this context is the following: Is there an equivalence between
the representation categories of H and HF for any cochain twist F ∈ H ⊗H? This is indeed
the case by the following construction: First, notice that any left H-module V is also a left
HF -module as it is only sensitive to the algebra structure underlying H, which agrees with
that of HF . For any object V in
HM we shall write F(V ) when considered as an object in
the category HF M . Similarly, any HM -morphism f : V → W canonically induces an HF M -
morphism which we denote by F(f) : F(V )→ F(W ). This defines a functor F : HM → HF M
between the representation categories of H and HF , which is invertible (simply twist HF by
its cochain twist F−1, cf. Remark 2.5). Hence we have an equivalence between the categories
HM and HF M . Even better, F is a monoidal functor and we have an equivalence between the
monoidal categories HM and HF M (we shall denote the monoidal functor on HF M by ⊗F ,
the unit object by IF , the associator by Φ
F , and the unitors by λF and ρF ); the coherence
maps are given by the HF M -isomorphisms
ϕV,W : F(V )⊗F F(W ) −→ F(V ⊗W ) ,
v ⊗F w 7−→ (F
(−1) ⊲V v)⊗ (F
(−2) ⊲W w) , (2.18a)
for any two objects V,W in HM , and
ψ : IF −→ F(I) , c 7−→ c . (2.18b)
It is a straightforward check using (2.13,2.14) that the coherence diagrams
F(V )⊗F IF
ρF
F(V )

id
F(V )⊗Fψ
// F(V )⊗F F(I)
ϕV,I

F(V ) F(V ⊗ I)
F(ρ
V
)
oo
(2.19a)
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IF ⊗F F(V )
λF
F(V )

ψ⊗
F
id
F(V )
// F(I)⊗F F(V )
ϕI,V

F(V ) F(I ⊗ V )
F(λ
V
)
oo
(2.19b)
in HF M commute for any object V in HM . Furthermore, by (2.16) the coherence diagram
(
F(V )⊗F F(W )
)
⊗F F(X)
ϕV,W⊗F idF(X)

ΦF
F(V ),F(W ),F(X)
// F(V )⊗F
(
F(W )⊗F F(X)
)
id
F(V )⊗FϕW,X

F(V ⊗W )⊗F F(X)
ϕ
V⊗W,X

F(V )⊗F F(W ⊗X)
ϕ
V,W⊗X

F
(
(V ⊗W )⊗X
)
F(ΦV,W,X )
// F
(
V ⊗ (W ⊗X)
)
(2.19c)
in HF M commutes for any three objects V,W,X in HM . This proves
Theorem 2.7. If H is a quasi-Hopf algebra and F ∈ H ⊗H is any cochain twist, then HM
and HF M are equivalent as monoidal categories.
2.5 Internal homomorphisms
We shall show that for any quasi-Hopf algebra H the monoidal category HM has an internal
hom-functor hom :
(
HM
)op
× HM → HM , hence it is a closed monoidal category. Here(
HM
)op
denotes the opposite category of HM , i.e. the objects in
(
HM
)op
are the same as the
objects in HM and the morphisms in
(
HM
)op
are the morphism in HM with reversed arrows;
explicitly, an
(
HM
)op
-morphism fop : V → W is an HM -morphism f : W → V and the
composition with another
(
HM
)op
-morphism gop : W → X is gop ◦op fop = (f ◦ g)op : V → X.
For an object (V,W ) in
(
HM
)op
× HM , the internal homomorphism hom(V,W ) is an object
in HM representing the exact functor Hom(– ⊗ V,W ) from
(
HM
)op
to the category Sets of
sets; here the upper case Hom is used to denote the morphism sets in HM and the lower case
hom to denote the internal hom-objects.
We now give an explicit description of the internal hom-objects. For any object (V,W ) in(
HM
)op
× HM we set
hom(V,W ) :=
(
Homk(V ,W ), ⊲hom(V,W )
)
, (2.20)
where Homk(V ,W ) is the k-module of k-linear maps between the underlying k-modules and
the H-action is given by the adjoint action
⊲hom(V,W ) : H ⊗Homk(V ,W ) −→ Homk(V ,W ) ,
h⊗ L 7−→ (h(1) ⊲W · ) ◦ L ◦ (S(h(2)) ⊲V · ) . (2.21)
Lemma 2.8. If (V,W ) is an object in
(
HM
)op
× HM then hom(V,W ) is an object in HM .
Proof. We have to prove that (2.21) defines a left H-action, i.e. that the conditions in (2.5)
are satisfied. The second condition is a simple consequence of ∆(1) = 1⊗ 1 and S(1) = 1. The
first condition follows from the short calculation
h ⊲hom(V,W )
(
h′ ⊲hom(V,W ) L
)
= (h(1) ⊲W · ) ◦ (h
′
(1) ⊲W · ) ◦ L ◦ (S(h
′
(2)) ⊲V · ) ◦ (S(h(2)) ⊲V · )
=
(
(hh′ )(1) ⊲W ·
)
◦ L ◦
(
S((hh′ )(2)) ⊲V ·
)
= (hh′ ) ⊲hom(V,W ) L , (2.22)
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for all h, h′ ∈ H and L ∈ Homk(V ,W ). In the second equality we have used the fact that ⊲V
and ⊲W are left H-actions (hence they satisfy (2.5)), that ∆ is an algebra homomorphism and
that S is an algebra anti-automorphism.
Given now any morphism
(
fop : V → X, g : W → Y
)
in
(
HM
)op
× HM , we define a
k-linear map
hom(fop, g) : hom(V,W ) −→ hom(X,Y ) , L 7−→ g ◦ L ◦ f . (2.23)
Lemma 2.9. If
(
fop : V → X, g : W → Y
)
is a morphism in
(
HM
)op
×HM then hom(fop, g) :
hom(V,W )→ hom(X,Y ) is an HM -morphism. Moreover, hom :
(
HM
)op
×HM → HM is a
functor.
Proof. We have to show that hom(fop, g) is H-equivariant, i.e. that it satisfies the property
(2.7). Using (2.23) and the explicit expression for the adjoint H-action (2.21) we obtain
hom(fop, g)
(
h ⊲hom(V,W ) L
)
= g ◦ (h(1) ⊲W · ) ◦ L ◦ (S(h(2)) ⊲V · ) ◦ f
= (h(1) ⊲Y · ) ◦ g ◦ L ◦ f ◦ (S(h(2)) ⊲X · )
= h ⊲hom(X,Y ) hom(f
op, g)
(
L
)
, (2.24)
for all L ∈ Homk(V ,W ) and h ∈ H. hom is a functor, since it clearly preserves the identity
morphisms hom(idopV , idW ) = idhom(V,W ) and it also preserves compositions
hom(fop ◦op f˜op, g ◦ g˜)( · ) = g ◦ g˜ ◦ ( · ) ◦ f˜ ◦ f =
(
hom(fop, g) ◦ hom(f˜op, g˜)
)
( · ) , (2.25)
for any two composable morphisms (fop, g) and (f˜op, g˜) in
(
HM
)op
× HM .
With these preparations we can now show that HM is a closed monoidal category.
Theorem 2.10. For any quasi-Hopf algebra H the representation category HM is a closed
monoidal category with internal hom-functor hom :
(
HM
)op
× HM → HM described above.
Proof. We have to prove that there is a natural bijection (called ‘currying’)
Hom
(
V ⊗W,X
)
≃ Hom
(
V,hom(W,X)
)
, (2.26)
for any three objects V,W,X in HM . Let us define the maps
ζV,W,X : Hom
(
V ⊗W,X
)
−→ Hom
(
V,hom(W,X)
)
(2.27a)
by setting
ζV,W,X(f) : V −→ hom(W,X) ,
v 7−→ f
((
φ(−1) ⊲V v
)
⊗
((
φ(−2) β S(φ(−3))
)
⊲W ( · )
))
, (2.27b)
for any HM -morphism f : V ⊗W → X. The map ζV,W,X(f) is obviously k-linear and it is also
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H-equivariant (hence an HM -morphism) since
h ⊲hom(W,X)
(
ζV,W,X(f)(v)
)
= (h(1) ⊲X · ) ◦ f
((
φ(−1) ⊲V v
)
⊗
((
φ(−2) β S(φ(−3))
)
⊲W ( · )
))
◦
(
S(h(2)) ⊲W ·
)
= f
(((
h(1)(1) φ
(−1)
)
⊲V v
)
⊗
((
h(1)(2) φ
(−2) β S(h(2) φ
(−3))
)
⊲W ( · )
))
= f
(((
φ(−1) h(1)
)
⊲V v
)
⊗
((
φ(−2) h(2)(1) β S(φ
(−3) h(2)(2))
)
⊲W ( · )
))
= f
(((
φ(−1) h(1)
)
⊲V v
)
⊗
((
φ(−2) h(2)(1) β S(h(2)(2))S(φ
(−3))
)
⊲W ( · )
))
= f
((
φ(−1) ⊲V
(
h ⊲V v
))
⊗
((
φ(−2) β S(φ(−3))
)
⊲W ( · )
))
= ζV,W,X(f)
(
h ⊲V v
)
, (2.28)
for all h ∈ H and v ∈ V . In the second equality we used the property that f : V ⊗W → X
is H-equivariant and that S is an algebra anti-automorphism. In the third equality we used
(2.1b) and the fourth equality follows by using again the property that S is an algebra anti-
automorphism. In the fifth equality we used the property (2.3b) of the quasi-antipode together
with (2.1a).
The inverse ζ−1V,W,X : Hom(V,hom(W,X)) → Hom(V ⊗W,X) is given by setting
ζ−1V,W,X(g) : V ⊗W −→ X ,
v ⊗ w 7−→ φ(1) ⊲X
(
g(v)
((
S(φ(2))αφ(3)
)
⊲W w
))
, (2.29)
for all HM -morphisms g : V → hom(W,X). A straightforward calculation similar to (2.28)
shows that ζ−1V,W,X(g) is an
HM -morphism and that ζ−1V,W,X is the inverse of the map ζV,W,X .
It remains to prove naturality, which means that ζV,W,X are the components of a natural
isomorphism ζ between the two functors Hom(–⊗–, –) and Hom(–,hom(–, –)) from
(
HM
)op
×(
HM
)op
× HM to the category of sets. Explicitly, given any morphism
(
fopV : V → V
′, fopW :
W → W ′, fX : X → X
′
)
in
(
HM
)op
×
(
HM
)op
× HM we have to show that the diagram (in
the category Sets)
Hom
(
V ⊗W,X
)
Hom(fop
V
⊗f
op
W
,fX)

ζ
V,W,X
// Hom
(
V,hom(W,X)
)
Hom(fop
V
,hom(fop
W
,fX))

Hom
(
V ′ ⊗W ′,X ′
)
ζ
V ′,W ′,X′
// Hom
(
V ′,hom(W ′,X ′ )
)
(2.30)
commutes. For any HM -morphism f : V ⊗W → X and any v′ ∈ V ′ we obtain
Hom(fopV ,hom(f
op
W , fX))
(
ζV,W,X(f)
)
(v′ )
= fX ◦ f
((
φ(−1) ⊲V fV (v
′ )
)
⊗
((
φ(−2) β S(φ(−3))
)
⊲W ( · )
))
◦ fW
= fX ◦ f
(
fV ⊗ fW
((
φ(−1) ⊲V ′ v
′
)
⊗
((
φ(−2) β S(φ(−3))
)
⊲W ′ ( · )
)))
= ζV ′,W ′,X′
(
Hom(fopV ⊗ f
op
W , fX)(f)
)
(v′ ) , (2.31)
where in the second equality we have used H-equivariance of both fV and fW .
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2.6 Evaluation and composition
For any closed monoidal category C there exist canonical evaluation and composition mor-
phisms for the internal hom-objects. For later use we shall review this construction following
[Maj95, Proposition 9.3.13].
Proposition 2.11. Let C be any monoidal category with internal hom-functor hom : C op ×
C → C . Then there are C -morphisms
evV,W : hom(V,W )⊗ V −→W , (2.32a)
•V,W,X : hom(W,X) ⊗ hom(V,W ) −→ hom(V,X) , (2.32b)
for all objects V,W,X in C .
Proof. To construct the C -morphism evV,W let us notice that, due to the currying, there is a
bijection of morphism sets
Hom
(
hom(V,W ),hom(V,W )
) ζ−1hom(V,W ),V,W
// Hom
(
hom(V,W )⊗ V,W
)
, (2.33)
for all objects V,W in C . Choosing the identity idhom(V,W ) in the morphism set on the left-hand
side, we obtain via this bijection the C -morphism
evV,W := ζ
−1
hom(V,W ),V,W
(
idhom(V,W )
)
: hom(V,W )⊗ V −→W , (2.34)
for all objects V,W in C . The C -morphism •V,W,X is given by
•V,W,X := ζhom(W,X)⊗hom(V,W ),V,X
(
evW,X ◦
(
idhom(W,X) ⊗ evV,W
)
◦ Φhom(W,X),hom(V,W ),V
)
,
(2.35)
for all objects V,W,X in C .
For our closed monoidal category HM we can find explicit expressions for the evaluation
and composition morphisms in Proposition 2.11. We obtain for the evaluation
evV,W : hom(V,W )⊗ V −→W , L⊗ v 7−→ φ
(1) ⊲W L
(
S(φ(2))αφ(3) ⊲V v
)
, (2.36)
and for the composition
•V,W,X : hom(W,X) ⊗ hom(V,W ) −→ hom(V,X) ,
L⊗ L′ 7−→ evW,X
((
φ(−1) ⊲hom(W,X) L
)
⊗ φ(−2) ⊲W L
′
(
S
(
φ(−3)
)
⊲V ( · )
))
, (2.37)
for any three objects V,W,X in HM .
We collect some well-known properties of the evaluation and composition morphisms which
shall be needed in this paper.
Proposition 2.12. Let H be a quasi-Hopf algebra.
(i) For any three objects V,W,X in HM and any HM -morphism g : V → hom(W,X) the
diagram
V ⊗W
ζ−1
V,W,X
(g)
**❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
g⊗idW // hom(W,X) ⊗W
ev
W,X

X
(2.38)
in HM commutes.
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(ii) For any three objects V,W,X in HM the diagram
(
hom(W,X) ⊗ hom(V,W )
)
⊗ V
Φ
hom(W,X),hom(V,W ),V

•V,W,X⊗idV
// hom(V,X)⊗ V
evV,X

hom(W,X) ⊗
(
hom(V,W )⊗ V
)
idhom(W,X)⊗evV,W

hom(W,X) ⊗W evW,X
// X
(2.39)
in HM commutes. Explicitly
evV,X
((
L •V,W,X L
′
)
⊗ v
)
=
evW,X
((
φ(1) ⊲hom(W,X) L
)
⊗ evV,W
((
φ(2) ⊲hom(V,W ) L
′
)
⊗
(
φ(3) ⊲V v
)))
, (2.40)
for all L ∈ hom(W,X), L′ ∈ hom(V,W ) and v ∈ V .
(iii) The composition morphisms are weakly associative, i.e. for any four objects V,W,X, Y
in HM the diagram
(
hom(X,Y )⊗ hom(W,X)
)
⊗ hom(V,W )
Φ
hom(X,Y ),hom(W,X),hom(V,W )

•W,X,Y ⊗idhom(V,W )
// hom(W,Y )⊗ hom(V,W )
•
V,W,Y

hom(X,Y )⊗
(
hom(W,X) ⊗ hom(V,W )
)
idhom(X,Y )⊗•V,W,X

hom(X,Y )⊗ hom(V,X)
•
V,X,Y
// hom(V, Y )
(2.41)
in HM commutes.
Proof. The commutative diagram in item (i) follows easily by comparing (2.36) and (2.29).
Item (ii) follows from item (i) and (2.35). In order to prove item (iii), notice that due to item
(i) and the fact that the currying maps ζ–,–,– are bijections, it is enough to prove that
evV,Y
(((
L •W,X,Y L
′
)
•V,W,Y L
′′
)
⊗ v
)
=
evV,Y
((
(φ(1) ⊲hom(X,Y ) L) •V,X,Y
(
(φ(2) ⊲hom(W,X) L
′ ) •V,W,X (φ
(3) ⊲hom(V,W ) L
′′ )
))
⊗ v
)
,
(2.42)
for all L ∈ hom(X,Y ), L′ ∈ hom(W,X), L′′ ∈ hom(V,W ) and v ∈ V . This equality is shown
by applying (2.40) twice on both sides and using the 3-cocycle condition (2.1c) to simplify the
resulting expressions.
Given any object (V,W ) in
(
HM
)op
× HM , we can assign to it the set of H-invariant
internal homomorphisms
homH(V,W ) :=
{
L ∈ Homk(V ,W ) : h ⊲hom(V,W ) L = ǫ(h)L , ∀h ∈ H
}
. (2.43)
Notice that homH :
(
HM
)op
×HM → Sets is a functor (in fact, it is a subfunctor of the internal
hom-functor composed with the forgetful functor from HM to the category of sets) and that
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it has the same source and target as the functor Hom :
(
HM
)op
× HM → Sets assigning the
morphism sets. The next proposition shows that the morphisms in HM can be identified with
the H-invariant internal homomorphisms.
Proposition 2.13. Let H be a quasi-Hopf algebra.
(i) There is a natural isomorphism ϑ : Hom ⇒ homH of functors from
(
HM
)op
× HM to
Sets. Explicitly, the components of ϑ are given by
ϑV,W : Hom(V,W ) −→ hom
H(V,W ) , f 7−→
(
β ⊲W ·
)
◦ f , (2.44)
for any object (V,W ) in
(
HM
)op
× HM .
(ii) The natural isomorphism ϑ : Hom⇒ homH preserves evaluations and compositions, i.e.
there are identities
evV,W
(
ϑV,W (f)⊗ v
)
= f(v) , (2.45a)
ϑW,X(g) •V,W,X ϑV,W (f) = ϑV,X
(
g ◦ f
)
, (2.45b)
for all f ∈ Hom(V,W ), g ∈ Hom(W,X) and v ∈ V .
(iii) For all f ∈ Hom(V,W ), g ∈ Hom(W,X), L′ ∈ hom(V,W ) and L ∈ hom(W,X) we have
ϑW,X(g) •V,W,X L
′ = g ◦ L′ , L •V,W,X ϑV,W (f) = L ◦ f . (2.46)
Proof. It is easy to see that ϑV,W (f) is H-invariant for any f ∈ Hom(V,W ): One has
h ⊲hom(V,W ) ϑV,W (f) =
(
h(1) β ⊲W ·
)
◦ f ◦
(
S(h(2)) ⊲V ·
)
=
(
h(1) β S(h(2)) ⊲W ·
)
◦ f
= ǫ(h)
(
β ⊲W ·
)
◦ f
= ǫ(h)ϑV,W (f) , (2.47)
for all h ∈ H and f ∈ Hom(V,W ). We now show that the map ϑV,W is invertible via
ϑ−1V,W : hom
H(V,W ) −→ Hom(V,W ) , L 7−→
(
φ(1) ⊲W ·
)
◦ L ◦
(
S(φ(2))αφ(3) ⊲V ·
)
. (2.48)
Notice that ϑ−1V,W (L) ∈ Hom(V,W ) for any L ∈ hom
H(V,W ): One has
ϑ−1V,W (L)(h ⊲V v) = φ
(1) ⊲W L
(
S(φ(2))αφ(3) h ⊲V v
)
= φ(1) ⊲W
(
h(1) ⊲hom(V,W ) L
)(
S(φ(2))α φ(3) h(2) ⊲V v
)
= φ(1) h(1)(1) ⊲W L
(
S(φ(2) h(1)(2))αφ
(3) h(2) ⊲V v
)
= h(1) φ
(1) ⊲W L
(
S(h(2)(1) φ
(2))α h(2)(2) φ
(3) ⊲V v
)
= h ⊲W ϑ
−1
V,W (L)(v) , (2.49)
for all h ∈ H, L ∈ homH(V,W ) and v ∈ V . The second equality here follows from the definition
(2.43) and ǫ(h(1))h(2) = h. The fact that ϑ
−1
V,W is the inverse of ϑV,W can be checked similarly:
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That ϑ−1V,W ◦ ϑV,W = idHom(V,W ) follows easily from (2.3c), while for any L ∈ hom
H(V,W ) we
have
ϑV,W ◦ ϑ
−1
V,W (L) =
(
φ(1) ⊲W ·
)
◦ L ◦
(
S(φ(2))αφ(3) β ⊲V ·
)
=
(
φ(1) ⊲W ·
)
◦
(
φ˜(−1) ⊲hom(V,W ) L
)
◦
(
S(φ(2))αφ(3) φ˜(−2) β S(φ˜(−3)) ⊲V ·
)
=
(
φ(1) φ˜
(−1)
(1) ⊲W ·
)
◦ L ◦
(
S(φ(2) φ˜
(−1)
(2) )αφ
(3) φ˜(−2) β S(φ˜(−3)) ⊲V ·
)
= L ◦
(
S(φ(−1))αφ(−2) β S(φ(−3)) ⊲V ·
)
= L , (2.50)
where here the second equality follows from (2.43) and ǫ(φ˜(−1)) φ˜(−2) ⊗ φ˜(−3) = 1 ⊗ 1, while
the fourth equality follows from applying (2.1c) and then using (2.3a,2.3b) and (2.2) to elim-
inate two of the three factors of φ. Items (ii) and (iii) follow similarly from straightforward
calculations using (2.36,2.37) and the properties of quasi-Hopf algebras.
Remark 2.14. Both functors Hom and homH can be promoted to functors with values in the
category of k-modules M . The components of the natural isomorphism ϑ in Proposition 2.13
are obviously k-linear isomorphisms, hence ϑ also gives a natural isomorphism between Hom
and homH when considered as functors with values in M .
2.7 Cochain twisting of internal homomorphisms
Given any cochain twist F = F (1) ⊗ F (2) ∈ H ⊗ H based on H with inverse F−1 = F (−1) ⊗
F (−2) ∈ H⊗H, let us consider the closed monoidal categories HM and HF M where HF is the
twisted quasi-Hopf algebra of Theorem 2.4. We shall denote the internal hom-functor on HM
by hom and that on HF M by homF . For any object (V,W ) in
(
HM
)op
× HM we define the
k-linear map
γV,W : homF
(
F(V ),F(W )
)
−→ F
(
hom(V,W )
)
,
L 7−→
(
F (−1) ⊲W ·
)
◦ L ◦
(
S
(
F (−2)
)
⊲V ·
)
, (2.51)
and notice that γV,W is an
H
F M -isomorphism: For any h ∈ H and L ∈ Homk(V ,W ) we have
γV,W
(
h ⊲homF (F(V ),F(W ))
L
)
=
(
F (−1) h(1)F ⊲W ·
)
◦ L ◦
(
S
(
F (−2) h(2)F
)
⊲V ·
)
=
(
h(1) F
(−1) ⊲W ·
)
◦ L ◦
(
S
(
h(2) F
(−2)
)
⊲V ·
)
= h ⊲hom(V,W ) γV,W (L) , (2.52)
where ⊲homF (F(V ),F(W ))
denotes theHF -adjoint action in homF
(
F(V ),F(W )
)
(recall that SF =
S) and we have used the short-hand notation ∆F (h) = F ∆(h)F
−1 =: h(1)F ⊗ h(2)F for all
h ∈ HF (with summation understood). A straightforward calculation shows that γV,W are
the components of a natural isomorphism γ : homF ◦ (F
op × F) ⇒ F ◦ hom of functors from(
HM
)op
× HM to HF M , i.e. the diagram
homF
(
F(V ),F(W )
)
homF (F
op(fop),F(g))

γV,W
// F
(
hom(V,W )
)
F(hom(fop,g))

homF
(
F(X),F(Y )
)
γX,Y
// F
(
hom(X,Y )
)
(2.53)
in HF M commutes for all morphisms
(
fop : V → X, g : W → Y
)
in
(
HM
)op
× HM . This
shows
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Theorem 2.15. If H is a quasi-Hopf algebra and F ∈ H ⊗H is any cochain twist based on
H, then HM and HF M are equivalent as closed monoidal categories.
For the closed monoidal category HF M we have by Proposition 2.11 the HF M -morphisms
evF
F(V ),F(W ) and •
F
F(V ),F(W ),F(X), for any three objects F(V ),F(W ),F(X) in
HF M . These
morphisms are related to the corresponding HM -morphisms evV,W and •V,W,X by
Proposition 2.16. If V,W,X are any three objects in HM , then the diagrams
homF (F(V ),F(W )) ⊗F F(V )
γV,W⊗F idF(V )

evF
F(V ),F(W )
// F(W )
F
(
hom(V,W )
)
⊗F F(V )
ϕ
hom(V,W ),V

F
(
hom(V,W )⊗ V
)
F(ev
V,W
)
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦
(2.54a)
homF (F(W ),F(X)) ⊗F homF (F(V ),F(W ))
γ
W,X
⊗
F
γ
V,W

•F
F(V ),F(W ),F(X)
// homF (F(V ),F(X))
γV,X

F
(
hom(W,X)
)
⊗F F
(
hom(V,W )
)
ϕ
hom(W,X),hom(V,W )

F
(
hom(W,X) ⊗ hom(V,W )
)
F(•
V,W,X
)
// F
(
hom(V,X)
)
(2.54b)
in HF M commute.
Proof. Commutativity of the first diagram can be shown by chasing an element L ⊗F v ∈
homF (F(V ),F(W )) ⊗F F(V ) along the two paths in the diagram and using the explicit ex-
pressions for γ–,– in (2.51), ϕ–,– in (2.18) and ev–,– in (2.36), as well as Theorem 2.4. In order to
prove commutativity of the second diagram, let us first notice that, due to Proposition 2.12 (i)
and bijectivity of the currying maps, it is enough to show that
evF
F(V ),F(X)
((
L •F
F(V ),F(W ),F(X) L
′
)
⊗F v
)
=
evFF(V ),F(X)
(
γ−1V,X
((
F (−1) ⊲hom(W,X) γW,X(L)
)
•V,W,X
(
F (−2) ⊲hom(V,W ) γV,W (L
′ )
))
⊗F v
)
,
(2.55)
for all L ∈ homF (F(W ),F(X)), L
′ ∈ homF (F(V ),F(W )) and v ∈ F(V ). Using the first
diagram we can express the evaluation evF
F(V ),F(X) on the right-hand side in terms of the eval-
uation evV,X . Simplifying the resulting expression and using (2.40) to express the composition
•V,W,X in terms of evaluations ev–,–, the equality of both sides follows from a straightforward
calculation using Theorem 2.4.
3 Algebras and bimodules
As a first step towards noncommutative and nonassociative differential geometry we shall in-
troduce the concept of algebras A and A-bimodules V in the category HM . The algebras A
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should be interpreted as noncommutative and nonassociative spaces with symmetries modeled
on the quasi-Hopf algebra H, while the A-bimodules V describe noncommutative and nonas-
sociative vector bundles over A. We shall show that, fixing any quasi-Hopf algebra H and
any algebra A in HM , the category HAMA of A-bimodules in
HM is a monoidal category.
Physically this means that there is a tensor product operation for the kinds of noncommutative
and nonassociative tensor fields that we consider, which is of course an indispensable tool for
describing physical theories such as gravity and other field theories in our setting. We shall
show that cochain twisting leads to an equivalence between the monoidal categories HAMA
and HF A
F
MA
F
, where AF is an algebra in
HF M which is given by a deformation (via a star-
product) of the original algebra A. The assignment of the deformed algebras AF in
HF M to
algebras A in HM is also shown to be functorial.
3.1 Algebras
Let H be a quasi-Hopf algebra and HM the associated closed monoidal category of left H-
modules.
Definition 3.1. An algebra in HM is an object A in HM together with two HM -morphisms
µA : A⊗A→ A (product) and ηA : I → A (unit) such that the diagrams
(A⊗A)⊗A
Φ
A,A,A

µ
A
⊗idA
// A⊗A
µA

A⊗ (A⊗A)
idA⊗µA

A⊗A µ
A
// A
(3.1a)
I ⊗A
η
A
⊗idA

λA
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
A⊗ I
ρA
ww♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
idA⊗ηA

A⊗A
µ
A
// A A A⊗A
µ
A
oo
(3.1b)
in HM commute. We shall denote by HA the category with objects all algebras in HM and
morphisms given by all structure preserving HM -morphisms, i.e. an HA -morphism f : A→ B
is an HM -morphism such that µB ◦ (f ⊗ f) = f ◦ µA and f ◦ ηA = ηB.
Given an algebra A in HM it is sometimes convenient to use a short-hand notation and
denote the product by µA(a ⊗ a
′ ) = a a′, for all a, a′ ∈ A. Since µA is an
HM -morphism we
have
h ⊲A (a a
′ ) = (h(1) ⊲A a) (h(2) ⊲A a
′ ) , (3.2)
for all h ∈ H and a, a′ ∈ A. The first diagram in Definition 3.1 implies that
(a a′ ) a′′ = (φ(1) ⊲A a)
(
(φ(2) ⊲A a
′ ) (φ(3) ⊲A a
′′ )
)
, (3.3)
for all a, a′, a′′ ∈ A. Hence A is in general not an associative algebra, but only weakly associa-
tive, i.e. associative up to the associator in H. Denoting the unit element in A by 1A := ηA(1),
the fact that ηA is an
HM -morphism implies that h ⊲A 1A = ǫ(h) 1A for all h ∈ H. The last
two diagrams in Definition 3.1 yield
1A a = a = a 1A , (3.4)
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for all a ∈ A. In this short-hand notation an HA -morphism f : A→ B is a k-linear map that
satisfies
f(h ⊲A a) = h ⊲B f(a) , f(a a
′ ) = f(a) f(a′ ) , f(1A) = 1B , (3.5)
for all h ∈ H and a, a′ ∈ A.
Example 3.2. Given any object V in HM we can consider its internal endomorphisms
end(V ) := hom(V, V ), which is an object in HM . By Proposition 2.11 there is an HM -
morphism
µend(V ) := •V,V,V : end(V )⊗ end(V ) −→ end(V ) . (3.6)
Explicitly, the composition morphism is given in (2.37). Furthermore, due to the currying ζ in
(2.27) we can assign to the HM -morphism λV : I ⊗ V → V the
HM -morphism
ηend(V ) := ζI,V,V (λV ) : I −→ end(V ) . (3.7)
Explicitly, evaluating this morphism on 1 ∈ I we find 1end(V ) := ηend(V )(1) = (β ⊲V · ) ∈
end(V ). The product µend(V ) is weakly associative (i.e. associative up to the associator as in
the first diagram of Definition 3.1) since the composition morphisms •V,W,X have this property
(cf. Proposition 2.12 (iii)). By Proposition 2.13 (i) we can identify 1end(V ) = ϑV,V (idV ) and
therefore obtain via the properties listed in Proposition 2.13 (iii)
1end(V ) L = ϑV,V (idV ) •V,V,V L = L = L •V,V,V ϑV,V (idV ) = L 1end(V ) , (3.8)
for any L ∈ end(V ). Hence end(V ) together with µend(V ) and ηend(V ) is an algebra in
HM .
Remark 3.3. Given an object V in HM , the algebra end(V ) in HM describes the (nonasso-
ciative) algebra of linear operators on V . A representation of an object A in HA on V is then
defined to be an HA -morphism πA : A→ end(V ).
3.2 Cochain twisting of algebras
Given any cochain twist F ∈ H ⊗H, Theorem 2.4 provides us with a new quasi-Hopf algebra
HF . We shall now construct an equivalence between the categories
HA and HF A . First,
let us recall that there is a monoidal functor F : HM → HF M . Thus given any algebra A
in HM we obtain an object F(A) in HF M . For this object we define the HF M -morphisms
µA
F
: F(A) ⊗F F(A) → F(A) and ηA
F
: IF → F(A) via the coherence maps (2.18) and the
diagrams
F(A)⊗F F(A)
ϕA,A

µ
A
F // F(A) IF
ψ

η
A
F // F(A)
F(A ⊗A)
F(µA)
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
F(I)
F(ηA)
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(3.9)
in HF M . It is easy to see that F(A), together with the HF M -morphisms µA
F
and ηA
F
, is an
algebra in HF M . We shall denote this algebra also by AF . Using the short-hand notation, the
product and unit in this algebra explicitly read as
µA
F
(a⊗F a
′ ) = (F (−1) ⊲A a) (F
(−2) ⊲A a
′ ) =: a ⋆F a
′ , ηA
F
(1) = ηA(1) = 1A , (3.10)
for all a, a′ ∈ AF . For any
HA -morphism f : A→ B the HF M -morphism F(f) : F(A)→ F(B)
is also an HF A -morphism (denoted by the same symbol) F(f) : AF → BF . Thus we obtain a
functor F : HA → HF A , which is invertible by using the cochain twist F−1 based on HF (cf.
Remark 2.5). In summary, we have shown
Proposition 3.4. If H is a quasi-Hopf algebra and F ∈ H ⊗H is any cochain twist based on
H, then the categories HA and HF A are equivalent.
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3.3 Bimodules
Given a quasi-Hopf algebra H and an algebra A in HM we can consider objects in HM which
are also A-bimodules in a compatible way. As we have mentioned before, upon interpret-
ing A as a noncommutative and nonassociative space, these objects should be interpreted as
noncommutative and nonassociative vector bundles.
Definition 3.5. Let A be an algebra in HM . An A-bimodule in HM is an object V in HM
together with two HM -morphisms lV : A⊗ V → V (left A-action) and rV : V ⊗A→ V (right
A-action), such that the diagrams
(V ⊗A)⊗A
ΦV,A,A

rV ⊗idA // V ⊗A
r
V

A⊗ (A⊗ V )
Φ−1
A,A,V

idA⊗lV // A⊗ V
l
V

V ⊗ (A⊗A)
idV ⊗µA

(A⊗A)⊗ V
µA⊗idV

V ⊗A
rV
// V A⊗ V
lV
// V
(3.11a)
A⊗ (V ⊗A)
Φ−1
A,V,A

idA⊗rV // A⊗ V
lV

(A⊗ V )⊗A
l
V
⊗idA

V ⊗A
rV
// V
(3.11b)
I ⊗ V
ηA⊗idV

λ
V
''P
PP
PP
PP
PP
PP
PP
V ⊗ I
idV ⊗ηA

ρ
V
ww♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥
A⊗ V
l
V
// V V V ⊗A
rV
oo
(3.11c)
in HM commute. We shall denote by HAMA the category with objects all A-bimodules in
HM and morphisms given by all structure preserving HM -morphisms, i.e. an HAMA-morphism
f : V →W is an HM -morphism such that lW ◦ (idA⊗ f) = f ◦ lV and rW ◦ (f ⊗ idA) = f ◦ rV .
Remark 3.6. In complete analogy to Definition 3.5 one can define left or right A-modules in
HM . We shall denote the corresponding categories by HAM and
HMA. There are obvious
forgetful functors HAMA →
H
AM and
H
AMA →
HMA.
Given an A-bimodule V in HM it is sometimes convenient to denote the left and right
A-actions simply by lV (a ⊗ v) = a v and rV (v ⊗ a) = v a, for all a ∈ A and v ∈ V . Since lV
and rV are
HM -morphisms we have
h ⊲V (a v) = (h(1) ⊲A a) (h(2) ⊲V v) , h ⊲V (v a) = (h(1) ⊲V v) (h(2) ⊲A a) , (3.12)
for all h ∈ H, a ∈ A and v ∈ V . The first three diagrams in Definition 3.5 imply that
(v a) a′ = (φ(1) ⊲V v)
(
(φ(2) ⊲A a) (φ
(3) ⊲A a
′ )
)
, (3.13a)
a (a′ v) =
(
(φ(−1) ⊲A a) (φ
(−2) ⊲A a
′ )
)
(φ(−3) ⊲V v) , (3.13b)
a (v a′ ) =
(
(φ(−1) ⊲A a) (φ
(−2) ⊲V v)
)
(φ(−3) ⊲A a
′ ) , (3.13c)
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for all a, a′ ∈ A and v ∈ V . From the remaining two diagrams we obtain
1A v = v = v 1A , (3.14)
for all v ∈ V . These are weak versions (i.e. up to associator) of the usual bimodule properties.
In this short-hand notation an HAMA-morphism f : V →W is a k-linear map that satisfies
f(h ⊲V v) = h ⊲W f(v) , f(a v) = a f(v) , f(v a) = f(v) a , (3.15)
for all h ∈ H, a ∈ A and v ∈ V .
Example 3.7. Given any algebra A in HM we can construct the n-dimensional free A-
bimodule An in HM , where n ∈ N. Elements ~a ∈ An can be written as columns
~a =


a1
...
an

 , ai ∈ A , i = 1, . . . , n . (3.16)
The left H-action ⊲An as well as the left and right A-actions lAn and rAn are defined compo-
nentwise by
h ⊲An ~a :=


h ⊲A a1
...
h ⊲A an

 , a′ ~a :=


a′ a1
...
a′ an

 , ~a a′ :=


a1 a
′
...
an a
′

 , (3.17)
for all h ∈ H, a′ ∈ A and ~a ∈ An. The A-bimodule properties of An follow from the algebra
properties of A.
Remark 3.8. In our geometric interpretation, the A-bimodule An corresponds to the trivial
rank n vector bundle over the noncommutative and nonassociative space A.
3.4 Cochain twisting of bimodules
In complete analogy to Subsection 3.2 we find that the categories HAMA and
HF
A
F
MA
F
are
equivalent for any quasi-Hopf algebra H, algebra A in HM and cochain twist F ∈ H ⊗ H.
Using the monoidal functor F : HM → HF M we obtain for any object V in HAMA an object
F(V ) in HF M . For this object we define the HF M -morphisms lV
F
: F(A) ⊗F F(V ) → F(V )
and rV
F
: F(V )⊗F F(A)→ F(V ) via the coherence maps (2.18) and the diagrams
F(A) ⊗F F(V )
ϕ
A,V

l
V
F // F(V ) F(V )⊗F F(A)
ϕ
V,A

r
V
F // F(V )
F(A⊗ V )
F(l
V
)
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F(r
V
)
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(3.18)
in HF M . It is straightforward to check that F(V ), together with the HF M -morphisms lV
F
and
rV
F
, is an AF -bimodule in
HF M . We shall denote this AF -bimodule also by VF . Using the
short-hand notation, the left and right AF -actions in this AF -bimodule explicitly read as
lV
F
(a⊗F v) = (F
(−1) ⊲A a) (F
(−2) ⊲V v) =: a ⋆F v , (3.19a)
rV
F
(v ⊗F a) = (F
(−1) ⊲V v) (F
(−2) ⊲A a) =: v ⋆F a , (3.19b)
for all a ∈ AF and v ∈ VF . If we are given an
H
AMA-morphism f : V → W , then the
H
F M -morphism F(f) : F(V ) → F(W ) preserves the left and right AF -actions, i.e. it is an
H
F
A
F
MA
F
-morphism (denoted by the same symbol) F(f) : VF → WF . In summary, we have
shown
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Proposition 3.9. If H is a quasi-Hopf algebra, A is an algebra in HM and F ∈ H ⊗ H is
any cochain twist based on H, then the categories HAMA and
H
F
A
F
MA
F
are equivalent, where
AF is the algebra obtained by applying the functor described in Proposition 3.4 on A.
3.5 Monoidal structure
As we have explained in Subsection 2.3, the category HM carries a monoidal structure. This in-
duces a monoidal structure⊗A (the tensor product over the algebra A) on
H
AMA by a construc-
tion which we shall now describe. First, by using the forgetful functor Forget : HAMA →
HM
we can define a functor
⊗ ◦ (Forget × Forget) : HAMA ×
H
AMA −→
H
M . (3.20)
For any object (V,W ) in HAMA ×
H
AMA we can equip the object V ⊗ W in
HM with
the structure of an A-bimodule in HM (here and in the following we suppress the forgetful
functors). Let us define the left and right A-action on V ⊗W by the HM -morphisms
lV⊗W :=
(
lV ⊗ idW
)
◦Φ−1A,V,W : A⊗
(
V ⊗W
)
−→ V ⊗W , (3.21a)
rV⊗W :=
(
idV ⊗ rW
)
◦ΦV,W,A :
(
V ⊗W
)
⊗A −→ V ⊗W . (3.21b)
In the short-hand notation, the left and right A-actions on V ⊗W read as
lV⊗W
(
a⊗ (v ⊗ w)
)
=
(
(φ(−1) ⊲A a) (φ
(−2) ⊲V v)
)
⊗ (φ(−3) ⊲W w) =: a (v ⊗ w) , (3.22a)
rV⊗W
(
(v ⊗ w)⊗ a
)
= (φ(1) ⊲V v)⊗
(
(φ(2) ⊲W w) (φ
(3) ⊲A a)
)
=: (v ⊗ w) a , (3.22b)
for all a ∈ A, v ∈ V and w ∈ W . From these explicit expressions it can be easily checked
that lV⊗W and rV⊗W satisfy the properties in Definition 3.5 and hence equip V ⊗ W with
the structure of an A-bimodule in HM . Given a morphism
(
f : V → X, g : W → Y
)
in
H
AMA ×
H
AMA, the
HM -morphism f ⊗ g : V ⊗ W → X ⊗ Y preserves this A-bimodule
structure, i.e. it is a morphism in HAMA. As a consequence, the functor in (3.20) can be
promoted to a functor with values in HAMA, which we shall denote with an abuse of notation
by
⊗ : HAMA ×
H
AMA −→
H
AMA . (3.23)
We point out some relevant properties, which can be proven by simple computations.
Lemma 3.10. (i) For any three objects V,W,X in HAMA the
HM -morphism ΦV,W,X :
(V ⊗W ) ⊗ X → V ⊗ (W ⊗X) is an HAMA-morphism with respect to the A-bimodule
structure described by the functor (3.23).
(ii) For any object V in HAMA the
HM -morphisms lV : A ⊗ V → V and rV : V ⊗ A → V
are HAMA-morphisms with respect to the A-bimodule structure described by the functor
(3.23). (In the domain of these morphisms A is regarded as the one-dimensional free
A-bimodule, see Example 3.7.)
The functor (3.23) is not yet the correct monoidal functor on the category HAMA as it does
not take the tensor product over the algebra A. We modify this functor as follows: For any
object (V,W ) in HAMA ×
H
AMA we have two parallel morphisms in
HM given by
(V ⊗A)⊗W
r
V
⊗idW
//
(idV ⊗lW )◦ΦV,A,W
//
V ⊗W . (3.24)
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Due to Lemma 3.10, the two morphisms in (3.24) are HAMA-morphisms. We define the object
V ⊗AW (together with the epimorphism πV,W : V ⊗W → V ⊗AW ) in
H
AMA in terms of the
coequalizer of the two parallel HAMA-morphisms (3.24), i.e.
(V ⊗A)⊗W
rV ⊗idW
//
(idV ⊗lW )◦ΦV,A,W
//
V ⊗W
πV,W
// V ⊗A W . (3.25)
We can give an explicit characterization of the coequalizer: Let us denote the image of the
difference of the HAMA-morphisms in (3.24) by
NV,W := Im
(
rV ⊗ idW − (idV ⊗ lW ) ◦ ΦV,A,W
)
, (3.26)
and notice that NV,W ⊆ V ⊗W is an object in
H
AMA with respect to the induced left H-
module and A-bimodule structures. Then the object V ⊗A W in
H
AMA can be represented
explicitly as the quotient
V ⊗A W =
V ⊗W
NV,W
, (3.27)
and the epimorphism πV,W : V ⊗ W → V ⊗A W is given by the quotient map assigning
equivalence classes.
In the spirit of our short-hand notation, we shall denote elements in V ⊗A W by v ⊗A w,
which one should read as the equivalence class in V ⊗AW defined by the element v⊗w ∈ V ⊗W ,
i.e. v ⊗A w = πV,W (v ⊗ w). As a consequence of the equivalence relation in V ⊗A W , one has
the identity
(v a)⊗A w = (φ
(1) ⊲V v)⊗A
(
(φ(2) ⊲A a) (φ
(3) ⊲W w)
)
, (3.28a)
for all a ∈ A, v ∈ V and w ∈W . The A-bimodule structure on V ⊗AW in this notation reads
as
a (v ⊗A w) =
(
(φ(−1) ⊲A a) (φ
(−2) ⊲V v)
)
⊗A (φ
(−3) ⊲W w) , (3.28b)
(v ⊗A w) a = (φ
(1) ⊲V v)⊗A
(
(φ(2) ⊲W w) (φ
(3) ⊲A a)
)
, (3.28c)
for all a ∈ A, v ∈ V and w ∈W .
It can be easily checked that the construction of V ⊗AW is functorial: Given any morphism(
f : V → X, g : W → Y
)
in HAMA×
H
AMA we obtain an
H
AMA-morphism f⊗Ag : V ⊗AW →
X ⊗A Y by setting
f ⊗A g
(
v ⊗A w
)
:= f(v)⊗A g(w) , (3.29)
for all v ∈ V and w ∈W . We shall denote this functor by
⊗A :
H
AMA ×
H
AMA −→
H
AMA . (3.30)
By Lemma 3.10, the components ΦV,W,X of the associator in
HM are HAMA-morphisms,
for any three objects V,W,X in HAMA. With a simple computation one checks that these
morphisms descend to the quotients and thereby induce an associator ΦA for the monoidal
functor ⊗A on
H
AMA. Explicitly, the components of Φ
A read as
ΦAV,W,X : (V ⊗A W )⊗A X −→ V ⊗A (W ⊗A X) ,
(v ⊗A w)⊗A x 7−→ (φ
(1) ⊲V v)⊗A
(
(φ(2) ⊲W w)⊗A (φ
(3) ⊲X x)
)
, (3.31)
for any three objects V,W,X in HAMA. Finally, by declaring A (regarded as the one-
dimensional free A-bimodule, cf. Example 3.7) as the unit object in HAMA, we can define
unitors for the monoidal functor ⊗A on
H
AMA by using the fact that lV : A ⊗ V → V and
rV : V ⊗ A → V are
H
AMA-morphisms (cf. Lemma 3.10) that descend to the quotients.
Explicitly, the components of the unitors λA and ρA read as
λAV : A⊗A V −→ V , a⊗A v 7−→ a v , (3.32a)
ρAV : V ⊗A A −→ V , v ⊗A a 7−→ v a , (3.32b)
for any object V in HAMA. In summary, this shows
Proposition 3.11. For any quasi-Hopf algebra H and any algebra A in HM , the category
H
AMA of A-bimodules in
HM is a monoidal category with monoidal functor ⊗A (cf. (3.27)
and (3.29)), associator ΦA (cf. (3.31)), unit object A (regarded as the one-dimensional free
A-bimodule, cf. Example 3.7), and unitors λA and ρA (cf. (3.32)).
Remark 3.12. The category HMA of right A-modules in
HM (cf. Remark 3.6) is not a
monoidal category. Instead, using the right A-actions rV⊗W given in (3.21b), we can construct
a bifunctor ⊗ : HM × HMA →
HMA which endows the category
HMA with the structure
of a (left) module category over the monoidal category HM [Ost03, Section 3.1]. In complete
analogy, using the left A-actions lV⊗W given in (3.21a), we can construct a bifunctor ⊗ :
H
AM ×
HM → HAM and equip the category
H
AM of left A-modules in
HM with the
structure of a (right) module category over the monoidal category HM .
3.6 Cochain twisting of monoidal structures
The monoidal category developed in Proposition 3.11 behaves nicely under cochain twisting.
Theorem 3.13. If H is a quasi-Hopf algebra, A is an algebra in HM and F ∈ H ⊗ H
is any cochain twist based on H, then the equivalence of categories in Proposition 3.9 can be
promoted to an equivalence between the monoidal categories HAMA and
HF
A
F
MA
F
. Explicitly,
the coherence maps are given by the HF A
F
MA
F
-isomorphisms
ϕAV,W : F(V )⊗A
F
F(W ) −→ F
(
V ⊗A W
)
,
v ⊗AF w 7−→ (F
(−1) ⊲V v)⊗A (F
(−2) ⊲W w) , (3.33a)
for any two objects V,W in HAMA, and
ψA : AF −→ F(A) , a 7−→ a . (3.33b)
Proof. The only non-trivial step is to prove that ϕAV,W is well defined, which amounts to proving
that the HF A
F
MA
F
-morphism
F(πV,W ) ◦ ϕV,W : F(V )⊗F F(W ) −→ F(V ⊗A W ) ,
v ⊗F w 7−→ (F
(−1) ⊲V v)⊗A (F
(−2) ⊲W w) , (3.34)
descends to the quotient by NF
F(V ),F(W ) (cf. (3.27)). Taking any element (v ⋆F a) ⊗F w ∈
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F(V )⊗F F(W ) we obtain
F(πV,W ) ◦ ϕV,W
(
(v ⋆F a)⊗F w
)
=
((
F˜
(−1)
(1) F
(−1) ⊲V v
) (
F˜
(−1)
(2) F
(−2) ⊲A a
))
⊗A
(
F˜ (−2) ⊲W w
)
=
(
φ(1) F˜
(−1)
(1) F
(−1) ⊲V v
)
⊗A
((
φ(2) F˜
(−1)
(2) F
(−2) ⊲A a
) (
φ(3) F˜ (−2) ⊲W w
))
=
(
F˜ (−1) φ
(1)
F ⊲V v
)
⊗A
((
F˜
(−2)
(1) F
(−1) φ
(2)
F ⊲A a
) (
F˜
(−2)
(2) F
(−2) φ
(3)
F ⊲W w
))
= F(πV,W ) ◦ ϕV,W
((
φ
(1)
F ⊲V v
)
⊗F
((
φ
(2)
F ⊲A a
)
⋆F
(
φ
(3)
F ⊲W w
)))
. (3.35)
In the second equality we used (3.28) and in the third equality we used (2.16). This implies that
F(πV,W ) ◦ ϕV,W vanishes on N
F
F(V ),F(W ) and hence it descends to the desired coherence map
ϕAV,W on the quotient F(V ) ⊗A
F
F(W ) = F(V ) ⊗F F(W )/N
F
F(V ),F(W ). It is straightforward
to check that ϕAV,W is an
H
F
A
F
MA
F
-isomorphism and that the analogues of the coherence
diagrams in (2.19) commute.
4 Internal homomorphisms for bimodules
The constructions of Section 3 enable us to talk about noncommutative and nonassociative
spaces (described by objects A in HA ) and vector bundles over them (described by objects V
in HAMA). We have further established a tensor product operation ⊗A for noncommutative
and nonassociative vector bundles, which is an indispensable tool for constructing tensor fields
in physical theories such as gravity. As a next step towards developing a full-fledged theory
of differential geometry in HM we shall study internal homomorphisms homA in
H
AMA, i.e.
we construct an internal hom-functor homA :
(
H
AMA
)op
×HAMA →
H
AMA for the monoidal
category HAMA described by Proposition 3.11. These are essential constructions for differen-
tial geometry since, for example, the dual of an object V in HAMA is described by the internal
hom-object V ∨ := homA(V,A). Moreover, many geometric quantities like (Riemannian) met-
rics, curvatures, etc., can be regarded as elements in homA(V,W ) (for suitable objects V,W
in HAMA), which are not necessarily H-invariant and hence they cannot be identified with
morphisms in HAMA. Regarding geometric quantities as internal homomorphisms leads to a
much richer framework for nonassociative geometry than those previously developed (see e.g.
[BM10]), where all geometric quantities are typically taken to be morphisms in the category
H
AMA. In particular, in situations where the geometric quantities are dynamical (e.g. the
metric field in gravity or the curvature field of a connection in Yang-Mills theory) our internal
homomorphism point of view is indispensable. We will conclude this section by proving that
the internal homomorphisms homA behave well under cochain twisting, i.e. that
H
AMA and
HF
A
F
MA
F
are equivalent as closed monoidal categories for any cochain twist F ∈ H ⊗H.
4.1 Bimodule structure
Let H be a quasi-Hopf algebra and A an algebra in HM . Let us consider the monoidal category
H
AMA (cf. Proposition 3.11) and notice that, by using the forgetful functor Forget :
H
AMA →
HM , we can define a functor
hom ◦
(
Forgetop × Forget
)
:
(
H
AMA
)op
× HAMA −→
H
M . (4.1)
For any object (V,W ) in
(
H
AMA
)op
× HAMA the object hom(V,W ) in
HM can be equipped
with the structure of an A-bimodule in HM (here and in the following we suppress the forgetful
functors). As preparation for this, we require
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Lemma 4.1. For any object V in HAMA the
HM -morphism
l̂V := ζA,V,V (lV ) : A −→ end(V ) (4.2)
is an HA -morphism with respect to the algebra structure on end(V ) described in Example 3.2.
Given any HAMA-morphism f : V →W it follows that
ϑV,W (f) •V,V,W l̂V (a) = l̂W (a) •V,W,W ϑV,W (f) , (4.3)
for all a ∈ A, where ϑV,W is defined in Proposition 2.13.
Proof. Acting with l̂V on the unit element 1A = ηA(1) ∈ A and using the explicit expression
for the currying map (2.27) we obtain
l̂V (1A) = lV
((
φ(−1) ⊲A 1A
)
⊗
(
φ(−2) β S(φ(−3)) ⊲V ( · )
))
=
(
β ⊲V ·
)
= 1end(V ) . (4.4)
To show that l̂V preserves the product, let us notice that evV,V ( l̂V (a) ⊗ v) = lV (a ⊗ v) = a v,
for all a ∈ A and v ∈ V (see Proposition 2.12 (i)). Using (2.37) and this property one easily
checks that
µend(V )
(
l̂V (a)⊗ l̂V (a
′ )
)
= l̂V (a) •V,V,V l̂V (a
′ ) = l̂V (a a
′ ) , (4.5)
for all a, a′ ∈ A. Hence l̂V is an
HA -morphism. Equation (4.3) follows from left A-linearity
and H-equivariance of f , the properties listed in Proposition 2.13 (iii) and a short calculation
using the explicit expression for the currying map (2.27).
Due to the first statement in Lemma 4.1 and Proposition 2.12 (iii), the HM -morphisms
defined by the diagrams
A⊗ hom(V,W )
l̂
W
⊗idhom(V,W )

l
hom(V,W )
// hom(V,W )
end(W )⊗ hom(V,W )
•
V,W,W
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
(4.6a)
hom(V,W )⊗A
idhom(V,W )⊗l̂V

r
hom(V,W )
// hom(V,W )
hom(V,W )⊗ end(V )
•
V,V,W
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
(4.6b)
in HM induce an A-bimodule structure on hom(V,W ). It will be convenient to use the short-
hand notation
lhom(V,W )(a⊗ L) = l̂W (a) •V,W,W L =: aL , (4.7a)
rhom(V,W )(L⊗ a) = L •V,V,W l̂V (a) =: La , (4.7b)
for all a ∈ A and L ∈ hom(V,W ).
Given any morphism
(
fop : V → X, g : W → Y
)
in
(
H
AMA
)op
× HAMA, the
HM -
morphism hom(fop, g) : hom(V,W ) → hom(X,Y ) preserves the A-bimodule structure, hence
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it is an HAMA-morphism: recalling Proposition 2.13 and using the short-hand notation above,
we find that hom(fop, g) preserves the left A-action since
hom(fop, g)
(
aL
)
= g ◦
(
l̂W (a) •V,W,W L
)
◦ f
=
(
ϑW,Y (g) •W,W,Y l̂W (a)
)
•X,W,Y
(
L •X,V,W ϑX,V (f)
)
=
(
l̂Y (a) •W,Y,Y ϑW,Y (g)
)
•X,W,Y
(
L •X,V,W ϑX,V (f)
)
= l̂Y (a) •X,Y,Y hom(f
op, g)
(
L
)
= ahom(fop, g)
(
L
)
, (4.8)
for all a ∈ A and L ∈ hom(V,W ). In the third equality we used the second statement in
Lemma 4.1, while the second and fourth equalities follow from H-invariance and the properties
of ϑW,Y (g) and ϑX,V (f), cf. Proposition 2.13 (i) and (iii). By a similar argument, one shows
that hom(fop, g) also preserves the right A-action, which proves our claim. As a consequence,
the functor in (4.1) can be promoted to a functor with values in the category HAMA which we
shall denote with an abuse of notation by
hom :
(
H
AMA
)op
× HAMA −→
H
AMA . (4.9)
This functor is not yet the internal hom-functor for the monoidal category HAMA as it does
not satisfy the currying property, i.e. Hom(H
A
M
A
)(V ⊗AW,X) 6≃ Hom(H
A
M
A
)(V,hom(W,X)),
where by Hom(H
A
M
A
) we denote the morphism sets in the category
H
AMA. However, we notice
that the currying maps (2.27) induce a bijection between the sets Hom(H
A
M )(V ⊗AW,X) and
Hom(H
A
M
A
)(V,hom(W,X)), where by Hom(H
A
M ) we denote the set of
HM -morphisms between
objects in HAMA that preserve only the left A-module structure but not necessarily the right
A-module structure. (For brevity, we refer to these morphisms as HAM -morphisms.)
Lemma 4.2. For any quasi-Hopf algebra H and any algebra A in HM there exist natural
bijections
ζAV,W,X : Hom(H
A
M )(V ⊗A W,X) −→ Hom(H
A
M
A
)(V,hom(W,X)) , (4.10)
for any three objects V,W,X in HAMA.
Proof. We define the maps ζAV,W,X in complete analogy to the currying maps in (2.27) by setting
ζAV,W,X(f) : V −→ hom(W,X) ,
v 7−→ f
((
φ(−1) ⊲V v
)
⊗A
((
φ(−2) β S(φ(−3))
)
⊲W ( · )
))
, (4.11)
for all HAM -morphisms f : V ⊗AW → X. It is a straightforward calculation to show that the
HM -morphism ζAV,W,X(f) : V → hom(W,X) is an
H
AMA-morphism, for all
H
AM -morphisms
f : V ⊗A W → X, i.e. that
ζAV,W,X(f)(a v) = l̂X(a) •W,X,X
(
ζAV,W,X(f)(v)
)
= a
(
ζAV,W,X(f)(v)
)
, (4.12a)
ζAV,W,X(f)(v a) =
(
ζAV,W,X(f)(v)
)
•W,W,X l̂W (a) =
(
ζAV,W,X(f)(v)
)
a , (4.12b)
for all v ∈ V and a ∈ A. Notice that left A-linearity of ζAV,W,X(f) is a consequence of the left
A-linearity of f : V ⊗A W → X and that right A-linearity of ζ
A
V,W,X(f) is a consequence of f
being defined on the quotient V ⊗A W .
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In complete analogy to the inverse currying maps in (2.29) we set
(ζAV,W,X)
−1(g) : V ⊗A W −→ X ,
v ⊗A w 7−→ φ
(1) ⊲X
(
g(v)
((
S(φ(2))αφ(3)
)
⊲W w
))
, (4.13)
for all HAMA-morphisms g : V → hom(W,X). Notice that (ζ
A
V,W,X)
−1(g) is well-defined as a
consequence of the right A-linearity of g. It is straightforward to check that left A-linearity
of g implies that (ζAV,W,X)
−1(g) is also left A-linear. Hence (ζAV,W,X)
−1(g) : V ⊗A W → X is
a well-defined HAM -morphism, for all
H
AMA-morphisms g : V → hom(W,X). Naturality
of ζA–,–,– and the fact that (ζ
A
V,W,X)
−1 is the inverse of ζAV,W,X is easily seen and completely
analogous to the proof of Theorem 2.10.
Let V,W,X be any three objects in HAMA. Recalling the definition of the evaluation
morphism evV,W from (2.34), Lemma 4.2 and the fact that idhom(V,W ) is an
H
AMA-morphism
implies that evV,W is an
H
AM -morphism which also descends to the quotient given by the
tensor product ⊗A. We denote the induced
H
AM -morphism by
evAV,W : hom(V,W )⊗A V −→W . (4.14)
Furthermore, the composition morphism •V,W,X from (2.35) descends to an
H
AMA-morphism
on the quotient. We denote the induced HAMA-morphism by
•AV,W,X : hom(W,X) ⊗A hom(V,W ) −→ hom(V,X) . (4.15)
Remark 4.3. Since evAV,W and •
A
V,W,X are canonically induced by, respectively, evV,W and
•V,W,X , the analogous properties of Proposition 2.12 hold in the present setting. In particular,
given any three objects V,W,X in HAMA and any
H
AMA-morphism g : V → hom(W,X), the
diagram
V ⊗A W
(ζA
V,W,X
)−1(g)
**❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
g⊗
A
idW
// hom(W,X) ⊗A W
evA
W,X

X
(4.16)
of HAM -morphisms commutes. As a consequence we have
evAV,X
((
L •AV,W,X L
′
)
⊗A v
)
=
evAW,X
((
φ(1) ⊲hom(W,X) L
)
⊗A ev
A
V,W
((
φ(2) ⊲hom(V,W ) L
′
)
⊗A
(
φ(3) ⊲V v
)))
, (4.17)
for all L ∈ hom(W,X), L′ ∈ hom(V,W ) and v ∈ V . Finally, the composition morphisms •A–,–,–
are weakly associative.
4.2 Cochain twisting of bimodule structures
Given any cochain twist F ∈ H ⊗ H based on a quasi-Hopf algebra H, we have shown in
Subsection 2.7 that there is a natural isomorphism γ : homF ◦(F
op×F)⇒ F ◦hom of functors
from
(
HM
)op
× HM to HF M , where hom is the internal hom-functor on HM , homF is the
internal hom-functor on HF M and F : HM → HF M is the monoidal functor from Theorem
2.7. In Subsection 4.1 we have shown that hom gives rise to a functor hom :
(
H
AMA
)op
×
H
AMA →
H
AMA and analogously that homF gives rise to a functor homF :
(
H
F
A
F
MA
F
)op
×
H
F
A
F
MA
F
→ HF A
F
MA
F
. By Theorem 3.13 we have a monoidal functor F : HAMA →
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HF
A
F
MA
F
. The goal of this subsection is to prove that the natural isomorphism γ gives rise to
a natural isomorphism γ : homF ◦ (F
op×F)⇒ F ◦ hom of functors from
(
H
AMA
)op
×HAMA
to HF A
F
MA
F
, which amounts to showing that the components of γ (cf. (2.51)) are HF A
F
MA
F
-
isomorphisms. Let us start with the following observation.
Lemma 4.4. Let F ∈ H ⊗H be any cochain twist and V any object in HAMA. Let us denote
by l̂V : A → end(V ) the
HA -morphism of Lemma 4.1 and by l̂V
F
: AF → endF (F(V )) the
H
F A -morphism obtained by twisting V into the object VF in
H
F
A
F
MA
F
and then applying
Lemma 4.1. Then the diagram
F(A)
F( l̂V ) ((❘
❘❘
❘❘
❘❘❘
❘❘
❘❘❘
❘
l̂
V
F // endF (F(V ))
γV,V

F
(
end(V )
)
(4.18)
in HF M commutes.
Proof. The two HF M -morphisms γV,V ◦l̂V
F
and F( l̂V ) coincide if and only if the
HM -morphism
F−1
(
γV,V ◦ l̂V
F
)
: A → end(V ) coincides with l̂V : A → end(V ). Due to Proposition 2.12 (i)
and bijectivity of the currying maps, this property is equivalent to the condition
evV,V
(
γV,V
(
l̂V
F
(a)
)
⊗ v
)
= evV,V
(
l̂V (a)⊗ v
)
= a v , (4.19)
for all a ∈ A and v ∈ V . Making use of the first diagram in Proposition 2.16 we can simplify
the left-hand side of (4.19) as
evV,V
(
γV,V
(
l̂V
F
(a)
)
⊗ v
)
= evF
F(V ),F(V )
(
l̂V
F
(
F (1) ⊲A a
)
⊗F
(
F (2) ⊲V v
))
=
(
F (1) ⊲A a
)
⋆F
(
F (2) ⊲V v
)
= a v , (4.20)
which completes the proof.
We now can prove that γ gives rise to a natural isomorphism γ : homF ◦(F
op×F)⇒ F◦hom
of functors from
(
H
AMA
)op
× HAMA to
HF
A
F
MA
F
.
Proposition 4.5. Let F ∈ H ⊗ H be any cochain twist and A any algebra in HM . Then
the HF M -isomorphisms γV,W : homF (F(V ),F(W )) → F(hom(V,W )) given in (2.51) are
H
F
A
F
MA
F
-isomorphisms for any object (V,W ) in
(
H
AMA
)op
× HAMA. As a consequence,
γ : homF ◦(F
op×F)⇒ F◦hom is a natural isomorphism of functors from
(
H
AMA
)op
×HAMA
to HF A
F
MA
F
.
Proof. Using the second diagram in Proposition 2.16 and Lemma 4.4 we can show that γV,W
is an HF A
F
MA
F
-morphism. Explicitly, one has
γV,W
(
aL
)
= γV,W
(
l̂W
F
(a) •F
F(V ),F(W ),F(W ) L
)
=
(
F (−1) ⊲end(W ) γW,W ( l̂WF (a))
)
•V,W,W
(
F (−2) ⊲hom(V,W ) γV,W (L)
)
=
(
F (−1) ⊲end(W ) l̂W (a)
)
•V,W,W
(
F (−2) ⊲hom(V,W ) γV,W (L)
)
= a ⋆F γV,W (L) , (4.21)
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for all a ∈ AF and L ∈ homF (F(V ),F(W )). By a similar calculation one also finds that
γV,W
(
La
)
= γV,W (L) ⋆F a, for all a ∈ AF and L ∈ homF (F(V ),F(W )). Applying the inverse
H
F M -morphism γ−1V,W on these equalities and setting L = γ
−1
V,W (L˜), for L˜ ∈ hom(V,W ), we find
that γ−1V,W is also an
H
F
A
F
MA
F
-morphism and hence that γV,W is an
H
F
A
F
MA
F
-isomorphism.
Remark 4.6. If V,W,X are any three objects in HAMA, then by the fact that the evaluation
and composition morphisms descend to the quotients, the commutative diagrams in Proposition
2.16 induce the commutative diagram
homF (F(V ),F(W )) ⊗A
F
F(V )
γV,W⊗A
F
id
F(V )

ev
AF
F(V ),F(W )
// F(W )
F
(
hom(V,W )
)
⊗A
F
F(V )
ϕA
hom(V,W ),V

F
(
hom(V,W )⊗A V
)
F(evAV,W )
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(4.22a)
of HF A
F
M -morphisms and the commutative diagram
homF (F(W ),F(X)) ⊗A
F
homF (F(V ),F(W ))
γ
W,X
⊗
A
F
γ
V,W

•
A
F
F(V ),F(W ),F(X)
// homF (F(V ),F(X))
γ
V,X

F
(
hom(W,X)
)
⊗A
F
F
(
hom(V,W )
)
ϕA
hom(W,X),hom(V,W )

F
(
hom(W,X) ⊗A hom(V,W )
)
F(•A
V,W,X
)
// F
(
hom(V,X)
)
(4.22b)
in HF A
F
MA
F
.
4.3 Internal homomorphisms
Let us recall from Lemma 4.2 that the functor hom given in (4.9) is not an internal hom-functor
for the monoidal category HAMA. The goal of this subsection it to show that the correct
internal hom-objects homA(V,W ) in
H
AMA can be obtained from the objects hom(V,W ) in
H
AMA in terms of an equalizer. Roughly speaking, the idea behind our equalizer is that we
want to determine an object homA(V,W ) (together with a monomorphism homA(V,W ) →
hom(V,W )) in HAMA such that the evaluation morphisms ev
A
V,W given in (4.14) induce to
H
AMA-morphisms on homA(V,W )⊗A V . (Recall that ev
A
V,W : hom(V,W )⊗A V → W is only
an HAM -morphism.) The latter property may be interpreted as a right A-linearity condition
for the internal homomorphisms homA(V,W ). Let us now formalize this idea: For any object
(V,W ) in
(
H
AMA
)op
× HAMA we have two parallel
H
AM -morphisms
evAV,W ◦
(
idhom(V,W ) ⊗A rV
)
: hom(V,W )⊗A (V ⊗A) −→W , (4.23a)
rW ◦
(
evAV,W ⊗ idA
)
◦ Φ−1hom(V,W ),V,A : hom(V,W )⊗A (V ⊗A) −→W . (4.23b)
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Using Lemma 4.2 we can define the two parallel HAMA-morphisms
(ev r)hom(V,W ) := ζ
A
hom(V,W ),V⊗A,W
(
evAV,W ◦
(
idhom(V,W ) ⊗A rV
))
, (4.24a)
(r ev)hom(V,W ) := ζ
A
hom(V,W ),V⊗A,W
(
rW ◦
(
evAV,W ⊗ idA
)
◦ Φ−1hom(V,W ),V,A
)
, (4.24b)
from hom(V,W ) to hom(V ⊗ A,W ). We define the object homA(V,W ) (together with the
monomorphism ιAV,W : homA(V,W ) → hom(V,W )) in
H
AMA in terms of the equalizer of the
two parallel HAMA-morphisms (4.24), i.e.
homA(V,W )
ιAV,W
// hom(V,W )
(ev r)
hom(V,W )
//
(r ev)
hom(V,W )
//
hom(V ⊗A,W ) , (4.25)
for all objects (V,W ) in
(
H
AMA
)op
× HAMA. This equalizer can be represented explicitly as
the kernel
homA(V,W ) = Ker
(
(ev r)hom(V,W ) − (r ev)hom(V,W )
)
, (4.26)
in which case the monomorphism ιAV,W : homA(V,W )→ hom(V,W ) is just the inclusion. Notice
that homA(V,W ) is an object in
H
AMA (because it is the kernel of an
H
AMA-morphism) and
that ιAV,W is an
H
AMA-morphism. Moreover, we have
Lemma 4.7. For any two objects V,W in HAMA the evaluation (induced to homA(V,W ))
evAV,W : homA(V,W )⊗A V −→W (4.27)
is an HAMA-morphism.
Proof. We already know that evAV,W is an
H
AM -morphism, so it remains to prove right A-
linearity. This follows from the short calculation
evAV,W
(
(L⊗A v) a
)
= evAV,W
(
(φ(1) ⊲homA(V,W )
L)⊗A
(
(φ(2) ⊲V v) (φ
(3) ⊲A a)
))
=
(
evAV,W
(
L⊗A v
))
a , (4.28)
where in the second equality we used (4.16), (4.24) and (4.26).
Remark 4.8. Assume that we have given a k-submodule h˜om(V,W ) ⊆ hom(V,W ) which is
also an object in HAMA with respect to the induced left H-module and A-bimodule structures.
Then
evAV,W : h˜om(V,W )⊗A V −→W (4.29)
is an HAMA-morphism if and only if h˜om(V,W ) ⊆ homA(V,W ): The implication “⇐” is due
to Lemma 4.7 and “⇒” follows from (4.16), (4.24), (4.26) and bijectivity of the currying maps.
The assignment of the objects homA(V,W ) in
H
AMA is functorial.
Lemma 4.9. If H is a quasi-Hopf algebra H and A is any algebra in HM , then
homA :
(
H
AMA
)op
× HAMA −→
H
AMA (4.30)
is a subfunctor of hom :
(
H
AMA
)op
× HAMA →
H
AMA.
33
Proof. We have to show that for any morphism
(
fop : V → X, g : W → Y
)
in
(
H
AMA
)op
×
H
AMA, the
H
AMA-morphism hom(f
op, g) : hom(V,W ) → hom(X,Y ) induces to an HAMA-
morphism homA(V,W ) → homA(X,Y ), i.e. that hom(f
op, g)(L) ∈ homA(X,Y ) for all L ∈
homA(V,W ). By Remark 4.8 this holds provided that
evAX,Y
(
hom(fop, g)(L) ⊗A (x a)
)
=
evAX,Y
((
φ(−1) ⊲hom(X,Y ) hom(f
op, g)(L)
)
⊗A (φ
(−2) ⊲X x)
)
(φ(−3) ⊲A a) , (4.31)
for all L ∈ homA(V,W ), x ∈ X and a ∈ A. Using naturality of the evaluation morphisms
evAX,Y
(
hom(fop, g)(K) ⊗A x
)
= g ◦ evAV,W
(
K ⊗A f(x)
)
, (4.32)
for all K ∈ hom(V,W ) and x ∈ X, the equality in (4.31) follows from the fact that L ∈
homA(V,W ) and Lemma 4.7.
With these preparations we can now show that HAMA is a closed monoidal category.
Theorem 4.10. For any quasi-Hopf algebra H and any algebra A in HM the monoidal cat-
egory HAMA (cf. Proposition 3.11) is a closed monoidal category with internal hom-functor
homA :
(
H
AMA
)op
× HAMA →
H
AMA described above.
Proof. In the proof of Lemma 4.2 we have shown that there exists a natural bijection ζAV,W,X :
Hom(H
A
M )(V⊗AW,X)→ Hom(H
A
M
A
)(V,hom(W,X)), for any three objects V,W,X in
H
AMA.
It remains to prove that for any three objects V,W,X in HAMA the map ζ
A
V,W,X restricts to a
bijection
ζAV,W,X : Hom(HAMA)(V ⊗A W,X) −→ Hom(HAMA)
(V,homA(W,X)) . (4.33)
Given any HAMA-morphism f : V ⊗A W → X, we already know from Lemma 4.2 that
ζAV,W,X(f) : V → hom(W,X) is an
H
AMA-morphism. It remains to prove that the image of
ζAV,W,X(f) lies in homA(W,X), which by Remark 4.8 is equivalent to the condition
evAW,X
(
ζAV,W,X(f)(v)⊗A (w a)
)
=
evAW,X
((
φ(−1) ⊲hom(W,X) ζ
A
V,W,X(f)(v)
)
⊗A
(
φ(−2) ⊲W w
)) (
φ(−3) ⊲A a
)
, (4.34)
for all v ∈ V , w ∈ W and a ∈ A. Since f is an HAMA-morphism (and in particular right
A-linear) the left-hand side of (4.34) simplifies as
evAW,X
(
ζAV,W,X(f)(v) ⊗A (w a)
)
= f
(
v ⊗A (w a)
)
= f
((
φ(−1) ⊲V v
)
⊗A
(
φ(−2) ⊲W w
)) (
φ(−3) ⊲A a
)
, (4.35)
for all v ∈ V , w ∈ W and a ∈ A. Using now H-equivariance of ζAV,W,X(f), the right-hand side
of (4.34) can be simplified as
evAW,X
((
φ(−1) ⊲hom(W,X) ζ
A
V,W,X(f)(v)
)
⊗A
(
φ(−2) ⊲W w
)) (
φ(−3) ⊲A a
)
= evAW,X
(
ζAV,W,X(f)
(
φ(−1) ⊲V v
)
⊗A
(
φ(−2) ⊲W w
)) (
φ(−3) ⊲A a
)
= f
((
φ(−1) ⊲V v
)
⊗A
(
φ(−2) ⊲W w
)) (
φ(−3) ⊲A a
)
, (4.36)
for all v ∈ V , w ∈W and a ∈ A, which establishes the equality (4.34).
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We will now show that for any HAMA-morphism g : V → homA(W,X) the
H
AM -morphism
(ζAV,W,X)
−1(g) : V ⊗AW → X is actually an
H
AMA-morphism. This follows from the calculation
(ζAV,W,X)
−1(g)
(
(v ⊗A w) a
)
= (ζAV,W,X)
−1(g)
(
(φ(1) ⊲V v)⊗A
(
(φ(2) ⊲W w) (φ
(3) ⊲A a)
))
= evAW,X
(
g
(
φ(1) ⊲V v
)
⊗A
(
(φ(2) ⊲W w) (φ
(3) ⊲A a)
))
= evAW,X
((
φ(1) ⊲hom(W,X) g(v)
)
⊗A
(
(φ(2) ⊲W w) (φ
(3) ⊲A a)
))
= evAW,X
((
g(v)⊗A w
)
a
)
= evAW,X
(
g(v) ⊗A w
)
a
= (ζAV,W,X)
−1(g)
(
v ⊗A w
)
a , (4.37)
for all v ∈ V , w ∈ W and a ∈ A. In the fifth equality we have used right A-linearity of evAW,X
when induced to homA(W,X) ⊗A W , cf. Lemma 4.7. Naturality of ζ
A
–,–,– and the fact that
(ζAV,W,X)
−1 is the inverse of ζAV,W,X follow from the results of Lemma 4.2.
Remark 4.11. The evaluation morphisms for the internal hom-functor homA described in
Theorem 4.10 agree with the HAMA-morphisms which are induced by restricting the
H
AM -
morphisms evAV,W in (4.14) to homA(V,W )⊗A V . Furthermore, the composition morphisms for
the internal hom-functor homA described in Theorem 4.10 agree with the
H
AMA-morphisms
which are induced by restricting the HAMA-morphisms •
A
V,W,X in (4.15) to homA(W,X) ⊗A
homA(V,W ). We shall therefore use the same symbols, i.e.
evAV,W : homA(V,W )⊗A V −→W , (4.38a)
•AV,W,X : homA(W,X) ⊗A homA(V,W ) −→ homA(V,X) . (4.38b)
4.4 Cochain twisting of internal homomorphisms
Given any cochain twist F = F (1) ⊗ F (2) ∈ H ⊗ H based on H with inverse F−1 = F (−1) ⊗
F (−2) ∈ H⊗H, Theorem 3.13 implies that the monoidal categories HAMA and
H
F
A
F
MA
F
are
equivalent; recall that we have denoted the corresponding monoidal functor by F : HAMA →
HF
A
F
MA
F
. We now prove that this equivalence also respects the internal hom-functors. Let
us denote the internal hom-functor for HAMA by homA and the one for
HF
A
F
MA
F
by homA
F
.
From Proposition 4.5 we know that γ : homF ◦ (F
op×F)⇒ F ◦hom is a natural isomorphism
of functors from
(
H
AMA
)op
×HAMA to
H
F
A
F
MA
F
. Moreover, Lemma 4.9 implies that homA
is a subfunctor of hom and that homA
F
is a subfunctor of homF . It therefore remains to prove
Lemma 4.12. The components of γ (cf. (2.51)) induce to the HF A
F
MA
F
-isomorphisms
γAV,W : homA
F
(F(V ),F(W )) −→ F
(
homA(V,W )
)
, (4.39)
for all objects (V,W ) in
(
H
AMA
)op
× HAMA.
Proof. We have to prove that the image of homA
F
(F(V ),F(W )) ⊆ homF (F(V ),F(W )) under
γV,W : homF (F(V ),F(W )) → F(hom(V,W )) (cf. (2.51)) lies in F(homA(V,W )), which by
Remark 4.8 is equivalent to the condition
evAV,W
(
γV,W (L)⊗A (v a)
)
=
evAV,W
((
φ(−1) ⊲hom(V,W ) γV,W (L)
)
⊗A
(
φ(−2) ⊲V v
)) (
φ(−3) ⊲A a
)
, (4.40)
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for all L ∈ homA
F
(F(V ),F(W )), v ∈ V and a ∈ A. Using the diagram in (4.22a), the left-hand
side of (4.40) can be simplified as
evAV,W
(
γV,W (L)⊗A (v a)
)
=
ev
AF
F(V ),F(W )
((
F (1) ⊲homF (F(V ),F(W ))
L
)
⊗A
F
((
F
(2)
(1) ⊲V v
) (
F
(2)
(2) ⊲A a
)))
. (4.41)
Since
(
F
(2)
(1) ⊲V v
) (
F
(2)
(2) ⊲Aa
)
=
(
F˜ (1)F
(2)
(1) ⊲V v
)
⋆F
(
F˜ (2)F
(2)
(2) ⊲Aa
)
and
(
F (1)⊲homF (F(V ),F(W ))
L
)
∈
homA
F
(F(V ),F(W )), we can use the right AF -linearity of ev
A
F
F(V ),F(W ) (cf. Lemma 4.7) to pull
out the element
(
F˜ (2)F
(2)
(2) ⊲A a
)
to the right (up to an associator φF ). Using again the diagram
in (4.22a) and writing out all star-products, the equality (4.40) follows from (2.16). By a
similar argument one can easily show that the image of F(homA(V,W )) ⊆ F(hom(V,W ))
under γ−1V,W : F(hom(V,W ))→ homF (F(V ),F(W )) lies in homAF
(F(V ),F(W )).
In summary, we have shown
Theorem 4.13. If H is a quasi-Hopf algebra, A is an algebra in HM and F ∈ H ⊗ H is
any cochain twist based on H, then HAMA and
HF
A
F
MA
F
are equivalent as closed monoidal
categories.
Remark 4.14. The commutative diagrams in Remark 4.6 induce the commutative diagrams
homA
F
(F(V ),F(W )) ⊗A
F
F(V )
γA
V,W
⊗
A
F
id
F(V )

ev
AF
F(V ),F(W )
// F(W )
F
(
homA(V,W )
)
⊗A
F
F(V )
ϕA
hom
A
(V,W ),V

F
(
homA(V,W )⊗A V
)
F(evA
V,W
)
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(4.42a)
homA
F
(F(W ),F(X)) ⊗A
F
homA
F
(F(V ),F(W ))
γA
W,X
⊗
A
F
γA
V,W

•
A
F
F(V ),F(W ),F(X)
// homA
F
(F(V ),F(X))
γA
V,X

F
(
homA(W,X)
)
⊗A
F
F
(
homA(V,W )
)
ϕA
hom
A
(W,X),hom
A
(V,W )

F
(
homA(W,X) ⊗A homA(V,W )
)
F(•A
V,W,X
)
// F
(
homA(V,X)
)
(4.42b)
in HF A
F
MA
F
.
5 Quasitriangularity and braiding
In this section we shall consider quasi-Hopf algebras H which are also equipped with a qua-
sitriangular structure (universal R-matrix). This additional structure allows us to equip the
representation category HM with a braiding, which turns it into a braided closed monoidal
category. We use this braiding to define a tensor product morphism ⊗• –,–,–,– for the internal
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hom-objects in HM . We shall also work out in detail the compatibility between this tensor
product morphism and the composition morphism •–,–,– as well as the cochain twisting of
⊗• –,–,–,–. If A is an algebra in
HM for which the product is compatible with the braiding (we
call such algebras braided commutative), then the category of symmetric A-bimodules in HM
(i.e. those A-bimodules for which the left and right A-action are identified via the braiding)
also forms a braided closed monoidal category HAM
sym
A . As before, this braiding is then used
to define a tensor product morphism for the internal hom-objects in HAM
sym
A which enjoys
compatibility conditions with the composition morphism in HAM
sym
A .
5.1 Quasitriangular quasi-Hopf algebras
We shall use the following standard notation: Let H be a quasi-Hopf algebra and X = X(1) ⊗
· · · ⊗ X(p) ∈ H⊗p (with p > 1 and summation understood). For any p-tuple (i1, . . . , ip) of
distinct elements of {1, . . . , n} (with n ≥ p), we denote by Xi1,...,ip the element of H
⊗n given
by
Xi1,...,ip = Y
(1) ⊗ · · · ⊗ Y (n) (with summation understood) , (5.1)
where Y (ij) = X(j) for all j ≤ p and Y (k) = 1 otherwise. For example, ifX = X(1)⊗X(2) ∈ H⊗2
and n = 3, then X12 = X
(1) ⊗X(2) ⊗ 1 ∈ H⊗3 and X31 = X
(2) ⊗ 1⊗X(1) ∈ H⊗3.
Definition 5.1. A quasitriangular quasi-Hopf algebra is a quasi-Hopf algebra H together with
an invertible element R ∈ H ⊗H, called the universal R-matrix, such that
∆op(h) = R∆(h)R−1 , (5.2a)
(idH ⊗∆)(R) = φ
−1
231 R13 φ213R12 φ
−1
123 , (5.2b)
(∆⊗ idH)(R) = φ312 R13 φ
−1
132R23 φ123 , (5.2c)
for all h ∈ H. By ∆op we have denoted the opposite coproduct, i.e. if ∆(h) = h(1) ⊗ h(2)
for h ∈ H, then ∆op(h) = h(2) ⊗ h(1). A triangular quasi-Hopf algebra is a quasitriangular
quasi-Hopf algebra such that
R21 = R
−1 . (5.3)
We shall often suppress the universal R-matrix and denote a quasitriangular or triangular
quasi-Hopf algebra simply by H; for brevity we also drop the adjective ‘universal’ and simply
refer to R as an R-matrix. It will further be convenient to denote the R-matrix R ∈ H⊗H of a
quasitriangular quasi-Hopf algebra by R = R(1) ⊗R(2) and its inverse by R−1 = R(−1) ⊗R(−2)
(with summations understood).
Remark 5.2. Whenever H is a quasitriangular quasi-Hopf algebra with R-matrix R ∈ H⊗H,
then R′ := R−121 ∈ H ⊗H is also an R-matrix, i.e. it satisfies the conditions in (5.2). If H is a
triangular quasi-Hopf algebra then the two R-matrices R and R′ coincide, cf. (5.3).
5.2 Braided representation categories
Let us recall from Section 2 that the representation category HM of any quasi-Hopf algebra
H is a closed monoidal category; we have denoted the monoidal functor by ⊗ and the internal
hom-functor by hom. In the case that H is a quasitriangular quasi-Hopf algebra this category
has further structure: it is a braided closed monoidal category. We shall briefly review the
construction of the braiding τ , see also [Dri90] and [Kas95, Chapter XV].
Let H be a quasitriangular quasi-Hopf algebra and HM the closed monoidal category
of left H-modules. In addition to the monoidal functor ⊗ : HM × HM → HM we may
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consider another functor describing the opposite tensor product. Let us set ⊗op := ⊗ ◦ σ :
HM × HM → HM , where σ : HM × HM → HM × HM is the flip functor acting on objects
(V,W ) in HM × HM as σ(V,W ) = (W,V ) and on morphisms
(
f : V → X, g : W → Y
)
in
HM × HM as σ
(
f : V → X, g : W → Y
)
=
(
g : W → Y, f : V → X
)
. Using the R-matrix
R = R(1) ⊗R(2) ∈ H ⊗H of H, we can define a natural isomorphism τ : ⊗ ⇒ ⊗op by setting
τV,W : V ⊗W −→ W ⊗ V , v ⊗ w 7−→ (R
(2) ⊲W w)⊗ (R
(1) ⊲V v) , (5.4)
for any two objects V,W in HM . It follows from (5.2a) that τV,W is an
HM -morphism, while
as a direct consequence of (5.2b,5.2c) the natural isomorphism τ satisfies the hexagon relations.
In summary, we have obtained
Proposition 5.3. For any quasitriangular quasi-Hopf algebra H the category HM of left H-
modules is a braided closed monoidal category with braiding given by (5.4).
Remark 5.4. In general the HM -morphism τW,V ◦ τV,W : V ⊗W → V ⊗W does not coincide
with the identity morphism idV⊗W , hence the braided closed monoidal category
HM is not
symmetric: The inverse of τV,W : V ⊗W → W ⊗ V is given by the braiding τ
′
W,V : W ⊗ V →
V ⊗W induced by the second R-matrix R′ := R−121 , cf. Remark 5.2. However for a triangular
quasi-Hopf algebra we have the additional property (5.3), which implies that R = R′ and hence
τW,V ◦τV,W = idV⊗W . Thus the representation category
HM of a triangular quasi-Hopf algebra
H is a symmetric closed monoidal category.
5.3 Tensor products of internal homomorphisms
By Proposition 5.3 the representation category HM of a quasitriangular quasi-Hopf algebra
H is a braided closed monoidal category. For any braided closed monoidal category there is a
canonical tensor product morphism for the internal hom-objects, see e.g. [Maj95, Proposition
9.3.13]. We shall now briefly review the construction of this tensor product morphism and then
study its properties in detail.
Proposition 5.5. Let C be any braided monoidal category with internal hom-functor hom :
C op × C → C . Then there is a C -morphism
⊗• V,W,X,Y : hom(V,W )⊗ hom(X,Y ) −→ hom(V ⊗X,W ⊗ Y ) , (5.5)
for all objects V,W,X, Y in C .
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Proof. Consider the following composition of C -morphisms
(
hom(V,W )⊗ hom(X,Y )
)
⊗ (V ⊗X)
Φ
hom(V,W ),hom(X,Y ),V⊗X

hom(V,W )⊗
(
hom(X,Y )⊗ (V ⊗X)
)
idhom(V,W )⊗Φ
−1
hom(X,Y ),V,X

hom(V,W )⊗
(
(hom(X,Y )⊗ V )⊗X
)
idhom(V,W )⊗(τhom(X,Y ),V ⊗idX)

hom(V,W )⊗
(
(V ⊗ hom(X,Y ))⊗X
)
idhom(V,W )⊗ΦV,hom(X,Y ),X

hom(V,W )⊗
(
V ⊗ (hom(X,Y )⊗X)
)
Φ−1
hom(V,W ),V,hom(X,Y )⊗X
(
hom(V,W )⊗ V
)
⊗
(
hom(X,Y )⊗X
)
ev
V,W
⊗ev
X,Y

W ⊗ Y
(5.6)
and define the C -morphism ⊗• V,W,X,Y : hom(V,W ) ⊗ hom(X,Y ) −→ hom(V ⊗X,W ⊗ Y ) by
acting with the currying map ζhom(V,W )⊗hom(X,Y ),V⊗X,W⊗Y on the composed C -morphism in
(5.6).
Recalling Example 3.2, for any object V in HM there is the internal endomorphism al-
gebra end(V ) = hom(V, V ) with product given by µend(V ) = •V,V,V and unit ηend(V ) : I →
end(V ) , c 7→ c (β ⊲V · ), i.e. the unit element in end(V ) is 1end(V ) = (β ⊲V · ). We shall
now explicitly compute the evaluations of the internal homomorphisms L⊗• V,W,X,X 1end(X) and
1end(V )⊗• V,V,X,Y L
′, for any L ∈ hom(V,W ) and L′ ∈ hom(X,Y ), from which we can later derive
properties of L ⊗• V,W,X,Y L
′. Using Proposition 2.12 (i), (5.6) and the fact that the identity
elements 1end(V ) and 1end(X) are H-invariant, we obtain
evV⊗X,W⊗X
(
(L⊗• V,W,X,X 1end(X))⊗ (v ⊗ x)
)
=
evV,W
(
(φ(−1) ⊲hom(V,W ) L)⊗ (φ
(−2) ⊲V v)
)
⊗ (φ(−3) ⊲X x) (5.7a)
and
evV⊗X,V⊗Y
(
(1end(V ) ⊗• V,V,X,Y L
′ )⊗ (v ⊗ x)
)
=
( φ˜(1)R(2) φ(−2) ⊲V v)⊗ evX,Y
(
( φ˜(2)R(1) φ(−1) ⊲hom(X,Y ) L
′ )⊗ ( φ˜(3) φ(−3) ⊲X x)
)
, (5.7b)
for all v ∈ V and x ∈ X. As a consequence of (5.7) it follows that
1end(V ) ⊗• V,V,X,X 1end(X) = 1end(V ⊗X) . (5.8)
The next lemma will be very useful for proving some of our results below.
Lemma 5.6. For any L ∈ hom(V,W ) and L′ ∈ hom(X,Y ) one has
L⊗• V,W,X,Y L
′ =
(
L⊗• V,W,Y,Y 1end(Y )
)
•V⊗X,V⊗Y,W⊗Y
(
1end(V ) ⊗• V,V,X,Y L
′
)
. (5.9)
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Proof. By Proposition 2.12 (i) and bijectivity of the currying maps, it is enough to prove that
(5.9) holds when evaluated on a generic element v⊗x ∈ V ⊗X. The evaluation of the left-hand
side is easily computed from (5.6), while the evaluation of the right-hand side can be simplified
by first using Proposition 2.12 (ii) and then (5.7). It is then easy to check that both expressions
agree.
We shall now study compatibility conditions between the tensor product morphisms ⊗• –,–,–,–
and the composition morphisms •–,–,–. The next lemma clarifies these properties for three
special cases.
Lemma 5.7. For any L ∈ hom(V,W ), K ∈ hom(W,X), L′ ∈ hom(X,Y ) and K ′ ∈ hom(Y,Z)
one has
(
K •V,W,X L
)
⊗• V,X,Y,Y 1end(Y ) =(
K ⊗•W,X,Y,Y 1end(Y )
)
•V ⊗Y,W⊗Y,X⊗Y
(
L⊗• V,W,Y,Y 1end(Y )
)
, (5.10a)
1end(V ) ⊗• V,V,X,Z
(
K ′ •X,Y,Z L
′
)
=(
1end(V ) ⊗• V,V,Y,Z K
′
)
•V ⊗X,V⊗Y,V⊗Z
(
1end(V ) ⊗• V,V,X,Y L
′
)
, (5.10b)
(
R(2) ⊲hom(V,W ) L
)
⊗• V,W,X,Y
(
R(1) ⊲hom(X,Y ) L
′
)
=(
1end(W ) ⊗•W,W,X,Y L
′
)
•V ⊗X,W⊗X,W⊗Y
(
L⊗• V,W,X,X 1end(X)
)
(5.10c)
Proof. It is enough to prove that the equalities hold after evaluation on generic elements. The
equality (5.10a) is easily proven by first evaluating both sides and then using Proposition 2.12
(ii), (5.7a) and the 3-cocycle condition (2.1c) to simplify the expressions.
The equality (5.10b) is slightly more complicated to prove. We again evaluate both sides
and use Proposition 2.12 (ii) together with (5.7b) to simplify the expressions. The problem
then reduces to proving that
[
(idH ⊗ idH ⊗∆)(φ)
]
3124
R13
[
(idH ⊗ idH ⊗∆)(φ
−1)
]
1324
· φ324R23 φ
−1
234
[
(idH ⊗ idH ⊗∆)(φ)
]
1234
(5.11a)
is equal to
φ124
[
(idH ⊗∆⊗ idH)(φ)
]
3124
[
(∆⊗ idH)(R)
]
123
[
(∆⊗ idH ⊗ idH)(φ
−1)
]
1234
. (5.11b)
Multiplying both expressions in (5.11) from the left by
[
(idH ⊗ ∆ ⊗ idH)(φ
−1)
]
3124
φ−1124 and
from the right by
[
(∆⊗ idH ⊗ idH)(φ)
]
1234
, the expression (5.11b) becomes
[
(∆⊗ idH)(R)
]
123
.
Simplifying the expression (5.11a) by applying the 3-cocycle condition (2.1c) three times, the
R-matrix property (5.2a) twice and then the R-matrix property (5.2c) it also becomes
[
(∆ ⊗
idH)(R)
]
123
. This proves (5.10b).
To prove the equality (5.10c) we again evaluate both sides and use Proposition 2.12 (ii),
Lemma 5.6 and (5.7) to simplify the expressions. The problem then reduces to proving that
[
(∆⊗ idH ⊗ idH)(φ)
]
2314
[
(idH ⊗∆)(R)
]
123
·
[
(idH ⊗∆⊗ idH)(φ
−1)
]
1234
φ−1234
[
(idH ⊗ idH ⊗∆)(φ)
]
1234
(5.12a)
is equal to[
(idH ⊗ idH ⊗∆)(φ
−1)
]
2314
φ314R13 φ
−1
134
[
(idH ⊗ idH ⊗∆)(φ)
]
2134
R12 . (5.12b)
As above, this follows by using the 3-cocycle condition (2.1c) as well as the R-matrix properties
(5.2a,5.2b).
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With this preparation we can now prove a compatibility condition between the tensor
product morphisms ⊗• –,–,–,– and the composition morphisms •–,–,–.
Proposition 5.8. Let H be a quasitriangular quasi-Hopf algebra. Then the tensor product mor-
phisms ⊗•
–,–,–,– satisfy the braided composition property, i.e. for any six objects U, V,W,X, Y, Z
in HM , the HM -diagram in (5.13) commutes.
Proof. This is a direct calculation using Lemma 5.6, Lemma 5.7 and weak associativity of the
composition morphisms •–,–,–, cf. Proposition 2.12 (iii).
It remains to prove that the tensor product morphisms ⊗• –,–,–,– are weakly associative.
Proposition 5.9. Let H be a quasitriangular quasi-Hopf algebra. Then the tensor product
morphisms ⊗•
–,–,–,– are weakly associative, i.e. for any six objects U, V,W,X, Y, Z in
HM , the
HM -diagram in (5.14) commutes.
Proof. To simplify the notation we shall drop throughout this proof all labels on ⊗• , •, Φ and
the unit internal endomorphisms 1. Following the upper path of the diagram in (5.14) we
obtain
Φ ◦
(
(L⊗• L′ )⊗• L′′
)
◦ Φ−1
= Φ ◦
(((
(L⊗• 1) • (1⊗• L′ )
)
⊗• 1
)
•
(
(1⊗• 1)⊗• L′′
))
◦ Φ−1
= Φ ◦
(((
(L⊗• 1)⊗• 1
)
•
(
(1⊗• L′ )⊗• 1
))
•
(
(1⊗• 1)⊗• L′′
))
◦Φ−1
=
((
Φ ◦
(
(L⊗• 1)⊗• 1
)
◦Φ−1
)
•
(
Φ ◦
(
(1⊗• L′ )⊗• 1
)
◦Φ−1
))
•
(
Φ ◦
(
(1⊗• 1)⊗• L′′
)
◦ Φ−1
)
.
(5.15)
In the first equality we used Lemma 5.6 twice and (5.8). The second equality follows from
Lemma 5.7 and the third equality from Proposition 2.13 together with H-equivariance of Φ
and Φ−1. By a straightforward computation using (5.7) one checks the equalities
Φ ◦
(
(L⊗• 1)⊗• 1
)
◦ Φ−1 = L⊗•
(
1⊗• 1
)
, (5.16a)
Φ ◦
(
(1⊗• L′ )⊗• 1
)
◦ Φ−1 = 1⊗•
(
L′ ⊗• 1
)
, (5.16b)
Φ ◦
(
(1⊗• 1)⊗• L′′
)
◦ Φ−1 = 1⊗•
(
1⊗• L′′
)
, (5.16c)
which together with (5.15) and weak associativity of the composition morphisms • (cf. Propo-
sition 2.12 (iii)) implies commutativity of the diagram in (5.14).
To conclude this subsection, let us recall that by Proposition 2.13 we can identify the
morphisms in the category HM with the H-invariant internal homomorphisms. It is also
shown that this identification preserves compositions and evaluations. For a quasitriangular
quasi-Hopf algebra H the tensor product is also preserved.
Proposition 5.10. Let H be a quasitriangular quasi-Hopf algebra. Then the natural iso-
morphism ϑ : Hom ⇒ homH (cf. Proposition 2.13) preserves tensor products, i.e. for any
f ∈ Hom(V,W ) and g ∈ Hom(X,Y ) one has
ϑV,W (f)⊗• V,W,X,Y ϑX,Y (g) = ϑV⊗X,W⊗Y (f ⊗ g) . (5.17)
41
(
hom(V, Y )⊗ hom(X,Z)
)
⊗
(
hom(U, V )⊗ hom(W,X)
)
Φ
hom(V,Y ),hom(X,Z),hom(U,V )⊗hom(W,X)

⊗• V,Y,X,Z⊗⊗• U,V,W,X
// hom(V ⊗X,Y ⊗ Z)⊗ hom(U ⊗W,V ⊗X)
•
U⊗W,V⊗X,Y⊗Z

hom(V, Y )⊗
(
hom(X,Z) ⊗
(
hom(U, V )⊗ hom(W,X)
))
idhom(V,Y )⊗Φ
−1
hom(X,Z),hom(U,V ),hom(W,X)

hom(V, Y )⊗
((
hom(X,Z)⊗ hom(U, V )
)
⊗ hom(W,X)
)
idhom(V,Y )⊗(τhom(X,Z),hom(U,V )⊗idhom(W,X))

hom(V, Y )⊗
((
hom(U, V )⊗ hom(X,Z)
)
⊗ hom(W,X)
)
idhom(V,Y )⊗Φhom(U,V ),hom(X,Z),hom(W,X)

hom(V, Y )⊗
(
hom(U, V )⊗
(
hom(X,Z)⊗ hom(W,X)
))
Φ−1
hom(V,Y ),hom(U,V ),hom(X,Z)⊗hom(W,X)
(
hom(V, Y )⊗ hom(U, V )
)
⊗
(
hom(X,Z)⊗ hom(W,X)
)
•
U,V,Y
⊗•
W,X,Z

hom(U, Y )⊗ hom(W,Z)
⊗• U,Y,W,Z
// hom(U ⊗W,Y ⊗ Z)
(5.13)
(
hom(U, V )⊗ hom(W,X)
)
⊗ hom(Y,Z)
Φ
hom(U,V ),hom(W,X),hom(Y,Z)

⊗• U,V,W,X⊗idhom(Y,Z)
// hom(U ⊗W,V ⊗X)⊗ hom(Y,Z)
⊗• U⊗W,V⊗X,Y,Z

hom(U, V )⊗
(
hom(W,X) ⊗ hom(Y,Z)
)
idhom(U,V )⊗⊗• W,X,Y,Z

hom
(
(U ⊗W )⊗ Y, (V ⊗X)⊗ Z
)
ΦV,X,Z◦( · )◦Φ
−1
U,W,Y

hom(U, V )⊗ hom(W ⊗ Y,X ⊗ Z)
⊗• U,V,W⊗Y,X⊗Z
// hom
(
U ⊗ (W ⊗ Y ), V ⊗ (X ⊗ Z)
)
(5.14)
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Proof. Recalling the definition of ζ−1
hom(V,W )⊗hom(X,Y ),V⊗X,W⊗Y
(⊗• V,W,X,Y ) in (5.6), the fact that
ϑV,W (f) and ϑX,Y (g) are H-invariant and Proposition 2.13 (ii) imply that
ζ−1hom(V,W )⊗hom(X,Y ),V⊗X,W⊗Y (⊗• V,W,X,Y )
((
ϑV,W (f)⊗ ϑX,Y (g)
)
⊗ (v ⊗ x)
)
= (f ⊗ g)(v ⊗ x) ,
(5.18)
for all f ∈ Hom(V,W ), g ∈ Hom(X,Y ), v ∈ V and x ∈ X. Using now the explicit expression
for the currying map (2.27) gives the result.
5.4 Cochain twisting of braidings
Quasitriangular quasi-Hopf algebras can be deformed by cochain twists.
Theorem 5.11. If F ∈ H ⊗ H is any cochain twist based on a quasitriangular quasi-Hopf
algebra H with R-matrix R ∈ H ⊗ H, then the quasi-Hopf algebra HF of Theorem 2.4 is
quasitriangular with R-matrix
RF := F21RF
−1 . (5.19)
Moreover, HF is triangular if and only if H is triangular.
Proof. The first part of the proof can be either seen with a direct check of the relations (5.2)
for RF in the quasi-Hopf algebra HF (i.e. in (5.2) one has to replace ∆ by ∆F , φ by φF and R
by RF ) or with a more abstract argument as in [Kas95, Proposition XV.3.6]. For the second
part, notice that (RF )21 = F R21 F
−1
21 and R
−1
F = F R
−1 F−121 , hence (RF )21 = R
−1
F if and only
if R21 = R
−1 since F is invertible.
Recalling Theorem 2.15, there is an equivalence between the closed monoidal categories
HM and HF M for any cochain twist F ∈ H ⊗H. We have denoted the corresponding functor
by F : HM → HF M and the coherence maps ϕ–,–, ψ and γ–,– are given in (2.18) and (2.51).
For a quasitriangular quasi-Hopf algebra H, it follows from Theorem 5.11 that HF is also a
quasitriangular quasi-Hopf algebra with R-matrix RF . Proposition 5.3 then implies that both
HM and HF M are braided closed monoidal categories; we denote the braiding in HM by τ
and that in HF M by τF .
Theorem 5.12. For any quasitriangular quasi-Hopf algebra H and any cochain twist F ∈
H⊗H, the equivalence of closed monoidal categories in Theorem 2.15 is an equivalence between
the braided closed monoidal categories HM and HF M .
Proof. We have to show that the diagram
F(V )⊗F F(W )
ϕV,W

τF
F(V ),F(W )
// F(W )⊗F F(V )
ϕW,V

F(V ⊗W )
F(τ
V,W
)
// F(W ⊗ V )
(5.20)
in HF M commutes for any two objects V,W in HM . This is a direct consequence of the
definition of the twisted R-matrix (5.19), together with (5.4) and (2.18): one has
ϕW,V
(
τF
F(V ),F(W )(v ⊗F w)
)
= ϕW,V
(
(R
(2)
F ⊲W w)⊗F (R
(1)
F ⊲V v)
)
= (R(2) F (−2) ⊲W w)⊗ (R
(1) F (−1) ⊲V v)
= τV,W
(
(F (−1) ⊲V v)⊗ (F
(−2) ⊲W w)
)
= τV,W
(
ϕV,W (v ⊗F w)
)
, (5.21)
for all v ∈ V and w ∈W .
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For the braided closed monoidal category HF M we have by Proposition 5.5 the tensor
product morphisms ⊗• F–,–,–,– for the internal hom-objects homF . They are related to the corre-
sponding tensor product morphisms ⊗• –,–,–,– in
HM by
Proposition 5.13. If V,W,X, Y are any four objects in HM , then the HF M -diagram in
(5.23) commutes.
Proof. The strategy for this proof is similar to that of the proof of Proposition 5.9 (where we
also explain the compact notations used below). In the special case where the objects X and
Y are the same, one can prove directly that the diagram in (5.23) commutes when acting on
elements of the form L⊗F 1F ; this computation makes use of Proposition 2.16 to express ev
F
and ev in terms of each other. Similarly, one can prove that in the case where the objects
V and W are the same the diagram in (5.23) commutes when acting on elements of the form
1F ⊗F L
′. In the generic situation we recall that by Lemma 5.6 we have
L⊗• F L′ =
(
L⊗• F 1F
)
•F
(
1F ⊗•
F L′
)
, (5.22)
which reduces the problem of proving commutativity of the diagram in (5.23) to the two special
cases above. The relevant step here is to use Proposition 2.16 in order to express •F and • in
terms of each other. The explicit calculations are straightforward and hence are omitted.
5.5 Braided commutative algebras and symmetric bimodules
Given a quasitriangular quasi-Hopf algebra H, we may consider algebras A in the braided
closed monoidal category HM for which the product is compatible with the braiding τ . The
motivation for studying such algebras is twofold: Firstly, restricting ourselves to algebras A of
this type, there exists a closed monoidal subcategory of the closed monoidal category HAMA
that can be equipped with a braiding. Secondly, all examples of noncommutative and nonas-
sociative algebras which are obtained from deformation quantization via cochain twists of the
algebra of smooth functions on a manifold are of this type, see Section 6.
In the following let us fix a quasitriangular quasi-Hopf algebra H and denote the R-matrix
by R = R(1) ⊗R(2) ∈ H ⊗H.
Definition 5.14. (i) An algebra A in HM is called braided commutative if for the product
µA : A⊗A→ A the diagram
A⊗A
µ
A
##❋
❋❋
❋❋
❋❋
❋❋
τ
A,A
// A⊗A
µ
A
{{①①
①①
①①
①①
①
A
(5.24)
in HM commutes. We denote the full subcategory of HA of braided commutative alge-
bras by HA com.
(ii) Let A be a braided commutative algebra in HM . An A-bimodule V in HM is called
symmetric if for the left and right A-actions the diagrams
A⊗ V
l
V ##●
●●
●●
●●
●●
τA,V
// V ⊗A
rV
{{✇✇
✇✇
✇✇
✇✇
✇
A⊗ V
l
V ##●
●●
●●
●●
●●
V ⊗A
rV
{{✇✇
✇✇
✇✇
✇✇
✇
τV,A
oo
V V
(5.25)
in HM commute. We denote the full subcategory of HAMA of symmetric A-bimodules
by HAM
sym
A .
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homF (F(V ),F(W )) ⊗F homF (F(X),F(Y ))
γV,W⊗F γX,Y

⊗• FF(V ),F(W ),F(X),F(Y )
// homF (F(V )⊗F F(X),F(W ) ⊗F F(Y ))
ϕW,Y ◦( · )◦ϕ
−1
V,X

F(hom(V,W ))⊗F F(hom(X,Y ))
ϕ
hom(V,W ),hom(X,Y )

homF (F(V ⊗X),F(W ⊗ Y ))
γ
V⊗X,W⊗Y

F(hom(V,W )⊗ hom(X,Y ))
F(⊗• V,W,X,Y )
// F(hom(V ⊗X,W ⊗ Y ))
(5.23)
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Remark 5.15. Recall that the braiding τ ′ which is determined by the second R-matrix R′ :=
R−121 (cf. Remark 5.2) is related to the original braiding τ by τ
′
V,W = τ
−1
W,V . As a consequence, the
commutative diagram (5.24) is equivalent to the same diagram with τ replaced by τ ′. Moreover,
the left diagram in (5.25) is equivalent to the right diagram in (5.25) with τ replaced by τ ′ and
the right diagram is equivalent to the left diagram with τ replaced by τ ′. In other words, braided
commutative algebras in HM are braided commutative with respect to both quasitriangular
structures R and R′ on H. The same statement holds for symmetric A-bimodules.
In the short-hand notation the product in a braided commutative algebra satisfies
a a′ = (R(2) ⊲A a
′ ) (R(1) ⊲A a) , (5.26a)
for all a, a′ ∈ A. By Remark 5.15 this condition is equivalent to
a a′ = (R(−1) ⊲A a
′ ) (R(−2) ⊲A a) , (5.26b)
for all a, a′ ∈ A. In a symmetric A-bimodule V in HM the left and right A-actions satisfy
a v = (R(2) ⊲V v) (R
(1) ⊲A a) , (5.27a)
v a = (R(2) ⊲A a) (R
(1) ⊲V v) , (5.27b)
for all a ∈ A and v ∈ V . By Remark 5.15 we also have
v a = (R(−1) ⊲A a) (R
(−2) ⊲V v) , (5.27c)
a v = (R(−1) ⊲V v) (R
(−2) ⊲A a) , (5.27d)
for all a ∈ A and v ∈ V . The condition (5.27a) is equivalent to (5.27c) and (5.27b) is equivalent
to (5.27d).
The braided commutativity and symmetry properties are preserved under cochain twisting.
Proposition 5.16. Let H be a quasitriangular quasi-Hopf algebra and F ∈ H⊗H any cochain
twist based on H. Then the equivalence between the categories HA and HF A of Proposition
3.4 restricts to an equivalence between the full subcategories HA com and HF A com. Moreover,
the equivalence between the categories HAMA and
HF
A
F
MA
F
of Proposition 3.9 restricts to an
equivalence between the full subcategories HAM
sym
A and
H
F
A
F
M
sym
A
F
.
Proof. This is an immediate consequence of the definition of the twisted R-matrix (5.19), the
twisted algebra product (3.9) and the twisted A-bimodule structure (3.18): For any object A
in HA com we have
a ⋆F a
′ = (F (−1) ⊲A a) (F
(−2) ⊲A a
′ )
= (R(2) F (−2) ⊲A a
′ ) (R(1) F (−1) ⊲A a)
= (F˜ (1)R(2) F (−2) ⊲A a
′) ⋆F (F˜
(2)R(1) F (−1) ⊲A a)
= (R
(2)
F ⊲A a
′) ⋆F (R
(1)
F ⊲A a) , (5.28)
for all a, a′ ∈ AF , hence AF is an object in
H
F A com. With a similar calculation one shows
that for any object V in HAM
sym
A one has a ⋆F v = (R
(2)
F ⊲V v) ⋆F (R
(1)
F ⊲A a) and v ⋆F a =
(R
(2)
F ⊲A a) ⋆F (R
(1)
F ⊲V v), for all a ∈ AF and v ∈ VF , hence VF is an object in
H
F
A
F
M
sym
A
F
.
Example 5.17. (i) For any braided commutative algebra A in HM the free A-bimodules
of Example 3.7 are symmetric A-bimodules.
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(ii) If H is any cocommutative quasi-Hopf algebra with trivial R-matrix R = 1⊗1 then com-
mutative algebras A in HM are braided commutative. Such examples arise in ordinary
differential geometry, see Section 6. By Proposition 5.16, any cochain twisting of such
examples satisfies the braided commutativity condition. This will be our main source of
examples.
5.6 Braided categories of symmetric bimodules
We shall show that HAM
sym
A is a braided closed monoidal category, for any quasitriangular
quasi-Hopf algebra H and any braided commutative algebra A in HM . Then we develop in
complete analogy to Subsection 5.3 the theory of tensor product morphisms for the internal
hom-objects homA in
H
AM
sym
A .
Lemma 5.18. Let H be a quasitriangular quasi-Hopf algebra and A any braided commutative
algebra in HM . Then the full subcategory HAM
sym
A of the closed monoidal category
H
AMA is
a closed monoidal subcategory. Explicitly, the monoidal functor and internal hom-functor on
H
AMA restrict to functors (denoted by the same symbols)
⊗A :
H
AM
sym
A ×
H
AM
sym
A −→
H
AM
sym
A , (5.29a)
homA :
(
H
AM
sym
A
)op
× HAM
sym
A −→
H
AM
sym
A . (5.29b)
Proof. First, notice that the unit object A (regarded as a free A-bimodule) in HAMA is an
object in HAM
sym
A , cf. Example 5.17 (i). Next, we shall show that V ⊗A W is a symmetric
A-bimodule for any two objects V,W in HAM
sym
A . We have
a (v ⊗A w) =
(
(φ(−1) ⊲A a) (φ
(−2) ⊲V v)
)
⊗A (φ
(−3) ⊲W w)
=
(
(R(2) φ(−2) ⊲V v) (R
(1) φ(−1) ⊲A a)
)
⊗A (φ
(−3) ⊲W w)
= ( φ˜(1)R(2) φ(−2) ⊲V v)⊗A
(
( φ˜(2)R(1) φ(−1) ⊲A a) ( φ˜
(3) φ(−3) ⊲W w)
)
= ( φ˜(1)R(2) φ(−2) ⊲V v)⊗A
(
(R˜(2) φ˜(3) φ(−3) ⊲W w) (R˜
(1) φ˜(2)R(1) φ(−1) ⊲A a)
)
=
(
(φˇ(−1) φ˜(1)R(2) φ(−2) ⊲V v)⊗A (φˇ
(−2) R˜(2) φ˜(3) φ(−3) ⊲W w)
)
(φˇ(−3) R˜(1) φ˜(2)R(1) φ(−1) ⊲A a)
=
(
R(2) ⊲V ⊗
A
W (v ⊗A w)
)
(R(1) ⊲A a) , (5.30)
for all v ∈ V , w ∈ W and a ∈ A. In the first, third and fifth equalities we used (3.28), and in
the second and fourth equalities we used (5.27); in the last equality we used (5.2b). By Remark
5.15, this calculation also implies that
(v ⊗A w) a = (R
(2) ⊲A a)
(
R(1) ⊲V ⊗
A
W (v ⊗A w)
)
, (5.31)
for all v ∈ V , w ∈W and a ∈ A, since we can replace the R-matrix R in the above calculation
by the other R-matrix R′ = R−121 . Hence,
H
AM
sym
A is a monoidal subcategory. It remains to
prove that homA(V,W ) is a symmetric A-bimodule for any two objects V,W in
H
AM
sym
A , for
which by Remark 5.15 (i.e. replacing R by R′ = R−121 ) it is enough to show that
evAV,W
(
(aL)⊗A v
)
= evAV,W
((
(R(2) ⊲homA(V,W )
L) (R(1) ⊲A a)
)
⊗A v
)
, (5.32)
for all L ∈ homA(V,W ), a ∈ A and v ∈ V . Using again (3.28), (5.27) and also the fact that
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evAV,W is an
H
AMA-morphism, the left-hand side of (5.32) can be simplified as
evAV,W
(
(aL)⊗A v
)
= evAV,W
(
(φ(1) ⊲A a)
(
(φ(2) ⊲homA(V,W )
L)⊗A (φ
(3) ⊲V v)
))
= (φ(1) ⊲A a) ev
A
V,W
(
(φ(2) ⊲homA(V,W )
L)⊗A (φ
(3) ⊲V v)
)
= evAV,W
(
(R
(2)
(1) φ
(2) ⊲homA(V,W )
L)⊗A (R
(2)
(2) φ
(3) ⊲V v)
)
(R(1) φ(1) ⊲A a) , (5.33)
while the right-hand side of (5.32) can be simplified as
evAV,W
((
(R(2) ⊲homA(V,W )
L) (R(1) ⊲A a)
)
⊗A v
)
= evAV,W
(
(φ(1)R(2) ⊲homA(V,W )
L)⊗A
(
(φ(2)R(1) ⊲A a) (φ
(3) ⊲V v)
))
= evAV,W
(
(φ(1)R(2) ⊲homA(V,W )
L)⊗A
(
(R˜(2) φ(3) ⊲V v) (R˜
(1) φ(2)R(1) ⊲A a)
))
= evAV,W
(
( φ˜(−1) φ(1)R(2) ⊲homA(V,W )
L)⊗A ( φ˜
(−2) R˜(2) φ(3) ⊲V v)
)
( φ˜(−3) R˜(1) φ(2)R(1) ⊲A a) .
(5.34)
Both expressions agree because of (5.2b). Hence, HAM
sym
A is a closed monoidal subcategory
of the closed monoidal category HAMA.
Theorem 5.19. Let H be a quasitriangular quasi-Hopf algebra and A any braided commutative
algebra in HM . Then the braiding τ in the closed monoidal category HM descends to a braiding
τA in the closed monoidal category HAM
sym
A . Explicitly,
τAV,W : V ⊗A W −→W ⊗A V , v ⊗A w 7−→ (R
(2) ⊲W w)⊗A (R
(1) ⊲V v) , (5.35)
for any two objects V,W in HAM
sym
A . As a consequence,
H
AM
sym
A is a braided closed monoidal
category.
Proof. We have to show that (5.35) is a well-defined HAMA-morphism, which is equivalent to
proving that
πW,V ◦ τV,W : V ⊗W −→W ⊗A V (5.36)
is an HAMA-morphism that vanishes on NV,W (cf. (3.26)). This can be shown by a calculation
similar to the one in the proof of Lemma 5.18, where here we only need to use the properties
(5.27) to relate the left and right A-actions.
Having established that HAM
sym
A is a braided closed monoidal category, Proposition 5.5 im-
plies that there are tensor product morphisms for the internal hom-objects homA in
H
AM
sym
A .
We shall denote these HAMA-morphisms by
⊗• AV,W,X,Y : homA(V,W )⊗A homA(X,Y ) −→ homA(V ⊗A X,W ⊗A Y ) , (5.37)
for any four objects V,W,X, Y in HAM
sym
A . Recalling that the braided closed monoidal struc-
tures on HAM
sym
A are canonically induced by those on
HM , the tensor product morphisms
⊗• A–,–,–,– enjoy the same properties as the tensor product morphisms ⊗• –,–,–,– for the internal
hom-objects hom in HM , see Subsection 5.3. In summary, we have
Proposition 5.20. Let H be a quasitriangular quasi-Hopf algebra and A any braided commu-
tative algebra in HM .
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(
homA(V, Y )⊗A homA(X,Z)
)
⊗
A
(
homA(U, V )⊗A homA(W,X)
)
ΦAhom
A
(V,Y ),hom
A
(X,Z),hom
A
(U,V )⊗
A
hom
A
(W,X)

⊗• AV,Y,X,Z⊗A⊗•
A
U,V,W,X
// homA(V ⊗A X,Y ⊗A Z)⊗A homA(U ⊗AW,V ⊗A X)
•
A
U⊗
A
W,V ⊗
A
X,Y ⊗
A
Z

homA(V, Y )⊗A
(
homA(X,Z)⊗A
(
homA(U, V )⊗A homA(W,X)
))
idhom
A
(V,Y )⊗A(Φ
A
hom
A
(X,Z),hom
A
(U,V ),hom
A
(W,X))
−1

homA(V, Y )⊗A
((
homA(X,Z)⊗A homA(U, V )
)
⊗
A
homA(W,X)
)
idhom
A
(V,Y )⊗A(τ
A
hom
A
(X,Z),hom
A
(U,V )⊗Aidhom
A
(W,X))

homA(V, Y )⊗A
((
homA(U, V )⊗A homA(X,Z)
)
⊗
A
homA(W,X)
)
idhom
A
(V,Y )⊗AΦ
A
hom
A
(U,V ),hom
A
(X,Z),hom
A
(W,X)

homA(V, Y )⊗A
(
homA(U, V )⊗A
(
homA(X,Z)⊗A homA(W,X)
))
(ΦAhom
A
(V,Y ),hom
A
(U,V ),hom
A
(X,Z)⊗
A
hom
A
(W,X))
−1
(
homA(V, Y )⊗A homA(U, V )
)
⊗
A
(
homA(X,Z)⊗A homA(W,X)
)
•
A
U,V,Y ⊗A•
A
W,X,Z

homA(U, Y )⊗A homA(W,Z) ⊗• AU,Y,W,Z
// homA(U ⊗AW,Y ⊗A Z)
(5.38)
(
homA(U, V )⊗A homA(W,X)
)
⊗
A
homA(Y, Z)
ΦAhom
A
(U,V ),hom
A
(W,X),hom
A
(Y,Z)

⊗• AU,V,W,X⊗Aidhom
A
(Y,Z)
// homA(U ⊗AW,V ⊗A X)⊗A homA(Y, Z)
⊗• AU⊗
A
W,V ⊗
A
X,Y,Z

homA(U, V )⊗A
(
homA(W,X)⊗A homA(Y, Z)
)
idhom
A
(U,V )⊗A⊗•
A
W,X,Y,Z

homA
(
(U ⊗
A
W )⊗
A
Y, (V ⊗
A
X)⊗
A
Z
)
ΦAV,X,Z◦( · )◦(Φ
A
U,W,Y )
−1

homA(U, V )⊗A homA(W ⊗A Y,X ⊗A Z) ⊗• AU,V,W⊗
A
Y,X⊗
A
Z
// homA
(
U ⊗
A
(W ⊗
A
Y ), V ⊗
A
(X ⊗
A
Z)
)
(5.39)
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(i) The tensor product morphisms ⊗• A
–,–,–,– satisfy the braided composition property, i.e. for
any six objects U, V,W,X, Y, Z in HAM
sym
A the
H
AMA-diagram in (5.38) commutes.
(ii) The tensor product morphisms ⊗• A
–,–,–,– are weakly associative, i.e. for any six objects
U, V,W,X, Y, Z in HAM
sym
A the
H
AMA-diagram in (5.39) commutes.
Let H be a quasitriangular quasi-Hopf algebra, A any braided commutative algebra in HM
and F ∈ H ⊗H any cochain twist based on H. By Proposition 5.16 the twisted algebra AF is
a braided commutative algebra in HF M . Recalling Theorem 4.13, we have an equivalence F
of closed monoidal categories between HAMA and
HF
A
F
MA
F
, which by Proposition 5.16 and
Lemma 5.18 induces an equivalence F of closed monoidal categories between HAM
sym
A and
H
F
A
F
M
sym
A
F
. Since the braiding τA on HAM
sym
A is canonically induced by the braiding τ on
HM , the same argument as in Theorem 5.12 shows
Theorem 5.21. For any quasitriangular quasi-Hopf algebra H, any braided commutative alge-
bra A in HM and any cochain twist F ∈ H⊗H, the equivalence of closed monoidal categories in
Theorem 4.13 restricts to an equivalence of braided closed monoidal categories between HAM
sym
A
and HF A
F
M
sym
A
F
.
Remark 5.22. In complete analogy to Proposition 5.13, for any four objects V,W,X, Y in
H
AM
sym
A the
HF
A
F
MA
F
-diagram in (5.40) commutes.
6 Quantization of equivariant vector bundles
In this final section we shall construct some concrete examples for the categories HA and
H
AMA starting from ordinary differential geometry. In these examples the algebras A and
bimodules V are commutative, i.e. braided commutative with respect to the trivial R-matrix
R = 1⊗ 1. Deformation quantization by cochain twists then leads to examples of noncommu-
tative and also nonassociative algebras and bimodules.
In the following all manifolds are assumed to be C∞, finite-dimensional, Hausdorff and
second countable. Let us fix any (complex) Lie group G and denote its Lie algebra by g. We
define the category G-Man as follows: The objects in G-Man are pairs M = (M,ρM ), where
M is a manifold and ρM : G ×M → M is a smooth left G-action on M . The morphisms in
G-Man are G-equivariant smooth maps, i.e. a morphism f :M → N is a smooth map (denoted
by the same symbol) f :M → N , such that the diagram
G×M
idG×f

ρ
M //M
f

G×N ρ
N
// N
(6.1)
commutes.
We shall now construct a functor C∞ : G-Manop → UgA , where Ug is the universal
enveloping algebra of the Lie algebra g which is a cocommutative Hopf algebra with R = 1⊗ 1
and structure maps given by
∆(ξ) = ξ ⊗ 1 + 1⊗ ξ , ǫ(ξ) = 0 , S(ξ) = −ξ , (6.2)
on primitive elements ξ ∈ g, and extended to all of Ug as algebra (anti-)homomorphisms. For
any object M in G-Man we set C∞(M) := (C∞(M ), ⊲
C∞(M)), where C
∞(M) is the C-vector
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homA
F
(F(V ),F(W )) ⊗A
F
homA
F
(F(X),F(Y ))
γAV,W⊗A
F
γAX,Y

⊗• AF
F(V ),F(W ),F(X),F(Y )
// homA
F
(F(V )⊗A
F
F(X),F(W ) ⊗A
F
F(Y ))
ϕA
W,Y
◦( · )◦(ϕA
V,X
)−1

F(homA(V,W )) ⊗A
F
F(homA(X,Y ))
ϕ
hom
A
(V,W ),hom
A
(X,Y )

homA
F
(F(V ⊗A X),F(W ⊗A Y ))
γV⊗
A
X,W⊗
A
Y

F(homA(V,W )⊗A homA(X,Y ))
F(⊗• AV,W,X,Y )
// F(homA(V ⊗A X,W ⊗A Y ))
(5.40)
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space of smooth complex-valued functions on M and the left Ug-action is induced by the
G-action as
ξ ⊲C∞(M) a :=
d
dt
(
a ◦ ρM (exp(−t ξ), · )
)∣∣∣
t=0
, (6.3)
for all ξ ∈ g and a ∈ C∞(M ). By exp : g → G we have denoted the exponential map of
the Lie group G. The product µ
C∞(M) : C
∞(M) ⊗ C∞(M) → C∞(M) is the usual pointwise
multiplication of functions and the unit is η
C∞(M) : C→ C
∞(M) , c 7→ c 1
C∞(M) (the constant
functions). It is easy to check that µ
C∞(M) and ηC∞(M) are
UgM -morphisms and that C∞(M)
is an object in UgA . For any morphism fop :M → N in G-Manop (i.e. a smooth G-equivariant
map f : N →M) we set
C∞(f) := f∗ : C∞(M) −→ C∞(N) , a 7−→ a ◦ f (6.4)
to be the pull-back of functions along f . Since f is G-equivariant it follows that C∞(f) is
Ug-equivariant. Since pull-backs also preserve the products and units, we find that C∞(f) :
C∞(M)→ C∞(N) is a UgA -morphism. In summary, we have shown
Proposition 6.1. There exists a functor C∞ : G-Manop → UgA . Taking into account the
triangular structure R = 1⊗ 1 on Ug, the functor C∞ is valued in the full subcategory UgA com
of braided commutative algebras in UgM .
Fixing any object M = (M,ρM ) in G-Man, we can consider the category G-VecBunM of
G-equivariant vector bundles overM . The objects in G-VecBunM are pairs E = (E
πE−→M,ρE)
consisting of a finite-rank complex vector bundle E
πE−→M over M and a smooth left G-action
ρE : G× E → E on E , such that the diagram
G× E
idG×πE

ρE // E
πE

G×M
ρ
M
//M
(6.5)
commutes and such that ρE(g, · ) : E x → E ρM (g,x) is a linear map on the fibres, for all g ∈ G
and x ∈ M . The morphisms in G-VecBunM are G-equivariant vector bundle maps covering
the identity idM , i.e. a morphism f : E → E
′ is a vector bundle map (denoted by the same
symbol) f : E → E′ such that the diagrams
E
πE

❄❄
❄❄
❄❄
❄❄
f
// E′
π
E′⑦⑦
⑦⑦
⑦⑦
⑦⑦
G× E
idG×f

ρE // E
f

M G× E′
ρ
E′
// E′
(6.6)
commute.
We shall now construct a functor Γ∞ : G-VecBunM →
Ug
C∞(M)MC∞(M). For any object E
in G-VecBunM we set Γ
∞(E) := (Γ∞(E
π
E−→M), ⊲Γ∞(E)), where Γ
∞(E
π
E−→M) is the C-vector
space of smooth sections of E
π
E−→M and the left Ug-action is induced by the G-actions as
ξ ⊲Γ∞(E) s :=
d
dt
(
ρE(exp(t ξ), · ) ◦ s ◦ ρM (exp(−t ξ), · )
)∣∣∣
t=0
, (6.7)
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for all ξ ∈ g and s ∈ Γ∞(E
πE−→M). Notice that ξ ⊲Γ∞(E) s is an element of Γ
∞(E
πE−→M), i.e.
it satisfies πE ◦ (ξ ⊲Γ∞(E) s) = idM , since
πE ◦ ρE(g, · ) ◦ s ◦ ρM (g
−1, · ) = ρM (g, · ) ◦ πE ◦ s ◦ ρM (g
−1, · )
= ρM (g, · ) ◦ idM ◦ ρM (g
−1, · )
= idM , (6.8)
for all s ∈ Γ∞(E
π
E−→ M) and g ∈ G. In the first step we used the G-equivariance condition
(6.5) and in the second step the fact that s is a section. The left and right C∞(M)-actions
lΓ∞(E) : C
∞(M) ⊗ Γ∞(E) → Γ∞(E) and rΓ∞(E) : Γ
∞(E) ⊗ C∞(M) → Γ∞(E) are defined as
usual pointwise. Using (6.3) and (6.7) it is easy to check that lΓ∞(E) and rΓ∞(E) are
UgM -
morphisms and that Γ∞(E) is an object in Ug
C∞(M)MC∞(M). For any morphism f : E → E
′
in G-VecBunM we set
Γ∞(f) : Γ∞(E) −→ Γ∞(E′ ) , s 7−→ f ◦ s . (6.9)
By the first commutative diagram in (6.6) it follows that Γ∞(f)(s) is a section of E′
π
E′−→ M
and the second diagram in (6.6) implies that Γ∞(f) is Ug-equivariant. One easily checks that
Γ∞(f) preserves the left and right C∞(M)-module structures, hence we find that Γ∞(f) :
Γ∞(E)→ Γ∞(E′ ) is a morphism in Ug
C∞(M)MC∞(M). In summary, we have shown
Proposition 6.2. There exists a functor Γ∞ : G-VecBunM →
Ug
C∞(M)MC∞(M). Taking
into account the triangular structure R = 1 ⊗ 1 on Ug, the functor Γ∞ is valued in the full
subcategory Ug
C∞(M)M
sym
C∞(M) of symmetric C
∞(M)-bimodules in UgM .
The functor Γ∞ in Proposition 6.2 is in fact a braided closed monoidal functor with respect
to the braided closed monoidal structure on G-VecBunM that we shall now describe. Firstly,
notice that G-VecBunM is a monoidal category: The (fibrewise) tensor product E ⊗ E
′ of two
G-equivariant vector bundles E,E′ is again a G-equivariant vector bundle with respect to the
diagonal left G-action ρE⊗E′ : G× (E ⊗E
′ )→ E ⊗E′ , (g, e⊗ e′ ) 7→ ρE(g, e)⊗ ρE′(g, e
′ ). We
therefore have a functor ⊗ : G-VecBunM ×G-VecBunM → G-VecBunM . The trivial line bundle
C×M (with trivial G-action on the fibres) is the unit object in G-VecBunM , the components
of the associator are the identities and the unitors are the obvious ones. Hence G-VecBunM
is a monoidal category. The (fibrewise) flip map τE,E′ : E ⊗ E
′ → E′ ⊗ E turns G-VecBunM
into a braided (and even symmetric) monoidal category. Secondly, notice that G-VecBunM
has an internal hom-functor which turns it into a braided closed monoidal category: For any
two G-equivariant vector bundles E,E′ we can form the homomorphism bundle hom(E,E′ )
which is a G-equivariant vector bundle with respect to the left adjoint G-action ρhom(E,E′ ) :
G × hom(E,E′ ) → hom(E,E′ ) , (g, L) 7→ ρE′(g, · ) ◦ L ◦ ρE(g
−1, · ). The currying maps
ζE,E′,E′′ : HomG-VecBunM
(E⊗E′, E′′ )→ HomG-VecBunM
(E,hom(E′, E′′ )) are given by assigning
to any G-VecBunM -morphism f : E ⊗ E
′ → E′′ the G-VecBunM -morphism
ζE,E′,E′′(f) : E −→ hom(E
′, E′′ ) , e 7−→ f(e⊗ · ) . (6.10)
Making use now of the standard natural isomorphisms
Γ∞(E ⊗ E′ ) ≃ Γ∞(E)⊗C∞(M) Γ
∞(E′ ) , (6.11a)
Γ∞(C×M) ≃ C∞(M) , (6.11b)
Γ∞(hom(E,E′ )) ≃ homC∞(M)(Γ
∞(E),Γ∞(E′ )) , (6.11c)
we obtain
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Proposition 6.3. The functor Γ∞ : G-VecBunM →
Ug
C∞(M)M
sym
C∞(M)
of Proposition 6.2 is a
braided closed monoidal functor.
Before we deform the categories UgA com and Ug
C∞(M)M
sym
C∞(M) via cochain twists F , we
have to introduce formal power series extensions in a deformation parameter ~ of all C-vector
spaces involved, which then become C[[~]]-modules. For details on formal power series and
the ~-adic topology see [Kas95, Chapter XVI]. We shall denote the ~-adic topological tensor
product by ⊗̂ and recall that it satisfies V [[~]] ⊗̂W [[~]] ≃ (V ⊗W )[[~]], where V,W are C-
vector spaces and V [[~]],W [[~]] are the corresponding topologically free C[[~]]-modules. Let
us denote by Ug[[~]] the formal power series extension of the cocommutative Hopf algebra Ug
(the product and coproduct here involves the topological tensor product ⊗̂) and by Ug[[~]]M the
braided closed monoidal category of left Ug[[~]]-modules over C[[~]] (with monoidal structure
given by ⊗̂). There is a braided closed monoidal functor [[~]] : UgM → Ug[[~]]M : To any object
V in UgM we assign the object V [[~]] in Ug[[~]]M and to any UgM -morphism f : V → W we
assign the Ug[[~]]M -morphism (denoted by the same symbol)
f : V [[~]] −→W [[~]] , v =
∞∑
n=0
~
n vn 7−→ f(v) =
∞∑
n=0
~
n f(vn) . (6.12)
The functor [[~]] is a braided closed monoidal functor due to the natural isomorphisms
V [[~]] ⊗̂W [[~]] ≃ (V ⊗W )[[~]] , (6.13a)
hom[[~]](V [[~]],W [[~]]) ≃ hom(V,W )[[~]] , (6.13b)
where by hom[[~]] we have denoted the internal homomorphisms in
Ug[[~]]M . This functor
induces a functor [[~]] : UgA com → Ug[[~]]A com and a braided closed monoidal functor [[~]] :
Ug
C∞(M)M
sym
C∞(M) →
Ug[[~]]
C∞(M)[[~]]M
sym
C∞(M)[[~]].
Given now any cochain twist F ∈ Ug[[~]] ⊗̂Ug[[~]] based on Ug[[~]], Proposition 5.16 and
Theorem 5.21 imply that there is a functor
F : Ug[[~]]A com −→ Ug[[~]]F A com (6.14a)
and a braided closed monoidal functor
F : Ug[[~]]C∞(M)[[~]]M
sym
C∞(M)[[~]] −→
Ug[[~]]
F
C∞(M)[[~]]
F
M
sym
C∞(M)[[~]]
F
. (6.14b)
Precomposing these functors with the functors of Propositions 6.1 and 6.2 together with [[~]]
yields the main result of this section.
Corollary 6.4. Given any cochain twist F ∈ Ug[[~]] ⊗̂Ug[[~]] there is the functor
G-Manop
C∞

C∞
F // Ug[[~]]F A com
UgA com
[[~]]
// Ug[[~]]A com
F
OO
(6.15a)
and the braided closed monoidal functor
G-VecBunM
Γ∞

Γ∞
F // Ug[[~]]F
C∞(M)[[~]]
F
M
sym
C∞(M)[[~]]
F
Ug
C∞(M)M
sym
C∞(M) [[~]]
//// Ug[[~]]
C∞(M)[[~]]M
sym
C∞(M)[[~]]
F
OO
(6.15b)
describing the formal deformation quantization of G-manifolds and G-equivariant vector bun-
dles.
54
Example 6.5. (i) Let G = Tn be the n-dimensional torus, with n ∈ N. Taking a basis
{ti ∈ g : i = 1, . . . , n} of the Abelian Lie algebra g and a skew-symmetric real-valued
n× n-matrix Θ =
(
Θij
)n
i,j=1
, we have the Abelian twist
F = exp
(
− i ~2 Θ
ij ti ⊗ tj
)
(6.16)
based on Ug[[~]] (with implicit sums over repeated upper and lower indices). The twisted
Hopf algebra Ug[[~]]F is cocommutative (in fact ∆F = ∆), and since F is a cocycle twist
the algebras and bimodules obtained from the functors in Corollary 6.4 are strictly as-
sociative; however in general they are not strictly commutative as the twisted triangular
structure is given by RF = F
−2. This is the triangular Hopf algebra relevant to the stan-
dard noncommutative tori, and more generally to the toric noncommutative manifolds
(or isospectral deformations) in the sense of [CL01].
(ii) Fix n ∈ N and let g be the non-Abelian nilpotent Lie algebra over C with generators
{ti, t˜
i,mij : 1 ≤ i < j ≤ n} and Lie bracket relations given by
[ t˜ i,mjk] = δ
i
j tk − δ
i
k tj , (6.17)
and all other Lie brackets equal to zero. Let us denote by G the Lie group obtained
by Lie-integration of g and notice that G is a Lie subgroup of ISO(2n). We fix a rank-
three skew-symmetric real-valued tensor R =
(
Rijk
)n
i,j,k=1
and introduce the non-Abelian
cochain twist (with implicit summation over repeated upper and lower indices)
F = exp
(
− i ~2
(
1
4 R
ijk (mij ⊗ tk − ti ⊗mjk) + ti ⊗ t˜
i − t˜ i ⊗ ti
))
. (6.18)
The twisted quasi-Hopf algebra Ug[[~]]F is non-cocommutative: the twisted coproduct
on primitive elements is given by
∆F (ti) = ∆(ti) , (6.19a)
∆F ( t˜
i) = ∆( t˜ i) + i ~2 R
ijk tj ⊗ tk , (6.19b)
∆F (mij) = ∆(mij)− i ~ (ti ⊗ tj − tj ⊗ ti) . (6.19c)
Generally the algebras and bimodules obtained from the functors in Corollary 6.4 are
noncommutative and nonassociative: the twisted triangular structure is given by RF =
F−2, while a straightforward calculation of (2.16) with φ = 1 ⊗ 1 ⊗ 1 using the Baker-
Campbell-Hausdorff formula yields the associator
φF = exp
(
~2
2 R
ijk ti ⊗ tj ⊗ tk
)
. (6.20)
This is the triangular quasi-Hopf algebra relevant in the phase space formulation for the
nonassociative deformations of geometry that arise in non-geometric R-flux backgrounds
of string theory [MSS13b].
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