Abstract. Most integer programming problems can be formulated in several ways. Some formulations are better suited for solution by exact methods, because they have either (i) a strong LP relaxation, (ii) few symmetries in the solution space, or both. However, solving one formulation, we can often branch and/or add cutting planes which are implicitly based on variables of other formulations, working in fact on intersection of several polytopes. Traditional examples of this approach can be found in, e.g., (capacitated) routing and network planning where decomposed models operate with paths or trees, and thus need to be solved by column generation, but original models operate on separate edges. We consider such a 'capacity-extended formulation', the so-called arc-flow model, of the 1D cutting stock problem. Its variables are known to induce effective branching constraints leading to small and stable branch&bound trees. In this work we explore Chvátal-Gomory cuts on its variables. The results are positive only for small instances. Moreover, we compare the results to the cuts constructed on the variables of the direct model. The latter are more involved but also more effective.
Introduction
Consider the one-dimensional cutting stock problem (CSP): given material pieces of length L and product lengths l 1 ≥ l 2 ≥ · · · ≥ l m , each demanded b i times, i = 1, . . . , m, find a packing of all products using the minimal number of stock pieces.
The Gilmore-Gomory and Arc-Flow Formulations
Its classical formulation is that of Gilmore and Gomory [1] : let a cutting pattern a ∈ Z m + denote the products obtained from a certain stock piece. Given a matrix (a ij ) = A ∈ Z m×n of all feasible cutting patterns, denote by λ ∈ Z n + their frequencies. The model GG is:
To solve the LP relaxation we have to perform column generation due to a huge number of feasible patterns. This LP relaxation is very strong: the largest known LP-IP gap is 6/5 [2] . It has only m constraints. We can restrict the LP solution to use only proper patterns, i.e., with a ij ≤ b i , ∀i, j.
Valério de Carvalho described the so-called arc-flow formulation, cf. [3] . For each product type i = 1, . . . , m and for each capacity p = 0, . . . , L − l i define flow variables x p,p+li meaning how often item i occurs in physical position p in a pattern. Also, define waste flow x p ∈ Z + for p = 1, . . . , L − 1 meaning how much waste starts at position p. Let δ + (p) denote the inflow and δ − (p) the outflow in position p and δ(p) = δ + (p) + δ − (p). The model AFF is: min x(δ(0)) s.t. p x p,p+li = b i i = 1, . . . , m (AFFa)
where (AFFa) are product demand and (AFFb) are flow conservation constraints. This model is more 'combined' but almost as strong in terms of LP relaxation. It has m + L − 1 constraints and O(mL) variables. The pseudo-polynomial number of constraints is not convenient for numerical solution. Moreover, the LP relaxation is not proper, i.e., when decomposing a flow into paths, the patterns representing these paths may be non-proper. Let us rewrite the model AFF as
with A ∈ B m×η , A ∈ Z (L−1)×η , and η = O(mL).
Relation of the Two Formulations
Given a feasible λ, the corresponding flow x can be computed by an affine transformation x = T λ with T ∈ B η×n . This transformation is unique assuming that the items of a pattern are left-justified and sorted, e.g., non-increasingly. Then pattern a j translates into the following x variables: the j th column of T has element 1 in the position corresponding to x p,p+li iff pattern a j has item i in position p, i.e.,
Furthermore, the j th column of T has element 1 in the position corresponding to x p iff pattern a j has total length p < L. Lemma 1. The affine transformation T satisfies A T = A and A T = 0.
Branching Schemes and Cutting Planes
The Gilmore-Gomory model can be solved directly by branching on the λ variables, cf. [4, 5] . Such an algorithm, where column generation (pricing) has to be done in every node, is called branch&price. Belov and Scheithauer [4] also used Gomory fractional and mixed-integer cuts to strengthen the relaxation. However, the non-linear dependence of cut coefficients on the elements of each pattern made the pricing problem rather difficult.
Alves and Valério de Carvalho [3] still compute the LP relaxation of the Gilmore-Gomory model. But their branching constraints are based on the x variables. Having a constraint, say, x p,p+li ≤ 5, they consider it in the λ model in the form e p,p+li T λ ≤ 5, where e p,p+li is the unit vector with element 1 in the position corresponding to x p,p+li . This branching scheme has the advantage that the pricing problem becomes a shortest-path problem which is simple to solve (the so-called robustness [6] ). Belov, Letchford and Uchoa [6] compared the pricing schemes on x and λ variables; branching on x produced smaller branching trees whose size had almost no dependence on algorithm parameters. The authors also considered the so-called capacity cuts. Violated capacity cuts could be found only by a heuristic.
In the present work we investigate Gomory fractional cuts on AFF variables. Our reason to choose this kind of cuts is the ease of finding violated cuts. Given a fractional x variable of a basic LP solution, we can systematically construct a violated cut. Another property of these cuts is, like that of the branching constraints on the x variables, that the pricing problem remains tractable, see below.
Chvátal-Gomory Cuts on Implicit Variables
Here we describe in general terms our approach to construct Gomory fractional cuts on implicit variables. Consider a general problem which can be modeled in two ways:
Suppose the formulation (M1) is better suited for numerical solution by branchand-cut, e.g., it has fewer constraints, but (M2) is better structured and we can construct strong branching rules and/or cuts there. Suppose the solutions of (M1) can be affinely transformed to those of (M2): there exists T ∈ Z η×n such that, given a feasible solution λ of (M1), x = T λ is feasible in (M2), i.e.,
Moreover, T is an integral matrix and x is integral if λ is integral. That means, we can branch and/or construct cuts on x and they can be transformed into valid cuts or branching constraints on λ. For example, every valid inequality πx ≤ π 0 can be used in (M1) in the form πT λ ≤ π 0 .
We can try to construct Gomory fractional cuts on x variables as follows. Given a fractional solution λ * of the LP relaxation of (M1), suppose x * = T λ * is fractional. Let C * contain the columns of C corresponding to the positive elements of x * . If x * is a basic solution in the LP relaxation of (M2) (C * has full rank), then Gomory fractional cuts can be constructed in a usual way. But in general x * may be non-basic. Nevertheless, we can try to find a violated Chvátal-Gomory cut [7] as follows: find u ∈ R µ such that
where e k is the k th unit vector and the k th positive component of x * has value ζ which is fractional. Then we have uCx * = ud = ζ and the Chvátal-Gomory cut
is violated by x * . The problem is that (2) may be unsolvable if C * is not of full rank. In this case we may try to find a basic solution x * which is 'near' to x * and use its columns in (2). However, then the resulting cuts would cut off x * and not necessarily x * . Note that any solution u of (2) is a feasible dual solution of
where η * is the number of columns in C * and x is not sign-restricted. Sometimes we can use problem structure to solve (2) efficiently, see below.
Suppose we find some u satisfying (2). The corresponding cut can possibly be strengthened following the way proposed in [8] : multiply each component of u by (1 − )/{ζ} , where {} takes the fractional part. Note that {ζ} is the degree of violation of the unmodified cut, which now grows accordingly. To improve numerical properties (avoid too large absolute values of coefficients in cuts of higher rank), we may set some components of u to negative values. For example, the following rule can be chosen: those components u i which were negative before modifications, are set to {u i }−1. All other components are set to their fractional parts {u i }, cf. [4] .
Representation of Cuts
After adding one cut (3), we resolve the LP and might want to iterate by adding further cuts. The first-rank cut (3) is an inequality and it must have a positive multiplier in a linear combination for (3) to be valid. However, this can lead to very large coefficients in cuts of higher ranks [9] . Thus, we follow the way of [4] and turn (3) into an equation by introducing a slack variable s 1 :
Now, a cut added in iteration r is 
Expressed in λ variables, the r th cut is
3 Application to 1D Stock Cutting
Applying notation (M2) to the arc-flow model gives C = A A and d = b 0 . Suppose we solve the LP relaxation of (GG) and obtain λ * non-integer. If x * = T λ * ∈ Z η , we are done, because x * can be decomposed into integer-flow paths. Otherwise, before we branch, we can decide to add some cutting planes. We can try to find a violated Chvátal-Gomory cut uC x ≤ ud with u ∈ R m+L−1 . The following theorem states that this can be done directly as a Gomory fractional cut if the pre-image λ * of x * is unique:
Theorem 1. Given a basic solution λ * of the LP relaxation of GG, let x * = T λ * . Let λ * be the unique pre-image of x * . Then x * is part of a basic solution in the LP relaxation of AFF, i.e., the constraint columns for positive components of x * are linearly independent.
Proof. Suppose we have a linear combination A α = 0, A α = 0 with α = 0 and α e = 0 only if x * e > 0, e = 1, . . . , η. The condition A α = 0 means that α satisfies the flow conservation constraints. By the flow decomposition property, we can decompose α into paths, i.e., there exists a λ ∈ R n with α = T λ. According to assumption, these paths can only be the ones corresponding to the patterns {j : λ * j > 0}, i.e., λ j = 0 only if λ * j > 0. Now, 0 = A α = A T λ = Aλ. The columns {(A ·j ) : λ j = 0} were assumed linearly independent. Thus, λ = 0 which means α = 0.
If λ * is not unique for x * , then x * is in general non-basic, e.g., in the following instance: (L = 4, l = (2, 1), b = (2, 4)).
Let us agree that the columns of C corresponding to the variables x p,p+li have the form    e i − e m+p + e m+p+li , p = 1, . . . , L − l i − 1 e i + e m+li , p = 0 e i − e m+L−li , p = L − l i , and the columns corresponding to the waste variables x p are − e m+p , p = 1, . . . , L − 1.
The first cut 
Finding Violated Chvátal-Gomory Cuts
In this section we use the structure of the model AFF to find combinations of constraints which lead to violated cuts. Suppose r cuts are added. Then the LP relaxation of the GG model is min{cλ :Āλ =b,λ ≥ 0} (GG-LP)
The LP relaxation of the model AFF is
Solving (GG-LP), suppose we obtainλ * non-integer. Settinḡ
we obtain an optimal solutionx * =Tλ * of (AFF-LP). Suppose it is non-integer as well.
Letx
* * contain all positive components ofx * andC * the corresponding columns ofC. To find a violated Chvátal-Gomory cut, we look for u k satisfying
for those non-integerx * * k which are not a slack variable, compare (2) . LetT * contain the rows ofT corresponding tox * * . LetT * B contain all columns ofT * corresponding to the basic components of λ * . Then (9) (10) we get
Let us distinguish parts of u k corresponding to the demand constraints, flow constraints, and cuts as follows:
. Multiplying (11) from the right by the basis inverseĀ −1 B , we obtain the components u and u of u k corresponding to the demand constraints and to the cuts:
i.e., (u |u ) is the sum of the lines ofĀ
B corresponding to the components of λ * which contribute tox * * k . Using complementary slackness, we obtain the following by-product of this result:
Lemma 3. Given an optimal dual solution y GG of (GG-LP), there exists an optimal dual solution y of (AFF-LP) with (y |y ) = y GG .
Using (9), we can try to determine the remaining components u as follows:
where h p,p+li = 1 ifx * * k isx * p,p+li and h p,p+li = 0 otherwise; h p = 1 ifx * * k isx * p and h p = 0 otherwise, for all i, p.
However, the vector u k does not always exist, as in the following
Example. Consider again the instance (L = 4, l = (2, 1)). Suppose A B = ( 2 0 0 4 ), then
The problem (AFF-LP) is solvable and we can easily construct dual multipliers for the objective function min x(δ(0)) = min(x 1 + x 3 ): they are y AFF = ( 
But trying to compute the components (u k ) , we obtain contradictions. There are no dual solutions for min x k , k = 1 . . . , 6.
Column Generation
Pricing out new patterns when some AFF variables are constrained has been well studied, cf. [3] . The pricing problem is a shortest-path problem. With cuts on AFF variables, this is the same problem, where each cut modifies the weight of the involved arcs by its dual value.
With r cuts (8) added to the LP relaxation of (GG), let the dual multipliers be (y 1 , . . . , y m , y m+1 , . . . , y m+r ). The reduced cost of pattern a = a j , j = 1, . . . , n, is
Thus, the pricing problem is a shortest path problem with a separable objective function:
with the arc costs
Numerical Experiments
We implemented the method in C++ under Microsoft Visual Studio 2005. For solving the LP relaxation we embedded the COIN-LP Solver 1.5.0 [10] . In each iteration we added one cut. It was constructed as follows. All fractional variables were sorted according to non-increasing values of the degree of violation of a strengthened Gomory cut on that variable, see Section 2. Then we tried to construct exact Gomory cuts, i.e., we tried to solve (2) exactly. If it was not possible for any of the variables, we tried to solve just some of the equations in (2) avoiding contradictions. If we found a violated cut in this way, we proceeded. Allowing some components of u to be negative (see Section 2) improved numerical properties but not always led to better performance. Moreover, in this case we had to introduce 'infeasibility slacks' for the cuts because the current restricted master (i.e., the λ-model on the currently known set of patterns) can be infeasible with the new cuts.
At first we considered a modified Fieldhouse instance, cf. [2] : (m = 3, L = 30, l = (15, 10, 6), b = (3, 5, 9)). It is a so-called divisible-case instance. The first LP solution is diag(2, 3, 5) with value 4.96 and the first cut is constructed on the AFF variable x 0,15 . It rises the bound to 5.05 which is enough to prove the optimality of a solution with value 6 if we had one. Adding two further cuts, on x 10,20 and on x 15,30 , gives an integer solution with value 6. In each iteration, the maximally violated cut could be properly found, i.e., (2) was exactly solvable and we could construct a Gomory fractional cut.
However, on larger instances the method was not very successful.
We considered several difficult instances available at http://math.tu-dresden.de/~capad. These instances, like the Fieldhouse one, have the so-called non-IRUP property [2] , i.e., the IP-LP gap is at least 1 and we need to strengthen the LP bound to prove optimality. The first instance from HART1CSP.dat has 26 item types. The initial LP value is 9.93395. With 654 cuts, it is still only 9.94413 (the value 9.94412 was obtained already with 29 cuts). Taking only non-negative components in u, after 70 iterations the cut coefficients became too big and caused numerical problems.
The instance gau3 has 50 item types and the initial LP value 1065. Taking only non-negative components in u, with 138 cuts the LP value could be increased to 1065.03. Allowing negative components, the LP value could be increased to 1065.05 with 786 cuts.
In the file 53NIRUPs.dat containing 53 non-IRUP instances we could show the non-IRUP property for instances with up to 40 item types.
For comparison, the Gomory cuts on the λ variables described in [4] are much more effective. We just ran that algorithm without branching and cut manipulations on the same instances. On the first instance from HART1CSP.dat, just 30 cuts are enough to lift the LP value to 10. On gau3, only 3 cuts are needed to lift it to 1065.05.
In [4] we tried to carefully select strong cuts to keep the LP 'pure'. This helped much: for example, the first instance from HART1CSP.dat was solved in 22 iterations then. It would be interesting to implement this also for AFF cuts. This could, e.g., relax the problem to construct them exactly. But at the time it does not seem purposeful.
Conclusions
The arc-flow model has been the source of an effective and robust branching scheme. Based on this fact, we expected the integer rounding cuts on AFF variables to be effective as well. This appeared not to be the case up to now. The impact of these cuts is much weaker than that of the Gomory fractional cuts on the direct variables.
Moreover, we can cite similar results with cuts based on variables of other position-and sequence-indexed models, namely 'capacitated vehicle rounding'-like models of 1D stock cutting [6] . For research purposes, we would provide the source code of the implementation on request.
