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Motivated by the classical Newton–Schulz method for ﬁnding the
inverse of a nonsingular matrix, we develop a new inversion-free
method for obtaining the minimal Hermitian positive deﬁnite so-
lution of the matrix rational equation X + A∗X−1A = I, where I
is the identity matrix and A is a given nonsingular matrix. We
present convergence results and discuss stability properties when
the method starts from the available matrix AA∗. We also present
numerical results to compare our proposal with some previously
developed inversion-free techniques for solving the same rational
matrix equation.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We are interested in the minimal Hermitian positive deﬁnite solution of the following rational
matrix equation
X + A∗X−1A = I, (1)
where A is an n × n real or complex nonsingular matrix and I is the identity matrix of order n. It
was established in [3] that if (1) has Hermitian and positive deﬁnite solutions, then it has a maximal
Hermitian solution denoted by X+, and a minimal Hermitian solution denoted by X−. The maximal
solution of (1) can be obtained through X+ = I − Y−, where Y− is the minimal solution of the dual
equation Y + AY−1A∗ = I. See also [4] for further theoretical results concerning the existence of
solutions of (1).
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Eq. (1) appears in the analysis of stationary Gaussian reciprocal processes over a ﬁnite interval (see
[5]), in the ﬁeld of optimal control theory (see [4]), and it is related to an algebraic Riccati equation of
the type arising in Kalman ﬁlter theory [7].
Using the well-known Löwner ordering for Hermitian matrices (A > B (A B)means that A − B is
a positive deﬁnite (semideﬁnite) matrix) it holds that:
0 < X−  X+ < I.
An equivalent formulation of our problem is to ﬁnd a Hermitian positive deﬁnite matrix X such that
F(X) = 0, where
F(X) = X + A∗X−1A − I. (2)
In this work, we develop and analyze in Section 2 a new inversion-free method for ﬁnding roots of the
map F given by (2). In Section 3, we present numerical results to compare our newmethod with some
previously developed and analyzed inversion-free methods for solving (1), fully described in [2,6,9].
2. A new inversion-free method
Inspired and motivated by the classical Schulz Method [8] for ﬁnding the inverse of a nonsingular
matrix B, we now present a method to ﬁnd roots of (2). First, let us recall Schulz method which can be
viewed as Newton’s method to ﬁnd the root of F(Y) = Y−1 − B:
Yk+1 = 2Yk − YkBYk,
from a suitable matrix Y0.
For our motivation, and connection with Schulz method, we need to write F(X) in (2), as follows:
F(X) = (A−1XA−∗)−1 − A(A−1A−∗ − A−1XA−∗)A∗.
Let us deﬁne for a short while Z = A−1XA−∗. Using Z we can now write
F(Z) = Z−1 − A(A−1A−∗ − Z)A∗,
and applying Schulz method on that special map, for which B = A(A−1A−∗ − Z)A∗, we obtain
Zk+1 = 2Zk − ZkBZk = 2Zk − ZkA(A−1A−∗ − Zk)A∗Zk,
that after returning the change of variable to Xk , and multiplying by A on the left and by A
∗ on the
right, we obtain
Xk+1 = 2Xk − XkA−∗(I − Xk)A−1Xk. (3)
The method indicated by (3) is clearly inexpensive. Notice that it only requires to compute A−1 at the
beginning of the process, and only needs three matrix–matrix products per iteration. Therefore it is
an inverse-free iterative method. By an inductive argument, it is also worth noticing in (3) that if X0 is
a Hermitian matrix, then Xk is a Hermitian matrix for all k.
Our ﬁrst result establishes that if {Xk} converges to a limit point then it solves the nonlinear rational
matrix problem.
Theorem 2.1. If the sequence {Xk} generated by (3) is such that Xk → X̂, where X̂ is nonsingular, then
F(X̂) = 0.
Proof. If {Xk} generated by (3) is such that Xk → X̂ , then taking limits on both sides we obtain
X̂ = 2X̂ − X̂A−∗(I − X̂)A−1X̂.
Hence,
−X̂ = −X̂A−∗A−1X̂ + X̂A−∗X̂A−1X̂,
which implies, after multiplying by X̂−1 on both sides, that
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−X̂−1 = −A−∗A−1 + A−∗X̂A−1.
Finally, multiplying by A on the right side and by A∗ on the left side, it follows that
−A∗X̂−1A = −I + X̂
and the result is established. 
Moreover, as a ﬁxed point iteration, (3) can be written as Xk+1 = G(Xk), where
G(X) = 2X − XA−∗(I − X)A−1X. (4)
Our next result will be of help to study the stability and convergence of (3).
Lemma 2.2. For any n × n matrix H and a matrix X such that F(X) = 0,
G′(X)H = XA−∗HA−1X.
Proof. Using the Taylor expansion trick, consider
G(X + H) = 2(X + H) − (X + H)A−∗(I − (X + H))A−1(X + H),
which after simple algebraic manipulations can be written as
G(X + H) = G(X) + 2H − XA−∗HA−1X − HA−∗(I − X)A−1X − XA−∗(I − X)A−1H + R(H).
Therefore,
G′(X)H = 2H + XA−∗HA−1X − HA−∗(I − X)A−1X − XA−∗(I − X)A−1H.
Since F(X) = 0 then (I − X) = A∗X−1A, and so
G′(X)H = 2H + XA−∗HA−1X − HA−∗(A∗X−1A)A−1X − XA−∗(A∗X−1A)A−1H
= 2H + XA−∗HA−1X − HX−1X − XX−1H
= XA−∗HA−1X,
and the result is established. 
In our next result we show that, for a proper X0, the sequence generated by (3) is monotone
increasing, i.e., Xk  Xk−1 for all k 1, and converges to the minimal solution.
Theorem 2.3. Let A be a nonsingular matrix and let {Xk}k 0 be the sequence generated by iteration (3). If
Eq. (2) has a positive deﬁnite solution and X0 = AA∗, then the sequence {Xk}k 0 is monotone increasing
and converges to the minimal solution X−.
Proof. First, we will prove by induction that the sequence {Xk} is bounded above by X−. Since
0 < X− = I − A∗X−1− A = A∗[A−∗A−1 − X−1− ]A = A∗[X−10 − X−1− ]A,
we obtain that X
−1
0 > X
−1− , so X0 < X−. Let us assume the induction hypothesis: Xj  X− for j =
0, 1, . . . , k. Using that X− < I, we have that
Xj  X− < I ≡ I − Xj  I − X− > 0 ≡ 0 < (I − Xj)−1 (I − X−)−1
and then, recalling that X− satisﬁes (1), it follows that
0 < A(I − Xj)−1A∗  A(I − X−)−1A∗ = X−. (5)
On the other hand, If Y andW are Hermitian matrices of the same order andW > 0, then
2Y − YWY W−1, (6)
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for details see [9, Lemma 3.2]. Since A(I − Xj)−1A∗ > 0 we can apply (6) to (3) for any j = 0, 1, . . . , k,
and obtain
Xj+1 = 2Xj − XjA−∗(I − Xj)A−1Xj
 [A−∗(I − Xj)A−1]−1 = A(I − Xj)−1A∗. (7)
Combining (5) and (7), we have that Xj+1  X−, and taking j = k we have Xk+1  X− as desired.
Now, we will prove that {Xk}k 0 is monotone increasing. Using (3) with X0 = AA∗ we have that
X1 = 2AA∗ − A(I − AA∗)A∗ = AA∗ + A(AA∗)A∗ = X0 + A(AA∗)A∗.
Therefore, X1 − X0 = A(AA∗)A∗  0. We need to prove that Xk+1 − Xk  0. From (3) we have that
Xk+1 − Xk = Xk − XkA−∗(I − Xk)A−1Xk = Xk[X−1k − A−∗(I − Xk)A−1]Xk. (8)
From (8) it is enough to establish that X
−1
k
 A−∗(I − Xk)A−1. Let us now assume the induction
hypothesis: Xk  Xk−1. Using an analogous process to the one used to obtain (5), we have that
A(I − Xk)−1A∗  A(I − Xk−1)−1A∗. (9)
Using (7) with j = k − 1, we obtain that
A(I − Xk−1)−1A∗  Xk. (10)
Finally, from (9) and (10) we have that
A(I − Xk)−1A∗  Xk ≡ X−1k  A−∗(I − Xk)A−1,
as required.
So far we have established that the sequence {Xk} is bounded from above by X−, and monotone
increasing. Therefore, it is a convergent sequence. Let us say that X̂ is the limit of {Xk}, which clearly
satisﬁes 0 < X̂  X−. Using Theorem 2.1 it follows that X̂ solves (2), and so it is the minimal solution.
Hence X̂ = X−, and the result is established. 
We close this section with some results concerning stability issues and speed of convergence. For
that it isworth recalling the followingproperty ofX− established in [3]: If Eq. (2) has a positive solution,
then X− is the unique solution for which X− + λA∗ is invertible for all |λ| > 1. Since X− + λA∗ =
(X−A−∗ + λI)A∗, then all eigenvalues of P = X−A−∗ must be in the closed unit disk to guarantee that
X−A−∗ + λI is nonsingular for all |λ| > 1. Hence, ρ(P) 1, where ρ(P) denotes the spectral radius of
P. Throughout the rest of this section we will assume that a sub-multiplicative matrix norm is being
used, with the property that ‖C‖ = ‖C∗‖ for any given matrix C. Two important norms that satisfy
both requirements are the spectral norm and the Frobenius norm.
Theorem 2.4. If ‖X−A−∗‖ 1 then iteration (3) represents a stable scheme.
Proof. Let us consider iteration (3) as a ﬁxed point map given by Xk+1 = G(Xk) where G is deﬁned in
(4). Let k be the numerical perturbation introduced at the k-th iteration of (3), and set
X˜k = Xk + k.
Using the Taylor expansion for G around Xk we obtain that
X˜k+1 = G(X˜k) = G(Xk + k) = G(Xk) + G′(Xk)k + R(k), (11)
where R(k) is such that lim‖k‖→0 ‖R(k)‖/‖k‖ = 0. Since Xk → X−, using Lemma 2.2 and (11)
we have that
k+1 = G′(X−)k + R(k) = X−A−∗kA−1X− + R(k) = PkP∗ + R(k). (12)
Taking norms in (12), we have that
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‖k+1‖ ‖P‖2‖k‖ + ‖R(k)‖, (13)
that can be recurred to yield
‖k+1‖ ‖P‖2(k+1)‖0‖ +
k∑
j=0
‖P‖2(k−j)‖R(j)‖. (14)
Since ‖P‖ 1, we have that ‖k+1‖ is a bounded value, which indicates that iteration (3) represents
a stable scheme. 
We now discuss the speed of convergence of (3).
Proposition 2.5. The sequence {Xk} generated by (3), from X0 = AA∗, satisﬁes
‖Xk+1 − X−‖
[
‖Xk − X−‖ ‖X−1− ‖ + ‖XkA−∗‖2
]
‖Xk − X−‖.
Proof. From Theorem 2.3 we know that limk→∞ Xk = X−. From (3) we have that
Xk+1 = 2Xk − XkA−∗[(I − X−) − (Xk − X−)]A−1Xk.
Since X− solves (2) then (I − X−) = A∗X−1− A, and we have that
Xk+1 = 2Xk − XkA−∗[A∗X−1− A − (Xk − X−)]A−1Xk
= 2Xk − XkX−1− Xk + XkA−∗(Xk − X−)A−1Xk. (15)
Subtracting X− from both sides of (15) we have that
Xk+1 − X− = −(X− − 2Xk + XkX−1− Xk) + XkA−∗(Xk − X−)A−1Xk
= −(Xk − X−)X−1− (Xk − X−) + XkA−∗(Xk − X−)A−1Xk. (16)
Taking norms in (16) and recalling that Xk = X∗k , we have that
‖Xk+1 − X−‖ ‖Xk − X−‖2‖X−1− ‖ + ‖XkA−∗‖2‖Xk − X−‖ (17)
=
[
‖Xk − X−‖‖X−1− ‖ + ‖XkA−∗‖2
]
‖Xk − X−‖.  (18)
Now, since limk→∞[‖Xk − X−‖‖X−1− ‖ + ‖XkA−∗‖2] = ‖X−A−∗‖2, the following convergence re-
sult is obtained.
Theorem 2.6. Let A be a nonsingular matrix and let {Xk}k 0 be the sequence generated by iteration (3)
with X0 = AA∗. For any  > 0 we have
‖Xk+1 − X−‖(‖X−A−∗‖2 + )‖Xk − X−‖,
for all k sufﬁciently large.
Notice that for the iteration (3), as a consequence of Theorem 2.6, q-linear convergence can be
guaranteed whenever ‖X−A−∗‖ < 1.
3. Numerical experiments
All experiments were run on a Pentium IV, 3.4 GHz, using Matlab 7. We report the number of
required iterations (Iter), the norm of the residual (Res) when the process is stopped, and the number
of matrix–matrix (MM) products required. In our implementation, we stop all considered algorithms
when the Frobenius norm of the residual is less than 10−15. We compare our iteration (3) (NS), with
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the following inverse-free methods for solving (2). In all cases we describe also the initial guess for
which convergence is guaranteed.
• In [2], El-Sayed and Al-Dbiban proposed the following iteration
M1 :
{
Yk+1 = (I − Xk)Yk + I,
Xk+1 = I − A∗Yk+1A,
starting from Y0 = X0 = I.• In [6], Guo and Lancaster proposed the following iteration
M2 :
{
Yk+1 = Yk(2I − XkYk),
Xk+1 = I − A∗Yk+1A,
starting from Y0 = X0 = I.• In [9], Zhan proposed the following iteration
M3 :
{
Xk+1 = I − A∗YkA,
Yk+1 = Yk(2I − XkYk),
starting from Y0 = X0 = I.
It is important to notice that M2 and M3 generate a Hermitian sequence, and require four matrix–
matrix products per iteration, while M1 requires three matrix–matrix products per iteration but does
not generate a Hermitian sequence. On the other hand, since NS generates a Hermitian sequence of
Xk , we have that the following implementation of iteration NS involves three matrix–matrix products
per iteration, and the inverse of the matrix A only at the beginning.
Algorithm 1. Iteration NS
1: Given A ∈ Cn×n and X0 = AA∗
2: Set Ai = A−1
3: For k = 0, 1, . . . until convergence do
4: Set Tk = AiXk
5: Set Xk+1 = 2Xk − T∗k (I − Xk)Tk
6: end for
Since NS converges to X− whereas all the other schemes converge to X+, we use NS to ﬁnd the
minimal solution of (2), and the other three schemes to ﬁnd themaximal solution of the dual equation
G(X) = X + AX−1A∗ − I. Therefore, the value of “Res” in our tables reports ‖F(Xk)‖F for NS, and‖G(Xk)‖F for theothermethodswhentheprocess is stopped.Hence, inorder tomeasure theaccuracyof
our approximationwe also check for each experiment thatψ = ‖Xk − (I − X̂k)‖F is a “small number”,
where X̂k is the approximation to the maximal solution of G obtained by our competitors, and Xk is
our approximation to the minimal solution of (2), and indeed in all cases ψ ≈ 10−16, i.e., ψ is of the
order of machine epsilon. The following experiments are taken from the literature on this topic.
Experiment 1: For the ﬁrst experiment, we consider Eq. (1) when A is given as in Example 3.1 from [1]
A =
⎛
⎝ 0.1 −0.15 −0.25980760.15 0.2125 −0.0649519
0.2598076 −0.0649519 0.137
⎞
⎠ .
The results reported in Table 1, show thatNS requires the fewest number ofmatrix–matrix products
per iteration whereas M3 requires the largest.
Experiment 2: In this experiment we solve Eq. (1) where A is deﬁned as in Example 2 from [9]. The
results are reported in Table 2
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Table 1
Performance of NS, M1, M2 and M3 to solve (1) for Experiment 1.
Scheme Iterations Residual MM
NS 18 2.4466e−16 54
M1 23 3.4606e−16 69
M2 18 4.235e−17 72
M3 33 5.467e−16 132
Table 2
Performance of NS, M1, M2 and M3 to solve (1) for Experiment 2.
Scheme Iterations Residual MM
NS 27 9.384e−16 81
M1 48 5.7084e−16 144
M2 27 8.1694e−16 108
M3 52 5.707e−16 208
Table 3
Performance of NS, M1, M2 and M3 to solve (1) for Experiment 3.
Scheme Iterations ‖F(Xk)‖F MM
NS 17 9.4001e−16 51
M1 6 4.7227e−16 18
M2 6 3.4158e−17 24
M3 10 3.4356e−17 40
Table 4
Performance of NS, M1, M2 and M3 to solve (1) for Experiment 4.
Scheme Iterations ‖F(Xk)‖F MM
NS 123 7.1803e−16 369
M1 263 8.8503e−16 789
M2 122 6.4394e−16 488
M3 240 7.8908e−16 960
Table 5
Performance of NS, M1, M2 and M3 to solve (1) for Experiment 5.
Scheme Iterations ‖F(Xk)‖F MM
NS 4 9.5158e−16 12
M1 5 4.1763e−17 15
M2 4 3.7695e−16 16
M3 6 3.7693e−16 24
A = 1
40
⎛
⎜⎜⎝
2 −1 3 4
7 6 −5 9
4 8 10 6
−3 5 2 8
⎞
⎟⎟⎠ .
We can observe, in Table 2, that M3 needs more iterations and more matrix–matrix products than
the other three methods to satisfy the stopping criterion. We can also observe that NS needs the same
number of iteration thanM2 to reach convergence, but it carries out less matrix–matrix products than
all the other methods.
Experiment 3: In this test, the matrix A is from [2] using Example 3.1
A = 1
32
⎛
⎜⎜⎝
0.2 −0.1 −0.5 0.1
−0.1 0.6 −0.5 0.7
−0.5 −0.5 0.1 0.8
0.1 0.7 0.8 0.5
⎞
⎟⎟⎠ .
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In Table 3, we can see that NS requires more iterations than the other methods to achieve conver-
gence. However, it is worth mentioning that NS produces a good approximation to the solution of Eq.
(1) at iteration number 6. Indeed, ‖F(X6)‖F = 2.29 × 10−15. For this experiment, we could say that
M1 is the best option, although it does not produce a Hermitian sequence.
Experiment 4: In this test, the matrix A is as in Example 7.3 from [6]
A =
⎛
⎝ 0.37 0.13 0.12−0.30 0.34 0.12
0.11 −0.17 0.29
⎞
⎠ .
As in the other experiments, NS is a best choice if we want to reduce the number of matrix–matrix
products. As we can observe from Table 4, M1 requires more than twice matrix–matrix products than
the NS iteration.
Experiment 5: In this test, we use the matrix A as in Example 3.2, from [2]
A = 1
100
⎛
⎝0.2 −0.1 0.40.7 0.6 −0.5
0.4 0.8 0.6
⎞
⎠ .
As in some previous experiments, Table 5 shows that NS and M2 require the same number of
iterations, but NS requires the fewest matrix–matrix products.
Except from Experiment 3, we can observe from Tables 1, 2, 4, and 5 that in general NS requires
the same number of iteration than M2 to achieve convergence, but M2 requires more matrix–matrix
products per iteration. On the other hand, the computational cost per iteration required by NS is
similar to the one required by M1, but M1 requires in general more iterations to achieve convergence.
Finally, from our numerical results, we can see that M3 is the most expensive iteration out of the four
considered methods.
Acknowledgments
We are indebted to an anonymous referee, whose insightful comments helped us to improve the
quality of the present paper.
References
[1] S.M. El-Sayed, An algorithm for computing positive deﬁnite solutions of the nonlinear matrix equation X + A∗X−1A = I,
Int. J. Comput. Math. 80 (12) (2003) 1527–1534.
[2] S.M. El-Sayed, A.M. Al-Dbiban, A new inversion free iteration for solving the equation X + A∗X−1A = Q , J. Comput. Appl.
Math. 181 (2005) 148–156.
[3] J.C. Engwerda, C.M.A. Ran, A.L. Rijkeboer, Necessary and sufﬁcient conditions for the existence of a positive deﬁnite solution
of the matrix equation X + A∗X−1A = Q , Linear Algebra Appl. 186 (1993) 255–275.
[4] J.C. Engwerda, On the existence of a positive deﬁnite solution of thematrix equation X + ATX−1A = I,Linear Algebra Appl.
194 (1993) 91–108.
[5] A. Ferrante, B.C. Levy, Hermitian solutions of the equation X = Q + NX−1N∗ , Linear Algebra Appl. 247 (1996) 359–373.
[6] C.H. Guo, P. Lancaster, Iterative solution of two matrix equations, Math. Comp. 68 (228) (1999) 1589–1603.
[7] B.C. Levy, R. Frezza, A.J. Krener, Modeling and estimation of discrete-time Gaussian reciprocal processes, IEEE Trans.
Automat. Control 35 (1990) 1013–1023.
[8] G. Schulz, Iterative berechnung del reziproken matrix, ZAMM Z. Angew. Math. Mech. 13 (1933) 57–59.
[9] X. Zhan, Computing the extremal positive deﬁnite solutions of a matrix equation, SIAM J. Sci. Comput. 17 (5) (1996)
1167–1174.
