ABSTRACT Generic object tracking is a fundamental vision task. Numerous attempts are made to utilize handcrafted features like Hogs, deep convolutional features pretrained independently from other vision tasks, as well as hierarchical features. These methods achieve good balanced accuracy and speed in visual tracking. However, they explore the complementary characteristics of deep and shallow features imperfectly and ignore surrounding background information. In this paper, we exploit multi-cue cascades for building a robust end-to-end visual tracking, which cascades each level response via fully exploring the complementary properties of different levels of learning. Firstly, we crop out image patches and extract the features to construct corresponding levels of learning. Each levels of learning is utilized to cope with different challenges. Secondly, these multi-level learning procedure is embedded into the dynamic siamese networks for an end-to-end training. Additionaly, we take surrounding background information into account in the high level learning procedure. Finally, the outputs of each level are fused and we gain the accuracy and robustness trade-off. Extensive experiments on OTB-2013, OTB-2015 and VOT 2016 demonstrate that the proposed tracker performs favorably in comparison with the state-of-the-art trackers, while being more robust for background clutters.
I. INTRODUCTION
Generic object tracking is a fundamental research problem in computer vision with a variety of applications such as autonomous driving [1] , [2] , robotics, vehicle navigation [3] , video surveillance [4] , [5] and so forth. It aims to locate the position of an arbitrary target in all subsequent frames while only the initial bounding box of a target in the first frame is available [6] . Since the tracking target is not known beforehand and the training data is extremely scarce, it is impossible to gather enough data to pretrain a specific detect model. Although substantial progress has been made recently, it is to remain a challenging problem on account of numerous factors such as object scaling, illumination variation, occlusion, background clutters, to name a few [7] . Therefore, these tracking problem is worthy further researching.
In recent years, numerous attempts are made to utilize handcrafted features, as well as deep convolutional feature representations to cope with different challenges. Above all,
The associate editor coordinating the review of this article and approving it for publication was Yongqiang Zhao. matching based tracking methods [8] , [9] have captured a lot of attention for their excellent tracking performance while running at real-time. These approaches treat the task of target localization as a match problem and need not online updating. In general, matching based tracking methods build a siamese network to learn a general similarity matching function, which match the feature similarity between candidate samples and the target template. These methods achieve good balanced accuracy and speed. Furthermore, deep models are often used to strengthen the matching generalization ability [10] , [11] . For example, FlowTrack [12] combines with motion information in the framework of siamese architecture, which achieve high tracking accuracy and significant enhance the feature representation.
Although matching based tracking methods [8] , [9] have been received extensive attention and its extended are widely used to improve the performance, there still leaves much room for improvement. On the one hand, numerous methods using a single model to handle various challenging, thus, the complementary properties of deep and shallow features are not fully exploited. In fact, some methods [13] based on VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. The framework of our MCCRT tracker, which consists of three levels of learning. We firstly crop out image patches and extract the features. The features of different level are used to construct corresponding levels of learning. The base level learning based on colour statistics is used to handle slight variation, the middle level learning based on Hogs is especially to cope with illumination changes and the high level learning based on deep features is exploited to adapt significant appearance changes. During the high level learning, we sample four surrounding image patches uniformly around the estimated target location. These surrounding image patches are added as a regularizer term to further enhance background suppression. At a final stage, the outputs of each level are fused and we obtain accurate taget location estimate.
shallow features like colours and Hogs even outperforming many deep representations on standard benchmarks evaluations. Therefore, it benefits to fully leverage their complementary properties. On the other hand, some trackers [14] , [15] are indeed take hierarchical features into account. However, these trackers only utilize the target appearance and the background information are often ignored, which limit the representation of the model. Additionaly, these trackers hardly benefit from the strength of end-to-end learning. As a result, some trackers perform inferior in case of background clutters and drastic appearance variations. To better address the problems mentioned above, we propose a method based on multi-cue cascades for robust endto-end visual tracking (MCCRT). Our approach fully take the complementary properties of deep and shallow features into account. In other words, we formulate the tracking problem as three levels of hierarchical learning task. Concretely, we construct three levels of learning. These three levels of learning are utilized to cope with different challenges respectively. The base level learning based on colour statistics are coped well with slight variation in appearance. The middle level learning based on Hogs are performed well when illumination changes rapidly. The high level learning rely on deep convolutional features are robust to significant appearance changes. Different with the exist hierarchical learning methods [14] , [15] , we construct three levels of cascading learning framework, which is equipped with strong compatibility. Moreover, these three levels of hierarchical learning procedure are cascaded into the dynamic siamese networks. At each level learning procedure, it is easily replaced by other features or multi-feature fusion. Consequently, we gain the accuracy and robustness trade-off. Additionally, background information is considered in the high level learning procedure. Specifically, we crop four surrounding image patches uniformly around the estimated target location. These surrounding image patches are added as a regularizer term to further enhance background suppression. Due to the rich representation of the model, our approach is more robust to background clutters and drastic appearance variations. At a final stage, the outputs of each level are fused and we obtain accurate taget location estimate. In terms of the shallow model, since the easy frames are a majority, the output of the base level learning is endowed with a larger weight. While the output of the middle level learning is more sensitive to changes, we set a less weight. Figure 1 provides the overall hierarchical learning procedure of the proposed tracker.
In summary, the main contributions of this paper lie in two aspects:
1) Construct three levels of cascading learning, which fully explore their complementary properties of deep and shallow features. 2) We consider the surrounding background information as a regularization term in high level learning procedure, which enhance the robust to background clutters and drastic appearance variations. Extensive experiments on online visual object tracking benchmarks are performed to demonstrate the effectiveness of our formulation. The remainder of the paper is organized as follows: In section II, we briefly review two categories of visual trackers that related to our study. In section III, we present a detail description to our multi-cue cascades learning method.
Experimental setup and comparison with state-of-the-art tracking methods are shown in section IV. Finally, we draw the conclusions in section V.
II. RELATED WORK
In this section, we present a briefly review of two categories of visual trackers related to our method. i.e., deep correlation based tracking and tracking by siamese network. A comprehensive surveys of visual tracking is studied in [16] , [17] .
A. DEEP CORRELATION BASED TRACKING
Tracking algorithms based on deep correlation filter are roughly categorized into two classes. One simple yet effective method is directly apply correlation filters on deep features instead of hand-crafted features. The deep features are extracted from pre-trained deep CNN models. Such trackers include C-COT [18] , DeepSRDCF [19] , MDNet [20] , ECO [21] and so on. Recently, Wang et al. [22] propose multiple experts framework and fully explore the strength of multiple features for robust visual tracking. Due to the impressive representations of deep features, these trackers demonstrat excellent performances. However, the tracking speed is rather slow and not suitable for real-time applications. Another category of deep trackers not only conduct deep feature extraction but also perform frequent fine-tuning and online candidate evaluation. For instance, Zhang et al. [23] propose spatially aligned correlation filters network, which effectively tackles the issues of boundary effects and aspect ratio variations. Wang et al. [24] propose a fully convolutional neural network for general object tracking. Since deep features at different layers have complementary properties, it roubust to handle drastic appearance change by complementing the pre-trained deep features. Similar to FCNT [24] , Ma et al. [14] exploit hierarchical convolutional features for improving tracking accuracy and robustness. To learn a richer representation for tracking, Song et al. [25] apply adversary learning in CNN.
B. TRACKING BY SIAMESE NETWORKS
Siamese network based trackers have drawn great attention on account of their good balanced accuracy and speed. These trackers aim to learn a generic similarity function offline and achieve a favorable performance. The initial research works encluding SINT [9] , SiamFC [8] , and GOTURN [11] . In [9] , Tao et al. exploit a siamense network to off-line learn a deep siamese similarity function, then the SINT method integrates the fixed matching function with the particle filter method to find the best-matched candidate patches with the exemplar and calculates their similarity scores in new frames. Similar to SINT, SiamFC [8] treats the object tracking as a problem of similarity learning and introduces the correlation layer as fusion tensor. The SiamFC method is fully convolutional. Owing to its light structure of the fully convolutional network architecture and without model update, which enable SiamFC runs highly at discriminative and efficiently. Different from SINT and SiamFC, GOTURN regard the task of generic object tracking as a box regression problem.
In [11] , Held et al. exploits the Siamese network to extract deep feature and learn a motion prediction model. Then, GOTURN is directly regresses target location and does not require fine-tuning. Therefore, it runs at high speed about 100 FPS. After that, There are a large number of improvement methods based on SiamFC. For example, Valmadre et al. [26] introduce correlation filters as a differentiable layer for online learning of CNN feature representations in a Siamese tracking framework. During the efficiently online tracking, target template features are cross-correlation with the search patch features. Thus, a similarity map is produced and the maximum value in the map is the estimated target position. Wang et al. [27] learn a more discriminative metric for tracking by incorporating attention mechanism into siamese network. He et al. [28] introduce a two-fold siamese network. To handle the target appearance changes and suppress background distractor, Guo et al. [29] propose DSiam (dynamic siamese network), which learn a fast feature transformation and online update the tracked target. EAST [15] attempts to train an agent for early stopping the feature extractor to speed up the tracker. Furthermore, by adding a region proposal network to a siamese network, SiamRPN [30] views the tracking problem as a one-shot local detection task. Later, Zhu et al. [31] introduce more negative samples to handle background distractors. More rencently, Zhang et al. [32] investigate the impact of deeper and wider convolutional neural networks on tracking accuracy and provide architectural design guidelines. It benifits to bring improvements and enhance tracking robustness and accuracy. To alleviate several limitations of the siamese learning framework, such as background appearance information are ignored, [33] introduce an alternative tracking architecture, which trains in an end-to-end manner. In this work, we add the context patches as a regularizer and incorprate into dynamic siamese network for coping with drastic appearance change.
III. MULTI-CUE CASCADES LEARNING METHOD
Our method is composed of three levels of cascading learning which provide different levels of cues for tracking. A preview of the baseline tracker DSiam is introduced in Section III -A. Then, each levels of learning is elaborated respectively.
A. THE BASELINE TRACKER DSIAM
We consider visual tracking task as three levels of cascading learning problem, while the dynamic siamese matching model [29] treat it as a problem of fast transformation learning. In [29] , the tracker performs a dynamic siamese matching process as follows:
where S l t is a response map, which indicating the possible position of target at the t th frame. * denotes circular convolution. ϕ l (X 1 ) is the output of the convolutional embedding function. it is a feature map of target template at first frame. While ϕ l (Z t ) is a feature map of searching region Z at VOLUME 7, 2019 the tth frame. Furthermore, V l t−1 and W l t−1 are two online transformations respectively. In [29] , the target appearance variation transformation V l t−1 is denoted as the following optimization:
where λ v is a regularization, the solution to (2) is able to efficiently obtain by:
Similarly, background suppression transformation W l t−1 is presented by:
in this case, the transformation is written as:
Equation (4) is able to view as transformation weighting factor learning and make the target location regions R t−1 regression to the foreground regionsR t−1 . However, for each search region, the background is a majority while entities occupy less. During inference, the surrounding background information are often omitted. Thus, we add it as a regularizer to further enhance background suppression. More details are able to find in the following sections.
B. THE BASE LEVEL LEARNING
Features based on colour statistics are coped well with slight variation in appearance. For instance, the pixel distribution of the image largely remain the same, even if the object undergo deformation or rotation. Therefore, we adopt a linear function of the average feature pixel as the base level learning. The histogram score is presented by:
W is the histogram weight vector, which need to be learned. ψ [µ] are feature pixels extracted from the sampled image patch P. During the base level learning, we aim to the estimated rectangular bounding box regression to their corresponding target y. Thereby, the total loss is represented by the sum of per-image loss as follows:
Equation (7) is able to solve by conjugate gradient descent. However, it may be difficult to achieve high efficiency. For efficiency, we directly adopt linear regression to each feature pixel. Thus, the model parameters are computed with the closed-form solution. According to the associated ridge regression problem. For per-image loss, it is written as:
In (8), the feature pixel regression to object regions and background regions, it is denoted as one and zero respectively. For each feature dimension, ρ i (O) = N i (O)/|O| is the proportion of pixels in a object regions for which feature i is non-zero. Similarly, the proportion of pixels in a background regions is given by ρ i (B) = N i (B)/|B|. Thus, the closed-form solution of (8) is:
In frame t, we sample the estimated location, which is used to update each colour bin ρ t (O) and ρ t (B). It enable us to calculate the updated weights w t by (9) . During the next frame, we use the updated weights w t to compute the histogram score and obtain the base level learning histogram response.
C. THE MIDDLE LEVEL LEARNING
As we all know, the actual tracking task is difficult and the surroundings vary with the time. For instance, the pixel distribution of the image tend to vary greatly, especially when illumination changes. In this case, the base level learning not enough to discriminative object from background. Then, features based on Hogs are perform well when illumination changes rapidly. Therefore, we adopt Hogs features extracted from the image patch to learn a standard CF template. It is denoted as the middle level learning. Simalar to [26] , the template is incorporated into a network for end-to-end learning. The template score is formalized as:
where s is scale factors, we use three scale factors in this work. Bias b is scalar parameters, which make the template score range fit for logistic regression. The feature map ψ(x ) is used to learn the template h by the transformation χ . During the middle level learning, it is exactly same to the operation of a standard CF tracker [26] , [34] with Hog features. The closedform solution is presented by:
The details of the backpropagation derivation are able to find in [26] , [35] . After the template h is learned, we start perform online tracking. In the next frame, the features map ψ(z ) for the testing patch is extracted around the location in the previous image. Thus, we obtain the middle level learning template response by (10).
D. THE HIGH LEVEL LEARNING
In some case, we obtain accurate target localization simply based on handcrafted features of base and middle level learning. However, the result of evaluation is poor stability. It is less robust to significant appearance change. Conversely, deep features encode more abstract semantic information. It is invariant to drastic appearance changes and background clutters. Thereby, we try to exploit deep convolutional features to train the deep model for robustness evaluation. Different with some exist methods based on deep features, we take surrounding background information into account. Since our backbone network architecture is same as dynamic siamese network [29] . It has been developed to our baseline tracker. During the high level learning, the target appearance variation transformation is set same as (2) . To fully make use of background information, we add surrounding background information as a regularizer to the background suppression transformation, which further enhance background suppression and improve robust to background clutters. The formulation is represented as:
Equation (12) indicates that the learned W encourages the deep feature of R t−1 regression toR t−1 , while the deep feature of surrounding patches R i t−1 are enforced to low value. To simplify the process of derivation, the formulation (12) is rewritten as:
, the formulation is written as:
Since the formulation is convex, the optimum solution is obtained by setting the gradient to zero, yielding:
solving for W :
According to the properties of cyclic matrix diagonalization, substituting into (16):
In order to further enhance background suppression, we sample k surrounding image patches around the target location. Indeed, there are kinds of sampling strategy such as hard negative mining [36] . In our approach, we simply sample multiple background patches uniformly around the target location. It is viewed as hard negative samples. Specifically, during the high level learning, we obtain the target location at the (t − 1) th frame. Then, we crop image patch to region R t−1 centering at the target location. It has the same size of searching region. Additionaly, we get the foreground regions R t−1 by multiplying a gaussian weight map. The learned W encourages the deep feature of R t−1 regression toR t−1 , while the deep feature of surrounding patches R i t−1 are enforced to low value. After online learning V and W , we obtain the high level learning final response by (1) .
At a final stage, these response of each levels of learning are cascaded and embedded into the dynamic siamese networks for accurate target location. Thus we have:
The parameters α 1 , α 2 , α 3 are able to learn by the dynamic siamese networks. Similar to Dsiam [29] , all parameters is able to train on labeled video sequences. In the forward process, we track the target and get response of each level learning by (1), (6), (10) respectively. Specifically, we can get N response maps for a video sequence with N frames. Given label 1 to denote the positive example while −1 to denote the negtive one, then the total logistic loss function is defined as:
where {S t | 1, ··· , N } indicate the response maps at each frame and {G t | 1, ··· , N } represent the ground truth maps. Both of them have the same size. In the backward process, we can propagate the loss to all parameters by backpropagation through time (BPTT). The overview of our method is presented in Algorithm 1.
IV. EXPERIMENTS
In this section, we first describe the implementation details and evaluation method of the proposed tracker MCCRT. Then, we evaluate our method on several standard benchmarks, i.e., the OTB-2013 [37] , OTB-2015 [7] , and VOT-2016 [38] . We make comprehensive comparison with state-of-the-art trackers. Finally, we present the ablation analysis to verify the second contribution in our method. We use the same network architecture as in [29] to develop our baseline tracker. Most of the initialization parameters are set same as DSiam [29] . Note that our method only uses layer 'conv5' from pre-trained SiamFC [8] network as the deep feature extractor. Learning rate is set from 10 −7 to 10 −9 , weight decay is 0.0005, and the momentum parameter is 0.9. For scale variations, we search over 3 scales. As for the middle level learning, we employed 27-channel HOG features which are taken to be 4 pixels and multiplied by a Hann window. To speed up the learning process, we sample four surrounding image patches uniformly around the estimated target location. We implement the proposed tracker MCCRT in MATLAB 2016a using MatConvNet toolbox [39] . All experiments are performed on a PC with an i7 2.6GHz CPU, 12GB memory and a single GeForce GTX 1070 GPU. The average tracking speed is about 22.4 FPS.
2) EVALUATION METHODOLOGY
The evaluation metrics are vary in different benchmark datasets. According to the protocol on OTB-2013 and OTB-2015, we follow two widely used metrics to evaluate the accuracy and robustness of a tracker. The precision plot measures the center error between the ground truth annotations and the predicted locations. In most case, the threshold distance is set as 20 pixels, which indicates the percentage of frames whose estimated location is within 20 pixels of the ground truth position. The success plot also counts the percentage of successfully tracked frames. it is set to measure the overlap ratio between the ground truth and the estimated center location which surpasses a given threshold, i.e., 0.5. [38] . Evaluation methods including the average scores of accuracy and robustness, as well as the expected overlap ratio (EAO) of twelve trackers. Note that we use the tracking failures as the robustness evaluation. The best two results are marked with red and blue fonts, respectively.
Trackers are ranked by their precision scores and success scores, as these scores are more indicative of actual tracking performance. we report the area under curve (AUC) score of each trackers. On the VOT-2016 dataset, we use three primary measures: expected average overlap (EAO), accuracy (A) and robustness (R).
B. STATE-OF-THE-ART COMPARISON
To validate and evaluate the effectiveness of our method, we evaluated our proposed approach MCCRT against several state-of-the-art trackers, which designed with handcrafted features or deep features. In all experiments, we use the original source codes or the results provided by the authors for ensuring a fair comparison.
1) EXPERIMENTS ON OTB-2013 AND OTB-2015
OTB-2013 [37] is online visual object tracking benchmark dataset, which contains 50 fully annotated sequences.
While OTB-2015 [7] is the extension of OTB-2013 and it consists 100 challenging video sequences. All of these sequences cover various challenging factors, including background clutter (BC), out-of-view (OV), in-plane rotation (IPR), deformation (DEF), occlusion (OCC), scale variation (SV), out-of plane rotation (OPR), illumination variation (IV), fast motion (FM), motion blur (MB) and low resolution (LR). We report the overall performance using one-pass evaluation (OPE) firstly. The comparison results with seven state-ofthe-art trackers (DeepLMCF [43] , DSiam [29] , ACFN [44] , CF2 [14] , Staple [13] , siamfc3s [8] , DCFNet [35] ) is shown in Figure 2 . As shown in Figure 2 , our approach perform well on both benchmarks. Note that our approach significantly improve the performance of baseline tracker DSiam, which show the effectiveness of the proposed method. For more detailed analysis and further validation of our approach in sequences with different challenges, such as background clutter, illumination variation, deformation, etc., we analyze VOLUME 7, 2019 FIGURE 6. Qualitative comparison of our method with state-of-the-art trackers on the five different image sequences. The image sequences from top to bottom are Skating1, Matrix, Bolt2, MotorRolling and DragonBaby, respectively. Our approach shows favorable performance in sequences with background clutters, scale variation, deformation and illumination variation. The 5th row shows some failure cases, our method is able to recovery track in the subsequent frames.
the tracker performance in terms of different aspects of these attributes annotated in the benchmark. Figure 3 shows the results of OPE plots for different attributes. It demonstrates that our approach MCCRT performs favorably against other trackers in almost all the attributes, especially with respect to background clutter and illumination variation. Our approach achieves an AUC score of 67.0% and 63.5% respectively. We have observation that our method is effective in handling background clutter and illumination variation. Owing to the complementary characteristics of shallow and deep features, it well cope with different challenges. Additionaly, our method take surrounding background information into account, which further enhance background suppression and improve robust to background clutters. For completeness, we also report results for other situations, including fast motion, motion blur and low resolution. As shown in Figure 4 , our approach is less robust to these attributes, especially for fast motion and motion blur. Since we simply sample background patches uniformly around the target location and viewed it as hard negative samples. On the other hand, features base on Hogs are much sensitive to fast motion. It maybe result in failure tracking. The possible way to overcome this is to exploit more effective strategies for the selection of context patches and adopt self-adaptive weights.
a: ATTRIBUTE-BASED EVALUATION

b: QUALITATIVE EVALUATION
To describe the impact of the proposed method on tracking performance more visually, we compare our tracker with the five top tracking methods: DCFNet [35] , Dsiam [29] , Siamfc-3s [8] , ECO [21] , C-COT [18] . Among them, Dsiam is our baseline tracker. DCFNet and Siamfc-3s are trackers base on siamese networks. While ECO and C-COT are deep correlation based tracking. All of the aforementioned trackers are comparable to our work. The qualitative results for five challenging sequences are shown in Figure 6 . As we can see, the proposed MCCRT tracker performs well in sequences with illumination variation, scale variation, deformation and background clutter (Skating1, Matrix, Bolt2 and MotorRolling). In contrast, the other trackers only perform well in some situations and degrade in other cases. With respect to FIGURE 7. The result of ablation study on LaSOT [45] dataset. We denote MCCRT without the added regularizer term as MCCRT-N. Adding the regularizer term significantly improves performance. VOLUME 7, 2019 the most challenging MotorRolling sequence, none of the five state-of-the-art trackers are able to track the target throughout the complete sequence whereas our method is able to keep track of the target well. Furthermore, our method obtain a distance precision rate of 98.1% in Bolt2 sequence. There are two primary explanations as to why our approach is capable of consistently maintaining the track. First, the proposed MCCRT tracker maintains the strong discriminative ability of its baseline tracker. Second, the three levels of cascading learning are embedded into the dynamic siamese networks. During the end-to-end learning, surrounding background information is considered to further enhance background suppression.
2) EVALUATION ON VOT2016
The VOT-2016 is another benchmark dataset, which contains 60 challenging videos. These videos are covering different attributes, including illumination change, size change, motion change, occlusion and camera motion. There are three evaluation metrics for the overall performance measured. Since the expected average overlap (EAO) takes both accuracy and robustness into account, it is serving as the main criteria to rank trackers. We evaluate MCCRT on benchmark VOT-2016, and compare it with 11 trackers including the baseline DSiam [29] and other top ten approaches. The results of EAO, Accuracy/Robustness (A/R) plots and the ranking plots are shown in Figure 5 . With respect to EAO, our method MCCRT achieves the best results. What is more, our tracker is better than the baseline tracker in the all evaluation. For the detailed comparisons, all the results are list in Table 1 . Note that we use the tracking failure as the robustness evaluation. The proposed MCCRT achieves a best EAO score of 0.3437 and a second best accuracy score of 0.5617. This shows the effectiveness of our method. 
3) ABLATION ANALYSIS
We conduct ablation study on OTB-2015 and LaSOT [45] dataset to validate our contributions. Compared with OTB-2015, LaSOT [45] contains of 1,400 videos sequence. Each video sequence is labeled with 14 attributes. In our ablation study, we also use one-pass evaluation (OPE) as evaluation protocols. In table 2, we list each component of the tracker ensemble. As shown in Figure 8 , the overall performance is increased by 3.3% from 0.591 to 0.624 with respect to the baseline tracker Dsiam, which show the effectiveness of the proposed methods. In fact, due to the impressive representations of deep features, the baseline tracker Dsiam demonstrat excellent performances simply cascading high levels feature. Our methodology maintains its strong discriminative ability and favorable performance. Meanwhile, we improve the algorithm by adding the background regularization term and gain the performance improvement from 0.591 to 0.601. Moreover, we observe that the tracker show a bit performance improvement by simply cascading base or middle levels feature while demonstrat higher performance improvement by cascading multiple levels feature. In figure 7 , the tracking result is further validate the impact of the background regularization term. It also implicitly demonstrate that the proposed tracker is more robust to background clutters. In a word, we gave full play to the advantage of features in different levels. That is, the handcrafted features are used to handle slight changes whereas the deep features are exploited to cope significant appearance changes. Our cascading method to infer the target location can be seen as a coarse-to-fine fashion. Thus, a small percentage of shallow feature is cascaded to further improve performance. Especially, we add the surrounding background information as a regularizer to further improve performance. 
4) MERGE FACTOR EXPERIMENTS
As shown in Figure 8 , each component have a positive impact on tracking performance while Hog feature make the least contribution to performance improvement. Therefore, we set α 2 = 0.01 by observation and experience. Then, the merge factor α that regulates S base and S high is obtained by experimentally, setting α 1 = α, α 3 = 1 − α 2 − α. Specifically, we initial the interval size 0.1 range from 0 to 0.99. Then, we observe each changes in accuracy and gradually reduce the interval size. In Figure 9 , we show how the merge factor α influences the accuracy of MCCRT. We achieve the best performance around α = 0.17. This method of parameters setting is not the best, but we gain the performance improvement, which shows the effectiveness of the proposed method.
V. CONCLUSION
In this paper, we proposed a multi-cue cascades learning method for robust visual tracking. We formulated the tracking task as base level learning, middle level learning and high level learning problem respectively. The complementary characteristics of three levels was fully explored to cope with different challenges. The surrounding background information was considered to further enhance background suppression. We gain the accuracy and robustness trade-off via fusing each level response. Compared with some state-of-the-art trackers, our method demonstrated more robust performance in handling background clutter. However, our approach was performed inferior in challenges of fast motion or motion blur. Since we simply sampled background patches uniformly around the target location and viewed it as hard negative samples. Additionaly, features base on Hogs were much sensitive to fast motion. It maybe result in failure tracking. In future work, we shall attempt to investigate more effective sampling strategies and adopt self-adaptive weights to further improve the performance. 
