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Earth’s elastic and density structure from diverse seismological observations
Pritwiraj Moulik
A large data set comprising normal-mode eigenfrequencies, quality factors and splitting func-
tions, Earth’s mass and moment of inertia, surface-wave phase anomalies and dispersion curves,
body-wave arrivals and traveltime curves, as well as long-period waveforms is inverted to obtain
the distribution of elastic properties, shear attenuation and density in the Earth’s interior. We ad-
dress three fundamental aspects of global seismology by reconciling and modeling data sets with
several methodological improvements, such as accounting for radial and azimuthal anisotropy,
development of better methods for crustal corrections, and devising novel regularization and pa-
rameterization schemes.
In the first contribution, we incorporate normal-mode splitting functions with other seismolog-
ical data sets to examine the variation of anisotropic shear-wave velocity in the Earth’s mantle. Our
preferred anisotropic model, S362ANI+M, has strong isotropic velocity anomalies in the transition
zone while the anisotropy is restricted to the upper 300 km in the mantle. When radial anisotropy
is allowed throughout the mantle, large-scale anisotropic patterns are observed in the lowermost
mantle with vSV > vSH beneath Africa and South Pacific and vSH > vSV beneath several circum-
Pacific regions. However, small improvements in fits to the data on adding anisotropy at depth
leave the question open on whether large-scale radial anisotropy is required in the transition zone
and in the lower mantle. We demonstrate the utility of mode-splitting data in reducing the tradeoffs
between even-degree variations of isotropic velocity and anisotropy in the lowermost mantle.
We then devise a methodology to detect seismological signatures of chemical heterogeneity us-
ing scaling relationships between shear velocity, density and compressional velocity in the Earth’s
mantle. Several features reported in earlier tomographic studies persist with the inclusion of new
and larger data sets; anti-correlation between bulk-sound and shear velocities in the lowermost
mantle as well as an increase in velocity scaling (ν=dlnvS/dlnvP ) with depth in the lower mantle
are found to be robust. Many spheroidal and toroidal modes are largely incompatible with per-
fect correlations between density and shear-velocity variations in the lowermost mantle. A way
to fit concurrently the various data sets is by allowing independent density perturbations in the
lowermost mantle. Our preferred joint model consists of denser-than-average anomalies (∼1%
peak-to-peak) at the base of the mantle roughly coincident with the low-velocity superplumes. The
relative variation of shear velocity, density and compressional velocity in this study disfavors a
purely thermal contribution to heterogeneity in the lowermost mantle.
In the third contribution, we introduce an approach to construct a 1-D reference model that is
consistent with crustal heterogeneities and various asphericities in the Earth’s mantle. We demon-
strate that the crust contributes substantially to fundamental-mode dispersion curves when the
nonlinear effects of its thickness and velocity variations are taken into consideration. We apply
appropriate crustal corrections and perform several iterations to converge to our preferred radial
model NREM1D, which is anisotropic in the upper mantle and smooth across the 220-km discon-
tinuity for all physical parameters. Radial anisotropy in the shallowest mantle, with a maximum at
∼150 km depth, is required to fit global averages of fundamental-mode Rayleigh and Love wave
dispersion (25–250s). NREM1D also predicts arrival times of major mantle and core phases in
agreement (± 0.5s) with a recent isotropic velocity model that was optimized for earthquake lo-
cation. The new reference Earth model NREM1D introduced here is easily extendable due to its
modular construction as a linear combination of radial basis functions and can be used for earth-
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During every major earthquake, seismic waves emanate from the hypocenter and the Earth rings
like a bell for several days. The ensuing free oscillations and the associated propagating body
and surface waves travel to inaccessible regions of the Earth’s deep interior. These waves eventu-
ally travel back to the surface and are recorded at broad-band seismic stations around the world.
Seismic-imaging methods allow us to draw quantitative inferences on Earth structure from the
analysis of recorded seismograms. These methods, also known as seismic tomography, offer tan-
talizing images of the Earths interior and are a crucial source of information about its physical and
chemical state. Studies of radial and lateral variations in seismic-wave speed have illuminated sev-
eral first-order features of the Earth such as abrupt discontinuities in seismic velocities due to phase
transitions in constituent minerals of the mantle, seismically fast ‘slabs’ beneath subduction zones
and low-velocity ‘superplumes’ or upwellings from the base of the mantle. The seismically-derived
snapshots describe the current state of the planet and allow us to infer relationships between deep,
inaccessible regions and shallow features nearer to the Earth’s surface. Recent advancements in
seismic imaging have made comparisons of surface tectonics with seismic velocity and attenuation
feasible at a global scale. For example, fast velocities and low attenuation exhibit an association
with old, tectonically-stable cratonic interiors and old oceanic lithosphere while slow velocities
and high attenuation are typical of mid-ocean ridges and regions with active tectonism.
Study of the Earth’s interior is an inter-disciplinary endeavor and a multitude of constraints
from various fields are required to derive complementary information on Earth structure. Geo-
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chemists analyze rocks to provide constraints on the current and early composition of the mantle
while mineral physicists estimate the physical properties of the rocks at high pressures and tem-
peratures; geodynamicists model long-term deformation processes associated with the evolution
of the mantle while geodesists monitor the motions on the Earth’s surface at shorter time-scales.
Till date, seismic tomography holds the distinction of providing the most uniform constraints on
structure as the various types of seismic waves recorded on a global network of stations illuminate
different regions of the Earth. Global seismology is largely a data-driven science and results from
allied fields are often assimilated as important a priori constraints in tomographic studies. For ex-
ample, discoveries of phase transitions and estimates of physical properties derived from mineral
physics are typically considered in the parameterizations, scaling relationships and starting models
employed in tomographic inversions. While a broad understanding of the evolution of the Earth
requires an interdisciplinary approach, seismic tomography will continue to serve as an important
validation tool for geodynamic simulations and compositional models.
While global tomography has characterized several first-order features of Earth’s large-scale
velocity heterogeneity, the details at shorter length-scales and complexities like attenuation and
anisotropy remain significant challenges. Recent laboratory measurements of the density and
elastic properties of natural materials holds promise for more quantitative interpretations of to-
mographic models. Factors like grain size, phase transformations, water, composition and partial
melt can contribute to velocity anomalies in tomographic models. The joint modeling of attenu-
ation, anisotropy and density in tomographic models is likely to afford a way to glean the signal
from competing effects. The expanding network of seismic stations coupled with improvements
in theory and computational resources may help usher in the next generation of seismological
discoveries. New methodologies to compile, process and reconcile massive amounts of different
seismological data are therefore needed to leverage the full potential of seismic data. In this the-
sis, we develop techniques to constrain radial and lateral variations of density, elastic parameters
and shear attenuation in the Earth using a wide variety of seismological observations. We apply
our new techniques on recent measurements of seismic data to tackle three outstanding problems
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in geophysics: (i) imaging radially anisotropic velocities in the mantle, (ii) evaluating scaling re-
lationships between elastic and density parameters, and (iii) resolving the radial variations with
reference Earth models.
The theoretical background and classical techniques used in this study are summarized in Chap-
ter 2. We also describe a new method to correct the normal-mode splitting observations for crustal
heterogeneity. The three main contributions of this thesis work are contained in Chapters 3, 4 and
5. In Chapter 3, we develop a new three-dimensional anisotropic model of shear-wave velocity
in the mantle while including new constraints from normal-mode splitting observations. In Chap-
ter 4, we devise a new method to calculate scaling relationships between shear velocity, density
and compressional velocity throughout the mantle. In Chapters 5–6, we introduce an method of
constructing one-dimensional reference Earth models that is consistent with crustal heterogeneities
and various asphericities in the Earth’s mantle. We conclude, in Chapter 7, with a summary of our
results and future directions. The material presented in Chapters 2 and 3 have been published
in Geophysical Journal International. The material in Chapter 4 is in press with the Journal of




The primary objective of seismic tomography is to determine the elastic, anelastic, and density
structure of the Earth from observations recorded at seismic stations. The problem can be de-
scribed as a system of equations, or an ‘inverse problem’, to find models of seismic sources and
Earth structure that reproduce most accurately the measured data. In global seismology, three clas-
sical concepts are typically used in the interpretation of recorded seismograms. The broadband
body-wave arrivals (T∼1–10 s) in the first few tens of minutes of a seismogram can be analyzed
using ray-theoretical methods akin to geometrical optics. The large-amplitude, dispersed surface
waves (T∼25–250 s) arriving in the first few minutes to hours of a seismogram are analyzed using
characteristics that describe a wave packet such as group and phase velocity. The third concept is
that of free oscillations of the whole Earth that manifest as resonance peaks in the spectra of very
long seismograms. The spectral peaks at the longest periods (T≥250 s) are fingerprints of various
types of standing waves in the whole Earth caused by a major earthquake. Normal-mode theory
has proven to be very useful in analyzing low-frequency seismic phenomena and has also been
extended for the analysis of propagating body and surface waves at shorter periods (∼20 sec). In
order to incorporate a wide variety of seismic data for planetary-scale problems, several simplify-
ing approximations are typically made about the physical properties of the Earth, propagation of
seismic waves and linearity of the inverse problem.
In this chapter, we discuss the techniques and approximations used in modeling the various
types of data employed in our tomographic inversions. We also describe the general approach of
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defining and solving a linearized inverse problem and applying a priori constraints or regulariza-
tion. Several of the techniques and data sets employed in this study have been described in detail
in earlier studies of Earth structure. For brevity, we focus our attention on the procedure for incor-
porating normal modes and summarize techniques from Kustowski (2007) for the remaining sets
of data. Several improvements in modeling normal-mode observations for tomographic inversions
have been developed during the course of this study. We account for the sensitivity of normal-
mode splitting functions to lateral variations in radially anisotropic structure (Mochizuki, 1986). A
new method to account for the crustal effects on mode-splitting observations is also developed. We
focus on techniques common to all chapters in this dissertation; methodological details pertaining
to individual contributions are discussed in Chapters 3–6. The theoretical limitations in our overall
modeling scheme and their implications on our results are outlined in individual chapters.
2.1 Normal Modes
2.1.1 Standing waves in the Earth
The finite size of the Earth permits only a discrete set of vibrational modes with multiplet eigen-
frequencies dictated by the radial elastic, anelastic and density structure. Free oscillations in the
Earth are broadly categorized into radial (nS0), spheroidal (nSl) or toroidal modes (nTl) based on
their radial and horizontal motions. The displacement field at a position r due to a point source
at r0 with moment rate tensor M can be written as a bilinear form (Woodhouse & Dahlen, 1978;
Woodhouse and Girnius, 1982)








where T represents the transpose of a vector and ωk is the degenerate frequency of the multiplet.
The 2l + 1 components of the receiver vector σk(r) are given by equation 2.2 and the excitation
vector ak(r0) is composed of the 2l + 1 excitation coefficients amk = −em
∗
k : M , where e
m∗
k
is the complex conjugate of the strain tensor of the m-th singlet evaluated at the source (r0). The
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multiplets of individual modes may be regarded as isolated and, therefore, not significantly coupled
to any other mode multiplet in the seismic spectra. We adopt a spherical coordinate system (r, θ,
φ) with the pole (θ = 0) coincident with the axis of symmetry of the hydrostatic Earth model.
Following the notation of Backus (1967), singlet eigenfunctions can be written as
σmk (r) = r̂Uk(r)Y
m
l (θ, φ) + Vk(r)∇1Y ml (θ, φ)−Wk(r)r̂ ×∇1Y ml (θ, φ), (2.2)
where the scalars U , V and W are eigenfunctions that depend only on radius r, the gradient∇1 =
θ̂∂θ + φ̂(sin θ)
−1∂φ and the 2l + 1 singlets are indexed by azimuthal order m (−l 6 m 6 l). For
brevity, we use the symbol k to denote the three parameters that characterize the multiplet, i.e. the
overtone number n, angular order l and the type of mode (spheroidal or toroidal).
In a spherically symmetric, non-rotating Earth model, all the 2l + 1 singlets of a spheroidal
(nSl) or toroidal mode (nTl) vibrate at a degenerate multiplet frequency. The rotation and elliptic-
ity of the Earth cause departure from this degeneracy, resulting in the splitting of the constitutive
singlets. Observations of splitting in low-frequency spectra were first made from recordings of the
great 1960 Chilean earthquake (Ness et al., 1961; Benioff et al., 1961). It was apparent that rotation
and ellipticity were the dominant effects at low angular degrees and low frequencies (e.g. Backus
and Gilbert, 1961), causing interactions or coupling between toroidal and spheroidal modes. This
type of spheroidal-toroidal coupling in the frequency domain also causes toroidal modes to become
observable on the vertical component (e.g. Zürn et al., 2000). The dominant signals in long-period
seismograms are the fundamental spheroidal- and toroidal-mode multiplets. However, several mul-
tiplets, like the fundamental-mode pairs 0Sl–0Tl+1, are strongly coupled in the 1.5–3 mHz range,
primarily due to the Coriolis force (e.g. Park, 1986). Fundamental modes of high angular order
(0Sl, l 1) correspond to Rayleigh waves and are therefore strongly influenced by lateral inhomo-
geneities in the crust and upper mantle. At high frequencies, the coupling due to rotation becomes
less important than that due to lateral heterogeneities in the Earth (e.g. Luh, 1974).
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2.1.2 Perturbation theory and forward modeling
Some of the splitting signal can be attributed to lateral variations in velocity, anisotropy, and den-
sity as well as the topography of various discontinuities. Splitting coefficients can be used to de-
scribe the additional singlet splitting and can be estimated from event–station spectra of multiple
earthquakes. The splitting of each mode can be treated in isolation (self-coupling) or in resonance
with other modes (cross-coupling). In the self-coupling approximation, the estimated splitting
coefficients are sensitive only to the even-degree heterogeneity while cross-coupling can provide
sensitivity also to the odd degrees (e.g. Resovsky and Ritzwoller, 1995).
We use perturbation theory to relate the real parts of the self-coupled splitting coefficients,
denoted by cst for an angular order s and azimuthal order t in spherical harmonics, to the corre-
















where the integral is taken over the radius r from the Earth’s center to the free surface at a =
6371 km. We limit our analysis to a transversely isotropic medium without lateral variations in
azimuthal anisotropy, which would allow wave speeds to vary with the azimuth of propagation.
Therefore, msti stands for the five elastic parameters vPH , vPV , vSH , vSV , and η, as well as the
density ρ while δhst410 and δh
st
650 stand for the topography of the 410-km and 650-km discontinu-
ities. We use the expressions from Mochizuki (1986) to compute the kernels for vPH , vPV , vSH ,
vSV , and η from 1-D reference models while the kernels for ρ and the topography kernels Ks650 and
Ks650 are calculated using the expressions in Woodhouse & Dahlen (1978). Previous 3-D tomo-
graphic studies that used mode data (e.g. Ishii and Tromp, 1999, 2001; Resovsky and Ritzwoller,
1999b; Romanowicz, 2001) focused on isotropic velocity heterogeneity; here, we also account for
variations in radial anisotropy in the forward and inverse modeling of splitting coefficients. The
imaginary parts of the self-coupled splitting coefficients are related to perturbations in bulk (qκ)












where Ksµ and K
s
κ are the kernels for degree-s perturbations to shear (µ) and bulk modulus (κ),
respectively, while accounting for the effects of physical dispersion in the reference model. The
kernels Ksµ and K
s
κ are calculated using the expressions in Dahlen and Tromp (1998) that describe
the sensitivity to equivalent Voigt-average shear and bulk moduli obtained from anisotropic refer-
ence models.
We visualize the splitting coefficients of a mode using its splitting function F (θ, φ) (e.g Wood-
house et al., 1986; Giardini et al., 1987), defined as







s (θ, φ), (2.5)
where Y ts denotes a fully normalized surface spherical harmonic of degree s and order t (Dahlen
and Tromp, 1998), as described in Appendix A. The 2-D splitting functions are roughly equivalent,
at the ray-theoretical limit (l  s), to the phase-velocity maps obtained from surface waves. The
values of the splitting function at a given colatitude θ and longitude φ can be interpreted as the local
variation away from the degenerate frequency of the multiplet, as calculated from the reference 1-D
model.
2.1.3 New method for crustal corrections
Our new method of calculating the crustal splitting functions uses the spherical-harmonic expan-
sions of the discontinuities and heterogeneities used in the linear part of the corrections for the
waveforms (Kustowski et al., 2007, equation 2). The equivalent crustal splitting coefficient of a





















where the integral is taken over the radius r from the Mohorovičić discontinuity (hereafter Moho) at
a depth of 24.4 km to the free surface at a=6371 km. Here, vstS , ρ
st, and hst stand for perturbations
in shear-wave velocities, density and topographies of crustal discontinuities, respectively. Also,
i=1, 2, and 3 correspond to the lower, middle, and upper crust, and j= 1,2,...,5 to the top of the
mantle, upper crust, middle crust, lower crust, and the ocean layer, respectively. We use a similar
convention to the one used by Kustowski et al. (2007) where the ‘upper crust’ combines the upper
crust, sediments, and ice layers from CRUST2.0. We reduce the number of perturbations by adding
the partial derivatives with scaling such that, Ks,(i)v = K
s,(i)
vS + 0.8 K
s,(i)
vP since vS is strongly
correlated with vP in CRUST2.0. We account for the density variations only in the upper crust
in equation (2.6) and therefore use 5 discontinuity corrections and 4 heterogeneity corrections
(Figure 2.1), consistent with the waveform corrections that were used in constructing S362ANI
(Kustowski et al., 2008).
Table 2.1: Crustal model used for the corrections to the splitting data. The crustal corrections are evaluated by
calculating the perturbations to this model, expanded in spherical harmonics. The parameters vP , vS , ρ, and h indicate
compressional and shear velocities, density, and thickness, respectively. The designation ‘upper crust’ combines the
upper crust, sediments, and ice layers from CRUST2.0
layer vP [km/s] vS[km/s] ρ[g/cm3] h[km]
ocean 1.45 0.0 1.02 3.0
upper crust 5.1 2.8 2.7 7.9
middle crust 6.5 3.7 2.9 7.0
lower crust 7.1 3.9 3.0 6.5
The calculations of the sensitivity kernels as well as the spherical harmonic expansions of the
parameters in equation (2.6) require a 1-D model. We overlay the spherical average of CRUST2.0
on top of the 1-D reference model (i.e. STW105 in Chapter 3), while scaling the thicknesses of
the upper, middle and lower crust such that the total thickness of the solid crust is the same as in
PREM (21.4 km). We also select the properties of the water layer to be the same as in PREM. The
resultant 1-D model (Table 2.1) has 3 layers in the solid crust instead of the 2 layers in PREM and
the partial derivatives Ks,(i)v and K
s,(i)
ρ for degree s can then be calculated using the expressions in
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equation (2.3). The perturbations in shear-wave velocities vst,(i)S , density ρ
st,(i), and discontinuity
depths hstj , describe, in spherical harmonics of degree s and order t, the difference between the local
structure in CRUST2.0 and the 1-D model obtained above. The new corrections for the splitting
data, described here, are different from the corrections employed in previous mode studies that
use only the crustal thickness in an approach similar to Woodhouse and Dziewoński (1984). The
differences are small when compared with the signal from mantle heterogeneity, and inversions
for the long-wavelength mantle structure give similar results with either scheme. Nevertheless, the
new method used in this study is more consistent with the non-linear corrections employed for our
long-period waveforms.
2.2 Body waves
We summarize here the classical concepts and recent techniques used to calculate velocities of
body waves in transversely isotropic Earth models. While several techniques may be used to trace
rays in isotropic models, ray theory is more complicated when anisotropy is considered. We use
the formulation for travel times and ray paths in spherically symmetric, transversely isotropic mod-
els derived by Woodhouse (1981) using the equations governing the free oscillations of the Earth.
Several methodological improvements permit calculation of partial derivatives (Woodhouse and
Girnius, 1982; Kustowski et al., 2008), which have been used in our inversions for laterally het-
erogeneous anisotropic structure. In this work, we calculate partial derivatives using the approach
developed by Kustowski et al. (2008), which is flexible and can be extended to three-dimensional
reference models.
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Figure 2.1: Lateral variations in the crust employed in the 5 discontinuity and 4 heterogeneity corrections
applied to the normal-mode splitting data. The variations are calculated relative to the crustal model in
Table 2.1 and expressed in spherical harmonics up to degree 40. A water layer of zero thickness is applied
over the landmasses to compute the spherical harmonic coefficients.
2.2.1 Observations and sensitivities
The basic datum in body-wave studies is the time t needed for a wave to travel from an earthquake
to a seismic station on the Earth’s surface. If the wave is assumed to be of infinite frequency








where vgroup indicates the group velocity and the integral is taken along the ray path. Seismologists
attempt to attribute variations in travel time t to variations of elastic moduli in the interior of the
Earth. In a transversely isotropic model, the elastic tensor has only five independent elastic muduli
A, C, N , L, and F defined by Love (1927). Parameters derived from these moduli are typically

















density. Horizontally and vertically traveling compressional waves propagate with velocities vPH
and vPV , respectively. Horizontally polarized shear waves travel horizontally at vSH . The velocity
of both vertically traveling shear waves and horizontally traveling vertically polarized shear waves
is vSV . When body waves travel vertically or horizontally, their velocities are independent of the
fifth parameter η = F
A−2L . At intermediate angles, the velocities differ from vSH , vSV , vPH , and
vPV , and depend on η (Dziewoński and Anderson, 1981). A large majority of our travel-time data
are measured on the transverse component of a seismogram; such data are primarily sensitive to
variations in vSH near the turning point and to variations in vSV in the case of the nearly vertical
propagation. Other waves like SKS or SKKS, recorded on the vertical or longitudinal component,
are insensitive to δvSH and very sensitive to δvSV regardless of the propagation direction. Since
teleseismic body waves do not bottom in the upper mantle, vSH in the shallowest mantle is difficult
to resolve with these observations.
We relate travel-time observations (δt) to unknown perturbations in mantle elastic structure as
well as the topography of transition zone discontinuities (e.g. Gu et al., 2001; Kustowski et al.,
2008). The general form of the equation governing the forward model of travel-time anomalies δt
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where d410 and d650 denote interactions of the ray with the discontinuities while mi stands for vPH ,
vPV , vSH , vSV , and η. The discontinuity kernels T410 and T650 are calculated using the expressions
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from Dziewonski and Gilbert (1976) while the kernels for elastic perturbations Tmi and group
velocities vgroup0 are calculated using expressions from Kustowski et al. (2008) in their Appendix
A.
2.2.2 Travel-time corrections
Corrections to the body-wave travel times are calculated for structural variations beneath the seis-
mic stations, at points of surface reflection and at hypocenters of shallow earthquakes, employing a
method based on ray theory, as described by Kustowski (2007). This procedure involves calculating
time delays in a 3-layer stratified medium with a local velocity structure as defined by CRUST2.0.
This simple ray-based approach differs from that of Ritsema et al. (2009) who accounted for the
finite-frequency effects of body waves at low frequencies by calculating the crustal time delay
using cross-correlations of the waveform synthetics from PREM and the local crustal structure.
Ritsema et al. (2011) used finite-frequency corrections to solve for the isotropic-velocity varia-
tions in their model S40RTS. However, experiments suggest that the recovered long-wavelength
(> 2000 km) structures are similar when either the finite-frequency or the ray-theoretical correc-
tions are adopted (Ritsema et al., 2009). For simplicity, and since we focus on the long-wavelength
mantle structure, we do not account for the finite-frequency effects while correcting for the crust
in the travel-time data. After accounting for the crustal contribution, all data are referenced to
PREM with shallow structure defined by CRUST2.0 and can, therefore, be inverted jointly for
mantle structure. We calculate ellipticity corrections as the travel-time difference between aspher-
ical and spherical earth models. Rays are traced through the reference model and travel times are
re-calculated after the ray paths have been perturbed into the elliptical geometry. This approach
results in similar estimates of ellipticity corrections as the standard method of Dziewonski and
Gilbert (1976) and can be applied to models other than PREM without additional programming
effort.
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2.3 Surface-wave phase velocities
Surface waves are high-frequency free oscillations; Rayleigh waves correspond to spheroidal modes
and Love waves correspond to toroidal modes. The sensitivity of a surface wave to the structure of
the mantle is nearly constant along the entire ray path. Surface waves provide much more uniform
constraints on the upper mantle structure than body waves. The sensitivity of a surface wave to the
lateral variations in velocity can be calculated, as in case of body waves, by integration of the slow-
ness along the ray path. In this section, we discuss the relationship between the measured phase
of the surface wave, normal-mode eigenfrequency, and parameters characterizing a transversely
isotropic Earth model.
2.3.1 Phase anomalies and Fréchet kernels
The phase of a surface wave is affected by the lateral heterogeneity in the phase velocity as the







where the phase velocity c is a function of the frequency ω and the integral is taken along the
ray path. Following Ekström et al. (1997) and Ekström (2011), we write the linearized relation
between observed surface-wave phase anomalies δΦ and the local phase-velocity anomaly δc as







where c0 is the phase velocity of the reference model. The phase-velocity perturbation at a fixed
















where U is the group velocity. In order to relate the frequency perturbation to the variations in the







δmiKmi dr +K410δh410 +K650δh650, (2.12)
where the limits on the integration as well as the parameters mi are defined for a transversely
isotropic Earth model like in equation (2.3). The kernels are computed from the eigenfunctions of
normal modes using expressions from Takeuchi and Saito (1998) and Dahlen and Tromp (1998).
These kernels are equivalent to the degree-0 kernels for mode splitting functions (K0mi) in equa-
tion (2.3).
Following Kustowski (2007) and defining the basis functions fj as a product of radial basis
functions B(r) and spherical basis functions S(θ, φ) (Section 2.5.2),
fj(r, θ, φ) = Bb(r)Ss(θ, φ), (2.13)












mk0Kk dr +K400 +K670
 , (2.14)
since we set the radial basis functions Bb corresponding to the topography of the discontinuities to







mk0Kk dr +K400 +K670, (2.15)













where U0 is the group velocity in the reference model. These linearized expressions can be readily
used in the inversion of both surface-wave phase anomalies and waveforms (Section 2.4).
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2.3.2 Crustal corrections
The corrections for the surface-wave dispersion data are implemented by accumulating along the
event–station raypath the difference in local phase velocity of the reference model (e.g. STW105)
and that of the reference model overlain by the local crustal structure. CRUST2.0 is specified
on a 2-by-2-degree grid with topography and bathymetry defined by the ETOPO5 database. By
rounding the topography and bathymetry to an integer number of kilometers, the number of distinct
local models is reduced from over 16,000 to 812 (Kustowski et al., 2008). For all local models,
we calculate normal-mode eigenfrequencies and phase-velocities of the Rayleigh and Love waves
used in our inversions. We use the accumulated average phase-velocity perturbation to calculate
the crustal contribution to the phase anomaly with equation 2.10. We then subtract this crustal
contribution from the observed phase anomaly and use the corrected measurement in our inversions
for mantle structure.
2.4 Waveforms
Recent tomographic studies have attempted to use the entire seismogram in lieu of measuring
surface-wave dispersion or arrivals of body waves. The theoretical relationships between Earth’s
heterogeneity and distinct, often impulsive arrivals of propagating waves is quite well developed.
Ray-based calculations also take a feasible amount of time and various complexities in the Earth
like attenuation and anisotropy can be readily incorporated in the modeling. It is less straight-
forward to use the entire broad-band seismogram instead of selected phases in tomographic in-
versions. It is not yet computationally feasible to solve an inverse problem that attributes every
sample of a recorded seismogram to every parameter of a mantle model. We follow the classical
approach of the path-average approximation developed by Woodhouse and Dziewoński (1984) and
used in previous global tomographic models developed at Harvard. This technique is used to build
synthetic seismograms, while accounting for asphericities in the Earth. Our choice of using the
path-average approximation is dictated by the large number of velocity, anisotropy and density
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parameters used in our modeling. Current computational resources make other approaches pro-
hibitively expensive for applications like scaling relationships in the mantle (Chapter 4), where a
variety of scenarios were evaluated with several hundred waveform inversions.
2.4.1 Path-average approximation
We follow closely the theory developed by Woodhouse and Dziewoński (1984) for modeling long-
period waveforms. A seismogram recorded at station r at location xr for the sth earthquake is a
function of time t, and can be expressed as
Ui(t) = ui(xr, t, ir,xs, ts, fs,⊕) + εi(t), (2.17)
where the ith observed seismogram Ui and the synthetic seismogram ui are recorded and calculated
for the sth source and rth receiver, and εi is the misfit. We assume that the receiver location xr
and the instrument response ir are known. The earthquake is characterized by a point source at
location xs, origin time ts, and the moment tensor fs. The goal of the waveform inversion is to find











[Ui(t)− ui(t)]2 dt (2.18)
between observed seismograms Ui and seismograms ui predicted by the model ⊕. Seismogram
ui depends nonlinearly on the heterogeneous velocity field, and therefore, determination of the
Earth’s structure requires iterations. For brevity, we have omitted the weights used to normalize
seismograms to the same mean-square value in equation 2.18. Starting with the standard Centroid
Moment Tensor solutions (Dziewoński et al., 1981; Dziewonski and Woodhouse, 1983; Ekström
et al., 2012), we invert iteratively for the aspherical perturbation δ⊕, the moment tensors fs, and
centroid locations xs and times ts.
We assume that xr and the instrumental response ir are known. The earthquake is characterized
by a point source at location xs, origin time ts, and the moment tensor fs. The synthetic seismogram
is calculated for the three-dimensional model⊕ of elastic parameters, attenuation, and density. The
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synthetic seismogram is obtained by summation of normal modes using the assumption that the
misfit εi is solely a result of the phase shift that accumulates as the waves sample the heterogeneous






where the integral is taken with respect to the group travel time t along the great-circle path. The
local perturbation in frequency ωlocal is related to the local perturbation in phase velocity (equation
2.11), and represents laterally heterogeneous structure of the Earth. Equation 2.19 can be written














δωlocal dt even orbits,
(2.20)
where n is the number of complete great circles traveled by the wave, and the group travel times
T , t1, and t̄1 = T − t1 correspond to the time taken to traverse the great-circle, minor-arc, and
major-arc paths, respectively. The phase perturbations can be mimicked by fictitious shifts in the





)δ∆+ δω̂(t1 + nT ) odd orbits
(l + 1
2
)δ∆+ δω̂(t̄1 + nT ) even orbits,
(2.21)
where l is the angular order of the mode. Upon equating 2.20 and 2.21, we obtain formulae for the













(δω̂ − δω̃), (2.23)
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e+δω̂a)t · aj(∆+ δ∆e + δ∆a) · f , (2.25)
where the excitation amplitude aj and the hydrostatic ellipticity corrections δω̂e and δ∆e are given
by Gilbert and Dziewoński (1975) and WD84. The epicentral distance is indicated by ∆ and ωj is
the eigenfrequency of the j-th mode in the spherically symmetric model. The frequency shift δω̂a
due to aspherical structure is the great-circle average of δωlocal, and for a given perturbation δ⊕, it













Symbols ’∧’ and ’∼’ on the right-hand side represent the great-circle and minor-arc averages of








Vbj(Ĥb − H̃b), (2.28)
where a=6371 km and Uj is the group velocity of the j-th mode. Equations 2.27 represent the
concept of the path-average approximation (PAVA); the seismogram ui depends on the average
structure along the path rather than on all coefficients cbs. This approximation allows for a very
efficient calculation of synthetic seismograms in aspherical Earth models.
Since the seismogram u depends nonlinearly on the heterogeneous elastic field, determination
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of the Earth’s structure requires several iterations. Starting with the standard Centroid Moment
Tensor solutions (Dziewoński et al., 1981; Dziewonski and Woodhouse, 1983), we invert iteratively
for the aspherical perturbation δ⊕, the moment tensors f , and centroid locations xs and times ts. In
order to invert for an incremental change δcbs in structural parameters, we minimize the difference










for each path i. The synthetic seismogram is calculated from 2.25 using model parameters c(0)bs






















Ui(t)− ui(t, c(0)bs )
]
dt. (2.31)















































where the averages of S and H are calculated along the i-th path. Equations 2.32 and 2.33 include
contributions from each seismogram to the inner-product matrix and data vector, and system of
normal equation 2.30 can be solved using the methods discussed in Section 2.5.
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2.4.2 Nonlinear crustal corrections
Perturbation in normal-mode eigenfrequency due to a local perturbation in crustal structure can be
found by subtracting the eigenfrequency calculated in a reference model from the eigenfrequency
calculated in the reference model overlain by the local crustal structure. Corrections of this type
have been used to account for crustal effects on surface waves (Section 2.3.2), but they have not
been used in waveform inversions. Application of an analogous method for the long-period wave-
forms would require calculating the total eigenfrequency perturbation along a raypath for the large
number of modes (∼5,000) that are typically required for calculating synthetic waveforms to the
shortest periods (∼40 s). A linear-perturbation approach is therefore needed. However, at shorter
periods, the non-linear effects from the strong lateral variations in the crust can be significant.
Recent shear-velocity models that employ long-period waveforms have used new techniques of
calculating the crustal corrections that are computationally efficient yet account for the non-linear
effects of the crust (Kustowski et al., 2007; Lekić et al., 2010). These non-linear effects, if ne-
glected, can bias the results from tomographic inversions in certain regions of the Earth’s mantle.
Kustowski et al. (2007) found, for example, that the use of linear approximations (Woodhouse and
Dziewoński, 1984) in lieu of non-linear corrections led to overestimated fast-velocity anomalies in
the mantle beneath cratons. We, therefore, use the method described in Kustowski et al. (2007) to
calculate crustal corrections to the waveform data and develop a consistent method for the mode-
splitting data, as described below.
Four models serve as an intermediate step between the reference model and the local crustal
structure. The models are identical to the reference model except for the shallowest part, which
is defined in Table 2.2. For each model, we calculate eigenfrequencies of all modes up to a 40-s
cut-off period, and partial derivatives corresponding to the perturbations in the crustal structure.
While integrating along the ray path (equations 2.22 - 2.24), we choose the most appropriate
model out of four average models for every point of interest, and write the new correction as a sum
δωnew = δωexact + δωlinear. (2.34)
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Table 2.2: Average crustal models used in the calculation of crustal corrections. We combine the upper crust with
sediment and ice layers in CRUST2.0. The oceanic, continental shelf, stable continental, and orogenic models are
calculated by averaging crust with 12 km ≤ hsc, 12 km ≤ hsc < 25 km, 25 km ≤ hsc < 50 km, and hsc ≤ 50
km, respectively, where hsc stands for the thickness of the solid crust. In each layer, the thicknesses are averaged
spherically, while slownesses and densities are averaged volumetrically.
layer vp [km/s] vs [km/s] density [g/cm3] thickness [km]
Oceanic: thickness of the solid crust = 7 km
ocean 1.45 0.0 1.02 4
upper crust 4.1 2.0 2.5 2
middle crust 6.6 3.7 2.9 2
lower crust 7.1 3.9 3.0 3
Continental shelf: thickness of the solid crust = 20 km
ocean 1.45 0.0 1.02 2
upper crust 4.5 2.4 2.6 8
middle crust 6.6 3.7 2.9 6
lower crust 7.2 4.0 3.1 6
Stable continent: thickness of the solid crust = 37 km
ocean - - - 0
upper crust 5.5 3.1 2.7 14
middle crust 6.5 3.7 2.9 12
lower crust 7.1 3.9 3.0 11
Orogenic: thickness of the solid crust = 57 km
ocean - - - 0
upper crust 5.8 3.3 2.7 21
middle crust 6.4 3.7 2.8 20
lower crust 7.1 3.9 3.1 16
The exact part of the correction δωexact is the difference in frequency between the selected average
model and the reference model. The exact corrections are subject to the mode identification prob-
lem, which we address and solve for almost all modes. The eigenfrequencies of free oscillations
of the Earth are calculated using the method described in Dziewoński and Woodhouse (1983) and
Woodhouse (1988). For a given angular degree l, modes are labeled with the overtone number n,
which increases with the increasing eigenfrequency. Branches of spheroidal modes that are sen-
sitive to the structure of the mantle are crossed by branches of the core modes. In different Earth
models, the intersections occur in different places of the dispersion diagram. As a consequence,
some modes cannot be identified by the overtone number. For example, a mantle mode in the ref-
erence model and a core mode in the continental model may be labeled with the same n and l. We
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use a method based on differences between the attenuation of mantle and core modes to modify
overtone numbers so that the same type of oscillations are labeled with the same overtone number
n (Kustowski, 2007).


















where i=1, 2, and 3 correspond to the lower, middle, and upper crust, and j= 1,2,...,5 to the top
of the mantle, upper crust, middle crust, lower crust, and the ocean layer, respectively. To facil-
itate the linear part of the corrections, we combine the upper crust with sediment and ice layers
in CRUST2.0. Partial derivatives K(i)v = K
(i)




ρ are calculated in the appropri-
ate average model, and the perturbations in shear- and compressional-wave velocities vs and vp,
density ρ, and discontinuity depths h, describe the difference between the local crustal structure in
CRUST2.0 and in the average model. Since in CRUST2.0, δvp is strongly correlated with δvs with
the slope approximately equal to 0.8 and the intercept nearly equal to zero, we reduce the number
of perturbations by including only variations in shear-wave velocity in the corrections and adding
the partial derivatives with appropriate scaling.
The choice of the most appropriate average model for every point along the ray path depends
on the local thickness of the solid crust hsc. If 12 km≤ hsc, 12 km≤ hsc < 25 km, 25 km≤ hsc <
50 km, or hsc ≤ 50 km, we select the oceanic, continental shelf, stable continental or orogenic
model, respectively. However, if the crust overlain by the ocean has 25 km < hsc, we choose the
shelf instead of the stable continental model to account for the perturbation in thickness of the
ocean layer.
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2.5 The inverse problem
In Sections 2.2-2.4, we evaluated linear relationships between different types of data and the per-
turbations in the transversely isotropic Earth model. In this section, we discuss the solution to the
linear equations.
2.5.1 Solution to the inverse problem
Let us write a system of linear equations as
Ax = d, (2.36)
where x is the vector of model unknowns, d is the data vector, and A is the matrix defining the
sensitivity of each observation to each unknown. In the previous sections, we discussed the forward
problem, that is the calculation of d based on the theory of wave propagation. Finding x from the
measured d and known A is the inverse problem.
In tomographic inverse problems, the number of observations is usually different from the
number of unknowns. Because A is not a square matrix, it does not possess an inverse, and the
exact solution to equation 2.36 does not exist. In practice, we seek the least-squares solution xLS
that minimizes the norm ||AxLS − d||2. It can be shown that xLS is the exact solution of
(ATA)xLS = A
Td. (2.37)




can be obtained using a standard Cholesky factorization for positive definite matrices (Trefethen
and Bau, 1997). If some unknowns are not sufficiently well-constrained by data, the inner-product
matrix may be singular or close to being singular, and equation 2.38 needs to be regularized. Errors
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in measurements may also lead to instability of the least-squares solution. We regularize the inverse
problem by imposing a priori constraints, or damping, in the form
Bx = c. (2.39)






is a compromise controlled by λ between fitting the data and satisfying the a priori condition, and
is given by
xDLS = (A
TA + λ2BTB)−1(ATd + λ2BTc). (2.41)
The inverse problem can always be solved if it is sufficiently regularized. However, the un-
knowns that are not well-constrained by the measurements will be determined primarily by damp-
ing (Boschi and Dziewoński, 1999), which may lead to erroneous interpretation of a tomographic
model. In order to constrain the entire model as uniformly as possible, we combine different types
of data and control the influence of individual observations on the solution by giving them different
weights. The weighted damped least-squares solution can be written as
xWDLS = (A
TWA + λ2BTB)−1(ATWd + λ2BTc). (2.42)
Elements of the diagonal matrix W define weights given to contributions of individual observa-
tions to the inner-product matrix ATA and the vector ATd.
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2.5.2 Geometrical parameterization
Figure 2.2: Cubic B-splines used to parameterize the model in the radial direction.
Since we assume that the elastic parameters and density vary smoothly in the Earth, we parameter-
ize the mantle using smooth functions such as splines and spherical harmonics rather than blocks
separated by sharp discontinuities. We define each smooth basis function as the product
fj(r, θ, φ) = Bb(r)Ss(θ, φ), (2.43)
which allows to account for different radial and horizontal resolution as a function of depth. To de-
scribe variations in the radial direction, we use cubic B-splines (Lancaster and Salkauskas, 1986).
An example of B-spline parameterization is shown in Figure 2.2. The spline amplitudes and dis-
tance between adjacent splines may vary, but the sum of all splines must be the same at all depths.
Global tomographic models have often been parameterized in the horizontal direction in terms




2Xl|m|(θ) cos(mφ) −l ≤ m < 0
Xl0(θ) m = 0
√
2Xlm(θ) sin(mφ) 0 < m ≤ l,
(2.44)
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whereXlm is the associated Legendre function of degree l and orderm. In this work, we employed
only degree-zero harmonics and used them to represent spherical averages in the inversion for
a new one-dimensional reference model. Lateral variations are described in terms of spherical



































The amplitude of the spline (Figure 2.3) changes smoothly with the epicentral distance ∆ from
the spline knot and depends on the average distance h between the knots of the adjacent splines.
Spherical splines are local basis functions and can easily be distributed nonuniformly across the
Earth’s surface. Nonuniform nominal resolution has been used to account for nonuniform data
coverage typical for tomographic problem (e.g., Wang et al., 1998; Bijwaard et al., 1998; Boschi
et al., 2004; Nettles, 2005).
2.5.3 Regularization
Because of imperfect data coverage and measurement errors, tomographic inversions have to be
regularized by a priori constraints. In this work, we minimize the norm or gradient of the solution.
For a spline parameterization, matrix B, which represents damping in equation 2.40, has to be
computed numerically.





where fi = fi(r, θ, φ) are basis functions and ci are model coefficients. To minimize the norm of
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to be minimum, while the integral is taken over the volume of the region where regularization is














fifj dV = 0. (2.48)


















fifk dV = 0. (2.50)
The integral defines entries of matrix B for norm damping. Similar derivation can be performed




















(∇fi)(∇fk) dV = 0, (2.52)
where the integral defines entries of the gradient damping matrix. Each basis function fi is a
product of radial and spherical basis functions (equation 2.43) and its gradient can be written
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explicitly as





















where êr, ê`, and êŒ are unit vectors in the spherical polar coordinates. Spherical splines are
easily differentiable cubic polynomials. Radial derivatives of the B-splines can be also easily
evaluated (Liu, 1997). In this work, we minimize the radial and horizontal components of the
gradient separately, which allows for better control on the a priori constraints.
Figure 2.3: Amplitude of a spherical spline centered at the equator and the zero-th meridian. The average
distance h is equal to 11.515 degrees as in all global models in this study, which are parameterized in terms
of 362 uniformly distributed splines.
Because the right-hand side of 2.50 and 2.52 are equal to zero, the weighted damped least-
squares solution 2.42 reduces to
xWDLS = (A
TWA + λ2BTB)−1(ATWd). (2.54)
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The choice of regularization criteria is arbitrary and may strongly affect the tomographic model,
especially if the data coverage is poor. If the model x represents a three-dimensional perturbation
with respect to a one-dimensional model, the norm damping tends to increase the correlation be-
tween the pattern of heterogeneity with the data coverage. If some model parameters are not
well-constrained, norm damping, which stabilizes the inverse problem very efficiently, may have
to be combined with roughness minimization. We minimized both vertical gradients and norm in
the inversion for the one-dimensional model. The details of the regularization scheme are modified
for specific applications and discussed in individual chapters.
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Chapter 3
Anisotropic shear-velocity structure of the
Earth’s mantle
Note: A slightly modified version of this chapter has been published in Geophysical Journal International. 1
Abstract
We use normal-mode splitting functions in addition to surface-wave phase anomalies, body-wave
travel times and long-period waveforms to construct a three-dimensional model of anisotropic
shear-wave velocity in the Earth’s mantle. Our modeling approach inverts for mantle velocity and
anisotropy as well as transition-zone discontinuity topographies, and incorporates new crustal cor-
rections for the splitting functions that are consistent with the nonlinear corrections we employ for
the waveforms. Our preferred anisotropic model, S362ANI+M, is an update to the earlier model
S362ANI (Kustowski et al., 2008), which did not include normal-mode splitting functions in its
derivation. The new model has stronger isotropic velocity anomalies in the transition zone and
slightly smaller anomalies in the lowermost mantle, as compared with S362ANI. The differences
in the mid to lowermost mantle are primarily restricted to features in the southern hemisphere.
We compare the isotropic part of S362ANI+M with other recent global tomographic models and
show that the level of agreement is higher now than in the earlier generation of models, especially
1Moulik, P. and Ekstrom, G., 2014. An anisotropic shear velocity model of the Earths mantle using normal modes,
body waves, surface waves and long-period waveforms, Geophys. J Int., 199(3), 1713–1738.
corresponding author: moulik@ldeo.columbia.edu
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in the transition zone and the lower mantle. The anisotropic part of S362ANI+M is restricted to
the upper 300 km in the mantle and is similar to S362ANI. When radial anisotropy is allowed
throughout the mantle, large-scale anisotropic patterns are observed in the lowermost mantle with
vSV > vSH beneath Africa and South Pacific and vSH > vSV beneath several circum-Pacific re-
gions. The transition zone exhibits localized anisotropic anomalies of ∼3% vSH > vSV beneath
North America and the Northwest Pacific and∼2% vSV > vSH beneath South America. However,
small improvements in fits to the data on adding anisotropy at depth leave the question open on
whether large-scale radial anisotropy is required in the transition zone and in the lower mantle. We
demonstrate the potential of mode-splitting data in reducing the tradeoffs between isotropic veloc-
ity and anisotropy in the lowermost mantle for the even-degree variations. Spurious anisotropic
variations in the mid mantle are also suppressed with the addition of mode-splitting data.
3.1 Introduction
Rapid progress in imaging the Earth has been driven by the improved coverage of seismic stations
and our ability to analyze the data collected using theoretical and computational advancements.
Several recent studies have attempted to resolve the elastic structure of the mantle with increasing
detail and complexity (e.g. Kustowski et al., 2008; Houser et al., 2008; Simmons et al., 2010; Pan-
ning et al., 2010; Ritsema et al., 2011; Lekić and Romanowicz, 2011; Debayle and Ricard, 2012;
French et al., 2013; Chang et al., 2014). There is growing agreement between tomographic mod-
els of isotropic shear velocity on several large-scale features in the Earth’s mantle; most models
show similar signatures of continental roots, cooling oceanic plates, subducting slabs and large
slow-velocity ‘superplumes’ at the base of the mantle. Similarity of large-scale variations is im-
portant for demonstrating the robustness of tomographic imaging, and offers the prospect of future
agreement on smaller length scales, for which the inter-model correlations remain low (Becker &
Boschi, 2002). Discrepancies between models can either be due to limited data coverage, use of
different data sets, or modeling approaches like crustal-correction, regularization and parameter-
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ization schemes (e.g. Boschi and Dziewonski, 1999; Kustowski et al., 2007; Meier et al., 2007;
Panning et al., 2010; Ferreira et al., 2010; Burgos et al., 2014). Large-scale features in the mantle
should be more easily recovered, especially since the spectrum of mantle heterogeneity and there-
fore its signal is dominated by the long-wavelength components (Su and Dziewoński, 1991; Su and
Dziewonski, 1992). However, there remain aspects on which tomographic models differ, even in
their large-scale variations.
For example, current models disagree on the level of large-scale (∼4000 km) heterogeneity in
the transition zone and mid mantle (e.g. Ritsema et al., 2011). The transition zone influences the
ultimate fate of descending slabs and could act as a high-water-solubility filter for incompatible
elements, which would have implications for mantle geodynamics (e.g. Goes et al., 2008) and
geochemistry (e.g. Bercovici and Karato, 2003). Some tomographic studies, using body-wave
travel times, have suggested the continuity of slabs down to the lowermost mantle (e.g. Grand
et al., 1997; van der Hilst et al., 1997) although this has been a subject of debate (e.g. Boschi and
Dziewonski, 1999). Other studies have used diverse long-period data sets to show a decrease in the
strength of the anomalies in the lower mantle (e.g. Gu et al., 2001), large lateral extent of faster-
than-average anomalies at the base of the transition zone as well as depressions of the 650-km
discontinuity underlying the slab-like anomalies (Shearer and Masters, 1992; Flanagan & Shearer,
1998; Gu et al., 2003; Panning and Romanowicz, 2006; Ritsema et al., 2004; Kustowski et al.,
2008). These observations suggest an accumulation of subducted mantle material and horizontal
flattening of the slabs as proposed by Fukao et al. (1992). Improved imaging of the elastic velocity
structure may help resolve the geodynamic significance of the transition zone in modulating the
flow of material between the upper and lower mantle.
A second aspect on which models disagree is the existence and strength of large-scale radial
anisotropy in the Earth’s mantle. Disagreements persist even at the longest wavelengths and only
a few anisotropic features in the shallowest ∼200 km are consistent between various models (e.g.
Kustowski et al., 2008; Chang et al., 2014). Radial anisotropy may result from deformation mech-
anisms in the Earth, either by the crystallographic or lattice preferred orientation (CPO, LPO) of
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anisotropic minerals or by the shape preferred orientation (SPO) of distinct isotropic materials
such as in partial melt (Nicolas & Christensen, 1987; Karato, 1992; Karato et al., 2008; Mainprice
et al., 2000). The anisotropic variations can be used to address questions on mantle rheology and on
planetary-scale dynamics such as the evolution of plate motions (e.g. Gaboret et al., 2003; Becker
et al., 2003; Becker et al., 2008; Long & Becker, 2010). Various studies have reported strong or
localized anisotropy in the uppermost mantle beneath oceanic (e.g. Ekström and Dziewonski, 1998;
Panning and Romanowicz, 2006) and continental lithosphere (e.g. Gung et al., 2003; Marone &
Romanowicz, 2007; Nettles & Dziewoński, 2008) as well as in the transition zone (e.g. Fouch &
Fischer, 1996; Trampert & van Heijst, 2002; Beghein and Trampert, 2004; Chen & Brudzinski,
2003; Yuan & Beghein, 2013), mid mantle (e.g. Wookey et al., 2002; Foley & Long, 2011) and the
lowermost mantle (e.g. Kendall and Silver, 1996; Lay et al., 1998; Pulliam & Sen, 1998; Long,
2009; Nowacki et al., 2010). However, the presence of large-scale or ubiquitous anisotropy is de-
bated, especially in the transition zone and the deepest mantle (e.g. Panning & Romanowicz, 2004;
Panning and Romanowicz, 2006; Kustowski et al., 2008).
Improved resolution of these features is hampered by uneven spatial coverage from broadband
seismic stations (e.g. Romanowicz & Giardini, 2001; Romanowicz, 2003, 2008), especially in the
oceans (e.g. Wysession, 1996; Webb, 1998; Simons et al., 2009). The sampling of seismic data
is poorest in the southern hemisphere. In the case of anisotropy, resolution is also hampered by
tradeoffs between isotropic and anisotropic structure. Several studies have demonstrated that the
isotropic shear-velocity structure can contain artifacts if anisotropy is not taken into consideration
(e.g. Anderson and Dziewoński, 1982; Ekström, 2011). Kustowski et al. (2008) reported a severe
tradeoff between the radially anisotropic and isotropic variations in the lowermost mantle, even
with the inclusion of several types of diverse datasets.
It is particularly difficult to constrain heterogeneity in the transition zone and mid mantle due
to the limited localized sampling provided by most types of seismic data. Fundamental-mode
surface waves provide excellent global coverage (e.g. Trampert & Woodhouse, 1995; Laske &
Masters, 1996; Zhang & Lay, 1996; Ekström et al., 1997; Ekström, 2011) but only constrain the
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uppermost mantle, while teleseismic body waves have uneven sampling in the transition zone
(e.g. Fukao et al., 1992; van der Hilst et al., 1997; Boschi and Dziewonski, 1999). Overtones
can provide important constraints at such depths and can be included in a variety of ways. For
example, overtones can be incorporated using long-period body-wave waveforms (e.g. Woodhouse
and Dziewoński, 1984; Panning et al., 2010; Kustowski et al., 2008), since they can be thought of as
the superposition of normal-mode overtones. The spectra peaks of the normal-mode overtones can
also be processed to estimate their splitting coefficients (e.g. Woodhouse et al., 1986; Ritzwoller
et al., 1986; Giardini et al., 1988; Ritzwoller et al., 1988; Resovsky and Ritzwoller, 1998; He &
Tromp, 1996; Masters et al., 2000c; Deuss et al., 2011; Deuss et al., 2013). A third way to include
constraints from overtones is to use their dispersion observations. Some methods to specifically
isolate and constrain overtone dispersion have been developed (e.g. van Heijst & Woodhouse,
1997; Yoshizawa & Kennett, 2002a; Visser and Trampert, 2008).
An approach to address issues of resolution is to consider jointly the data sets that provide
complementary constraints on large-scale Earth structure. Several earlier studies have used di-
verse types of data for inversions of mantle heterogeneity (e.g. Dziewonski and Woodward, 1992;
Masters et al., 2000; Gu et al., 2001; Ritsema et al., 2004). This approach was also used by Kus-
towski et al. (2008) who combined long-period full waveforms (e.g. Woodhouse and Dziewoński,
1984), phase velocities of fundamental-mode surface waves (e.g. Ekström et al., 1997) and body-
wave travel times (e.g. Liu and Dziewonski, 1998) to derive the model S362ANI. One global data
set that was not included was normal-mode splitting observations (e.g. Resovsky and Ritzwoller,
1998). Modes, by their very nature, provide global coverage by integrating the volumetric effects
of heterogeneity. Normal-mode splitting data have previously been used to detect anisotropy in the
inner core (e.g. Woodhouse et al., 1986; Tromp, 1993, 1995) and to constrain isotropic velocity
in the mantle (e.g. Resovsky and Ritzwoller, 1999b; Ritsema et al., 1999; Ritsema et al., 2011;
Masters et al., 2000; Beghein et al., 2002). Other authors have used only the splitting data to invert
for the lateral variations of density (e.g. Ishii and Tromp, 1999) or azimuthal anisotropy (Beghein
et al., 2008) in the mantle.
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Here, we extend the work of Kustowski et al. (2008) by incorporating a new, large data set of
mode-splitting observations. This is the first tomographic study to exploit the sensitivity of mode-
splitting data to constrain radial anisotropy in the Earth’s mantle jointly with several other types
of data. We deliberately limit other data sets to those used by Kustowski et al. (2008); this helps
us evaluate the potential benefits of including mode-splitting observations in our inversions. The
various types of data used in this study and their modeling approaches are described in Section 3.2.
Our joint inversion framework and the new scheme to correct mode-splitting data for the crustal
variations are outlined in Section 3.3. In Section 3.4, we describe the fits to the data and features of
our models along with the comparison with other studies. We conclude, in Sections 3.5–3.6, with
a discussion of the results.
3.2 Data
3.2.1 Normal Mode Splitting Functions
Theoretical advancements in conjunction with the availability of data from large earthquakes led
to the early measurements of splitting coefficients in the 1990s (Giardini et al., 1987; Giardini
et al., 1988; Ritzwoller et al., 1988; Li et al., 1991; He & Tromp, 1996; Tromp & Zanzerkia,
1995; Resovsky and Ritzwoller, 1998; Masters et al., 2000b). In this study, we consider observa-
tions of self-coupled modes (Section 2.1.1); the small number of available cross-coupled splitting-
coefficient observations are not included (e.g. Resovsky and Ritzwoller, 1995). Most of these
self-coupled splitting-coefficient observations were made using the iterative spectral-fitting (ISF)
technique. Deuss et al. (2011) have recently estimated splitting coefficients of spheroidal modes
at periods longer than 300 seconds using the ISF technique. These new splitting data are con-
strained by a large number of event–station spectra from all MW > 7.6 as well as deep (> 100 km)
MW > 7.4 earthquakes that occurred during the period 1976–2008. In this recent study, the
splitting coefficients are determined for even spherical harmonics up to degree 14. The observed
splitting functions (equation 2.5) of the modes 1S8, 2S12, 0T10 and 1T9, with their varying sensitiv-
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ities at depth to the anisotropic shear velocities vSH , vSV and its Voigt average vS , are shown in
Figure 3.1. The spheroidal modes 2S12 and 1S8 are sensitive primarily to the vSV structure in the
upper and lower mantle, showing thereby the even-degree signatures of low-velocity ridges and
deep-mantle superplumes, respectively. In contrast, the toroidal modes 0T10 and 1T9 are sensitive
to both vSH and vSV .
Figure 3.1: The observed splitting functions of four of the modes used in this study. The data for spheroidal modes
1S8 and 2S12 are from Deuss et al. (2011) while those for toroidal modes 0T10 and 1T9 are from Resovsky and
Ritzwoller (1998). The degree-2 sensitivity kernels, (K2mi in equation (2.3)) calculated using the 1-D reference model
STW105 (Kustowski et al., 2008), are plotted here for the anisotropic shear velocities mi = vSH , vSV and its Voigt
average vS . The depth of the 410-km and 650-km discontinuities and the CMB are indicated by grey horizontal
lines. The horizontal bars beneath the velocity kernels show from top to bottom, the mode’s sensitivity to topographic




CMB). Note that the kernels are
in units of µHz and correspond to variations in δmi/mi or δh/a of 1%, where a = 6371 km and that each graph is
scaled independently.
We compile the results from several studies (Tromp & Zanzerkia, 1995; He & Tromp, 1996;
Resovsky and Ritzwoller, 1998; Deuss et al., 2011) and perform tests to select the subset of observa-
tions to be used in our inversions. We first evaluate the consistency between the splitting-function




















|F s1 (θ, φ)− F s2 (θ, φ)|dΩ
|F s1 (θ, φ)|max
, (3.2)
where F s1 and F
s
2 are splitting functions from different studies truncated at a given degree s ≤ 2l,
where l is the angular order of the mode. By limiting the expansions of the splitting functions to
certain degrees, we can focus on the consistency of features at different wavelengths. We classify
the modes common to two studies into three categories based on subjectively chosen values of ∆F
and R: ‘highly consistent’ for those exhibiting small differences (∆F < 0.15), ‘inconsistent’ for
those that have large differences (∆F ≥ 0.15) and low correlations (R < 0.6), and ‘consistent’
for the remaining modes that differ in their amplitudes (∆F ≥ 0.15) but not in their patterns
(R ≥ 0.6).
Table 3.1: Fraction of highly consistent versus total modes common to pairs of catalogs. The calculation of∆F andR
for a mode is truncated at the highest degree for which both catalogs have data available. The sources of the splitting
functions are abbreviated as follows : Deuss et al. (2011) as D11, Resovsky and Ritzwoller (1998) as R&R, He &
Tromp (1996) as HT and Tromp & Zanzerkia (1995) as TZ.
Highly consistent / Total common modes
D11 R&R HT TZ
D11 – 34/54 13/32 –
R&R 34/54 – 11/35 2/11
We analyze the agreement between pairs of studies by estimating the fraction of highly consis-
tent modes (Table 3.1). Fewer than half of the modes measured by He & Tromp (1996) and Tromp
& Zanzerkia (1995) are highly consistent with the ones measured in more recent studies (Resovsky
and Ritzwoller, 1998; Deuss et al., 2011). In contrast, the splitting functions for 34 out of 54 modes
common to Resovsky and Ritzwoller (1998) and Deuss et al. (2011) are highly consistent. Only
2 out of 11 toroidal modes common to Tromp & Zanzerkia (1995) and Resovsky and Ritzwoller
(1998) are highly consistent, and splitting functions for modes 0T4 and 1T1 are negatively corre-
lated between the studies. We therefore exclude the data from He & Tromp (1996) and Tromp
& Zanzerkia (1995) from our inversions and focus on the extensive compilations of Resovsky and
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Ritzwoller (1998) and Deuss et al. (2011), hereafter referred to as R&R and D11, respectively.
Figure 3.2: The consistency between the modes common to the two catalogs of splitting coefficients used in this study
(Resovsky and Ritzwoller, 1998; Deuss et al., 2011). The horizontal and vertical grey lines correspond to a normalized
difference 4F , as in equation (3.2), of 0.15 and correlation of 0.8, respectively. The calculations are truncated at (a)
degree 2 or done for the (b) maximum degree available in the catalogs. The number of modes in the ‘Inconsistent’,
‘Low R, High4F ’ and ‘Highly consistent’ quadrants of each figure are the following: (a) 0,7,37, (b) 5,9,30.
Since we are focusing on the elastic heterogeneity in the mantle, we exclude from our analysis
modes that have substantial sensitivity to the core: 2S3, 3S1, 3S2, 3S8, 5S2, 5S3, 6S1, 6S3 and 8S1
(Woodhouse et al., 1986; He & Tromp, 1996; Durek and Romanowicz, 1999). We also exclude
the modes 4S1, 4S2, 0T4 and 1T1, as they are negatively correlated between the various studies.
We perform inversions for lateral heterogeneity, as described in the subsequent sections, with and
without modes 0S3 and 1S2 that have low correlations (R < 0.6) between the studies. The inverted
models give better fits to the D11 data and we, therefore, exclude the R&R data for these modes
as they should be superseded by D11, owing to the expanded data set. Similar experiments do not
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Table 3.2: Data used in this chapter. Body-wave travel times indicated by HRV were measured at Harvard, those
indicated by SC at Scripps Institution of Oceanography. The sources of the splitting functions are abbreviated as
follows: Resovsky and Ritzwoller (1998) as R&R and Deuss et al. (2011) as D11.
Data (From Kustowski et al. (2008))
No. of surface-wave phase anomalies
Love waves T = 35–150 sec 55,510–83,904
Rayleigh waves T = 35–150 sec 160,470–206,560
No. of long-period waveforms
Body Waves T > 50 sec 19,117–22,522
Mantle Waves T > 125 sec 16,440–24,101
Mantle Waves T > 200 sec 939–1,062















Source (No. of modes, splitting coefficients)
Spheroidal Fundamentals R&R (18, 1191)
D11 (18, 1278)
Spheroidal Overtones R&R (28, 714)
D11 (30, 1555)
Toroidal Fundamentals R&R (18, 522)
Toroidal Overtones R&R (11, 118)
provide a clear choice for the mode 0S11 and 0S12 so we include the coefficients from both studies.
We also include the splitting coefficients of the ‘football mode’ 0S2 and the mode 2S1, which were
measured for the first time by Deuss et al. (2011). The resultant composite catalog (Table 3.2) of
splitting coefficients used in our inversions is highly consistent at degree 2 for the modes common
to R&R and D11 (Figure 3.2a). This consistency decreases for some modes at higher degrees,
especially for the modes with significant cross-coupling such as 0S11 and 4S3. However, 30 out of
the 44 modes common to the two catalogs are highly consistent even in their shorter-wavelength
(s ≥ 4) variations (Figure 3.2b).
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3.2.2 Body Wave Travel Times
We use three sets of travel-time data that were measured at a dominant period of ∼20 s and com-
piled by Kustowski et al. (2008). The first subset of arrival times was collected by Liu and Dziewon-
ski (1998) from the seismograms of 1,000 earthquakes (MW ≥ 5.5) of the period 1989–1994. The
travel-time residuals were measured by cross-correlation of the observed and synthetic seismo-
grams from PREM (Dziewoński and Anderson, 1981). This set includes absolute travel times of
phases S, SS, ScS and ScSScS as well as differential travel times of two phases such as S–SKS
and SKS–SKKS. The second subset of arrival times, measured by Woodward and Masters (1991)
and Bolton and Masters (2001) at the Scripps Institution of Oceanography (hereafter referred to as
Scripps), includes differential ScS–S and SS–S travel times. Since the Scripps data used a differ-
ent technique involving cross-correlation of the observed ScS or Hilbert-transformed SS waveform
with the S-wave part of the seismogram, Kustowski et al. (2008) performed several checks for con-
sistency between the data collected by the two groups. They concluded that the ScS–S data sets
from Scripps and Harvard were consistent with each other. A constant correction of 1.1 s needs
to be added to Scripps’s SS–S data to account for a systematic difference of ∼1.1 s between the
two sources of data. We adopt the same corrections to these data before including them in our
inversions. The third data set consists of SS–S410S, SS–S650S and S410S–S650S differential travel
times collected by Gu and Dziewonski (2002) and Gu et al. (2003) that provide constraints on the
topography of the transition-zone discontinuities. We relate these observations to the mantle elas-
tic structure as well as the topography of transition zone discontinuities using equation 2.8 (e.g.
Gu et al., 2001; Kustowski et al., 2008). The ray paths are calculated using the expressions from
Woodhouse (1981) for the 1-D reference model STW105 (Kustowski et al., 2008), while excluding
its water layer.
3.2.3 Surface Wave Dispersion
We use the compilation of phase anomalies from Kustowski et al. (2008) that includes measure-
ments of fundamental-mode Rayleigh and Love waves at nine periods between 35 and 150 seconds.
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The phase anomalies were collected from seismograms of the GSN and additional FDSN stations
over the period 1992–2001 using the technique developed by Ekström et al. (1997). This technique
is based on phase-matched filter theory and suppresses the interference of overtones using a mini-
mization scheme for the residual dispersion. The expansion of the original data set was performed
by Kustowski et al. (2008) to achieve a crossing of more than 200 rays in every 1000-by-1000 km
region on the Earth’s surface. Owing to this excellent coverage, the uppermost mantle is well sam-
pled globally by these surface-wave data. The linearized relation between the surface-wave phase
anomalies and the Earth’s structure is given by equation 2.10 and the kernels are computed from
eigenfunctions of normal modes in the 1-D reference model STW105 (Kustowski et al., 2008).
3.2.4 Mantle and Body Wave Waveforms
The waveform data are taken from the compilation of Kustowski et al. (2008) and include seis-
mograms from the years 1994–2003 of 219 well-recorded earthquakes (MW 6.5–8) and 10 great
earthquakes (MW > 8). The waveform fitting is restricted to very-long periods (T > 200 s) for
the great earthquakes. Good coverage is obtained by selecting globally either the best-recorded
events or earthquakes with different depths or magnitudes. We use the path-average approxima-
tion (Woodhouse and Dziewoński, 1984) to invert the waveforms for structure using the procedure
outlined in Section 2.4. The waveforms are constructed by the superposition of normal modes
while the sensitivity of the local eigenfrequency of a mode to the underlying structure is computed
using equation (2.12). More sophisticated numerical (e.g. Komatitsch and Tromp, 2002a,b; Liu
and Tromp, 2008) and normal-mode approaches (e.g. Li and Romanowicz, 1995) have been devel-
oped to calculate sensitivity kernels corresponding to 3-D models at global scales. Here, we follow
the classical approach from Woodhouse and Dziewoński (1984) as this allows for a very efficient
calculation of synthetic seismograms in aspherical Earth models.
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3.3 Methods
3.3.1 Corrections, Parameterization and Inversion
Since the crust is very heterogeneous in terms of its velocity, density and thickness, appropriate
corrections have to be made to the observations in Table 3.2 before inverting for mantle structure,
as the long-period data used in our analyses cannot resolve the details of the crustal structure. In
this study, the crustal effects are accounted for using the global model CRUST2.0 (Bassin et al.,
2000). The techniques of crustal corrections for the body waves, surface waves and long-period
waveforms that were used in developing the 3-D anisotropic model S362ANI (Kustowski et al.,
2008) have been summarized in Chapter 2. We use our new method of crustal corrections for the
mode-splitting data CRUST2.0 (Section 2.1.3), which accounts for the lateral variations in different
crustal discontinuities and heterogeneities.
The reference model (m0k(r)) in our study is the 1-D model STW105 and we invert for pertur-









wheremk stands for the two parameters of interest, isotropic shear velocity and radial anisotropy in
the mantle. Here, cij is the coefficient of the model corresponding to the ith radial basis functionBi
and the jth lateral basis function Sj(θ, φ). We describe the radial basis functions in terms of cubic
B-splines (Lancaster and Salkauskas, 1986) and the lateral basis functions in terms of 362 evenly
spaced spherical splines (e.g. Wang and Dahlen, 1995), as shown in Figure 3.3. We parameterize















and also solve for the 2-D topography of the 410-km and 650-km discontinuities. This parame-
terization scheme allows us to regularize independently the roughness of isotropic and anisotropic
velocity variations. Since the mode-splitting data are provided in terms of even-degree spherical
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harmonics, we use a projection matrix to convert the spline coefficients in the model to spherical-
harmonic coefficients, as described in Appendix A.
Figure 3.3: The three-dimensional parameterization of the mantle used in this study. Shown in yellow are the 16
cubic splines used to describe vertical variations in isotropic shear velocities. The top 4 cubic splines are first used
to describe the anisotropy in the upper mantle (red) and 12 more are added at depth (green) to test the resolution
of whole-mantle anisotropy by our data set. Pluses indicate knots of 362 spherical splines used to describe lateral
variations in shear-wave velocity, anisotropy and the topographies of the 410-km and 650-km discontinuities.
The model coefficients cij correspond to a finite number of basis functions and we apply dis-
crete inverse theory (e.g. Menke, 1989) to solve the inverse problem. We write the problem as
the solution to the least-squares inverse problem xLS = (ATA)−1(ATd), where xLS is a matrix
containing the best-fitting model coefficients cij . Here, d corresponds to the data and A to their
44
sensitivity to the perturbations in cij using the kernels described in Section 3.2, weighted according
to the uncertainties in the measurements. Due to imperfect data coverage and measurement errors,
and in order to stabilize the inversion, we regularize the tomographic inversions by minimizing
vertical and horizontal gradients. Since models regularized by norm damping have a tendency to
correlate with uneven data coverage (Boschi and Dziewonski, 1999), we choose not to minimize
















where wi and dj are the weights given to various types of data and damping respectively. Here, i
corresponds to the body-wave travel times, surface-wave phase anomalies, body and mantle wave-
forms, as well as the normal-mode splitting coefficients. Also, j corresponds to vertical and hor-
izontal gradients of the model (equation 3.3) and (DTD)j are the respective damping matrices,
which are calculated numerically (e.g. Boschi and Dziewonski, 1999; Gu et al., 2001; Kustowski
et al., 2008).
We then calculate the weighted least-squares solution to equation (3.5) using a standard Cholesky
factorization for positive-definite matrices (e.g. Trefethen and Bau, 1997). The weighting scheme
for the body wave travel times, surface wave phase anomalies and long-period waveforms is kept
the same as the one used for determining S362ANI (Kustowski et al., 2008). The relative weighting
of the additional data sets of mode-splitting coefficients is decided in a way that maximizes their
variance reductions without appreciably reducing the fit to the other types of data.
3.3.2 Starting model and integrated depth sensitivity
Our starting model consists of the 1-D reference model STW105 and the corresponding 3-D upper-
mantle anisotropic model S362ANI from Kustowski et al. (2008). Since the sensitivity kernels
for the long-period waveforms require a 3-D starting model, the combination of STW105 and
S362ANI is used in that calculation. The sensitivity matrices for normal-mode splitting functions,
body-wave travel times and surface-wave phase anomalies are calculated from the 1-D starting
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model STW105. We do not solve for lateral variations in density or the η parameter, which controls
the variation of compressional and shear velocities at intermediate incidence angles (Dziewoński
and Anderson, 1981). To reduce the number of free parameters, we scale the variations between
compressional and shear velocities assuming that δvPH/vPH = 0.55δvSH/vSH and δvPV /vPV =
0.55δvSV /vSV . The scaling factor of 0.55 is consistent with anomalies predicted from purely
thermal effects (Karato, 1993) and with the results from earlier tomographic studies of shear and
compressional wave velocities in the mantle (e.g. Robertson and Woodhouse, 1996). Moreover,
petrological constraints (Montagner and Anderson, 1989) suggest similar correlations between the
compressional and shear-wave velocities in the mantle. An analysis of the scaling ratios and their
resolution with our data set is beyond the scope of this study and is addressed in Chapter 4.
The various data sets provide different depth-integrated sensitivity to velocity and anisotropy
in the Earth’s mantle. To illustrate this, we compute the global average of the diagonal elements of
the weighted inner-product matrix ATA as a proxy for the sensitivity at the depth of the spline (Gu
and Dziewonski, 2002) and plot the values without any normalization (Kustowski et al., 2008) in
Figure 3.4. Compared with Kustowski et al. (2008), we also plot the sensitivities for the different
types and sources of mode-splitting data. The upper mantle at depths down to 300 km is best con-
strained by the fundamental-mode surface waves. Teleseismic body waves have peak sensitivity
at the depth of their turning point in the lower mantle, but also sample the upper mantle beneath
the sources, receivers, and the points of reflection on the surface. The sensitivity to the structure in
the transition zone is obtained from overtones, which are incorporated using the long-period wave-
forms and the overtone mode-splitting data. The lowermost mantle is best sampled by horizontally
polarized S waves diffracted at the core-mantle boundary, which are sensitive only to variations in
vSH . The SKKS–SKS and S–SKS differential travel times are sensitive to both vSH and vSV and
we give these data large weights in the inversion, like in Kustowski et al. (2008), to constrain any
anisotropic variations at the bottom of the mantle. Topography of the transition-zone discontinu-
ities is determined primarily by travel times of SS precursors. Long-period waveforms also have
significant sensitivity to perturbations in the depths of discontinuities.
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Figure 3.4: The sensitivity of different data sets is represented by the global average of the diagonal elements of the
inner-product matrix ATA for every cubic spline and for the discontinuities in the transition zone. The ATA matrices
are weighted in the same way as in the inversions. The panels on the right show cumulative sensitivities for the surface
wave, waveform, travel time and normal mode data, and for all data combined. LONG, TRAN, and VERT indicate
longitudinal, transverse, and vertical components of a seismogram, and ‘w.’ denotes waveforms. The sources of the
mode splitting functions are indicated as as follows : ‘R&R’ to Resovsky and Ritzwoller (1998) and ‘D11’ to (Deuss
et al., 2011), while ‘Fund.’ and ‘Over.’ denote fundamental and overtone modes, respectively. Note the different scale
for the topography sensitivities.
3.4 Results
We use the full data set to solve for three models of different complexity: S362ISO+M, which
includes only isotropic perturbations, S362ANI+M, which includes radial anisotropy in the upper
∼300 km like in S362ANI, and a whole-mantle anisotropic model, S362WMANI+M. The inver-
sions parallel those performed by Kustowski et al. (2008) with the difference being the addition of
the mode data sets. Key questions are then to what extent and how the models are changed as a
result of including mode constraints, and the ability of the new models as well as the earlier ones to
fit the different data sets. We first present the fits to the observations and then describe the resulting
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models in detail.
3.4.1 Fits to the data
Figure 3.5 summarizes the fits obtained for the different data sets using the new models and
S362ANI, the preferred model from Kustowski et al. (2008). All new models fit the mode-splitting
data better than S362ANI. For example, the improvement in variance reduction from S362ANI to
S362ANI+M is 13.6% for the fundamental spheroidal mode data from Deuss et al. (2011). The
fits to the three earlier data sets with the new models are very similar to those obtained with the
corresponding ones by Kustowski et al. (2008). In particular, the model S362ANI+M provides
essentially the same fits to the other data sets as S362ANI. It should be noted that S362ANI does
predict the mode-splitting data relatively well, with variance reductions in the range of ∼65–75%
for the different subsets of data. Satisfactory fits by S362ANI, a model not constrained using
mode-splitting data, can be attributed to the use of other data such as long-period waveforms that
also provide some bulk constraints on long-wavelength mantle structure.
Since different modes have varying sensitivity to isotropic and anisotropic structure (Fig-
ure 3.1), their fits with models of different anisotropic complexity (Figure 3.5) help clarify how
well the heterogeneity is constrained by the data. We observe, consistent with Kustowski et al.
(2008), that including anisotropy in the top 300 km of the upper mantle significantly improves the
fit to the surface-wave data while whole-mantle anisotropy improves the fit to some travel-time
data, especially S–SKS and SKKS–SKS. The improvements in fit to the mode-splitting observa-
tions upon adding anisotropy in the upper mantle is low, because the integrated sensitivity to elastic
structure is small for such a limited range of depths. On solving for the whole-mantle anisotropic
model, the splitting functions of spheroidal overtones (4S and 6S branches) and the high-l toroidal
fundamentals (e.g. 0T10 and 0T14) show improvements in fit. However, such improvements are
small and all three models — S362ISO+M, S362ANI+M and S362WMANI+M — provide simi-
lar fits to the mode-splitting observations. We focus on comparisons between the fits of S362ANI
and S362ANI+M.
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Figure 3.5: Variance reductions for the models in this study - whole-mantle anisotropic model S362WMANI+M (in
green), S362ANI+M with anisotropy confined to the four uppermost splines (in red), and for the model S362ISO+M
without lateral anisotropic variations (in yellow). S362ANI (Kustowski et al., 2008) was derived using all the data sets
except the splitting functions (‘NORMAL MODES’). The variance reduction was calculated separately for measure-
ments of surface-wave phase velocities at different periods, for different types of waveforms, and different types of
body-wave travel times and normal-mode splitting functions. S-FUND and T-OVER refer to spheroidal fundamental
modes and toroidal overtones respectively.
We quantify the fit between the observed and predicted splitting function by calculating the
correlation (R) and normalized difference (4F ) for all available degrees. We cross-plot these
values for each mode in Figure 3.6, separately for the two catalogs (R&R, D11) and the models,
S362ANI and S362ANI+M. We observe that S362ANI+M provides good fits (∆F < 0.15) to
almost twice as many modes in each catalog as S362ANI. In case of the D11 data, 40 modes out
of 48 show good fits with S362ANI+M in contrast to only 23 with S362ANI. The improvements
in fit are also observed to a lesser extent for the R&R data; S362ANI+M provides good fits to 44
out of 75 modes compared to 26 with S362ANI. In general, the newer D11 data are fit better than
the R&R data with our models. However, the R&R measurements for a few modes (e.g. 1S2, 0S11,
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0S12) are more consistent with the predictions from S362ANI+M than their D11 counterparts.
Figure 3.6: The fits from the models S362ANI+M (this study) and S362ANI to the two catalogs of splitting coeffi-
cients used in this study (Resovsky and Ritzwoller, 1998; Deuss et al., 2011). The horizontal and vertical grey lines
correspond to a normalized difference4F , as in equation (3.2), of 0.15 and correlation of 0.8, respectively. The num-
ber of modes in the ‘Worst fits’, ‘Modest fits’ and ‘Good fits’ quadrants of each figure are the following: (a) 3,5,40,
(b) 5,20,23, (c) 9,22,44, (d) 12,37,26. The calculations are truncated at the maximum degree available in the catalogs.
Limitations of the data and the modeling scheme can be analyzed by identifying modes not
fit well by either S362ANI or S362ANI+M. The variance reductions for the splitting coefficients
of each mode are calculated for the two models and plotted in Figure 3.7. The spheroidal fun-
damental modes and the first overtone branch (1S) show the largest improvement in fit with
S362ANI+M. The upper-mantle-sensitive second-overtone branch (2S) and the toroidal fundamen-
tal modes show modest improvements in fit since S362ANI was already constrained well in the
upper mantle. Some modes that are difficult to measure do not show appreciable improvements in
fit from S362ANI to S362ANI+M. The fundamental mode 0S11, for example, cross-couples with
the toroidal mode 0T12 due to the Coriolis force; such effects complicate the estimation of self-
coupled splitting coefficients for either mode (Resovsky and Ritzwoller, 1999b). The mode 0S2 is
only modestly fit with S362ANI+M, which may be due to its sensitivity to density that is not mod-
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eled in this study. S362ANI+M does not provide a good fit to the mode 1S2 from the D11 catalog.
The measurements for 1S2 are inconsistent amongst various studies and this mode has some sensi-
tivity to the inner core (Deuss et al., 2011); it is unclear what explains our low fits. The reasons for
the modest fit to 2S1 are also unclear. Other mantle models constrained using mode-splitting data,
such as S20RTS, also do not show good fits for this mode (Deuss et al., 2011).
Figure 3.7: The variance reductions for the splitting coefficients for each mode are calculated for the two models
S362ANI+M (this study) and S362ANI. The coefficients from both the catalogs (Resovsky and Ritzwoller, 1998;
Deuss et al., 2011) are used while computing the variance reduction for a common mode. The predictions include the
crustal contribution to the splitting functions from our new method using CRUST2.0.
A visual comparison of the observed splitting functions of some representative modes with
those predicted by S362ANI and our model S362ANI+M, is presented in Figure 3.8. S362ANI+M
gives better fits to the splitting functions of lower-mantle-sensitive modes, such as 0S9 and 1S8,
especially at high latitudes. The data for the high-l toroidal fundamental modes such as 0T10, and
some toroidal overtones such as 1T9, which have sensitivity in the transition zone (Figure 3.1),
are also fit better with S362ANI+M than S362ANI. However, the amplitudes of the toroidal-mode
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splitting functions are not fit well by either model. S362ANI+M provides better fits than S362ANI
to the splitting data of all but four modes: 0S7, 3S9, 0T5 and 2T2 (Figure 3.7). The spheroidal modes
0S7 and 3S9 are only slightly worse fit by S362ANI+M with variance reductions of around 81%
from both models. The variance reductions for the toroidal modes 0T5 and 2T2 are low (< 56%)
for both models.
Figure 3.8: The fits to the observed splitting functions by S362ANI+M (this study) and S362ANI. The measured
splitting functions of different spheroidal (Deuss et al., 2011) and toroidal (Resovsky and Ritzwoller, 1998) modes
are plotted in the middle column. The third column contains prediction from S362ANI+M and the crustal model
CRUST2.0 while the first column contains that of S362ANI and CRUST2.0. The crustal splitting function is calculated
using a new method (Section 2.1.3). All the splitting functions are in units of µHz.
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3.4.2 Isotropic shear velocity
The isotropic shear-velocity variations in the mantle, as represented by S362ANI+M, are com-
pared to the model S362ANI (Kustowski et al., 2008) in Figure 3.9. At a depth of 50 km, the
pattern of heterogeneity in S362ANI+M is similar to S362ANI and is dominated by strong neg-
ative anomalies that are aligned with mid-ocean ridges and regions of back-arc extension. Other
upper-mantle features in S362ANI, such as mid-ocean ridge signatures down to at least 150-km
depth and strong positive anomalies at 150 km beneath continents, are also seen in S362ANI+M.
Most of the differences between the isotropic parts of the models arise at depths below 300 km.
In the transition zone, the differences between the models are in the range of one-fourth of the
anomalies themselves with generally stronger heterogeneity in the new model. The correlation
between the models does not decrease below ∼ 0.8 even in the transition zone and the mid mantle
where differences are the most substantial, indicating that the patterns of isotropic heterogeneity
are robust (Figure 3.10a).
Figure 3.9: Isotropic shear wave velocity perturbations ( δvS
v0S
) at 50, 300, 700, 1500 and 2800 km in S362ANI+M and
S362ANI. The differences are shown on the right with a color scale that is scaled 1/3 or 1/4 of the absolute variations.
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The faster-than-average velocities associated with major subduction zones that reach up to
+3% anomalies in the transition zone nearly vanish in the mid mantle. This change in hetero-
geneity is readily observed in the root-mean-square variations of the two models (Figure 3.10b).
S362ANI+M shows a more abrupt change across the 650-km boundary than S362ANI. The degree-
two anomalies in the transition zone, associated with subducted slabs in the circum-Pacific, are
stronger in power with the new model that includes mode data. In the lowermost mantle, S362ANI+M
is dominated by large-scale slow-velocity superplumes beneath the Pacific and Africa. These
anomalies are as low as –3.5% slower than average. S362ANI+M shows a Pacific superplume that
is more laterally focused than in S362ANI, while the amplitude of the imaged superplume beneath
Africa is weaker by ∼0.9% (Figure 3.9). This slight reduction in power of the isotropic anomalies
in the lowermost mantle is primarily in the long-wavelength (degree-2) variations (Figure 3.10b).
Figure 3.10: Comparisons between the isotropic parts ( δvS
v0S
) of S362ANI+M and the earlier model S362ANI. (a) The
correlations between the isotropic variations of the two models at degree 2 and for all degrees (b) The power of degree-
2 variations and the total root-mean-square (RMS) values of isotropic shear velocities in the two models (c) The power
in degree 2 and RMS values of heterogeneity in the two hemispheres for the two models.
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The differences in isotropic structure in the mid-to-lower mantle are primarily restricted to the
southern hemisphere (Figure 3.9, 3.10c) while the differences are globally distributed in the transi-
tion zone (Figure 3.10b). Owing to the global large-scale sampling of the mode splitting functions,
they are less influenced by the distribution of earthquakes and stations than other types of data.
The ray coverage of travel-time data is limited in the southern hemisphere due to the denser distri-
bution of stations on the continents. Our analysis also indicates that the additional heterogeneity in
S362ANI+M, compared to S362ANI, is primarily in the low even-degree variations (up to degree
8). Although other data such as the long-period waveforms provide some constraints on large-
scale variations, the mode-splitting data used in S362ANI+M provide more direct constraints on
the even-degree structure.
3.4.3 Comparison of isotropic velocity with other studies
A common way of assessing the resolution of model parameters in a least-squares inversion is
through its resolution matrix (e.g. Menke, 1989). Such resolution tests for the shear velocities
in the mantle and topographies of the transition zone discontinuities performed by various au-
thors (e.g. Panning and Romanowicz, 2006; Gu et al., 2003) indicate that large-scale structures in
the mantle can be recovered. A quantitative comparison between tomographic models can also
help distinguish stable features from those influenced more by data selection and other technical
choices. We invert only for the large-scale variations (degree ≤ 16) using a large compilation and
with more types of data than used in earlier studies. Therefore, standard resolution tests on our
specific modeling scheme will provide limited additional insights and we, instead, focus on ex-
amining the level of consistency in isotropic velocities across two generations (‘pre-2008’ versus
‘recent’) of shear-velocity models that were derived from different modeling approaches.
The model S20RTS, a pre-2008 model (Ritsema et al., 1999), and its successor, S40RTS (Rit-
sema et al., 2011), were obtained from measurements of fundamental-mode and overtone surface-
wave velocities, body-wave travel times, and spheroidal-mode splitting data, most of which are
sensitive primarily to the vSV structure. S40RTS, the recent model, includes an order-of-magnitude
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larger data set than S20RTS, uses crustal body-wave travel-time corrections from long-period syn-
thetic waveforms rather than from ray theory and solves for degree-40 rather than degree-20 vari-
ations in isotropic shear velocity. The second pre-2008 model, SAW642AN (Panning and Ro-
manowicz, 2006), and its successor, SAW642ANb (Panning et al., 2010), were determined us-
ing three-component surface-wave and body-wave waveforms using non-linear asymptotic mode-
coupling theory. SAW642ANb, the recent model, was developed using a new method of non-
linear crustal corrections compared to SAW642AN. Figure 3.11 shows the correlations between
the isotropic parts of S362ANI and S362ANI+M with these four models.
Figure 3.11: Correlation between the isotropic shear velocities in the recent (right) and earlier (left) generation of
models. S40RTS is a degree-40 isotropic shear-velocity model (Ritsema et al., 2011) and is an update to the degree-20
model S20RTS (Ritsema et al., 1999). SAW642ANb (Panning et al., 2010) is a whole-mantle anisotropic model and
is an update to SAW642AN (Panning and Romanowicz, 2006) using new crustal corrections.
We observe that the correlations are higher between the recent generation of models (Fig-
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ure 3.11c,d) than between the pre-2008 models (Figure 3.11a,b), especially in the lower mantle.
Specifically, the correlation between S362ANI+M and S40RTS is greater than 0.60 at all depths in
the mantle, except the shallow mid mantle. The depth-averaged correlation in the whole mantle be-
tween the two models is 0.70, an improvement of 0.04 from S20RTS and S362ANI. The degree-2
variations in the transition zone are very well correlated between the two models. The correlations
at shallower depths remain high (R ∼0.76) and are almost the same between the two generations
of models. The higher correlations in the transition zone and the mid mantle for the recent models
may be attributed to the inclusion of the mode splitting functions from Deuss et al. (2011), which
have been modeled by both S362ANI+M and S40RTS.
The correlations of SAW642ANb with the other recent models are lower in the transition zone
and in the mid mantle (Figure 3.11d). SAW642ANb has whole-mantle correlations of 0.59 with
S362ANI+M and of 0.63 to S40RTS, somewhat lower than the correlation between S362ANI+M
and S40RTS (R = 0.70). Nevertheless, these correlations are higher by 0.04–0.06 than in the
earlier generation of models. We observe a substantial increase in correlations from S362ANI and
SAW642AN to S362ANI+M and SAW642ANb (Figure 3.11b-3.11d), with lower-mantle average
improvement of 0.08. Almost all of the improved agreement occurs on going from S362ANI and
SAW642AN to S362ANI and SAW642ANb. We infer that this improvement results primarily
from the implementation of the non-linear crustal corrections in SAW642ANb rather than from
the inclusion of modes in S362ANI+M. The use of mode splitting functions in S362ANI+M gives
an additional increase in correlations with SAW642ANb in the mid to lower mantle for degree-2
variations.
Although the overall level of agreement has increased in the recent generation, some features
show exceptions to this trend. The degree-2 correlations at a depth of ∼250 km are low in the
pre-2008 models and lower yet in the recent generation of models. Rapid radial changes in the
heterogeneity occur at around 250-km depth, the details of which vary between models. The
differences lead to low correlations over a narrow range of depths.
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Figure 3.12: Power spectrum of shear-wave velocity heterogeneity in the recent models S362ANI+M (this study),
S40RTS (Ritsema et al., 2011) and SAW642ANb (Panning et al., 2010), plotted using a logarithmic color scale. The
black line in the upper panels denotes the 650-km boundary. Bottom panel shows power on a linear scale.
Another way to compare tomographic models at different wavelengths is through the analysis
of their power spectra (Figure 3.12). In the uppermost 200 km, the spectra of all recent models are
dominated by the lowest 5–6 degrees representing strong anomalies of roughly continental size. In
contrast, the power spectra are weaker and white at 250-km depth. All recent models show this
abrupt change in the strength and dominant wavelength of heterogeneity at 200-km depth. Both
S40RTS and S362ANI+M, like the earlier generation of models, show a local maximum in the
power of degree-2 anomalies in the transition zone. Amplitudes of the isotropic anomalies in this
depth range are larger than in earlier models. The differences between the models can be explained,
in part, by the split radial parameterization used in S362ANI+M, versus the continuous one used
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in S40RTS. SAW642ANb has lower power in its degree-2 component than SAW642AN at a depth
of 600 km and does not show the abrupt change in the spectrum across the 650-km discontinuity
observed in other recent models. The low correlations in the mid mantle between S362ANI+M and
SAW642ANb (Figure 3.11) could also be due to the low power in SAW642ANb at degrees higher
than five at this depth. The lower-mantle spectra are, in general, dominated by the well-correlated
degree-2 superplumes; differences exist in the odd-degree variations.
Figure 3.13: Comparisons between the anisotropic parts (δaS) of whole-mantle-anisotropic model S362WMANI+M
and the earlier model S362WMANI. (a) The correlations between the anisotropic variations of the two models at
degree-2 and for all degrees (b) The power of degree-2 variations and the total root-mean-square (RMS) values of
radial anisotropy in the two models.
3.4.4 Radial anisotropy
The anisotropy in S362ANI+M is restricted to the upper ∼300 km in the mantle and is almost
identical to that in S362ANI. Therefore, we focus here on describing the whole-mantle anisotropic
model S362WMANI+M. Figure 3.13 shows the total root-mean-square (RMS) values of anisotropic
variations in the models S362WMANI+M and S362WMANI (Kustowski et al., 2008) and their
inter-model correlations. The anisotropy in the shallowest∼300 km of the mantle in S362WMANI+M
is similar to that in the older model S362WMANI (R > 0.95; Figure 3.13a), which was con-
strained well by surface-wave dispersion and waveform data. The uppermost mantle is also the
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region of strongest radial anisotropy in the mantle with RMS lateral variations of up to ∼1.3%
(Figure 3.13b).
Figure 3.14: (a) Anisotropic velocity variations (vSH − vSV )/vS in S362WMANI+M and SAW642ANb. Average
anisotropy at each depth, as specified in < >, has been removed to eliminate the contribution from the reference
models that are different in the two models. (b) Correlation between S362WMANI+M and SAW642ANb calculated
up to spherical-harmonic degree 2 (dashed line) and 8 (solid line). (c) Correlation between isotropic and anisotropic
variations in S362WMANI+M (solid line) and SAW642ANb (dashed line) calculated up to spherical-harmonic degree
8. The dotted lines in (b) and (c) indicate the 410-km and 650-km discontinuities and the shaded areas indicate
correlations lower than –0.3 and higher than 0.3.
The consistency between anisotropic variations decreases at depths greater than 300 km. The
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correlations in anisotropy between S362WMANI and S362WMANI+M are slightly lower in the
transition zone (R ∼ 0.85) than in the uppermost mantle (Figure 3.13a). The addition of modes re-
sults in marginally stronger RMS lateral variations of anisotropy for the transition zone in S362WMANI+M
than in S362WMANI (Figure 3.13b). In the mid mantle, the degree-2 variations are negatively cor-
related between S362WMANI and S362WMANI+M and total correlations are lower than 0.6 at
some depths in the mid mantle. Differences in anisotropic variations are not only in their patterns,
as manifested by the inter-model correlations, but in their amplitudes as well. The RMS values
of anisotropic variations in the mid mantle are low in S362WMANI, and are smaller by ∼0.1 in
S362WMANI+M. In the transition zone, the variations in S362WMANI+M exceed 3% vSH > vSV
beneath North America and the Northwest Pacific and is ∼2% vSV > vSH beneath South America
(Figure 3.14a). Strong anisotropic variations in the lowermost mantle of up to 2% vSV > vSH are
located beneath the Tonga-Kermadec and New Hebrides trenches. Strong localized anomalies of
up to ∼3% vSH > vSV are also seen in the lowermost mantle beneath the Western Pacific, Alaska
and the Caribbean.
We investigate the resolution of anisotropic variations in our models by comparing them with
other studies. Our whole-mantle anisotropic model S362WMANI+M is compared with SAW642ANb,
since S40RTS, as discussed in section 3.4.2, is isotropic. At a depth of 150 km, both S362WMANI+M
and SAW642ANb exhibit strong radial anisotropy with additional vSH > vSV variations local-
ized beneath the Pacific. However, the vSH > vSV anisotropy beneath continents, reported by
Gung et al. (2003), is less evident in S362WMANI+M. The uppermost and lowermost mantle
are regions where the models S362WMANI+M and SAW642ANb are somewhat correlated (Fig-
ure 3.14b). The low-amplitude anisotropic anomalies in the mid mantle are poorly correlated
between the two models. Unlike the previous generation of anisotropic models, the correlation
in the lowermost mantle is as high as 0.8 for the degree-2 variations (R2). The better agree-
ment in degree-2 anisotropic variations holds promise for resolving the debate on the presence of
large-scale anisotropy in the lowermost mantle. However, it should be noted that the spectra of
anisotropic heterogeneities in the deep mantle are not dominated by degree-2 anomalies, unlike
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those of the isotropic heterogeneities (Section 3.4.5, Figure 3.16a-b). Therefore, too much empha-
sis should not be placed on such agreements, especially because anisotropic features in the deep
mantle are not unambiguously required to fit the data (Figure 3.5). Apart from the differences in
spectral content, anisotropic features are also spatially uncorrelated with isotropic anomalies in
both SAW642ANb and S362WMANI+M (−0.3 < R < 0.3, Figure 3.14c).
3.4.5 Importance of inverting multiple data types
The additional constraints on mantle structure afforded by mode-splitting observations is illustrated
by comparing the data fits for the two anisotropic models from Kustowski et al. (2008), S362ANI
and S362WMANI, with those of S362ANI+M (Figure 3.15). It is noteworthy that the model
S362WMANI, which was developed together with S362ANI but allowed for radial anisotropy
throughout the mantle, provides worse fits to the mode data than either S362ANI or S362ANI+M.
We infer that S362WMANI was overparameterized given the constraints provided by the data
set used in the inversion, and that it contained spurious structure. This is in agreement with the
conclusions of Kustowski et al. (2008) who selected, based on resolution tests, the upper-mantle
anisotropic model S362ANI rather than S362WMANI as their preferred model.
The question remains whether the mode-splitting data provide sufficient constraints on anisotropic
structure to give credence to the anisotropy described by S362ANI+M or S362WMANI+M. We
perform a synthetic test, similar to the one done by Kustowski et al. (2008) but now including
mode-splitting data, to investigate whether the anisotropic variations in S362WMANI+M could be
obtained through a velocity-anisotropy tradeoff and therefore be spurious. For illustrative purposes,
we multiply the isotropic spline coefficients cij ISOS362WMANI+M by an arbitrarily chosen and exagger-
ated factor of three. The synthetic data dSYN are obtained from dSYN = A(3 × cij ISOS362WMANI+M),
where A is the data-kernel matrix. The synthetic data are inverted for a whole-mantle anisotropic
output model in the same way as we inverted the real data for S362WMANI+M. The anisotropic
structure in the output model is then an artifact and represents the leakage of the isotropic signal
into the anisotropic part of the model.
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Figure 3.15: Different data sets and corresponding variance reductions achieved by S362ANI+M (this study) and the
models S362ANI and S362WMANI from Kustowski et al. (2008). The labels are the same as that of Figure 3.5.
Figure 3.16 shows the results of this resolution test at a depth of 2800 km in the lowermost
mantle. The spurious anisotropic structure obtained by Kustowski et al. (2008) had a strong degree-
2 component (Figure 3.16f), similar to the isotropic variations at this depth (Figure 3.16a). Such
tradeoffs in degree-2 and other even degrees is diminished with the use of modes in our inversions
(Figure 3.16e). Tradeoffs persist in the odd degrees as the self-coupling splitting observations
cannot constrain odd-degree structure. Similar comparisons in the uppermost mantle (150 km)
and the transition zone (600 km) show that spurious anisotropic variations are negligible compared
to the variations in S362WMANI+M. We infer from this experiment that the inclusion of mode-
splitting data reduces the tradeoffs between isotropic and anisotropic structure at the low and even
degrees, especially in the lowermost mantle.
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Figure 3.16: Synthetic resolution test: (a,b) Isotropic and anisotropic variations in the whole-mantle anisotropic model
S362WMANI+M at a depth of 2800 km. (c) Anisotropic variations from S362WMANI obtained without mode-
splitting data. (d,e) Isotropic and anisotropic variations obtained by inverting the synthetic data predicted by the
isotropic 3(δvS/vS)S362WMANI+M input model at a depth of 2800 km. (f) Anisotropic variations obtained by inverting
all synthetic data except mode-splitting coefficients. Global averages have been removed before plotting. The spectra
of the lateral variations in each figure are plotted as a bar graph, with even degrees in grey and odd degrees in white.
The normal-mode splitting functions included in our modeling provide constraints only on
the even-degree structure. Becker & Boschi (2002) noted a consistently higher spectral power for
isotropic velocities at even rather than at odd degrees up to degree 12 in S20RTS and suggested that
splitting functions could be the cause of this pattern. The even-degree pattern is also observed in the
recent model S40RTS but not in the isotropic parts of the models S362ANI+M and SAW642ANb
(Figure 3.17), both of which include long-period waveforms. It is unclear whether this ‘zebra’
pattern is indeed a real feature of the Earth’s mantle at depths of ∼300-650 km or is caused by
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the modeling approach and the resolving power of data. We solve for an upper-mantle anisotropic
model without including the waveforms and by employing the same weighting of other datasets and
regularization as used in constructing S362ANI+M. The power spectrum of the resulting model
shows that the power of the lowest odd-degree structure (degrees 1 and 3) is diminished in the
absence of long-period waveforms. Reduced power is also seen in the higher odd degrees but
is not as systematic as seen in S40RTS; other choices such as norm damping versus smoothness
damping could perhaps explain the differences at higher degrees. We infer that the use of long-
period waveforms in S362ANI+M provide odd-degree sensitivity at the longest wavelengths not
afforded by self-coupled splitting functions.
Figure 3.17: (Top panels) The power spectrum of isotropic shear velocities in the mantle down to 800 km for
S362ANI+M, a version of S362ANI+M inverted without waveform data, and S40RTS (Ritsema et al., 2011). The
power spectrum is plotted with a logarithmic scale. (Bottom panels) The variations in power at a depth of 500 km is
shown as a bar graph, with even degrees in grey and odd degrees in white.
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3.5 Discussion
Overall, our results indicate that mode-splitting data can be fit consistently with other datasets
while providing complementary constraints on Earth’s structure. Even with the differences associ-
ated with the inclusion of modes, both S362ANI+M and S362ANI provide similar fits to the other
types of data. The isotropic parts of S362ANI and S362ANI+M are highly correlated (∼0.8 or
more) at most depths and the changes due to the inclusion of modes are rather subtle. Most of the
changes are in the amplitudes rather than in the patterns of heterogeneity. Although not described
here, our experiments with the weighting of the mode-splitting datasets reveal that they indeed
trade off with some of the body-wave travel-time datasets. This tradeoff is strongest for the SKKS-
SKS dataset where the variance reduction reduces from 47.5% with S362WMANI (Figure 3.15) to
42.7% with S362WMANI+M (Figure 3.5) when constraints from mode-splitting data are included.
The mode-splitting data require stronger heterogeneity in the transition zone, especially for the
degree-2 variations (Figure 3.18a). The most distinct features of the transition zone in S362ANI+M
are the ∼2–3% faster-than-average velocities beneath major subduction zones. In particular, the
faster-than-average anomalies associated with the South American subduction zone are more lat-
erally extensive in S362ANI+M than in S362ANI and are similar to other isotropic shear-velocity
models that incorporate normal-mode splitting functions (e.g. Ritsema et al., 2011). These features
extend horizontally for several hundreds of kilometers without continuing to the lower mantle and
have been interpreted as flattening of slabs (Fukao et al., 2001) or their accumulation in the tran-
sition zone. Such accumulation of slab material could potentially be explained by chemical buoy-
ancy of the subducted material (Ringwood & Irifune, 1988), by folding due to viscosity contrasts
(Gurnis & Hager, 1988), or resistance due to the endothermic phase change across the boundary
(Tackley et al., 1993).
The change in isotropic heterogeneity across the 650-km discontinuity, marked by a distinct
decrease in amplitude, is more abrupt in S362ANI+M than in earlier models with similar vertical
parameterizations (e.g. Gu et al., 2001; Kustowski et al., 2008) (Figure 3.18a,b). We solve for
but do not plot the lateral variations of the 410-km discontinuity as it is very similar to Kustowski
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et al. (2008). The SS-precursor data used in our inversions are the same as in Kustowski et al.
(2008), while the mode-splitting data have limited sensitivity to topographies of transition-zone
discontinuities. Therefore, S362ANI+M shows depressions in the 650-km discontinuity beneath
the slab-like anomalies that are in broad agreement with other studies (Shearer and Masters, 1992;
Flanagan & Shearer, 1998; Gu and Dziewonski, 2002; Kustowski et al., 2008; Houser et al., 2008a).
However, the trade-off between velocity and topography of transition zone discontinuities (e.g.
Gu et al., 2003) results in slightly perturbed discontinuities to compensate for the strong velocity
heterogeneity in the transition zone (Figure 3.18a). For example, the 650-km discontinuity beneath
South America is further depressed by ∼3 km in S362ANI+M as compared with S362ANI.
Lateral variations in radial anisotropy are imaged in the boundary regions of the Earth’s mantle
with varying degrees of robustness. The strongest anisotropic anomalies observed globally in the
uppermost mantle are largely devoid of tradeoffs with isotropic structure. The a-axis of dry olivine
aligns parallel to flow direction, resulting in vSH > vSV for regions with horizontal flow and
vSV > vSH for regions with vertical flow (e.g. Nicolas & Christensen, 1987; Mainprice et al.,
2000). The features in the shallowest mantle with vSH > vSV should therefore suggest a dominant
alignment of anisotropic crystals arising from horizontal flow in this ductile region of the mantle
(Becker et al., 2008). However, this simple interpretation is hindered by factors like activation of
other slip systems in wet olivine under high-stress conditions (e.g. Jung and Karato, 2001; Karato
et al., 2008; Ohuchi & Irifune, 2013), influence of melt distribution on olivine LPO (Holtzman
et al., 2003; Holtzman & Kendall, 2010), or other potential mechanisms (e.g. Greve & Savage,
2009; Faccenda et al., 2008).
The RMS amplitude of anisotropic heterogeneity is smallest in the mid mantle (1000–2400 km),
and the mode-splitting data favor an even lower RMS anisotropy with S362WMANI+M than was
imaged in S362WMANI. The absence of large-scale anisotropy in the mid mantle could be ex-
plained by diffusion creep (Karato, 1998), which would inhibit alignment of minerals in preferred
orientations (Karato, 1988). The limited anisotropy detected in the mid mantle is also consistent
with the largely isotropic behavior of its constituent minerals, perovskite and ferropericlase, at
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the relevant temperatures and pressures (e.g. Wentzcovitch et al., 2004; Li et al., 2006; Marquardt
et al., 2009).
Figure 3.18: Isotropic shear-wave velocity variations above (a) and below the 650-km discontinuity (b) and topography
of the 650-km discontinuity (c) in S362ANI and our preferred model S362ANI+M.
In the transition zone, there is hardly any agreement (R8 ∼ 0.0) on the anisotropic variations
between our whole-mantle anisotropic model S362WMANI+M and that of Panning et al. (2010).
While Panning et al. (2010) observed large-scale vSV > vSH anomalies in the transition zone
around the Pacific and associated them with subducting slabs, S362WMANI+M exhibits a variety
of features at such depths. A vSV > vSH anomaly is observed beneath South America which could
be related to the subducting plate whose isotropic signature is imaged down to ∼1000 km. Other
anisotropic anomalies with vSH > vSV are observed in the transition zone beneath North America
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and the Northwest Pacific. Only wadsleyite, the olivine-polymorph at 410–520 km, is known to
be anisotropic while its higher-pressure polymorph (ringwoodite) and majorite garnet are nearly
isotropic at transition-zone conditions (e.g. Zha et al., 1997; Mainprice et al., 2000). Therefore,
the localized anisotropy observed in S362WMANI+M at the bottom of the transition zone would
require a different mechanism. One mechanism could be the SPO of laminated garnetite sourced
from the oceanic crust of subducting plates (Karato, 1997).
In the lowermost mantle, several circum-Pacific vSH > vSV variations in S362WMANI+M
beneath Western Pacific, Alaska and the Caribbean are broadly consistent with regional studies
(e.g Lay and Young, 1991; Matzel et al., 1996; Kendall and Silver, 1996). The small-scale features
beneath the Central Pacific show mixed fast vSV or vSH , roughly in agreement with regional studies
of shear-wave splitting data (e.g Vinnik et al., 1995, 1998; Pulliam & Sen, 1998). The large-
scale vSV > vSH features may imply vertical flow in the superplumes (Panning & Romanowicz,
2004) while the circum-Pacific vSH > vSV features may imply horizontal flow in regions where
subducting slabs reach the CMB. However, such a straightforward interpretation does not explain
the strongest vSV > vSH anomalies in both S362WMANI+M and SAW642ANb observed beneath
the Tonga-Kermadec and New Hebrides trenches, which are at the edge of rather than being co-
located with the Pacific superplume. Furthermore, the experimental results disagree on the slip
systems of post-perovskite (e.g. Merkel et al., 2007; Mao et al., 2010; Miyagi et al., 2010) as well
as the role of partial melt (e.g. Kendall and Silver, 1996; Hirose et al., 1999), ferropericlase and
perovskite (e.g. Mainprice et al., 2008; Yamazaki & Karato, 2002), factors which influence greatly
the interpretation of detected anisotropy in terms of flow in the lowermost mantle.
The parameter space explored in the current study is limited; we do not explicitly consider
variations in density and impose a constant relationship between variations in compressional and
shear-wave velocities. The gravest normal modes, in particular, have additional sensitivity to den-
sity variations in the mantle due to the effects of self-gravitation (e.g. Dahlen and Tromp, 1998).
Departures from constant scaling factors have been suggested for the compressional velocities (e.g.
Su and Dziewoński, 1997; Masters et al., 2000) and density (e.g. Ishii and Tromp, 1999) in the deep
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mantle. However, several studies have shown the limited resolution provided by mode-splitting
data to density structure (e.g. Romanowicz, 2001; Kuo and Romanowicz, 2002; Resovsky and Ritz-
woller, 1999a). We performed additional inversions where density was scaled to isotropic shear
velocity with a constant scaling factor of 0.33. The correlations for both isotropic and anisotropic
variations between S362WMANI+M and the resulting model were uniformly high (R > 0.95).
This suggests that the patterns of anisotropic shear velocity are not much influenced by whether
density variations are accounted for in the inversions. A detailed analysis of the scaling ratios and
their resolution with current data sets is treated in Chapter 4.
Limitations of the theoretical approximations used in our modeling is another aspect that is
not explored in this study. We include long-period waveforms in the context of the path-average
approximation (e.g. Woodhouse and Dziewoński, 1984). Modern numerical techniques, such as the
spectral element method (e.g. Komatitsch et al., 2002) can theoretically attribute every portion of
the seismogram to heterogeneity using adjoint methods (e.g. Tarantola, 1984; Tromp et al., 2005;
Liu and Tromp, 2006, 2008). Adjoint techniques in tomography have been implemented at local
(Tape et al., 2009) and regional scales (Fichtner et al., 2009; Zhu et al., 2012), while computational
costs have impeded their application at global scales (e.g. Lekić and Romanowicz, 2011). Recent
theoretical approaches also take into account volumetric sensitivity for body waves (Dahlen et al.,
2000; Zhao et al., 2000) and surface waves (Li and Romanowicz, 1995; Marquering et al., 1996;
Yoshizawa & Kennett, 2002b; Peter et al., 2007; Lin et al., 2010). Several authors have used
such frequency-dependent sensitivity of body-wave travel times in tomographic inversions (e.g.
Montelli et al., 2004a,b; Sigloch et al., 2008; Tian et al., 2011). Recent tomographic studies using
body and surface waves have shown that similar structures can be obtained using either theory
depending on the choices of parameterization and regularization (Spetzler et al., 2002; Sieminski
et al., 2004; Boschi et al., 2006; Trampert and Spetzler, 2006) and that data coverage may be more
important than a sophisticated theory (van der Hilst and de Hoop, 2005). A more accurate theory
is clearly needed for recovering small-scale heterogeneity (e.g. Tromp et al., 2005; Chen et al.,
2007; Peter & Boschi, 2009); we focus on modeling different types of data to get complementary
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constraints for large-scale mantle structure.
3.6 Conclusions
In this study, [i] we develop a new method to invert jointly four distinct types of seismic data for
anisotropic shear velocities and discontinuity topographies in the Earth’s mantle while account-
ing accurately for the crustal structure. [ii] We show that the mode-splitting data require strong
isotropic vS heterogeneity in the transition zone and changes to the southern hemisphere in the
mid to lower mantle. [iii] We report the improved consistency between recent studies on the long-
wavelength isotropic structure, especially in the transition zone and the lower mantle. [iv] We
show that the datasets used in this study, especially the mode-splitting data, do not require radial
anisotropy in the deep mantle. [v] We demonstrate that the mode-splitting data suppress spurious
anisotropic anomalies in the mid mantle and reduce even-degree tradeoffs between anisotropic and
isotropic variations in the lowermost mantle.
The main outcome of this study is the upper-mantle anisotropic model S362ANI+M and its
isotropic and whole-mantle anisotropic versions, S362ISO+M and S362WMANI+M. Selecting
the more robust representation of Earth structure requires an integrated analysis of the data fits,
resolution tests and comparisons with other studies. Fits to the surface-wave data are clearly im-
proved by including anisotropy in the uppermost ∼300 km of the mantle; this result disfavors
purely isotropic variations in the mantle as described by S362ISO+M. Some anisotropic features
in S362WMANI+M below ∼300 km are broadly consistent with petrological constraints and re-
gional shear-wave-splitting studies. The reductions in spurious anisotropy with the addition of
mode-splitting data also lend some credence to these features. However, there is limited agree-
ment between various studies on anisotropic variations in the mantle. Also, the bulk of the data
sets used in this study do not show appreciable improvements in fit with the addition of anisotropy
in the deep mantle. We, therefore, select S362ANI+M as our preferred model in this study.
Our modeling approach can be readily extended to retrieve multi-resolution models whose
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long-wavelength components are compatible with mode-splitting data. Future work on resolving
anisotropic shear velocity will benefit from the further development and consideration of toroidal-
mode splitting functions as well as very-long-period surface-wave phase anomalies. Additional
constraints on anisotropy in the lowermost mantle will also come from expanded data sets of
travel-time measurements of phases such as SKS and SKKS. With the recent surge in the amounts
of different data (e.g. Ekström, 2011; Deuss et al., 2013), constraining anisotropic shear-velocity in
hitherto under-sampled regions of the Earth’s mantle may become an attainable goal in the future.
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Chapter 4
The relationships between large-scale
variations in shear velocity, density and
compressional velocity in the Earth’s mantle
Note: A slightly modified version of this chapter is in press with the Journal of Geophysical Research. 1
Abstract
A large data set of surface-wave phase anomalies, body-wave travel times, normal-mode split-
ting functions and long-period waveforms is used to investigate the scaling between shear ve-
locity, density and compressional velocity in the Earth’s mantle. We introduce a methodology
that allows construction of joint models with various levels of scaling complexity (%=dln ρ/dln vS ,
ν=dln vS/dln vP ), in order to detect seismological signatures of chemical heterogeneity. We demon-
strate that the datasets considered cannot be fit concurrently with a uniform ν or a positive and
uniform % throughout the mantle. The variance reductions to P-wave travel times and vP -sensitive
modes are up to 40 percent higher with our preferred model of anisotropic shear and compressional
velocity than the recent anisotropic shear-velocity model S362ANI+M, which was constructed
assuming a uniform ν throughout the mantle. Several features reported in earlier tomographic
studies persist after the inclusion of new and larger data sets; anti-correlation between bulk-sound
1Moulik, P. and Ekström, G., 2016. The relationship between large scale variations in anisotropic shear velocity,
density and compressional velocity in the Earth’s mantle, J. Geophys. Res.
corresponding author: moulik@ldeo.columbia.edu
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and shear velocities in the lowermost mantle as well as an increase in ν with depth in the lower
mantle are largely independent of the regularization scheme. When correlations between density
and shear-velocity variations are imposed in the lowermost mantle, variance reductions of several
spheroidal and toroidal modes deteriorate by as much as 40 percent. Recent measurements of the
splitting of 0S2, in particular, are largely incompatible with perfectly correlated shear-velocity and
density heterogeneity throughout the mantle. A way to significantly improve the fits to various
data sets is by allowing independent density perturbations in the lowermost mantle. Our preferred
joint model consists of denser-than-average anomalies (∼1% peak-to-peak) at the base of the man-
tle roughly coincident with the low-velocity superplumes. The relative variation of shear velocity,
density and compressional velocity in our study disfavors a purely thermal contribution to het-
erogeneity in the lowermost mantle, with implications for the long-term stability and evolution of
superplumes.
4.1 Introduction
Over the past 30 years, seismic tomography has been used extensively to make inferences about
the physical and chemical state of the Earth’s dynamic interior. Several studies have proposed
interpretations of imaged velocity anomalies in terms of temperature (e.g. Humler et al., 1993;
Faul and Jackson, 2005; Priestley and McKenzie, 2013; Dalton et al., 2014) or composition (e.g.
Lee, 2003; Trampert, 2004). Recent tomographic studies have focused on mapping the isotropic
shear-velocity structure alone (e.g. Ritsema et al., 2011; Debayle and Ricard, 2012) or jointly with
anisotropic variations in the mantle (e.g. Kustowski et al., 2008; Lekić and Romanowicz, 2011;
Moulik and Ekström, 2014; French and Romanowicz, 2014). However, other physical properties
like density (e.g. Ishii and Tromp, 1999) and compressional velocity (e.g. Su and Dziewoński, 1997;
Masters et al., 2000) provide complementary information useful for addressing several questions
in the solid Earth sciences.
The interpretation of velocity anomalies in terms of thermal and chemical variations, in par-
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ticular, has important implications for mantle geochemistry and geodynamics. The different iso-
topic signatures of mid-ocean ridge basalts (MORBs) and ocean-island basalts (OIBs) provide
compelling evidence for geochemically distinct yet accessible mantle reservoirs (e.g. Zindler and
Hart, 1986; Kellogg et al., 1999; Hofmann, 2003). While mantle convection is driven thermally
by Earth’s internal heat, its style and vigor could be influenced by large-scale chemical hetero-
geneities (e.g. Tan and Gurnis, 2007). However, the length scale (Coltice and Ricard, 1999) and
distribution (e.g. Helffrich and Wood, 2001; Davies et al., 2012) of chemical heterogeneities in
the Earth’s mantle is still a subject of debate. The lowermost mantle is a potential candidate for a
geochemical reservoir either primordial in origin (e.g. Labrosse et al., 2007), an outcome of the in-
teractions with the iron-rich outer core (e.g. Knittle and Jeanloz, 1989) or as a possible ‘graveyard’
of dense mineral assemblages sourced from the phase transformation of subducted oceanic crust at
the base of the transition zone (e.g. Christensen and Hofmann, 1994). This issue is related, but not
equivalent, to the interpretation of slow-velocity superplumes in terms of purely thermal structures
like ‘plume clusters’ (e.g. Schubert et al., 2004) versus thermochemical ‘piles’ of denser material
(e.g. Hansen and Yuen, 1988; Tackley, 1998).
The relative behavior of shear (vS), bulk sound (vφ) and compressional velocities (vP ) can be a
diagnostic for chemical heterogeneity as we have a reasonable understanding of their expected be-
havior due to thermal (e.g. Agnon and Bukowinski, 1990; Isaak et al., 1992; Anderson and Isaak,
1995) and associated anelastic effects (e.g. Karato, 1993; Karato and Karki, 2001; Matas and
Bukowinski, 2007). The variations in compressional velocity are sensitive almost equally to vari-
ations in shear velocity and bulk sound speed in the mantle (e.g. Masters et al., 2000). Several
tomographic studies have attributed the following seismic features to regions of different bulk
composition: (i) the superplumes have larger shear velocity anomalies and sharper edges than ex-
pected for an isochemical structure (e.g. Ni et al., 2002; Wang and Wen, 2007) (ii) anomalies of
shear velocity and bulk sound velocity are of the opposite sign (i.e. anticorrelated) in the lower
mantle (e.g. Su and Dziewoński, 1997; Masters et al., 2000; Ishii and Tromp, 2001) (iii) ratios
of shear and compressional velocity anomalies (ν=dln vS/dln vP ) are higher (e.g. Robertson and
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Woodhouse, 1996; Masters et al., 2000; Romanowicz, 2001; Brodholt et al., 2007) and the spread
of their distributions wider (e.g. Deschamps and Trampert, 2003) in the lower mantle than ex-
pected for thermal heterogeneity alone. The interpretation of these anomalies may require better
constraints in light of the discovery of a phase transition from perovskite to post-perovskite in the
lowermost ∼200 km of the mantle (e.g. Murakami et al., 2004; Oganov and Ono, 2004; Tsuchiya
et al., 2004). A few studies have argued that the high ν in the lower mantle could be an artifact
of ‘wavefront-healing’ in traveling waves and not due to compositional heterogeneity (e.g. Nolet
and Dahlen, 2000; Malcolm and Trampert, 2011; Davies et al., 2012). The recent splitting mea-
surements of vP -sensitive modes (Deuss et al., 2013) along with travel-time data sets (e.g. Masters
et al., 2000) can provide robust constraints on the relative behavior of shear and compressional
velocities, helping resolve the significance of compositional effects in the lowermost mantle.
In the absence of chemical variations, velocity anomalies should be proportional (i.e. corre-
lated) to temperature anomalies and hence to density anomalies in the mantle. A compositionally
distinct reservoir in the deep mantle may be expected to be intrinsically denser than the back-
ground material. The constituting dense material could result either from grain-boundary diffusion
of siderophile elements from outer core into the lower mantle (Hayden and Watson, 2007), accu-
mulation of dense eclogitic components from the subducted oceanic crust (e.g. Christensen and
Hofmann, 1994; Brandenburg and van Keken, 2007; Tackley, 2011) or from a dense primordial
layer formed early during Earth’s differentiation (e.g. Solomatov and Stevenson, 1993; Abe, 1997;
Labrosse et al., 2007). The splitting observations of normal modes provide some of the best con-
straints on intrinsic density heterogeneity in the mantle. The gravest normal modes, in particular,
have substantial sensitivity to density variations due to the effects of self-gravitation (e.g. Dahlen
and Tromp, 1998). Previous tomographic studies have arrived at contradictory results regarding
density structure in the lowermost mantle. The presence of denser-than-average anomalies at the
base of the mantle coincident with the low-velocity superplumes (i.e. anti-correlation) have been
reported primarily based on normal-mode splitting data (Ishii and Tromp, 1999, 2001). However,
subsequent studies have argued that the data sets available at the time were of insufficient quality
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for the determination of a density model independently of velocity structure (e.g. Masters et al.,
2000). Others have reported strong sensitivity of the inversions to the starting model (Resovsky
and Ritzwoller, 1999a) or trade-offs between density and velocity structure (Kuo and Romanow-
icz, 2002). The vS-ρ trade-offs have also been reported with sampling techniques applied to limited
sets of surface-wave and normal-mode data (e.g. Resovsky and Trampert, 2003). The recent occur-
rence of several large (MW ≥ 7.4) as well as deep (> 100 km) earthquakes has led to numerous
measurements of splitting in normal modes (e.g. Resovsky and Ritzwoller, 1998; Deuss et al., 2011;
Deuss et al., 2013), which could provide new constraints on the pattern of density heterogeneity in
the lowermost mantle.
The development of models that constrain multiple variables has lagged behind that of shear-
velocity models due to data limitations, modeling approximations and paucity of computational
resources. The a priori scaling relationships between elastic parameters, typically used in the
construction of shear velocity models (e.g. Kustowski et al., 2008; Ritsema et al., 2011; Moulik
and Ekström, 2014), are restrictive as they are consistent with only a thermal origin of seismic
anomalies (e.g. Karato, 1993) and impose similar patterns of heterogeneity for all parameters (e.g.
Robertson and Woodhouse, 1996). Deviations from constant scaling factors have been suggested
for the compressional velocities (e.g. Su and Dziewoński, 1997; Masters et al., 2000) and density
(e.g. Ishii and Tromp, 1999) in the deep mantle. Moreover, several studies have demonstrated that
the isotropic shear-velocity structure can contain artifacts if theoretical complexity of anisotropy
is not taken into consideration (e.g. Anderson and Dziewoński, 1982; Ekström, 2011). Kustowski
et al. (2008) reported a severe tradeoff between the radially anisotropic and isotropic variations in
the lowermost mantle, even with the inclusion of several types of diverse datasets. Similar tradeoffs
have also been reported between density and velocity structure in tomographic inversions that use
only normal-mode splitting data (e.g. Kuo and Romanowicz, 2002).
Joint analysis of complementary observations is a powerful way to diminish resolution limita-
tions and tradeoffs between parameters, allowing us to disentangle subtler signals from the data.
We follow this approach to resolve large-scale elastic parameters and discontinuity topographies
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from various types of seismic data; any residual signal or peculiarities in splitting of the gravest
normal modes can then potentially be attributed to density heterogeneities. Several earlier stud-
ies have used diverse types of data for joint inversions of shear and compressional velocities (e.g.
Dziewonski and Woodward, 1992; Masters et al., 2000; Gu et al., 2001; Ritsema et al., 2004). This
approach was also used by Moulik and Ekström (2014) who combined long-period full waveforms
(e.g. Woodhouse and Dziewoński, 1984), phase velocities of fundamental-mode surface waves
(e.g. Ekström et al., 1997), body-wave travel times (e.g. Liu and Dziewonski, 1998) and normal-
mode splitting observations (e.g. Resovsky and Ritzwoller, 1998) to derive the model S362ANI+M.
Moulik and Ekström (2014) also demonstrated the utility of normal-mode splitting data for reduc-
ing the tradeoffs between isotropic velocity and anisotropy in the lowermost mantle. S362ANI+M
was constructed without accounting for the additional sensitivity of the mode-splitting data to den-
sity structure. The approach of using constant vP -vS scaling relationships did not influence the
patterns of anisotropic shear velocity in the mantle (Kustowski et al., 2008; Moulik and Ekström,
2014; French and Romanowicz, 2014). However, amplitudes of heterogeneity as well as their pat-
terns may be affected by tradeoffs when solving independently for density and elastic parameters
in the mantle.
Here, we extend the work of Moulik and Ekström (2014) by investigating the resolution of
anisotropic velocities and density using an expanded data set that provides new constraints on
these parameters in the Earth’s mantle (Section 4.2). We construct joint models of increasing
complexity and examine the data fits a posteriori to arrive at our preferred model. This is the first
tomographic study to exploit the sensitivities of several types of seismic data to constrain jointly
the variations in shear and compressional velocity, radial anisotropy, discontinuity topographies
and density in the Earth’s mantle. A detailed analysis of the resolution of radial anisotropy with
current data sets was done by Moulik and Ekström (2014); we focus here on mapping density and
compressional velocity while building on our earlier conclusions on anisotropic structure. The
various types of data used in this study, our joint inversion framework, and the new regularization
scheme are outlined in Section 4.3. In Section 4.4, we describe our models of different complexity
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and show comparisons with other studies. We conclude, in Sections 4.5–4.6, with a discussion of
the results.
4.2 Data
We make use of a variety of data sets that provide sampling over the entire depth range of the
mantle. These data sets contain measurements of body-wave travel times, normal-mode splitting
functions, surface-wave dispersion and long-period mantle and body-wave seismograms (Table
4.1). We have expanded the compilation used in the construction of S362ANI+M (Moulik and Ek-
ström, 2014) with absolute and differential travel times of P-wave phases (e.g. Liu and Dziewonski,
1998; Masters et al., 2000), new dispersion measurements at 35–250s of fundamental-mode sur-
face waves (Ekström, 2011) as well as the splitting functions of short-period (3–10 mHz) normal
modes (Deuss et al., 2013). The forward modeling procedure and crustal correction scheme for
the different data sets are outlined elsewhere (Kustowski et al., 2007, 2008; Moulik and Ekström,
2014). Here, we briefly summarize the earlier data sets and focus primarily on updates to the
modeling scheme and analysis of new data.
4.2.1 Body Wave Travel Times
The compilation of body-wave residuals in this study comprises multiple sets of P and S-wave
travel times measured from long-period waveforms with a dominant period of ∼20 s, collected
by other authors and used in previous tomographic studies at Harvard and Scripps. The similar
frequency content and attenuation characteristics of the travel times in our compilation allow robust
estimation of the relative variations in shear and compressional velocity. In particular, we add long-
period absolute and differential travel times of the phases P and PP to the S-wave compilation used
in the construction of the anisotropic shear-velocity model S362ANI+M (Moulik and Ekström,
2014).
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Table 4.1: Data used in this chapter. Body-wave travel times indicated by HRV were measured at Harvard, those
indicated by SC at Scripps. The sources of the splitting functions are abbreviated as follows: Resovsky and Ritzwoller
(1998) as R&R, Deuss et al. (2011) as D11, and Deuss et al. (2013) as D13. The data sets that have been expanded
with new measurements compared to the compilation from Moulik and Ekström (2014) are marked in bold.
No. of surface-wave phase anomalies
Love waves (G1) T = 35–125 sec 37,120–93,032
Love waves (G1 – G5) T = 150–250 sec 55,592–75,267
Rayleigh waves (R1) T = 35–125 sec 187,090–311,516
Rayleigh waves (R1 – R5) T = 150–250 sec 139,394–145,183
No. of long-period waveforms
Body Waves T > 50 sec 19,117–22,522
Mantle Waves T > 125 sec 16,440–24,101
Mantle Waves T > 200 sec 939–1,062


















Source (No. of modes, splitting coefficients)
Spheroidal Fundamentals R&R (18, 1191)
D11 (18, 1278)
Spheroidal Overtones R&R (28, 714)
D11 (30, 1555)
D13 (72, 2964)
Toroidal Fundamentals R&R (18, 522)
Toroidal Overtones R&R (11, 118)
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The first subset of travel-time residuals was measured by cross-correlating the synthetic wave-
forms from PREM (Dziewoński and Anderson, 1981) with the observed seismograms of 1,000
earthquakes (MW ≥ 5.5) of the period 1989–1994 (Liu and Dziewonski, 1998). Both absolute
travel times of phases P, PP, S, SS, ScS and ScSScS as well as differential travel times of two
phases such as PP–P, S–SKS and SKS–SKKS were collected. The second data set consists of
SS–S410S, SS–S650S and S410S–S650S differential travel times that provide constraints on the to-
pography of the transition-zone discontinuities (Gu and Dziewonski, 2002; Gu et al., 2003). The
third subset of arrival times, measured at Scripps by Woodward and Masters (1991) and Bolton
and Masters (2001), includes differential ScS–S and SS–S travel times. This set also includes∼20
000 differential PP–P travel times measured from long-period waveforms by Masters et al. (2000).
The Scripps data used a different technique involving cross-correlation of the observed ScS or
Hilbert-transformed SS and PP waveform with the S- or P-wave part of the seismogram. While
the coverage provided for SS–S and ScS–S data are comparable between the two groups, Scripps’s
PP–P data is more extensive than Harvard’s and has better coverage in the Southern Hemisphere
(Figure 4.1a–c).
We performed tests for consistency of the PP–P data sets to assess any systematic bias in the
measurements; these experiments parallel those performed by Kustowski et al. (2008) for the S-
wave data. The ScS–S data sets from Scripps and Harvard were consistent with each other while
a constant correction of 1.1 s needs to be added to Scripps’s SS–S data to account for a systematic
difference of ∼1.1 s between the two sources of data (Kustowski et al., 2008). Our calculations
of bin-averaged residuals from the PP–P data sets reveal a similar amount of discrepancy for the
rays traversing overlapping paths. We therefore apply the same baseline correction of 1.1 s to
Scripps’s PP–P and SS–S data before including them in our inversions. The corrections remove
any systematic bias in the various subsets of data as is evident from the lack of any curvature in
scatter plots of the corrected residuals (Figure 4.1d). We have performed trial inversions to examine
the impact of baseline corrections on our results. The uncorrected Scripps’s PP–P residuals require
faster (∼0.4 percent) compressional velocities than our reference model at their turning depths in
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the lower mantle and slower (∼0.2 percent) velocities in the upper mantle. The baseline correction
of 1.1 s added to Scripps’s PP–P data reduces dramatically the degree-0 vP perturbations to within
±0.1 percent in most parts of the mantle.
Figure 4.1: Travel-time residuals averaged in 5-by-5-degree cells and plotted at the source-receiver midpoint. (a) All
PP–P data. (b) All SS–S data. (c) All ScS–S data. (d) Scatter plots of the residuals from Harvard (HRV) and Scripps
that have similar source-receiver configuration. A baseline shift of 1.1 s was added to the SS–S and PP–P residuals
measured at Scripps in Figures 1a, 1b, and 1d, as discussed in Section 4.2. All the travel-time residuals are corrected
for the effects of CRUST2.0 and Earth’s ellipticity.
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4.2.2 Normal Mode Splitting Functions
We update the long-period (< 3 mHz) compilation used in the construction of S362ANI+M (Moulik
and Ekström, 2014) with newer measurements of short-period (3–10 mHz) mode-splitting data.
The splitting of a normal mode can be treated in isolation (self-coupling) or in resonance with
other modes (cross-coupling). The self-coupled splitting functions included in this study pro-
vide constraints only on the even-degree components of the long-wavelength heterogeneity. While
cross-coupling can provide sensitivity also to the odd degrees (e.g. Resovsky and Ritzwoller, 1995),
we do not consider the small number of available cross-coupled splitting-coefficient observations
in our modeling.
Figure 4.2: The observed splitting functions of four of the modes used in this study. The variance reductions provided
by the recent anisotropic shear velocity model S362ANI+M are specified in the brackets [...]. The data for spheroidal
modes 0S2 and 5S4 are from Deuss et al. (2011), 15S16 from (Deuss et al., 2013) while those for the toroidal mode 1T3
are from Resovsky and Ritzwoller (1998). The degree-2 sensitivity kernels, calculated using the 1-D reference model
STW105 (Kustowski et al., 2008), are plotted here for density and the Voigt average shear and compressional velocities.
Note that anisotropic kernels are employed in the inversions (Section 4.3.1) and the isotropic kernels plotted here are
for illustration purposes only. The depth of the 410-km and 650-km discontinuities and the CMB are indicated by grey
horizontal lines. The horizontal bars beneath the velocity kernels show, from top to bottom, the mode’s sensitivity to




CMB). Note that the
kernels are in units of µHz and correspond to variations in δmi/mi or δh/a of 1%, where a = 6371 km and that each
graph is scaled independently.
The first subset of mode-splitting observations is that of long-period (< 3 mHz) normal modes
measured by other authors using the iterative spectral-fitting (ISF) technique (e.g. Giardini et al.,
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1987). Moulik and Ekström (2014) analyzed the long-period measurements from several studies
for consistency and selected a subset that was used in the construction of S362ANI+M. This subset
consists of splitting-coefficient observations from Deuss et al. (2011) and Resovsky and Ritzwoller
(1998) excluding the modes that have substantial sensitivity to the core (2S3, 3S1, 3S2, 3S8, 5S2,
5S3, 6S1, 6S3 and 8S1) and the ones with low level of consistency between various studies (0S3,
1S2, 4S1, 4S2, 0T4 and 1T1). Several long-period fundamental spheroidal modes (e.g. 0S2, 0S3) and
toroidal overtones are sensitive to density variations in the mantle. The modes 0S2 and 1T3, for ex-
ample, have comparable or marginally higher sensitivity to density than to velocities in most of the
lower mantle (Figure 4.2). Although the long-period modes are mostly sensitive to shear velocity
and density, several modes in the 4th and 5th overtone branch (4S3, 5S4, 5S5 and 5S6) are sensitive
largely to compressional velocities in the mantle. The second subset of splitting coefficients consist
of 72 short-period (3–10 mHz) spheroidal overtones that have been measured recently by Deuss
et al. (2013) using the ISF technique. This set includes the splitting functions of 45 short-period
vP -sensitive modes that provide additional constraints on the even-degree compressional velocity
structure.
4.2.3 Surface Wave Dispersion
This data set consists of minor- and major-arc arrivals (R1, R2; G1, G2) of Love and Rayleigh
waves from the extensive compilation used in deriving the recent dispersion model GDM52 (Ek-
ström, 2011). The phase anomalies were measured on the seismograms from the years 2000–2009
of 3330 shallow (h < 50 km) earthquakes (MW ≥ 5.5) recorded on 258 stations of the Global Seis-
mographic Network (GSN), Geoscope, the Canadian National Seismograph Network and other re-
gional networks. The measurement technique for the phase anomalies follows closely the method
outlined in Ekström et al. (1997), which is based on phase-matched filtering and minimizes the
residual dispersion between an observed seismogram and a synthetic fundamental-mode surface
wave seismogram calculated using PREM. In this study, we have extended the procedure used by
Ekström (2011) to measure dispersion of higher-orbit surface waves (R3–R5; G3–G5). While the
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assumption that rays travel along the great circle connecting the source and receiver may become
less valid with increasing path length (e.g. Woodhouse and Wong, 1986), our experiments suggest
that higher orbits are particularly useful for constraining even-degree structure in the transition
zone. Although Ekström (2011) measured dispersion at periods down to 25 s, we restrict our anal-
ysis to the measurements between 35–250 seconds as the short-period (25–32s) fundamental-mode
surface waves are sensitive primarily to crustal structure. The final compilation consists of mea-
surements of minor-arc fundamental-mode Rayleigh and Love waves (R1, G1) at eleven periods
between 35 and 250 seconds along with major-arc (R2, G2) and higher orbit (R3–R5; G3–G5)
measurements at 150, 200 and 250 seconds. Owing to the excellent coverage, the uppermost man-
tle is well sampled globally by these surface-wave data and the inversions are largely independent
of the regularization scheme.
Several corrections are applied to the observed phase anomalies (δφobs) for a given source–
receiver path before employing the corrected measurements (δφcorr) in our inversions. The cor-
rected phase anomalies can be expressed as
δΦcorr = δΦobs − (δΦζ + δΦref,ellip + δΦcrust), (4.1)
where δΦref,ellip denotes correction due to different reference models and Earth’s hydrostatic ellip-
ticity while δΦζ represents the correction for azimuthal variations in surface-wave phase slowness.
The crustal correction involves a non-linear scheme that computes local phase velocities for the
reference model overlain by CRUST2.0 structure and then calculates the integrated phase anomaly
along each source–receiver path (δΦcrust). The corrected phase anomalies can be then be attributed









where the subscript ‘0’ denotes the values from the reference model, and is derived using the
approximation 1/(1 + δc/c0) ≈ 1 − δc/c0 that is valid for small perturbations in phase velocity
(δc/c0).
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In contrast to our earlier tomographic studies (Kustowski et al., 2008; Moulik and Ekström,
2014), we also correct the phase anomalies for the effects of Earth’s ellipticity and account for
azimuthally varying phase slowness in Rayleigh waves. The correction for Earth’s ellipticity and









Y 00 (θ, φ) + c
e Y 02 (θ, φ)
]
ds, (4.3)
where ce represents the theoretical contribution of ellipticity (Dahlen and Tromp, 1998) while cPREM
and cref are the phase velocities from PREM and the reference model employed in our tomographic
inversion (Section 4.3.1), respectively. The azimuthal variations in Love- and Rayleigh-wave phase
velocity (or slowness) can be described by patterns having twofold or fourfold azimuthal symme-
try with respect to the propagation azimuth from the North ζ (Smith and Dahlen, 1973). While
most authors consider only the twofold (2ζ) anisotropy of Rayleigh waves in their analysis (e.g.
Nishimura and Forsyth, 1989; Maggi et al., 2006), some studies have argued that other types of
variations may be resolved in both Love and Rayleigh wave data (e.g. Trampert and Woodhouse,
2003; Visser and Trampert, 2008). Ekström (2011) has demonstrated that only the 2ζ azimuthal
variations in Rayleigh waves are required by the bulk of our data and the fits do not improve sub-
stantially when other azimuthally varying terms are included. We estimate the phase anomaly due






[A(θ, φ) cos 2ζ +B(θ, φ) sin 2ζ] ds, (4.4)
where the laterally varying coefficients A(θ, φ) and B(θ, φ) describe the 2ζ azimuthal variations in
slowness with respect to the reference isotropic slowness. The coefficients are expanded in terms
of 1442 lateral splines and equation 4.4 is slightly modified to allow a smoothly varying direction
in regions near the poles (Ekström, 2006). The spline coefficients for the azimuthal corrections to
Rayleigh waves are taken from the global dispersion model GDM52 (Ekström, 2011), which was
derived using the minor- and major-arc components of our data.
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4.2.4 Mantle and Body Wave Waveforms
The long-period waveforms provide one more type of constraint on mantle heterogeneity, espe-
cially due to the overtone information contained in the body-wave part of the seismograms. The
waveform data in this study are taken from the compilation of Kustowski et al. (2008) and in-
clude seismograms from the years 1994–2003 of 219 well-recorded earthquakes (MW 6.5–8) and
10 great earthquakes (MW > 8). The waveform fitting is restricted to very-long periods (T >
200 s) for the great earthquakes. Good coverage is obtained by selecting globally either the best-
recorded events or earthquakes with different depths or magnitudes. The synthetic waveforms are
constructed by the superposition of normal modes while accounting for the sensitivity of local
eigenfrequency of a mode to the underlying structure. We employ the path-average approximation
(Woodhouse and Dziewoński, 1984) in our inversions instead of the more sophisticated numerical
(e.g. Komatitsch and Tromp, 2002a,b; Liu and Tromp, 2008) and normal-mode approaches (e.g.
Li and Romanowicz, 1995) as it allows for a very efficient calculation of synthetic seismograms
in aspherical Earth models. Such theoretical limitations and their potential implications for our
results are discussed in Section 4.5.4.
4.3 Methods
4.3.1 Parameterization
The lateral variations in our tomographic model are expressed in terms of perturbations to the 1-D









where mk stands for four anisotropic parameters and density in the mantle while we also solve
for the 2-D topography of the 410-km and 650-km discontinuities. Here, cij is the coefficient
of the model parameter corresponding to the ith radial basis function Bi and the jth lateral basis
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function Sj(θ, φ). We describe the radial basis functions in terms of cubic B-splines (Lancaster and
Salkauskas, 1986) and the lateral basis functions in terms of 362 evenly spaced spherical splines
(e.g. Wang and Dahlen, 1995), as shown in Figure 4.3. A projection matrix is used to convert
the spline coefficients in the model to spherical-harmonic coefficients appropriate for use with the
mode-splitting data (Moulik and Ekström, 2014, Appendix A).
Figure 4.3: The three-dimensional parameterization of the mantle used in this study. Density and the isotropic shear
and compressional velocities are expressed radially in terms of 16 cubic splines (Bi in equation 4.5). The top 4 cubic
splines (red) are used to describe the shear- and compressional-wave velocity as well as anisotropy in the uppermost
mantle. The rest of the upper mantle including the transition zone is described radially in terms of 4 splines (green).
The lower mantle is parameterized in terms of 5 splines in the central lower mantle (black) and 3 splines in the
lowermost mantle (cyan). Pluses indicate knots of 362 spherical splines used to describe lateral variations in shear-
wave velocity, anisotropy, density and the topographies of the 410-km and 650-km discontinuities (Sj in equation 4.5).
In case of topographies, value of the radial basis function (Bi) is set to 1.
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We solve for independent variations in density (δρ/ρ0) as well as radially anisotropic velocities in
our inversions. The shear and compressional velocities are parameterized in terms of their isotropic
(e.g. δvS/v0S = 0.5 × [δvSH/v0SH + δvSV/v0SV ]) and anisotropic components (e.g. δaS = δvSH/v0SH −
δvSV/v0SV ). This parameterization scheme allows us to regularize independently the roughness of




where mk (k=vS , vP , aS , aP , ρ, 410, 650) represent vectors of spline coefficients cij describing
the variations in isotropic shear velocity (δvS/v0S), isotropic compressional velocity (δvP/v0P ), shear
anisotropy (δaS), compressional anisotropy (δaP ), density (δρ/ρ0), topography of the 410-km and
650-km discontinuities, respectively. We do not solve for lateral variations in the η parameter,
which controls the variation of compressional and shear velocities at intermediate incidence an-
gles (Dziewoński and Anderson, 1981). Since most laboratory and tomographic studies of shear
and compressional velocities do not account for radial anisotropy in their analysis (e.g. Masters
et al., 2000; Karato and Karki, 2001), we derive Voigt average bulk sound (vφ), shear (vSiso) and
compressional (vPiso) velocities from our anisotropic models. These values are needed to compute








where ν and % are the scaling ratios appropriate for the comparisons with other studies.
4.3.2 Regularization and Inversion
Since the solution vectors for the various parameters (equation 4.6) contain model coefficients cij
corresponding to a finite number of basis functions, we apply discrete inverse theory (e.g. Menke,
1989) to solve the joint inverse problem. The aim of a typical least-squares inverse problem is
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to minimize the objective function χ2 that represents the weighted (wi) sum of squared misfits to





i , also expressed as (Ax − d)T (Ax − d) in matrix notation. Here, d
corresponds to the data in Section 4.2 andA to their sensitivity to the perturbations in cij , weighted
according to the uncertainties in the measurements. The least-squares solution for this objective
function can then be written as xLS = (ATA)−1(ATd), where xLS is a matrix containing the best-
fitting model coefficients cij . Due to imperfect data coverage and measurement errors, and in order
to stabilize the inversion, we regularize the tomographic inversions by minimizing vertical (R2v,k)
and horizontal gradients (R2h,k) for all k parameters. We choose not to minimize the norm of the
solution in our inversions as the structure in models regularized by norm damping have a tendency
to correlate with uneven data coverage (Boschi and Dziewonski, 1999).
Some modifications are made to the modeling approach in Moulik and Ekström (2014) to solve
independently for the lateral variations in shear and compressional velocity, anisotropy as well as
density in the mantle. Due to the limited and uneven coverage typically afforded by global data
sets, resolution of the various physical parameters needs to be investigated. A new regularization
scheme is adopted to impose a priori constraints on the relationship between variations in shear


















where the three additional termsR2RP ,R
2
Rρ
andR2Ra impose scaling relationships between various
pairs of parameters (vS ↔ vP , vS ↔ ρ and aS ↔ aP ) with weights γP , γρ and γa, respectively. For
example, the regularization termR2RP imposes an a priori scaling factor RP between variations in












where the volume integral is evaluated over a region such as the upper, lower or whole mantle.
The recent model S362ANI+M was constructed using constant values of RP (0.55) and Ra (0.55)
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while not accounting for density variations in the mantle (Rρ = 0). The equivalent outcome is
obtained using the new parameterization and applying RP=Ra=0.55 with high weights γP , γρ and
γa in our inversions. It is worth noting that the a priori scaling factors (e.g. RP ) used in the
regularization scheme are different than the isotropic scaling ratios (e.g. ν, equation 4.7) derived
from our anisotropic models; ν would equal the inverse ofRP andRρ would equal % in an isotropic
medium.
We adopt the same parameterization for all seven variables in the model vector x (equation 4.6)
in order to examine the influence of regularization schemes on our results. When the same param-
eterization (equation 4.5) is employed for vP and vS , the expression forR2RP reduces to
R2RP = [mvP −RP .mvS ]
T [mvP −RP .mvS ], (4.10)
in matrix notation. Similar expressions can be written for the regularization terms R2Rρ and R
2
Ra
that impose scaling relationships between other pairs of model parameters. The solution to the
















where wi and γj are the weights given to various types of data and damping respectively. Here, i
corresponds to the body-wave travel times, surface-wave phase anomalies, body and mantle wave-
forms, as well as the normal-mode splitting coefficients. Also, j corresponds to scaling constraints
defined above as well as the vertical and horizontal gradients whose damping matrices are calcu-
lated numerically (e.g. Boschi and Dziewonski, 1999; Gu et al., 2001; Kustowski et al., 2008). We
then calculate the weighted least-squares solution to equation (4.11) using a standard Cholesky fac-
torization for positive-definite matrices (e.g. Trefethen and Bau, 1997). The weighting scheme for
the long-period mode-splitting coefficients, S-wave wave travel times, surface-wave phase anoma-
lies and long-period waveforms is kept the same as the one used for determining S362ANI+M
(Moulik and Ekström, 2014). The relative weighting of the additional data sets of short-period
mode-splitting coefficients and P-wave travel times are decided in a way that maximizes their vari-
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ance reductions without appreciably reducing the fit to the other types of data.
Figure 4.4: The sensitivity of different data sets is represented by the global average of the diagonal elements of the
inner-product matrix ATA for every cubic spline and for the discontinuities in the transition zone. The ATA matrices
are weighted in the same way as in the inversions. The panels on the right show cumulative sensitivities for the surface
wave, waveform, travel time and normal mode data, and for all data combined. LONG, TRAN, and VERT indicate
longitudinal, transverse, and vertical components of a seismogram, and ‘w.’ denotes waveforms. The sources of the
mode splitting functions are indicated as as follows : ‘R&R’ to Resovsky and Ritzwoller (1998) and ‘D11’ to (Deuss
et al., 2011), while ‘Fund.’ and ‘Over.’ denote fundamental and overtone modes, respectively. Note the different scale
for the topography sensitivities.
We use results from previous studies to simplify the inverse problem. We solve for anisotropic
variations in the shallowest ∼300 km of the mantle (Figure 4.3), as the bulk of the data sets do
not require large-scale anisotropic variations in the deep mantle (Kustowski et al., 2008; Moulik
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and Ekström, 2014). The current data sets cannot constrain independently the lateral variations in
shear- and compressional-wave anisotropy. We, therefore, adopt high weights γa to ensure a con-
stant scaling and use the same scaling factors for anisotropic constraints as we do for the isotropic
variations (RP=Ra). The smoothness constraint for transition-zone topographies is the same as the
one used in the derivation of S362ANI+M. The smoothness damping is varied separately for ve-
locity and density in the upper and lower mantle; this allows incorporation of data limitations such
as the sensitivity of the mode-splitting data to only low even-degree variations in density structure.
The scaling constraints are also varied separately in the 4 different regions of the mantle: (1) upper
mantle (2) transition zone (3) central lower mantle and (4) the lowermost mantle (Figure 4.3). The
variable weighting scheme allows us to test the resolution of scaling relationships from current
data sets in various regions of the mantle.
4.3.3 Procedure for adding scaling complexity
We obtain scaling relationships from three steps that incrementally add complexity to our models:
[i] simple uniform scaling in the whole mantle (Section 4.4.1) [ii] split uniform scaling in the upper
and lower mantle (Section 4.4.1), and [iii] depth-varying scaling derived from joint tomographic
models (Sections 4.4.2–4.4.3). The first two steps involve constructing anisotropic shear velocity






ρ ) or three (split uniform






ρ ) scaling factors that describe the relative variations of compres-
sional velocity and density in the upper (UM ) and lower mantle (LM ). We choose to minimize




= γv,vSR2v,vS ) as well as anisotropy (γh,aPR
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h,aP




γv,aSR2v,aS ) to avoid the effects of smoothness regularization on their relative behavior in our mod-
els. Various combinations of velocity (RP=Ra ∈ [0, 1]) and density scaling factors (Rρ ∈ [−1, 1])
are imposed with very high weights γP , γρ and γa in our inversions. The models then exhibit spa-
tially correlated patterns of anomalies for different physical parameters and a laterally invariant ν
and %.
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In the third step, we construct joint models of density as well as anisotropic shear and com-
pressional velocities by relaxing constraints on uniform scaling ratios imposed during the earlier
steps [i–ii] in our modeling. In Section 4.4.2, we construct our preferred vP -vS model by relaxing
the constraints on uniform ν in the upper and lower mantle. In practice, this involves varying the
amount of scaling constraints (γP ) while keeping smoothness for vP and vS the same in all regions
of the mantle. This procedure is analogous to imposing similar spatial (i.e. radial and lateral)
correlations in vP and vS structure by varying the amount of their a priori covariance in our inver-
sions (e.g. Tarantola and Valette, 1982). The scaling constraints are optimized in different regions
to disfavor strong variations in ν with depth in the mantle. The procedure to obtain our preferred
density model (Section 4.4.3) involves two steps in succession: (1) varying the amount of scaling
constraints (γρ) while keeping smoothness for ρ and vS the same in all regions of the mantle, (2)
varying the smoothness of vP variations (γh,k, γv,k) using the optimal amount of scaling constraints
from step (1). A greater smoothness in ρ relative to vS structure (10 times) is imposed in our pre-
ferred model due to the poorer ability of current datasets to resolve density heterogeneity; elements
in the ATA matrix corresponding to the ρ variations are up to an order of magnitude smaller than
those of the vS variations.
4.3.4 Starting model and integrated depth sensitivity
We follow a two-step approach and choose a spherically symmetric 1-D model as our starting
model to prevent any bias in our results due to features of previous tomographic models. Since
the sensitivity kernels for the long-period waveforms require a 3-D starting model, we first invert
the other data sets using STW105 (Kustowski et al., 2008) as our 1-D starting model. Several
experiments on the regularization scheme are conducted (Section 4.4) to arrive at the preferred
range of damping parameters. The model inverted using normal-mode splitting functions, body-
wave travel times and surface-wave phase anomalies is optimized to explain most of the variance
in these data. The final model is constructed by incorporating the waveform datasets in our joint
modeling. In the first iteration of the waveform inversion, we calculate synthetic seismograms
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using the Global CMT solutions (e.g. Ekström et al., 2005) and the 3-D model derived without
the waveform data sets. We then accumulate all the data and regularization inner product matrices
and invert them jointly for the velocity structure and discontinuity topographies. The new model
is then used to determine new CMT solutions, the structural kernels are updated and accumulated,
and several iterations of the joint inversions are done till we achieve convergence in fits to all
data sets. The inversion procedure is computationally intensive since five iterations with updated
3-D starting models, comprising six sub-iterations that solve for source parameters (i.e. CMTs)
of 229 events (Section 4.2.4), are required to reach convergence in fit to our waveform data sets
(Sections 4.4.2–4.4.3).
The various data sets provide different depth-integrated sensitivity to velocity, anisotropy and
density in the Earth’s mantle. To illustrate this, we compute the global average of the diagonal el-
ements of the weighted inner-product matrix ATA as a proxy for the sensitivity at the depth of the
spline (Gu and Dziewonski, 2002) and plot the values without any normalization (Kustowski et al.,
2008) in Figure 4.4. Compared with Moulik and Ekström (2014), we also plot the sensitivities for
the different types and sources of data to compressional velocity and density. The shear veloci-
ties in the upper mantle at depths down to 300 km are best constrained by the fundamental-mode
surface waves. The long-period Rayleigh waves provide constraints on compressional velocity
and density although their peak sensitivity is shallower than that of shear velocity structure (e.g.
Dziewoński and Anderson, 1981; Antolik et al., 2003). Teleseismic body waves have peak sen-
sitivity at the depth of their turning point in the lower mantle, but also sample the upper mantle
beneath the sources, receivers, and the points of reflection on the surface. The sensitivity to the
structure from the transition zone down to the mid mantle is obtained from overtones, which are
incorporated using the long-period waveforms and the overtone mode-splitting data. The sensi-
tivity to density heterogeneity in the lower mantle is provided by the mode-splitting data, albeit
only for the even-degree components. The shear velocity in the lowermost mantle is best sampled
by horizontally polarized S waves diffracted at the core-mantle boundary, which are sensitive only
to variations in vSH . The SKKS–SKS and S–SKS differential travel times are sensitive to both
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vSH and vSV and we give these data large weights in the inversion, as was done by Kustowski
et al. (2008), to constrain any anisotropic variations at the bottom of the mantle. Topography of
the transition-zone discontinuities is determined primarily by travel times of SS precursors while
some sensitivity is also afforded by the long-period waveforms.
Figure 4.5: Variance reductions of joint models with two whole-mantle scaling factors. Values are with respect to
the variance reductions using S362ANI+M, given in brackets [...]. The fits are calculated for models with different
combinations of RP and Rρ, specified by the dots in (f), and interpolated elsewhere. The white contours outline the
best-fitting models to mode-splitting data and signify either an improvement (solid) or deterioration (dashed) in fit
of 1 percent relative to S362ANI+M. The white contour for PP–P delineates the models with the top 5 percent in
fits to data. Since the fits to Rayleigh waves change marginally in these experiments, their white contours outline
models with the top 0.1 percent in variance reduction (g–h). The star denotes the preferred values of scaling factors
determined by analyzing the overall fits to the data. Note that the color scale varies between different data sets and the
sources of data are labeled in a similar way to Figure 4.4.
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4.4 Results
We employ the full data set to solve for models with different levels of scaling complexity using
the procedure described in Section 4.3.3. We first search for optimal scaling factors, and then
extend our analysis to joint models of anisotropic velocities and density. Key questions are then to
what extent do current data sets constrain scaling factors and how much structural complexity is
required in joint tomographic models.
4.4.1 Optimal scaling factors
Figure 4.5 shows the data fits for anisotropic shear velocity models inverted with simple uniform
scaling in the whole mantle. As outlined in Section 4.3.3, various combinations of scaling fac-
tors (Rρ, RP=Ra in Figure 4.5f) are imposed in joint inversions. We examine the improvement
or deterioration in fits from our earlier anisotropic shear-velocity model S362ANI+M (Rρ=0,
RP=Ra=0.55). Similar patterns in fit for different sources of data (e.g. Figure 4.5a,b) suggest
that the whole-mantle scaling factors are resolved well by current data sets. The parameter space
of best-fitting models (i.e. diameter and aspect ratio of white curves) is indicative of the sensitivity
provided by individual data sets. Long-period Love waves (e.g. Figure 4.5g) provide limited con-
straints on scaling relationships (large diameter, small aspect ratio) while vP -sensitive modes are
more sensitive to ν than to % in the whole mantle (small diameter, large aspect ratio). We select
the optimal scaling factors based on a detailed analysis of fits to subsets of data. The fits to the
long-period normal modes do not improve when the additional complexity of scaling factors is
introduced. However, we prefer a uniform velocity scaling RP of ∼0.5 in the whole mantle so
that the fits to spheroidal and toroidal overtones do not degrade from S362ANI+M (Figure 4.5c,d).
The strongest sensitivity to compressional velocity is afforded by the use of vP -sensitive modes
and P-wave travel times. The models with the top five percent fits to PP–P travel times and the
top one percent fits to vP -sensitive modes fall in a narrow range of velocity scaling scenarios (Fig-
ure 4.5e–f). While the short-period vP -sensitive modes are fit reasonably well by S362ANI+M
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(RP=0.55) with variance reductions of 82.5 percent, a further improvement in fit of up to 7.5 per-
cent is seen with RP marginally lower than 0.5. The best fits to the PP–P data are observed at
values of RP slightly higher than 0.5, where improvements from S362ANI+M are as much as 21
percent. Since the long-period surface waves have limited sensitivity to compressional velocities,
they are fit equally well by a wider range of RP (0.4–0.6, Figure 4.5g–h).
Most data sets are fit equally well by a range of density scaling factors (Rρ) due to the lower sen-
sitivity to density than to velocity structure. The minor variations in fit to PP–P travel times with
different Rρ are primarily due to tradeoffs between velocity and density structure (Figure 4.5f).
However, several data sets provide direct sensitivity to density variations in the mantle. The short-
period vP -sensitive modes prefer joint models with positive Rρ, although a very wide range of val-
ues fit the data equally well (Figure 4.5e). The spheroidal overtones prefer positive whole-mantle
Rρ centered around a value of ∼0.3 (Figure 4.5c). The spheroidal fundamentals are generally fit
better with negative values ofRρ, although some scenarios of positive values can provide compara-
ble fits (Figure 4.5a,b). However, the bulk of best-fitting models to spheroidal fundamental modes
prefer anti-correlation between velocity and and density in at least parts of the Earth’s mantle. This
pattern is similar for both sources of spheroidal-mode splitting data and is therefore independent
of the subset of data used in our inversions (Figure 4.5a,b). The toroidal overtones also show a
preference toward negative values of Rρ, although not as clearly as the spheroidal fundamentals
(Figure 4.5d). Since the data sets have different depth-sensitivities (Figure 4.2, 4.4), the wide range
of best-fitting models could suggest a variation in Rρ with depth in the mantle (Section 4.4.3). As
the majority of mode-splitting data are compatible with Rρ of 0.3, we select it as the preferred
value of density scaling for the whole mantle.
Several vP -sensitive data sets such as the PP–P differential travel times with strong sensitivity
at their turning depths in the lower mantle are not well-fit by employing a single value of RP in
the mantle. Moreover, travel-time data sets have different depth sensitivities to vP than the mode-
splitting and Rayleigh-wave data sets. A way to improve the fits is by examining split uniform
scaling in the upper and lower mantle (Section 4.3.3). We solve independently for a different
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upper (RUMP ) and lower mantle velocity scaling ratio (R
LM
P ) while imposing a density scaling ratio
(Rρ) of 0.3 in our inversions.
Figure 4.6: Data fits for joint models with a different upper and lower mantle velocity scaling factor (RP=Ra). The
whole-mantle density scaling factor (Rρ) is constrained to be 0.3 based on the experiments in Figure 4.5. The variance
reductions are calculated for models with different combinations of upper and lower mantle RP , specified by the dots
in (f), and interpolated elsewhere. The values in brackets [...], the star and white contours are defined as in Figure 4.5.
Figure 4.6 shows the data fits from the different combinations of upper- and lower-mantle
velocity scaling ratios in the range of [0, 1]. The spheroidal fundamentals prefer high values of
RUMP (∼0.7) but are largely insensitive to scaling factor in the lower mantle (Figure 4.6a). The
long-period surface waves also prefer a high RUMP with a narrow range of possible values cen-
tered around 0.6 (Figure 4.6c). Several data sets provide sensitivity to the velocity scaling in the
lower mantle. For example, both long-period as well as the shorter-period vP -sensitive spheroidal
overtones modes prefer a lower RP of 0.4 in the lower mantle (Figure 4.6d,e). The PP–P travel
times and toroidal overtones also prefer a low RLMP along with a high R
UM
P , although the patterns
allow a slightly wider range of possible scenarios (Figure 4.6b,f). Our choice of adding complexity
based on data fits and depth sensitivities results in an anisotropic shear velocity model with the as-
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sociated scaling factors that describe the relative behavior in density (Rρ=0.3) and compressional
velocity (RUMP =0.7, R
LM
P =0.4). The improvements in fit from S362ANI+M with the inclusion of
three additional parameters are as much as 25 percent for both sources of PP–P travel times (Har-
vard: -5.5 → 18.8 %; Scripps: 25.6 → 50.2 %) while the short-period vP -sensitive modes also
show a modest improvement of∼7.5 percent. Additional complexity in the form of scaling factors
improves substantially the fit to several vP -sensitive data sets without deteriorating the fit (>1%)
to most other types of data. The SKKS-SKS, S-SKS and Scripps’s SS-S) data are slightly worse
fit (1–2.5%) with the inclusion of scaling factors, which may be due to tradeoffs between shear
and compressional velocity in the lower mantle. The overall fits to spheroidal fundamentals and
toroidal overtones also deteriorate by ∼1 percent from S362ANI+M. Variance reductions for sev-
eral modes reduce dramatically by more than 5 percent when the three scaling factors are included
(0S2: 43.3%, 0S3: 7.8%, 0S9: 5.2%, 0S10: 7.8%, 0S11:5.3%, 0T7: 6.4%, 0T8: 9%, 0T9: 7.6%, 2T2:
13%). The misfit characteristics (Figure 4.6) vary between different types of data owing to their
different depth sensitivities to structural heterogeneity. A constant scaling ratio would, therefore,
be more representative of the region that is well-sampled by the specific type of seismic data.
4.4.2 Joint vP -vS model
In order to derive depth-varying scaling relationships, we perform a large suite of joint inversions
for radially anisotropic shear and compressional velocity structure. As outlined in Section 4.3.3,
we use a constant scaling factor for density variations (Rρ=0.3) in the whole mantle and relax this
assumption in the derivation of our vP -vS model.
4.4.2.1 Robustness of the variations
The correlation and scaling ratios between vP and vS variations in the upper and lowermost mantle
are robust (Table 4.2), while constraints in the mid mantle improve when waveform data sets are
included. The vP -vS correlations and ν in the upper mantle are largely independent of the scaling
constraints imposed in our inversions; values of scaling weights γP up to 1000 times the preferred
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value (γprefP ) give similar variations. Adopting low γP (e.g. 0.1 times γ
pref
P ) results in reduced
values of vP -vS correlations with ν below 1 at depths around 300 km; this complexity in structure
does not appreciably improve (≤ 1.5 percent) the fit to any data. We found that the anti-correlation
between bulk sound and shear velocity in the lowermost mantle is largely independent of the scal-
ing regularization (γP ) in the lowermost mantle. However, the value of vP -vS correlations and ν in
the lowermost mantle is mildly dependent on γP . Our data favors a slightly negative gradient in ν
in the bottom 300 km of the mantle with stronger gradients when the scaling constraints are relaxed
(0.05–0.1 times γprefP ). Imposing vP -vS correlations in the lowermost mantle using a very high γP ,
on the other hand, leads to a substantial reduction in fit to the P-wave travel times (≥ 5 percent).
The variation of ν at mid-mantle depths (650–2000 km) is the most strongly affected by the choice
of regularization scheme in the absence of waveform data sets. Harvard’s P and PP data sets fa-
vor low ν (≤ 1) in the mid mantle with strong power in the small-scale vP heterogeneity while
the mode-splitting data give comparable fits for a variety of scaling constraints. This observation
suggests that criteria other than the fits to individual data sets are needed in evaluating whether the
inversion results are meaningful. We choose to not give additional weights to Harvard’s P and PP
data, and our scaling weights γ for mid-mantle splines (Figure 4.3) are adjusted to obtain ν ∼1.5,
a value consistent with experimentally-derived estimates from purely thermal variations at these
depths in the mantle (e.g. Karato and Karki, 2001).
Table 4.2: Suite of vP -vS models described in Section 4.4.2.1. R indicates correlation between physical parameters
and ν is the scaling ratio defined in equation 4.7. Weak, medium and strong dependence of a feature on scaling
regularization (γP ) is indicated by the number of ⊗. Small (≤2%), medium and large (≥10%) improvements in
variance reduction (4V R) to any subset of data is indicated by the number of ?. A feature is, therefore, well-
constrained if it is weakly dependent on γP (⊗) and leads to large improvements in fit (? ? ?).
region feature depth[km] γP -dependence 4V R
upper mantle R(vP ,vS) 24.4–410 ⊗ ??
upper mantle ν 24.4–410 ⊗⊗ ??
mid mantle ν 650–2000 ⊗⊗⊗ ?
lowermost mantle R(vP ,vS) 2500–2891 ⊗ ??
lowermost mantle ν 2500–2891 ⊗⊗ ??
lowermost mantle R(vφ,vS) 2500–2891 ⊗ ? ? ?
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Figure 4.7: The variance reductions from the joint vP -vS model in this study and S362ANI+M (Moulik and Ekström,
2014) for different subsets of the data. Variance reductions are calculated based on the difference between the residual
variance and the variance in mode-splitting data. Different subsets of the long-period (< 3 mHz) mode-splitting
data (Resovsky and Ritzwoller, 1998; Deuss et al., 2011) are plotted separately; short-period (3–10 mHz) spheroidal
overtone data (Deuss et al., 2013) are categorized into two categories based on their sensitivity to vP structure. The
splitting coefficients from both catalogs are used while computing the variance reduction for a common mode. The
predictions include the crustal contribution to the splitting functions from CRUST2.0.
The vP -vS model constructed without the waveforms is largely consistent with the waveform
data; median variance reductions of waveforms from the 229 earthquakes are within 4 percent of
the values afforded by S362ANI+M. Nevertheless, waveform data sets are crucial to our modeling
as they provide additional constraints on the variation of ν in the lower mantle. Most of the
constraints on ν between 650–2000 km are obtained from waveform data sets and their inclusion
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reduces the importance of strong damping towards experimentally derived values imposed in their
absence. Several data sets sensitive to vP -vS relationships in the mid mantle tend to trade off with
each other; fits to several body-wave phases bottoming at these depths (SS, P and PP) are reduced
by ∼4 percent due to the new constraints from waveform data. Such reductions in fit are expected
from the low weights of P and PP data, a choice that is informed by our limitations in modeling
absolute travel times (Section 4.5.4).
4.4.2.2 Fits to data
Our joint vP -vS model fits most of the data sets substantially better than our earlier anisotropic
shear velocity model S362ANI+M (Figure 4.7). Several vP -sensitive modes are observed to
be more weakly split with amplitudes of splitting functions substantially lower (∼50 percent)
than predicted by S362ANI+M (Figure 4.8). For example, S362ANI+M predicts splitting that
is stronger by up to ∼12 µHz for the mode 15S16, which is sensitive to vP in the whole mantle
(Figure 4.2). Our analysis suggests that an uniform whole-mantle RP (0.55) is insufficient to de-
scribe the scaling complexity in the mantle; reduced amplitude of vP heterogeneity in the lower
mantle (Figure 4.11) is needed for compatibility with the new mode-splitting data.
Our joint velocity model also gives substantial improvement in fits to several types of vP -
sensitive seismic data compared to S362ANI+M (Figure 4.7). Scripps’s PP–P differential travel
times show variance reductions of ∼60 percent, an improvement in fit of as much as 35 percent.
Absolute travel times of the phase PP also show substantial improvements in fit in the range of 25–
40 percent. The variance reduction for the direct P phase is lower (∼20 percent) than that of other
data sets; similar fits are given by other low-resolution (degree ∼18) models of vP heterogeneity
(e.g. Antolik et al., 2003; Houser et al., 2008). The short-period (3–10 mHz) mode splitting data
show the most substantial improvements in fit of as much as 40 percent with our joint vP -vS model
(Figure 4.9a). Both long (4S3,5S4) and short-period (11S10,12S7,15S15,15S16) normal modes that
exhibit the largest improvements in fit (≥ 30 percent) are sensitive primarily to vP variations in the
mantle (Figure 4.9a–b). While several long-period vP -sensitive modes like 5S4 were used in the
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construction of S362ANI+M, these measurements were fit poorly with variance reductions of less
than 60 percent (Moulik and Ekström, 2014). The independent vP variations in our model and the
related reduction in vP -vS tradeoffs may explain our better fits to these data.
The improvements in fit to the vP -sensitive data does not accompany a substantial deteriora-
tion in fit to the remaining types of data that are sensitive primarily to shear-velocity variations
in the mantle. The long-period surface waves are fit similarly by both our joint vP -vS model
and S362ANI+M (Figure 4.9a). The short-period (3–10 mHz) spheroidal overtones with their
strong sensitivity to vS variations are also fit better by our joint model. These improvements
suggest that the relative vP and vS variations are adequately captured by our modeling scheme.
However, several low-order fundamental modes (0S2, 0S3, 0T8) and toroidal overtones (1T7, 2T2,
2T4) show substantial deterioration (5–50 percent) in fit with our new model (Figure 4.9b). The
mode 0S2 shows the worst reduction in fit of around 50 percent with our joint model compared
to S362ANI+M. A shared characteristic of all of these modes is their strong sensitivity to den-
sity variations in the lower mantle (Figure 4.2). We created an extensive suite of vP -vS models
that included scenarios with anisotropic variations throughout the mantle; small-scale anisotropic
anomalies in the lowermost mantle obtained from such inversions (Moulik and Ekström, 2014) do
not improve appreciably the fits to any density-sensitive mode.
4.4.2.3 Characteristics of vP -vS variations
Figure 4.10 shows the variations in shear and compressional velocities from our preferred joint
vP -vS model compared with the shear velocity perturbations in S362ANI+M. The shear-velocity
variations in the shallowest parts of the mantle are very similar for the models both in their ampli-
tude and pattern (R≥0.9) of anomalies. The strong vP perturbations in the shallowest mantle reach
amplitudes of over 6 percent in cratonic regions and mid-ocean ridges. Most of the differences
between the shear velocities of the models arise at depths below 300 km. The heterogeneity in the
transition zone (410–650 km) is dominated by the faster-than-average anomalies associated with
major subduction zones. The shear-velocity anomalies in our joint model geographically east of
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the South American subduction zone are of slightly reduced amplitude and lateral extent than in
S362ANI+M. These differences could be due to the tradeoffs between shear and compressional
velocity structure that are reduced in this study by the use of vP -sensitive data and solving inde-
pendently for the vP and vS variations. The variations in the mid-mantle are uniformly low and
comparable between the two models. The strength of heterogeneity increases in the lowermost
mantle but is weaker than in S362ANI+M. For example, the amplitude of the low-velocity su-
perplume beneath the Pacific is weaker (∼0.3 percent) by approximately 10 percent of the total
strength of heterogeneity in S362ANI+M.
Figure 4.8: Measurements of splitting functions compared with the predictions by S362ANI+M and the joint model in
this study. The measured splitting functions of two vP -sensitive spheroidal modes (Deuss et al., 2013) are plotted in
the middle column. The third column contains prediction from our joint vP -vS model and the crustal model CRUST2.0
while the first column contains that of S362ANI+M and CRUST2.0. The crustal splitting function is calculated using
a scheme that accounts for all crustal variations and is consistent with the corrections applied to the waveforms Moulik
and Ekström (2014). All the splitting functions are in units of µHz.
The variations in compressional velocities exhibit patterns similar to those of shear velocity in
most regions of the mantle. Although the scaling constraints enforce correlations between vP and
vS heterogeneity, our experiments show that the data sets do not require substantial differences in
the patterns of their anomalies. The absolute amplitudes of the anomalies in compressional velocity
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are a factor of∼2–3 lower than that of shear velocity throughout the mantle. The peak variations in
vP reach values of up to ±4 percent in the uppermost mantle while the variations in the transition
zone are much smaller with values in the range of±1.6 percent. The strength of vP heterogeneity at
mid-mantle depths are the weakest with perturbations of less than∼0.3 percent. The vP anomalies
in the lowermost mantle are down to ∼0.8 percent slower-than-average in the superplumes. There
is, however, some spatial variability between the locations of the slow perturbations in shear and
compressional velocity in the lowermost mantle. The ring of high velocities surrounding the Pacific
basin in the lowermost mantle is also more prominent in the vP variations than in the vS model.
Figure 4.11 shows the root-mean-square (RMS) amplitudes of, and correlations between, the
variations in isotropic shear and compressional velocities from our preferred vP -vS model. The
RMS variations in shear velocities are largely independent of the scaling constraints used in the
inversion (Figure 4.11a). Our preferred model has slightly reduced (∼0.1 percent) shear-velocity
RMS variations in the transition zone and the lowermost mantle compared to S362ANI+M. How-
ever, the strength of shear-velocity heterogeneity in the transition zone is still stronger than in
the earlier model S362ANI (Kustowski et al., 2008), especially at the bottom of the transition
zone (Moulik and Ekström, 2014). The reduction in the amplitudes of shear velocity variations
is accompanied by deviations from S362ANI+M of vP heterogeneity throughout the mantle (Fig-
ure 4.11b). The constant scaling factor RP (0.55) used in the construction of S362ANI+M results
in a stronger vP heterogeneity in the lowermost mantle than is compatible with our vP -sensitive
data sets. The RMS variations of compressional velocities are ∼0.25 percent in the lowermost
mantle, almost half of that predicted by the scaling factor in S362ANI+M. The RMS strength of
the variations in compressional velocity is flatter with depth in the mantle compared to the RMS
variations in shear velocity. However, the vP heterogeneity is in fact stronger in the transition zone
and uppermost mantle compared to S362ANI+M. Strong vP heterogeneity in the uppermost man-
tle is expected from the low values (∼0.7) of the upper-mantle scaling factor RP that are preferred
by the long-period surface wave data (Figure 4.6c). The correlations between the variations in
isotropic velocities show two features that are largely independent of the regularization scheme:
106
high correlation between variations in shear and compressional velocity (Figure 4.11c) and posi-
tive correlation followed by anti-correlation in the upper and lower mantle, respectively, between
the variations in shear and bulk-sound velocity (Figure 4.11d).
Figure 4.9: The variance reductions from the joint vP -vS model in this study and S362ANI+M (Moulik and Ek-
ström, 2014) to the splitting functions of individual modes: (a) long-period (< 3 mHz) normal modes (Resovsky and
Ritzwoller, 1998; Deuss et al., 2011) (b) short-period (3–10 mHz) spheroidal overtone data (Deuss et al., 2013).
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Figure 4.10: Features of our joint vP -vS model: (a) perturbations to the Voigt-averaged isotropic shear-wave velocities
( δvS
v0S
) at various depths in the mantle from S362ANI+M and our joint vP -vS model. Also shown are the perturbations
in compressional-wave velocity as described in Section 4.4.2.3. Note that the color scale varies between the maps of
shear and compressional velocity. (b) Histograms and the median values of ν, calculated from every 10-by-10 degree
pixel with non-zero values of velocity perturbations.
4.4.3 Density variations
4.4.3.1 Sign of density anomalies in the lowermost mantle
A simple uniform scaling for density in the whole mantle (Rρ=0.3) may be incompatible with the
fundamental spheroidal mode data in general (Section 4.4.1) and with several long-period modes
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in particular (Section 4.4.2.2). A way to improve fits to splitting functions of the gravest normal
modes is to add the complexity of independent variations of density in parts of the Earth’s mantle.
The structure in the lowermost mantle, in particular, could deviate from a constant Rρ and help
explain low fits to some of these modes. We perform an experiment to evaluate whether the current
data sets can discriminate between correlation (R ≥ 0), decorrelation (R ∼ 0) or anti-correlation
(R ≤ 0) between shear velocity and density in the lowermost mantle. The analysis parallels that
performed in step (1) of Section 4.4.2.3 with the difference being the variation in the amount of
scaling constraints between shear velocity and density γρ instead of γP , while keeping smoothness
for ρ and vS the same in all regions of the mantle. The regularization for the vP variations is kept
the same as the optimal scheme found from our analysis in Section 4.4.2.3.
An unconstrained inversion (γρ=0) for density variations in the lowermost mantle leads to a
model with strong denser-than-average anomalies roughly coincident with the large-scale slow-
velocity superplumes beneath the Pacific and Africa (Figure 4.12b). The denser-than-average
anomalies in our inverted models are as much as 2 percent in the Central Pacific. The fit to the
0S2 splitting function reduces substantially when the models are constrained to have positive vS-ρ
correlations with increasing amount of damping γρ (Figure 4.12a). The variance reduction worsens
by as much as 40 percent compared to the unconstrained model (γρ=0) when a constant correla-
tion (Rρ=0.3) is imposed using a high γρ. Several other modes show similar reduction in fit with
increasing correlation between the variations in density and shear velocity (Figure 4.12c). These
results favor anti-correlation between the patterns of shear velocity and density in the lowermost
mantle and are in broad agreement with the conclusions of Ishii and Tromp (1999). Discriminat-
ing between vS-ρ decorrelation and strong anti-correlation or evaluating the amplitude of density
heterogeneity requires a more detailed set of inversions.
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Figure 4.11: The characteristics of joint vP -vS models: (a–b) root-mean-square values of the Voigt average isotropic
anomalies; (c–d) correlations between vP -vS and vφ-vS variations. Note that the correlations, denoted here by R, are
distinct from the scaling factors RP , RP and Rρ. The values from the preferred vP -vS joint model (Section 4.4.2.3)
in red curves are compared to that of S362ANI+M in dotted red, Su and Dziewoński (1997) in green and Masters et al.
(2000) in blue curves.
4.4.3.2 Preferred density model
We construct a model that allows independent variations of density in parts of the mantle in order
to provide acceptable fits to splitting functions of the gravest normal modes. We choose to impose
the constant scaling factor Rρ of 0.3 in the upper mantle with high weights γρ and focus rather on
density variations in the lower mantle; our experiments suggest that the current data sets do not
require independent variations in upper-mantle density structure. High values of the scaling weight
γρ are applied in the mid mantle to avoid strong lateral variations in density scaling ratio %, which
is not expected in this depth range due to the low RMS amplitudes of both anisotropic velocities
110
and density. We progressively reduce the scaling constraint γρ with depth in the lower mantle to
allow independent variations in regions where we have strong sensitivity to density structure from
the gravest normal modes. Since the resolution of density from mode-splitting data is limited to
the low and even degrees, we experiment with different amounts of smoothness damping (γv,ρR2v,ρ,
γh,ρR2v,ρ) in the lower mantle to select our preferred density model. In order to glean the density
signal from the data, we used higher weights for the ρ-sensitive mode 0S2 that is not fit well by
our vP -vS model (Section 4.4.2.2); this choice does not affect appreciably the pattern of density
anomalies obtained from our inversions (Section 4.5.4).
Figure 4.13 summarizes the fits obtained for the long-period mode-splitting data using our joint
models and S362ANI+M, the preferred model from Moulik and Ekström (2014). The reduction
of vS-ρ correlation in the lower mantle leads to better fits to the modes that were not fit well by
our joint vP -vS model. Our preferred density model fits the toroidal overtones up to 20 percent
better than S362ANI+M, thereby reversing the trend of lowered fits with our vP -vS model (Sec-
tion 4.4.2.2). The fits to other long-period modes either improve slightly in our density model or
remain comparable (±5 percent) to that of our joint velocity model. The only exception is the
toroidal-mode overtone 1T2 that is fit better by our vP -vS model. Although not shown here, the
fits to the other data sets of surface waves, long-period waveforms and body-wave travel times are
very similar between our joint vP -vS and vP -vS-ρ model. For example, the variance reductions
to the splitting functions do not vary by more than 2 percent for any short-period (3–10 mHz)
mode when the additional complexity of density variations in the lower mantle is included in our
inversions. When very high weights are applied to fit the 0S2 splitting function perfectly, strong
anti-correlation with shear velocity (R ≥0.5) and high RMS variations are observed for density
structure in the lowermost mantle. Moreover, variance reductions to the other types of data do
not worsen by more than 5 percent in models with strong vS-ρ anti-correlation in the lowermost
mantle. We have applied moderate weights for the 0S2 data to achieve a reasonable amount of
fit (≥30 percent) that is marginally better than afforded by S362ANI+M (28 percent) and sub-
stantially better than our joint vP -vS model (-50 percent). The analysis of data fits indicates that
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the long-wavelength density structure can be resolved independently of velocity variations in the
lowermost mantle.
Figure 4.12: (a) Variation in fits to the 0S2 splitting function for models inverting using different weights γρ for
the scaling constraints between shear velocities and density (Rρ=0.3) in the lowermost mantle (bottom 3 splines in
Figure 4.3). The curves corresponding to our preferred weights for 0S2 data (solid lines) are compared against the
ones that exclude 0S2 data (dotted) or give it 10 times our preferred weight (dashed). The corresponding curves for
the degree-2 correlations between shear velocity and density in the lowermost mantle (2610 km) are plotted in red. (b–
c) The end-member joint models for shear-velocity and density correspond to unconstrained (γρ=0) and constrained
(γρ=1011) inversions. (d) The majority of other modes show a substantial reduction in fit (0S3, 4S3, 1T3, 1T5, 1T6, 2T4,
2T8) while a couple of them show a slight improvement in fit (1T2, 1T4) when positive correlation is imposed in the
lowermost mantle. Only the modes whose variance reductions change by more than 5 percent during our experiments
in Section 4.4.3.1 are plotted.
Figure 4.14 describes the density variations from our preferred joint model of anisotropic veloc-
ities and density in the mantle. The perturbations in anisotropic shear and compressional velocity
in this model are very similar in pattern (R ≥ 0.95) to our joint vP -vS model (Section 4.4.2.3)
and are not described here. Due to the scaling constraints imposed in our inversions, the density
variations also have a pattern similar to that of the velocity heterogeneity in the upper mantle. The
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preferred vP -vS-ρ model exhibits denser-than-average anomalies in the lowermost mantle roughly
coincident with the slower-than-average superplumes. The amplitude of lower-mantle density per-
turbations are somewhat lower in our preferred model than in the unconstrained inversions in Sec-
tion 4.4.3.1 due to the additional smoothness applied to density than to velocity variations. The
positive variations in density are in the range of 1–2 percent underneath the Pacific and Africa. The
power of density heterogeneity in the lowermost 300 km of the mantle is dominated (≥80 percent)
by their degree-2 components.
Figure 4.13: The variance reductions from S362ANI+M (Moulik and Ekström, 2014) and the joint vP -vS and vP -vS-ρ
model from this study for the long-period (< 3 mHz) modes. The difference in variance reductions are shown with the
bars plotted underneath: grey bars represent the improvements with our joint vP -vS model relative to S362ANI+M
while the white bars represent the additional improvement with our vP -vS-ρ model.
The large-scale patterns of density and shear velocity gradually become dissimilar with depth
in the lower mantle, especially in their long-wavelength components. The correlations between
degree-6 variations decrease in the lower mantle and become anti-correlated in the lowermost
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mantle (Figure 4.14c). Our preferred model shows modest vS-ρ anticorrelation (R2 ∼ -0.25) in the
lowermost mantle (Section 4.5.4). This model is inverted using a depth-varying scaling constraint
(γρ) that stabilizes the inversion and provides a smooth variation in degree-6 vS-ρ correlation. The
reduction in correlation is a feature that is independent of the type and amount of scaling constraint
employed in our inversions; a variety of scaling scenarios, not shown here, give a similar trend in
our inverted models. The variation in correlation is required by both the low-order spheroidal
fundamental modes and toroidal overtones; inversions excluding either one of these subsets of
data display similar patterns in their vS-ρ correlations. Based on this suite of inverted models, the
data strongly disfavors perfect or even positive correlation (R2 >=0) between shear velocity and
density in the lowermost mantle.
Figure 4.14: Features of our preferred joint vP -vS-ρ model: (a) density perturbations ( δρρ0 ) at 50, 600, 1500 and
2800 km (b) the root-mean-square (RMS) values of the variations in shear velocity (degrees 1–18) and density (degrees
2,4, and 6) (c) the even-degree correlations (degrees 2,4, and 6) between the isotropic shear-velocity and density
variations.
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4.4.4 Statistical significance of the modeled complexities
A challenge in seismic tomography is testing the significance of additional model complexities in
contrast to a simpler model that provides a reasonably good fit to the data. The number of basis
functions in tomographic models (m=length of xLS , Section 4.3.2) provides a rough indication of
model complexity; 7964 basis coefficients were inverted during the construction of S362ANI+M
while 20996 basis coefficients have been inverted throughout this study (Table 4.12). However, the
complexity in our inverse problem is controlled both bym and the a priori regularization (e.g. Buja
et al., 1989; Hastie and Tibshirani, 1990). The amount of information extracted from observations
or the ‘effective degrees of freedom for model’ (df ) can be approximated as
df = tr(H) = tr(R), (4.12)
where H is the ‘hat’ matrix used in a variety of data mining applications and tr(·) denotes its trace
(e.g. Cardinali et al., 2004; Ye, 2012; Ruppert, 2012). In least-squares inverse problems that are
the subject of this study, H is equivalent to the resolution matrix R (Menke, 1989). Due to the
strong regularization imposed in our inversions (Section 4.3.2), the effective degrees of freedom
increases only marginally from the vP -vS model in Section 4.4.2 (df=3465.8) to our preferred
vP -vS-ρ model in Section 4.4.3.2 (df=3576.3).
When we allow additional degrees of freedom with vP and ρ variations, variance is reduced and
the reduction is systematic and large (often exceeding 50 percent) for the types of data sensitive
to a give depth range and physical parameter. In the interest of brevity, we only report statistical
significance of the improvements in fit with our vP -vS-ρ model compared to the vP -vS model (Ta-
ble 4.3). The additional 110.5 effective degrees of freedom reduce the χ2 fits to 0S2 by 2.68 times
and to all normal-mode splitting observations by 1.078 times, which is significant above the 99
per cent confidence level according to an F-test criterion (Menke, 1989). It is difficult, however, to
determine with F-tests whether an improvement in fit is statistically significant when the number
of observations is large (e.g. Panning and Romanowicz, 2006). We adopt model selection methods
that are typically used to identify preferred Markov Chain Monte Carlo models, such the Akaike
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Table 4.3: Statistical significance of the improvements in data fits with our preferred vP -vS-ρ model. Various com-
binations of normal-mode (NM), surface-wave (SW) and body-wave (TT) data are tested while considering each






i from Section 4.3.2) are significant above the 99 per cent confidence level (α=0.01) according to an
F-test criterion (Menke, 1989). The thresholds for satisfying Fα(n-df1,n-df2) are calculated for various subsets of
data, where df is the effective degree of freedom in a model from equation 4.12. Bayesian Information criteria
(BIC=χ2+ln(n) · df+c1) typically penalizes greater degrees of freedom more severely than the Akaike Information
Criterion (AICc=χ2+2·df+[2·df ·(df+1)/(n-df -1)+c2]). The constant terms c1 and c2 cancel out when comparisons
(4AICc, 4BIC) are made between candidate models using the same subsets of data. Evidence against vP -vS model
with the higher BIC is very strong (4BIC>10; Raftery, 1995) and its relative likelihood exp [−4AICc/2] is low (Burn-
ham and Anderson, 2002), compared to our preferred vP -vS-ρ model.
Models
1. vP -vS 2. vP -vS-ρ











2 1.0784 Greater than 99% (F0.01=1.0693)
4AICc 37200.4 Low relative likelihood of Model 1




2 1.0287 Greater than 99% (F0.01=1.0106)
4AICc 59013.0 Low relative likelihood of Model 1




2 1.0081 Greater than 99% (F0.01=1.0019)
4AICc 63062.6 Low relative likelihood of Model 1
4BIC 61630.7 Evidence against Model 1 very strong
information criterion (AIC: Akaike, 1974) and the Bayesian information criterion (BIC: Schwarz,
1978). BIC strongly penalizes model complexity in global tomography as it accounts explicitly
for the large number of seismic observations, which are typically considered independent. Nev-
ertheless, the relative likelihood of the simpler vP -vS model is low while the strength of evidence
against it is very strong (Table 4.3). The improvements in data fit from the additional complexity
of density variations in the lowermost mantle are, therefore, statistically very significant.
4.5 Discussion
4.5.1 Scaling Relationships
One of the applications of joint tomographic models is to compare the seismically-derived elastic
parameters and density with estimates from mineral physics. A common practice is to assume
proportionality between the lateral variations in two parameters, such as shear velocity (dlnvS)
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and density (dlnρ), and focus on the scaling factor (%) as a function of depth (%(r)). Our analysis
of inversions and data fits demonstrate that the currently available seismic data sets are able to
constrain the relative long-wavelength behavior in density, shear and compressional velocity struc-
ture. Figure 4.15a shows the variation of the scaling factors ν and % from our joint vP -vS-ρ model.
Although the scaling factors derived here are based solely on seismological observables, they are
broadly consistent with other geophysical constraints. The upper and lower mantle velocity scaling
factors are consistent with ν predicted from purely thermal effects based on experimentally-derived
scaling relationships (Karato, 1993; Karato and Karki, 2001) and petrological constraints (Mon-
tagner and Anderson, 1989). The values of ν are also in broad agreement with the results from
earlier tomographic studies of shear and compressional wave velocities in the mantle (e.g. Robert-
son and Woodhouse, 1996; Masters et al., 2000).
Figure 4.15: (a) Global estimates of the median ν and % from our preferred vP -vS-ρ joint model (Section 4.4.3.2)
in red curves compared to that of Su and Dziewoński (1997) in green and Masters et al. (2000) in blue curves. Note
that the median values are calculated using the procedure described in Figure 4.10b. (b) Lateral variations in scaling
relationships are estimated from our joint vP -vS-ρ model and reference model STW105; perturbations are relative to
the spherically-averaged values, which are given in brackets [...].
The radial scaling ratios are adequate in describing the relative behavior of velocities and den-
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sity only when their variations are perfectly correlated throughout the mantle. We have shown that
this assumption, typically used in several geophysical (e.g. Ritsema et al., 2011) and geochemical
studies, may not be valid in the lowermost mantle, especially for the density variations. Lateral
variations in scaling ratios (vS/vP , ρ/vS) from our joint three-dimensional model better represent
the scaling relationships than median values derived from the velocity (dlnvP , dlnvS) and density
perturbations (dlnρ) to our reference model (STW105). Figure 4.15 shows the lateral variations in
the scaling relationships at various depths in the mantle. The laterally varying vS/vP ratio shows a
pattern is similar to that of the S-velocity model. The ratio of density to vS is generally dominated
by the pattern of the vS anomaly since lateral variations in density are weaker than those in vS
(Figure 4.14b). The strong lateral variations (up to 3 percent) along with the low ρ-vS correlations
suggest that very limited inferences can be drawn based on a depth-averaged scaling factor in the
lowermost mantle.
4.5.2 Thermo-chemical interpretations of the lowermost mantle
In order to draw robust inferences on the lowermost mantle, we examined features of our joint
vP -vS models using a variety of regularization schemes (e.g. Section 4.4.2.1) while monitoring
the a posteriori fit to the data. Apart from the short-wavelength vP variations in the mid-mantle,
most of the scaling variations are found to be largely independent of the regularization scheme.
The anti-correlation between shear and bulk-sound velocities in parts of the lower mantle (Su and
Dziewoński, 1997; Masters et al., 2000) is found to persist even with the inclusion of new mode-
splitting data. The vS-vφ anti-correlation in our model exists only in the lowermost 800–900 km
of the mantle, roughly consistent with the results from Masters et al. (2000). The velocity scaling
factor ν increases gradually and exceeds 2.5 in the lowermost mantle; such values are too large
to be explained by purely thermal variations (Karato, 1993; Karato and Karki, 2001). The new
splitting data set of vP -sensitive modes (Deuss et al., 2013) used in our inversions also implies large
values of ν in the lowermost mantle. The experiments using various subsets of the data set and
amounts of scaling regularization suggest that the variation of ν is resolved well in the lowermost
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mantle. Since mode-splitting data are expected to be less influenced by the effects of wavefront
healing, high ν for large-scale variations in the lowermost mantle is unlikely to be a consequence
of differential wave-front healing of shear and compressional waves, as suggested previously by a
few studies (Malcolm and Trampert, 2011; Davies et al., 2012; Schuberth et al., 2012).
Our results on the relative behavior of vP and vS variations are within the depth range where
perovskite (Pv) could transform to post-perovskite (pPv) in the lowermost mantle (e.g. Murakami
et al., 2004; Oganov and Ono, 2004; Tsuchiya et al., 2004). Relative to perovskite, post-perovskite
has higher shear-wave velocities, lower compressional velocity and, therefore, a higher ν (e.g.
Wookey et al., 2005; Ammann et al., 2010; Stixrude and Lithgow-Bertelloni, 2011). The Pv-pPv
phase transition may be responsible for the abrupt changes in shear velocities that are observed
at about 150–300 km above the core-mantle boundary (CMB) in several localized regions of the
lowermost mantle (e.g. Lay and Helmberger, 1983; Young and Lay, 1990; Gaherty and Lay, 1992;
Lay et al., 2006; Ohta et al., 2008). However, the pressure and temperature conditions of the
post-perovskite phase boundary remain a subject of ongoing debate. The effects of chemical com-
position (e.g. Catalli et al., 2009; Grocholski et al., 2012) as well as the uncertainties in absolute
temperatures at the CMB (e.g. Asanuma et al., 2010; Kamada et al., 2010), in experimental mea-
surements (e.g. Anderson et al., 1989; Hirose et al., 2008) and in ab initio calculations (Oganov
et al., 2002; Oganov and Ono, 2004; Cococcioni and de Gironcoli, 2005, e.g.) can translate into
the Pv-pPv phase transition occurring at various depths in the lower mantle or even below the
core-mantle boundary. Post-perovskite is more likely to be present in faster-velocity regions in the
deepest ∼200 km of the mantle (e.g. Houser, 2007; Hernlund and Houser, 2008; Cobden et al.,
2014). Some dynamical studies have also suggested that Pv-pPv transitions may occur at shallower
depth in regions where cold slabs pool above the CMB and at greater depth or altogether absent
in hot regions (e.g. Nakagawa and Tackley, 2006). The post-perovskite stability field may be re-
stricted to certain chemically-distinct domains or have localised rather than a global presence (e.g.
Houser, 2007; Cobden et al., 2014). Based on the lateral distribution of ν in our models and avail-
able constraints from mineral physics, the gradual increase of median ν in the lowermost mantle
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(Figure 4.15a) cannot easily be attributed to a Pv-pPv phase transition, unless the post-perovskite
stability field is found to be pervasive in the lowermost mantle.
The anti-correlation between variations in shear velocity and density in our models also indi-
cate a substantial contribution from chemical heterogeneity in the lowermost mantle. Our results
are broadly consistent with earlier studies that report vS-ρ anti-correlation in the lowermost mantle
based on mode-splitting and free-air gravity data (Ishii and Tromp, 1999, 2001). An intrinsic den-
sity contrast of ∼1 percent (peak-to-peak) roughly coincident with the slow-velocity superplumes
provides a way to explain the splitting of gravest modes (Section 4.4.3.2). The large-scale denser-
than-average anomalies are indicative of geochemically distinct material, potentially sourced from
oceanic crust that remains denser than the surrounding mantle during subduction (e.g. Hirose et al.,
2005; Ricolleau et al., 2010). The Pv-pPv phase transition can lead to a density increase of 1–1.5%
in the lowermost mantle (e.g. Murakami et al., 2004; Wookey et al., 2005). However, the denser
anomalies in our model are almost coincident with low shear-velocity superplumes, regions less
likely to be in the pPv-stability field (e.g. Houser, 2007; Hernlund and Houser, 2008).
Overall, the relative behavior of large-scale vP , vS and density variations are difficult to recon-
cile with a purely thermal contribution to heterogeneities in the lowermost mantle. While higher-
velocity regions surrounding the superplumes may contain pPv-bearing mineral assemblages, high
densities and slower velocities in superplumes are more consistent with a chemically-distinct dense
material. The contribution from chemical variations is also indicated by other geophysical con-
straints on lower-mantle heterogeneity. Plumes arising from the top of a dense, compositionally
stratified layer in the lowermost mantle will exhibit smaller excess temperatures relative to the am-
bient mantle with values comparable to the estimates from hotspots (e.g. Albers and Christensen,
1996; Farnetani, 1997; Dannberg and Sobolev, 2015). In the absence of a dense layer, geody-
namic calculations tend to predict too strong CMB relief and excess ellipticity in the Earth (e.g.
Steinberger and Calderwood, 2006; Lassak et al., 2007; Steinberger and Holme, 2008).
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4.5.3 Limited inferences on the dynamics of superplumes
There are some indications based on present-day plumes and reconstructed locations of Large-
Igneous Provinces (LIPs) that the thermochemical piles may be relatively fixed for the past few
100 s Ma (e.g. Burke and Torsvik, 2004; Torsvik et al., 2008; Bull et al., 2014); longer thermo-
chemical simulations and laboratory experiments report a tendency of the piles to be swept around
and be influenced by processes like supercontinent aggregation (e.g. Hansen and Yuen, 1988; Gur-
nis, 1988; Tan et al., 2011; Honda et al., 2000). The amplitude and patterns of density variations
have important implications for the age and fixity of the low-velocity superplumes as well as the
current stage of their entrainment by mantle convection. A dense layer roughly at the base of
these large-scale structures would be stable against rapid overturn and may persist over geologic
time. The negative buoyancy from an intrinsically dense (∆ρC) layer can be counteracted by the
decrease in density due to thermal expansion (∆ρT = ρα∆T ), where the density ρ, thermal ex-
pansivity α and temperature contrast ∆T correspond to values at the top of the dense layer (e.g.
Sleep, 1988; Tackley, 1998). The effective density contrast, characterized by the buoyancy num-
ber (B = ∆ρC/∆ρT ), can influence the physical characteristics (Davaille, 1999; McNamara and
Zhong, 2004; Tan and Gurnis, 2005, 2007) and long-term stability of several large-scale structures
like the superplumes (e.g. Tackley, 2012; Dziewonski et al., 2010).
Several laboratory, analytical and numerical studies agree that a chemical density contrast of
∼1–2 percent could permit a dense layer to be stable over the age of the Earth (e.g. Gonnermann
et al., 2002; Zhong and Hager, 2003; Lin and van Keken, 2006; Tackley, 2012; Mulyukova et al.,
2015). Since entrainment rates depend also on the viscosity contrast, vigor of convection and
physical parameters like the thermal expansivity in the lowermost mantle (Tackley, 2007), the
density contrast required for long-lived superplumes remains an outstanding question in global
geodynamics. For example, the threshold for long-term stability may be much lower than 2 percent
if the dense material is also of lower viscosity (e.g. Tackley, 1998; Deschamps and Tackley, 2008).
Our tomographic estimates of peak-to-peak amplitudes in density structure can only provide a
snapshot of dynamic processes and are limited by the resolution of current data sets. Therefore,
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amplitude of density heterogeneity in our models cannot be readily used to discriminate between
stability of superplumes over time-scales of billions (e.g. Dziewonski et al., 2010) or a few 100 s Ma
(e.g. Tackley, 2012). While we have imposed strong smoothness for density variations in light of
the low- and even-degree constraints afforded by mode-splitting data, patterns of density variations
in the lowermost mantle (Section 4.4.3.2) are largely independent of the regularization scheme.
Based on the vS-ρ anti-correlations in our preferred model and geodynamic considerations, the
superplumes may be long-lived (≥100 Ma) thermo-chemical features rather than transient thermal
upwellings arising from the core-mantle boundary.
4.5.4 Modeling limitations
Our estimates of density heterogeneity in the lowermost mantle are largely based on splitting ob-
servations of the gravest normal modes. While splitting coefficients reported by recent studies can
be directly attributed to lateral heterogeneity, the additional splitting due to Earth’s rotation and
ellipticity is in fact dominant at low angular degrees and frequencies (e.g. Backus and Gilbert,
1961; Luh, 1974). Several fundamental spheroidal- and toroidal-mode multiplets comprising the
largest signals in long-period seismograms can be strongly coupled in the 1.5–3 mHz range (0Sl–
0Tl+1), primarily due to the Coriolis force (e.g. Park, 1986). The details of corrections applied to
the spectra can, therefore, influence the splitting-coefficient measurements and our imaged density
structure. While 0S2 splitting coefficients from Deuss et al. (2011) are broadly consistent with
independent constraints from superconducting gravimeter data (e.g. Rosat et al., 2005; Häfner and
Widmer-Schnidrig, 2013), we perform additional experiments to check the robustness of our den-
sity model. We obtain similar variations to our preferred density model (Section 4.4.3.2) even
when the 0S2-splitting data are excluded from our inversions. All correlated vS-ρ models exhibit
too strong amplitudes of 0S2 splitting function due to the same sign and comparable sensitivity
to density and shear-velocity structure (Figure 4.2); low amplitude of the measured 0S2 splitting
function, therefore, limits the amount of positive vS-ρ correlation compatible with the data. Fitting
perfectly the current 0S2-splitting data would necessitate strong vS-ρ anti-correlation (R2 6-0.5);
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we prefer moderate weights to 0S2 that result in mild anti-correlation in the lowermost ∼300 km
of the mantle (Section 4.4.3.2). We obtain similar results in other experiments that examine the
sign of density anomalies in the lowermost mantle (Section 4.4.3.1); all ρ-sensitive modes show
reduced fits with high vS-ρ scaling constraints, even when 0S2 data are excluded from our inver-
sions (Figure 4.12, dotted curves). Our experiments indicate that the pattern of density anomalies
in the lowermost mantle are robust and compatible with different subsets of the density-sensitive
mode-splitting data.
Recent theoretical developments on the splitting of normal modes may provide new constraints
on large-scale scaling relationships in the mantle. The splitting of several modes used in this study
were measured while accounting for the coupling between pairs or groups of modes (Resovsky
and Ritzwoller, 1998; Deuss et al., 2011). Recent studies have suggested that the so-called ‘full-
coupling’ calculations may be necessary to obtain sufficiently accurate synthetic spectra employed
in the measurements of normal mode splitting (e.g. Deuss and Woodhouse, 2001; Al-Attar et al.,
2012). It is not clear how the scaling relationships derived in this study may be influenced by
accounting explicitly for the theoretical interactions between modes over a wide frequency band.
The coupling due to structural heterogeneity is expected to be low for the isolated modes like 0S2
and 0S3; it seems unlikely that low- and even-degree vP -ρ anti-correlation in the lowermost mantle
preferred by these data (Section 4.4.3.1) will be removed with theoretical advancements. However,
the more complete full-coupling calculations could provide constraints on odd- and high-degree
variations in scaling relationships that were not modeled in this study.
We model long-period waveforms in the context of the path-average approximation (e.g. Wood-
house and Dziewoński, 1984) while modern numerical techniques, such as the spectral element
method (e.g. Komatitsch et al., 2002), can theoretically attribute every portion of the seismogram
to heterogeneity using adjoint methods (e.g. Tarantola, 1984; Tromp et al., 2005; Liu and Tromp,
2006, 2008). Although several studies have shown that retrieved structure is influenced less by the-
ory than choices of parameterization, regularization and data coverage (e.g. Spetzler et al., 2002;
Sieminski et al., 2004; van der Hilst and de Hoop, 2005; Boschi et al., 2006; Trampert and Spet-
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zler, 2006), accurate numerical modeling of the P-SV portions of body-wave waveforms may be
useful for constraining small-scale variations of ν in the mantle. Another theoretical complex-
ity is the potential tradeoff between source location and heterogeneity in tomographic inversions
(e.g. Thurber, 1992; Roecker et al., 2006). We account partially for the errors in source location
in our inversions by solving iteratively for the CMT locations with our waveform data. Similar
procedures need to be adopted for the remaining data sets; P-wave travel times, in particular, can
contain comparable contributions from location errors and velocity heterogeneity (e.g. Masters
et al., 1996). While our choice of applying higher weights to body-wave waveforms than P-wave
travel times potentially reduce source–structure tradeoffs, details of the vP heterogeneity need to be
interpreted with caution till the relocation step is implemented for our travel-time data. We focus
on deriving scaling relationships and a comprehensive model of vP structure that could be used for
applications like earthquake location (e.g. Kennett et al., 1995) and nuclear-test monitoring (e.g.
Antolik et al., 2003) is beyond the scope of this work.
The inclusion of additional data sets could also improve the resolution of scaling relationships
in the mantle. The small-scale and odd-degree variations, in particular, are not constrained by
the self-coupling splitting data. The long-period surface waves and P-wave travel times alleviate
somewhat the problem of limited sensitivity of mode-splitting data to odd-degree vP variations
in the mantle. In this study, our comparisons between velocity and density structure is limited to
the low and even (6 6) degrees (Section 4.5.1); odd-degree density variations are primarily due
to damping and should be interpreted with caution. Free-air gravity constraints can provide odd-
degree sensitivity to density structure (e.g. Simmons et al., 2010), and are potentially useful when
combined with mode-splitting data (Ishii and Tromp, 1999, 2001). While the increasing number
of cross-coupling splitting data should provide new constraints on odd-degree density variations in
the mantle, our results on even-degree structure would remain largely unaffected by these data. A
way to probe scaling relationships in a specific region like the lowermost mantle is by including
additional measurements of diffracted body waves (Pdiff, Sdiff) and incorporating CMB-Stoneley
modes that are strongly sensitive to structure at these depths (e.g. Ritsema et al., 2011; Koelemeijer
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et al., 2016). However, our experiments with the splitting coefficients of CMB-Stoneley modes
reported by a single study (Koelemeijer et al., 2013) reveal that their data are fit well by our
models with overall variance reductions in excess of 92 percent. The CMB-Stoneley modes are
difficult to measure due to the limited displacements of their eigenfunctions on the Earth’s surface.
They also have limited sensitivity to density variations in the lowermost mantle and our models
with a variety of density-scaling scenarios give comparable fits to the reported data. While we
have included several diffracted arrivals in our inversions, the resolution of ν will improve with an
expanded data set of body-wave travel times and newer data sets available from the seismological
community.
The exclusion of certain parameters in our inversions could potentially trade off with scaling
relationships in the mantle. Several low-order spheroidal modes used in this study are also sensitive
to heterogeneity in the outer core (e.g. Romanowicz and Bréger, 2000), a structural complexity that
has not been evaluated in this study. The core-reflected body-wave phases (e.g. ScS–S) and long-
period mode-splitting data are also sensitive to the undulations of the core-mantle boundary (CMB)
but do not have the resolving power to constrain its topography independently of the transition-zone
discontinuity topographies and volumetric heterogeneity in the mantle. We can use constraints
from earlier studies to place a priori bounds on CMB topography and examine potential tradeoffs
with other parameters in our model. The CMB topographic relief, defined as deviation from the
hydrostatic ellipsoidal shape caused by Earth’s rotation, is debated in seismological studies with
peak-to-valley values ranging from±1.5 km to more than 6 km (e.g. Morelli and Dziewonski, 1987;
Rodgers and Wahr, 1993; Obayashi and Fukao, 1997; Sze and van der Hilst, 2003). Some of these
estimates exceed the values inferred from other geophysical techniques like space geodesy (e.g.
Gwinn et al., 1986, 0.4 km) and geoid modeling (e.g. Hager et al., 1985, ≤1.5 km). We perform
trial inversions where the smoothness damping is adjusted such that the Y 02 component of CMB
topography is ∼0.5 km, consistent with values inferred from very long baseline interferometry
(VLBI) observations of Earth’s forced nutations (e.g. Herring et al., 1986; Mathews and Shapiro,
1992). The rest of the regularization and data weighting scheme is kept the same as used in the
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construction of our preferred joint model (Section 4.4.3.2). Our models inverted with and without
CMB topography as an additional parameter in the inversions exhibit similar variations (R≥0.9) in
density and other structural heterogeneities in the mantle. We infer that the current bounds on the
long-wavelength CMB topography from other data sets preclude substantial tradeoffs with other
parameters in our inversions.
4.6 Conclusions
We have devised a new method to solve for density, anisotropic shear and compressional velocities
as well as discontinuity topographies in the Earth’s mantle using various seismological observa-
tions. Our method involves three steps that result in models with different levels of scaling com-
plexity [i] simple uniform scaling ratio for density (Rρ=0.3) and split uniform scaling ratios for
velocity in the upper (RUMP =0.7) and lower mantle (R
LM
P =0.4), [ii] relaxing constraints on velocity
scaling to derive a joint vP -vS model and finally, [iii] relaxing constraints on vS-ρ scaling to arrive
at our preferred vP -vS-ρ model. The fits to the vP -sensitive modes and body-wave travel times
improve substantially when the split uniform scaling is used for the upper and lower mantle. Our
vP -vS model reveals several robust features consistent with earlier studies of mantle heterogeneity:
(1) negative correlation between shear and bulk-sound velocities in the lowermost 800–900 km of
the mantle, and (2) a gradual increase in the velocity scaling ratio ν to values in the range of 2–2.5.
These features cannot be attributed solely to the effects of wavefront healing in body-wave travel
times since they persist with the inclusion of mode-splitting and other long-period observations.
We demonstrate that the multitude of data sets considered in this study cannot be fit concur-
rently with a constant and positive Rρ throughout the mantle. The fits to several ρ-sensitive modes
are reduced with the use of uniform scaling factors and do not improve even when velocity scaling
constraints are relaxed in our vP -vS model. We have found no scenarios of large-scale elastic het-
erogeneity that can provide good fits to some of the density-sensitive modes. Several spheroidal
and toroidal modes strongly disfavor a positive correlation between vS and density variations in
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the lowermost mantle. Relaxing constraints on vS-ρ scaling in the lowermost mantle leads to
statistically significant improvements in fit to almost all observations in this study. The choice be-
tween vS-ρ decorrelation and anti-correlation is more subtle and depends on the fits to individual
observations. Our preferred model exhibits large-scale denser-than-average anomalies mildly anti-
correlated with low-vS superplumes in the lowermost mantle. The pattern of density anomalies in
the lowermost mantle is largely independent of the regularization scheme and whether individual
ρ-sensitive modes like 0S2 are included in our inversions. The modeled relationships between shear
velocity, density and compressional velocity cannot be reconciled with a purely thermal source of
large-scale heterogeneities in the lowermost mantle.
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Chapter 5
A new reference Earth model consistent
with the lateral heterogeneities in the crust
and mantle
Abstract
We introduce a two-step methodology for constraining a reference Earth model that accounts accu-
rately for heterogeneities in the Earth’s crust and mantle. A radial model is constructed here using
average Earth data sets comprising normal-mode eigenfrequencies, quality factors, surface-wave
dispersion curves and body-wave travel-time curves; three-dimensional variations in the mantle
and its spherical average are constrained in a related paper. We demonstrate that the crust con-
tributes substantially to fundamental-mode dispersion curves when the nonlinear effects of its
thickness and velocity variations on local phase velocities are taken into consideration. We ap-
ply appropriate crustal corrections to the data sets and perform several iterations to converge to our
preferred radial model NREM1D, which is anisotropic in the upper mantle and smooth across the
220-km discontinuity for all physical parameters. The shallowest mantle is the region with lowest
Qµ corresponding to the highly attenuating asthenosphere at ∼150 km depth. NREM1D exhibits
higher Qµ than PREM in deeper regions of the mantle and a uniform Qµ in the inner core; allow-
ing additional complexities does not improve substantially the fits to the quality factors considered.
Radial anisotropy in the upper mantle is required in order to fit dispersion curves of fundamental-
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mode Love and Rayleigh waves and is the strongest at 150 km depth (∼3% vSH > vSV ). When
anisotropy is allowed in the transition zone and the lowermost mantle, only minor improvements in
fits are observed to the eigenfrequencies of short-period spheroidal and toroidal modes. NREM1D
predicts arrival times of major mantle and core phases in agreement (± 0.5s) with a recent isotropic
velocity model optimized for earthquake location. Strong radial gradients in velocity structure are
required in the lowermost mantle and core in order to satisfy summary body-wave traveltime curves
that account for the geographic bias in sampling the lowermost mantle. The new reference Earth
model NREM1D introduced here is easily extendable due to its modular construction as a lin-
ear combination of radial basis functions and can be used for earthquake location, spherical-earth
normal mode calculations, and as a starting model in studies of lateral heterogeneity.
5.1 Introduction
A fundamental goal in seismology is to describe the average elastic, anelastic and density variations
in terms of ‘radially stratified’ or ‘spherically symmetric’ Earth models. These one-dimensional
radial Earth models are used in a variety of geophysical, geodetic, geochemical and petrologi-
cal problems apart from their standard applications in seismology like ray tracing (e.g. Doorn-
bos, 1988) and perturbation theory for normal modes (e.g. Dahlen and Tromp, 1998). Several
generations of radial Earth models have been constructed using data sets sensitive to average
Earth structure like body-wave travel times (e.g. Jeffreys and Bullen, 1940; Kennett and Engdahl,
1991; Morelli and Dziewonski, 1993; Kennett et al., 1995) and normal-mode eigenfrequencies
(e.g. Gilbert and Dziewonski, 1975). Methodological advancements along with the high level of
consensus between radial models led to the development of Preliminary Reference Earth model
(PREM - Dziewoński and Anderson, 1981), which combined both types of data with Earth’s mass
and moment of inertia to solve simultaneously for elastic, anelastic and density variations. Since
the development of PREM, there has been growing agreement on the need for modeling complex-
ities like anisotropy and attenuation and on constraining robust features like a low-velocity zone in
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the uppermost mantle (e.g. Anderson, 1966; Kanamori and Anderson, 1977). Recent tomographic
studies have employed radial models as a priori starting models while focusing attention on resolv-
ing the three-dimensional variations of velocity and attenuation in the Earth’s mantle (e.g. Dalton
and Ekström, 2006a; Ritsema et al., 2011; Moulik and Ekström, 2014; French and Romanowicz,
2014). With the primary emphasis on imaging the complete three-dimensional heterogeneity, it is
often assumed that the spherically-averaged structure is constrained well and is therefore consis-
tent across different tomographic models. However, several aspects of the Earth’s radial structure
are still debated and need to be evaluated with methodological advancements and expanded data
sets.
Radial models are yet to reach a consensus on the distribution and strength of shear-wave
anisotropy in various regions of the Earth’s mantle. The shear-wave anisotropy in PREM is
strongest at the Mohorovičić discontinuity (hereafter Moho) with ∼5% vSH > vSV and decreases
monotonically to zero at the 220-km discontinuity. Most recent tomographic studies have also re-
ported strong radial anisotropy in the uppermost mantle although the strength of anisotropy peaks
at∼120–150 km depths instead of the Moho in PREM (e.g. Kustowski et al., 2008; French and Ro-
manowicz, 2014). Other studies have proposed the existence of radial anisotropy with vSV > vSH
in the depth range of 300–400 km (Montagner and Anderson, 1989b; Montagner and Kennett,
1996) and vPV > vPH in the inner core (Lythgoe and Deuss, 2015). The disagreement between
various models in the transition zone is not only over the amplitude but also on the sign of shear-
wave anisotropy. Montagner and Kennett (1996) reported vSH > vSV in the transition zone with
body wave and normal mode data while other studies have reported vSV > vSH (e.g. Visser et al.,
2008) and negligible anisotropy (e.g. Beghein et al., 2006) using normal mode or surface wave data.
A few three-dimensional studies have also reported a strong degree-0 component with vSH > vSV
in the lowermost mantle and interpreted their results in terms of predominant horizontal shear in
this boundary layer (e.g. Montagner and Kennett, 1996; Panning & Romanowicz, 2004; French
and Romanowicz, 2014). However, other studies have reported a strong tradeoff between isotropic
and radially anisotropic variations in the lowermost mantle (e.g. Kustowski et al., 2008). Addi-
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tional constraints from new compilations of normal-mode observations could alleviate some of
these tradeoffs, as demonstrated in case of even-degree lateral variations in the lowermost mantle
(Moulik and Ekström, 2014).
Tomographic studies also differ in their treatment of attenuation, or the lack thereof, during
the construction of reference Earth models. The elastic and anelastic responses in the solid Earth
manifest jointly through attenuation and dispersion of seismic waves and hence should not be
treated in isolation (e.g. Randall, 1976; Liu et al., 1976; Hart et al., 1977; Dahlen and Tromp,
1998). PREM was the first radial model to constrain simultaneously the elastic and anelastic struc-
ture while most subsequent studies have focused their attention on modeling intrinsic attenuation
(e.g. Widmer et al., 1991; Durek and Ekström, 1996). The elastic structure from PREM is often
assumed a priori in the construction of attenuation models (e.g. Durek and Ekström, 1996) and
seismic attenuation is attributed largely to shear friction (Qµ) rather than to bulk dissipation (Qκ)
in the Earth (Heinz et al., 1982). Several reference models account for the effects of anelastic dis-
persion on body-wave travel times without solving explicitly for the radial variations in intrinsic
attenuation (e.g. Kennett et al., 1995; Kustowski et al., 2008). Some of these approximations are
needed to reduce the complexity of the inverse problem given the greater uncertainty in the mea-
surements of attenuation than of wave speeds (Dahlen, 1982). Despite the limits on the resolution
of attenuation, several generations of models agree broadly on features like a highly attenuating
(low Qµ) asthenosphere (e.g Anderson and Hart, 1978; Sailor and Dziewonski, 1978; Dziewoński
and Anderson, 1981; Widmer et al., 1991; Selby and Woodhouse, 2002). However, several details
of attenuation structure in the deep mantle differ between various studies and may cause divergent
interpretations. While low values of shear attenuation in the transition zone could be indicative of
water enrichment (e.g. Karato, 2011), most global studies report an increase in Qµ from the upper
mantle to the transition zone (e.g. Widmer et al., 1991; Durek and Ekström, 1996). Normal-mode
studies exhibit either a constant (Durek and Ekström, 1996; Dziewoński and Anderson, 1981) or a
slight decrease in Qµ with depth in the lower mantle (e.g. Widmer et al., 1991).
Improved resolution and agreement on radial structure is hampered by the disparate data sets,
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geographic biases and the modeling approximations employed in their construction. Several widely-
used models like IASP91 (Kennett and Engdahl, 1991), SP6 (Morelli and Dziewonski, 1993) and
AK135 (Kennett et al., 1995) optimized to fit body-wave travel times for the purposes of earth-
quake location, exclude important features like a low-velocity zone in the shallowest mantle. Sim-
ilarly, models based on long-period data sets like 1066B (Gilbert and Dziewonski, 1975) predict
traveltimes of phases such as S that are slow by as much as 4 seconds (Nolet and Moser, 1993). Im-
proved constraints on Earth structure can, therefore, be gleaned by reconciling multiple data sets
covering a broad spectrum of frequencies (e.g. Dziewoński and Anderson, 1981). An important
source of discrepancy in radial models is due to the geographic bias in data; summary travel-time
curves of several phases are biased towards faster velocities from the Northern Hemisphere at tele-
seismic distances due to the deficiency in sampling the Southern Hemisphere (e.g. Dziewonski,
1984; Morelli and Dziewonski, 1991). While recent surface-wave compilations include data from
new stations in the Pacific Ocean Basin (Ekström, 2011) and temporary deployments such as the
Hawaiian PLUME experiment (Ma et al., 2014), large areas in the southern oceans still lack good
station coverage. A true representation of the spherically-averaged structure should accurately ac-
count for geographic bias in both body- and surface-wave arrival times, a requirement that has not
yet been met by reference Earth models. Another potential source of discrepancy is due to the
strong crustal variations that cannot be adequately described by a single radial model (Dziewoński
and Anderson, 1981). Limited knowledge of global crustal structure and paucity of computational
resources prevented the early reference Earth models from accounting for crustal effects in their
modeling. The nonlinear effects of the crust have recently been shown to influence the modeling of
seismic observables like waveforms as well as the retrieved structure (Kustowski et al., 2007; Lekic
et al., 2009). While recent three-dimensional modeling of mantle heterogeneity incorporate these
effects (Boschi and Ekström, 2002; Nettles & Dziewoński, 2008; Kustowski et al., 2008; Lekić and
Romanowicz, 2011; Moulik and Ekström, 2014), reference Earth models typically assume that the
data are unaffected by lateral variations in the crust.
A reference Earth model, in the modern sense, is the one that satisfies several types of geo-
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physical observations and corresponds to the spherical average of Earth’s three-dimensional het-
erogeneity (degree-0 term in spherical harmonics). The two-fold requirement can be met with
the following modeling choices that are applied in succession to arrive at our preferred model:
[1] inverting average Earth data sets for radial variations in the whole Earth while applying cor-
rections for crustal heterogeneity (this study) and [2] inverting all data sets for three-dimensional
variations in the mantle (Chapter 6, hereafter referred to as Paper II). Our modeling philosophy
is different from that of early reference models like PREM and AK135 that could not consider
three-dimensional heterogeneity in their modeling due to the theoretical, computational and obser-
vational limitations at the time. While there is no prescribed way to construct a reference Earth
model, we build upon recent improvements in describing variations in crustal structure (e.g. Bassin
et al., 2000) and their effects on seismic observations (e.g. Kustowski et al., 2008; Lekić et al., 2010;
Moulik and Ekström, 2014). Our modeling choice is also aided by computational advancements
and recent measurements of summary body-wave travel times (Morelli and Dziewonski, 1993),
normal-mode observations (e.g. Deuss et al., 2013) and surface-wave dispersion curves (Ekström,
2011; Ma et al., 2014). The two-step inversion scheme along with the initial constraints are intro-
duced in Section 5.2. Different types of data employed in this study and their modeling schemes
are summarized in Section 5.3. Various features of the new reference model and their resolution
are described in Sections 5.5. We conclude, in Sections 5.6–5.7, with a discussion of the results.
5.2 Concept of the model and initial constraints
A reference Earth model can be expressed as the spherically symmetric, non-rotating model
⊕ = (vPH , vPV , vSH , vSV , η, ρ,Q−1µ , Q−1κ ), (5.1)
where the five parameters vPH , vPV , vSH , vSV , and η define the transversely isotropic medium
(e.g. Dziewoński and Anderson, 1981; Takeuchi and Saito, 1998; Dahlen and Tromp, 1998); ρ is
density while Q−1µ and Q
−1
κ are attenuation parameters in shear and in compression. We use a set
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of basis functions comprising piecewise continuous analytical functions along Earth’s radius (Bh)





where cmkh corresponds to the coefficient for the h-th function from our basis set and the k-th
parameter mk out of the 8 physical parameters in equation 5.1. Our final model can be expressed
either in terms of absolute (⊕abs) or relative (⊕rel) perturbations to values in the starting reference
model (⊕0). The first approach allows a simpler expression for an updated reference model ⊕1D
as
⊕1D(r) = ⊕0(r) +⊕abs(r), (5.3)
while the second approach involves calculating the spherical average of the three-dimensional
model
⊕3D(r, θ, φ) = ⊕0(r)[1 +⊕rel(r, θ, φ)], (5.4)
where ⊕rel denotes the perturbation relative to the reference model at radius r and location (θ, φ).
Here, we derive a new reference model (⊕1D) using the subset of data that is sensitive primarily
to the average Earth structure (Section 5.3). A related three-dimensional description of mantle
heterogeneity (⊕3D) and its spherical average is constrained in Paper II.
We parameterize our reference model ⊕ as a linear combination of sets of basis functions that
vary within 10 principal regions of the Earth (Table 5.1). A modular construction of reference
Earth models in terms of discrete principal regions is favorable due to the parametric simplicity
and the ease of perturbing a particular feature independently of other parameters in the inversion.
This flexibility allows us to isolate the influence of specific features such as average anisotropy
and shear attenuation in the lowermost mantle (Section 5.5). The use of analytical functions is also
beneficial as it avoids the need for numerical interpolations to retrieve parameter values and their
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derivatives at a given depth. It is worth noting that the model⊕1D constructed here (i.e. NREM1D)
is expressed in terms of the same analytical functions as the starting model ⊕0 and absolute per-
turbations ⊕abs. An alternative to analytical functions and a less modular approach is to express
the variations as a sequence of linear gradients (e.g. AK135 - Kennett et al., 1995) or values at
discrete depths (e.g. STW105 - Kustowski et al., 2008). The spherical average of ⊕3D discussed
in Paper II cannot be expressed readily in terms of the analytical functions employed here and
is therefore similar to STW105. A polynomial parameterization was adopted by the early tomo-
graphic studies on radial Earth structure (Dziewoński et al., 1975) and later used in constructing
PREM based on suggestions by the Standard Earth Model Committee of the I.U.G.G (e.g. Hales
et al., 1974). While we adopt the same polynomial basis as PREM for variations in the transition
zone and deeper regions, our upper mantle (24.4–410 km) consists of a linear polynomial and 7
evenly-spaced cubic B-splines (Appendix B). The cubic B-splines represent an analytical exten-
sion to the multi-layer or boxcar models (e.g. Widmer et al., 1991; Durek and Ekström, 1996) and
are advantageous as local basis functions with continuous second derivatives. Since the 220-km
discontinuity appears not to have a global extent (e.g. Gu et al., 2001b), we have chosen a smooth
parameterization in the shallowest 24–410 km of the mantle. A more detailed parameterization in
the upper mantle is informed by recent studies that demonstrate the improved resolution of elas-
tic (e.g. Kustowski et al., 2008) and anelastic variations (e.g. Selby and Woodhouse, 2000; Dalton
et al., 2008) owing to new and expanded data sets.
The starting model ⊕0 in this study is modified from PREM to incorporate a priori constraints
from recent studies of radial structure. Several choices have been made in order to allow faster
convergence in fits to the large and diverse data sets modeled in this study. The radius of the
inner core is reduced by 6 km from PREM to 1215 km based on PKIKP travel times from body-
wave studies (e.g. Morelli and Dziewonski, 1993). Our choice of an inner core radius is broadly
consistent with several other body-wave (Kennett et al., 1995; Dziewoński et al., 1975; Souriau and
Souriau, 1989) and normal-mode studies (e.g. de Wit et al., 2014). We also remove a second-order
discontinuity defined in PREM at 600 km depth, in agreement with the choice made by several
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Table 5.1: Principal regions in the Earth. The reference model NREM1D is expressed as a linear combination of
various basis functions: 7 evenly-spaced cubic B-splines (s1-s7), polynomial terms (x2,x3) and values at the top (t)
and bottom (b) of a region. The splines are numbered from the bottom to the top of the upper mantle (Figure 5.1).
When a physical parameter is uniform throughout a region, the value is specified (e.g. vS=0 in the outer core) in lieu
of an expression in terms of basis functions (e.g. vS=0b + 0t). NREM1D is isotropic (vP=vPH=vPV , vS=vSH=vSV ,
η=1) everywhere except the upper mantle.
Region Radius Density vP vS 1/Qµ 1/Qκ η
[Abbreviation] (km) (g cm−3) (km s−1) (km s−1)
inner core 0 – 13.08848 b 11.29719 b 3.66780 b 1/104 1/88888.88 1
[ICO] 1215.0 12.76704 t 10.97397 t 3.50605 t
-8.83810 x2 -8.88877 x2 -4.44749 x2
outer core 1215 – 12.16966 b 10.37395 b 0 ∞ 1/88888.88 1
[OCO] 3480 9.90344 t 7.95930 t
-3.64260 x2 17.34841 x2
-5.52810 x3 -26.81992 x3
D′′ 3480 – 5.56645 b 13.58664 b 7.16064 b 3.08568e-3 1/88888.88 1
[DPP] 3630 5.49145 t 13.63743 t 7.25431 t
5.48442 x2
-3.05402 x3
central lower 3630 – 5.49145 b 13.63744 b 7.25435 b 3.08568e-3 1/88888.88 1
mantle [CLM] 5600 4.44317 t 11.06481 t 6.22458 t
5.52935 x2 49.68013 x2 21.89607 x2
-3.08106 x3 -25.96672 x3 -11.54347 x2
upper lower 5600 – 4.44317 b 11.06545 b 6.22458 b 3.08568e-3 1/88888.88 1
mantle [ULM] 5721 4.36818 t 10.75140 t 6.03381 t
9.66883 x2 5.52420 x2 -2.08340 x2
-4.63508 x3 -2.55140 x3 0.97830 x2
transition zone 5721 – 4.03111 b 10.22666 b 5.57050 b 5.10794e-3 1/943 1
[TZO] 5961 3.72971 t 9.20389 t 4.94020 t
vPH vPV vSH vSV
(km s−1) (km s−1) (km s−1) (km s−1)
upper mantle 5961 – 3.54333 b 9.05577 b 9.05577 b 4.84965 b 4.84965 b 5.10794e-3 b 1/943 1 b
[UUM] 6346.6 3.29973 t 8.08538 t 7.93428 t 4.58884 t 4.51810 t 5.09050e-3 t 0.91565 t
0.00986 s1 -0.00159 s1 0.01813 s1 -0.02861 s1 -0.01827 s1 0.25695e-3 s7 0.01026 s1
0.02104 s2 -0.08910 s2 -0.05292 s2 -0.08276 s2 -0.06566 s2 1.55370e-3 s7 0.02025 s2
0.01307 s3 -0.20704 s3 -0.13822 s3 -0.13943 s3 -0.10941 s3 3.01809e-3 s7 0.02995 s3
0.00416 s4 -0.29915 s4 -0.27983 s4 -0.16122 s4 -0.17534 s4 7.02044e-3 s7 0.03315 s4
-0.00549 s5 -0.31294 s5 -0.38756 s5 -0.13831 s5 -0.23019 s5 11.19891e-3 s7 0.02151 s5
-0.00976 s6 -0.32183 s6 -0.42361 s6 -0.09384 s6 -0.20330 s6 6.85090e-3 s7 -0.00237 s6
-0.00737 s7 -0.15061 s7 -0.19519 s7 -0.06343 s7 -0.09763 s7 0.65334e-3 s7 -0.01270 s7
lower crust 6346.6 – 2.900 6.800 3.900 1/300 1/88888.88 1
[LCR] 6356
upper crust 6356 – 2.600 5.800 3.200 1/300 1/88888.88 1
[UCR] 6368
ocean 6368 – 1.020 1.450 0 ∞ 1/88888.88 1
[OCE] 6371
136
Figure 5.1: Radial parameterization used in the construction of NREM1D that describe the radial perturbations (equa-
tion 5.18) to a starting model. Our starting model as well as our preferred model NREM1D are described in terms
of the same set of basis functions (Table 5.1). The model perturbations consist of combinations of 7 evenly-spaced
cubic B-splines between 24.4–410 km and polynomials up to order 3 in the rest of the mantle. The basis functions
are colored according to various types: quadratic and cubic functions in red, cubic B-splines in yellow, and values at
the top and bottom of a region in green. The basis functions that are allowed as free parameters in our inversions are
chosen based on the resolution of data sets used in this study.
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studies (e.g. Kennett et al., 1995; Morelli and Dziewonski, 1993; Kustowski et al., 2008). The shear
and compressional velocities in the core and the lower mantle are obtained from the model SP6
to allow faster convergence to summary travel-time curves (Section 5.3.3). The density structure
in the transition zone and the lower mantle closely resembles PREM, which was derived using a
variation of the method proposed by Birch (1964). Several radial modes provide sensitivity to bulk
attenuation as they involve expansion and contraction of the Earth; we choose to incorporate the
results on bulk attenuation from Durek and Ekström (1996) and do not perturb these parameters
in our inversions. While radii of discontinuities and the bulk attenuation structure are imposed a
priori in our inversions, all other parameters are allowed to vary from our starting model using
constraints from various geophysical observations.
5.3 Data
5.3.1 Astronomic-geodetic data
The absolute perturbations in density (δρ) from that of the starting reference model (ρ0) are con-














where the integral is taken over the radius r, a is 6371 km, Mtrue of 5.974 · 1024 kg is the Earth’s
mass, and the moment of inertia Itrue is given by 0.3308 · MtrueR2, as in PREM (Dziewoński
and Anderson, 1981). Here, M0 and I0 denote the mass and moment of inertia from the starting
reference Earth model. These data provide constraints on the density variations in the mid and
upper mantle with sensitivity decreasing monotonically from the surface to the center of the Earth.
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5.3.2 Normal modes
Normal modes, identified by their overtone number n and angular order l, vibrate with different
patterns of displacement in the Earth. The Rayleigh-wave equivalent spheroidal modes nSl and
Love-wave equivalent toroidal modes nTl have different sensitivities to average Earth structure.
The multiplet eigenfrequencies (ω) of these modes and their gradual decay in amplitude, measured
as quality factors (Q), provide depth-integrated constraints on Earth’s radial structure. Substantial
amounts of coupling can occur between different multiplets in a realistic Earth that is rotating
and has small asphericities in structure. These additional effects, if not considered, may bias
results on spherically-averaged elastic and anelastic structure (e.g. Masters et al., 1983). Recent
studies have measured ω and Q as degree-0 terms of the complex splitting coefficient (c00 + id00),
while accounting for the effects of rotation, ellipticity and lateral heterogeneity (e.g. Resovsky
and Ritzwoller, 1998; Deuss et al., 2013). This procedure is equivalent to fitting the spherically-
symmetric corrections to the multiplet eigenfrequencies (∆ω) and quality factors (∆Q−1) predicted


















where α0 = ω0/2Q0 is the imaginary part of the reference frequency ω0 and quality factor Q0. As-
suming small and independent perturbations, the c00 term representative of the elastic and density
variations (equation 5.7) can be neglected when anelastic perturbations are being considered (i.e.
ω=ω0 in equation 5.8). This approximation leads to expressions for degree-0 splitting coefficients













where the subscript ‘0’ denotes the values from the reference model. This transformation can be
used to relate ω and Q measurements to degree-0 components of the heterogeneity described by
the reference Earth model. The degree-0 elastic splitting coefficient c00 is related to the degree-0










where the integral is taken over the radius r from the Earth’s center to the free surface at a =
6371 km. Here, m00i stands for the five elastic parameters vPH , vPV , vSH , vSV , and η, as well as the
density ρ. The imaginary parts of the self-coupled splitting coefficients are related to perturbations














where K0µ and K
0
κ are the kernels for degree-0 perturbations to shear (µ) and bulk modulus (κ),
respectively, while accounting for the effects of physical dispersion in the reference model. The
kernel expressions are obtained from Mochizuki (1986) and Dahlen and Tromp (1998) and we
recalculate the sensitivities to degree-0 perturbations when the reference model is updated in our
iterative modeling scheme (Section 5.4.2).
We assemble a large data set of normal modes available from the literature that were measured
by other authors using various techniques. A large compilation of normal-mode eigenfrequencies
and quality factor observations made prior to the year 2001 was obtained on August, 2010 from
a website hosted at the Scripps Institution of Oceanography. This compilation extends the mea-
surements used in the development of PREM with average global values of fundamental-mode
surface-wave attenuation determined by Durek et al. (1993) and Durek (1994), fundamental and
overtone data from the analysis of normal mode spectra using the standing wave approach (Smith
and Masters, 1989; Widmer et al., 1991; He & Tromp, 1996) as well as the unpublished updates
to these data. Recent occurrence of several large earthquakes, expansion of the global seismic
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Table 5.2: Data used in the construction of reference model NREM1D. We list the number of eigenfrequencies (ω)
and quality factors (Q) as well as the unique number of modes for each subset of normal-mode data. The spheroidal
overtones are sub-divided based on their sensitivity either to vP variations or core structure. The frequency range and
overtone number (0-fundamental modes) of the surface-wave dispersion curves from GDM52 (Ekström, 2011) and
Scripps (Ma et al., 2014) are provided. The body-wave travel times are obtained from the body-wave model SP6 at
the corresponding components and range of great-circle distances (∆). Phases arrivals are associated either with the
transverse (T) or vertical component (V).
Normal modes No. of ω (modes) No. of Q (modes)
Radial 22 (14) 30 (10)
Spher. Fund. 224 (71) 175 (68)
Spher. Over. (vP ) 116 (51) 98 (51)
Spher. Over. (Core) 229 (46) 157 (46)
Spher. Over. (Other) 201 (64) 155 (64)
Tor. Fund. 118 (59) 76 (55)
Tor. Over. 48 (18) 33 (18)
Dispersion curves Overtone number Frequency range (mHz)
Love wave (GDM52) 0 4–40
Love wave (Scripps) 0 7–30
Rayleigh wave (GDM52) 0 4–40
Rayleigh wave (Scripps) 0 5–35
Body-wave phases Weight w (Component) ∆
P 5.0 (V) 25◦–125◦
S 5.0 (T) 25◦–125◦
PP 1.5 (V) 53◦–180◦
SS 5.0 (T) 56◦–150◦
PcP 2.0 (V) 26◦–70◦
ScS 2.0 (T) 19◦–65◦
ScP 2.0 (V) 18◦–62◦
SP 1.0 (V) 95◦–128◦
PKIKP 4.0 (V) 118◦–180◦
PKPab 4.0 (V) 156◦–178◦
PKPbc 4.0 (V) 151◦–153◦
PKKPab 1.5 (V) 238◦–249◦
PKKPbc 1.5 (V) 238◦–277◦
SKS 3.0 (V) 91◦–123◦
SKKS 1.5 (V) 65◦–178◦
SKIKP 1.0 (V) 113◦–160◦
SKPbc 1.0 (V) 141◦–148◦
P′P′ 1.0 (V) 257◦–304◦
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network along with theoretical and computational advancements have led to new measurements of
normal modes (e.g. Deuss et al., 2013; Resovsky and Pestana, 2003; Häfner and Widmer-Schnidrig,
2013). We augment the data set compiled at Scripps with recent measurements (Deuss et al., 2011;
Deuss et al., 2013) to arrive at the composite compilation used in our inversions.
We choose to perform several sets of inversions to test the consistency between various subsets
of data and use a subset in our inversions for radial structure. There are several inconsistencies be-
tween measurements from various studies owing to different techniques, quality of data or approx-
imations employed in the measurements. For example, quality factors of fundamental spheroidal
modes measured using the traveling (surface) wave approach (e.g. Durek et al., 1993) are lower
than the measurements that utilize the standing wave (normal mode) approach (e.g. Widmer et al.,
1991). Durek and Ekström (1997) suggested that the normal mode approach can bias attenuation
measurements towards lower values due to effects of noise on a long time series while Masters and
Laske (1997) pointed to the problem of selecting appropriate windowing for long-period surface
waves as a reason to favor the normal mode measurements. There is limited consensus on the kind
of measurement that provides a more robust representation of Earth’s attenuation structure (e.g.
Roult and Clévédé, 2000; Romanowicz and Mitchell, 2007). We choose data weights and regular-
ization that result in better fits to the surface-wave data sets of fundamental-mode Rayleigh waves,
consistent with the approach used in constructing the radial attenuation model QL6 (Durek and
Ekström, 1996). Several inconsistencies in the data and uncertainties have also been reported by
other studies. The error estimates reported in the REM catalog are anomalously low for the data set
measured by Y. Um (Resovsky et al., 2005). We modify the error estimates provided with earlier
results before employing them in our inversions to account for the wide variety of quality of the
measurements; very similar reference Earth models are obtained even without these modifications
to the error estimates.
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5.3.3 Body-wave time-distance curves
An important utility of 1-D reference models is the prediction of time-distance curves for the pur-
poses of earthquake location. There exists a large set of travel times of various phases collected by
the International Seismological Centre (ISC), which could ideally be used directly for inversions
of radial structure. An alternate and more computationally feasible way to include such constraints
is to reprocess the travel-time data to obtain summary time-distance curves of the major mantle
and core phases. Several techniques are employed in the derivation of summary curves to account
for large residuals (e.g. Jeffreys, 1932) as well as the geographic bias from an uneven source-
station distribution (e.g. Morelli and Dziewonski, 1991). An outcome of these methodological
advancements was the reference model SP6 (Morelli and Dziewonski, 1993), which was specifi-
cally constructed to represent the global average of isotropic shear and compressional velocities.
Their choices were driven by a modeling philosophy similar to ours that emphasized construction
of a spherical average rather than fitting the available data; time-distance curves were constructed
from well-distributed shallow (h <50 km) earthquakes and corrected for lateral heterogeneity in
the lower mantle (Dziewonski, 1984).
In order to build on the fitting procedure by Morelli and Dziewonski (1993), we choose to
incorporate travel-distance curves predicted by SP6 as constraints in our inversions instead of raw
arrival times. The travel-distance curves of various mantle and core phases sampled at 1◦ intervals
are used as constraints in our inversions (Table 5.2). We evaluate measures of fit for each phase
branch by comparing the SP6-derived arrival times (tSP6) with the predictions from a particular








where the range of great-circle distances (∆) are distinct for each phase (Table 5.2). The values of
∆ considered encompasses the entire range used in the construction of earlier body-wave reference
models (Morelli and Dziewonski, 1993; Kennett et al., 1995). We chose a weighted sum of the
fits to various phases as our measure of overall fit to the time-distance curves; the weights (w)
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are chosen based on the expected amplitude of the arrivals and the coda of the preceding phases








where the summation is done over every branch and phase being considered (Table 5.2). Since
reference Earth models are typically employed with the necessary corrections for asphericities,
we exclude contributions from lateral variations in the crust (e.g. Kustowski, 2007) and Earth’s
ellipticity (e.g. Dziewonski and Gilbert, 1976) in our comparisons. The phases S, SS and ScS
are calculated on the transverse component (SH-motion) while other phases are calculated on the
vertical component (P -SV motion), in order to account for radial anisotropy in the shallowest
mantle. Our suite of perturbed models display deviations of ∼2 s for teleseismic S and SS waves
when the effects from vSH > vSV anisotropy in the shallowest mantle are not considered.
While waves diffracted around the core (Pdiff, Sdiff) pass through substantial lateral hetero-
geneity and may not be adequately modeled with a simple ray representation (e.g. Kennett et al.,
1995), they provide important constraints on the average structure in the lowermost mantle. The
inclusion of SP6 travel times as a priori constraints circumvents the issue of baseline corrections
that are well known in some early models (e.g. Jeffreys and Bullen, 1940). The crustal and upper-
mantle P and S arrivals out to 25◦ are excluded as there is considerable regional variation in their
arrival times (Kennett et al., 1995). Several triplications from transition-zone discontinuities that
arrive at distances up to 30 degrees are also excluded from our inversions. We parameterize the
model in terms of variations to the five elastic parameters in a radially anisotropic medium and
calculate the sensitivities numerically. The elastic parameters in the mantle and core are perturbed
by 0.01–0.05 units and rays are traced though the suite of modified anisotropic models using the
formulation from Woodhouse (1981). The perturbations in travel times relative to the reference
model, sampled at every 1◦ great-circle distance, are then assimilated into a sensitivity matrix used
in the joint inversions. This procedure requires a scheme for automatic identification of branches
in time-distance curves derived from a large suite of perturbed radial models. A clear distinction
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of mantle phases at short teleseismic distances (∆ ≤ 30◦) is not straightforward to automate due
to the triplications from transition-zone discontinuities. While we limit the number of spurious
arrivals by permitting only small perturbations in the elastic moduli, the intersection of branches
can differ based on details of the radial structure. We start by tracing rays to the farthest stations
and track the variation in d∆/dp and slowness (p) with great-circle distance (∆). The slowness
variations of the propagating rays are used to identify the main branch of mantle phases (e.g. P ,
S, SS) and d∆/dp variations are used to identify the prograde and retrograde branches of core
phases (e.g. PKP , PKKP ).
5.3.4 Surface-wave dispersion curves
The estimates of average surface-wave dispersion provide some of the best constraints on anisotropic
structure in the upper mantle. The dispersion curves of fundamental-mode Rayleigh and Love
waves provide the strongest sensitivity to vSV and vSH structure, respectively, in the upper mantle.
The average dispersion curves used in this study correspond to the spherical-average (degree-0)
terms of isotropic phase-velocity maps from GDM52, a recent dispersion model of fundamental-
mode surface waves (Ekström, 2011). We choose to incorporate degree-0 terms of phase-velocity
maps as constraints in our modeling as they provide direct constraints on radial structure. These
dispersion curves also account for the azimuthal variations in phase slowness, potentially reduc-
ing tradeoffs between radially anisotropic velocity and azimuthal anisotropy in the upper mantle.
The average phase velocities in the range of 25–250 s are constrained well by the extensive data
set employed in recent studies; GDM52 was constructed using the minor- and major-arc compo-
nents of the phase-anomaly data obtained from 3330 shallow (h>50 km) earthquakes from 2000
to 2009. A recent study by Ma et al. (2014) employed a clustering technique with minor-arc wave-
forms from all MW > 5.5 earthquakes that occurred between 1976 and 2008. While the data and
methodology are quite distinct between the two studies, average phase-velocity perturbations are
highly consistent and do not differ by more than 0.1 percent for both Love and Rayleigh waves
(Figure 5.2a). Both studies agree that PREM underestimates phase velocities of Rayleigh waves
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Figure 5.2: Global averages of phase-velocity perturbations (dc/c) for Love and Rayleigh waves between 25–250 s
(a) Measurements from GDM52 (solid curves) and those predicted by earlier models, PREM (dotted) and STW105
(dot dash), when combined with CRUST2.0 (Bassin et al., 2000) (b) Predictions from our preferred model NREM1D
alone (dotted) and when combined with CRUST2.0 (dot dash). Phase-velocity perturbations (dc/c) from the global
dispersion model GDM52 (Ekström, 2011) and Scripps (Ma et al., 2014) are used as constraints in our inversions.
The average predicted crustal perturbations (e.g. Figure a-dotted) are obtained from phase velocity maps using one-
dimensional reference models overlain by CRUST2.0 (Figure 5.3). All values are calculated relative to the phase
velocities obtained from PREM.
around 50 s period and of Love waves at periods shorter than 30 s. Due to the high level of con-
sistency, we choose large overall weights to average dispersion data by using half the difference
between the studies as a measure of uncertainty in our inversions.
Since GDM52 was parameterized in terms of slowness perturbations (dp/p), we derive explic-
itly the phase-velocity maps (dc/c) relative to PREM before incorporating their spherical averages
in our inversions. This procedure leads to estimates of average dispersion that are slightly different
than those in the original study (Ekström, 2011, Figure 15); assumptions of a linear relationship
(e.g. dc/c = -dp/p) become increasingly tenuous at the shortest periods (≤35 seconds) where the















where 〈.〉 denotes the spherical average of a 2-dimensional map of phase-velocity perturbations
evaluated at a given colatitude θ and longitude φ. The first term on the right (δc/c0) represents
the contribution from the degree-0 perturbation to the reference models Earth while the second
146
term corresponds to non-linear contributions from the crustal heterogeneity. In order to linearize


















where U is the group velocity and is derived using equations 5.7 and 2.11. The conversion of
Rayleigh and Love-wave dispersion curves to degree-0 splitting coefficients of equivalent spheroidal
and toroidal modes allows us to adopt a linearized scheme for radial structure using equation 5.11.





where f is the frequency of the surface waves (in mHz). This weighting scheme compensates
for the high overall sensitivity of phase-velocity perturbations to the shallowest mantle and crustal
structure.
5.4 Methods
5.4.1 Importance of crustal variations
Figure 5.3 shows the local phase-velocity perturbations of 35 and 50-s Love and Rayleigh waves
for PREM overlain by crustal structure from CRUST2.0 (Bassin et al., 2000). The phase-velocity
maps exhibit a clear correlation with crustal variations; fast velocities are associated with the thin,
fast oceanic regions while slow velocities are correlated with thick, slow continental crust in the
Andes and Tibetan plateau. The phase velocities of 35-s Love waves show stronger deviations
from PREM velocities (down to -12 percent) than Rayleigh waves due to their stronger sensitiv-
ity to crustal structure. The amplitude of phase-velocity perturbations decrease at longer periods
(≥60 s) due to the reduced sensitivity to crustal structure. The global averages of Love wave
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perturbations decrease substantially from 0.34 percent at 35 seconds to 0.15 percent at 60 second
period. Details of the average crustal phase velocities are not readily captured using a single 1-D
reference model and normal-mode perturbation theory; spherical average of CRUST2.0, for exam-
ple, provides similar trends of average crustal phase velocity for both Love and Rayleigh waves
that is inconsistent with the GDM52 observations. The non-linear effects of crustal variations on
local phase velocities need to be modeled to obtain accurate estimates of average crustal phase ve-
locities (Figure 5.2a). The average crustal phase velocities of Love waves increase monotonically
with frequency and are substantial (>0.2 percent) at periods shorter than 40 seconds (Figure 5.2a,
dotted). The influence of water depth in oceanic basins coupled with the deeper sensitivity of
Rayleigh waves leads to substantial contributions from crustal effects even at periods longer than
40 seconds. The average crustal phase velocities of 60-second Rayleigh waves (0.54 percent) are,
in fact, greater than those of 35-second Rayleigh waves (0.17 percent).
Our experiments demonstrate that the average contribution to phase-velocity perturbations
from the crust is comparable to the observed dispersion of fundamental-mode surface waves. The
contribution from the crust can be as much as 1.5 times the signal from Love wave dispersion
curves at periods shorter than 40 seconds. The strong influence of the crust persists even for
the intermediate-period Rayleigh waves. These results suggest that inferences of radial structure
solely based on average dispersion curves should be treated with caution if crustal contributions
were not accounted for in the modeling. For example, higher velocities for short period Love waves
(≥30 mHz) may indicate that the crust is thinner on average than in PREM (Ekström, 2011); re-
moving the non-linear effects of the crust, however, suggests that PREM may actually be slightly
slower than the average radial structure in the Earth. Similar comparisons for Rayleigh waves
suggest that the bulk (> 50 percent) of the average phase velocity perturbations at long periods
(50–100 s) can be attributed to the effects from the Earth’s crust. Therefore, degree-0 terms of
phase velocity maps and other estimates of average dispersion need to accurately account for the
crustal contribution (equation 5.16) before inversions are performed for radial structure.
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Figure 5.3: Crustal phase velocity perturbations (dc/c) for Love and Rayleigh waves at 35 and 60 s. Local eigenfre-
quencies and phase velocities are calculated from PREM overlain by crustal structure CRUST2.0 (Bassin et al., 2000).
Average values at each depth, as specified in < · >, has been used to construct the dispersion curve in Figure 5.2a
(dotted lines).
5.4.2 Regularization and Inversion
The average Earth data sets comprising normal-mode eigenfrequencies and quality factors, surface-
wave dispersion curves, body-wave time-distance curves, Earth’s mass and moment of inertia are
used to solve for radial structure. Following equation 5.3, this step involves inversion for absolute
perturbations to the reference model









where δcmkh is the perturbations to the coefficient c
mk
h corresponding to the k-th parameter mk and
h-th basis function Bh while Y00 denotes value of the degree-0 spherical harmonic. The polyno-
mials and cubic B-splines used as basis functions in this study permit a radial regionalization with
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abrupt discontinuities in ⊕1D (Figure 5.1). The basis functions whose coefficients are allowed as
free parameters in the inversions are chosen based on the resolution of the data sets used in this
study, as determined by the large suite of inversions and tests performed in Section 5.5. We param-
eterize the shear-velocity model in terms of isotropic (δvS = (δvSH + δvSV )/2) and anisotropic
variations (δaS = δvSH − δvSV ) and express similarly the variations in compressional-wave ve-
locities. This parameterization scheme allows us to regularize independently the roughness of
isotropic and anisotropic velocity variations.
Due to imperfect data coverage and measurement errors, and in order to stabilize the inversion,
we regularize the tomographic inversions by minimizing various aspects of our models. The overall
objective of our inversions is to minimize the quantity









where χ2 is the total data misfit (Section 5.3) and γd, γg, γn and γs are weights that modulate the
abruptness at discontinuities, gradients in a region, norm of the solution and of the perturbations,
respectively (Appendix B). Following discrete inverse theory (e.g. Menke, 1989), solution to the
















where xLS is a matrix containing the best-fitting model while wi and dj are the weights given
to various types of data and damping, respectively. Here, i corresponds to the surface-wave dis-
persion curves, body-wave time-distance curves, as well as the normal-mode quality factors and
eigenfrequencies while d corresponds to the data and A their sensitivity to the perturbations ch
using the kernels described in Section 5.3. Also, j corresponds to different regularization choices
in our models (equation 5.19) and (DTD)j are the respective damping matrices derived numeri-
cally. We then calculate the weighted least-squares solution to equation (5.20) using a standard
Cholesky factorization for positive-definite matrices (e.g. Trefethen and Bau, 1997). We perform
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standard damped least-squares inversions and select an appropriate amount of damping for every
principal region in the Earth (Table 5.1). The optimal damping scheme is also adjusted separately
for different physical parameters after successive trials and evaluation of our results. We follow an
iterative and linearized inversion scheme where the sensitivity matrices (ATA)i are re-calculated
for several iterations until convergence is achieved for all data sets. The data sensitivities to the
eight physical parameters are calculated either numerically or based on first-order perturbation
theory (Section 5.3).
Figure 5.4: The radial distribution of elastic properties, density and shear attenuation in the preferred model NREM1D.
The elastic parameters and density from the anisotropic 1-D reference model PREM (Dziewoński and Anderson, 1981)
and isotropic velocity model AK135 (Morelli and Dziewonski, 1993) are plotted for comparison. Also shown are the
variations in shear attenuation (Qµ) from the radial model QL6 (Durek and Ekström, 1996).
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The construction of a new reference model comprises three partial inversions that perturb only
parts of the Earth model: (1) mantle shear attenuation (Qµ) (3) mantle density and elastic variations
(3) full mantle and core inversions. The strongest sensitivity of the datasets are to shear-velocity
and shear-attenuation structure in the mantle; we choose to solve these parameters first to obtain
faster convergence in data fits. Each step in our inversion procedure comprises up to five iterations
of calculating sensitivity kernels, accounting for crustal structure (Section 5.3.4), accumulation
of data sensitivities from different data sets followed by joint inversions for radial structure. The
best-fitting model from the preceding set of inversions is used as the starting model for the next
set of partial inversions. Once the mantle structure is optimized to fit the data, velocity and density
parameters in the core are added as free parameters in our inversions. The incremental approach of
adding complexity and data in our inversion allows us to trace and control the contributions from
different subsets of data.
5.5 New Reference Model
In this section, we discuss the various structural complexities that were evaluated during the con-
struction of the new reference model NREM1D (Figure 5.4). We adopted a computationally in-
tensive procedure that calculated a posteriori fits to several thousands of 1-D reference models
obtained using various amounts and types of regularization schemes (equation 5.19). For brevity,
we will discuss a small subset of models that are pertinent to the geophysical problems discussed
in this paper. Key questions are to what extent do standard reference Earth models change as a
result of including new measurements, and whether various types of data are compatible enough
to be modeled concurrently while accounting for the complexities of anisotropy and attenuation.
We first present experiments conducted during the various phases of our modeling (Section 5.4.2),
and then discuss the overall fits to evaluate the compatibility of data sets.
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5.5.1 Shear attenuation
Figure 5.5 summarizes the inversions that evaluate shear attenuation structure in three isolated
regions of the Earth’s mantle from Table 5.1: (1) upper mantle, (2) lower mantle, and (3) the D′′
region. A suite of shear-attenuation (Qµ) models is inverted using different regularization schemes
that modulate the gradient and norm of the variations in different regions (Figure 5.5a,b). We
apply different levels of smoothness (γg) in the upper or lower mantle while norm damping (γd)
is used to modulate the abruptness of shear attenuation across the D′′ discontinuity. We show
results from the first iteration of an iterative scheme, which eventually converges towards our
preferred model of shear attenuation in the mantle (Figure 5.4). The corresponding fits to the
full compilation of quality-factor observations and the various subsets of normal modes are also
provided (Figure 5.5c–h).
Shear attenuation in the upper mantle is constrained well by the large set of quality factor
observations employed in this study. The minimum in Qµ in the vast majority of our models corre-
sponds to a highly attenuating asthenosphere at ∼150 km depth. A highly attenuating uppermost
mantle is favored by the bulk of quality-factor observations and the fundamental modes in partic-
ular. When high attenuation (low Qµ) in the uppermost mantle is disfavored with strong gradient
damping, χ2/N fits to spheroidal modes deteriorate by as much as 30 (Figure 5.5c). Substantial
reductions in fits (∆χ2/N ∼ 10) are also observed for the toroidal fundamental modes when low
attenuation is prescribed at asthenospheric depths; toroidal overtones and radial modes are less
sensitive to details in the uppermost mantle (Figure 5.5f). We have found that Qµ in the man-
tle lithosphere (24.4–80 km) and the transition zone (410–650 km) are not as well constrained as
the asthenospheric depths (80–250 km). Although not shown here, some of our models exhibit
a slightly higher shear attenuation (lower Qµ) in the transition zone than the bottom of the upper
mantle (∆Qµ=10–50), in broad agreement with an undamped inversion performed by an earlier
study (Durek and Ekström, 1996, Figure 6). However, details of this complexity depend strongly
on our choices of regularization in the upper mantle, especially at 250–410 km depth. In order to
fit the high attenuation (low Qµ) at asthenospheric depths favored by most of the normal modes,
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Figure 5.5: Tests for resolution of shear attenuation (Qµ) in different regions of the mantle. Our three sets of inver-
sions involve varying the gradients in the upper mantle, gradients in the lower mantle and abruptness of the the D′′
discontinuity in Qµ. The radial variations are modulated by applying various amounts of smoothness weights γg and
discontinuity weights γd. The models inverted in the first set of inversions is plotted in (a) while the the other two
sets are in (b). The χ2/N fits to all normal-mode data as well as various subsets are plotted separately for the three
experiments (c–e). The darker colors correspond to stronger damping i.e. higher weights γg and γd. The black curves
and fits correspond to our preferred set of damping parameters used in the first iteration of our inversions. Note the
reversed order of damping values (x-axes) employed in the misfit plots (c–h) to make the curves correspond roughly
to an L-curve analysis for optimal damping parameters (e.g. Marquardt, 1963; Menke, 1989).
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cubic splines and the polynomial term at the bottom of the upper mantle tend to overshoot the
values of Qµ in the transition zone, resulting in a discontinuity at 410 km depth. Since we do not
obtain substantial improvements in data fits with such complexities (∆χ2/N<10%), we suppress
strongly any abruptness in Qµ variations between the upper mantle and the transition zone. Our
results are in agreement with Durek and Ekström (1996), who did not favor low attenuation in
the transition zone based on fits to an earlier compilation of quality factor observations. Similar
experiments with shear attenuation in the mantle lithosphere show equally small improvements in
fits when strong gradients in Qµ are permitted; we adjust the gradient damping to make the model
converge towards a crustal Qµ of 300 at 24.4 km, the value adopted by Durek and Ekström (1996)
during the construction of the attenuation model QL6.
Several interesting features of shear attenuation in the deep mantle are also evaluated in our
experiments. Our preferred attenuation model exhibits constant shear attenuation in the lower
mantle (Figure 5.4), with values between that of PREM and the attenuation model QL6 (Durek
and Ekström, 1996). When we relax our preferred, strong weights for gradient damping in the
lower mantle, a gradual increase in shear attenuation (|∆Qµ|=10–50) is observed between 650–
2891 km depth (Figure 5.5b). An increase in attenuation from the mid to the lowermost mantle
is roughly in agreement with previous normal-mode studies (e.g. Widmer et al., 1991). A slightly
higher attenuation in the D′′ region could be due to its role as a thermal or chemical boundary layer,
and is broadly consistent with some body-wave analyses (Doornbos, 1974). However, analysis of
data fits show no clear requirement for this complexity in order to fit any subset of normal modes;
χ2/N fits to the spheroidal modes do not improve by more than 2–3 when gradient damping is
relaxed in the lower mantle (Figure 5.5d). The fits to toroidal overtones, in fact, deteriorate slightly
(|∆χ2/N| ∼ 1) when the gradient damping is relaxed (Figure 5.5g). We obtain similar results in
experiments that test the resolution ofQµ in the D′′ region; χ2/N fits do not improve by more than 2
in models that permit high attenuation (Qµ ∼170) isolated at the base of the mantle (Figure 5.5e,h).
Overall, our experiments suggest that the updated data sets of normal-mode quality factors are
adequately fit by a constant and uniform Qµ throughout the lower mantle.
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5.5.2 Mantle shear and compressional velocities
Joint consideration of surface-wave, normal-mode and body-wave data sets allows us to constrain
well the isotropic vP and vS variations in the upper mantle and transition zone. The new data sets
of average Rayleigh- and Love-wave dispersion (Ekström, 2011; Ma et al., 2014), in particular,
provide some of the best constraints on shear-wave velocities in the uppermost mantle. We obtain
similar variations of isotropic shear-wave velocities (vS) at 80–410 km depth using a variety of
smoothness and norm regularization schemes. The variation in compressional-wave velocities at
depths greater than 80 km is also constrained well and our estimates converge towards values sim-
ilar to PREM (Dziewoński and Anderson, 1981). However, vP variations in the mantle lithosphere
(24.4–80 km) are not as well resolved and trade off with the vS variations at these depths; we apply
a constant vP /vS scaling of 0.55 in this region with moderate weights to stabilize our inversions.
The structure in the shallowest mantle cannot be accurately modeled using the body-wave phases
in isolation. While our inversions using time-distance curves favor an overall reduction of shear
velocities in the upper mantle from faster starting models, it is the addition of long-period data sets
(i.e. dispersion curves and eigenfrequencies) that helps localize the low-vS anomaly to a narrower
range of depths. The average phase velocities of fundamental-mode surface waves, in particular,
require a reduction in shear-wave velocities corresponding to the low-velocity zone in the upper
mantle with minimum shear velocities between 120–150 km depth. Jointly modeling the different
types of data becomes even more important for constraining structure in deeper regions of the man-
tle. While some sensitivity to vS variations in the transition zone is obtained from the teleseismic
S and SS phases, strong norm damping is required when the normal mode eigenfrequencies are
excluded from our inversions.
Our estimates of isotropic velocities in the lower mantle show some deviations from PREM
due to the modeling choices and new data sets employed in this study. The vP and vS variations
in the upper lower mantle are constrained well using the direct arrivals and surface reflections of
P- and S-waves (P , PP , S and SS); large weights are applied to these and other body-wave data
so that the predicted times are very similar (± 0.5s) to the predictions from the earlier model SP6
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(Morelli and Dziewonski, 1993). We express the vP and vS variations in the upper lower mantle
and D′′ region in terms of a linear polynomial and do not solve for the higher-order terms in our
inversions. The quadratic and cubic terms of shear- and compressional-wave velocities in these
two regions are strongly dependent on regularization, partly due to our choice of employing travel-
time constraints from SP6 that did not solve for these terms. The largest differences from PREM
are in the lowermost mantle where our model prefers stronger gradients and lower estimates of vP
and vS (Figure 5.4), in order to fit time-distance curves of diffracted P and S waves (∆ >90◦).
5.5.3 Extent of radial anisotropy
Strong radial anisotropy with fast horizontally polarized shear-wave velocities (vSH > vSV ) is
required in the upper mantle (24.4–410 km) to fit surface-wave dispersion curves and eigenfre-
quencies of short-period normal modes. Our preferred reference model exhibits the maximum
shear-wave anisotropy at 150 km depth (∼3% vSH > vSV ) with decreasing values at shallower
and deeper parts of the uppermost mantle. These features are in contrast to PREM, which reported
a monotonically decreasing vSH > vSV variations with depth in the upper 220 km of the mantle.
We minimize radial anisotropy below 250 km with norm damping since it does not appreciably
improve the fit to the surface-wave and normal-mode observation. Our anisotropic variations are
comparable in magnitude to the recent 1-D reference model STW105 (Kustowski et al., 2008).
There are, however, some subtle differences between the two models; The maximum shear-wave
anisotropy in our model is slightly deeper (∼150 km) and radial anisotropy in the mantle litho-
sphere (24.4–80 km) does not diminish to zero closer to the surface. These mild discrepancies may
arise from the new corrections to the data or due to the use of different surface-wave observations
and modeling choices like parameterization and regularization schemes. We account explicitly for
the azimuthal variations in Rayleigh wave phase velocities, a modeling choice that can influence
the details of anisotropic models at the shallowest depths. Nevertheless, reasonable agreement us-
ing different methodologies and data sets lends some credence to the modeled radial anisotropy in
the uppermost mantle.
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Although not shown here, we have performed experiments that modulate the anisotropic fea-
tures of isolated regions in the Earth’s mantle using various regularization schemes. When the am-
plitude of anisotropy in the upper mantle is suppressed by norm damping the solution, the χ2/N fits
deteriorate by∼20 percent for the fundamental spheroidal and toroidal modes. Fundamental-mode
surface-waves also require anisotropic variations in the uppermost mantle; this result persists even
when the strong crustal contribution to average dispersion is accurately modeled using a nonlinear
scheme (Section 5.4.1). When additional anisotropic parameters in the deep mantle are included
as free parameters in our inversions, mild anisotropy (<1 percent vSH > vSV ) is observed in the
transition zone and the D′′ region. When we solve for radial anistropy throughout the lower man-
tle, D′′ region exhibits a slightly reduced anisotropy (vSV > vSH) due to tradeoffs with anisotropic
variations in the mid mantle. However, the improvements in χ2/N fits to normal modes do not im-
prove by more than 5 percent with either scenario of anisotropic complexity. Low improvements
in overall fit do not warrant the inclusion of radial anisotropy in the transition zone and D′′ regions.
Since we evaluate only degree-0 perturbations to the polynomial terms in both regions, curvature
and higher-order features in average anisotropy (Montagner and Kennett, 1996; Panning & Ro-
manowicz, 2004; French and Romanowicz, 2014) cannot be excluded as possible complexities in
the Earth. However, very limited sensitivity to higher-order polynomial terms is afforded by the
data sets employed in this study. The elements of our data sensitivity matrix corresponding to the
quadratic and cubic terms of D′′ anisotropy are two to three orders of magnitude lower than those
of linear polynomials.
Resolution of the remaining anisotropic parameters - vP anisotropy and η - is limited by the
sensitivity of currently available seismic data sets. For example, vP anisotropy trades off both with
density and shear-wave anisotropy in the shallowest mantle (e.g. Beghein et al., 2006; Kustowski
et al., 2008). Our experiments with various choices of smoothness and norm damping suggest that
the resolution of vP anisotropy is particularly limited for the polynomial and two splines at the top
of the mantle (Figure 5.1). These parameters depend strongly on the starting model and uncon-
strained inversions can even result in faster vertically-polarized than horizontally-polarized com-
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pressional velocities (vPV > vPH) at 24.4–50 km depth. Such anisotropic variations are largely
incompatible with petrological estimates of radial anisotropy in olivine (Montagner and Anderson,
1989, e.g.), the major constituent mineral at these depths in the mantle. Restricting vS anisotropy in
the mantle lithosphere (24.4–80 km) using norm damping also leads to stronger vP anisotropy; this
particular scenario may be consistent with the earlier model STW105 (Kustowski et al., 2008). We
impose constant scaling between compressional-wave anisotropy and shear-wave anisotropy in the
uppermost mantle (24.4–80 km), and apply strong gradient damping to obtain smooth vPH > vPV
variations throughout the upper mantle. In case of the fifth anisotropic parameter η, we start with
a constant isotropic value of 1 throughout the Earth and examine any deviation in the shallow-
est regions of the upper mantle. We choose to suppress perturbations in η below 250 km using
strong gradient damping; relaxing this constraint does not appreciably improve the overall fits
to the normal-mode eigenfrequencies. While the details of η variations depend on the smooth-
ness applied in different depth regions of the upper mantle, values below 1 are preferred by both
spheroidal modes and Rayleigh-wave data sets. Several iterations are required before the models
converge towards the η variations in our preferred model (Figure 5.4), which exhibits variations
similar to PREM and STW105.
5.5.4 Core structure
Our estimates of elastic variations in the Earth’s core are constrained using long-period (≥ 50 s)
normal-mode eigenfrequencies as well as summary time-distance curves of core phases recorded
at shorter periods (∼1 s). The majority of normal-mode eigenfrequencies are largely compatible
with average arrival times of core phases; observations of several radial modes (e.g. 6S0), however,
are difficult to reconcile with the time-distance curves of core phases such as SKS and SKKS.
While several core phases prefer strong gradients at the top and bottom of the outer core similar to
our model constraint SP6, radial modes tend to prefer smoother gradients and higher velocities in
the same regions. In absence of the constraints from core phases, the radial modes prefer higher vP
velocities at the top and bottom of outer core with values within 0.2 km/s of PREM. The χ2/N fits
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to the radial modes deteriorate by as much as 8 times when strong weights are employed for the
traveltimes of core phases; this choice results in a reduction of vP in the outermost 200–300 km
of the outer core. While the body-wave model SP6 is our starting model for velocity structure in
the core, we have slightly modified the vP variations in the outer core to values closer to PREM
in order to reasonably fit the normal-mode eigenfrequencies. However, NREM1D does not fit the
radial modes as well as PREM and further experiments with body-wave travel times may be needed
to find a more optimal model of core structure.
5.5.5 Fits to average Earth data sets
Figure 5.2 demonstrates the good fits to average surface-wave dispersion curves from both GDM52
and Ma et al. (2014) using our preferred reference Earth model NREM1D. Several iterations of per-
turbing the vP and vS structure are needed before inversions converge in their fit to the surface-wave
data. Since local crustal phase velocities are calculated for every candidate 1-D reference Earth
model (Section 5.4.1), fitting the dispersion curves is a computationally intensive and highly non-
linear procedure. The most improvements in fit compared to earlier models PREM and STW105
are obtained for the short-period (>50 mHz) Love and Rayleigh waves. The difference in av-
erage dispersion between GDM52 and our prediction is less than 0.2 percent for the complete
range of surface-wave frequencies considered in this study (25–250 s). We obtain substantial im-
provements in fits compared to PREM overlain by CRUST2.0, which predicts much lower average
phase-velocity perturbations (by ∼1 percent) of the shortest period Rayleigh waves. Since PREM
did not benefit from the recent estimates of crustal heterogeneity and azimuthal anisotropy, a direct
comparison with STW105 and NREM1D cannot be readily interpreted in terms of elastic struc-
ture. The slight improvements relative to STW105 are likely due to the direct use of new average
dispersion curves, which accounted for the azimuthal variations in phase slowness of Rayleigh
waves.
Figure 5.6 summarizes the arrival times of the major mantle and core phases that were used in
the construction of NREM1D (Table 5.2). PREM predicts faster arrivals (>1 s) of the diffracted
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phases Pdiff and Sdiff than the radial model SP6, which was optimized to fit travel time mea-
surements. According to ray theory, travel times of these teleseismic body waves have a peak
sensitivity at the turning point of the ray in the bottom 200-300 km of the mantle (Figure 5.7). We
start with SP6 structure in the D′′ regions and the feature is found to persist even with the inclusion
of normal mode eigenfrequencies and several iterations of joint inversions. PREM also predicts
faster arrivals for the core phase SKS (∼1 s); the outer core structure is adjusted slightly in our
preferred model to fit travel time curves to within reasonable limits (± 0.5s). NREM1D fits the
quality factors of normal modes slightly better than PREM while the fits to eigenfrequencies are
comparable (<2 times χ2/N); good fits to normal mode data sets are, therefore, obtained even after
the inclusion of new body-wave constraints. Most of the remaining variance in eigenfrequencies
is due to the PKIKP -equivalent radial modes, which are sensitive to elastic variations in the core
(Section 5.5.4). Further experiments on this aspect of the problem will be a subject of future work.
5.6 Discussion
Our results indicate that the various types of average Earth data sets can provide complemen-
tary constraints on Earth’s radial structure. While the majority of data sets can be concurrently
modeled in our joint inversions, we have found it difficult to completely reconcile eigenfrequency
observations of some PKIKP -equivalent radial modes and travel-times of several core phases.
Body-wave phases traversing the outer core (e.g. SKS, SKKS) prefer slower P-wave velocities
than PREM (e.g. Morelli and Dziewonski, 1993), potentially due to a stably-stratified chemical
boundary layer (e.g. Lay and Young, 1990). Our experiments reveal that the fits to radial modes
deteriorate when strong gradients are allowed in the outer core; reconciliation of normal-mode and
body-wave constraints may necessitate further improvements in our estimates of core velocities
with important implications for Earth structure and dynamics.
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Figure 5.6: Time-distance curves of PREM and NREM1D compared with SP6 arrival times. The of various phases are
calculated at every 2◦ distance and colored according to values relative to the isotropic model SP6. Red colors denote
velocities slower velocities (greater arrival times) and blue colors denote faster velocities (smaller arrival times) than
SP6. The source is a surface-focus earthquake located at the equator (0◦, 0◦) and no ellipticity correction is applied.
The ray tracing is done with the anisotropic models PREM and NREM1D (Woodhouse, 1981), assuming that the
phases S, SS and ScS are recorded on transverse and others on the vertical component.
Joint modeling of data sets and the iterative inversions potentially remove the co-dependencies
between the elastic, density and shear attenuation structure. We achieve good fits to quality factor
observations and reasonable fits to other data sets with a frequency-independent Qµ model and the
associated velocity dispersion (Kanamori and Anderson, 1977). Based on our modeling, there is
no apparent need to include frequency dependence of shear attenuation (e.g. Anderson and Given,
1982; Lekic et al., 2009) in modeling seismic waves between 20–3000s. However, there is a
disconnect between our inferences based on seismic data and mineral-physics studies that report a
power-law dependence of attenuation on frequency (e.g. Jackson and Faul, 2010; McCarthy et al.,
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2011). A few seismological studies have reported an increase in Qµ in the lowermost 1000 km of
the mantle based on the analysis of body-wave (e.g. ScS-S) spectra (e.g. Lawrence and Wysession,
2006; Hwang and Ritsema, 2011; Durand et al., 2013). Others have attributed the discrepancies
between results from normal modes and body waves to the frequency-dependent effects of intrinsic
attenuation (e.g. Hwang and Ritsema, 2011) that are typically observed in minerals assemblages
under experimental conditions (Jackson and Faul, 2010). Future studies will benefit from the
joint consideration of both types of seismic data informed by improved experimental constraints at
seismically-relevant frequencies (Jackson and Faul, 2010; Takei et al., 2014).
Figure 5.7: Ray trajectories of phases P, S and SKS in PREM and NREM1D and their arrival times. The ray trajectories
of phases are colored according to difference in travel times between the reference model and that of model SP6, which
was optimized for predicting global averages of body-wave travel times. The procedure for calculating ray paths is the
same as in Figure 5.6
Our preferred model NREM1D confirms several features reported by earlier studies on radial
structure: (1) a highly attenuating (lowQµ ∼ 60) asthenosphere, an intermediateQµ (∼200) transi-
tion zone followed by a less attenuating (high Qµ ∼ 325) lower mantle and (2) a strong vSH > vSV
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in the shallowest mantle with peak radial anisotropy at ∼150-km depth. While we observed some
deviations from earlier reference Earth models, changes due to new data sets and methodological
advancements are rather subtle. In contrast to the earlier reference Earth models, NREM1D is
smooth across the 220-km discontinuity for all physical parameters. We obtained better fits than
PREM to new quality factor observations using a Qµ model that is smooth across the 220-km dis-
continuity. The presence of a 410-km discontinuity in Qµ is strongly dependent on regularization
and does not provide substantial improvements in fit to the data. Although not shown here, our
experiments with abruptness of Qµ at the bottom of the transition zone suggest that very strong
damping (γd) would be needed to eliminate the abrupt change in Q at the 650-km discontinuity.
We, therefore, strongly disfavor aQµ discontinuity at 410 km while a jump is allowed at the bottom
of the transition zone.
Large jumps of Qµ in the transition zone can also be disfavored based on mineralogical con-
siderations; phase transition from olivine to wadsleyite (∼410 km) and ringwoodite (∼550 km)
involve coordination changes of atomic species but not a wholesale reordering of the unit cell struc-
ture. Moreover, experimentally determined grain-boundary diffusivities are similar for the olivine
polymorphs in the transition zone (e.g. Dohmen and Milke, 2010). Since recent experimentally-
derived models of velocity and attenuation are based on the underlying physical mechanism of
grain boundary diffusion (e.g. Jackson et al., 2014; Faul and Jackson, 2005), this mechanism is
unlikely to contribute to substantial Qµ variations at transition-zone depths. Since the phase tran-
sition from ringwoodite to perovskite includes unit-cell scale reordering, an abruptness in shear at-
tenuation may be expected at 650-km depth. The presence of small quantities of water (0.1∼wt%)
may also enhance shear attenuation in the mantle (e.g. Karato and Jung, 1998; Karato, 2011). Re-
cent seismological studies have reported low Qµ in localized regions and interpreted the findings
as an indication of water enrichment in the transition zone (e.g. Fuji et al., 2010; Zhu et al., 2013).
Since our radial inversions based on normal modes do not require an elevated shear attenuation
at these depths, water enrichment may not be a global feature of the mantle transition zone. The
inclusion of constraints from body-waves and surface-wave overtones may aid in a more accurate
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estimation of Qµ in the transition zone.
Based on summary traveltime curves, NREM1D exhibits slow shear- and compressional-wave
velocities in the lowermost 200–300 km of the mantle. These variations are within the depth range
where perovskite (Pv) could transform to the high-velocity post-perovskite (pPv) in the lowermost
mantle (e.g. Murakami et al., 2004). If the whole of the lowermost mantle lay within the pPv-
stability field, high shear-wave velocities would be a ubiquitous feature of the lowermost mantle
and lead to fast S-wave travel times. There does not appear to be a systematic shift towards faster
arrival times in the travel-time curves, especially for the diffracted arrivals that are sensitive to
structure at the bottom 200–300 km of the mantle. The reduction of shear velocities in our ra-
dial model may suggest that the Pv-pPV phase transition is not a global feature of the lowermost
mantle. Other mineralogical (e.g. Catalli et al., 2009; Grocholski et al., 2012) and geodynamic
(e.g. Nakagawa and Tackley, 2006) considerations could also limit the geographical extent of the
post-perovskite stability field (Section 4.5.2).
5.7 Conclusions
We demonstrate that a majority of seismic observations spanning three orders of magnitude in
frequency can be jointly reconciled with a new 1-D reference model of shear attenuation (Qµ),
elastic variations and density in the Earth. We devise an iterative methodology to construct 1-D
reference Earth models, while accounting for the non-linear crustal contributions. This is informed
by our result that the crustal variations can contribute substantially to average phase velocities of
surface waves. Several features found in earlier radial models persist with the inclusion of new
data sets: (a) high attenuation (low Qµ) and low velocities at 80–250 km depth and (b) radial
anisotropy in the shallowest mantle with a maxima at ∼150 km depth. Several interesting features
like strong negative gradients in vP and vS structure in the lowermost mantle are required to fits
summary traveltime curves that account for the geographic bias in body-wave data. However, a
few discrepancies between data sets that are yet to be resolved; core-sensitive PKIKP -equivalent
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radial modes are not fit well by an outer core structure preferred by the body-wave travel times.
Resolution of these discrepancies in a new reference Earth model is likely to influence greatly our
understanding of the Earth’s deep interior.
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Chapter 6
Constraining jointly the radial and lateral
variations in variable-resolution models of
the Earth’s mantle
Abstract
Robust interpretation of mantle heterogeneity is hindered by the fact that three-dimensional tomo-
graphic models and the associated reference Earth models are typically constructed in isolation. We
introduce the second part of a new methodology that constrains the spherically-averaged proper-
ties of mantle heterogeneity using the direct sensitivity afforded by normal-mode eigenfrequencies
and Earth’s mass and moment of inertia. These average Earth data sets and a large compilation of
surface-wave phase anomalies, body-wave travel times, normal-mode splitting functions and long-
period waveforms are modeled jointly for a complete description of mantle heterogeneity. We use
the reference Earth model NREM1D, which was constructed from average Earth data sets in a re-
lated study, as the starting model for tomographic inversions of discontinuity topographies, radial
anisotropy, shear velocity, density and compressional velocity in the mantle. Large-scale variations
(degrees 1–18) in our joint model agree well with independent inversions of global phase-velocity
variations as well as tomographic studies of shear- and compressional-wave velocities that em-
ploy a multitude of seismological observations. Even with the inclusion of expanded data sets
and modeling improvements, majority of the observations only show minor improvements in fit
167
when large-scale anisotropic variations are permitted in the transition zone and lowermost mantle.
The spherical average of the tomographic model does not deviate substantially from the reference
Earth model even after several iterations, confirming that NREM1D represents accurately the av-
erage mantle structure. We demonstrate that some discrepancies between earlier reference Earth
models can be attributed to preferential sampling of the Northern hemisphere by travel-time data
sets. Hemispherical averages of our model give discrepancies in predicted S and Sdiff arrival times
similar to those between two widely-used reference Earth models that differ in their treatment of
the geographic bias in data. Our joint tomographic model is easily extendable to finer resolution
in well-sampled regions due to the lateral spline parameterization and can be employed in both
regionalized and spherically averaged interpretations of mantle heterogeneity.
6.1 Introduction
Since the advent of global seismology, three-dimensional tomographic models of heterogeneity
and the associated one-dimensional reference Earth models have typically been constructed in
isolation. This modeling approach has led to complications both for the accurate modeling of
seismological observations and for the interpretations of Earth structure. The spherical average
of tomographic models can deviate substantially from the associated reference Earth model and
often provides unsatisfactory fit to average Earth data sets. Comparisons of seismological results
with petrological, geochemical and geodynamic constraints usually employ reference Earth mod-
els in lieu of the more detailed tomographic models. This approach is not strictly valid when the
non-seismic constraints sample geographically limited regions while the reference Earth models
are constrained from average Earth data sets. A self-consistent interpretation of heterogeneity
can be aided by tomographic models that represent accurately the regional variations as well as
the spherically-averaged structure. While some studies report and interpret changes to the spher-
ical average in their tomographic inversions (e.g. Panning & Romanowicz, 2004; French and Ro-
manowicz, 2014; Chang et al., 2015), very few attempts have been made to directly constrain the
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radial component of heterogeneity using average Earth data sets (e.g. Kustowski et al., 2008). In
an earlier study (Chapter 5), we introduced a method for constructing a reference Earth model that
accounts for the lateral heterogeneity in the crust. Here, we briefly outline the second part of the
two-step methodology where we construct a new three-dimensional model of mantle heterogeneity.
An important objective in global tomography is to provide an accurate description of the am-
plitude and length-scale of heterogeneity in the mantle. A useful way to evaluate tomographic
results is by comparing studies that employ different data sets and modeling schemes. For exam-
ple, previous analyses has shown that models that do not employ surface-wave constraints tend
to underestimate the amplitude of heterogeneity in the shallowest mantle (Masters et al., 2000).
While mantle heterogeneity is dominated by its long-wavelengths components (Su and Dziewoński,
1991; Su and Dziewonski, 1992), amplitude of finer-scale structure necessary to adequately fit re-
cent surface-wave observations (e.g. Ekström, 2011; Ma et al., 2014) is still an open question. An
useful approach involves comparing the phase-velocity maps typically inverted in surface-wave
studies (e.g. GDM52, Ekström, 2011) with the ones predicted from a tomographic model. In order
to ensure accurate comparisons, depth extent of anisotropy in the mantle needs to be evaluated as
it tends to trade off with the isotropic components of modeled heterogeneity (e.g. Kustowski et al.,
2008).
We constrain the three-dimensional heterogeneity in the Earth’s mantle and its spherical-averaged
variations using several types of geophysical observations. The following modeling choices are
adopted to constrain both components of the model: [1] inverting average Earth data sets for ra-
dial variations in the whole Earth while applying corrections for crustal heterogeneity (Chapter 5,
hereafter referred to as Paper I) and [2] inverting all data sets for three-dimensional variations in
the mantle. While the approach here is similar to the one employed during the construction of
STW105 (Kustowski et al., 2008), we incorporate constraints from normal-mode eigenfrequencies
that provide direct sensitivity to average Earth structure. In the interest of brevity, we briefly sum-
marize the concepts of our modeling scheme from Paper I in Section 6.2. The various types of data
used in this study are summarized in Section 6.3. Various features of the new reference model and
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their resolution are described in Sections 6.4. We conclude, in Sections 6.5–6.6, with a discussion
of the results.
6.2 Concept of the model and initial constraints
In Paper I, we derived a new reference model NREM1D using the average Earth data sets while cor-
recting for the effects of lateral heterogeneity in the crust. Here, we invert for a three-dimensional
model of the mantle (⊕3D) and discuss its spherical average. The tomographic model is expressed
as
⊕3D(r, θ, φ) = ⊕0(r)[1 +⊕rel(r, θ, φ)], (6.1)
where ⊕rel denotes the perturbation relative to the reference model ⊕0 at radius r and location
(θ, φ). A reference Earth model in this study can be expressed as the spherically symmetric, non-
rotating model
⊕ = (vPH , vPV , vSH , vSV , η, ρ,Q−1µ , Q−1κ ), (6.2)
where the five parameters vPH , vPV , vSH , vSV , and η define the transversely isotropic medium
(e.g. Dziewoński and Anderson, 1981; Takeuchi and Saito, 1998; Dahlen and Tromp, 1998); ρ
is density while Q−1µ and Q
−1
κ are attenuation parameters in shear and in compression. We use
NREM1D as our starting model⊕0, which is expressed in terms of piecewise continuous analytical
functions along Earth’s radius. We iteratively update our reference model as the spherical average
of our tomographic model in an approach similar to STW105 (Kustowski et al., 2008). It is worth
noting that the final reference Earth model discussed in Section 6.5.2 is non-parametric in nature
(e.g. STW105, AK135) and cannot be readily expressed in terms of a linear combination of basis
functions (e.g. PREM).
The parameterization is chosen based on modeling requirements and a priori constraints, which
are generally quite distinct for radial and three-dimensional models. For example, modern 1-
D reference models contain a discontinuity at a depth of 410 km corresponding to the olivine-
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wadsleyite phase transition (e.g. Ringwood, 1975; Jackson, 1983); similar radial parameterizations
for 3-D heterogeneity would result in a discontinuous spectra, a complexity not required by various
sets of seismological observations (Gu et al., 2001). We express the relative perturbations in terms
of different sets of basis functions than Paper I; radial splines and lateral basis functions (e.g.
spherical splines) allow a smooth spectrum of lateral heterogeneity in ⊕3D (Figure 6.1). The
relative perturbations from our reference model are expressed as








where mk stands for the elastic parameters of interest, cij is the coefficient of the model corre-
sponding to the ith radial basis function Bi and the jth lateral basis function Sj(θ, φ). Similar to
our earlier work (Chapters 3–4), we express the radial basis functions in terms of cubic B-splines
(Lancaster and Salkauskas, 1986) and the lateral basis functions in terms of 362 evenly spaced
spherical splines (e.g. Wang and Dahlen, 1995). In contrast to our earlier work, we examine lateral
variations of shear-wave anisotropy in the transition zone and lower mantle (Figure 6.1)
6.3 Data and Modeling
6.3.1 Astronomic-geodetic data
The perturbations in density ( δρ
ρ0
) relative to that of the starting reference model (ρ0) are constrained




















where the integral is taken over the radius r, a is 6371 km, Mtrue of 5.974 · 1024 kg is the Earth’s
mass, and the moment of inertia Itrue is given by 0.3308 · MtrueR2, as in PREM (Dziewoński
and Anderson, 1981). Here, M0 and I0 denote the values from the starting reference Earth model
NREM1D.
6.3.2 Average Earth data sets
We employ average Earth data sets comprising normal-mode eigenfrequencies, surface-wave dis-
persion curves and body-wave travel-time curves from Paper I to constrain the spherical average
of our tomographic model. The dispersion curves and eigenfrequencies are related to the degree-0
components of a three-dimensional elastic and density model using expressions for the complex
degree-0 splitting coefficients (Paper I). Normal-mode constraints can be incorporated in models
parameterized either in terms of spherical harmonics or spherical splines using a projection matrix
(Moulik and Ekström, 2014, Appendix A). By iteratively calculating the sensitivities to degree-0
perturbations, we can converge towards a three-dimensional model whose spherical average satis-
fies observations of eigenfrequencies.
6.3.3 Data sensitive to lateral variations
Surface-wave phase anomalies, body-wave travel times, normal-mode splitting functions and long-
period waveforms afford sensitivity to the lateral variations in the mantle. In the interest of brevity,
we summarize the large sets of data here and refer the reader to the modeling procedures described
in detail elsewhere (Section 4.2). Moulik and Ekström (2014) analyzed the mode-splitting mea-
surements from several authors (e.g. Resovsky and Ritzwoller, 1998; Deuss et al., 2011) for consis-
tency and selected a subset that is employed in this study. We use recent dispersion measurements
of fundamental-mode surface waves (GDM52, Ekström, 2011) derived from a significantly larger
set of seismograms processed over a broader period range (35–250s) and for higher orbits (R1–R5;
G1–G5) than earlier compilations of fundamental-mode dispersion (Ekström et al., 1997). We also
use a large data set of body-wave arrival times comprising absolute travel times of phases such as S
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and SS, differential travel times of two phases such as S–SKS and SKS–SKKS (Liu and Dziewon-
ski, 1998), ScS–S and SS–S (Woodward and Masters, 1991; Bolton and Masters, 2001) as well
as data sets sensitive to the transition-zone topographies such as SS–S410S, SS–S650S and S410S–
S650S (Gu and Dziewonski, 2002; Gu et al., 2003). Similar to our earlier modeling, we employ the
waveform data compiled by Kustowski et al. (2008) of 219 well-recorded earthquakes (MW 6.5–8)
and 10 great earthquakes (MW > 8) from the years 1994–2003.
6.4 The three-dimensional model
In the interest of brevity, we summarize results obtained during the construction of the joint to-
mographic model with NREM1D as the starting model. Key questions are then to what extent are
our earlier conclusions on anisotropic structure affected by new data and the level of consistency
between various Earth models. .
6.4.1 Anisotropic variations in the mantle
In a procedure similar to our earlier work (Kustowski et al., 2008; Moulik and Ekström, 2014),
we evaluate models with different levels of anisotropic complexity and test the resolution based
on a posteriori fits to the data. Our preferred joint model describes the lateral vP , vS and density
variations while incorporating radially anisotropic variations in the uppermost ∼300 km of the
mantle. In contrast to our earlier discussion on radial anisotropy in the mantle (Chapter 3), we in-
corporate several methodological improvements like accounting for azimuthal variations of phase
slowness and variations in vP -vS scaling (ν) in the mantle (Chapter 4). Figure 6.2 summarizes
the fits obtained for the different data sets using our preferred joint model and two other models
that solve additionally for lateral variations of shear-wave anisotropy in the transition zone and
lower mantle (Figure 6.1). The anisotropic variations in our whole-mantle anisotropic model are
very well correlated (R >0.7) with a similar inversion using an older compilation of data (Moulik
and Ekström, 2014). We observe a slight improvement (∼1 percent) in fit to the long-period
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Figure 6.1: Three-dimensional parameterization of the mantle used in this study. At each iteration, a new model is
calculated as the spherical average of a three-dimensional perturbation with respect to the previous model. Pluses
indicate knots of 362 spherical splines used to describe lateral variations in shear wave velocity and anisotropy. The
number of cubic splines used to describe vertical variations varies between 4 and 16 for different parameters. The
red and green cubic splines are solved additionally to evaluate radial anisotropy in the transition zone and lowermost
mantle, respectively.
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(200–250 s) Rayleigh waves when anisotropic variations are permitted in the transition zone. The
improvement is generally greater for major-arc and higher-orbit Rayleigh waves (R2–R5) than
minor-arc arrivals (R1). However, our ray-theoretical assumptions that rays travel along the great
circle connecting the source and receiver may become less valid at long distances (e.g. Woodhouse
and Wong, 1986). Based on overall data fits and theoretical considerations, we do not prefer the
inclusion of anisotropic variations in the transition zone in our preferred model. Our experiments
with whole-mantle anisotropy mirror those performed during the construction of S362ANI+M; we
obtain slight improvements in fit to several body-wave data sets like SKKS–SKS but do not favor
anisotropy throughout the mantle due to the limited improvements to other sets of data. Analysis
of new sets of body-wave travel times and surface-wave phase anomalies will likely be needed for
improved resolution of radial anisotropy in the deep mantle.
6.4.2 Fits to surface-wave measurements
Figure 6.3 shows the phase-velocity variations derived from our joint three-dimensional model
compared with the recent surface-wave dispersion model GDM52 (Ekström, 2011). The agreement
(R >0.7) is not surprising since the majority of surface-data (R1, G1, R2, G2) are common to both
approaches, but it is still encouraging considering that the regularization and parameterization
are entirely independent. The spatial correlation (degree≤52) between isotropic phase-velocity
maps from the two inversion methodologies are uniformly high for both Love (R=0.92–0.94) and
Rayleigh waves (R=0.73–0.93) across a wide range of frequencies (25–250 s). The correlations
between GDM52 and our predicted Rayleigh-wave phase velocity maps deteriorate below 0.92
only at periods longer than 200 seconds. The small RMS phase anomalies and large uncertainties
of data at the longest periods may explain these discrepancies. The reduced correlations could
also be due to tradeoffs with competing data sets such as the short-period (∼100 s) spheroidal
modes (Deuss et al., 2013). The degree-by-degree correlations between GDM52 and our phase-
velocity maps drop below ∼0.6 at degrees greater than 18. The strong short-wavelength features
in GDM52, especially in the Rayleigh wave maps, may not be adequately modeled by the long-
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Figure 6.2: Fits to the data with the anisotropic vP -vS-ρ models. The variance reductions from our joint vP -vS-ρ
model with radial anisotropy restricted to the uppermost ∼300 km (Chapter 4) are compared with fits from models
with anisotropy in the transition-zone and the whole mantle. The difference in variance reductions are shown with the
bars plotted underneath: grey bars represent the improvements, relative to our upper-mantle joint anisotropic model,
when anisotropy is allowed until transition-zone depths while the white bars represent the additional improvement
with our whole-mantle anisotropic model.
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wavelength (∼degree 18) mantle parameterization employed in this study. The discrepancies with
GDM52 phase-velocity maps at the shortest wavelengths can be resolved using a finer resolution
for upper mantle structure in future tomographic inversions.
The predictions of surface-wave dispersion from our joint model are in better agreement with
the results of Ekström (2011) compared to our earlier models of anisotropic shear-velocity struc-
ture. The spatial correlation with GDM52 improves by as much as 0.07 when our joint model
is used to construct isotropic phase-velocity maps in lieu of the anisotropic shear-velocity model
S362ANI+M (Moulik and Ekström, 2014). The largest improvements in correlations with GDM52
(≥0.04) are observed for Rayleigh waves at periods longer than 150 seconds. The better agreement
at the longest periods is expected as we incorporate minor-arc as well as higher-orbit measure-
ments at these periods; only minor-arc data measured between 35–150 seconds were employed in
the constructions of S362ANI+M. Some of the improvements in our estimates of Rayleigh-wave
dispersion are also due to the corrections that account for azimuthal variations in phase velocities
from GDM52 (equation 4.4).
6.4.3 Comparison with other models
We compare our joint anisotropic model with three other tomographic models of velocities in the
mantle. The model SB10L18 (Masters et al., 2000) is an outcome of joint inversions of shear and
compressional velocities using a wide variety of seismic data sets. It is parameterized laterally
in terms of 10-degree blocks and radially as 18 layers of varying thickness and is constrained
using normal-mode splitting functions, body-wave travel times and surface-wave phase anomalies.
The remaining two models of shear or compressional velocity in the mantle are constructed using
different sets of data. S40RTS is a recent model that solves for the degree-40 variations in isotropic
shear velocity using types of data similar to SB10L18 (Ritsema et al., 2011). Based on SB10L18
and earlier results (Robertson and Woodhouse, 1996; Masters et al., 2000), S40RTS imposed a ν
that increases from 2 at the surface to 3 at the coremantle boundary. MIT-P08 is a recent model
of isotropic compressional velocity in the mantle that is constrained using P-wave travel times
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Figure 6.3: Phase-velocity maps for (a-b) Rayleigh and (c-d) Love waves at 150 s period from dispersion model
GDM52 (Ekström, 2011) and our preferred joint tomographic model. The background shading in (a-d) shows the
isotropic phase-velocity variations while the red sticks in (a) indicate fast directions of the 2ζ anisotropic compo-
nent from GDM52. The effects of the crust from CRUST2.0 and Earth’s hydrostatic ellipticity are accounted for in
calculating (b) and (d). We correct the Rayleigh-wave data for azimuthal anisotropy and do not explicitly solve for
these parameters in our inversions hence red sticks are not plotted in (b). Correlations between the pairs of isotropic
phase-velocity maps (a)-(b) and (c)-(d) are 0.92 and 0.94, respectively.
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collected by the ISC and their reprocessed versions (Li et al., 2008). We also discuss briefly
comparisons with the joint vP -vS model J362D28 (Antolik et al., 2003), which was constructed
from a compilation of absolute and differential traveltimes, surface wave dispersion measurements,
and long-period mantle and body wave seismograms. In contrast to SB10L18 and S40RTS, we
account for anisotropic variations in the upper mantle, use new and expanded data sets, and include
long-period waveforms in our modeling.
Both the amplitudes and patterns of shear-velocity variations in our joint model agree favorably
with the two tomographic models S40RTS and SB10L18 (Figure 6.4). The amplitudes of isotropic
shear-velocity variations in S40RTS are in better agreement with our joint model than our earlier
anisotropic shear-velocity model S362ANI+M (Moulik and Ekström, 2014). The peak amplitudes
of anomalies in the lowermost mantle (2800 km), for example, are in the range of 1.6–2 percent for
both models. The reasonable agreement in the lowermost mantle is likely due to the a priori scaling
relationships used in the construction of S40RTS; gradual increase of velocity scaling ν from 2 at
the surface to 3 at the core-mantle boundary is broadly consistent with the scaling relationships
derived in Chapter 4. The joint isotropic model SB10L18 also shows similar long-wavelength
characteristics in the lowermost mantle though the RMS amplitudes are mildly stronger (∼0.2–
0.4%) than the other two models. Both S40RTS and our joint model image ∼2–3% faster-than-
average velocities in the transition zone associated with major subduction zones. The amplitudes
of anomalies in our joint model are in greater agreement with SB10L18 while the patterns are
more similar to S40RTS (R18 >0.7). The differences in amplitudes of anomalies could be due to
different data sets and regularization schemes used in various models; both SB10L18 and our joint
model permit lateral variation in velocity scaling throughout the mantle. The uppermost mantle is
the most well-constrained region in our model and is imaged well by the three models. Both our
joint model and S40RTS image a slower-than-average ring of velocities in the uppermost mantle
that circumvents the Pacific plate and is coincident with mid-ocean ridges and other regions of
active tectonism.
Our joint anisotropic model and SB10L18 show similar amplitudes of vP variations throughout
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Figure 6.4: Comparison of vS models at various depths in the mantle. The shear-velocity variations from our models
are compared with that of the recent shear-velocity model S40RTS (Ritsema et al., 2011) as well as the vS structure
from SB10L18 (Masters et al., 2000).
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Figure 6.5: Comparison of vP models at various depths in the mantle. The perturbations in isotropic compressional
velocity are calculated for two other models: SB10L18 is a joint vP -vS model derived using normal modes, surface-
and body-wave data (Masters et al., 2000), while MIT-P08 is a model based on reprocessed versions of the ISC
body-wave travel times (Li et al., 2008).
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the mantle (Figure 6.5). In the uppermost mantle (∼100 km), our model shows a clear progression
of faster velocities with increasing age of the oceanic lithosphere. While SB10L18 exhibits fast
regions in the cratonic interiors similar to our model, their slow velocities persist throughout the
Pacific basin. The limited agreement may be due to the different sets of surface waves and long-
period body waves employed in the inversions. Strong amplitudes of vP heterogeneity in our
models are required to fit a recent compilation of Rayleigh wave phase anomalies (Ekström, 2011).
The model based on ISC body-wave measurements, MIT-P08, exhibits very small amplitudes of
anomalies in the uppermost mantle that do not seem to correlate well with the surface expressions
of tectonics. Structure at the longest wavelengths (degree≤18) is highly correlated (R18 ≥0.8)
throughout the upper mantle. The vP structure at 300 km depth is markedly different between
the three models. While SB10L18 seems to image narrow and low-vP anomalies (down to -2
percent) beneath the East Pacific Rise, our joint model shows a more diffuse pattern of anomalies
beneath the Pacific basin. MIT-P08 exhibits low amplitudes of vP variations at 300 km depth that
are highly correlated with the variations at shallower depths (100 km). The faster-than-average vP
variations in the transition zone associated with subducting slabs are more laterally extensive in
SB10L18 and our joint model than MIT-P08. Our joint model shows a clear signature of slower-
than-average vP variations in the lowermost mantle that are highly correlated with the low-vS
superplumes. Overall, the patterns in lowermost mantle are broadly consistent between the three
models while several discrepancies are seen in the shallower regions.
6.5 Discussion
6.5.1 Length scales of mantle heterogeneity
Figure 6.6 shows the long-wavelength spectrum (degree≤18) of isotropic vP and vS heterogeneity
in our joint model. The spectrum of shear-velocity variations is similar to that reported in earlier
studies (Gu et al., 2003; Kustowski et al., 2008; Moulik and Ekström, 2014); upper and lowermost
mantle are dominated by the low degrees while mid-mantle has a white spectrum of heterogeneity.
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Figure 6.6: Power spectrum of shear-wave and compressional-wave velocity heterogeneity in our joint model, plotted
using a logarithmic color scale. The black line in the panels denotes the 650-km boundary.
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The degree-2 variations in the transition zone are mildly stronger in our model than in some earlier
studies (Gu et al., 2003; Kustowski et al., 2008), primarily due to the inclusion of mode-splitting
data. The spectrum of compressional velocity exhibits most of these general features, but with
some subtle differences. The drop in degree-2 vP variations across the 650-km discontinuity is not
as abrupt as for our vS variations. However, the transition to a white spectrum in the mid mantle oc-
curs over a smaller depth range than in some earlier joint models (e.g. J362ANI). Due to potential
tradeoffs in vP variations across the 650-km discontinuity, upper-mantle structure may bleed into
the top of the lower mantle (e.g. Antolik et al., 2003). The inclusion of vP -sensitive mode-splitting
data in our inversions may have alleviated the issues with resolution of vP at these depths. Over-
all, our results on vP heterogeneity suggest that a reorganization in the anomaly patterns between
the upper and lower mantle is required by new data sets, a result consistent with the patterns of
shear velocity variations (Gu et al., 2001). The slight dominance of degree-2 variations persists
down to the CMB, although the spectra also contain comparable contributions from structure in
spherical harmonic degrees 1 and 3. The small scale vP heterogeneities in the mid-mantle region
are damped strongly to scale with vS variations (Section 4.4.2.1) and the amplitudes in this re-
gion cannot be readily interpreted. While the lowermost mantle in our vP model contains a mildly
dominant degree-2 spectrum, the spectrum contains short-wavelength variations of comparable
strength. Small–scale vP variations have been reported in the lowermost mantle by several studies
(e.g. Breger et al., 2000; Hrvoje et al., 2002). The strength of small-scale vP variations in our joint
model is not as strong as the model J362ANI; we did not obtain substantial improvements in data
fit by relaxing the smoothness and scaling constraints in the lowermost mantle (Section 4.4.2.1).
6.5.2 Average properties of the mantle
We evaluate the spherical and hemispherical averages of our joint three-dimensional model and
compare them with standard reference Earth models. Although not shown here, the spherical av-
erage of our joint model is very similar to the starting reference model NREM1D with absolute
differences less than 0.1 percent for all physical parameters at all depths. NREM1D, therefore,
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represents accurately the average mantle structure and can be used for inferences on bulk Earth
structure. The hemispherical properties of our tomographic model illustrate the important con-
tribution of lateral variations in the lowermost mantle to average body-wave travel times. The
hemispherical averages show the strongest deviations from the spherical average in regions with
high RMS lateral variations like the lowermost mantle (Figure 4.11). Figure 6.7 summarizes pre-
dictions of arrival times of teleseismic S phases from our average hemispherical models, SP6
(Morelli and Dziewonski, 1993) and AK135 (Kennett et al., 1995). Diffracted S-waves bottoming
in Northern hemisphere of the lowermost mantle are systematically faster by more than 1 s at dis-
tances greater than 90◦. Rays traveling to distances between 90◦ and 100◦ reach and are mostly
sensitive to the lowermost 100–200 km of the mantle, which is on average slower in the southern
than in the northern hemisphere (Morelli and Dziewonski, 1991).
Figure 6.7: Traveltime curves from hemispherical averages of our joint three-dimensional model: (a) shear-velocity
variations at 2800-km depth, (b) difference in arrival times of the direct S phase between models with lower-mantle vS
as the average of either northern or southern hemispheres, (c) difference in arrival times between radial models SP6
and AK135. The ray trajectories in (b) and (c) are color coded by the difference between the models. The horizontal
black line in (a) represents the equator. The procedure for calculating ray paths is the same as in Figure 5.6.
Our joint three-dimensional model (Figure 6.7a) as well as the clustering of earlier shear-
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velocity models (Lekić et al., 2012) are in agreement with a slow southern hemisphere in the lower-
most mantle. The relative deficiency of paths sampling the southern hemisphere often leads to fast
summary traveltime-curves, which are typically used in constructing 1-D reference Earth models.
SP6 accounted for this geographic bias while AK135 was constructed without such considerations
(Figure 6.7c). The discrepancies in travel times between the two sets of models is similar to those
from our hemispherical models; this suggests that a geographic bias could contribute substantially
to subtle differences between 1-D reference Earth models (Figure 6.7b). Modeling considerations
to correct data sets for a geographic bias, such as those adopted by Morelli and Dziewonski (1993),
could alleviate some of the discrepancies between 1-D reference Earth models. We illustrate an
important aspect of our modeling philosophy; a more comprehensive analysis would require us
to invert the raw data sets that were used in the construction of earlier models such as SP6 and
AK135. Such an experiment is beyond the scope of this study.
6.6 Conclusions
The lateral vP and vS heterogeneity in our joint model is robust and agrees favorably with recent
models of isotropic velocities. Majority of new data sets do not favor anisotropic variations in the
transition zone and lowermost mantle even with the inclusion of several methodological improve-
ments. The two hemispherical averages of our tomographic model in the lower mantle give similar
discrepancies in travel times of diffracted body waves as earlier one-dimensional reference Earth
models (SP6, AK135) that differed in their treatment of the geographic bias in data. Our com-
parisons demonstrate the need for a three-dimensional reference model whose average properties
account for the uneven sampling by seismic data. The procedure outlined in this study is crucial for





In this thesis, a wide variety of seismological observations are reconciled and modeled concurrently
to construct models of Earth’s radial structure and large-scale heterogeneity. We demonstrate that
substantial progress in seismic tomography can be achieved by using expanded data sets coupled
with methodological improvements, such as accounting for radial and azimuthal anisotropy, de-
velopment of better methods for crustal corrections, and devising novel regularization and param-
eterization schemes. The overall outcome of this thesis can be summarized by a one-dimensional
reference Earth model and two three-dimensional models of elastic and density heterogeneity in
the Earth’s mantle.
In Chapter 3, we construct a new three-dimensional model of anisotropic shear velocity S362ANI+M
using numerous seismological data sets, including new constraints from splitting of the Earth’s
normal modes excited during major earthquakes (Chapter 3). The modeling of radially anisotropic
shear velocity using normal-mode splitting functions in conjunction with other seismological data
sets represents a major advancement in global tomography. We demonstrate that the mode-splitting
data are largely compatible with other long-period data sets and afford complementary constraints
on anisotropic shear velocities in the transition zone and lower mantle. Mode-splitting data require
strong velocity heterogeneity in the transition zone, an important region that may modulate the
rate of descent of subducting slabs into the lower mantle. While recent body-wave and waveform
studies report tradeoffs between isotropic velocities and anisotropy in the lowermost mantle, we
demonstrate that mode-splitting data can nearly eliminate even-degree tradeoffs in the deep man-
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tle. However, current compilations of data do not require radially anisotropic variations below
the top ∼300 km of the mantle. Future work in this area may incorporate other geophysical con-
straints, such as mantle flow modeling and the associated fabric development (e.g. Becker et al.,
2008), with the goal of explaining the imaged variations of anisotropic shear velocity throughout
the mantle. New and improved estimates of splitting in toroidal modes and cross-coupling between
modes should provide better resolution of even- and odd-degree anisotropic variations in the deep
mantle (e.g. Resovsky and Ritzwoller, 1995).
In Chapter 4, we devised a new methodology to obtain scaling relationships between elastic
and density parameters in the Earth’s mantle. We added scaling complexity to S362ANI+M in
an incremental manner and examined the resolution of density and velocity scaling relationships
using a posteriori fits to data. In order to simultaneously fit the data sets of normal modes, body
waves, surface waves and long-period waveforms, the assumption of constant density and veloc-
ity scaling needs to be relaxed in at least parts of the Earth’s mantle. The gravest normal modes
are largely incompatible with correlated density and velocity heterogeneity throughout the mantle;
denser-than-average anomalies roughly coincident with the low-vS superplumes provide a way to
fit concurrently all data sets used in this study. Several features of the scaling relationships from
our joint model cannot be reconciled with a purely thermal contribution to heterogeneity in the
lowermost mantle. The thermo-chemical nature of the lowermost mantle may imply long-lived
thermo-chemical superplumes that has not been entrained by long periods of mantle convection.
Resolution of the odd-degree variations and structure in the shallowest mantle is likely to im-
prove with the inclusion of free-air gravity and cross-coupled mode-splitting observations (Ishii
and Tromp, 2001; Forte et al., 1994). Future work on velocity scaling relationships could incorpo-
rate constraints from petrological studies (e.g. Montagner and Anderson, 1989), while convection
simulations with realistic material properties may be crucial in inferring the dynamical implica-
tions of our imaged density structure (e.g. Tackley, 2012).
In Chapters 5-6, we introduced an approach to construct reference Earth models that aim to
represent the spherical average of the Earth’s three-dimensional heterogeneity while fitting a wide
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variety of seismological observations. We demonstrate that the lateral variations in the crust con-
tribute substantially to gross Earth data sets like average surface-wave dispersion curves. Our
modeling accounts for these nonlinear crustal contributions and builds on several robust aspects of
radial structure reported in earlier studies. For example, we parameterize our reference model to be
smooth across the 220-km discontinuity for all physical parameters since it has been found not to
have a global extent (Gu et al., 2001b). Radial anisotropy in the upper mantle is strongly favored by
the average dispersion curves as well as the short-period spheroidal and toroidal modes; anisotropy
in the deeper mantle prove minimal improvements in fit to the overall data. We construct a model
of shear attenuation in the mantle that fits the quality factors of normal modes and is strongly at-
tenuating at asthenospheric depths. We further discuss results from joint three-dimensional models
of elastic and density structure. Similar to the radial structure, lateral anisotropic variations in the
transition zone and lower mantle are not necessary to fit new and expanded surface-wave data sets.
A natural extension of this work would be to solve for other elastic and anelastic parameters
in our inversions of large-scale lateral heterogeneity. The complexities of azimuthal anisotropy
and attenuation, in particular, are critical to our understanding of rheological properties and flow
in the mantle. Instead of correcting a subset of the data for azimuthal variations (Chapters 4–5),
simultaneous inversions for radial and azimuthal anisotropy may allow further improvements in
anisotropic models of the upper mantle. Attenuation causes physical dispersion in seismic waves
while lateral variations in velocity structure modify the wave amplitude. We account for the co-
dependency of elastic, anelastic and density structure in our joint inversions for radial structure.
Future tomographic studies could allow 3-D attenuation and velocity to be determined simulta-
neously so that the related elastic and anelastic effects are accounted for in a self-consistent way.
Based on the recent progress in attenuation tomography of the upper mantle (e.g. Selby and Wood-
house, 2000; Dalton et al., 2008), surface-wave amplitudes may be crucial for the resolution of
lateral variations in shear attenuation jointly with elastic structure. In a modeling philosophy sim-
ilar to that of our elastic and density models, body-wave, surface-wave, and free-oscillation data
may be simultaneously inverted for a whole-mantle attenuation model. Joint consideration of these
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data sets may also allow an investigation of the frequency dependence of mantle attenuation (e.g.
Anderson and Given, 1982). Future work in this area may help reconcile observations from dif-
ferent fields; mineral-physics studies report a power-law dependence of attenuation on frequency
(e.g. Jackson and Faul, 2010), while very limited evidence for this relationship has yet been found
in most of the range of seismic frequencies (e.g. Romanowicz and Mitchell, 2007).
A complete description of the Earth’s heterogeneity will entail probing the interior with increas-
ing detail utilizing the full resolution of seismological observations. Due to the uneven distribution
of seismic instruments and earthquakes as well as the inherent sensitivities of data sets, regions
like the uppermost mantle are better sampled by seismic waves than the rest of the mantle. We
account for the variable depth resolution of data sets with our radial parameterization; a similar
procedure may be needed for the lateral splines to account for the greater sampling near subduc-
tion zones and beneath the continents (e.g. Boschi and Dziewonski, 1999; Nettles & Dziewoński,
2008). The techniques developed in this thesis can be extended to construct multi-scale models of
the Earth’s interior while fitting the long-period constraints from mode-splitting data. Resolution
in multi-scale seismic tomography will be enhanced in regions with better data coverage during
local and regional deployments, especially from data collected during temporary PASSCAL exper-
iments or as a part of USArray. In addition to future deployments of seismic stations, new types
of measurements from the existing network of seismic stations may also improve the resolution
of short-wavelength elastic structure. The arrival angles and amplitudes of surface-waves depend
on the transverse derivatives of velocity; the nature of this relationship makes these measurements
particularly sensitive to small-scale velocity variations (e.g. Laske & Masters, 1996; Dalton and
Ekström, 2006b; Foster et al., 2014). Fidelity of the short-wavelength variations in elastic structure
is, therefore, likely to improve with the inclusion of amplitude and arrival-angle measurements in
our inversions (e.g. Masters et al., 2000). Recent numerical and normal-mode techniques (e.g.
Komatitsch et al., 2002; Tromp et al., 2005; Al-Attar et al., 2012) may also provide additional
constraints on fine-scale heterogeneity in the mantle. A careful analysis of advanced theoretical
approaches and the classical techniques used in this study may help guide their appropriate and
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efficient application to important geophysical problems.
Theoretical and computational advancements may ultimately allow us to attribute every wiggle
of a broad-band seismogram and peaks in the derived spectra to complete descriptions of seis-
mic sources and structural heterogeneity. Results obtained from the ever-increasing quantities and
varieties of seismological data sets will remain crucial to our understanding of planetary-scale pro-
cesses and likely serve as the foundation for more detailed investigations of Earth structure. This
thesis represents substantial progress towards a comprehensive model that quantifies accurately the
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Dziewoński, A. M., and D. L. Anderson (1981), Preliminary reference Earth model, Physics of the
Earth and Planetary Interiors, 25, 297–356.
Dziewonski, A. M., and F. Gilbert (1976), The Effect of Small, Aspherical Perturbations on Travel
Times and a Re-examination of the Corrections for Ellipticity, Geophysical Journal Interna-
tional, 44(1), 7–17.
Dziewonski, A. M., and J. H. Woodhouse (1983), An experiment in systematic study of global
seismicity: Centroid-moment tensor solutions for 201 moderate and large earthquakes of 1981,
Journal of Geophysical Research, 88(B4), 3247–3271.
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Appendix A
Projection matrix between spherical splines
and harmonics
The lateral variations in the Earth’s structure or global data sets such as surface-wave phase velocity
maps and normal-mode splitting functions can be expressed either in terms of spherical harmonics
or localized splines. The selection between the two depends on the imaging requirements and the
coverage of the data. Here, we give the expressions of the two types of basis functions and the pro-
jection matrix to convert between them. In this study, the model parameters, cij from equation (6.3)
are in terms of spherical splines while the mode-splitting data are in terms of spherical-harmonic
coefficients cst from equation (2.3) and (2.5). The splitting functions F (θ, φ) can be denoted as
a complex square-integrable function on the surface of a unit sphere ψ(θ, φ) with Laplace coeffi-










and Y ∗lm are the complex conjugate of the spherical harmonic functions Ylm.
Using the spherical harmonic expansions from Dahlen and Tromp (1998) and equations (6.3)




















where P stj is the projection matrix that relates the model coefficients in spherical splines, cij , to
the equivalent ones in spherical harmonics clm. The predictions of the splitting coefficients from
spline parameterized models such as S362ANI are made using this relation and equation (2.3). We
perform the integration on the P stj term by specifying on the unit sphere, a grid containing 180
longitudinal and 90 latitudinal zones.
Since we use real spherical harmonics (e.g Dahlen and Tromp, 1998, Appendix B), Y ∗lm in




2Xl|m|(θ) cos mφ if − l ≤ m < 0
Xl0(θ) if m = 0
√
2Xlm(θ) sin mφ if 0 < m ≤ l,
(A.3)
where Xst(θ, φ) is the associated normalized Legendre function of degree l and order m. In these
equations, the degree l is equivalent to s and order m to t in equations (2.3–2.12).
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Appendix B
Regularization schemes for radial Earth
models
Our modular parameterization allows the evaluation of several isolated features in the Earth using
different regularization schemes. The absolute perturbations to a starting model (⊕abs, equation
5.1) are expressed in terms of two types of piecewise-continuous, analytical functions in different
regions of the mantle (Table 5.1). The first type of basis functions comprise polynomials up to the
third-order i.e. values at the top (Bt(r) = (r− rb)/(rt− rb)) and bottom (Bb = (rt− r)/(rt− rb))
of a region, as well as the quadratic (Bx2) and cubic (Bx3) polynomials written as
Bx2(r) =







(rt − r) ∗ (r2t + rt ∗ rb + r2b )− (r3t − r3) if rb ≤ r ≤ rt
0 otherwise,
(B.2)
where rt and rb correspond to the top and bottom radius of a region, respectively. The parame-
terization in the uppermost mantle also includes 7 evenly-spaced cubic B-splines (Lancaster and
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Salkauskas, 1986) that result in smooth variations across the 220-km discontinuity in our models.
The derivatives of these functions can be readily calculated and employed in various regularization
schemes (equation 5.19), whose expressions are outlined below.
(i) Modulating the abruptness of discontinuities (Rd): The abruptness in values of a param-
eter mk between two adjoining regions is controlled by norm damping the difference in values in
our inverted model. The constraint for density ρ between the upper (ULM ) and the central lower





BOT )− (ρCLMTOP + δρCLMTOP ) = 0 (B.3)
where ρCLMTOP and ρ
ULM
BOT represent the value of density in the top of the central lower mantle and
bottom of the upper lower mantle, respectively. Similar constraints applied to other variations
in order to stabilize the inverse problem and are collectively denoted as Rd. This type of con-
straint is strongly imposed between two sets of regions in our preferred model (ULM − CLM ,
CLM − DPP ) as there is limited or no evidence of a discontinuity at these depths. A small
amount of damping is also applied on vP and vS variations at 410-km depth corresponding to the
olivine-wadsleyite phase transition. We also evaluated the jump in shear attenuation at the 410-km
discontinuity (UUM − TZO) using this approach (Section 5.5.1).
(ii) Smoothness of the variations within a region (Rg) The smoothness of radial variations
within a region can be regulated by minimizing the gradients of the radial variations in the in-
versions. For example, we apply constraints for allowing smooth variations across the 220-km







W (r)(∇Bh · ∇Bh) dr
1/2 = 0, (B.4)
where the integral is over the range of depths in the upper mantle (UUM ), W (r) is a depth-
dependent weighting function and δcmkh is the perturbation to the basis coefficient in equation 5.2.
223
The weighting function is only relevant for variations in the upper mantle and are adjusted sep-
arately for three depth ranges, 24.4–80, 80–250, 250–330 and 330–410 km. Our choice of a
depth-dependent damping scheme is informed by the non-uniform sensitivity of our data sets to
the strongly varying structure in the upper mantle. Rayleigh-wave data sets, for example, are
less sensitive to the Qµ variations between 330 and 410 km; we apply stronger damping than the
uppermost mantle to disfavor strong gradients at these depths.
(iii) Modulating the norm of the solution (Rn) Some experiments require us to minimize the
amplitudes of physical parameters in order to test their resolution with data. For example, this type
of constraint is used to evaluate and eventually suppress shear-wave anisotropy at depths below










W (r)(Bh ·Bh) dr
1/2 = 0, (B.5)
where the integral defines entries of the norm damping matrix.
(iv) Norm damping towards the starting model (Ri) Some features in the Earth are not as
robustly constrained by currently available seismic data sets. We apply norm damping on model
perturbations in these scenarios as our starting model represents a priori information from multiple
seismological observations and geophysical constraints (Section 5.2). This constraint is applied
in the inner core, for example, where limited sensitivity of the data sets in this study disfavor








W (r)(Bh ·Bh) dr
1/2 = 0, (B.6)
where the integral is defined from the top of the inner core to the center of the Earth.
(v) Imposing scaling between physical parameters (Rs) The correlation and scaling rela-
tionships between elastic parameters may also be available from petrological and other geophys-
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ical constraints. This constraint is applied in the mantle lithosphere to stabilize the inversion for
anisotropic vP variations in the region, parameters not as well constrained by available data sets.













W (r)(Bh ·Bh) dr
1/2 = 0, (B.7)
where the ν is the scaling factor between variations in shear (vS) and compressional velocities (vP ).
Since the regularization is only applied in the mantle lithosphere, the weighting function W (r) is




Models or data products from this dissertation are available upon request from the author, who may
be reached by e-mail at moulik@ldeo.columbia.edu. Software to retrieve values of various physical
parameters from the models will be made available online at http://www.ldeo.columbia.
edu/˜moulik.
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