• Delivering models or data: Our delivering pre-trained networks to the computation center is usually much cheaper than collecting and sending raw training data in practice.
• Middle-to-end semantic manipulation for application: How to efficiently organize and use the knowledge in the net is also a crucial problem. We use different modules in the network to encode knowledge of different categories and that of different tasks. Like building LEGO blocks, people can manually connect a category module and a task module to accomplish a certain application (see Fig. 1 (left)).
Task of network transplanting
To solve above issues, we propose network transplanting, i.e. building a generic model by gradually absorbing networks locally pre-trained for specific categories and tasks. We design an interpretable modular structure for a target network, namely a transplant net, where each module is functionally meaningful. As shown in Fig. 1(left) , the transplant net consists of three types of modules, i.e. category modules, task modules, and adapters. Each category module extracts general features for a specific category (e.g. the dog). Each task module is learned for a certain task (e.g. classification or segmentation) and is shared by different categories. Each adapter projects output features of a category module to the input space of a task module. Each category/task module is shared by multiple tasks/categories.
We can learn an initial transplant net with very few tasks and categories in the scenario of traditional multitask/category learning. Then, we gradually grow the transplant net to deal with more categories and tasks via network transplanting. Network transplanting can be conducted with or without human annotations as additional supervision. We summarize two typical types of transplanting operations in Fig. 1(right) . The core technique is to learn an adapter to connect a task module in the transplant net and a category module from another network.
The elementary transplanting operation is shown in Fig. 2 . We are given a transplant net with a task module g S that is learned to accomplish a certain task for many categories, except for the category c. We hope the task module g S to deal with the new category c, so we need another network (namely, a teacher net) with a category module f and a task module g T . The teacher net is pre-trained for the same task on the category c. We may (or may not) have a few trainarXiv:1901.06978v1 [cs. LG] 21 Jan 2019 ing annotations of category c for the task. Our goal is to transplant the category module f in the teacher net to the transplant net. Note that we just learn a small adapter module to connect f to g S . We do not fine-tune f and g S during the transplanting process to avoid damaging their generality.
However, learning adapters but fixing parameters of category and task modules proposes specific challenges to deeplearning algorithms. Therefore, in this study, we proposed a new algorithm, namely back distillation, to overcome these challenges. The back-distillation algorithm uses the cascaded modules of the adapter and g S to mimic upper layers of the pre-trained teacher net. This algorithm requires the transplant net to have similar gradients/Jacobian with the teacher net w.r.t. f 's output features for distillation. In experiments, our back-distillation method without any training samples even outperformed the baseline with 100 training samples (see Table 2 (left)). Difference to previous knowledge transferring The proposed network transplanting is close to the spirit of continual learning (or lifelong learning). As an exploratory research, we summarize our essential differences from traditional studies in Table 1 .
• Modular interpretability → more controllability: Besides the discrimination power, the interpretability is another important property of a neural network. Our transplant net clarifies the functional meaning of each intermediate network module, which makes the knowledge-transferring process more controllable.
• Bottleneck of transferring upper modules: Most deeplearning strategies are not suitable to directly transfer pretrained upper modules. Network transplanting just allows us to modify the lower adapter, when we transfer a pre-trained upper task module g S to a new category. It is not permitted to modify the upper module. However, it is difficult to optimize a lower adapter if the upper g S is fixed. (left) Given a teacher net and a student net, we aim to learn an adapter h via distillation. We transplant the category module f to the student net by using h to connect f and gS, in order to enable the task module gS to deal with the new category f . without hurting the performance of old jobs is a key issue for continual learning (Rusu et al. 2016; Schwarz et al. 2018) . Our method exclusively learns the adapter to physically prevent the learning of new categories from changing existing modules.
We can summarize contributions of this study as follows. (i) We propose a new deep-learning method, network transplanting with a few or even without additional training annotations, which can be considered as a theoretical solution to three issues in Section . (ii) We develop an optimization algorithm, i.e. back-distillation, to overcome specific challenges of network transplanting. (iii) Preliminary experiments proved the effectiveness of our method. Our method significantly outperformed baselines.
Algorithm of network transplanting
Overview: As shown in Fig. 2 , we are given a teacher net for a single or multiple tasks w.r.t. a certain category c. Let the category module f in the bottom of the teacher net have m layers, and it connects a specific task module gT in upper layers. We are also given a transplant net with a generic task module gS, which has been learned for multiple categories except for the category c.
The initial transplant net with a task module gS (before transplanting) can be learned via traditional scenario of learning from samples of some categories. We can roughly regard gS to encode generic representations for the task. Similarly, the category module f extracts generic features for multiple tasks. Thus, we do not fine-tune gS or f to avoid decreasing their generality.
Our goal is to transplant f to gS by learning an adapter h with parameters θ h , so that the task module gS can deal with the new category module f .
The basic idea of network transplanting is that we use the cascaded modules of h and gS to mimic the specific task module gT in the teacher net. We call the transplant net a student net. Let x denote the output feature of the category module f given an image I, i.e. x = f (I). yT and yS are given as outputs of the teacher net and the student net, respectively. Thus, network transplanting can be described as
Problem of space projection & back-distillation
It is a challenge to let an adapter h project the output feature space of f properly to the input feature space of gS. The information bottleneck theory shows that a network selectively forgets certain space of middle-layer features and gradually focuses on discriminative features during the learning process. Thus, both the output of f and the input of gS have vast forgotten space. Features in the forgotten input space of gS cannot pass most feature information through ReLU layers in gS and reach yS. The forgotten output space of f is referred to the space that does not contains f 's output features.
Vast forgotten feature spaces significantly boost difficulties of learning. Since valid input features of gS usually lie in low-dimensional manifolds, most features of the adapter fall inside the forgotten space. I.e. g S will not pass most information of input features to network outputs. Consequently, the adapter will not receive informative gradients of the loss for learning.
To learn good projections, we propose to force the gradient (also known as attention, Jacobian) of the student net to approximate that of the teacher, which is a necessary condition of gS(h(·)) ≈ gT (·).
where J(·) is an arbitrary function of y that outputs a scalar. θ h denote parameters of the adapter h. Therefore, we use the following distillation loss for back-distillation:
where L(yS, y * ) is the task loss of the student net; y * denotes the ground-truth label; α is a scaling scalar. This formulation is similar to the Jacobian distillation in (Srinivas and Fleuret 2018). We omit L(yS, y * ), if we learn the adapter without additional training labels.
Learning via back distillation
It is difficult for most recent techniques, including those for Jacobian distillation, to directly optimize the above backdistillation loss. To overcome the optimization problem, we 
where we define Gy = ∂J ∂y . Just like in Eqn. (2), we as-
each f is the derivative of the layer function f for backpropagation. X denotes a set of feature maps of all middle layers, and x (m) ∈ X is the feature map of the m-th layer. In Eqn. (4b), we revise layer-wise operations to the computation of gradients, in order to make gradients D agnostic with regard to X.
In this way, we conduct the back-distillation algorithm by min θ h Loss = L(yS, y * )+λ αD S −D T 2 . The distillation loss can be optimized by propagating gradients of gradient maps to the upper layers, and we consider this as back-backpropagation. Tables 2 and 3 have exhibited the superior performance of the back-back-propagation.
Experiments
To simplify the story, we limit our attention to testing network transplanting operations. We do not discuss other related operations, e.g. the fine-tuning of category and task modules and the case in Fig. 1(a) , which can be solved via traditional learning strategies.
We designed three experiments to evaluate the proposed method. In Experiment 1, we learned toy transplant nets by inserting adapters between middle layers of pre-trained CNNs. Then, Experiments 2 and 3 were designed considering the real application of learning a transplant net with two task modules (i.e. modules for object classification and segmentation) and multiple category modules. As shown in Fig. 3(b,d) , we can divide the entire network-transplanting procedure into an operation sequence of transplanting category modules to the classification module and another operation sequence of transplanting category modules to the segmentation module. Therefore, we separately conducted the Table 3 : Pixel accuracy of object segmentation when we transplanted the segmentation module from a dog network to the network of the target category in Experiment 3. The adapter contained a conv-layer and a ReLU layer.
two sequences of transplanting operations in Experiments 2 and 3 for more convincing results. We compared our back-distillation method (namely backdistill) with two baselines. All baselines exclusively learned the adapter without fine-tuning the task module for fair comparisons. The first baseline only optimized the task loss L(yS, y * ) without distillation, namely direct-learn. The second baseline is the traditional distillation, namely distill, where the distillation loss is CrossEntropy(yS, yT ). The distillation was applied to outputs of task modules gS and gT , because except for outputs, other layers in gS and gT did not produce features on similar manifolds. We tested the distill method in object segmentation, because unlike singlecategory classification, segmentation outputs had correlations between soft output labels.
Exp. 1: Adding adapters to pre-trained CNNs
In this experiment, we conducted a toy test, i.e. inserting and learning an adapter between a category module and a task module to test network transplanting. Here, we only considered networks with VGG-16 structures for single-category classification.
In Table 2 , we compared our back-distill method with the direct-learn baseline when we inserted an adapter with a single conv-layer and when we inserted an adapter with three conv-layers. Table 2(left) shows that compared to the 9.79%-38.76% error rates of the direct-learn baseline, our back-distill method yielded a significant lower classification error (1.55%-1.75%). Even without any training samples, our method still outperformed the direct-learn method with 100 training samples.
Exp. 3: Operation sequences of transplanting category modules to the segmentation module
In this experiment, we evaluated the performance of transplanting category modules to the segmentation module. Five FCNs were strongly supervised using all training samples for single-category segmentation. We considered the segmentation module of the dog as a generic one. We transplanted category modules of other four mammal categories to this task module. Table 3 compares pixel-level segmentation accuracy between our method and the direct-learn baseline. We tested our method with a few (10-100) training samples. Our method exhibited 10%-12% higher accuracy than the directlearn baseline.
Conclusions and discussion
In this paper, we focused on a new task, i.e. merging pretrained teacher nets into a generic, modular transplant net with a few or even without training annotations. We discussed the importance and core challenges of this task. We developed the back-distillation algorithm as a theoretical solution to the challenging space-projection problem. The back-distillation strategy significantly decreases the demand for training samples. Experimental results demonstrated the superior efficiency of our method. Our method without any training samples even outperformed the baseline with 100 training samples, as shown in Table 2 (left).
