proposed to result in social specialization (Bergmüller and Taborsky, 2010), but whether the 57 composition of a social group can affect non-social behavioral traits and the underlying 58 neuronal processes remain to be determined. 59
Summary 19
Individuality is a ubiquitous and well-conserved feature among animal species. The 20 behavioral patterns of individual animals affect their respective role in the ecosystem and 21 their prospects for survival. Even though some of the factors shaping individuality have been 22 identified, the mechanisms underlying individuation are poorly understood and are generally 23 considered to be genetics-based. Here we devised a large environment where mice live 24 continuously, and observed that individuality, measured by both social and individual traits, 25 emerged and settled within the group. Midbrain dopamine neurons underwent 26 neurophysiological adaptations that mirrored this phenotypic divergence in individual 27 behaviors. Strikingly, modifying the social environment resulted in a fast re-adaptation of 28 both the animal's personality and its dopaminergic signature. These results indicate that 29 individuality can rapidly evolve upon social challenges, and does not just depend on the 30 genetic or epigenetic initial status of the animal. 31
Introduction 32
Individuality, or personality, refers to differences that remain stable over time and contexts 33 for a series of behavioral traits expressed among individuals of the same species (Bach, 2009; 34 Bergmüller and Taborsky, 2010; Duckworth, 2010; Sih et al., 2004; Wolf and Weissing, 35 2010) . Individuality is a ubiquitous feature of animal populations (Pennisi, 2016) . Evidence 36 for phenotypic variability lead to extensive research on its adaptive significance and its 37 ecological or evolutionary consequences (Dall et al., 2012; Gosling, 2001 ; Réale et al., 2007; 38 Sih et al., 2004; van Overveld et al., 2013; Wolf and Weissing, 2010) . Even though the 39 proximal mechanisms underlying phenotypic variability could provide important information 40 on the mechanisms underlying animal choices, stress responses or suseptibilities to disease, 41 they have been understudied (Duckworth, 2010) . 42
The emergence of animal personality has been linked to genetic and environmental 43 interactions (Lynch and Kemp, 2014; Pennisi, 2016) . Experiments with groups of near-clonal 44 mice reared in a large and controlled environment have demonstrated behavioral divergence 45 (Freund et al., 2013; Hager et al., 2014) , which may emerge from the magnification of small 46 initial differences in the epigenetic status or micro-environment of the animal (Lynch and 47 Kemp, 2014) . In this perspective, the combination of individual history and initial differences 48 would form a unique path for each individual, and may explain the phenotypic variability 49 observed at the population level. Social relationships are another factor with potential 50 important roles in personality shaping. Notably, social stress studies identified susceptible and 51 ). An essential benefit of automation is the 80 ability to conduct experiments on time scales that are orders of magnitude longer than 81 traditional experiments (from minutes in classical assays to months of observation in 82 automated systems). To test whether the social environment modifies individual traits, we 83 first developed a complex and automatized environment, called "Souris City", where male 84 mice live in a group (10 to 20) for extended periods of time (2-3 months) while performing 85 cognitive tests. Souris City is composed of a large environment (Social cage) connected to a 86 test-zone where individual animals, isolated from their conspecifics, performed a test (here a 87 choice task in a T-maze to obtain water, Fig. 1A and Supplementary Fig. 1 ). Animals were 88 RFID-tagged and detected by antennas. This led to a coherent representation of mouse 89 trajectories and distribution within the different compartments of Souris City: the nest 90 compartment (NC), food compartment (FC), central compartment (CC), stairs (St) and T-91 maze (Fig. 1A) . The circadian rhythm of the group emerged from pooled (n=49 mice; 5 92 experiments) activity measurement ( Fig. 1B left) . The time spent by mice in a given 93 compartment generally varied from 1 to 30 min ( Fig. 1B Right) , with the shortest visits in FC, 94 corresponding to feeding episodes. Conversely, very long stays (several hours) were found in 95 NC, especially during the light time ( Fig. 1C , see also Supplementary Fig. 2 ) and were 96 associated with sleep episodes. These parameters described the general activity of the animals 97 and can be used to construct more complex representations, such as the entropy of their 98 distribution (see methods). Parameters describing group behavior can also be extracted, 99 mainly using indicators that translate the simultaneous presence of a group of animals in a 100 given space. As an example, a high rate of successive distinct RFID detections on a single 101 antenna within short time intervals (<10 s) were indicative of social events, i.e. a group of 102 mice passing from one compartment to another ( 
Evidence for the emergence of individual profiles in Souris City 107
Long-term exposition to complex and large social environments was shown to elicit a 108 magnification of individual differences in groups of genetically identical mice (Freund et al., 109 2013). In agreement with this previous report, we observed in Souris City i) a large variety of 110 behaviors, including atypical ones ( Fig. 2A-B ), and ii) the progressive divergence of 111 individual measures linked to space occupancy, such as the entropy of animal distribution 112 ( Fig. 2B left) , the time spent in a given compartment ( Fig. 2B right) or the time spent alone 113 ( Supplementary Fig. 3A) . These observations suggest a marked consistency in individual 114 behaviors over time, which defines personality. To further substantiate the emergence of 115 individuality, we quantified behavioral correlations upon context variations. We performed 116 five sessions ( Fig. 2C left) in which both the rules to access drink dispensers and the drinking 117 solutions were modified. Indeed, access to the T-maze, and thus to the drink dispensers, can 118 be controlled by a gate allowing the selective entry of one mouse at a time (see 119 Supplementary Fig. 1 ). During the habituation period (Ha), mice explored Souris City and 120 had free access to water (gate always open). Then, access was gate-restricted and the reward 121 associated with drink delivery was modified along four sessions: water on both sides (session 122 S1), water or sucrose 5% (S2), water or nothing (S3) and finally back to water on both sides 123 (S4). Overall, such manipulations altered the territorial organization in the social cage with 124 variations of space occupancy in the nest and stair compartments throughout the different 125 sessions ( Fig. 2C Middle and Right, Supplementary Fig. 3B ). The modification of average 126 behaviors across contexts contrasted with the stability of individual behaviors. For instance, 127 animals spending less time than their conspecifics in the stair compartment in S1 128 correspondingly spent less time in this compartment in S2 ( Fig. 2D ), establishing a behavioral 129 consistency throughout the experiment for any given animal. Similarly, a large set of 130 behaviors showed strong homogeneity throughout the sessions, such as the animal inclination 131 to lead or follow in chasing episodes ( Fig. 2E ), the proportion of time spent alone ( Fig. 2F ), or 132 additional social and non-social individual traits ( Fig. 2G , Supplementary Fig. 3C ). Overall, 133 our results establish that mice developed individual profiles in this large environment, i.e. 134 they maintained unique and coherent behavioral trajectories throughout time and situations. 135 136
Different strategies of decision-making outside the group 137
To refine individual description, we next addressed the relationship between social and non-138 social aspects of decision-making processes. In the T-maze with restricted access, mice 139 voluntarily and individually performed a decision task, i.e. whether to make a left or right turn 140 for accessing liquid reward. Once the choice for a particular arm (left or right) was made, the 141 other arm closed off and the animal had to exit the test area for a new trial to begin 142 ( Supplementary Fig. 1D ). The location of the different bottles was regularly swapped (every 143 3-4 days). The animal had thus to continually probe the environment and to adjust its 144 behavior in response to changes in rewarding outcomes. The occupancy rate in the T-maze 145 reflects circadian rytms. It reached approximately 80 % during the dark phase and dropped 146 down to 20% during the light one ( Fig. 3A ). We then estimated, for the first 100 trials, the 147 mean probability of choosing i) the left arm in S1, ii) sucrose in S2 and iii) water in S3. We 148 found that mice preferentially chose the most rewarded side, i.e. sucrose for S2 and water for 149 S3 (Fig. 3B ). In S1, mice randomly opted for the two arms (i.e. 50% each) at the population 150 level. The evolution of the probability to choose the best option after a bottle swap ( Fig. 3B , 151 green or blue curve) suggest a classical reinforcement learning process for tracking the best-152 rewarded side by trial-and-error. In addition, at the population level, mice showed a decreased 153 return time after choosing the less-rewarded side ( Supplementary Fig. 4A ) and used a win-154 stay strategy: they chose the same side after finding the best-rewarded side with high 155 probability, but virtually chose randomly (i.e. around 50%) after missing it ( Fig. 3C) . A closer 156 examination at the level of individual behaviors revealed that some mice did not alternate in 157 S2 and thus failed to allocate their choices according to the location of the highest reward 158 ( Fig. 3D ). To identify differences in behaviors, individual choice sequences were thus 159 characterized by four variables that aimed to differentiate choice strategy. Two of these 160 variables (! and ") were derived from modeling the choice sequence using a classical 161 "softmax" model of reinforcement learning/decision-making. The other two (switch rate 162 noted SW, and slope a) were directly estimated from the choice sequence (see methods). An important question remained, as whether these patterns were irreversible, i.e. related to 206 intrinsic accumulated differences or, conversely, rapidly reversible. We addressed this issue 207 by modifying the composition of two different groups of mice studied in parallel in two 208 Souris City environments (Fig. 5A ). During the sucrose versus water session, we used the 209 median SW value to split mice from each Souris City in two populations: the lowest and 210 highest switchers (Step 1). We then mixed the two populations and grouped the lowest 211 switchers from the two environments together, and the highest switchers together. After three 212 weeks of sucrose versus water, we re-evaluated the switching pattern for each mouse (Step 2). 213 Interestingly, distinct switching profiles "re-emerged" within each of the two populations 214 (HS, IS and LS), with no significant difference in the overall distribution of SW before and 215 after mixing ( Fig. 5B ). Individually, mice that had been relocated (referred to as incomers) to 216 an unknown Souris City decreased their SW (e.g. mouse number #5 in Fig. 5C ) whereas mice 217 that did not move (referred to as residents) increased their SW (e.g. mouse number #6 in Fig.  218 5C). Variation of switching (i.e. SW step2 -SW step1 ) was higher in incomers than in residents 219 ( Fig. 5D ). SW in step 1 was not predictive of SW in step 2: SW of the lowest switchers was 220 homogenous in step 1 ( Fig. 5E left) but greatly diverged in step 2, with a clear SW difference 221 between residents and incomers ( Fig. 5E right) . Finally, we asked whether adaptation of SW 222 was associated with a modification of VTA DA cell firing activity. DA neurons of incomers 223 showed both higher firing rate and bursting activity than those of residents ( Fig. 5F , 224 Supplementary Fig. 6A ). Altogether, these results suggest that the distinctive patterns of 225 behavioral activity that emerged in this environment are rapidly reversible, and that social 226 relationships can indeed shape behavior and affect the decision-making system. The social cage is divided into four compartments: NC, which contains a nest, FC where mice 327 have free and uncontrolled access to food, CC and St to get access to the gate (Fig. 1A , 328 Supplementary Fig. 1 ). NC, FC and CC are located in a 1m x 1m square, on which St is 329 connected by a tube. These different compartments are equipped with RFID antennas on the 330 floor and are connected through tubes that are equally equipped with antennas. Therefore, each 331 transition from one compartment to the other was associated with a detection of the animal by an 332
antenna. 333
The social cage is connected to the test zone by a gate, which is a key element of the setup 334 ( Fig. 1A) . The gate (TSE Systems, Germany) is composed of three doors with independent 335 automatic control ( Fig. Supplementary 1B) , allowing to select animals and control their 336 access to the test zone. Individuals thus performed the test alone (isolated from their 337 congeners) and by themselves, i.e. whenever they wished to and without any intervention 338 from the experimenter. The test consists in a T-maze choice task (Dember and Fowler, 1958) . 339
Since the T-maze was the only source of water, animals were motivated to perform the test. 340
The T-maze gives access to two home-cages, one on each side (left and right), with a drinking 341 bottle in each. The bottles contained either water, sucrose or were empty. The system was 342 configured in such a way that animals performed a dynamic foraging task. The reward value 343 of the bottle content could be changed, to evaluate whether mice were able to track the 344 highest reward. Such automation of the task, by minimizing handling and the presence of the to trigger re-opening of the feeders and hence to resume a new trial ( Supplementary Fig. 1D ). 352
Bottles (for example sucrose-or water-containing) were swapped every 3-4 days. .
379
The localization of a mouse relative to others was used to assess the social relationships 380 between mice, e.g. the proportion of time spent alone, with one conspecific or more. We also 381 used detections from both tubes and floor antennas to quantify "chasing episodes" between 382 two mice. Chasing episodes were defined by concomitant (i.e. within a 5s window) detections 383 of the same two mice on at least two consecutive antennas. Antennas were considered 384 consecutive if the first mouse from a concomitant detection on one antenna was detected 385 within a 30s window on another antenna (see Fig. 1 .D for schematics). Cumulative curves 386 (entropy and time spent in FC) over sessions represent data from dark phase section (from 387 7pm to 7am the following day) summed with data from the dark section of the previous days. 388
389
The T-maze choice quantification: Individual choice sequences (i.e. left or right, Fig. 3) were 390 characterized using four parameters: the switch rate (SW, see above), the slope of the left-391 right choice (a value close to 1 indicating no switching), the exploratory parameter (") and 392 the learning rate parameter (!). We calculated SW for each animal as follows: 393 45$'6ℎ (8'9 = 100 − &<=>9( )? @9?' 4$A9 ')'8@ &<=>9( )? '($8@ ×100 − 50 ×2 394 A SW of 100% indicates that the mouse equally chose both sides, while a SW of 0% means 395 that the mouse never switched and always chose the same side. Exploration/exploitation 396 parameters were calculated by fitting the sequence of choices with a standard Reinforcement-397
Learning/Decision-making model. We used a classical softmax decision-making model where 398 choices depend on the difference between the expected rewards of the two alternatives. This 399 model formalizes the fact that the larger the difference in rewards is, the higher the probability 400 to select the best option will be. Sensitivity to reward difference was formalized by the free 401 parameter ". Expectation of reward was adapted through classical reinforcement-learning 402 algorithm, i.e. trial and error, by comparison between the current estimate of action; with 403 F . ' + 1 = F . ' + !E('), where the free parameter ! formalizes the learning speed. The 405 softmax choice rule was: 406
where " is an inverse temperature parameter reflecting the choice sensitivity to the difference 408 between decision variables: high " corresponds to mice that often choose what they estimate 409 the highest-value arm, while low " corresponds to random choice. The free parameters ! and 410 " were optimized using the log-likelihood of the model, on a choice-by-choice basis. 411
413
Behavioral experiments: The system consists in two parallel and identical setups (Fig.1A,  414 Supplementary Fig. 1 ) enabling the analysis of up to 10 mice in each of them. In this study, 415 15 experiments were performed, 12 of which were paired, i.e. executed in parallel in two 416 independent setups. Two setups were coupled (at the St level) for a single experiment, which 417 allowed the tracking of 18 mice. This experiment was used to illustrate some typical results 418 on a larger group of mice ( Fig. 2A-C) . Overall, 141 mice were tested in Souris City. 419 420 In vivo electrophysiological recordings: Mice were anesthetized with an intraperitoneal 421 injection of chloral hydrate (8%), 400 mg/kg, supplemented as required to maintain optimal 422 anesthesia throughout the experiment, and positioned in a stereotaxic frame (David Kopf). 423
Body temperature was kept at 37°C by means of a thermostatically controlled heating blanket. Supplementary Fig. 5 and 6 ). Statistics 458 for behavioral experiments were carried out using R, a language and environment for 459 statistical computing (2005, http: //www.r-project.org). We used a one-way repeated-460 measures ANOVA followed by a t-test with Bonferroni correction for post hoc analysis to 461 compare the time spent in each compartment through several sessions (Fig. 2C) . Consistency 462 over two sessions was estimated by Spearman correlation coefficient (Rho) between several 463 measurements (e.g. proportion of time spent in the compartments) determined in session S1 464 and S2 (Fig. 2 D, E, F, G) . Probability of switching were evaluated using repeated trials (i.e. 465 consecutive entries with a maximum of 20 seconds apart) and were compared using two-466 sample Wilcoxon test (Fig. 3C ). We performed a clustering (bclust function from e1071 467 package) and a Principal Component Analysis (PCA function from FactoMine package) to 468 define three groups of mice from the T-maze scores (Fig. 3E ). We used a one-way ANOVA 469 followed by a Tukey test for post hoc analysis to compare the firing rate and the percentage of 470 DA neuron spikes from LS, IS and HS mice (Fig. 4B ). The firing rate and %SWB of DA 471 neurons were compared using two-sample t.test or two-sample wilcoxon test (Fig. 4C Left) or 472 one Way Anova followed by Tukey post-hoc test (Fig. 4C right) . SW distribution in mice 473 population were compared using two-sample Kolmogorov-Smirnov test (Fig. 4E left) . We 474 calculated the difference between the SW before and after mixing the mice and we compared 475 the incomers with the residents with a t-test or a Wilcoxon test depending on the distribution 476 normality (Fig. 4E right) ). The firing rate and %SWB of DA neuron were compared between 477 these two groups with a Wilcoxon test (Fig. 4F) 
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