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Slow oscillating dynamics of a two-level system subject to a fast telegraph noise:
beyond the NIBA approximation
V. V. Mkhitaryan and M. E. Raikh
Department of Physics and Astronomy, University of Utah, Salt Lake City, UT 84112
We study the dynamics of a two-site model in which the tunneling amplitude between the sites is
not constant but rather a high-frequency noise. Obviously, the population imbalance in this model
decays exponentially with time. Remarkably, the decay is modified dramatically when the level
asymmetry fluctuates in-phase with fluctuations of the tunneling amplitude. For particular type of
these in-phase fluctuations, namely, the telegraph noise, we find the exact solution for the average
population dynamics. It appears that the population imbalance between the sites starting from 1
at time t = 0 approaches a constant value in the limit t→∞. At finite bias, the imbalance goes to
zero at t→∞, while the dynamics of the decay governed by noise acquires an oscillatory character.
I. INTRODUCTION
The central problem in the field of dissipative
dynamics1–9 is formulated as follows. Consider a two-
site system described by the Hamiltonian
H =
1
2
[
∆σx + εσz
]
, (1)
where ∆ denotes the tunneling amplitude between the
sites, while ε is the detuning between the on-site levels,
i.e. the bias. Without interaction with bath, the dy-
namics of the system contains a single frequency ω =(
∆2 + ε2
)1/2
. Dissipative dynamics studies how the in-
teraction with the bath in the form of the random modu-
lation of ε slows down the oscillations of the population,
σz(t), of the left site occupied at t = 0.
Original results1 on dissipative dynamics were
obtained within non-interacting blip approximation
(NIBA). The accuracy of NIBA, see e.g. Refs. 10–17,
is evaluated by comparison of the numerical results for
bath-averaged 〈σz(t)〉 obtained within NIBA with numer-
ical results obtained within different versions of the mas-
ter equations.
Certainly there is always a question: in what domain of
the bath parameters NIBA is applicable. A related ques-
tion is: are there physical effects which are not captured
by NIBA.
In order to simplify the analysis as much as possible the
authors of Ref. 18 considered the case of very high tem-
peratures when the bath can be viewed as a fast classical
noise, bz(t). Then the equations of motion,
dS
dt = B× S,
where B = (∆, 0, bz(t)), i.e. at zero bias, can be reduced
to the following closed equation for σz(t)
19
dσz
dt
= −∆2
t∫
0
dt1 cos
[∫ t
t1
dt2bz(t2)
]
σz(t1), (2)
which applies for an arbitrary realization of the noise.
We are interested in the noise-averaged 〈σz(t)〉. NIBA
approach corresponds to the decoupling of average of the
product in the integrand of Eq. (2) into the product of
averages
〈cos
[∫ t
t1
dt2bz(t2)
]
σz(t1)〉 = 〈cos
[∫ t
t1
dt2bz(t2)
]
〉〈σz(t1)〉.
(3)
For the Gaussian white noise one has
〈cos
[∫ t
t1
dt2bz(t2)
]
〉 = exp[−Γ(t − t1)]. The magni-
tude, bz, and the short correlation time, τz, are encoded
into parameter Γ ∼ b2zτz . The integral equation Eq. (2)
reduces to the second-order differential equation for the
average 〈σz(t)〉
d2〈σz〉
dt2
+ Γ
d〈σz〉
dt
+∆2〈σz〉 = 0. (4)
It should be noted that the white-noise assumption,
bzτz ≪ 1, justifies NIBA. Indeed, the dynamics de-
scribed by Eq. (4) has two characteristic times, 1/Γ and
Γ/∆2 ≫ 1/Γ. For white noise, these times are much
longer than τz.
Assume now that, instead of a constant ∆, we have
some random bx(t). This hypothetical situation implies
that tunneling between the sites, constituting a two-state
system, is exclusively due to noise. Then the NIBA
ansatz prescribes two independent averagings in the in-
tegrand. We thus get
d〈σz〉
dt
= −
t∫
0
dt1
〈
bx(t)bx(t1) cos
[∫ t
t1
dt2bz(t2)
]〉
〈σz(t1)〉,
(5)
Upon performing extra averaging in the kernel with the
help of 〈bx(t)bx(t1)〉 = b2x exp[(t − t1)/τx], we find that
〈σz(t)〉 exhibits a simple exponential decay,
〈σz(t)〉 = exp
[−(b2xτx + b2zτz)t] , (6)
with a single characteristic time. Again, NIBA is justified
when both bxτx and bzτz are small.
The central question addressed in the present paper
is: what happens when the noise components, bx(t) and
bz(t), being both fast, are strongly correlated? What
makes this question non-trivial is the fact that the aver-
age of bx(t)bx(t1) cos
[∫ t
t1
dt2bz(t2)
]
now contains, in ad-
dition to fast, a slow contribution. On the other hand, for
2applicability of NIBA, this average should change faster
than 〈σz(t)〉. Thus we ask ourselves: what is the spin
dynamics when the condition of applicability of NIBA is
violated? Fortunately, the answer to this question can
be obtained purely analytically. This is because, for the
telegraph noise, the average spin dynamics can be found
exactly. We obtain this result in Sect. II. Comparing the
NIBA and exact results, we demonstrate that NIBA ap-
plies for bx ≪ bz . It appears that, unlike Eq. (6), with
correlated bx(t) and bz(t), both NIBA and exact results
saturate at long time. In Sect. III we establish that the
saturation takes place only at zero bias, ε = 0. At any
finite bias, the average, 〈σz(t)〉, decays with time.
II. ZERO BIAS
A. NIBA
As it was demonstrated in Ref. 20 (see also the Ap-
pendix), for bx(t) and bz(t) in the form of the telegraph
noise, the kernel in the NIBA equation Eq. (5) has the
following form
K(T ) =
〈
bx(t)bx(t+ T ) cos
[∫ t+T
t
dt′bz(t
′)
]〉
(7)
=
b2x
τs − τf
[
τs exp
(
− T
τf
)
− τf exp
(
− T
τs
)]
,
where τf and τs denote the fast and slow relaxation times
defined as
τf =
τ
1 +
(
1− b2zτ2
)1/2 , τs = τ
1− (1− b2zτ2)1/2 . (8)
The NIBA equation with the kernel Eq. (7) yields the
solution
〈σz(t)〉 = exp
[
−
∫ t
0
dt1
∫ t1
0
dt2K(t1 − t2)
]
(9)
= exp
{
− b
2
xτfτs
τs − τf
[
τs
(
1− e−t/τs
)
− τf
(
1− e−t/τf
)]}
.
At long times the solution Eq. (9) saturates at the value
〈σz(t)〉
∣∣
t→∞
= exp
(−b2xτsτf) = exp
(
−b
2
x
b2z
)
. (10)
B. Exact solution
The key observation, which allows to solve the problem
exactly, is that, with telegraph noise, the eigenvectors of
the time-dependent Hamiltonian
H =
1
2
[
bx(t)σx + bz(t)σz
]
(11)
are time-independent. This is because the ratio
tanα =
bx(t)
bz(t)
(12)
remains constant at all times. In terms of α, the eigen-
vectors are
ψ1 =
(
cos(α/2)
sin(α/2)
)
, ψ2 =
(− sin(α/2)
cos(α/2)
)
. (13)
The initial condition, 〈σz(0)〉 = 1, corresponds to the
following form of the wavefunction at t = 0
ψ(0) =
(
1
0
)
= cos
(α
2
)
ψ1 − sin
(α
2
)
ψ2. (14)
The time evolution of this wavefunction is given by
ψ(t) = cos
(α
2
)
ψ1 exp
[
− i
2
φ(t)
]
− sin
(α
2
)
ψ2 exp
[
i
2
φ(t)
]
,
(15)
where the phase, φ(t), is defined as
φ(t) =
1
cosα
∫ t
0
dt′bz(t
′). (16)
Using Eq. (15), we find the quantum-mechanical average
of the operator σz
〈ψ(t)|σz |ψ(t)〉 = cos2 α+ sin2 α cosφ(t). (17)
The remaining task is to perform the averaging over the
noise realizations. Note that only cosφ(t) has to be aver-
aged. The details of this averaging are given in Appendix
A. The final result reads
〈σz(t)〉 = b
2
z
b2
+
b2x
b2
e−t/τ
[
cosh
(
t
τ
√
1− b2τ2
)
(18)
+
1√
1− b2τ2 sinh
(
t
τ
√
1− b2τ2
)]
,
where b is the magnitude of the full field
b =
(
b2x + b
2
z
)1/2
. (19)
In the limit of a fast telegraph noise bτ ≪ 1 the result
Eq. (18) simplifies to
〈σz(t)〉 = b
2
z
b2
+
b2x
b2
exp
(
− b
2τt
2
)
. (20)
In the next subsection we compare this result with the
NIBA prediction Eq. (9).
C. Comparison of exact and NIBA results
Expression Eq. (18) is our central result. It describes
the evolution of 〈σz(t)〉 for arbitrary relation between
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FIG. 1: (Color online) Comparison of the exact and NIBA
solutions for 〈σz(t)〉. (a) 〈σz(t)〉 is plotted versus the dimen-
sionless time from Eq. (22) (solid lines) and Eq. (23) (dotted
lines) for two values of β in the regime of fast noise bzτ = 0.1.
(b) The same expressions are plotted for slow noise bzτ = 5.
The exact and the NIBA solutions coincide at small times.
The difference at long times develops when β is large.
bx, bz, and τ
−1. Our main message that equal distribu-
tion of a particle between the sites is slowed down at
finite bz, i.e. when the asymmetry between the sites
fluctuates in-phase with tunneling amplitude, is cap-
tured by this expression. Indeed, for a fast noise, both
bxτ and bzτ are small. At bz = 0, Eq. (18) yields
〈σz(t)〉 = exp
(−b2xτt), which corresponds to the conven-
tional motional narrowing.21–23 It is seen from Eq. (18)
that, even for bz ≪ bx, the imbalance of the population
of sites does not decay down to zero at long times but
rather saturates at a finite value
b2z
b2 . The characteristic
decay time becomes (b2τ)−1, i.e. it gets shorter. To ana-
lyze the dynamics of 〈σz(t)〉 quantitatively we introduce
the dimensionless parameters
t˜ = b2zτt, β =
b2x
b2z
= tan2 α. (21)
Then Eq. (18) assumes the form
〈σz(t)〉 = 1
1 + β
+
β
2(1 + β)
{√
1− (bzτ)2(1 + β) + 1√
1− (bzτ)2(1 + β)
exp
[
− t˜
(bzτ)2
(
1−
√
1− (bzτ)2(1 + β)
)]
+
√
1− (bzτ)2(1 + β)− 1√
1− (bzτ)2(1 + β)
exp
[
− t˜
(bzτ)2
(
1 +
√
1− (bzτ)2(1 + β)
)]}
. (22)
We will contrast this expression to the NIBA result Eq. (9), which, in variables Eq. (21), takes the form
〈σz(t)〉NIBA = exp
{
−β − β(bzτ)
2
2
√
1− (bzτ)2
(
1
1−√1− (bzτ)2 exp
[
− t˜
(bzτ)2
(
1 +
√
1− (bzτ)2
)]
− 1
1 +
√
1− (bzτ)2
exp
[
− t˜
(bzτ)2
(
1−
√
1 + (bzτ)2
)])}
. (23)
Both expressions are plotted in Fig. 1 for different values
of parameters β and different noise “strengths” bzτ . We
see that NIBA reproduces the exact result at small β, i.e.
at bx ≪ bz. This could be anticipated from the analytical
expression Eq. (23) since it saturates at exp(−β), while
the exact saturation value is 〈σz(∞)〉 = 11+β . At small
β the net change of 〈σz〉 from t = 0 and t =∞ is small.
This justifies taking 〈σz(t)〉 out of the integrand in the
NIBA equation Eq. (5). It is worth noting that both so-
lutions oscillate at large bzτ . Emergence of these weakly
decaying oscillations is not obvious a priori since they are
noise-induced. The oscillations become possible because,
for telegraph noise, the full field switches between two
fixed values.
The fact that 〈σz(t)〉 can be calculated exactly for the
telegraph-noise fluctuations of bx(t), bz(t) is long known
in the literature on stochastic dynamics.24 In particu-
lar, in the chapter of the book Ref. 24 on stochastic
differential equations, the following problem is consid-
ered. Suppose that the frequency of an oscillator takes
only two values with equal probabilities. Then the noise-
averaged dynamics of the oscillator, derived from the
Fokker-Planck description, has the form closely resem-
bling Eq. (18). In fact, our result Eq. (18) reduces to
the result24 for two-frequency oscillator problem if we set
bz(t) = 0. This is the extreme “non-NIBA” limit. Pres-
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FIG. 2: (Color online) Plotted are the time dependencies of
〈σz(t)〉 (a) and d〈σz(t)〉/dt (b) obtained within NIBA, for
different values of bias ετ = 0, 1.5, 2, 2.5, and 3. In plotting
these curves from Eq. (26) the parameter values are set to
bzτ = 0.5, β = 0.2.
ence of both bx(t) and bz(t) fluctuating in-phase can be
viewed as a vector version of the two-frequency oscilla-
tor problem. We have demonstrated that incorporating
even small bz(t) leads to a dramatic physical consequence,
namely, saturation of 〈σz(t)〉 instead of decay.
III. FINITE BIAS
A. Spin dynamics within NIBA
In the presence of a finite bias, ε, which adds to the
random field bz(t), the NIBA equation Eq. (5) assumes
the form
d〈σz〉
dt
= (24)
−
t∫
0
dt1
〈
bx(t)bx(t1) cos

ε(t− t1) +
t∫
t1
dt2bz(t2)

〉 〈σz(t1)〉.
The solution of Eq. (24) is a straightforward generaliza-
tion of Eq. (9)
〈σz(t)〉 = exp
{
−
t∫
0
dt1
t1∫
0
dt2 cos [ε(t1 − t2)]K(t1 − t2)
}
= exp
[
−
t∫
0
dt1(t− t1) cos ε(t− t1)K(t1)
]
. (25)
With correlator Eq. (7), the integration can be per-
formed analytically
〈σz(t)〉NIBA = exp
{− κt− F0 − Fc(t) cos εt− Fs(t) sin εt}, (26)
where
κ =
b2xτε
2(τ2s − τ2f )
2
√
1− (bzτ)2(1 + ε2τ2f )(1 + ε2τ2s )
, F0 = − b
2
xτ
2
√
1− (bzτ)2
[
τf (1− ε2τ2f )
(1 + ε2τ2f )
2
− τs(1− ε
2τ2s )
(1 + ε2τ2s )
2
]
,
Fc =
b2xτ
2
√
1− (bzτ)2
[
τf (1− ε2τ2f )
(1 + ε2τ2f )
2
exp
(
− t
τf
)
− τs(1− ε
2τ2s )
(1 + ε2τ2s )
2
exp
(
− t
τs
)]
,
Fs = − b
2
xτε√
1− (bzτ)2
[
τ2f
(1 + ε2τ2f )
2
exp
(
− t
τf
)
− τ
2
s
(1 + ε2τ2s )
2
exp
(
− t
τs
)]
. (27)
First we note that, at arbitrary nonzero bias, 〈σz(t)〉 → 0
instead of saturation at long times. The decay of 〈σz(t)〉
is governed by the factor exp(−κt) in Eq. (26), in which
κ is proportional to ε2. Presence of the terms Fc and Fs
in the exponent of Eq. (26) suggests oscillatory behavior
of 〈σz(t)〉 with the frequency ε at intermediate times. On
the other hand, the prefactors Fc and Fs decay at long
times. Thus it is not clear a priori whether these oscil-
lations can be resolved. In Fig. 2 we present numerical
curves plotted from Eq. (26) for different biases. We
realize that oscillations are not developed in 〈σz(t)〉 but
are resolved in the derivatives, d〈σz(t)〉/dt. It is an inter-
esting question whether these oscillations survive beyond
NIBA. We address this question in the next section.
B. Beyond NIBA: small bias limit
Exact solution Eq. (17) applies not only to the tele-
graph noise but to arbitrary bx(t) and bz(t) as long as
5the ratio bxbz = tanα remains constant. We will derive
the evolution 〈σz(t)〉 assuming that the bias, ε, is much
smaller than b. We start from the system of equations
for “up” and “down” amplitudes of spin
i
dc1
dt
=
1
2
[
bz(t) + ε
]
c1 +
1
2
bx(t)c2,
i
dc2
dt
= −1
2
[
bz(t) + ε
]
c2 +
1
2
bx(t)c1. (28)
As in the case of zero bias, we introduce the linear com-
binations
c1 = u1 cos
(α
2
)
− u2 sin
(α
2
)
,
c2 = u1 sin
(α
2
)
+ u2 cos
(α
2
)
. (29)
The system of equations for the new variables u1 and u2
reads
i
du1
dt
=
bz + ε cos
2 α
2 cosα
u1 − 1
2
ε sinα u2,
i
du2
dt
= −bz + ε cos
2 α
2 cosα
u2 − 1
2
ε sinα u1. (30)
It is easy to see that at zero bias, ε = 0, the system
Eq. (30) gets decoupled. Using the initial conditions
u1(0) = cos
(α
2
)
, u2(0) = − sin
(α
2
)
, (31)
the exact result Eq. (17) can be reproduced.
At finite ε, in Eq. (30) we make the substitution
u1(t) = v1(t) exp
[
− i
2
Φ(t)
]
,
u2(t) = v2(t) exp
[
i
2
Φ(t)
]
, (32)
were we have introduced the short-hand notation
Φ(t) =
1
cosα
∫ t
0
dt′
[
bz(t
′) + ε cos2 α
]
. (33)
For ε = 0 we have Φ(t) = φ(t), where φ is defined by
Eq. (16). The substitution Eq. (32) yields the following
system of coupled equations for the variables v1(t), v2(t)
i
dv1
dt
= −1
2
εv2 sinα exp
[
iΦ(t)
]
, (34)
i
dv2
dt
= −1
2
εv1 sinα exp
[−iΦ(t)]. (35)
Substituting the second equation into the first, we arrive
to the closed integral-differential equation for v1(t)
dv1
dt
= −i ε
2
sinα v2(0) exp
[
iΦ(t)
]
−ε
2
4
sin2 α
t∫
0
dt′v1(t
′) exp
[
i
(
Φ(t)− Φ(t′))]. (36)
This equation applies for arbitrary bias. At this point we
note that, since the right-hand side is proportional to ε,
for small ε the derivative dv1dt is small. Thus, the function
v1(t) changes slowly with time. This allows one to pull
v1(t) out of the integrand. Then Eq. (36) turns into
a first-order differential equation which can be readily
solved yielding
v1(t) = v1(0) exp
[
−ε
2
4
sin2 α
t∫
0
dt′G(t′)
]
+i
ε
2
sinα v2(0)
t∫
0
dt′exp
[
iΦ(t′)− ε
2
4
sin2 α
(
G(t)−G(t′))],
(37)
where the function G(t) is defined as
G(t) =
t∫
0
dt′ exp
[
i
(
Φ(t)− Φ(t′))]. (38)
Corresponding expression for v2(t) follows from Eq. (37)
upon replacement v1(0) → v2(0), v2(0) → v1(0), and
Φ(t)→ −Φ(t).
The sought quantity, σz(t), is expressed via the func-
tions v1(t) and v2(t) as follows
σz(t) =
(
|v1|2 − |v2|2
)
cosα
− sinα
(
v1v
∗
2 exp exp
[−iΦ(t)]+ v∗1v2 exp[iΦ(t)]).
(39)
A crucial step in performing averaging in Eq. (39) is that
the second term in the expression for v1(t) proportional
to ε is small compared to the first term. The result of
averaging over realizations of the telegraph noise reads
〈σz(t)〉 =[
b2z
b2
+
b2x
b2
exp
(
−b
2τ
2
t
)
cos
(
ε
bz
b
t
)]
exp
(
−2ε2 b
2
x
b4τ
t
)
.
(40)
The origin of the oscillating factor cos
(
ε bzb t
)
is the
term ∼ ε in Φ(t) defined by Eq. (33). The com-
mon exponential factor originates from averaging of
exp
[
− ε24 sin2 α
t∫
0
dt′G(t′)
]
.
We can now compare the result Eq. (40) with the
NIBA result Eq. (26). The decrement of 〈σz(t)〉NIBA in
the limit bzτ ≪ 1 can be cast in the form
κ =
b2xτε
2τ2s
2 (1 + ε2τ2s )
=
ε2τsb
2
x
(1 + ε2τ2s ) b
2
z
. (41)
where τs ≈ 2b2zτ is defined by Eq. (8). In the limit of
small bias considered above we have ετs ≪ 1. Then the
6decrement Eq. (41) reproduces the common exponential
factor in Eq. (40) under the condition bx ≪ bz. This
is the same condition under which NIBA applies at zero
bias. Equally, expanding the exponent in the NIBA re-
sult with respect to Fc(t) cos εt and assuming bx ≪ bz,
we reproduce the oscillating part of Eq. (40).
Overall, the small-bias regime is quantified by the con-
dition ετs ≪ 1. This justifies the reduction of Eq. (36)
to the first-order differential equation. Also the second
term in Eq. (37) is of the order of ετs.
IV. DISCUSSION
1. Physical situation considered in the present paper
corresponds to the noise created by a fluctuator, see e.g.
Ref. 25, rather than the noise created by the contin-
uum of harmonic oscillators commonly considered in the
literature on quantum dissipation.
2. Our central conclusion is that, when the compo-
nents bx(t) and bz(t) are fully correlated, the average
σz(t) saturates at long times. At small bz ≪ bx it satu-
rates at small but finite value. This statement actually
applies for arbitrary noise with bz(t) and bx(t) having
the same time dependence. Indeed, Eq. (17) “knows”
about the noise only via a random phase φ(t), while non-
vanishing term cos2 α = b2z/b
2 is time-independent. The
saturation value, 〈σz(∞)〉, is captured by NIBA correctly
when bx ≪ bz. In the language of the two-site model this
statement implies that for NIBA to apply the magnitude
of the fluctuating tunneling amplitude should be much
smaller than the magnitude of the fluctuating level split-
ting. Note that anomalously strong sensitivity of the spin
dynamics to the finite bias is long known in the field of
quantum dissipation.1–5
3. NIBA result Eq. (26) contains two times, τs and τf .
Exact result also contains two characteristic times but in-
stead of the combination
√
1− b2zτ2 these times contain√
1− (b2z + b2x)τ2. NIBA applies in the limit bx ≪ bz
when these times are close to each other.
4. Unlike Ref. 18, 〈σz(t)〉 saturates at long times. The
meaning of 〈σz(t)〉 is the average over the realizations of
the telegraph noise. In fact, the derivation of the result
Eq. (17) can be modified to find the variance
Var(σz) = sin
4 α
[〈cos2 φ(t)〉 − 〈cosφ(t)〉2]. (42)
Analytical form of 〈cosφ(t)〉 was found above. To find
〈cos2 φ(t)〉 one can use the same expression with b re-
placed by 2b. This follows from the relation
cos
[
2φ(t)
]
= cos
[
2
cosα
∫ t
0
dt′bz(t
′)
]
. (43)
In the long-time limit the variance saturates together
with average
Var
[
σz(t)
]∣∣∣
t→∞
=
1
2
sin4 α =
b4x
2b4
. (44)
Note that the fluctuations of σz(∞) are much smaller
than the average when bx ≪ bz, i.e. in the same domain
where NIBA applies. In the opposite limit, bx ≫ bz,
fluctuations of σz(t) from realization to realization are
strong.
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Appendix A
In this Appendix we evaluate the average, 〈cosφ(t)〉,
where the phase φ(t) is defined by Eq. (16). In the course
of the noise, the magnetic field switches from −b to b at
random time moments. The durations of intervals be-
tween the successive switchings are Poisson-distributed
as 1τ exp
(− tτ ). Thus, averaging over the noise realiza-
tions reduces to averaging over these intervals
〈cosφ(t)〉 = Re
∞∑
n=0
∞∫
0
dt1
τ
e−
t1
τ · · ·
∞∫
0
dtn+1
τ
e−
tn+1
τ
×eib(t1−t2+···(−1)ntn+1)
[
θ
(
t−
n∑
k=1
tk
)− θ(t−n+1∑
k=1
tk
)]
.(A1)
Here n is the number of field flips during the time t.
This is ensured by the difference of the θ-functions which
imposes the condition
∑n
k=1 tk < t <
∑n+1
k=1 tk.
Taking the integral over tn+1 by parts yields
〈cosφ(t)〉 = Re
∞∑
n=0
∞∫
0
dt1
τ
· · ·
∞∫
0
dtn
τ
∞∫
0
dtn+1
τ
e
−
n+1∑
j=1
tj
τ
×eib(t1−t2+···(−1)ntn+1)δ(t−n+1∑
k=1
tk
)
. (A2)
The individual integrals over ti can be taken upon us-
ing the integral representation, δ(z) =
∫
∞
−∞
ds
2pi e
isz . This
leads to
〈cosφ(t)〉 = Re
∞∑
k=1
∞∫
−∞
ds
2pi
eist
2τ + i(s+ b)τ2
[(1 + isτ)2 + b2τ2]k
.
(A3)
We next take the sum in Eq. (A3) and symmetrize the
result with respect to the sign of b at t = 0. This yields
〈cosφ(t)〉 = Re
∞∫
−∞
ds
2pi
eist
2τ + isτ2
(1 + isτ)2 + b2τ2 − 1 . (A4)
The latter integral is calculated by adding up the con-
tributions of two poles, located at s = iτ ±
(
b2 − 1τ2
)1/2
.
7For bτ < 1, we find
〈cosφ(t)〉 = exp
(
− t
τ
)
(A5)
×

cosh
[
t
τ
(
1− b2τ2)1/2]+ sinh
[
t
τ
(
1− b2τ2)1/2]
(1− b2τ2)1/2

 .
Substituting Eq. (A5) into Eq. (17) leads to our main
result Eq. (18).
To find the average defining the kernel K(T ) through
Eq. (7) we note the relation,
K(t2 − t1) =
(
b2x
b2
)
∂2
∂t1∂t2
〈cosφ(t2 − t1)〉. (A6)
This relation yields
K(T ) = b2x exp
(
−T
τ
)
(A7)
×

cosh
[
T
τ
(
1− b2τ2)1/2]− sinh
[
T
τ
(
1− b2τ2)1/2]
(1− b2τ2)1/2

 .
Note that two terms in {..} in Eq. (A5) add up, while in
Eq. (A7) they subtract.
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