Abstract-This paper describes a set-up for navigating into omnidirectional video using a tablet PC, onto which a backside camera is used for sensing the device orientation. This allows the system to automatically control the video navigation based on the device rotation, hence enabling an end-user to interact with the content in a very natural manner.
INTRODUCTION
Omnidirectional imaging is becoming popular, in particular thanks to many recent on-line applications such as gigapixel imaging [1] and Google Street View [2] . Also, recent developments facilitate the capture of spherical and panoramic video at ultra-high resolution, enabling an end-user to choose its preferred viewing angles and therefore to navigate freely into the captured content. This paper introduces an interactive video system, where the user can navigate into omnidirectional video content using a mobile CE device, such as the nowadays popular tablets PCs or smartphones. To enable natural interactions with the system, one of our objectives is to automatically adjust the displayed viewport, depending on the actual orientation of the tablet. This is achieved thanks to the device's backside camera, which acts as an orientation sensor by using computer vision techniques.
The remainder of this paper is organized as follows: section II describes the types of omnidirectional video sources used in our set-up, section III covers the main principles of the camerabased orientation tracker and section IV summarizes how the main functional blocks of our set-up connect with each other. Section V briefly concludes the paper and points to future research tracks.
II. OMNIDIRECTIONAL VIDEO CONTENT
The omnidirectional video content used in our set-up may come from different sources. A first option is to navigate into a live spherical video feed. For this, we use a Point Grey Ladybug 3 [3] composed of six HD cameras able to capture raw images at 16 frames per second. These are ingested by our in-house software framework, which stitches and blends the six 2D views onto a 3D spherical mesh (see Figure 1 ).
Omnidirectional video navigation is then performed by rendering the desired sequence of viewports from a virtual camera located at the center of that sphere. Alternatively, spherical video content can be retrieved from a pre-recorded sequence. A convenient representation is to map the full sphere on a 2D rectangular video panorama, allowing us to use traditional compression tools and file formats. Figure  2 depicts such a mapping of a spherical video frame onto a rectangular panorama, rendered offline with the Ladybug SDK. This intermediate representation has distortions that clearly increase in the vicinity of the poles. At run time, the rectangular video is mapped back onto a spherical mesh as described above. Our set-up can also make use of cylindrical panoramic content, such as the 180° degree high-resolution panorama captured by the Omnicam, an omnidirectional camera system developed at Fraunhofer HHI [4] . Figure 3 shows a snapshot of a panoramic shooting that was performed in the European FP7 project FascinatE [5] . III. TRACKING THE DEVICE ORIENTATION
The set-up requires a device with a backside camera. The video frames captured by that camera are used to sense the orientation of the device, under the assumption that only rotational motion is allowed (or that translations are negligible with respect to the dimensions of the ambient scene). The tracking algorithm essentially consists of fusing two kinds of measure:
Points features, as illustrated in Figure 4 (left image), are used as a relative measure. The algorithm keeps a frame-tonext-frame matching rotation matrix and uses the relative interframe disparity as an observation.
Line features are used as absolute measures on the video frame and therefore helps restricting the error accumulation of the previous kind of measure. The algorithm relies on the assumption that, in man-made scene (e.g. in an office environment), the distribution of the orientation of the line segments peaks around three main orthogonal directions. This allows us to relate the orientation of the camera to the ambient scene in an absolute manner.
The two types of feature are fused using a Kalman filter that outputs a time consistent sequence of orientation matrices. These specify the panning (left-right), tilting (up-down) and rolling (turning around the camera's optical axis) motions of the device, as depicted in Figure 4 (right image). Unlike methods solely based on a built-in accelerometer, the main merit of our approach is to avoid large drifts in the orientation measures. More details on the tracking algorithm used can be found in [7] . IV. FUNCTIONAL SYSTEM DESCRIPTION Figure 5 illustrates the main functional blocks involved in our set-up. The source omnidirectional content can either originate from a live spherical video capture or from our prerecorded spherical and panoramic 4K content. An important aspect of our set-up is that the actual rendering of the viewport to be displayed is performed remotely. Through a wireless connection, the tablet sends to the remote renderer its sequence of orientation matrices, obtained from the tracking process. The renderer sends in response the corresponding sequence of rendered and compressed viewports, ready to be displayed on the tablet. This minimizes the requirements on video processing and wireless access bandwidth for the end device, which only has to perform standard video decoding operations (possibly benefiting from video hardware acceleration). Thanks to this thin-client approach, Ultra-HD content can be watched interactively in a natural manner, even on a low-power and small-display device.
Orientation Matrix
Recorded Content This paper has described a set-up for navigating into panoramic video with a mobile device such as a tablet PC, in a very natural manner. Future work will address the integration of our approach with scalable tile-based delivery of ultra-high resolution video as studied in [8] .
