d.a.turner@hud.ac.uk B-splines can be used to approximate data in a variety of metrology applications. In general, the approximation is carried out so as to minimize a criterion de ned in terms of the least squares norm. However, often this choice of norm is inappropriate, and a measure such as the`1 or minimax norm should be chosen. In this tutorial paper, we introduce the topic of B-splines, and we discuss the approximation of data in the`1, least squares and minimax norms. In particular, we consider how the speci c properties of B-splines can be exploited to allow an approximant to be developed in an e cient manner, and we describe a new algorithm for`1 B-spline approximation.
Introduction
In many metrology applications, it is desirable to replace a prescribed set of data by an approximating curve or surface. Broadly speaking, the approximant can take one of two forms. First, if the data are obtained from a process for which a set of physical relationships are known, then the data can be approximated by a physical model. More frequently, the model equations governing the behaviour of the model are unknown, and so an empirical model of the data is developed. There are a number of di erent types of empirical model, although polynomials, splines and radial basis functions (RBFs) are used most frequently in metrology. Each of these forms have properties that make them useful in metrology applications. For example, polynomial models are simple to develop, while RBFs are ideally suited for multi-variate approximation. However, the exibility of spline curves means that they are most useful in metrology, especially if we wish to approximate two or three-dimensional data.
In this tutorial paper, we discuss spline approximation and consider the role that it can play in metrology. The paper is organized as follows. Section 2 introduces the topic of splines, in particular B-splines, and in Section 3 we consider some applications of B-splines in metrology. In Section 4, we discuss in detail algorithms for developing B-spline approximations to data. In particular, we emphasise that by exploiting the speci c structure of the approximation problem, it is possible to make substantial computational savings. These ideas are extended in Section 5, where we show that the B-spline approximation can be obtained by using a piecewise approach. In this method, the global approximation problem is reduced to a set of smaller, local approximation problems. Consequently, the storage and operational requirements are reduced signi cantly. In particular, we present a new algorithm for`1 B-spline approximation. Finally, we give our conclusions in Section 6.
Splines
The simplicity and e ectiveness of polynomials have made them popular for representing functions or data. However, polynomials have limitations, such as the large oscillatory behaviour that may be exhibited by high degree polynomials. This e ect is known as the Runge phenomenon.
An alternative to the family of polynomials is needed, and in many respects this need is satis ed by spline functions. A spline function is a piecewise polynomial that has continuity conditions imposed between neighbouring sections. The point at which two sections meet is called a knot. Thus, a spline has the same continuity conditions as a polynomial except at the knots, where the continuity is based on the degree of the polynomial pieces used to construct the spline.
For polynomials, more shape variation is generally achieved by using a higher degree. With splines, a similar a ect can be obtained by having more sections, and so it is not necessary to use high degree polynomial pieces. In fact, most spline applications use cubic polynomials throughout. This avoids any unnecessary oscillatory behaviour that might otherwise occur. Indeed, a pleasing property of splines is their smoothness. The cubic spline s(x) is the twice continuously di erentiable function that interpolates a set of data (x i ; f i ) in such a way as to minimize uniquely the curvature norm 1 Z xmax xmin (f 00 (x)) 2 dx: 2.1 B-spline Representation of a Spline In order to represent a spline, we need to de ne (a) a form for the representation, and (b) the parameters or coe cients which are used to distinguish one spline from another.
As with polynomials, there are several di erent forms available. In the case of splines, the best form is the B-spline basis function representation, which was introduced in 1946 by Schoenberg 2 for uniformly spaced knots. Later, they were generalized to arbitrary knot spacings. B-splines were originally de ned to be the nth divided di erence of a truncated power function of order where f j g is a set of non-decreasing knots, 1?n = = 0 < 1 2 q?n < q?n+1 = = q ; with q+n being the number of knots, and x min = 0 and x max = q?n+1 being the endpoints of the interval over which the spline is de ned. Figure 1 shows a single B-spline of order n = 4, and also all of the other B-splines that are used in the representation. The vertical lines represent the positions of the knots. Clearly, for x < j?n , the B-spline is zero and it is well-known that nth divided di erences annihilate polynomials of order n or less. Hence, it follows that for x > j , the B-spline is also zero and so the B-spline has compact support.
Unfortunately, the use of divided di erences is numerically ill-conditioned and so this de nition is no longer used. Instead we use the stable recurrence relation for normalized B-splines which is de ned to be In order to evaluate the spline at a given abcissa value, we begin by considering that this abcissa lies between two knots. We nd these two knots and then use the recurrence relation to construct the n non-zero B-spline basis functions. then A is a banded matrix of bandwidth n. An example of the typical structure of the matrix A is given below.
x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x 3 Metrology Applications A key question that arises is the type of metrology applications for which Bspline curves and surfaces are appropriate, and we address this issue in this section. In general, B-spline curves and surfaces are developed for metrology applications in one of two ways. First, a user chooses the spline coe cients manually and then uses inspection to improve their placement. Second, an automated technique is used to approximate a set of data. The rst situation occurs most commonly in CAD modelling. A typical application is where we wish to develop a CAD model which can be used as the design basis for the manufacture of an artifact. It is immediately apparent that B-spline curves and surfaces are particularly useful in this application, since they o er the user a large amount of exibility. Furthermore, the compact support of B-splines allows the user to alter a local region of the CAD model without altering its global shape. It should be noted that often parametric rather than explicit B-splines are used in this situation. See Dierckx 5 for a brief introduction to parametric B-splines.
The second situation occurs most frequently in metrology. As stated in Section 1, B-splines can be used to replace a set of data by an empirical model. There are a wide variety of metrology applications for which B-spline approximations are regularly used. For example, we may wish to model the voltage response of a fast-time oscilloscope to a step input, 6 or approximate a set of data measured by a coordinate measuring machine (CMM) in the surface of a clay model of a tooth. 7 In particular, B-splines have proven to be successful in modelling phenomena which exhibit complicated responses. For example, B-spline curves and surfaces are able to cope with oscillatory behaviour, nonuniform behaviour, and derivative discontinuities. Due to its prevalence in metrology, it is B-spline approximation that is the focus of this paper.
Approximation
There are many di erent ways of approximating data in metrology applications. Here we consider explicit univariate spline tting which is the most straightforward type of approach. The various other methods of approximation are generalizations of this basic type. These generalizations are discussed in more detail by Cox 6 and Dierckx. 5 In the univariate spline approximation problem, we are given a set of m data, (x i ; f i ) m i=1 . We then wish to calculate the spline curve s(x) which minimizes in some norm the residual di erences between the data ordinates f = ff i g and the value of the spline evaluated at the data abscissae, namely fs(x i )g. Thus, we wish to compute the spline coe cients c which minimize the expression krk = kf ? Ack; where the ith component of r is de ned to be r i = f i ?s(x i ), and the matrix A is de ned in Section 2:1.
Least Squares Approximation
The choice of norm should be based on the nature of the data. For example, if the residuals are known to be drawn from a Gaussian distribution, then thè 2 or least-squares norm should be used. The approximation problem then 6
involves minimizing
Gaussian residuals occur frequently in metrology applications due to natural statistical phenomena. Indeed, the Guide to Uncertainty Measure (GUM) is devoted primarily to Gaussian noise. Consequently, least-squares approximation is extremely popular in metrology and several e cient algorithms have been developed for solving this problem. Many of these algorithm involve constructing and solving the normal equations, speci cally
This system of equations is appealing because it is a square system, and so it can be solved by using elementary techniques such as Gaussian elimination. However, this approach cannot be recommended, since the condition number of the matrix A T A is dependent upon the square of the condition number of A. 8 As a result, the minimization of expression (2) by using the normal equations is numerically ill-conditioned. A more numerically stable approach to minimizing expression (2) is to employ the QR factorization. 9 In particular, it is possible to exploit the banded structure of the matrix A by using the techniques described by Cox. 10 In this approach, orthogonal factorizations are applied in a structured manner in order to calculate the coe cients c. These orthogonal methods are both e cient and numerically stable. In fact, by exploiting the banded structure of the matrix A, it is possible to compute the least-squares approximation in O(mn 2 ) oatingpoint operations ( ops).
Approximation in Other Norms
There are many situations that arise in metrology for which it is inappropriate to approximate a set of data in the least-squares norm. Two such examples are quality control and robust approximation. In quality control, we are interested in tolerance assessment, i.e., we wish to assess whether or not an object such as a manufactured artifact is t for purpose. In this case, it is widely accepted within metrology that the residuals should be minimized in the minimax norm, 11;12 i.e., krk = max i jr i j:
In robust approximation, we are interested in nding approximations for which the e ect of outlying data is minimized. These outliers are often produced from non-Gaussian error sources. One such example of this type of noise might be a speck of dust on the surface of an artifact which is being measured by a high precision instrument. The`1 norm is appropriate for such data sets, 13 and so we minimize krk = m X i=1 jr i j:
Both`1 and`1 approximation problems can be represented as linear programming problems, and hence they can be solved by using simplex based linear algebra techniques. Two particular popular simplex methods are the Barrodale/Roberts 14 and Barrodale/Philips 15 algorithms for`1 and`1 approximation respectively.
Unfortunately, simplex based methods of optimization tend to be numerically unstable. Small perturbations to the matrix A can result in large di erences in the computed coe cients c. The reason for these numerical instabilities is that simplex methods tend to use pivoting strategies that are considered inappropriate from a reliable linear algebra point of view. In some cases, the resulting spline can bare little or no relation to the original data due to the accumulation of rounding errors, and this appears to be particularly common when using a B-spline basis and the`1 norm. A further disadvantage of simplex methods is that they are unable to exploit the banded structure and general sparseness of the observation matrix A.
As a result, obtaining an`1 or`1 approximation to a set of data tends to be more computationally expensive than obtaining a least squares approximation. For example, in the previous section we commented that a least squares B-spline t to a set of data can be computed in O(mn 2 ) ops. In contrast, the op count is at least O(mq 2 ) for`1 approximation. Figure 2 shows the linear B-spline ts to a set of data in the`1,`2 and 1 norms. The data represent a cross-section of a surface with grooves in it and are represented as a piecewise linear interpolant for clarity. In this gure, the`1 t is shown as the solid line, the`2 t is shown as the dashed line, and the`1 t is shown as the dashed-dot line.
Piecewise Methods
In metrology, often approximation problems arise for which the number of data is very large. Furthermore, in these problems there is frequently signi cant variation of shape over the domain of the data, and so there is a need for many polynomial pieces within the spline. Thus, it is usual to have n q m: For such data sets, calculating the`1 approximant is several orders of magnitude slower than solving the equivalent`2 solution. Consequently, it is sometimes common for the least-squares method to be used purely because of speed even though the method is inappropriate for the data. Therefore, we require a technique for computing the`1 approximation to a set of data in a reasonable time, and ideally, in a numerically stable method. In this section, we discuss how the compact support of B-splines can be exploited to achieve an e cient algorithm for computing a least squares approximant to data. We then show how this algorithm can be extended to solving approximation problems in thè 1 norm. The compact support property of the B-spline basis functions suggests that the function values of data points that lie at one end of the domain should have little in uence over the shape and quality of the t at the opposite end of the domain. In fact, for the case of univariate splines it has been shown that a B-spline basis is locally stable. 16 This means that each coe cient of the t is bounded by a multiple of the maximum absolute value of the spline function in a region contained within the support of the B-spline corresponding to the coe cient. Furthermore, the multiple is dependent only on the order of the spline being used. Thus, most of the information about the B-spline t in a subregion of the domain can be obtained from the data in and around the subregion, and therefore we should be able to calculate good local approximations.
The idea of a piecewise method of approximating a set of data is that rather than trying to compute all of the coe cients c in one step, we split the array of coe cients into several smaller subarrays and compute the coe cients in one subarray independently from the other subarrays. Let c 0 be the subarray of coe cients that we wish to calculate by using a local approximation. Since each coe cient corresponds to a column of A, we need only use the columns of A corresponding to the relevant coe cients in order to compute c 0 . Let this submatrix be A 0 . The local approximation then involves minimizing kr?A 0 c 0 k rather than kf ?Ack, where r = f ?Ac are the residuals for the current spline approximation. This local approximation method is then applied in an iterative manner to the various coe cient subarrays in turn. The value of c 0 represents the update to the current estimate for the spline coe cients c.
The piecewise method can be applied to any locally stable basis functions. However, the B-spline basis has another advantage which is due to the compact support property. For a particular subarray of coe cients, only a limited number of data will lie within the support of the B-splines corresponding to these coe cients, while the remaining data lie outside the support. Consequently, these latter points do not contribute to the local approximation problem and so the corresponding rows can be removed from A 0 . The gure below shows an example of an observation matrix A with m = 20 and q = 15 together with the corresponding submatrices. The coe cient array has been divided into three subarrays with 5 elements in each. Notice that for each of the three submatrices, the rows that have been ignored correspond to rows of A 0 which contained only zero elements. As an example, consider the subarray corresponding to the rst ve coe cients. From the gure we note that the rst eight data correspond to points that lie within the support of the rst ve B-spline basis functions, and that the remaining twelve points lie outside the support. Consequently, the submatrix A 0 has only eight rows and is therefore a fraction of the size of the original matrix A.
The local stability of the B-spline basis implies that these local approximations are likely to produce coe cient values which are similar to the values obtained from the global approach. Anderson 17 describes this piecewise algorithm in more detail and proves that for the`2 approximation problem, the algorithm converges to the global solution of the approximation problem.
x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x 5.1 Piecewise Approximation in the`1 Norm Recent work has concentrated on extending the piecewise approach to the`1 norm. In principle, there appears to be no di culty in doing this since each iteration is su ciently generic and the local approximation merely involves minimizing a norm. We have not speci ed what the norm must be, nor how the local approximation should be implemented, and so we should be able to use the Barrodale/Roberts algorithm to solve the local approximations. The main problem with such a technique is that it does not, in general, converge to the global solution of the approximation problem. In order to appreciate why this problem arises, it is necessary to understand that the best terpolation points for both local approximations. This results in a non-unique local`1 approximation problem, and a tiny perturbation to the residuals produces a slightly di erent local approximant. The iterative method either gets trapped in a cycle of approximation estimates which have the same error norm, or converges to a single estimate which is not optimal.
Fortunately, the problem of non-uniqueness only arises when there are more than q 0 interpolation points for a local approximation. This only happens when the current spline estimate successfully interpolates many of the q points that are necessary to characterize the global approximant. Thus, problems with the piecewise technique only arise when we are very near to the required approximant. Indeed, the rst few steps of the method perform exceedingly well by reducing the norm of the errors signi cantly. Although this piecewise method does not produce the required result, it is still useful in that it can be used to generate a very reliable initial estimate which can then be used by a global method. For example, we can employ the standard Barrodale/Roberts algorithm, 14 or alternatively a more stable version such as that described by Lei et al. 18 .
6 Conclusions B-splines are probably the most useful type of curve and surface for solving the approximation problems that occur in metrology. They are relatively simple to develop, while their exibility allows a metrologist to model accurately a set of data that represents complex physical behaviour. In this paper, we have introduced the topic of B-spline approximation, with an emphasis on tting univariate B-splines to data. This is because all other types of B-spline approximation techniques are generalizations of the univariate approximation methods. In metrology, most approximations to data are computed in the least squares norm. However, often this choice of norm is inappropriate, and in particular we may require to approximate the data by using an`1 or an`1 t. Therefore, we have considered standard algorithms for B-spline approximation in each of these choices of norm.
A key property of B-splines is that of compact support, and in B-spline approximation this results in a banded observation matrix. In least squares approximation techniques, the banded structure of the observation matrix can be exploited to allow substantial computational savings. However, in both the`1 and`1 norms, it is not possible to exploit the banded structure. Therefore, in this paper we have considered a di erent type of method for exploiting the compact support of B-splines, namely that of piecewise methods. In this approach, the data are divided into a number of groups, and local approxi-mations are computed to each of these groups. The global approximation can then be constructed from these local approximations. We initially discussed a piecewise method in the least squares norm, before presenting a new piecewise method for`1 approximation.
