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Theoretical Issues on LTI Systems
That Preserve Signal Richness
Borching Su, Student Member, IEEE, and P. P. Vaidyanathan, Fellow, IEEE
Abstract—In this paper, theoretical issues about linear time in-
variant (LTI) systems that preserve signal richness are explored.
This paper considers two particular definitions of signal richness
and finds the necessary and sufficient conditions under which an
LTI system preserves the richness property. Several examples are
presented to clarify the issues involved in the problem. Parauni-
tary (PU) and unimodular matrices can be shown not to preserve
richness unless they are constant matrices (or a delayed version in
the PU case). Some richness preserving properties of cascaded sys-
tems are also investigated. A structured proof of the necessary and
sufficient conditions is presented. The relationship between persis-
tent excitation (PE) and the proposed definitions of richness is also
described.
Index Terms—Blind identification, full rank, persistent excita-
tion, richness.
I. INTRODUCTION
VECTORIZED signals are often considered to be “rich” ifthey satisfy certain fullness properties appropriate for an
application under discussion. In some applications, a sequence
of vectors is said to be rich or rank-rich if
the matrix
has rank for sufficiently large [2]. This property is impor-
tant, for example, when we try to identify an unknown commu-
nication channel from output measurements alone using filter
bank precoders [5]. Now, signals are sometimes preconditioned
by linear transformations before they are used in such an appli-
cation [6]. This leads us to explore the conditions under which
the linear precoders will preserve richness of the vectorized sig-
nals. This fundamental mathematical problem, rather than the
applications, will be the focus of this paper and will be explored
in depth. For further details of these applications, the reader
should refer to [5] and [7].
Let the linear time invariant (LTI) system be characterized by
the polynomial matrix
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so that the output of the system is
We say the system is richness preserving (RP) if for any
rank-rich input , the output is also rank-rich.
This paper is organized as follows. In Section II, the first
definition of richness will be given and several examples will be
presented to clarify the issue. A set of necessary and sufficient
conditions will be presented in Section III. In Section IV, we
will explore more properties of richness preserving systems,
including cascaded systems, and enriching systems, and we
will also show that paraunitary (PU) matrices and unimodular
matrices cannot satisfy the necessary conditions unless they
are constant matrices (with a possible delay in the PU case).
In Section V, a strict definition of richness and the necessary
and sufficient conditions on LTI systems that preserve richness
according to this definition will be given. The proof of the
main theorems will be given in Section VI. In Section VII we
will connect the relationship between strict richness defined
in Section V and persistent excitation (PE) in the literature
on control theory [9]–[12]. Conclusions and open issues are
presented in Section VIII. Some parts of this paper have been
presented at conferences [2], [3], and [8].
A. Notations
Boldfaced lower case letters represent column vectors, and
boldfaced upper case letters are reserved for matrices. Super-
scripts as in and denote the transpose and transpose-con-
jugate operations, respectively, of a matrix or a vector.
represents , where superscript “*” denotes complex
conjugate. denotes the th element of vector , and de-
notes the th vector of the standard basis of . All the vectors
and matrices in this context are complex-valued.
II. FORMULATION AND EXAMPLES
Definition 1: A sequence of vectors is
said to be rich if there exists an integer such that the matrix
has rank .
Consider an LTI finite-impulse-response (FIR) causal system
. Then the output of this system is rich
if there exists an integer such that
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has rank . Note that , where
and
.
.
.
.
.
.
.
.
.
.
.
.
The matrix has size . With , and
denoting the ranks of , and , respectively, we have from
Sylvester’s inequality [1]
Observe that if the output matrix has to have rank , it is
necessary that the filter matrix have rank . For example, if
one of the ’s has rank , this is satisfied. We will produce
examples to demonstrate that this necessary condition is in fact
not sufficient. In fact the examples also show that many standard
systems such as unimodular and PU matrices do not preserve
richness!
A. Examples That Do Not Preserve Richness
Example 1: To demonstrate that the rank- property of the
filter matrix is not sufficient, consider the following example
with :
Then
and has rank . Suppose the input signal is
with otherwise. Clearly, this input is rich because
has rank two. The output can have only three
nonzero samples so that the largest output matrix we need to
look at is
We have
which shows that the output matrix has rank one. Thus, richness
of the input is not preserved at the output even though the ma-
trix has full rank . In this example happens to be a
paraunitary (PU) matrix [4], that is, it satisfies
for some positive . Thus, PU matrices do not necessarily pre-
serve richness.
Example 2: Consider again and let
Then
and has rank . Consider the input
with otherwise. Then the output matrix is
which has rank one. Again richness of the input is not preserved
at the output, though has full rank . In this example,
happens to be a unimodular matrix [4], that is,
for all so that its inverse is an FIR matrix as well. The ex-
ample shows that unimodular matrices do not necessarily pre-
serve richness.
B. Examples That Preserve Richness
If is an invertible memoryless system (i.e., a constant
nonsingular matrix), it obviously preserves richness since mul-
tiplication with a nonsingular matrix does not change the rank
of a matrix. A generalization of this special case has been found
in [2] to be sufficient to preserve richness.
Example 3: An th order FIR system of the form
preserves richness if is a nonsingular matrix and . To
see this, suppose there exists a rich input sequence such
that the output is not rich. Then there exists a vector
such that
For , we have . Since , we obtain
, where , defined as , is also a nonzero vector.
For , we have , which implies
because the second term is zero. For , we
have , and this im-
plies since the last two terms are zero. Proceeding
like this, we see that for all , contradicting the
assumption that is rich.
Example 4: An RP example that does not have the form of
the previous example is [2]
where is an arbitrary number.
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To see this, assume the input is rich. Denote
, then cannot be zero for all since is rich.
Now we have
and
for . Suppose is the first nonzero number in the se-
quence , then
is a full-rank matrix. So is rich for any rich input .
III. MAIN THEOREM
In this section, we will describe the necessary and sufficient
conditions for an LTI system to preserve richness. The proof of
the theorem will be given in Section VI.
Theorem 1: An th order, polynomial matrix
is an RP LTI system if and only if either one of the following
conditions is true:
a) there exist a nonsingular matrix and constants
of which at least one is nonzero such that
;
b) there exist a nonzero row vector and a set of column
vectors such that for any ,
and has full rank .
It is obvious that conditions a) and b) cannot be satisfied at
the same time. Hence, we can say there are two types of RP ma-
trices, namely, Type A and Type B, according to the statement
of Theorem 1. Examples 3 and 4 in the previous section serve as
special cases for Type A and Type B RP matrices, respectively.
For a Type A matrix, each nonzero coefficient matrix is non-
singular. For Type B matrices, each nonzero coefficient matrix
has unit rank. There are no other types of examples! Notice in
particular that the order and the size of a Type B ma-
trix must satisfy to meet the full rank criterion of
.
The rank of each nonzero coefficient matrix of an RP matrix is
always the same, and we call it the coefficient rank. In addition,
the coefficient rank of an RP system can only be either unity
or full. For an RP system where the first coefficient matrix is
nonsingular, a useful corollary of Theorem 1 is as follows.
Corollary 1: Consider the th order, FIR system
and assume is nonsingular. Then
is RP if and only if there exist a nonsingular
matrix and constants , where such that
.
When the first coefficient matrix of a RP system is sin-
gular but nonzero, it must be a Type B RP system, as stated in
the following corollary.
Corollary 2: Consider the th order, FIR system
with size and assume
is singular. Then is RP if and only if there exist a nonzero
row vector and column vectors such that
has full rank, and .
The proofs of the preceding two corollaries will be automati-
cally covered when we prove Theorem 1 in Section VI. In these
corollaries, we have not considered the case where .
If this is true, however, is simply a delayed version of an-
other LTI system whose first coefficient is nonzero. Since
is RP if and only if is RP for any , the assumption
is not a loss of generality.
A. Proof of a Special Case
We will give the proof of a special case of Corollary 1 where
we assume is nonsingular. Although the proof of this spe-
cial case will be definitely covered when we prove Theorem 1
in Section VI, the reader might find this insightful.
Special Case of Corollary 1: Consider the first order, 2 2
FIR system
and assume is nonsingular. Then is RP if and only if
for some sclar constant .
Proof: The proof of sufficiency is self-evident in view of
Example 3. For necessity, since is nonsingular, we can
write . The nonsingular factor
does not affect the rank of the output matrix. So is RP if
and only if , which has the form
preserves richness. Consider the input
with otherwise. This produces the output
and otherwise. We see that if , then
has rank two, and hence the input is rich while the output
is not. So is a necessary condition for richness preserva-
tion. A slight variation of this construction shows that is
necessary as well. Thus, in order to preserve richness has
to be of the form
If we now choose the input
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with otherwise, then
with otherwise. If , then the input is rich,
whereas the output is not. This shows that is a necessary
condition. Thus, , so indeed.
IV. PROPERTIES OF RICHNESS-PRESERVING SYSTEMS
A. Cascaded Systems
In this subsection, we are interested in richness-preserving
properties of cascaded systems. It is obvious that the product of
RP systems is also RP. We will show that the product is Type A
RP if all the subsystems are Type A RP, and it would be Type B
RP if any of them is Type B RP.
Theorem 2: If are Type A RP matrices and
are Type B RP matrices, then the following is
found:
1) is a Type A RP matrix;
2) is a Type B RP matrix;
3) is a Type B RP matrix;
4) is a Type B RP matrix.
Proof: ,
where are invertible constant ma-
trices and are nonzero polynomials in
. Then the product
is clearly a Type A RP matrix. Furthermore, let
and ,
then
is Type B
RP since both ’s and ’s still span a full dimensional space.
In addition,
is also Type B RP. Finally
is
also a Type B RP matrix.
If some of the subsystems are non-RP, however, it does not
imply the whole system is non-RP. A trivial example is a cas-
cade of the unimodular matrix in Example 2 with its inverse,
which is also causal and unimodular. Since the product is iden-
tity it preserves richness. But both of the factors in the product
are non-RP systems. In fact, for a cascaded system to be RP, al-
though it is sufficient that all the subsystems are RP, this is not
necessary. An interesting question that comes up here is this: If
is a richness-preserving system and both
and are RP, is also RP? The answer depends on
the types of and and is given in the following two
theorems.
Theorem 3: Suppose is a Type A RP matrix. Then the
statement “ is RP” implies that is RP. Similarly
the statement “ is RP” also implies that is RP.
This theorem states that if a Type A RP system is going to
connect with another system, the resulting cascaded system is
RP only when the new system is also RP. On the contrary, Type
B RP systems do not have this property. We can see this in the
following examples.
Example 5: Let , which is a Type B RP
system and
then
is RP although is not RP. On the other hand, let
We have that
is also RP while is not.
Actually, for any given Type B RP system, we can always find
a nonrich system such that the product of the two systems is RP,
as stated in the following theorem.
Theorem 4: If is a Type B RP matrix, then there exist
non-RP systems and such that and
are both RP.
The proofs of these two theorems require some lemmas which
will be introduced in the following two subsections. The proofs
will be given in Section IV-D.
B. Enriching Systems
We can define a system to be enriching if there exists a non-
rich input such that the output of the system is rich. An enriching
system, when following a non-RP system, could possibly make
the overall system become RP again. We will show that Type A
RP matrices are not enriching while all Type B RP matrices are
enriching.
Lemma 1: If is a Type A RP system, then the input
is rich if and only if the output is rich.
Proof: Obviously, if is rich, then so is . Now
suppose is nonrich, we need to show that is also
nonrich. Let
where is an invertible constant matrix. We have
where is also nonrich since does not change
the rank of a signal. This implies , a linear combination of
, is also nonrich.
This lemma states that Type A RP systems are never en-
riching. Type-B RP systems, on the contrary, can be shown to
be enriching. An example of this is when
and we let the input for all , which is obviously
nonrich. Then we obtain and ,
1108 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 54, NO. 3, MARCH 2006
implying the output is rich, and hence is enriching.
More generally we have the following.
Lemma 2: If is a Type B RP system, then there exists
a nonrich input such that the output is rich.
Proof: For , let
for all , which is obviously nonrich. Then it can be shown that
for . So we have
.
.
.
.
.
.
.
.
.
.
.
.
which implies the matrix has full rank
since it is the product of two full-rank matrices. So is rich,
and hence any Type B RP system is enriching.
C. Restriction on Output Range
Consider the cascaded system . If rich signals
which are rendered nonrich by can never be produced as
outputs of , then the product can be RP. We will
show that a Type A RP system can produce any output
if the first coefficient matrix is nonzero. For any Type B
RP system, on the contrary, we can always find an output that
it cannot generate.
Lemma 3: If is a Type A RP matrix and the first co-
efficient matrix is nonzero, then for any output sequence
, there exists unique such that the output of is
.
Proof: For any we have
where we assume for all . This implies
and hence
can be uniquely decided for any , given any output signal
.
Lemma 4: If is a Type B RP matrix, then there exists
that cannot be output of .
Proof: Suppose
Then for any input , we have , which is
confined to be a scalar multiple of . So cannot produce
output where is not proportional to .
D. Proof of Theorems 3 and 4
Proof of Theorem 3: First let be the input to
be the output of and the input of ,
and be the output . Suppose is not RP but
is RP. Then there exists such that is
nonrich. From Lemma 1 we know is also nonrich. Hence,
the system is not RP, contradicting the assumption.
So has to be RP if is RP.
Conversely, let be the input of the cascaded system
and be the output of . In addition
we assume where is a nonnegative in-
teger and is a causal Type A RP system with first coeffi-
cient matrix nonzero. Then the cascaded system can be viewed
as a cascade of followed by . Let be the
output of the subsystem and the input of the subsystem
. Suppose is not RP, then is also not
RP. So there exists input sequence such that the output
of is not rich. By Lemma 3 we can find an input
for such that the output is , and by Lemma 1
this must be rich. So we can use this to be the input
of the whole system and generate the nonrich output
. So must be RP if is RP.
Proof of Theorem 4: Let . As-
sume . Take an arbitrary nonzero row vector and
let , which is a singular constant matrix and is
obviously non-RP. Then it can be shown that
is also RP!
Suppose and are nonzero. Let
. Since the coefficient matrices have different
ranks, is not RP. But the product
can be shown to have the form , where
for , and
, where are constants. One
can verify that the matrix is a full rank matrix
and hence is Type B RP.
E. Paraunitary and Unimodular Matrices
In Examples 1 and 2, we have seen that PU matrices and uni-
modular matrices are not necessarily RP. Using Theorem 1, we
can actually show that FIR PU and unimodular matrices cannot
preserve richness unless they are constant matrices (with a pos-
sible delay in the PU case).
Corollary 3: If a PU matrix is RP, then is a con-
stant unitary matrix or a delayed version of it.
Proof: Without loss of generality, assume . Sup-
pose is PU and richness preserving but
not a constant matrix (i.e., and is nonzero). From
properties of PU matrices, we know both and are
singular [4]. Using Corollary 2 of Theorem 1, there exist row
vector and column vectors such that
. So and
The constant term of would be
since are all constants. The matrix obviously has rank
one. This contradicts , completing the proof.
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Corollary 4: If a unimodular matrix is richness pre-
serving, then is a constant matrix.
Proof: If is unimodular,
. So must be non-
singular. If is also RP, it must satisfy condition
a) in Theorem 1. Then and
, where is
nonsingular. So we have for and hence
must be a constant matrix.
V. STRICT DEFINITION OF RICHNESS
In practical applications, the new definition of richness given
below might be more useful.
Definition 2: A sequence of vectors is
said to be strictly rich (SR) if for any positive integer , there
exists an integer such that the matrix
has rank .
Observe that a strictly rich signal is also rich according to
the old definition. Conversely, a rich signal is not necessarily
strictly rich. Furthermore, we will find that some systems that
preserve richness according to the old definition no longer pre-
serve strict richness. For example, we showed that Type A RP
system preserves richness.
However, if we let and for
all nonnegative , then the output would be and
for any positive . Here, the input is both
rich and strictly rich. But the output is not strictly rich. The
necessary and sufficient condition for LTI systems to preserve
strict richness is summarized in the following theorem.
Theorem 5: An th order, polynomial matrix
is a strictly rich preserving (SRP) LTI system if and only if there
exists nonnegative integer and an invertible matrix
such that .
In view of this theorem, we find if a system is SRP, then it is
also RP. We will prove Theorems 1 and 5 together in Section VI.
VI. PROOF OF THE MAIN THEOREMS
A. Sketch of the Proof
In this section, we will prove Theorems 1 and 5 step by step.
We will first show that conditions described in Theorems 1 and
5 are sufficient (Section VI-B). Then we will present Lemma 5,
which shows that necessary conditions for Theorem 1 are also
necessary for Theorem 5 (Section VI-C). From Sections VI-D
to VI-F, necessary conditions of Theorem 1 will be developed.
In particular, a term coefficient rank will be defined for all RP
systems to denote the ranks of all nonzero coefficient matrices
since they will prove to be the same (Section VI-E). The coef-
ficient rank will later on prove to be either unity or . Finally,
for the case of unity coefficient rank, we will show condition b)
is necessary, and for the case of full coefficient rank, condition
a) is necessary (Section VI-F).
In Section VI-G, we will show that Type A and Type B RP
systems cannot preserve strict richness unless it is a constant
invertible matrix with a possible delay.
B. Proof of Sufficiency
We first prove conditions a) and b) in Theorem 1 are sufficient
for preserving richness.
Proof: If satisfies condition a) by Theorem 1 in [2],
it is RP. Suppose satisfies condition b) but is not RP. Then
there exists a rich input such that the output is not
rich, i.e., there exists a row vector such that
. Using , we have the fol-
lowing equations:
.
.
.
(1)
If is not zero, then from the first equation, we have
. Substituting this into the second equation, we get
So has to be zero. Repeating these substitutions, we will
have . This contradicts the statement
that has rank . So has to be zero.
Substituting this into (1) and repeating the same derivations, we
will have as well. Repeating this, we get
for all . This violates richness of the input . So condition
b) is also sufficient.
The sufficiency for Theorem 5 is self-evident.
C. Relationship Between RP and SRP Systems
We know that strict richness implies richness but not vice
versa. So, it is not obvious that an SRP system is also RP. We
will show, however, that this is the case.
Lemma 5: Given polynomial matrix
, if there exists a rich causal signal which
has a finite support such that is
nonrich, then is neither RP nor SRP.
Proof: By definition, is not RP. Suppose has
length , that is, for all . Then it is clear
that for all .
Now consider a new signal . Since
is rich, we have is strictly rich. Then using the facts
that for all and that is not rich, we
find
is also not strictly rich. Therefore, is
not SRP.
We will use this lemma to show that SRP is stronger than RP.
In the following lemmas, we will derive necessary conditions for
Theorem 1 by constructing rich input signals that have nonrich
output for a system that does not satisfy these conditions. All
of the input signals we construct will have finite support, and
hence the necessary conditions for Theorem 1 are also those for
Theorem 5.
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D. Lemmas for Proof of Necessity
Lemma 6: If an polynomial matrix
is RP, then there exist diagonal ma-
trices and an constant matrix , each row of which
is nonzero such that .
Proof: For , we assume
where
is the th row of . Focusing on the th row of , we use
to denote for simplicity. Since is richness preserving,
any row of cannot be all zeros. So there exists that is
nonzero. Without loss of generality, assume . Construct
the input as
.
.
.
For simplicity, we will use to denote .
By the definitions above, one can verify the following things
for :
1) ;
2) .
Using these results, it can be shown that
Hence the output is not rich. Since is richness pre-
serving, must also be not rich. Define the matrix
One can verify the absolute value of the determinant of is
. Since is not rich,
. Since is nonzero, we get , or
, where is chosen as . Now we define
another matrix by replacing in the definition of
with another , and we obtain .
These results for all imply that , or .
If we replace in the definition of with , we
can show that such that , or .
Finally, define and , then we have
for all and . The reader has to note that here we assign as
just because of the assumption that is nonzero without
loss of generality. If , we can find another that is
nonzero and do similar derivation, and here will be assigned
as another rather than . After all, such that
is still true for all and . Now we simply assign
and
Then the proof is complete.
Lemma 6 will play an important role in the proof of necessity
for both conditions a) and b) of Theorem 1. Some other useful
lemmas will be presented here.
Lemma 7: is RP if and only if is RP, where
is any nonsingular matrix.
Proof: This lemma becomes obvious when we recognize
that is rich if and only if is rich for any nonsingular
matrix .
Lemma 8: is RP if and only if is RP, where
is any nonnegative integer.
Proof: This is self-evident.
Lemma 7 allows us to do invertible row operations on
since each invertible row operation corresponds to a nonsingular
matrix. Lemma 8 allows us to assume for an RP
matrix .
E. Coefficient Rank of an RP System
Lemma 9: For an FIR system that
preserves richness, the ranks of all nonzero coefficient matrices
must be the same. We call this value the coefficient rank of an
RP system.
Proof: Suppose has the smallest rank among all
nonzero . By Lemma 7, we can do invertible row
operations on such that can be expressed as
where are linearly independent nonzero column vec-
tors. By Lemma 6, there exist a constant matrix and a diag-
onal matrix such that . Since each row of
is nonzero, all diagonal entries of must be nonzero and
also has rank .
Now for any other nonzero coefficient matrix , there
exists a diagonal matrix such that . So
rank . Since has the smallest
nonzero rank , we have .
In the following two lemmas, we will prove the coefficient
rank of an RP system can only be unity or .
Lemma 10: If an RP system with the form
has coefficient rank , where ’s are diag-
onal matrices and is a constant matrix, then .
Proof: If has only one nonzero coefficient matrix,
then the statement is self-evident. Now we assume has at
least two nonzero coefficient matrices and without loss of gen-
erality, assume and are nonzero. Since ,
we have . Suppose ,
then without loss of generality we can assume the first
rows of , namely , are linearly independent.
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Since , we can further assume the first row of
is zero while rows are nonzero. Let
denote the th diagonal entry of . Now we have and
for . Since is RP, there exists a coef-
ficient matrix whose first row is nonzero. Assume satisfies
this and thus . Since , at least one of the
first rows of must be zero. Assume the second row is
zero which means . By Lemma 7 we can do an invertible
row operation on by adding the second row into the first
row and produce another RP system .
Now the first rows of and are and , re-
spectively. They are both nonzero and are linearly independent.
This makes it impossible for to be written as the form in
Lemma 6 and causes a contradiction. So must be
true.
Lemma 11: The coefficient rank of an RP system can only
be unity or .
Proof: Suppose there exists an RP matrix that has a
coefficient rank where . By Lemmas 2 and 3,
we can assume and do invertible row operations on
such that
Since , the last row of must be a zero vector. The
last rows of other , however, cannot be all zeros. By Lemma
6, there exist a constant matrix and a diagonal matrix such
that . By Lemma 10, we know . So
the last row of , namely , must be a linear combination of
.
Since , we can find an such that
and are linearly independent. For convenience, we define
. Now we can find a set of linearly independent vectors
such that is orthogonal to is or-
thogonal to , and are orthogonal to both
and . (For example, we can let .)
Furthermore, we can assume .
Now we focus on the th and the th rows of . They
are and , respectively,
where are not all zeros. Construct the input sequence
as
Then one can verify that for all and hence
is not rich. However, the input is rich. This contra-
dicts the assumption that is RP. So the coefficient rank of
can only be unity or .
F. Completion of Proof of Necessity for RP Systems
Now we are ready to prove conditions a) and b) are necessary
for the richness-preserving property.
Proof: Let be RP. By Lemma 8, we assume
. If is singular, the coefficient rank of must be
unity by Lemma 11. So there exist a nonzero row vector
and column vectors such that .
Now we only need to prove has full rank. If
this is not true, we can find an annihilator for all . Then
no matter what the input is, the output will have an an-
nihilator , and thus becomes richness destroying. So
must have rank , and thus condition b) must
be true.
If is nonsingular, the coefficient rank of must be
. By Lemma 7 we assume without loss of generality.
Using Lemma 6, must have the form
Suppose there exist such that and . Let
Since , one can verify that is rich. It is also easy
to verify the following for
1) ;
2) ;
3) ;
4)
;
5) .
Using these facts, we can show , and
hence is not rich. So in order to let preserve richness,
must be true for any and any . This means each
coefficient matrix of is proportional to identity matrix and
hence condition a) must be true.
The Proof of Theorem 1 is now complete. In addition, by
Lemma 5, we know the necessary conditions in Theorem 1 are
also necessary for SRP systems. In the next subsection, we will
show that SRP systems require even stronger necessary condi-
tions and complete the Proof of Theorem 5.
G. Necessary Conditions for Preserving Strict Richness
Lemma 12: If a Type A RP matrix preserves strict rich-
ness, then it must be a constant invertible matrix with a possible
delay.
Proof: Assume , where is an invertible
constant matrix and is a nonzero polynomial of . Sup-
pose the contrary, then the polynomial must have at least
two terms and hence have at least one zero other than infinity.
Suppose . Let the input .
Then for all , we have
This means row vector is an annihilator of for
all . Therefore, is not strictly rich, and the proof is
complete.
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Lemma 13: Type-B RP matrices do not preserve strict
richness.
Proof: Suppose and assume
. We can find such that and
. Let and for
. Then we have . Let the input
, and clearly it is strictly rich. However, for all
, we have ,
independent from . This implies is not strictly rich. So
Type B RP matrices cannot preserve strict richness.
Using Lemmas 5, 12, and 13, the Proof of Theorem 5 is now
complete.
VII. RELATIONSHIP WITH PERSISTENT EXCITATION
The definition of strict richness given in Section V happens
to be related to the concept of “persistent excitation” in the lit-
erature on control theory. The property of persistent excitation
is relevant to the stability and convergence of adaptive systems
[11], [12]. The exact definition of persistent excitation can vary
with respect to different applications. In [10, p. 1060], a se-
quence of vectors is called persistently exciting
(PE) if there exists a finite integer such that the matrix
has rank for sufficiently large . It is clear from the definition
that PE implies SR. However, the converse is not true. This can
be seen by constructing a sequence of 2 1 vectors as
if
if
otherwise
It is readily verified that is SR but not PE. Although the
definitions of SR and PE are not exactly equivalent, it can still
be shown that for an LTI system to preserve the property
of PE is the same as to preserve SR, as stated in Theorem 5. The
proof of this is rather involved and will be presented elsewhere.
An even stronger definition of PE can be found in [9] and
[11]. Therein, the sequence is called persistently exciting
if there exist positive integers and such that for any
vector and any integer for some
satisfying .
However, in many applications of control theory, the property
of PE is applied to signals that are often called “regressors” [9],
that is, the sequence of vectors comes from a se-
quence of scalars and can be written as
This constraint limits the degrees of freedom of choices of
sequence . If we take into account this constraint when
studying PE signals, the problem of preserving PE becomes a
totally different problem. The similarity between the definitions
of SR and PE, nevertheless, suggests that there might exist
some application in control or adaptive filtering to which the
theory of richness preservation can be applied.
VIII. CONCLUDING REMARKS AND OPEN ISSUES
Necessary and sufficient conditions have been found for mul-
tiple-input multiple-output LTI FIR systems that are richness
preserving and strict-richness preserving. The results show that
most standard systems with memory do not generally preserve
richness, including paraunitary and unimodular matrices. The
similarity of, and relationship between, signal richness and per-
sistent excitation has also been described and discussed. This
relation suggests that there might be some applications of the
results of this paper in the control theory literature.
Under the definitions of richness considered in this paper, it
remains to investigate conditions on infinite-impulse-response
(IIR) systems that preserve richness. It is also interesting to con-
sider the case where the input and the output of the LTI system
have different sizes.
Another issue of interest is the evaluation of the probability
for an LTI system to preserve richness. For an LTI system that
does not satisfy necessary conditions in Theorem 1, we can
manage to find a rich input sequence such that the output of
the system is not rich. In practical applications, however, the
probability of appearance of such input could almost be zero!
This suggests there may exist some LTI systems that, although
not satisfying necessary conditions of Theorems 1 and 5, still
preserve richness with probability one. These systems would
still be very useful in practical applications. The RP conditions
for such systems are characterized probabilistically and further-
more depend on the statistics of the class of allowed inputs. A
study of such systems could be challenging and important.
It would also be of interest to study the case of wide-sense-
stationary (WSS) signals. In this case, richness can be defined
with respect to the autocorrelation matrices (e.g., nonsingu-
larity) of the signal. Development of RP conditions is equivalent
to finding the conditions under which an LTI system preserves
such nonsingular property.
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