We study relationships between the Nisnevich topology on smooth schemes and certain Grothendieck topologies on proper and not necessarily proper modulus pairs which were introduced respectively in [9] and [3] . Our results play an important role in the theory of sheaves with transfers on proper modulus pairs.
Introduction
In [3] , a theory of sheaves on non-proper modulus pairs has been studied as a first step to establish the theory of motives with modulus, which is to be a non-A 1 -invariant version of Voevodsky's category of motives given in [13] . This repaired the first part of the mistake in [5] (the ancestor of the theory) mentioned in the introduction of [3] .
In [4] , a theory of sheaves on proper modulus pairs is developed as a second step, thus reparing the second part of the mistake. The main point of these repairs is to prove that the categories MNST and MNST of [5] , which had been defined in an ad hoc way, are really categories of sheaves (with transfers) for suitable Grothendieck topologies having good formal properties.
The aim of the present paper is to provide some foundational results which will be the key building blocks of the theory in [4] . To explain our aim in more detail, we first recall basic notions of modulus pairs from [3] . We fix a base field k and write Sch (resp. Sm) for the category of separated k-schemes of finite type (resp. its full subcategory of smooth k-schemes).
A modulus pair is a pair
where M ∈ Sch and M ∞ is an effective Cartier divisor on M such that the complement of the divisor A modulus pair M is proper if M is proper over k. We write MSm for the full subcategory of MSm which consists of proper modulus pairs. It is our main object of study here.
Recall that the Nisnevich topology on Sm may be understood by means of a certain cd-structure in the sense of Voevodsky [14] , which is complete and regular (see loc. cit.). In [3] , it is shown that MSm also admits a complete and regular cd-structure, parallel to the previous one and denoted by P MV . In [9] , a more subtle cd-structure P MV is defined on the category MSm, and shown to be complete and regular as well. We recall in Section 1 the definitions of all these cd-structures. This paper studies the relationship between the cd-structures P MV and P MV . Our main theorems are too technical to be stated in this introduction; here they are nevertheless:
(1) Theorem 1.5.5 (cofinality theorem); (2) Theorem 2.1.3 (existence of partial compactifications).
Endow MSm and MSm with the Grothendieck topologies associated to these cd-structures, and Sm with the Nisnevich topology. Then the following result is a corollary of Theorems 1.5.5 and 2.1.3. (See §A.1 for a review of continuity and cocontinuity.) Remark 1. On the other hand, τ s is not cocontinuous; see Remark 5.2.1. Rather, the content of Theorem 1.5.5 is, morally, that its pro-left adjoint τ ! s is continuous for a natural topology on pro-MSm extending that of MSm. However, developing this viewpoint would force us to get into unpleasant categorical and set-theoretic issues, and we prefer to skip it here. This paper is organised as follows. In Section 1, we recall the definitions of the cd-structure on MSm from [3] , and that on MSm from [9] . Moreover, we state Theorem 1.5.5. In Section 2, we state and prove Theorem 2.1.3. In Section 3, we prove Theorem 1.5.5 in a special case. In Section 4, we complete the proof of Theorem 1.5.5. In Section 5, we prove Theorem 1. The appendices provide technical facts needed in the text.
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Recollection on cd-structures; the cofinality theorem
In this section, we recall definitions of the cd-structures on MSm and MSm from [3] and [9] . We assume the reader familiar with [14] , part of whose results is summarised in [3, A.8].
1.1. The cd-structure on Sm. First, recall the Nisnevich cd-structure on Sm. The following notation is useful.
For any category C, define C Sq as the category of functors Sq → C. An object of C Sq is a commutative square in C, and a morphism of C Sq is a morphism of commutative squares.
An object S ∈ C Sq will often be depicted as 
red is an isomorphism. Elementary Nisnevich squares whose vertices are in Sm define a complete and regular cd-structure on Sm [15] . Moreover, the Grothendieck topology associated to the cd-structure is the Nisnevich topology.
1.2.
The cd-structure on MSm. Next, we recall the definition of MV-squares from [3] . We start from the following definition.
(3) Let MSm fin (resp. MSm fin ) be the (non-full) subcategory of MSm (resp. MSm) whose objects are the same as MSm (resp. MSm) and morphisms are ambient morphisms. 1.3. The cd-structure on MSm. Finally, we recall the definition of MV-squares from [9, §4] . Recall that for any diagram [3, §1.10] 
Then T is called an MV-square if the following conditions hold: ). Let f : U → X be anétale morphism of quasi-compact and quasi-separated integral schemes. Let g : V → U be a proper birational morphism, T ⊂ U a closed subset such that g |U −T is an isomorphism and S the closure of f (T ) in X. Then there exists a closed subscheme Z ⊂ X supported in S such that U × X Bl Z (X) → U factors through V . We define a similar notion for squares. Definition 1.5.2. Let S be an object in MSm Sq . Define Comp(S) be the category whose objects are morphisms j : S → T in MSm Sq such that for each (ij) ∈ Sq, the morphism j(ij) : S(ij) → T (ij) belongs to Comp(S(ij)), and whose morphisms (j 1 : The main result of this paper is the following. In particular, Comp MV (S) is cofinal in Comp(S).
The proof of Theorem 1.5.5 will be given in § §3 and 4. (11) in MSm fin , where the right hand side denotes the fiber product in MSm fin , which exists by the minimality of the projection maps [3, Cor. 1.10.7].
(2) If S → S ′ is a partial compactification, then the induced morphism S(ij) o → S ′ (ij) o are isomorphisms for all i, j ∈ {0, 1}. This is true for i = j = 1 by Condition (2) (b). For other i, j, we need to prove S
The left hand side equals the pull-
where the last equality follows from the minimality of S ′ (ij) → S (11) .
The main result of this section is the following theorem.
Theorem 2.1.3. For any MV fin -square S and for any compactification T ∈ Comp(S(11)), there exists a partial compactification S → S ′ such that S ′ (11) ∈ Comp(S(11)) dominates T , and the morphism S ′ (11) → T is minimal.
The proof of Theorem 2.1.3 will be given in the following subsections.
2.2. The Zariski case. Before going into the proof of the general case, we will describe the proof in the case that S is a Zariski square, i.e., that p S : S(01) → S (11) is an open immersion. This subsection is only used in the sequel as a guide for the reader. Take any object (S(11) → T ) ∈ Comp(S(11)), and set Z 1 := S(11) − S(10) and Z 2 := S(01) − S(00). Let Z i be the closure of Z i in T for i = 1, 2. 
General case.
In general, let π : T 1 → T be the blow-up of T along Z 1 × T Z 2 . Then the closure of Z 1 in T 1 and the closure of Z 2 in T 1 do not intersect. Therefore, by applying the above construction by replacing T with T 1 := (T 1 , π * T ∞ ), we obtain a partial compactification of S. The general case of Theorem 2.1.3 follows this strategy, with rather substantial complications.
A general construction.
In this subsection, we make a preliminary construction for the proof of the general case. Set Z 1 := S(11) − S(10) and Z ′ 1 := S(01) − S(00). Since S is an elementary Nisnevich square, the natural morphism Z ′ 1 → Z 1 is an isomorphism, and we have Z ′
Contrary to the Zariski case, we cannot regard S(01) and S(00) as open subsets of T . So, we take a compactification S(01) → R such that p S : S(01) → S(11) extends to a morphism p : R → T of schemes over k 2 , and set R := (R, R ∞ ) := (R, p * T ∞ ). Thus we obtain a minimal morphism p : R → T .
In the Zariski case, we considered the closures of Z 1 and Z 2 in T and studied their intersection. In the general case, we will consider closures in R.
We need the following elementary observation. Consider the open subscheme U := p −1 (S(11)) of R. Then we have the following commutative diagram
where we regard Z ′ 1 and Z 1 as reduced closed subschemes. Lemma 2.3.1.
( 
We endow Z 2 with the reduced scheme structure. (2) . Therefore, taking
. This finishes the proof.
2.4. Proof of Theorem 2.1.3 in a special case. In the Zariski case, this subsection reduces to § 2.2.1 (see Remark 2.4.1 below). Let S, (S(11) → T ) ∈ Comp(S(11)) and S(01) → R be as in the previous subsection. Moreover, define Z 1 , Z ′ 1 , Z 2 , Z 3 and Z 1 , Z ′ 1 , Z 2 , Z 3 in the same way as before (see Lemma 2.3.1).
In this subsection, we assume the following condition on T and R.
Assume that S is a Zariski square, i.e., that p S is an open immersion, and take R to be T . Then the condition ( * ) T,T is equivalent to that
The general case will be treated in the next subsection. Let j : Vé t ⊂ V be theétale locus of q. Define
Then the open immersion T −Z 1 → T and the morphism q•j : Vé t → T induce minimal morphisms S ′ (10) → S ′ (11) and S ′ (01) → S ′ (11). Set S ′ (00) := S ′ (10) × S ′ (11) S ′ (01) be the fiber product in MSm fin , which exists by the minimality of (one of) the projections [3, Cor. 1.10.7]. In our situation, we have
Thus, we obtain a pull-back diagram S ′ :
Moreover, the open immersions induce minimal morphisms
We need the following two lemmas for the proof.
Lemma 2.4.3. In the factorization
Proof. We have the following commutative diagram:
where the left square is cartesian since S is an MV fin -square, and the right square is also cartesian thanks to Lemma 2.3.3. Since S(01) ⊂ V ♭ , this implies that the following commutative square
is also cartesian. So the first morphism of (2.4.1) is an isomorphism, and hence so is the second one. This concludes the proof.
For the next lemma, recall that we have Z ′ 1 ⊂ V ♭ by assumption. From now on, we regard Z ′ 1 and Z 1 as reduced closed subschemes.
Then we obtain the following commutative diagram.
On the other hand, note that the morphism Z
Therefore, the open immersion q ♭,Z is indeed an isomorphism. This finishes the proof of Claim 2.4.5. We check (d). The case (ij) = (11) is obvious. The case (ij) = (10) can be checked by (1) p S : S(01) → S(11) extends to a morphism p :
Before going into the proof, we prepare a definition and a lemma which will be used several times. 
Moreover, the maps π and ν induce minimal morphisms π : Bl F (M) → M and ν :
is an effective Cartier divisor on M 0 . Then the following assertions hold.
By construction, we have
where the last equality follows from the Lemma 1.4.3. This proves that Proof of Proposition 2.5.1. We start from a construction as in §2.3; for clarity, we write R 0 instead of R but keep the other notation 
we also see that the strict transforms π # 2 π # 1 Z ′ 1 and π # 2 π # 1 Z ′ 2 , i.e., the closures of Z 
Note that π 1 is an isomorphism over S(11) since C ∩ S(11) = ∅. Therefore, Lemma 2.5.3 shows that the open immersion S(11) → T lifts uniquely to an open immersion S(11) → T 1 , and it defines an object (S(11) → T 1 ) ∈ Comp(S(11)).
Moreover, π ′ 1 : R 1 := π # 1 R → R is an isomorphism over S(01) ⊂ R since S(01) lies over S (11) . Therefore, the open immersion S(01) → R lifts uniquely to an open immersion S(01) → R 1 .
Since
we have the corresponding equality for their strict transforms:
Moreover, the blow-up π 1 : T 1 → T induces a minimal morphism T 1 → T by construction. This finishes the proof. Proof. Let S ′ 1 (ij) = Bl ∅ (S ′ (ij)) N be the normalized blow-up along the empty subscheme for (ij) ∈ Sq. More explicitely, we have
11) N where the right hand side denotes the fiber product in MSm fin , which exists by the minimality of (one of) the projection maps (([3, Cor. 1.10.7])). Therefore, S ′ 1 (ij)'s form an MV fin -square S ′ 1 . This finishes the proof. 1 (3) . This is the technical heart of the paper. The strategy is simple: we achieve successively conditions (1) and (3) In the sequel, we fix a normal MV fin -square S; it will be assumed partially compact from Subsection 3.4 onwards.
Another general construction.
Here, we prepare a general setting which will be used in the proof of Theorem 3.1.1.
Let
All morphisms in the diagram are ambient by assumption. We shall need the following conditions:
(1) T is ambient, i.e., T ∈ (MSm fin ) Sq .
(2) T (ij) is normal for each (ij) ∈ Sq.
(3) q * T D 10 and v * T D 01 have a universal supremum on T (00). Set F := q * T 1 D 10 × T (00) v * T 1 D 01 , and let T (00) := Bl F (T 1 (00)) N → T 1 (00) be the normalized blow up of T 1 (00) along F (see Definition 2.5.2). Since F ∩ S(00) = ∅ by construction, and since S(00) is normal by assumption, Lemma 2.5.3 (2) shows that the open immersion S(00) → T 1 (00) lifts uniquely to an open immersion S(00) → T (00), which defines an object (S(00) → T (00)) ∈ Comp(S(11)).
For
Then, for each (ij) ∈ Sq − {(00)}, the morphism S(ij) → T 1 (ij) lifts uniquely to an object S(ij) → T (ij) by Lemma 2.5.3 (2) , noting that the normalization is the normalized blow-up along the closed subset ∅. Moreover, for each (ij) → (kl) in Sq, the morphism T 1 (ij) → T 1 (kl) lifts to a morphism T (ij) → T (kl) by the universal property of normalization. Therefore, T is ambient.
The other conditions in Conditions 3.2.1 hold by construction.
In the rest of this subsection, we fix (S → T ) ∈ Comp(S) verifying Conditions 3.2.1. Set
where the right hand side is the sup of Weil divisors. Then D is an effective Cartier divisor on T (00) by assumption. Proof. The second equality is by definition. To show the first one, taking the complements of both sides, we are reduced to proving S(00) = q −1 T (S(10))∩v −1 T (S(01)). The inclusion S(00) ⊂ q −1 T (S(10))∩v −1 T (S(01)) is obvious. By the universal property of fiber product, there exists a unique morphism q −1 T (S(10)) ∩ v −1 T (S(01)) → S(10) × S(11) S(01) = S(00) which is compatible with q S and v S . We can check that this map is inverse to the inclusion map, by restricting them to the dense open subset S o (00) = T o (00). This finishes the proof. . Moreover, it is easy to see by construction of canonical model of fiber product that the morphism S(00) → T m,n (00) in MSm, which is induced by the universal property of fiber product, is ambient and minimal, and defines an object (S(00) → T m,n (00)) ∈ Comp(S(00)).
Therefore, we obtain (S → T m,n ) ∈ Comp(S) for any m, n. Write
T m,n (10)
u Tm,n / / T m,n (11) .
Note that T m,n is cartesian in MSm for any m, n by construction. Proof. For (ij) ∈ Sq − {(00)} and for any m, n, there exists a natural morphism T m,n (ij) → T (ij) in MSm fin by construction. Our task is to show that the isomorphism T m,n (00) o → T (00) o in Sm defines a morphism T m,n (00) → T (00) in MSm for m, n ≥ n T .
Let Γ be the graph of the rational map T m,n (00) T (00), and Γ N → Γ the normalization of Γ. Then we obtain the following commutative diagrams of schemes: Proof. We have q T b = q Tm,n a and v T b = v Tm,n a by the commutativity of the above diagrams. Therefore,
This finishes the proof.
By construction of T m,n (00), we have T m,n (00) ∞ = sup(q * Tm,n T m,n (10) ∞ , v * Tm,n T m,n (01) ∞ ), hence (3.3.1) a * T m,n (00) ∞ = sup(a * q * Tm,n T m,n (10) ∞ , a * v * Tm,n T m,n (01) ∞ ).
By construction of T m,n and by choice of m, n, we have u * Tm,n T (11) ∞ + n T D 10 ≤ u * Tm,n T (11) ∞ + mD 10 ≤ T m,n (10) ∞ , p * Tm,n T (11) ∞ + n T D 01 ≤ p * Tm,n T (11) ∞ + nD 01 ≤ T m,n (01) ∞ .
Combining these with (3.3.1), we have a * T m,n (00) ∞ ≥ a * d * Tm,n T (11) ∞ + n T sup(a * q * Tm,n D 10 , a * v * Tm,n D 01 ) 
3.4.
Topological study of a certain diagram. We now assume S partially compact: this hypothesis will start to be used in the proof of Lemma 3.4.1 below. By Corollary 3.3.3, we may and do assume in Theorem 3.1.1 that T ∈ (MSm fin ) Sq and that T is cartesian in MSm. Since T o is an elementary Nisnevich square, the morphism OD(q T ) o → OD(p T ) o is an isomorphism in Sm, and it induces an admissible morphism OD(q T ) → OD(p T ). Our task is to modify T in order to make this morphism invertible in MSm. In this subsection, we prepare the ground to show that we only need to increase multiplicities of divisors, which will be done in the next subsection.
We take the notation of §3.2. Let Γ be the graph of the birational map OD(q T ) OD(p T ). Let ν : Γ → OD(p T ) be the natural map, and let s i : OD(p T ) → T (01) be the natural i-th projection for i = 1, 2.
Set H := ν * s * 1 D 01 × Γ ν * s * 2 D 01 , and let Thus we obtain commutative diagrams of schemes (i = 1, 2)
where t i is the natural i-th projection, and a is the composite Γ 1 → Γ → OD(q T ). Set
Consider the composite
, where the first morphism is the natural inclusion, and the second is the structural morphism.
Proof. The natural morphism OD(q S ) → OD(p S ) is an isomorphism in MSm fin by [9, Prop. 3.1.6] . Moreover, the morphisms OD(q S ) → OD(q T ) and OD(p S ) → OD(p T ) are minimal. Therefore, the first equality follows from the commutativity of (3.4.3). The second assertion follows from the minimality of the natural morphism OD(p S ) → S(10) × c S(11) S(01) → S(11) = T (11). This finishes the proof. 01) ). Then the assertion is equivalent to the equality j q (OD(q S )) = A.
The inclusion ⊂ follows from the commutativity of (3.4.3). By the universal property of the fiber product, we have a natural morphism γ : A → S(01) × S(11) S(01). Proof. By applying a −1 to both sides of the equality in Lemma 3.4.2, by using the commutativity of the above diagram and by Lemma 1.4.3, we have 
Set T ′ := T 0,n , where the right hand side is defined as in §3.2.
Then there exists a natural morphism T ′ → T in (MSm fin ) Sq , and we obtain the following commutative diagram Proof. Consider the following commutative diagram:
in MSm, where π p and π q are the natural projections to the bases of fiber products. Since T is cartesian, the right square is cartesian by
Since T ′ is also cartesian and since T ′ (11) = T (11) and T ′ (10) = T (10) by construction, the large square is cartesian by loc. cit.. Therefore, a general argument shows that the left square is cartesian. This finishes the proof.
The main point of this subsection is:
Proof. We will construct an inverse morphism. By Lemma 3.5.1, it suffices to show that OD(p T ′ ) → OD(p T ) lifts to a morphism OD(p T ′ ) → OD(q T ). Let Γ 2 be the graph of the rational map OD(p T ′ ) Γ 1 . Then we obtain the following commutative diagrams (i = 1, 2)
where s ′ i are natural projections, and c ′ := p T ′ s ′ 1 = p T ′ s ′ 2 . By (3.5.1),
The commutativity of the above diagram shows
By the admissibility of p T : T (01) → T (11), and noting that p T = p T ′ by construction, we have
Therefore, we have
Recall that T ′ (01) ∞ = T (01) ∞ + nD 01 by the definition of T ′ = T 0,n . Moreover, by the construction of OD, we have OD
Combined with (3.5.3), this implies
Let Γ 3 be the graph of the rational map OD(p T ′ ) OD(q T ), and Γ N 3 → Γ 3 be the normalization of Γ 3 . Recalling that Γ 2 is the graph of the rational map OD(p T ′ ) Γ 1 , we have a natural birational morphism Γ 2 → Γ 3 . Thus, we have the following commutative diagram:
where ξ is induced from the morphism Γ 2 → Γ 3 by the universal property of normalization. By (3.5.4) and by the commutativity of the above diagram, we have
Since ξ is a proper birational by construction, Lemma 1.4.1 and (3.5.4) imply 
Note that F 11 = F by definition. Definition 2.5.2) . Note that for any morphism (ij) → (kl) in Sq, the structure morphism S ′ (ij) → S ′ (kl) lifts to a morphism S ′ F (ij) → S ′ F (kl) in MSm fin by the universal property of blowing up.
Then the resulting square S ′ F is an MV fin -square. Moreover, the morphism S → S ′ lifts uniquely to a morphism S → S ′ F in (MSm fin ) Sq , and it is a partial compactification of S.
Proof. Since S(ij) → S(11) areétale (hence flat), we have 11) . Therefore, the resulting square S ′ F is an elementary Nisnevich square as base change. Since S ′ F (ij) ∞ are the pull-back of S ′ F (11) ∞ by construction, we obtain an MV fin -square S ′ F . By Lemma 2.5.3, the object (S(11) → S ′ (11)) ∈ Comp(S(11)) lifts uniquely to (S(11) → S ′ F (11)) ∈ Comp(S (11) 
is an effective Cartier divisor by assumption. Therefore, we obtain a morphism S → S ′ F in MSm fin .
The last thing to check is Condition (c) in Definition 2.1.1. Since S → S ′ is a partial compactification, the natural morphism
is an isomorphism. Combining this with (4.1.1) as above, for each (ij) ∈ Sq, we have
This finishes the proof of Lemma 4.1.1. 
be the blow-up of Γ 1 along the closed subscheme (Γ 1 −j 1 (M )) red . Then j 1 lifts to an open immersion j 2 : M → Γ 2 since π is an isomorphism over j 1 (M ). Thus we obtain the following commutative diagram:
Note that f = pπj 2 by construction. Set Proof. The first step of the proof is to find a partial compactification S → S ′ such that the morphism S → T extends to a morphism S ′ → T in (MSm fin ) Sq .
By Theorem 2.1.3, take a partial compactification S → S ′ 1 such that (S(11) → S ′ 1 (11)) dominates (S(11) → T (11)) in Comp(S(11)) and S ′ 1 (11) → T (11) is minimal. For all (ij) ∈ Sq, let Γ ij denote the graph of the rational map S ′ 1 (ij)
T (ij). Note that the projection (11) . Consider theétale morphism f :
By Lemma 1.4.4, we can find a closed subscheme F of S ′ 1 (11) which is supported on |S ′ 1 (11) ∞ | and such that the base change of f along the blow up Bl F 1 S ′ 1 (11) → S ′ 1 (11) factors through ⊔ i,j Γ ij . Set S ′ 2 := (S ′ 1 ) F , where the right hand side is defined as in Lemma 4.1.1. Then S ′ 2 is an MV fin -square, and the morphism S → S ′ 1 lifts uniquely to a partial compactification S → S ′ 2 . Moreover, we have a morphism S ′ 2 → T in Sch Sq by construction. Since (S(11) → S ′ 2 (11)) ∈ Comp(S(11)), there exists an effective Cartier divisor D 11 on S ′ 2 (11) such that |D 11 | = S ′ 2 (11) − S(11). Since 
are morphisms of schemes. For each (ij) ∈ Sq, let F ij be an effective Cartier divisor on
, which exists by definition of Comp.
Note that j ′ 1 f is ambient and minimal, and it induces an isomorphism S o ∼ − → (T ′ 1 ) o by assumption. Therefore, by Lemma 4.1.2, there exists an isomorphism g :
by construction. This finishes the proof.
Continuity and cocontinuity
In this section, we prove Theorem 1.
5.1.
Continuity. Note that τ s , ω s and ω s all preserve fibre products, as required in Proposition A.1.2 (1) . The continuity of ω s and λ s is obvious by Lemma A.2.1 a), since they send distinguished squares to distinguished squares. This implies the cocontinuity of λ s , by Proposition A.1.3 (2) . In the case of τ s , by the same lemma we must show that {τ s T (01), τ s T (10)} is an MV-cover of τ s T (11) for any MV-square T = (T (ij)). By [SGA4, Exp. II, Th. 4.4] , this is the case if and only if, for any sheaf of sets F on MSm, the map F (τ s (T (11))) → F (τ s (T (01))) × F (τ s (T (10))) is injective. By Condition (2) of Definition 1.3.2, there is an MV-square S mapping to τ s T and such that S(11) ∼ − → τ s T (11), hence the conclusion. But Condition (2) of Definition 1.3.2 says that this morphism is dominated by a morphism S(01) ⊔ S(10) → τ s (T (11)) for some MVsquare S such that S(11) ∼ − → τ s (T (11)), hence the conclusion. Finally, ω s is continuous as a composition of continuous functors. 
Then S 1 is an MV fin -square (hence an MV-square). Moreover, the natural morphism S 1 (11) → M is an isomorphism in MSm since it is minimal, S 1 (11) → M is proper surjective and S o 1 (11) = S o (11) = M o . Therefore, the square S ′ 1 obtained by replacing S 1 (11) in S 1 with M is also an MV-square, and we have ω s (S ′ 1 ) = S. Thus, Condition (2) of Lemma A.2.1 holds for ω s , and therefore ω s is cocontinuous.
5.2.2.
Case of ω s . Here we take M ∈ MSm, hence M = M c . By Theorem 1.5.5, the category Comp MV (S ′ ) is cofinal in Comp(S ′ ). In particular, it is non-empty. Take any object T ∈ Comp MV (S ′ ). Then T is by definition an MV-square such that T (11) = S ′ (11) ∼ = M. Therefore, the square T ′ obtained by replacing T (11) in T with M is also an MV-square, and we have ω s (T ′ ) = S. Thus, ω s satisfies Condition (2) in Lemma A.2.1.
This finishes the proof of Theorem 1. If τ s f factors through S(01) or S(10), then its image is finite since N is proper. But any term of a cover of N is surjective on the ambient spaces: contradiction.
Appendix A. Continuous and cocontinuous functors
A.1. Review of the notions. We writeĈ for the category of presheaves of sets on a category C. If C is a site, we writeC ⊂Ĉ the full subcategory of sheaves of sets, i C for this inclusion and a C for its left adjoint (sheafification).
In this subsection, we recall some facts from [SGA4, Exp. III], where all sites are assumed to be "U-sites" in the sense of [SGA4, II.3.0.2]. We implicitly make this assumption below; it is automatic for sites defined by a cd-structure. Definition A.1.1 ([SGA4, III.1.1 and III.2.2]). Let C and D be sites, and u : C → D a functor. We say that u is continuous (resp. cocontinuous) if the functor u * :D →Ĉ (resp. u * :Ĉ →D) carries sheaves to sheaves. Assume that the topologies on C and D are generated by cd-structures P C and P D , respectively. a) Assume that P C is complete and that u verifies the condition of Proposition A.1.2. Then u is continuous if and only if it sends elementary covers to covers. b) Assume that (1) P D is complete.
(2) For any X ′ ∈ C and for any distinguished square Q ∈ P D such that Q(11) = u(X ′ ), there exists Q ′ ∈ P C such that u(Q ′ ) = Q and Q ′ (11) = X ′ . Then u is cocontinuous.
Proof. a) Necessity is obvious. Sufficiency: since P C is complete, any cover can be refined by a simple cover as in [14, Def. 2.2] (this is the Since the finiteness of f is Zariski local on S, it suffices to check it over an open neighborhood of a fixed point s ∈ S. Take a point x ∈ X above s. Take anétale neighborhood g : S ′ → S of s as in Proposition B.1.3, and set X ′ := X × S S ′ . Denote by f ′ the induced morphism X ′ → S ′ . Since f is separated, quasi-finite and locally of finite type, there exists a connected component V ′ ⊂ X ′ such that
is finite, and V ′ is an open neighborhood of the fiber of x. Since f is flat, so is f ′ , hence the image f ′ (V ′ ) ⊂ S ′ is an open subset. By shrinking S ′ , we may assume that V ′ → S ′ is surjective. Since f is an isomorphism over U ⊂ S, f ′ is an isomorphism over g −1 (U) ⊂ S ′ . Therefore, combining with the surjectivity of f ′ | V ′ , we have
On the other hand, since the map g • f ′ is a flat morphism, Proposition B.1.4 implies that the open subset
1 is an open and closed subset of X ′ . Therefore, (B.1.1) shows that X ′ 1 = ∅ and X ′ = V ′ . Therefore, we have f ′ = f ′ | V ′ , hence f ′ is finite.
By replacing S by the image of S ′ → S, we may assume that S ′ → S is an fpqc-cover. Since finiteness is an fpqc-local property, we conclude that f is finite. This finishes the proof of Theorem B.1.1.
Appendix C. Cofilteredness for diagrams
Let u : C → D have a pro-left adjoint v : D → pro-C. We give ourselves a system of subcategories (I(d) ⊂ d ↓ u) d∈D representing v. Thus each I(d) is ordered and cofiltered, and v(d) = " lim ← − " c∈I(d) c for any d.
Lemma C.1.1. Let ∆ be a finite category without loops: the collections of objects and morphisms of ∆ are finite and the only endomorphisms of objects are the identities. For d ∈ D, define a subcategory I(d) of d ↓ u ∆ as follows: an object X (resp. morphism f ) of d ↓ u ∆ is in I(d) if and only if X(δ) (resp. f (δ)) is in I(d(δ)) for all δ ∈ ∆. Then the category I(d) is ordered and cofiltered for all d ∈ D ∆ .
Proof. Ordered is obvious. For cofiltered, induction on #Ob(∆). We may assume ∆ nonempty. The finiteness and "no loop" hypotheses imply that ∆ has an object δ 0 such that no arrow leads to δ 0 : we call such on object minimal. Let ∆ ′ be the subcategory of ∆ obtained by removing δ 0 and all the arrows leaving from δ 0 . Let X 1 : d → u ∆ (c 1 ), X 2 : d → u ∆ (c 2 ) be two objects of I(d). By induction, we may find Y 3 : d | ∆ ′ → u ∆ ′ (c 3 ′ ) ∈ I(d | ∆ ′ ) sitting above X 1 | ∆ ′ and X 2 | ∆ ′ . Let f : δ 0 → δ be an arrow, with δ ∈ ∆ ′ : by the functoriality of v, there exists a commutative diagram in D
) with ϕ(f ) ∈ I(d(δ 0 )). Since I(d(δ) ) is cofiltered, we may find an object d(δ 0 ) g − → u(c) ∈ I(d(δ)) sitting above all ϕ(f )'s as well as X 1 (δ 0 ) and X 2 (δ 0 ). Then, together with Y 3 , X 3 (δ 0 ) =: g completes the construction of X 3 dominating X 1 and X 2 .
