Abstract There is significant public and scientific interest in understanding whether and to what extent the severity and frequency of extreme events have increased in response to human influences on the climate system. As the science underpinning the field of event attribution continues to rapidly develop, there are growing expectations of faster and more accurate attribution statements to be delivered, even in the days to weeks after an extreme event occurs. As the research community looks to respond, a variety of approaches have been suggested, each with varying levels of conditioning to the observed state of the climate when the event of interest has occurred. One such approach to utilise unconditioned multi-model ensembles requires pre-computing estimates of the change in probability of occurrence for a wide range of possible 'events'. In this study, we consider differences between event-as-class attribution statements with changes in the probability density of the distribution at the event threshold of interest. For the majority of extreme event attribution studies, it is likely that the two metrics are comparable once uncertainty estimates are considered. However, results show these two metrics can produce divergent answers from each other for moderate climatological anomalies if the present-day climate distribution experiences a substantial change in the underlying signal-to-noise ratio. As the emergent signals of climate change becomes increasingly clear, this study highlights the need for clear and explicit framing in the context of applying precomputed attribution statements, particularly if attribution perspectives are to be included within the framework of future climate services.
Introduction
Over the last decade, efforts to understand whether and to what extent extreme weather events have become more likely in response to human influence have been explored under the new research field of 'extreme event attribution'. The primary focus of this scientific sub-discipline concerns specific extreme weather events, and commonly those which have been unprecedented in severity over the location of interest. The original proposal of the fraction of attributable risk (hereafter FAR) by M.R. Allen (2003) was suggested as a means of quantifying the potential liability for climate change damages following epidemiological practice: this involved calculating the relative increase in the probability of observing a given extreme event by comparing the likelihood of occurrence in simulations of the present-day climate with some modelled estimate of a counterfactual climate which has experienced no anthropogenic influences (Stone and Allen 2005) .
In the decade since the first successful application of event attribution techniques by Stott et al. (2004) , and following subsequent developments in both process understanding and model capability (NAS 2016; Stott et al. 2016) , the number of studies concerning the attribution of human influence for specific extreme weather and climate events have increased dramatically. This is most evident in the annual special issue of the Bulletin of the American Meteorological Society (Peterson et al. 2013; Herring et al. 2014; Herring et al. 2015) which focuses on attribution studies of events having occurred in the previous calendar year. Despite only four iterations being published, there has been a clear expansion in the range of event types considered, methodological innovations and in the geographic spread of the events being assessed (Otto 2016; Stott 2016) .
As the need for more frequent and timely attribution assessments continues to rise, a variety of approaches have been suggested to address this demand. Here, we briefly review several different approaches, before highlighting some fundamental considerations when interpreting statements concerning the role of anthropogenic influences on the likelihood of a given event. For the purposes of this study, we limit our focus to only model-based attribution approaches-several complementary statistical techniques are also available for locations with high-quality observational records (e.g. Vautard et al. 2015; van Oldenborgh et al. 2015) .
Differing approaches towards attribution
Nearly all model-based approaches to probabilistic event attribution consider the likelihood of some climatic 'event' occurring in a simulation of the present-day climate, when compared with a simulated climate where either some or all anthropogenic influences have been removed. Understanding what specific differences exist between these factual and counterfactual scenarios-and particularly the level of conditioning on the observed state on the climate system-is paramount for interpreting any subsequent statement about the change in likelihood of observing the event of interest (NAS 2016) .
If the boundary and/or initial conditions of model simulations for both distributions are highly constrained on observed features of the event, this enables an in-depth look at the role of human influence on specific physical mechanisms which may have exacerbated the severity of an extreme event. For example, Meredith et al. (2015) considered only the human-induced increases in sea surface temperatures and otherwise utilised the same observational constraints as input to a high-resolution Weather and Forecasting Research (WRF) model: this enabled a discernible anthropogenic signal to be detected for an extreme convective precipitation event, something which would not have been possible with a coarse-resolution global climate model. By contrast, Stott et al. (2004) focussed on the overall anthropogenic influence on the likelihood of the 2003 European heatwave occurring by considering a large spatial domain and using only freely evolving model simulations. Among other reasons, this approach was most pragmatic because (1) these types of model simulations were shown to be capable of simulating the relevant physical mechanisms and (2) using a high-resolution model over such a large spatial domain would have been computationally cost-prohibitive.
Unconditioned attribution using coupled climate models
Every technique considered in the field of event attribution has different advantages and disadvantages, particularly for the implementation in a near real-time context. For example, when analyses utilise many simulations from only a single climate model, there needs to be high confidence that the model being used is capable of simulating the relevant physical mechanisms which contribute to the onset of a particular extreme event (Bellprat and Doblas-Reyes 2016) . To circumvent this reliance on the quality of a single model, one alternative approach is to utilise pre-existing simulations from many different coupled climate models, such as those which contributed to the Coupled Model Intercomparison Project Phase 5 (CMIP5, Taylor et al. 2012 ).
In any model-based approach, care is needed to ensure the relevant statistics of the simulated climate can be considered a reasonable surrogate for the real world, particularly for a region over which an event of interest occurs. In the methodology proposed by Christidis et al. (2015, hereafter C15) , well-known optimal fingerprinting techniques (Hegerl and Zwiers 2011) are used to quantify observationally constrained estimates of the signal of anthropogenic climate change for individual models. Measures of variability in historical observations over a given region are then compared against pre-industrial control model simulations: for those models which adequately simulate the variance-covariance structures of the observational record, a re-sampled estimate of internal variability is then combined with the scaling factors to produce factual and counterfactual probability distributions for each model.
A key benefit of utilising a fully unconditioned approach to rapid event attribution is that no observations are required, beyond identifying the event anomaly of interest. This means, for a given region and given type of event (seasonal heat or heatwaves or extreme rainfall), prior analysis can be performed to identify which models adequately simulate the observed climatology of the real world, by comparing against historical observations (King et al. 2015b) . For those models which have been identified as adequate surrogates for the real world, well-understood optimal fingerprinting techniques can then be used, as proposed in the method by C15, to compute factual and counterfactual distributions which include and exclude the role of anthropogenic forcings, respectively. Once these simulations have been performed, one could immediately calculate the relative change in likelihood of a real-world anomaly having occurred soon after the fact. Similar techniques have also been demonstrated by King et al. (2016) , but rather than considering individual CMIP5 models separately, all models which adequately simulate the relevant climatology for locations with high-quality observational records are aggregated together into a single multi-model distribution.
2 Quantifying attribution statements for climate services: questions about a dramatically warmed distribution
The introductory remarks of Section 1 were framed in the context of 'orthodox' event attribution studies, which commonly focus on those climatic events which result in severe societal impacts. However, several recent studies have also emphasised an increasing demand for routine statistics from weather (and climate) service providers to be presented in the context of a changing climate (Hewitt et al. 2012; Gregow et al. 2015; Brasseur and Gallardo 2016; Goddard 2016) . For example, most climate or weather service providers for a given country (or city) present what the average temperature was for the just-completed month (or season, or year), as well as how that temperature compares to the climatological average. Alongside the communication of these statistics in absolute terms and with respect to the historical climatology of the region, there could be an additional question of how much more/less likely was that particular monthly/seasonal/annual temperature anomaly to be witnessed today, as a result of anthropogenic climate change? This question could be successfully answered with an unconditioned modelling framework using the methods outlined in Section 1.2, and would help to compliment other proposed approaches, including those fully conditioned with observational constraints (Hannart et al. 2016) .
As a conceptual example, we suppose a local stakeholder is interested in summer mean temperatures over a pre-specified spatial domain with a high-quality observational network, such as Central England for example (King et al. 2015b ). The relevant model validation and optimal fingerprinting techniques have been performed, such that the pre-computed factual and counterfactual distributions are already available in an unconditioned multi-model framework. For illustrative purposes, assume that both distributions are Gaussian probability density functions (PDFs, Fig. 1 ). For simplicity, it is assumed that no changes in variance have occurred in these factual distributions, and distributional shifts can be considered in units of standard deviations. Now relative to the counterfactual distribution (blue), suppose the factual distribution has warmed by half a standard deviation in the present day (magenta). We also consider an equivalent distribution which represents the projected climatology of 2080 under a high emissions scenario (red); this second distribution has warmed by three standard deviations relative to the counterfactual scenario. Now suppose the preceding boreal summer has just ended, and the seasonal-mean temperature over this region of interest exhibits a +1σ anomaly relative to the counterfactual distribution (black line in Fig. 1 ). Any traditional approaches to assess whether the observed anomaly of this just-completed summer was more or less likely to occur involve comparing the cumulative density of these counterfactual and factual distributions, with the observed anomaly as the lower bound, and infinity as the upper bound. When using this approach for Fig. 1 , it is clear that the likelihood of observing an anomaly equal to or greater than the event anomaly has increased for both factual distributions, and substantially so for the '2080' scenario.
However, an equally valid question to ask is whether or not an anomaly of that specific magnitude was more or less likely to occur: a pragmatic approach may therefore be to consider the ratio of the probability densities of each distribution at the specified event threshold. The coloured circles in Fig. 1 reveal that while there was an increased likelihood of observing that specific anomaly in the 'present-day' PDF when compared with the 'pre-industrial' simulations, the probability density at this specific threshold is in fact much lower for the '2080-scenario' PDF, suggesting that this specific +1σ anomaly is actually less likely to occur in the future. This is because the second factual distribution has warmed so dramatically, the mode of the Gaussian distribution has shifted well beyond the anomaly threshold, hence actually resulting in a comparatively lower chance of occurrence.
The risk ratio, or equivalent fraction of attributable risk, are the most useful and widely applicable metrics to quantify the influence of an event class occurring, especially for the distribution tails. However, it is also important to understand how the probability densities at the event threshold might compare between the factual and counterfactual distributions. The motivation of this study is thus to understand how these two types of metric compare, when systematically considering a range of different event thresholds and signal-to-noise ratios.
Systematic exploration of differences in attribution statements
To develop a more formal framework for analysis, Fig. 2 presents two extreme value type I (hereafter Gumbel) distributions, f 0 and f 1 , according to the formula,
where μ and σ respectively denote the location and scale parameter of the Gumbel distribution. These PDFs could, for example, represent the maximum daily temperatures of each summer season, averaged over Central England. For simplicity in this demonstration, f 0 has a fixed Schematic illustrating the differences between the changing likelihood of exceeding an event threshold (black line) versus observing that specific event threshold with warming. The probability density functions represent, respectively, area-and seasonal-averaged temperatures under a counterfactual scenario (blue); a factual scenario with a small (+0.5σ) distributional shift (magenta); and a factual scenario with a more dramatic (+3σ) shift in the distribution mean (red) location parameter of μ 0 = 0, while the scale parameter of both distributions is set to 1. Next, we define the signal-to-noise ratio of f n as,
A variety of possible values are considered for the value of μ 1 . Since we have made σ 0 = σ 1 = 1, we consider S hereafter in general units of σ. We can therefore now consider f 1 as a model ensemble of simulations representing the present-day climate with an anthropogenic signal, S, while f 0 represents an ensemble of counterfactual model simulations where anthropogenic influences have been removed (since we have defined S 0 = 0). Suppose a given event, E, occurs in the real world-in the example of seasonal maximum temperatures, this could be the spatially averaged, observed maximum temperatures for the season just completed. To understand the change in probability of seeing an event like E as a result of anthropogenic changes to the climate system, one common approach is to assess the risk ratio, which we define as the event-asclass RR (hereafter RR EAC ), according to the formula,
where p 0 and p 1 represent the likelihood of experiencing a seasonal temperature equal to or greater than the threshold E in the counterfactual and factual model ensembles, respectively. However, to understand how the odds of observing a summer exactly like that of E have changed due to human influences, we also define the probability density-based risk ratio (hereafter RR PD ) as
This time h 0 and h 1 denote the respective probability densities at the specific threshold E in these idealised counterfactual and factual probability distributions.
Next, we consider pre-defined probability distributions to demonstrate how the values of RR EAC and RR PD compare for a range of event thresholds, and specifically consider how this relates to the corresponding magnitude of the anthropogenic signal-to-noise ratio found in the 'factual' distribution. We then utilise the uncertainty associated with having only a finite-sized model ensemble available, to quantify when the value of these two metrics diverge significantly from one another.
Methods
To consider how differences between the two RR metrics vary as a function of the underlying anthropogenic signal, the event threshold and the size of the ensemble used, the following methodology is proposed:
(1) For a prescribed anthropogenic signal, S, we define a new factual distribution, f 1 . The counterfactual distribution, f 0 , remains unchanged throughout. (2) We then consider an event, E, which occurs between the 50th and 99.99th percentile of the counterfactual distribution, f 0 . Because we have explicitly defined the two PDFs, the value of RR PD for the specified threshold is then calculated. (3) By artificially imposing the restrictions of having only a model ensemble of finite size through the use of a bootstrapping procedure, a range of possible RR EAC estimates is calculated for the same event threshold. To do this, we sample N times, with replacement, from each of the two factual and counterfactual PDFs. For each of these distribution subsets, an estimate of RR EAC can be calculated. We then repeat this process 1000 times and extract the median estimate of RR EAC for the specified threshold E, as well as a 5-95% uncertainty range. This is repeated for a variety of different sample sizes, N. (4) Steps 2 and 3 are then repeated for all possible event thresholds between the 50th and 99.99th percentile of f 0 . The entire sequence is then repeated for a series of different factual distributions, f 1 , each with a different anthropogenic signal considered, spanning the range
Hence, the three independent variables considered are S, the anthropogenic signal of the factual distribution; E, the magnitude of the event considered; and N, the number of samples used to obtain an estimate of RR EAC . Figure 3 shows, for three variations of f 1 with differing anthropogenic signals (S = 0.5σ, 1.0σ, and 2.0σ), how the value of the two RR metrics compare as a function of the event magnitude, E. We present results using both a 100-and 10,000-member ensemble: this represents the range of model ensemble sizes that might be found for both a CMIP5-based attribution study (King et al. 2015a) or with a very large, initial-condition ensemble (Massey et al. 2015; Black et al. 2016) .
It is evident that for a given value of E, both the median RR EAC and RR PD values increase for larger anthropogenic signals, as expected. However, it is clear that the threshold-specific RR PD metric is much more sensitive to the magnitude of the underlying signal, when Fig. 3 Comparison of RR metrics for different 'event' thresholds and 'ensemble' sizes for the idealised Gumbel distributions. Left-hand panels compare the 90% confidence range of RR EAC (blue) with RR PD (red) when considering a factual ensemble f 1 with an anthropogenic signal S of a 0.5σ, b 1.0σ and c 2.0σ, over a range of possible event thresholds, E, between the 50th and 99.99th percentile of the counterfactual distribution. Righthand panels consider the same anthropogenic signals, but with a bootstrap sample size of 10,000. Black dashed lines in each panel show the threshold of divergence for that particular factual distribution, such that the RR PD for values of E greater than this quantile threshold lie inside the range of possible RR EAC estimates compared to RR EAC . The RR EAC metric exhibits a particularly convenient property, in that a similar risk ratio is found across a surprisingly wide range of possible event thresholds.
As the event threshold considered in Fig. 3 becomes more extreme, the two RR metrics converge to the same value. This is an expected result, since by definition, lim E→∞ RR PD ≡RR EAC A more interesting concept is to instead consider at what lower event threshold the two RR metrics begin to diverge. Since sampling uncertainty exists whenever a finite ensemble size is used to quantify RR EAC , as is the case for the majority of event attribution studies, this uncertainty range can be used as a method of quantifying when these two RR metrics are no longer similar. It is worth emphasising here that the use of a bootstrap should not be interpreted as a robust measure of statistical uncertainty, but represents a simple method of inferring how RR EAC and RR PD differ from one another, and how this divergence varies with the size of the model ensemble being used.
We thus define the threshold of divergence, or TOD, as the minimum event threshold at which the value for RR PD occurs within the 90% confidence interval of the corresponding RR EAC estimate. This means that for a given event threshold, if E ≥ TOD, there is no significant difference between the corresponding values of RR EAC and RR PD , while the opposite applies if E < TOD. In Fig. 3 , the black dashed lines correspond to the TOD for each prescribed value of N and S. As S increases, the range of event thresholds where there is no discernible difference between the threshold-specific and event-as-class attribution statements reduces to eventually only the most extreme events; or using the proposed nomenclature, the TOD increases as a function of S.
To explore this concept further, Fig. 4a illustrates how the threshold of divergence changes as a function of the anthropogenic signal in f 1 for a range of possible ensemble sizes. Specifically, the signal-event threshold space has been separated into three categories: (1) RR EAC ≈ RR PD according to our proposed criteria; (2) the distinction is dependent on the size Fig. 4 a The difference between event-specific and event-as-class RR metrics as a function of event threshold, E, the underlying anthropogenic signal of the factual distribution, S, and the sample size of the model ensembles used, N. Black solid lines correspond to the TOD as a function of S for each labelled sample size. The thin dashed lines show the TOD for specific values of S (0.5, 1.0, 2.0) using an ensemble size of 10,000, as presented in the right-hand panels of Fig. 3 . b Quantifying RR PD (shaded contours) as a function of event threshold, E (here, presented as return periods) and the median RR EAC , which represents a proxy for the anthropogenic signal, S in the left-hand panel. Red dashed lines surround region where RR PD diverges significantly from RR EAC . The red circle corresponds to a 100-year return period and RR EAC = 100 of the model ensemble; and (3) where RR PD does not overlap with RR EAC . It is important to consider the relative range of E occupied by these three zones as a function of S. For values of S near zero, which may be analogous to short-duration extreme rainfall events or events spanning small spatial scales such that a detectable anthropogenic signal is only just apparent, the two RR metrics are deemed equivalent for nearly the entire range of event thresholds considered. There is then a transitional zone where determining whether or not RR EAC and RR PD are comparable is highly sensitive to the size of the model ensemble being used.
As the signal of anthropogenic climate change continues to become more pronounced, the range of event thresholds over which there are statistically significant differences between RR EAC and RR PD (red shading in Fig. 4a ) becomes increasingly larger. This is because the sampling uncertainty associated with an event-as-class RR estimate decreases as the underlying magnitude of the fraction of attributable risk increases. As this spread in RR EAC narrows, the value of RR PD continues to overlap with this uncertainty range for events only at the very tail of the distribution (see also Fig. 3) .
As increases in computational efficiency and greenhouse gas emissions are both expected to continue into the future, corresponding increases may also be expected in the sample size of the model ensemble used to assess a given event, and the underlying anthropogenic signal of the factual distribution representing the 'present-day climate'. Based on the results shown in Fig. 4a , this potential convergence to higher values of S and N suggests there will be a wider range of event thresholds over which RR EAC and RR PD will not be comparable, when based on the criteria proposed in this analysis. To provide some context for the expected changes in S, recent research has shown signal-to-noise ratios of annual mean temperatures, relative to 1986-2005, are expected to emerge beyond +2σ for over half the global surface area by 2050 under a moderate warming scenario (Frame et al., in review) .
While the results presented in this study are shown for Gumbel distributions, we reiterate the ease with which this framework could be considered with other distribution types. Based on the additional example of a Gaussian distribution, presented in the supplementary information, it appears that the threshold of divergence increases more slowly for distributions with heavier tails.
Discussion

Implications for 'orthodox' extreme event attribution studies
While presenting the threshold of divergence as a function of anthropogenic signal-to-noise ratios enables the reader to understand systematic differences between RR EAC and RR PD with emergent climate change, it may be difficult to interpret the relevance of these results in the context of regular attribution analyses.
There are fairly robust statistical relationships between RR EAC and RR PD for differing anthropogenic signal-to-noise ratios and event thresholds. As such, Fig. 4b instead presents the estimated value of RR PD as a function of (1) the return level of the event considered (again, with respect to the counterfactual climatology), and (2) RR EAC (as a proxy for the anthropogenic signal in the factual distribution), for the idealised PDFs defined in Section 3.
When framed in this way, it is clear to see that in order for there to be substantive differences between the two attribution metrics (inside red dashed lines), you would need to be, for example, evaluating a 1-in-100 year event and also identify a 100-fold increase in likelihood (red circle). For the vast majority of extreme event analyses, the focus is on an event which has resulted in severe impacts. Therefore, it should be unusual for an event analysis concerning a relatively modest 1-in-100 year event (based on the counterfactual distribution) to result in an estimated RR EAC >100: by definition, this high-risk ratio means the factual distribution has shifted so dramatically, there should be more severe event thresholds for researchers to be focused on.
So, while it is worthwhile to confirm that there is no significant divergence that exists between the two attribution metrics, these sorts of high-risk ratios for low event thresholds are not commonly the focus for extreme event attribution studies, and an a priori assumption that RR EAC and RR PD are comparable is probably valid for most cases.
Implications for near real-time attribution in the context of climate services
As mentioned in Section 2, this presumption of equivalence between RR PD and RR EAC will not hold in the context of incorporating attribution perspectives into core climate services of national weather/climate providers. If all possible climatological anomalies over a region of interest will be assessed as they are observed month-to-month or year-to-year, then RR PD would likely be a more useful metric to employ, particularly when using the methods outlined in C15 and highlighted in this study. If both attribution metrics are chosen to be communicated, reasons for their differences should also be discussed and justification should be made about which metric is more relevant for planners or decision makers and why.
Summary and outlook
In model-based probabilistic event attribution, an analysis becomes more eventspecific when the boundary conditions used to simulate the factual and counterfactual distributions are conditioned to the observed state of the ocean or atmosphere at the time of the event. The subsequent statement about 'role of human influence' in an extreme event will also change as a consequence (as the specific physical mechanisms which are being evaluated are no longer the same). There are important reasons for having this spectrum of options, in terms of conditioning on the event of interest: no conditioning requires the entire climate system to be simulated as a whole, but (1) compounding uncertainties (in terms of process understanding, and model uncertainties) may overwhelm any anthropogenic signals as a result, and (2) the computational cost for analysing a given spatial resolution will also be very high (since the explicit simulation of the entire climate system is required). More conditioning on the observations of the event will result in an attribution statement with higher confidence (as some possible sources of uncertainty will have been eliminated (Shepherd 2016) ), but it will have less relevance to other extreme events which may occur in the future , and may only quantify the human influence on one part of a causal chain of physical phenomena contributing to the severity of a given event. From the perspective of an in-depth attribution study, multiple perspectives using varying levels of conditioning may therefore be complimentary.
As Fig. 5 shows, these aforementioned choices about the extent of observational conditioning could be interpreted as an 'upstream' consideration on the framing of the analysis: from a very simplistic perspective, these decisions act to modify the characteristics of the 'counterfactual' and 'factual' distributions which are being compared. Once these decisions have been made, and the two PDFs to compare have been found, there is then a need to quantify the change in likelihood of witnessing the 'event' of interest. The most common approach has been to calculate at the cumulative density function of the two distributions, with the event threshold being the lower bound, and infinity as the upper bound (the traditional RR and FAR metrics). However, this study highlights that there are also choices about the attribution metric that can be used. Just like making choices about the extent of conditioning: (1) understanding both metrics will be more valuable than focusing on one in isolation; (2) each type of metric will answer a slightly different question, and thus will be of different value to different stakeholders; and (3) there are difficulties and uncertainties in quantification which are slightly different for each of the two metrics.
This analysis has demonstrated that for the most extreme event thresholds and low signal-to-noise ratios, it can be a valid assumption that both RR EAC and RR PD are Fig. 5 Schematic illustrating the role of choices about observational conditioning (top) influence the properties of the 'counterfactual' and 'factual' distributions investigated in an attribution analysis. There are also choices as to how to interpret the change in likelihood of an event threshold occurring. The purple text and arrows indicates the framework suggested in this study to be well-suited to providing attribution perspectives in the context of routine climate services comparable to one another, when taking into account uncertainty estimates for a finite model ensemble. However, this prior assumption of equivalence will not always hold: specifically, for more modest climatological event thresholds, and under high signalto-noise ratios. This is most relevant in the context of rapid attribution assessments proposed using an unconditioned model framework in Section 1.2. If seasonal or annual mean temperatures were to be evaluated (for example, in the context of climate services), not all positive anomalies will continue to be 'more likely to occur' in a continuously warming world: once the mode of the factual distribution shifts beyond the anomaly of interest, the factual probability density at that specific threshold will become smaller than the counterfactual probability density soon thereafter. It is within this framework that understanding the differences between RR EAC and RR PD becomes important-both values should be calculated, and the reasons for their differences clearly articulated.
As the emergent signals of anthropogenic climate change become increasingly clear, different types of attribution statement will be of value to different stakeholders, depending on their priorities for decision making. This study further highlights the need for clarity when framing the interpretation of attribution metrics, particularly if attribution perspectives are to be incorporated into future climate services.
