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Abstract
In this paper, we determine all possible weight distributions of Fq-linear sets
properly contained in PG(1, q5). In particular, we show that there exist no 2-clubs
of rank 5, and more generally, that there are no Fq-linear sets of rank 5 containing
few points of weight 2.
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1 Introduction
1.1 Linear sets
Linear sets are particular subsets of a projective space and form a natural generalisation
of subgeometries. Apart from being an interesting combinatorial subject in their own
right, linear sets have been used in the construction and characterisation of several com-
binatorial objects, e.g. blocking sets, translation ovoids, but also semifields and more
recently, MRD codes. We refer to [7, 10] for more information about linear sets and their
applications. Despite these intensive investigations in the last decades, many questions
about them remain open. For example, their possible weight distributions, which also
determines their possible sizes, remains an open problem in general. Linear sets can be
defined as follows. Let Fq denote the finite field of order q, where q is a prime power, and
let PG(n, q) = PG(V ) denote the projective space of dimension n over Fq, where V is an
(n+ 1)-dimensional vector space over Fq.
A set S is set to be an Fq-linear set of rank k in PG(r − 1, qt) if S = LU , where
LU = {〈v〉qt | v ∈ U \ {0}} ,
∗Ghent University, Department of Mathematics: Algebra and Geometry, Krijgslaan 281 – S25, 9000
Gent, Flanders, Belgium
Email: maarten.deboeck@ugent.be
†Postdoctoral fellow of the Research Foundation Flanders (FWO – Vlaanderen) and supported by
the Marsden Fund Council administered by the Royal Society of New Zealand
University of Canterbury, School of Mathematics and Statistics, Private Bag 4800, 8140 Christchurch,
New Zealand
Email: geertrui.vandevoorde@canterbury.ac.nz
1
where U is a k-dimensional Fq-vector subspace of F
r
qt and 〈v〉qt denotes the projective
point determined by the vector v.
In this paper, we will study the possible weight distributions of Fq-linear sets of
PG(1, q5). Let P = 〈v〉qt be a point of a linear set LU . Then the (t − 1)-dimensional
Fq-subspace defined by P intersects U in a subspace with projective dimension i for some
i ≥ 0. The integer i+ 1 is called the weight of the point P (see [10]). It is clear that the
number of points in a linear set is entirely determined if we know its weight distribution,
but linear sets of the same size can have different weight distributions. An Fq-linear set
of rank k which has one point of weight k0 and all whose other points have weight one is
called a k0-club, an Fq-linear set of rank k with precisely
qk+1−1
q−1
points (all of which are
necessarily of weight one) is called scattered.
Remark 1.1. Equivalently, every point of a linear set S of rank k+1 in PG(1, q5) can be
represented as an element of a Desarguesian 4-spread D in PG(9, q) which meets a certain
k-dimensional subspace π of PG(9, q). The weight of a point is then one more than the
dimension of the intersection of the corresponding spread element with π. Hence, the
possible weight distributions of linear sets are determined by the possible ways in which
a k-space can intersect a Desarguesian 4-spread D.
1.2 Overview of this paper
In this paper, we will prove the following theorem.
Main Theorem. Let S be an Fq-linear set of rank 5 in PG(1, q
5). Then either:
• S contains one point of weight 4 and q4 of weight 1 (and hence, is a 4-club), or
• S contains one point of weight 3, and 0, q or q2 of weight 2, and all others of weight
1, or
• S contains s points of weight 2, where
s ∈ [q − 2√q + 1, q + 2√q + 1] ∪ {2q, 2q + 1, 2q + 2, 3q, 3q + 1, q2 + 1}
and all others of weight 1, or
• S contains only points of weight 1 (and hence, is scattered).
Proof. This statement follows from the results of Subsection 3.1, Theorem 3.1, Theorem
4.3 and Theorem 4.4.
Remark 1.2. Not all possibilities appearing in the above theorem necessarily occur.
Apart from the 4-clubs and scattered linear sets which can be easily constructed for all q,
we will see in Remark 3.2 that we can also construct Fq-linear sets with exactly one point
of weigth 3 and 0, q or q2 points of weight 2. Moreover, our computer results (see below)
show that most of the possibilities for s as described in the theorem do occur. The only
exception is the case that s = 3q or 3q+ 1 of which we conjecture that they never occur.
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Remark 1.3. The work in this paper was partially motivated by the existence problem
of 2-clubs (which have one point of weight 2 and all others of weight one). F2-linear
t-clubs have been shown to be equivalent with translation KM-arcs of type 2t (see [2]).
A computer search from [8] (phrased in a coding theoretical setting) already showed
that there are no 2-clubs in PG(1, 25). The main theorem of this paper, together with
Theorems 1.4, 1.5, and 1.6 show that this result holds for all q, i.e. there are no Fq-linear
2-clubs in PG(1, q5).
While our proof works for q = 2, 3, 4, it is worth investigating which possibilities
actually occur in these cases. In particular, for q ∈ {2, 3, 4}, the lower bound q−2√q+1
in the third bullet point in the main theorem still allows the possibility that there is a
linear set with exactly one point of weight 2, a 2-club. However, such linear sets do not
exist (see Remark 1.3). We also see that the possibility 3q and 3q + 1 in the third bullet
point does not occur for q = 3, 4 (note that for q = 3, the possibilities 3q + 1 and q2 + 1
coincide).
It is not too hard to determine all possibilities for the weight distribution in PG(1, 25)
and PG(1, 35) by computer (see also Remark 1.7). Using the GAP package FinInG [1],
we found the following.
Theorem 1.4. Let S be an F2-linear set of rank 5 in PG(1, 2
5). Then either:
• S contains one point of weight 4 and 16 of weight 1 (and hence, is a 4-club), or
• S contains one point of weight 3, and 0, 2 or 4 of weight 2, and all others of weight
1, or
• S contains s points of weight 2, where s ∈ {2, 3, 4, 5, 6} and all others of weight 1,
or
• S contains 31 points of weight 1 (and hence, is scattered).
We find that the possible sizes for an F2-linear set of rank 5 in PG(1, 2
5) are 17, 19, 21,
23, 25, 27 and 31.
Theorem 1.5. Let S be an F3-linear set of rank 5 in PG(1, 3
5). Then either:
• S contains one point of weight 4 and 81 of weight 1 (and hence, is a 4-club), or
• S contains one point of weight 3, and 0, 3 or 9 of weight 2 and all others of weight
1, or
• S contains s points of weight 2, where s ∈ {2, 3, 4, 5, 6, 7, 8, 10} and all others of
weight 1, or
• S contains 121 points of weight 1 (and hence, is scattered).
We find that the possible sizes for an F3-linear set of rank 5 in PG(1, 3
5) are 82, 91, 97,
100, 103, 106, 109, 112, 115 and 121.
Theorem 1.6. Let S be an F4-linear set of rank 5 in PG(1, 4
5). Then either:
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• S contains one point of weight 4 and 256 of weight 1 (and hence, is a 4-club), or
• S contains one point of weight 3, and 0, 4 or 16 of weight 2 and all others of weight
1, or
• S contains s points of weight 2, where s ∈ {2, 3, 4, 5, 6, 7, 8, 9, 10, 17} and all others
of weight 1, or
• S contains 341 points of weight 1 (and hence, is scattered).
We find that the possible sizes for an F3-linear set of rank 5 in PG(1, 4
5) are 257, 273,
301, 305, 309, 313, 317, 321, 325, 329, 333 and 341.
Remark 1.7. In order to determine the weight enumerators for linear sets of rank 5
in PG(1, q5), q = 2, 3, 4, by computer, we used the point of view of Remark 1.1: we
determined all possibilities of the intersection of a 4-space µ with a Desarguesian 4-spread
in PG(9, q), where we assumed that there is a least one spread element intersecting µ in
a line. Since we know that scattered linear sets always exist this is not a restriction.
Note that it is very easy to construct the Desarguesian spread S with FinInG. In
order to make this computation feasible for q = 4, we applied the following strategy to
exploit the induced action of PΓL(2, 45) on PG(9, 4).
Recall that PΓL(2, q5) acts sharply 3-transitively on the points of PG(1, q5). Let
S1, S2 be spread elements corresponding to points in the linear set and assume that S2
corresponds to a point of weight at least 2. Let S1 be the spread element corresponding
to the point (0, 1). We see that the element of PΓL(2, q5) obtained by multiplying the
second coordinate with an element of F5q \Fq induces a collineation of PG(9, q) stabilising
the spread S elementwise which generates a Singer cycle acting on the points of S1. This
allows us to fix a point P in S1∩µ. We have assumed that S2 meets µ in at least a line and
may take S2 to be the spread element corresponding to (1, 0). As before, multiplication
of the first coordinate by an element of F5q \ Fq generates a Singer group acting on the
points and lines of S2. For q = 4, there are 85 lines through a fixed point in S2, which
fall into 17 different orbits of the Singer group. We first calculated 17 orbit representants
in S2, say L1, . . . , L17, through a fixed point. For every of the 17 planes 〈Li, P 〉 we chose
an element S3 of S not meeting this plane. For all points Q of S3, we then ran through
all 4-spaces µ through the three-space 〈Li, P, Q〉 and determined the number of spread
elements meeting µ in a line. This gave us all possibilities for the number of points of
weight 2 in a linear set of rank 5 in PG(1, 45). Finally, we ran a quick search to determine
that there are indeed examples with exactly 4 points of weight 2 and none of weight 3
(on top of the theoretically constructed examples with exactly 4 points of weight 2 and
1 of weight 3).
Remark 1.8. In [5], the authors construct a large family of Fq-linear sets of rank k of
size qk−1+1 which is the smallest possible size under the hypothesis that there is a point
of weight one in the set. A simple counting argument shows that for k = 5, such as set
of size q4 + 1 has either:
(a) one point of weight 4 and the other points of weight 1 (a 4-club),
(b) one point of weight 3, q2 points of weight 2 and q4 − q2 points of weight one,
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(c) q2 + q + 1 points of weight 2 and q4 − q2 − q points of weight one.
They show that all the examples of type (b) can be obtained from their construction.
Moreover, in PG(1, q5) all 4-clubs are equivalent, and hence, also arise from their con-
struction. In this paper, we show that possibility (c) does not occur for k = 5 in PG(1, q5).
In other words, we see that all linear sets of size q4 + 1 in PG(1, q5) arise from the con-
struction of [5].
1.3 Linear sets as projections of subgeometries and the set Ω2
A well-known result of [9] states that every linear set can be obtained as the projection
of a suitable subgeometry. Applied to the main case of interest for this paper, the result
says the following:
Result 1.9. Let S be an Fq-linear set of rank 5 on the line L ∼= PG(1, q5) and suppose
that S spans L. Embed L in PG(4, q5). Then there exists a subgeometry Σ ∼= PG(4, q) of
PG(4, q5) and a plane Π of PG(4, q5), disjoint from Σ and disjoint from L, such that S
is obtained as the projection of Σ from Π onto L.
In what follows, by a line ℓ of Σ, we mean a set of q + 1 points of Σ that lie on a
line, say L of PG(4, q5); we say that the line ℓ extends to the line L and that L is the
extension of the line ℓ. Similarly, a plane of Σ is the set of intersection points of a plane
of PG(4, q5) with Σ. In order to help the reader, subspaces of the subgeometry Σ will be
denoted by small letters and subspaces of the space PG(4, q5) will be denoted by capital
letters.
Furthermore, the weight w of a point P of S can also be defined as w = d + 1
where d is the projective dimension of the intersection of the hyperplane 〈P,Π〉 with the
subgeometry Σ. In other words, the preimage of a point of weight w under the projection
map defined above is a (w − 1)-dimensional subspace of Σ.
A proof of the equivalence between this definition and the classical definition of the
weight of a point (as in [10]) can be found in [12].
Definition 1.10. A point of PG(4, q5) is said to have rank 2 if it lies on the extension
of a line of Σ, but does not lie on Σ itself. We denote the set of points of rank 2 by Ω2.
It is clear that for a point of rank 2, there is a unique such line of Σ since two extended
lines to a subgeometry that meet, have to intersect in a point of the subgeometry.
Using the notation from Result 1.9, a point P of weight 2 in a linear set arises from
the projection of a line m of Σ, i.e. the 3-space 〈P,Π〉 meets Σ in a line m. This implies
that the extension of m intersects Π in a point, say R of rank 2. Hence, for every point
P of weight 2, we find a unique point R of rank 2. If is not too hard to see (see [12] for a
proof) that if there are only points of weight 1 and 2 in the linear set, this correspondence
is one-to-one:
Result 1.11. [12] Let S be a linear set, obtained by the projection from a subgeometry
Σ from a subspace Π onto a subspace L. Suppose that S only contains points of weight 1
and 2, then the number of points of weight 2 equals |Ω2 ∩Π|, i.e. the number of points of
rank 2 in Π.
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It also follows that if we find a point of rank 2 in Π, then either it is in one-to-one
correspondence with a point of weight 2 in the linear set S, or it gives rise to a point
of weight at least 3. This observation will allow us to determine the possible weight
distributions for linear sets in PG(1, q5).
1.4 Overview of this paper
In Section 2, we will develop the framework to investigate the intersection of Π with Ω2
where Π and Ω2 are as in Subsections 1.3. We will first determine the possible sizes of the
intersection of a line with Ω2 (Theorem 2.1). We introduce a way of representing rank
2 points (Lemma 2.2) which allows us to efficiently describe when the line through two
points of Ω2 is a (q + 1)-secant (see Theorem 2.4). We then use the same tools to study
the (q2 + q + 1)-secants to Ω2 in Theorem 2.5.
These ideas are essentially enough to describe the possible weight distributions of
linear sets of rank 5 containing a point of weight 3 in Theorem 3.1. The case where the
linear set contains a point of weight 4 is easy; it is included here for completeness (see
Subsection 3.1).
The rest of this paper is devoted to the case when the linear set only contains points of
weight one and two. We will first show that in this case, it is impossible for Π to contain
two (q+1) secants to Ω2. When there is exactly one (q+1)-secant to Ω2 in π, we will show
that there are q−1, q or q+1 additional points of rank 2 in π (Theorem 4.3). Finally, we
turn to the most difficult case, where there is no (q+1)-secant to the set Ω2 in π. In that
case (see Theorem 4.4), we show that the set of points in π∩Ω2 is either empty or forms an
arc of size s where s ∈ [q−2√q+1, q+2√q+1] or s ∈ {2q, 2q+1, 2q+2, 3q, 3q+1, q2+1}.
To this end, we show that the number of points in Ω2 is given by the number of points
on a certain cubic curve. We will need the following lemma:
Lemma 1.12. Let f1, f2, g1, g2 be nonzero polynomials in Fq[x, y, z] such that deg(fi) = 1
and deg(gi) = 2, i = 1, 2. Let Li be the line of PG(2, q) defined by fi(x, y, z) = 0 and let Ci
be the conic defined by gi(x, y, z) = 0. Let C be the cubic curve defined by f1g2− f2g1 = 0
in PG(2, q). Then either the cubic C contains N points, where:
1. N ∈ [q − 2√q + 1, q + 2√q + 1], or
2. N ∈ {2q, 2q + 1, 2q + 2}, or
3. N ∈ {3q, 3q + 1}, or
4. N = q2 + q + 1.
or else C splits into three conjugate lines over a cubic extension, the lines L1 and L2 are
distinct and both C1 and C2 contain the point L1 ∩ L2.
Proof. First note that if f1g2 − f2g1 is identically zero, the number of points on C is
q2 + q + 1. In what follows, we use some facts about general cubic curves that can be
found e.g. in [4, Chapter 11]. If a cubic plane curve is non-singular, then it is an elliptic
curve and the Hasse bound implies that |N − (q + 1)| ≤ 2√q (see [3]). If a cubic curve
is singular but irreducible, there is exactly one singular point (which is either a node, a
cusp or an isolated double point). The number of points on C is q if there is a node,
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q + 1 if there is a cusp and q + 2 if there is an isolated double point. If a cubic curve is
reducible, it either splits into three lines (possibly over an extension field) or in one line
and an irreducible conic. In the latter case, the number of points on the curve is either
2q, 2q + 1 or 2q + 2 depending on whether the line is secant, tangent or external to the
conic.
Now assume a cubic splits into three lines, say ℓ1, ℓ2, ℓ3. If all three are defined over
Fq, then C contains 3q or 3q+1 points. If exactly one line, say ℓ1, is defined over Fq and
the other two are conjugate lines over a quadratic extension of Fq, then C contains either
q + 1 or q + 2 points depending on whether or not ℓ2 ∩ ℓ3 is on ℓ1.
So now assume that the cubic curve C : f1g2 − f2g1 = 0 splits in three lines, none of
which are defined over Fq. Then the curve splits into three conjugate lines over a cubic
extension of Fq, so it defines three lines ℓ1, ℓ2, ℓ3 in PG(2, q
3). Without loss of generality,
we have ℓ2 = ℓ
q
1, ℓ3 = ℓ
q2
1 . Note that in this case necessarily L1 6= L2. We denote the
intersection point of L1 and L2 by R.
It is clear that C always contains the point R. If ℓ1, ℓ2, ℓ3 would be non-concurrent,
then C would not contain any points of PG(2, q). So we may now assume that the lines
ℓ1, ℓ
q
1, ℓ
q2
1 are concurrent in R which implies that C has only the point R in PG(2, q).
We will now show that this implies that L1 ∩ C1 = {R} and L2 ∩ C2 = {R} which
then finishes the proof. Note that a point of PG(2, q) that lies on both L1 and C1 also
lies on C. Similary, any intersection point of L2 and C2 is contained in C.
Since C splits in three conjugate lines, we see that L1 does not lie on C1. Since C1
is quadratic, either the intersection points of L1 and C1 are points of PG(2, q) or of a
quadratic extension. Since all points of C are contained in PG(2, q3) and PG(2, q3) does
not contain a subplane defined over Fq2 , we find that L1 meets C1 in 2 (possibly coinciding)
points of PG(2, q). Since C has only the point R in PG(2, q), we find that C1 is tangent
to L1 in the point R. The same reasoning for L2 and C2 shows that L2 ∩ C2 = {R}.
1.5 Linear sets of rank at most 4 in PG(1, q5)
The possible weight distributions for linear sets of rank 2, 3, 4 are easy to determine when
taking Remark 1.1 into account. We provide the list here for completeness. Note that
we allow the possibility that the linear set contains exactly one point while the main
theorem, Theorems 1.4, 1.5,1.6 and Result 1.9 exclude that trivial case. Also note that a
linear set of rank > t in PG(1, qt) is necessarily the full line so we will not deal with that
case in the paper.
Result 1.13. Let S be a linear set of rank k in PG(1, qt), k ≤ t.
• If k = 1, then S contains a unique point of weight 1, so |S| = 1.
• If k = 2, then S contains:
– a unique point of weight 2, |S| = 1 or
– q + 1 points of weight 1, so |S| = q + 1.
• if k = 3, then S contains:
– a unique point of weight 3, so |S| = 1, or
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– a unique point of weight 2 and q2 points of weight 1, so |S| = q2 + 1, or
– q2 + q + 1 points of weight 1, so |S| = q2 + q + 1.
• (See [6, Lemma 10].) If k = 4, then S contains:
– a unique point of weight 4, so |S| = 1, or
– a unique point of weight 3 and q3 points of weight 1, so |S| = q3 + 1 or
– one point of weight 2 and q3 + q2 points of weight 1, so |S| = q3 + q2 + 1, or
– two points of weight 2 and q3+q2−q−1 points of weight 1, so |S| = q3+q2−q+1,
or
– (q + 1) points of weight 2 and q3 − q points of weight 1, so |S| = q3 + 1, or
– q2 + 1 points of weight 2 and no other points. In this case, S ∼= PG(1, q2) and
t is even.
2 The intersection of a subspace with the set Ω2
2.1 The intersection of a line with Ω2
Theorem 2.1. If L is a line of PG(4, q5), disjoint from the subgeometry Σ ∼= PG(4, q),
then L meets Ω2 in 0, 1, 2, q + 1 or q
2 + q + 1 points.
Furthermore, if L is a line containing q+1 points of Ω2, then the span of the extended
lines meets Σ in a hyperplane of Σ. If L is a line containing q2+ q+1 points of Ω2, then
there is a plane through L that meets Σ in a plane of Σ.
Proof. Let L be a line, disjoint from Σ and meeting Ω2 in at least 3 points, say P1, P2, P3.
Denote the line of Σ whose extension contains Pi by ℓi, i = 1, 2, 3.
Case 1: Suppose that the three lines ℓ1, ℓ2, ℓ3 are not mutually disjoint.
Without loss of generality we suppose that ℓ1 and ℓ2 have a point r in common. All the
extended lines of the lines in the plane 〈ℓ1, ℓ2〉 of Σ then meet L in a point of Ω2, and all
these q2 + q + 1 points are distinct.
If ℓ3 is disjoint from the plane 〈ℓ1, ℓ2〉, then L lies in Ξ1, the extension of the plane
〈ℓ1, ℓ2〉 and in Ξ2, the extension of the 3-space 〈ℓ1, ℓ3〉. Since ℓ3 is disjoint from 〈ℓ1, ℓ2〉, Ξ1
is not contained in Ξ2. But this forces L to be the intersection line of Ξ1 and Ξ2, which in
turn means that L meets Σ in ℓ1, a contradiction. This implies that ℓ3 and 〈ℓ1, ℓ2〉 have
at least one point in common, say s. It follows that the plane 〈r, L〉 is the same plane as
the plane 〈s, L〉, and hence, that ℓ3 lies in the plane 〈ℓ1, ℓ2〉. This shows that there are
no points of Ω2 on L that do not lie on an extended line of the plane 〈ℓ1, ℓ2〉.
Case 2: Suppose that the three lines ℓ1, ℓ2, ℓ3 are mutually disjoint. Suppose
first that 〈ℓ1, ℓ2〉 6= 〈ℓ1, ℓ3〉. Then, the three-spaces 〈ℓ1, ℓ2〉 and 〈ℓ1, ℓ3〉 meet in a plane,
say π. It follows that L is contained in the extension of π, and consequently, that each
of the q2 + q + 1 lines of π extends to a line meeting L in a rank 2 point. This is a
contradiction as we have seen in Case 1 that it is impossible that L lies in the extension
of a plane and contains points of rank 2 not arising from extended lines of that plane.
This implies that 〈ℓ1, ℓ2〉 = 〈ℓ1, ℓ3〉. Let Li be the extension of ℓi. Consider the q + 1
lines of Σ intersecting each of the lines ℓ1, ℓ2 and ℓ3 in a point (this is the opposite regulus
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defined by these three lines of Σ). These q+1 lines extend to q+1 lines of PG(4, q5). Let
M1,M2,M3 be three of these extended lines and consider the regulus in PG(4, q
5) defined
by M1,M2,M3, say R. The lines L1, L2, L3 are then contained in the opposite regulus
Ropp. Since L meets L1, L2, L3 each in a point, we know that L belongs to R. Let ℓ4 be
a line of the regulus defined by ℓ1, ℓ2, ℓ3 in Σ and let L4 be its extension line. Since L4
meets M1,M2,M3, we find that L4 belongs to Ropp. Since L is a line of R, we find that
L meets with L4. This intersection point is a rank 2 point, so we find q+1 rank 2 points
on L arising from extended lines of the regulus in Σ through ℓ1, ℓ2, ℓ3.
Suppose now to the contrary that there is an additional point of rank 2 on L, lying
on the extension of a line m. The line L is contained in the extension of the three-space
〈ℓ1, ℓ2〉. Since Σ is 4-dimensional, this forces m to be contained in this 3-space. We know
from the arguments above that m is disjoint from the q+1 lines of the regulus determined
in Σ by ℓ1, ℓ2, ℓ3. Repeating the reasoning above with the lines ℓ1, ℓ2, m creates q−2 extra
points of rank 2 on the extension of q−2 lines in 〈ℓ1, ℓ2〉 and it is clear that we can repeat
this proces for m together with any two lines of the regulus through ℓ1, ℓ2, ℓ3 until we
have found a spread of q2 + 1 lines each of which extends to a line meeting L in a point
of rank 2. The spread is closed under taking reguli, and hence, is a regular spread. This
implies that the set of q2+1 points on L form an Fq2-subline (see e.g. [11, Theorem 1.5]),
which is impossible since Fq5 does not have Fq2 as a subfield.
2.2 The type of a point of rank 2
2.2.1 The notation P = Q1 + γQ2
Let P be a point of Ω2, where, as before, Ω2 is the set of points lying on extended line of
a subgeometry Σ ∼= PG(4, q) in PG(4, q5). Then P lies on a unique extended line L of Σ.
Let Q1 and Q2 be two points of L ∩ Σ. Let Σ be the canonical subgeometry defined by
the points whose homogeneous coordinates belong to Fkq up to an Fq5-multiple. Hence,
coordinates of a point of Σ are of the form α(x0, . . . , xh) where xi ∈ Fq and α ∈ F∗q5.
From now on, when we take coordinates for a point of Σ, we choose α ∈ Fq,
i.e. take a vector with entries in Fq.
The coordinates of P can be written as a linear combination of the coordinates of the
points Q1 and Q2, where we can take the coefficient of this linear combination in Q1 to
be 1. We abuse notation to write this as P = Q1 + γQ2 for some γ ∈ Fq5 .
It should be clear that, given points Q1 and Q2, the value of γ is only determined up
to Fq-multiple. Moreover, given P on an extended line L, the points Q1 and Q2 are not
uniquely determined. But we will show in the next lemma that the set of γ′0s for which
P = Q′1 + γ0Q
′
2, where Q
′
1 and Q
′
2 are coordinates of points of Σ from Fq, can easily be
determined.
Lemma 2.2. Let P be a point of rank 2 such that P has coordinates Q1 + γQ2 and
Q′1 + γ
′Q′2 where Q1, Q2, Q
′
1 and Q
′
2 are coordinates of points of Σ, taken in F
k
q . Then
γ, γ′ ∈ Fq5 \ Fq and there exist a, b, c, d ∈ Fq with ad− bc 6= 0 such that
γ′ =
aγ + b
cγ + d
.
Vice versa, if P = Q′1+ γ
′Q′2 with γ
′ = aγ+b
cγ+d
with ad− bc 6= 0, then P = Q1+ γQ2 for
some coordinates Q1, Q2 of points in Σ.
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Proof. Since P has rank 2, it does not lie in Σ by definition. Hence, γ and γ′ do not
belong to Fq. Furthermore, if P would lie on two different extended lines of Σ, then P
would be the intersection point of those to lines which lies in Σ. Hence, Q′1 and Q
′
2 are
a linear combination of Q1 and Q2. Since Q1, Q2, Q
′
1, Q
′
2 are vectors over Fq, this linear
combination has entries in Fq. So we can write Q1 = dQ
′
1 + bQ
′
2 and Q2 = cQ
′
1 + aQ
′
2
for some a, b, c, d in Fq with ad − bc 6= 0. From Q1 + γQ2 = Q′1 + γ′Q′2 then follows that
dQ′1 + bQ
′
2 + γ(cQ
′
1 + aQ
′
2) = Q
′
1 + γ
′Q′2. This implies that (d+ cγ)Q
′
1 + (b+ aγ)Q
′
2 are
coordinates for P . Dividing by (d + cγ) then yields that γ′ = b+aγ
d+cγ
as required. Vice
versa, if P = Q′1 + γ
′Q′2 with γ
′ = aγ+b
cγ+d
, then P = Q1 + γQ2 with Q1 = dQ
′
1 + bQ
′
2 and
Q2 = cQ
′
1 + aQ
′
2.
Consider a matrix A =
(
d b
c a
)
with
∣∣∣∣d bc a
∣∣∣∣ 6= 0. Then A induces an element of
PGL(2, q) acting by left multiplication on the points of PG(1, q5) whose homogeneous
coordinates are taken as column vectors. More specifically, A induces a mapping from
the point (1, γ) to (1, γ′), where γ′ = aγ+b
cγ+d
. We see that the different values for γ′ found in
the previous lemma correspond to the orbit of the action of PGL(2, q) on the point (1, γ).
Furthermore, there are q5− q elements γ ∈ Fq5 \Fq and each such element determines an
orbit of length q(q2 − 1). This means that there are precisely q2 + 1 different orbits on
the elements of Fq5 \ Fq. We call these orbits on field elements G-orbits.
If there is a γ such that P = Q1+γQ2, then we say that P has type G(γ), where G(γ)
is the G-orbit containing γ. By the lemma above, the type of P is well-defined. We will
see in Theorem 2.4 that a line, disjoint from Σ, through two rank 2 points of the same
type is either a (q + 1)-secant or a (q2 + q + 1)-secant.
We start by giving an alternative interpretation to the elements of F∗
q5
lying in the
same G-orbit.
Lemma 2.3. Let γ, γ′ be two elements in Fq5 \ Fq then G(γ) = G(γ′) if and only if
dim〈1, γ, γ′, γγ′〉q ≤ 3 .
Here, dim〈1, γ, γ′, γγ′〉q denotes the (vector) dimension of the Fq-vector space spanned by
the elements 1, γ, γ′, γγ′ in Fq5 seen as a 5-dimensional vector space over Fq.
Proof. Suppose that G(γ) = G(γ′), then γ′ = aγ+b
cγ+d
for some a, b, c, d ∈ Fq with ad 6= bc.
It follows that
(cγ + d)γ′ = aγ + b,
and hence that
b+ aγ − dγ′ − cγγ′ = 0.
We see that {1, γ, γ′, γγ′} is a dependent set over Fq, and hence, dim〈1, γ, γ′, γγ′〉q ≤ 3.
Vice versa, if dim〈1, γ, γ′, γγ′〉q ≤ 3, there is a non-trivial linear combination say
b+ aγ − dγ′ − cγγ′ = 0 for some a, b, c, d ∈ Fq, not all zero.
If follows that γ′ = aγ+b
cγ+d
. Now ad 6= bc since γ′ /∈ Fq. It follows that G(γ) = G(γ′).
Theorem 2.4. Let L be a line of PG(4, q5) that contains two points of rank 2, say
P1 = Q1 + γQ2 and P2 = Q3 + γ
′Q4 and suppose that dim〈Q1, Q2, Q3, Q4〉 = 3. Then
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1. L is disjoint from Σ,
2. L is a (q + 1)-secant to Ω2 if and only if G(γ) = G(γ
′),
3. the q + 1 points of rank 2 on a (q + 1)-secant all have the same type and form an
Fq-subline.
Proof. Let P1 = Q1 + γQ2 and P2 = Q3 + γ
′Q4, where Qi are coordinates of points of Σ,
normalised as before to have entries in Fq. From Lemma 2.1, we know that L is either a
(q + 1)-secant or a 2-secant. So suppose that L contains a point R of Ω2, different from
P1 and P2. Then R can be written as ξ1(Q1 + γQ2) + ξ2(Q3 + γ
′Q4) for some ξ1, ξ2 in
F
∗
q5
since it lies on the line through P1 and P2. Since R is in Ω2, and by Lemma 2.1, the
extended lines through points of rank 2 on a (q + 1)-secant all lie in a 3-space we can
write it as
(λ1Q1 + λ2Q2 + λ3Q3 + λ4Q4) + ξ3(µ1Q1 + µ2Q2 + µ3Q3 + µ4Q4)
for some (λ1, λ2, λ3, λ4), (µ1, µ2, µ3, µ4) ∈ (F4q)∗, and with (λ1, λ2, λ3, λ4) 6= s(µ1, µ2, µ3, µ4)
for every s ∈ Fq. It follows that the following system of equations in ξ1, ξ2 and ξ3 must
have a solution: 

ξ1 = λ1 + µ1ξ3
γξ1 = λ2 + µ2ξ3
ξ2 = λ3 + µ3ξ3
γ′ξ2 = λ4 + µ4ξ3
. (1)
Eliminating ξ1 from the first two equations, ξ2 from the final two and ξ3 from the two
remaining equations, we see that, if there is a solution, we have that
γ′ =
(λ1µ4 − λ4µ1)γ + (µ2λ4 − λ2µ4)
(λ1µ3 − λ3µ1)γ + (λ3µ2 − λ2µ3) .
We will now check that, if we have an admissible a solution, then
D =
∣∣∣∣λ1µ4 − λ4µ1 µ2λ4 − λ2µ4λ1µ3 − λ3µ1 λ3µ2 − λ2µ3
∣∣∣∣ 6= 0 ,
which then shows that γ and γ′ are of the same type. We see that D = (λ1µ2 −
λ2µ1)(λ3µ4 − λ4µ3). If the first factor would be zero, then the first two equations in
(1) would force γ to be in Fq. Similarly, the second factor is non-zero since γ
′ /∈ Fq.
Conversely, suppose that G(γ) = G(γ′), i.e. γ′ = aγ+b
cγ+d
for some a, b, c, d ∈ Fq with
ad − bc 6= 0. Consider Q′3 = dQ3 + bQ4 and Q′4 = cQ3 + aQ4 which are a points of Σ on
the line Q3Q4. Since P2 = Q3+
aγ+b
cγ+d
Q4, P2 also has coordinates (cγ+d)Q3+(aγ+b)Q4 =
Q′3 + γQ
′
4, and hence, P2 = Q
′
3 + γQ
′
4.
Now consider, for µ ∈ Fq, the point Rµ with coordinates Q1 + γQ2 + µ(Q′3 + γQ′4).
The point Rµ is clearly a point of L as its coordinates are a linear combination of the
coordinates of P1 and P2. Now Q1 + γQ2 + µ(Q
′
3 + γQ
′
4) = (Q1 + µQ
′
3) + γ(Q2 + µQ
′
4).
Since µ ∈ Fq, we see that (Q1 + µQ′3) determines a point of Σ, and similarly, Q2 + µQ′4
determines a point of Σ. Hence, Rµ is a point of rank 2 for all µ ∈ Fq. Furthermore,
since µ ∈ Fq, the q points {Rµ | µ ∈ Fq} form together with P2 an Fq-subline. So, we
have found (q + 1) points of rank 2 on L.
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Theorem 2.5. Let L be a (q2 + q + 1)-secant to Ω2, where L is disjoint from Σ. Then
there are q + 1 points of Ω2 ∩ L that have the same type, say t0, and the other q2 points
of Ω2 ∩ L have each a mutually different type, different from t0.
Proof. Recall from Lemma 2.1 that all points of rank 2 on the line L arise from extended
lines that lie in a plane π in Σ. We have seen that there are precisely q2 + 1 possible
types for a point of rank 2 on L. By the pigeonhole principle, there are two points, say
R1 and R2 that have the same type. This implies that there are points Q0, Q1 and Q2
in π, such that R1 = Q0 + γ1Q1 and R2 = Q0 + γ2Q2 where γ1 and γ2 are in the same
G-orbit. This implies that γ2 =
aγ1+b
cγ1+d
for some a, b, c, d ∈ Fq with ad − bc 6= 0. If b = 0,
then
− d
γ1
(Q0 + γ1Q1) +
a
γ2
(Q0 + γ2Q2) = cQ0 − dQ1 + aQ2 ,
hence L would not be disjoint from Σ. We conclude that b 6= 0. Write Q3 = (dQ0 + bQ2)
and Q4 = (cQ0 + aQ2), then R2 = Q3 + γ1Q4.
Consider a point R of rank 2 on L, different from R1, R2. Then R can be written as
ξ1(Q0 + γ1Q1) + ξ2(Q0 + (aγ1 + b)/(cγ1 + d)Q2) for some ξ1, ξ2 ∈ F∗q5. Moreover, since
R is a point of rank 2, it can be written as (λ0Q0 + λ1Q1) + γ(µ0Q0 + µ1Q2) for some
γ ∈ Fq5 \ Fq and some λ0, λ1, µ0, µ1 ∈ Fq. Note that λ1 6= 0 since R 6= R2 and µ1 6= 0
since R 6= R1. This gives rise to the following system in ξ1, ξ2 and γ:

ξ1 + ξ2 = λ0 + γµ0
γ1ξ1 = λ1
ξ2
(
aγ1+b
cγ1+d
)
= γµ1
.
It follows that
γ =
(aγ1 + b)(λ0γ1 − λ1)
γ1((µ1c− µ0a)γ1 + µ1d− µ0b) .
Now suppose that γ lies in the G-orbit of γ1. This implies that (as quadratic functions
of γ) the denominator and numerator have a common root. If γ1 = 0 is a common root,
then either λ1 = 0 or b = 0, a contradiction.
First suppose that a = 0. If λ0 = 0, then, in order for G(γ) to be G(γ
′), we need to
have that µ1c = 0. Since ac−bd 6= 0, we see that c 6= 0 and hence, µ1 = 0, a contradiction.
So λ0 6= 0. Expressing that λ1/λ0 is a root of µ1cγ1 + µ1d− µ0b yields that µ0µ1 = cλ1+dλ0bλ0 .
So for every of the q−1 values of λ1/λ0 ∈ F∗q, we find one value for µ0/µ1 such that λ1/λ0
is a root of µ1cγ + µ1d − µ0b, and hence, G(γ) = G(γ1). This shows that, together with
R1 and R2, there are precisely q + 1 points of rank 2 on R1R2 with the same type as R1.
Now suppose that a 6= 0. If γ1 = −b/a is the common root of the denominator
and the numerator, then (µ1c − µ0a)(−b/a) + µ1d − µ0b = 0, and hence, µ1 = 0, or
ad − bc = 0, a contradiction. This implies that, if G(γ1) = G(γ), then λ0 6= 0. Now, as
before, let λ1/λ0 be a fixed element in F
∗
q , different from −b/a. Then, expressing that
λ1/λ0 is a root of (µ1c − µ0a)γ + µ1d − µ0b yields that µ0µ1 = λ1c+dλ0bλ0+aλ1 . So for every of
the q − 1 values of λ1/λ0 ∈ F∗q, we find one value for µ0/µ1 such that λ1/λ0 is a root of
(µ1c− µ0a)γ + µ1d − µ0b, and hence, G(γ) = G(γ1). This shows that, together with R1
and R2, there are precisely q + 1 points of rank 2 on R1R2 with the same type as R1.
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Recall that there are q2 other points of rank 2 on L, and that there are precisely q2+1
different types of rank 2 points. We claim that all q2 types that are different from G(γ1),
appear exactly once amongst these q2 points of rank 2.
We have seen above that all the rank 2 points on R1R2 that do not have type G(γ1)
have type γ of the form
(aγ1 + b)(λ0γ1 − λ1)
γ1((µ1c− µ0a)γ1 + µ1d− µ0b)
for some (λ0, λ1, µ0, µ1) such that the denominator and numerator do not have a
common factor. Now suppose that two points with type γ as above are in the same
orbit, Then there are A,B,C,D with AD − BC 6= 0 and (λ′0, λ′1, µ′0, µ′1) such that the
denominator and numerator do not have a common factor such that
(aγ1 + b)(λ0γ1 − λ1)
γ1((µ1c− µ0a)γ1 + µ1d− µ0b) =
A
(aγ1+b)(λ′0γ1−λ
′
1
)
γ1((µ′1c−µ
′
0
a)γ1+µ′1d−µ
′
0
b)
− B
C
(aγ1+b)(λ′0γ1−λ
′
1
)
γ1((µ′1c−µ
′
0
a)γ1+µ′1d−µ
′
0
b)
−D
.
It follows that
(aγ1 + b)(λ0γ1 − λ1)
γ1((µ1c− µ0a)γ1 + µ1d− µ0b)
=
A(aγ1 + b)(λ
′
0γ1 − λ′1)−Bγ1((µ′1c− µ′0a)γ1 + µ′1d− µ′0b)
C(aγ1 + b)(λ′0γ1 − λ′1)−Dγ1((µ′1c− µ′0a)γ1 + µ′1d− µ′0b)
,
and
(aγ1 + b)(λ0γ1 − λ1)(C(aγ1 + b)(λ′0γ1 − λ′1)−Dγ1((µ′1c− µ′0a)γ1 + µ′1d− µ′0b)) =
(A(aγ1+ b)(λ
′
0γ1−λ′1)−Bγ1((µ′1c−µ′0a)γ1+µ′1d−µ′0b))γ1((µ1c−µ0a)γ1+µ1d−µ0b) .
Since γ1 ∈ Fq5 \ Fq, it follows that the expressions on the right and left hand side,
as polynomials in γ1 with coeffients in Fq have to coincide. In particular, we see that
(aγ1 + b) divides the left hand side, and since γ1((µ1c − µ0a)γ1 + µ1d − µ0b) is not a
multiple of (aγ1 + b), and γ1((µ1c− µ0a)γ1 + µ1d− µ0b) is not a multiple of (aγ1 + b) we
find that B = 0. Similarly, we see that γ1 divides the right hand side, and hence, also
the left hand side. Since γ1 is not a divisor of (aγ1 + b)(λ
′
0γ1 − λ′1), we have that C = 0.
This implies that if two rank 2 points, say R3, R4 on R1R2 have a type, differ-
ent from γ1, are in the same G-orbit then they have exactly the same expression for
γ (up to a scalar multiple). Going back to our expression for γ, we find that there
are λ0, λ1, µ0, µ1, λ
′
0, λ
′
1, µ
′
0, µ
′
1 such that R3 = (λ0Q0 + λ1Q1) + γ(µ0Q0 + µ1Q2) and
R4 = (λ
′
0Q0 + λ
′
1Q1) + γ(µ
′
0Q0 + µ
′
1Q2) with
γ =
(aγ1 + b)(λ0γ1 − λ1)
γ1((µ1c− µ0a)γ1 + µ1d− µ0b) =
(aγ1 + b)(λ
′
0γ1 − λ′1)
γ1((µ
′
1c− µ′0a)γ1 + µ′1d− µ′0b)
,
and hence,
λ0γ1 − λ1
(µ1c− µ0a)γ1 + µ1d− µ0b =
λ′0γ1 − λ′1
(µ′1c− µ′0a)γ1 + µ′1d− µ′0b
.
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We claim that λ0 = zλ
′
0, λ1 = zλ
′
1, µ0 = zµ0 and µ1 = zµ
′
1 for some z, and hence,
R3 = R4 which finishes the proof. Suppose that λ0 = zλ
′
0, λ1 = zλ
′
1, then it follows that
c(µ1−µ′1z) = a(µ0−zµ′0) and d(µ1−µ′1z) = b(µ0−zµ′0). If (µ0−zµ′0) 6= 0, then it follows
from b 6= 0 that that (µ1 − µ′1z) 6= 0, and it follows that ad − bc = 0, a contradiction.
Hence, we have that if λ0 = zλ
′
0, λ1 = zλ
′
1, µ0 = zµ
′
0 and µ1 = zµ
′
1.
We see that for all φ1, φ2 ∈ Fq the point
φ1R3 + φ2R4 = φ1((λ0Q0 + λ1Q1) + γ(µ0Q0 + µ1Q2))
+ φ2((λ
′
0Q0 + λ
′
1Q1) + γ(µ
′
0Q0 + µ
′
1Q2))
= (φ1λ0 + φ2λ
′
0)Q0 + (φ1λ1 + φ2λ
′
1)Q1
+ γ((φ1µ0 + φ2µ
′
0)Q0 + (φ1µ1 + φ2µ
′
1)Q2) ,
is a point of rank 2 with type γ. Now if it is not true that λ0 = zλ
′
0, λ1 = zλ
′
1 for some z,
then we can choose φ1, φ2 such that φ1λ1 + φ2λ
′
1 = 0 and φ1λ0 + φ2λ
′
0 6= 0, but then we
find that the point φ1R3 + φ2R4 lies on Q0Q2, so φ1R3 + φ2R4 = R2 and has type G(γ),
a contradiction since R2 has type G(γ1) 6= G(γ).
2.3 The intersection of a plane with Ω2
Lemma 2.6. Let Π be a plane, disjoint from Σ and suppose that there are two (q2+q+1)-
secants, say L1 and L2 to Ω2 in Π. Then there is a 3-space of Σ whose extension contains
Π. Furthermore, Π contains (q2 + 1)(q2 + q + 1) points of rank 2.
Proof. From Theorem 2.1 we know that there are two planes, say π1 and π2 of Σ whose
extensions, say Π1 and Π2 meet Π in L1 and L2 respectively. Now L1, L2 intersect in
a point P of Π and since Σ is 4-dimensional, π1 and π2 have (at least) a point of Σ in
common, necessarily different from P . It follows that Π1 and Π2 have a line in common,
and hence, they span a 3-dimensional space Ξ. It follows that π1 and π2 intersect in a line,
and that Π is contained in Ξ which is the extension of the 3-space 〈π1, π2〉. It follows that
every line of 〈π1, π2〉 intersects Π which shows that there are at least (q2 + 1)(q2 + q + 1)
points of rank 2 in Π. Suppose to the contrary that there is a point R of rank 2 in
Π that lies on the extension of the line ℓ in Σ such that ℓ is not contained in 〈π1, π2〉.
Since ℓ intersects 〈π1, π2〉 it follows that Σ is contained in the 3-dimensional space Ξ, a
contradiction since Σ is a 4-dimensional space.
Remark 2.7. Suppose that Π is a plane as in Lemma 2.6 above. We will see in Subsection
3.1 that the linear set obtained from projecting Σ from Π has a point of weight 4, and
hence, is a 4-club.
Lemma 2.8. Let Π be a plane, disjoint from Σ and suppose that there is a unique
(q2 + q + 1)-secant L to Ω2 in Π. Then the following hold.
1. If there is a (q + 1)-secant M to Ω2 in Π, then L and M meet in a point of Ω2,
2. If there is a (q + 1)-secant M to Ω2 in Π, then every point of rank 2 that is not on
L has the same type as the point L ∩M .
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Proof. We know from Theorem 2.1 that the points of rank 2 on L arise from extended
lines in a plane π of Σ, and that the points of rank 2 on M arise from q + 1 lines of Σ,
contained in a 3-space, say µ, of Σ. Since Σ is 4-dimensional, π ∩ µ meet either in the
plane π or in a line of the plane π. Suppose that µ contains π. Then Π is contained in the
extension of the 3-space µ. But then every plane of µ extends to a plane meeting Π in a
(q2+q+1)-secant, contradicting our assumption that there is a unique (q2+q+1)-secant
to Ω2 in Π. Hence, π ∩ µ is a line ℓ. The extension of the line ℓ meets L in a point of
rank 2 that also lies on the line M , proving our first statement.
Now suppose that there is a (q + 1)-secant, say M , to Ω2, then by the first part, we
know that L and M meet in a point of rank 2, say P1. The points of rank 2 on M all
have the same type by Theorem 2.4, say G(γ). Let P3 be a rank 2 point on M different
from P1. As before, let π be the plane of Σ whose extension meets Π in the line L,
and µ be the 3-space generated by the lines of Σ giving rise to the points on M . Using
Lemma 2.2 and Theorem 2.4 we can take four points Q1, Q2, Q4, Q5 spanning µ such that
P1 = Q1 + γQ2 and P3 = Q4 + γQ5. Let Q3 be a point in π \ Q1Q2. Using Theorem
2.1 there is a γ′ ∈ Fq5 such that P2 = Q1 + γ′Q3 is a point on L. Now consider a point
P4 of rank 2 in Π not on L. This point can be written as ξ1P1 + ξ2P2 + ξ3P3 and as
(λ1Q1 + λ2Q2 + λ3Q3 + λ4Q4) + γ
′′(µ1Q1 + µ2Q2 + µ3Q3 + µ5Q5) for some ξ1, ξ2, ξ3 ∈ Fq5
and γ′′ ∈ Fq5 \ Fq. Note that ξ3 6= 0 since P4 is not on L. It follows that ξ3 = λ4 and
ξ3γ = µ5γ
′′. Note that µ5 6= 0 since ξ3 6= 0. Hence, γ′′ = λ4µ5γ, so G(γ) = G(γ′′).
3 Linear sets containing a point of weight at least 3
3.1 Linear sets containing a point of weight 4
Let S be a linear set or rank 5 containing a point of weight 4. By Result 1.9, we know
that S corresponds to the projection of Σ from a plane Π such that there is a 3-space µ
of Σ whose extension contains Π. Let R be the point of weight 4, then no point of Σ \ µ
gets projected onto R since that would imply that Σ itself gets projected onto the single
point R. Moreover, if the projection of two different points of Σ \ µ would coincide, then
the line through those points would need to be disjoint from µ, a contradiction since µ
is a hyperplane of Σ. Hence, the linear set has size precisely q4 + 1. As seen before,
this linear set is called a 4-club. It is well-known (see e.g. [2, Theorem 2.3]) that S is
projectively equivalent to the set{
(x,Tr(x))|x ∈ F∗q5
}
.
3.2 Linear sets containing a point of weight 3
It is easy to see (e.g. using Remark 1.1) that if an Fq-linear set S of rank 5 in PG(1, q
5)
contains a point of weight 3, it cannot contain any point of weight 4 nor any additional
point of weight 3.
Theorem 3.1. Consider an Fq-linear set S of rank 5 in PG(1, q5). If S contains a point
of weight 3, then there are exactly 0, q or q2 points in S of weight 2.
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Proof. Since S contains a point of weight 3, by Result 1.9, we know that S corresponds
to the projection of Σ from a plane Π such that there is a plane of Σ whose extension
meets Π in a line, which then is a (q2 + q + 1)-secant L to Ω2. It is clear that there is a
unique such plane, and hence, that L is the only (q2 + q + 1)-secant in Π. By Theorem
2.5, we know that there are q + 1 points of L ∩ Ω2 with the same type, say t0 and all
q2 other points of L ∩ Ω2 have a mutually different type. Recall that there are precisely
q2 + 1 different types.
Now assume that there is a rank 2 point P in Π, not on L. Let t be the type of P .
For every point Q of L ∩ Ω2 with type t, by Theorem 2.4, the line through Q and P is a
(q + 1)-secant to Ω2, all of whose points have type t.
Suppose first that Q is the unique point of type t on L and that there is a point R of
rank 2 in Π that does not lie on L nor on the line PQ. By Lemma 2.8, R has the same
type as P , which implies that PR is a (q+1)-secant which then would meet L in a point
of type t, different from Q, a contradiction. We conclude that in this case, S has one
point of weight 3 and precisely q of weight 2.
Suppose now that there are (q+1) points of type t on L, then we find q+1 concurrent
(q + 1)-secants to Ω2 through P . Using the same reasoning as above we find that there
cannot be additional points of rank 2 in Π because they would give rise to an extra
(q + 1)-secant meeting L in a rank 2 point of type t. So we find that S has one point of
weight 3 and precisely q2 of weight 2.
Remark 3.2. The proof of Theorem 3.1 also shows us how to construct linear sets of rank
5 with one point of weight 3 and precisely q or q2 points of weight 2. LetQ0, Q1, Q2, Q3, Q4
be five points spanning Σ and consider the points P1 = Q0 + αQ1, P2 = Q0 +
1
α
Q2,
α ∈ Fq5 \Fq. If P3 = Q3+αQ4, then the projection of Σ from Π = 〈P1, P2, P3〉 is a linear
set of rank 5 with one point of weight 3 and q2 points of weight 2. If P ′3 = Q3 + βQ4,
with G(β) 6= G(α), then the projection of Σ from Π = 〈P1, P2, P ′3〉 is a linear set of rank
5 with one point of weight 3 and q points of weight 2. In [2], we constructed a family
of (h − 2)-clubs of rank h in PG(1, qh) which shows that one can always construct an
Fq-linear set of rank 5 with one point of weight 3 an all others of weight one (i.e. a 3-club)
in PG(1, q5).
4 Linear sets with only points of weight 1 and 2
4.1 There is a (q + 1)-secant to Ω2
Lemma 4.1. Let Π be a plane, disjoint from Σ. Suppose that there are no (q2 + q + 1)-
secants to Ω2 in Π. Then it is impossible for Π to contain two (q+1)-secants intersecting
in a point of Ω2.
Proof. By our assumption, the two (q+1)-secants, say L andM , intersect in a point R of
rank 2. It follows from Theorem 2.4 that all points of Ω2 on these two (q+1)-secants have
the same type, and both of them correspond to a hyperplane, say πL, πM of Σ containing
q+1 lines extending to the points of Ω2 on L andM . By Lemma 2.2, it follows that we can
find four points, say P1, P2, P3, P4 spanning πL, and a point P5 ∈ πM \ πL, and elements
λ1, λ2, λ3, λ4, λ5 ∈ Fq and γ ∈ Fq5 \ Fq such that R = P3 + γP4, R′ = P1 + γP2 ∈ L, and
Q = γP5 + (λ1P1 + λ2P2 + λ3P3 + λ4P4 + λ5P5) ∈M .
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We claim that we can always find a plane of Σ extending to a plane meeting Π in a
line and hence, we have a (q2 + q+ 1)-secant to Ω2 in Π. For this it is sufficient to find a
point in Σ on two different lines that extend to lines meeting Π. We distinguish between
two cases.
If (λ2 + λ1λ5, λ4 + λ3λ5) = (0, 0), then the point
P = −λ5P5 + (λ1P1 + λ2P2 + λ3P3 + λ4P4 + λ5P5)
= λ1(P1 − λ5P2) + λ3(P3 − λ5P4)
= (λ1P1 + λ3P3)− λ5(λ1P2 + λ3P4)
lies on the line through λ1P1 + λ3P3 and λ1P2+ λ3P4 containing the point λ1R
′+ λ3R of
Ω2. Furthermore, P also lies on the line through λ1P1 + λ2P2 + λ3P3 + λ4P4 + λ5P5 and
P5 containing the point Q of Ω2.
If (λ2 + λ1λ5, λ4 + λ3λ5) 6= (0, 0), then the point
P ′ = (λ2 + λ1λ5)P1 + (λ4 + λ3λ5)P3
lies on the line through P ′ and (λ2 + λ1λ5)P2 + (λ4 + λ3λ5)P4 containing the point
(λ2 + λ1λ5)R
′ + (λ4 + λ3λ5)R of Ω2. Furthermore, it is easy to check that P
′ also lies on
the line through P ′ and P5 − λ1P2 − λ3P4 containing the point
P ′+γ(γ+λ5)(λ1P2+λ3P4−P5) = (λ2+λ1(γ+λ5))R′+(λ4+λ3(γ+λ5))R−γQ ∈ Π∩Ω2 .
Lemma 4.2. Let Σ be a PG(4, q) embedded in PG(4, q5) and let Ω2 be the set of its rank
2 points. If Π is a plane disjoint from Σ that does not contain a (q2 + q + 1)-secant to
Ω2, then it contains at most one (q + 1)-secant to Ω2.
Proof. We may assume that the point set of Σ is {(x1, . . . , x5) | xi ∈ Fq, (x1, . . . , x5) 6=
(0, . . . , 0)}. Suppose that ℓ and m are two (q + 1)-secants to Ω2, with ℓ and m lines in
Π. Let S be the intersection point of ℓ and m. From Lemma 4.1 it follows that S /∈ Ω2.
By Lemma 2.4 there are γ, γ′ ∈ Fq5 \Fq and points Q1, Q2, Q3, Q4, Q′1, Q′2, Q′3, Q′4 ∈ Σ
with dim 〈Q1, Q2, Q3, Q4〉 = 3 = dim 〈Q′1, Q′2, Q′3, Q′4〉 such that P1 = Q1 + γQ2 and
P2 = Q3 + γQ4 are points on ℓ, and P
′
1 = Q
′
1 + γ
′Q′2 and P
′
2 = Q
′
3 + γ
′Q′4 are points
on m. Note that P1, P2, P
′
1 and P
′
2 are points on Ω2. If the solids 〈Q1, Q2, Q3, Q4〉
and 〈Q′1, Q′2, Q′3, Q′4〉 would coincide, Π would be contained in the extension of this 3-
space so any plane of 〈Q1, Q2, Q3, Q4〉 would give rise to a (q2 + q + 1)-secant in Ω2,
a contradiction. So at least one of the points Q′i is not contained in 〈Q1, Q2, Q3, Q4〉.
Without loss of generality, and by redefining γ′, we may assume Q′2 /∈ 〈Q1, Q2, Q3, Q4〉
and Q′1 ∈ 〈Q1, Q2, Q3, Q4〉.
Again without loss of generality, we can choose a basis for the underlying vector space
such that Q1 = (1, 0, 0, 0, 0), Q2 = (0, 1, 0, 0, 0), Q3 = (0, 0, 1, 0, 0), Q4 = (0, 0, 0, 1, 0) and
Q′2 = (0, 0, 0, 0, 1). There are λi ∈ Fq, with i = 1, . . . 4 and µi, νi ∈ Fq, with i = 1, . . . , 5,
such that Q′1 = (λ1, λ2, λ3, λ4, 0), Q
′
3 = (µ1, µ2, µ3, µ4, µ5) and Q
′
4 = (ν1, ν2, ν3, ν4, ν5). It
follows that
P1 = (1, γ, 0, 0, 0) P2 = (0, 0, 1, γ, 0)
P ′1 = (λ1, λ2, λ3, λ4, γ
′) P ′2 = (µ1 + ν1γ
′, µ2 + ν2γ
′, µ3 + ν3γ
′, µ4 + ν4γ
′, µ5 + ν5γ
′)
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Now, we calculate the coordinates of the point S. We know there must α1, α2, β1 ∈ F∗q5
such that α1P1 + α2P2 = β1P
′
1 + P
′
2. We find the following system of equations (one
equation for each coordinate):

α1 = λ1β1 + µ1 + ν1γ
′
α1γ = λ2β1 + µ2 + ν2γ
′
α2 = λ3β1 + µ3 + ν3γ
′
α2γ = λ4β1 + µ4 + ν4γ
′
0 = β1γ
′ + µ5 + ν5γ
′
⇔


β1 = −µ5+ν5γ′γ′
α1 = −λ1 µ5+ν5γ′γ′ + µ1 + ν1γ′
α2 = −λ3 µ5+ν5γ′γ′ + µ3 + ν3γ′
α1γ = −λ2 µ5+ν5γ′γ′ + µ2 + ν2γ′
α2γ = −λ4 µ5+ν5γ′γ′ + µ4 + ν4γ′
. (2)
Note that γ′ 6= 0 since γ′ /∈ Fq. The system of equations in (2) has a solution in α1, α2, β1
if γ, γ′ and λi, µi, νi ∈ Fq, with i = 1, . . . , 5, fulfil

(
−λ1 µ5+ν5γ′γ′ + µ1 + ν1γ′
)
γ = −λ2 µ5+ν5γ′γ′ + µ2 + ν2γ′(
−λ3 µ5+ν5γ′γ′ + µ3 + ν3γ′
)
γ = −λ4 µ5+ν5γ′γ′ + µ4 + ν4γ′
⇔
{
(ν1γ
′2 + (µ1 − λ1ν5) γ′ − µ5λ1) γ = ν2γ′2 + (µ2 − λ2ν5) γ′ − µ5λ2
(ν3γ
′2 + (µ3 − λ3ν5) γ′ − µ5λ3) γ = ν4γ′2 + (µ4 − λ4ν5) γ′ − µ5λ4
, (3)
which can only be the case if(
ν1γ
′2 + (µ1 − λ1ν5) γ′ − µ5λ1
) (
ν4γ
′2 + (µ4 − λ4ν5) γ′ − µ5λ4
)
=
(
ν2γ
′2 + (µ2 − λ2ν5) γ′ − µ5λ2
) (
ν3γ
′2 + (µ3 − λ3ν5) γ′ − µ5λ3
)
,
which is equivalent with
0 = [ν1ν4 − ν2ν3] γ′4 + [µ4ν1 + µ1ν4 − µ2ν3 − µ3ν2 + ν5 (λ2ν3 + λ3ν2 − λ1ν4 − λ4ν1)] γ′3
+
[
µ1µ4 − µ2µ3 + ν5 (λ2µ3 + λ3µ2 − λ1µ4 − λ4µ1) + ν25 (λ1λ4 − λ2λ3)
+µ5 (λ2ν3 + λ3ν2 − λ1ν4 − λ4ν1)] γ′2 + [µ5 (λ2µ3 + λ3µ2 − λ1µ4 − λ4µ1)
+2µ5ν5 (λ1λ4 − λ2λ3)] γ′ + µ25 (λ1λ4 − λ2λ3) .
However, as {1, γ′, γ′2, γ′3, γ′4} is a linearly independent set over Fq, we have that all
coefficients in the right hand side of the previous expression equal zero. In particular, we
have
0 = ν1ν4 − ν2ν3 , (4)
0 = µ4ν1 + µ1ν4 − µ2ν3 − µ3ν2 + ν5 (λ2ν3 + λ3ν2 − λ1ν4 − λ4ν1) . (5)
Now, subtracting ν1 times the second equation in (3) from ν3 times the first, and using
(4), we find
0 = (µ1ν3 − µ3ν1 + ν5 (λ3ν1 − λ1ν3)) γγ′ + µ5 (λ3ν1 − λ1ν3) γ
+ (µ4ν1 − µ2ν3 + ν5 (λ2ν3 − λ4ν1)) γ′ + µ5 (λ2ν3 − λ4ν1) . (6)
Similarly, subtracting ν2 times the second equation in (3) from ν4 times the first, and
using (4), we find
0 = (µ1ν4 − µ3ν2 + ν5 (λ3ν2 − λ1ν4)) γγ′ + µ5 (λ3ν2 − λ1ν4) γ
+ (µ2ν4 − µ4ν2 + ν5 (λ4ν2 − λ2ν4)) γ′ + µ5 (λ4ν2 − λ2ν4) . (7)
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Unless all coefficients in both (6) and (7) equal zero, it follows from these equalities that
G(γ) = G(γ′) by Lemma 2.3, and then by Theorem 2.4 each line through a point of ℓ∩Ω2
and a point of m ∩ Ω2 is a (q + 1)-secant to Ω2, contradicting Lemma 4.1. So, we find
that all coefficients in both (6) and (7) equal zero. In particular we find that
0 = µ4ν1 − µ2ν3 + ν5 (λ2ν3 − λ4ν1) , (8)
0 = µ5 (λ3ν2 − λ1ν4) . (9)
Considering the expression for α1 in (2), we deduce that
ν4γ
′α1 = ν1ν4γ
′2 + (µ1ν4 − λ1ν4ν5) γ′ − λ1µ5ν4
= ν2ν3γ
′2 + (µ2ν3 + µ3ν2 − µ4ν1 − ν5 (λ2ν3 + λ3ν2 − λ4ν1)) γ′ − λ1µ5ν4
= ν2ν3γ
′2 + (µ3ν2 − λ3ν2ν5) γ′ − λ3µ5ν2
= ν2γ
′α2 .
Here we used (4) and (5) in the first transition, (8) and (9) in the second transition and
finally, the expression for α2 from (2) in the last transition. We conclude that ν4α1 = ν2α2
since γ′ 6= 0. Hence, the point S is given by ν2P1+ν4P2 = (ν2Q1+ν4Q3)+γ(ν2Q2+ν4Q4).
However, this implies that S is a rank 2 point, contradicting the assumption that S /∈
Ω2.
Theorem 4.3. Let Σ be a PG(4, q) embedded in PG(4, q5) and let Ω2 be the set of its
rank 2 points. If Π is a plane disjoint from Σ that contains a (q + 1)-secant ℓ to Ω2, but
that does not contain a (q2 + q + 1)-secant to Ω2, then q − 1 ≤ |(Π \ ℓ) ∩Ω2| ≤ q + 1 and
the points in Π ∩ Ω2 not on ℓ, form an arc.
Proof. We may assume that the point set of Σ is {(x1, . . . , x5) | xi ∈ Fq, (x1, . . . , x5) 6=
(0, . . . , 0)}. By Lemmas 2.2 and 2.4 there are a γ ∈ Fq5 \Fq and points Q1, Q2, Q3, Q4 ∈ Σ
with dim 〈Q1, Q2, Q3, Q4〉 = 3 such that P1 = Q1 + γQ2 and P2 = Q3 + γQ4 are points
on ℓ. Note that P1 and P2 are points on Ω2. Without loss of generality we can choose
a basis for the underlying vector space such that Q1 = (1, 0, 0, 0, 0), Q2 = (0, 1, 0, 0, 0),
Q3 = (0, 0, 1, 0, 0) and Q4 = (0, 0, 0, 1, 0). Let Q5 be the point (0, 0, 0, 0, 1).
The line 〈Q1, Q3〉 cannot contain a point of Π since the plane 〈Q1, Q2, Q3〉 cannot give
rise to a (q2 + q + 1)-secant on Π by the assumption (see Theorem 2.1). So, the plane
〈Q1, Q3, Q5〉meets Π in a point, and there are δ1, δ2 ∈ Fq5 such that P3 = δ1Q1+δ2Q3+Q5
is a point of Π.
By the assumption we know that ℓ is a (q+1)-secant to Ω2, so we now look for points
in (Π \ ℓ) ∩ Ω2. It is clear that any point P of Ω2 can be written as (µ1, µ2, µ3, µ4, µ5) +
ϕ(ν1, ν2, ν3, ν4, 0) for some µi, νi ∈ Fq and ϕ ∈ Fq5 \ Fq. Since we assume that P is
not on ℓ we know that µ5 6= 0. Clearly, each point P can in many ways be written as
such a sum. However, it is easy to see that for each P in (Π \ ℓ) ∩ Ω2 there are either
unique µi, νi ∈ Fq, i = 1, 2, 3, such that P = (µ1, µ2, µ3, 0, 1) + ϕ(ν1, ν2, ν3, 1, 0) or unique
µ1, µ2, µ4, ν1, ν2 ∈ Fq such that P = (µ1, µ2, 0, µ4, 1)+ϕ(ν1, ν2, 1, 0, 0). Here we used again
that Π cannot contain a (q2 + q + 1)-secant. As the point P is contained in Π there are
α1, α2, α3 ∈ Fq5 such that P = α1P1 + α2P2 + α3P3. Comparing both expressions for P
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we find the following system of equations (one equation for each coordinate):

α1 + α3δ1 = µ1 + ϕν1
α1γ = µ2 + ϕν2
α2 + α3δ2 = µ3 + ϕν3
α2γ = µ4 + ϕν4
α3 = 1
⇔


α1 = µ1 + ϕν1 − δ1
α2 = µ3 + ϕν3 − δ2
α3 = 1
ϕ(ν1γ − ν2) = δ1γ − µ1γ + µ2
ϕ(ν3γ − ν4) = δ2γ − µ3γ + µ4
. (10)
Each solution in the αi’s, µi’s, νi’s and ϕ with either (µ4, ν4) = (0, 1) or (µ3, ν3, ν4) =
(0, 1, 0) of this system of equations corresponds to a unique point of (Π \ ℓ) ∩ Ω2. The
first three equations in (10) describe α1, α2, α3 in function of the other unknowns so can
be disregarded from now on. So we consider the system of equations{
ϕ(ν1γ − ν2) = δ1γ − µ1γ + µ2
ϕ(ν3γ − ν4) = δ2γ − µ3γ + µ4
. (11)
Note that ν3 or ν4 is nonzero, hence the coefficients of ϕ in the equations cannot simul-
taneously be zero. Consequently, (11) has a unique solution in ϕ iff
(ν1γ − ν2)(δ2γ − µ3γ + µ4) = (ν3γ − ν4)(δ1γ − µ1γ + µ2) , (12)
and no solution if (12) is not satisfied. We only need to find the solutions of (12) in
case either (µ4, ν4) = (0, 1) or (µ3, ν3, ν4) = (0, 1, 0), so we will look at the two following
equations:
−γδ1 = µ2 + (µ3ν2 − µ2ν3 − µ1)γ + (µ1ν3 − µ3ν1)γ2 − ν2γδ2 + ν1γ2δ2 − ν3γ2δ1 , (13)
γ2δ1 = −µ4ν2 + (µ4ν1 − µ2)γ + µ1γ2 − ν2γδ2 + ν1γ2δ2 . (14)
We conclude that we need to count the total number of solutions to 13 and 14 in order
to find the number of points of Ω2 ∩ (Π \ ℓ). We will distinguish between several cases,
depending on the relation between γ, δ1 and δ2, when discussing these equations.
Intermezzo: Before analysing the two equations above, we will show that
dim 〈1, γ, γδ1, γδ2〉q = 4.
Assume to the contrary that dim 〈1, γ, γδ1, γδ2〉q ≤ 3, then either there are λ, λ3, λ4 ∈ Fq
such that γδ2 = λγδ1 + λ3γ + λ4 or else there are λ1, λ2 ∈ Fq such that γδ1 = λ1γ + λ2.
In the former case the point (δ1, 0, λ3+ λδ1,−λ4, 1) = (λ3+λδ1− δ2)P2+P3 is a point of
Ω2∩Π. However, then the plane 〈(1, 0, λ, 0, 0), (0, 1, 0, λ, 0), (0, 0, λ3,−λ4, 1)〉 contains two
points of Π – next to the point just described one there is also P1 + λP2 = (1, γ, λ, λγ, 0)
on ℓ∩Ω2 –, hence meets Π in a line and consequently gives rise to a (q2+q+1)-secant in Π,
a contradiction. In the latter case the point (λ1,−λ2, δ2, 0, 1) = (λ1−δ1)P1+P3 is a point
of Ω2 ∩ Π. However, then the plane 〈(0, 0, 1, 0, 0), (0, 0, 0, 1, 0), (λ1,−λ2, 0, 0, 1)〉 contains
two points of Π – next to the point just described one there is also P2 = (0, 0, 1, γ, 0)
–, hence meets Π in a line and consequently gives rise to a (q2 + q + 1)-secant in Π, a
contradiction.
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Case A: We assume that dim 〈1, γ, γ2, γδ1, γδ2〉q = 5, in other words {1, γ, γ2, γδ1, γδ2}
is an Fq-basis for Fq5. Then there are ai, bi ∈ Fq, i = 1, . . . , 5, such that
γ2δ1 = b1 + b2γ + b3γ
2 + b4γδ1 + b5γδ2 and (15)
γ2δ2 = a1 + a2γ + a3γ
2 + a4γδ1 + a5γδ2 . (16)
Note that dim 〈γ, γ2, γ2δ1, γ2δ2〉q = 4 since dim 〈1, γ, γδ1, γδ2〉q = 4, and hence we have
rk (
a1 a4 a5
b1 b4 b5 ) = 2. We also show that it is not possible that simultaneously a4 = b5 = 0
and a5 = b4 6= 0. Indeed, if a4 = b5 = 0 and a5 = b4 6= 0, then
0 =
(
a1b
−1
4 + a2 + a3b4
) (
γ2δ1 − b1 − b2γ − b3γ2 − b4γδ1
)
− (b1b−14 + b2 + b3b4) (γ2δ2 − a1 − a2γ − a3γ2 − b4γδ2)
= (γ − b4)
[(
a1b
−1
4 + a2 + a3b4
)
γδ1 −
(
b1b
−1
4 + b2 + b3b4
)
γδ2
+
(
(a3b1 − a1b3) b−14 + a3b2 − a2b3
)
γ + a3b1 − a1b3 + (a2b1 − a1b2) b−14
]
.
The first factor in this expression cannot be zero as γ /∈ Fq. Hence, the second factor
in (44) must be zero. However, as {1, γ, γδ1, γδ2} is independent over Fq, we have that
a1+ a2b4 + a3b
2
4 = 0 = b1 + b2b4 + b3b
2
4 (and two more equalities but they are redundant).
But, then it also follows that
0 =
(
γ2δ1 − b1 − b2γ − b3γ2 − b4γδ1
)
+
(
b1 + b2b4 + b3b
2
4
)
= (γ − b4) (γδ1 − b2 − b3(γ + b4)) .
The first factor in this expression cannot be zero as γ /∈ Fq, and the second factor cannot
be zero as {1, γ, γδ1} is independent over Fq. So, we find a contradiction, and we conclude
that it is not possible that simultaneously a4 = b5 = 0 and a5 = b4 6= 0.
Considering now Fq5 as a vector space over Fq, Equation (13) is equivalent to the
following system of equations:

0 = µ2 + a1ν1 − b1ν3
0 = µ3ν2 − µ2ν3 − µ1 + a2ν1 − b2ν3
0 = µ1ν3 − µ3ν1 + a3ν1 − b3ν3
0 = a4ν1 − b4ν3 + 1
0 = −ν2 + a5ν1 − b5ν3
⇔


µ2 = b1ν3 − a1ν1
ν2 = a5ν1 − b5ν3
0 = µ3ν2 − µ2ν3 − µ1 + a2ν1 − b2ν3
0 = µ1ν3 − µ3ν1 + a3ν1 − b3ν3
0 = a4ν1 − b4ν3 + 1
.
(17)
It is straightforward to see that there is a one-to-one correspondence between the
solutions in (µ1, µ2, µ3, ν1, ν2, ν3) of Equation (17) and the solutions in (µ1, µ3, ν1, ν3) of

0 = µ3(a5ν1 − b5ν3)− (b1ν3 − a1ν1)ν3 − µ1 + a2ν1 − b2ν3
0 = µ1ν3 − µ3ν1 + a3ν1 − b3ν3
0 = a4ν1 − b4ν3 + 1
. (18)
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Equation (14) is equivalent to the following system of equations:

0 = −µ4ν2 + a1ν1 − b1
0 = µ4ν1 − µ2 + a2ν1 − b2
0 = µ1 + a3ν1 − b3
0 = a4ν1 − b4
0 = −ν2 + a5ν1 − b5
⇔


µ1 = b3 − a3ν1
µ2 = µ4ν1 + a2ν1 − b2
ν2 = a5ν1 − b5
0 = −µ4ν2 + a1ν1 − b1
0 = a4ν1 − b4
. (19)
Again, it is straightforward that there is a one-to-one correspondence between the solu-
tions in (µ1, µ2, µ4, ν1, ν2) of Equation (19) and the solutions in (µ4, ν1) of{
0 = µ4(b5 − a5ν1) + a1ν1 − b1
0 = a4ν1 − b4
. (20)
We see that in this case, we have reduced the problem of counting the solutions to 13
and 14, to the problem to counting the number of solutions to 18 and 20. Yet again, we
will discuss several cases, now depending on the couple (a4, b4).
Case A.1: (a4, b4) = (0, 0). In this case Equation (18) clearly has no solutions;
Equation (20) reduces to the equation of a conic in the (µ4, ν1)-plane π ∼= AG(2, q) with
line at infinity ℓ∞. This conic is either a non-degenerate conic which has two points on
ℓ∞ (if a5 6= 0), or a degenerate conic consisting of one affine line and ℓ∞ (if a5 = 0). Since
a conic in PG(2, q) has q + 1 points, we find that Equation (20) has q − 1 or q solutions.
So, we find q − 1 or q points in (Π \ ℓ) ∩ Ω2 in this case.
Case A.2: a4 6= 0. Clearly, in this case Equation (20) has 0, 1 or q solutions and it can
only have q solutions if | a5 a4b5 b4 | = 0 = | a1 a4b1 b4 |, hence if rk ( a1 a4 a5b1 b4 b5 ) = 1, a contradiction.
So, Equation (20) has 0 solutions or 1 solution in this case. Note that it can only have 0
solutions if | a5 a4b5 b4 | = 0 and simultaneously | a1 a4b1 b4 | 6= 0.
We now look at Equation (18). From the third equation in (18) we then have ν1 =
b4ν3−1
a4
, so ν1 is uniquely determined by ν3, and we can look at the following system of
equations:{
µ1 − µ3
(
a5
b4ν3−1
a4
− b5ν3
)
= −
(
b1ν3 − a1 b4ν3−1a4
)
ν3 + a2
b4ν3−1
a4
− b2ν3
µ1ν3 − µ3 b4ν3−1a4 = b3ν3 − a3 b4ν3−1a4
. (21)
For a given value of ν3 Equation (21) is a linear system of equations in µ1 and µ3 and
has either 0, 1 or q solutions. It has 0 or q solutions iff(
a5
b4ν3 − 1
a4
− b5ν3
)
ν3 − b4ν3 − 1
a4
= 0 ⇔ (a5b4 − a4b5)ν23 − (a5 + b4)ν3 + 1 = 0 .
(22)
This is a non-vanishing quadratic or linear equation, so it has at most two solutions,
hence for at least q − 2 values of ν3 Equation (21) has precisely one solution. If ν is a
solution of (22), then ν 6= 0. For ν3 = ν Equation (21) has q solutions iff
b3ν − a3 b4ν − 1
a4
= ν
(
−
(
b1ν − a1 b4ν − 1
a4
)
ν + a2
b4ν − 1
a4
− b2ν
)
⇔ 0 = (a1b4 − a4b1) ν3 + (a2b4 − a4b2 − a1) ν2 + (a3b4 − a4b3 − a2) ν − a3
⇔ 0 = (a1b4 − a4b1) + (a2b4 − a4b2 − a1) ν−1 + (a3b4 − a4b3 − a2) ν−2 − a3ν−3 . (23)
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Now, we also have that
0 = γδ2(γ − a5)− a1 − a2γ − a3γ2 − a4γδ1
⇔ 0 = γδ2(γ − a5)(γ − b4)− (a1 + a2γ + a3γ2)(γ − b4)− a4γ(γ − b4)δ1
= γδ2 ((γ − a5)(γ − b4)− a4b5)− (a1 + a2γ + a3γ2)(γ − b4)− a4
(
b1 + b2γ + b3γ
2
)
where we have used (15). Now subtracting (23) from this, we find that
0 = γδ2
(
γ2 − (a5 + b4)γ + a5b4 − a4b5
)
+ (a2b4 − a4b2 − a1)
(
γ − ν−1)
+ (a3b4 − a4b3 − a2)
(
γ2 − ν−2)− a3 (γ3 − ν−3)
=
(
γ − ν−1) [γδ2 (γ − (a5 + b4) + ν−1)+ (a2b4 − a4b2 − a1)
+ (a3b4 − a4b3 − a2)
(
γ + ν−1
)− a3 (γ2 + ν−1γ + ν−2)] . (24)
The first factor in (24) cannot be zero as γ /∈ Fq. Hence, the second factor in (24) must
be zero. It follows that
0 = γ2δ2 − (a5 + b4 − ν−1)γδ2 +
(
a2b4 − a4b2 − a1 + (a3b4 − a4b3 − a2) ν−1 − a3ν−2
)
+
(
a3b4 − a4b3 − a2 − a3ν−1
)
γ − a3γ2
=
(
a2b4 − a4b2 + (a3b4 − a4b3 − a2) ν−1 − a3ν−2
)
+
(
a3b4 − a4b3 − a3ν−1
)
γ
+ a4γδ1 − (a5 + b4 − ν−1)γδ2 .
However, as {1, γ, γδ1, γδ2} is independent over Fq, we have that a4 = 0, contradicting
our assumption. So, if ν3 is a solution of (22), then (21) has no solutions.
We conclude that in Case A.2, we have q − 2, q − 1 or q solutions of Equation (18)
and at most 1 solution of Equation (20). Now, recall that (20) has no solutions if and
only if | a5 a4b5 b4 | = 0 and | a1 a4b1 b4 | 6= 0, but in this case Equation (22) is linear, and so there
are at least q − 1 solutions of Equation (18). So, in total there are at least q − 1 and at
most q + 1 points in (Π \ ℓ) ∩ Ω2 in this case.
Case A.3: a4 = 0 and b4 6= 0. Clearly, in this case Equation (20) has no solutions.
We now look at Equation (18). From the third equation in (18) we then have ν3 = b
−1
4 ,
so we can look at the following system of equations:{
µ1 − (a5ν1 − b5b−14 )µ3 = −(b1b−14 − a1ν1)b−14 + a2ν1 − b2b−14
−b−14 µ1 + ν1µ3 = a3ν1 − b3b−14
. (25)
For a given value of ν1 Equation (25) is a linear system of equations in µ1 and µ3 and
has either 0, 1 or q solutions. It has 0 or q solutions iff
ν1 −
(
a5ν1 − b5b−14
)
b−14 = 0 ⇔ (b4 − a5)ν1 + b5b−14 = 0 . (26)
This is a non-vanishing linear equation since we have shown before that it is not possible
that simultaneously b5 = 0 = a4 and a5 = b4 6= 0. More precisely, (26) has solution
ν1 =
b5b
−1
4
a5−b4
which exists if and only if a5 6= b4. Hence, for q− 1 or q values of ν1 Equation
(25) has precisely one solution. If ν1 =
b5b
−1
4
a5−b4
, then (25) has q solutions iff
− b4
(
a3
b5b
−1
4
a5 − b4 − b3b
−1
4
)
= −
(
b1b
−1
4 − a1
b5b
−1
4
a5 − b4
)
b−14 + a2
b5b
−1
4
a5 − b4 − b2b
−1
4
⇔ 0 = a3b5 − (a5 − b4)b3 − (a5 − b4)b1b−24 + a1b5b−24 + a2b5b−14 − (a5 − b4)b2b−14
⇔ 0 = b5
(
a1 + a2b4 + a3b
2
4
)− a5 (b1 + b2b4 + b3b24)+ b4 (b1 + b2b4 + b3b24) . (27)
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Now, we also have that
0 = γδ1(γ − b4)− b1 − b2γ − b3γ2 − b5γδ2
⇔ 0 = γδ1(γ − b4)(γ − a5)− (b1 + b2γ + b3γ2)(γ − a5)− b5γδ2(γ − a5)
= γδ1(γ − b4)(γ − a5)− (b1 + b2γ + b3γ2)(γ − a5)− b5(a1 + a2γ + a3γ2) ,
where we have used (16). Now adding (27) to this, we find that
0 = γδ1(γ − b4)(γ − a5) + a5
(
b2(γ − b4) + b3(γ2 − b24)
)
− (b1(γ − b4) + b2 (γ2 − b24)+ b3 (γ3 − b34))− b5 (a2(γ − b4) + a3(γ2 − b24))
= (γ − b4) [γδ1(γ − a5) + a5 (b2 + b3(γ + b4))
− (b1 + b2 (γ + b4) + b3 (γ2 + b4γ + b24))− b5 (a2 + a3(γ + b4))] . (28)
The first factor in (28) cannot be zero as γ /∈ Fq. Hence, the second factor in (28) must
be zero. It follows that
0 = γ2δ1 − a5γδ1 + a5b2 + a5b3γ + a5b3b4
− b1 − b2γ − b2b4 − b3γ2 − b3b4γ − b3b24 − a2b5 − a3b5γ − a3b5b4
= (b4 − a5)γδ1 + b5γδ2 +
(
a5b2 − a2b5 + (a5b3 − a3b5 − b2)b4 − b3b24
)
+ (a5b3 − a3b5 − b3b4) γ
where we have used (15). However, as {1, γ, γδ1, γδ2} is independent over Fq, we have
that b4 = a5, contradicting the assumption. So, if ν1 =
b5b
−1
4
a5−b4
then (25) has no solutions.
We conclude that in Case A.3, we have q − 1 or q solutions of Equation (18) and no
solutions of Equation (20), so in total there are q − 1 or q points in (Π \ ℓ) ∩ Ω2.
Case B: Now, we assume that dim 〈1, γ, γ2, γδ1, γδ2〉q 6= 5. We showed in the beginning
of the proof that dim 〈1, γ, γδ1, γδ2〉q = 4. So, we have that γ2 ∈ 〈1, γ, γδ1, γδ2〉q. Since
γ2 /∈ 〈1, γ〉, we know that γδ1 ∈ 〈1, γ, γ2, γδ2〉q or γδ2 ∈ 〈1, γ, γ2, γδ1〉q.
Case B.1: γδ1 ∈ 〈1, γ, γ2, γδ2〉q. By the assumption we can find c0, c1, c2, c3 ∈ Fq such
that
γδ1 = c0 + c1γ + c2γ
2 + c3γδ2 , (29)
and we know that c2 6= 0 since dim 〈1, γ, γδ1, γδ2〉q = 4. We now show that it is not
possible that both γ2δ1 and γ
2δ2 are contained in 〈1, γ, γ2, γδ2〉q. Assume to the contrary
they are and let a0, a1, a2, a3 ∈ Fq and b0, b1, b2, b3 ∈ Fq be such that
γ2δ1 = b0 + b1γ + b2γ
2 + b3γδ2 ,
γ2δ2 = a0 + a1γ + a2γ
2 + a3γδ2 .
It follows immediately that
0 = γ2δ1 − γ(γδ1) = b0 + (b1 − c0)γ + (b2 − c1)γ2 + b3γδ2 − c2γ3 − c3γ2δ2
= (b0 − c3a0) + (b1 − c0 − c3a1)γ + (b2 − c1 − c3a2)γ2 + (b3 − c3a3)γδ2 − c2γ3 .
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This is a non-vanishing expression since c2 6= 0. So, as {1, γ, γ2, γ3} is a linear independent
set over Fq, it follows that γδ2 ∈ 〈1, γ, γ2, γ3〉q. More precisely, γδ2 ∈ 〈1, γ, γ2, γ3〉q \
〈1, γ, γ2〉q since c2 6= 0. However, then γ2δ2 ∈ 〈γ, γ2, γ3, γ4〉q \ 〈γ, γ2, γ3〉q. Since γ2δ2 =
a0 + a1γ + a2γ
2 + a3γδ2 and γδ2 ∈ 〈1, γ, γ2, γ3〉q \ 〈1, γ, γ2〉q, it follows that γ2δ2 ∈
〈1, γ, γ2, γ3〉q, a contradiction since {1, γ, γ2, γ3, γ4} is a linear independent set over Fq.
Having excluded the possibility that both γ2δ1 and γ
2δ2 are contained in 〈1, γ, γ2, γδ2〉q,
we now distinguish between two cases.
Case B.1.1: dim 〈1, γ, γ2, γδ2, γ2δ1〉q = 5. In other words, {1, γ, γ2, γδ2, γ2δ1} is an
Fq-basis for Fq5 . Then, there are ai ∈ Fq, i = 1, . . . , 5, such that
γ2δ2 = a0 + a1γ + a2γ
2 + a3γδ2 + a4γ
2δ1 . (30)
Note that dim 〈γ, γ2, γ2δ1, γ2δ2〉q = 4 since dim 〈1, γ, γδ1, γδ2〉q = 4, and hence (a0, a3) 6=
(0, 0). We also show that it is not possible that simultaneously a3 = 0 and a4c3 = 1.
Indeed, if a3 = 0 and a4c3 = 1, then
a0 + a1γ + a2γ
2 = γ2
(
δ2 − c−13 δ1
)
= c−13 γ (γ (c3δ2 − δ1)) = −c−13 γ(c0 + c1γ + c2γ2)
However, as {1, γ, γ2, γ3} is independent over Fq, we then find that a0 = 0, a contradiction
since a3 = 0.
We are now ready to discuss the number of solutions to (13) and (14) in Case B.1.1.
We see that Equation (14), is equivalent to the following system of equations:

0 = −µ4ν2 + a0ν1
0 = µ4ν1 − µ2 + a1ν1
0 = µ1 + a2ν1
0 = −ν2 + a3ν1
1 = a4ν1
⇔


µ1 = −a2ν1
µ2 = µ4ν1 + a1ν1
ν2 = a3ν1
0 = a0ν1 − a3µ4ν1
1 = a4ν1
. (31)
Again, it is straightforward that there is a one-to-one correspondence between the solu-
tions in (µ1, µ2, µ4, ν1, ν2) of Equation (31) and the solutions in (µ4, ν1) of{
0 = ν1(a0 − a3µ4)
1 = a4ν1
⇔
{
0 = a0 − a3µ4
1 = a4ν1
. (32)
Clearly, Equation (32) has 0, 1 or q solutions and it can only have q solutions if a0 =
a3 = 0, a contradiction. So, Equation (32) has 0 solutions or 1 solution in this case, and
it only has 0 solutions if a3 = 0 and a0 6= 0 or if a4 = 0.
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Equation (13) is equivalent to the following system of equations:

0 = µ2 + a0ν1 + c0
0 = µ3ν2 − µ2ν3 − µ1 + a1ν1 + c1
0 = µ1ν3 − µ3ν1 + a2ν1 + c2
0 = −ν2 + a3ν1 + c3
0 = a4ν1 − ν3
⇔


µ2 = −a0ν1 − c0
ν2 = a3ν1 + c3
ν3 = a4ν1
µ1 = µ3(a3ν1 + c3) + (a0ν1 + c0)a4ν1 + a1ν1 + c1
0 = µ1a4ν1 − µ3ν1 + a2ν1 + c2
. (33)
It is straightforward to see that there is a one-to-one correspondence between the solutions
in (µ1, µ2, µ3, ν1, ν2, ν3) of Equation (33) and the solutions in (µ1, µ3, ν1) of{
µ1 − µ3(a3ν1 + c3) = (a0ν1 + c0)a4ν1 + a1ν1 + c1
µ1a4ν1 − µ3ν1 = −a2ν1 − c2
. (34)
For a given value of ν1 Equation (34) is a linear system of equations in µ1 and µ3 and
has either 0, 1 or q solutions. It has 0 or q solutions iff
(a3ν1 + c3) a4ν1 − ν1 = 0 ⇔ ν1 (a3a4ν1 + c3a4 − 1) = 0 . (35)
This is a non-vanishing quadratic or linear equation since it is not possible that simulta-
neously a3 = 0 and a4c3 = 1. More precisely, (35) has solutions ν1 = 0 and ν1 =
1−a4c3
a3a4
.
Note that the latter solution only exists if a3 6= 0 6= a4. Hence for q − 2 or q − 1 values
of ν3 Equation (34) has precisely one solution. Denote
1−a4c3
a3a4
by ν. If ν1 = 0, then (34)
has no solutions since c2 6= 0. If ν1 = ν 6= 0, then (34) has q solutions iff
−a2ν − c2 = a4ν ((a0ν + c0)a4ν + a1ν + c1)
⇔ 0 = a0a24ν3 + a4 (a1 + a4c0) ν2 + (a2 + a4c1) ν + c2
⇔ 0 = a0 + (a1 + a4c0) (a4ν)−1 + (a2 + a4c1) (a4ν)−2 + a4c2(a4ν)−3 . (36)
Now, from (29) and (30), we also have that
0 = a0 + a1γ + a2γ
2 + a3γδ2 + a4γ(γδ1)− γ2δ2
= a0 + (a1 + a4c0)γ + (a2 + a4c1)γ
2 + a4c2γ
3 + a3γδ2 − (1− a4c3)γ2δ2 ,
and subtracting (36) from this, we find that
0 = (a1 + a4c0)
(
γ − (a4ν)−1
)
+ (a2 + a4c1)
(
γ2 − (a4ν)−2
)
+ a4c2
(
γ3 − (a4ν)−3
)− (1− a4c3)γδ2 (γ − (a4ν)−1)
=
(
γ − (a4ν)−1
) [
(a1 + a4c0) + (a2 + a4c1)
(
γ + (a4ν)
−1
)
+a4c2
(
γ2 + (a4ν)
−2γ + (a4ν)
−2
)− (1− a4c3)γδ2] . (37)
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The first factor in (37) cannot be zero as γ /∈ Fq. Hence, the second factor in (44) must
be zero. However, as {1, γ, γ2, γδ2} is independent over Fq, we have that a4c3 = 1, a
contradiction since we assumed ν 6= 0. So, if ν1 = ν = 1−a4c3a3a4 then (34) has no solutions.
We conclude that in Case B.1.1, we have q − 2, q − 1 or q solutions of Equation (34)
and at most 1 solution of Equation (32). Now, recall that (32) has no solutions if and
only if a3 = 0 and a0 6= 0, or if a4 = 0, but in both cases (35) is a linear equation, and so
there are at least q− 1 solutions of (34). So, in total there are at least q− 1 and at most
q + 1 points in (Π \ ℓ) ∩ Ω2 in Case B.1.1.
Case B.1.2: γ2δ1 ∈ 〈1, γ, γ2, γδ2〉q and dim 〈1, γ, γ2, γδ2, γ2δ2〉q = 5. In other words,
{1, γ, γ2, γδ2, γ2δ2} is an Fq-basis for Fq5, and there are bi ∈ Fq, i = 0, . . . , 3, such that
γ2δ1 = b0 + b1γ + b2γ
2 + b3γδ2 . (38)
Note that dim 〈γ, γ2, γ2δ1, γ2δ2〉q = 4 since dim 〈1, γ, γδ1, γδ2〉q = 4, and hence (b0, b3) 6=
(0, 0). Now assume that (b3, c3) = (0, 0). Then γδ1 = c0 + c1γ + c2γ
2 and γ2δ1 =
b0 + b1γ + b2γ
2. Since {1, γ, γ2, γ3} is an independent set over Fq, we find that c2 = 0, a
contradiction. This implies that (b3, c3) 6= (0, 0).
We are now ready to discuss the number of solutions to (13) and (14) in Case B.1.2.
We see that in this case Equation (14) is equivalent to the following system of equations:

b0 = −µ4ν2
b1 = µ4ν1 − µ2
b2 = µ1
b3 = −ν2
0 = ν1
⇔


µ1 = b2
µ2 = b1
ν1 = 0
ν2 = −b3
µ4b3 = b0
. (39)
Clearly, Equation (39) has 0, 1 or q solutions and it can only have q solutions if b0 = b3 = 0,
a contradiction. So, Equation (39) has 0 solutions or 1 solution in this case. The former
only occurs if b3 = 0 and b0 6= 0.
Equation (13), on the other hand, is equivalent to the following system of equations:

0 = µ2 − b0ν3 + c0
0 = µ3ν2 − µ2ν3 − µ1 − b1ν3 + c1
0 = µ1ν3 − µ3ν1 − b2ν3 + c2
0 = −ν2 − b3ν3 + c3
0 = ν1
⇔


µ2 = b0ν3 − c0
ν1 = 0
ν2 = −b3ν3 + c3
0 = µ3ν2 − µ2ν3 − µ1 − b1ν3 + c1
0 = µ1ν3 − b2ν3 + c2
. (40)
It is straightforward to see that there is a one-to-one correspondence between the solutions
in (µ1, µ2, µ3, ν1, ν2, ν3) of Equation (40) and the solutions in (µ1, µ3, ν3) of{
µ1 + (b3ν3 − c3)µ3 = (c0 − b0ν3)ν3 − b1ν3 + c1
µ1ν3 = b2ν3 − c2
. (41)
For a given value of ν3 Equation (41) is a linear system of equations in µ1 and µ3 and
has either 0, 1 or q solutions. It has 0 or q solutions iff
(b3ν3 − c3) ν3 = 0 . (42)
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This is a non-vanishing quadratic or linear equation since (b3, c3) 6= (0, 0). More precisely,
(42) has solutions ν3 = 0 and ν3 = c3b
−1
3 . Note that the latter solution only exists if b3 6= 0.
Hence for q − 2 or q − 1 values of ν3 Equation (41) has precisely one solution. If ν3 = 0,
then (41) has no solutions since c2 6= 0. If ν3 = c3b−13 6= 0, then (41) has q solutions if
and only if
b2 − c2 b3
c3
=
(
c0 − b0 c3
b3
)
c3
b3
− b1 c3
b3
+ c1
⇔ b0 + (b1 − c0)
(
b3
c3
)
+ (b2 − c1)
(
b3
c3
)2
− c2
(
b3
c3
)3
= 0 . (43)
Now, using (29) and (38) we also have that
0 = γ2δ1 − γ(γδ1) = b0 + (b1 − c0)γ + (b2 − c1)γ2 + b3γδ2 − c2γ3 − c3γ2δ2 ,
and subtracting (43) from this, we find that
0 = (b1 − c0)
(
γ − b3
c3
)
+ (b2 − c1)
(
γ2 −
(
b3
c3
)2)
− c2
(
γ3 −
(
b3
c3
)3)
− c3γδ2
(
γ − b3
c3
)
=
(
γ − b3
c3
)[
b1 − c0 + (b2 − c1)
(
γ +
b3
c3
)
− c2
(
γ2 +
b3
c3
γ +
(
b3
c3
)2)
− c3γδ2
]
.
(44)
The first factor in (44) cannot be zero as γ /∈ Fq. Hence, the second factor in (44)
must be zero. However, as {1, γ, γ2, γδ2} is independent over Fq, we have that c2 = 0, a
contradiction. So, if ν3 = c3b
−1
3 then (41) has no solutions.
We conclude that in Case B.1.2, we have q − 2, q − 1 or q solutions of Equation (41)
and at most 1 solution of Equation (39). Now, recall that (39) has no solutions if and
only if b3 = 0 and b0 6= 0, but we showed above that (41) has q − 1 solutions if b3 = 0
and b0 6= 0. So, in total there are at least q − 1 and at most q + 1 points in (Π \ ℓ) ∩ Ω2
in this case.
Case B.2: γδ2 ∈ 〈1, γ, γ2, γδ1〉q and γδ1 /∈ 〈1, γ, γ2, γδ2〉q. It follows from the assump-
tion that γδ2 ∈ 〈1, γ, γ2〉q. So, we can find d0, d1, d2 ∈ Fq such that
γδ2 = d0 + d1γ + d2γ
2 , (45)
and we know that d2 6= 0 since dim 〈1, γ, γδ1, γδ2〉q = 4. An argument, very similar to
the one in Case B.1 shows that it is not possible that both γ2δ1 and γ
2δ2 are contained
in 〈1, γ, γ2, γδ1〉q. We can now distinguish between two cases.
Case B.2.1: dim 〈1, γ, γ2, γδ1, γ2δ1〉q = 5. In other words, {1, γ, γ2, γδ1, γ2δ1} is an
Fq-basis for Fq5 . Then, there are ai ∈ Fq, i = 1, . . . , 5, such that
γ2δ2 = a0 + a1γ + a2γ
2 + a3γδ1 + a4γ
2δ1 . (46)
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Note that dim 〈γ, γ2, γ2δ1, γ2δ2〉q = 4 since dim 〈1, γ, γδ1, γδ2〉q = 4, and hence (a0, a3) 6=
(0, 0). Note that also (a3, a4) 6= (0, 0) since (a3, a4) = (0, 0) implies that also d2 = 0, a
contradiction. In the last implication we use that {1, γ, γ2, γ3} is an independent set over
Fq.
We are now ready to discuss the number of solutions to (13) and (14) in Case B.2.1
We see that in this case Equation (14) is equivalent to the following system of equations:

0 = −µ4ν2 − d0ν2 + a0ν1
0 = µ4ν1 − µ2 − d1ν2 + a1ν1
0 = µ1 − d2ν2 + a2ν1
0 = a3ν1
1 = a4ν1
⇔


µ1 = d2ν2 − a2ν1
µ2 = µ4ν1 − d1ν2 + a1ν1
0 = −µ4ν2 − d0ν2 + a0ν1
0 = a3ν1
1 = a4ν1
. (47)
It is clear that (47) has no solutions if a3 6= 0 or if a4 = 0. So, we assume now that
a4 6= 0 and a3 = 0, and hence also a0 6= 0. Then, it is straightforward that there is a
one-to-one correspondence between the solutions in (µ1, µ2, µ4, ν1, ν2) of Equation (47)
and the solutions in (µ4, ν2) of
0 = −µ4ν2 − d0ν2 + a0a−14 . (48)
For every value of ν2 ∈ F∗q there is a unique solution for µ4, and for ν2 = 0 Equation (48)
has no solution since a0 6= 0. So, Equation (48) has 0 or q− 1 solutions in this case. The
former occurs if a3 6= 0 or if a4 = 0, and the latter occurs if a3 = 0 and a4 6= 0.
Equation (13) is equivalent to the following system of equations:

0 = µ2 − d0ν2 + a0ν1
0 = µ3ν2 − µ2ν3 − µ1 − d1ν2 + a1ν1
0 = µ1ν3 − µ3ν1 − d2ν2 + a2ν1
0 = a3ν1 + 1
0 = a4ν1 − ν3
⇔


µ2 = d0ν2 − a0ν1
ν3 = a4ν1
−1 = a3ν1
0 = µ3ν2 − µ2ν3 − µ1 − d1ν2 + a1ν1
0 = µ1ν3 − µ3ν1 − d2ν2 + a2ν1
.
(49)
It is clear that (49) has no solutions if a3 = 0. So, we assume now that a3 6= 0. Then,
it is straightforward that there is a one-to-one correspondence between the solutions in
(µ1, µ2, µ3, ν1, ν2, ν3) of Equation (49) and the solutions in (µ1, µ3, ν2) of{
µ1 − µ3ν2 = a4a−13
(
d0ν2 + a0a
−1
3
)− d1ν2 − a1a−13
−a4a−13 µ1 + a−13 µ3 = d2ν2 + a2a−13
. (50)
For a given value of ν2 Equation (50) is a linear system of equations in µ1 and µ3 and
has either 0, 1 or q solutions. It has 0 or q solutions iff
a−13 (1− a4ν2) = 0 . (51)
This is a non-vanishing linear equation since a3 6= 0. More precisely, (51) has no solutions
if a4 = 0 and one solution ν2 = a
−1
4 if a4 6= 0. Hence for q − 1 or q values of ν2 Equation
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(50) has precisely one solution. If ν2 = a
−1
4 , then (50) has q solutions iff
− a4
a3
[
a4
a3
(
d0
a4
+
a0
a3
)
− d1
a4
− a1
a3
]
=
d2
a4
+
a2
a3
⇔ a0 − (a1 − d0)
(
a3
a4
)
+ (a2 − d1)
(
a3
a4
)2
+ d2
(
a3
a4
)3
= 0 . (52)
Now, we also have from (45) and (46) that
0 = γ2δ2 − γ(γδ2) = a0 + (a1 − d0)γ + (a2 − d1)γ2 − d2γ3 + a3γδ1 + a4γ2δ1 ,
and subtracting (52) from this, we find that
0 = (a1 − d0)
(
γ +
a3
a4
)
+ (a2 − d1)
(
γ2 −
(
a3
a4
)2)
− d2
(
γ3 +
(
a3
a4
)3)
− a4γδ1
(
γ +
a3
a4
)
=
(
γ +
a3
a4
)[
a1 − d0 + (a2 − d1)
(
γ − a3
a4
)
− d2
(
γ2 −
(
a3
a4
)
γ +
(
a3
a4
)2)
− a4γδ1
]
.
(53)
The first factor in (53) cannot be zero as γ /∈ Fq. Hence, the second factor in (53)
must be zero. However, as {1, γ, γ2, γδ1} is independent over Fq, we have that d2 = 0, a
contradiction. So, if ν2 = a
−1
4 then (41) has no solutions.
We conclude that in Case B.2.1, we have 0 solutions of Equation (47) and q − 1
solutions of Equation (49) if a3 6= 0 6= a4, we have 0 solutions of Equation (47) and q
solutions of Equation (49) if a3 6= 0 = a4, and we have q − 1 solutions of Equation (47)
and 0 solutions of Equation (49) if a3 = 0 6= a4. Recall that (a3, a4) 6= (0, 0), so in Case
B.2.1 there are in total q − 1 or q points in (Π \ ℓ) ∩ Ω2.
Case B.2.2: dim 〈1, γ, γ2, γδ1, γ2δ〉q 6= 5. Recall that it is not possible that both γ2δ1
and γ2δ2 are contained in 〈1, γ, γ2, γδ1〉q, hence, we know that dim 〈1, γ, γ2, γδ1, γ2δ2〉q =
5. In other words, {1, γ, γ2, γδ1, γ2δ2} is an Fq-basis for Fq5, and there are bi ∈ Fq,
i = 0, . . . , 3, such that
γ2δ1 = b0 + b1γ + b2γ
2 + b3γδ1 . (54)
Note that dim 〈γ, γ2, γ2δ1, γ2δ2〉q = 4 since dim 〈1, γ, γδ1, γδ2〉q = 4, and hence (b0, b3) 6=
(0, 0).
We are now ready to discuss the number of solutions to (13) and (14) in Case B.2.2.
We see that in this case Equation (14) is equivalent to the following system of equations:

0 = −µ4ν2 − d0ν2 − b0
0 = µ4ν1 − µ2 − d1ν2 − b1
0 = µ1 − d2ν2 − b2
0 = −b3
0 = ν1
⇔


0 = µ4ν2 + d0ν2 + b0
µ1 = d2ν2 + b2
µ2 = −d1ν2 − b1
ν1 = 0
0 = b3
. (55)
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It is clear that (55) has no solutions if b3 6= 0. So, we assume now that b3 = 0, and
hence also b0 6= 0. Then, it is straightforward that there is a one-to-one correspondence
between the solutions in (µ1, µ2, µ4, ν1, ν2) of Equation (55) and the solutions in (µ4, ν2)
of
0 = µ4ν2 + d0ν2 + b0 . (56)
For every value of ν2 ∈ F∗q there is a unique solution for µ4, and for ν2 = 0 Equation (56)
has no solution since b0 6= 0. So, Equation (56) has 0 or q− 1 solutions in this case. The
former occurs if b3 6= 0 and the latter if b3 = 0.
Equation (13) is equivalent to the following system of equations:

0 = µ2 − d0ν2 − b0ν3
0 = µ3ν2 − µ2ν3 − µ1 − d1ν2 − b1ν3
0 = µ1ν3 − µ3ν1 − d2ν2 − b2ν3
0 = 1− b3ν3
0 = ν1
⇔


µ2 = d0ν2 + b0ν3
ν1 = 0
0 = µ3ν2 − µ2ν3 − µ1 − d1ν2 − b1ν3
0 = µ1ν3 − d2ν2 − b2ν3
1 = b3ν3
.
(57)
It is clear that (57) has no solutions if b3 = 0. So, we assume now that b3 6= 0. Then,
it is straightforward that there is a one-to-one correspondence between the solutions in
(µ1, µ2, µ3, ν1, ν2, ν3) of Equation (57) and the solutions in (µ1, µ3, ν2) of{
µ1 − ν2µ3 = −(d0ν2 + b0b−13 )b−13 − d1ν2 − b1b−13
µ1b
−1
3 = d2ν2 + b2b
−1
3
. (58)
For a given value of ν2 Equation (58) is a linear system of equations in µ1 and µ3 and
has either 0, 1 or q solutions. It has 0 or q solutions if and only if ν2 = 0. Hence for q− 1
values of ν2 Equation (58) has precisely one solution. If ν2 = 0, then (58) has q solutions
iff
b3
(
b2b
−1
3
)
= −(b0b−13 )b−13 − b1b−13 ⇔ b2b23 + b1b3 + b0 = 0 . (59)
Subtracting this from the expression for γ2δ1 from (54), we find that
γ2δ1 = −b1b3 − b2b23 + b1γ + b2γ2 + b3γδ1 ⇔ 0 = (γ − b3) (b1 + b2(γ + b3)− γδ1) .
(60)
The first factor in (60) cannot be zero as γ /∈ Fq, and the second factor in (60) cannot be
zero as {1, γ, γδ1} is an independent set over Fq. So, if ν2 = 0 then (58) has no solutions.
We conclude that in Case B.2.2, we have 0 solutions of Equation (57) and q − 1
solutions of Equation (55) if b3 = 0, and we have q − 1 solutions of Equation (57) and
0 solutions of Equation (55) if b3 6= 0. So, in this case there are in total q − 1 points in
(Π \ ℓ) ∩ Ω2.
Conclusion: We find in each of the cases that we described above that (Π \ ℓ) ∩ Ω2
contains at least q − 1 and at most q + 1 points. If three points of (Π \ ℓ) ∩ Ω2 would be
collinear, then Π∩Ω2 contains a (q+1)-secant different from ℓ by Theorem 2.1, and this
contradicts Lemma 4.2. Hence, the points of (Π \ ℓ) ∩ Ω2 form an arc.
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4.2 There are no (q + 1)-secants to Ω2
Theorem 4.4. Let Σ be a PG(4, q) embedded in PG(4, q5) and let Ω2 be the set of its
rank 2 points. If Π is a plane disjoint from Σ that does not contain a (q + 1)-secant or a
(q2+q+1)-secant, then the points of Π∩Ω2 form an s-arc with s ∈ [q−2√q+1, q+2√q+1]
or s ∈ {0, 2q, 2q + 1, 3q, 3q + 1}.
Proof. We may assume that the point set of Σ is {(x1, . . . , x5) | xi ∈ Fq, (x1, . . . , x5) 6=
(0, . . . , 0)}. We assume that P0 is a point of Π ∩ Ω2. Then, there exists a γ0 ∈ Fq5 \ Fq
and points Q1, Q2 ∈ Σ such that P0 = Q1 + γ0Q2. Note that P0 is a point on Ω2.
Let π1 and π2 be two planes of Σ not through 〈Q1, Q2〉, meeting this line in Q1 and
Q2, respectively, and such that π1 and π2 do not have a line in common. Thus the
intersection of the planes π1 and π2 is a point Q3. Let Q4 be a point of π1 \ 〈Q1, Q3〉
and let Q5 be a point of π2 \ 〈Q2, Q3〉. Without loss of generality we can choose a
basis for the underlying vector space such that Q1 = (1, 0, 0, 0, 0), Q2 = (0, 1, 0, 0, 0),
Q3 = (0, 0, 1, 0, 0), Q4 = (0, 0, 0, 1, 0) and Q5 = (0, 0, 0, 0, 1).
The planes Π1 and Π2 that are the extensions of π1 and π2 in PG(4, q
5), respectively,
cannot meet Π in a line since otherwise the planes π1 and π2 would give rise to a (q
2+q+1)-
secant to Ω2 in Π. So, the planes Π1 and Π2 each meet Π in a point, and there are
γ1, γ
′
1, γ2, γ
′
2 ∈ Fq5 such that P1 = γ1Q1 + γ′1Q3 + Q4 and P2 = γ2Q2 + γ′2Q3 + Q5 are
points of Π. Note that γ1 and γ
′
1 cannot be both elements of Fq since Π is disjoint to Σ.
Similarly, γ2 and γ
′
2 cannot both be elements of Fq since Π is disjoint to Σ.
We now look for points in Π ∩ Ω2. It is clear that any point P of Ω2 can be written
as (µ1, µ2, µ3, µ4, µ5) + ϕ(ν1, ν2, ν3, ν4, ν5) for some µi, νi ∈ Fq and ϕ ∈ Fq5 \ Fq. Clearly,
each point P can in many ways be written as such a sum. However, it is easy to see that
for each P in (Π \ ℓ) ∩ Ω2 there is a unique presentation in any of the following forms:
• there are unique µi, νi ∈ Fq, i = 1, 2, 3, such that P = (µ1, µ2, µ3, 0, 1)+ϕ(ν1, ν2, ν3, 1, 0),
• or there are unique µ1, µ2, ν1, ν2 ∈ Fq and µ4 ∈ F∗q such that P = (µ1, µ2, 0, µ4, 1) +
ϕ(ν1, ν2, 1, 0, 0),
• or there are unique µ1, µ2, ν1, ν2 ∈ Fq such that P = (µ1, µ2, 1, 0, 0)+ϕ(ν1, ν2, 0, 1, 0),
• or there are unique µ1, µ2, ν1, ν2 ∈ Fq such that P = (µ1, µ2, 1, 0, 0)+ϕ(ν1, ν2, 0, 0, 1).
In this distinction of four cases we used again that Π cannot contain a (q2 + q + 1)-
secant. As the point P is contained in Π there are α0, α1, α2 ∈ Fq5 such that P =
α0P0 + α1P1 + α2P2. Comparing both expressions for P we find the following system of
equations (one equation for each coordinate):

α0 + α1γ1 = µ1 + ϕν1
α0γ0 + α2γ2 = µ2 + ϕν2
α1γ
′
1 + α2γ
′
2 = µ3 + ϕν3
α1 = µ4 + ϕν4
α2 = µ5 + ϕν5
⇔


α0 = µ1 + ϕν1 − (µ4 + ϕν4) γ1
α1 = µ4 + ϕν4
α2 = µ5 + ϕν5
α0γ0 + α2γ2 = µ2 + ϕν2
α1γ
′
1 + α2γ
′
2 = µ3 + ϕν3
. (61)
Each solution in the αi’s, µi’s, νi’s and ϕ with (µ4, ν4, µ5, ν5) = (0, 1, 1, 0), or with
(µ3, ν3, ν4, µ5, ν5) = (0, 1, 0, 1, 0) and µ4 6= 0, or with (µ3, ν3, µ4, ν4, µ5, ν5) = (1, 0, 0, 1, 0, 0),
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or with (µ3, ν3, µ4, ν4, µ5, ν5) = (1, 0, 0, 0, 0, 1), of this system of equations corresponds to
a unique point of Π∩Ω2. The first three equations in (61) describe α0, α1, α2 in function
of the other unknowns so can be disregarded from now on. So we consider the system of
equations {
(µ1 + ϕν1 − (µ4 + ϕν4) γ1) γ0 + (µ5 + ϕν5) γ2 = µ2 + ϕν2
(µ4 + ϕν4) γ
′
1 + (µ5 + ϕν5) γ
′
2 = µ3 + ϕν3
⇔
{
ϕ (ν1γ0 − ν4γ0γ1 + ν5γ2 − ν2) = µ2 − µ1γ0 + µ4γ0γ1 − µ5γ2
ϕ (ν4γ
′
1 + ν5γ
′
2 − ν3) = µ3 − µ4γ′1 − µ5γ′2
. (62)
Given the µi’s and νi’s, this system of equations has 0, 1 or q
5 solutions for ϕ. However,
if it has q5 solutions for ϕ, then the line 〈(µ1, µ2, µ3, µ4, µ5), (ν1, ν2, ν3, ν4, ν5)〉 is a line of
Π that meets Σ in an Fq-subline, contradicting the assumption that Π and Σ are disjoint.
So, (62) has either 0 solutions or a unique solution in ϕ, and the latter occurs iff
(ν1γ0 − ν4δ + ν5γ2 − ν2) (µ3 − µ4γ′1 − µ5γ′2)
= (ν4γ
′
1 + ν5γ
′
2 − ν3) (µ2 − µ1γ0 + µ4δ − µ5γ2) , (63)
where we substituted γ0γ1 by δ. We only need to find the solutions of (63) in the four
cases for the µi’s and νi’s described above, so we will look at the four following equations:
δγ′2 + γ
′
1γ2 = (µ3ν2 − µ2ν3) + (µ1ν3 − µ3ν1) γ0 + µ3δ + µ2γ′1 + ν3γ2 − ν2γ′2
− µ1γ0γ′1 + ν1γ0γ′2 , (64)
−γ2 = −µ2 + µ1γ0 − µ4δ − ν2µ4γ′1 − ν2γ′2 + µ4ν1γ0γ′1 + ν1γ0γ′2 , (65)
−δ = ν2 − ν1γ0 + µ2γ′1 − µ1γ0γ′1 , (66)
γ2 = ν2 − ν1γ0 + µ2γ′2 − µ1γ0γ′2 . (67)
We will distinguish between several cases, depending on the relation between γ0, γ2, γ
′
1,
γ′2 and δ, when discussing these equations. To do this we define U1 = 〈1, γ0, γ′1, γ0γ′1〉q
and U2 = 〈1, γ0, γ′2, γ0γ′2〉q.
Intermezzo:
• We first show that if dimU1 = 2 or dimU2 = 2, then there is a (q2+q+1)-secant to
Ω2 in Π. Suppose that dim(U1) = 2. Since γ0 /∈ Fq, U1 = 〈1, γ0〉. This implies that
γ′1 = a + bγ0 for some a, b ∈ Fq and γ0γ′1 = aγ0 + bγ20 = c + dγ0 for some c, d ∈ Fq.
Since γ0 ∈ Fq5 \ Fq, the set {1, γ0, γ20} is Fq-independent. It follows that b = 0 and
hence, γ′1 = a ∈ Fq. This implies that P1 = γ1Q1 + aQ3 + Q4 = γ1Q1 + Q′3, where
Q′3 = aQ3 +Q4 ∈ Σ. We see that both Q1Q2 and Q1Q′3 extend to a line containing
a point of Π. Hence, the line P0P1 is a (q
2 + q + 1)-secant. A similar reasoning
shows that if dimU2 = 2, the line P0P2 is a (q
2 + q + 1)-secant.
• Now, we show that if dim(U2) = 3 and γ2 ∈ U2, then P0P2 is a (q + 1)-secant.
If dim(U2) = 3 and γ2 ∈ U2, then Equation 67 has clearly q solutions. All these
solutions correspond to a point on the line P0P2 in Π, different from P0. So, the
line P0P2 is a (q+1)-secant. Analogously, if dim(U1) = 3 and δ ∈ U1, the line P0P1
is a (q + 1)-secant.
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• Next, we show that there is a (q2 + q + 1)-secant in Π if 1, γ′1 and γ′2 are linearly
dependent over Fq. Assume that there are a, b, c ∈ Fq, with (a, b, c) 6= (0, 0, 0),
such that a + bγ′1 + cγ
′
2 = 0. Consider Equation (62), and put µ3 = −ν3 = a,
µ4 = −ν4 = −b and µ5 = −ν5 = −c. We see that the second equation vanishes.
We can pick (ν1, ν2) = (ν1, ν2) such that ν1γ0 − bδ + cγ2 − ν2 6= 0, hence such that
the coefficient of φ in the first equation is different from zero. It follows that the
line through the points (µ1, µ2, a,−b,−c) and (ν1, ν2,−a, b, c) gives rise to a point
of rank 2 for any µ1, µ2 ∈ Fq with (µ1, µ2) 6= (ν1, ν2). In particular, the point
Q1(1, 0, 0, 0, 0) lies on a line of this form, different from Q1Q2, and hence, we find a
(q2 + q + 1)-secant through P0.
• Finally, we show that if U1 = U2 and dimU1 = 3, and , then there is a (q2 + q+1)-
secant to Ω2 in Π. Suppose that U1 = U2 and dim(U1) = 3. First assume that there
exist e1, e2 ∈ Fq such that γ′1 = e1 + e2γ0. We have that e2 6= 0 since otherwise
dim(U1) = 2. We have that γ0γ
′
1 = e1γ0+e2γ
2
0 and U1 = 〈1, γ0, γ20〉. Since U2 = U1 =
〈1, γ0, γ20〉, we have that γ′2 = f1 + f2γ0 + f3γ20 and γ0γ′2 = f1γ0 + f2γ20 + f3γ30 ∈ U2.
Since 1, γ0, γ
2
0 and γ
3
0 are Fq-independent, we have that f3 = 0. This implies that
γ′2 = f1+f2γ0 and hence that f2γ
′
1−e2γ′2+e2f1−e1f2 = 0. It follows that {1, γ′1, γ′2}
is a linearly dependent set over Fq. We have seen in the previous bullet point that
this implies that there is a (q2 + q + 1)-secant in Π.
Now suppose that 1, γ0, γ
′
1 are Fq-independent. This implies that
γ0γ
′
1 = a1 + a2γ0 + a3γ
′
1
γ′2 = b1 + b2γ0 + b3γ
′
1
γ0γ
′
2 = c1 + c2γ0 + c3γ
′
1
First note that 1, γ0, γ
2
0 and γ
′
1 are Fq-independent. If γ
′
1 = d0 + d1γ0 + d2γ
2
0 , then
d0γ0 + d1γ
2
0 + d2γ
3
0 = γ0γ
′
1 = a1 + a2γ0 + a3(d0 + d1γ0 + d2γ
2
0). Since 1, γ0, γ
2
0 , γ
3
0
are linearly independent, d2 = 0 and hence γ
′
1 = d0 + d1γ0, a contradiction since
1, γ0, γ
′
1 are independent. We now have that
c1 + c2γ0 + c3γ
′
1 = γ0γ
′
2 = γ0(b1 + b2γ0 + b3γ
′
1) = γ0b1 + γ
2
0b2 + b3(a1 + a2γ0 + a3γ
′
1) .
This implies that c1 = a1b3, c2 = b1 + a2b3, c3 = a3b3 and b2 = 0 since 1, γ0, γ
2
0 and
γ′1 are Fq-independent. We see that b3γ
′
1 − γ′2 + b1 = 0. It follows that {1, γ′1, γ′2}
is a linearly dependent set over Fq. We have seen in the previous bullet point that
this implies that there is a (q2 + q + 1)-secant in Π.
Keeping the results of this intermezzo in mind, we have that either (A) at least one
of the subspaces U1 and U2 has dimension 4, or else (B) dimU1 = dimU2 = 3 and
dim 〈U1, U2〉 = 4 since Π does not contain a (q2 + q + 1)-secant by the assumption of the
theorem. So, we will distinguish between these two cases.
Case A: We assume that dimU1 = 4 or dimU2 = 4. Now, note that Equation (63) is
invariant when interchanging (γ′1, δ, µ4, ν4) and (γ
′
2,−γ2, µ5, ν5). It follows that the set of
Equations (64)–(67) when interchanging (γ′1, δ) and (γ
′
2, γ2) yields the the same system
of equations after renaming some of the variables µi and νi. Recall that µ4 in Equation
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(65) cannot be zero. For this reason U1 and U2 are interchangeable, so we may assume
without loss of generality that dimU1 = 4. We now distinguish between several subcases.
Case A.1: γ′2 /∈ U1. Hence, we assume that dim 〈1, γ0, γ′1, γ0γ′1, γ′2〉q = 5, in other words
{1, γ0, γ′1, γ0γ′1, γ′2} is an Fq-basis for Fq5. Then, there are ai, bi, ci, di ∈ Fq, i = 1, . . . , 5,
such that
γ0γ
′
2 = a1 + a2γ0 + a3γ
′
1 + a4γ0γ
′
1 + a5γ
′
2 ,
δ = b1 + b2γ0 + b3γ
′
1 + b4γ0γ
′
1 + b5γ
′
2 ,
γ2 = c1 + c2γ0 + c3γ
′
1 + c4γ0γ
′
1 + c5γ
′
2 and
δγ′2 + γ
′
1γ2 = d1 + d2γ0 + d3γ
′
1 + d4γ0γ
′
1 + d5γ
′
2 .
As seen in the intermezzo, 〈P0, P2〉 is a (q + 1)-secant if γ2 ∈ U2 and dimU2 = 3. In
this case, these conditions are fulfilled if and only if a3 = a4 = 0 and c3 = c4 = 0.
So, we may assume that (a3, a4, c3, c4) 6= (0, 0, 0, 0). We also show that we cannot have
simultaneously a1 = −a2a5 and a3 = −a4a5, since otherwise it follows that
γ0γ
′
2 = −a2a5 + a2γ0 − a4a5γ′1 + a4γ0γ′1 + a5γ′2 ⇔ 0 = (γ0 − a5)(γ′2 − a4γ′1 − a2) ,
which is not possible since γ0 /∈ Fq and {1, γ′1, γ′2} is independent over Fq.
Considering Fq5 as a vector space over Fq, Equation (64) is equivalent to the following
system of equations:

d1 = µ3ν2 − µ2ν3 + ν1a1 + µ3b1 + ν3c1
d2 = µ1ν3 − µ3ν1 + ν1a2 + µ3b2 + ν3c2
d3 = µ2 + ν1a3 + µ3b3 + ν3c3
d4 = −µ1 + ν1a4 + µ3b4 + ν3c4
d5 = −ν2 + ν1a5 + µ3b5 + ν3c5
⇔


µ1 = ν1a4 + µ3b4 + ν3c4 − d4
µ2 = −ν1a3 − µ3b3 − ν3c3 + d3
ν2 = ν1a5 + µ3b5 + ν3c5 − d5
d1 = µ3ν2 − µ2ν3 + ν1a1 + µ3b1 + ν3c1
d2 = µ1ν3 − µ3ν1 + ν1a2 + µ3b2 + ν3c2
.
(68)
It is straightforward to see that there is a one-to-one correspondence between the solutions
in (µ1, µ2, µ3, ν1, ν2, ν3) of Equation (68) and the solutions in (µ3, ν1, ν3) of{
d1 = µ3(ν1a5 + µ3b5 + ν3c5 − d5) + (ν1a3 + µ3b3 + ν3c3 − d3)ν3 + ν1a1 + µ3b1 + ν3c1
d2 = (ν1a4 + µ3b4 + ν3c4 − d4)ν3 − µ3ν1 + ν1a2 + µ3b2 + ν3c2
⇔
{
−L1(µ3, ν3)ν1 = C1(µ3, ν3)
−L2(µ3, ν3)ν1 = C2(µ3, ν3)
(69)
with
L1(µ3, ν3) = a5µ3 + a3ν3 + a1 ,
L2(µ3, ν3) = −µ3 + a4ν3 + a2 ,
C1(µ3, ν3) = b5µ
2
3 + (c5 + b3)µ3ν3 + c3ν
2
3 + (b1 − d5)µ3 + (c1 − d3)ν3 − d1 and
C2(µ3, ν3) = b4µ3ν3 + c4ν
2
3 + b2µ3 + (c2 − d4)ν3 − d2 .
Given µ3 and ν3, the system of equations in 69 has 0, 1 or q solutions for ν1. Assume
that for (µ3, ν3) = (µ3, ν3) the system of equations in 69 would have q solutions. Then,
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looking at (62) with (µ4, µ5, ν4, ν5) = (0, 1, 1, 0), we see that for the q corresponding
points, we have ϕ =
µ3−γ
′
2
γ′
1
−ν3
. Hence, any two of these q points determine a (q + 1)-secant
by Theorem 2.4, contradicting the assumption on Π. So, (69) has either 0 solutions or a
unique solution in ν1, and the latter occurs iff
F (µ3, ν3) = L1(µ3, ν3)C2(µ3, ν3)− L2(µ3, ν3)C1(µ3, ν3) = 0
∧ (L1(µ3, ν3), L2(µ3, ν3)) 6= (0, 0) . (70)
The equation F (µ3, ν3) = 0 determines a cubic curve C in the (µ3, ν3)-plane π ∼= AG(2, q).
We embed this affine plane in the projective plane PG(2, q) by adding the line at in-
finity ℓ∞ and extend C to the cubic curve C by going to a homogeneous equation
F (µ3, ν3, ρ) = 0. Note that ℓ∞ : ρ = 0. Analogously, we define the homogeneous
functions L1(µ3, ν3, ρ), L2(µ3, ν3, ρ), C1(µ3, ν3, ρ), and C2(µ3, ν3, ρ). Note that neither L1
nor L2 can be identically zero; the latter is obvious, and in case L1 ≡ 0 we would have
that γ0γ
′
2 = a2γ0 + a4γ0γ
′
1, hence that {1, γ′1, γ′2} is not a linearly independent set over
Fq, contradicting the assumption of case A.1. The lines defined by L1 = 0 and L2 = 0
in the projective plane PG(2, q), do not coincide since we cannot simultaneously have
a1 = −a2a5 and a3 = −a4a5 (as we noted before). So, these lines have precisely one
intersection point R, which is on ℓ∞ if and only if a3 + a4a5 = 0. It is clear that R is on
the cubic curve F = 0.
We denote the number of points on C = 0 by N and the number of points on C ∩ ℓ∞
by N∞. Furthermore, we set ε = 1 if R is an affine point, and ε = 0 if R ∈ ℓ∞. We find
that Equation (70), and hence also Equation (68), has N −N∞ − ε solutions.
Now, we look at Equation (65); it is equivalent to the following system of equations:

−c1 = −µ2 + a1ν1 − b1µ4
−c2 = µ1 + a2ν1 − b2µ4
−c3 = −ν2µ4 + a3ν1 − b3µ4
−c4 = µ4ν1 + a4ν1 − b4µ4
−c5 = −ν2 + a5ν1 − b5µ4
⇔


µ1 = −a2ν1 + b2µ4 − c2
µ2 = a1ν1 − b1µ4 + c1
ν2 = a5ν1 − b5µ4 + c5
c3 = ν2µ4 − a3ν1 + b3µ4
−c4 = µ4ν1 + a4ν1 − b4µ4
. (71)
Recall that µ4 ∈ F∗q . It is straightforward that there is a one-to-one correspondence
between the solutions in (µ1, µ2, µ4, ν1, ν2) of Equation (71) and the solutions in (µ4, ν1)
of {
c3 = (a5ν1 − b5µ4 + c5)µ4 − a3ν1 + b3µ4
−c4 = µ4ν1 + a4ν1 − b4µ4
⇔
{
(a5µ4 − a3) ν1 = b5µ24 − (c5 + b3)µ4 + c3
(µ4 + a4)ν1 = b4µ4 − c4
⇔
{
−L1 (−µ4, 1, 0) ν1 = C1 (−µ4, 1, 0)
−L2 (−µ4, 1, 0) ν1 = C2 (−µ4, 1, 0)
(72)
Given µ4, the system of equations in 72 has 0, 1 or q solutions for ν1. Assume that for
µ4 = µ4 the system of equations in 72 would have q solutions. Then, looking at (62)
36
with (µ3, ν3, ν4, µ5, ν5) = (0, 1, 0, 1, 0), we see that for the q corresponding points, we have
ϕ = µ4γ
′
1+γ
′
2. Hence, any two of these q points determine a (q+1)-secant by Theorem 2.4
contradicting the assumption on Π. So, (72) has either 0 solutions or a unique solution
in ν1, and the latter occurs if and only if µ4 ∈ F∗q fulfils
0 = L1 (−µ4, 1, 0)C2 (−µ4, 1, 0)− L2 (−µ4, 1, 0)C1 (−µ4, 1, 0)
= F (−µ4, 1, 0) , (73)
and simultaneously (L1 (−µ4, 1, 0) , L2 (−µ4, 1, 0)) 6= (0, 0). However, if
(L1 (−µ4, 1, 0) , L2 (−µ4, 1, 0)) = (0, 0),
then R = (−µ4, 1, 0) ∈ ℓ∞. So, the solutions of (73) correspond to the points of C ∩ (ℓ∞ \
{R, (1, 0, 0), (0, 1, 0)}).
Now we look at equations (66) and (67). It is immediately clear that Equation (66)
has 1 solution if b5 = 0 and no solutions otherwise, so it has a solution if and only if
(1, 0, 0) ∈ C. Equation (67) is equivalent to
c1 + c2γ0 + c3γ
′
1 + c4γ0γ
′
1 + c5γ
′
2
= (ν2 − a1µ1)− (ν1 + a2µ1)γ0 − a3µ1γ′1 − a4µ1γ0γ′1 + (µ2 − a5µ1)γ′2 .
This equation has one solution if a3c4 = a4c3 and (a3, a4) 6= (0, 0) and no solutions
otherwise; recall (from the beginning of this case) that it is not possible that a3 = a4 =
c3 = c4 = 0. So, it has a solution if and only if (0, 1, 0) ∈ C, but R 6= (0, 1, 0).
We note that R cannot be the point (1, 0, 0), and we conclude that regardless of the
behaviour of b5 and a3c4 − a4c3 and the position of R, the total number of solutions of
the equations (65), (66) and (67) together equals N∞ − (1 − ε). Including the solutions
from Equation (64) and the point P0, we find that Π ∩ Ω2 contains N points.
We have seen during the analysis of Equations 69 and (72) that we could only find
at most one solution for ν1 for any choice of the parameters (µ3, ν3) or µ4. From this it
follows that R cannot be on both conics C1 = 0 and C2 = 0 if it is an affine point or a
point on ℓ∞ \{(1, 0, 0), (0, 1, 0)}. If R = (0, 1, 0) this point cannot be on both conics since
it is not possible that a3 = a4 = c3 = c4 = 0. Recall that R 6= (1, 0, 0) since (1, 0, 0) /∈ L2.
So, R cannot be on both conics C1 = 0 and C2 = 0, regardless of its coordinates.
Note that if Π∩Ω2 contains N = q2+q+1 points, then there are at least 2 points with
the same type (recall that there are q2 +1 G-orbits), and hence, there is a (q+ 1)-secant
by Theorem 2.4. So, F does not vanish. This implies that the theorem follows from
applying Lemma 1.12 to the cubic C.
Case A.2: γ′2 ∈ U1, but γ0γ′2 /∈ U1. Hence, we assume that dim 〈1, γ0, γ′1, γ0γ′1, γ0γ′2〉q =
5, in other words {1, γ0, γ′1, γ0γ′1, γ0γ′2} is an Fq-basis for Fq5 . Then, there are ai, bi, ci, di ∈
Fq, i = 1, . . . , 5, such that
γ′2 = a1 + a2γ0 + a3γ
′
1 + a4γ0γ
′
1 ,
δ = b1 + b2γ0 + b3γ
′
1 + b4γ0γ
′
1 + b5γ0γ
′
2 ,
γ2 = c1 + c2γ0 + c3γ
′
1 + c4γ0γ
′
1 + c5γ0γ
′
2 and
δγ′2 + γ
′
1γ2 = d1 + d2γ0 + d3γ
′
1 + d4γ0γ
′
1 + d5γ0γ
′
2 .
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We saw in the intermezzo that 〈P0, P2〉 is a (q + 1)-secant if γ2 ∈ U2 and dimU2 = 3. In
this case, these conditions are fulfilled if and only if a3 = a4 = 0 and c3 = c4 = 0. So, we
may assume that (a3, a4, c3, c4) 6= (0, 0, 0, 0).
Considering Fq5 as a vector space over Fq, Equation (64) is equivalent to the following
system of equations:

d1 = µ3ν2 − µ2ν3 − ν2a1 + µ3b1 + ν3c1
d2 = µ1ν3 − µ3ν1 − ν2a2 + µ3b2 + ν3c2
d3 = µ2 − ν2a3 + µ3b3 + ν3c3
d4 = −µ1 − ν2a4 + µ3b4 + ν3c4
d5 = ν1 + µ3b5 + ν3c5
⇔


µ1 = −d4 − ν2a4 + µ3b4 + ν3c4
µ2 = d3 + ν2a3 − µ3b3 − ν3c3
ν1 = d5 − µ3b5 − ν3c5
d1 = µ3ν2 − µ2ν3 − ν2a1 + µ3b1 + ν3c1
d2 = µ1ν3 − µ3ν1 − ν2a2 + µ3b2 + ν3c2
.
(74)
It is straightforward to see that there is a one-to-one correspondence between the solutions
in (µ1, µ2, µ3, ν1, ν2, ν3) of Equation (74) and the solutions in (µ3, ν2, ν3) of{
d1 = µ3ν2 − (d3 + ν2a3 − µ3b3 − ν3c3)ν3 − ν2a1 + µ3b1 + ν3c1
d2 = (−d4 − ν2a4 + µ3b4 + ν3c4)ν3 − µ3(d5 − µ3b5 − ν3c5)− ν2a2 + µ3b2 + ν3c2
⇔
{
L1(µ3, ν3)ν2 = C1(µ3, ν3)
L2(µ3, ν3)ν2 = C2(µ3, ν3)
(75)
with
L1(µ3, ν3) = −µ3 + a3ν3 + a1 ,
L2(µ3, ν3) = a4ν3 + a2 ,
C1(µ3, ν3) = b3µ3ν3 + c3ν
2
3 + b1µ3 + (c1 − d3)ν3 − d1 and
C2(µ3, ν3) = b5µ
2
3 + (b4 + c5)µ3ν3 + c4ν
2
3 + (b2 − d5)µ3 + (c2 − d4)ν3 − d2 .
Given µ3 and ν3, the system of equations in 75 has 0, 1 or q solutions for ν1. Assume
that for (µ3, ν3) = (µ3, ν3) the system of equations in 75 would have q solutions. Then,
looking at (62) with (µ4, µ5, ν4, ν5) = (0, 1, 1, 0), we see that for the q corresponding
points, we have ϕ =
µ3−γ
′
2
γ′
1
−ν3
. Hence any two of these q points determine a (q + 1)-secant
by Theorem 2.4, contradicting the assumption on Π. So, (75) has either 0 solutions or a
unique solution in ν1, and the latter occurs iff
F (µ3, ν3) = L1(µ3, ν3)C2(µ3, ν3)− L2(µ3, ν3)C1(µ3, ν3) = 0
∧ (L1(µ3, ν3), L2(µ3, ν3)) 6= (0, 0) . (76)
The equation F (µ3, ν3) = 0 determines a cubic curve C in the (µ3, ν3)-plane π ∼=
AG(2, q). We embed this affine plane in the projective plane PG(2, q) by adding the
line at infinity ℓ∞ and extend C to the cubic curve C by going to a homogeneous equa-
tion F (µ3, ν3, ρ) = 0. Analogously, we define the homogeneous functions L1(µ3, ν3, ρ),
L2(µ3, ν3, ρ), C1(µ3, ν3, ρ), and C2(µ3, ν3, ρ). Note that neither L1 nor L2 can be identi-
cally zero; the former is obvious, and in case L2 ≡ 0 we would have that γ′2 = a1 + a3γ′1,
hence that {1, γ′1, γ′2} is a linearly dependent set over Fq which forces the existence of a
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(q2+q+1)-secant to Π as seen in the intermezzo. The lines defined by L1 = 0 and L2 = 0
in the projective plane PG(2, q), clearly do not coincide. So, these lines have precisely
one intersection point R, which is on ℓ∞ if and only if a4 = 0. It is clear that R is on the
cubic curve F = 0.
We denote the number of points on C = 0 by N and the number of points on C ∩ ℓ∞
by N∞. Furthermore, we set ε = 1 if R is an affine point, ε = 0 if R ∈ ℓ∞. We find that
Equation (76), and hence also Equation (68), has N −N∞ − ε solutions.
Now, we look at Equation (65); it is equivalent to the following system of equations:

−c1 = −µ2 − a1ν2 − b1µ4
−c2 = µ1 − a2ν2 − b2µ4
−c3 = −ν2µ4 − a3ν2 − b3µ4
−c4 = µ4ν1 − a4ν2 − b4µ4
−c5 = ν1 − b5µ4
⇔


µ1 = a2ν2 + b2µ4 − c2
µ2 = c1 − a1ν2 − b1µ4
ν1 = b5µ4 − c5
−c3 = −ν2µ4 − a3ν2 − b3µ4
−c4 = µ4ν1 − a4ν2 − b4µ4
. (77)
Recall that µ4 ∈ F∗q . It is straightforward that there is a one-to-one correspondence
between the solutions in (µ1, µ2, µ4, ν1, ν2) of Equation (77) and the solutions in (µ4, ν1)
of {
−c3 = −ν2µ4 − a3ν2 − b3µ4
−c4 = µ4(b5µ4 − c5)− a4ν2 − b4µ4
⇔
{
(µ4 + a3) ν2 = −b3µ4 + c3
a4ν2 = b5µ
2
4 − (b4 + c5)µ4 + c4
⇔
{
−L1 (−µ4, 1, 0) ν2 = C1 (−µ4, 1, 0)
−L2 (−µ4, 1, 0) ν2 = C2 (−µ4, 1, 0)
(78)
Given µ4, the system of equations in 78 has 0, 1 or q solutions for ν2. Assume that for
µ4 = µ4 the system of equations in 78 would have q solutions. Then, looking at (62)
with(µ3, ν3, ν4, µ5, ν5) = (0, 1, 0, 1, 0), we see that for the q corresponding points, we have
ϕ = µ4γ
′
1+γ
′
2. Hence, any two of these q points determine a (q+1)-secant by Theorem 2.4,
contradicting the assumption on Π. So, (78) has either 0 solutions or a unique solution
in ν2, and the latter occurs if and only if µ4 ∈ F∗q fulfils
0 = L1 (−µ4, 1, 0)C2 (−µ4, 1, 0)− L2 (−µ4, 1, 0)C1 (−µ4, 1, 0)
= F (−µ4, 1, 0) , (79)
and simultaneously (L1 (−µ4, 1, 0) , L2 (−µ4, 1, 0)) 6= (0, 0). However, if
(L1 (−µ4, 1, 0) , L2 (−µ4, 1, 0)) = (0, 0),
then R = (−µ4, 1, 0) ∈ ℓ∞. So, the solutions of (79) correspond to the points of C ∩ (ℓ∞ \
{R, (1, 0, 0), (0, 1, 0)}).
Now we look at equations (66) and (67). It is immediately clear that Equation (66)
has 1 solution if b5 = 0 and no solutions otherwise. Equation (67) is equivalent to
c1 + c2γ0 + c3γ
′
1 + c4γ0γ
′
1 + c5γ0γ
′
2
= (ν2 + a1µ2)− (ν1 − a2µ2)γ0 + a3µ2γ′1 + a4µ2γ0γ′1 − µ1γ0γ′2 .
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This equation has one solution if a3c4 = a4c3 and (a3, a4) 6= (0, 0) and no solutions
otherwise; recall (from the beginning of this case) that it is not possible that a3 = a4 =
c3 = c4 = 0. So, it has a solution if and only if (0, 1, 0) ∈ C, but R 6= (0, 1, 0).
We note that R cannot be the point (1, 0, 0), and we conclude that regardless of the
behaviour of b5 and a3c4 − a4c3 and the position of R, the total number of solutions of
the equations (65), (66) and (67) together equals N∞ − (1 − ε). Including the solutions
from Equation (64) and the point P0, we find that Π∩Ω2 contains N points. Note that if
Π∩Ω2 contains N = q2+ q+1 points, then there are at least 2 points with the same type
(recall that there are q2 + 1 G-orbits), and hence, there is a (q + 1)-secant by Theorem
2.4. This implies that F does not vanish.
By the analysis of Equations 75 and (78) we know that R cannot be on both conics
C1 = 0 and C2 = 0 if it is an affine point or a point on ℓ∞ \ {(1, 0, 0), (0, 1, 0)}. Similarly,
if R = (0, 1, 0) this point cannot be on both conics since it is not possible that a3 = a4 =
c3 = c4 = 0. Recall that R 6= (1, 0, 0). Hence, we can apply Lemma 1.12 on the cubic C
and the statement of the theorem follows.
Case A.3: γ′2, γ0γ
′
2 ∈ U1, but δ /∈ U1. Hence, we assume that dim 〈1, γ0, γ′1, γ0γ′1, δ〉q =
5, in other words {1, γ0, γ′1, γ0γ′1, δ} is an Fq-basis for Fq5. Note that in this case U2 ≤ U1.
Then, there are ai, bi, ci, di ∈ Fq, i = 1, . . . , 5, such that
γ′2 = a1 + a2γ0 + a3γ
′
1 + a4γ0γ
′
1 ,
γ0γ
′
2 = b1 + b2γ0 + b3γ
′
1 + b4γ0γ
′
1 ,
γ2 = c1 + c2γ0 + c3γ
′
1 + c4γ0γ
′
1 + c5δ and
δγ′2 + γ
′
1γ2 = d1 + d2γ0 + d3γ
′
1 + d4γ0γ
′
1 + d5δ .
As seen in the intermezzo, 〈P0, P2〉 is a (q + 1)-secant if γ2 ∈ U2 and dimU2 = 3. In
this case, these conditions are fulfilled if and only if a3b4 = a4b3 and c5 = 0. So, we may
assume that (a3b4 − a4b3, c5) 6= (0, 0). Note also that we cannot have a2 = a4 = 0 or
b1 = b3 = 0: in both cases we would have that {1, γ′1, γ′2} is not a linearly independent
set over Fq. However, then the intermezzo shows that there is a (q
2 + q + 1)-secant, a
contradiction.
Considering Fq5 as a vector space over Fq, Equation (64) is equivalent to the following
system of equations:

d1 = µ3ν2 − µ2ν3 − ν2a1 + ν1b1 + ν3c1
d2 = µ1ν3 − µ3ν1 − ν2a2 + ν1b2 + ν3c2
d3 = µ2 − ν2a3 + ν1b3 + ν3c3
d4 = −µ1 − ν2a4 + ν1b4 + ν3c4
d5 = µ3 + ν3c5
⇔


µ1 = −ν2a4 + ν1b4 + ν3c4 − d4
µ2 = ν2a3 − ν1b3 − ν3c3 + d3
µ3 = −ν3c5 + d5
d1 = µ3ν2 − µ2ν3 − ν2a1 + ν1b1 + ν3c1
d2 = µ1ν3 − µ3ν1 − ν2a2 + ν1b2 + ν3c2
.
(80)
It is straightforward to see that there is a one-to-one correspondence between the solutions
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in (µ1, µ2, µ3, ν1, ν2, ν3) of Equation (80) and the solutions in (ν1, ν2, ν3) of{
d1 = (d5 − ν3c5)ν2 + (ν1b3 − ν2a3 + ν3c3 − d3)ν3 − ν2a1 + ν1b1 + ν3c1
d2 = (ν1b4 − ν2a4 + ν3c4 − d4)ν3 + (ν3c5 − d5)ν1 − ν2a2 + ν1b2 + ν3c2
⇔
{
L1(ν2, ν3)ν1 = C1(ν2, ν3)
L2(ν2, ν3)ν1 = C2(ν2, ν3)
(81)
with
L1(ν2, ν3) = b3ν3 + b1 ,
L2(ν2, ν3) = (b4 + c5)ν3 + b2 − d5 ,
C1(ν2, ν3) = (a3 + c5)ν2ν3 − c3ν23 + (a1 − d5)ν2 + (d3 − c1)ν3 + d1 and
C2(ν2, ν3) = a4ν2ν3 − c4ν23 + a2ν2 + (d4 − c2)ν3 + d2 .
Given ν2 and ν3, the system of equations in 81 has 0, 1 or q solutions for ν1. Assume that
for (ν2, ν3) = (ν2, ν3) the system of equations in 81 would have q solutions. Then, looking
at (62) with (µ4, µ5, ν4, ν5) = (0, 1, 1, 0), we see that, for the q corresponding points, we
have ϕ =
d5−c5ν3−γ
′
2
γ′
1
−ν3
. Hence any two of these q points determine a (q + 1)-secant by
Theorem 2.4, contradicting the assumption on Π. So, (81) has either 0 solutions or a
unique solution in ν1, and the latter occurs iff
F (ν2, ν3) = L1(ν2, ν3)C2(ν2, ν3)− L2(ν2, ν3)C1(ν2, ν3) = 0
∧ (L1(ν2, ν3), L2(ν2, ν3)) 6= (0, 0) . (82)
The equation F (ν2, ν3) = 0 determines a cubic curve C in the (ν2, ν3)-plane π ∼= AG(2, q).
We embed this affine plane in the projective plane π ∼= PG(2, q) by adding the line
at infinity ℓ∞ and extend C to the cubic curve C by going to a homogeneous equa-
tion F (ν2, ν3, ρ) = 0. Analogously, we define the homogeneous functions L1(ν2, ν3, ρ),
L2(ν2, ν3, ρ), C1(ν2, ν3, ρ), and C2(ν2, ν3, ρ).
Note that L1 cannot be identically zero: in case L1 ≡ 0 we would have that b1 = b3 = 0,
which is not possible as we have seen above. Furthermore, if (ν2, ν3) and (ν2
′, ν3) are two
points on C, then the corresponding rank 2 points of Π both have ϕ =
d5−c5ν3−γ
′
2
γ′
1
−ν3
, so these
two points determine a (q + 1)-secant by Theorem 2.4, contradicting the assumption on
Π. So, no two affine points of C can be on the same line through R = (1, 0, 0) unless one
of them is contained in both L1 = 0 and L2 = 0. Note that R ∈ C ∩ ℓ∞.
Now, we look at Equation (65); it is equivalent to the following system of equations:

−c1 = −µ2 − a1ν2 + b1ν1
−c2 = µ1 − a2ν2 + b2ν1
−c3 = −ν2µ4 − a3ν2 + b3ν1
−c4 = µ4ν1 − a4ν2 + b4ν1
−c5 = −µ4
⇔


µ1 = a2ν2 − b2ν1 − c2
µ2 = −a1ν2 + b1ν1 + c1
µ4 = c5
−c3 = −ν2µ4 − a3ν2 + b3ν1
−c4 = µ4ν1 − a4ν2 + b4ν1
. (83)
Recall that µ4 ∈ F∗q . So, the system of equations in (83) has no solutions if c5 = 0. Hence,
we assume in the discussion of this system of equations that c5 6= 0. It is straightforward
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that there is a one-to-one correspondence between the solutions in (µ1, µ2, µ4, ν1, ν2) of
Equation (83) and the solutions in (ν1, ν2) of{
−c3 = −c5ν2 − a3ν2 + b3ν1
−c4 = c5ν1 − a4ν2 + b4ν1
⇔
{
−c3 = b3ν1 − (a3 + c5)ν2
−c4 = (b4 + c5)ν1 − a4ν2
⇔
{
L1 (ν2, 1, 0) ν1 = C1 (ν2, 1, 0)
L2 (ν2, 1, 0) ν1 = C2 (ν2, 1, 0)
(84)
The system of equations in 84 has 0, 1 or q solutions for ν1. Assume that it would have q
solutions. Then, looking at (62) with(µ3, ν3, ν4, µ5, ν5) = (0, 1, 0, 1, 0), we see that for the
q corresponding points, we have ϕ = c5γ
′
1+γ
′
2. Hence any two of these q points determine
a (q + 1)-secant by Theorem 2.4, contradicting the assumption on Π. So, (84) has either
0 solutions or a unique solution in ν2, and the latter occurs if and only if ν2 fulfils
0 = L1 (ν2, 1, 0)C2 (ν2, 1, 0)− L2 (ν2, 1, 0)C1 (ν2, 1, 0)
= F (ν2, 1, 0)
=
(
a4b3 − a3b4 − c5 (a3 + b4)− c25
)
ν2 + (b4c3 − b3c4 + c3c5) , (85)
and simultaneously (L1 (ν2, 1, 0) , L2 (ν2, 1, 0)) 6= (0, 0). Furthermore, if (ν2, 1, 0) and
(ν2
′, 1, 0) are two points on C, then the corresponding rank 2 points of Π both have
ϕ = c5γ
′
1+γ
′
2, so these two points determine a (q+1)-secant by Theorem 2.4, contradict-
ing the assumption on Π. So, Equation 81 has no solutions or one solution; the former
occurs if a4b3 − a3b4 − c5 (a3 + b4)− c25 = 0 and the latter otherwise.
Now we look at equations (66) and (67). It is immediately clear that Equation (66)
has no solutions by the assumption of case A.3. Equation (67) is equivalent to
c1 + c2γ0 + c3γ
′
1 + c4γ0γ
′
1 + c5δ
= (ν2 + a1µ2 − b1µ1)− (ν1 − a2µ2 + b2µ1)γ0 + (a3µ2 − b3µ1)γ′1 + (a4µ2 − b4µ1)γ0γ′1 .
(86)
This equation has no solutions if c5 6= 0 and one solution otherwise; recall (from the
beginning of this case) that it is not possible that (a3b4 − a4b3, c5) = (0, 0).
Interlude: Before we continue, we will show that it is impossible that the cubic C
decomposes in three lines through R (possibly defined over an extension field). We will
assume it does decompose and derive a contradiction. Then, the equation F = 0 enjoys
zero coefficients for ν2ν
2
3 , ν2ν3 and ν2. Hence, we have
0 = a4b3 − ab , (87)
0 = a2b3 + a4b1 − abˆ− aˆb and (88)
0 = a2b1 − aˆbˆ . (89)
with a = a3 + c5, b = b4 + c5, aˆ = a1 − d5 and bˆ = b2 − d5. It follows that
(a4aˆ− a2a)
(
a4bˆ− a2b
)
= a24aˆbˆ+ a
2
2ab− a2a4
(
abˆ+ aˆb
)
= a24a2b1 + a
2
2a4b3 − a2a4 (a2b3 + a4b1) = 0 and (90)
(b3aˆ− b1a)
(
b3bˆ− b1b
)
= b23aˆbˆ+ b
2
1ab− b1b3
(
abˆ+ aˆb
)
= b23a2b1 + b
2
1a4b3 − b1b3 (a2b3 + a4b1) = 0 . (91)
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Recall that it not possible that either a2 = a4 = 0 or b1 = b3 = 0. Then it follows
from Equations (87), (88) and (89) that it is impossible that a = aˆ = 0 or b = bˆ = 0.
Furthermore, if a = b = 0, then it follows from Equations (90) and (91) that a4 = b3 = 0.
Then, we also find that
γ′2 = a1 + a2γ0 − c5γ′1 ⇔ γ′2 + c5γ′1 − d5 = aˆ+ a2γ0 and
γ0γ
′
2 = b1 + b2γ0 − c5γ0γ′1 ⇔ γ0 (γ′2 + c5γ′1 − d5) = b1 + bˆγ0 .
So, a2γ
2
0 +(aˆ− bˆ)γ0− b1 = 0, and since {1, γ0, γ20} is an Fq-independent set, we must have
a2 = 0, a contradiction as also a4 = 0. So, we cannot have a = b = 0. Similarly we can
prove that we also cannot have aˆ = bˆ = 0.
Considering these remarks, we see that there are four possibilities given Equations
(90) and (91). We discuss them one by one. Recall that we showed in the intermezzo
that {1, γ′1, γ′2} is an Fq-independent set.
• There are k, k′ ∈ F∗q such that (a2, a4) = k(aˆ, a) and (b1, b3) = k′(aˆ, a). From
Equations (87), (88) and (89) it follows that a(kk′a − b) = 0 = aˆ(kk′aˆ − bˆ) and
2kk′aaˆ − abˆ − aˆb = 0. As (a, aˆ) 6= (0, 0) and (a, b) 6= (0, 0) 6= (aˆ, bˆ), we must have
b = kk′a and bˆ = kk′aˆ. So, in this case we find that
γ′2 = (aˆ+ d5) + kaˆγ0 + (a− c5)γ′1 + kaγ0γ′1
⇔ γ′2 + c5γ′1 − d5 = (1 + kγ0)(aˆ+ aγ′1) and
γ0γ
′
2 = k
′aˆ + (bˆ+ d5)γ0 + k
′aγ′1 + (b− c5)γ0γ′1
⇔ γ0 (γ′2 + c5γ′1 − d5) = k′(1 + kγ0)(aˆ + aγ′1) .
It follows that (γ0 − k′)(γ′2 + c5γ′1 − d5) = 0, which is a contradiction since γ0 /∈ Fq
and {1, γ′1, γ′2} is a linearly independent set over Fq.
• There are k, k′ ∈ F∗q such that (a2, a4) = k(aˆ, a) and (b1, b3) = k′(bˆ, b). From
Equations (87), (88) and (89) it follows that ab(kk′ − 1) = 0 = aˆbˆ(kk′ − 1) and
(kk′− 1)abˆ+(kk′− 1)aˆb = 0. As (a, aˆ) 6= (0, 0) and (a, b) 6= (0, 0) 6= (aˆ, bˆ), we must
have kk′ = 1. So, in this case we find that
γ′2 = (aˆ + d5) + kaˆγ0 + (a− c5)γ′1 + kaγ0γ′1
⇔ γ′2 + c5γ′1 − d5 = (1 + kγ0)(aˆ+ aγ′1) and
γ0γ
′
2 = k
′bˆ+ (bˆ+ d5)γ0 + k
′bγ′1 + (b− c5)γ0γ′1
⇔ γ0 (γ′2 + c5γ′1 − d5) = (k′ + γ0)(bˆ+ bγ′1) .
Hence, we have
γ0(1 + kγ0)(aˆ+ aγ
′
1) = (k
′ + γ0)(bˆ+ bγ
′
1)
⇔ 0 = (k′ + γ0)
(
bˆ− kaˆγ0 + bγ′1 − kaγ0γ′1
)
,
which is a contradiction since γ0 /∈ Fq and since {1, γ0, γ′1, γ0γ′1} is a linearly inde-
pendent set over Fq and (b, bˆ) 6= (0, 0).
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• There are k, k′ ∈ F∗q such that (a2, a4) = k(bˆ, b) and (b1, b3) = k′(aˆ, a). From
Equations (87), (88) and (89) it follows that ab(kk′ − 1) = 0 = aˆbˆ(kk′ − 1) and
(kk′− 1)abˆ+(kk′− 1)aˆb = 0. As (a, aˆ) 6= (0, 0) and (a, b) 6= (0, 0) 6= (aˆ, bˆ), we must
have kk′ = 1. So, in this case we find that
(γ0 − k′)(γ′2 + c5γ′1 − d5) = k′aˆ+ (bˆ+ d5)γ0 + k′aγ′1 + (b− c5)γ0γ′1 + c5γ0γ′1 − d5γ0
− k′(aˆ + d5)− k′kbˆγ0 − k′(a− c5)γ′1 − k′kbγ0γ′1
− k′c5γ′1 + k′d5
= 0 ,
which is a contradiction since γ0 /∈ Fq and {1, γ′1, γ′2} is a linearly independent set
over Fq.
• There are k, k′ ∈ F∗q such that (a2, a4) = k(bˆ, b) and (b1, b3) = k′(bˆ, b). From
Equations (87), (88) and (89) it follows that b(kk′b − a) = 0 = bˆ(kk′bˆ − aˆ) and
2kk′bbˆ − abˆ − aˆb = 0. As (b, bˆ) 6= (0, 0) and (a, b) 6= (0, 0) 6= (aˆ, bˆ), we must have
a = kk′b and aˆ = kk′bˆ. So, in this case we find that
(kγ0 − 1)(γ′2 + c5γ′1 − d5) = kk′bˆ+ k(bˆ+ d5)γ0 + kk′bγ′1 + k(b− c5)γ0γ′1 + kc5γ0γ′1
− kd5γ0 − (aˆ + d5)− kbˆγ0 − (a− c5)γ′1 − kbγ0γ′1
− c5γ′1 + d5
= 0 ,
which is a contradiction since γ0 /∈ Fq and {1, γ′1, γ′2} is a linearly independent set
over Fq.
So, we find a contradiction in each case, and we conclude this interlude: the cubic C
cannot decompose in three lines through R = (1, 0, 0).
Now, we denote the number of points on C = 0 by N and the number of points on
C ∩ ℓ∞ by N∞. If c5 = 0 (and consequently a3b4 − a4b3 6= 0), Equations (83) and (66)
have no solutions, and (86) has one solution. Since (84) has one solution and, as seen
before, R ∈ C ∩ ℓ∞, it follows that N∞ = 2 in this case. If c5 6= 0, Equations (66) and
(86) have no solutions, and (84) has N∞ − 1 solutions. So, regardless of the behaviour
of c5, we find that the total number of solutions of Equations (65), (66) and (67) equals
N∞ − 1 in this case.
For the discussion of the number of solutions of the equations (64), (65), (66) and
(67) together, we distinguish between the following cases. Denote the line L1 = 0 by ℓ1
and the line L2 = 0 by ℓ2, in case L2 does not vanish.
• The function L2 does not vanish, and the lines ℓ1 and ℓ2 in π do not coincide.
Then the lines ℓ1 and ℓ2 meet in the point R ∈ ℓ∞. In this case Equation (82), and
hence also Equation (64), has N −N∞ solutions. We find that the total number of
solutions of the four equations equals N − 1. Including the the point P0, we find
that Π ∩ Ω2 contains N points.
On the one hand, we showed before that in Case A.3 the affine cubic C contains at
most q points. Since the cubic C contains R but cannot decompose in three lines
through R, Lemma 1.12 shows that N = |Π ∩ Ω2| ∈ [q − 2√q + 1, q].
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• The function L2 does not vanish, but the lines ℓ1 and ℓ2 : L2 = 0 in π coincide or
the function L2 vanishes. Then there is a k ∈ Fq be such that L2 = kL1. Then
F = L1
(
C2 − kC1
)
, and hence the cubic C decomposes in the line ℓ1 and a conic
C ′ : C2−kC1 = 0. Note that R ∈ C ′. The solutions of (81) correspond to the affine
points on C ′ \ ℓ1. Now,
– if C ′ is non-degenerate, then the number of affine points on C ′ \ ℓ1 equals
q − 2 or q − 1; the latter occurs if ℓ1 or ℓ∞ is a tangent to C ′, and the former
otherwise. If ℓ∞ is a tangent then N∞ = 1, and else N∞ = 2. We find that
the total number of solutions of the four equations equals q−1 or q. Including
the the point P0, we find that Π ∩ Ω2 contains q or q + 1 points.
– If C ′ decomposes in two lines m and m′ in π, then at least one of them, say m
must contain R. However, we know that C cannot contain two affine points
on the same line through R if this line is different from ℓ1 (see discussion after
Equation (82)). Also, we know that ℓ∞ contains at most one point of C next
to R (see the discussion after Equation (85)) So, m = ℓ1. Now, note that
R /∈ m′ since C cannot decompose in three lines through R. So, the solutions
of Equation (82) correspond to the q−1 affine points ofm′ not on ℓ1. Moreover,
as R /∈ m′, we have N∞ = 2, so the four equations have q solutions together.
Including the the point P0, we find that Π ∩ Ω2 contains q + 1 points.
– If C ′ decomposes in two lines m and m′ not in π, but defined over a quadratic
extension of Fq, then m and m
′ both contain R – recall that C ′ contains R.
However, then C decomposes in three lines through R, a contradiction.
We conclude that in all subcases the statement of theorem follows.
Case A.4: γ′2, γ0γ
′
2, δ ∈ U1, but γ2 /∈ U1. So, we assume that dim 〈1, γ0, γ′1, γ0γ′1, γ2〉q =
5, in other words {1, γ0, γ′1, γ0γ′1, γ2} is an Fq-basis for Fq5 . Note that in this case U2 ≤ U1.
Then, there are ai, bi, ci, di ∈ Fq, i = 1, . . . , 5, such that
γ′2 = a1 + a2γ0 + a3γ
′
1 + a4γ0γ
′
1 ,
γ0γ
′
2 = b1 + b2γ0 + b3γ
′
1 + b4γ0γ
′
1 ,
δ = c1 + c2γ0 + c3γ
′
1 + c4γ0γ
′
1 and
δγ′2 + γ
′
1γ2 = d1 + d2γ0 + d3γ
′
1 + d4γ0γ
′
1 + d5γ2 .
Considering Fq5 as a vector space over Fq, Equation (64) is equivalent to the following
system of equations:

d1 = µ3ν2 − µ2ν3 − ν2a1 + ν1b1 + µ3c1
d2 = µ1ν3 − µ3ν1 − ν2a2 + ν1b2 + µ3c2
d3 = µ2 − ν2a3 + ν1b3 + µ3c3
d4 = −µ1 − ν2a4 + ν1b4 + µ3c4
d5 = ν3
⇔


µ1 = −ν2a4 + ν1b4 + µ3c4 − d4
µ2 = ν2a3 − ν1b3 − µ3c3 + d3
ν3 = d5
d1 = µ3ν2 − µ2ν3 − ν2a1 + ν1b1 + µ3c1
d2 = µ1ν3 − µ3ν1 − ν2a2 + ν1b2 + µ3c2
.
(92)
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It is straightforward to see that there is a one-to-one correspondence between the solutions
in (µ1, µ2, µ3, ν1, ν2, ν3) of Equation (92) and the solutions in (ν1, ν2, µ3) of{
d1 = µ3ν2 − (ν2a3 − ν1b3 − µ3c3 + d3)d5 − ν2a1 + ν1b1 + µ3c1
d2 = (−ν2a4 + ν1b4 + µ3c4 − d4)d5 − µ3ν1 − ν2a2 + ν1b2 + µ3c2
⇔
{
−L1(ν1, ν2)µ3 = C1(ν1, ν2)
−L2(ν1, ν2)µ3 = C2(ν1, ν2)
(93)
with
L1(ν1, ν2) = ν2 + c1 + c3d5 ,
L2(ν1, ν2) = −ν1 + c2 + c4d5 ,
C1(ν1, ν2) = (b1 + b3d5)ν1 − (a1 + a3d5)ν2 − d1 − d3d5 and
C2(ν1, ν2) = (b2 + b4d5)ν1 − (a2 + a4d5)ν2 − d2 − d4d5 .
Given ν1 and ν2, the system of equations in 93 has 0, 1 or q solutions for µ3. Assume
that for (ν1, ν2) = (ν1, ν2) the system of equations in 93 would have q solutions. Then,
L1(ν1, ν2) = L2(ν1, ν2) = C1(ν1, ν2) = C2(ν1, ν2) = 0. It follows that ν1 = c2 + c4d5 and
ν2 = −c1 − c3d5, and we find that
0 = (a3c3 + b3c4) d
2
5 + (a1c3 + a3c1 + b1c4 + b3c2 − d3) d5 + a1c1 + b1c2 − d1 and (94)
0 = (a4c3 + b4c4) d
2
5 + (a2c3 + a4c1 + b2c4 + b4c2 − d4) d5 + a2c1 + b2c2 − d2 . (95)
Now, we also have that
γ2 (γ
′
1 − d5) = d1 + d2γ0 + d3γ′1 + d4γ0γ′1 − γ′2δ
= d1 + d2γ0 + d3γ
′
1 + d4γ0γ
′
1 − (a1 + a2γ0 + a3γ′1 + a4γ0γ′1) (c1 + c3γ′1)
− (b1 + b2γ0 + b3γ′1 + b4γ0γ′1) (c2 + c4γ′1)
= (d1 − a1c1 − b1c2) + (d3 − a1c3 − a3c1 − b1c4 − b3c2) γ′1 − (a3c3 + b3c4) γ′21
+ (d2 − a2c1 − b2c2) γ0 + (d4 − a2c3 − a4c1 − b2c4 − b4c2) γ0γ′1
− (a4c3 + b4c4) γ0γ′21 .
Substituting Equations (94) and (95) in this expression, we find that
0 = (γ′1 − d5) [γ2 + (a1c3 + a3c1 + b1c4 + b3c2 − d3) + (a3c3 + b3c4) (γ′1 + d5)
+ (a2c3 + a4c1 + b2c4 + b4c2 − d4) γ0 + (a4c3 + b4c4) γ0(γ′1 + d5)] .
Since γ′1 /∈ Fq and γ2 /∈ U1 by the assumption, we find a contradiction. So, the system
of equations in 93 has 0 solutions or a unique solution in µ3, and the latter occurs if and
only if
F (ν1, ν2) = L1(ν1, ν2)C2(ν1, ν2)− L2(ν1, ν2)C1(ν1, ν2) = 0
∧ (L1(ν1, ν2), L2(ν1, ν2)) 6= (0, 0) . (96)
The equation F (ν1, ν2) = 0 determines a conic C in the (ν1, ν2)-plane π ∼= AG(2, q). We
embed this affine plane in the projective plane π ∼= PG(2, q) by adding the line at infinity
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ℓ∞ and extend C to the conic C by going to a homogeneous equation F (ν1, ν2, ρ) = 0.
Analogously, we define the homogeneous functions L1(ν1, ν2, ρ) and L2(ν1, ν2, ρ).
Note that both L1 and L2 cannot be identically zero. Moreover, L1 = 0 and L2 = 0
determine different lines in π and their intersection point R = (c2+ c4d5,−c1− c3d5, 1) is
not on ℓ∞. It is clear that R is on the conic C. Moreover, this conic cannot decompose
in two lines (either over Fq or an algebraic extension) through R, since for this to happen
we should have that R is also on C1 = 0 and C2 = 0, but we have showed before that an
affine point cannot be on all four lines L1 = 0, L2 = 0, C1 = 0 and C2 = 0.
We know that the number of points on C = 0 equals q + 1 or 2q + 1. Subtracting R
and the number of points on C ∩ ℓ∞ we find that the number of solutions of Equation
(96), and hence also of Equation (92), is contained in {q − 2, q − 1, q, 2q − 2, 2q − 1}.
Now we look at Equations (65), (66) and (67). It is immediately clear that by the
assumption of case A.4 Equation (65) has no solutions, Equation (66) has a unique
solution and Equation (67) has no solutions. Including the point P0, we find that |Π∩Ω2|
is contained in {q, q + 1, q + 2, 2q, 2q + 1}.
Case A.5: γ′2, γ0γ
′
2, δ, γ2 ∈ U1, but δγ′2 + γ′1γ2 /∈ U1. By this assumption we have
dim 〈1, γ0, γ′1, γ0γ′1, δγ′2 + γ′1γ2〉q = 5, in other words {1, γ0, γ′1, γ0γ′1, δγ′2 + γ′1γ2} is an Fq-
basis for Fq5. Note that in this case U2 ≤ U1 Then, there are ai, bi, ci, di ∈ Fq, i = 1, . . . , 5,
such that
γ′2 = a1 + a2γ0 + a3γ
′
1 + a4γ0γ
′
1 ,
γ0γ
′
2 = b1 + b2γ0 + b3γ
′
1 + b4γ0γ
′
1 ,
δ = c1 + c2γ0 + c3γ
′
1 + c4γ0γ
′
1 and
γ2 = d1 + d2γ0 + d3γ
′
1 + d4γ0γ
′
1 .
We mentioned before that 〈P0, P2〉 is a (q + 1)-secant if γ2 ∈ U2 and dimU2 = 3. In
this case, these conditions are fulfilled if and only if rk
(
a3 b3 d3
a4 b4 d4
)
= 1. Suppose that
rk
(
a3 b3 d3
a4 b4 d4
)
= 0. This implies that γ′2 ∈ Fq, which in turn implies that {1, γ′1, γ′2} is not
an Fq-independent set. As seen in the intermezzo, this shows that there is a (q
2+ q+1)-
secant. We conclude that rk
(
a3 b3 d3
a4 b4 d4
)
= 2. We also note that
δγ′2 + γ
′
1γ2 = (c1 + c3γ
′
1) (a1 + a2γ0 + a3γ
′
1 + a4γ0γ
′
1) + (c2 + c4γ
′
1) (b1 + b2γ0 + b3γ
′
1 + b4γ0γ
′
1)
+ γ′1 (d1 + d2γ0 + d3γ
′
1 + d4γ0γ
′
1)
= (a1c1 + b1c2) + (a2c1 + b2c2) γ0 + (a1c3 + a3c1 + b1c4 + b3c2 + d1) γ
′
1
+ (a2c3 + a4c1 + b2c4 + b4c2 + d2) γ0γ
′
1 + (a3c3 + b3c4 + d3) γ
′2
1
+ (a4c3 + b4c4 + d4) γ0γ
′2
1 .
so we cannot have that
(a3c3 + b3c4 + d3, a4c3 + b4c4 + d4) 6= (0, 0) (97)
by the assumption that δγ′2 + γ
′
1γ2 /∈ U1.
It is obvious that Equation (64) has no solutions in this case. We look at Equation
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(65); it is equivalent to the following system of equations:

−d1 = −µ2 − a1ν2 + b1ν1 − c1µ4
−d2 = µ1 − a2ν2 + b2ν1 − c2µ4
−d3 = −µ4ν2 − a3ν2 + b3ν1 − c3µ4
−d4 = µ4ν1 − a4ν2 + b4ν1 − c4µ4
⇔


µ1 = a2ν2 − b2ν1 + c2µ4 − d2
µ2 = −a1ν2 + b1ν1 − c1µ4 + d1
−d3 = −µ4ν2 − a3ν2 + b3ν1 − c3µ4
−d4 = µ4ν1 − a4ν2 + b4ν1 − c4µ4
.
(98)
It is straightforward to see that there is a one-to-one correspondence between the solutions
in (µ1, µ2, µ4, ν1, ν2) of Equation (83) and the solutions in (µ4, ν1, ν2) of{
−d3 = −µ4ν2 − a3ν2 + b3ν1 − c3µ4
−d4 = µ4ν1 − a4ν2 + b4ν1 − c4µ4
⇔
{
(ν2 + c3)µ4 = b3ν1 − a3ν2 + d3
(−ν1 + c4)µ4 = b4ν1 − a4ν2 + d4
⇔
{
L1 (ν1, ν2)µ4 = C1 (ν1, ν2)
L2 (ν1, ν2)µ4 = C2 (ν1, ν2)
(99)
with
L1(ν1, ν2) = ν2 + c3 ,
L2(ν1, ν2) = −ν1 + c4 ,
C1(ν1, ν2) = b3ν1 − a3ν2 + d3 and
C2(ν1, ν2) = b4ν1 − a4ν2 + d4 .
The system of equations in 99 has 0, 1 or q solutions for µ4. Assume that for (ν1, ν2) =
(ν1, ν2) the system of equations in 99 would have q solutions. Then, L1(ν1, ν2) = L2(ν1, ν2) =
C1(ν1, ν2) = C2(ν1, ν2) = 0. It follows that b3c4 + a3c3 + d3 = 0 = b4c4 + a4c3 + d4, con-
tradicting the observation we made above. So, (99) has either 0 solutions or a unique
solution in µ4, and the latter occurs iff
F (ν1, ν2) = L1(ν1, ν2)C2(ν1, ν2)− L2(ν1, ν2)C1(ν1, ν2) = 0
∧ (L1(ν1, ν2), L2(ν1, ν2)) 6= (0, 0) ∧ (C1(ν1, ν2), C2(ν1, ν2)) 6= (0, 0) . (100)
Recall for this last condition that µ4 ∈ F∗q . The equation F (ν1, ν2) = 0 determines a conic
C in the (ν1, ν2)-plane π ∼= AG(2, q). We embed this affine plane in the projective plane
π ∼= PG(2, q) by adding the line at infinity ℓ∞ and extend C to the conic C by going
to a homogeneous equation F (ν1, ν2, ρ) = 0. Analogously, we define the homogeneous
functions L1(ν1, ν2, ρ), L2(ν1, ν2, ρ), C1(ν1, ν2, ρ) and C2(ν1, ν2, ρ).
Note that both L1 and L2 cannot be identically zero. Moreover, L1 = 0 and L2 = 0
determine different lines in π and their intersection point R = (c4,−c3, 1) is not on ℓ∞. It
is clear that R is on the conic C. Furthermore, there is precisely one point R′ in π that is
on C1 = 0 and C2 = 0 since rk
(
b3 −a3 d3
b4 −a4 d4
)
= rk
(
a3 b3 d3
a4 b4 d4
)
= 2. In other words, C1 = 0 and
C2 = 0 determine non-coinciding lines. Note that R
′ ∈ ℓ∞ if and only if a4b3 − a3b4 = 0.
We set ε = 1 if R′ is affine, and ε = 0 if R′ ∈ ℓ∞. Furthermore R 6= R′ since we showed
above that L1, L2, C1 and C2 cannot be simultaneously zero.
Also, it is impossible that simultaneously the lines L1 = 0 and C1 = 0 coincide and
the lines L2 = 0 and C2 = 0 coincide in π, since then we would have that b3 = a4 = 0 and
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a3c3 + d3 = b4c4 + d4 = 0, which contradicts (97). We conclude that L1 = 0 and C1 = 0
intersect in a point R1, or L2 = 0 and C2 = 0 intersect in a point R2. Without loss of
generality, we can assume that R1 exists; we see that R1 is on C. Since the lines L1 = 0
and C1 = 0 do not coincide, it follows that the lines L1 = 0 and C1 = 0 contain at most
one point different from R1 on C, the points R and R
′, respectively.
Now note that, if there are two points of C = C ∩ π different from R1 on the same
line through R1 (different from L1 = 0 and C1 = 0), then these points correspond to the
same solution µ for µ4 in (99); hence looking at (62) with(µ3, ν3, ν4, µ5, ν5) = (0, 1, 0, 1, 0),
we see that the corresponding rank 2 points of Π both have ϕ = µγ′1 + γ
′
2, so these two
points determine a (q + 1)-secant by Theorem 2.4, contradicting the assumption on Π.
Assume that q > 2 and that C decomposes in two lines over Fq (so in π). One of these
two lines, say m, contains R1. Since L1 = 0 and C1 = 0 contain at most two points of
C, the line m is different from L1 = 0 and C1 = 0. However, then the line m (and hence
C) contains q − 1 ≥ 2 affine points, which are obviously on the same line through R1,
a contradiction. So, if q > 2, the conic C cannot decompose in two lines over Fq. The
conic C also cannot decompose in two lines over a quadratic extension, since C contains
at least two different points R and R′. Hence C is a non-degenerate conic if q > 2 and
it contains q + 1 points, of which q − 1, q or q + 1 are affine (on C). So, Equation (100)
and hence also Equation (98) has q − 2 − ε, q − 1 − ε or q − ε solutions since we must
disregard the solutions corresponding to R and R′. If q = 2 the conic C contains at least
two points, R and R′, and hence it contains q + 1 = 3 or 2q + 1 = 5 points, of which
q − 1 = 1, q = 2, q + 1 = 2q − 1 = 3 or 2q = 4 are affine. So, Equation (98) has 0, 1− ε,
2− ε or 3− ε solutions.
Now we look at equations (66) and (67). It is immediately clear that Equation (66)
has precisely one solution by the assumption of case A.5. Equation (67) has no solutions
if and only if dimU2 = 3 and γ2 /∈ U2, so if and only if a3b4 − a4b3 = 0; recall that
rk
(
a3 b3 d3
a4 b4 d4
)
= 2. It has one solution otherwise. In other words, Equation (67) has ε
solutions.
We find that the Equations (64), (65), (66) and (67) in total have between q − 1 and
q + 1 solutions, if q > 2. Including the point P0, we find that |Π ∩ Ω2| is contained in
{q, q+1, q+2}. If q = 2, we find in the same way that |Π∩Ω2| is contained in {1, . . . , 5}.
So, both for q = 2 and q > 2 we find that the theorem is true in Case A.5.
Case A.6: γ′2, γ0γ
′
2, δ, γ2, δγ
′
2 + γ
′
1γ2 ∈ U1. Note that in this case U2 ≤ U1. There are
ai, bi, ci, di, ei ∈ Fq, i = 1, . . . , 4, such that
γ′2 = a1 + a2γ0 + a3γ
′
1 + a4γ0γ
′
1 ,
γ0γ
′
2 = b1 + b2γ0 + b3γ
′
1 + b4γ0γ
′
1 ,
δ = c1 + c2γ0 + c3γ
′
1 + c4γ0γ
′
1 ,
γ2 = d1 + d2γ0 + d3γ
′
1 + d4γ0γ
′
1 and
δγ′2 + γ
′
1γ2 = e1 + e2γ0 + e3γ
′
1 + e4γ0γ
′
1 .
Analogous to the deduction in the beginning of Case A.5, we find that rk
(
a3 b3 d3
a4 b4 d4
)
= 2.
Note that we cannot have a2 = a4 = 0 or b1 = b3 = 0: in both cases we would have that
{1, γ′1, γ′2} is not a linearly independent set over Fq, contradicting a statement from the
intermezzo.
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Considering now Fq5 as a vector space over Fq, Equation (64) is equivalent to the
following system of equations:

e1 = µ3ν2 − µ2ν3 − ν2a1 + ν1b1 + µ3c1 + ν3d1
e2 = µ1ν3 − µ3ν1 − ν2a2 + ν1b2 + µ3c2 + ν3d2
e3 = µ2 − ν2a3 + ν1b3 + µ3c3 + ν3d3
e4 = −µ1 − ν2a4 + ν1b4 + µ3c4 + ν3d4
⇔


µ1 = −ν2a4 + ν1b4 + µ3c4 + ν3d4 − e4
µ2 = ν2a3 − ν1b3 − µ3c3 − ν3d3 + e3
e1 = µ3ν2 − µ2ν3 − ν2a1 + ν1b1 + µ3c1 + ν3d1
e2 = µ1ν3 − µ3ν1 − ν2a2 + ν1b2 + µ3c2 + ν3d2
. (101)
It is straightforward to see that there is a one-to-one correspondence between the solutions
in (µ1, µ2, µ3, ν1, ν2, ν3) of Equation (101) and the solutions in (ν1, ν2, µ3, ν3) of{
e1 = µ3ν2 − (ν2a3 − ν1b3 − µ3c3 − ν3d3 + e3)ν3 − ν2a1 + ν1b1 + µ3c1 + ν3d1
e2 = (−ν2a4 + ν1b4 + µ3c4 + ν3d4 − e4)ν3 − µ3ν1 − ν2a2 + ν1b2 + µ3c2 + ν3d2
⇔
{
−L11(µ3, ν3)ν1 + L12(µ3, ν3)ν2 = C1(µ3, ν3)
−L21(µ3, ν3)ν1 + L22(µ3, ν3)ν2 = C2(µ3, ν3)
(102)
with
L11(µ3, ν3) = b3ν3 + b1 ,
L12(µ3, ν3) = −µ3 + a3ν3 + a1 ,
L21(µ3, ν3) = −µ3 + b4ν3 + b2 ,
L22(µ3, ν3) = a4ν3 + a2 ,
C1(µ3, ν3) = c3µ3ν3 + d3ν
2
3 + c1µ3 + (d1 − e3)ν3 − e1 and
C2(µ3, ν3) = c4µ3ν3 + d4ν
2
3 + c2µ3 + (d2 − e4)ν3 − e2 .
Given µ3 and ν3, the system of equations in 102 has 0, 1, q or q
2 solutions for (ν1, ν2).
Assume that for (µ3, ν3) = (µ, ν) the system of equations in 102 would have q or q
2 solu-
tions. Then, looking at (62) with (µ4, µ5, ν4, ν5) = (0, 1, 1, 0), for the q or q
2 corresponding
points, we have ϕ =
µ−γ′
2
γ′
1
−ν
, so any two of these q points determine a (q + 1)-secant by
Theorem 2.4, contradicting the assumption on Π. So, the system of equations in 102 has
0 solutions or a unique solution in (ν1, ν2), and the former occurs iff
F (µ3, ν3) = L11(µ3, ν3)L22(µ3, ν3)− L12(µ3, ν3)L21(µ3, ν3) = 0 . (103)
The equation F (ν1, ν2) = 0 determines a conic C in the (ν1, ν2)-plane π ∼= AG(2, q). We
embed this affine plane in the projective plane π ∼= PG(2, q) by adding the line at infinity
ℓ∞ and extend C to the conic C by going to a homogeneous equation F (ν1, ν2, ρ) = 0.
Analogously, we define the homogeneous functions L11(ν1, ν2, ρ), L12(ν1, ν2, ρ), L21(ν1, ν2, ρ),
L22(ν1, ν2, ρ), C1(ν1, ν2, ρ) and C2(ν1, ν2, ρ).
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We denote the number of points on C = 0 by N and the number of points on C ∩ ℓ∞
by N∞. We find that Equation (103) has N −N∞ solutions, and hence Equation (102),
has q2 −N +N∞ solutions.
Now, we look at Equation (65); it is equivalent to the following system of equations:


−d1 = −µ2 − a1ν2 + b1ν1 − c1µ4
−d2 = µ1 − a2ν2 + b2ν1 − c2µ4
−d3 = −µ4ν2 − a3ν2 + b3ν1 − c3µ4
−d4 = µ4ν1 − a4ν2 + b4ν1 − c4µ4
⇔


µ2 = −a1ν2 + b1ν1 − c1µ4 + d1
µ1 = a2ν2 − b2ν1 + c2µ4 + d2
−d3 = −µ4ν2 − a3ν2 + b3ν1 − c3µ4
−d4 = µ4ν1 − a4ν2 + b4ν1 − c4µ4
.
(104)
It is straightforward to see that there is a one-to-one correspondence between the solutions
in (µ1, µ2, µ4, ν1, ν2) of Equation (83) and the solutions in (µ4, ν1, ν2) of{
−d3 = −µ4ν2 − a3ν2 + b3ν1 − c3µ4
−d4 = µ4ν1 − a4ν2 + b4ν1 − c4µ4
⇔
{
−b3ν1 + (µ4 + a3)ν2 = −c3µ4 + d3
−(µ4 + b4)ν1 + a4ν2 = −c4µ4 + d4
⇔
{
−L11 (−µ4, 1, 0) ν1 + L12 (−µ4, 1, 0) ν2 = C1 (−µ4, 1, 0)
−L12 (−µ4, 1, 0) ν1 + L22 (−µ4, 1, 0) ν2 = C2 (−µ4, 1, 0)
. (105)
The system of equations in 105 has 0, 1, q or q2 solutions for (ν1, ν2). Assume that for
µ4 = µ the system of equations in 105 would have q or q
2 solutions. Then, looking at (62)
with (µ3, ν3, ν4, µ5, ν5) = (0, 1, 0, 1, 0), we see that for the q or q
2 corresponding points, we
have ϕ = µγ′1+γ
′
2, so any two of these q points determine a (q+1)-secant by Lemma 2.4,
contradicting the assumption on Π. So, (105) has either 0 solutions or a unique solution
in (ν1, ν2), and the former occurs iff
0 = L11 (−µ4, 1, 0)L22 (−µ4, 1, 0)− L12 (−µ4, 1, 0)L21 (−µ4, 1, 0)
= F (−µ4, 1, 0)
= −µ24 + (a3 + b4)µ4 − (a3b4 − a4b3) . (106)
Recall that µ4 ∈ F∗q. Note that the point (1, 0, 0) /∈ C and that (0, 1, 0) ∈ C ⇔ a3b4 −
a4b3 = 0. We set ε = 0 if a3b4 − a4b3 = 0 and ε = 1 otherwise. So, Equation (106) has
(q − 1)− (N∞ − 1 + ε) solutions.
Now we look at equations (66) and (67). It is immediately clear that Equation (66)
has precisely one solution by the assumption of case A.6. Equation (67) has no solutions
if and only if dimU2 = 3 and γ2 /∈ U2, so if and only if a3b4 − a4b3 = 0; recall that
rk
(
a3 b3 d3
a4 b4 d4
)
= 2. It has one solution otherwise. In other words, Equation (67) has ε
solutions.
We find that the Equations (64), (65), (66) and (67) in total have (q2−N+N∞)+(q−
N∞− ε) + 1+ ε = q2+ q+1−N solutions. Including the point P0, we find that |Π∩Ω2|
equals q2+q+2−N . We conclude this case by showing that C is a non-degenerate conic,
hence that N = q + 1 and consequently |Π ∩ Ω2| = q2 + 1.
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The conic C is given by the equation
0 = F (µ3, ν3, ρ)
= µ23 − (a3 + b4)µ3ν3 + (a3b4 − a4b3)ν23 − (a1 + b2)µ3
+ (a1b4 − a2b3 + a3b2 − a4b1)ν3 + (a1b2 − a2b1) .
We distinguish between two cases of degeneracy.
• If C decomposes in two lines in π (over Fq), then there exist k, k′ ∈ Fq such that
F (µ3, ν3, ρ) = (µ3 + kν3 + k
′) (µ3 − (a3 + b4 + k)ν3 − (a1 + b2 + k′))
with k and k′ fulfilling
a3b4 − a4b3 = −k(a3 + b4 + k) ,
a1b2 − a2b1 = −k′(a1 + b2 + k′) and
a1b4 − a2b3 + a3b2 − a4b1 = −2kk′ − k(a1 + b2)− k′(a3 + b4) ,
equivalently
(k + a3)(k + b4) = a4b3 ,
(k′ + a1)(k
′ + b2) = a2b1 and
(a1 + k
′)(b4 + k) + (a3 + k)(b2 + k
′) = a2b3 + a4b1 .
For brevity of notation, we introduce a = a3 + k, b = b4 + k, aˆ = a1 + k
′ and
bˆ = b2 + k
′. The previous equations can then be rewritten as
0 = a4b3 − ab ,
0 = a2b3 + a4b1 − abˆ− aˆb and
0 = a2b1 − aˆbˆ .
These equations in a2, a4, b1, b3, a, aˆ, b, bˆ are similar to the ones in Equations (87),
(88) and (89), with (k, k′) replacing (c5,−d5). So, similarly we can derive a contra-
diction. Hence, C does not decompose over Fq.
• Now we assume that C decomposes in two lines not in π, so over a quadratic
extension Fq2 of Fq. Then C contains only one point in π. Let ℓi,j be the line
with equation Lij = 0. It is clear that the points R1 = ℓ1,1 ∩ ℓ1,2, R2 = ℓ1,1 ∩ ℓ2,1,
R3 = ℓ2,2 ∩ ℓ1,2 and R4 = ℓ2,2 ∩ ℓ2,1 are all on C – note that these points are always
well-defined since ℓi,i and ℓj,3−j cannot coincide for any choice of i, j ∈ {1, 2}.
As C contains only point in π, we must have that R1 = R2 = R3 = R4, but
(1, 0, 0) is a point that is contained in ℓ1,1 and ℓ2,2 but surely not contained in ℓ1,2
and ℓ2,1. Hence, we must have that ℓ1,1 and ℓ2,2 coincide. So C is of the form
tL211 − L12L21 = 0. Note that L12 and L21 are not indentically zero. So C can only
be degenerate if L12 = sL21 for some s ∈ F∗q. This implies that the lines ℓ1,2 and
ℓ2,1 coincide.
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Since ℓ1,1 and ℓ2,2 coincide, and also ℓ1,2 and ℓ2,1 coincide, we have a1 = b2 and a3 =
b4, and k(a2, a4) = (b1, b3) for some k ∈ F∗q. Recall that (a2, a4) 6= (0, 0) 6= (b1, b3).
So, the conic C is given by
0 = F (µ3, ν3, ρ) = k(a4ν3 + a2)
2 − (−µ3 + a3ν3 + a1)2 .
As C contains only point in π we have that k is a non-square (and necessarily that q
is odd), and since C decomposes over Fq2, there is a k
′ ∈ Fq2 \Fq such that k′2 = k.
We find that
(γ0 − k′)(γ′2 + (k′a4 − a3)γ′1 + k′a2 − a1) = ka2 + a1γ0 + ka4γ′1 + a3γ0γ′1 − k′a1
− k′a2γ0 − k′a3γ′1 − k′a4γ0γ′1
+ (k′a4 − a3)γ0γ′1 + (k′a2 − a1)γ0
− k′(k′a4 − a3)γ′1 − k′(k′a2 − a1)
= 0 . (107)
It is important to note that Fq5∩Fq2 = Fq. Hence, the first factor in (107) cannot be
zero since k′ /∈ Fq. So, the second factor has to be zero, but then γ′2−a3γ′1−a1 = 0,
a contradiction since {1, γ′1, γ′2} is a linearly independent set over Fq.
So, in both cases we have found a contradiction, leading to the conclusion that indeed
N = q + 1 and |Π ∩ Ω2| = q2 + 1.
Case B: We assume that dimU1 = dimU2 = 3 and dim 〈U1, U2〉 = 4. Note that it
follows that γ′1, γ
′
2 /∈ Fq. Furthermore, if δ ∈ U1, then equation 66 clearly has q solutions
which implies that P0P1 is a (q + 1)-secant as discussed in the intermezzo; similarly, we
showed that if γ2 ∈ U2, then equation 67 has q solutions which implies that P0P2 is a
(q + 1)-secant. So, by the assumption of the theorem we have that δ /∈ U1 and γ2 /∈ U2.
It follows that Equations 66 and 67 do not have solutions in any subcase of case B.
We denote 〈U1, U2〉 by U . Regarding a basis of U we have the following possibilities.
(i) If γ′1, γ
′
2 /∈ 〈1, γ0〉, then also γ′2 /∈ U1 since U1 6= U2. So, {1, γ0, γ′1, γ′2} is an Fq-basis
for U .
(ii) If γ′1 /∈ 〈1, γ0〉 but γ′2 ∈ 〈1, γ0〉, then γ0γ′2 /∈ U1 since U1 6= U2. So, {1, γ0, γ′1, γ0γ′2} is
an Fq-basis for U .
(iii) If γ′2 /∈ 〈1, γ0〉 but γ′1 ∈ 〈1, γ0〉, then γ0γ′1 /∈ U1 since U1 6= U2. So, {1, γ0, γ′2, γ0γ′1} is
an Fq-basis for U .
(iv) If γ′1, γ
′
2 ∈ 〈1, γ0〉, then U1 = 〈1, γ0, γ0γ′1〉 = 〈1, γ0, γ20〉 = 〈1, γ0, γ0γ′1〉 = U2, a
contradiction since we assumed that dimU = 4.
Recall that we argued in the beginning of Case A that the set of Equations (64)–(67) when
interchanging (γ′1, δ) and (γ
′
2, γ2) yields the the same system of equations after renaming
some of the variables µi and νi. For this reason cases (ii) and (iii) are equivalent, and
we only need to treat one of them. We now distinguish between the two subcases,
corresponding to possibilities (i) and (iii).
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Case B.1: γ′1, γ
′
2 /∈ 〈1, γ0〉. Hence, {1, γ0, γ′1, γ′2} is an Fq-basis for U . There are
ai, bi ∈ Fq, i = 1, . . . , 4, such that
γ0γ
′
1 = a1 + a2γ0 + a3γ
′
1 and
γ0γ
′
2 = b1 + b2γ0 + b4γ
′
2 .
It follows immediately that a1 + a2a3 6= 0 6= b1 + b2b4 since γ0, γ′1, γ′2 /∈ Fq. We claim that
also a3 6= b4. Suppose that a3 = b4, then γ′1(γ0−a3) = a1+a2γ0 and γ′2(γ0−a3) = b1+b2γ0.
It follows that γ′1/γ
′
2 = (a1 + a2γ0)/(b1 + b2γ0), and hence, that
(b1 + b2γ0)γ
′
1 = (a1 + a2γ0)γ
′
2 ,
which in turn yields that
(a1b2 − a2b1) + (b1 + a3b2)γ′1 − (a1 + a2a3)γ′2 = 0 .
But we have seen in the intermezzo that 1, γ′1, γ
′
2 are linearly independent. This implies
that a1 + a2a3 = 0, a contradiction. We now make a further distinction based on δ and
γ2.
Case B.1.1: δ /∈ U . Hence, {1, γ0, γ′1, γ′2, δ} is an Fq-basis for Fq5. There are ci, ei ∈ Fq,
i = 1, . . . , 5, such that
−γ2 = c1 + c2γ0 + c3γ′1 + c4γ′2 + c5δ and
δγ′2 + γ
′
1γ2 = e1 + e2γ0 + e3γ
′
1 + e4γ
′
2 + e5δ .
Considering Fq5 as a vector space over Fq, Equation (64) is equivalent to the following
system of equations: 

e1 + c1ν3 = −a1µ1 − ν3µ2 + b1ν1 + µ3ν2
e2 + c2ν3 = (−a2 + ν3)µ1 + (b2 − µ3)ν1
e3 + c3ν3 = −a3µ1 + µ2
e4 + c4ν3 = b4ν1 − ν2
e5 + c5ν3 = µ3
(108)
It is straightforward to see that there is a one-to-one correspondence between the solutions
in (µ1, µ2, µ3, ν1, ν2, ν3) of Equation (108) and the solutions in (µ1, µ2, ν1, ν2, ν3) of

e1 + c1ν3 = −a1µ1 − ν3µ2 + b1ν1 + (e5 + c5ν3)ν2
e2 + c2ν3 = (ν3 − a2)µ1 + (b2 − e5 − c5ν3)ν1
e3 + c3ν3 = −a3µ1 + µ2
e4 + c4ν3 = b4ν1 − ν2
(109)
Given ν3, the system of equations in 109 has 0, 1 or at least q solutions for (µ1, µ2, ν1, ν2).
Assume that for ν3 = ν the system of equations in 109 would have at least q solutions.
Then, looking at (62) with (µ4, µ5, ν4, ν5) = (0, 1, 1, 0), we see that for the corresponding
points, we have ϕ =
e5+c5ν−γ′2
γ′
1
−ν
, so any two of these at least q points determine a (q + 1)-
secant by Lemma 2.4, contradicting the assumption on Π. So, the system of equations in
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109 has 0 solutions or a unique solution in (µ1, µ2, ν1, ν2). The coefficient matrix of the
system of equations in (109) is
A11 =


−a1 −ν3 b1 e5 + c5ν3
ν3 − a2 0 b2 − e5 − c5ν3 0
−a3 1 0 0
0 0 b4 −1


with
det (A11) = c5(a3 − b4)ν23 + ((a3 − b4)e5 + (a1 + a2b4)c5 − b1 − a3b2)ν3
+ (a1 + a2b4)e5 + a2b1 − a1b2
= D(ν3) .
For a given ν3 the system of equations in (109) has a unique solution if D(ν3) 6= 0 and
no solutions otherwise. We show that D(ν3) = 0 is a non-vanishing quadratic equation.
Assume that it does vanish. Recall that a3 6= b4. Hence, we have that c5 = 0 and
(a3 − b4)e5 − b1 − a3b2 = 0 = (a1 + a2b4)e5 + a2b1 − a1b2, and consequently
(a3 − b4)(a2b1 − a1b2) = −(b1 + a3b2)(a1 + a2b4) ⇔ (a1 + a2a3)(b1 + b2b4) = 0 ,
contradicting the statements in the beginning of case B.1. So, indeed D(ν3) = 0 is a
non-vanishing quadratic equation. Consequently, it has at most two solutions, and thus
the system of equations in (109) has q − 2, q − 1 or q solutions. In particular, if c5 = 0,
this system has q − 1 or q solutions.
Now, we look at Equation (65); it is equivalent to the following system of equations:

c1 = −µ2 + µ4a1ν1 + b1ν1
c2 = µ1 + µ4a2ν1 + b2ν1
c3 = −µ4ν2 + a3µ4ν1
c4 = −ν2 + b4ν1
c5 = −µ4
(110)
Recall that µ4 ∈ F∗q. So, the system of equations in (110) has no solutions if c5 = 0.
Hence, we assume in the discussion of this system of equations that c5 6= 0. We can see
that there is a one-to-one correspondence between the solutions in (µ1, µ2, µ4, ν1, ν2) of
Equation (110) and the solutions in (µ1, µ2, ν1, ν2) of

c1 = −µ2 − c5a1ν1 + b1ν1
c2 = µ1 − c5a2ν1 + b2ν1
c3 = c5ν2 − a3c5ν1
c4 = −ν2 + b4ν1
(111)
The coefficient matrix of this system is
B11 =


0 −1 b1 − c5a1 0
1 0 b2 − c5a2 0
0 0 −a3c5 c5
0 0 b4 −1

 .
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Now det (B11) = 0 if and only if c5(a3 − b4) = 0. Recall that a3 6= b4. As c5 6= 0, we find
a unique solution to the system of equations in 111. So, Equation 110 has no solutions if
c5 = 0 and a unique solution if c5 6= 0.
We find that the Equations (64), (65), (66) and (67) in total have between q − 1 and
q+1 solutions. Including the point P0, we find that |Π∩Ω2| is contained in {q, q+1, q+2}.
Case B.1.2: δ ∈ U , but γ2 /∈ U . Hence, {1, γ0, γ′1, γ′2, γ2} is an Fq-basis for Fq5 . There
are ci, ei ∈ Fq, i = 1, . . . , 5, such that
δ = c1 + c2γ0 + c3γ
′
1 + c4γ
′
2 and
δγ′2 + γ
′
1γ2 = e1 + e2γ0 + e3γ
′
1 + e4γ
′
2 + e5γ2 .
Considering Fq5 as a vector space over Fq, Equation (64) is equivalent to the following
system of equations: 

e1 − c1µ3 = −a1µ1 − ν3µ2 + b1ν1 + µ3ν2
e2 − c2µ3 = (ν3 − a2)µ1 + (b2 − µ3)ν1
e3 − c3µ3 = −a3µ1 + µ2
e4 − c4µ3 = b4ν1 − ν2
e5 = ν3
(112)
It is straightforward to see that there is a one-to-one correspondence between the solutions
in (µ1, µ2, µ3, ν1, ν2, ν3) of Equation (112) and the solutions in (µ1, µ2, µ3, ν1, ν2) of

e1 − c1µ3 = −a1µ1 − e5µ2 + b1ν1 + µ3ν2
e2 − c2µ3 = (e5 − a2)µ1 + (b2 − µ3)ν1
e3 − c3µ3 = −a3µ1 + µ2
e4 − c4µ3 = b4ν1 − ν2
(113)
Given µ3, the system of equations in 113 has 0, 1 or at least q solutions for (µ1, µ2, ν1, ν2).
Assume that for µ3 = µ the system of equations in 113 would have at least q solutions.
Then, looking at (62) with (µ4, µ5, ν4, ν5) = (0, 1, 1, 0), we see that for the corresponding
points, we have ϕ =
µ−γ′
2
γ′
1
−e5
, so any two of these at least q points determine a (q+1)-secant
by Lemma 2.4, contradicting the assumption on Π. So, the system of equations in 113
has 0 solutions or a unique solution in (µ1, µ2, ν1, ν2). The coefficient matrix of the system
of equations in (113) is
A12 =


−a1 −e5 b1 µ3
e5 − a2 0 b2 − µ3 0
−a3 1 0 0
0 0 b4 −1


with
det (A12) = (a1 + a2b4 + (a3 − b4)e5)µ3 + (a2b1 − b2a1 − (b1 + a3b2)e5)
= D(µ3) .
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For a given µ3 the system of equations in (113) has a unique solution if D(µ3) 6= 0 and no
solutions otherwise. We show that D(µ3) = 0 is a non-vanishing linear equation. Assume
that it does vanish. Then, we have that a1 + a2b4 + (a3− b4)e5 = 0 = a2b1 − b2a1 − (b1 +
a3b2)e5, and consequently
(a3 − b4)(a2b1 − a1b2) = −(a1 + a2b4)(b1 + a3b2) ⇔ (a1 + a2a3)(b1 + b2b4) = 0 ,
contradicting the statements in the beginning of case B.1. So, indeed D(ν3) = 0 is a
non-vanishing linear equation. Consequently, it has at most one solution, and thus the
system of equations in (113) has q − 1 or q solutions.
Now, we look at Equation (65). However, since γ2 /∈ U by the assumption of this
case, it is clear that Equation (65) has no solutions.
We find that the Equations (64), (65), (66) and (67) in total have q−1 or q solutions.
Including the point P0, we find that |Π ∩ Ω2| equals q or q + 1.
Case B.1.3: δ, γ2 ∈ U . There are ci, di ∈ Fq, i = 1, . . . , 4, such that
−γ2 = c1 + c2γ0 + c3γ′1 + c4γ′2 and
δ = d1 + d2γ0 + d3γ
′
1 + d4γ
′
2 .
First we look at Equation (64). If δγ′2 + γ
′
1γ2 /∈ U , then there are no solutions to this
equation. So, we assume that δγ′2 + γ
′
1γ2 ∈ U . Then, there are ei ∈ Fq, i = 1, . . . , 4, such
that
δγ′2 + γ
′
1γ2 = e1 + e2γ0 + e3γ
′
1 + e4γ
′
2 .
Considering Fq5 as a vector space over Fq, Equation (64) is equivalent to the following
system of equations:

e1 − d1µ3 + c1ν3 = −a1µ1 − ν3µ2 + b1ν1 + µ3ν2
e2 − d2µ3 + c2ν3 = (ν3 − a2)µ1 + (b2 − µ3)ν1
e3 − d3µ3 + c3ν3 = −a3µ1 + µ2
e4 − d4µ3 + c4ν3 = b4ν1 − ν2
(114)
Given µ3 and ν3, the system of equations in 114 has 0, 1 or at least q solutions for
(µ1, µ2, ν1, ν2). Assume that for (µ3, ν3) = (µ, ν) the system of equations in 114 would
have at least q solutions. Then, looking at (62) with (µ4, µ5, ν4, ν5) = (0, 1, 1, 0), we see
that for the corresponding points, we have ϕ =
µ−γ′
2
γ′
1
−ν
, so any two of these at least q points
determine a (q + 1)-secant by Lemma 2.4, contradicting the assumption on Π. So, the
system of equations in 114 has 0 solutions or a unique solution in (µ1, µ2, ν1, ν2). The
coefficient matrix of the system of equations in (114) is
A13 =


−a1 −ν3 b1 µ3
ν3 − a2 0 b2 − µ3 0
−a3 1 0 0
0 0 b4 −1


with
det (A13) = (a3 − b4)µ3ν3 + (a1 + a2b4)µ3 − (b1 + a3b2)ν3 + a2b1 − a1b2
= D(µ3, ν3) .
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Given µ3 and ν3 the system of equations in (114) has a unique solution if D(µ3, ν3) 6= 0
and no solutions otherwise. The equation D(µ3, ν3) = 0 represents a conic C in the
(µ3, ν3)-plane π ∼= AG(2, q). Clearly, C has two points on the line at infinity. One can
check that the conic C is singular if and only if (a3−b4)(a1+a2a3)(b1+b2b4) = 0. Now we
have seen before that a3 6= b4, that a1+a2a3 6= 0 and that b1+b2b4 6= 0. This implies that
C is non-singular, and so it has q − 1 points in π. Consequently, the system of equations
in (114) has q2 − q + 1 solutions.
Now, we look at Equation (65); it is equivalent to the following system of equations:

c1 + d1µ4 = −µ2 + µ4a1ν1 + ν1b1
c2 + d2µ4 = µ1 + µ4a2ν1 + ν1b2
c3 + d3µ4 = µ4a3ν1 − µ4ν2
c4 + d4µ4 = b4ν1 − ν2
(115)
Recall that µ4 ∈ F∗q. Given µ4, the coefficient matrix of this system of equations in
(µ1, µ2, ν1, ν2) is
B13 =


0 −1 µ4a1 + b1 0
1 0 µ4a2 + b2 0
0 0 µ4a3 −µ4
0 0 b4 −1

 .
We find that det (B13) = µ4(b4−a3). Since a3 6= b4 and µ4 6= 0, there is a unique solution
in µ1, µ2, ν1, ν2 to the linear system in (115). Hence, we find exactly q − 1 solutions to
(65).
We find that the Equations (64), (65), (66) and (67) in total have either q − 1 or q2
solutions, depending on whether δγ′2+ γ
′
1γ2 is contained in U or not. Including the point
P0, we find that |Π ∩ Ω2| is either q or q2 + 1.
Case B.2: γ′2 /∈ 〈1, γ0〉 but γ′1 ∈ 〈1, γ0〉. Hence, {1, γ0, γ′2, γ0γ′1} is an Fq-basis for U .
There are ai, bi ∈ Fq, i = 1, . . . , 4, such that
γ′1 = a1 + a2γ0 and
γ0γ
′
2 = b1 + b2γ0 + b4γ
′
2 .
It follows immediately that a2 6= 0 6= b1 + b2b4 since γ0, γ′1, γ′2 /∈ Fq. We now make a
further distinction based on δ and γ2.
Case B.2.1: δ /∈ U . Hence, {1, γ0, γ′2, γ0γ′1, δ} is an Fq-basis for Fq5 . There are
ci, ei ∈ Fq, i = 1, . . . , 5, such that
−γ2 = c1 + c2γ0 + c3γ0γ′1 + c4γ′2 + c5δ
δγ′2 + γ
′
1γ2 = e1 + e2γ0 + e3γ0γ
′
1 + e4γ
′
2 + e5δ
Considering now Fq5 as a vector space over Fq, Equation (64) is equivalent to the
following system of equations:

e1 + c1ν3 = (a1 − ν3)µ2 + b1ν1 + µ3ν2
e2 + c2ν3 = ν3µ1 + a2µ2 + (b2 − µ3)ν1
e3 + c3ν3 = −µ1
e4 + c4ν3 = b4ν1 − ν2
e5 + c5ν3 = µ3
(116)
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It is straightforward to see that there is a one-to-one correspondence between the solutions
in (µ1, µ2, µ3, ν1, ν2, ν3) of Equation (108) and the solutions in (µ1, µ2, ν1, ν2, ν3) of

e1 + c1ν3 = (a1 − ν3)µ2 + b1ν1 + (e5 + c5ν3)ν2
e2 + c2ν3 = ν3µ1 + a2µ2 + (b2 − e5 − c5ν3)ν1
e3 + c3ν3 = −µ1
e4 + c4ν3 = b4ν1 − ν2
(117)
Given ν3, the system of equations in 117 has 0, 1 or at least q solutions for (µ1, µ2, ν1, ν2).
Assume that for ν3 = ν the system of equations in 117 would have at least q solutions.
Then, looking at (62) with (µ4, µ5, ν4, ν5) = (0, 1, 1, 0), we see that for the corresponding
points, we have ϕ =
e5+c5ν−γ′2
γ′
1
−ν
, so any two of these at least q points determine a (q + 1)-
secant by Theorem 2.4, contradicting the assumption on Π. So, the system of equations
in 117 has 0 solutions or a unique solution in (µ1, µ2, ν1, ν2). The coefficient matrix of
the system of equations in (117) is
A21 =


0 a1 − ν3 b1 e5 + c5ν3
ν3 a2 b2 − e5 − c5ν3 0
−1 0 0 0
0 0 b4 −1


with
det (A21) = c5ν
2
3 − ((a1 + a2b4)c5 + b2 − e5)ν3 + a1b2 − a2b1 − (a1 + a2b4)e5
= D(ν3) .
For a given ν3 the system of equations in (117) has a unique solution if D(ν3) 6= 0 and
no solutions otherwise. We show that D(ν3) = 0 is a non-vanishing quadratic equation.
Assume that it does vanish. Then, we have that c5 = 0, that e5 = b2 and that a2(b1 +
b2b4) = 0, contradicting the statements in the beginning of case B.2. So, indeed D(ν3) = 0
is a non-vanishing quadratic equation. Consequently, it has at most two solutions, and
thus the system of equations in (117) has q − 2, q − 1 or q solutions. In particular, if
c5 = 0, this system has q − 1 or q solutions.
Now, we look at Equation (65); it is equivalent to the following system of equations:

c1 = −µ2 − a1µ4ν2 + b1ν1
c2 = µ1 − a2µ4ν2 + b2ν1
c3 = µ4ν1
c4 = −ν2 + b4ν1
c5 = −µ4
(118)
Recall that µ4 ∈ F∗q. So, the system of equations in (118) has no solutions if c5 = 0.
Hence, we assume in the discussion of this system of equations that c5 6= 0. We can see
that there is a one-to-one correspondence between the solutions in (µ1, µ2, µ4, ν1, ν2) of
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Equation (110) and the solutions in (µ1, µ2, ν1, ν2) of

c1 = −µ2 + a1c5ν2 + b1ν1
c2 = µ1 + a2c5ν2 + b2ν1
c3 = −c5ν1
c4 = −ν2 + b4ν1
(119)
The coefficient matrix of this system is
B21 =


0 −1 b1 c5a1
1 0 b2 c5a2
0 0 −c5 0
0 0 b4 −1

 .
Now det (B21) = c5. As c5 6= 0, we find a unique solution to the system of equations in
119. So, Equation 118 has no solutions if c5 = 0 and a unique solution if c5 6= 0.
We find that the Equations (64), (65), (66) and (67) in total have between q − 1 and
q+1 solutions. Including the point P0, we find that |Π∩Ω2| is contained in {q, q+1, q+2}.
Case B.2.2: δ ∈ U , but γ2 /∈ U . Hence, {1, γ0, γ′2, γ0γ′1, γ2} is an Fq-basis for Fq5.
There are ci, ei ∈ Fq, i = 1, . . . , 5, such that
δ = c1 + c2γ0 + c3γ0γ
′
1 + c4γ
′
2 and
δγ′2 + γ
′
1γ2 = e1 + e2γ0 + e3γ0γ
′
1 + e4γ
′
2 + e5γ2 .
Considering Fq5 as a vector space over Fq, Equation (64) is equivalent to the following
system of equations: 

e1 − c1µ3 = (a1 − ν3)µ2 + b1ν1 + µ3ν2
e2 − c2µ3 = ν3µ1 + a2µ2 + (b2 − µ3)ν1
e3 − c3µ3 = −µ1
e4 − c4µ3 = b4ν1 − ν2
e5 = ν3
(120)
It is straightforward to see that there is a one-to-one correspondence between the solutions
in (µ1, µ2, µ3, ν1, ν2, ν3) of Equation (120) and the solutions in (µ1, µ2, µ3, ν1, ν2) of

e1 − c1µ3 = (a1 − e5)µ2 + b1ν1 + µ3ν2
e2 − c2µ3 = e5µ1 + a2µ2 + (b2 − µ3)ν1
e3 − c3µ3 = −µ1
e4 − c4µ3 = b4ν1 − ν2
(121)
Given µ3, the system of equations in 121 has 0, 1 or at least q solutions for (µ1, µ2, ν1, ν2).
Assume that for µ3 = µ the system of equations in 121 would have at least q solutions.
Then, looking at (62) with (µ4, µ5, ν4, ν5) = (0, 1, 1, 0), we see that for the corresponding
points, we have ϕ =
µ−γ′
2
γ′
1
−e5
, so any two of these at least q points determine a (q+1)-secant
by Theorem 2.4, contradicting the assumption on Π. So, the system of equations in 121
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has 0 solutions or a unique solution in (µ1, µ2, ν1, ν2). The coefficient matrix of the system
of equations in (121) is
A22 =


0 a1 − e5 b1 µ3
e5 a2 b2 − µ3 0
−1 0 0 0
0 0 b4 −1


with
det (A22) = −(a1 + a2b4 − e5)µ3 + (a1b2 − a2b1 − b2e5)
= D(µ3) .
For a given µ3 the system of equations in (121) has a unique solution if D(µ3) 6= 0 and no
solutions otherwise. We show that D(µ3) = 0 is a non-vanishing linear equation. Assume
that it does vanish. Then, we have that a1 + a2b4 − e5 = 0 = a1b2 − a2b1 − b2e5, and
consequently
0 = a1b2 − a2b1 − b2(a1 + a2b4) ⇔ a2(b1 + b2b4) = 0 ,
contradicting the statements in the beginning of case B.2. So, indeed D(ν3) = 0 is a
non-vanishing linear equation. Consequently, it has at most one solution, and thus the
system of equations in (121) has q − 1 or q solutions.
Now, we look at Equation (65). However, since γ2 /∈ U by the assumption of this
case, it is clear that Equation (65) has no solutions.
We find that the Equations (64), (65), (66) and (67) in total have q−1 or q solutions.
Including the point P0, we find that |Π ∩ Ω2| equals q or q + 1.
Case B.2.3: δ, γ2 ∈ U . There are ci, di ∈ Fq, i = 1, . . . , 4, such that
−γ2 = c1 + c2γ0 + c3γ0γ′1 + c4γ′2 and
δ = d1 + d2γ0 + d3γ0γ
′
1 + d4γ
′
2 .
First we look at Equation (64). If δγ′2 + γ
′
1γ2 /∈ U , then there are no solutions to this
equation. So, we assume that δγ′2 + γ
′
1γ2 ∈ U . Then, there are ei ∈ Fq, i = 1, . . . , 4, such
that
δγ′2 + γ
′
1γ2 = e1 + e2γ0 + e3γ0γ
′
1 + e4γ
′
2 .
Considering now Fq5 as a vector space over Fq, Equation (64) is equivalent to the following
system of equations:

e1 − d1µ3 + c1ν3 = (a1 − ν3)µ2 + b1ν1 + µ3ν2
e2 − d2µ3 + c2ν3 = ν3µ1 + a2µ2 + (b2 − µ3)ν1
e3 − d3µ3 + c3ν3 = −µ1
e4 − d4µ3 + c4ν3 = b4ν1 − ν2
(122)
Given µ3 and ν3, the system of equations in 122 has 0, 1 or at least q solutions for
(µ1, µ2, ν1, ν2). Assume that for (µ3, ν3) = (µ, ν) the system of equations in 122 would
have at least q solutions. Then, looking at (62) with (µ4, µ5, ν4, ν5) = (0, 1, 1, 0), we see
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that for the corresponding points, we have ϕ =
µ−γ′
2
γ′
1
−ν
, so any two of these at least q points
determine a (q + 1)-secant by Theorem 2.4, contradicting the assumption on Π. So, the
system of equations in 122 has 0 solutions or a unique solution in (µ1, µ2, ν1, ν2). The
coefficient matrix of the system of equations in (114) is
A23 =


0 a1 − ν3 b1 µ3
ν3 a2 b2 − µ3 0
−1 0 0 0
0 0 b4 −1


with
det (A23) = µ3ν3 − (a1 + a2b4)µ3 − b2ν3 + a1b2 − a2b1
= D(µ3, ν3) .
Given µ3 and ν3 the system of equations in (122) has a unique solution if D(µ3, ν3) 6= 0
and no solutions otherwise. The equation D(µ3, ν3) = 0 represents a conic C in the
(µ3, ν3)-plane π ∼= AG(2, q). Clearly, C has two points on the line at infinity. One can
check that the conic C is singular if and only if a2(b1 + b2b4) = 0. Now we have seen
before that a2 6= 0 and that b1 + b2b4 6= 0. This implies that C is non-singular, and so
it has q − 1 points in π. Consequently, the system of equations in (122) has q2 − q + 1
solutions.
Now, we look at Equation (65); it is equivalent to the following system of equations:

c1 + d1µ4 = −µ2 + b1ν1 − a1µ4ν2
c2 + d2µ4 = µ1 + b2ν1 − a2µ4ν2
c3 + d3µ4 = µ4ν1
c4 + d4µ4 = b4ν1 − ν2
(123)
Recall that µ4 ∈ F∗q. Given µ4, the coefficient matrix of this system of equations in
(µ1, µ2, ν1, ν2) is
B23 =


0 −1 b1 −µ4a1
1 0 b2 −µ4a2
0 0 µ4 0
0 0 b4 −1

 .
We find that det (B23) = −µ4. Since µ4 6= 0, there is a unique solution in µ1, µ2, ν1, ν2 to
the linear system in (123). Hence, we find exactly q − 1 solutions to (65).
We find that the Equations (64), (65), (66) and (67) in total have either q − 1 or q2
solutions, depending on whether δγ′2+ γ
′
1γ2 is contained in U or not. Including the point
P0, we find that |Π ∩ Ω2| is either q or q2 + 1.
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