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We show that a mesoscale model, with a minimal number of parameters, can well describe the
thermomechanical and mechanochemical behavior of homogeneous DNA at thermal equilibrium
under tension and torque. We predict critical temperatures for denaturation under torque and
stretch, phase diagrams for stable DNA, probe/response profiles under mechanical loads, and the
density of dsDNA as a function of stretch and twist. We compare our predictions with available
single molecule manipulation experiments and find strong agreement. In particular we elucidate the
difference between angularly constrained and unconstrained overstretching. We propose that the
smoothness of the angularly constrained overstreching transition is a consequence of the molecule
being in the vicinity of criticality for a broad range of values of applied tension.
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INTRODUCTION
DNA and its functions are recognized to be at the ba-
sis of the nano-machinery of life [1]. Yet, the nucleic
acid macromolecule is also in itself a very interesting and
sophisticated nanomechanical object which can be ex-
ploited in material science. Spun almost as a thread it
has been the basis for novel materials [2–5], such as DNA
origamis [6, 7], DNA nano particles and DNA coated
∗ cristiano@lanl.gov, cristiano.nisoli@gmail.com
colloids [8–11]. Additionally DNA-carbon nanotube hy-
brids [12–15], have been the subject of much recent ex-
perimental and numerical research [12–22] as promis-
ing candidates for nanotechnological applications in bio-
molecular and chemical sensing, drug delivery [12, 23]
and dispersion/patterning of carbon nanotubes [14–16].
Much of DNA’s specificity both as a biological molecule
and as a building block for novel materials comes from
the interplay between the strong covalent bonds of the
backbone and weak hydrogen interactions between bases.
These latter are sensitive to thermal fluctuations—which
indeed can lead to thermally induced denaturation at low
(∼ 70 oC) temperature. From a physics perspective, the
weak inter base interactions dictates structure and sym-
metry, and their interplay with both mechanical fields
and temperature make DNA highly and non-linearly re-
sponsive, thus rendering a purely mechanical/energetic
description insufficient.
Because of these subtle thermal and mechanical cou-
plings, DNA lends itself naturally to a thermomechan-
ical analysis—to borrow an expression from material
engineers—i.e. an analysis of its combined stability and
average probe/response to both mechanical loads and
temperature. Similarly, its non-linear load-induced re-
sponse represents an interesting case of mechanochem-
istry [25]. While this is critical for use of DNA as a
building block in nanotechnology and possibly in bio-
inspired self-healing materials, understanding double he-
lix thermomechanics also illuminates biology, where, e.g.,
enzymes involved in replication and repair are viewed
as powerful molecular motors [24]. Although in bio-
logical applications such a level of description presents
the limit of neglecting the fine structure given by base
sequence [26]—DNA’s ultimate specificity—it never the
less affords a baseline on which to build a more faithful
analysis. Furthermore, it provides a rather faithful de-
scription of single molecule manipulation results, where
the fluctuations in strength of the base bond can be safely
averaged away.
The direct single molecule manipulation [27–32] that
has revolutionized our understanding of key aspects
of DNA, might in fact be considered an experimen-
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2tal thermomechanical/mechanochemical analysis at the
nanoscale. A few micrometer long DNA can be attached
to beads and subjected to applied tension and torque,
possibly in varying concentration of salinity and at dif-
ferent temperatures, to reveal new couplings and tran-
sitions between different structures whose nature and
forms, however, are still speculative. Given the length of
the polymer employed, the fact that measured quantities
(supercoiling, elongation) are all averages, and the rela-
tively small—at least from a physicist’s point of view—
difference in interaction between different base pairs, one
can assume that many of these results apply to an ideal,
homogeneous DNA.
We are interested in the study of the interplay be-
tween loads, temperature, and base bonds, rather than
on the complex topologies of DNA writhing, and thus
we concentrate in particular on DNA kept straight by
enough tension as to neglect formation of plectonemes:
from a few pico-Newtons (pN) up to 102 pN. In this
regime, experiments show sharp transitions at positive
and negative torques [29]; and several years before those
observations an “overstretching transition” had already
been observed in DNA under tension of ' 60 − 70
pN [27, 29, 33]. All of these results have lead to ten-
tative tension–torque phase diagrams for the stability
of B–DNA [29], as well as to various phenomenological
theories, some of which, highly parametrized, were pro-
posed to explain these effects [33, 35–41]. In particular,
the robustness of the Peyrard-Bishop-Dauxois approach
(PBD) [42, 44, 46] has been corroborated by modeling
of Cocco and Barbi [47, 48]: they incorporated torque
and successfully reproduced denaturation by unwinding.
However, these recent studies either do not include ten-
sion, or do not explain denaturation at overwinding, and
do not provide phase diagrams in the tension-torque
plane. Also, although much simpler than the molecu-
lar structure they describe, their complexity cannot offer
simple analytic equations to more easily guide experi-
ments.
We show here that the problem is well suited to a mini-
mal modeling that subsumes the tremendous complexity
of the DNA macromolecule under a very few relevant
interactions and symmetries, providing average expecta-
tion values in a statistical mechanics fashion. The aim is
to gain insight on what are in fact these relevant interac-
tions and symmetries, and how to describe them.
Building on a framework announced in a recent let-
ter [49], we offer an intuitive modeling of a long strand
of DNA as a nano-material held under sufficient tension
to avoid structural defects such as plectonemes. With
respect to our previous work this treatment is self con-
tained. We have included the effect of bending fluctu-
ations, and in addition to the phase diagrams for sta-
bility we produce probe/response profiles under applied
field. We compare our analytical predictions with ex-
perimental results and find strong agreement both for
phase diagrams and for non-linear responses. We then
relate responses to the density of open bases, and cor-
rectly reproduce the linear behaviors reported in recent
experimental results which combined force spectroscopy
with fluorescent methods [31].
This article is organized as follows: in Section II (Me-
chanics) we detail the purely energetic part of the model,
which includes torsional and bending deformations. In
Section III (Thermodynamics) we perform the statistical
mechanics treatment for the thermal fluctuations, and
we show how our model can be reduced to a simpler
Peyrard-Bishop (PB) model [42] in which the effect of
a mechanical field is folded back into a redefinition of
the energy for the bases bond. This is of some practical
importance, since there is widespread competence in nu-
merical solutions of the PB model via numerical methods
based on transfer matrix techniques. However, all the re-
sults we show here are purely analytical. In Section IV
(Thermomechanical Stability) we solve the model in the
context of the continuum limit and we propose phase dia-
grams for stability of B-DNA, whereas as well as profiles
of probe/response under mechanical loads areexplained
in Section V (Non-Linear Mechanochemical Response).
There we compare our predictions with experimental re-
sults and we address the issue of the nature of the tran-
sition in our model, which quite faithfully reflect the
transition in DNA as reported by recent experimental
results [29, 31].
I. MECHANICS
As motivated in the introduction, we assume that the
DNA is homogeneous, or that the base dependence is av-
eraged away in the thermodynamic limit of a long strand.
Only average quantities, such as the average base bond
strength, are relevant. In this section we develop the
purely energetic model, in the following we will add the
effect of thermal fluctuations.
A. Free homogeneous DNA
Our model has three sets of degrees of freedom: xi is
the length of the ith base’s bond, whereas
ωi = (θi+1 − θi−1)/2− Ω (1)
is the angular shift between nucleotides along the back-
bone, where θi is their angular coordinate; i labels nu-
cleotides separated by a distance a along the DNA back-
bone (Fig. 1). Ω denotes the natural rotation (' 2pi/10)
per base pair of the B-DNA helix in equilibrium, and
therefore ωi describes deviations from equilibrium. As
in the Cocco–Barbi models [47, 48], the two strands of
DNA are assumed symmetrical, with a fixed rigid cen-
ter line, and infinitely long. A third degree of freedom,
describing bending, will be introduced later in a pertur-
bative fashion. For the moment we consider the molecule
as straight.
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FIG. 1. (a) Schematics of our DNA model: i labels nucleotides separated by a distance a along the DNA backbone, θi is their
angular coordinate, xi is the length of the i
th base’s bond. (b) A closed portion of the double helix. (c) We assume that in
a region where base pairs are open, the two backbones twist with bases pointing outwards. Reprinted with permission from
ref [49].
The potential energy of of the system is
E = a
∑
i
Fi (2)
with
Fi =
k
2
∆xi
2
a2
+
ν
2
(ωi + Ω)
2 − χ(xi)V (ωi). (3)
The first term in (3) is a stacking potential (∆xi = xi+1−
xi), which we keep harmonic, as in the Peyrard-Bishop
(PD) model [42]. The second is an an elastic term which
restores the θi+1 = θi (or equivalently ωi = −Ω) flat
angular configuration for the open strands. The third is
a square well potential for the hydrogen bond between
bases: χ(x) is a step function defined as 1 for 0 ≤ x ≤ xc
and 0 for xc < x, where xc is a length associated with
the hydrogen bond.
The depth of the square potential V (ωi) represents the
average strength of the base-base bonds, which includes
the hydrogen bond but also effects of any other inter-
action between backbones, such us electrostatic repul-
sion [50]. Not knowing the specific and complex form
of the interaction, we have subsumed all its information
in a single quantity, V , depth of a square well, to avoid
assumptions and parameter proliferation. Indeed, as we
will discuss below, the existence of a transition follows
from any interaction that can be described as a well on
an half-line, and thus we choose a simple one. (We will
comment later on how change in ionic strength can af-
fect such quantity.) In our model, it depends on the
angle ωi: without this dependence and without the sec-
ond term, the energy of (3) would simply correspond to
the PB model, or, with a non-linear first term, to the
PBD model [42, 44].
The dependence of V on ωi follows, in the real
molecule, from a complex combination of hydrophobic,
pi–pi, and dipolar interactions. It reflects that the bond-
ing of opposite bases is responsible for DNA helicity. We
can completely ignore the complexity of these interac-
tions by noting the following: first V (ω) cannot be sym-
metric. If it were, DNA would not have a pitch. If we
expand V (ω), it must be V ′(0) = νΩ, since the joined
double strands of DNA, for which χ = 1 in (3), must
be in equilibrium at ωi = 0. Also, we must keep the
expansion at second order, to recover the correct tor-
sional rigidity. Indeed µ = −V ′′(0) must be positive:
Eq. (3) shows that for a closed portion of DNA ν + µ
is the purely mechanical torsional rigidity of the joined
double helix. Since ν is the torsional rigidity of the much
softer open portions of DNA (χ = 0) we have therefore
µ = −V ′′(0)  ν > 0 (we shall see, when fitting exper-
imental data, that µ/ν ∼ 102). With this in mind, we
can now truncate V (ω) to the second order as
V (ω) ' V0 + νΩω − 1
2
µω2, (4)
where V0 is the average strength of the base-base bond
in equilibrium, ωi = 0.
Equation (4) correctly reflects the the strengthening
of base bonds under overwinding, and weakening under
unwinding, already presaging the stabilizing (destabiliz-
ing) effect of a positive (negative) torque, something well
known experimentally [29]. However, the quadratic term
in (4) also implies that large enough overwinding can
eventually melt DNA, in agreement with intuition as well
as experimental evidence [29].
One last note on V (ω): truncation of the expansion
at second order is sufficient to study the in stability of
B-DNA toward denaturation by strand separation. How-
ever introducing a third (and thus necessarily also a
fourth) term might prove useful in the future to inves-
tigate other structural transitions in the pitch, for in-
stance between A-, B-, and Z-DNA, as well as to study
the correlation of torsional fluctuations.
4FIG. 2. Predicted critical surface for denaturation of B–DNA
in (T ), torque (Γ) and tension (f) obtained from (37). Solid
lines on the surface correspond to critical lines at fixed torque
Γ plotted in Fig. 4. The existence of a maximum at non
zero tension points to the stabilizing effect of tension in sup-
pressing flexural modes. This effect strengthens the effective
base-base potential by a term T
√
f/
√
λo which, at small f ,
counteracts the tensile energy gain for base opening −fv, see
(26).
B. Mechanical loads
Let us assume that the system is held under a tension f
and under torque Γ. The torque Γ is easily incorporated
in (3) via a term -
∑
i τωia. (For dimensional convenience
we keep all the constants as forces; we thus introduce
τ = Γ/a and for simplicity we refer to both Γ and τ as
torques in the following, even though τ is a force.)
Tension however is more subtle: closed and open por-
tions of DNA provide different tensile responses. The
contribution of tension f to the energy is −f∆h and the
total stretch ∆h is readily obtained as
∆h =
∑
i
[1− χ(xi)]∆hoi +
∑
i
χ(xi)∆h
c
i (5)
and has contributions from both closed (∆hci ) and open
(∆hoi ) DNA sections. We consider the backbone as effec-
tively inextensible and then ∆h arises only from wind-
ing/unwinding (and also from bending fluctuations—
which we will treat later).
Let us compute the stretch ∆h as a function of changes
in the winding angle. When DNA’s two strands are
joined, the vertical distance between nucleotides as a
function of ωi is simply h
c2 = a2−R2(Ω +ωi)2 (Fig. 1).
We are interested in ∆hc = hc−h0, where h20 = a2−R2Ω2
is the vertical distance between nucleotides at equilib-
rium (Fig. 1). Expanding in ωi and truncating at the
second order we obtain the stretch due to changes in an-
gle for a closed portion of DNA as
∆hc
a
= −R
2Ω
h0a
ωi − R
2a
2h30
ω2i . (6)
Gore and collaborators [30] have reported an anoma-
lous overwinding of DNA under stretch, which has been
confirmed by further experiments. Although the phe-
nomenon has noot been fully explained to this day, most
analysis attribute it to a positive coupling between elon-
gation and overwinding in the purely mechanic energy of
ssDNA. As the negative sign in the first term of (6) show,
such coupling is rather counterintuitive in an helical ge-
ometry. We could include such coupling here by simply
replacing the quantity R2Ω/h0a with a negative parame-
ter to be fitted later, as it is often done [30, 45]. However
the structural origin of such in ssDNA topology would
still be mysterious or speculative. Furthermore, the ori-
gin of the anomalous overwinding might be thermody-
namical, rather than structural: as tension suppresses
destabilizing bending modes, it might increase the frac-
tion of ssDNA, leading to an overall supercoling. We
therefore choose not to introduce such coupling artifi-
cially and without a solid physical grounding, however
we discuss it at the end of section IV.
To explain the coupling between stretch and twist
when the strands are open further assumptions on struc-
ture are necessary. We assume that, when open and un-
der torque, the two backbones twist as two ropes, with
bases pointing outwards as in P-DNA (Fig. 1). This as-
sumption is corroborated by measures with fluorescent
molecules that bind to DNA’s exposed bases [31]. This
configuration is also an helix of a certain radius r < R,
which can be interpreted as an effective radius for the
backbone. This is “effective” in more than one sense:
firstly one does not know exactly how to define the ra-
dius of a backbone, which is not a cylindrical object; sec-
ondly the distance of the twisting backbones is affected
by mutual repulsion [50] and thus by ionic strength. We
can now proceed as above, but we must expand around
ωi = −Ω which is the stable configuration in which the
two backbones are stretched parallel to each other with
no winding. From standard trigonometry we obtain for
∆ho = ho − h0
∆ho
a
= 1− h0
a
− r
2
2a2
(Ω + ωi)
2. (7)
Note that in (7), if ωi = −Ω, then ∆ho = a − h0 is the
elongation due to pure base opening.
Equations (6) and (7) would seem to doom the expres-
sion for the energy (3) to a certain undesired mathemat-
ical uncleanness. However, all of the considerations of
Section 2.1, which lead to the energy in (3), where based
on symmetry alone, which is not changed by tension; only
the parameters are. One thus expects that the effect of
tension can be subsumed into a redefinition of the pa-
rameters introduced so far, resulting in an expression of
the energy that has the same functional form as in (3), in
the new, tension-dependent parameters. That is indeed
the case.
It is useful to introduce the following quantities, renor-
5malized by tension,
µ˜ = µ+mf,
ν˜ = ν + nf,
Ω˜ = Ω− of
µ˜+ ν˜
,
ω˜ = ω +
of
µ˜+ ν˜
,
V˜0 = V0 − fv − ν
2
Ω2 +
ν˜
2
Ω˜2 +
µ˜+ ν˜
2
(
Ω− Ω˜
)2
, (8)
where m = aR2h−30 − n, n = r2a−2, o = ΩR2a−1h−10 ,
v = 1 − h0/a are dimensionless and purely geometrical
parameters which, with the exception of r the radius of
rope-twisting of open backbones, can be obtained from
the known structure of DNA. We take here R ' 10 A˚ for
the radius of the DNA molecule, h0 ' 3.4 A˚ for the el-
evation between consecutive nucleotides, a ' 7 A˚ for
their distance along the backbone, and Ω = 2pi/10 for
the rotation per base pair of DNA (Fig. 1): these are
established geometrical values for B–DNA, but our for-
malism works, mutatis mutandis, for A– and Z– forms.
Instead r, the effective radius around which the ssDNA
filaments twist has to be fitted with experimental data
(below).
From ωi = ∆θi − Ω and (8) follows
ω˜i = ∆θi − Ω˜, (9)
which, as we will see below, suggests itself as the new
natural angular variable when tension is present.
We can then write the energy in presence of mechanical
loads as
E˜ = a
∑
i
F˜i (10)
where
F˜i = Fi − f∆h/a− τωi (11)
and ∆h is given by (5).
Then, as anticipated, a rather tedious algebra shows
that F˜i can be expressed in a quite compact way that
has the same form as (3) but in the new variable ω˜ and
new renormalized quantities reported in (8). From (6),
(7), and (8) we have
F˜i =
k
2
∆xi
2
a2
+
ν˜
2
(
ω˜i + Ω˜
)2
− χ(xi)V˜ (ω˜i)− fv − τ ω˜i
(12)
with, for V˜ , the “renormalized” form of V in (4)
V˜ = V˜0 + ν˜Ω˜ω˜i − µ˜
2
ω˜2i . (13)
Clearly Ω˜ is the new rotation per base for closed por-
tions of DNA under tension f . Indeed, when χ = 1 in
(12) the energy (10) is a quadratic form in ω˜ with mini-
mum in ω˜ = 0 or ∆θ = Ω˜. Note that the by fitting o as a
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FIG. 3. Predicted critical lines for denaturation at different
temperatures. The region enclosed by each line corresponds
to stable B–DNA at corresponding temperature. Points are
experimental data from single molecule manipulation [29],
square corresponds to the well known over-stretching tran-
sition (Γ = 0, f = 60 pN). TD = 350 K = 77
oC, the denatu-
ration temperature, is critical at zero external load. Yet but
even at temperatures of TD or higher DNA can be stable in an
interval of applied tension and torque. Solid (dotted) straight
line indicates Γm(f) given by (38), the middle point between
critical torques, which also corresponds to the highest critical
temperature at given tension (dashed line in Fig 4). At very
high temperatures (≥ 120 oC) DNA is stable only under ap-
plied tension and positive torque. The translucent rectangle
denotes a low tension region in which plectonemes can form
and our approach does not apply.
negative number, rather than by taking it from its defini-
tion above, one can obtains the anomalous stretch/twist
coupling discussed above: then Ω˜ increases with tension.
Then ω˜ = ∆θ−Ω˜ represents the angular deviation with
respect to the tension-renormalized gain angle of closed
portions. For open portions of DNA, i.e. when χ = 0, F˜i
in (12) has a minimum at ω˜ = −Ω˜ or ∆θ = 0.
Similarly, (13) and the first line of (12) have the same
form as (4) and (3) with the replacement ωi → ω˜i, Ω→
Ω˜, µ → µ˜, ν → ν˜, V0 → V˜0. Therefore µ˜, ν˜ from (8)
are the effective torsional rigidities for the system under
applied tension f . The fourth term in (12) describes the
remnant effect of the tension, besides renormalization of
the angular variable and parameters: −fv Na is the work
done by tension when opening bases (v, introduced above
as v = 1−h0/a is the relative elongation per base length
due to base opening), whereas −τ ω˜i is the usual torque
term.
Finally, consider a closed portion of DNA, in angular
equilibrium with ωi = 0 for every i, and therefore no de-
viations from the helical angle Ω. Then a (small) tension
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FIG. 4. Predicted critical temperature as a function of tension for DNA twisted under different torque. (Left: positive torque.
Right: Negative torque.). Numbers on curves denote the applied torque in pN×nm. The maximum critical temperature at
any given tension (dotted curve) is reached at external torque Γm(f) from (38). At large positive torque (≥ 33 pn×nm) DNA
is only stable under a tension that contributes to the effective torque (19). Note how in general low tension stabilizes DNA
by suppressing flexural modes. The translucent rectangle denotes a low tension region in which plectonemes can form and our
approach does not apply.
f is applied, so that the resulting configuration corre-
sponds to dsDNA in equilibrium at ω˜i = 0, and therefore
of new helical angle Ω˜. Then the work done by the ten-
sion is f∆h = E|ω=0 − E|ω˜=0 (both energies computed
at χ = 1) which, from (2), (10), (12), and (8), can be
expressed as
f∆h =
µ˜+ ν˜
2
(
Ω− Ω˜
)2
, (14)
intuitively the torsional elastic energy in the new helical
angle and torsional rigidities. We have thus effectively
subsumed the effects of tension, which are different on
open and closed DNA and, as expressed by (5), (6) and
(7), rather complicated, into a compact redefinition of
the variables and parameters of the hamiltonian.
C. Mechanical response
In the absence of thermal fluctuations, our DNA model
is still purely energetic. We can study the mechanical
response of open and closed portions of DNA separately
by considering ω˜i = ω˜ as uniform yet different in the
open and closed DNA cases.
Response to applied fields can be computed by min-
imization of the energy in (10). If we neglect bending,
from ∂E˜/∂ω˜ = 0 we obtain
ω˜ =
τ + ν˜Ω˜(χ− 1)
ν˜ + χµ˜
, (15)
where as usual χ = 1 (χ = 0) for closed (open) DNA or,
more explicitly
ω˜o = −Ω˜ + τ
ν˜
ω˜c =
τ
µ˜+ ν˜
. (16)
From (16) and (9) we find ∆θ in closed and open portions
of DNA:
∆θc = Ω˜ + τ/(µ˜+ ν˜)
∆θo = τ/ν˜. (17)
While these results are certainly not surprising, they will
be useful in the following, when we will express the re-
sponse to fields under thermal fluctuations in terms of the
purely energetic responses and the density of open/closed
bases.
It is worthwhile to make explicit the dependence on
tension of the DNA gain angle. Substituting the values
of (8) into (17) we get, for closed portions of DNA (or
for a DNA that is forced to be closed, such a methylated
DNA),
∆θc = Ω +
τeff
µ+ ν
(18)
where we have introduced an effective tension-dependent
torque
τeff =
τ − of
1 + f m+nµ+ν
. (19)
Equation (19) shows that at small tensions, or f 
(µ + ν)/(m + n) ∼ 40 pN (we will see in the section de-
voted to fits of experimental data that µ+ ν ' 103 pN),
the tension f exerts an effective unwinding torque per
unit length equal to τeff = τ − of = τ − ΩfR2/ah0.
As explained above, if one introduces the anomalous
stretch/winding coupling, then o is negative and tension
induces a positive effective torque.
A purely mechanical stretch can be obtained in a sim-
ilar fashion. We will not report it here, as in any real ap-
plication the effect of thermal bending modes on stretch
cannot be neglected [41, 51].
7D. Perturbative effect of bending
In addition to the degrees of freedom introduced so
far, i.e. {xi} and {ωi}, we consider here the bending
of the system, which affects the change in length and
is therefore coupled to tension. Also, bending affects the
strength of base bonds. It thus introduces a new coupling
with tension which can potentially compete with torsion.
We are concerned here only with small deviations from
a straight line, since DNA has a long persistence length,
and since we aim to describe single molecule manipula-
tion experiments in which DNA is held (approximately)
straight in a tension regime that excludes plectonemes.
We thus introduce the two dimensional vector ~ψi which
describes the deviation of the DNA chain from a straight
line of the experimental apparatus, at the nucleotide i.
Then the DNA strand held under tension thermally fluc-
tuates giving rise to bending modes, which in turn also
cause a contraction.
Since in the approximation of strong tension f we ex-
clude plectonemes or other structurally complex config-
urations, we can introduce the discretized curvature of
DNA as ki = |~ψi+1 + ~ψi−1 − 2~ψi|/a2. Then, to include
the effect of bending, a term a
∑
i ∆F˜
ψ
i has to be added
to the energy to obtain
E˜ψ = a
∑
i
F˜i + a
∑
i
∆F˜ψi , (20)
where ∆F˜ψi has the form
∆F˜ψi = [1− χ(xi)]
λo
2
k2i + χ(xi)
λc
2
k2i +
f
2
|∆~ψi|2. (21)
The first two terms describe the elastic cost of curvature
for open and closed portions of DNA (λo, and λc are the
corresponding bending rigidities, and clearly λo  λc).
The third term reflects the coupling with the applied ten-
sion and comes from −f∆hψi , where ∆hψi ' −|∆~ψi|2/2
is the local change in vertical coordinate due to the bend-
ing when ∆~ψi = (~ψi+1 − ~ψi)/a is small. From (21) we
see that the strength of the base-bond in (13) is further
modified by an extra term
∆V˜ ψ = −(λc − λo)k2i /2. (22)
Thus bending effectively reduces the strength of the base-
base bonds, by a term proportional to the square of the
local curvature of dsDNA.
II. THERMODYNAMICS
In this section we develop the field driven statistical
mechanics of our model by summing over the thermal
fluctuations in the base bonds, torsional, and flexural
modes. We will show that the thermomechanics of our
model can be reduced to the thermodynamics of a PB
or PBD [42, 44] model in the sole xi variable, which
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FIG. 5. Plot of applied torque vs. twist of a DNA strand; red
dots corresponds to experimental data from Ref. [29]. The
straight line is our prediction based on (46).
describes the opening of bases. The effect of torsional
and flexural modes is subsumed into an effective, field-
dependent strength of the base bond.
A. Equivalent Peyrard-Bishop-Dauxois model
Equilibrium thermodynamics is implemented by inte-
gration over all the configurations specified by the co-
ordinates {xi}, {ω˜i} and {ψi} to obtain the partition
function
Z =
∫ ∏
i
dxidω˜idψi exp
[
−βa
(
F˜i + ∆F˜
ψ
i
)]
(23)
(β = 1/kBT , where kB is the Boltzmann constant). The
result is simple and we state it immediately (the deriva-
tion is discussed later): both the angular and the flexural
degrees of freedom can be integrated out, to reduce the
partition function to an equivalent PB [42] model, with
square well potential, in the variables {xi}, or
Z(W,∆) = e−βNa∆
∫ ∏
i
dxie
−βa
[
k
2
∆xi
2
a2
−χ(xi)W
]
. (24)
The effect of tension and torque has been subsumed into
the strength of a square, effective potential whose depth
is given by
Wτ,f,T = W0,f,T + Ω˜τ − 1
2
µ˜
(ν˜ + µ˜)ν˜
τ2. (25)
Equation (25) incorporates explicitly the effect of the
external torque τ = Γ/a. The effect of tension f , is im-
plicit in the tension-increased torsional rigidities µ˜, ν˜, in
the pitch under tension Ω˜ defined in (8), and in W0,f,T ,
the depth of the effective potential in the absence of ex-
ternal torque, which is given by
W0,f,T = V0 − ν
2
Ω2 +
ν˜ + µ˜
2
(
Ω− Ω˜
)2
− fv + T
√
f∆
1√
λ
− T
2a
ln
ν˜ + µ˜
ν˜
− T
a
ln
λc
λo
, (26)
8where ∆(1/
√
λ) = 1/
√
λo−1/√λc > 0. Thus W0,f,T con- trols denaturation under tension or temperature alone.
While Wτ,f,T controls stability, the term
∆ = −fv + T
√
f
λo
+ τ Ω˜− 1
2ν˜
τ2 − T
2a
ln
2piT
aν˜
− T
a
ln
2piTa
λo
(27)
in (24) is absent in the PB model and irrelevant for
the phase diagram in our model. It must however be
kept when computing the specific heat and in general
probe/response quantities, such as the average supercoil-
ing per base 〈∆θ〉, as we will see in the next section.
We are now in familiar territory, as the dynamics and
thermodynamics of the PB model has been studied ex-
tensively, with different potentials (see Ref. [52] and ref-
erences therein). Standard techniques to solve it include
continuum limit (analytic) or more often numerical meth-
ods based on the application of transfer matrix to a
(quasi) one-dimensional system. Since the integration
over the angular and flexural configurations do not in-
volve the stacking potential, the same considerations ap-
ply to a non-linear choice of the stacking potential, such
as the one used in the PBD model [44], which is known to
better reproduce the sharpness of the transition, in the
absence of loads and therefore at higher temperatures.
However, we will see below that our model can cap-
ture the sharpness of the transition without added non-
linearity in the stacking potential. Indeed, note that un-
like in the PD model now the depth of the effective po-
tential, even in absence of torque and tension, depends on
temperature in a non trivial way. Temperature weakens
the effective potential via terms that translate the dis-
rupting effect of angular and flexural fluctuations. This,
we will see, has consequences on the possibility to affect
the sharpness of the transition within the model.
B. Thermal integration of angular and flexural
modes
We now discuss how (24), (25), (26), (27) are obtained.
The integration over the angular variable is trivially gaus-
sian, since everything in F˜i is quadratic in ω˜i. Then
one immediately recognizes in the τ -dependent terms of
Wτ,f,T and ∆ simply the F˜i computed on the minimal
ω˜i given by (16). In addition one must consider the
“equipartition” terms coming from the integration of the
quadratic fluctuations around the minimum: these are
the first term in the second line of (26), and the fifth
term in (27).
All the other terms come from integration of the flexu-
ral modes, the integral over dψi in (23), which is carried
out approximatively. First we take again a continuum
limit, i → s, xi → x(s), and
(
~ψi+1 − ~ψi
)
/a → ~φ(s),
ki → φ′(s), a
∑
i →
∫
ds. Note that this approximation
is always well justified and does not necessarily imply
the adoption of the same limit in the resolution of the
PB model of (24): indeed the persistence length of DNA
is notoriously much larger than a, even in the absence of
straightening tension.
From (21) the integration adds a factor
I[x(s)] ∝
∫
D~φ(s) exp
{
−β
∫ N
0
a
[
λ(x(s))
2
|~φ′(s)|2 + f
2
|~φ(s)|2
]
ds
}
(28)
to the integrand of (23), where, from (21), λ(x) = [1 −
χ(x)]λo + χ(x)λc. Since x(s) is fixed, the integral in
(28) factorizes into many integrals corresponding to open
or closed portions of lengths {Lo,c}, controlled by x(s).
Each of these integrals corresponds to a propagator in
the imaginary time L for an harmonic two-dimensional
Schro¨dinger problem. Then, if we neglect vertex terms
associated with the boundary conditions at the interface
between open and closed portions of DNA, each integral
is reduced to a trace of the harmonic hamiltonian [53].
We obtain
I[x(s)] =
∏
{Lo,c}
(βλo,c/a)−L/a
[ ∞∑
n=0
e−L
o,c
√
f/λo,c(n+1/2)
]2
(29)
where the factor (βλo,c/a)−L/a is a normalization term
coming from the transformation of the path integral into
a trace [53] and having the form of an equipartition,
while the sums correspond to the aforementioned traces
in each portion of open/closed DNA, and are simple ge-
ometric series. To sum them we take the approximation
of strong tension, or f〈Lo,c〉2/λo,c  1, where λo,c and
9〈Lo,c〉 are, respectively, the bending rigidities and the
average lengths for the open/closed portion considered.
Then the expression in (29) can be approximated as
I[x(s)] '
∏
i
exp
{
−a
√
f/λ(xi)− ln [βλ(xi)/a]
}
, (30)
which concludes our integration.
It follows from (30) that in the approximation of strong
tension the effect of bending modes is to contribute the
term T
√
f∆(1/
√
λ)− (T/a) ln(λc/λo) to W0,f,T in (26),
and a term T
√
f/λo − (T/a) ln(2piTa/λo) to ∆ in (27).
Let us keep track of the approximations leading to
the expression (30). First of all we project on the
lowest eigenvalue, under the assumption that the force
and the length of the open/closed portions are large
enough. The condition f〈Lo,c〉2/λo,c  1 simply implies
that the tensile energy on open and closed portions of
DNA exceeds its elastic energy for a flexion of curvature
〈Lo,c〉−1. This is consistent with treating flexural modes
perturbatively—as we have assumed in their introduction
in the previous section—with respect to a tension strong
enough to prevent plectonemes.
Equivalently the condition of strong tension can be
seen as a lower limit for the minimal length of each open
or closed portion of DNA: 〈L〉2  T lp/f , where lp = λ/T
is the persistence length. For helical DNA, lp ' 50 nm,
and at room temperature (T = 4 pN×nm) one has, for a
tension of 10 pN, 〈Lc〉 > 4 nm, which seems quite reason-
able. For open portions the persistence length is ' .75
nm [32], and we find that the average length of bubbles
must exceed a fraction of a nanometer, which is always
satisfied because of the discrete nature of the problem.
Larger tensions further improve the approximation.
A further approximation has consisted in disregarding
the integral over ~ψ at the boundaries of open and closed
portions, which mathematically corresponds to neglect-
ing the contribution of flexural modes to the “vertex–
factors”, or the free energy of the kink between open
and close configurations. We are therefore assuming that
most of the energetics of these kinks is controlled by the
interplay between the stacking potential and the base
bonds, with the only effect of bending being weakening
the base bond itself.
Finally, let us note that for dsDNA (30) becomes exact
with λ(x) = λc, and the approximations are justified in
the thermodynamic limit. One can then find the contri-
bution of flexural modes to the stretch as ∆h = T∂f ln I
as
∆h
Na
= − T
2
√
fλc
(31)
the same result obtained from the wormlike-chain
model [54, 55] and supported experimentally [56].
III. THERMOMECHANICAL STABILITY
We have so far introduced a mechanical model for open
and closed sections of DNA and we have shown that its
thermomechanics reduces to the thermodynamics of a
special PB or PBD model, whose parameters contain in-
formations on the effects of fields, as well as on torsional
and flexural rigidities for open and closed torsions. We
now apply the formalism, produce predictions, and com-
pare them with experimental results.
The strength of the potential Wτ,f,T controls the phase
diagram for the stability of DNA. Indeed in general, for
a PB model such as the one in (24), the condition for
stability requires it to be larger than some monotonically
increasing function of temperature [42, 44], or
Wτ,f,T ≥ g(T ), (32)
where the functional form of g(T ) depends on the par-
ticular potential chosen and can be computed numeri-
cally or analytically with certain approximations. Here,
in the context of the harmonic PD model, we proceed
to a continuum limit in which i → s, a∑i → ∫ ds, and
∆xi/a → x′(s). Then, neglecting an irrelevant equipar-
tition factor, Z in (24) can be written as the propagator
in imaginary time for an equivalent Schro¨dingier prob-
lem [53], and thus as proportional to the trace,
Z ∝ e−βNa∆ Tr e−NaHˆ , (33)
of the operator
Hˆ = − 1
2kβ
d2
dx2
− βχ(x)Wτ,f,T . (34)
In the thermodynamic limit of large Na, (33) projects
on the lowest bound eigenvalue. Then, if the Schro¨dinger
problem admits a purely continuum spectrum for certain
values of the parameters, the disappearance of the last
bound state corresponds to a critical surface for DNA
stability [42, 43].
The problem in (34) describes a quantum particle on
a half-line with an attractive square potential, which in-
deed admits a purely continuum spectrum. The problem
is solved in standard textbooks [57] and one finds that
DNA is stable for
Wτ,f,T ≥ pi2T 2/8kxc2 = T 2/ζ (35)
(here ζ = 8kxc2/pi2, has the dimension of a force per
length square). Then one can directly plot the phase di-
agram for stability, as in Fig. 2 and 3, where parameters
were fitted to experimental data from [29], and which
will be explained below. Before, we provide some heuris-
tic considerations. A look at (25) shows that, at constant
tension and temperature, an unwinding torque (τ < 0)
always destabilizes DNA by lowering W , whereas a wind-
ing torque initially stabilizes it. Indeed a small posi-
tive torque stabilizes DNA even at temperatures above
10
unloaded denaturation (Fig 3), a property exploited by
thermophile bacteria living at high temperatures [1]. As
expected, negative torque destabilizes DNA, a mecha-
nism exploited in biology for DNA opening and replica-
tion.
At fixed temperature, tension mainly destabilizes DNA
via the term −fv which describes the gain in tensile en-
ergy when bases are open (as previously described). Ten-
sion however also has an initially stabilizing effect by sup-
pressing the thermal effect of flexural modes, described
by the term T
√
f∆ 1√
λ
). If positive torque is present, ten-
sion has another stabilizing effect, purely mechanical, by
counterbalancing positive applied torque with a negative
effective torque, given by (19): this explains the skewness
of the phase diagram toward positive torques.
We now explain in more detail how the diagrams of
Fig. 2 and 3 are obtained. By putting f = 0, τ = 0,
T = TD in (35), where TD is the denaturation temper-
ature in the absence of torque or tension, we obtain the
relationship
T 2D = ζ
(
V0 − 1
2
ν Ω2 − TD
2a
ln
ν + µ
ν
− TD
a
ln
λc
λo
)
(36)
that relates V0, k, and x
c via ζ = 8kxc2/pi2. These quan-
tities are hard to relate to measurable physical param-
eters, due to the simplicity of the model. While V0a
represents the average energy of the base-bond, its value
is renormalized by angular and flexural fluctuations, and
can hardly be disentangled by the effect of the stack-
ing potential in any realistic treatment. Also, k and xc
are poorly defined: indeed the complexity of the stack-
ing potential goes well beyond the purely elastic term
we have introduced, whereas xc, the length above which
the bond breaks cannot be measured precisely. Therefore
(36) serves the purpose of eliminating V0 from our equa-
tions, since TD is generally known (we will take TD = 350
K [58]). Then, we will see, only ζ needs to be fitted, and
its value controls the sharpness of the transition.
From (35) and (36) we can eliminate V0 and readily
obtain the equation for the critical surface:
Ω˜τ − 1
2
µ˜
(ν˜ + µ˜)ν˜
τ2 − vf + ν˜ + µ˜
2
(Ω− Ω˜)2 +
+T
√
f∆
1√
λ
+
T 2D − T 2
ζ
+
1
2a
(
TDl − T l˜
)
= 0, (37)
where l = ln[(ν + µ)/ν] + 2 ln[λc/λo] and l˜ = ln[(ν˜ +
µ˜)/ν˜] + 2 ln[λc/λo] are dimensionless. We fit our param-
eters to the experimental data from Ref [29]. There are
only four parameters needing to be fit: a typical value for
the denaturation temperature used in theoretical treat-
ments [47, 48] is TD = 350 K [58]; data on torque-winding
experiments from Ref [29] give us µ = 1.4×103 pN; λc can
be obtained from the persistence length of DNA, which is
well known from literature to be around 50 nm. There is
no such agreement for the persistence length of ss-DNA,
but most data give it as less than 1 nm [32], and we fit
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FIG. 6. Top: Plot of predicted curve of applied torque vs.
twist of a DNA strand beyond denaturation; the red lines
represent the purely mechanical twist of (17). Bottom: the
density of closed base pairs nc (or fraction of dsDNA) plotted
vs. twist, as computed from (43): during transition, corre-
sponding to the critical value of the torque at which the twist
jumps, the density of closed base pairs is linear in the twist,
suggesting a first order phase transition.
it to 0.5 nm. As already explained above, for the geo-
metrical parameters we take R ' 10 A˚ for the radius of
the DNA molecule, h0 ' 3.4 A˚ for the elevation between
consecutive nucleotides, a ' 7 A˚ for their distance along
the backbone, and Ω = 2pi/10 for the rotation per base
pair of DNA (Fig. 1). This leaves n, ζ and ν to be fitted.
The first depends on the effective radius r of twisting for
the open backbones, as described above. The second and
the third are hard to relate to physical observables (also
above). Choosing ζ = 1.3×103 pN×nm2, ν = 26 pN and
n = 0.23 (which implies r = 3.5 A˚, a reasonable value),
provides a remarkably good fit for 10 experimental data
points (20 numbers) from Ref. [29] in the f vs. Γ phase
diagram of Fig. 3, by effectively fitting only 4 numbers:
λc, ν, n, ζ.
Because Wτ,f,T in (25) is quadratic in τ = Γ/a, there
are two critical torques for denaturation, a negative Γc−
and a positive Γc+, which naturally depend on tension
and temperature, as seen experimentally [29]. From
(25) and also (37) we see that there is an optimal posi-
tive torque, independent of temperature, that maximizes
Wτ,f,T , and it is given by
Γm = a
µ˜+ ν˜
µ˜
ν˜ Ω˜ ' aν Ω + f
(
nΩ− oν
µ
)
. (38)
Then from an experimental point of view, Γm can be eas-
ily computed as the middle point between critical torques
at given tension, or
Γm = (Γ
c+ + Γc−)/2. (39)
It follows from (38) that the critical lines at fixed temper-
ature in the tension vs. torque space posses a skewness
for positive torques, seen in Fig. 3, which corresponds to
experimental observation [29]. From (38) we see that this
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skewness results from backbones twisting under torque in
portions of open strands: indeed it would be erroneously
negative for r = 0 and therefore n = 0. From experi-
mental data in Ref [29] that place torque-induced tran-
sitions at Γc+ = 34 pN×nm, Γc− = −10 pN×nm for a
tension f = 15 pN, and at f = 60 pN, for Γc+ = 33
pN×nm [29], we can predict for that experiment a melt-
ing at zero torque and tension f ' 60 pN (blue square
in Fig. 3) in good agreement with the experimentally
observed overstretching transition. We will see in the
next sub-section that our analysis implies a force-induced
melting [31] rather than a transition to a double helix
with distortions [59].
In Fig. 4 we use (37) to predict critical temperatures as
a function of the applied loads. From (37) we see that T c
is maximized for Γ = Γm(f) given by (38), which there-
fore corresponds to the most stable configuration at any
temperature, for a given tension f , as shown in the plots
of Fig. 4. We observe that—as expected—a low tension
stabilizes DNA, by suppressing flexural modes: its contri-
bution T
√
f∆ 1√
λ
being positive and scaling as a square
root. However, at larger tensions DNA is destabilized by
the −fv contribution to Wτ,f,t: this term is related to
the unwinding induced by tension, and the gain in tensile
energy when portions of DNA open, since v = 1−h0/a is
the ratio between lengths of open and closed DNA. Ten-
sion can stabilize DNA in a purely mechanical way in the
regime of large positive applied torque, which it counter-
balances, as in (19). Finally, Fig. 4 shows that rather
high critical temperatures can be achieved under appro-
priate mechanical load. While this effect could be an
artifice of the approximations employed in summing the
flexural modes in section 3.2, it is nevertheless true that
hyperextremophiles have been found to survive at high
temperatures. While it has been speculated that their
stability is genomic in origin, recent findings appear to
challenge the hypothesis [60]. In particular, “strain 121”
(Geogemma barossii) has been found to live, albeit bio-
statically, at temperatures above 130 oC [61].
IV. NON-LINEAR MECHANOCHEMICAL
RESPONSE
Having addressed the problem of DNA stability, we
now consider the question of response to fields. Experi-
ments on DNA single molecule manipulations allow us to
access measures of stretch vs. tension or supercoiling vs.
torque curve. These same quantities can be computed in
the context of our model. In the following we will show
that thermomechanical responses can be obtained from
the purely mechanical ones via knowledge of the density
of open base pairs.
From ω˜ = ∆θ− Ω˜ and 〈ω˜〉 = (Na)−1T∂τ lnZ, we have
〈∆θ〉 = Ω˜ + (Na)−1T∂τ lnZ. (40)
Similarly for the average elongation
〈∆h〉 = T∂f lnZ. (41)
One sees immediately the effect of the term ∆ in (24) and
(33) to the average supercoiling and elongations: in re-
gions of the phase space in which DNA denatures, there
are no bound states and therefore the only extensive part
of the partition function in (33) is Z ∝ e−βNa∆. From
(40) we have then 〈∆θ〉 = τ/ν˜, the same formula ob-
tained before for open portions of DNA in (17).
To compute supercoiling of DNA below transition we
need a knowledge on the density of closed bases. Consider
the functional
N c[{xs}] =
N∑
s=1
χ(xs), (42)
which for every configuration of base distances {xs} re-
turns the corresponding number of closed bases. Then,
from (24), we find that the average number of closed
bases nc is a function only of W ,
nc(W ) = N−1〈N c〉 = T (Na)−1∂W lnZ(∆,W ), (43)
and clearly no = 1 − nc is the average number of open
bases; both quantities are computed in the context of the
PB model and only depend of W , the depth of the square
potential. As W depends on loads and temperature, so
do nc, no. Equation (43) allows us to relate the ther-
momechanical responses to the purely mechanical one.
From (40) and (43) we find
〈∆θ〉 = Ω˜− ∂τ∆ + nc∂τWτ,f,T , (44)
which, using no + nc = 1 and the expressions for ∆ in
(27) and Wτ,f,t in (25) returns
〈∆θ〉 = no τ
ν˜
+ nc
(
Ω˜ +
τ
ν˜ + µ˜
)
. (45)
We recognize in (45) the expression for the purely me-
chanical angular responses relative to open and closed
portions of DNA, obtained in (17). The average angular
displacement per base can thus be written in the follow-
ing intuitive way
〈∆θ〉 = no∆θo + nc∆θc. (46)
Then from (44) one can obtain the supercoiling by solv-
ing for the PD model. The fact that the expressions for
∆θo,c are purely mechanical is a consequence of having
truncated the hamiltonian at the quadratic order in the
angular fluctuations: then the thermal average of the an-
gular displacement in closed or open portions is simply
the minimum of the hamiltonian, which of course cor-
responds to the purely mechanical response. Then the
overall average 〈∆h〉 is simply given by the contribution
of open and closed portions, whose relative density is con-
trolled by the PB model– and this is what is stated by
(46) and (47).
The situation for the stretch is somewhat different.
Clearly we can follow an analogous treatment and write
〈∆h〉 = no∆ho + nc∆hc, (47)
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FIG. 7. Experimental results on overstretching transition reprinted with permission from Ref [31]. (A) Typical force-extension
curve of a 3’-3’ attached DNA, with free 5’ ends (schematically represented in the inset). At 65 pN, the DNA molecule
undergoes the transition, corresponding to an 170% increase in length. (B) The fraction of dsDNA, obtained from the length
of YOYO-labeled segments, plotted as a function of DNA extension. The gray dashed line connecting the two gray points
indicates a linear behavior in the stretch, completely analogous to the one reported in Fig. 6 for torque-induced melting.(WLC
stands for wormlike chain model.)
where, from (47) and (43), the average stretch for open
and closed portions are given by
∆ho
Na
= −∂f∆
∆hc
Na
= −∂f (−∆ +W ). (48)
However, (48) are not purely mechanical as they contain
temperature-dependent terms from the contribution to
elongation by flexural modes, which, as described above,
correspond to a wormlike chain model. Indeed the reader
can verify that this corresponds to an extensible wormlike
chain model, as both the closed and open portions of
DNA can elongate by altering their winding angle.
Following the continuum approximation, we obtain nc
from the lowest bound eigenvalue κ(W,T ) (which has the
dimension of a reciprocal length) of the operator in (34).
From (33) we have
nc(τ, f, T ) = −T∂Wκ(W,T )|W=Wτ,f,T , (49)
and κ(W,T ) can be solved for exactly: the algebra that
leads to κ can be found on standard textbooks [57]. How-
ever an interesting point is worth discussing.
It generally assumed that that the denaturation tran-
sition of DNA is first order (see Ref [62] and references
therein). The PB model predicts a smoother transition.
The following PBD model showed that the transition
could be made sharp via the introduction of a nonlinear
stacking potential, which took into account that, when
base pairs are open, no stacking interaction exists. While
the same non-linear potential can–and should–be applied
to our model (we will report on it elsewhere), even within
a linear stacking potential, our model can produce tran-
sitions of desired sharpness.
While the transition predicted within our model with
linear stacking potential is second order (the order pa-
rameter, the density of closed bases is continuous) it can
closely mimic a first order transition. This is because in
our model the depth of the potential in (25), unlike in the
PB and PBD models, depends on temperature. The tran-
sition can then be made sharper by increasing the value of
the parameter ζ, which depends on k. Intuitively, raising
k means increasing the “mass” of the quantum particle
described by (34): in the classical limit, the particle is ei-
ther inside the step-like potential, or outside it, and the
transition is first order. A look at (36) and (37) shows
that both denaturation transition and load-induced tran-
sition can happen in the limit of ζ → ∞. As discussed
in the previous sub-section, the fitting of data for stabil-
ity of DNA lead to a rather large value ζ = 1.3 × 103
pN×nm2, which then leads to sharp transitions.
A. Torque-induced melting
We can thus obtain, analytically, the angular response
of DNA to applied fields. In the experiments of torque-
induced melting, the filament is held at a given tension
(to avoid plectonemes) and supercoiled while the applied
torque and the resulting average deviations are recorded.
The nature of the transition can be seen in Fig. 5, where
we plot experimental results from Ref. [29] for torque
vs. twist, along with our predictions. The transition
observed experimentally is sharp, and so are our findings.
Our framework allows to also compute the fraction of
dsDNA at given tension, torque and temperature. A
proof of the first order nature of the transition is given by
Fig. 6, in which we plot torque vs. twisting until beyond
denaturation and compare it with the fraction of dsDNA:
the density of close bases decreases linearly with the in-
crease in over- or under-twist. Indeed (46) shows that, if
the transition is of first order, then at the critical value
of the external loads the mechanical twist ∆θo,c does not
change, and 〈∆θ〉 is linear in nc.
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FIG. 8. (a) Experimental results on overstretching transition reprinted with permission from Ref [31]: In a 3’5’-5’3’ attachment
geometry, where all four strand ends are linked and DNA cannot rotate, the transition is smoother then overstretching with free
ends (see Fig. 7, and the critical force increases considerably, to 110 pN. (b) Our predictions for the overstretching transition
with constrained (black line) and unconstrained (red line) ends, with our model parametrized on a different experiment [29]
qualitatively agree with Ref. [31]: the constrained transition is smoother and happens at higher critical tension. (c) The curve
Γcons(f) (purple, dashed) describing the torque exerted by the apparatus on the DNA with fix ends follows the critical line
(black, solid), thus explaining the initial smoothness of the transition. (d) Fraction of dsDNA vs. stretch for the constrained
(black line) and unconstrained (red line) DNA. (WLC stands for wormlike chain model.)
B. Overstretching transition
A result analogous to the one presented in Fig. 6
has been recently reported by Mameren and collabora-
tors [31], in the context of the over stretching transition
(Fig 7). The experiment was performed to shed light
on the lengthy discussion concerning the nature of the
overstretching transition [63], which has generated two
qualitatively different models: in one the transition in-
volves a structural conversion to bound, double stranded
conformation, or S-DNA [64], consisting of partially (or
fully) unwound DNA but with still base pairing; in the
other, DNA simply melts, as in the thermal denaturation
transition, and separates into to ssDNA [65].
By using YOYO, a dsDNA-specific fluorescent dye [66],
Mameren and collaborators were able to map the den-
sity of closed bases during the transition (Fig. 7). They
found a linear dependence between dsDNA fraction and
stretch, which points quite unambiguously to a first or-
der melting transition. The theoretical predictions for
the overstretching transition based on our model are in
line with their findings, as shown in Fig. 8: we too find a
sharp transition at around 60 pN, and a linear behavior
in the density of closed pairs vs. stretch (Fig. 8:d).
Mameren et al. also found that the transition is nu-
cleation limited. Very few early precursors are formed,
coalescing at the free ends (or around nicks) and then
propagating. As a further test they performed stretch at
fixed ends (Fig. 8), where such coalescence cannot occur,
and indeed found a much higher critical tension for tran-
sition (' 110 pN), which they ascribed to the removal to
favorable nucleation points at the ends.
However the overstretching transition for the 3’5’-5’3’
attached DNA is less sharp than the one at 65 pN. Is that
a “more continuous” kind of transition? Our treatment
allows us to address this question. It is important to
understand that overstretching with unconstrained ends
corresponds to zero applied torque. However, when the
ends of the molecule are constrained such that no rotation
is involved, the apparatus exerts a tension-dependent pos-
itive torque Γcons(f) on the molecule. Such constrained
torque is obtained implicitly by setting 〈∆θ〉 = Ω in (46).
In Fig. 8:c we plot the line described by Γcons(f), the
positive torque exerted by the apparatus on the con-
strained over stretching experiment, at room tempera-
ture. Together, we plot the phase diagram. Note that the
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FIG. 9. Predictions for DNA twist as a function of applied tension at different torques, for torques below (top two panels) and
above (bottom two panels) the ssDNA compensating torque, which with our parameters corresponds to ' 19.4 pN×nm. The
curves are shifted such that the twist at small tension is taken to be zero. Top Left: profiles of supercoiling vs. tension at
torques below the ssDNA compensating value; the line corresponding to the overstretching transition (solid black) corresponds
to zero applied torque, and shows a jump in supercoiling due to DNA melting; above transition, the supercoiling increases
(decreases) with tension for positive (negative) torque, due to the compensating effect of tension over torque acting on twisted
ssDNA (Fig. 1). Top Right: profiles of supercoiling vs. tension at torques at and above the ssDNA compensating value; the
solid black line corresponds to traction under the ssDNA compensating torque, and correctly shows continuity with no jump in
the supercoiling; at larger torques, the supercoiling jumps to positive value as tension cannot compensate torque in unwinding
the twisted ssDNA strands. Bottom Right: same curves plotted on a smaller scale, to reveal the behavior in the stable phase.
torque grows linearly at the beginning, until it reaches
the proximity of the critical line. Then it closely tracks
the critical line until the end-constrained overstretching
transition takes place. After that, the curve returns to
linear, but with a different slope.
We can understand this behavior. Well inside the sta-
bility region DNA is mostly ssDNA, or nc = 1: therefore,
in order to enforce the constraint 〈∆θ〉 = Ω, the torque
exerted by the apparatus, Γcons(f), must compensate the
effective torque exerted by the tension, given by τeff in
(19). It follows that τ and thus Γcons must grow linearly
with f , at least initially, following what we call the line of
dsDNA compensating torque. This line would intersect
the proximity of the critical line for melting at a tension
of about 20 pN. Yet DNA does not melt there. That can
also be understood by considering the expected behav-
ior of the ssDNA, above transition. From (17) the ss-
DNA must obey Γcons = aΩ(ν + nf), which corresponds
to another, different straight line outside the region of
stability, which we call the line of ssDNA compensating
torque. The intersection of this second straight line with
the critical line clearly gives the point of transition.
But what happens when Γcons approaches the critical
line from below the transition, along the line of dsDNA
compensating torque? As Γcons(f) reaches the proximity
of the critical line, bases start to open and ssDNA with
lower torsional rigidity appears. These open portions re-
quire less compensating torque from the apparatus, as
their torsional rigidity is one order of magnitude lower,
thus reducing the torque exerted by the apparatus. The
changing admixture of ssDNA and dsDNA then allows
for the curve Γcons(f) to follow the critical line, until it
reaches the critical point described above, and can dena-
ture. Therefore, the fact that the molecule resides in the
proximity of the transition for a large interval of tension
explains the smoothness of the transition at fixed ends.
In reality the transition takes place under a calibrated
tension-dependent torque generated by the constraint.
C. Profiles of mechanochemical response
In the previous two subsections we have dealt with
known and celebrated cases. We conclude this section by
providing further general predictions.
In Figure 9 we provide predictions for DNA twist as
a function of applied tension at different torques, for
torques below (top two panels) and above (bottom two
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FIG. 10. Predictions for stretch as a function of applied torque at different tension, for tensions below (top two panels) and
above (bottom two panels) the overstretching value. The curves are shifted such that the stretch at zero torque is taken to
be zero. Top Left: stretch profiles vs. torque at tension of 20 (black), 30 (blue), 40 (green), 50 pN (red); note that at the
overwinding transition the stretch jumps toward elongation if the tension is large enough to compensate the shortening effect
of torque on the ssDNA, otherwise the molecule shortens. Top Right: same curves plotted on a smaller scale, to reveal the
behavior in the stable phase. Bottom Left: stretch profiles vs. torque at tension above the over stretching tension of 60 (black),
70 (blue), 80 (green), 90 pN (red); at these tensions DNA is melted unless torque is applied; under torque it goes back to
ssDNA and thus contracts; for torques larger than critical it stretches again. Bottom Right: same curves plotted on a smaller
scale, to reveal the behavior in the stable phase.
panels) the ssDNA compensating torque. This latter is
given by the intersection between the critical line and the
line of ssDNA compensating torque, described in the pre-
vious subsection, and with our parameters corresponds
to ' 19.4 pN×nm. The line of overstretching transi-
tion (solid black) corresponds to zero applied torque, and
shows a jump in supercoiling due to DNA melting, but
no further change in twist after melting, as no torque is
applied. As we know already from the phase diagram,
a negatively applied torque reduces the transition ten-
sion, whereas any applied Γ such that 0 < Γ < Γm
given by 38 stabilizes DNA and increases the critical ten-
sion. Above transition, the supercoiling increases (de-
creases) with tension for positive (negative) torque, due
to the compensating effect of tension over torque acting
on twisted ssDNA (Fig. 1): torque will twist the two
separated strands, tension will untwist it.
At torques larger than 19.4 pN×nm, the supercoiling
jumps to positive values, as tension cannot compensate
torque in unwinding the twisted ssDNA strands. It is
interesting then to observe the case of Γ = 19.4 pN×nm,
which corresponds to traction under the ssDNA compen-
sating torque. The plots correctly shows continuity with
no jump in twist: the applied torque is exactly right to
compensate, in the ssDNA phase, the jump in twist at
melting.
Figure 10 reports stretch as a function of applied
torque for different tensions at room temperature. In
the region of DNA stability the change in elongation due
to the applied torque is of the order of 1.5% or less. How-
ever, as expected, the transition to melted DNA is sig-
naled by a jump. This abrupt change in stretch cor-
respond to elongation if the tension is large enough to
counterbalance the shortening effect of a positive torque
acting on the two twisted ssDNA. As also predicted by
the phase diagram in Fig. 3, the transition happens only
at positive applied torque when tension exceeds the over-
stretching value, as DNA is then only stable under ap-
plied positive torque.
D. Anomalous overwinding
Figures 9, 10 show no anomalous overwinding under
tension of the kind reported first by Gore et al. [30]. As
we discussed in Section I, this can be corrected by intro-
ducing somehow artificially a negative twist/elongation
coupling in the purely mechanical energy of ssDNA, as
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FIG. 11. Predictions for DNA twist as a function of applied tension at different torques, when the anomalous twist/stretch
coupling [30] is taken into account. Left: profiles of supercoiling vs. tension. Left: Same plots on a smaller scale reveal the
overwinding under tension.
other authors have done [30, 45]. If we do so—lack of
structural rationale notwithstanding—we see that the fit-
ting parameters can indeed be tweaked to reproduce the
same phase diagrams and sharp transitions of Figures
2-6.
Fig. 11 shows anomalous twisting under tension, for
a choice o = −0.05 of the parameter o. Note that o as
defined above in terms of the helical structure of dsDNA
must be positive, and it controls the change in angular
deviation of the helix under tension. However here we
test the hypothesis that, because of some hidden mecha-
nism pertaining to the larger complexity of dsDNA (for
instance the shrinking of its radius under tension [30]),
our framework could be simply modified by introducing
ad hoc a negative o, which can be done without dramatic
consequences on our predictions so far. Then Fig. 11
shows profiles of supercoiling as a function of tension for
DNA held under different torques, where we set at zero
the angle corresponding to small tension. In the case of
stretch under zero applied torque, we find results similar
to those reported experimentally. As expected, the curve
(black solid line) initially tracks Ω˜(f)−Ω, the purely me-
chanical tension-induced twist of dsDNA (which is pos-
itive when o < 0), until tension approaches the over-
stretching transition and portions of ssDNA begin con-
tributing negative supercoiling.
Interestingly, and somehow more counterintuitively,
Fig. 11 shows that the effect increases when stretch is per-
formed under a negative torque, and then disappears for
certain positive torques. This can be understood as con-
sequence of the tension-increased torsional rigidity which
further diminishes the effect of an applied negative torque
as tension increases. At small tensions, most DNA is
dsDNA, and (17) provides, for stretching under applied
torque Γ = τa, a twist given by
∆θc(f)−∆θc(0) = Ω˜− Ω + τ
[
(µ˜+ ν˜)−1 − (µ+ ν)−1] .
(50)
Because the factor in the square parenthesis is always
negative, a negative torque implies a twist that is larger
than Ω˜ − Ω (dotted line in Fig. 11). Similarly a posi-
tive torque leads to a twist that is lower than the purely
tension-induced twist Ω˜ − Ω. And for stretch under
zero applied torque, the experimental case as mentioned
above, the twist simply tracks Ω˜ − Ω. In all cases, the
twist drops to large negative values as transition is ap-
proached and large fractions of ssDNA form.
This prediction could provide a purely mechanical ex-
perimental test that the anomalous overwinding origi-
nates in the non-trivial elastic structure of equilibrated
dsDNA. And yet there might be alternative explanations:
the overwinding could also be a thermodynamic effect,
due to a decrement of ssDNA fraction due to the stabi-
lizing effect of tension over flexural modes. It is true that
our results do not seem to support such a scenario (Fig 9):
the fraction of ssDNA at low tension and room tempera-
ture is already too tiny for its reduction to produce any
substantial effect. Nonetheless we are disregarding nicks
and defects in dsDNA, which might, under tension, in-
crease the ssDNA fraction.
V. CONCLUSIONS
In this article we have introduced a simple model, with
a minimal number of parameters, to describe both ssDNA
and dsDNA subjected to tension and torque, based on
elementary considerations of symmetry and energetics.
We have shown that in a quadratic approximation in the
torsional and flexural modes, our treatment reduces to
a modified PB model which now, unlike the original, in-
corporates the effect of fields, and carries information on
angular and tensile degrees of freedom.
We have used our approach to shown, analytically, a
range of predictions and phenomena for DNA thermo-
mechanics inaccessible to previous models, or previously
covered only partially and numerically. We have com-
pared our predictions with experimental results [29, 31]
and found strong agreement. Some of these predictions,
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the phase diagrams and critical lines of Fig. 2-4 had
been previously announced in a Letter [49]. Others are
new and required the introduction of flexural modes into
the formalism. These are the probe/response profiles
of Fig. 5-10. Our framework allows us to relate these
temperature-induced or field-induced transitions to the
density of ssDNA during transition, and to find the
linear dependences typical of first order transitions,
witnessed experimentally [31].
The introduction of flexural mode is intuitively
necessary to explain extension and stretch under field.
In this context our model proposes an explanation for
the difference between angularly unconstrained and
constrained over-stretching [31].
Considering Fig. 8, where we plot the computed
torque exerted by the apparatus on the DNA molecule
for angularly constrained traction-induced melting, we
see that the system situates itself close to the critical
line over a wide range of tension. Indeed it seems that
the molecule creates its own ”intrinsic disorder” by
progressively opening bases which, because of the lower
torsional rigidity of ssDNA, can better counteract the
unwinding effect of tension to maintain the fixed angle.
While at small tension the torque applied by the appa-
ratus to maintain the angular constraint grows linearly
as one expects from a purely mechanical description, as
that curve approaches to the critical line, bases begin to
open. Because ssDNA has much lower torsional rigidity,
progressively much less compensating torque is exerted
by the apparatus. Thus the system enforces the angular
constraint by progressive and calibrated base opening,
and maintains itself in such “quasi-critical” region for
a broad range of tensions, until it reach the point of
transition. It should be possible therefore to prepare
the molecule in a region of high susceptibility just below
transition, and that region corresponds to a distinctively
large window in the controlling parameter (tension).
This might be of consequence, should such a quasi-
critical region of high susceptibility be exploited for
functionality, perhaps via enzymatic action or otherwise.
As we wonder whether “biological systems are poised at
criticality” [68] there is a sense that the nano-machinery
of life must exploit proximity to transitions to perform
its tasks: total order is quiescent, requires large probes,
and pertains to inanimate objects, complete disorder
corresponds to death, but controlled disorder allows one
to elicit a variety of responses and with smaller probes,
something probably exploitable in replication, repair or
transcription and in general for functionality.
In future work we will report on the effect of ionic
strength. As presaged in the text, variations in ionic
strength can be reflected in the parameters within our
model, especially V0 and r. Electrostatic effects are in
general non-local. However we will see in future work
that at the zeroth approximation, for a DNA under ten-
sion and thus prevented from forming complex topolo-
gies, this effect can be subsumed in a shift of the torque
acting on the dsDNA, and thus on the equilibrium an-
gular shift in the absence of external torque—a reflec-
tion of the fact that an electrically charged helix tends
to unwind. This regime is accessible to our modeling
framework precisely because it affords a coupling between
torque and angular shifts. This approach to variations of
ionic strength can be pursued even in the absence of ap-
plied tension, if the applied torque is small, because of
dsDNA’s long persistence length, and can thus explain
denaturation induced by change of ionic strength.
Finally, a transfer integral numerical study of the
anharmonic version of (24) is likely needed to refine
our predictions at temperatures closer to denaturation,
where the effect of nonlinearity in the stacking potential
is important for the transition order and precursors [67].
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