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reviews evaluation methods based on selection on observables (assuming a quasi-random treatment
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a flexible (i.e. semi- or nonparametric) modeling of treatment effects, and/or many (i.e. high dimensional)
observed covariates by applying machine learning to select and control for covariates in a data-driven way.
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1 Introduction
The last decades have witnessed important advancements in policy evaluation methods for as-
sessing the causal effect of a treatment on an outcome of interest, which are particularly rele-
vant in the context of data with many observations and/or observed covariates. Such advance-
ments include the development or refinement of quasi-experimental evaluation techniques, esti-
mators for flexible (i.e. semi- or nonparametric) treatment effect models, and machine learning
algorithms for a data-driven control for covariates in order to tackle confounding, learn effect
heterogeneities across subgroups and target groups for which the treatment is most effective. Pol-
icy evaluation methods aim at assessing causal effects despite the problem that for any subject
in the data, outcomes cannot be observed at the same time in the presence and absence of the
treatment. As an illustration of this fundamental problem for causality, consider the treatment
effect of a job application training for jobseekers on employment. Identifying this effect on the
individual level requires comparing the employment state for a specific subject at a particular
point in time with and without training participation. However, at a specific point in time, an
individual can be observed to have either participated or not participated in the training, but
not both. Therefore, treatment effects remain unidentified on the individual level without strong
assumptions.
Formally, denote byD a binary treatment, such thatD = 1 if for instance someone participates
in a training and D = 0 otherwise. Furthermore, denote by Y the observed outcome, e.g.
employment. Following Rubin (1974), let Y (1) and Y (0) denote the potential outcomes a subject
would realize if D was set to 1 and 0, respectively, e.g. the potential employment state with and
without training. It is assumed throughout that Y (1) and Y (0) only depend on the subject’s own
treatment and not on the treatment values of other subjects, which is known at the ‘Stable Unit
Treatment Value Assumption’, see Rubin (1990). Observed employment Y corresponds to either
Y (1) if the individual receives the training (D = 1) or to Y (0) otherwise. The fact that not both
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potential outcomes are observed at the same time is formally expressed in the following equation:
Y = Y (1) ·D + Y (0) · (1−D). (1)
It is easy to see that (1) is equivalent to Y = Y (0)+D · [Y (1)−Y (0)], where the observed outcome
is the sum of the potential outcome without intervention and D times Y (1)−Y (0), i.e. the causal
effect of D on Y . As either Y (1) or Y (0) is unknown depending on the value of D, the treatment
effect can in general not be identified for any subject.
Under specific assumptions, however, aggregate treatment effects are identified based on
groups of individuals receiving and not receiving the treatment. Two parameters that have
received substantial attention are the average treatment effect (ATE, denoted by ∆) in the
population, e.g. among all jobseekers, and the treatment effect on the treated population
(ATET, denoted by ∆D=1), e.g. among training participants:
∆ = E[Y (1)− Y (0)], ∆D=1 = E[Y (1)− Y (0)|D = 1]. (2)
One assumption yielding identification is statistical independence of treatment assignment and
potential outcomes. Formally,
{Y (1), Y (0)}⊥D, (3)
where ‘⊥’ denotes statistical independence. (3) implies that there exist no variables jointly
affecting the treatment and the potential outcomes. It is satisfied by design in experiments where
the treatment is randomized, i.e. not a function of any observed or unobserved characteristics
like education, gender, or income. The ATE is then identified by the mean difference in observed
outcomes across treated and nontreated groups. This follows from the fact that by (1), E[Y |D =
1] = E[Y (1)|D = 1] and E[Y |D = 0] = E[Y (0)|D = 0], while it follows from (3) that E[Y (1)|D =
1] = E[Y (1)] and E[Y (0)|D = 0] = E[Y (0)]. As the average outcomes among treated and
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nontreated are representative for the respective mean potential outcomes under treatment and
nontreatment in the population, E[Y |D = 1]− E[Y |D = 0] = ∆.
When the treatment is not randomized, however, a mean comparison of treated and nontreated
outcomes is generally biased due to selective treatment take-up, implying that subjects in the
treated and nontreated groups differ in characteristics that also affect the outcome. Jobseekers
attending a job application training could, for instance, on average have a different level of labor
market experience or education than those not participating. Differences in the observed outcomes
of treated and nontreated subjects therefore not exclusively reflect the treatment effect, but also
the effects of such characteristics, which are thus confounders of the treatment-outcome relation.
Formally, the selection biases for the ATE and ATET are given by
E[Y |D = 1]− E[Y |D = 0]−∆ = E[Y |D = 1]− E[Y (1)] + E[Y (0)]− E[Y |D = 0], (4)
E[Y |D = 1]− E[Y |D = 0]−∆D=1 = E[Y (0)|D = 1]− E[Y |D = 0].
Different strategies have been developed for avoiding or tackling selection into treatment in
order to identify causal effects. This chapter reviews the most prominent approaches, focusing
on methods for flexible model selection and estimation particularly appropriate in big data
contexts. Section 2 covers methods relying on selection-on-observables assumptions, implying
that observed preselected covariates are sufficient to control for characteristics jointly affecting
the treatment and the potential outcomes. Section 3 discusses practical issues to be verified in
the data when invoking the selection-on-observables assumption, e.g. the similarity of treated
and nontreaded subjects used for estimation in terms of observed characteristics, as well as
extensions e.g. to multivalued treatments and different treatment parameters. Section 4 covers
causal machine learning, where observed covariates are not preselected, but it is assumed
that important confounders can be controlled for in a data-driven way by machine learning
algorithms. Section 5 outlines the application of machine learning for the data-driven detection
of effect heterogeneities across subgroups defined upon observed covariates as well as for learning
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optimal policy rules to target subgroups in a way that maximizes the treatment effect.
Section 6 considers treatment evaluation based on instrumental variables. Here, treatment
selection may be related to unobserved characteristics if a quasi-random instrument exists that
affects the treatment, but not directly the outcome. Section 7 discusses difference-in-differences
methods, where identification hinges on common trends in mean potential outcomes under
nontreatment over time across actually treated and nontreated groups. It also presents the
changes-in-changes approach, which assumes that within treatment groups, the distribution
of unobserved characteristics that affect the potential outcome under nontreatment remains
constant over time. Section 8 introduces the regression discontinuity design, which assumes the
treatment probability to discontinuously change and be quasi-randomly assigned at a specific
threshold value of an observed index variable. It also discusses the regression kink design, which
assumes a kink in the (continuous) association of the treatment and the index variable at a
specific threshold. Section 9 concludes.
2 Selection on observables with preselected covariates
The selection-on-observables assumption, also called conditional independence or exogeneity,
postulates that the covariate information in the data is rich enough to control for characteristics
jointly affecting the treatment and the outcome. This implies that one either directly observes
those characteristics confounding the treatment-outcome relationship or that conditional on
the observed information, the effects of unobserved confounders on either the treatment or
the outcome (or both) are blocked. As a further assumption known as common support, it
is required that for any empirically feasible combination of observed covariates, both treated
and nontreated subjects can be observed, which rules out that the covariates perfectly predict
participation. Finally, the covariates must in general not be affected by the treatment, but
measured at or prior to treatment assignment.
Denote by X the vector of observed covariates and X(1), X(0) the potential covariate values
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with and without treatment. Formally, the assumptions can be stated as
{Y (1), Y (0)}⊥D|X, 0 < p(X) < 1, X(1) = X(0) = X, (5)
where p(X) = Pr(D = 1|X) is the conditional treatment probability, also known as propensity
score. The first part of (5) means that the distributions of the potential outcomes are conditionally
independent of the treatment. This implies that D is as good as randomly assigned among
subjects with the same values in X. The second part says that the propensity score is larger
than zero and smaller than one such that D is not deterministic in X. The third part states
that X is not a function of D and therefore must not contain (post-treatment) characteristics
that are affected by the treatment, in order to not condition away part of the treatment effect of
interest. This identification approach mimics the experimental context with the help of observed
information. After creating groups with and without treatment that are comparable in the
covariates, differences in the outcomes are assumed to be exclusively caused by the treatment.
The first part of (5) is somewhat stronger than actually required for ATE identification and
could be relaxed to conditional independence in the means (rather than all moments) of potential
outcomes, E[Y (d)|D = 1, X] = E[Y (d)|D = 0, X] for d ∈ {1, 0}. In empirical applications it
might, however, be hard to argue that conditional independence holds in means but not in other
distributional features, which would for instance rule out mean independence for nonlinear (e.g.
log) transformations of Y . Furthermore, the stronger conditional independence assumption in (5)
is required for the identification of distributional parameters like the quantile treatment effect,
which corresponds to the effect at a particular rank of the potential outcome distribution. Also
note that for the identification of treatment parameters among the treated (rather than the total)
population like the ATET, (5) can be relaxed to Y (1)⊥D|X, p(X) < 1.
Let µd(x) = E[Y |D = d,X = x] denote the conditional mean outcome given D corresponding
to d ∈ {1, 0} and X equaling some value x in its support. Analogous to identification under
a random treatment discussed in Section 1, µ1(x) − µ0(x) under (5) identifies the conditional
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average treatment effect (CATE) given X, denoted by ∆x:
∆x = E[Y (1)− Y (0)|X = x] = µ1(x)− µ0(x). (6)
Averaging CATEs over X in the population or among treated yields the ATE or ATET, respec-
tively:
∆ = E[µ1(X)− µ0(X)], (7)
∆D=1 = E[µ1(X)− µ0(X)|D = 1] = E[Y |D = 1]− E[µ0(X)|D = 1].
Noting that the propensity score possesses the so-called balancing property, see Rosenbaum &
Rubin (1983), such that conditioning on p(X) equalizes or balances the distribution of X across
treatment groups (i.e. X⊥D|p(X)), the effects are also identified when substituting control vari-
ables X by p(X):
∆ = E[µ1(p(X))− µ0(p(X))], (8)
∆D=1 = E[µ1(p(X))− µ0(p(X))|D = 1] = E[Y |D = 1]− E[µ0(p(X))|D = 1].
By basic probability theory, implying e.g. µ1(X) = E[Y ·D|X]/p(X), and the law of iterated
expectations, the ATE and ATET are also identified by inverse probability weighting (IPW), see
Horvitz & Thompson (1952), using the propensity score:
∆ = E
[
Y ·D
p(X)
− Y · (1−D)
1− p(X)
]
, (9)
∆D=1 = E
[
Y ·D
Pr(D = 1)
− Y · (1−D) · p(X)
(1− p(X)) · Pr(D = 1)
]
.
Finally, the effects can be obtained from a combination of conditional mean outcomes and
propensity scores related to the so-called efficient score function, see Robins, Rotnitzky & Zhao
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(1994), Robins & Rotnitzky (1995), and Hahn (1998):
∆ = E [φ(X)] , with φ(X) = µ1(X)− µ0(X) + (Y − µ1(X)) ·D
p(X)
− (Y − µ0(X)) · (1−D)
1− p(X) ,
∆D=1 = E
[
(Y − µ0(X)) ·D
Pr(D = 1)
− (Y − µ0(X)) · (1−D) · p(X)
(1− p(X)) · Pr(D = 1)
]
. (10)
Note that the identification results in (10) coincide with those in (9) and (7) because
E
[
(Y − µ1(X)) ·D
p(X)
− (Y − µ0(X)) · (1−D)
1− p(X)
]
= 0 and
E
[−µ0(X) ·D
Pr(D = 1)
− −µ0(X) · (1−D) · p(X)
(1− p(X)) · Pr(D = 1)
]
= E
[
µ0(X) ·
(
p(X)
Pr(D = 1)
− p(X)
Pr(D = 1)
)]
= 0.
Assuming the availability of a randomly drawn sample, treatment effect estimation proceeds
using the sample analogs of the identification results and plug-in estimates for p(X), µ1(X), µ0(X)
whenever required. When for instance considering the estimation of ∆D=1 based on (7), an
estimate of µ0(X) for each treated observation is obtained as a weighted average of nontreated
outcomes, where the weights depend on the similarity of the treated and nontreated observations
in terms of X. One class of methods in this context are matching estimators, see for instance
Rosenbaum & Rubin (1983), Rosenbaum & Rubin (1985), Heckman, Ichimura & Todd (1998),
Heckman, Ichimura, Smith & Todd (1998), Dehejia & Wahba (1999), and Lechner, Miquel &
Wunsch (2011). Pair matching, for instance, assigns a weight of 1 (or 100%) to the most similar
nontreated observation and of 0 to all others. 1 : M matching estimates µ0(X) based on the
mean outcome of the M most similar nontreated observations, where M is an integer larger
than 1. Radius or caliper matching defines a maximum tolerance of dissimilarity in X and relies
on the mean outcome of all nontreated observations within the tolerance. Compared to 1 : M
estimation, this may reduce the variance when many similar nontreated observations are available.
Due to the multidimensionality of X, similarity is to be defined by a distance metric. Examples
include the square root of the sum of squared differences in elements of X across some treated
and nontreated observation, either normalized by the inverse of the sample covariance matrix of
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X (then called Mahalanobis distance) or by the diagonal thereof (i.e. the variance). See Zhao
(2004) for a discussion of alternative distance metrics.
Abadie & Imbens (2006) show that in contrast to other treatment estimators, pair or 1 : M
matching generally does not converge with a rate of n−1/2 to the true effect (i.e. is not n−1/2-
consistent) if X contains several continuous elements, with n being the sample size. Second, even
under n−1/2-consistency, it does not attain the semiparametric efficiency bounds derived in Hahn
(1998). Therefore, pair or 1 : M matching has a higher large sample variance than the most
efficient (or least noisy) treatment effect estimators that rely on the same assumptions. Third,
Abadie & Imbens (2008) demonstrate that bootstrapping, a popular inference method based
on estimating the standard error based on repeatedly resampling from the data, is inconsistent
due to the discontinuous weights in pair and 1 : M matching. The authors, however, provide
a consistent asymptotic approximation of the estimator’s variance based on matching within
treatment groups.
To improve upon its properties, matching can be combined with a regression-based correc-
tion of the bias that stems from not fully comparable treated and nontreated matches, see Rubin
(1979) and Abadie & Imbens (2011). This matching-weighted regression is n−1/2-consistent and
its weights are smooth such that bootstrap inference is consistent. Another smooth method is
kernel matching, which estimates µ0(X) by a kernel function giving more weight to nontreated
observations that are more similar to the treated reference observation and can attain the semi-
parametric efficiency bound. This requires no distance metric, as kernel functions are applied to
each element in X and then multiplied. Finally, genetic matching of Diamond & Sekhon (2013)
matches treated and nontreated observations in a way that maximizes the balance of covariate
distributions across treatment groups according to predefined balance metrics, based on an ap-
propriately weighted distance metric.
In empirical applications, matching on the estimated propensity score is much more common
than matching directly on X. The propensity score is typically specified parametrically by logit
or probit functions. Collapsing the covariate information into a single parametric function avoids
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the curse of dimensionality, which implies that in finite samples, the probability of similar matches
in all elements of X quickly decreases in the dimension of X. At the same time, it allows for effect
heterogeneity across X. On the negative side, a misspecification of the propensity score model
may entail an inconsistent treatment effect estimator, which is avoided by directly matching on
X or using a nonparametric propensity score estimate. Matching on the estimated propensity
score has a different variance than matching directly on X, which for the ATET can be either
higher or lower, see Heckman, Ichimura & Todd (1998). Abadie & Imbens (2016) provide an
asymptotic variance approximation for propensity score matching that appropriately accounts
for uncertainty due to propensity score estimation.
Matching estimators typically require the choice of tuning parameters, be it the number
of matches M , the bandwidth in kernel or radius matching, or the distance metric. However,
theoretical guidance is frequently not available, see Fro¨lich (2005) for an exception. Practitioners
commonly pick tuning parameters ad hoc or based on data-driven methods that are not necessarily
optimal for treatment effect estimation, as e.g. cross-validation for estimating µ0(X). It appears
thus advisable to investigate the sensitivity of the effect estimates w.r.t. varying these parameters.
As an alternative to matching, Hirano, Imbens & Ridder (2003) discuss treatment
effect estimation based on the IPW sample analog of (9), using series regression to obtain
nonparametric plug-in estimates of the propensity score, which attains the semiparametric
efficiency bounds. Ichimura & Linton (2005) and Li, Racine & Wooldridge (2009) consider
IPW with kernel-based propensity score estimation. Practitioners mostly rely on logit or probit
specifications, which generally is not semiparametrically efficient, see Chen, Hong & Tarozzi
(2008). In any case, it is common and recommended to use normalized sample analogs of the
expressions in (9), which ensures that the weights of observations within treatment groups
sum up to one, see Busso, DiNardo & McCrary (2014). Compared to matching, IPW has
the advantages that it is computationally inexpensive and does not require choosing tuning
parameters (other than for nonparametric propensity score estimation, if applied). On the
negative side, IPW is likely sensitive to propensity scores that are very close to one or zero, see
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the simulations in Fro¨lich (2004) and Busso et al. (2014) and the theoretical discussion in Khan
& Tamer (2010). Furthermore, IPW may be less robust to propensity score misspecification
than matching, which merely uses the score to match treated and non-treated observations,
rather than plugging it directly into the estimator, see Waernbaum (2012).
A variation of IPW are the empirical likelihood methods of Graham, Pinto & Egel (2012)
and Imai & Ratkovic (2014). In spirit comparable to genetic matching, the methods iterate an
initial propensity score estimate (e.g. by changing the coefficients of a logit specification) until
prespecified moments of X are maximally balanced across treatment groups. A related approach
is entropy balancing, see Hainmueller (2012), which iterates initially provided (e.g. uniform)
weights until balance in the moments of X is maximized, under the constraint that weights sum
up to one in either treatment group. In contrast to methods aiming for perfect covariate balance
in prespecified moments, Zubizarreta (2015) trades off balance and variance in estimation. The
algorithm finds the weights of minimum variance that balance the empirical covariate distribution
up to prespecified levels, i.e. approximately rather than exactly.
Estimation based on the sample analog of (10) with plug-in estimates for p(X), µ1(X), µ0(X)
is called doubly robust (DR) estimation, as it is consistent if either the conditional mean outcome
or the propensity score is correctly specified, see Robins, Mark & Newey (1992) and Robins,
Rotnitzky & Zhao (1995). If both are correctly specified, DR is semiparametrically efficient. This
is also the case if the plug-in estimates are nonparametrically estimated, see Cattaneo (2010).
Furthermore, Rothe & Firpo (2013) show that nonparametric DR has a lower first order bias and
second order variance than either IPW using a nonparametric propensity score or nonparametric
outcome regression. This latter property is relevant in finite samples and implies that the accuracy
of the DR estimator is less dependent on the accuracy of the plug-in estimates, e.g. the choice of the
bandwidth in the kernel-based estimation of propensity scores and conditional mean outcomes. A
further method satisfying the DR property is targeted maximum likelihood (TMLE), see van der
Laan & Rubin (2006), in which an initial regression estimate is updated (or robustified) based
on an IPW parameter.
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3 Practical issues and extensions
This section discusses practical issues related to propensity score methods as well as extensions
of treatment evaluation to non-binary treatments and different effect parameters. One important
question is whether the estimated propensity score successfully balances X across treatment
groups, e.g. in matched samples or after reweighting covariates (rather than outcomes) by IPW.
Practitioners frequently consider hypothesis tests, e.g. two-sample t-tests applied to each element
in X or F-tests for jointly testing imbalances in X, see also the joint tests of Sianesi (2004)
and Smith & Todd (2005). As an alternative to hypothesis tests, Rosenbaum & Rubin (1985)
consider a covariate’s absolute mean difference across treated and nontreated matches, divided or
standardized by the square root of half the sum of the covariate’s variances in either treatment
group prior to matching. In contrast to a t-test, which rejects balance under the slightest difference
if the sample grows to infinity, this standardized difference is insensitive to the sample size.
Rather than judging balance based on a p-value as in hypothesis tests, a standardized difference
larger than a specific threshold, say 0.2, may be considered as indication for imbalance. On the
negative side, the choice of the threshold appears rather arbitrary and data-driven methods for
its determination are currently lacking. Taking the average of standardized differences for each
covariate permits constructing a joint statistic for all covariates.
A second practical issue is whether common support in the propensity score distributions
across treatment groups is sufficiently decent in the data. For the ATET, this implies that for
each treated observation, nontreated matches with similar propensity scores exist, while for the
ATE, this also needs to hold vice versa. Strictly speaking, common support is violated whenever
for any reference observation, no observation in the other treatment group with exactly the same
propensity score is available. In practice, propensity scores should be sufficiently similar, which
requires defining a criterion based on which dissimilar observations may be discarded from the data
to enforce common support. However, discarding observations implies that effect estimation might
not be (fully) representative for the initial target population and thus sacrifices (some) external
validity. On the other hand, it likely reduces estimation bias within the subpopulation satisfying
11
common support, thus enhancing internal validity. For possible common support criteria, see
for instance Heckman, Ichimura, Smith & Todd (1998), who suggest discarding observations
whose propensity scores have a density of or close to zero in (at least) one treatment group. For
ATET estimation, Dehejia & Wahba (1999) propose discarding all treated observations with an
estimated propensity score higher than the highest value among the nontreated. For the ATE,
one additionally discards nontreated observations with a propensity score lower than the lowest
value among the treated. Crump, Hotz, Imbens & Mitnik (2009) discuss dropping observations
with propensity scores close to zero or one in a way that minimizes the variance of ATE estimation
in the remaining sample. Huber, Lechner & Wunsch (2013) discard observations that receive a
too large relative weight within their treatment group when estimating the treatment effect. See
Lechner & Strittmatter (2019) for an overview of alternative common support criteria and an
investigation of their performance in a simulation study.
The discussion so far focussed on a binary treatment, however, the framework straight-
forwardly extends to multivalued discrete treatments. The latter may either reflect distinct
treatments (like different types of labor market programs as a job search training, a computer
course, etc.) or discrete doses of a single treatment (like one, two, or three weeks of a training).
Under appropriate selection-on-observable assumptions, treatment effects are identified by
pairwise comparisons of each treatment value with nontreatment, or of two nonzero treatment
values, if the effect of one treatment relative to the other is of interest. More formally, let d′
and d′′ denote the treatment levels to be compared and I{A} the indicator function, which is
one if event A holds and zero otherwise. Assume that conditions analogous to (5) are satisfied
for D = d′ and D = d′′, such that conditional independence assumptions Y (d′)⊥I{D = d′}|X
and Y (d′′)⊥I{D = d′′}|X hold and the so-called generalized propensity scores satisfy the
common support restrictions Pr(D = d′|X) > 0 and Pr(D = d′′|X) > 0, see Imbens (2000).
Then, replacing D by I{D = d′} and 1 − D by I{D = d′′} as well as p(X) = Pr(D = 1|X) by
Pr(D = d′|X) and 1− p(X) by Pr(D = d′′|X) in the identification results (7), (8), (9), and (10)
yields the ATE when comparing D = d′ vs. D = d′′ as well as the ATET when considering those
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with D = d′ as the treated. As shown in Cattaneo (2010), a range of treatment effect estimators
for multivalued discrete treatments are n−1/2-consistent and semiparametrically efficient under
nonparametric estimation of the plug-in parameters. See also Lechner (2001) for a discussion of
matching-based estimation with multivalued discrete treatments.
When D does not have discrete probability masses but is continuously distributed, the gener-
alized propensity score corresponds to a conditional density, denoted by f(D = d′|X) to distin-
guish it from the previously used probability Pr(D = d′|X). In the spirit of (7) for binary treat-
ments, Flores (2007) proposes kernel regression of Y on D and X for estimating the mean po-
tential outcomes of the continuous treatment. In analogy to (8), Hirano & Imbens (2005) regress
Y on polynomials of D and estimates of f(D|X) along with interactions, while Imai & van Dyk
(2004) consider subclassification by the generalized propensity score. IPW-based methods as con-
sidered in Flores, Flores-Lagunes, Gonzalez & Neumann (2012) require replacing indicator func-
tions, e.g. I{D = d′}, by continuous weighting functions in the identification results. Consider,
for instance, the kernel weight K ((D − d′)/h) /h, where K is a symmetric second order kernel
function (e.g. the standard normal density function) that assigns more weight to values of D the
closer they are to d′. h is a bandwidth gauging by how quickly the weight decays as values in D
become more different to d′ and must go to zero as the sample size increases (albeit not too fast)
for consistent estimation. Then, IPW-based identification of the ATE, for instance, corresponds
to
∆ = lim
h→0
E
[
Y ·K ((D − d′)/h) /h
f(D = d′|X) −
Y ·K ((D − d′′)/h) /h
f(D = d′′|X))
]
, (11)
where limh→0 means ‘as h goes to zero’. See Galvao & Wang (2015) for a further IPW approach
and Kennedy, Ma, McHugh & Small (2017) for kernel-based DR estimation under continuous
treatments, including data-driven bandwidth selection.
A further conceptual extension is the dynamic treatment framework, see for instance
Robins (1986), Robins, Hernan & Brumback (2000), and Lechner (2009). It is concerned with
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the evaluation of sequences of treatments (like consecutive labor market programs) based on
sequential selection-on-observable assumptions w.r.t. each treatment. Related assumptions are
also commonly imposed in causal mediation analysis aiming at disentangling a total treatment
effect into various causal mechanisms, see for instance Robins & Greenland (1992), Pearl
(2001), Imai, Keele & Yamamoto (2010), Tchetgen Tchetgen & Shpitser (2012), and Huber
(2014), or the survey by Huber (2019). Finally, several contributions consider effect parameters
related to distributions rather than means. Firpo (2007) proposes an efficient IPW estimator of
quantile treatment effects (QTE) at specific ranks (like the median) of the potential outcome
distribution and derives the semiparametric efficiency bounds. Donald & Hsu (2014) suggest
IPW-based estimation of the distribution functions of potential outcomes under treatment and
nontreatment, see also DiNardo, Fortin & Lemieux (1996) and Chernozhukov, Ferna´ndez-Val
& Melly (2013) for estimators of counterfactual distributions. Imbens (2004) and Imbens &
Wooldridge (2009) provide comprehensive reviews on treatment evaluation under selection on
observables.
4 Causal machine learning
The treatment evaluation methods discussed so far consider covariates X as being preselected or
fixed. This assumes away uncertainty related to model selection w.r.t. X and requires substantial
or strictly speaking exact contextual knowledge about the confounders that need to be controlled
for and in which functional form. In reality, however, practitioners frequently select covariates
based on their predictive power for the treatment, typically without appropriately accounting for
this model selection step in the causal inference to follow. Fortunately, this issue can be tackled
by more recent treatment evaluation methods that incorporate machine learning to control for
important confounders in a data-driven way and honestly account for model selection in the
estimation process. This is particularly useful in big, and more specifically in wide data with
a vast number of covariates that could potentially serve as control variables, which can render
researcher-based covariate selection complicated if not infeasible.
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It is important to see that when combining evaluation methods for the ATE or ATET with
machine learning, henceforth called causal machine learning (CML), the data must contain suffi-
ciently rich covariate information to satisfy the selection-on-observables assumption, just as dis-
cussed in Section 2. Therefore, CML is not a magic bullet that can do away with fundamental
assumptions required for effect identification. However, it may be fruitfully applied if there ex-
ists a subset of covariate information that suffices to by and large tackle confounding, but is un-
known to the researcher. Under the assumption that a relative to the sample size limited subset
of information permits controlling for the most important confounders, CML can be shown to be
approximately unbiased, even when confounding is not perfectly controlled for.
Chernozhukov, Chetverikov, Demirer, Duflo, Hansen, Newey & Robins (2018) consider for
instance a CML approach called double machine learning that relies on so-called orthogonalized
statistics. The latter imply that treatment effect estimation is rather insensitive to approximation
errors in the estimation of p(X), µ1(X), µ0(X). As discussed in Section 2, the sample analog of
(10) satisfies this (doubly) robustness property along with its desirable finite sample behaviour.
In contrast, estimation based on (7) is rather sensitive to approximation errors of µ1(X), µ0(X),
while estimation based on (9) is sensitive to errors in p(X). Because DR, however, incorporates
both propensity score and conditional mean outcome estimation, the approximation errors enter
multiplicatively into the estimation problem, which is key for the robustness property, see for
instance Farrell (2015).
A further element of many CML approaches including double machine learning is the use of
independent samples for estimating the specifications of plug-in parameters like p(X), µ1(X), and
µ0(X) on the one hand and of the treatment effects ∆,∆D=1 on the other hand. This is similar in
spirit to the idea of training and testing data in conventional machine learning or cross-validation
for tuning parameter selection and obtained by randomly splitting the sample. After estimating
models for p(X), µ1(X), µ0(X) in one part of the data, the model parameters (e.g. coefficients)
are used in the other part to predict p(X), µ1(X), µ0(X) and ultimately estimate the treatment
effect. Sample-splitting prevents overfitting the models for the plug-in parameters, but comes at
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the cost that only part of the data are used for effect estimation, thus increasing the variance.
So-called cross-fitting tackles this issue by swapping the roles of the data parts for estimating
the plug-in models and the treatment effect. The treatment effect estimate is obtained as the
average of the estimated treatment effects in each part and in fact, more than just two data
splits may be used for this procedure. When combining DR with sample splitting, it suffices
for n−1/2-convergence of treatment effect estimation that the estimates of p(X), µ1(X), µ0(X)
converge to their respective true values at a rate of n−1/4 (or faster), see Chernozhukov et al.
(2018). Under specific regularity conditions, this convergence rate is attained by many machine
learning algorithms and even by deep learning (which is popular in computer science e.g. for
pattern recognition), see Farrell, Liang & Misra (2018).
However, it needs to be stressed that CML is conceptually different to standard machine
learning, which aims at accurately predicting an outcome by observed predictors based on
minimizing the prediction error (e.g. the mean squared error) through optimally trading off
prediction bias and variance. This mere forecasting approach generally does not allow learning
the causal effects of any of the predictors. One reason is that a specific predictor might obtain a
smaller weight (e.g. regression coefficient) than implied by its true causal effect if the predictor
is sufficiently correlated with other predictors, such that constraining its weight hardly affects
the prediction bias, while reducing the variance. Therefore, predictive machine learning with Y
as outcome and D and X as predictors generally gives a biased estimate of the causal effect of
D, due to correlations between the treatment and the covariates. In CML, however, machine
learning is not directly applied to ATE or ATET estimation, but merely for predicting the
plug-in parameters, e.g. those of the DR expression (i.e. the sample analog of (10)) in the case
of double machine learning. To this end, three separate machine learning predictions of D, Y
among the treated, and Y among the nontreated are conducted with X being the predictors
in each step. This is motivated by the fact that covariates X merely serve the purpose of
tackling confounding, while their causal effects are (contrarily to the effect of D) not of interest,
which makes the estimation of p(X), µ1(X), and µ0(X) a prediction problem to which machine
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learning can be applied.
Assume for instance that µ1(X) and µ0(X) are estimated by a linear lasso regression, see
Tibshirani (1996), where X as well as higher order and interaction terms thereof may be included
as predictors to allow for flexible model specifications. Including too many terms with low pre-
dictive power (as it would be the case in an overfitted polynomial regression) likely increases the
variance of prediction, with little gain in terms of bias reduction. On the other hand, omitting
important predictors implies a large increase in prediction bias relative to the gain in variance
reduction due to a parsimonious specification. For this reason, lasso regression aims to optimally
balance bias and variance through regularization, i.e. by shrinking the absolute coefficients ob-
tained in a standard OLS regression towards or exactly to zero for less important predictors, e.g.
based on cross-validation for determining the optimal amount of shrinkage. Analogously, lasso
logit regression may be applied for the prediction of p(X), which is a regularized version of a
standard logit regression. Alternatively, lasso-based estimation of µ1(X) and µ0(X) can be com-
bined with approximate covariate balancing of Zubizarreta (2015) instead of estimating a propen-
sity score model for p(X), see the CML algorithm suggested by Athey, Imbens & Wager (2018).
As discussed in Chernozhukov et al. (2018), lasso regression attains the required convergence
rate of n−1/4 under so-called approximate sparsity. The latter implies that the number of
important covariates or interaction and higher order terms required for obtaining a sufficiently
decent (albeit not perfect) approximation of the plug-in parameters is small relative to the
sample size n. To see the merits of cross-fitting, note that when disregarding the latter and
instead conducting the lasso and treatment estimation steps in the same (total) data, the
number of important predictors is required to be small relative to n−1/2 rather than n, see
Belloni, Chernozhukov & Hansen (2014). Importantly, neither cross-fitting, nor the estimation
of the plug-in parameters by some n−1/4-consistent machine learning algorithm affects the
asymptotic variance of treatment effect estimation (albeit it may matter in small samples).
Therefore, CML is n−1/2-consistent and attains the semiparametric efficiency bound as if the
covariates to be controlled for in DR estimation had been correctly preselected. In large enough
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samples, standard errors may thus be estimated by conventional asymptotic approximations
without adjustment for the machine learning steps. For a more in depth review of various
machine learning algorithms and CML, see for instance Athey & Imbens (2019).
5 Effect heterogeneity, conditional effects, and policy learning
Machine learning can also be fruitfully applied to investigate treatment effect heterogeneity across
X, while possibly mitigating inferential multiple testing issues related to snooping for subgroups
with significant(ly different) effects that might be spurious. For randomized experiments where (3)
holds or under the selection-on-observables assumption (5) with preselected X, Athey & Imbens
(2016) suggest a method that builds on a modification of so-called regression trees, see Breiman,
Friedman, Olshen & Stone (1984). In standard machine learning for outcome prediction, the tree
structure emerges by recursively partitioning the sample with respect to the predictor space such
that the sum of squared deviations of outcomes and their respective partition means is minimized.
This increases outcome homogeneity within and heterogeneity between partitions. Prediction of
E[Y |X = x] proceeds by taking the average of Y in the partition that includes the value X = x.
This is equivalent to an OLS regression with predictors and interaction terms that are discretized
according to specific threshold values in the covariate space as implied by the partitions. Cross-
validation may be applied to find the optimal depth of partitions e.g. w.r.t. the mean squared
error.
The causal tree approach of Athey & Imbens (2016) contains two key modifications when
compared to standard regression trees. First, instead of Y , the mean difference in Y across
treatment groups within partitions serves as outcome in the experimental context, while
under selection on observables with preselected X, outcomes are reweighted by the inverse
of the propensity score (in analogy to 9) prior to taking mean differences. In either case,
recursive partitioning increases the homogeneity in estimated treatment effects within and
its heterogeneity between partitions, in order to find the largest effect heterogeneities across
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subgroups defined in terms of X. Secondly, applying sample splitting in order to use different
data parts for estimating (a) the tree’s model structure and (b) the treatment effects within
partitions prevents spuriously large effect heterogeneities due to overfitting.
Wager & Athey (2018) and Athey, Tibshirani & Wager (2019) provide a further approach
for investigating effect heterogeneity that is based on the related concept of random forests, see
Breiman (2001), and also applies under selection on observables when control variables are not
preselected but to be learnt from the data, see Section 4. Random forests consist of randomly
drawing many subsamples from the original data and estimating trees in each subsample. Differ-
ently to standard trees, only a random subset of predictors (rather than all) is considered at each
partitioning step, which safeguards against heavily correlated trees across subsamples. Predic-
tions are obtained by averaging over the predictions of individual trees, which makes the random
forest a smooth estimator and also reduces the variance when compared to discrete partition-
ing of a single tree. Forest-based predictions can therefore be represented by smooth weighting
functions that bear some resemblance with kernel regression.
More concisely, the so-called generalized random forest of Athey et al. (2019) proceeds as
follows. First, both Y and D are predicted as a function of X using random forests and leave-
one-out cross-fitting. The latter implies that the outcome or treatment of each observation is
predicted based on all observations in the data but its own, in order to prevent overfitting when
conditioning on X. Second, the predictions are used for computing residuals of the outcomes
and treatments, which is in the spirit of orthogonalized statistics as discussed in the context of
DR in Section 4. Third, the effect of the residuals of D on the residuals of Y is predicted as a
function of X by another random forest that averages over a large number of causal trees with
residualized outcomes and treatments that use different parts of the respective subsamples for
tree-modelling and treatment effect estimation. Bluntly speaking, this method combines the idea
of sample splitting and orthogonalization to control for important confounders as discussed in
Section 4 with the approach of Athey & Imbens (2016) for finding effect heterogeneity.
When comparing a single causal tree and a generalized random forest, an advantage of the
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former is that it directly yields an easy-to-interpret partitioning based on the most predictive
covariates in terms of effect heterogeneity. On the negative side, tree structures frequently have
a rather high variance such that a small change in the data may entail quite different partitions.
The generalized random forest is more attractive in terms of variance, but does not provide a
single covariate partitioning due to averaging over many trees. It, however, yields an estimate
of the CATE ∆x = E[Y (1) − Y (0)|X = x], see (6), such that its heterogeneity as a function of
X can be investigated. Also note that averaging over the estimates of ∆x in the total sample
or among the treatment provides consistent estimates of the ATE and ATET, respectively. For
surveys on further machine learning methods for investigating treatment effect heterogeneity, see
for instance Powers, Qian, Jung, Schuler, Shah, Hastie & Tibshirani (2018) and Knaus, Lechner
& Strittmatter (2018).
A concept related to the CATE is optimal policy learning, see e.g. Manski (2004), Hirano &
Porter (2009), Stoye (2009), Qian & Murphy (2011), Bhattacharya & Dupas (2012), and Kita-
gawa & Tetenov (2018), which typically aims at optimally allocating a costly treatment in some
population under budget constraints. This for instance requires analyzing which observations in
terms of covariate values X should be assigned the constrained treatment to maximize the av-
erage outcome. Examples include the optimal selection of jobseekers to be trained to maximize
the overall employment probability or the optimal choice of customers to be offered a discount in
order to maximize average sales. Formally, let pi′(X) denote a specific treatment policy defined
as function of X. To give just one example, pi(X) could require D = 1 for all observations whose
first covariate in X is larger than a particular threshold and D = 0 otherwise. The average effect
of policy pi′(X), denoted by Q(pi′(X)), corresponds to the difference in mean potential outcomes
under pi(X) vs. nontreatment of everyone:
Q(pi′(X)) = E[Y (pi′(X))− Y (0)] = E[pi(X) ·∆X ]. (12)
The second equality highlights the close relationship of policy learning and CATE identification.
The optimal policy, denoted by pi∗(X), maximizes the average effect among the set of all feasible
20
policies contained in the set Π:
pi∗(X) = max
pi∈Π
Q(pi(X)). (13)
(12) and (13) permit defining the so-called regret function associated with treatment policy
pi′(X), which is denoted by Rpi′(X) and equals the (undesirable) reduction in the average policy
effect due to implementing pi′(X) rather than the optimal policy pi∗(X):
R(pi′(X)) = Q(pi∗(X))−Q(pi′(X)). (14)
Finding the optimal policy among the set of feasible policies Π, which implies that the average
policy effect Q is maximized and regret R is equal to zero, amounts to solving the following
maximization problem:
pi∗(X) = max
pi∈Π
E[(2pi(X)− 1) · φ(X)]. (15)
Note that φ(X) is the DR statistic of (10), see for instance Dud´ık, Langford & Li (2011), Zhang,
Tsiatis, Davidian, Zhang & Laber (2012), and Zhou, Mayer-Hamblett, Khan & Kosorok (2017)
for DR-based policy learning. The term (2pi(X) − 1) implies that the CATEs of treated and
nontreated subjects enter positively and negatively into the expectation, respectively. Maximizing
the expectation therefore requires optimally trading off treated and nontreated subjects in terms
of their CATEs when choosing the treatment policy among all feasible policies. Estimation of
the optimal policy may be based on the sample analog of (15), where φ(X) is estimated by cross-
fitting and machine learning-based prediction of the plug-in parameters as outlined in Section
4. Athey & Wager (2018) demonstrate that similar to ATE estimation, basing policy learning
on DR machine learning has desirable properties under specific conditions, even if the important
elements in X driving confounding and/or effect heterogeneity are a priori unknown. The regret
of the estimated optimal policy in the data when compared to the true optimal policy pi∗(X)
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decays at rate n−1/2 under selection on observables if all plug-in parameters are estimated at
rate n−1/4. Zhou, Athey & Wager (2018) show how this result extends to policy learning for
multivalued discrete treatments as also considered in Kallus (2017).
6 Instrumental variables
The selection-on-observables assumption imposed in the previous sections fails if selection into
treatment is driven by unobserved factors that affect potential outcomes conditional on X. As an
example, consider an experiment with imperfect compliance in which access to a training program
is randomly assigned, but a subset of jobseekers that are offered the training does not comply and
decides to not participate. If compliance behaviour is driven by unobserved factors (e.g. ability
or motivation) that also affect the outcome (e.g. employment), endogeneity jeopardizes a causal
analysis based on a naive comparison of treated and nontreated outcomes even when controlling
for observed characteristics. However, if mere treatment assignment satisfies a so-called exclusion
restriction such that it does not directly affect the outcome other than through actual treatment
participation, it may serve as instrumental variable (IV), denoted by Z, to identify the treatment
effect among those complying with the assignment. The intuition of IV-based identification is
that the effect of Z of Y , which is identified by the randomization of the instrument, only operates
through the effect of Z on D among compliers due to the exclusion restriction. Therefore, scaling
(or dividing) the average effect of Z on Y by the average effect of Z on D yields the average effect
of D on Y among compliers, see Imbens & Angrist (1994) and Angrist, Imbens & Rubin (1996).
However, in many applications it may not appear credible that IV assumptions like random
assignment hold unconditionally, i.e. without controlling for observed covariates. This is com-
monly the case in observational data in which the instrument is typically not explicitly random-
ized like in an experiment. For instance, Card (1995) considers geographic proximity to college
as IV for the likely endogenous treatment education when assessing its effect on earnings. While
proximity might induce some individuals to go to college who would otherwise not, e.g. due to
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housing costs associated with not living at home, it likely reflects selection into neighborhoods
with a specific socio-economic status that affects labor market performance, implying that the
IV is not random. If all confounders of the instrument-outcome relationship are plausibly ob-
served in the data, IV-based estimation can be conducted conditional on observed covariates. For
this reason, Card (1995) includes a range of control variables like parents’ education, ethnicity,
urbanity, and geographic region.
To formally state the IV assumptions that permit identifying causal effects conditional on
covariates X in the binary instrument and treatment case, denote by D(1) and D(0) the po-
tential treatment decision if instrument Z is set to 1 or 0, respectively. This permits defining
four compliance types: Individuals satisfying (D(1) = 1, D(0) = 0) are compliers as they only
take the treatment when receiving the instrument. Non-compliers may consist of never takers
who never take the treatment irrespective of the instrument (D(1) = D(0) = 0), always takers
(D(1) = D(0) = 1), and defiers, who counteract instrument assignment (D(1) = 0, D(0) = 1).
Furthermore, denote (for the moment) the potential outcome as Y (z, d), i.e. as function of both
the instrument and the treatment. Then, the local average treatment effect (LATE) among com-
pliers, denoted by ∆D(1)=1,D(0)=0 = E[Y (1) − Y (0)|D(1) = 1, D(0) = 0], is nonparametrically
identified under the following assumptions, see Abadie (2003).
Z⊥(D(z), Y (z′, d))|X for z, z′, d ∈ {1, 0}, X(1) = X(0) = X, (16)
Pr(D(1) ≥ D(0)|X) = 1, E[D|Z = 1, X]− E[D|Z = 0, X] ̸= 0,
Pr(Y (1, d) = Y (0, d) = Y (d)|X) = 1 for z, z′, d ∈ {1, 0}.
The first line of (16) says that conditional on X (which must not be affected by D), the IV is
as good as random and thus not influenced by unobserved factors affecting the treatment and/or
outcome. This is a selection-of-observables assumption similar to (5), however now imposed w.r.t.
the instrument rather than the treatment. Therefore, the effects of Z on Y and on D are identified
conditional on X, just in analogy to the identification of the effect of D on Y given X in Section
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2. For this reason, replacing D by Z and the treatment propensity score p(X) = Pr(D = 1|X)
by the instrument propensity score Pr(Z = 1|X) in the identification results for the ATE in (7),
(8), (9), (10) yields the average effect of the instrument on the outcome. The latter is known
as intention-to-treat effect (ITT) and henceforth denoted by θ. Additionally replacing Y by D
yields the average effect of the instrument on the treatment (i.e. E[D(1)−D(0)]), the so-called
first stage effect, denoted by γ.
The second line of (16) rules out the existence of defiers, but requires the existence of compliers
conditional on X, due to the non-zero conditional first stage, while never and always takers might
exist, too. By the law of total probability, this implies that γ corresponds to the share of compliers,
as D(1) − D(0) equals one for compliers and zero for never and always takers. The third line
invokes the exclusion restriction such that Z must not have a direct effect on Y other than through
D. By the law of total probability, the ITT in this case corresponds to the first stage effect γ
times the LATE ∆D(1)=1,D(0)=0. This follows from the nonexistence of defiers and the fact that
the effect of Z on Y is necessarily zero for always and never takers, whose D is not affected by
Z. Therefore, the LATE is identified by scaling the ITT by the first stage effect. Formally,
θ = ∆D(1)=1,D(0)=0 · γ ⇔ ∆D(1)=1,D(0)=0 =
θ
γ
. (17)
If X is preselected, estimation of ∆D(1)=1,D(0)=0 proceeds by estimating both θ and γ based on
any of the treatment effect estimators outlined in Section 2 and by dividing one by the other, which
is n−1/2-consistent under specific regularity conditions. Fro¨lich (2007), for instance, considers
nonparametric matching- and (local polynomial and series) regression-based estimation. Hong
& Nekipelov (2010) derive semiparametric efficiency bounds for LATE estimation and propose
efficient estimators. Donald, Hsu & Lieli (2014b) and Donald, Hsu & Lieli (2014a) propose IPW
estimation using series logit and local polynomial regression-based estimation of the instrument
propensity score. Tan (2006) and Uysal (2011) discuss DR estimation with parametric plug-
in parameters. If IV confounders are not preselected but in analogy to Section 4 are to be
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learnt from possibly high dimensional data, then causal machine learning may be applied to the
DR representation of both θ and γ in order to estimate the LATE, see for instance Belloni,
Chernozhukov, Ferna´ndez-Val & Hansen (2017). Finally, the analysis of effect heterogeneity and
optimal policies discussed in Section 5 also extends to the IV context by using doubly robust
statistics appropriate for LATE estimation, see Athey & Wager (2018) and Athey et al. (2019).
Fro¨lich & Melly (2013) discuss the identification of the local quantile treatment effect on
compliers (LQTE) and propose an IPW estimator based on local polynomial regression for IV
propensity score estimation. Belloni et al. (2017) consider LQTE estimation based on causal
machine learning when X are not preselected and important instrument confounders are to be
learned from the data. In contrast to the previously mentioned studies, Abadie, Angrist & Imbens
(2002) consider estimation of the conditional LQTE given particular values in X by applying the
so-called κ-weighting approach of Abadie (2003). The latter permits identifying a broad class of
complier-related statistics, based on the following weighting function κ:
κ = 1− D · (1− Z)
1− Pr(Z = 1|X) −
(1−D) · Z
Pr(Z = 1|X) . (18)
For instance, E(κ·X)E(κ) = E[X|D(1) = 1, D(0) = 0] yields the mean of X among compliers, which
permits judging the similarity of this subgroup and the total population in terms of observed
characteristics.
The LATE assumptions are partly testable by investigating specific moment inequalities w.r.t.
outcomes across complier types that need to hold for valid instruments, see the tests proposed by
Kitagawa (2015), Huber & Mellace (2015), Mourifie´ & Wan (2017), Sharma (2016), and Guber
(2018). The latter uses a modified version of the causal tree of Athey & Imbens (2016) to
increase asymptotic power by searching for the largest violations in IV validity across values X
in a data-driven way. It is also worth noting that even if monotonicity Pr(D(1) ≥ D(0)|X) = 1
is violated and defiers exist, the LATE on a fraction of compliers can still be identified if a
subset of compliers is equal to the defiers in terms of the average effect and population size, see
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de Chaisemartin (2017).
When extending the binary instrument and treatment case to a multivalued instrument Z
and a binary D, LATEs are identified w.r.t. any pair of values (z′′, z′) satisfying the IV assump-
tions. Each of them may have a different first stage and thus, complier population. Particu-
larly interesting appears the LATE for the largest possible complier population. The latter is
obtained by defining the treatment propensity score p(z) = Pr(D = 1|Z = z,X = x) as instru-
ment and considering the pair of propensity score values that maximizes compliance given X = x,
see Fro¨lich (2007).
A continuously distributed instrument even permits identifying a continuum of complier ef-
fects under appropriately adapted IV assumptions. Specifically, a marginal change in the instru-
ment yields the so-called marginal treatment effect (MTE), see Heckman & Vytlacil (2001) and
Heckman & Vytlacil (2005), which can be interpreted as the average effect among individuals
who are indifferent between treatment or nontreatment given their values of Z and X. Techni-
cally speaking, the MTE is the limit of the LATE when the change in the instrument goes to
zero.
In contrast to multivalued instruments, generalizing identification from binary to nonbinary
treatments is not straightforward. Assume a binary instrument and an ordered treatment D ∈
{0, 1, ..., J}, with J+1 being the number of possible (discrete) treatment doses. Angrist & Imbens
(1995) show that effects for single compliance types at specific treatment values, e.g. for those
increasing the treatment from 1 to 2 when the increasing the instrument from 0 to 1, are not
identified. It is, however, possible to obtain a non-trivially weighted average of effects of unit-level
increases in the treatment on heterogeneous complier groups defined by different margins of the
potential treatments. Albeit this is a proper causal parameter, its interpretability is compromised
by the fact that the various complier groups generally enter with non-uniform weights. Similar
issues occur if both instruments and treatments are multivalued.
There has been a controversial debate about the practical relevance of the LATE, as it only
refers to the subgroup of compliers, see e.g. Deaton (2010), Imbens (2010), Heckman & Urzu´a
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(2010). It is therefore interesting to see under which conditions this effect can be extrapolated
to other populations. As discussed in Angrist (2004), the LATE is directly externally valid,
i.e., corresponds to the ATE when either all mean potential outcomes are homogeneous across
compliance types, or at least the average effects. For testing the equality of mean potential
outcomes across treated compliers and always takers as well as across nontreated compliers and
never takers, see Angrist (2004), de Luna & Johansson (2014), Huber (2013), and Black, Joo,
LaLonde, Smith & Taylor (2015). See also Donald et al. (2014b) for a related, but yet different
testing approach. If equality in all mean potential outcomes holds at least conditional on X,
instruments are in fact not required for identification as selection into D is on observables only,
see Section 2. Angrist & Ferna´ndez-Val (2010) and Aronow & Carnegie (2013) do not consider
homogeneity in mean potential outcomes but discuss extrapolation of the LATE when assuming
homogeneous effects across compliance types. This assumption, which rules out selection into
treatment by unobserved gains as assumed in standard Roy (1951) models, is testable if several
instruments are available. For a comprehensive survey on methodological advancements in LATE
evaluation, see Huber & Wu¨thrich (2019).
7 Difference-in-Differences
The difference-in-differences (DiD) approach bases identification on the so-called common trend
assumption. The latter says that the mean potential outcomes under nontreatment of the actually
treated and nontreated groups experience a common change over time when comparing periods
before and after the treatment. Assuming that both groups would in the absence of the treatment
have experienced the same time trend in potential outcomes, however, permits for differences in
the levels of potential outcomes due to selection bias. As an example, assume that of interest
is the employment effect of a minimum wage (D), which is introduced in one geographic region,
but not in another one, see for instance Card & Krueger (1994). While the employment level
(Y ) may differ in both regions due to differences in the industry structure, DiD-based evaluation
requires that employment changes e.g. due to business cycles would be the same in the absence
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of a minimum wage. In this setup, a comparison of average employment in the post-treatment
period across regions does not give the effect of the minimum wage due to selection bias related to
the industry structure. A before-after comparison of employment (i.e. before and after treatment
introduction) within the treated region is biased, too, as it picks up both the treatment effect
and the business cycle-related time trend. Under the common trend assumption, however, the
time trend for either region is identified by the before-after comparison in the nontreated region.
Subtracting the before-after difference in employment in the nontreated region (time trend) from
the before-after difference in the treated region (treatment effect plus time trend) therefore gives
the treatment effect on the treated. That is, taking the difference in (before-after) differences
across regions yields identification under the common trend assumption.
In many empirical problems, common trends may only appear plausible after controlling for
observed covariates X. For instance, it could be argued that the assumption is more likely
satisfied for treated and nontreated subjects within the same occupation or industry. Formally,
let T denote a time index which is equal to zero in the pre-treatment period, when neither group
received the treatment, and one in the post-treatment period, after one out of the two groups
received the treatment. To distinguish the potential outcomes in terms of pre- and post-treatment
periods, the subindex t ∈ {1, 0} is added, such that Y0(1), Y0(0) and Y1(1), Y1(0) correspond to
the pre- and post-treatment potential outcomes, respectively. The following conditions permit
identifying the ATET in the post-treatment period, denoted by ∆D=1,T=1 = E[Y1(1)−Y1(0)|D =
1, T = 1], see the review of the DiD framework in Lechner (2010):
E[Y1(0)− Y0(0)|D = 1, X] = E[Y1(0)− Y0(0)|D = 0, X], X(1) = X(0) = X, (19)
E[Y0(0)− Y0(0)|D = 1, X] = 0,
Pr(D = 1, T = 1|X, (D,T ) ∈ {(d, t), (1, 1)}) < 1 for all (d, t) ∈ {(1, 0), (0, 1), (0, 0)}.
The first line of (19) imposes that X is not affected by D and formalizes the conditional
common trend assumption stating that conditional on X, no unobservables jointly affect the
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treatment and the trend of mean potential outcomes under nontreatment. This is a selection-on-
observables assumption on D, however, w.r.t. the changes in mean potential outcomes over time,
rather than their levels as in (5) of Section 2. The two types of assumptions are not nested, such
that neither implies the other, and cannot be combined for the sake of a more general model, see
the discussion in Chabe´-Ferret (2017). The second line in (19) rules out (average) anticipation
effects among the treated, implying that D must not causally influence pre-treatment outcomes
in expectation of the treatment to come. The third line imposes common support: For any value
of X appearing in the group with (D = 1, T = 1), subjects with such values of X must also exist
in the remaining three groups with (D = 1, T = 0), (D = 0, T = 1), and (D = 0, T = 0).
Given that the identifying assumptions hold, the DiD strategy applies to both panel data
with the same subjects in pre- and post-treatment periods as well as to repeated cross sections
with different subjects in either period. Under (19), E[Y |D = 0, T = 1, X] − E[Y |D = 0, T =
0, X] = E[Y1(0) − Y0(0)|D = 0, X] = E[Y1(0) − Y0(0)|D = 1, X]. This may be subtracted from
E[Y |D = 1, T = 1, X] − E[Y |D = 1, T = 0, X] = E[Y1(1) − Y0(1)|D = 1, X] = E[Y1(1) −
Y1(0)|D = 1, X]+E[Y1(0)−Y0(1)|D = 1, X] = E[Y1(1)−Y0(1)|D = 1, X] = E[Y1(1)−Y1(0)|D =
1, X]+E[Y1(0)−Y0(0)|D = 1, X], where the second equality follows from subtracting and adding
Y1(0) and the third from ruling out anticipation effects, in order to obtain the conditional ATET
E[Y1(1)− Y1(0)|D = 1, X]. Therefore, averaging over the distribution of X among the treated in
the post-treatment period yields the ATET in that period:
∆D=1,T=1 = E[µ1(1, X)− µ1(0, X)− (µ0(1, X)− µ0(0, X))|D = 1, T = 1] (20)
= E
[{
D · T
Π
− D · (1− T ) · ρ1,1(X)
ρ1,0(X) ·Π −
(
(1−D) · T · ρ1,1(X)
ρ0,1(X) ·Π −
(1−D) · (1− T ) · ρ1,1(X)
ρ0,0(X) ·Π
)}
· Y
]
,
where Π = Pr(D = 1, T = 1), ρd,t(X) = Pr(D = d, T = t|X), and µd(t, x) = E[Y |D = d, T =
t,X = x].
As pointed out in Hong (2013), many DiD studies at least implicitly make the additional
assumption that the joint distributions of treatment D and covariates X remain constant over
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time T , formalized by (X,D)⊥T . This for instance rules out that the composition of X changes
between periods in either treatment group. Under this additional assumption, ∆D=1,T=1 coincides
with the ‘standard’ ATET ∆D=1, which is then identified by the following expressions:
∆D=1 = E[µ1(1, X)− µ1(0, X)− (µ0(1, X)− µ0(0, X))|D = 1] (21)
= E
[{
D · T
P · Λ −
D · (1− T )
P · (1− Λ) −
(
(1−D) · T · p(X)
(1− p(X)) · P · Λ −
(1−D) · (1− T ) · p(X)
(1− p(X)) · P · (1− Λ)
)}
· Y
]
= E
[{
D · T
P · Λ −
D · (1− T )
P · (1− Λ) −
(
(1−D) · T · p(X)
(1− p(X)) · P · Λ −
(1−D) · (1− T ) · p(X)
(1− p(X)) · P · (1− Λ)
)}
· (Y − µ0(T,X))
]
,
where p(X) = Pr(D = 1|X), P = Pr(D = 1), and Λ = Pr(T = 1). Exploiting the identification
results after the first, second, and third equalities in (21), n−1/2-consistent estimation may be
based on regression or matching, on IPW as considered in Abadie (2005), or on DR estimation
as in Sant’Anna & Zhao (2018), respectively. Zimmert (2018) shows that in the presence of high
dimensional covariate information, causal machine learning based on the DR representation in
(21) can be semiparametrically efficient in analogy to the results in Section 4.
A general practical issue concerning DiD inference is clustering, due to a correlation in uncer-
tainty over time (e.g. in panel data due to having the same subjects in either period) or within
regions (e.g. due to being exposed to the same institutional context). In this case, observations
are not independently sampled from each other, implying that inference methods not accounting
for clustering might perform poorly. See e.g. Bertrand, Duflo & Mullainathan (2004), Donald &
Lang (2007), Cameron, Gelbach & Miller (2008), Conley & Taber (2011), Ferman & Pinto (2019)
for a discussion of this issue as well as of (corrections of) asymptotic or bootstrap-based infer-
ence methods under a large or small number of clusters in the treatment groups. The findings of
this literature suggest that cluster- and heteroskedasticity-robust variance estimators might only
work satisfactorily if the number of treated and nontreated clusters is large enough, while a small
number of clusters requires more sophisticated inference methods.
The subsequent discussion reviews some methodological extensions. de Chaisemartin &
D’Haultfeuille (2018) discuss identification when the introduction of the treatment does not
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induce everyone in the treatment group to be treated, but (only) increases the treatment rate
more than in the nontreated group in the spirit of an instrument, see Section 6. Abraham &
Sun (2018), Athey & Imbens (2018), Borusyak & Jaravel (2018), Callaway & Sant’Anna (2018),
Goodman-Bacon (2018), Hull (2018), Strezhnev (2018), de Chaisemartin & D’Haultfeuille
(2019), and Imai & Kim (2019) discuss DiD identification with multiple time periods and
treatment groups that might experience treatment introduction at different points in time.
Arkhangelsky, Athey, Hirshberg & Wager (2019) consider unit- and time-weighted DiD
estimation.
Athey & Imbens (2006) suggest the so-called Changes-in-Changes (CiC) approach, which is
related to DiD in that it exploits differences in pre- and post-treatment outcomes, however, based
on different (and non-nested) identifying assumptions. While CiC does not invoke any common
trend assumption, it imposes that potential outcomes under nontreatment are strictly monotonic
in unobserved heterogeneity and that the distribution of the latter remains constant over time
within treatment groups. Such a conditional independence between unobserved heterogeneity
and time is satisfied if the subjects’ ranks in the outcome distributions within treatment groups
do not systematically change from pre- to post-treatment periods. In contrast to DiD, CiC allows
identifying both the ATET and QTET, but generally requires a continuously distributed outcome
for point identification.
Finally, another approach related to, but in terms of identification yet different from DiD is the
synthetic control method of Abadie & Gardeazabal (2003) and Abadie, Diamond & Hainmueller
(2010), which was originally developed for case study set ups with only one treated, but many
nontreated units. It is based on appropriately weighting nontreated units to synthetically impute
the treated unit’s potential outcome under nontreatment. See e.g. the review article of Abadie &
Cattaneo (2018) which contains a section on the synthetic control method that provides references
to methodological advancements.
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8 Regression discontinuity and kink designs
The regression discontinuity design (RDD), see Thistlethwaite & Campbell (1960), is based on the
assumption that at a particular threshold of some observed running variable, the treatment status
either changes from zero to one for everyone (sharp design) or for a subpopulation (fuzzy design).
As an example, assume that the treatment of interest is extended eligibility to unemployment
benefits, to which only individuals aged 50 or older are entitled, see for instance Lalive (2008).
The idea is to compare the outcomes (like unemployment duration) of treated and untreated
subjects close to the (age) threshold, e.g. of individuals aged 50 and 49, who are arguably similar
in characteristics potentially affecting the outcome, due to their minor difference in age. The RDD
therefore aims at imitating the experimental context at the threshold to evaluate the treatment
effect locally for the subpopulation at the threshold.
Formally, let R denote the running variable and r0 the threshold value. If the treatment
is deterministic in R such that it is one whenever the threshold is reached or exceeded, i.e.
D = I{R ≥ r0}, the RDD is sharp: All individuals change their treatment status exactly at
r0. Identification in the sharp RDD relies on the assumption that mean potential outcomes
E[Y (1)|R] and E[Y (0)|R] are continuous and sufficiently smooth around R = r0, see e.g. Hahn,
Todd & van der Klaauw (2001), Porter (2003), and Lee (2008), meaning that any factors other
than D that affect the outcome are continuous at the threshold. Continuity implies that if treated
and nontreated populations with values of R exactly equal to r0 existed, the treatment would
be as good as randomly assigned w.r.t. mean potential outcomes. This corresponds to a local
selection-on-observables assumption conditional on R = r0. Furthermore, the density of the
running variable R must be continuous and bounded away from zero around the threshold, such
that treated and nontreated observations are observed close to R = r0.
Under these assumptions, the ATE at the threshold, denoted by ∆R=r0 , is identified based on
treated and nontreated outcomes in a neighbourhood ε > 0 around the threshold when letting ε
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go to zero:
lim
ε→0
E[Y |R ∈ [r0, r0 + ε)]− lim
ε→0
E[Y |R ∈ [r0 − ε, r0)] (22)
= lim
ε→0
E[Y (1)|R ∈ [r0, r0 + ε)]− lim
ε→0
E[Y (0)|R ∈ [r0 − ε, r0)] = E[Y (1)− Y (0)|R = r0] = ∆R=r0 .
In the fuzzy RDD, D is not deterministic in R but may also depend on other factors. It is,
however, assumed that the treatment share changes discontinuously at the threshold. Assume
e.g. that admittance to a college (D) depends on passing a particular threshold of the score in
a college entrance exam (R). While some students might decide not to attend college even if
succeeding in the exam, a discontinuous change in the treatment share occurs if compliers exists
that are induced to go to college when passing the threshold. Denote by D(z) the potential
treatment state as a function of the binary indicator Z = I{R ≥ r0}, which serves as instrument
in an analogous way as discussed in Section 6. Similar to Dong (2014), assume that around the
threshold, defiers do not exist and that the shares of compliers, always takers, and never takers
as well as their mean potential outcomes under treatment and nontreatment are continuous.
This implies that IV-type assumptions similar to those postulated in (16) conditional on X hold
conditional on R = r0.
Under these conditions, the first stage effect of Z on D, denoted by γR=r0 is identified by
lim
ε→0
E[D|R ∈ [r0, r0 + ε)]− lim
ε→0
E[D|R ∈ [r0 − ε, r0)] (23)
= lim
ε→0
E[D(1)|R ∈ [r0, r0 + ε)]− lim
ε→0
E[D(0)|R ∈ [r0 − ε, r0)] = E[D(1)−D(0)|R = r0] = γR=r0 .
Furthermore, the first line of (22) identifies the ITT effect of Z on Y at the threshold, denoted by
θR=r0 in the fuzzy RDD (rather than ∆R=r0 as in the sharp RDD). In analogy to (17) in Section 6,
the LATE on compliers at the treshold, denoted by ∆D(1)=1,D(0)=0,R=r0 = E[Y (1)−Y (0)|D(1) =
1, D(0) = 0, R = r0], is identified by dividing the ITT by the first stage effect at the threshold:
∆D(1)=1,D(0)=0,R=r0 =
θR=r0
γR=r0
(24)
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In empirical applications of the RDD, the treatment effect is predominantly estimated by a
local regression around the threshold. Practitioners for instance frequently use a linear regression
for estimating E[Y |D = 0, R < r0] and E[Y |D = 1, R ≥ 0] within some bandwidth around r0 in
order to estimate ∆R=r0 by the difference of the regression functions at r0 in the case of the sharp
RDD. A smaller bandwidth decreases estimation bias, because observations closer to the threshold
are more comparable and effect estimation is more robust to model misspecification, see Gelman
& Imbens (2018), but increases the variance due to relying on a lower number of observations.
Imbens & Kalyanaraman (2012) propose a method for bandwidth selection that minimizes the
squared error of the estimator. However, the optimal bandwidth for point estimation is generally
suboptimal (and too large) for conducting inference, e.g. for computing confidence intervals. For
this reason, Calonico, Cattaneo & Titiunik (2014) propose inference methods that are more robust
to bandwidth choice and yield confidence intervals more closely matching nominal coverage, along
with optimal bandwidth selection for inference. Their results imply that when ∆R=r0 is estimated
by linear regression within some bandwidth, then quadratic regression (i.e. one order higher) with
the same bandwidth should be used for the computation of the standard error and confidence
intervals. Armstrong & Kolesa´r (2018) suggest an alternative approach to inference that takes
into account the worst case bias that could arise given a particular bandwidth choice. Cattaneo,
Frandsen & Titiunik (2015) develop randomization methods for exact finite sample inference in
the RDD under somewhat stronger identifying assumptions.
The identifying assumptions of the RDD are partly testable in the data. McCrary (2008)
proposes a test for the continuity or the running variable at the threshold, as a discontinuity
points to a manipulation of R and selective bunching at a one side of the threshold. In the
previous example based on Lalive (2008), certain employees and companies might for instance
manipulate age at entry into unemployment by postponing layoffs such that the age requirement
for extended unemployment benefits is just satisfied. As a further test, Lee (2008) suggests
investigating whether observed pre-treatment covariates X are locally balanced at either side of
the threshold. Covariates also permit weakening the RDD assumptions to only hold conditional
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on X, implying that all variables jointly affecting manipulation at the threshold and the outcome
are observed, see Fro¨lich & Huber (2018) who propose a nonparametric kernel estimator in this
context. In contrast, Calonico, Cattaneo, Farrell & Titiunik (2018) do not exploit covariates for
identification, but investigate variance reductions when linearly controlling for X and provide
methods for optimal bandwidth selection and robust inference for this case.
Several studies investigate conditions under which the rather local RDD effect can be extrap-
olated to other populations. Dong & Lewbel (2015) show the identification of the derivative of
the RDD treatment effect in both sharp and fuzzy designs, which permits identifying the change
in the treatment effect resulting from a marginal change in the threshold. Angrist & Rokkanen
(2015) test whether the running variable’s association with the outcome vanishes on either side of
the threshold conditional on covariates X. For the case of the sharp RDD, this implies that X is
sufficient to control for confounding just as under the selection-on-observables framework of Sec-
tion 2, such that effects are also identified away from the threshold. In context of the fuzzy RDD,
Bertanha & Imbens (n.d.) propose a test for the equality in mean outcomes of treated compliers
and always takers, as well as of untreated compliers and never takers. This permits investigating
whether the effect on compliers at the threshold may be extrapolated to all compliance types
at and away from the threshold. Cattaneo, Keele, Titiunik & Vazquez-Bare (2019) demonstrate
extrapolation under multiple thresholds, i.e. when the threshold may vary for various subjects
instead of being equal for everyone, as considered in Cattaneo, Keele, Titiunik & Vazquez-Bare
(2016).
Lee & Card (2008), Dong (2015), Kolesa´r & Rothe (2018) discuss identification and inference
when the forcing variable is discrete rather than continuous, which is highly relevant for
empirical applications. Papay, Willett & Murnane (2011) and Keele & Titiunik (2015) extend
the regression-discontinuity approach to multiple running variables. Imbens & Wager (2019)
propose an optimization-based inference method for deriving the minimax linear RDD estimator
which can be applied to continuous, discrete, and multiple running variables. Frandsen, Fro¨lich
& Melly (2012) discuss the identification of quantile treatment effects in the RDD. See also
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Imbens & Lemieux (2008) and Lee & Lemieux (2010) for surveys on the applied and theoretical
RDD literature.
Related to the fuzzy RDD is the regression kink design (RKD), see Card, Lee, Pei & Weber
(2015), which is technically speaking a first derivative version of the former. The treatment is
assumed to be a continuous function of the running variable R (rather than discontinuous as in
the RDD), with a kink at r0. This implies that the first derivative of D w.r.t. R (rather than
the level of D as in the RDD) is discontinuous at the threshold. In Landais (2015), for instance,
unemployment benefits (D) are a kinked function of the previous wage (R): D corresponds to
R times a constant percentage up to a maximum previous wage r0 beyond which D does not
increase any further but remains constant. For this piecewise linear function, the derivative of
D w.r.t. R corresponds to the percentage for R < r0 and to zero for R ≥ 0. As the treatment is
deterministic in the running variable, this is known as sharp RKD.
Given appropriate continuity and smoothness conditions w.r.t. mean potential outcomes and
the density of R around r0, scaling the change in the first derivatives of mean outcomes w.r.t. to
R at the threshold by the corresponding change in first derivatives of D identifies a causal effect.
The latter corresponds to the average derivative of the potential outcome with respect to D when
the latter corresponds to its value at the threshold, denoted by d0, within the local population at
R = r0:
∆R=r0(d0) =
∂E[Y (d0)|R = r0]
∂D
=
lim
ε→0
∂E[Y |R∈[r0,r0+ε)]
∂R − limε→0
∂E[Y |R∈[r0−ε,r0)]
∂R
lim
ε→0
∂D|R∈[r0,r0+ε)
∂R − limε→0
∂D|R∈[r0−ε,r0)
∂R
(25)
The fuzzy RKD permits deviations from the kinked function characterizing how the running
variable affects the treatment, such that D is not deterministic in R, see for instance Simonsen,
Skipper & Skipper (2016) for a study investigating the price sensitivity of product demand.
Under specific continuity conditions and the monotonicity-type assumption that the kink of any
individual either goes in the same direction or is zero, a causal effect at the threshold is identified
among individuals with nonzero kinks. To this end, the derivatives of the treatment in (25),
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namely ∂D|R∈[r0,r0+ε)∂R and
∂D|R∈[r0−ε,r0)
∂R , are to be replaced by the derivatives of expectations
∂E[D|R∈[r0,r0+ε)]
∂R and
∂E[D|R∈[r0−ε,r0)]
∂R . As the expectation of a treatment maybe continuous even
if the treatment itself is not, the fuzzy RKD may also be applied to a binary D, see Dong (2014).
Calonico et al. (2014) provide robust inference methods for the RKD, while Ganong & Ja¨ger
(2018) propose a permutation method for exact finite sample inference.
9 Conclusion
This chapter provided an overview of different approaches to policy evaluation for assessing
the causal effect of a treatment on an outcome. Starting with an introduction to causality
and the experimental evaluation of a randomized treatment, it subsequently discussed
identification and flexible estimation under selection on observables, instrumental variables,
difference-in-differences, changes-in-changes, and regression discontinuities and kinks. Particular
attention was devoted to approaches combining policy evaluation with machine learning
to provide data-driven procedures for tackling confounding related to observed covariates,
investigating effect heterogeneities across subgroups, and learning optimal treatment policies. In
a world with ever increasing data availability, such causal machine learning methods aimed at
optimally exploiting large amounts of information for causal inference will likely leverage the
scope of policy evaluation to unprecedented levels. Besides the classic domain of public policies,
this concerns not least the private sector, with ever more firms investing in data analytics
to assess and optimize the causal impact of their actions like price policies or advertising
campaigns.
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