The present work uses multivariate statistical analysis as a form of establishing the main sources of error in the Quantitative Phase Analysis (QPA) using the Rietveld method. The quantitative determination of crystalline phases using x ray powder diffraction is a complex measurement process whose results are influenced by several factors. Ternary mixtures of Al 2 O 3 , MgO and NiO were prepared under controlled conditions and the diffractions were obtained using the Bragg-Brentano geometric arrangement. It was possible to establish four sources of critical variations: the experimental absorption and the scale factor of NiO, which is the phase with the greatest linear absorption coefficient of the ternary mixture; the instrumental characteristics represented by mechanical errors of the goniometer and sample displacement; the other two phases (Al 2 O 3 and MgO); and the temperature and relative humidity of the air in the laboratory. The error sources excessively impair the QPA with the Rietveld method. Therefore it becomes necessary to control them during the measurement procedure.
Introduction

Rietveld method and Quantitative Phase Analysis (QPA)
In x ray analysis, the Rietveld method of refinement is used to calculate structural parameters from observed data ( Figure 1 ). This method employs a point-to-point adjustment of experimental intensities of the whole pattern to the calculated intensities based on the crystalline structures (spatial groups, types of atoms and site occupancy) present in the mixture 1 and it also provides the weight fractions from each crystalline phase 2, 3 . In the Bragg-Brentano diffraction geometry, the sample and the detector rotate with a coupled θ-2θ° angular movement and thus only the crystallite planes parallel to the sample surface satisfy the Bragg's diffraction law 4 . All the apertures are kept fixed and, therefore, the number of x ray photons that reach the detector (x ray intensity) is the experimental quantity measured as a function of the 2θ sample position.
This intensity is the fundamental quantity for structural refinements of the experimental diffraction pattern. The calculated intensity y ci in the x ray powder diffraction pattern of the phase is mainly determined by the structure-factor, |F k | 2 , plus corrections due to geometrical effects, polarization, absorption, preferred orientation in the neighborhood of the reflection position calculated by the Bragg law, plus the background. For a single phase the intensity can be expressed by:
where S t is the scale factor; k is the Miller index for Bragg's reflection; L Pk represents Lorentz-polarization correction; ϕ is the profile reflection function; P k is the preferred orientation function; A is the absorption factor; F k is the structure-factor for k-th Bragg's reflection; and y bi is the background intensity in the i-th interaction.
As the Rietveld method uses a whole-pattern-fitting algorithm, its application to Quantitative Phase Analysis, QPA, provides many advantages over traditional methods that utilize a small set of reflec-tion lines. This method consists in the adjustment of the experimental pattern to the whole profile, obtaining the quantitative information of phases through the scale factors, followed by the use of Equation 2 for each phase of the mixture 2, 3 . For crystalline phase mixtures, the weight fraction of the phase t, w t , in a mixture of n phases is given by: (2) where Z t is the number of molecules per unit cell, M t the molecular weight per formula unit, V t the volume of the unit cell and S t is the Rietveld scale factor.
The diffraction peak shapes can be adjusted by mathematical empirical equations or by semi-empirical descriptions of the optical geometry of the diffractometer. In the empirical adjustment, the method uses functions such as Gauss, Lorentz, Voigt, Pseudo-Voigt and Pearson VII to model the peak shape 1 . The present work considers only the method of fundamental parameters proposed by Cheary and Coelho 5 and available in the TOPAS 2.1 computer program 6 . The adjustment through fundamental parameters enables line profiles to be modelled and fitted to the observed data over the full 2θ° range in the x ray diffraction pattern for a wide range of instrumental configurations. A convolution approach is used to synthesize line profiles in terms of the CuKα emission profile, the geometry of the diffractometer and the physical variables of the specimen.
Multivariate Analysis
Multivariate statistical methods can be applied to several practical problems with the objective of measuring the effects of a large number of factors on a "response variable" or system output, or with the objective of determining the relationships among multiple variables 7 .
The analysis of a group of data by multivariate methods can provide information concerning the structure of the measurement process. This approach has already been used in other measurement processes such as Nuclear Magnetic Resonance 8 . This article analyzes the variability of the scale factor using multivariate techniques, because it is not possible to evaluate the effects of each influencing factor without considering the interactions among the several factors in Equation 1 and, consequently, in Equation 2.
In powder analysis by x rays diffraction, multivariate methods are already being used in phase identification, for example in pharmaceutical and industrial analyses 9 . In the present work, Factor Analysis was employed to identify the correlation of the refinement parameters of the TOPAS 2.1 computer program and the temperature and relative humidity of the air in the laboratory.
The method used in the Factor Analysis was Principal Components Analysis (PCA), with varimax rotation, with the objective of finding a rotation of the factors that simplifies their interpretation 7, 10 .
Materials and Method
Experimental design
In order to guarantee the traceability of the measurement system, the experimental design considered three phases with established purity (BAM-Certified Reference Material): Al 2 O 3 (ZRM2), MgO (ZRM-RS 6M) and NiO (ZRM-RS5).
The response variables were the errors in the estimated weight fraction of each phase, ŵ t , relative to the conventional true value, w nt , for different levels of variability between the weight fractions of the different phases 11 . 90  88  86  84  82  80  78  76  74  72  70  68  66  64  62  60  58  56  54  52  50  48  46  44  42  40  38  36  34  32  30  28  26  24  22  20  18  16  14  12 In the decision about the number of samples to analyze, the costs of analyzing a sample, the availability of trained operators and the temperature and relative humidity of the air in the laboratory favorable to the analysis were taken into account.
The determination of the levels of each phase or fraction was based on the article of Madsen et al. 12 , who use a mixture model and an experimental design that enables analyzing the effects of phase weight fraction variation using few experiments 13 . The complete cubic model for three components mixtures (w 1 + w 2 + w 3 = 1) is given by:
This model expresses how the values of the variables of interest ŵ change with the values of three experimental factors that are being investigated.
The least possible number of experiments to estimate the coefficients of the model above is ten experiments including mixtures with two components; a modification of this special cubic model provides a total of seven experiments 13 .
The use of few experiments is only justified in the stage of evaluation of the robustness 14 of the method in order to verify if its results are affected by small variations in the operation conditions 15, 16 . When the analysis comes to this stage, the method is already optimized, so only few factors or interactions are significant. This is called sparsity effect and only in such cases an experiment can be projected with a minimum number of observations 15 . This idea was used for the creation of groups of samples. Three sample groups were created with different degrees of variation in the weight fraction of the three constituents: Group A (highest variation): 95, 4 and 1%, Group B (intermediate variation): 55, 30 and 15%, and Group C (least variation): 35, 33 and 32%. In each group, all the permutations of the levels for the phases were considered. Group D was also created with samples of only one phase, with the objective of giving support to the analyses of peak characteristics. In agreement with the experimental design, each phase weight fraction was obtained by individually weighing the material in a Bel Engineering Mark 210 A Model analytical balance (Capacity: 100 mg to 210 g; division: 0.0001 g; tare: 210 g; reproducibility: 0.1 mg and linearity: ± 0.3 mg). For each sample of the experimental design, three independent replicates of 1.0 g were prepared and mixed, adding up to a total of 63 samples.
The material was scattered over a stainless steel sample holder 2 mm deep according to the procedure by Klug and Alexander 15 .
Diffractometer Calibration
The samples were read in a Siemens D-5000 diffractometer, with a fine focus, CuKα (λ = 1.54178 Å) radiation tube with graphite monochromator, Bragg-Brentano geometry, scans from 22 to 90° with 2θ steps of 0.05° and acquisition time of 4 s per step. The equipment was calibrated mechanically according to the manufacturer specifications.
Computational Program and Refinement Parameters
The computer program TOPAS 2.1 (Bruker AXS GmbH, Germany) was used for Rietveld refinement using the fundamental parameters method. The zero error (2θ), the sample displacement, the absorption (1/cm) and the lattice parameters of the phases were allowed to vary to provide the best fitting. The March-Dolase model in Bruker (2003) was used for preferred-orientation correction. The background was fitted by a fifth-order Chebychev polynomial.
The results of the Rietveld adjustment, for each phase in the sample, were: the scale factor (S t ), the lattice parameters, the volume of the unit cell (V t ) and the weight fraction of the phase (w t ).
In addition to these results, the influence quantities: temperature and relative air humidity within the radiation protection box of the goniometer were also considered as variables.
The statistical analyses were performed in the Statistical Package for Social Sciences -SPSS 10.0 for Windows 17 .
Results
The analyses of the data considered three replications of each experiment (treatment) in the groups A, B and C, adding up to 54 samples.
The group whose relative error presented the greatest variability was Group A (Figure 2) . The relative error of each sample was obtained by the sum of the absolute values for each phase. Table 1 shows the statistics of the relative error per group. The Kruskall-Wallis test showed significant differences between the errors of the groups A, B and C (H = 13.144 and p = 0.001). Table 2 shows the means and standard errors of the linear absorption coefficient, of the density and of the mass absorption coefficient for each phase. It is known that linear absorption coefficients play a decisive effect in the absorption 18, 19 . Table 3 presents the analysis of the Pearson correlation coefficients between the scale factors of the three phases, S t , t = 1, 2 and 3, the absorption (A), the zero error of the goniometer (Zero error of 2θ), the displacement of the sample (D), the relative humidity of the air (U%) and the temperature (T). Significant correlations can be observed in the Table 3 between the scale factors of Al 2 O 3 and MgO, and between the scale factors of MgO and NiO, even though the correlation between Al 2 O 3 and NiO is not significant.
The absorption, on the other hand, is significantly correlated with the scale factor of the Al 2 O 3 and with the scale factor of the NiO ( Table 2) .
The zero error of 2θ has a very strong correlation with the sample displacement. This was already expected because the sample displacement error is corrected with a function that also alters the 2θ offset given by Klug and Alexander 16 and by Cheary and Coelho
5
:
where D is the displacement of the sample in mm and θ is the diffraction angle in degrees.
The correlation between the absorption and the relative humidity of the air inside the radiation protection box of the goniometer is negative.
The Factor Analysis resulted in four factors (see Table 4 ) representing 85.718% of the total variance, all with values greater than one and each factor representing a variance structure of the measurement process.
In the Factor Analysis, the variance of each variable can always be divided into two portions: one due to common factors and the other due to individual factors.
The variance due to the common factors is called communality 7, 10 . The communality values in the first column of Table 4 are high, with the smallest value being equal to 68.200%, for the scale factor of Al 2 O 3 , and the largest value being equal to 96.400%, for the zero error of 2θ, which means that the Factor Analysis adequately describes the variability of the process.
Indeed, the Kaiser-Meyer-Olkin measure of adherence of the model to the data 7,10 was 0.664, above 0.500, for the complete matrix, indicating the adequacy of the model, and the Bartlett's sphericity test presented a value of 718.327 for the χ 2 with 28 degrees of freedom.
The factors are presented in Table 4 in the order of extraction, which coincides with the order of importance. In other words, the first factor, representing the absorption and the scale factor of NiO estimated by the Rietveld method, is the most important for the measurement process since it is responsible alone for 25.964% of the total variance of the measure. The second factor represents the zero error of 2θ and the sample displacement from the parafocal position. The third factor represents the two other phases and respective weight fractions. The fourth factor represents the temperature and relative humidity of the air in the laboratory.
Discussion
The results of the Factor Analysis allow the following inferences concerning the determined factors:
The greatest weight was given to the scale factor and the absorption associated to the NiO, that jointly explain 25.964% of the total variance of the process. Greater absorption reduces the intensity of the peak in Equation 1. NiO has the greatest linear absorption among the three different phases, 276.292 ± 1.682 (1/cm) ( Table 2) , which is about twice the values obtained for the other phases; this probably explains its major effect on the measured errors.
Factor 2: Instrumental characteristics
The second factor was formed by the variables that represent the 2θ zero offset of the goniometer and the displacement of the sample, which jointly explain 25.508% of the variance of the measurement Boldface values correspond to significant correlation at the level α = 5%. process. The 2θ zero offset is due to the misalignment of the equipment with the rotational axis in the circle of the goniometer. The displacement of the sample from the parafocal condition of the goniometer may be due to an incorrect positioning of the sample holder on its support or to the incorrect level of the sample inside the sample holder. If the equipment is correctly adjusted, the misalignment of the equipment and the incorrect positioning of the sample holder are associated with the intrinsic variations of the equipment mechanics and can be regarded as systematic errors. However, the displacement caused by the incorrect level of the sample is an error associated with the preparation method. Training the operators can minimize this error.
Factor 3: Other phases
This third factor was formed by the variables related to Al 2 O 3 and MgO (both with absorption coefficient per unit mass smaller than the one of NiO), which jointly explain about 18.186% of the total variance of the measurement process. High negative factor loadings for Al 2 O 3 can also be observed in this factor, as can be evaluated by the graphs in Figures 3a and 3b . The negative correlation between Al 2 O 3 and MgO may be due to other influences like the high counting statistics in the region of the (2 0 0) reflection of the MgO phase, which is strongly affected by the preferred orientation and also corresponds to the strongest reflection for MgO 11 . This fourth factor was formed by the variables that represent the temperature and the humidity inside the diffractometer, which jointly explain about 16.060% of the variance of the measurement process. High negative factor loadings for the temperature can also be observed. The main effect would be the adsorption of water in the sample. Even though the x ray absorption coefficient of water is small (light elements), the adsorption of water will alter the apparent density of the sample with effect on the absorption and hence, on the scale factor. The increase of the temperature usually causes a reduction of the amount of water adsorbed, resulting in a negative correlation.
Conclusion
The evaluation of scale factor variability by x ray powder diffraction based on the Rietveld method using multivariate techniques proved effective in the identification of the occurrence of variation in the measurement process, identifying the principal critical variation sources that should be considered in the QPA. The analysis has shown the importance of the linear absorption on the determination of the scale factors, which for each phase are dependent on the other phases in the mixture, and also the importance of a careful calibration of the equipment and preparation of the sample as well as the control of the environmental conditions in the laboratory.
Therefore, since the scale factors of the phases are correlated, it is necessary to use other multivariate techniques that make possible to work with orthogonal matrices 20, 21 e.g. Partial Least Squares (PLS), to determine how factors like absorption, instrumental characteristics and environmental conditions affect the scale factor and, as a consequence, the Quantitative Phase Analysis by the Rietveld Method. 
