Abstract. In this paper for two-phase parabolic obstacle-like problem,
Introduction
In this paper we construct and implement a numerical method for the two-phase parabolic obstacle-like problem (1)
, in (0, T ) × Ω, u(t, x) = h(t), in (0, T ) × ∂Ω, where (2) λ ± ∈ C 0,1 (Ω) 0 < T < ∞, and Ω ⊂ R n is a given bounded domain.
Here g(x) is a sign changing continuous function, and the function h(t) is possibly sign changing function.
The problem arises as limiting case in the model of temperature control through the interior described in [DL76, Section 2.3.2].
In the paper [SUW09] the authors proved an optimal regularity result for the free boundary ∂{u > 0} ∪ ∂{u < 0}. They show that if a branch point occurs (i.e., the two phases {u > 0} and {u < 0} coexist with vanishing ∇u), then nearby ∂{u > 0} and ∂{u < 0} the boundary is the union of two Lipschitz graphs that are continuously differentiable in the space variable.
The stationary case -The two-phase membrane problem has been studied from different view points. The optimal C 1,1 loc regularity has been proved by Ural'tseva [Ura01] in the case when the coefficients λ ± are assumed to be constant, and the result was extended by Shahgholian [Sha03] for Lipschitz-regular λ ± . The regularity for the free boundary has been studied by Shahgholian, Ural'tseva and Weiss [SW06] , [SUW07] .
The outline of the paper is the following: In Section 2 we introduce a variational form and prove that it has a unique viscosity solution, then using the form we construct numerical difference scheme. Convergence of the scheme to the unique viscosity solution follows from the so-called Barles-Souganidis theorem. In Section 3 we develop nonlinear Gauss-Seidel method to solve the discrete two-phase parabolic obstacle-like problem, and give some numerical examples of approximate solutions by this algorithm.
2. Convergence of schemes 2.1. Viscosity solution. We start this section with definition of viscosity solutions for parabolic type equations:
where Ω is a bounded domain and G(M, p x , p t , u, t, x) is a real-valued discontinuous function defined on S n ×R n ×R×[0, T ]×Ω, where S n is the space of n×n symmetric matrices. Here G is always assumed to satisfy the following ellipticity condition
for all x ∈ R n , t > 0, p t ∈ R, p x ∈ R n , and M, N ∈ S n (see [CIL92] ).
Definition 1.
A bounded uniformly continuous function u : [0, T ]×Ω → R is called a viscosity subsolution (resp. supersolution) for (3), if for all φ ∈ C 2 ([0, T ] × Ω) and all x ∈ Ω such that u − φ has a local maximum (respectively minimum) at (t, x),
The function u is said to be a viscosity solution of (3) if it is both sub-and supersolution of (3). For general background about the theory of viscosity solutions we refer to [CIL92] . Now we define the following variational equation:
where λ + and λ − are positive and Lipschitz continuous as in (2). It is easy to see that
satisfies ellipticity and other conditions, as stated in the beginning of this section, hence we can apply Definition (1) as a notion of viscosity sub-and supersolution.
Lemma 1. If u is the solution (in the weak sense) to (1), then it is a viscosity solution to (4).
Proof. Suppose u * solves the two-phase parabolic equation (1). Then (1) will satisfy the following inequality in the sense of distributions
and hence it holds in the viscosity sense as well (see [Ish95] ). We consider three different cases:
• (t, x) ∈ {u * > 0} In this case we note that the solution will be a smooth function, in fact u * ∈ C 2,1
x,t ({u * > 0}), hence one can understand the derivatives in the classical sense. Apparently (1) will be reduced to
On the other hand
Hence u * solves (4) as well.
• (t, x) ∈ {u * = 0} In this case as mentioned above the equation (1) will satisfy the following inequality in the viscosity sense
, such that u * − φ has a local minimum at (t 0 , x 0 ). Then according to (5) and definition of viscosity supersolution we obtain
Thus u * is a viscosity supersolution for our variational equation for all (t, x) ∈ {u * = 0}. In the same way if (t 0 , x 0 ) ∈ {u * = 0} and ψ ∈ C 2 ([0, T ]× Ω), such that u * − ψ has a local maximum at (t 0 , x 0 ), then by taking again into account (5), we have
and hence we obtain
Thus u * is also a viscosity subsolution at that point. Therefore u * is a viscosity solution to (4), for all (t, x) ∈ {u * = 0}.
• (t, x) ∈ {u * < 0} We note here that the solution will be a smooth function on its negativity part as well, and u * ∈ C 2,1
x,t ({u * < 0}). Thus one can understand the derivatives in the classical sense.
In this case (1) will be reduced to
Variational equation (4) will lead us to
Hence, in this case u * solves (4) as well.
Theorem 1 (Uniqueness of viscosity solution). There exists at most one viscosity solution of (4).
Proof. Suppose there exist two viscosity solutions u and v. We have
and
in the viscosity sense.
It is easy to see that
Since u satisfies (6), we will have for all
whenever u − φ has a local minimum at (t, x). Thus φ t − ∆φ + λ + ≥ 0, therefore according to definition (1) we conclude that u is a viscosity supersolution to
at a point (t, x). On the other hand (6) implies also
whenever u − ψ has a local maximum at (t, x), and ψ ∈ C 2 (Ω × [0, T ]). By assuming u(t, x) > 0 we conclude
This in turn implies that u is a viscosity subsolution to
Hence we conclude that u is a viscosity solution to u t − ∆u + λ
in the viscosity sense whenever u(t, x) > 0. Similarly we will obtain that
in the viscosity sense, whenever u(t, x) < 0. Again applying the same arguments for the cases u ≥ 0 and u ≤ 0 we will get
It is apparent that all results will remain true for v as well. Now recalling the representation (8) we see that if (t, x) ∈ {u > v ≥ 0}, then by above results
In a similar way if (t, x) ∈ {u > 0 ≥ v}, we will obtain exactly the same inequality. For the cases (t, x) ∈ {u ≥ 0 > v} and (t, x) ∈ {0 ≥ u > v} again by above arguments we will arrive at the following inequality
in the viscosity sense. Hence combining all cases together we conclude that
and by applying weak comparison principle for viscosity solutions we obtain
But this inequality is inconsistent with the definition ofΩ T . HenceΩ T = Ø, and
and by changing the places of u and v we will obtain the inverse inequality
× Ω, and this completes the proof of the theorem.
Remark 1. We note that the same approach works for the two-phase membrane problem as well. In this case the variational equation will be
For more information about the two-phase membrane problem we refer to the papers [SUW07, SW06, Ura01, Wei01]. For numerical analysis we refer to the paper [Boz11] ,where the author proposed three algorithms. But the numerical methods lack of convergence proofs.
2.2.
Convergence for the two-phase membrane problem.
Let Ω be a bounded domain in R n , Du and D 2 u denote the gradient and Hessian of u, respectively, and F (x, r, p, X) be a continuous real valued function defined on Ω × R × R n × S n , with S n being the space of symmetric n × n matrices. Write
Consider the nonlinear, degenerate elliptic partial differential equation with Dirichlet boundary conditions,
We define a uniform structured grid on the domain Ω as a directed graph consisting of a set of points x i ∈ Ω, i = 1, ..., N, each endowed with a number of neighbors K.
A grid function is a real valued function defined on the grid, with values u i = u(x i ).
The typical examples of such grid are 3-point and 5-point stencil discretization for the spaces of one dimension and two dimension, respectively. A function F h : R N → R N , which is regarded as a map from grid functions to grid functions, is a finite difference scheme if
where {i 1 , i 2 , . . . , i K } are the neighbor points of a grid point i. Denote
where u j is shorthand for the list of neighbors u ij | j=1,K .
Definition 2. The scheme F is degenerate elliptic if each component F i is nondecreasing in each variable, i.e. each component of the scheme F i is a nondecreasing function of u i and the differences u i − u ij for j = 1, ..., K.
Since the grid is uniformly structured, we denote h > 0 be the size of the mesh. Then in our case the approximation scheme for the elliptic two-phase membrane problem is
It is easy to see that F i [u i , u i − u j ] is non-decreasing with respect to u i and u i − u j , therefore the finite difference scheme for two-phase membrane problem is a degenerate elliptic scheme. But we know that the degenerate elliptic schemes are monotone and stable (see [Obe06] ).
Definition 3. (Consistency). We say the scheme F
h is consistent with the equation (11) at x 0 if for every twice continuously differentiable function φ(x) defined in a neighborhood of x 0 ,
The global scheme defined on Ω is consistent if the limit above holds uniformly for all x ∈ Ω. (The domain is assumed to be closed and bounded).
Lemma 2. The approximation scheme (12) is consistent.
Proof. In order to show the consistency we will apply approximation scheme (12) to the twice continuously differentiable function φ(x). Suppose x 0 is a grid point and the function φ(x) is twice continuously differentiable around that point. Then if we use Taylor expansion for the function φ(x) around the point x 0 , we obtain
as h → 0. Thus in light of (10) and (12)
Now we are ready to formulate the convergence result for the two-phase membrane problem.
Theorem 2. (Convergence) The finite difference scheme given by (12) converges uniformly on compacts subsets of Ω to the unique viscosity solution of the two phase-membrane variational equation (10).
Proof. By virtue of the so-called Barles-Souganidis Theorem (see [BS91] ) we need to show that the scheme is monotone, stable and consistent. The stability and monotonicity are provided by Definition (2), and the finite difference scheme (12), where we have concluded that it is actually a degenerate elliptic scheme. Consistency follows from lemma (2). This completes the proof of the theorem.
Convergence for Parabolic two-phase obstacle-like problem.
Define Ω T = Ω × (0, T ). As in previous section we consider a uniform structured grid on the domain Ω consisting of a set of points x i ∈ Ω, i = 1, ..., N, with a number of neighbors K. For the time axis discretization we use the following grid t j ∈ [0, T ], where j = 1, ..., M .
Unfortunately the notion of degenerate elliptic schemes is not applicable to this case, since the variational form (4) is not degenerate parabolic. To be more clear it is noteworthy that the degenerate elliptic schemes defined above and applied for elliptic version of the Two-Phase Obstacle-like problem, are just particular case of the schemes defined in the Barles-Souganidis result. But since the variation form of Parabolic two-phase obstacle-like equation is not degenerate parabolic as stated above, then we have to proceed all the steps to check whether our scheme satisfies the required conditions for monotone schemes stated in the Barles-Souganidis theorem or not. In order to do that we follow the notations of [BDR95] . A numerical scheme can be written as The definition of Monotonicity for the scheme will be as follows: Lemma 3. The scheme (14) is monotone and stable provided the following nonlinear CFL condition holds
Proof. In order to prove monotonicity of (14) it is enough to see that
for any ∆t, ∆x > 0, 1 ≤ j ≤ N, 1 ≤ m ≤ M, and for allũ andṽ in R N M . We havẽ
. To obtain the stability we refer to the Lemma 4.1 in [HLJ09] , where the authors proved comparison principle of numerical scheme defined for one-phase parabolic type equation arising in American option valuation. It is not hard to see that we can do the same induction for our scheme as well (this is standard). Once we have this, the stability follows directly, because we can mimic with the boundary values of the scheme and see that for fixed spatial and time discretization our scheme will stay between the maximum and minimum values of the discrete boundary values which are fixed a priori. This part is also standard to proceed for such schemes, that's why we skip the detailed proof.
Thus we have the stability and monotonicity for (14).
Consistency of (14) can be done as in previous section for the two-phase membrane problem. We can easily observe that the following limit holds
as ∆t, ∆x → 0, for every twice continuously differentiable function φ(t, x).
Remark 2. It is easy to see that 3−point and 5−point stencil discretization will lead us to the following CFL conditions ∆t (∆x) 2 ≤ 1 2 and ∆t (∆x) 2 ≤ 1 4 , respectively.
Remark 3. We note that we can consider the implicit discretization of this scheme as well. In this case we will have unconditionally monotone and stable scheme.
We are ready to write down the main result of this section.
Theorem 3. (Convergence for parabolic case) The solutionũ of (14) converges as ∆t, ∆x → 0 uniformly on compacts subsets of Ω T to the unique viscosity solution of the two-phase parabolic obstacle-like variation equation (4) .
Proof. The proof is again immediate consequence of Barles-Souganidis theorem as in previous section. The stability and monotonicity are provided by lemma (3). The consistency follows from the limit (16).
3. Numerical method and Simulations 3.1. Numerical method. As mentioned in the abstract of the paper for constructing a numerical method we refer to Nonlinear Gauss-Seidel method. Suppose u m is a shorthand of (u m j ) j . We proceed as follows:
Step.
In order to see the consistency of the method with the difference scheme (14), we eliminate u m+ 1 2 in the above equality. We obtain
Dividing the first argument in the max and in the min by ∆t we will derive the desired consistency condition.
3.2. Simulations. In this section we present some numerical examples for the twophase parabolic obstacle-like problem. For all examples we consider Ω = [0, 1] and T = 1. Our equation reads:
In the figures 1-3 for different λ + and λ − numerical simulations are shown. For all cases we take the initial data at time t = 0 to be linear and the boundary values h 1 (t) and h 2 (t) to be constant. We use implicit discretization in space and forward discretization in time. Numerical examples were constructed with 200 discretization points in space and 250 discretization points in time. In the contour plots of figures are clearly visible the positivity and negativity sets of solutions. In all cases we observe that as time evolves, the free boundary becomes more stable and after some amount of time it does not change much. This is expected since from the theory of Parabolic Two-phase Obstacle-Like problems we know that ||u t || ∞ → 0, as t → ∞. 
Conclusion
In the paper we apply the theory of viscosity solutions to the Parabolic TwoPhase Obstacle-Like problem in order to develop a convergent numerical scheme. We have observed that the method is applicable for the elliptic case as well. In section 3 we applied the numerical method for different λ ± , and concluded that the developed theory works well. One of the main questions remain to consider the rate of convergence of the above scheme, which is the subject of the forthcoming paper by the author and his collaborators. 
