Program analyses and optimizations of Java programs require reference information that determines the instances that may be accessed through dereferences. Reference information can be computed using reference analysis. This paper presents a set of studies that evaluate the precision of two existing approaches for identifying instances and one approach for computing reference information in a reference analysis. The studies use dynamic reference information collected during run-time as a lower bound approximation to the precise reference information. The studies measure the precision of an existing approach by comparing the information computed using the approach with the lower bound approximation. The paper also presents case studies that attempt to identify the cases under which an existing approach is not effective. The presented studies provide information that may guide the usage of existing reference-analysis techniques and the development of new reference analysis techniques.
INTRODUCTION
Program analyses and optimization of Java programs require reference information that specifies the instances of classes 1 that may be accessed through dereferences. Reference variables in Java programs and pointer variables in C programs have many similarities. Thus, researchers have suggested the use of points-to analysis algorithms, originally developed for use in analyzing pointers in C programs, for the computation of reference information for Java programs. Recent work has presented several approaches for extending flow-insensitive and context-insensitive points-to analysis algorithms for analyzing Java programs [9, 12, 17] . This work has also evaluated the performance of various extension approaches. In previous work, we showed that, by taking advantage of the simplicity of the common ways in which Java programs are written, the efficiency and the precision of a flow-and context-insensitive pointsto analysis algorithm can be improved significantly for Java programs [9] .
Despite these results, many issues regarding static reference analysis remain unresolved. One important issue is determining the precision of the existing algorithms. This information will help determine whether there is a need to develop more precise static reference analyses. Another important issue is identifying the cases in which existing algorithms are imprecise. This information can be used to develop more effective techniques for handling such cases during static reference analysis, to achieve a better trade-off between precision and efficiency.
To address these issues, we must measure the precision of static reference-analysis algorithms. Measuring the absolute precision of such an algorithm is difficult, however, because the problem of computing precise reference information is undecidable [11] . Mock et al. [10] used dynamic points-to information, collected by executing C programs, to evaluate the precision of the static points-to information computed by several existing points-to analysis algorithms [4, 14, 16] . They reported that, for the programs they studied, static points-to information may contain a significant amount of spurious information. Although these studies give insight into the precision of static points-to information for several existing algorithms, they are limited to evaluation of analyses on C programs.
To measure the precision of reference-analysis algorithms for Java, we use a similar approach. We use dynamic reference information, collected during run-time, as a lower-bound approximation to the precise reference information. We then measure the precision of a reference-analysis algorithm by comparing the information computed by the algorithm with this lower-bound approximation. If the comparison always yields little difference, we can conclude that the information computed by the algorithm has high precision. If, in some cases, the comparison yields a significant difference, we can study these cases and develop, if possible, more effective techniques for handling them.
This paper presents a set of empirical studies, using this approach, that evaluate the precision of static reference-analysis algorithms using dynamic reference information. The studies evaluate two aspects of static reference analysis: the approach for identifying instances and the mechanism for computing the reference information. A static reference analysis can be imprecise because it must use a fixed number of names to identify an unbounded number of instances created during the execution of a program. A static reference analysis can also be imprecise because it cannot precisely determine whether a program path is executable. For efficiency, to compute reference information, an algorithm may use a small number of names to identify the instances, and use a flow-insensitive approach that assumes any sequence of the program statements is executable. Such an algorithm may compute very imprecise information. Our studies evaluate the precision of some existing approaches for identifying instances and computing reference information. Guided by the results of the studies, we performed two case studies that attempt to identify the cases under which an approach is not effective. Identifying and investigating these cases may guide the development of new reference analyses.
One major contribution of this paper is that it presents the results of the first set of empirical studies that evaluate various approaches for identifying instances in Java programs. One of these approaches-identifying heapallocated memory (e.g., instances) using the allocation site-has been widely used in points-to analysis for C without any empirical evaluation. Our studies show that these approaches may be sufficiently precise for instances allocated at most allocation sites in a program. Our studies also show that using call strings [15] to distinguish instances allocated at the same allocation site may improve the precision of static reference analysis.
Another major contribution of this paper is that it presents the results of the first set of empirical studies that compare reference information computed by Andersen's algorithm, a flow-insensitive and contextinsensitive algorithm [1] , with the reference information recorded during the execution of the program. Our studies show that Andersen's algorithm can compute very precise information for many allocation sites in some subjects, but can compute very imprecise information for many allocation sites in other subjects. New static reference analysis techniques need to be developed to compute more precise information.
A third major contribution of this paper is that it presents the results of two case studies in which we investigate the cause of the imprecision in identifying instances and in computing points-to information using some existing approaches. We found that these approaches may compute very imprecise information for instances that are used to construct sophisticated data structures, such as graphs. Therefore, to compute more precise information, new static analysis techniques must provide more effective mechanisms for handling such data structures.
STATIC REFERENCE ANALYSIS
A static reference analysis must perform two tasks. The first task is to identify the instances of various classes that may be created in a program. We refer to an approach for performing this task as a naming scheme. A static reference analysis must use a finite number of names to identify the instances created during the execution of a program. Because the number of instances created by a program may be unbounded, a name may be used to identify more than one instance. Because a static reference analysis computes information based on these names, it computes the same information for the instances identified using the same name. If different instances identified by the same name are accessed by the program in different ways, the points-to information computed by the reference analysis will be imprecise.
A static reference analysis can identify instances using an approach for identifying memory blocks allocated from the heap in C programs. Many of the points-to analyses for C programs, including those that have been extended for Java programs, use an allocation site to identify the memory blocks allocated from the heap at this allocation site (e.g., [1, 2, 8, 7, 16] ). However, because different blocks allocated at the same allocation site may be used in different ways, this approach may result in very imprecise information. For example, for the program in Figure 1 , a points-to analysis identifies the memory blocks allocated at statement 11 using h 11. Thus, it reports that statements 5 and 6 may access the same memory location. Such information is spurious because these two statements do not access the same memory location during any execution.
Some points-to analyses for C programs [3] identify the memory blocks allocated from the heap using the allocation site plus a call string that encodes a set of n procedure calls that are on the top of the stack when the allocation occurs. In this way, the points-to analysis can distinguish the memory blocks allocated at an allocation site by the call strings, and thus, can compute more precise information. For example, for the program in Figure 1 , a points-to analysis uses h 11 3 to identify the memory blocks allocated at statement 11 when getint() is called at statement 3, and uses h 11 4 to identify the memory blocks allocated at statement 11 when getint() is called at statement 4. Thus, it reports that statements 5 and 6 do not access the same memory location. This example shows that this naming scheme allows the points-to analysis to compute more precise information than using the previous naming scheme.
Identifying memory allocated from the heap using the allocation site plus a call string may increase the number of names that identify memory locations, and thus, may increase the cost of a points-to analysis. In addition, this approach may still result in imprecise pointsto information because, in the presence of loops, a call string can match many method invocation sequences.
The second task that a reference analysis must perform is to determine the potential instances that may be accessed through dereferencing a reference variable at a statement. Given a naming scheme, a reference analysis reports a set of names that identify the memory locations whose addresses may be stored in a reference variable p at a statement s when a program is executed. This set of names is typically referred to as the points-to set of p at s. Let I be the set of all instances that may be identified by name N in the program. A reference analysis must include N in the points-to set of p at s if the address of any instance in I is present in p immediately before s is executed. Because the problem of tracking the exact values for a variable is undecidable, a reference analysis may compute imprecise information.
A reference analysis can compute the reference information using approaches, which are used in points-to algorithms, that determine the potential memory locations that may be accessed through each pointer dereference in C programs. Many points-to analysis algorithms have been developed. These algorithms can be classified according to their approach for modeling controlflow within a procedure and among procedures. A flowsensitive algorithm (e.g., [7, 2] ) considers the execution order of program statements, and computes a set of points-to relations at each program point. A flowinsensitive algorithm (e.g., [1, 8, 16] ) ignores the execution order of program statements, and computes one set of points-to relations for all program points in a procedure or in the entire program. A context-sensitive algorithm (e.g., [7, 8, 2] ) matches procedure calls with returns when it propagates information across procedure boundaries. A context-insensitive algorithm (e.g., [1, 16] ) treats procedure calls and returns as if they were goto statements, and does not match procedure calls with returns when it propagates information across procedure boundaries.
Typically, a flow-insensitive algorithm is more efficient but less precise than a flow-sensitive algorithm, and a context-insensitive algorithm is more efficient but less precise than a context-sensitive algorithm. However, studies [8] show that a flow-insensitive and contextinsensitive algorithm may compute points-to information that is close in precision to that computed by a more expensive flow-sensitive and context-sensitive algorithm.
RECORDING DYNAMIC REFERENCE INFORMATION
We use the Java Virtual Machine Profiler Interface (JVMPI)
2 to record the dynamic information from the execution of the subject programs. JVMPI provides a communication channel between the Java Virtual Machine (JVM) and a profiler. Through JVMPI, the profiler can register the events in which it is interested to JVM. As JVM executes a subject program, it notifies the profiler when a registered event occurs. The profiler can then retrieve a variety of information related to the event through interface functions provided by JVMPI.
Our profiler records information for two kinds of events. The first kind of event is an instance-creation event. For instance-creation events, when an instance is created, our profiler records the instance ID assigned by JVM, the type of the instance, the source line number for the corresponding "new" statement, and the method that contains the "new" statement. Such information is used to map the instance to its allocation site. The profiler can also record the n (n is a parameter for the profiler) top-most callsites on the stack when the instancecreation event occurs. Each callsite can be identified using the signature of the invoked method, the source line number for the corresponding "call" statement, and the signature of the method that contains the "call" statement. These n callsites can be used to construct the call string that distinguishes this instance from the instances created at the same allocation site under other calling contexts.
The second kind of event that our profiler records is a method-call event. When a non-static method is called, the profiler records the signature of the invoked method, the source line number for the corresponding "call" statement, and the signature of the method that contains the "call" statement, for identifying the callsite. The profiler also records the ID of the receiver instance on which this method call occurs. In this way, for each execution of a subject program, the profiler records the set of instances that may be accessed through dereference at the callsites. We use this information to measure the precision of a static reference analysis.
EMPIRICAL STUDIES
This section presents the results of several empirical studies. The studies evaluate the precision of the two naming schemes discussed in Section 2. The studies also evaluate the precision of computing reference information using an extension of Andersen' presented in previous work [9] . The extension identifies each instance using the instance's allocation site, and computes reference information using a flow-insensitive and context-insensitive approach. For better precision and better efficiency, the extension avoids analyzing library classes. Instead, it employs user-provided models to capture the semantics of calls to methods defined in library classes. We implemented the extension using our Java Architecture for Bytecode Analysis (JABA) 3 . Our implementation carefully handles reflection using user-provided information.
Subject Programs
We performed the studies on a set of real Java programs that we collected from various sources. For each subject program, we created, according to the description of the program, a set of test cases that exercise different functionalities of the program to cover as much code as possible. We executed the program with each test case and collected the dynamic information using the profiler. Because our reference analysis does not analyze library classes, our profiler does not record information about the events that occur in library-provided code. In addition, because many subject programs create a large number of instances for class "java.lang.String" and class "java.lang.StringBuffer", recording information about these instances may cause the profiler to run very slowly and to consume a large amount of disk space. Therefore, our profiler does not record information about these instances. Table 1 shows the subject programs that we used in our studies. For each subject program, the table shows the number of lines of code (Locs), the number of classes (Cls), the number of methods (Meth), the number of methods analyzed by our implementation of Andersen's algorithm (And), the number of methods executed by all test cases (Dyn), and the value of Dyn/And in percentage (%)
Note that for raja and JavaSim, only a small fraction of methods are analyzed by Andersen's algorithm because both programs contain a library and a simple driver that uses a small subset of the library classes. Also note that for jbf, jar, and antlr, less than 50% of the methods are analyzed by Andersen's algorithm. The coverage for jbf is low because jbf contains classes that are used for both jb and jf, but main() in the program is a driver that exercises the functionalities for jb only. The coverage for jar is low because jar contains a set of classes that implement a verifying feature, but are not used by the program. For antlr, the percentage is low because antlr contains a set of classes that are used for debugging purposes.
Threats to Validity
One major threat that limits our ability of generalizing the results concerns the representativeness of our subject programs. Although we gathered the subject programs from a broad range of sources, these subject programs are by no mean representative. Different results may be observed using a different set of subject programs. However, for the trends that we observed over all our subjects, we expect to observe these trends in many other programs. Another major threat that limits our ability of generalizing the results concerns the completeness of our test cases. Although we have utilized our limited resources to create test cases to cover as many methods as possible, these test cases are far from complete. The results may change when more test cases are used. Nevertheless, the results that we obtained with limited test cases are useful for guiding the case studies that we performed. These threats can be addressed by introducing more subjects and more test cases.
Study 1
This study evaluates the precision of identifying instances in reference analysis using the existing naming schemes presented in Section 2. Let I be the set of instances identified by name N according to a naming scheme. For any instance i ∈ I, let C[i] be the set of callsites at which i is recorded as the receiver by the profiler; a reference analysis must report that N may be the receiver at the callsites in C [i] . Therefore, a reference analysis must report that N may be the receiver at the callsites in C that is defined as the following
However, if N is reported to be the receiver at a callsite c, we expect that any instance i ∈ I can be observed as the receiver at c by the profiler. Thus, if C is not the same as C [i] , then the reference analysis computes imprecise information for i. For example, let h2 be the name that identifies the instances created at statement 2 in the program in Figure 2 . Suppose that instance i1 is created at statement 2 when createA() is called with a value greater than 0, and i2 is created at statement 2 when createA() is called with a value less than 0. In this case, i1 will be the receiver for the method call at statement 4, and i2 will be the receiver for the method call at statement 6. Thus, C[i1] = {4} and C[i2] = {6}. A reference analysis must report that h2 may be the receiver at the set of callsites C = {4, 6}. Because h2 identifies both i1 and i2, we may conclude that both instances can be receivers at statements 4 and 6. Such information is imprecise.
Our studies compare the difference between C[i] and C for each instance i that has been recorded for the test cases. If C[i] is the same as C, then we say that the naming scheme is empirically precise for i. Otherwise, we say that the naming scheme is empirically imprecise for i. If a naming scheme is empirically precise for i, then a reference analysis using this naming scheme may compute precise information for i. However, if the naming scheme is empirically imprecise for i, then no reference analysis using this naming scheme can compute precise information for i.
In this study, for each instance i created during the execution of each subject program, we computed, for each naming scheme, a precision reference value r[i] =
|C[i]|/|C|, where |C[i]| is the size of C[i] and |C| is the size of C. r[i] shows the difference between C[i] and C.
If r[i] is 1, then the naming scheme is empirically precise for i. In the study, we consider four naming schemes: level-0 naming scheme identifies instances using the allocation site only; level-x (0 < x < 4) naming scheme identifies instances using the allocation site plus a call string whose length is x. Figures 3 and 4 show the distribution of the precision reference value for the instances created during the execution of a subject. Each graph in the figure represents the data for a subject program. From the figures, we can see that, for subjects such as JavaSim and jar, each naming scheme is empirically precise for a large percentage (> 65%) of instances created during execution. From Table 1 , we can see that these subjects are relatively small compared to the others. By inspecting the description and the source code of these programs, we found that they are relatively simple, and they do not construct complicated data structures. For example, JavaSim contains a driver that creates a simulation environment and then simulates the traffic of a network model. It creates only a small number of instances during the execution.
From the figures, we can also see that, for the other subjects, each naming scheme is empirically precise for a much lower percentage of instances created during the execution of the programs. For example, for subject jess, all the naming schemes are empirically precise for less than 15% of instances.
To identify the factors that may cause such imprecision in these programs, we investigated the precision for identifying instances that are allocated at each allocation site in these subjects. For each allocation site A, we computed the average of the precision reference values for all the instances allocated at the site using the following expression:
where IA is the set of instances created at A. Table 2 shows the distribution of such an average for the allocation sites. In the table, each row represents the data for a specific naming scheme and a specific subject; each number, except the last one, in each row indicates the number of allocation sites at which the average of the precision reference values for the instances allocated at the site is in [v, v + 0.1) ([v, v + 0.1) is marked at the head of the corresponding column). The last number in each row indicates the number of allocation sites that create instances whose precision reference value is one. From the table, we can see that, for many subject programs, the naming schemes may be very precise for instances created at a large percentage of allocation sites; the naming schemes may be very imprecise for instances created at a very small number of allocation sites. For example, for subject kawa, the level-3 naming scheme is empirically precise for instances created at about 70% of allocation sites in the program; for the same naming scheme, only 13 of 495 allocation sites create instances whose average of precision reference values is from 0.0 up to 0.4.
To investigate these problematic allocation sites that create instances whose precision reference values are extremely low, we inspected the descriptions and the source code of these programs. We found that most of these programs are language processors. These language processors typically process some text or binary files, build an internal data structure to represent the input, and then apply operations on this internal data structure. Such a data structure is typically a tree or a graph that contains many nodes. These nodes are created at a few allocation sites and may be used in different ways according to the information associated with individual nodes or their relations with other nodes.
For example, in java cup, when the level-3 naming scheme is used, 99% of the instances that have a precision reference value between 0.0 and 0.6 are created at allocation sites that create instances for the following classes java cup.lalr item java cup.lalr item set java cup.terminal set java.lang.Vector
The instances created for java.lang.Vector are used by instances of java cup.lalr item. The instances created for the other classes are used for the construction of the data structures for the parser to perform various actions according to the production rules specified by the program's inputs. Depending on the content, these instances may be accessed by the program at different statements. Therefore, identifying these instances using the allocation sites or the allocation sites plus call strings may result in very imprecise information. To compute more precise information for such instances, new naming schemes that account for the content of such instances need to be developed. From the data presented in Figures 3 and 4 , we can also see that, for some subject programs, using call strings to distinguish the instances allocated at the same 0  1  0  2  1  3  10  6  55  Level 3  0  0  0  1  0  1  2  3  9  7  55  Level 0  2  5  10  7  16  17  33  30  35  26 314  kawa  Level 1  1  3  10  6  14  12  29  26  35  36 323  Level 2  0  3  9  3  16  10  23  20  30  42 339  Level 3  0  3  7  3  13  10  22  19  28  44 346  Level 0  1  2  5  4  4  14  11  31  31  40 318  sablecc  Level 1  0  1  2  3  3  11  12  32  31  43 323  Level 2  0  0  2  2  2  11  12  34  32  43 323  Level 3  0  0  1  1  3  10  12  27  37  44 326   Table 2 : Distribution of the average precision reference values computed for individual allocation sites. Note that, to save space, data for jtar, raja, and toba are not presented because the average precision reference value computed for almost all the allocation sites is one.
allocation site may improve the precision of the information computed by static reference analysis. For example, for subject kawa, the level-0 naming scheme is empirically precise for only 12% of the instances created during the execution; in contrast, the level-3 naming scheme is empirically precise for 28%. However, for other subjects, such as JavaSim, jess, jlex, and toba, the improvement in the precision is insignificant. In summary, naming schemes that identify instances using allocation sites or allocation sites plus a call string may be very imprecise for a large percentage of instances created during the execution of a program. However, such imprecision may occur for instances allocated at a small percentage of allocation sites in each program. Therefore, information computed by static reference analysis using these naming schemes may be useful for reasoning about certain properties of the instances created at a large percentage of allocation sites. Our case studies indicate that the instances for which the naming schemes are highly imprecise are typically created at a small number of allocation sites, and are often used to construct large complicated data structures. New naming schemes must be developed to compute more precise reference information for such data structures. Because such data structures involve only the instances created at a small portion of the allocation sites, a hybrid naming scheme may be the best approach: at the large percentage of allocation sites where identifying instances using existing naming schemes is sufficient, we use the existing naming scheme; for the rest of the allocation sites, we use a new naming scheme. Such a hybrid naming scheme may yield a good trade-off between precision and efficiency. Our study also shows that using call strings to distinguish the instances created at the same allocation site may enable a static reference analysis to compute more precise information for instances allocated at some allocation sites in many programs.
Study 2
This study evaluates the precision of the mechanism that is used to compute points-to information in Andersen's algorithm. Andersen's algorithm uses the allocation sites to identify instances. Let I be the set of instances that are identified by name N . For any instance i ∈ I, let C[i] be the set of callsites at which i is recorded as the receiver. Andersen's algorithm must report that N may be a receiver at the set of callsites
However, because Andersen's algorithm is not precise, it may report that N may be the receiver at a larger set of callsites C . We want to measure the difference between C and C . The difference may serve as an indicator of the precision of Andersen's algorithm. C may contain callsites that are not executed by any of our test cases. We do not consider those callsites because they may never be reached by any execution of the program. In this study, for each name N that identifies the in- The graph shows that, for jar, java cup, jlex, and raja, information computed by Andersen's algorithm is very close to that recorded by the profiler for a large percentage of allocation sites. However, the graph also shows that, for other subjects (e.g., jas, javac, and kawa), information computed by Andersen's algorithm are quite different from that recorded by the profiler for a large percentage of allocation sites. The result indicates that information computed by Andersen's algorithm is quite imprecise for these subjects. New referenceanalysis algorithms could be developed for computing more precise information for these programs.
To understand the reasons why Andersen's algorithm is so imprecise for some subject programs, we performed a case study on one of our subjects jess. jess is a rule engine and scripting environment for building an expert system. 6 jess processes scripts and rules written in a LISP-like language. In the case study, we identified, in jess, the allocation sites whose precision reference values are between 0.0 to 0.1. We then checked the source codes of jess to see how the instances created at these sites are used by the program. In this program, there are 74 allocation sites whose precision reference values are between 0.0 and 0. The number following each class name indicates the number of allocation sites that create instances for this class. Each number includes only those allocation sites whose precision reference values are between (0.0, 0.1). We further found that most of the instances of these classes (except jess.Context) created in the program are used to construct a parse tree for the program inputs. The parse tree is a recursive data structure. Instances of the same type (e.g., jess.Value) in the data structure are created at various allocation sites and are used for different purposes. For example, an instance of jess.Value has a field "m type" that determines how the other fields of this instance should be used. In many places, the program checks the value of "m type" in an instance and accesses this instance according to the value of "m type". Typically, an instance of jess.Value created at an allocation site has a specific value for "m type". Therefore, instances of jess.Value created at different allocation sites are accessed differently by the program. Andersen's algorithm cannot distinguish different parts of a recursive data structure, and thus, will compute the same information for different allocation sites that create instances for jess.Value. Therefore, Andersen's algorithm will compute very imprecise information for these allocation sites. For similar reasons, Andersen's algorithm also computes very imprecise information for allocation sites of classes such as jess.ValueVector and jess.FuncallValue.
In summary, Andersen's algorithm may compute imprecise information for a large percentage of allocation sites in many programs. Therefore, there is a need to develop more precise static reference analyses. Our case study reveals that, instances allocated at the allocation sites for which Andersen's algorithm computes highly imprecise information, may often be used to compose sophisticated data structures. Because many existing points-to algorithms (e.g., [1, 2, 3, 8, 7, 16] ) developed for C have very limited power in distinguishing different parts in such data structures, we expect these algorithms, when being extended for Java programs, to compute very imprecise information for these callsites. Shape analysis techniques (e.g., [5, 6, 13] ) have been developed to compute more precise information for sophisticated data structures in C. The effectiveness of these techniques on Java programs must be evaluated. In addition, these techniques do not seem to scale to large C programs. New reference-analysis algorithms may need to be developed for handling such data structures in Java programs more effectively.
CONCLUSION
This paper has presented empirical studies that evaluate the precision of existing approaches in identifying instances in static reference analysis and in computing points-to information in static reference analysis. Our studies show that
• Identifying instances using the allocation sites may be sufficiently precise for instances allocated at most of the allocation sites in a program.
• Using call strings to distinguish instances allocated at a allocation site may improve the precision of identifying instances in some programs. • Andersen's algorithm may compute very precise information for most allocation sites in some subjects, but it may compute very imprecise information for most allocation sites in other subjects.
Our studies suggest that hybrid approaches for identifying instances and computing points-to information may need to be developed: for those allocation sites at which existing approaches are precise enough, we use such approaches; for the remainder, we develop new approaches for effectively handling each case. We also used the results of our studies to gain insights into possible ways in which we may develop new reference-analysis techniques. We performed case studies to investigate the characteristics of the program constructs that cause the imprecision in existing approaches for identifying instances in static reference analysis and in computing points-to information. We found that these existing approaches may be very imprecise for sophisticated data structures. To compute more precise information, new static reference analysis must employ more effective techniques for handling such data structures.
In future work, we will collect additional subject programs and create more test cases to continue our empirical studies. New subjects and test cases will give us more information that may enhance the confidence of our conclusion, and may lead to new discoveries. We will also perform additional case studies to gain more insights into the common usage patterns of references in Java programs. Such insights may guide us in developing effective techniques for handling such usage patterns in static analysis. Such insights may also help us to identify the limitations of static reference analysis, and may lead us to discover other alternatives, such as combining static analysis with dynamic analysis, for computing more precise reference information.
