We study the power of big products for computing multivariate polynomials in a Valiant-like framework. More precisely, we define a new class VΠP 0 as the set of families of polynomials that are exponential products of easily computable polynomials. We investigate the consequences of the hypothesis that these big products are themselves easily computable. For instance, this hypothesis would imply that the nonuniform versions of P and NP coincide. Our main result relates this hypothesis to Blum, Shub and Smale's algebraic version of P versus NP. Let K be a field of characteristic 0. Roughly speaking, we show that in order to separate P K from NP K using a problem from a fairly large class of "simple" problems, one should first be able to show that exponential products are not easily computable. The class of"simple"problems under consideration is the class of NP problems in the structure (K, +, −, =), in which multiplication is not allowed.
Introduction
Valiant's model. In the framework of Valiant's theory, which goes back to [18] , the objects of interest are families of multivariate polynomials. The complexity of such families can be measured by the size of arithmetic circuits which compute them. Two main complexity classes were introduced : VP, whose elements are families of polynomials computed by arithmetic circuits of polynomial size and polynomially bounded degree, and VNP. A VNP family is obtained from a VP family by a summation of (possibly) exponential size, and a central open question is whether VP and VNP coincide. For a long time, these two classes were almost the only classes studied in Valiant's theory. One exception is the class VQP of polynomials computed by arithmetic circuits of quasi-polynomial size of polynomially bounded degree. More recently, new classes were defined and studied by Malod [13] . Of particular interest for us is his class VP 0 nb . In contrast to VP, arbitrary constants are not allowed, and the degrees of polynomials are not bounded.
In this paper we define a new class, called VΠP 0 , which is obtained from VP 0 nb by computing products of (possibly) exponential size. By definition VP 0 nb is included in VΠP 0 , and we conjecture that this inclusion is strict. Some support for this conjecture is provided by the following observation : if VP 0 nb = VΠP 0 the polynomial family
is easy to compute, i.e., can be computed by a family of arithmetic circuits of size polynomial in log d. However, there is in algebraic complexity theory a fairly old conjecture that this family is hard to compute [7, 12] . Even more compelling support for our conjecture is provided by Theorem 1, which shows that the non-uniform versions of P and NP coincide if VP 0 nb = VΠP 0 , that is, if big products are computable by polynomial size circuits.
The goal of this paper is not merely to define yet another complexity class. Indeed, as explained below the study of VΠP 0 leads to meaningful results about the complexity of decision problems. This paper is therefore in the same spirit as [9] , where it is shown that certain sequences of integers become easy to compute if certain classes of polynomial families coincide.
Blum-Shub-Smale model. One crucial difference between this second model of algebraic computation and Valiant's model is the focus on decision (rather than evaluation) problems. Precise definitions will be given in section 2. In this introduction we will just recall that there is for each field a version of the classical P versus NP problem. In particular, for the field of complex numbers there is a very natural "P C = NP C ?" problem, which has remained open since [3] . In order to separate P C from NP C , it is of course sufficient to exhibit a "well chosen" problem A which belongs to NP C but not to P C . One natural choice would be to try A = FEAS C , where FEAS C , the feasibility problem for systems of polynomial equations, is the canonical NP C -complete problem. One insight from Shub and Smale [17] was that there are much more elementary-looking NP C problems that do not seem to belong to P C . Shub and Smale's candidate is the problem Twenty Questions, which can be defined as follows : given a complex number x and an integer d written in binary, decide whether x is an integer in the set {0, 1, . . . , d − 1}. It is not difficult to see that this problem is in NP C (hint : guess the binary decomposition of x). Shub and Smale gave compelling evidence that this problem does not belong to P C , but no conclusive proof could be obtained. In hindsight, this lack of definitive results is not surprising. Indeed, to decide whether an input to Twenty Questions should be accepted it suffices to evaluate the polynomial P d at X = x, and to compare the result to 0. In order to show that Twenty Questions is not in P C , one must therefore show that the family P d is hard to compute. As explained above, this is a fairly longstanding open problem 1 which actually predates [17] .
In this paper we investigate the following question : are there other examples of "simple" problems which might be used to separate NP C from P C ? The class of "simple" problems that we have in mind is NP (C,+,−,=) . This is the class of NP problems over the set of complex numbers endowed with addition, subtraction, and equality tests (there is therefore no multiplication in this structure). It contains Twenty Questions and many other natural problems (for instance, Subset Sum). Our main result, Theorem 2, is established in section 5 : we show that if VP 0 nb = VΠP 0 then NP (C,+,−,=) is contained in P (C,+,−,×,=) , the non-uniform version of P C . Here, the non-uniformity is only due to the fact that (in keeping with the tradition set by Valiant) the classes VP 0 nb and VΠP 0 are non-uniform. One could equally well work with uniform versions of VP 0 nb and VΠP 0 , and arrive instead at the inclusion NP (C,+,−,=) ⊆ P C . We hope that this paper will help put the focus back from decision problems to evaluation problems. Indeed, we have shown that in order to prove good lower bounds for problems in a fairly large class of decision problems, one must first be able to prove good lower bounds for a related class of evaluation problems. It is a natural question whether the study of evaluation problems can shed light not only on the problem "NP (C,+,−,=) ⊆ P C ?", but also on the full "P C = NP C ?" problem, or on the "P R = NP R ?" problem. This question will be investigated in a forthcoming paper.
The present paper is the full version of [11] .
Notations
Our polynomials will be multivariate, and for notational simplicity a tuple of indeterminates will be denotedx instead of (x 1 , . . . , x u(n) ). We will use the Greek letter¯ to emphasize that we are using a tuple of boolean variables, i.e.¯ ∈ {0, 1} u(n) . However, depending on the contextx will also denote a boolean word when we are dealing with boolean problems.
Boolean complexity classes
We will not offend the reader by defining the boolean classes P and NP. Let us only recall the definitions of their nonuniform versions P/poly and NP/poly. P/poly is defined equivalently in terms of circuits or machines : this is the set of boolean langugages recognized by a family of boolean circuits of polynomial size. Alternatively, this is also the set of languages recognized by a Turing machine working in polynomial time with the help of a polynomial size advice function (hence the name P/poly, see [8] ).
NP/poly, the nonuniform version of NP, is the set of languages recognized by polynomial time nondeterministic Turing machine with the help of a polynomial size advice function. Equivalently, it is easily seen to be the nondeterministic counterpart of P/poly, that is to say : L ∈ NP/poly if and only if there exist A ∈ P/poly and a polynomial p(n) such that
If A is a language and k a nonnegative integer, A =k denotes the set of words of A of size k. Another class used in this paper is coRP. It is the set of languages recognized in polynomial time by randomized Turing machines with one-sided error. For more details on boolean complexity, we refer the reader to [14] for instance.
Algebraic circuits
In this section we recall the definitions of the non-uniform classes P (K,+,−,×,=) and NP (K,+,−,×,=) , where K is an arbitrary field. These two classes are the non-uniform versions of the classes P K and NP K defined by Blum, Shub and Smale [3, 2] . Following [15] , we will use families of algebraic circuits to recognize languages over K, that is, subsets of K ∞ = n≥0 K n . An algebraic circuit (understood over (K, +, −, ×, =)) is a directed acyclic graph whose vertices, called gates, have indegree 0, 1 or 2. An input gate is a vertex of indegree 0. An output gate is a gate of outdegree 0. We assume that there is only one such gate in the circuit. Gates of indegree 2 are labelled by a symbol from the set {+, −, ×}. Gates of indegree 1, called test gates, are labelled "= 0 ?". The size of a circuit C, in symbols |C|, is the number of vertices of the graph.
A circuit with n input gates computes a function from K n to K. On inputū ∈ K n the value returned by the circuit is by definition equal to the value of its output gate. The value of a gate is defined in the usual way. Namely, the value of input gate number i is equal to the i-th input u i . The value of other gates is then defined recursively : it is the sum of the values of its entries for a +-gate, their difference for a −-gate, their product for a ×-gate. The value taken by a test gate is 0 if the value of its entry is = 0, and 1 otherwise. We assume without loss of generality that the output is a test gate. The value returned by the circuit is therefore 0 or 1.
Finally, the class P (K,+,−,×,=) is the set of languages L ⊆ K ∞ such that there exists a tupleā ∈ K p and a polynomial-size circuit family (C n ) satisfying the following condition : C n has exactly n + p inputs, and for anyx ∈ K n ,x ∈ L ⇔ C n (x,ā) = 1. Note thatā plays the role of the machine constants of [2, 3] . The uniform class P K of [2, 3] can be obtained from P (K,+,−,×,=) by adding a uniformity requirement on the family (C n ). In this paper we will stick to non-uniform classes.
Furthermore, NP (K,+,−,×,=) is the class of languages L such that there exists a language A ∈ P (K,+,−,×,=) and a polynomial p(n) satisfyinḡ
We also define a version DNP (K,+,−,×,=) ('D' stands for "digital"), where nondeterminism is allowed only on boolean tuples :
We will also need to compute over the structure (K, +, −, =), where multiplication is not allowed. An algebraic circuit over (K, +, −, =) is defined as above, except that there are no ×-gate and that there is a new type of gates, called selection gates. A selection gates is of indegree 3. Its value on input (x, y, z) is x if z = 0, and y otherwise. The role of these gates is to simulate "if then else" statements. These gates are not needed for the structure (K, +, −, ×, =) since "if then else" statements can be simulated using multiplication (for instance, by the subcircuit
The classes P (K,+,−,=) and NP (K,+,−,=) are defined in the same way as P (K,+,−,×,=) and NP (K,+,−,×,=) . We could define DNP (K,+,−,=) as well, but the first author has shown in [10] that DNP (K,+,−,=) = NP (K,+,−,=) , i.e., only digital nondeterminism is enough over the structure (K, +, −, =).
Arithmetic circuits
In Valiant's model, we compute polynomials instead of recognizing languages. A book-length treatment of this topic can be found in [4] . In our framework, which, as explained in the introduction, is not the original one, we require the underlying structure to be a field of characteristic 0, and do not allow arbitrary constants (apart from the constant 1) in our circuits. Hence we compute polynomials
. Furthermore, we have no restriction on the degree of the polynomials. This formalism was introduced and studied in [13] .
An arithmetic circuit is the same as an algebraic circuit over (K, +, −, ×, =), but test gates are not allowed. That is to say we have indeterminates x 1 , . . . , x u(n) as input, +, − and ×-gates, and we therefore compute polynomials with integer coefficients.
The polynomial computed by an arithmetic circuit is defined in the usual way. Thus a family (C n ) of arithmetic circuits computes a family (f n ) of polynomials, f n ∈ Z[x 1 , . . . , x u(n) ]. The class VP 0 nb is the set of families (f n ) of polynomials computed by a family (C n ) of polynomial size arithmetic circuits, i.e., C n computes f n and there exists a polynomial p(n) such that |C n | ≤ p(n) for all n. We will assume without loss of generality that the number u(n) of variables is bounded by a polynomial function of n.
Arithmetic circuits are at least as powerful as boolean circuits in the sense that one can simulate the latter by the former. Indeed, we can for instance replace ¬u by 1 − u, u ∧ v by uv, and u ∨ v by u + v − uv. This proves the following classical lemma.
Lemma 1
Any boolean circuit C can be simulated by an arithmetic one of size at most 3|C|, in the sense that on boolean inputs, both circuits output the same value.
Big products
We introduce here the new class VΠP 0 , where exponential products are allowed. This is very much inspired by the class VNP, but sums are replaced by products (and, as explained before, constants different from 1 are not allowed, and there is no restriction on the degree).
Definition 1 The class VΠP
0 is the set of families of polynomials (g n (x)) such that there exists a family (f n (x,ȳ)) ∈ VP 0 nb satisfying the relation :
be the family
Note that g n = P 2 n , where P 2 n is defined by (1) . This polynomial can therefore be computed by a circuit of size polynomial in n if VP 0 nb = VΠP 0 . In fact a more general property holds true : if VP 0 nb = VΠP 0 the family (P d ) is easy to compute. Indeed, once we know how to evaluate efficiently P d when d is a power of 2, we can also evaluate efficiently for an arbitrary d thanks to the relation (also studied by Malod [13] ) and VΠP 0 would be the first three classes of this hierarchy.
Next we present a criterion which enables to make products over a set more complicated than {0, 1} n .
Lemma 2 Let (f n (x,ȳ)) be a VP 0 nb family, and s(n) a function which bounds from above the length of y, and is itself polynomially bounded (i.e., s(n) ≤ p(n) for some polynomial p). Let A be a language in P/poly. There exists a family (g n (l,x)) in VΠP 0 , where |l| = s(n) − |ȳ|, such that for any tuplex of elements of K and any boolean tuplel we have :
Proof. Since A ∈ P/poly, there exists a family of polynomial size boolean circuits (C n ) deciding A. By Lemma 1, we can simulate this family of boolean circuits by a family of arithmetic circuits. We obtain a family of polynomials (c n (ȳ,z)) in VP 0 nb such that for any boolean input (l,¯ ) of size n :
The family (h n (x,ȳ,z)) defined by
is therefore in VP 0 nb and satisfies
Note that this lemma is already meaningful when s(n) = |ȳ|, i.e., when |l| = 0. The more general statement given here will be useful for the proof of our main theorem.
Boolean complexity
In this section we explore the consequences for boolean complexity theory of the assumption that big products are computable by polynomial size circuits. Namely, we prove the following result. Proof. Let A ∈ NP/poly. Then there exist a language B ∈ P/poly and a polynomial p(n) such that
Since B ∈ P/poly, it is decided by a family of polynomial size boolean circuits. These circuits can be simulated by arithmetic ones as in Lemma 1. We obtain a family of polynomials (f n (x,ȳ)), whose value on a boolean input (x,ȳ) is 0 if (x,ȳ) ∈ B and 1 otherwise. This family is in VP 0 nb because the family of arithmetic circuits has polynomial size. Now, the products
form a VΠP 0 family. On any boolean inputx we have g n (x) ∈ {0, 1}, and g n (x) = 0 iff ∃ȳ ∈ {0, 1} p(|x|) .(f n (x,ȳ) = 0). In other words,
Under the hypothesis VΠP 0 = VP 0 nb , the family (g n ) is in VP 0 nb . It is therefore computed by polynomial size arithmetic circuits. Deciding whetherx ∈ A in nonuniform polynomial time thus amounts to testing in nonuniform polynomial time whether the value of a circuit is zero. It is well known that this can be done in randomized polynomial time coRP by computing modulo random primes (see for instance [16] ). The inclusion coRP ⊂ P/poly [1] concludes the proof.
It follows from (2) that we can decide any problem in NP by testing an appropriate VΠP 0 family for zero. This fact will be used in section 5.4.
A transfer theorem
We now turn our attention to links with the Blum-Shub-Smale model. The main result of this section, and of the present paper, is the following theorem.
Theorem 2 If
As in Theorem 1, this connection between VΠP 0 and nondeterminism will be obtained by replacing quantifiers by products. However, in VΠP 0 the products concern only arithmetic circuits, whereas in NP (K,+,−,=) the quantifiers concern algebraic circuits (where test gates occur). Therefore, we would like to simulate the computation of an algebraic circuit by an arithmetic one, i.e., to eliminate the test gates. For this purpose, we use boolean circuits as an intermediate step. The latter can indeed be easily simulated by arithmetic circuits by Lemma 1. Doing so requires to deal only with boolean inputs. One part of this problem has already been solved in [10] : boolean nondeterminism already captures NP (K,+,−,=) . It remains to replace the algebraic inputx ∈ K n by a boolean one. This is achieved in the sequel by using mostly techniques which deal with arrangements of hyperplanes. The idea is to replace the algebraic inputx ∈ K n by a pointq ∈ K n of "small" rational coefficients, "close enough" tox so that their behaviours will be the same. Now, this rational point can be encoded by boolean tuples, and the whole computation simulated by boolean circuits. "Close enough" means in fact thatx andq belong to the same cell of a suitable arrangement of hyperplanes, i.e., lie on exactly the same hyperplanes of the arrangement. Similar ideas were used in the proofs of the transfer theorems of [5] and [6] , which dealt with the structure (R, +, −, <). Note however that the cells of an arrangement as defined below are not the same as in these two papers. Indeed, since we work in an unordered structure, it doesn't make sense to ask whether a point is "above" or "below" a given hyperplane. The only thing that matters is whether the point lies or not on the hyperplane.
Point location in arrangements of hyperplanes is the main ingredient for finding the rational pointq on inputx. For a given family of hyperplanes, the goal is to build a circuit which outputs the cell ofx. These notions are explained in section 5.1. In section 5.2 we explain how to find the cell ofx using VΠP 0 tests. Then section 5.3 deals with the existence of small rational points in the cell ofx. Finally, these tools are put together in section 5.4 to recognize NP (K,+,−,=) problems with the help of VΠP 0 tests.
Arrangement of hyperplanes
By hyperplane (or affine hyperplane) of K n , we mean a surface (of dimension n − 1) defined by an affine equation i λ i x i = µ. We say that k linear hyperplanes of K n are independent if their intersection has dimension exactly n − k. In other words, the k hyperplanes are in general position.
An arrangement of hyperplanes is merely a finite family of affine hyperplanes A = {H i ; i ∈ I}. This enables us to define an equivalence relation :
The equivalence classes are called cells of the arrangement. In other words, two points are in the same cell if they belong to exactly the same hyperplanes. A cell is therefore of the form
for some subsets J and J of I. One can assume without loss of generality that the hyperplanes (H i ) i∈J are independent. Notice that the cell ofx ∈ K n is characterized by a maximal set (with respect to inclusion) of independent hyperplanes that containx. We will use this characterization later for describing the cells of our arrangement. As outlined at the beginning of section 5, on inputx ∈ K n we want to determine its cell, i.e., to return the indices of these independent hyperplanes.
Let p(n) be a fixed polynomial, and A p,n the set of all hyperplanes in K n with integer coefficients of absolute value at most 2 p(n) . We call H p the family of all the arrangements A p,n (where n ranges over N \ {0}). Section 5.2 explains how to build a family of polynomial-size circuits with VΠP 0 tests which, on inputx ∈ K n , output the cell ofx in the arrangement A p,n (this is called "point location" in the arrangement).
Point location
The goal of this section is to build an algebraic circuit with VΠP 0 tests, which on inputx ∈ K n returns its cell. We first define formally circuits with VΠP 0 tests. Then we prove that the point location problem can be solved efficiently using VΠP 0 tests.
Definition 2 A family of algebraic circuits with VΠP
0 tests is a family (f n (x)) ∈ VΠP 0 together with a family (C n ) of algebraic circuits, where C n is endowed with gates labeled by "f n (ȳ) = 0 ?" (the subscript n has to be the same for f n and C n ). These gates are of indegree |ȳ| and output 0 if the test fails (i.e. f n evaluated on the inputs of the gate is nonzero), 1 otherwise.
The class P (K,+,−,×,=) (VΠP 0 ) is the set of languages recognized by a family of polynomial size algebraic circuits with VΠP 0 tests.
By adding some "selection variables", it is not hard to see that in fact any constant number of VΠP 0 families can be tested (instead of only one) and still we stay in P (K,+,−,×,=) (VΠP 0 ). For instance, two VΠP 0 families will be used in section 5.4 : one family to perform a point location task, and the other family to decide a (classical) NP problem. We now explain how to solve the point location problem using VΠP 0 tests.
Proposition 1 Let (H p ) be the family of arrangements of hyperplanes whose coefficients are integers bounded by 2 p(n) in absolute value (this family was defined at the end of section 5.1).
There exists a family (C n ) of polynomial size algebraic circuits with VΠP 0 tests that, on inputx ∈ K n , output the indices of m independent hyperplanes that characterize the cell ofx.
Proof. The idea of the algorithm is simple : we maintain a "search space" E which locatesx as accurately as possible. At the beginning we have no information, and we let E = K n . At each subsequent step, we find (if it exists) the first hyperplane H of our arrangement that refines E, i.e.,x ∈ H and dim(E∩H) < dim E. At most n steps are therefore enough, and as the description of the cell ofx we return the indices of the successive hyperplanes met during this process. We will explain below how to find the first hyperplane refining E with the help of VΠP 0 tests. Let us first sum up the algorithm :
Finding the first hyperplane refining E is done by binary search, thanks to VΠP 0 tests. The list L describing E contains at most n indices, all of size polynomial in n. We store this list in a polynomial number of variables l 1 , . . . , l q(n) , representing the boolean encoding of these indices.
At each step, let A be the set of indices of hyperplanes that do not contain E. If f i is the equation of H i , the polynomial g(l,x) = i<j and i∈A
vanishes if and only if the first hyperplane refining E has its index smaller than j. By making j vary, we can thus find this hyperplane via binary search in a number of steps which is logarithmic in the number of hyperplanes, i.e., polynomial in n. We now explain why this product is in VΠP 0 . With boolean inputs l 1 , . . . , l q(n) and i, we can compute the equation of H i and test by a simple rank calculation whether H i has nontrivial trace over E. This is done by a boolean circuit of polynomial size, for instance by Gaussian elimination. Now, Lemma 2 ensures that this product is in VΠP 0 . In a polynomial number of VΠP 0 tests, we therefore find the first hyperplane refining E. We then proceed with the next step : after at most n steps we have completely characterized the cell ofx. We output the list L of the successive hyperplanes found. This concludes the proof of Proposition 1.
Small rational points
Given a description of the cell of an inputx we aim at finding a small rational point in it, so as to work on boolean rather than algebraic inputs. We begin by a simple lemma on the size of rational points. Then we show in Lemma 5 how to find a rational point of small size in a given cell.
We say that a rational number q has size at most k if its numerator as well as its denominator are both of absolute value at most 2 k . The following lemma is straightforward.
Lemma 3
Let α and β be two rational numbers of size ≤ t and ≤ t respectively. Then -αβ is of size ≤ t + t ; -α + β is of size ≤ t + t + 1. In particular, if M is a matrix of size n × m whose coefficients are rationals of size ≤ t, and x a vector of size n whose coefficients are rationals of size ≤ t , then Ax is a vector of Q m whose coefficients are rationals of size ≤ n(t + t ) + n − 1.
A pointq is in the same cell asx if it is in the same intersection of hyperplanes, and also outside the same hyperplanes asx. That is why we need the following lemma, which exhibits a point outside a given set of hyperplanes. The next lemma shows that a point with small rational coordinates exists in a given cell, and can easily be found (by a boolean circuit of polynomial size). Recall that, as explained at the end of section 5.1, H p is the family of arrangements whose hyperplanes have integer coefficients bounded by 2 p(n) in absolute value. We only sketch the proof since the details are only routine calculations. If H is a hyperplane of our arrangement with a nontrivial intersection with E, φ −1 (E ∩ H) is a hyperplane of K n−m whose coefficients are integers of size polynomial in n. Furthermore, thanks to Lemma 4 we can construct a pointq ∈ K n−m whose coefficients are integers of size polynomial in n, and which lies on none of the φ −1 (E ∩ H). Now, by Lemma 3 φ(q) has rational coefficients of size polynomial in n, and it is in the cell.
Lemma 4 Let
a − , a + ≤ k. We define f + (x) = n i=1 α + i x i + b + and f − (x) = n i=1 α − i x i + b − . Thenq is in H if and only if f − (q) = f + (q), i.e., i α − i (k + 1) i + b + = i α + i (k + 1) i + b − . By
Deciding NP (K,+,−,=) problems
We are now ready for the main theorem of this section : NP (K,+,−,=) problems are decided by polynomial size algebraic circuits with VΠP 0 tests.
Theorem 3 Let K be a field of characteristic zero. Then
If big products are computable by arithmetic circuits of polynomial size, one can efficiently simulate VΠP 0 tests with algebraic circuits. Theorem 2 therefore follows immediately from Theorem 3.
Proof. (of Theorem 3)
The outline of the proof is as follows. First we determine the cell ofx. Then we construct in polynomial time a small rational pointq in the cell. Deciding whetherq is a positive input is a (classical) NP problem. We have seen in the proof of Theorem 1 that NP problems can be decided by testing a single VΠP Let (C n ) be a family of algebraic circuits of polynomial size r(n) over the structure (K, +, −, =) (i.e. without multiplication gates) that decides A. Notice that our definitions in Valiant's model are constantfree, whereas our algebraic decision circuits (and in particular C n ) may use arbitrary constants. This is not a serious problem : it is enough to consider the constants as new variables (i.e. we pretend that they are part of the inputx), and the circuit is now constant-free. Then our construction leads to a new circuit with the same input variables (and VΠP 0 tests). It just remains to plug the original constants in place of the freshly created variables to recognize the original language L. In the remainder of the proof, we therefore assume that the circuits C n are constant free. Definition of the arrangement of hyperplanes. Since only addition and subtraction are allowed, on input (x,ȳ) every test in C n is of the form n i=1 λ i x i = p(|x|) i=1 µ i y i + γ, where λ i , µ i and γ are integers, and are bounded in absolute value by 2 r(n) . Since y i ∈ {0, 1}, the right-hand side of the test is bounded in absolute value by 2 r(n) ( 1 + p(|x|) ). Let q(n) be a polynomial satisfying 2 q(n) ≥ 2 r(n) ( 1 + p(n) ). Consider the family of arrangements H q defined in section 5.1 : two pointsx andx in the same cell satisfy ∀ȳ ∈ {0, 1} p(|x|) [(x,ȳ) ∈ A ⇐⇒ (x ,ȳ) ∈ A].
Hence these two points both belong to L, or both belong to its complement. Finding the cell ofx. We can apply Proposition 1 : there is a family of polynomial size algebraic circuits with VΠP 0 tests that output the indices of m independent hyperplanes characterizing the cell ofx.
Finding a small rational point in the cell. It is shown in Lemma 5 that we can obtain in polynomial time a pointq in the cell ofx of rational coordinates of polynomial size. As pointed out above,x is in L if and only ifq is in L.
Deciding whether a given rational point belongs to L is a problem in NP. It follows from the proof of Theorem 1 that we can decide whetherq ∈ L with one additional VΠP 0 test. Finally, we thank the anonymous referees of [11] for the following remarks. 
Remark 4 Since VΠP
0 can simulate NP (Theorem 1), the inclusion NP Rovs ⊆ P Rovs (NP) of [6] for R ovs = (R, +, −, ≤) implies NP Rovs ⊆ P Rovs (VΠP 0 ) .
