Abstract-Numerical diffraction coefficients are presented for vertex-diffracted edge waves induced on an infinitely-thin, perfectly conducting, semi-infinite plane angular sector. The current density on the surface of the plane angular sector is modeled using the physical theory of diffraction (PTD). The vertex-diffracted currents are defined as the difference between the exact and the PTD currents. The difference current is then modeled as a wave traveling away from the corner with unknown amplitude and phase factors. The unknown coefficients for the vertex-diffracted currents are calculated by using a least squares fit approximation. The vertex-diffracted currents are successfully modeled even for narrow angular sectors. The vertex-diffracted currents provide a substantial improvement to the accuracy of RCS patterns in off-specular directions.
I. INTRODUCTION
T HE problem of electromagnetic scattering from a perfectly-conducting plane angular sector has been of interest for many years. An exact solution based on the separation of variables in the sphero-conal coordinate system was first developed by Satterwhite [1] . In his solution, fields and currents are expressed in terms of scalar wave functions that are the solutions of a two-parameter eigenvalue problem of two coupled spherical Lamé differential equations and spherical Bessel functions. The resulting expressions are in the form of eigenfunction expansions. These expansions are slowly convergent and not suitable for high frequency scattering calculations. Based on Satterwhite's solution, several attempts have been made to obtain a tractable approximation that can be used in the high frequency modeling of the angular sector problem [2] , [3] . The eigenfunction expansions for the currents and fields are particularly difficult to evaluate when both the source and observation points are far from the corner.
An efficient numerical evaluation procedure for calculating the radar cross section (RCS) of an elliptic cone was presented in [4] . This procedure is based on using Euler's sequence transformation to accelerate the convergence of the infinite series of eigenfunction expansions. Blume and Krebs [5] approach to derive dyadic diffraction coefficients at the tip of an elliptic cone for nose-on incidence. The same problem was solved by Babich et al. [6] through numerical evaluation of the Fredholm integral equation that is obtained by combining the soft and hard boundary conditions on the surface of the cone [7] . Even though these developments provide certain advantages in terms of describing the behavior of the currents and fields near the tip of the cone, the resulting expressions are difficult to use in numerical calculations. As a result, it was not possible to derive a corner diffraction coefficient from the exact eigenfunction solution. In [8] and [9] , Radlow proposed an exact plane wave spectrum solution to derive diffraction coefficients for a quarter plane. However, Albani [10] later demonstrated that the resulting field expressions do not satisfy the boundary conditions and this solution was incorrect. Lack of a corner diffraction coefficient is a major factor that limits the accuracy of high frequency diffraction techniques. Consider the problem geometry illustrated in Fig. 1 . The current density on the surface of the plate can be approximated using the physical theory of diffraction (PTD) [11] . In the application of high-frequency techniques to 3-D scattering problems, the surface currents are often expressed in the form of equivalent edge currents. The far field is then given by the line integral of the equivalent currents along the edges. When the equivalent edge currents are integrated along a finite or semi-infinite edge, the asymptotic evaluation of the line integral results in end-point contributions. These end-point contributions are interpreted as corner diffracted fields. Based on this idea, uniform theory of diffraction (UTD) vertex diffraction coefficients describing the fields diffracted by the tip of a pyramidal structure when the source point is at a finite distance from the tip were derived in [12] . An approximate corner diffraction coefficient based on the geometrical theory of diffraction (GTD) was first 0018-926X/$26.00 © 2010 IEEE proposed by Burnside and Pathak [13] . The corner diffraction coefficient was derived by asymptotically evaluating the radiation integral containing the GTD equivalent edge currents along the edge of a plane angular sector. It was demonstrated in [14] that the corner diffraction contributions improve the accuracy of radar cross section (RCS) calculations. However, it was shown that this corner diffraction coefficient yields nonunique results for various scattering configurations [15] . Furthermore, the resulting far field is discontinuous at the false shadow boundaries. In order to overcome this discrepancy, a corner diffraction coefficient was formulated in [16] by employing the equivalent edge currents based on the PTD [17] . Since higher order interactions among the edges of the scatterer are not included in this formulation, the resulting corner diffraction coefficients provide an improvement only when the higher order contributions are negligible. A UTD solution for describing corner-diffracted fields was presented by Hill and Pathak [18] , [19] . The corner diffraction coefficients were derived in the UTD format by asymptotically evaluating the plane wave spectral (PWS) representation of the total field scattered from a perfectly-conducting plane angular sector. Asymptotic evaluation of the PWS integral provides the geometrical optics (GO), edge-and corner-diffracted fields. The corner-diffracted fields compensate for the discontinuities in the edge-diffracted fields. More recently, end-point contributions were evaluated based on the incremental theory of diffraction (ITD) [20] . It was shown that the inclusion of the vertex-diffracted currents leads to an accurate representation of the total current far from the vertex. However, the total current density predicted by incorporating the end-point effects fails when nose-on incidence is approached. In this case, the vertex-diffracted edge waves make a significant contribution to the scattered field. Thus, a more complete representation of the corner diffraction phenomenon should include the effect of vertex-diffracted edge waves. Towards this goal, Hansen [21] used the difference between the Method of Moments (MoM) current density and the known high-frequency currents near the corner of a rectangular plate to characterize the behavior of corner diffracted currents. This approach resulted in approximate analytical expressions for vertex diffraction coefficients for a quarter plane that are valid over a limited angular range of forward scattering directions.
In this paper, we present the derivation of numerical diffraction coefficients for the vertex-diffracted edge waves at the tip of a plane angular sector. In contrast to previous works, the expressions for the vertex-diffracted currents can be used in high-frequency modeling of finite scatterers to calculate the corner-diffracted fields. This is because the vertex-diffracted currents provide accurate results for arbitrary direction of incidence and polarization. Based on the PTD, we express the total current on the surface as the sum of the physical optics (PO) current, the fringe wave (FW) currents (edge diffracted currents) from the two edges, and the vertex-diffracted current. The vertex-diffracted current for a given direction of incidence is obtained by subtracting the known PO and edge currents from the total current. The total current is calculated using the exact eigenfunction solution. This approach was previously used by Brinkley [22] for the same purpose. However, only the first-order fringe-wave contributions were used in calculating the vertex-diffracted currents. As a consequence, the solution becomes inaccurate when the total current on the angular sector is dominated by higherorder edge-to-edge interactions. In our derivation, we use up to second order edge-diffracted currents. In order to obtain the double-diffracted FW currents, it is assumed that the secondorder diffraction point is illuminated by the field launched at the first-order diffraction point. Assuming plane wave incidence at the second-order diffraction point, the double-diffracted current can easily be obtained by using the PTD formulation. This method was first introduced in the form of equivalent edge currents in [23] . It should be noted that, in the present formulation we use the FW expressions that are derived from Sommerfeld's half plane solution [24] to account for edge diffractions. Since diffraction is a local phenomenon, each edge of the angular sector can be modeled as a half plane. However, as the diffraction point approaches the vertex, the effect of the truncation on edge-diffracted currents becomes substantial. This truncation effect is equivalent to the aforementioned end-point contributions. The vertex-diffracted currents not only account for the vertex-diffracted edge waves but also include the effect of these contributions and serve as a correction to the FW currents. Once the known contributions are subtracted out from the total current, the remaining portion is interpreted as the corner current associated with the vertex diffraction. The corner current is then expressed in the form of a wave traveling away from the vertex with unknown amplitude and decay factors. Using a least squares fit approximation, these unknown factors are obtained as a function of the angular position of the observation point with respect to the edge of the plane angular sector. We found that the vertex-diffracted currents can be obtained with reasonable accuracy for an arbitrary direction of incidence and angular sector opening [25] . In order to use the vertex-diffracted currents in modeling more complex scattering structures such as aircraft wings or antennas on finite ground planes, the unknown coefficients can be tabulated for all the possible directions of incidence and observation points on the scatterer surface through a pre-processing step. Once tabulated, these coefficients can directly be used in high-frequency treatment of complex radar targets. The vertex-diffracted currents are verified by comparisons with Satterwhite's solution. Furthermore, the RCS pattern obtained by numerically integrating the total high-frequency current over finite scattering structures are compared with the MoM results. The scattering configurations used in the numerical examples are chosen to be the same as the ones used in the previous developments ( [20] , [22] ) to be able to assess the performance of the new derivation.
Section II briefly describes the formulation of the high frequency currents from a PTD point of view. Section III investigates the behavior of the vertex-diffracted currents and summarizes the computation of the diffraction coefficients. Section IV presents the numerical results and discussion, and Section V contains the conclusions.
II. CURRENT DENSITY ON THE PLANE ANGULAR SECTOR
Consider an infinitely-thin, perfectly-conducting plane angular sector illuminated by a plane wave as shown in Fig. 1 .
The current density on the plane angular sector can be expressed as the sum of the physical optics (PO) current, the fringe wave (FW) current and the vertex-diffracted current. The vertex diffracted current is then defined as (1) where is the exact current and is the well-known PO current.
and are the fringe-wave contributions due to the two edges of the angular sector. and denote the edge-to-edge double-diffracted current contributions. An edgefixed coordinate system is defined at each diffraction point O as depicted in Fig. 1 . is the normal and is the tangent to the surface of the half plane. The edge tangent must be defined such that
. With respect to the edge-fixed coordinate system, the incident plane wave is given by where and denote the and the components with the phase referenced to the tip of the angular sector. The edge diffracted fringe wave current on a half plane is obtained by subtracting the PO current from the total current [24] . When the diffraction point O lies on the edge, the parallel and the perpendicular components of the fringe wave current can be expressed as (2) (3) where The direction of propagation for the FW surface current is defined by the intersection of the Keller cone and the plate surface. The FW current from an edge is zero if the diffraction point does not lie on the corresponding edge. Referring to Fig. 1 , this corresponds to for edge and for edge , where is the angle of incidence pertinent to the corresponding edge and is the sector tip angle.
In order to obtain an expression for the double-diffracted currents, (2) and (3) are used at the second-order diffraction point. Consider the diffraction path depicted in Fig. 2 . The diffracted field at is re-diffracted by the other edge at . Assuming plane wave incidence, the FW current due to the diffraction at the second order diffraction point, , can be expressed as (4) in which is the magnetic field diffracted from the firstorder diffraction point, . At the second-order diffraction point , the incident and diffracted rays are and respectively. Therefore, the argument of in (4) is where is measured from as depicted in Fig. 2 . Equation (4) follows directly from (2) and (3) by substituting , and . Using the PO approximation, the magnetic field incident on the second-order diffraction point can be expressed as (5) where is the FW current diffracted by the first edge at . Using (5) in (4), the double-diffracted FW current at point P can be expressed in terms of the first-order FW currents as (6) It is noted that the first-order diffracted current introduces a normal component to the edge along edge 2. Using (6), it can be shown that this component is canceled by the introduction of the second-order diffracted current. The normal component of the first-order diffracted current at is canceled by the normal component of the PO current. Therefore, the edge condition [26] on the current density that is normal to the edges of the angular sector is satisfied by the introduction of double-diffracted currents. Equation (6) is derived based on the assumption that the second order diffraction point is illuminated by a plane wave. This assumption is valid when the argument of the Fresnel function in the incident FW surface current expressions (2) and (3) is large. However, (6) becomes less accurate when the plane wave assumption fails. This occurs when distance between the first-and second-order diffraction points is small. Furthermore, the field incident on the second-order diffraction point is not ray-optical when the second-order diffraction point is in the transition region of the first-order diffracted fields. This is clearly the case when the direction of incidence at is close to edge-on. Thus, for such cases, the higher-order edge-diffracted currents cannot be modeled accurately using (6) . Consequently, Fig. 3 . Plane angular sector in the x 0y plane and the radial cuts. The angular sector is centered in the first quadrant of the x-y plane so thatê 1x =ê 1ŷ. the difference current given by (1) contains information associated with the higher-order edge-diffracted currents in addition to the vertex-diffracted currents. Nevertheless, this does not cause a significant error in the far-zone fields as will be demonstrated by the numerical examples.
III. VERTEX-DIFFRACTED CURRENTS
In this section, we investigate the behavior of the vertex-diffracted currents near the corner of the plane angular sector. We consider the plane angular sector shown in Fig. 3 . The vertexdiffracted current is obtained by subtracting the known edge-diffracted current contributions from the total current as suggested by (1) . Regardless of the tip angle, the plane angular sector is centered in the first quadrant of the x-y plane so that . The total current, , is the exact solution obtained using the eigenfunction solution [1] . The FW contributions are calculated using (2) and (3). First, we assume that a plane angular sector of is illuminated by a polarized plane wave incident from the direction . The vertex-diffracted current is calculated along various radial cuts defined by , the angular position with respect to edge . The amplitude and the phase of the component of the corner current is shown in Fig. 4 . It is observed that the phase behavior is the same as the phase behavior of a wave traveling away from the corner. Furthermore, the amplitude behavior along various radial cuts shows that the functional dependence on the distance from the corner is also a function of the angle . The behavior of the is very similar to that of . Based on this observation, the vertex-diffracted current is formulated as (7) where denotes the or the component of the vertexdiffracted current density.
, and are the unknown functions to be obtained numerically. and are real-valued and are complex-valued. The form of the corner diffracted currents given by (7) can also be deduced by using the corner condition. The behavior of the current density can be described by requiring that the electric energy density is integrable near the corner of the plane angular sector [27] . Furthermore, based on Satterwhite's exact solution it can be shown that, close to the vertex, the vertex-diffracted current must have a radial dependence of for the component and for the component. is the propagation constant and and are the eigenvalues associated with the solutions of the odd Neumann and even Dirichlet problems respectively which are in turn functions of the vertex angle [2] . Therefore, the form assumed in (7) seems to be a natural choice for modeling vertex-diffracted currents.
It is noted that for the results illustrated in Fig. 4 , the sampling locations along the given radial cuts correspond to forward scattering directions with respect to the incidence direction. Thus, there are no multiple edge diffractions involved in calculating the corner currents ( , ). Consequently, the difference current is dominated by the vertex-diffracted currents. When higher-order edge-to-edge diffractions are present, it is important to be able to extract the vertex-diffracted current from the total current in an accurate manner. In many cases, the corner current as defined in (1) may be dominated by the higher-order edge-diffracted currents. To demonstrate this, we consider a 90 angular sector illuminated from the direction . The vertex-diffracted current calculated along the radial cut is shown in Fig. 5 . The current distribution labeled "FW-1" represents the vertex current obtained without subtracting the double-diffracted edge currents(i. e.
). "FW-2" denotes the actual vertex current calculated using (1). The double-diffracted current, is also shown for comparisons with the two types of difference currents. It is observed that when the double-diffracted currents are ignored, the behavior of the difference current agrees with the form assumed by (7) . However, by comparing the phase behavior of this difference current with that of double-diffracted current alone, we deduce that the difference current is dominated by the double-diffracted current. It is noted that the phase behaviors are very similar in the two cases. However, as depicted in Fig. 5 , the magnitude of the vertex-diffracted current is in fact much smaller than the one that is obtained without incorporating the double-diffracted currents. This would definitely result in erroneous far fields. Therefore, incorporation of the double-diffracted currents is quite critical in calculating the vertex-diffracted currents.
In order to obtain the unknowns , and for a given direction of incidence and polarization, the vertex-diffracted current obtained using (1) is uniformly sampled along a specific radial cut . It follows from (7) that (8) (9) The radial distance to the vertex, , denotes the sampling point along the radial cut defined by . The unknowns can be obtained by solving (8) and (9) separately using linear leastsquares fitting [28] . The range of the radial cut should be chosen sufficiently large that the unknown coefficients can be obtained accurately using the least squares fit. However, it must be pointed out that the infinite series of eigenfunction expansions used to calculate the exact current, , converges more slowly as the observation point moves away from the tip of the angular sector. In this paper, we use and with . In our formulation of the eigenfunction expansions, this requires the evaluation of the first 115 terms in the infinite series of the current expression and 15 terms for each eigenfunction expansion. Using these variables, the unknown coefficients over the entire surface for the given incidence direction can accurately be calculated. The singularity exponent,
, and the magnitude of the diffraction coefficient can be expressed as
where
The phase factor and the phase of can similarly be obtained by using (10) and (11) respectively with and . It must be noted that the phase data must be unwrapped to perform the least-square fit (LSF) approximation. The difference current and the LSF approximation that is obtained using (7) for two different cases is shown in Fig. 6 . It is observed that, the vertex-diffracted current can accurately be approximated for any direction of incidence. In Fig. 6 (a) the direction of incidence is . This corresponds to forward scattering which has no double-diffracted currents. On the other hand in Fig. 6 (b), the direction of incidence is chosen to be , for which double-diffracted currents are rather significant. The LSF current density given by (7) agrees well with the difference current except around the immediate vicinity of the vertex.
IV. NUMERICAL RESULTS AND DISCUSSION
We first consider the current density induced on a plane angular sector of 30 for polarized incidence from the direction . The current density obtained using the vertex-diffracted currents is compared with the exact solution in Fig. 7 . The current density is calculated at for , where is the radial distance from the tip and is defined as shown in Fig. 3 . "FW-1" denotes the current density obtained using only the first-order edge-diffracted currents. The solution labeled "FW-2" represents the current density obtained by superimposing the double diffraction contributions to the first order FW currents. "FW+corner" is the current density obtained using both the first-and second-order edge-and vertex-diffracted currents. It is noted that there are no discontinuities in the FW solutions since there are no diffraction shadow boundaries on the surface of the angular sector for the given direction of incidence. For the component of the surface current density, inclusion of the second-order edge-diffracted currents considerably improves the accuracy of the solution. Note from Fig. 7(b) that the first-order only solution tends to be singular at the edges. This is a non-physical behavior. On the other hand, when double-diffracted currents are included, tends to be zero near the edges as it should. In general, the double-diffracted currents provide a significant correction to the component of the total current near the edges. However, the resulting current density is still not accurate because the corner effect is missing. It is observed that corner diffraction has a greater effect on . Inclusion of the double-diffracted currents does not seem to have a substantial improvement on as shown in Fig. 7(a) . However, when the vertex-diffracted current is included, the result agrees very well with the exact solution for both the and components. It is also observed that and satisfy the edge condition.
Next we consider the current density on a 90 plane angular sector for forward scattering directions. For , there are two shadow boundaries for the first-order edge-diffracted currents. These shadow boundaries appear at for edge 1 and at for edge 2. When the direction of incidence is the shadow boundary lines for edges 1 and 2 move to and respectively. Fig. 8 shows the current density for and . The distance at which the current density is plotted in this example is . This is rather close to the tip of the angular sector. Thus the amount of discontinuity at the shadow boundaries is quite large. As the distance to the vertex increases, the amount of discontinuity decreases. In any case, the discontinuity is removed by the inclusion of the vertex diffracted currents. The resulting high frequency current agrees very well with the exact solution. Fig. 9 shows the and components of the current density on the plane angular sector of as a function of the radial distance from the tip along the radial cut . Since the vertex-diffracted currents are strongly guided around the edges (Fig. 7) , it is particularly important to predict the vertex-diffracted currents accurately near the edges. The angular sector is illuminated by a polarized plane wave incident from the direction . It is observed that the total high frequency current agrees well with the exact solution except at distances very close to the tip. Similar behavior was observed in general for any given direction of incidence. This behavior is expected since the vertex-diffracted currents are not expected to be ray-optical in the immediate vicinity of the vertex. We observed that this does not cause any substantial error in the RCS pattern. In Fig. 10(a) , we present the amplitude of the numerical diffraction coefficient as a function of for various directions of incidence for a 90 angular sector illuminated by a polarized plane wave. It is observed that the diffraction coefficient becomes singular at the two edges of the plane angular sector. The vertex-diffracted waves are strongly guided by the edges of the angular sector as suggested by the edge condition [26] . As demonstrated in the earlier numerical example, the vertex-diffracted currents correct the discontinuity of the edge-diffracted currents at the shadow boundary lines. This is the part of the vertex-diffracted currents that accounts for the truncation of the FW currents. As a consequence, the diffraction coefficients are discontinuous at the shadow boundaries. It is noted that for (continuous line) the discontinuities at and correspond to shadow boundaries for the double diffracted rays. Similarly, for the diffraction coefficient is discontinuous at and due to discontinuities associated with the first-order diffracted rays from edges and . Fig. 10(b) shows the phase factor as a function of . It is observed that the phase factor is close to 1 for the entire angular range except around the transition regions. This verifies that the vertex-diffracted fields behave like a spherical wave traveling away from the vertex. Fig. 11(a) shows the singularity exponent for the same scattering configurations. Similar to and , is discontinuous at the shadow boundary lines associated with the first-and second-order edge diffracted rays. The steep variation of the coefficients around the shadow boundary lines are associated with the non ray-optical behavior of the edge-diffracted currents over these regions. The form of the vertex-diffracted current in (7) is not as accurate in these transition regions. It must also be noted that, far from the vertex and away from the transition regions, the and components of the vertex current density must have a radial dependence of and respectively. Therefore, far from the vertex and away from the transition regions, and should in fact approach 1 and 2 respectively. However, it also known from the exact solution that close to the tip of the sector, the functional dependence of the current density on the radial distance to the vertex is also a function of . Thus, we are in fact approximating different kinds of behaviors using a single model. Fig. 11(b) shows and for a 90 angular sector illuminated by a polarized plane wave incident from the direction . and were calculated by sampling the difference current over the regions and . It is observed that far from the transition regions, as the extent of the region over which the coefficients are calculated is increased, the far-zone behavior of the coefficients start to dominate ( and increase). For it is expected that and . The total current density obtained using the vertex-diffracted currents are integrated numerically to find the RCS of finite scattering structures of various shapes. First we consider the monostatic RCS of a 30 isosceles triangular plate depicted in the inset of Fig. 12(a) . The RCS pattern is calculated in the plane. This is a common scattering configuration that has been studied in previous developments [20] , [22] , [29] to test the performance of the high-frequency solutions. In this configuration, because of the narrow tip angle , the vertex-diffracted currents and the higher order interactions among the edges and corners makes a significant contribution to the RCS pattern when grazing directions are approached. Fig. 12(a) shows the co-polar RCS of a triangular plate of height for a polarized incident field. "PTD-1" denotes the RCS pattern that is obtained by using only the first order edge diffracted currents. In "PTD-2", the double diffracted FW currents are incorporated in the solution. "PTD+corner" is the pattern obtained using the total high frequency current. It is observed that the double-diffracted currents are of minor importance when the incident field is vertically polarized. On the other hand, the vertex-diffracted currents improve the accuracy of the RCS pattern by as much as 20 dB over the angular range . This improvement is mainly due to the contributions from the vertex-excited currents at corner 1. Consider the vertex contributions when nose-on incidence is approached . In this case, the incident E-field is perpendicular to the scattering surface. As a result, there is no contribution from corner 1 and its two edges. The main contribution near nose-on incidence is due to the back edge and corners 2 and 3. The corner diffraction contribution due to these corners is very weak in the x-z plane. Thus, near nose-on incidence the RCS is dominated by the contributions from the edge along the y-axis. The small discrepancy around is attributed to the higher order interactions among the edges. As approaches 180 , the far field is dominated by the contributions from corner 1. Fig. 12(b) shows the co-polar RCS pattern of the same triangular plate for polarized incident field. Since the incident field in this case is parallel to the surface of the plate, the contribution from corner 1 is significant when nose-on incidence is approached. The effect of the double diffracted currents is evident in the RCS pattern. In calculating the double-diffracted currents, we employ ray tracing to find the first-and second-order diffraction points along the edges. Then we assume that the second-order diffraction point is illuminated by a plane wave. This assumption is valid when the two diffraction points are well separated. However, as the corner is approached, the first-order diffraction point becomes closer to the second-order diffraction point and this assumption is no longer valid. For horizontal polarization , the disagreement between the MoM and the PTD patterns over the angular range is mainly due to the incomplete modeling of the higher-order edge-diffracted currents. Nevertheless, the vertex-diffracted currents act as a correction factor for the edge-diffracted currents and improve the resulting RCS pattern.
In order to demonstrate the effect of the higher order diffraction mechanisms that have not been incorporated in the solution, we consider the scattering configuration in the previous example with a triangular plate of . Fig. 13 shows the co-polar RCS pattern for a polarized incident field. The resulting pattern ("PTD+corner") agrees better with the MoM pattern as compared to the previous example. It is noted in Fig. 13 that, the RCS pattern obtained using the MoM is almost completely reconstructed when the corner diffraction terms are included over the angular range . This indicates that the discrepancy between the MoM and the high frequency patterns in Fig. 12(a) is indeed associated with the higher-order mechanisms such as corner-to-corner and corner-to-edge diffractions. As the plate size gets larger, the effect of these interactions become weaker. Even though not included in the present formulation, corner-to-corner and corner-to-edge interactions can be calculated with reasonable accuracy as demonstrated in [30] . Fig. 14 shows the bistatic RCS of a square plate of width . We consider the co-polar and cross-polar patterns for a polarized field incident from the direction . The RCS pattern is calculated at . Up to second-order edge-diffracted fields are included in the solution "PTD". For , the vertex-diffracted currents have a significant effect on the RCS pattern around and . For the cross-polar case, the PTD approximation seems to perform much better. This indicates that corner diffraction is not as significant. Nevertheless, the resulting high-frequency pattern agrees well with the MoM result.
Finally, in order to demonstrate the effect of vertex-diffracted currents for a polarized incident field, we consider the RCS of the plate for . The high-frequency pattern agrees very well with the MoM pattern for both polarizations as shown in Fig. 15 . It should be noted that the RCS pattern is slightly overestimated near and . This discrepancy is possibly due to the incomplete formulation of the double-diffracted currents and the higher-order diffraction mechanisms. Since the direction of incidence is close to grazing, higher-order interactions among different scattering centers such as third-order edge diffraction and corner-to-edge diffraction, are significant in this case.
V. CONCLUSION
In this paper, numerical diffraction coefficients for vertex-diffracted edge waves have been derived. The current density on the surface of the plane angular sector is modeled using the PTD. The vertex-diffracted currents are then defined as the difference between the exact and PTD currents. Based on the known physical behavior of the vertex-diffracted currents, the difference current is modeled as a wave traveling away from the corner. The unknown coefficients for the vertex-diffracted currents are obtained by applying a least squares fit approximation to the difference current. In many practical situations, multiple edge diffractions play an important role in calculating the current density on a polygonal flat plate. Thus, in order to be able to identify the vertex-diffracted currents in an accurate manner for arbitrary directions of incidence, it is important to eliminate the higher order edge effects from the total current. Up to second-order edge-diffracted currents are incorporated in our derivations. Unlike the previous developments, we were able to extract the vertex-diffracted currents even for a narrow plane angular sector. The vertex-diffracted currents have been validated by direct comparisons with the exact solution on the plane angular sector.
The term "corner diffraction" is often used in the literature to describe the effect of the truncation of the edge diffracted currents at the tip of the plane angular sector. In the present development, vertex-diffracted currents also include the effect of the vertex-excited edge waves. Since the vertex-diffracted currents are numerically derived, in the RCS calculations it is necessary to solve the problem of diffraction from a semi-infinite plane angular sector for the given direction of incidence and polarization. However, calculation of the exact current is computationally intensive, and this requires additional cpu time especially for monostatic RCS calculations. In order to decrease the computational requirement as much as possible, we choose the maximum range of the radial cut over which the difference current is sampled as small as possible when fitting the vertex-diffracted currents. Furthermore, we pre-process the scattering structure for monostatic RCS calculations to tabulate the corner diffraction coefficients as a function of all the possible incidence directions and observation points on the surface of the scatterer. Once the unknown coefficients are tabulated, they are used directly in the RCS computation to find the vertex-diffracted currents from a pertinent corner on the finite scatterer. In contrast to previous works, the vertex-diffracted currents provide accurate results for arbitrary direction of incidence and polarization even for narrow angular sector openings. We have demonstrated using 3-D scattering problems that the vertex-diffracted currents provide a remarkable improvement in the accuracy of RCS patterns in the low-level regions. The accuracy could further be improved by incorporating the higher-order diffraction mechanisms in the solution.
