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Abstract
We study deformations of three-dimensional large N CFTs by double-trace operators
constructed from spin s single-trace operators of dimension ∆. These theories possess UV
fixed points, and we calculate the change of the 3-sphere free energy δF = FUV − FIR. To
describe the UV fixed point using the dual AdS4 space we modify the boundary conditions
on the spin s field in the bulk; this approach produces δF in agreement with the field theory
calculations. If the spin s operator is a conserved current, then the fixed point is described by
an induced parity invariant conformal spin s gauge theory. The low spin examples are QED3
(s = 1) and the 3-d induced conformal gravity (s = 2). When the original CFT is that of N
conformal complex scalar or fermion fields, the U(N) singlet sector of the induced 3-d gauge
theory is dual to Vasiliev’s theory in AdS4 with alternate boundary conditions on the spin s
massless gauge field. We test this correspondence by calculating the leading term in δF for
large N . We show that the coefficient of 1
2
logN in δF is equal to the number of spin s− 1
gauge parameters that act trivially on the spin s gauge field. We discuss generalizations of
these results to 3-d gauge theories including Chern-Simons terms and to theories where s is
half-integer. We also argue that the Weyl anomaly a-coefficients of conformal spin s theories
in even dimensions d, such as that of the Weyl-squared gravity in d = 4, can be efficiently
calculated using massless spin s fields in AdSd+1 with alternate boundary conditions. Using
this method we derive a simple formula for the Weyl anomaly a-coefficients of the d = 4
Fradkin-Tseytlin conformal higher-spin gauge fields. Similarly, using alternate boundary
conditions in AdS3 we reproduce the well-known central charge c = −26 of the bc ghosts in
2-d gravity, as well as its higher-spin generalizations.
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1 Introduction and summary
A Conformal Field Theory (CFT) in d dimensions is dual to a gravitational theory in AdSd+1
endowed with a particular choice of boundary conditions [1–3]. For example, a local scalar
operator O(xµ) with dimension ∆ is dual to a scalar field Φ(z, xµ) that behaves as z∆ near
the AdS boundary. The possible values of ∆ are determined by the mass of the scalar field
in the bulk:
∆± =
d
2
±
√(
d
2
)2
+m2 , (1.1)
where the AdS radius has been set to 1. The dimension ∆− is allowed only in the range
−(d/2)2 < m2 < −(d/2)2 + 1 [4, 5]; using it for greater values of m2 results in an operator
dimension that violates the unitarity bound. An RG flow from a large N CFT where the
operator O has dimension ∆− to another CFT where it has dimension ∆+ takes place when
the double-trace operator O2 is added to the action [6, 7]. The effect of this flow on the
partition function of the Euclidean CFT on the d-dimensional sphere has been studied in a
number of papers [7–11].
These results have interesting applications to AdS4/CFT3 dualities involving Vasiliev’s
interacting higher-spin gauge theories in AdS4 [12–15]. These theories have been conjec-
tured to be dual to 3-d CFTs such as the critical O(N) model [16], or the Gross-Neveu
model [17,18], or various large N Chern-Simons theories coupled to conformal matter in the
fundamental representation of the gauge group [19, 20]. Such AdS/CFT dualities are often
called “vectorial” because the dynamical fields in the CFT are N -vectors rather than N ×N
matrices. In particular, the scalar O(N) model has been conjectured [16] to be dual to the
minimal type-A Vasiliev theory containing gauge fields of all even spin in AdS4, while the
Gross-Neveu model has been conjectured [17, 18] to be dual to the minimal type-B Vasiliev
theory.1 Considerable evidence has been accumulated in favor of the vectorial AdS4/CFT3
1An important distinction between the type A and B parity invariant Vasiliev theories is that in the
former the scalar field has positive parity, while in the latter it has negative parity [13,17].
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dualities [21–29], and we will make further use of them in this paper.
The possibility of two different conformally invariant AdS boundary conditions extends
in an interesting way to fields of spin s > 0. For example, to a spin 1 conserved U(1) current
Jµ in a 3-dimensional CFT there corresponds a massless gauge field Aµ in AdS4 with the
boundary condition that the magnetic field Fij vanishes at the AdS boundary z = 0. If
instead the electric field Fiz is required to vanish at the boundary, then the U(1) symmetry
of the CFT becomes gauged [30]. These facts have applications to the versions of Vasiliev
theory that contain gauge fields of all integer spin in AdS4. The type A such model is dual
to the U(N) symmetric 3-d CFT of N complex scalar fields [16], while the type B model
is dual to the theory of N Dirac fermions [17, 18]. The ability to change the boundary
conditions for the spin 1 field makes it plausible [31] that the type A or B Vasiliev theory
in AdS4 with the electric boundary condition on the spin 1 field is dual to 3-dimensional
CFTs where the U(1) gauge field is coupled to a large number N of conformally invariant
complex scalar or fermion fields, i.e. the 3-dimensional “induced” QED [32] restricted to
the SU(N) singlet sector. A more general, mixed boundary condition on the U(1) gauge
field in AdS4 results in addition of the Chern-Simons term for the dynamical U(1) gauge
field in QED3 [30]. There is an SL(2,Z) action on the resulting set of 3-d CFTs [30]. The
possibility of imposing modified boundary conditions on spins s ≤ 1 in Vasiliev’s theory was
also used in [33] in constructing higher-spin duals of various supersymmetric Chern-Simons
matter theories. Besides considering the U(1) symmetries Ref. [33] also considered gauging
non-abelian symmetries. Non-abelian gauge fields can appear in supergravity as well as in
Vasiliev theory; with standard boundary conditions they correspond to non-abelian global
symmetries in the dual field theory. Changing the boundary conditions in AdSd+1 is expected
to lead to a non-abelian induced gauge theory in d dimensions.
Another very interesting special case is s = 2. Modifying the boundary condition for
the graviton in AdS4 makes the metric fluctuating also in the dual boundary theory [34,35].
The resulting 3-d theory then describes a Weyl invariant gravity induced by coupling to
conformal matter. The effective action for this theory was explored at the quadratic order
for gravitons in [34]. A further study of the modified boundary conditions in AdS4 indicated
that the correspondence with 3-d induced gravity works at the full non-linear level [35].
Furthermore, the conformal graviton spectrum around flat space was found in [35] to be free
of ghost-like modes for all odd d, suggesting that these induced theories are unitary at least
in perturbation theory (on the other hand, in even d there are ghosts, as familiar in the
case of d = 4 Weyl gravity [36]). Using these ideas, we will conjecture, for example, that
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modifying the graviton boundary conditions in Vasiliev’s minimal type A theory makes it
dual to the O(N) singlet sector of the Weyl invariant 3-d gravity coupled to N conformal
scalar fields φi, i = 1, . . . , N . The path integral for this theory is
Z3-d gravity =
∫
[Dgµν ][Dφ
i]
Vol(Diff)Vol(Weyl)
e−S , (1.2)
S =
∫
d3x
√
g
(
gµν∂µφ
i∂νφ
i +
1
8
R(φi)2
)
. (1.3)
Similarly, it is plausible that the minimal type B Vasiliev theory with modified graviton
boundary conditions is dual to the O(N) singlet sector of the Weyl invariant 3-d gravity
coupled to N massless fermions. As for the s = 1 case, for s = 2 there is a possibility
of mixed parity-violating boundary conditions in AdS4 [34, 35, 37, 38], which correspond to
adding to the 3-d action the gravitational Chern-Simons term iκ
∫
tr(ω ∧ dω+ 2
3
ω3) [39,40].
Similarly, the N = 8 superconformal gravity coupled to the BLG/ABJM theory was studied
in [41–43]. The crucial role of alternate boundary conditions in AdS4 was noted there as
well.
In analogy with the above discussions, it is possible to modify the AdS4 boundary condi-
tions for higher-spin fields with s > 2. This modification results in gauging the corresponding
higher-spin symmetries in the 3-d boundary theory,2 as was proposed some time ago at the
level of the linearized approximation [34] (see also [45]) and studied more recently in the
context of the fully non-linear Vasiliev higher-spin theory [44]. The non-linearities have the
important effect that, when an s > 2 current is gauged, one may need to gauge all remaining
currents too.3 In that case, the 3-d dual of a minimal Vasiliev theory in AdS4 is expected
to be a Weyl invariant theory of gauge fields of all even spins induced by the coupling to N
conformal scalar or fermion fields. On the other hand, the gauged s = 1 and s = 2 exam-
ples discussed above do not require gauging higher-spin symmetries, because the non-linear
gauge transformations for spin s ≤ 2 form a closed subalgebra of the higher-spin algebra.
The 3-d theory where currents of all spin are gauged is clearly more complicated than either
3-dimensional QED or the induced gravity theory in (1.2). Such an induced higher-spin
2 One motivation for studying the theories where some of the currents are gauged, which was stressed
in [44], is that they do not obey the theorem of [24]. This theorem requires theories with exactly conserved
higher spin currents to be free. However, when some of the currents are gauged the remaining ones are not
conserved; therefore, the theorem of [24] does not apply. For example, the 3-d QED coupled to N flavors
is obviously not a free theory, even when N is large. The theory obtained by gauging the whole set of HS
currents also does not obey the theorem of [24], being a higher spin gauge theory (in particular including
gravity), while [24] assumes a CFT with global HS symmetries and corresponding exactly conserved currents.
3 We thank M. Vasiliev for stressing this to us.
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gauge theory was studied in [46], and some progress has been recently made using twistor
space techniques in the unfolded formulation [44]. It is also interesting to ask if a truncation
of this 3-d theory to a finite number of higher-spins is possible.
In this paper we will subject these Anti-de Sitter/Induced Gauge Theory (AdS/IGT)
correspondences to some new tests in the regime where N is very large; in this limit the
Vasiliev theories in AdS4 become weakly coupled while the path integrals in the 3-d theory
can be studied semi-classically. We will calculate the change in the 3-sphere free energy
F = − log |ZS3| produced by the gauging of a symmetry with s ≥ 1. We will then show
that this change agrees with the corresponding calculation in Euclidean AdS4, which uses
modified boundary conditions for a spin s gauge field. In fact, in QED3 coupled to N
conformal scalar or fermion fields the 3-sphere free energy was studied in [47] with the result
FQED − Ffree = 12 logN + O(N0). We will show that for the gauging of spin s current this
expression generalizes to
F
(s)
gauged − F (s)free =
(4s2 − 1)s
6
logN +O(N0) . (1.4)
As we will discuss in section 4, the coefficient of 1
2
logN is the number of spin s−1 conformal
Killing tensors (equivalently, these are the conformal higher-spin currents which were found
in [48] following [49]). Each such tensor corresponds to a missing gauge invariance (a zero
mode of the operator Og defined in (4.3) that takes a rank s− 1 traceless symmetric tensor
to a pure gauge mode of a spin s gauge field) in the 3-dimensional theory of the spin s
gauge field. These tensors transform in the [s − 1, s − 1] irreducible representation of the
conformal group SO(4, 1) (its Young tableaux has two rows of length s − 1) [50, 51]. The
AdS/CFT correspondence relates a conformal Killing tensor in d dimensions to a traceless
Killing tensor in AdSd+1 [52]. In section 7 we will study this relation in detail with special
emphasis on the AdS boundary behavior of the Killing tensors.
In addition to studying the gauging of conserved higher-spin currents, we will study the
closely related problem of deforming a 3-d CFT by a double-trace operator Jµ1µ2...µsJ
µ1µ2...µs ,
where the spin s single-trace operator Jµ1µ2...µs has dimension ∆. If ∆ > 3/2, then the double-
trace operator is irrelevant; such irrelevant deformations were discussed for s ≥ 1 in [34].
For large N it is possible to show that the deformed theory possesses a UV fixed point where
the spin s operator has dimension ∆− = 3 − ∆ + O(1/N). In this case, we will find using
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both the 3-d field theory and AdS4 calculations that
δF
(s)
∆ ≡ F (s)UV − F (s)IR =
(2 s+ 1)pi
6
∫ ∆
3/2
(
x− 3
2
)
(x+ s− 1)(x− s− 2) cot(pix) . (1.5)
For spin s ≥ 1, ∆− cannot satisfy the unitarity bound ∆(s) ≥ s + 1. The only cases where
unitarity appears to be restored is when the spin s current is conserved and has ∆ = s+ 1;
then ∆− is the dimension of the dual spin s gauge field, which is not a gauge invariant
operator, so there is no obvious issue with unitarity.
While in odd dimensions d the parity invariant conformal higher-spin gauge theories have
induced non-local actions, in even d there are theories that are local and Weyl invariant for
any spin s (these local actions are the coefficients of the induced logarithmically divergent
terms [35, 53–55]). For example, in d = 4 they are the free Maxwell theory (s = 1), the
conformal gravity (s = 2) [56], and their Fradkin-Tseytlin higher-spin generalizations [36].
These conformal higher-spin theories have actions involving more than two derivatives in con-
trast with the two-derivative quadratic Fronsdal actions [57]. This is evident already for the
s = 2 conformal theory whose action is the square of the Weyl tensor. The role of the Weyl-
squared gravity in the AdS/CFT correspondence has been explored for some time [35, 53].
A relation between conformal d = 4 higher-spin theories and massless higher-spin theories
in AdS5 was proposed in [54, 55]. Our approach of using alternate boundary conditions for
massless spin s gauge fields in Euclidean AdSd+1 indeed relates them to conformal spin s
gauge fields on Sd. As an application of these ideas, in section 9 we will demonstrate that
the massless spin s fields in AdSd+1 endowed with alternate boundary conditions provide
an efficient way for calculating the Weyl anomaly a-coefficients of conformal spin s theories
in even d. In particular, we will reproduce the Weyl anomaly a-coefficient of the d = 4
conformal gravity [36,56] and conjecture a formula generalizing it to all conformal 4-d gauge
theories of integer spin s > 0:
as =
s2
180
(1 + s)2[3 + 14s(1 + s)] . (1.6)
Similarly, we may consider higher-spin theories in AdS3 [58–60] whose dual d = 2 CFTs
have W symmetries [61–66]. Changing the boundary conditions in the bulk corresponds
to gauging these symmetries. From the one-loop determinants of graviton and higher-spin
gauge fields with alternate boundary conditions in AdS3, we reproduce the well-known central
charge c = −26 of the bc ghosts in 2-d gravity [67], as well as its higher-spin generalization
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[68]: cs = −2(1 + 6s(s− 1)) .
2 Double-trace deformations with higher-spin opera-
tors
We start by analyzing the double-trace deformations with s ≥ 1 in the case where the single-
trace spin s operator has dimension ∆ 6= s + 1. As remarked in the introduction, these
deformations are somewhat less desirable than those with ∆ = s+ 1 due to the appearance
of operators that violate the unitarity bound. Nevertheless, the theories with ∆ 6= s+ 1 are
still interesting conceptually, and they are somewhat simpler computationally because we
do not have to worry about gauge invariance. As a consequence of this fact—and we will
show this in detail in the following sections—the difference in free energies δF
(s)
∆ is order N
0
when ∆ 6= s + 1, while it is order logN when ∆ = s + 1, as advertised in (1.5) and (1.4).
In this section we begin with the cases ∆ 6= s + 1 and use field theoretic arguments to
demonstrate (1.5) for small values of s. In section 4 we then discuss the implications of
gauge invariance when ∆ = s+ 1.
Before turning to the calculation, however, we mention two interesting features of the
result in (1.5). The first observation is that δF
(s)
∆ is positive for 3/2 < ∆ < 2 for all s. When
s = 0 this is required by the F -theorem [11,69–72]—in fact, in that case δF must be positive
when 3/2 < ∆ < 5/2. For ∆ > 5/2 the UV fixed point is non-unitary because ∆− < 1/2,
and the F -theorem is not required to hold. Indeed, for ∆ greater than ≈ 2.73423 there is
a region where FUV − FIR is negative, as illustrated in figure 1.4 Similarly, when s ≥ 1 one
of the fixed points is always non-unitary, and so the F -theorem does not require δF to be
positive. It is therefore interesting that δF
(s)
∆ is always positive for 3/2 < ∆ < 2, but the
significance of this observation is unclear.
The second observation, which is also illustrated in figure 1, is that δF
(s)
∆ diverges loga-
rithmically as ∆→ 2 when s ≥ 1. Furthermore, if we take ∆ = s+ 1− , where  1, and
concentrate on the contribution of the upper integration limit in (1.5), then we find
δF
(s)
∆ = −
(4s2 − 1)s
6
log +O(0) . (2.1)
This result shows, in some sense, how the result in (1.4), which is valid strictly when ∆ = 1+s,
4Similarly, the Zamolodchikov c-theorem [73] is not applicable to non-unitarity theories. For explicit
violations of the c-theorem in non-unitary theories see, for example, [74, 75].
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Figure 1: δF
(s)
∆ plotted as a function of ∆ for s = 0, 1, 2, and 3. When s = 0 this quantity
is required by the F -theorem to be positive for 3/2 < ∆ < 5/2, but outside of this range
and also for higher-spin, the F -theorem does not apply since one or both of the fixed points
is non-unitary. The exception is when ∆ = s + 1, since in this case the naive unitarity
arguments are not valid.
emerges from the case of more general double-trace deformation. The conclusion is that
gauging a symmetry in a large N CFT makes δF logarithmically large.
2.1 General strategy
The RG flow we are considering may be constructed explicitly as follows. Let S0 be the
action of a large N CFT defined on a conformally flat background with metric gµν . We
perturb S0 by the irrelevant deformation proportional to the double-trace operator J
2 to
obtain the action
S = S0 +
λ0
2
∫
d3x
√
gJµ1µ2...µs(x)J
µ1µ2...µs(x) , (2.2)
where Jµ1µ2...µs is a symmetric traceless tensor. This theory has a UV fixed point where
Jµ1µ2...µs has dimension ∆− = 3−∆ + O(1/N). To demonstrate this, we use the Hubbard-
Stratonovich transformation to write the action with the help of a spin s auxiliary field
hµ1µ2...µs :
S = S0 −
∫
d3x
√
g(x)
[
hµ1...µs(x)J
µ1...µs(x) +
1
2λ0
hµ1...µsh
µ1...µs
]
. (2.3)
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A study of the induced action for hµ1µ2...µs shows that the last term is negligible at the UV
fixed point [34]. When the current Jµ1µ2...µs is conserved, the auxiliary field hµ1µ2...µs assumes
the role of a spin s gauge field.
One can evaluate the ratio Z/Z0 of the partition functions corresponding to S and S0
perturbatively in 1/N as follows. Integrating out the fields that appear in the undeformed
action S0, one can write the partition function of the deformed theory (2.3) as
Z/Z0 =
∫
Dhµ1...µs
〈
exp
(∫
d3x
√
g(x)hµ1...µs(x)J
µ1...µs(x)
)〉
0
, (2.4)
where on the right-hand side the expectation value is computed with the measure exp[−S0].
Expanding the exponential and using the fact that 〈Jµ1...µs(x)〉0 = 0, as appropriate for a
CFT on a conformally flat space, one obtains
Z = Z0
∫
Dhµ1...µse
−Seff[hµ1...µs ] , (2.5)
where the effective action for the auxiliary field is to quadratic order given by
Seff = −1
2
∫
d3x d3y
√
g(x)
√
g(y)hµ1...µs(x)hν1...νs(y)〈Jµ1...µs(x)Jν1...νs(y)〉conn0 + . . . . (2.6)
The expansion in (2.6) is given in terms of connected correlators of the spin s operator, which
are all assumed to be O(N). At large N the typical fluctuations of hµ1...µs are O(N
−1/2),
and therefore the contributions to the partition function of the higher order terms in hµ1...µs ,
that were not exhibited in (2.6), become negligible. The functional integral (2.5) can then
be evaluated in the saddle-point approximation:
Z ≈ Z0(detK)−1/2 , (2.7)
where the operator K given as an integration kernel can be expressed as
Kµ1...µs;ν1...νs(x, y) = −〈Jµ1...µs(x)Jν1...νs(y)〉conn0 . (2.8)
The expression (2.7) is valid on any conformally flat space.
Specializing to the case where the background metric is that of the unit S3, (2.7) implies
δF
(s)
∆ = − log
∣∣∣∣ ZZ0
∣∣∣∣ = 12 tr logK +O(1/N) . (2.9)
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To calculate δF
(s)
∆ one would therefore need to sum the logarithms of the eigenvalues of the
kernel K on S3 weighted by their multiplicities.
An explicit formula for K can be written down most easily if we parameterize S3 through
the stereographic projection from R3. In other words, let us introduce the metric
ds2S3 =
4(
1 + |x|2)2 [(dx1)2 + (dx2)2 + (dx3)2] , (2.10)
as well as the frame
ei =
2
1 + |x|2dx
i . (2.11)
In this frame, the kernel (2.8) is constrained by conformal invariance to be5
Ki1...is
j1...js(x, y) = N C
((
1 + |x|2) (1 + |y|2)
4 |x− y|2
)∆
I(i1
(j1Ii2
j2 · · · Iis)js) , (2.12)
where C is an N -independent normalization constant, and
I ij ≡ δij − 2(x
i − yi)(xj − yj)
|x− y|2 . (2.13)
In (2.12), the symmetrizations are performed with total weight one and include the removal
of all the traces. Importantly, the kernel K is linear in N .
3 Explicit field theory calculations
3.1 Symmetric traceless tensor harmonics on S3
The eigenvalues of K can be found with the help of rotational symmetry on S3; the eigen-
functions of K must be symmetric traceless tensor harmonics on S3. For spin 0, these
harmonics are the usual spherical harmonics on S3 which transform as the (n,n) irreps6 of
the isometry group SU(2)L×SU(2)R—they are just traceless symmetric polynomials in the
standard embedding coordinates of S3 into R4. The space of normalizable functions on S3
5Frame indices are raised and lowered with the flat metric.
6We write the spin j representation of SU(2) as 2j+ 1.
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therefore decomposes under SO(4) as
∞⊕
n=1
(n,n) . (3.1)
For every positive integer n, there are n2 scalar harmonics, which we denote by Yn`m(x), with
0 ≤ ` < n and |m| ≤ `. Explicit expressions for these scalar harmonics are given in (A.11).
For spin s, the space of rank s symmetric traceless tensors on S3 decomposes under SO(4)
as
∞⊕
n=s+1
s⊕
s′=−s
(n + s′,n− s′) . (3.2)
In other words, there are 2s + 1 towers of modes indexed by s′, where there are n2 − s′2
modes in each tower, with n > s. We denote these harmonics by Hs′,n`mµ1...µs(x), with s
′ ≤ ` < n
and −` ≤ m ≤ `. Explicit expressions for s ≤ 3 are given in Appendix A.
The reason for the decomposition (3.2) is easy to state. Starting with the three SU(2)L
Killing vectors (or the corresponding one-forms obtained by lowering indices with the met-
ric), one can construct rank-s traceless symmetric tensors by taking traceless symmetric
tensor products of these Killing vectors. Angular momentum addition guarantees that these
tensors transform as (2s + 1,1) under SU(2)L×SU(2)R. The most general rank-s traceless
symmetric tensor on S3 is a linear combination of these (2s + 1,1) tensors with coefficients
that depend on position. These coefficients are functions on S3, so they can be expanded in
the basis of scalar spherical harmonics, which as mentioned above transform as (n,n) under
SO(4). The traceless symmetric tensors therefore transform as the tensor sum of products
(n,n)⊗ (2s + 1,1) over all n ≥ 1. This description yields (3.2) after a shift in n.
All the harmonics in a given irreducible representation of SO(4) are eigenfunctions of
K corresponding to the same eigenvalue. Let kn,s′ be the eigenvalue corresponding to each
term in (3.2): ∫
d3y
√
g(y)Kµ1...µs
ν1...νs(x, y)Hs′,n`mν1...νs (y) = kn,s′H
s′,n`m
µ1...µs
(x) . (3.3)
Then
δF
(s)
∆ =
1
2
∞∑
n=s+1
s∑
s′=−s
(n2 − s′2) log kn,s′ . (3.4)
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Because the kernel (2.12) is invariant under the Z2 reflection symmetry that exchanges
SU(2)L with SU(2)R, we must have kn,s′ = kn,−s′ . Since the eigenvalue kn,s′ doesn’t depend
on the quantum numbers ` and m, we can write
kn,s′ =
1
n2 − s′2
∑
`,m
∫
d3x d3y
√
g(x)
√
g(y)Hs′,n`mµ1...µs(x)
∗Kµ1...µs;ν1...νs(x, y)Hs′,n`mν1...νs (y) . (3.5)
The average over all the states in a given irreducible representation of SO(4) makes the
product H(x)∗K(x, y)H(y) depend only on the relative angle between x and y. One can
then perform five of the six integrals in (3.5), which gives
kn,s′ =
64pi3
n2 − s′2
∫
dr
r2
(1 + r2)3
Zs′,nµ1...µs;ν1...νs(rvˆ)K
µ1...µs;ν1...νs(rvˆ, 0) , (3.6)
where vˆ is an arbitrary unit vector, say vˆ = (0, 0, 1), and Z is a tensor “zonal” harmonic
defined as
Zs′,nµ1...µs;ν1...νs(x) ≡
∑
`,m
Hs′,n`mµ1...µs(x)
∗Hs′,n`mν1...νs (0) . (3.7)
We can thus find kn,s′ by performing only a one-dimensional integral. All that remains to
do is to find explicit expressions for the tensor zonal harmonics Zs′,n and the kernel K. We
will do so in specific examples.
Before discussing the order N0 corrections to δF
(s)
∆ , however, we are already in position
to show that the logN correction vanishes when ∆ 6= s + 1. From (3.6) and (2.12), we see
that each kn,s′ is proportional to N and the normalization factor C. The logN correction to
δF
(s)
∆ is then found by evaluating the divergent sum
δF
(s)
∆ =
(
1
2
∞∑
n=s+1
s∑
s′=−s
(n2 − s′2)
)
logN +O(N0)
=
(
s+
1
2
)[
ζ(−2, s+ 1)− s(s+ 1)
3
ζ(0, s+ 1)
]
logN +O(N0)
= O(N0)
(3.8)
through zeta function regularization. In simplifying the second line above we have used
a standard identity for the Hurwitz zeta-function. We may use the same computation to
show that (i) the O(N0) term does not depend on the normalization factor C, and (ii) if
we reinstate the radius R of the S3, the potential logR term vanishes. This latter point is
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important; since there is no anomaly in 3-d, the quantity δF
(s)
∆ must not have any dependence
on the radius R through terms that cannot be removed by the addition of local counter-terms.
A logR term is an example of such a term that cannot be removed.
3.2 Particular cases
We now calculate the order N0 term in δF
(s)
∆ explicitly for s = 0, 1, and 2, and we show that
the results are consistent with (1.5). The s = 0 calculation has been performed in [10, 11],
and as a warmup we begin by reviewing that computation. We have also performed the
s = 3 calculation explicitly. Some of the details may be found in Appendix A and B.
3.2.1 Spin 0
For s = 0 we have only one type of eigenvalue, kn,0. Using (2.12) we see that the kernel is
given simply by
K(rvˆ, 0) =
N C
(2 sin(χ/2))2∆
, (3.9)
where we have defined
r ≡ tan χ
2
. (3.10)
To compute the zonal harmonics we use the definition in (3.7) along with the explicit ex-
pressions for the spherical harmonics, given in appendix A.1.1, and we find
Z0,n(rvˆ) =
∑
`,m
Yn`m(χ, θ, φ)Yn`m(χ = 0)
= Yn00(χ, θ, φ)Yn00(χ = 0) =
n cscχ sin(nχ)
2pi2
.
(3.11)
The integral in (3.6) may then be performed explicitly:
kn,0 =
N C 22(1−∆)pi
n
∫ pi
0
dχ
sinχ sinnχ(
sin χ
2
)2∆
= 4pi N C sin(pi∆)
Γ(2− 2∆)Γ(n− 1 + ∆)
Γ(2 + n−∆) .
(3.12)
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The change in the free energy may be evaluated using (3.4), which leads to the expression
δF
(0)
∆ =
1
2
∞∑
n=1
n2 log
Γ(n− 1 + ∆)
Γ(2 + n−∆) . (3.13)
When ∆ = 3/2 the operator J2 is marginal, and so in that case we expect δF
(0)
3/2 = 0. Indeed,
taking ∆ = 3/2 in (3.13), we see that each of the terms in the sum vanishes independently.
The sum in (3.13) was evaluated explicitly for general ∆ in [10], and their regularized result
is a particular case of (1.5). Below we give a more simple, though perhaps slightly less
rigorous, derivation that will be useful when going on to the more complicated, higher-spin
theories. First we take a derivative of (3.13) with respect to ∆, and then we insert a factor
of exp[− n],  > 0, into the sum to make it convergent:
∂∆δF
(0)
∆ =
1
2
∂2
∂2
[ ∞∑
n=1
[
ψ(2 + n−∆) + ψ(n− 1 + ∆)]e− n]
=
3− 2γ − 2 log 
3
− 13 + 6∆(∆− 3)
12 
+
pi
6
(∆− 1)
(
∆− 3
2
)
(∆− 2) cot(pi∆) +O() .
(3.14)
Subtracting the divergent terms from (3.14) and using the relation δF
(0)
∆ =
∫ ∆
3/2
dx (∂xδF
(0)
x ),
which follows from the fact that δF
(0)
3/2 = 0, we arrive at the result in (1.5) with s = 0.
3.2.2 Spin 1
When s = 1, a similar computation—using the results of Appendix A.1.2 and B.1—gives
kn,0 = N C
4pi(2−∆)Γ(2− 2∆) sin(pi∆)
∆
Γ(n− 1 + ∆)
Γ(n+ 2−∆) ,
kn,±1 =
∆− 1
2−∆kn,0 .
(3.15)
This allows us to write δF
(1)
∆ as the sum
δF
(1)
∆ =
1
2
∞∑
n=2
[
n2 log kn,0 + 2(n
2 − 1) log kn,1
]
, (3.16)
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which simplifies to
δF
(1)
∆ =
1
2
log
∣∣∣∣∆− 12−∆
∣∣∣∣+ ∞∑
n=2
(
3
2
n2 − 1
)
log
∣∣∣∣Γ(n− 1 + ∆)Γ(n+ 2−∆)
∣∣∣∣ . (3.17)
As a first check of (3.17), we should verify that this expression vanishes when ∆ = 3/2.
Indeed, in this case each of the terms in the sum vanishes independently. To evaluate (3.17)
for more general ∆, it is again convenient to take a derivative with respect to ∆ and to insert
a factor of e− n into the sum to make it convergent. The identity
lim
→0+
[
3
2
∂2 − 1
] ∞∑
n=2
[ψ(n+ 2−∆) + ψ(n− 1 + ∆)] e− n
=
1
2
(
1
2− 3∆ + ∆2
)
+
pi
2
∆(∆− 3)
(
∆− 3
2
)
cot(pi∆)
(3.18)
then allows us to conclude that
∂∆δF
(1)
∆ =
pi
2
∆(∆− 3)
(
∆− 3
2
)
cot(pi∆) , (3.19)
which is consistent with (1.5).
3.2.3 Spin 2
The calculation of the eigenvalues is again straightforward when s = 2, and it leads to
kn,0 = c(∆)
Γ(n− 1 + ∆)
Γ(n+ 2−∆) , kn,1 =
∆− 1
2−∆kn,0 ,
kn,2 =
∆(∆− 1)
(∆− 2)(∆− 3)kn,0 ,
(3.20)
where the common factor
c(∆) = N C
8pi(∆− 3)(∆− 2)(2∆− 1)Γ(−2∆) sin(pi∆)
∆ + 1
(3.21)
is independent of n. We then find that δF
(2)
∆ may be written as the sum
δF
(2)
∆ =
∞∑
n=3
(
5
2
n2 − 5
)
log
∣∣∣∣Γ(n− 1 + ∆)Γ(n+ 2−∆)
∣∣∣∣+ 52 log
∣∣∣∣ 2∆2(∆− 1)(∆− 2)(∆− 3)2
∣∣∣∣ . (3.22)
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When ∆ = 3/2, each of the terms in the sum vanishes identically, leading to the expected
result δF
(2)
3/2 = 0. To evaluate this sum for more general ∆, we follow the by now familiar
procedure of taking a derivative with respect to ∆ and inserting a factor e− n into the sum
to make it convergent. Using an identity analogous to (3.18), we find the result
∂∆δF
(2)
∆ =
5pi
6
(∆− 4)
(
∆− 3
2
)
(∆ + 1) cot(pi∆) , (3.23)
which is consistent with (1.5).
3.3 A conjecture for arbitrary spin
The spin 3 calculation is worked out explicitly in Appendix B.3. From these examples with
s ≤ 3 we conjecture that at arbitrary integer spin s the eigenvalues are related to each other
by
kn,0 = cs(∆)
Γ(n− 1 + ∆)
Γ(n+ 2−∆) , kn,i =
Γ(2−∆)
Γ(∆− 1)
Γ(−1 + i+ ∆)
Γ(2 + i−∆) kn,0 . (3.24)
Importantly, the common factor cs(∆) is n-independent. The calculation in (3.8) that showed
that δF
(s)
∆ does not depend on the radius R and N then also shows that δF
(s)
∆ is independent
of cs(∆). Moreover, when ∆ = 3/2 we find that kn,i = kn,0, which immediately implies that
δF
(s)
3/2 = 0. To test the eigenvalue conjecture for more general ∆, we may calculate ∂∆δF
(s)
∆
using the identity
lim
→0+
[
(1 + 2s)∂2 −
s(1 + s)(1 + 2s)
3
] ∞∑
n=1+s
[ψ(n+ 2−∆) + ψ(n− 1 + ∆)] e− n
+
(1 + 2s)
3
s∑
i=1
(
s(s+ 1)− 3 i2) [ψ(2−∆) + ψ(∆− 1)− ψ(2 + i−∆)− ψ(−1 + i+ ∆)]
=
(2 s+ 1)pi
3
(
∆− 3
2
)
(∆ + s− 1)(∆− s− 2) cot(pi∆) ,
(3.25)
and we find the desired formula (1.5) at arbitrary integer spin. In section 6.2 we prove (1.5)
for arbitrary spin s from a much simpler calculation in the bulk.
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4 Conserved Currents and Gauge Symmetries
Let us now return to the case where ∆ = s + 1 and the operator Jµ1µ2...µs is a conserved
current of spin s. Specifically, we will consider the theories of N free conformal complex
scalars or Dirac fermion fields, which possess such currents of all s > 0. The conformal
theory in this case is the gauge theory for the spin s gauge field hµ1µ2...µs with quadratic
and higher-order terms induced by the one-loop diagram with conformal matter propagating
around the loop. We will derive the result advertised in (1.4), and we will also show explicitly
that δF is independent of the radius R of the three-sphere. This independence of R is crucial
for the interpretation of the induced theory as a conformal theory.
For more generality, we work in d dimensions, with d odd. The restriction to odd dimen-
sions is put in to avoid the Weyl anomaly, which occurs when d is even. We return to the
even dimensional case in later sections. Note that in all d the scaling dimension of the spin
s gauge field is ∆− = 2− s.
The expression (1.4), as well as its generalization to arbitrary odd d, follows from a careful
treatment of the gauge symmetry in the path integral. At the linearized level, the induced
conformal higher-spin theory has the following local symmetries7
δhµ1...µs = ∇(µ1vµ2...µs) + g(µ1µ2λµ3...µs) , (4.1)
where the rank s − 1 symmetric traceless gauge parameter vs−1 is the generalization of
the familiar diffeomorphisms for spin 2, and the rank s − 2 parameter λs−2 generalizes the
local Weyl invariance of conformal gravity [36]. We may use this symmetry to gauge away
completely the trace of hµ1...µs , and the remaining gauge symmetry is then obtained by
restricting to the traceless part of (4.1)
δhµ1µ2...µs =
(Ogv)µ1µ2...µs , (4.2)
where the operator Og takes the rank s− 1 traceless symmetric tensor vµ1...µs−1 to a rank s
traceless symmetric tensor, namely:
(Ogv)µ1µ2...µs = ∇(µ1vµ2µ3...µs) − s− 1d+ 2(s− 2)g(µ1µ2∇νvµ3µ4...µs)ν . (4.3)
7We symmetrize with total weight one. In other words v(µ1µ2...µs) =
1
s!
∑
σ∈Ss vσµ1 ...σµs .
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One can then decompose the gauge field hµ1...µs as
hµ1...µs = tµ1...µs +
(Ogv)µ1µ2...µs , ∇µ1tµ1...µs = 0 . (4.4)
The first term in (4.4) represents the physical modes, while the second term represents the
pure gauge modes. The requirement ∇µ1tµ1...µs = 0 on the physical modes is a gauge fixing
condition.
After integrating out the conformally invariant matter fields, the partition function at
the conformal fixed point takes the form
Z =
1
Vol(G)
∫
Dhe−Seff[h] , (4.5)
where G is the group of gauge transformations, and the effective action for the spin s gauge
field h is given explicitly in the quadratic approximation by
Seff[h] =
1
2
∫
ddx
√
g(x)
∫
ddy
√
g(y)hi1...is(x)Ki1...is
j1...js(x, y)hj1...js(y) , (4.6)
for some kernel K as in (2.12) for d = 3. It is important that K ∝ N , where N is the number
of conformally coupled matter fields; when N is large, the quadratic approximation (4.6) to
the effective action becomes arbitrarily accurate. The action Seff[h] is of course independent
of the pure-gauge modes, so Seff[h] = Seff[t]. Performing the split (4.4) and writing the
volume of the group of gauge transformations as an integral over gauge parameters, we have
Z ≈
∫
D(Ogv)∫
Dv
∫
Dt e−Seff[t] . (4.7)
We are interested in studying the dependence on the Sd radius R and on the number N of
conformally coupled matter fields. While only the last factor in (4.7) depends on N , the
R-dependence of each of the two factors in (4.7) is more subtle. The absence of a Weyl
anomaly guarantees, however, that Z is independent of R, as we now explain.
On general grounds, the absence of a Weyl anomaly in odd dimensions means that the
integration measure in the path integral is invariant under constant rescalings of the inte-
gration variables. For instance, for a rank s traceless symmetric tensor hµ1...µs , this means
that Dh = D(λh) for any constant λ. We checked this fact explicitly in (3.8) in d = 3: the
Jacobian D(λh)/Dh equals λ raised to the sum of the degeneracies of all symmetric traceless
tensor modes, and we checked that this sum vanishes in zeta-function regularization in d = 3.
18
Similar checks are straightforward to perform for other odd d.
The action in (4.5) remains unchanged if we send gµν → λ˜2gµν and hi1...is → λ˜s−2+d/2hi1...is
(where i1, i2, . . . are frame indices). Since the integration measure also remains unchanged
(because all the modes are rescaled by the same factor), it follows that the partition function
does not change either. One then concludes that the partition function on Sd is independent
of R, because we can compute Z for a sphere of unit radius, and then reinstate R by
performing a scale transformation.
In order to understand the dependence of (4.7) on N , we should first examine the zero
modes of the operator Og. These zero modes are important because in the numerator of the
first factor in (4.7) we should not integrate over these modes, while in the denominator we
should. The zero modes of Og are solutions to the conformal Killing tensor equation
∇(µ1vµ2µ3...µs) =
s− 1
d+ 2(s− 2)g(µ1µ2∇
νvµ3µ4...µs)ν . (4.8)
As shown in [51], see also [48,49], the symmetric traceless conformal Killing tensors of rank
s− 1 form an irreducible representation of SO(d+ 1, 1) of dimension
ns−1 =
(d+ 2s− 4)(d+ 2s− 3)(d+ 2s− 2)(d+ s− 4)!(d+ s− 3)!
s!(s− 1)!d!(d− 2)! . (4.9)
This is the representation of corresponding to the Young diagram
· · ·
· · ·
,︸ ︷︷ ︸
s− 1
(4.10)
which has two rows of length s−1.8 The representation may be labelled by the set of integers
with m1 = m2 = s − 1 and m3 = . . . = 0 corresponding to the length of each row, and we
conventionally denote it as [s− 1, s− 1].
Note that when s = 2, (4.8) reduces to the more familiar conformal Killing vector equation
∇µvν +∇νvµ = 2gµν
3
∇ · v , (4.11)
and it is well-known that there are n1 = (d + 1)(d + 2)/2 linearly independent conformal
8The same rectangular two-row representation appears naturally in the frame-like description of higher-
spin gauge fields in AdSd+1 [50].
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Killing vectors; they transform in the adjoint (antisymmetric two-index tensor) represen-
tation of SO(d + 1, 1). An equivalent counting of conformal Killing tensors is in terms of
representations of SO(d+ 1), where the solutions of (4.8) transform as irreps whose Young
diagrams have two rows: s− 1 boxes in the first row and any number of boxes in the second
row.
We can now have a more detailed understanding of how each factor in (4.7) depends on
R. Let us start with the denominator of the first factor, Vol(G) =
∫
Dv. This quantity by
itself is R-independent, as guaranteed by the absence of a Weyl anomaly and by the fact
that we are integrating over all the modes of a rank s − 1 traceless symmetric tensor. We
can split, however, the integral over all gauge parameters into an integral over the kernel of
Og, which is the stabilizer of the gauge orbits, and an integral over the transverse space:
Vol(G) = Vol(H)
∫
D′v , Vol(H) =
∫
KerOg
Dv . (4.12)
The discussion above implies that gµν ∝ R2, ti1...is ∝ Rs−2+d/2, and vi1...is−1 ∝ Rs−1+d/2.
Since Vol(H) contains ns−1 integrals and each integral contributes a factor of R2−1+d/2, we
have
Vol(H) ∝ Rns−1(s−1+d/2) ,
∫
D′v ∝ R−ns−1(s−1+d/2) , (4.13)
where the R-dependence of
∫
D′v is such that Vol(G) is R-independent.9 The number of
integration variables in
∫
D′v is therefore equal to −ns−1 in zeta-function regularization.
The R-dependence of the two other ingredients of (4.7) is∫
D(Ogv) ∝ R−ns−1(s−2+d/2) ,
∫
Dt e−Seff[t] ∝ Rns−1(s−2+d/2) . (4.14)
The first expression follows because that the number of integration variables equals −ns−1
in zeta function regularization—for they’re the same integration variables as in the
∫
D′v
integral—and because by dimensional analysis each integral contributes one fewer power
of R than each of the
∫
D′v integrals. The second expression in (4.14) is such that the
R-dependence cancels when integrating over all rank-s traceless symmetric tensor modes.
The number of integration variables equals +ns−1 in zeta-function regularization, and each
9The factor Vol(H) is also proportional to the volume of the gauge group. While for s = 1 the gauge
group is compact, an extra complication that arises when s > 1 is that the gauge group is now non-compact
and its volume is formally infinite.
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integral contributes a factor of Rs−2+d/2.
The dependence on N in (4.7) comes entirely from the integrand of the second factor
where K ∝ N . As a consequence of there not being a Weyl anomaly, we can write
Z ≈
∫
D(
√
NOgv)∫
D(
√
Nv)
∫
D(
√
Nt) e−Seff[
√
Nt] . (4.15)
The second factor is nowN -independent, while the first factor is proportional to
(
1/
√
N
)ns−1
,
simply because the denominator contains ns−1 more integrals than the numerator. Therefore
δF =
ns−1
2
logN +O(N0) , (4.16)
In d = 3, this expression reduces to (1.4). This result was obtained in the leading large N
approximation where only the terms quadratic in the spin s gauge field needed to be included
in the induced action. In this approximation we could simultaneously gauge the currents
with spins s1, s2, . . . , sk. In such a theory,
δF =
1
2
logN
k∑
i=1
nsi−1 +O(N
0) . (4.17)
When non-linear effects are included in the induced gauge theory for higher-spin gauge fields,
or equivalently in the dual Vasiliev theory in AdSd+1 space, it may be necessary to gauge all
the higher-spin symmetries simultaneously [44].
4.1 The Chern-Simons terms
In d = 3, when the current is conserved and its dimension is s + 1, we may add in a
Chern-Simons term for the corresponding spin s gauge field.10 It was shown in [47] that the
Chern-Simons coefficient k adds in quadrature with N :
δF =
1
2
log
pi
√(
N
8
)2
+
(
k
pi
)2 . (4.18)
The special form of this answer follows from a formal U(1) symmetry of the effective action
for spin-1 gauge field coupled to a conserved current. The flat space action can be written
10From the point of view of conformal invariance, this corresponds to the fact that in a 3-d CFT the
2-point function of a spin s conserved current admits a conformally invariant parity odd contact term.
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as
S =
1
2
∫
d3p
(2pi)3
Aµ(−p)Aν(p)Kµν(p) , (4.19)
where, if we include the Chern-Simons term, the kernel Kµν takes the form
Kµν(p) =
N
16
|p|
(
δµν − pµpν|p|2
)
+
k
2pi
µν
ρpρ . (4.20)
One can check that the effective action (4.19) remains invariant under the infinitesimal
transformation
δAν(p) =
x
2
|p|−1ναβpαAβ(p) , (4.21)
supplemented by the following transformation rules of the coefficients k and N :
δ
(
k
pi
)
= −xN
8
, δ
(
N
8
)
= x
k
pi
. (4.22)
Here, x is an arbitrary small parameter. The transformation (4.21)–(4.22) does not commute
with space-time parity because it mixes together the parity even and odd terms in the
effective action.
The transformation rules (4.21)–(4.22) can be exponentiated to obtain a U(1) action on
the modes Aµ(p) and the coefficients k and N . One obtains
Aµ(p)→
[(
1− cos x
2
) pµpν
p2
+ sin
x
2
µνρp
ρ
|p| + cos
x
2
δµν
]
Aν(p) ,(
k/pi
N/8
)
→
(
cosx − sinx
sinx cosx
)(
k/pi
N/8
)
.
(4.23)
The finite transformations (4.23) now leave the effective action (4.19) invariant for any x;
they correspond to an SO(2) symmetry under which the quantities k/pi and N/8 form a
doublet. This SO(2) symmetry is not just a symmetry of the action, but it also leaves the
integration measure invariant, because the 3× 3 matrix appearing in the first line of (4.23)
has unit determinant. This symmetry explains why δF depends only on the SO(2) invariant
combination (N/8)2 + (k/pi)2.
This finding generalizes to s > 1 where the action again has a parity even and a parity
odd term. For s = 2, the parity odd term is the well-known gravitational Chern-Simons
22
term [39, 40]. The conformal gravity theory with only this term in the action was studied
in [76]. The effective action at quadratic order is [34]
S =
1
2
∫
d3p
(2pi)3
hµν(−p)hλρ(p)Kµν,λρ(p) , (4.24)
where the kernel K can be written as the sum of an even-parity term with coefficient CT
and an odd-parity term with coefficient WT in terms of the projector Πµν(p) = p
µpν − δµνp2:
Kµν,λρ(p) = CT
1
2 |p| [Πµλ(p)Πνρ(p) + Πµρ(p)Πνλ(p)− Πµν(p)Πλρ(p)]
+WT
pσ
4
[µλσΠνρ(p) + νλσΠµρ(p) + µρσΠνλ(p) + νρσΠµλ(p)] .
(4.25)
One can check that this effective action is invariant under the infinitesimal transformations
δhµν(p) =
x
4 |p|
(
µλ
ρpλhρν + νλ
ρpλhµρ
)
,
δCT = xWT ,
δWT = −xCT ,
(4.26)
where x is a small parameter. Like in the s = 1 case, these infinitesimal transformations
exponentiate to finite SO(2) transformations under which(
WT
CT
)
→
(
cosx − sinx
sinx cosx
)(
WT
CT
)
. (4.27)
We expect δF to depend only on the SO(2)-invariant W 2T + C
2
T :
δF =
5
2
log
(
W 2T + C
2
T
)
. (4.28)
The discussion above should generalize to s > 2, where again the effective action is a
sum of a parity-even term with coefficient C and a parity-odd term with coefficient W . The
transformation rules are
δhµ1...µs(p) =
x
2s
ρ(µ1νp
νhρµ2...µs)(p) ,
δC = xW ,
δW = −xC .
(4.29)
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The change in the S3 free energy due to the gauging of the spin s current is then
δF =
(4s2 − 1)s
12
log
(
W 2 + C2
)
. (4.30)
Our result for δF = FUV − FIR can be seen to be consistent with the structure of the
SL(2,Z) action on the space of 3-d CFTs [30, 34].11 The S-generator of SL(2,Z) maps the
theory with the ungauged spin s current to the one with gauged higher-spin symmetry (the
fixed point reached by the double-trace J2s deformation), and vice-versa. Therefore, at the
level of δF , the S transformation essentially acts by exchanging FUV and FIR, and therefore
δF should change sign under this operation. The S-generator transforms the parameters W ,
C as
τ → −1/τ τ = W + iC (4.31)
or
C → C
W 2 + C2
W → − W
W 2 + C2
. (4.32)
It is then easy to see that, because of the logarithmic dependence on W 2 + C2, δF indeed
changes sign under this transformation.
5 The calculation in AdS: general setup
Let us consider a free massive spin s field propagating in Euclidean AdSd+1, i.e. the hyperbolic
space Hd+1. This can be described by a totally symmetric tensor12 hµ1···µs satisfying the
Fierz-Pauli equations
(∇2 − κ2)hµ1···µs = 0 ,
κ2 = m2 − 2 + (s− 2)(s+ d− 3) ,
∇µhµµ2···µs = 0 , gµνhµνµ3···µs = 0 . (5.1)
The mass term in the wave equation above is defined so that m2 correspond to the physical
mass of the field,13 while the extra spin-dependent shift arises from the coupling to the
curvature of AdS (here and throughout we will set the AdS radius to one). These equations
11For s > 1 the SL(2,Z) is probably present only in the quadratic approximation to the induced action.
We are grateful to E. Witten for discussions about this.
12For d = 3 a totally symmetric traceless tensor is the only possibility for a spin s field. In higher
dimensions, more general mixed symmetry fields are possible, but we will not consider them in this paper.
13Except for s = 0, where in this normalization m = 0 gives a scalar with mass-squared equal to 4 − 2d.
For d = 3, this is a conformally coupled scalar field.
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of motion and constraints may be derived from a Lagrangian, but we will not need the details
of the general construction here. As a simple example, the s = 1 case can be described by
the Proca action
S =
∫
dd+1x
√
g
(
1
4
FµνF
µν +
m2
2
AµA
µ
)
. (5.2)
The equations of motion coming from this action, ∇µFµν = m2Aν , can be shown to be
equivalent to (5.1) as long as m2 6= 0. For massive fields, the equations (5.1) describe the
propagation of g(s) = (2s+d−2)(s+d−3)!
(d−2)!s! on-shell degrees of freedom.
In the massless case m2 = 0, the spin s ≥ 1 fields become gauge fields, with linearized
gauge invariance
δhµ1···µs = ∇(µ1µ2···µs), (5.3)
where the gauge parameter is a rank s− 1 symmetric traceless tensor. The gauge invariant
equations of motion and action are known [57], but we will not need their explicit form. The
simple equations (5.1) may be still used to describe the propagation of on-shell degrees of
freedom. In this case, however, the second line of (5.1) does not follow from the equations
of motion but can be imposed as a consistent on-shell gauge condition (see e.g. [52]). Due
to the usual counting of gauge symmetries, the number of propagating degrees of freedom
in this case is
g(s)− g(s− 1) = (2s+ d− 3)(s+ d− 4)!
(d− 3)!s! . (5.4)
In d + 1 = 4, this number gives 2 degrees of freedom for all non-zero spins, corresponding
to helicities ±s. In d + 1 = 3 dimensions, there are no propagating degrees of freedom for
s > 1, and one for s = 1.
The conformal dimension of the spin s field theory operator dual to hµ1···µs can be obtained
by studying the near-boundary behavior of a solution to the equations of motion. To be
concrete, if we use Poincare´ coordinates for AdSd+1
ds2 =
dz2 +
∑d
i=1 dx
2
i
z2
, (5.5)
a solution to (5.1) behaves as z → 0 as (see e.g. [21]) hi1···is ∼ z∆−s, where ∆ is a root of the
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equation (∆ + s− 2)(∆ + 2− d− s) = m2. The solutions to this equation are
∆± =
d
2
± ν , ν =
√
m2 +
(
d
2
+ s− 2
)2
. (5.6)
The same bulk theory describes two different CFTs depending on the boundary conditions
for the field hµ1···µs , and these CFTs are exactly the endpoints of the RG flow obtained from
the action in (2.2). The boundary condition h(s) ∼ z∆−−s corresponds to the UV CFT, with
Js having dimension ∆−, and the boundary condition h(s) ∼ z∆+−s describes the IR fixed
point, with Js of dimension ∆ ≡ ∆+. In the massless case, ∆+ = s+ d− 2 is the dimension
of the spin s conserved current in the free theory, while ∆− = 2− s is the dimension of the
spin s auxiliary field that becomes a dynamical gauge field in the induced theory.
The contribution of h to the free energy is given by evaluating the one-loop determinant
F
(s)
∆± = − log
∫
Dhe−sh
∣∣∣∣
∆±
, (5.7)
where the symbol |∆± indicates which boundary conditions we are to impose at small z.
Thus, the change in free energy between the UV and IR fixed points is given by
δF
(s)
∆ = F
(s)
∆− − F
(s)
∆+
=
1
2
[
tr
(s)
− log(−∇2 + κ2)− tr(s)+ log(−∇2 + κ2)
]
, (5.8)
where the operator ∇2 = gµν∇µ∇ν acts on symmetric transverse-traceless (STT) tensors of
rank s. Using the approach of [8, 10] and taking a derivative with respect to ∆ gives the
more convenient expression
∂∆δF
(s)
∆ = (2∆− d)
∂δF
(s)
∆
∂m2
=
2∆− d
2
∫
volHd+1
(
TrG
(s)
∆−(x, x)− TrG
(s)
∆+
(x, x)
)
(5.9)
in terms of the Green’s functions G
(s)
∆±(x, y) for the spin s field with the respective boundary
conditions. Here TrG(s)(x, x) denotes the Green’s function at coincident points traced over
the space-time indices, namely TrG(s)(x, x) = limy→x gµ1ν1 · · · gµsνsGµ1...µsν1...νs(x, y). Of
course, the Green’s function at coincident points is divergent, but the divergence is just the
usual short-distance singularity of flat space propagators, which cancels when taking the
difference between the two boundary conditions in (5.9) [8].
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6 Massive spin s fields in AdS
6.1 Some lower spin examples
As a warm-up we begin by considering a scalar field in d = 3. In this case the Green’s
functions may be written down simply in terms of the chordal distance u.14 Using the
Poincare´ coordinates (5.5), let us denote two points on AdS4 by x
µ = (z, xi) and yµ = (w, yi).
Then the chordal distance is given by
u(x, y) ≡ (z − w)
2 + (xi − yi)(xi − yi)
2zw
. (6.1)
We then use the standard result for the Green’s function of the massive scalar field on AdSd+1
(see, for example, [77]),
G∆(x, y) = G∆(u) = C˜∆(2u
−1)∆F
(
∆,∆− d
2
+
1
2
; 2∆− d+ 1;−2u−1) ,
C˜∆ =
Γ(∆)Γ(∆− d
2
+ 1
2
)
(4pi)(d+1)/2Γ(2∆− d+ 1) .
(6.2)
Taking d = 3, in the short-distance limit u→ 0 we find
G∆(u) =
1
8pi2u
+O(log u) , (6.3)
and
G3−∆(u)−G∆(u) = 1
8pi
(∆− 1)(∆− 2) cot(pi∆) +O(u) . (6.4)
The only other ingredient needed to complete the computation is the regularized volume of
H4, which is 4pi2/3 (see (6.12)). Combining this fact with (6.4) and (5.9) then allows us to
reproduce (1.5) with s = 0.
The spin 1 calculation may be carried out in an analogous fashion to the spin 0 calculation
presented above. The massive bulk-to-bulk vector field propagator was worked out explicitly
14The chordal distance u is related to the geodesic distance r by u = cosh r − 1.
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in [78]:15
(G(1)µν )∆(u) = −
[
G∆(u) + L∆(u)
]
Tµν − L′∆(u)Sµν , (6.5)
where G∆(u) is the scalar propagator defined in (6.2) and
L∆(u) = − 1
(∆− 1)(∆− 2)
[
2G∆(u) + (1 + u)G
′
∆(u)
]
,
Tµν = ∂µ∂νu , Sµν = ∂µu∂νu .
(6.6)
Using the explicit definition of u in (6.1), we may work out that in the limit u → 0 the
trace T µµ → −4 while Sµµ → 0. A straightforward calculation using the results above then
leads to equation (3.19). One may perform an analogous computation using the massive
spin 2 propagator derived in [78]. Following the same steps as above, one can evaluate the
trace of the Green’s function at coincident points. Taking the difference of the two boundary
conditions readily allows one to reproduce the CFT result (3.23).
6.2 Arbitrary spin
In principle one may proceed to arbitrary spin by generalizing the method presented above
for the spin 0 and 1 cases to general spin s. Thankfully, however, there is a shortcut which
saves us from having to solve for the massive bulk-to-bulk propagator at arbitrary spin.
Moreover, we may keep arbitrary the boundary spacetime dimension d ≥ 2 in the following
calculation without adding much complexity. We begin by considering the integer spin cases,
and we comment on the generalization to half-integer spin in Section 8.
Let us start by recalling the familiar definition of the heat kernel for the operator −∇2+κ2
acting on transverse symmetric traceless spin s tensors. The heat kernel Kµ1···µs
ν1···νs(x, x′, t)
on Hd+1 is a solution to the equations(
∂
∂t
−∇2 + κ2
)
Kµ1···µs
ν1···νs(x, y, t) = 0 ,
Kµ1···µs
ν1···νs(x, y, 0) = δ(µ1···µs)
(ν1···νs)(x, y) ,
(6.7)
where δ(µ1···µs)
(ν1···νs)(x, x′) is the STT δ-function on Hd+1. An explicit expression for the heat
15The propagator we use, (6.5), differs by an overall minus sign compared to the one in [78]. In these
conventions the propagator reduces in the flat space limit to the Fourier transform of (gµν−kµkν/m2)/(k2+
m2).
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kernel may be written down in terms of the STT eigenfunctions hˆλ,uµ1···µs , which are taken to
be orthonormal with respect to the standard inner product on Hd+1 and which satisfy the
equation
−∇2 hˆλ,uµ1···µs(x) =
(
λ2 +
d2
4
+ s
)
hˆλ,uµ1···µs(x) (6.8)
as well as transversality and tracelessness. Here u is a multi-index labeling different eigen-
functions with the same eigenvalue under −∇2, and it corresponds to the set of integers
which specify the spherical harmonics on the Sd boundary. Additionally, the eigenvalue in
(6.8) has been shifted in such a way that λ ≥ 0. In terms of these eigenfunctions, the heat
kernel may be written formally as
Kµ1···µs
ν1···νs(x, y, t) =
∑
u
∫ ∞
0
dλ hˆλ,uµ1···µs(x)hˆ
λ,u ν1···νs(x′)∗
exp
[
−
(
λ2 +
d2
4
+ s+ κ2
)
t
]
.
(6.9)
Note that using (5.1) and (5.6) we can write
λ2 +
d2
4
+ s+ κ2 = λ2 +
(
∆− d
2
)2
, (6.10)
where ∆ is the dimension of the dual operator. The spectral zeta function ζH(z;x) is defined
by evaluating the trace of the heat kernel at coincident points x = y, inserting a factor of
tz−1, and integrating over t:
ζH(z;x) ≡ 1
Γ(z)
∫ ∞
0
dt tz−1Kµ1···µs
µ1···µs(x, x, t)
=
∑
u
∫ ∞
0
dλ
hˆλ,uµ1···µs(x)hˆ
λ,u ν1···νs(x)∗
(λ2 + (∆− d/2)2)z .
(6.11)
Since the space Hd+1 is homogeneous, the zeta function does not depend on the position
x. We may define the integrated zeta function ζH(z) to be the integral of ζH(z, x) over
the whole space, but for the reason just given this only has the effect of multiplying the
expression in (6.11) by a factor of the regularized volume of Hd+1. This regularized volume
may be found by writing the metric as dρ2 + sinh2 ρ dΩ2
Sd
and imposing a cut-off on ρ at a
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large value ρc. In even and odd dimensions this then gives [10, 71,79]
∫
volHd+1 =
 pi
d/2Γ
(−d
2
)
, d odd ,
2(−pi)d/2
Γ(1+ d2)
logR , d even ,
(6.12)
where R is the radius of Sd located at ρ = ρc.
16 Since the integral over proper time t of the
heat kernel gives the Green’s function, it is clear from the definition (6.11) that the spectral
zeta function is related to the trace of the Green’s function at coincident points by
ζH(z = 1) =
∫
volHd+1TrG
(s)
∆ (x, x) . (6.13)
The boundary conditions for the Green’s function are determined by the boundary condi-
tions we take for the eigenfunctions hλ,uµ1···µs(x). The authors of [80, 81] calculated ζ
H(z) for
arbitrary spin and in arbitrary dimension d, assuming certain regularity conditions on the
eigenfunctions that correspond to imposing the ∆+ boundary condition on the Green’s func-
tion. To obtain the result for the ∆− boundary condition, we will analytically continue their
final result to arbitrary ∆, as explained below.
Assuming for the moment ∆ = ∆+, the zeta function (6.11) may be written in terms of
the integral over λ
ζH(z) =
(∫
volHd+1∫
volSd
)
2d−1
pi
g(s)
∫ ∞
0
dλ
µ(λ)[
λ2 +
(
∆+ − d2
)2]z , (6.14)
with g(s) the spin factor, which in d = 2 is given by g(0) = 1 and g(s) = 2 for s ≥ 1, and in
d > 2 by
g(s) =
(2s+ d− 2)(s+ d− 3)!
(d− 2)!s! , d ≥ 3 . (6.15)
This spin factor is the number of propagating degrees of freedom of a massive spin s field in
d+ 1 dimensions. In 3 + 1 dimensions, these are the familiar 2s+ 1 degrees of freedom of a
massive spin s field.
The function µ(λ) is known as the spectral function, and it is obtained from (6.11) by
16Only the logarithmic divergence was retained in the even d case. One may, for example, work in
dimensional regularization with d→ d− ε, and identify the 1/ε pole with the logR divergence.
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summing over all discrete indices of the eigenfunctions. The result of [81] gives
µ(λ) =
pi
[
λ2 +
(
s+ d−2
2
)2](
2d−1Γ
(
d+1
2
))2
∣∣∣∣∣Γ
(
iλ+ d−2
2
)
Γ(iλ)
∣∣∣∣∣
2
. (6.16)
We now turn to the evaluation of the integral in (6.14), beginning with the case of most
interest, d = 3. The spectral function in d = 3 may be simplified to
µ(λ) =
piλ
16
[
λ2 +
(
s+
1
2
)2]
tanhpiλ , (6.17)
and from this we see that to evaluate ζH(z) we need to compute the integral
I3(z) =
∫ ∞
0
dλ λ
[
λ2 +
(
s+
1
2
)2]
tanhpiλ
[λ2 + ν2]z
, ν ≡ ∆+ − d
2
. (6.18)
The integral only converges for Re(z) > 2, and so we proceed by assuming Re(z) > 2,
evaluating I3(z) explicitly, and then analytically continuing to the other values of z. One
way to evaluate I3(z) is to use the identity tanh(piλ) = 1− 2(1 + e2piλ)−1 to write
I3(z) =
ν2(1−z)
2(2− z)(1− z)
[
ν2 + (z − 2)
(
s+
1
2
)2]
− 2
∫ ∞
0
dλ λ
[
λ2 +
(
s+
1
2
)2]
1
(1 + e2piλ) [λ2 + ν2]z
.
(6.19)
The integral appearing above is now perfectly convergent for all z, and it may be evaluated
explicitly for specific z using, for example, the identities in [82]. The analytic continuation
necessary to extract the result for ∆ = ∆− can be done as follows. We first compute the
integral (6.19) assuming ∆ = ∆+, so that ν ≥ 0. We then interpret the final result as an
analytic function of ν (for instance, by replacing |ν| → ν) and obtain the ∆− = d − ∆+
boundary condition by sending ν → −ν.
An example of particular interest is z = 1, and in this case we find
I3(z ≈ 1) =
[(
s+
1
2
)2
− ν2
]
1
2(z − 1) +
[
ν2 −
(
s+
1
2
)2]
ψ
(
ν +
1
2
)
− 1
24
− ν
2
2
+O(z − 1) .
(6.20)
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Substituting the result above into (6.14), we obtain an expression for ζH(z ≈ 1) with the
∆+ boundary condition. The pole at z = 1 is just the expected short-distance singularity
of the propagator, which will cancel when we compute the difference of the two boundary
conditions ζH(z ≈ 1)−ζH− (z ≈ 1), where the minus subscript refers to the ∆− boundary con-
dition. As explained above, we find that a shortcut to obtaining ζH− (z ≈ 1) is to analytically
continue the result in (6.20) letting ν → −ν.17 Then, making use of the identity
ψ
(
1
2
+ ν
)
− ψ
(
1
2
− ν
)
= pi tan νpi , (6.21)
we obtain
ζH(z)− ζH− (z)
∣∣
z=1
= −pi
3
(
s+
1
2
)
(∆+ − s− 2)(∆+ + s− 1) cotpi∆+ , (6.22)
which, together with (5.9), immediately confirms the result for δF
(s)
∆ in (1.5).
The method used to derive (6.22) becomes more cumbersome when generalizing to arbi-
trary space-time dimensions. There is however a slightly more formal shortcut to evaluat-
ing (6.14) based on extending the region of integration in λ to (−∞,+∞) and closing the
contour of integration in the complex plane. One may then argue that
ζH(z)− ζH− (z)
∣∣
z=1
= 2d
(∫
volHd+1∫
volSd
)
g(s)
µ
[
i
(
∆+ − d2
)]
2∆+ − d .
(6.23)
When d is odd we then find (even d will be discussed in section 9)
∂∆δF
(s)
∆ = (−1)(d−1)/2g(s)
Γ
(−d
2
)
2d
√
piΓ
(
d+1
2
) (∆− d
2
)
(∆ + s− 1)(∆− s− d+ 1)
Γ(∆− 1)Γ(d− 1−∆) cos(pi∆) .
(6.24)
Note that when s = 0 this agrees with the result in [10, 11]. In d = 3, it leads to the result
quoted in eq. (1.5).
Moreover, we conjecture the identity
ζH(z)− ζH− (z)
∣∣
z=0
= 2d
(∫
volHd+1∫
volSd
)
g(s) i
(
Res
λ=i(∆+−d/2)
µ(λ)
)
, (6.25)
which is useful when ∆+ = d+ s− 2, corresponding to a conserved current at the boundary.
17This analytic continuation becomes more subtle when ∆+ = s+ 1, and so we treat this case separately
later.
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Note that this expression vanishes in even d for all ∆+ and vanishes in odd d when ∆+ 6=
d+ s− 2. However, when ∆+ = d+ s− 2 and d is odd, we find
ζH(z)− ζH− (z)
∣∣
z=0
= −ns−1 , (6.26)
with ns−1 defined in (4.9). We will explain the significance of these results in the next section.
7 Massless higher-spin fields in AdS and gauge sym-
metries
In this section we discuss directly the case of massless higher-spin fields, the corresponding
gauge fixing and the bulk interpretation of the coefficient of logN associated to the ∆−
boundary conditions. As usual, in computing the one-loop partition function for a higher-
spin gauge field, we must properly gauge fix the local symmetry (5.3). Using a covariant
gauge fixing procedure and introducing the corresponding ghosts,18 the end result is that the
one-loop partition function in AdSd+1 may be written as the ratio of determinants (see for
example [83–86] for the spin 2 case, and [63,87,88] for the generalization to arbitrary spin)
Z(s) =
[
detSTTs−1 (−∇2 + (s− 1)(d+ s− 2))
] 1
2[
detSTTs (−∇2 + (s− 2)(d+ s− 3)− 2)
] 1
2
, (7.1)
where each determinant is computed on the space of symmetric traceless transverse tensors.
The numerator corresponds essentially to the spin s − 1 ghost contribution. The struc-
ture of the associated kinetic operator may be obtained basically by “squaring” the gauge
transformation ∫
dd+1x
√
g∇(µ1ξµ2...µs)∇(µ1ξµ2...µs)
=
∫
dd+1x
√
gξµ1...µs−1
(−∇2 + (s− 1)(d+ s− 2)) ξµ1...µs−1 , (7.2)
where we have integrated by parts, restricted to transverse ξs−1, and related commutators
of covariant derivatives to the curvature of AdS (we set the AdS radius to one).
Recall that we are interested in computing the ratio of the partition functions with
18Alternatively, one may use a procedure similar to the one discussed in Section 4 by explicitly decomposing
the higher-spin gauge field into its transverse, trace and pure gauge parts.
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∆+ = d+ s− 2 and ∆− = 2− s boundary conditions imposed on the physical spin s gauge
fields. However, when computing the ghost determinant in (7.1), we also have in principle
two choices of boundary behavior for the Green’s function associated to the kinetic operator
−∇2 + (s − 1)(d + s − 2). Working in Poincare coordinates and using (5.6), one finds that
the two boundary conditions on the spin s−1 transverse field with such kinetic operator are
ξi1...is−1(z, xi) ∼ zδ±ci1...is−1(xi), δ+ = d, δ− = 2− 2s , (7.3)
where i1, . . . , is−1 are indices along the flat d-dimensional boundary. As we now explain, the
choice of δ± ghost behavior is correlated with the choice ∆± on the physical gauge field. To
see this, we can look at the structure of the allowed gauge transformations on the spin s
gauge field
δhµ1...µs = ∇(µ1ξµ2...µs) . (7.4)
The boundary behavior of the gauge field is
hi1...is(z, xi) ∼ z∆±−sαi1...is(xi) , ∆+ = s+ d− 2 , ∆− = 2− s . (7.5)
In the case of the ordinary ∆+ boundary condition, we see that in order for the gauge
transformation to preserve the boundary behavior of the spin s gauge field, we must choose
in (7.3) the ξs−1 ∼ zd behavior for the ghost. The bulk gauge transformations then fall
off fast enough at the boundary so that the bulk spin s field is dual to a gauge invariant
conserved current. On the other hand, with the alternate ∆− boundary condition, h(s) is dual
to a gauge field at the boundary. In this case, we expect that the bulk gauge transformations
should reproduce in the z → 0 limit the gauge transformations in the boundary theory. From
(7.3), we see that the δ− = 2− 2s behavior for the ghost is precisely what we need for this
to happen, since in this case the spin s gauge field (7.5) and the ghost have the same scaling
in the boundary limit.
In section 4 we explained that the coefficient of logN in the free energy can be understood
as counting the numbers of missing gauge transformations, or equivalently ghost zero modes.
We thus expect that an analogous interpretation should hold in the bulk. Indeed, the
quadratic action for the bulk spin s fields has the schematic form
S ∼ N
∫
dd+1x
√
gh(s)D(s)h(s) , (7.6)
where N plays the role of the (inverse of the) coupling constant. The ghost action does not
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carry N dependence. However, by general arguments (see e.g. [89] for a related discussion),
the Gaussian path integral on the spin s field gives a coupling dependence in the partition
function (
1√
N
)ds−(ds−1−ns−1)
, (7.7)
where ds is the dimension of the space of unconstrained spin s fields, ds−1 the dimension of
the spin (s− 1) gauge parameter space, and ns−1 the number of gauge transformations that
act trivially on the gauge field. Using a regularization such that ds = ds−1 = 0 (such as the
ζ-function regularization we used in the boundary), the N dependence of the one-loop free
energy will then be F = 1
2
ns−1 logN . To prove agreement with the boundary calculation, we
just have to show that we have the same number ns−1 of trivial gauge transformations (or
ghost zero modes) in the bulk as we do in the boundary, and also, importantly, that such
zero modes of the gauge transformation are only present with the ∆− boundary condition.
The trivial bulk gauge transformations that we should count are the solutions to
∇(µ1ξµ2...µs) = 0, ξµµµ3...µs−1 = 0 ; (7.8)
namely, they are the traceless spin s− 1 Killing tensors of the AdS background. Note that
due to (7.2) these are also zero modes of the ghost kinetic operator. The traceless Killing
tensors of AdSd+1 are expected to be in one-to-one correspondence with the conformal Killing
tensors in the boundary CFT [52]. So we anticipate that solutions to (7.8) should fall into
the [s− 1, s− 1] representation of SO(d+ 1, 1), and hence we should have the same number
of zero modes in the bulk and in the boundary. However, since the boundary behavior of
these modes is crucial in our analysis, it is important to analyze explicitly the solutions to
(7.8).
Let us first look at the simplest s = 1 case. Here we are just counting solutions to
∇µξ = 0 . (7.9)
Clearly the only solution is ξ = constant over the whole AdS. If the gauge field is quantized
with the ∆+ boundary condition, then, as we have argued above, the analysis of allowed
gauge transformations requires ξ ∼ zd near the boundary. Therefore, as expected, this
constant mode should not be counted as a trivial gauge transformation in the ∆+ theory.
On the other hand, with the ∆− boundary condition the scalar ghost should have precisely
the behavior ξ ∼ z0 at small z (see (7.3)), and so the constant mode solving (7.9) should
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indeed be intepreted as a trivial gauge transformation of the ∆− theory. Of course, the
projection of this mode to the boundary (trivially) coincides with the single constant gauge
transformation on S3, leading to δFs=1 = 1/2 logN +O(N
0).
For s = 2, we should look for solutions to
∇µξν +∇νξµ = 0 . (7.10)
These are just the Killing vectors generating the isometries of AdSd+1, and the solution is well
known. There are (d+ 1)(d+ 2)/2 Killing vectors transforming in the adjoint representation
of SO(d+ 1, 1). We may describe (Euclidean) AdSd+1 as the hyperboloid in Rd+1,1
ηABX
AXB = −1 A,B = 0, 1, . . . d+ 1 , (7.11)
where ηAB = (−1,+1, . . . ,+1). Choosing an explicit parameterization XA(xµ), where xµ
are coordinates on AdSd+1, the Killing vectors are given by
ξABµ = X
A∂µX
B −XB∂µXA . (7.12)
For instance, in the Poincare coordinates
XA =
(
z
2
[
1 +
1
z2
(1 + z2 + xixi)
]
,
xi
z
,
z
2
[
1 +
1
z2
(1− z2 − xixi)]) , i = 1, . . . , d . (7.13)
A simple calculation shows that the Killing vectors behave at small z as
ξABi = z
−2vABi (xi) +O(z
0), ξABz = z
−1fAB(xi) . (7.14)
From (7.3) and the discussion thereafter, we conclude that these are truly zero modes of
the bulk gauge transformations only when the graviton is quantized with the alternate ∆−
boundary condition. Therefore, we reproduce the result F
(2)
∆− − F
(2)
∆+
= 5 logN in d = 3. As
a remark, note that the boundary limit of the AdS Killing vectors yields as expected the
conformal Killing vectors on the boundary, as one can explicitly check19
lim
z→0
z2ξABi = v
AB
i (xi), ∇ivABj +∇jvABi −
2
d
gij∇kvABk = 0 . (7.15)
19We have used Poincare´ coordinates for simplicity in discussing the boundary behavior. However this
result is general. For instance, using the metric dρ2 + sinh2 ρ dΩ2Sd one can reproduce the conformal Killing
vectors on Sd from the ρ→∞ limit of the AdS Killing vectors.
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To proceed with the higher-spin cases, we can use the result [90] that in spaces of constant
curvature (such as AdS) all Killing tensors of rank greater than or equal to two are reducible;
i.e. they can be constructed from symmetrized tensor products of the Killing vectors. It is
clear that when we take the tensor product of s − 1 Killing vectors, which transform in
the [1, 1] representation, we get a sum of irreducible representations including in particular
[s − 1, s − 1]. In fact, after imposing that the resulting Killing tensor is traceless in the
spacetime indices, all representations except [s− 1, s− 1] are projected out. Let us see this
more explicitly. At rank s− 1, we construct the symmetric tensor
ξµ1...µs−1 = CA1B1,A2B2,...,As−1Bs−1
[
ξA1B1µ1 ξ
A2B2
µ2
· · · ξAs−1Bs−1µs + . . .
]
, (7.16)
where the term in the square brackets is completely symmetrized in the spacetime indices,
and CA1B1,...,As−1Bs−1 is a constant tensor, which, by construction, is antisymmetric in each
pair of indices and symmetric under exchange of any pair. It is easy to see that this solves the
Killing tensor equation, and the theorem guarantees that there are no additional non-trivial
solutions in AdS. To impose the tracelessness condition, we note that the Killing vectors
satisfy an indentity of the form
gµνξABµ ξ
CD
ν =
1
d
[
ηACξEBµ ξ
µ D
E ± 3 terms−
1
d− 1(η
ACηBD − ηADηBC)ξEBµ ξµEB
]
. (7.17)
Therefore, as long as all traces are removed from the coefficient tensor CA1B1,...,As−1Bs−1 ,
we obtain a traceless Killing tensor. Finally, we note that if CA1B1,...,As−1Bs−1 were to-
tally antisymmetric in 3 or more indices, (7.16) would vanish identically. To summarize,
CA1B1,...,As−1Bs−1 is constrained to be antisymmetric in each pair of indices, completely trace-
less, and such that the antisymmetrization over any 3 indices gives zero. Indeed, this can
be seen to be a realization of the [s− 1, s− 1] representation of SO(d+ 1, 1). As a familiar
example, at s = 3 we see that CA1B1,A2B2 is constrained to have the symmetries of the Weyl
tensor (in d+ 2 dimensions), which correspond to the [2, 2] representation. From the explicit
tensor product construction, it is clear that the boundary behavior of these traceless Killing
tensors is ξi1...is−1 ∼ z2−2s. From (7.3), we see that this is precisely the behavior we should
impose on the ghosts when the spin s field is quantized with the ∆− boundary condition.
Therefore, we find the expected ns−1 = dim([s − 1, s − 1]) “missing” gauge transformation
in the ∆− theory and reproduce from the bulk the result
F
(s)
∆− − F
(s)
∆+
=
1
2
ns−1 logN +O(N0) . (7.18)
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To conclude this section, let us observe that it appears to be possible to reproduce the
correct coefficient of logN also by some formal manipulations on the spectral ζ-function, as
discussed in Section 6.2. Because the overall coupling in front of the bulk higher-spin action
is proportional to N , the coefficient of 1
2
logN can be understood (see (7.7)) as counting
the dimension of the space of the physical spin s field. Therefore, we may try to formally
compute
δF
(s)
∆ =
logN
2
(
tr
(s)
− − tr(s)+
)
= − logN
2
[
ζH(z)− ζH− (z)
]∣∣∣∣
z=0
. (7.19)
From the discussion of the previous section we see that this expression vanishes unless ∆ =
d + s − 2 and d is odd. In that case, we may use the result in (6.26) to calculate δF (s)d+s−2,
and one can see that this indeed leads to the expected result.
7.1 Mixed boundary conditions and Chern-Simons terms
In the previous section we concentrated on the case of the two ∆± boundary conditions. In
fact, for gauge fields in AdS4, a more general mixed boundary condition is possible. In this
section, we restrict to d = 3 and make some comments on these mixed boundary conditions
and their relation to boundary Chern-Simons terms.
Let us examine more closely the boundary conditions for the massless spin 1 field in
d = 3. The components of the gauge field in AdS4 solving the equations of motion (5.1) have
the following small z behavior,20
Ai(z, ~x) = αi(~x) + zβi(~x) +O(z
2) , Az(z, ~x) = O(z) . (7.20)
The regular ∆+ boundary conditions correspond to αi = 0, and then βi(~x) is dual to the
conserved spin 1 current in the boundary. The alternate ∆− boundary conditions correspond
to βi = 0, and αi(~x) is dual to the dynamical gauge field at the boundary. Equivalently, these
boundary conditions can be expressed in a gauge invariant form respectively as vanishing of
the boundary magnetic field
Fij|z=0 = 0 (7.21)
20The small z expansion of Az can be related to the one of Ai by the gauge condition ∇µAµ = 0.
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or vanishing of the boundary electric field
Fzi|z=0 = 0 . (7.22)
More generally, one may impose a one parameter family of conformally invariant boundary
conditions [30] (see also [33] for a detailed discussion)
1
2
ijkFjk + ib1
N
k1
Fzi
∣∣∣
z=0
= 0 , (7.23)
where b1 is a constant which depends on the normalization of the boundary 2-point function
of the spin 1 current (in our conventions, b1 = pi/8). For finite k1, these boundary conditions
correspond to gauging the U(1) global symmetry at the boundary, while adding a Chern-
Simons term at level k1. Indeed, note that in terms of the expansion in (7.20), these boundary
conditions amount to k1ijk∂jαk + ib1Nβi = 0, which is the structure of the equations of
motion for the boundary gauge field in the presence of the Chern-Simons term, βi playing
the role of the current. The regular ∆+ boundary conditions are recovered in the limit
k1 → ∞, while k1 = 0 gives the ∆− boundary condition dual to conformal QED with no
Chern-Simons term. The Green’s function for the spin 1 field with these boundary conditions
was worked out (in the Az = 0 gauge) in [33], and one can explicitly see that in the z → 0
limit it reproduces the 2-point function of the boundary gauge field with Chern-Simons term,
namely the inverse (in the gauge ∂iA
i = 0) of the kinetic operator (4.20). Introducing the
self-dual and anti self-dual parts of the field strength F±µν = Fµν ± 12 ρσµν Fρσ, the mixed
boundary conditions may be also written as
eiγ1F+zi
∣∣∣
z=0
= e−iγ1F−zi
∣∣∣
z=0
, eiγ1 =
√
k1 + ib1N
k1 − ib1N . (7.24)
In this form, the ordinary and alternate boundary conditions correspond respectively to
γ1 = 0 and γ1 =
pi
2
.
The possibility of imposing conformally invariant mixed boundary conditions extends to
the higher-spin cases. From the boundary point of view, it corresponds to the fact that
we can add parity-odd local conformal actions of Chern-Simons type for the higher-spin
gauge fields [91]. In the spin 2 case, this is just the familiar gravitational Chern-Simons
action ik2
∫
tr
(
ω ∧ dω + 2
3
ω3
)
. The mixed boundary conditions for spin 2 were discussed for
instance in [35, 37, 38]. A solution to the linearized s = 2 equations of motion (5.1) has the
39
small z behavior
hi1i2(z, ~x) =
1
z2
αi1i2(~x) + . . .+ zβi1i2(~x) +O(z
2) . (7.25)
To express the boundary conditions in a gauge covariant form similar to the spin 1 treatment
above, we note that the natural generalization of the spin 1 field strength is the Weyl tensor
Cµνρσ.
21 On a solution to the equations of motion, one finds that αi1i2(~x) and βi1i2(~x) in
(7.25) are related to the “electric” and “magnetic” components of the Weyl tensor [35]22
zCzizj
∣∣∣
z=0
= −3
2
βij(~x) ,
z
1
2
iklCklzj
∣∣∣
z=0
=
1
8
[(
ikm∂m
(
δjl∂
2 − ∂j∂l
)
+ (i↔ j))+ (k ↔ l)]αkl(~x) . (7.26)
Therefore we see that the regular ∆+ and alternate ∆− boundary conditions may be ex-
pressed respectively as vanishing of the “magnetic” part of the Weyl tensor
1
2
iklCklzj
∣∣∣
z=0
= 0 (7.27)
or vanishing of the “electric” part
Czizj
∣∣∣
z=0
= 0 , (7.28)
in complete analogy with (7.21) and (7.22). Note that if αij is viewed as a linearized per-
turbation of the boundary flat metric, then one can see that the three-derivative operator
in the second line of (7.26) corresponds to the Cotton tensor Cij = 1√
g
ikl∇k
(
Rjl − 14δjlR
)
linearized around the 3-d flat metric, i.e. gij(~x) = δij + αij(~x). Indeed, it is well-known that
this is the tensor that is obtained by varying the gravitational Chern-Simons action with
respect to the metric. The corresponding operator acting on αij in (7.26) is precisely the
parity-odd part of the 3-d graviton kinetic term in (4.25). Therefore, the mixed boundary
conditions that correspond to gauging the spin 2 symmetry while adding the gravitational
Chern-Simons action may be stated as
1
2
iklCklzj + ib2
N
k2
Czizj
∣∣∣
z=0
= 0 , (7.29)
where b2 is a normalization factor. Introducing the self-dual and anti-self dual parts of the
21We use conventions in which the Weyl tensor satisfies Cµνρσ = −Cνµρσ = −Cµνσρ, Cµνρσ = Cρσµν ,
C[µνρ]σ = 0, and it is completely traceless.
22To derive this result, one can solve the equations of motion and gauge conditions in (7.25) perturbatively
in small z. The terms which are omitted in the expansion (7.25) are determined in terms of αi1i2 by the
equations of motion.
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Weyl tensor
C±µνρσ = Cµνρσ ±
1
2
 κλµν Cκλρσ , (7.30)
these may be also written as
eiγ2C+zizj
∣∣∣
z=0
= e−iγ2C−zizj
∣∣∣
z=0
, eiγ2 =
√
k2 + ic2N
k2 − ic2N . (7.31)
We can proceed with the higher-spin cases in analogy with the above discussion. For
a higher-spin gauge field of spin s, there is a natural generalization of the Weyl curvature
tensor which is constructed by taking up to s space-time derivatives on the symmetric rank
s tensor hµ1...µs . It corresponds to a tensor Cµ1ν1µ2ν2···µsνs with the symmetries of the two row
Young tableaux, each row having length s; this is the [s, s] representation of SO(4). As in the
lower spin examples, it can be split into its self-dual and anti self-dual parts corresponding,
in the two-component spinor notations, to the totally symmetric multispinors Cα1···α2s and
Cα˙1···α˙2s . This corresponds to the fact that the [s, s] representation of SO(4) splits into the
sum (2s + 1,1)⊕(1,2s + 1) of SU(2)×SU(2) representations. Such HS Weyl tensors appear
naturally in Vasiliev’s formulation of the higher-spin gauge theory. They are contained in
the master 0-form B(x|yα, y¯α˙, zα, z¯α˙) (here y, y¯, z, z¯ denote the auxiliary twistor variables)
as the components of degree (2s, 0) and (0, 2s) in (y, y¯) and independent of z, z¯. By analogy
with (7.24) and (7.31), we can state the general mixed boundary conditions for HS gauge
fields in terms of the HS Weyl tensors as
eiγsC+ziizi2···zis
∣∣∣
z=0
= e−iγsC−ziizi2···zis
∣∣∣
z=0
, eiγs =
√
ks + ibsN
ks − ibsN . (7.32)
These boundary conditions are expected to correspond to turning on the spin s Chern-
Simons term in the induced conformal HS theory at the boundary. As above, ks denotes the
Chern-Simons coupling constant, and bs is a normalization factor. It would be interesting to
explicitly derive the bulk-to-boundary propagators and Green’s functions which solve (5.1)
with boundary conditions (7.32)23 and verify that they reproduce the structure of the two-
point function of the boundary HS gauge field with Chern-Simons terms. It is likely that in
the fully non-linear theory, where one may need to gauge all the boundary HS symmetries
at once, the Chern-Simons couplings ks should be all related, leaving only one independent
coupling. In Vasiliev’s theory, where the HS Weyl curvatures are all contained into a single
23The propagators derived e.g. in [21] satisfy the ordinary ∆+ boundary conditions, corresponding to
γs = 0 in (7.32).
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master form, it seems natural to impose the conditions (7.32) for all spins by working at the
level of the master form instead of its single components.
To compute from the bulk the change in free energy δF (s) = F
(s)
gauged − F (s)free, where the
gauged system includes the CS term, one would have to calculate the one-loop determinants
in AdS4 with the mixed boundary conditions (7.32). We leave this for future work. Note,
however, that the discussion of trivial gauge symmetries in the previous section still applies
to the mixed boundary conditions. Since the boundary HS symmetry is gauged, we still
need to use δ− boundary conditions for the ghosts, leading to the same counting of trivial
gauge transformations. This implies, as before, that δF = 1
2
ns−1 logN + O(N0) at large N
with N/ks fixed. From this point of view, the square root structure discussed in Section 4.1
should be recovered by computing the O(N0) terms coming from the one-loop determinants.
Namely, we can write (4.30) as (recall C ∝ N and W ∝ ks)
δF (s) =
1
2
ns−1 log
(√
C2 +W 2
)
=
1
2
ns−1 logN +
1
2
ns−1 log
√1 + ( ks
csN
)2+ . . . . (7.33)
The second term, which is O(N0), should come from the evaluation of the bulk one-loop
determinants with mixed boundary conditions. Note that this is in principle consistent with
the structure of (7.32), which depend on the ratio ks/N and not on N and ks separately.
8 Comments on half-integer spins
So far our discussion has been restricted to the case where Js is a bosonic single-trace operator
of integer spin s. Of course, it is also possible to consider cases where Js is a fermionic single-
trace operator of half-odd-integer spin; the double-trace operator is still bosonic and can be
added to the action. The simplest case of s = 1/2 in d = 3 has already been studied in the
literature [11, 92]. In this section we briefly consider generalizations of this result to higher
half-integer spin. As we have seen, the dual AdS4 calculations tend to be simpler than the
field theory calculations on S3. In this section we list some results obtained in the bulk,
leaving comparisons with the explicit field theory calculations for future work.
Following [93] we see that in the half-integer spin case the spectral function is modified
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to
µ(λ) =
piλ
16
[
λ2 +
(
s+
1
2
)2]
cothpiλ . (8.1)
With the operator Js a real fermion, the change δF
(s)
∆ acquires an additional minus sign
compared to (5.8) because of the closed fermion loop. We then find that for half-integer spin
δF
(s)
∆ =
(2 s+ 1)pi
6
∫ ∆
3/2
(
x− 3
2
)
(x+ s− 1)(x− s− 2) tan(pix) , (8.2)
so that for arbitrary integer or half-integer spin we have the general formula
δF
(s)
∆ =
(2 s+ 1)pi
6
(−1)2s
∫ ∆
3/2
(
x− 3
2
)
(x+ s− 1)(x− s− 2) cot (pi(x+ s)) . (8.3)
Note that for spin 1/2 this agrees with the result in [11,92].
We note that for ∆ = s+ 1−  we find a logarithmic divergence of the form
δF (s) = −s(4s
2 − 1)
6
log  . (8.4)
This again suggests that for  = 0, δF (s) = 1
2
nd=3s−1 logN , where for d = 3
nd=3s−1 =
s(4s2 − 1)
3
=
(2s+ 1)!
3!(2s− 2)! . (8.5)
This formula is the restriction to d = 3 of (4.9).24 As we have discussed, the logarithmic
divergence in δF (s) appears for s ≥ 1 and is associated with gauge transformations that act
trivially on the spin s gauge field. For example, for s = 3/2 such gauge transformations
are simply the 4 Killing spinors in AdS4. More generally, for half-integer s, the Killing
tensors transform in the m1 = m2 = s − 1 spinor representation of SO(4, 1). The counting
of degeneracies of such representations is particularly simple because they are symmetric
tensors of rank 2s− 2 with spinor indices. Indeed, the formula (8.5) is simply the number of
such tensors where each index takes 4 values. We note that this applies to integer s as well.
24For d > 3 the formula (4.9) does not apply to half-integer s because that formula was calculated with
m3 = . . . = 0, which does not make sense for spinors. It is plausible that we should instead consider the
representations m1 = m2 = s − 1 and m3 = . . . = 1/2. For example, for d = 5 the dimension of the
representation with m1 = m2 = s − 1 and m3 = 1/2 is (2s+3)(2s+2)(2s+1)(s−
1
2 )(s+
1
2 )(s+
3
2 )(s+
5
2 )
3×5! . It would be
interesting to check by a direct calculation that this gives the correct number of fermionic Killing tensors.
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Note also that (8.5) precisely vanishes at s = 0 and s = 1/2, which correspond to the only
cases in which we do not have gauge symmetries.
9 Calculation of Weyl anomalies in even d
In this section we discuss an interesting application of alternate boundary conditions in
AdSd+1: we will show that they provide an efficient method for finding the Weyl anomaly
coefficients of conformal higher-spin field theories in even dimensions d. In the d = 4 case
such theories were introduced in [36]; an interacting conformal higher-spin theory including
each spin once was proposed in [55].
For all d the alternate boundary conditions in AdSd+1 correspond to a theory where the
dynamics of the spin s gauge field is “induced” by its coupling to the conserved current
Jµ1µ2...µs . However, some properties of the theory depend significantly on whether d is even
or odd. In odd d the induced conformally invariant action is necessarily non-local as, for
example, in 3-dimensional QED. In even d we instead find a local conformally invariant
term multiplied by log(q2/Λ2). Well-known examples of this in d = 4 include FµνF
µν for
s = 1 and the Weyl tensor squared, CµνκσC
µνκσ, for s = 2. Their appearance is due to the
structure of 2-point functions; for example,
〈Jµ(q)Jν(−q)〉 ∼ (qµqν − δµνq2) log(q2/Λ2) . (9.1)
The logarithmic term is due to the fact that in QED4, the quantum effects of the charged
fields lead to a logarithmic flow of the charge. Far in the IR the dynamics reduces to that
of the free Maxwell field decoupled from the charged field. This is a conformal field theory,
and we will show how considering a massless gauge field in AdS5 with alternate boundary
conditions gives the familiar anomaly coefficient a1 = 31/45.
25 Similarly, for s = 2 we
will obtain a2 = 87/5 in agreement with the direct calculation [36, 56] in the conformal
Weyl-squared gravity.26
First, let us calculate the change in the Weyl anomaly coefficient produced by the double-
trace flows with operators Jµ1µ2...µsJ
µ1µ2...µs , where Jµ1µ2...µs is a spin s single-trace operator
of dimension ∆, extending the earlier work of [7, 8, 10]. When d is even, the logR term in
25We recall that a conventionally denotes the coefficient of the Euler density term in the Weyl anomaly.
By our methods we do not have access to the c coefficient, which is the one associated with the square of
the Weyl tensor.
26 The relation to the notation for anomaly coefficients used in [56] is a = 2β2 − 4β1; see also [36].
44
the free energy on Sd is identified with the anomaly a-coefficient. Using (6.23) we then find
δa
(s)
∆ = −
2g(s)
pi d!
∫ ∆
d
2
dx
(
x− d
2
)
(x+ s− 1)(x− s− d+ 1)Γ(x− 1)Γ(d− 1− x) sin(pix) .
(9.2)
For s = 0 this expression agrees with the results in [7, 8, 10]. With s = 0,∆ = d
2
+ 1 this
formula agrees with the coefficient of the logarithmic divergence in the Sd free energy for a
conformally coupled scalar field [79]. For instance, δa(0) = −1
3
, 1
90
,− 1
756
, 23
113400
in d = 2, 4, 6, 8
respectively. This is because in this case the Hubbard-Stratonovich field has the dimension
of a free conformal scalar.
An interesting special case is d = 4. Integrating (9.2) over ∆ we obtain the change in
the a-anomaly coefficient:
δa(s) = a
(s)
UV − a(s)IR =
(s+ 1)2
180
(∆− 2)3[5(1 + s)2 − 3(∆− 2)2] , (9.3)
where a is normalized such that a = 1/90 for a real conformal scalar field.
The higher-spin conformal gauge theories are obtained by taking ∆ = 2 + s with s ≥ 1,
but in this case we must be careful to also include the contribution of the spin s− 1 ghosts
with alternate boundary conditions. Since the ghost determinant appears in the numerator
of (7.1), the contribution of the ghosts to the anomaly a-coefficient of the induced theory
may be computed from (9.3) with ∆ = 3 + s (recall that for the spin s − 1 ghosts we have
∆± = δ±+ s−1, where δ± is given in (7.3)). More explicitly, defining as = agaugeds −aungaugeds
so that as is the anomaly a-coefficient for the conformal spin s field, we have
as = a
phys
s − aghosts−1 , (9.4)
with aphyss the contribution from the physical modes and a
ghost
s−1 that from the ghosts. We find
aphyss =
s3
180
(1 + s)2
[
5 + 2 s (5 + s)
]
,
aghosts−1 = −
s2
180
(1 + s)3
[
3 + 2 s (3− s)] , (9.5)
which leads to the result quoted in (1.6). Using this result, we can calculate the Weyl
anomaly of the 4-d conformal gauge theory including the fields of each positive integer spin
once. One way to try constructing such an induced gauge theory is to start with N conformal
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charged scalars or fermions in d = 4 and gauge all the currents with s ≥ 1. Using (1.6) and
the zeta-function regularization, we find that the sum of all Weyl anomaly coefficients
∞∑
s=1
as =
1
90
[
10ζ(−3) + 21ζ(−5)] = 0 , (9.6)
where we have used the fact that ζ(−2n) = 0 for n > 1. Thus, the theory with such a field
content has no a-type Weyl anomaly. This provides partial evidence for the consistency of
such a conformal higher-spin theory, but the c anomaly coefficient remains to be determined.
Since the a-type Weyl anomaly cancels in the conformal higher-spin theory, the leading
term in the S4 free energy of the induced theory is the logN type term that comes from (7.18).
When the a-type anomaly does not cancel in an even dimensional induced gauge theory, this
term is subdominant compared to the logR term. The sum over all of the logN contributions
in zeta-function regularization gives
F =
1
2
∞∑
s=1
ns−1 logN =
logN
24
(
ζ(−2) + 4ζ(−3) + 5ζ(−4) + 2ζ(−5)) = logN
945
, (9.7)
where we have used (4.9) to calculate ns−1 in d = 4.
A similar calculation may be carried out in other even dimensions; for example, in d = 2
we find that for generic ∆ the change in central charge is given by
cUV − cIR = g(s)(∆− 1)
[
(∆− 1)2 − 3s2] (9.8)
in units where c = 1 for a real scalar field. When the dimension ∆ equals the spin so that
we are dealing with a spin s gauge theory, we may include the contribution of the ghosts to
calculate cs = c
gauged
s − cungaugeds . We find that
c1 = −1 , cs = −2
[
1 + 6 s (s− 1)] (s ≥ 2) . (9.9)
The central charges cs with s ≥ 2 agree with those in the W -gravity theories [68]; they are
the central charges of the higher-spin bc ghost system with weights (s, 1− s). In particular,
for s = 2 we find the well-known result c2 = −26 for the central charge of the ghost system
in the 2-d gravity [67]. Thus, we have found a dual AdS3 approach to the critical dimension
of the bosonic string. We note that the result for s = 2 does not include the contribution
of the conformal factor, the Liouville mode. This mode is frozen because in the dual AdS3
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calculation the trace of the graviton at the boundary is kept fixed to zero. Similarly, in the
calculation of the Weyl anomaly for 4-d conformal gravity the conformal factor is frozen.
The result a2 = 87/5 of [36, 56] is obtained in a “quantum Weyl gauge,” where the trace of
the graviton is set to zero off-shell, and so a2 receives contributions only from the traceless
gravitons and ghosts.27
As noted in [68], in zeta function regularization
∞∑
s=2
cs = 2
[
1 + 6ζ(−1)− ζ(0)] = 2 . (9.10)
Thus, a conformal 2-d theory with s ≥ 2 fields does not have a vanishing Weyl anomaly.
However, as observed in [68], it is possible to cancel the total anomaly by adding a suitable
matter sector with cmat = −2. A well-known example is the “topological” ηξ theory with
weights (1, 0); it is the s = 1 case of the bc ghost systems with weights (s, 1− s).
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A Symmetric traceless tensor harmonics on S3
In this Appendix we collect a few useful results on S3 tensor spherical harmonics. Most of
these results can also be found elsewhere in the literature—see, for instance, [94–97]. For
presenting explicit formulas for the tensor harmonics, it is convenient to use the standard
27Of course, in the presence of a net non-zero anomaly, the conformal factor does not really decouple and
becomes dynamical, as in the quantum Liouville theory [67]. But the result a2 = 87/5 does not include the
contribution of this trace mode.
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coordinates (χ, θ, φ) on the three-sphere, for which the line element takes the form
ds2 = dχ2 + sin2 χ
(
dθ2 + sin2 θdφ2
)
. (A.1)
The angles (θ, φ) are the standard coordinates on an equatorial S2, whose SO(3) isometry
group embeds diagonally into the isometry group SO(4) ∼= SU(2)L × SU(2)R of the three-
sphere.
As described in Section 3.1, the Hilbert space of normalizable traceless symmetric tensors
of rank-s decomposes under SU(2)L × SU(2)R as
∞⊕
n=s+1
s⊕
s′=−s
(n + s′,n− s′) . (A.2)
We denoted the basis of tensors in the (n + s′,n− s′) by Hs′,n`mµ1...µs(x), where |s′| ≤ ` < n and
m = −`,−`+ 1, . . . , `. Group theory implies that [96,97]
∇ν∇νHs′,n`mµ1...µs = −
(
n2 + s′2 − 1− s(s+ 1))Hs′,n`mµ1...µs ,
∇νHs′,n`mνµ1...µs−1 = −
√
(n2 − s2)(s2 − s′2)
s(2s− 1) H
s′,n`m
µ1...µs−1 .
(A.3)
When s′ < s, one can construct the tensor harmonics Hs′,n`mµ1...µs(x) recursively from harmonics
of lower rank:
Hs′,n`mµ1...µs =
√
s(2s− 1)
(n2 − s2)(s2 − s′2)
[
∇(µ1Hs
′,n`m
µ2µ3...µs)
− s− 1
2s− 1g(µ1µ2∇
νHs
′,n`m
µ3µ4...µs)ν
]
, (A.4)
where the overall normalization is fixed by requiring Hs′,n`mµ1...µs to have unit norm, namely∫
sin2 χ sin θ dχ dθ dφHs′,n`mµ1...µs(χ, θ, φ)
∗Hµ1...µss′,n`m(χ, θ, φ) = 1 . (A.5)
In (A.4), one recognizes the operator Og defined in (4.3) acting on a rank-(s− 1) tensor. All
the tensors Hs′,n`mµ1...µs can therefore be straightforwardly constructed from knowing those with
s′ = s for all s. These latter tensors are covariantly conserved, as (A.3) reduces in this case
to ∇νHs,n`mνµ1...µs−1 = 0.
The formulas we are about to present simplify if we also make use of the Z2 parity
symmetry, which acts by interchanging SU(2)L with SU(2)R, so it sends the (n + s
′,n− s′)
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representation to (n− s′,n + s′). For s′ > 0, it is convenient to define the odd and even
combinations
Es′,n`mµ1...µs(x) =
1√
2
(
Hs′,n`mµ1...µs(x) +H
−s′,n`m
µ1...µs
(x)
)
,
Os′,n`mµ1...µs(x) =
1√
2
(
Hs′,n`mµ1...µs(x)−H−s
′,n`m
µ1...µs
(x)
)
,
(A.6)
where the normalization is such that if Hs′,n`mµ1...µs has unit norm, then so do E
s′,n`m
µ1...µs
and Os′,n`mµ1...µs .
For s′ = 0 we can take E0,n`mµ1...µs(x) = H
0,n`m
µ1...µs
(x).
Since the kernels in Section 3.1 are parity-even, the only harmonics that will be relevant
are the even ones. Indeed, one can define
Z(E)s′,nµ1...µs;ν1...νs(x) =
∑
`,m
Es′,n`mµ1...µs(x)
∗Es′,n`mν1...νs (0) ,
Z(O)s′,nµ1...µs;ν1...νs(x) =
∑
`,m
Os′,n`mµ1...µs(x)
∗Os′,n`mν1...νs (0) ,
(A.7)
and write
Zs′,nµ1...µs;ν1...νs(x) + Z
−s′,n
µ1...µs;ν1...νs
(x) = Z(E)s′,nµ1...µs;ν1...νs(x) + Z
(O)s′,n
µ1...µs;ν1...νs
(x) . (A.8)
It can be checked that Os′,n`mµ1...µs(0) = 0 and hence Z
(O)s′,n
µ1...µs;ν1...νs(x) = 0. We then have
Z(E)s′,nµ1...µs;ν1...νs(x) =
Zs
′,n
µ1...µs;ν1...νs
(x) + Z−s′,nµ1...µs;ν1...νs(x) , if s
′ > 0 ,
Z0,nµ1...µs;ν1...νs(x) , if s
′ = 0 .
(A.9)
Using (3.6) as well as the fact that for a parity-invariant theory kn,s′ = kn,−s′ , we can then
use
kn,s′ = kn,−s′ =
32pi3
n2 − s′2
∫
dr
r2
(1 + r2)3
Z(E)s′,nµ1...µs;ν1...νs(rvˆ)K
µ1...µs;ν1...νs(rvˆ, 0) (A.10)
instead of (3.6) whenever s′ > 0. When s′ = 0 we can still use (3.6).
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A.1 Even harmonics
A.1.1 Spin 0
For s = 0, we have E0,n`m(χ, θ, φ) = H0,n`m(χ, θ, φ) = Yn`m(χ, θ, φ). An explicit expression
can be found by writing
Yn`m(χ, θ, φ) = sin
` χΦn`(χ)Y`m(θ, φ) , (A.11)
where Y`m(θ, φ) are the S
2 spherical harmonics and then using (A.3) to find a second order
differential equation satisfied by Φn`(χ). The regular solutions of this equations are
Φn`(χ) =
1√
an`
d`+1 cos(nχ)
d(cosχ)`+1
, an` =
npi(`+ n)!
2(n− `− 1)! . (A.12)
The normalization factor in (A.12) was chosen so that Yn`m(χ, θ, φ) has unit norm on S
3.
A.1.2 Spin 1
The spin-1 even harmonics can be expanded as
Es′,n`mχ (χ, θ, φ) = V n`1 (χ)Y`m(θ, φ) ,
Es′,n`mα (χ, θ, φ) = V n`2 (χ) sinχ ∇ˆαY`m(θ, φ) ,
(A.13)
where α = θ, φ and ∇ˆα is the covariant derivative on S2. Eqs. (A.3) uniquely determine
V n`1 (χ) and V
n`
2 (χ) up to an overall normalization.
For s′ = 0 we have
V n`1 (χ) =
1√
an`(n2 − 1)
d
dχ
(
sin` χ
d`+1 cos(nχ)
d(cosχ)`+1
)
,
V n`2 (χ) =
1√
an`(n2 − 1)
sin`−1 χ
d`+1 cos(nχ)
d(cosχ)`+1
,
(A.14)
which follows from either solving (A.3) or from combining the recursion relation (A.4) with
(A.11). For s′ = 1, solving (A.3) yields
V n`1 (χ) =
√
`(`+ 1)
n
√
an`
sin`−1 χ
d`+1 cos(nχ)
d(cosχ)`+1
,
V n`2 (χ) =
1
n
√
an``(`+ 1)
1
sinχ
d
dχ
(
sin`+1 χ
d`+1 cos(nχ)
d(cosχ)`+1
)
.
(A.15)
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A.1.3 Spin 2
The spin-2 even harmonics can be expanded as
Es′,n`mχχ (χ, θ, φ) = T n`1 (χ)Y`m(θ, φ) ,
Es′,n`mχα (χ, θ, φ) = T n`2 (χ) sinχ ∇ˆαY`m(θ, φ) ,
Es
′,n`m
αβ (χ, θ, φ) = sin
2 χ
[
T n`3 (χ)∇ˆα∇ˆβY`m(θ, φ) + T n`4 (χ)gˆαβY`m(θ, φ)
]
.
(A.16)
For s′ < 2 one can use the recursion relation (A.4) to find explicit expressions for T n`i , which
we will not reproduce here. For s′ = 2, one can solve the equations (A.3), whose normalized
solutions are [94]
T n`1 =
√
(`+ 2)!(n− 2)!
2nan`(`− 2)!(n+ 1)! sin
`−2 χ
d`+1 cos(nχ)
d(cosχ)`+1
,
T n`2 =
1
`(`+ 1)
[
sinχ(T n`1 )
′ + 3 cosχT n`1
]
,
T n`3 =
1
(`− 1)(`+ 2)
[
2 sinχ(T n`2 )
′ + 6 cosχT n`2 − T n`1
]
,
T n`4 =
1
2
[
`(`+ 1)T n`3 − T n`1
]
.
(A.17)
A.1.4 Spin 3
The spin-3 even harmonics can be expanded as
Es′,n`mχχχ (χ, θ, φ) = Un`1 (χ)Y`m(θ, φ) ,
Es′,n`mχχα (χ, θ, φ) = Un`2 (χ) sinχ ∇ˆαY`m(θ, φ) ,
Es
′,n`m
χαβ (χ, θ, φ) = sin
2 χ
[
Un`3 (χ)∇ˆα∇ˆβY`m(θ, φ) + Un`4 (χ)gˆαβY`m(θ, φ)
]
,
Es
′,n`m
αβγ (χ, θ, φ) = sin
3 χ
[
Un`5 (χ)∇ˆ(α∇ˆβ∇ˆγ)Y`m(θ, φ) + Un`6 (χ)gˆ(αβ∇ˆγ)Y`m(θ, φ)
]
.
(A.18)
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For s′ < 3 one can find the Un`i by using the recursion formula (A.4). For s
′ = 3, the solution
of (A.3) is
Un`1 =
√
(`+ 3)!(n− 3)!
4nan`(`− 3)!(n+ 2)! sin
`−3 d
`+1 cos(nχ)
d(cosχ)`+1
,
Un`2 =
1
`(`+ 1)
[
4 cosχUn`1 + sinχ(U
n`
1 )
′] ,
Un`3 =
1
(`− 1)(`+ 2)
[
2 sinχ(Un`2 )
′ + 8 cosχUn`2 − Un`1
]
,
Un`4 =
1
2
[
`(`+ 1)Un`3 − Un`1
]
,
Un`5 =
1
(`− 2)(`+ 3)
[
2 sinχ(Un`3 )
′ + 8 cosχUn`3 − Un`2
]
,
Un`6 =
1
4
[
(3`2 + 3`− 2)Un`5 − 3Un`2
]
.
(A.19)
B Eigenvalues of the integration kernel
B.1 Spin 1
When using (3.6) and (A.10) to compute the eigenvalues kn,s′ of the kernel K, it is more
convenient to use the frame
eˆ1 = dχ ,
eˆ2 = sinχdθ ,
eˆ3 = sinχ sin θdφ ,
(B.1)
which is different from the frame (2.11) introduced earlier. In the frame (B.1), the kernel K
takes the form
Kiˆjˆ(rvˆ, 0) =
1
4∆ sin(χ/2)2∆
diag{−1, 1, 1} , (B.2)
where we wrote r = tan(χ/2) as in (3.10). In the same frame, using the results of sec-
tion A.1.2 we can write
Z(E)s
′,n
iˆjˆ
(χ, 0, 0) =
3
4pi
diag{V n11 (χ)V n11 (0), V n12 (χ)V n12 (0), V n12 (χ)V n12 (0)} . (B.3)
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This expression holds for both s′ = 0 and s′ = 1 with the functions V n`i defined in (A.14)
and (A.15), respectively.
Combining (B.2) and (B.3) with (3.6) (for s′ = 0) and (A.10) (for s′ = ±1), we obtain
kn,s′ =
2piNC
4∆n(n2 − 1)
∫ pi
0
dχ
fn,s′(χ) sinχ
sin(χ/2)2+2∆
, (B.4)
where
fn,0(χ) = (1− n2 + cosχ(n2 + 1)) sinnχ− 2n sinχ cosnχ ,
fn,±1(χ) = (n2 − n2 cosχ− 1) sinnχ+ n sinχ cosnχ .
(B.5)
With the help of the integrals
I∆n =
1
n
∫ pi
0
dχ
sinχ sinnχ
sin(χ/2)2+2∆
= −4
∆+1 sin(pi∆)Γ(−2∆)Γ(n+ ∆)
Γ(1 + n−∆) ,∫ pi
0
dχ
sin2 χ cosnχ
sin(χ/2)2+2∆
=
1
2
[
(n+ 1)I∆n+1 − (n− 1)I∆n−1
]
,∫ pi
0
dχ
sinχ cosχ sinnχ
sin(χ/2)2+2∆
=
1
2
[
(n+ 1)I∆n+1 + (n− 1)I∆n−1
]
,
(B.6)
one immediately finds the result quoted in (3.15).
B.2 Spin 2
In this case we find
kn,s′ =
2piNC
4∆+1n(n2 − 1)(n2 − 4)
∫ pi
0
dχ
fn,s′(χ) sinχ
sin(χ/2)4+2∆
, (B.7)
where
fn,0(χ) = −12n
[
4− n2 + (2 + n2) cosχ] sinχ cosnχ
+
[
3(12− 7n2 + n4) + 4(8 + 2n2 − n4) cosχ+ (4 + 13n2 + n4) cos 2χ] sinnχ ,
fn,±1(χ) = 2n
[
5(4− n2) + (4 + 5n2) cosχ] sinχ cosnχ
− [3(8− 6n2 + n4) + (24 + 10n2 − 4n4) cosχ+ n2(8 + n2) cos 2χ] sinnχ ,
fn,±2(χ) = −4n
[
4− n2 + (−1 + n2) cosχ] sinχ cosnχ
+
[
4n2(4− n2) cosχ+ (1− n2)(12− 3n2 − n2 cos 2χ)] sinnχ .
(B.8)
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Performing the integrals in (B.7) explicitly, one then finds the expressions in (3.20).
B.3 Spin 3
Lastly, for s = 3 we have
kn,s′ =
2piNC
4∆+1n(n2 − 1)(n2 − 4)(n2 − 9)
∫ pi
0
dχ
fn,s′(χ) sinχ
sin(χ/2)6+2∆
, (B.9)
where
fn,0(χ) = −12n
[
76− 23n2 + n4 + (63 + 11n2 − 2n4) cosχ
+ (11 + 12n2 + n4) cos2 χ
]
sinχ cosnχ
+
[
576− 649n2 + 74n4 − n6 + 3(288− 43n2 − 30n4 + n6) cosχ
+ (324 + 585n2 − 42n4 − 3n6) cos2 χ+ (36 + 193n2 + 58n4 + n6) cos3 χ
]
sinnχ ,
(B.10)
fn,±1(χ) = n
[
756− 233n2 + 11n4 + (558 + 136n2 − 22n4) cosχ
+ (36 + 97n2 + 11n4) cos2 χ
]
sinχ cosnχ
+
[
−486 + 549n2 − 64n4 + n6 + (−648 + 36n2 + 81n4 − 3n6) cosχ
+ 3(−72− 163n2 + 10n4 + n6) cos2 χ− n2(96 + 47n2 + n4) cos3 χ
]
sinnχ ,
(B.11)
fn,±2(χ) = −2n
[
216− 70n2 + 4n4 + (63 + 65n2 − 8n4) cosχ
+ (−9 + 5n2 + 4n4) cos2 χ
]
sinχ cosnχ
+
[
270− 309n2 + 40n4 − n6 + 3(90 + 29n2 − 20n4 + n6) cosχ
+ 3n2(81− n4) cos2 χ+ n2(−21 + 20n2 + n4) cos3 χ
]
sinnχ ,
(B.12)
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fn,±3(χ) = 3n
[
44− 15n2 + n4 − 2(9− 10n2 + n4) cosχ
+ (4− 5n2 + n4) cos2 χ
]
sinχ cosnχ
+
[
−90 + 109n2 − 20n4 + n6 − 3n2(44− 15n2 + n4) cosχ
+ 3n2(9− 10n2 + n4) cos2 χ− n2(4− 5n2 + n4) cos3 χ
]
sinnχ .
(B.13)
Performing these integrals, we obtain
kn,0 = c(∆)
Γ(n− 1 + ∆)
Γ(n+ 2−∆) , kn,±1 =
1−∆
∆− 2kn,0 ,
kn,±2 =
∆(∆− 1)
(∆− 2)(∆− 3)kn,0 , kn,±3 = −
(∆ + 1)∆(∆− 1)
(∆− 2)(∆− 3)(∆− 4)kn,0 ,
(B.14)
where
c(∆) = −4NC(∆− 2)(∆− 3)(∆− 4)Γ(2− 2∆) sin(pi∆)
∆(∆ + 1)(∆ + 2)
. (B.15)
These expressions are consistent with the general conjecture (3.24).
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