Abstract. We show that most cabled knots over the figure eight knot in S 3 satisfy the AJ-conjecture, in particular, any (r, s)-cabled knot over the figure eight knot satisfies the AJconjecture if r is not a number between −4s and 4s.
which is a left ideal of T , is called the recurrence ideal of K. For every knot K, we know that A K is nontrivial.
The ring T can be extended to a principal left ideal domain T by including inverses of polynomials in t and M. In T , we have a product defined by
for any rational functions f (t, M), g(t, M) in C(t, M). The left ideal A K = T A K is then generated by some nonzero polynomial in T , and in particular, this generator can be chosen to be in A K and be of the form
with d minimal and with P 1 , ..., P d ∈ Z[t, M] being relatively prime in Z[t, M]. This polynomial α K is uniquely determined up to a sign and is called the (normalized) recurrence polynomial of K.
The A-polynomial was introduced in [2] . For a knot K in S 3 , its
is a two variable polynomial with no repeated factors and with relatively prime integer coefficients, which is uniquely associated to K up to a sign. Note that A K (M, L) always contains the factor L − 1.
The AJ-conjecture states that for every knot K, its recurrence polynomial α K (t, M, L) evaluated at t = −1 is equal to the A-polynomial of K, up to a factor of a polynomial in M. So far, it has been shown that torus knots, some classes of 2-bridge knots and pretzel knots, and most cabled knots over torus knots satisfy the conjecture; see [3] , [14] , [6] , [8] , [9] , [15] , [13] .
In our previous work [13] , we used explicit formulas to verify the AJ-conjecture for most cabled knots over torus knots. For the figure eight knot, its colored Jones polynomials and A-polynomial are more complicated, and the A-polynomials of the cabled knots over the figure eight knot are given in terms of the resultant of two polynomials, requiring a more theoretical connection.
Theorem 1.1. The AJ-conjecture holds for each (r, s)-cabled knot C over the figure eight knot E when r > 4s or r < −4s.
A cabling formula for A-polynomials of cabled knots in S 3 is given in [12] . In particular, when C is the (r, s)-cabled knot over the figure eight knot E in S 3 , its A-polynomial A C (M, where Red denotes the function reducing polynomials by eliminating repeated factors and Res λ denotes the polynomial resultant eliminating the variable λ; see Section 4.2 for a definition. The A-polynomial A E (M, L) of the figure eight knot E, is
Meanwhile, its colored Jones polynomial, as given in [3] but in our normalized form, is J E,n (t) = t 2n − t −2n t 2 − t −2
The figure eight knot E has an inhomogeneous recurrence polynomial (α E (t, M, L), b(t, M)), found in [3] and changed here to suit our normalization, given by (1.2) α E (t, M, L)J E,n (t) = (P 2 (t, M)L 2 + P 1 (t, M)L + P 0 (t, M))J E,n (t) = b(t, Notice that any inhomogeneous recurrence relation gives rise to a homogeneous one, since if P (t, M, L)J K,n (t) = b(t, M) for b(t, M) = 0, then
and by multiplying by a suitable polynomial in t and M, we can recover an annihilator in A K .
A cabling formula for the n-colored Jones polynomial of the (r, s)-cabled knot C over a knot K is given in [10] (see also [17] ) which in our normalized form is:
(1.3) J C,n (t) = t −rs(n 2 −1)
n−1 2 k=− n−1 2 t 4rk(ks+1) J K,2ks+1 (t).
We divide the proof Theorem 1.1 into two cases:
(1) s = 2; (2) s > 2.
In each case, we use a relation for the cabling formula (1.3) and an inhomogeneous recurrence relation of J E,n (t) to obtain an annihilator of J C,n (t), and then proceed to prove that it is the recurrence polynomial α C (t, M, L) of C when r is not between −4s and 4s by using formulas for the degrees of the colored Jones polynomials given in Section 2. For the case s = 2, we directly compute A C (M, L) and α C (−1, M, L) to verify the AJ-conjecture, while for the case s > 2, we verify the AJ-conjecture by exploring the relationship between our annihilator and the resultant.
In practice, we find a minimal degree annihilator in A C of the form P = d i=0 P i L i , which is equal to the normalized recurrence polynomial up to a rational function C(t, M), which is enough for the purpose of verifying the AJ-conjecture. Also note that changing the sign of r only changes the A-polynomial of C up to a power of M, which is of no consequence when checking up to a factor of a rational function in M.
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Degree Formulas and Preliminaries
For the rest of the paper, let E denote the figure eight knot and C the (r, s)-cabled knot over E unless specified otherwise. Also, we often write J K,n rather than J K,n (t) for brevity. 
The degrees of the colored Jones polynomials of alternating knots are known [8, Proposition 2.1]. For a non-trivial knot K with reduced alternating diagram D having k crossings and writhe w, if n > 0, then
where and ℓ denote the highest and lowest degrees in t, respectively, and s + (D), s − (D) are the number of circles obtained by positively or negatively smoothing the crossings of D.
In particular, the figure eight knot has a reduced alternating diagram with 4 crossings, s + (D) = s − (D) = 3, and zero writhe, so we have the following lemma.
Lemma 2.1. Let E be the figure eight knot. Then for all n = 0,
The following lemma gives the degrees of J C,n (t) for any cabled knot C over an alternating knot K.
Lemma 2.2. Let C be the (r, s)-cable knot over a knot K with a reduced alternating diagram D with N crossings and
In particular, for the cabled knot C over the figure eight knot, we set N = 4, m = 3, and w = 0:
[J C,n ] = 4s 2 n 2 + (2r + 6s − 2rs − 8s 2 )n + (−2r − 6s + 2rs + 4s 2 ), r > −4s
ℓ[J C,n ] = −4s 2 n 2 + (2r − 6s − 2rs + 8s 2 )n + (−2r + 6s + 2rs − 4s 2 ), r < 4s
The restriction n > N can usually be relaxed. For the figure eight knot case, the formulas hold for all n > 0.
Proof. We know from the cabling formula
2 } where k is integer or half-integer valued. Let g(k) = ℓ[J E,2sk+1 ] + 4rk(sk + 1). From the discussion above, we know
Since r and s are relatively prime, r = (N + w)s, so each piece of g(k) is quadratic with critical points k = 2 ) = (s − 2)(r − (N + w)s + 2(N − m)). The point k = 0 is attained when n is odd, and k = −1 2 occurs when n is even, so this gives us the formula
when r > (N + w)s, for all n > 0.
In the case where r < (N + w)s, g(k) must be minimized at either k =
2 . For n > 1, we see that
which is negative for n > N , so g(
The proof for [J C,n ] is similar. ♦
The following lemma is a generalization of Proposition 2.2 in [8] .
] be a discrete function. Suppose f satisfies the following conditions:
(1) There exists an integer k and a nonzero c ∈ C such that for all n, f (−n) = cf (n + k), (2) f satisfies a nontrivial homogeneous recurrence relation, and
is not a linear function in n.
Then any nontrivial recurrence relation of f has order at least 2.
Proof. Suppose f : Z → Z[t ±1 ] satisfies the given hypotheses, and assume toward a contradiction that there is homogeneous recurrence relation of f of order 1; that is, there exist nonzero P 1 (t, t 2n ), P 0 (t, t 2n ) such that P 1 (t, t 2n )f (n + 1) + P 0 (t, t 2n )f (n) = 0. We can assume without loss of generality that P 1 (t, t 2n ) and P 0 (t, t 2n ) share no common factors. Then the annihilator ideal A f is nonzero and moreover is generated by P 1 (t, M)L + P 0 (t, M) since it is a principal left ideal.
Substituting −n for n, we know
Canceling c and shifting by replacing n with n − k + 1, we have
Then this is a multiple of our generator, so since they both have L-degree 1, there is some
This implies B(t, M)P 1 (t, M) = P 0 (t, t 2k−2 M −1 ) and B(t, M)P 0 (t, M) = P 1 (t, t 2k−2 M −1 ), so solving for B(t, M),
This tells us
Since P 0 (t, M) and P 1 (t, M) are relatively prime, we must have P 0 (t, M) divides P 1 (t, t 2k−2 M −1 ). Likewise, P 0 (t, t 2k−2 M −1 ) and P 1 (t, t 2k−2 M −1 ) are relatively prime, so we conclude that P 0 (t, M) = P 1 (t, t 2k−2 M −1 ). Substituting this into our original relation, we see
and thus
Consider the degrees in t of both sides. We see that for n sufficiently large, the difference in breadths of P 1 (t, t 2n ) and
is a linear function in n for large enough n, contrary to our assumption. We conclude that any recurrence relation of f must have order at least 2. ♦
Case s = 2
In this section, we prove the s = 2 case of Theorem 1.1 in three steps: we first find a polynomial that annihilates J C,n , then verify the AJ-conjecture by evaluating our polynomial at t = −1, and finally we prove that our annihilator is of minimal order and hence the recurrence polynomial.
3.
1. An annihilator of the colored Jones polynomial. In [13, Lemma 3.1], the formula
is derived for any (r, s)-cabled knot C over any knot K. Rearranging and changing to operator notation, this is
When s = 2, it is computed in [13, Equation 6 .1] that
which can be rewritten as
Therefore, to find an annihilator of J C,n , it is enough to find an annihilator of J K,2n+1 .
be the inhomogeneous recurrence polynomial defined in equation (1.2). Then J E,2n+1 (t) has an inhomogeneous recurrence relation given by the polynomial
where
and b(t, M) be given as in equation (1.2). Changing M to t 2n for clarity, we have
and substituting 2n + 1, 2n + 2, and 2n + 3 for n, we have (3.4)
A second degree inhomogeneous recurrence relation of J E,2n+1 (t) has the form
for some rational functions Q i (t, t 2n ), B(t, t 2n ).
We claim that we can find a linear combination of the relations (3.4) that is of this form. That is, we want to solve
for the unknown coefficients c 0 , c 1 , c 2 ∈ C(t, M) and Q 0 , Q 1 , Q 2 . It is enough to find the c i 's and Q i 's that make the coefficients on each J E,2n+1+i+j vanish. Then we have the following system of equations:
Setting the coefficients equal to zero, we form a 5 × 7 augmented matrix:
where the columns correspond to c 0 , c 1 , c 2 , Q 0 , Q 1 , Q 2 respectively. We can simply row-reduce this:
Thus the system has a one-dimensional solution since P 1 (t, t 4n+2 ) is nonzero. Then we can choose Q 2 = P 1 (t, t 4n+2 )P 2 (t, t 4n+4 )P 2 (t, t 4n+6 ) to clear all of the denominators, which gives
Therefore, we have
We can see that
) is nonzero by evaluating the limit as t approaches −1 of (t 2 − t −2 )B(t, M):
found in Lemma 3.1 can be made into the homogeneous one
is the recurrence polynomial of C, we can check the AJ-conjecture by evaluating at t = −1. We can directly compute the A-polynomial of C from equation (1.1):
And so (3.5)
which, up to a factor of an element in C(M), is equal to the A-polynomial of C.
3.2.
Minimal degree of the recurrence relation. In this section, we prove that the operator R(t, M, L) given in the previous section has minimal L-degree by showing that no annihilator of J C,n has L-degree less than 4.
By Lemma 2.3, a recurrence relation for J C,n has L-degree at least 2.
Suppose the recurrence polynomial of C has L-degree 2 or 3. Then there are relatively prime Laurent polynomials D 0 , . . . , D 3 in t and M (D 3 possibly 0) such that
Using equation (3.1) to reduce J C,n+2 and J C,n+3 ,
and since
, and so
and multiplying everything by Q 2 , we have
where the D ′ i are Laurent polynomials in t and M given by 
Proof. Suppose D ′ 3 = 0 and r > 8. Then the lowest degree in t of
. This term must vanish in the sum, so it must be canceled by another nonzero term, hence there must be another D ′ i = 0. Then we must have 
and since r > 8, −16 + 2r > 0, so since the right hand side is quadratic in n, it will eventually be larger than the left hand side, which is only linear in n. This is a contradiction. 
is not the zero function. Then we have a first order homogeneous recurrence relation of J E,2n+1 . If we can show that J E,2n+1 satisfies the hypotheses of Lemma 2.3, we will arrive at a contradiction. We have some recurrence relation for J E,2n+1 and it is easy to see
] is quadratic in n. Recalling that J E,−n = −J E,n , we have
so by Lemma 2.3, J E,2n+1 cannot have a first order homogeneous recurrence relation. Therefore,
We now know that the recurrence polynomial of C does not have degree 2.
Lemma
, and multiplying on the left by
Recalling that J E,2n+1 = (M r L + t −2r M −r )J C,n , we get a homogeneous recurrence of J C,n with the annihilator
We want to evaluate at t = −1, but it is possible that some
and we can cancel (1 + t) k 0 and likewise any other common factors if k 1 > 0 and k 2 > 0. Therefore we can assume without loss of generality that k 0 = 0 and at least one of k 1 or k 2 = 0. We check the cases. Evaluating the annihilator S at t = −1, we have
Since the recurrence polynomial of C has L-degree 3 by assumption, we know that S(t, M, L) is the recurrence polynomial up to a factor of a Laurent polynomial in t and M, so over the field C(M), S(−1, M, L) must divide our degree 4 homogenous annihilator R(t, M, L) of J C,n valued at t = −1 found in equation 3.5. This means we must have
But this is irreducible over
Case 2. k 1 = 0 and k 2 > 0:
Here, we have
and so L must divide the irreducible factor of our degree 4 annihilator of J C,n , which is a contradiction.
Case 3. k 1 > 0 and k 2 = 0:
This time,
which has L-degree 2. Since S(t, M, L) is, up to a factor of a Laurent polynomial in t and M, the recurrence polynomial of C, there must be some
where R has L-degree 4 while the right-hand side of the equation has L-degree 3. This is a contradiction.
In each case, we arrive at a contradiction, and conclude that
is of minimal degree and hence the recurrence polynomial of J C,n up to normalization when r > 8 or r < −8.
Case: s > 2
We prove the s > 2 case of Theorem 1.1 in the same three steps as before.
The Annihilator. Recall equation (3.1):
(t
Define the sequence T n to be the right hand side of this equation:
Then to find a recurrence relation of J C,n , it is enough to find an inhomogenous recurrence relation for T n .
Proposition 4.1. There exists a polynomial
Proof. Any second order inhomogeneous recurrence relation for T n looks like
Recall that we have an inhomogeneous recurrence relation for J E,n+i given in equation (1.2):
By substituting s(n + 1) − 1 + k, with 0 ≤ k ≤ 2s, for n in equation (1.2), we shift the relation to
As in the s = 2 case, we take a linear combination over C(t, M) of these relations and aim to solve
for the unknown coefficients c 0 , . . . , c 2s and Q 0 , Q 1 , Q 2 . With these in hand, we will have
will be a polynomial giving a recurrence relation for T n .
To solve equation (4.2), we replace T n+i with its definition and see that this equation is equiv-
By setting the coefficients of each J E,s(n+1)−1+k equal to zero, we obtain a linear system of equations over the field C(t, M), with 2s + 3 equations (the indices range from s(n + 1) − 1 to s(n + 3) + 1) and 2s + 4 unknowns. We obtain a (2s + 3) × (2s + 4) matrix of coefficients, where we shorten the notation
where the columns are arranged corresponding to the order (c 0 , c 1 , . . . , c 2s , Q 2 , Q 1 , Q 0 ), the rows are arranged in order of increasing index of J E,s(n+1)−1+k , and the second-to-last column, corresponding to Q 1 , contains t −4r M −r and −t 4r M r in the s + 1 and s + 3 positions respectively and is zero everywhere else. We claim that this matrix has rank 2s + 3, which will guarantee that our polynomial has degree 2 rather than degree 1.
We wish to row-reduce A enough to get a nonzero entry in the (2s + 3, 2s + 3) position. It is enough to do this setting t = −1. We can accomplish this in 2s + 1 steps, using the row operations
for 1 ≤ i ≤ 2s + 1. Performing these in succession leaves us with the following matrix (where we abbreviate
For some x i 's and y i 's, which we will discuss in a moment. It is easy to verify that P 1 (−1, M s ) = 0, so we can further reduce this to 
)x 2s+2 (and similarly define y ′ 2s+3 ). We now claim x ′ 2s+3 = 0, which implies that this matrix has rank 2s + 3. In the matrix B above, we denoted the entries of the 2s + 2 column as x 1 , . . . , x 2s+3 . We have x i = 0 for 1 ≤ i ≤ s and x s+1 = M −r . Notice that due to the row operations, we have
For a nonzero Laurent polynomial f ∈ C[t, M] * , define µ(f ) to be the maximum degree in M of f , and extend to rational functions f /g ∈ C(t, M) * by defining µ(f /g) = µ(f ) − µ(g). This is well-defined and satisfies:
In particular, we have µ(P 0 (1, M s )) = µ(P 2 (1, M s )) = 8s and µ(P 1 (1, M s )) = 12s. We will show that x ′ 2s+3 = 0 by showing µ(x ′ 2s+3 ) is defined. We have µ(x s+1 ) = −r, µ(x s+2 ) = µ(P 1 (M s )) − µ(P 2 (M s )) + µ(M −r ) = 4s − r, µ(x s+3 ) = max(r, 8s − r), and µ(x i ) = max(µ(x i−2 ), 4s + µ(x i−1 )). Let us examine the cases.
Case 4. r < 4s:
Since r < 4s, we have µ(x s+3 ) = 8s − r. Then µ(x s+4 ) = max(µ(x s+2 ), 4s + µ(x s+3 )) = 12s − r, and by induction, µ(x i ) = (i − s − 1)4s − r for i ≥ s + 3. Therefore
= max((s + 2)4s − r, 2r − 4s + (s + 1)4s − r, −4s + (s + 1)4s − r) = max(4s 2 + 4s − r, 4s 2 + r, 4s 2 − r), which is defined because the entries cannot be equal. Therefore, x ′ 2s+3 = 0.
Case 5. r > 4s:
Here, we have µ(x s+3 ) = r. Then µ(x s+4 ) = max(4s − r, 4s + r) = 4s + r since s > 0. Then by induction, µ(x i ) = (i − s − 3)4s + r for i ≥ s + 3. Therefore
= max(4s 2 + r, 2r − 4s + (s − 1)4s + r, −4s + (s − 1)4s + r) = max(4s 2 + r, 4s 2 − 8s − r, 4s 2 − 8s + r), which is defined because the entries cannot be equal. Therefore, x ′ 2s+3 = 0. We conclude that the matrix A has rank 2s + 3 for all s > 2 and r relatively prime to s. Therefore, we have a single free variable, say Q 0 , which determines an annihilator for T n . Let Q(t, M, L) be the solution obtained this way such that its coefficients are relatively prime and in
Example 4.2. We illustrate explicitly for the case s = 3. Setting Q 0 = 1, we have the matrix equation
Applying Cramer's rule gives us an annihilator of T n :
where A i is the matrix A with the i-th column replaced by the vector on the right side of the equality. This solution exists since det A = 0. We can get an annihilator with coefficients in Z[t ±1 , M] by multiplying by a suitable element to clear the denominators.
It remains to check that Q(t, M, L) is an inhomogeneous recurrence relation for T n rather than homogeneous. Suppose Q(t, M, L)T n = 0. Then we have a homogeneous annihilator for J C,n since
It is proved in [8] that any recurrence polynomial of the colored Jones polynomial of a knot, when evaluated at t = −1, must contain the factor (L − 1). However, here we have
and rs = 0, so we must have L − 1 dividing Q(−1, M, L). We shall see shortly, however, that
is an inhomogeneous recurrence relation. ♦
We would now like to check the AJ-conjecture. Recall that equation (1.1) gives
up to a factor of a power of M. With Q(t, M, L) given in Proposition 4.1, we have an annihilator
so to verify the AJ-conjecture, it is enough to show that Q(−1, M, L) is equal to the remaining factor Red(Res λ (
, λ s − L)) up to a factor of an element in C(M). In fact, we shall see
is irreducible for all positive values of s, so there are no repeated factors, so we can ignore the function Red. Connecting these two polynomials is the focus of the next section.
4.2. The Resultant. The goal of this section is to prove the following proposition. Proposition 4.3. Let r, s be relatively prime integers, s > 1, and letα E (t, M, L) be the inhomogeneous annihilator of J E,n given in equation (1.2). Let Q(t, M, L) be the polynomial given by Proposition 4.1. Then
Our method of attack is to show that in a commutative setting, the analogous problem to what we solved in the previous section has a straightforward solution via the resultant. Our brute force approach then reduces to more or less computing the resultant when we evaluate at t = −1.
Let us recall the definition of the resultant.
Definition 4.4. Let K be a field and let f (x) = f n x n + · · · + f 0 and g(x) = g m x m + · · · + g 0 be polynomials in K[x] of degree n and m respectively. Then the resultant of f and g is the determinant of the (m + n) × (m + n) Sylvester matrix of f and g,
Moreover, given two polynomials over two variables, f (x, y) = f n (x)y n +. . .+f 0 (x) and g(x, y) = g m y m + . . . + g 0 (x), we define the resultant of f and g with respect to y or eliminating y, denoted Res y (f, g), to be Res(f, g) over the field K(x).
A key property of the resultant Res y (f, g)(x), as stated in [5, Ch. 12, p. 398] , is that α is a root of Res y (f, g) if and only if either f (α, y) and g(α, y) have a common root or f n (α) = g m (α) = 0. Thus, given a system of two polynomial equations in two variables
g(x, y) = 0, the resultant can be used to eliminate one of the variables from the system.
We now consider the commutative analog to the problem we solved in Section 4.1. That is, given a recurrence relation of a sequence, how can we find a recurrence relation of a certain related sequence?
Fix a field F := C(M) and consider S := {S : N → F }, the set of F -valued sequences. Then S is an F [L]-module, where L · S n := S n+1 for all S ∈ S and an element c ∈ F acts on a sequence by multiplication. Given a sequence S ∈ S, we can define the set
is a principal ideal domain. A generator of the principal ideal A S is thus an element of A S of minimal degree and corresponds to a minimal order homogeneous recurrence relation of S.
Similarly, the set
| there exists b ∈ F such that for every n ∈ N, P (L) · S n = b} is a principal ideal, which consists of polynomials giving rise to inhomogeneous recurrence relations.
Suppose S ∈ S satisfies a minimal recurrence relation
Consider the new sequence T n := S kn for some k > 1. How do we find a recurrence relation for T n ? Let S k := {T ∈ S | T n = S kn+i for some S n ∈ S, i ∈ Z }. Now S k is a F [L, λ]-module, where L·T n = S k(n+1)+i = S kn+k+i = T n+1 and λ·T n = S k(n+1/k)+i = S kn+i+1 ∈ S k . Then if T n = S kn and S n is annihilated by P (L), then d i=0 P i S kn+i = b as well, so we have T n is annihilated by the polynomial P (λ). We would like to obtain an annihilator in the variable L only, so we want to eliminate λ. We can do this using the fact that λ k acts as L. Then we effectively want to solve the system of polynomial equations
Consider the polynomial R(L) = Res λ (P (λ), λ k − L), the resultant of the two polynomials with respect to the variable λ. We check that R(L) is actually what we want, an annihilator of S kn .
Lemma 4.5. Let P (L) be a (possibly inhomogeneous) annihilator of the sequence S n and suppose P (L) has no repeated roots in the algebraic closure
is an annihilator of S kn .
Proof. Let β ∈ F be a root of P (λ) and let α := β k . Then β is a common root of P (λ) and λ k − α. Then by the previously mentioned key property of resultants, α is a root of R(L), and thus β is a root of R(λ k ). Therefore every root of P (λ) is also a root of R(λ k ), so P (λ) divides R(λ k ) since P (λ) has no repeated roots. Since P (λ) annihilates S kn , it follows that R(λ k ) is also an annihilator of S kn . Since λ k has the same action as L, we have P (L) is an annihilator of S kn , as needed. ♦
We will also require the following lemma.
Lemma 4.6. Let k > 1 and let
Proof. Suppose α ∈ F is a root of R(L). Then there is β ∈ F such that β k = α and P (β) = 0, and so α / ∈ F by assumption. Therefore, R(L) has no roots in F , so it has no linear factors, and since R(L) is also of degree d ≤ 3 by the definition of the resultant, we conclude that R(L) is irreducible. ♦
We are now ready to connect the polynomial Q(t, M, L) of Proposition 4.1 to the A-polynomial of E.
Proof of Proposition 4.3. We know that the polynomial R(
solves the problem of finding an annihilator for the sequence S sn if S n has the annihilator α E (−1, M s , L). We will construct a sequence S n for which both Q(−1, M, L) and this resultant are annihilators, and since A S is a principal ideal, the resultant is irreducible, and the polynomials have the same degree, they will be the same up to a unit.
Fix the field C(M). Sinceα E (−1, M s , L) has L-degree 2, it gives rise to an inhomogeneous recurrence relation
for some sequence S n , and fixing two initial conditions defines S n , so let S 0 = 1 and S 1 = 1.
We claim T n is not a constant sequence. We show this by computing µ(T n ), the M-degree of T n , and showing it is not zero. First, we have
and µ(P 0 (−1, M s )) = µ(P 2 (−1, M s )) = 8s, µ(P 1 (−1, M s )) = 12s, and µ(b(−1, M s )) = 11s, so µ(S n+2 ) = max(4s + µ(S n+1 ), µ(S n ), 11s), n ≥ 0 while µ(S 0 ) = µ(S 1 ) = 0, and so µ(S 2 ) = 11s and µ(S n ) = 11s + (n − 2)4s = 4sn + 3s for n ≥ 3. Thus µ(T n ) = max(r + 4s(s(n + 1) + 1) + 3s, −r + 4s(s(n + 1) − 1) + 3s) = max(r + 4s 2 n + 4s 2 + 7s, −r + 4s 2 n + 4s 2 − s) since r + 4s 2 n + 4s 2 + 7s = −r + 4s 2 n + 4s 2 − s if and only if r = −4s, but r and s are relatively prime. Since µ(T n ) = 0 and is finite, T n is not a constant sequence. In particular, A T = C(M).
Next, we claim that R(L) is irreducible over C(M) and consequently a generator of A T . By Lemma 4.6, it is enough to show that for every root
Then
We show this by computing µ(a k ). We have µ(
, and assume that for all i < k, µ(a i ) = 4s(i − 1). Then we have
so by induction, µ(a k ) > 0 for all k and hence β k is never in C(M). We conclude that R(L) is irreducible. Now, consider this alternate solution to the same problem, in the manner of the proof of Proposition 4.1. We knowα E (−1, M s , λ) · S sn = b(−1, M s ), so we have the equations
for any j. We suspect we can find an inhomogeneous annihilatorQ 2 L 2 +Q 1 L +Q 0 of T n by finding a suitable linear combination of these equations:
Setting the coefficients of each S sn+k equal to zero, we get a linear system in 2s + 3 equations and 2s + 4 unknowns. The resulting matrix of coefficients is exactly the matrix A in equation 4.3 after setting t = −1. By the same argument as before, we see that we can find nonzeroQ 0 ,
is an inhomogeneous annihilator of T n of degree 2, and thisQ(L) is exactly Q(−1, M, L) up to a factor of a rational function in C(M).
, and since they are both of degree 2, we have
, which completes the proof.
♦
Finally, since E satisfies the AJ-conjecture, we knowα
for some polynomial f (M). The resultant being the determinant of the Sylvester matrix gives us
It follows that Q(−1, M, L) is equal to Res λ (
, λ s − L) up to a factor of an element in C(M), and consequently the AJ-conjecture is satisfied for the knot C. is the recurrence polynomial of the (r, s)-cabled knot C over the figure eight knot if s > 2 and r > 4s or r < −4s up to a factor of an element in C(t, M).
