The sensitivity of a micromachined acoustic sensor consisting of four hot-wire particle velocity sensors is analysed theoretically and experimentally. The device and its fabrication have been presented in part 1 of this paper (Yntema et al 2010 J. Micromech. Microeng. 20 015042). A relatively straightforward analytical model is presented that describes both the air flow around the probe and the temperature profile around the heated wires. The presence of the chip surface near the heated wires influences the fluid flow around the wires, while it also affects the temperature distribution in the probe by altering the direction of heat transport. Both effects result into a modified angular dependence of the sensor sensitivity with respect to the normal 'figure-of-eight' figure of the response. By means of finite elements software, the thermal and the acoustic flow behaviour of the sensor are also investigated numerically, both effects together and each apart, and the results are compared to the analytical model. Comparison with the experimental data is presented, showing that the model is appropriate to describe the angular dependence and the magnitude of the sensor response. It is concluded that the perturbed air flow due to the chip surface is the dominant reason for the observed angular sensitivity.
Introduction
In the acoustical practice, during the last few decades the study of vector fields and acoustic flow has become of increasing interest. Next to the acoustic pressure, the acoustic particle velocity can be measured experimentally nowadays, allowing for a much more effective way of characterizing sound fields, visualizing acoustic flows and investigating real-life energetic effects of acoustic power flow (such as scattering, vortex flow, shielding area, etc) than with pressure measurements only. By means of a particle velocity sensor complementary to the conventional pressure microphone, a complete characterization of the threedimensional sound field, including the intensity streamlines and the different contributions of the sources, becomes possible. A micromachined hot-wire particle velocity sensor for this purpose, composed of two parallel heated wires, was presented about 10 years ago by De Bree [2] [3] [4] . Until then, most flow sensors were based on a single hot-wire anemometer concept. Anemometers, however, are not linear, not sensitive to small velocities and, in particular, not directional [5, 6] . Since its introduction, the particle velocity sensor has been mainly used for measurement purposes, in particular broadband one-and three-dimensional sound intensity measurements [7] [8] [9] [10] and the determination of acoustic impedances, in situ or otherwise [11] . Its sensitivity behaviour and characteristics have been studied extensively [12] [13] [14] [15] , while it has been further developed and improved, for example to a three-wire configuration, with a higher signal-tonoise ratio.
Thanks to their direction-dependent sensitivity, particle velocity sensors are valuable in the separation of many uncorrelated sound sources and estimating the contributions of these sources to the total sound field [16] [17] [18] [19] [20] [21] , whereas the noise level of the sensor response can be significantly reduced [15] . When the contribution of each sound source to the total sound field is known, techniques with array applications such as direct sound field measurements or inverse acoustics can be applied for each source. Especially in near field acoustic holography [22, 23] , where the sound field is measured in close proximity to the vibrating object, particle velocity measurements allow for distinguishing the multiple sources from noise sources.
In the preceding paper, 'An integrated 3D sound intensity sensor using four-wire particle velocity sensors: part 1' [1] , an integrated particle velocity sensor with omni-directional sensitivity was presented [14, [24] [25] [26] , consisting of four individual particle velocity sensors integrated on a single silicon die. This integrated design allowed the realization of three-dimensional sensitive acoustic sensors with very good reproducibility in terms of directional sensitivity.
From the above it will be clear that, for a very accurate determination of the direction of the involved particle velocities, a good understanding of the directional sensitivity of the probe is needed. However, the current designs show a deviation in their directional sensitivity pattern from the ideal 'figure-of-eight' response [3] that would be the case for free standing wires. Up to now, this deviation has not been fully understood. The purpose of this paper is to analyse this effect and model the directional sensitivity pattern for the four-wire probe (see figure 1) , with the sensor wires placed within a square orifice in the chip surface. Contrary to a previous analysis [26] which focussed on the flow pattern around the sensor, in this paper all important physical aspects are taken into account. Namely, we consider both the acoustic flow profile around the device, that is disturbed due to the presence of the printed circuit board acting as a disturbance for the flow, and the local temperature distribution around the wires. As will be shown, the chip surface acts as a heat sink that affects the heat transport due to convection. Consequently, it influences the directionality of the sensor response to particle velocities.
Theory
Ideally, the two parallel heated wires of a particle velocity sensor exhibit a (cos θ )-dependent response to a fluid flow imposed under an angle θ with respect to the plane of the wires since the sensor wires detect the velocity component directed in the plane of these wires only. This cos θ angular dependence on the incoming flow is sometimes referred to as a 'figure-ofeight' response, related to the representation of the sensor response in the polar plane [3, 7, 8, 14] . However, in practice free standing wires without any connections to the probe do not exist, and as a consequence of the surrounding material the angular dependence of the sensitivity is significantly influenced. For the probe as shown in figure 1 , where the thin wires (1 mm long, 300 nm thick silicon nitride beams with a 100 nm platinum/chromium layer on top) are placed within a square orifice in a 250 μm thick silicon support, measurements show that the figure-of-eight pattern is rotated by [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] • due to the presence of the silicon substrate [1] . That is, the angle θ of the incoming flow is rotated by [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] • , independent of θ itself.
In the experiments it is not only seen that the measured angle deviates from the angle θ of the incoming flow, this angular shift appears to be θ -independent as well, which results in a constant rotation of the entire 'figure-of-eight' curve of 18 ± 2
• in the polar plane. For a slightly different version of the probe, with an integrated pressure microphone [1] , this deviation is measured to be 13 ± 2
• . There are two possible causes for this observed effect. First, the presence of the chip surface in the proximity of the wires is likely to have a disturbing effect on the air flow, thereby altering the direction of the local velocity at the position of the wires. Second, the silicon surface may act as a heat sink resulting in a disturbance of the temperature distribution around the heated sensor wires. In the remainder of this section, both phenomena are investigated. First, we deduce an expression for the temperature in the probe and analyse the consequences, next we calculate the stream profile of the air in and around the probe, and finally we combine these effects.
The temperature around the wires
To analyse the response of the sensor due to an imposed acoustic flow, the temperature profile around the heated wires has to be calculated. At first, the static temperature distribution in the device is calculated, when no air flow is present. An acoustic wave gives only a small perturbation to this temperature profile and the output signal of the sensor is linearly proportional to the local temperature gradient at the position of the sensor wires [12, 13, 26] . Therefore, the Cross-sectional view of the model geometry for the calculation of the temperature distribution. The thickness of the substrate (the chip) is d; its full width is 2D, the horizontal distance between the wires is also d. In writing the expansion (6), it was assumed that the walls at fixed temperature T = 0 extend to infinity, as illustrated by the dotted lines.
static temperature distribution provides sufficient information to deduce all relevant sensitivity properties, in particular to obtain the angle of maximum sensitivity of the device.
In the absence of air flow and when the wires are heated by a constant electrical current, the temperature distribution around the wires follows from the stationary heat equation
where k = k(T) is the thermal conductivity of air, which is in principle a function of temperature, and Q represents the heat produced by the heater per unit volume per unit time. Since Q is nonzero only at the heated wires (i.e. at (x,z) = (±x 0 , ± z 0 )), it can be written as
where P is the dissipated power in the wire and l y is the wire length. In general, the heating power is not distributed uniformly over the wire because the local resistance is temperature dependent; however, the variation along the wire is only a few per cent and can therefore be neglected. The coordinate dependence of the heat sources is described by Dirac delta functions since the heater thickness h and width w (400 nm and 5 μm, respectively) are small with respect to the other dimensions of the device and can thus be neglected in calculating the temperature distribution [12, 13] .
As illustrated by the cross-sectional view in figure 2 , the four wires are located at (x, z) = (±d/2, ± d/2). On the surface of the silicon substrate, the temperature and the heat flux have to be continuous, that is,
with T s and k s the temperature and thermal conductivity of the substrate, respectively. Due to the high thermal conductivity of silicon, the ratio k/k s ≈ 1.6 × 10 −4 is small and the temperature gradient inside the substrate can be neglected, so that the boundary condition is simplified to
with T 0 the room temperature. Let us assume first that k does not depend on temperature. Further we assume that the leakage of heat power to the substrate via the beam ends is small compared to the total dissipated power. This last assumption will be checked below. Then, the heat equation (1) becomes linear:
and one can easily shift the temperature T to T-T 0 , so that the boundary conditions become T = 0 on the chip surface and
For the actual geometry of the device it is difficult to solve this equation analytically. However, we can simplify the geometry by assuming that the walls at x = ±l x , acting as heat sinks and on which the boundary condition T = 0 applies, extend to infinity along the z-direction (see the dotted lines in figure 2 ). For the temperature in the device we can then make an expansion in harmonics:
where we have introduced the normalized space variables ξ = x/l x , η = 2y/l y and ζ = z/l x , where l x is half the gap distance and l y is the wire length. Substitution of this expansion into equation (5) yields ordinary differential equations for the coefficients T mn that can be solved easily, taking into account the boundary conditions. With the parameter ξ 0 = ζ 0 = d/2l x , the solution for these coefficients is
The resulting expression for the temperature, the double series (6) , is a quickly converging expansion that can be calculated easily numerically. For a typical set of parameters the temperature distribution is shown in figure 3 . Also depicted in these graphs are the results from numerical simulations as described in section 3. The figures show clearly the sharp peaks at the points (ξ , η, ζ ) = (±ξ 0 , 0, ±ζ 0 ,), that flatten out at increasing distance from the heaters. In the lower graph of figure 3 , the y-dependence of T along the heaters is seen: along a relatively large distance this temperature is almost constant and the y-dependence in the central part of the heaters can be neglected.
With the obtained expression (7) for the temperature, we can now also verify the assumption of a constant power dissipation P, along y. From the temperature being constant in the middle part of the heater, approximately |η| < 0.7, one can conclude that the heating power in this region (which is temperature dependent via the wire resistance) is almost constant along the length. Moreover, an estimation for the power leakage δP to the substrate can be made. Since δP is (6) and (7), with ξ 0 = 0.2, l x = 1 mm and l y = 1.5 mm. For comparison, results from numerical simulations are also shown. The temperatures were normalized by T 0 , the temperature at the point of the heaters (±ξ 0 , 0, ±ζ 0 ). the product of the heat flux through the heater ends and the area of the wires cross section,
with h the height of the heated wire, w its width and k h its thermal conductivity, one can use (7) to deduce |T/y| η=±1 and evaluate the heat power δP dissipated through the wire ends.
If we use
and a wire thickness h of 100 nm and width w = 2 μm, we obtain δP/P ≈ 0.02. So, the power leakage to the substrate is relatively small. The obtained static temperature profile is the required starting point to find the sensitivity of the device and its response to an acoustic gas flow. If due to an acoustic wave the gas close to the heaters moves with a velocity v, the temperature around the wires is described by the full heat equation
where c p is the gas heat capacity at constant pressure. One can define the thermal diffusion coefficient
which is approximately 1.9 × 10 −5 m 2 s −1 for our situation. The convective term is responsible for the difference in wire temperatures.
The small temperature differences between the wires lead to variations in the air density, causing a small vertical flow called free convection. To see if this free convection plays a significant role compared with the acoustically induced forced convection, we should consider the relative magnitudes of the Grashof number (Gr), which is a ratio of buoyance force and viscous force [27] , and the Reynolds number. For our case (estimating the wires temperature difference as ∼0.1 K; a particle velocity ∼5 × 10 −3 m s −1 ; T heaters ∼ 400 K), we find that Gr/Re 2 ≈ 0.02. So, Gr/Re 2 1, and therefore the natural convection due to the acoustically induced temperature variations can be neglected. The high static wire temperature itself leads to substantial air flow due to free convection, but this air flow is constant and will not be modulated by the acoustic signal.
We assume that the heater power is not too large, so that the temperature dependence of the heat conductivity is negligible, and that the particle velocity v is small. Then, the solution of the complete equation (8) is obtained by the earlier found temperature plus a small correction that is proportional to v. The condition that the particle velocity is small means that it is much lower than the diffusion velocity over a characteristic length l, i.e. v D/l. Taking the mutual wire distance l as 250 μm, the correction to the temperature δT will be small, δT T, if v 0.08 m s −1 . This corresponds to an acoustic pressure of 36 Pa. Since this is a large sound level, the temperature correction δT is small and one can write for it the inhomogeneous equation
with the boundary conditions that δT = 0 on the walls and at infinity. With θ the angle between the local gas flow and the (x, y)-plane, this can be written as
This equation can in principle be solved for δT, if the function T is given. For specific geometries of the particle velocity sensor, this has been elaborated, in [12, 13] . The perturbation δT is then also written as an expansion in harmonics and the coefficients can be calculated explicitly. This expansion is a function of geometric parameters, the frequency, and, in particular, linearly proportional to v/D. With this, the values of δT around the heaters can be evaluated explicitly. The output signal, S, is proportional to the temperature difference between the wires and follows therefore directly from the two values for δT at the respective places. In this paper, however, the main point of interest is the angular dependence of the output signal, i.e. the sensitivity as a function of θ , and for this purpose the complete solution for δT is not required.
Nor do we have to take specifically into account the frequency dependence. The frequency enters through the finite heat capacity of the wires, which cannot perfectly follow the air temperature variations. First, the region of interest, 10-1000 kHz, is well below the cut-off frequency of the system, several kHz for the current probe [9, 13] , so that the system is nearly frequency independent here. Second, for the geometrical dependence of the sensitivity that we are interested in, only the proportionality constant v/D and other possible geometrical parameters of the probe are of relevance.
Since equations (10a) are linear in T, the different components of the source term ∇ T in equation (10b) contribute linearly to the perturbation δT. For two parallel wires in free space the output signal (proportional to the temperature difference between the wires) is linearly proportional to the inner product of the vector v of the incident gas flow and the vector in the plane of the wires. As noted above, this yields the cos θ dependence of the output (the figure-of-eight response). For the current situation, all heated wires and the probe geometry contribute to the temperature distribution around the wires. The output signal of the device, S, thus becomes
with α = ∂ x T /∂ z T the ratio between the x-and z-derivative of the temperature at the place of the wire, averaged over the length of the wire (that is, along y). The output signal is determined from the two wires in the plane that makes an angle of 45
• with the x-y plane, for example the upper-left and lower-right wire in the cross section of figure 2. Ideally, that is if there were no influence of the surrounding device, the polar diagram of the sensitivity would therefore show its maximum at θ = 45
• . One can write for the angular dependence of the temperature difference between these two wires: (12) where the angle shift (in radians) is given by
Thus, the ratio between the x-and z-derivatives of the temperature profile at the wire leads to a θ -independent rotation of the 'figure of eight' of the sensitivity in the polar diagram. The maximum sensitivity is shifted from θ = 45
• to θ = 45
• + . From the expression for the temperature (7) we can easily find its ξ -and ζ -derivatives. These can be evaluated at the place where a sensor wire is located, (ξ , ζ ) = (±ξ 0 , ±ζ 0 ). Until now, the sources have been considered as infinitely small (described by delta functions in space). Now, the finite width w and height h of the wires can also be taken into account, by averaging the values for ∂ ξ T and ∂ ζ T over the wire width and height. With the definitions for the normalized width and height as ξ 1 = w/2l x , ζ 1 = h/2l x , we calculate these averaged values for ∂ ξ T and ∂ ζ T. After averaging over the wire lengths we obtain for the sensor at (ξ , ζ ) = (−ξ 0 , −ζ 0 )
Similar expressions are found for the other wires at the places (±ξ 0 , ±ζ 0 ). The ratio between ∂ ξ T and ∂ ζ T at the wire location determines α and with this value one obtains the angular shift (equation (13)) of the sensitivity. The result is shown in figure 7 , where is shown for varying gap distance l x . As expected, the shift tends to zero for increasing gap distance, which approximates the 'free space' geometry.
For the four-wire device under investigation, two different modes of operation can be distinguished. In its normal operation mode, all four wires are heated (equally), as described above with the expansion for the temperature (6), leading to equations (14a) and (14b). A second operation mode is possible, in which only two wires are heated, those placed at an angle of 45
• with the x-y plane (for example the upper-left and lower-right heater). To calculate the temperature distribution for this situation, an approach analogous to that described above is followed, by making an expansion in harmonics of the form (6) for the temperature.
Because of the cosine series in the expansion, however, the geometry has to be symmetric in ξ , which is not the case for only two sources at (ξ , ζ ) = (−ξ 0 , ζ 0 ) and (ξ , ζ ) = (ξ 0 , −ζ 0 ). We therefore shift one heat source to the origin, make a symmetric expansion, and determine its ξ -and ζ -derivatives for the point at the distance (ξ , ζ ) = (2ξ 0 , 2ζ 0 ) from the origin. This approximation can be justified when ξ 0 is small.
The resulting value of α for the two-wire case provides us the shift of the polar diagram for this case; it is also depicted in figure 7.
The air flow imposed on the probe
In section 2.1 it was assumed that the velocity v at the point of measurement, at the sensor location, is known, with a local angle θ with the x--y plane. The influence of the asymmetry of the temperature profile yields then the angle shift of the polar pattern. However, due to the presence of the chip surface the fluid flow itself is influenced as well, and the local angle θ will in general be not the same as the angle of incidence of the acoustic wave far away from the probe. To analyse therefore the air flow around the probe, one should in principle solve the full Navier-Stokes equations for the three-dimensional probe geometry to obtain the complete particle velocity field around the probe. For the relatively complicated geometry of the real probe as depicted in figure 1 , an exact analytic solution cannot be found. Therefore, we model the sensor chip by a pair of long and thin parallel plates, of which the cross section is shown by figure 2 , so that the problem becomes two dimensional.
Let us consider first one long, thin sheet of finite width D-l x and thickness d. Since in general d (D-l x ) , we assume the sheet to be infinitely thin and infinitely long. The width is directed along the x-axis, its infinite length along the y-axis and consider the cross section in the x-z plane. We assume a harmonically oscillating acoustic wave with frequency ω and making the angle γ with the x-y plane at infinity. To obtain the flow profile around the plate one should solve the Navier-Stokes equations, the equations of motion for a viscous fluid. Several approximations can be made to solve this twodimensional problem.
It has been shown [27, 28] that for propagating acoustic waves, the fluid can be considered as incompressible if both the fluid velocity v is small compared to the velocity of sound in the medium, v c 0 , and the characteristic time scale for velocity changes, τ = ω −1 , is much larger than D/c, that is, if τ D/c. For our case, we can take as estimate values v ∼ 2.5 × 10 −3 m s −1 (∼94 dB sound level), c 0 = 350 m s −1 and D = 3 mm, and conclude that for all frequencies well below 10 kHz, both conditions are fulfilled, and the gas can be described as incompressible. For an incompressible fluid, one should solve now the Navier-Stokes equations that read
with v the (vectorial) velocity, p the pressure, ν the kinematic viscosity and ρ the fluid density. It was shown before [28] that for the current values of v and these length scales, and ν = 1.5 × 10 −5 m 2 s −1 , the nonlinear term in the equation can be neglected. Besides, the equations of motion (15) can be written in terms of a stream function ψ, which is the complex part of the potential and defined by
It is then seen [26] that the equation for the stream function to be solved reduces to the Laplace equation
In this expression for ψ, the time dependence has been eliminated by dividing it by e iωt . For the two-dimensional geometry in the x-z plane of one infinitely long and thin plate of finite width, the Laplace equation for the stream function can be solved analytically using elliptic coordinates [29] . One can define elliptic coordinates p and q, connected with the normal Cartesian coordinates x, z as x + iz = c cosh(p + iq), or q) = 1, with common foci (±c, 0). In this coordinate system, the cross section of the thin plate of width 2c is represented by the line extending from (−c, 0) to (c, 0) along the x-axis.
For a fluid velocity having an angle of incidence φ at infinity, the solution of equation (17) with the appropriate boundary conditions is then [29] ψ oneplate = cu 0 sinh p(cos φ sin q − sin φ cos q).
We model our geometry by two parallel long and thin plates, each having a width D-l x and spaced a distance 2l x apart. Their width is directed along the x-axis, as shown in figure 2 . Although this geometry is not analytically solvable anymore, an approximate solution can be composed from a linear combination of two solutions of the form (19) in Cartesian coordinates, mutually shifted over a distance 2D. This approximation is valid for l x (D-l x ). We will verify later to what extent this approximation is correct for the current probe dimensions.
Equation (19) is transformed back to Cartesian coordinates, the solution is shifted over ± (D + l x )/2 and these two functions are added. From the thus obtained stream function the velocities v x and v z at the point ξ = ±ξ 0 , where the sensors are located, can be determined using (16) . Using the normalized variables of section 2.1, these velocities become
where ξ s = D/2l x + 1/2. For an angle of incidence φ = π/8 and ξ s = 2 the streamline pattern of the solution ψ is illustrated by figure 4 . Especially close to the two plates, streamlines are seen to be considerably influenced by the presence of the surfaces.
We can also investigate to what extent the approximation is justified. The sum of two shifted solutions is not exactly a solution of the Laplace equation, equation (19) , although the equation is linear. The reason is that the velocity at plate 1 due to the shifted solution of the streamline pattern around plate 2 is no longer tangential to plate 1, a boundary condition that ideally should be fulfilled. Considering the geometry plotted in figure 4 , we calculate the y-velocity at 1 < ξ < 3 due to the contribution to the stream profile related to the left plate (corresponding to the second term in v z in equation (20)). We find that v z is below 6% and 2% (at ξ = 1 and ξ = 3 respectively) of the total velocity at these points. The approximation based on the superposition of two single solutions of the form (19) seems therefore to be justified. For wider gaps the approximation becomes even better.
For the angular shift of the directional sensitivity
we obtain therefore
Equation (22) provides the shift of the sensitivity due to the disturbed fluid flow around the probe. The shift due to the asymmetry in the temperature profile around the wire follows from the equations (11)-(14b). This gives us now all ingredients to compare the model with experimental results. This is accomplished in section 4.
Computational fluid dynamics

The set-up
A commercial finite-volume numerical solver, CFD RC R [30, 31] , designed for solving linear and nonlinear boundary value problems of partial differential equations, was chosen to analyse the problem.
After division of the volume of interest for the current three-dimensional probe geometry (the solution space) into discrete control volumes or cells and defining the boundary conditions and the initial conditions, the Navier-Stokes equations and heat diffusion equations could be solved numerically at each cell.
To find the heat flow and temperature distribution close to the sensor wires in the probe, a dense and fine grid of very small elements near the wires was required. To determine the air flow around the probe as a whole, a large volume space around the probe is required since the boundary conditions on the incident flow are to be applied 'at infinity': far away from the sensors. It was found that solving the complete coupled thermal and flow problem led to unacceptable computation times and memory requirements. We therefore uncoupled the thermal problem of the heat conduction and temperature distribution around the sensor wires, and the air flow problem of the acoustic wave in and around the probe. This approach is justified since it was shown before [12, 26, 28] that the temperature around the wires only affects slightly the viscosity and particle velocity in these regions.
For the three-dimensional heat probe, the solution space was defined as a cylinder of 1 cm length and 1 cm diameter, in which the probe was positioned in the centre. A structured grid of tetrahedral and prismatic volume elements was constructed in the fluid space around the probe. In the region close to the wires, a box of 2 × 2 × 1 mm enclosing the wires, a relatively dense grid was designed with approximately 10 000 cells of typical length 70 μm. This allowed accurate calculation of the flow through the square orifice and the heat distribution in this region. The geometry of the device as depicted in figure 1 was defined with the real probe dimensions and the actual parameters for the silicon chip, the wires and the air. While the device itself was not gridded, the heaters were modelled by approximately 1000 elemental cells of about 20 × 0.4 × 0.5 μm. The outer region around the device as a whole was gridded with 15 000 cells of ∼0.4 mm typical length.
In the flow simulations, we specified a harmonically time varying flow with a fixed velocity and frequency ω. This velocity had a defined angle and magnitude 2 × 10 −3 m s −1 . These boundary conditions were defined on both the inlets and the outlets. Also, the temperature (T = 298 K) and pressure (used only to calculate the inlet density, p = 10 5 N m −2 ) were specified for each boundary face on these inlets and outlets. The inlets and outlets were formed by the outer surface of the cylindrical volume space. On the surface of the probe, the no-slip boundary condition was applied. To solve the full Navier-Stokes equations several linear equation solvers are available in CFD RC; we used the default conjugate gradient squared solver, with 50 sweeps for the velocity equations and 500 sweeps for the pressure correction equation.
The time dependence of the problem entered via the harmonically changing particle velocity of radial frequency ω.
At the boundary faces a plane propagating wave was imposed, with a fluid particle velocity of magnitude u 0 and described by u(y, t) = u 0 cos(ωt − kr), with k the wave number in the propagation direction r. The initial condition was formed by the harmonically varying wave at t = 0; evaluation of the simulation results was done after the transient values had reached a steady-state situation, about several periodes (ωt 5).
For the heat transfer simulations we set the following boundary conditions. On the device surfaces the isothermal heat flux boundary condition in CFD allowed us to fix the temperature at T = 298 K. At the wire surfaces a specified heat flux of P = 20 mW per wire was specified. Also, a convective heat transfer from the wires was defined. This heat flux is not fixed but is calculated from the difference T external -T wire . We assumed no radiation heat flux.
Heat transfer processes are computed by solving the equation for the conservation of energy. CFD numerically solves the energy equation in the form known as the total enthalpy equation [30, 31] . As argued above, for the frequencies of interest we do not need to take the frequency dependence of the heat processes into account. Therefore, steady-state temperature calculations were done to find the static temperature distribution.
Calculations on the temperature distribution
Numerical simulations were performed on devices with varying gap distances (2l x in figure 2 ), in the range 0.2 mm < l x < 1.8 mm, keeping all other dimensions and parameters the same, and the temperature in the probe, especially close to the heated wires, was evaluated. The fine mesh of small elemental cells (3-4 × 10 −4 mm 3 in the region close to the wires and 0.1 mm 3 around the device as a whole) allowed for a very accurate determination of the spatial x-and z-derivative of the temperature very close to the wires.
Apart from the variation of the gap distance, the heat conductivity of the chip material was varied, ranging from the heat conductivity of air, k air = 0.0263 W m
, in five linear steps. As described in the next section, several probes made of different heat conducting materials were also actually designed (in particular, of wood and of silicon) and to comply with these experiments, those geometries were also analysed in the numerical simulations. The cross section of the experimentally investigated structures as described in section 4, is shown in figure 5 ; the numerical simulations were performed on the actual geometries of these devices.
The results of the calculations on two suchlike probes are illustrated in figure 6 , in which cross sections in the x-z planes containing the isotherms are depicted. The figure shows temperature distributions when all four wires were heated. In figure 3 the calculated temperatures along the lines parallel to the x-, y-and z-axes are also shown, respectively, for ξ = 0, ξ = ξ 0 and ξ = 2ξ 0 , and for ζ = 0, ζ = ζ 0 and ζ = 2ζ 0 . A good agreement with the theoretical prediction for the temperature profiles is seen.
The probe geometry with the cross section as illustrated in figure 5 was analysed for two different modes of operation: one with all four wires heated, dissipating 20 mW heat per wire, and one operation mode in which only the two diagonally placed wires were heated and the other two at room temperature. Both the gap distance and the heat conductivity of the thin sheets on top were varied, the gap distance l x ranging from 0.2 to 2.4 mm in steps of 0.2 mm, and k between k Si and k air . In figure 7 the results of these numerical calculations for both operation modes are summarized. Shown is the angular shift as a function of the gap distance for various values of k. As a comparison, the model prediction for the angular shift, due to the temperature asymmetry only, is also depicted. It is seen that the theory overestimates the values for for all gap distances. We may attribute this effect to the fact that the theory assumes infinite heat sinks in the z-direction at x = ±l x , which results in an overestimation of the asymmetry of the temperature profile close to the wires.
Calculations on the air flow profile
As noted above, the fluid flow profile in the probe was simulated by solving numerically the Navier-Stokes equations for all cells of the solution space, where a plane propagating wave of frequency ω was imposed on the boundary faces of the volume space. In the different simulations, the frequency ω was varied between 0 and 10 4 rad s −1 , and the magnitude u 0 was chosen in the range 3 × 10 −5 < u 0 < 3 × 10 −3 m s −1 . Each simulation result provided the magnitude and phase of the particle velocity and the pressure at each point in space, such that the streamline pattern in the fluid could also be investigated. It could be concluded from the results that for the region of interest, 3 × 10 −5 < u 0 < 3 × 10 −3 m s −1 , all dynamics were linear in u 0 , i.e. an increase of the amplitude of the imposed acoustic wave led to an equal increase of the velocities and pressures at all points in space. Therefore, the final calculations were elaborated for one fixed magnitude of u 0 , u 0 = 2 × 10 −3 m s −1 . The angle of incidence φ of the applied acoustic wave was varied, and from the magnitude and phase of the calculated particle velocity at the sensor location, the angle γ of the local velocity with the horizontal plane was determined. From the difference between the angle γ of the local velocity at the specific point and the angle of incidence φ, the deviation = γ − φ was found. See figure 8. For the readability of the figure, the curves corresponding to the numerical results are represented by lines although the gap distance was varied in discrete steps of 0.2 mm. The results shown in figure 8 refer to a frequency of 800 Hz. Other frequency values in the investigated frequency range (ω = 2πf between 0 and 10 4 rad s −1 ) did not yield significant differences: curves as plotted in figure 8 for different frequencies cannot be distinguished independently in the figure.
Experiments
We built a measurement set-up composed of an approximately 25 cm long standing wave tube [2, 3, 32, 33] of 6 cm width with rigged side walls. At one end, the tube is rigidly terminated with a pressure microphone connected at the tube end; at the other end the air inside is excited by a loudspeaker generating a broadband (frequency 0-10 kHz) signal. Through a small hole in the tube at a 6 cm distance from the sound source, the particle velocity probe is placed in the tube to measure the generated standing wave pattern. From the ratio of the microflown signal and the output of the pressure microphone the sensitivity of the particle velocity sensor could be determined in a frequency range of 10-1000 Hz. The sensor was connected to a step motor, allowing a full rotation in steps of 3.75
• . The measured frequency response was in correspondence with previous measurements on the sensitivity of the particle velocity sensor [13, 24, 26] , showing a low-pass frequency response with a roll-off above 2 kHz. The measurement results showed further that the polar pattern of the directional sensitivity was nearly frequency independent in the range from 50 to 1000 Hz for all investigated probes.
To distinguish between the temperature-induced and flowinduced effects, two different kinds of probes were designed.
In one set of probes, silicon was used as the surrounding material around the rectangular orifice in which the wires are suspended. In the other set of probes, the silicon was replaced by a specific type of wood, balsa wood. This type of material was chosen because of its extremely low heat conductivity,
, thereby being in the order of the thermal conductivity of air (k air = 0.0263 W m −1 K −1 ). The fabricated designs therefore allowed verification of the hypothesis that the 'balsa wood' probes exhibit no temperature-related angular shift of the sensitivity, and that in the silicon-based designs both effects play a role. Each set of probes comprised devices with varying gap distances, with the full gap distance 2l x varying between 0.4 and 2.0 mm.
To determine the angular shift of the sensitivity from the obtained data, the data of the output signal versus angle were fitted by cosine curves using a least mean square optimization routine. These cosine curves were compared with the unshifted cosine functions. The error in the final value for amounted to approximately 3
• . Comprehensive comparison of the results of these measurements with both the numerical simulations and the theoretical calculations is made in figure 8 . As the figure shows, the balsa-based probes showed significantly less temperature-related effects, resulting in a smaller angular shift. For these probes, the main reason for the final value of is caused by the flow-induced effects. Besides, this effect is largely dependent on the gap distance of the orifice. The correspondence between the numerical simulations and the experiments is rather good; also the differences between the model predictions and the numerical calculations on the real devices are small.
Asymmetric wire placement
From the experiments on the angular sensitivity of the probes it can be concluded that the angular shift is independent of frequency. This means that, for a specific probe geometry of given dimensions, the shift can easily be corrected for, electronically and in the processing of the final output signal, to obtain the ideal 'figure of eight' response.
With the obtained theoretic and numerical results one could assume at first sight that an improved geometry can easily be designed, such that the ideal 'figure-of-eight' response in the polar plane is obtained. That is, a probe with a maximum sensitivity for incident angles θ = 45
• . In such an optimized design, the sensor wires should be placed mutually at an angle in the x-z plane of about (45 + 18)
• above each other (when l x = 1 mm). Figure 9 shows a cross section of such a probe design. The sensor wires are placed 250 mm above each other (as before) and have a horizontal spacing of 510 mm. The geometry shown in this figure was analysed in the numerical simulations, and the temperature gradients and fluid flow were calculated according to equations (21) and (20) .
However, as described in part 1 of the paper, it was observed that such an optimization with respect to the directionality is not achievable. The reason is that the output signal (the temperature difference) of two heated wires is dependent on the distance between these wires. Changing the wire spacing therefore influences the temperature difference between the wires. To take this effect into account, one should use the full expression for the temperature difference between two wires, T, as a function of wire spacing a, frequency f and velocity v. The explicit function T(f, a, v) was deduced before [12, 13, 26] ; here in this paper we have only made use of the fact that it is linear in v.
For a full optimization of the current design, the presented model should therefore be refined by incorporating the explicit expression for the two-wire temperature difference. The analytic model contains all the necessary ingredients to realize this. The description of the fluid flow profile does not even change.
Conclusions
We analysed the angular sensitivity of the particle velocity probe and obtained analytical expressions for the observed angular shift of the figure-of-eight response using a relatively straightforward model. The model predictions were compared with numerical results from finite-element calculations and a good agreement between both was found. Two causes of the observed directional dependence of the sensitivity can be distinguished: the asymmetry of the temperature profile around the wires, and the disturbed air flow in the probe, both of which are due to the presence of the chip surface in the proximity of the wires. It was found that the latter effect on is the strongest, and about two times larger than the temperature-induced effect. The analytical model, however, slightly overestimates the influence of the temperature asymmetry.
We performed measurements on the directional sensitivity of various probes of different dimensions and of different heat conducting properties to check the model predictions and the simulations, and these were seen to correspond well. Since the angular sensitivity is nearly frequency independent and is independent of the angle of incidence, this value can relatively easily be corrected for in signal post processing, and the obtained results allow also for an optimized design with an ideal figure-of-eight response.
