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Abstract
In this thesis reaction mechanisms of organic compounds with applications in differ-
ent areas, such as kinetic studies, labeling, and battery electrolytes, are investigated
with theoretical methods from quantum chemistry, quantum dynamics, and molecu-
lar dynamics. The variety of the investigated molecules ranges from polycyclic hydro-
carbons, dyes, electrolytes to precursors of reactive species. The work was performed
either in close collaboration with experimentalists or based on experimental results
and in this way allows an in-depth look at the occurring chemistry.
In the first part the concept of adapted reactive coordinates for reduced dimensional
quantum dynamics is presented necessary for the studies in the following part. It
relies on the Wilson G-matrix method as formulation of the kinetic part of the Hamil-
tonian and allows to include the relaxation of background coordinates besides the
identified main reactive coordinates without optimizations for each grid point. The
concept is shown for a photodissociation involving complex structural changes and
the G-matrix elements and their influence on the dynamics are discussed.
In the second part the photoinitated bond cleavage reaction for diphenylmethyl chlo-
ride and diphenylmethyl bromide is studied. Based on the reactive coordinate system
presented before, quantum dynamical simulations enlighten the path of the wave
packet, which passes through two consecutive conical intersections—a three-state
and a two-state one—as decisive elements for the product splitting. In the case of
chlorine, the experimental signal is modeled from the simulated data to further prove
the mechanism. For the bromine case, additionally non-adiabatic mixed quantum-
classical dynamics is used to clarify the role of vibrations during the bond cleavage,
which are responsible for small amplitude oscillations of the experimental signals.
Throughout this part the “our own n-layered integrated molecular orbital and molec-
ular mechanics” (ONIOM) method is used to reduce the involved computational cost.
The third part is dedicated to the photophysics of elongated π systems in organic
molecules discussing two examples. The first one is the polycyclic hydrocarbon
pyrene, the second one covalently linked constructs of DNA and the dye Cyanine 3.
For pyrene, the ultrafast transition from the photo-accessible S2 state to the fluores-
cent S1 is simulated for the first time using two complementary dynamical methods.
It is shown that both methods yield comparable results and demonstrate the strong
coupling between the two states. The constructs in the second example are inves-
tigated experimentally and theoretically. Simulated spectra for a model system help
attributing an occurring blue-shift to dimerization. Circular dichroism measurements
and molecular dynamics simulations further characterize the formed dimers.
The last part comprises a joint experimental and theoretical study concerning the
chemical stability of two electrolytes commonly used in lithium-ion batteries towards
singlet oxygen. It is shown that singlet oxygen is reactive towards the electrolyte ethy-
lene carbonate. Ab initio calculations suggest a concerted double hydrogen abstrac-
tion by the singlet oxygen as mechanism, which is not possible for the second elec-
trolyte dimethyl carbonate. It is an example for the unusual reaction of an alkyl group
with singlet oxygen and yields hydrogen peroxide. Ground state mixed quantum-
classical dynamics verify the further decay of the reaction intermediate vinylene car-
bonate to carbon dioxide, which is found experimentally. The theoretically predicted
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intermediate formation of hydrogen peroxide is detected colorimetrically proving the
reaction mechanism and its detrimental effect is investigated experimentally.
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Introduction
Studying the dynamics of chemical reactions is an important and growing research
area connecting the fields of chemistry, physics, and biology [1]. The scope of this
area is going beyond the question of what products emerge from the reaction. It aims
to understand in detail how the reaction occurs and why the specific products are
built. The macroscopic world is left behind and a look deep down at the microscopic
world is made to gain an understanding of the processes at a molecular level.
To experimentally resolve such processes, laser pulses of the same duration as the
occurring dynamics are required. Advances of laser technology in the 1980s made
it possible to reach the femtosecond regime necessary for the dynamics of chemi-
cal bonds and, hence, the area of femtochemistry was born. Its pioneer Ahmed H.
Zewail was awarded the Nobel Prize in Chemistry “for his studies of the transition
states of chemical reactions using femtosecond spectroscopy” in 1999 [2–6]. The
most widespread technique of choice for such studies is transient absorption spec-
troscopy [7]. Its pump-probe pulse sequence allows to follow the temporal evolution
of reactants, intermediates, and products by its respective spectroscopic signature.
Dynamical simulation methods are an ideal complement for such an experimen-
tal technique [8–10]. While the experiment observes the molecule from the outside,
theory gives direct access to chemical structures and its fluctuations in time. For
spatially very extended systems molecular mechanics (MM) is a capable option, which
completely leaves out the electrons and models the atoms as round spheres connected
by springs [11]. The dynamics of these classical spheres can be described using New-
ton’s equations of motion and is called molecular dynamics (MD). Unfortunately, this
kind of model is not able to account for changes in the bonding structure.
Thus, to describe a true chemical reaction, quantum chemistry (QC) methods are
essential. Hierarchically speaking they are the foundation the advanced dynamical
methods are based on. Two families of methods—density- or wave function-based—
are available, also represented in the Nobel Prize in Chemistry in 1998 for Walter
Kohn (“for his development of the density-functional theory”) [12] and John A. Pople
(“for his development of computational methods in quantum chemistry”) [13]. The
QC methods provide potential energy surfaces (PESs) and non-adiabatic couplings,
which can be used by the dynamical methods to go beyond the Born-Oppenheimer
approximation [14]. Reactions with transitions between different electronic states can
be modeled in this way.
The points, where these transitions between electronic states can occur and, thus, a
radiation-less transfer of population, are called conical intersections (CoIns) [15–22],
named after their characteristic double-cone form of the potential. Reactions through
CoIns occur ultrafast and are known to be important in several aspects of life, like for
DNA photostability [23] or the process of vision [24].
A major part of this thesis is concerned with such reactions. An established method
to describe them is quantum dynamics (QD) [25]. While highly accurate QD requires
pre-knowledge of the PESs, it is afflicted with the curse of dimensionality and there-
fore only feasible in reduced subspaces. In chapter 1 the Wilson G-matrix method
[26–29] is introduced, enabling the usage of arbitrary coordinates in QD. Based on
this, the concept of adapted reactive coordinates (aRCs) is presented, a coordinate
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system developed for the description of the photoinitiated bond cleavage of diphenyl-
methyl compounds. It offers a convenient way to include the relaxation of background
coordinates in reduced dimensionality QD without optimizations for each grid point.
The shape of the G-matrix elements and their influence on the dynamics is discussed
in detail.
This coordinate system is put to use in chapter 2, where the initial bond cleav-
age reactions of diphenylmethyl chloride (Ph2CH−Cl) and diphenylmethyl bromide
(Ph2CH−Br) are simulated. Contrary to previous simulations [30] both product chan-
nels, the homolytic and the heterolytic one, are included, featuring three-state and
two-state CoIns. For the first time, a three-state CoIn seam is included in a QD
propagation. A comparison with experimental observables in the case of Ph2CH−Cl
and with a second dynamical method—non-adiabatic mixed quantum-classical dy-
namics (MQCD) [31]—in the case of Ph2CH−Br complete the overall picture of this
ultrafast reaction. To reduce the computational cost the multi-scale method “our
own n-layered integrated molecular orbital and molecular mechanics” (ONIOM) [32–
37] is used for all QC calculations. Even more versatile than quantum mechan-
ics/molecular mechanics (QM/MM) [38–44], it allows the combination of different QC
methods in an extrapolative manner. Details about ONIOM and its implementation
as part of this thesis can be found in appendix A.
Chapter 3 is dedicated to the photophysics of elongated π systems in organic mo-
lecules used for labeling in spectroscopic measurements. It is subdivided in two sec-
tions. In the first section, the polycyclic hydrocarbon pyrene is investigated. It is an
experimentally well studied molecule [45–51]. However, the ultrafast relaxation from
the initially populated 1La state to the fluorescent 1Lb is not yet understood. Using
both QD and MQCD this transfer through a CoIn is simulated for the first time.
The second section of chapter 3 is concerned with the characterization of dimers
built from dye molecules Cyanine 3 (Cy3). The dyes are covalently linked to DNA
strands which act as a scaffold. Simulated spectra help to interpret the experimental
signals. The dynamics of the dimers on the DNA strand is further captured by MD
simulations.
The last chapter of this thesis is dedicated to the chemical reactivity of two standard
electrolytes used in lithium-ion batteries towards singlet oxygen. In a rigorous way,
this joint experimental-theoretical investigation elucidates the emerging reaction and
its mechanism, which leads to poor cycling behavior for some electrolytes. Ground
state MQCD is used here in an explorative manner starting from a critical transition
state (TS) to identify all products energetically in reach.
Chapter 1.
Wilson G-matrix method for quantum
dynamics in reduced coordinates
Dynamical simulations of chemical reactions are a suitable tool to elucidate the mi-
croscopic mechanisms governing our macroscopic world [8, 10]. Two main branches
of methods were developed to simulate the dynamics: On the one hand, there are
mixed quantum-classical dynamics (MQCD) methods [52, 53] treating the electrons
at a quantum level, the nuclear motion at a classical level. Prominent examples for
this branch are trajectory surface hopping [31] and multiple spawning [54]. On the
other hand, there are full quantum methods [55] treating both electrons and nuclei
at a quantum level. Unfortunately these methods are only feasible in reduced di-
mensionality. While multi-configuration time-dependent Hartree (MCTDH) [56–58] can
include relatively many dimensions, this is only possible by approximating the wave
function with a Hartree product of single particle functions. With this nature it does
not sufficiently describe the dynamics far from the Franck-Condon (FC) region, e.g.
for a bond cleavage, as it does not include the complete topographic information of the
PESs along the selected degrees of freedom. The state-of-the-art method to describe
such and other processes is to numerically solve the time-dependent Schrödinger
equation by wave packet propagation. This method is based on a pseudo-spectral
representation like a grid [59, 60] to propagate on. The operator which is applied on
the wave function in each time step is the Hamiltonian Ĥ. It consists of the kinetic
energy T̂ and potential energy operator V̂ :
Ĥ = T̂ + V̂ . (1.1)
For QD in reduced dimensionality a formulation of the Hamiltonian in this coordinate
system is necessary. While for V̂ as a multiplicative operator this task is trivial, the
challenge is in T̂ .
The Wilson G-matrix method was first introduced by Podolsky [26] and formalized
by Wilson [27] as an ansatz of the kinetic energy operator T̂q in M arbitrary internal
coordinates q:
T̂q = −
~2
2
M∑
r=1
M∑
s=1
j−1/2
∂
∂qr
[
jGrs
∂
∂qs
j−1/2
]
, (1.2)
with j the determinant of the Jacobian matrix J responsible for the coordinate trans-
formation with the elements:
Jri =
∂xi
∂qr
. (1.3)
The matrix elements Grs of the G-matrix are given by:
Grs =
3N∑
i=1
1
mi
∂qr
∂xi
∂qs
∂xi
. (1.4)
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The derivatives contained in this matrix perform the effective coordinate transforma-
tion and are paired with the inverse masses. As these both parts of the G-matrix
do not change during the QD propagation, the matrix elements can be calculated
beforehand. Note that the G-matrix—containing derivatives with respect to two in-
ternal coordinates—introduces off-diagonal terms and in this way a kinetic coupling
between the coordinates.
In general, the G-matrix and also the Jacobian determinant j are position-dependent.
Only for the special case of linear coordinates both are constant for all positions. As
the position dependency of j can be assumed to be negligible compared to the deriva-
tives in the G-matrix [29], the kinetic energy of eq. 1.2 can be written in a simpler
form [28]:
T̂q ' −
~2
2
M∑
r=1
M∑
s=1
∂
∂qr
[
Grs
∂
∂qs
]
. (1.5)
Recently, an assessment of the hereby potentially included error was undertaken and
possible ways of recuperation were shown [61].
The usage of the Wilson G-matrix method is demonstrated in the following section.
Based on this, a quasi-relaxed coordinate system is built for a real chemical test case,
the photodissociation of diphenylmethyltriphenylphosphonium ion (Ph2CH−PPh +3 )
and the influence of the G-matrix on the dynamics is shown. Further details about
the course of the photodissociation and a comparison with another leaving group can
be found in section 2.1 of chapter 2. The second section of this chapter contains
details about algorithms for adhering the Eckart conditions necessary for the calcula-
tion of the G-matrix. In chapter 2, further applications of the G-matrix are described
based on the coordinate system explained in the following section. In section 3.1 of
chapter 3 the Wilson G-matrix method is also applied, using linear coordinates.
1.1. Design of a dimensionality reduced, quasi-relaxed
coordinate system
For a successful QD description of a reaction, it is key to have beforehand knowledge
about the system like minima, CoIns or the minimum energy path (MEP). Based on
that knowledge, it is the task to identify the reactive internal coordinates that describe
the reaction at hand as best as possible. Some approaches exist to guide and quantify
this process [62–65], in this thesis the coordinates are found by thorough reaction
analysis. As in the QD each dimension drastically increases the simulation time, two
or three dimensions are the limit.
In the article “Design of specially adapted reactive coordinates to economically com-
pute potential and kinetic energy operators including geometry relaxation” published
in The Journal of Chemical Physics a quasi-relaxed coordinate system for the descrip-
tion of the photodissociation of Ph2CH−PPh +3 (for details see chapter 2) is presented
[66]. The concept of adapted reactive coordinates (aRCs) is introduced. For that, two
principal reactive coordinates are found first. Along the MEP major changes of other
non-reactive coordinates are identified and the respective coordinates expressed as
a function of the aRC. In this way, relaxation is included in the coordinate system
without optimization at every geometry point. After defining the coordinate system
and the algorithm for the construction of quasi-relaxed geometries, the G-matrix and
its elements are discussed in detail and comparative QD calculations are shown.
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The key points of the article are:
• Two reactive coordinates are chosen. The first one is the length r of the bond
cleaved here, the second one an angle φ defined to reach the CoIn known as deci-
sive for the product formation [67]. Analyzing the MEP, further major structural
changes are identified, namely the bond distances and angles to the central carbon
atom, the pyramidalization of the central carbon atom, and the positioning of the
phenyl rings. Fitting functions are used to bring these coordinates in dependence
of r. It is especially important to include the relaxation in the diphenylmethyl
cation moiety as it accounts for 85 % of the relaxation energy. As the relaxation
coordinates are not linearly independent, it is essential to adhere to the presented
protocol for the reconstruction of quasi-relaxed geometries.
• To economically describe the excitation of Ph2CH−PPh +3 with complete active space
self consistent field (CASSCF), the ONIOM method is successfully employed using
the constraint low-level state (CLS) approximation [36] with density functional the-
ory (DFT) as low-level method. A program of our own design was written to effi-
ciently calculate and combine the energies of CASSCF calculated with MOLPRO [68]
and of DFT calculated with GAUSSIAN [69] for the complete grid. It is described in
appendix A.
• The Wilson G-matrix formalism and a convenient way of calculating the matrix
elements are introduced. At first, the inverse G-matrix is built in adherence to
the Eckart conditions (see section 1.2 below). In a detailed analysis, the shape of
the G-matrix elements is traced back to the used fitting functions built into the
aRCs. Note that the changes along the bond cleavage coordinate r are much more
pronounced.
• The influence of the background relaxation in the G-matrix becomes apparent in
two QD calculations on the same PES. In both cases, one with, one without the
dynamic continuum ansatz [70], the background relaxation leads to distinctively
more movement in the φ direction, drastically reducing the time necessary to reach
the CoIn in the first case.
Hereafter, the article “Design of specially adapted reactive coordinates to econom-
ically compute potential and kinetic energy operators including geometry relaxation”
published in The Journal of Chemical Physics is reprinted with permission from J.
Chem. Phys. 144, 234104 (2016). Copyright 2016 AIP Publishing.
THE JOURNAL OF CHEMICAL PHYSICS 144, 234104 (2016)
Design of specially adapted reactive coordinates to economically compute
potential and kinetic energy operators including geometry relaxation
Sebastian Thallmair,1,2 Matthias K. Roos,1 and Regina de Vivie-Riedle1,a)
1Department Chemie, Ludwig-Maximilians-Universität München, D-81377 München, Germany
2Lehrstuhl für BioMolekulare Optik, Ludwig-Maximilians-Universität München, D-80538 München, Germany
(Received 15 March 2016; accepted 27 May 2016; published online 17 June 2016)
Quantum dynamics simulations require prior knowledge of the potential energy surface as well as
the kinetic energy operator. Typically, they are evaluated in a low-dimensional subspace of the full
configuration space of the molecule as its dimensionality increases proportional to the number of
atoms. This entails the challenge to find the most suitable subspace. We present an approach to design
specially adapted reactive coordinates spanning this subspace. In addition to the essential geometric
changes, these coordinates take into account the relaxation of the non-reactive coordinates without
the necessity of performing geometry optimizations at each grid point. The method is demonstrated
for an ultrafast photoinduced bond cleavage in a commonly used organic precursor for the generation
of electrophiles. The potential energy surfaces for the reaction as well as the Wilson G-matrix as
part of the kinetic energy operator are shown for a complex chemical reaction, both including the
relaxation of the non-reactive coordinates on equal footing. A microscopic interpretation of the shape
of the G-matrix elements allows to analyze the impact of the non-reactive coordinates on the kinetic
energy operator. Additionally, we compare quantum dynamics simulations with and without the
relaxation of the non-reactive coordinates included in the kinetic energy operator to demonstrate
its influence. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4953667]
I. INTRODUCTION
Quantum dynamics (QD) simulations are the most
accurate way to describe reactive molecular processes. The
quantum mechanical character of the nuclei is preserved
in addition to the one of the electrons. Important features
like vibrational or electronic transitions induced by a
laser pulse,1–4 non-adiabatic processes mediated by conical
intersections (CoIns),3,5,6 or coherent control studies2,7,8 can be
straightforwardly described. Linked to the high accuracy is the
high computational cost making a full-dimensional treatment
already for medium sized molecules very demanding. In the
case of absorption spectra, internal conversion, autocorrelation
functions, and hydrogen transfer, the multi-configuration time-
dependent Hartree (MCTDH) method proved to be an efficient
way to include comparatively many dimensions.9–11 Semi-
classical on-the-fly trajectories enable to consider all degrees
of freedom; however, the nuclei are treated classically.12
In general, the number of internal degrees of freedom
is (3N − 6) for non-linear and (3N − 5) for linear molecules,
where N is the number of atoms. Thus, a quantum dynamical
treatment of reactions with a larger number of atoms can
only be achieved, if their dimensionality — i.e., the number
of considered coordinates — is reduced. To perform this
reduction, the decisive regions of the molecular configuration
space — i.e., critical points like the minima of reactant and
product, the transition state, as well as the minimum energy
path (MEP) — have to be known beforehand. On this basis,
reactive internal coordinates can be constructed which are
a)Electronic mail: regina.de_vivie@cup.uni-muenchen.de
then used for the QD simulations. The challenge is to find
the few best possible reactive internal coordinates, as in the
majority of cases only up to three coordinates are utilized.
In the 1980s, Miller et al. portrayed the idea of a reaction
path Hamiltonian.13,14 It is based on the intrinsic reaction
coordinate of a chemical reaction which is one coordinate
of the system. The remaining coordinates are orthogonal and
obtained by diagonalizing the Hessian matrix.13 A related
approach has been applied recently for QD simulations of
a SN2 reaction.15 Polyspherical coordinates are another prom-
inent type of coordinates.16–18 They are, for example, used for
ring opening reactions of furan19 and benzopyran,3 molecular
collisions,20 or bond cleavage processes.21 The coordinates
for the ring opening reaction of 1,3-cyclohexadiene were
derived in a different way: by a thorough analysis of
relevant geometries in the excited state (minima, intermediate
structures, and CoIns), three reactive coordinates have been
set up.7,22 Normal modes constitute another prominent kind
of coordinates because they entail a trivial formulation of the
kinetic energy operator. They have been used, for example, to
study the control of Na323 or the photoelectron spectrum of
the pentatetraene cation.24
Here, we present an approach to design adapted reac-
tive coordinates (aRCs) based on the MEP which include
structural relaxation. The first step is to determine the most
important reactive internal coordinates. Second, the major
structural relaxations along the MEP are identified. Third,
these structural relaxations of the non-reactive coordinates are
recorded along the reactive internal coordinates chosen in step
one. This opens a way to include the relaxation into the final
aRCs. The aRCs are set up in line with the adiabatic-constraint
0021-9606/2016/144(23)/234104/11/$30.00 144, 234104-1 Published by AIP Publishing.
 Reuse of AIP Publishing content is subject to the terms: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to  IP:  129.187.254.47 On: Fri, 17 Jun
2016 12:33:58
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approach,17 which implies that the relaxation of the non-
active coordinates takes place adiabatically with the molecular
deformation. When the aRCs are defined, the next step is to
calculate the potential energy surface (PES) with standard
quantum chemistry. To derive an expression for the kinetic
energy operator, we apply the Wilson G-matrix formalism.25,26
Finally, we discuss QD simulations considering the aRCs
and the simple reactive internal coordinates in the kinetic
energy operator, respectively. They illustrate the impact of
the relaxation of the non-reactive coordinates contained in the
kinetic energy operator on the simulated dynamics.
The article is structured as follows: Sec. II briefly
introduces the chosen test case of a photoinduced ultrafast
bond cleavage. The strategy to design the aRCs is given
in Sec. III. Based thereon, we present the PESs for the
reaction in Sec. IV. The matrix elements of the Wilson G-
matrix are given in Sec. V together with a brief introduction
to the Wilson G-matrix formalism for the kinetic energy
operator. Moreover, we will discuss how the relaxation of
the non-reactive coordinates is reflected in the shape of
the G-matrix elements. Sec. VI compares QD simulations
employing different kinetic energy operators before the results
are summarized in Sec. VII.
II. THE BOND CLEAVAGE OF Ph2CH-PPh +3 IONS
AS TEST CASE
The strategy of our approach will be presented for
the bond cleavage of diphenylmethyltriphenylphosphonium
ions (Ph2CH –PPh+3) involving many structural changes
along the reaction path. Quaternary phosphonium ions are
well-suited to generate carbocations after photoexcitation
as short-lived reactive intermediates.27,28 The underlying
reaction mechanism for the bond cleavage of this complex
class of molecules has been unclear until recently and
needed theoretical investigations.6,29,30 To explain the reaction
outcome on an ultrafast time scale, population transfer through
a CoIn has to be considered. State-of-the-art quantum chemical
and quantum dynamical calculations could clarify the reaction
mechanism.
To solve the time-dependent Schrödinger equation, the
potential energy operator V̂ as well as the kinetic energy
operator T̂ are necessary,
i~
∂
∂t
Ψ(x, t) = ĤxΨ(x, t)
=
 
T̂x + V̂x

Ψ(x, t). (1)
Eq. (1) is generally set up in Cartesian coordinates {x} with
the Hamiltonian Ĥx being the sum of T̂x and V̂x. To perform
the QD calculations using the aRCs derived in Sec. III, the
Schrödinger equation has to be transformed into internal
coordinates {q}.31,32 The transformation of the multiplicative
operator V̂x into V̂q is trivial. This is not the case for the kinetic
part T̂x of the Hamiltonian
T̂x = −~
2
2
3N
i=1
1
mi
∂2
∂x2i
(2)
with the masses mi and the total number of atoms N .
Especially, if the chosen internal coordinates include angles,
the transformation is challenging because they describe
a non-linear motion. In this work, we use the G-matrix
formalism25,26,31 which is briefly introduced in Sec. V A.
In order to clarify the mechanism of the bond
cleavage, we decided to perform QD simulations in reduced
dimensionality.6,29 To achieve an as accurate as possible
description of the PES, it is often not sufficient to solely select
the major and most apparent structural changes (like bond
cleavage and formation) as reactive coordinates. Especially
when complex chemical reactions are considered, structural
relaxations of the non-reactive coordinates are often associated
therewith. One popular example is the change of hybridization
of an atom but also bond length adjustments are omnipresent.
As these relaxations adiabatically follow the major structural
changes, we will refer to them as background relaxations from
hereon. They give rise to a decisive energetic stabilization. As a
result, their consideration is crucial for an adequate description
of the reaction dynamics. The straightforward way to include
the background relaxations is to perform partial optimizations
at each point in the low dimensional space to obtain a
relaxed structure. However, this can be computationally
very demanding especially if highly correlated quantum
chemical methods are applied. In the following, we present
a computationally much more economic approach to receive
approximately relaxed structures with the help of aRCs.
III. DESIGN OF ADAPTED REACTIVE COORDINATES
The bond cleavage of Ph2CH –PPh+3 is described by two
reactive internal coordinates. One is the C1–P distance r (see
Fig. 1). The second one is the angle φ which leads to the
S1/S0 CoIn being decisive for the branching into the product
channels.33 To optimally define this second reactive internal
coordinate, a dummy atom X is used. It lies in the plain
spanned by the three C atoms of the allyl moiety (C1, C2
and C3 in Fig. 1) in such a way that the vector pointing
from X to the P atom is orthogonal to the allyl plain at
FIG. 1. Optimized structure of Ph2CH –PPh+3 in its electronic ground state
with the dummy atom X and the two chosen coordinates for the QD sim-
ulations: the C1–P distance r and the P–C1–X angle φ. For the ONIOM
calculations (for details see Sec. IV), the thicker drawn phenyl rings constitute
the high-level system while the thinner drawn phenyl rings are only contained
in the low-level system.
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the CoIn. As, by definition, normal modes are only valid
in the vicinity of stationary points on the PES, a chemical
reaction including bond formation or cleavage far from the
Franck-Condon region as considered here cannot be described
by a few normal modes.
A. Identification of the major contributions
to the relaxation energy
The two reactive internal coordinates r and φ only
describe the most apparent structural changes during the
bond cleavage including the passage through the CoIn.
Especially along r important background relaxations take
place, primarily in the diphenylmethyl (Ph2CH) moiety. The
major contribution stems from the sp3 to sp2 rehybridization
at the central methyl carbon atom C1 and the bond length
changes associated therewith. Fig. 2(a) illustrates the structural
changes of the Ph2CH moiety (red: unrelaxed, cyan: relaxed).
To describe the PES including these background relaxations,
first, the energetic stabilization and the structural differences
associated with the relaxation are analyzed. Next, the crucial
contributions are included into the corresponding coordinates
to improve the description of the PES (Sec. III B).
To quantify the overall relaxation energy for the C1–P
bond cleavage of Ph2CH−PPh+3 , we follow the process in the
ground state.33 The energy difference between the unrelaxed
and the relaxed structures at r = ∞ gives the relaxation energy.
Its total amount is 1.97 eV at the density functional theory
(DFT) level of theory (functional B3LYP/basis set 6-31G(d)).
Therefrom 15% (0.30 eV) stem from the relaxation of the
leaving group (LG) PPh3 while the diphenylmethyl cation
Ph2CH+ accounts for 85% (1.68 eV). The root-mean-square
deviation (RMSD)34 between the unrelaxed and the relaxed
structures is 0.46 Å for PPh3 and 0.72 Å for Ph2CH+.
At first glance, the small difference in the RMSD values
seems to be astonishing compared to the significantly larger
difference in the relaxation energies. But a closer look at the
nature of the structural changes in both fragments explains
these observations. The geometry relaxation of PPh3 entails
rotations of the phenyl rings (see Fig. 2(b)) which result in
a relatively small energetic stabilization. In contrast thereto,
the most important geometry change in Ph2CH+ is the sp3 to
sp2 rehybridization, which is accompanied by a much larger
energetic stabilization.
B. Description of the background relaxation
depending on the reactive internal coordinates
As the geometric changes of Ph2CH+ are more important
for the relaxation energy than the ones of PPh3, the focus
lies on Ph2CH+. In good approximation, the relaxation is
independent of the angle φ and we concentrate solely on the
r direction. Along this MEP in the S0 state, all non-reactive
internal coordinates have been analyzed. The changes of the
most strongly varying ones were fitted in dependence of r
to be able to reconstruct the molecular geometry including
background relaxation at any point of the two-dimensional
coordinate space {r, φ}. First, we discuss the structural
changes connected with the sp3 to sp2 rehybridization in
Ph2CH+.
• The height dpy of the C1 pyramid (see inlay of Fig. 4)
built by the central methyl carbon atom C1 at the top,
the two linked carbon atoms C2 and C8, as well as the
H atom (for the atom numbering see Fig. 3) changes
during the bond cleavage. It decreases with starting sp2
hybridization of C1 and its change along r is fitted with
a sigmoid function,
dpy(r) = a
(
1
1 + exp(−b(r − r0)) − 1
)
. (3)
• The distance between C1 and its attached atoms
shortens due to the higher s orbital character in the
sp2 orbitals compared to the sp3 orbitals. The C1–C2
and C1–C8 bond length modifications are also fitted
with a sigmoid function,
dC1–C2/8(r) = c
1
1 + exp(−d(r − r0)) − e. (4)
The C1–H distance change was neglected as it varies
at most by 0.015 Å.
• The change of the angles α with C1 as central atom
(αC2C1H, αC2C1C8, and αHC1C8) is also fitted with the
sigmoid function given in Eq. (4).
• In addition, the relative orientation between the two
planes of the phenyl rings changes. This change is
not symmetric as the LG breaks the symmetry of the
Ph2CH moiety. To model this reorientation, first, the
position of the left phenyl ring (Fig. 3) is referenced
with respect to the C1 pyramid. Therefore, the angle
αph–C1C8 between the normal vector of the C3C5C7
plane defining the left phenyl ring and the C1–C8 bond
has to be fitted analogously to Eq. (4). Next, the relative
orientation of both phenyl rings is adapted via the angle
between the normal vectors of the planes C3C5C7 (left
phenyl ring) and C8C10C12 (right phenyl ring) using
the following fit function:
αph–ph(r) = f exp (−gr) + α∞ph–ph. (5)
FIG. 2. Unrelaxed (red) and relaxed
(cyan) geometry of (a) the diphenyl-
methyl cation (Ph2CH+) and (b) the
PPh3 moiety. The change in hybridiza-
tion from sp3 to sp2 at the central C1
atom of the Ph2CH+ can be easily rec-
ognized whereas the major differences
concerning PPh3 are rotations of the
phenyl rings.
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FIG. 3. Structural formula of the Ph2CH moiety illustrating the numbering
of the carbon atoms. The view is taken from the position of the P atom of the
PPh3 LG. For the sake of clarity, the aromatic hydrogen atoms are omitted.
Here, the angle α∞ph–ph is set to the value of the optimized
Ph2CH+ without further being fitted.
To define the position of the PPh3 LG three coordinates are
necessary. Two of them are the reactive internal coordinates r
and φ. The third coordinate — the dihedral angle βLG — is
defined between P, C1, X, and C3. Its change along the MEP
TABLE I. Fitted parameters of the fit functions given in Eqs. (3)–(6) to
describe the relaxation of the carbon backbone of the Ph2CH moiety and the
dihedral angle βLG of the PPh3 LG along the MEP for the bond cleavage
in the ground state. The last column specifies the relative error of the fitted
parameters.
Coordinate Fit function Fit parameters Relative error
dpy Equation (3) a = (−0.649±0.005) Å 0.007
b = (2.15±0.02) Å−1 0.010
r0= (2.280±0.009) Å 0.004
dC1–C2 Equation (4) c = (−0.168±0.003) Å 0.02
d = (2.07±0.05) Å−1 0.02
r0= (2.17±0.02) Å 0.008
e = (1.586±0.003) Å 0.002
dC1–C8 Equation (4) c = (−0.192±0.003) Å 0.02
d = (2.17±0.04) Å−1 0.02
r0= (2.09±0.02) Å 0.008
e = (1.609±0.003) Å 0.002
αC2C1H Equation (4) c = (12.4±0.6)◦ 0.05
d = (3.6±0.3) Å−1 0.07
r0= (2.06±0.03) Å 0.014
e = (102.3±0.5)◦ 0.005
αC2C1C8 Equation (4) c = (33±1.4)◦ 0.04
d = (2.16±0.08) Å−1 0.04
r0= (1.88±0.04) Å 0.02
e = (98±1.4)◦ 0.014
αHC1C8 Equation (4) c = (12.6±0.7)◦ 0.05
d = (3.6±0.3) Å−1 0.08
r0= (2.05±0.03) Å 0.02
e = (102.0±0.6)◦ 0.006
αph–C1C8 Equation (4) c = (−80±3)◦ 0.04
d = (1.83±0.08) Å−1 0.05
r0= (2.14±0.05) Å 0.02
e = (94±3)◦ 0.03
αph–ph Equation (5) f = (3.8±0.2) ·102◦ 0.06
g = (1.24±0.03) Å−1 0.03
βLG Equation (6) h = (−16.7±1.1) Å−1 0.07
r0= (3.45±0.08) Å 0.02
FIG. 4. Change of the height dpy (black circles) of the C1 pyramid defined
by the atoms C1, C2, C8 and H (inlay) along the ground state MEP for the
bond cleavage in Ph2CH –PPh+3 . The red line depicts the fit function (Eq. (3))
using the parameters listed in Table I.
is fitted with the function
βLG(r) = ln
(
exp(−h(r − r0))
1 + exp(−h(r − r0))
)
+ βCoInLG . (6)
βCoInLG is chosen in a way to optimally reach the geometry of
the CoIn in the two-dimensional space.
Table I provides an overview of the fitted parameters. All
relative errors lie well below 10% (see last column of Table I).
Fig. 4 shows how dpy (black circles) changes along the MEP
together with the fitted function (red line; Eq. (3)). The larger
r , the lower is the height dpy, reflecting the rehybridization
from sp3 to sp2. Around r = 4.0–4.5 Å, the methyl C1 atom is
almost fully planarized. In the optimized Ph2CH+ fragment,
dpy takes a value of 5 · 10−5 Å.
The selection of the reactive internal coordinates r and
φ reduces the full dimensional configuration space and the
PESs become a function of V (r, φ; n = const) with n being
the non-reactive coordinates. With the fitted non-reactive
coordinates, which describe the background relaxation along
r at hand, the relaxed structure of the Ph2CH moiety can be
reconstructed at any point of the two-dimensional coordinate
space {r, φ}. The configuration space is still two-dimensional,
but now it contains the background relaxation and the PESs
are a function of V (r, φ; n(r)). The combination of the reactive
internal coordinates with the fitted non-reactive ones forms
the adapted reactive coordinates aRCs.
In general, the behavior of the non-reactive coordinates
n which describes the background relaxation may depend
on all selected reactive internal coordinates. There are three
different scenarios possible which increase the complexity
of the employed fit functions and thus of the fitting
procedure. In the first case, the complete relaxation depends
only on one reactive internal coordinate and the fit
functions are only one-dimensional. In scenario two which
encompasses an increased complexity, the relaxation depends
on multiple reactive internal coordinates but no coupling
occurs. Consequently, one-dimensional fit functions are still
sufficient but the dependencies of the non-reactive coordinates
on all reactive internal coordinates have to be evaluated. In
the present example, this would lead to PESs depending
on V (r, φ; n(r),n′(φ)). The most complex scenario occurs
when the behavior of the non-reactive coordinates can only
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be described by two-dimensional fit functions due to their
intricate linkage with the reactive internal coordinates. The
PESs are then a function of V (r, φ; n(r, φ)). Our example
belongs to the first scenario but in principle the approach to
generate aRCs is applicable to all three scenarios.
The fitted non-reactive coordinates are not linearly
independent; thus, the order in which they are adjusted is
important to guarantee a proper reconstruction. One example
is dpy (Fig. 4, inlay). It is easier to adjust the bond lengths
dC1–C2 and dC1–C8 before the adjustment of dpy. A reversed
order will change dpy again, unless an additional constraint is
introduced. The protocol of the reconstruction is visualized in
Fig. 5. After loading the S0 minimum geometry, the chosen
C1–P distance r determines the adjustment of the background
relaxation. First, the distances between the methyl C1 atom
and both phenyl rings dC1–C2 and dC1–C8 are adjusted, followed
by the height dpy. Then the angles αC2C1H, αC2C1C8, and αHC1C8
are adapted. Thereby it is sufficient to match only two of the
three angles, i.e., αC2C1H and αHC1C8 in the present case. Here,
an iterative procedure with the normal vector of the C2–C8–H
plain as rotational axis and C1 in the origin is applied.
Otherwise, the rotation would affect the pyramidalization.
The next step is to match the relative orientation of both
FIG. 5. Flowchart for the construction of the relaxed Ph2CH –PPh+3 geometry
at any point of the two-dimensional coordinate space {r, φ}. After loading the
S0 minimum geometry, the carbon backbone of the Ph2CH moiety is relaxed
using the parameters given in Table I. Finally, the PPh3 moiety is positioned
after minimization of the RMSD between the relaxed and the loaded Ph2CH
fragment.
phenyl rings which is realized via αph–C1C8 and αph–ph. Again,
an iterative procedure is used. To adjust αph–C1C8 the left
phenyl ring in Fig. 3 is rotated with C1C2 as rotational axis.
In the case of αph–ph, the right phenyl ring is rotated around the
C1C8 axis. Before finally the PPh3 moiety can be positioned
according to r , φ, and βLG, the RMSD between the relaxed
and the loaded Ph2CH moiety has to be minimized.34 This
corresponds to fulfill the Eckart conditions.
The relaxation energy covered by the reconstructed
Ph2CH moiety is 1.56 eV which is 93% of the 1.68 eV obtained
from the optimization. The RMSD between the reconstructed
and the optimized Ph2CH is 0.087 Å which means that the
initial RMSD is reduced by 88%. Although 12% of the initial
RMSD remains, only 7% of the initial relaxation energy is not
covered. This implies that the energetically most important
backbone motions are included in the aRCs. The covered
fraction of the total relaxation energy of both fragments is still
79% due to the fact that the geometry of the PPh3 LG is not
adapted.
IV. POTENTIAL ENERGY OPERATOR IN ADAPTED
REACTIVE COORDINATES
The specially designed aRCs satisfactorily include
background relaxation and efficiently describe relaxed
geometries in the multidimensional configuration space.
They open a way to economically compute PESs with
approximately relaxed structures via single point calculations.
Regardless of the chosen level of theory for the quantum
chemical calculations, the computational time is significantly
reduced as no partial optimizations are required. Here, we
apply the procedure to the PESs for the ground state S0
and the first excited state S1. Due to the complexity of the
system also in the electronic structure, the PESs are evaluated
at the “our own n-layered integrated molecular orbital and
molecular mechanics” (ONIOM) level of theory using the
constraint low-level state approximation.35–38 The molecular
structures were constructed following the procedure displayed
in Fig. 5 and single point calculations were performed.
The high-level system phenylmethylphenylphosphonium ion
(PhCH2 –PH2Ph+) contains the thicker drawn phenyl rings
in Fig. 1. It was calculated at the CASSCF(10,10) level of
theory using the program package Molpro.39 The thinner
drawn phenyl rings were only part of the low-level system and
replaced by H atoms in the high-level system. The low-level
system was calculated at the DFT (M06-2X40) level of theory
using Gaussian09.41 The setup of the high-level system as
well as the active space of the complete active space self
consistent field (CASSCF) calculations has been carefully
tested beforehand.33 Throughout all calculations the basis set
6-31G(d) was used.
The resulting PESs for S0 and S1 are depicted in Fig. 6.
The minimum of the ground state is located at r = 1.9 Å and
φ = 125◦ (see Fig. 6(a)). The first excited state exhibits a local
minimum next to the Franck-Condon point recognizable in
Fig. 6(b). A small barrier separates this minimum from the
dissociative area of the S1 PES. A large gradient mainly in r
direction leads to a gain of potential energy of about 2.0 eV
during the dissociation process.
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FIG. 6. Molecular PESs of Ph2CH−PPh+3 calculated at the ONIOM level
of theory. The data were interpolated to the spatial grid used for the QD
simulations presented in Sec. VI. (a) The ground state potential S0 has its
minimum at r = 1.9 Å and φ = 125◦. The inlay displays the structure of the
S1/S0 CoIn of the full system Ph2CH –PPh+3 . (b) The excited state potential
S1 shows a local minimum in the Franck-Condon region. Its global minimum
lies next to the S1/S0 CoIn at r = 2.9 Å and φ = 75◦. Note that the minimum
of each surface is set to zero separately.
The global minimum of the S1 surface lies in the vicinity
of a S1/S0 CoIn. Its presence within the PES confirms the
success of the reactive coordinate choice because the angular
coordinate φ was chosen in a way that the CoIn is included in
the two-dimensional coordinate space. The CoIn is located at
r = 2.9 Å and φ = 75◦, the point of minimal energy difference
(∆E = 0.085 eV) between S1 and S0 at the ONIOM level of
theory. The structure of the marked S1/S0 CoIn is presented in
the inlay of Fig. 6(a) and is similar to the S1/S0 CoIn optimized
for the high-level system PhCH2 –PH2Ph+.33
Without the background relaxation, the energy gain
during the bond cleavage in the S1 state would be reduced
by about 75% (1.56 eV). Thus the gradient would decrease
significantly and the dynamics of the bond cleavage would be
considerably slower. Also it is not guaranteed that the CoIn
would be energetically reachable from the Franck-Condon
region.
V. KINETIC ENERGY OPERATOR IN ADAPTED
REACTIVE COORDINATES
A. The Wilson G-matrix formalism
The G-matrix formalism introduced by B. Podolsky opens
a way to reformulate the kinetic energy operator T̂x (Eq. (2))
in arbitrary internal coordinates.25,26,31 The coordinate trans-
formation can be formulated with the help of the matrix ele-
ments
 
J−1

r i
of the inverse of the Jacobian matrix J,
qr =
3N
i=1
 
J−1

r i
xi with
 
J−1

r i
=
∂qr
∂xi
. (7)
Using the Jacobian determinant j = det |J| the kinetic energy
operator T̂q can be formulated in internal coordinates,26,31 in
our case aRCs,
T̂q = −~
2
2
3N
r=1
3N
s=1
j−
1
2
∂
∂qr

jGr s
∂
∂qs
j−
1
2

. (8)
The elements Gr s of the G-matrix are calculated according to
Gr s =
3N
i=1
1
mi
∂qr
∂xi
∂qs
∂xi
. (9)
In principle, the Jacobian determinant j as well as the G-
matrix G is position-dependent. Assuming that the change of
j with respect to {q} is negligible compared to the position
dependence of G, Eq. (8) can be simplified,42
T̂q ≃ −~
2
2
3N
r=1
3N
s=1
∂
∂qr

Gr s
∂
∂qs

. (10)
In practice, if the matrix elements
 
J−1

r i
are unknown,
G is usually calculated via its inverse G−1, which has the
following elements:42
 
G−1

r s
=
3N
i=1
mi
∂xi
∂qr
∂xi
∂qs
. (11)
To yield the inverse elements, the partial derivatives are
reversed, which makes them much easier to be calculated
compared to the normal G-matrix elements Gr s. Especially
in the case of reduced dimensionality, it is now possible
to use the finite differences method. The molecular system
can be displaced slightly along the aRCs and the actual
atomic positions can be written in Cartesian coordinates.
After fulfilling the Eckart conditions43 which provide for the
three rotational and three translational degrees of freedom
being separated from the internal coordinates, the elements
of G−1 can be calculated.42 To fulfill the Eckart conditions,
a method proposed by A. Y. Dymarsky and K.N. Kudin is
used.34,44,45 Subsequent inversion of G−1 yields the desired
G-matrix G. In the case of linear coordinates qi, the G-matrix
is position independent whereas it becomes position dependent
for non-linear qi. The latter is true here. As the coordinates
do not change during the QD simulations, the elements of
the G-matrix can be calculated and analyzed beforehand
(cf. Secs. V B and V C). The diagonal elements of the
G-matrix can be interpreted as the effective inverse reduced
mass which may change along the coordinate. Due to the
multiplication with
(
∂qr
∂xi
)2
in Eq. (9), the position dependence
encodes information about the actual mass which moves
along the internal coordinate. The off-diagonal elements
contain information about the kinetic coupling between the
coordinates.
So far, the G-matrix is formulated for the complete
(3N − 6) dimensional internal coordinate space plus the
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rotational and translational degrees of freedom. If a reduced
number of reactive internal coordinates is used — as it is
often the case — the matrix G can be blocked leading to the
following structure:46
G = *,
Gactive Gcoupling
Gcoupling Ginactive
+- , (12)
with Gactive being the block of the considered active
coordinates, Ginactive the one with the not considered inactive
coordinates, and the coupling block Gcoupling. Assuming no
coupling between the active and inactive coordinates, it is
sufficient to calculate the inverse of Gactive, as the diagonal
blocks of the matrix can be inverted separately. In the present
work, we use this assumption and take into account only the
active coordinates, i.e., the aRCs.
Finally, let us take a look on the requirements for
the G-matrix method. The first two are that the internal
coordinates {q} are linearly independent31 and that the
coordinate transformation is bijective.47 The common set
of (3N − 6) internal coordinates, which is used to specify a
molecular geometry in the Z-matrix format, namely, distances,
angles, and dihedral angles, is usually chosen in a way that
they are linearly independent. In case of {q} containing
linear combinations of these distances, angles, or dihedral
angles, like in the aRCs, they have to be constructed as
linearly independent. The second requirement is ensured by
fulfillment of the Eckart conditions. A third requirement of
more technical nature is a smooth behavior of the atomic
motion along the internal coordinates {q}. This is in general
the case as long as reactive internal coordinates are used
without taking into account background relaxations of the non-
reactive coordinates. However, for a better description of the
investigated process, relaxed PESs obtained via optimizations
are often more appropriate. This leads to more intricate
atomic movements. As the optimizations are performed
independently, no correlations between the resulting structures
exist. This can lead to sudden changes of the displacement
vectors connecting neighboring optimized structures and
immediately problems arise during the calculation of the G-
matrix because the derivatives in Eq. (11) are not continuous
any more. A conceivable scenario could be the sudden change
of a dihedral angle during a relaxed scan of an angular
coordinate. One way to omit these problems is to use the aRCs
described in Sec. III. They allow to include the background
relaxation into the potential as well as the kinetic energy
operator on equal footing.
B. Shape of the G-matrix elements
The G-matrix is evaluated for the two aRCs r and φ for the
bond cleavage of Ph2CH –PPh+3 . Fig. 7 illustrates the shape of
the three matrix elements Grr , Grφ and Gφφ. The off-diagonal
elements Grφ and Gφr are identical as G is symmetric. As
expected, Grr and Gφφ have a positive sign (cf. Eq. (9)). In
contrast, the coupling element Grφ is mostly negative along
the evaluated two-dimensional coordinate space {r, φ}.
In the range of 1.7 Å ≤ r ≤ 4 Å, the matrix element
Grr shown in (a) reveals three maxima which become
FIG. 7. G-matrix elements for the two-dimensional coordinate space {r, φ}.
The first diagonal element Grr is depicted in (a), the off-diagonal element
Grφ in (b), and the second diagonal element Gφφ in (c). As the matrix is
symmetric, both off-diagonal elements Grφ and Gφr are identical.
more pronounced with increasing P–C1–X angle φ. The first
maximum is the highest and the second one has the broadest
shape. For r > 4 Å Grr becomes constant.
The off-diagonal element Grφ specifies the kinetic
coupling between r and φ (see Fig. 7(b)). Its absolute value
is smaller by about a factor of five compared to Grr . In
the area of 2 Å ≤ r ≤ 4 Å, two minima occur which again
become more pronounced for larger φ values. For r > 4 Å,
Grφ approaches zero (|Grφ | < 10−7 a.u.) meaning that the
kinetic coupling decreases significantly.
The second diagonal element Gφφ shown in Fig. 7(c) is
smaller by about a factor of 10 compared to Grr . For r < 3 Å,
it is faintly structured showing two maxima for φ > 100◦. For
r > 4 Å, the matrix element Gφφ levels off below 10−7 a.u.
C. Relation between background relaxation and shape
of the G-matrix elements
To analyze how the shape of the G-matrix elements
along the two-dimensional coordinate space {r, φ} is linked
to the background relaxation, we switch off parts of the
relaxation process. By skipping the corresponding steps during
the reconstruction shown in Fig. 5, we obtain the respective
G-matrices and can analyze their changes. Thereto, we divided
the reconstruction of Ph2CH into three parts: the first part is
rehybridization of C1 including the adaption of dC1–C2, dC1–C8,
dpy, αC2C1H, and αHC1C8. The second one contains the relative
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orientation of both phenyl rings by adapting αph–C1C8 and
αph–ph and the third part is the adjustment of βLG, the third
coordinate of the PPh+3 LG.
Fig. 8 depicts the G-matrix elements Grr (a), Grφ (b), and
Gφφ (c) along the C1–P distance r for a fixed value of φ = 125◦
including different parts of the background relaxation: no
relaxation (green dashed-dotted line), relaxation around C1
(blue shortly dashed line), relaxation around C1 and relative
orientation of both phenyl rings (black dotted line), adaption
of βLG (orange dashed line), and complete relaxation (red
solid line). The first point attracting attention is that for all
three matrix elements, the modulations in the range up to
r = 4 Å disappear without the relaxation. Thus they are a
signature of the background relaxation and only occur for
shorter C1–P distances. For larger distances, the relaxation is
completed (see, e.g., Fig. 4).
FIG. 8. G-matrix elements Grr (a), Grφ (b), and Gφφ (c) depicted along
the C1–P distance r for a fixed value of φ = 125◦. The curves illustrate the
influence of the different parts of the background relaxation on the G-matrix
elements: no relaxation (green dashed-dotted line), relaxation around C1
(blue shortly dashed line), relaxation around C1 and relative orientation of
both phenyl rings (black dotted line), adaption of βLG (orange dashed line),
and full relaxation (red solid line).
FIG. 9. Schematic illustration of the influence of the background relaxation
on the net atomic movements. Starting from the initial structure (left) the
red bond is elongated by the same amount for the structures in the middle
and on the right side, respectively. In addition, the Eckart conditions are ful-
filled. Without any relaxation (middle), the whole triatomic fragment moves,
whereas with the relaxation (right) the lower two atoms of the triatomic
fragment keep their position.
The diagonal element Grr (Fig. 8(a)) without any
relaxation (green dashed-dotted line) is constant as expected,
since in this case r is a linear coordinate. Relaxation around
C1 leads to an increase of Grr by a maximum factor of
more than two with one pronounced maximum at r = 2.5 Å
(blue shortly dashed line). Fig. 9 schematically illustrates the
scenario. Starting from the initial structure (left), the red bond
is elongated by the same amount for the two other structures
always fulfilling the Eckart conditions. Without any relaxation
(middle), the whole triatomic fragment moves, with relaxation
(right) only the central atom of the triatomic fragment moves
while the lower two atoms keep their position. This results
in different masses for the motion of the triatomic fragment.
In the case of no relaxation, the whole mass of the triatomic
fragment has to be taken into account while with relaxation
only the mass of the central atom is relevant. Accordingly, the
G-matrix elements containing the inverse reduced mass are
larger with relaxation than without (cf. Eq. (9)). The maximum
of Grr is reached for the turning point of the sigmoid function
for dpy (see Fig. 4). For further elongation of the red bond,
the entire triatomic fragment starts to move also in the case
with relaxation and as a consequence the G-matrix element
decreases again.
Relaxation of the relative orientation of both phenyl
rings in addition to the C1 rehybridization (black dotted
line) introduces more structure. Now two maxima appear at
about 2.0 Å and 2.8 Å. This reflects the complexity of the
motion during the reorientation of the phenyl rings and the
C1 rehybridization. For r < 1.7 Å Grr drops to a value of less
than 10−7 a.u. If only the dihedral angle βLG of the PPh+3 LG
is taken into account (orange dashed line), a slight decrease of
Grr is observed compared to the case without any relaxation
as an additional motion occurs. Finally, considering the full
relaxation (red solid line), the three pronounced maxima for
r < 4 Å already identified in Fig. 7(a) reappear. The one
located at r = 3.5 Å can be traced back to βLG, while the
other two at r = 2.7 Å and r = 2.0 Å occur due to the phenyl
ring orientation. Altogether, the order of magnitude of Grr is
maintained if the background relaxation is taken into account.
Without any relaxation, the off-diagonal element Grφ
(Fig. 8(b)) is smaller by more than two orders of magnitude.
Inclusion of the relaxation around C1 results in negative
values with a minimum at 2.5 Å whose absolute value is
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almost enlarged by a factor of 100. Again, an additional
consideration of the phenyl ring orientation introduces more
structure. Here, three local minima occur; the positions of the
two outermost are comparable to the maxima of Grr . If only
the dihedral angle βLG is adapted, Grφ stays almost unchanged
compared to no relaxation. The inlay of Fig. 8(b) shows that
there are still slight changes which are about two orders of
magnitude smaller than for the other background motions.
Taking all relaxation processes into account leads to a Grφ
exhibiting three local minima. The overall decrease occurs
due to the C1 rehybridization while its modulations can be
traced back to the adjustment of the phenyl ring orientation.
The position of the small shoulder at r = 3.5 Å corresponds to
the step caused by βLG (cf. inlay Fig. 8(a)). The consideration
of all background motions increases the absolute value of
the off-diagonal element Grφ by a factor of more than 120.
Thus, it affects the kinetic coupling term much more than the
diagonal element Grr .
Fig. 8(c) depicts the second diagonal element Gφφ.
Without any relaxation, it exhibits an r dependence as φ
is a non-linear coordinate. Including the relaxation around C1
introduces only moderate changes, especially, in comparison
to the other two elements. Further adaption of the phenyl
ring orientation introduces the three maxima, which appear at
similar positions as the three minima of Grφ. The almost
negligible changes of Gφφ if βLG is adapted are in the
same range as for the off-diagonal element Grφ. The entire
background relaxation leads to two local maxima at r = 1.7 Å
and r = 2.0 Å as well as a shoulder at r = 2.5 Å. Its effect on
the magnitude of Gφφ is less important compared to the one
on Grr , which might be due to the relaxation being completely
included in the r coordinate.
VI. QUANTUM DYNAMICS WITH AND WITHOUT
ADAPTED REACTIVE COORDINATES INCLUDED
IN THE KINETIC ENERGY OPERATOR
In this section, we apply the Wilson G-matrix
taking into account the complete background relaxation
in QD simulations for the excited state bond cleavage of
Ph2CH−PPh+3 ions. In addition, we compare the results with
simulations where no relaxation has been taken into account
for the G-matrix. The mechanism of the bond cleavage has
only recently been clarified.6,29,30 For the generation of the
experimentally observed Ph2CH+,27 the system relaxes to the
S0 state through the S1/S0 CoIn (cf. Fig. 6).33 With the help
of QD simulations employing the here described potential
and kinetic energy operators, we could show that only the
dynamic effect of the solvent environment enables the wave
packet to reach the CoIn. The simulated emergence of Ph2CH+
within roughly 400 fs6,29 is in good agreement with the
experimentally observed initial rise of the Ph2CH+ absorption
signal.27
To demonstrate the impact of the relaxation in the G-
matrix on the wave packet dynamics more clearly, we first
discuss the excited state bond cleavage in the gas phase
without the dynamic effect of the solvent. In addition, we
present simulations where the solvent is taken into account
applying our recently developed dynamic continuum ansatz.6
The QD simulations have been performed using a
homemade program numerically solving the time-dependent
Schrödinger equation on a regular space grid employing
the Chebychev propagation scheme.48 The grid size was r
∈ [1.65 Å,8.00 Å] and φ ∈ [40◦,140◦] for the normal simula-
tion with 2048 × 1024 grid points in r and φ, respectively.
When the dynamic continuum ansatz was applied, the range
of the r coordinate was reduced to r ∈ [1.65 Å,6.00 Å] using
1024 × 512 grid points. The time step was 200 a.u. for the
normal simulation and 2 a.u. for the simulation with the
dynamic continuum ansatz, respectively. The eigenfunction
of the vibrational ground state in S0 was calculated via
propagation in imaginary time.49
Fig. 10 shows the S1 potential together with exemplary
snapshots of the wave packet simulated without (a) and with
(b) the dynamic continuum ansatz. The white isolines depict
snapshots from the simulation with no background relaxation
taken into account in the G-matrix; the black isolines show
snapshots from the simulation including the background
relaxation. First, we focus on the simulations in the gas
phase (Fig. 10(a)). Two snapshots of each QD propagation are
shown: one at 145 fs (solid isolines) and one at 290 fs (dashed
isolines) after starting the wave packet in the Franck-Condon
region. The difference between both simulations is clearly
FIG. 10. PES of the S1 state together with exemplary snapshots of the wave
packet simulated (a) without and (b) with the dynamic continuum ansatz.
The white isolines depict snapshots from the simulation without background
relaxation considered in the G-matrix; the black isolines show snapshots
from the simulation including the background relaxation. (a) The snapshots
were taken 145 fs (solid isolines) and 290 fs (dashed isolines) after the wave
packet has started in the Franck-Condon region. (b) The snapshots were taken
145 fs (solid isolines) and 375 fs (dashed isolines) after the wave packet
has started.
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visible. In the case of the G-matrix without relaxation (white),
the wave packet moves less in φ direction. It follows more
strictly the gradient of the PES which is mainly oriented
toward increasing r behind the barrier in the Franck-Condon
region. As the absolute value of the off-diagonal element Grφ
which describes the coupling between both coordinates is
smaller without relaxation (cf. Fig. 8(b)), less kinetic energy
is transferred from r to φ. Thus, the motion of the wave packet
is more restricted to the r direction. Nevertheless, in both
cases, the wave packet misses the CoIn.
The same difference between both simulations occurs
if the dynamic effect of the solvent is taken into account
(Fig. 10(b)). The snapshots are taken 145 fs (solid isolines)
and 375 fs (dashed isolines) after starting the propagation
in the Franck-Condon region. Again the white wave packet
moves less in φ compared to the black one. But here, the wave
packet is decelerated due to the solvent cage and follows the
small gradient along decreasing φ. Thus, it reaches the CoIn
where it can relax to the S0 state. As a large angular motion is
necessary to reach the CoIn, both G-matrices lead to different
propagation times to reach the vicinity of the CoIn. This can
be seen in the second snapshot (dashed isolines). To estimate
the time when the first Ph2CH+ cations are generated, we
integrated the probability density Ψ∗ · Ψ in the area around the
CoIn r ∈ [2.68 Å,3.12 Å] and φ ∈ [70◦,80◦] and chose 1.0%
as lower threshold. In the case of the G-matrix including the
background relaxation, this value is reached for the first time
after 390 fs whereas it takes 680 fs without relaxation. These
results show that scenarios exist for which it is important to
take into account the background relaxation also in the kinetic
energy operator, e.g., via the G-matrix formalism.
VII. SUMMARY
We presented a new strategy to design adapted reactive
coordinates (aRCs) using the ultrafast bond cleavage of
Ph2CH−PPh+3 as an example.27,28 In order to perform QD
simulations in reduced dimensionality,6,29 reactive coordinates
including background relaxation are developed. First, the most
important reactive internal coordinates for the description of
the reaction — two in our case — are identified. Second,
the major changes of the non-reactive coordinates during the
relaxation are extracted. In our example, this is the sp3 to sp2
rehybridization of the methyl carbon atom C1 linking the two
phenyl rings which almost exclusively takes place along one
coordinate, namely, the C1-P distance r . With this information
at hand, the changes of the non-reactive coordinates along the
reactive internal coordinates can be fitted based on the MEP
in the third step. The subsequent combination of the reactive
internal coordinates with the fitted non-reactive ones yields
the aRCs. On their basis, relaxed molecular geometries can be
included in the dynamics without explicit energy optimization.
Two key advantages come along with our strategy
to deduce aRCs. First, the necessary computing time to
obtain an approximately relaxed PES can be drastically
reduced. Due to the ability to construct approximately relaxed
molecular geometries, only single point calculations are
required instead of optimizations for each point. Second,
the corresponding kinetic energy operator is realizable via the
G-matrix formalism. Thereby, the background relaxation can
be included into the potential as well as the kinetic energy
operator on equal footing. The aRCs prevent the occurrence of
unphysical artifacts in the G-matrix. In addition, they enable
a detailed analysis of the shape of the G-matrix elements. Its
changes reflect how the background relaxation influences the
kinetic energy operator in reduced dimensions.
We demonstrated the impact of the background relaxation
within the kinetic energy operator on QD simulations
by a comparison of simulations using the aRCs or the
reactive internal coordinates in the G-matrix. The results
clearly illustrate the importance to take into account the
relaxation of the non-reactive coordinates as in the example of
Ph2CH –PPh+3 , the propagation time until the CoIn is reached
differs by 74% (280 fs).
Our new approach opens a valuable way to economically
compute multi-dimensional potential and kinetic energy
operators including background relaxation on equal footing
when required for QD simulations. Moreover, we showed
that considering the background relaxation in the kinetic
energy operator changes the results of QD simulations. In
our example, we observed quantitative changes, in different
scenarios even qualitative changes may emerge.
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1.2. Some remarks on Eckart conditions
In the previous section, the Eckart conditions [71] were necessary for the generation of
the G matrix via its inverse as they offer a way to reliably add the missing translational
and rotational degrees of freedom to the 3N − 6 (3N − 5 for linear molecules) internal
motions. But as these conditions are also relevant for further applications, multiple
algorithms are reported in the literature [72–79] to satisfy the second condition (see
below). In this section, a very brief overview is given and the codebase is discussed in
detail.
The two Eckart conditions are the translational (eq. 1.6) and rotational (eq. 1.7)
condition:
N∑
a=1
mara = 0, (1.6)
N∑
a=1
ma(ra ×Ra) = 0. (1.7)
Here, N is the number of atoms, ma the mass of atom a, and ra and Ra are the
Cartesian coordinates of the atom a in the structure to be rotated and the ones of
the reference structure, respectively. The first condition requires the center of mass
to be located at the origin and its adherence is trivial as it is a simple linear shift.
For the second condition a rotation conducted by matrix T is necessary as already
pointed out by Eckart [71]. The algorithms differ in regard of finding this rotation
matrix T. A good overview can be found in Ref. [80]. All methods are based on a
proper assignment of the atoms of one structure to the corresponding ones on the
other structure.
Overall, two methods are described to adhere to the Eckart conditions. The first
one is based on building the correlation matrix A:
Aij =
N∑
a=1
mariaRja (1.8)
and symmetrizing it to yield T [72, 73, 77]. This method is especially found in the
rotation-vibration spectroscopy community [80], where the application is essential to
separate rotational and vibrational modes.
The second method consists of the minimization of the mass-weighted root-mean-
square deviation (RMSD), a problem equivalent to the Eckart conditions [80–82] and
found in crystallography and bioinformatics [75, 76, 79]:
min
T∈SO(3)
N∑
a=1
ma |Ra − (T · ra)|2 . (1.9)
The implementation used for the work in this thesis is based on Ref. [78] and
uses quaternions to find the matrix T, an ansatz deemed universal due to no spe-
cial cases [82]. It is kind of a cross-over algorithm as at first the correlation matrix A
(Eq.1.8) is built, but not symmetrized. From its matrix elements the four-dimensional
matrix F can be constructed:
F =

A11 +A22 +A33 A23 −A32 A31 −A13 A12 −A21
A23 −A32 A11 −A22 −A33 A12 +A21 A13 +A31
A31 −A13 A12 +A21 −A11 +A22 −A33 A23 +A32
A12 −A21 A13 +A31 A23 +A32 −A11 −A22 +A33
 . (1.10)
18 1. Wilson G-matrix method for quantum dynamics in reduced. . .
The eigenvector q1 = (q0, q1, q2, q3) associated with the largest eigenvalue λ1 of matrix F
is then used to get the rotation matrix T [78, 80, 83]:
T =
q20 + q21 − q22 − q23 2(q1q2 − q0q3) 2(q1q3 + q0q2)2(q1q2 + q0q3) q20 − q21 + q22 − q23 2(q2q3 − q0q1)
2(q1q3 − q0q2) 2(q2q3 + q0q1) q20 − q21 − q22 + q23
 . (1.11)
The vector q1 is a quaternion, a generalization of a complex number. It can be consid-
ered as consisting of a scalar number and a three-dimensional vector: q = (q0,q) with
q = (q1, q2, q3). It can be interpreted as a rotation around the axis q by the angle q0.
If the geometry to be rotated is mirrored compared to the reference structure, the
eigenvalue λ1 will not give the best fit. Instead the minimal eigenvalue λ4 can be the
right choice. Such cases are discussed in Ref. [78].
Chapter 2.
Light-induced bond cleavage in
diphenylmethyl compounds
Triggering precursor molecules with light is a standard procedure in organic chem-
istry to generate reactive species in situ [84–89]. Undergoing either homolytic or het-
erolytic bond cleavage upon irradiation carbocations or carboradicals result, which
can react with nearby molecules and in this way form new bonds. One important
class of precursor molecules are diphenylmethyl compounds Ph2CH−X with different
leaving groups X (see fig. 2.1). This class is the basis of a scale of reactivity for nucle-
ophiles, developed in the last decades by Mayr and co-workers spanning 40 orders of
magnitude [90–95]. The methodology of this extensive work is based on the reference
electrophile diphenylmethyl cation (Ph2CH
+) and its derivatives, which can be spec-
troscopically identified and distinguished from the precursor and the other possible
photoproduct, diphenylmethyl radical (Ph2CH
•) [84]. As a consequence, it is possible
to study the reaction mechanism in detail and gain a microscopic understanding of it.
Here, especially the formation of the reactive species is of great interest, as the consec-
utive bimolecular reaction is mostly diffusion controlled [88]. First experimental con-
tributions came from Peters and co-workers [87, 96–98], indicating a sub-picosecond
time scale for the generation of the radical and ion pairs [87]. Employing transient
absorption spectroscopy with time resolutions of a few tens of femtoseconds, Riedle
and co-workers undertook further major efforts in recent years [89, 99–105]. For their
investigation they chose three species Ph2CH−X showing different behavior in the ki-
netic experiments of Mayr and co-workers: the uncharged precursors Ph2CH−Cl and
Ph2CH−Br; and the charged and bulky precursor Ph2CH−PPh +3 .
From these kinetic experiments it is known that Ph2CH−Cl and Ph2CH−Br yield
carbocations on the nanosecond time scale only in polar solvents like acetonitrile,
Figure 2.1.: Reaction scheme for the photodissociation of diphenylmethyl compounds
with leaving group X.
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while Ph2CH−PPh +3 also does in apolar dichloromethane [88]. On the picosecond time
scale accessible by transient absorption, all three species show significant amounts of
carbocation in dichloromethane, which undergo geminate recombination for
Ph2CH−Cl and Ph2CH−Br. The apolar medium hinders the diffusional separation
of the ion pair that can not escape the solvent cage [89]. This fact is of no concern
for Ph2CH−PPh +3 , as both precursor and photoproduct are positively charged. Addi-
tionally, the cations in Ph2CH−Cl and Ph2CH−Br are primarily produced by electron
transfer (ET) from the radicals measured in solution with a time constant of 22 ps
and successfully modeled with a combined Marcus-Smoluchowski model [89].
On the even faster femtosecond time scale, the initial generation of the photoprod-
ucts before eventual ET can be followed. For Ph2CH−PPh +3 together with a non-
oxidizable counter-anion mainly carbocations are detectable [99, 100]. QD calcula-
tions incorporating the solvent in two different new ansatzes could prove that the
carbocations in this case are directly produced [70, 106], for which a S1/S0 CoIn ac-
cessible only by solvent interaction is responsible. For Ph2CH−Cl initially the product
distribution is heavily biased towards the radical pairs (95 %) with only 5 % ion pairs
[89]. With a delay time of 76 fs, the radicals are built faster than the ion pairs (124 fs)
[105, 107]. For Ph2CH−Br the radical pairs still dominate (70 %) over the ion pairs
(30 %), but the ratio is more balanced [103, 104]. The delay times are slower, 100 fs
for the radicals and 200 fs for the ion pairs. Furthermore, both measured signals
for Ph2CH−Br show a small-amplitude oscillation deemed to be associated with a
vibration of the carbon backbone [104].
In this thesis, the initial bond cleavage dynamics of Ph2CH−Cl and Ph2CH−Br is
simulated with theoretical dynamical methods to elucidate the microscopic mecha-
nism responsible for the different product distributions and delay times. This chapter
is divided in three sections: In section 2.1 the QC and QD of Ph2CH−Cl is discussed
in comparison with the results for Ph2CH−PPh +3 published before [67, 70, 106, 108].
Based on the results from this section, the following section 2.2 models the experi-
mental signals for Ph2CH−Cl and in this way directly links simulation and measure-
ment to prove the reaction mechanism. In section 2.3 the results for Ph2CH−Br are
presented with a special emphasis on vibrations during the bond cleavage. Therefore,
besides QD also MQCD is used. For all calculations, the ONIOM method with the
CLS approximation is employed (see appendix A) with CASSCF as high-level method.
As the π-systems of the phenyl rings are uncoupled like in triarylmethyl derivatives
[109, 110] and the orbitals of them therefore separable [30, 107], the model system
only contains one phenyl ring. This reduces the computational cost significantly. All
QD calculations in this chapter are based on the Wilson G-matrix method and the
concept of adapted reactive coordinate (aRC) introduced in chapter 1.
2.1. Reaction mechanisms for two different leaving groups in
direct comparison
As already mentioned in the introduction above, the photodissociation of Ph2CH−Cl
was studied extensively in experiments [87, 89, 98, 101, 103, 105]. After the initial
bond cleavage predominantly radical pairs are observed. A previous theoretical study
identified a S1/S0 CoIn directly connecting the ion and radical pair channel [30]. In
subsequent two-dimensional QD simulations the wave packet did not reach this CoIn,
which implies heterolytic dissociation and contradicts the experiment. Therefore, the
dissociation path is not yet known and the reaction not yet sufficiently understood.
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In this paper “Molecular features in complex environment: Cooperative team play-
ers during excited state bond cleavage” published in Structural Dynamics the ultrafast
photoinitiated bond cleavage of Ph2CH−Cl is simulated featuring both product chan-
nels [111]. Contrary to previous simulations [30], the lone pairs of the chlorine atom
are included in the active space of the CASSCF calculations, which were shown to
be important in QC calculations [107] and indeed are essential. The QC and QD of
Ph2CH−Cl is compared with the results for Ph2CH−PPh +3 [67, 70, 106], where the
influence of the solvent is decisive.
The key statements of the article are:
• For Ph2CH−Cl the crucial influence of the chlorine lone pairs is demonstrated in a
comparative calculation, voiding the S1/S0 CoIn previously deemed essential [30]
for the reaction process. The lone pair states provide a direct connection between
the initially populated ππ∗ state and the homolytic product channel. Two new
CoIns, a three-state and two-state one, are identified near the FC region, which are
the decisive element for the product splitting.
• To include the three-state CoIn in a QD calculation, a transformation to a diabatic
picture is adopted based on a molecular property, the dipole and transition dipole
moment. It offers an adept way to drop the coupling between the lone pair states,
which is irrelevant for the product distribution.
• Using the concept of aRCs previously introduced (see section 1.1 of chapter 1), two
main reaction coordinates r and dpy are chosen to span the PESs. The coordinate r
is the length of the bond cleaved here, dpy a measure for the pyramidalization of the
central carbon atom. The three-state CoIn appears as a seam in this coordinate
space. The QD simulation yields delay times in good agreement with the experi-
ment and confirm the radical pair as main product. The motion of the wave packet
is almost exclusively restricted to the r direction. The G-matrix elements used for
the QD in this article are shown in fig. 2.2 on the following page. The coupling
element (b) and the dpy element (c) are at least one order of magnitude smaller than
the r element (a). Only the r element shows a distinct modulation along the r co-
ordinate, while the other two elements solely have a prominent structure around
dpy = 0.
• For Ph2CH−PPh +3 one phenyl ring of the leaving group has to be additionally in-
cluded in the active space to account for charge-transfer states. As coordinates
again the bond length r is chosen and an angle φ to include a S1/S0 CoIn.
• In the QD the effect of the environment decelerates the wave packet, which then
can reach the CoIn in a time window comparable to the rise of the experimental
cation signal.
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Figure 2.2.: G-matrix elements for Ph2CH−Cl in the two-dimensional coordinate
space {r, dpy}, here partly shortened as {r, d} The first diagonal element
Grr is depicted in (a), the off-diagonal element Grd in (b), and the second
diagonal element Gdd in (c). As the matrix is symmetric, both off-diagonal
elements Grd and Gdr are identical.
By directly comparing the dynamics for two rather similar systems this paper illus-
trates that the seemingly simple change of the leaving group has huge consequences
for the electronic structure and hence for the ensuing dynamics. It clearly shows
that in the microscopic picture the leaving group has no minor part, but plays an
elemental role.
The article “Molecular features in complex environment: Cooperative team players
during excited state bond cleavage” was published in Structural Dynamics under a
Creative Commons Attribution 3.0 Unported License (CC BY 3.0, URL:
https://creativecommons.org/licenses/by/3.0). In the following it is reprinted
unaltered from Struct. Dyn. 3, 043205 (2016). The supporting information for this
article is available under https://doi.org/10.1063/1.4941600.
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Photoinduced bond cleavage is often employed for the generation of highly reactive
carbocations in solution and to study their reactivity. Diphenylmethyl derivatives are
prominent precursors in polar and moderately polar solvents like acetonitrile or
dichloromethane. Depending on the leaving group, the photoinduced bond cleavage
occurs on a femtosecond to picosecond time scale and typically leads to two
distinguishable products, the desired diphenylmethyl cations (Ph2CH
þ) and as
competing by-product the diphenylmethyl radicals (Ph2CH
•). Conical intersections
are the chief suspects for such ultrafast branching processes. We show for two typical
examples, the neutral diphenylmethylchloride (Ph2CH–Cl) and the charged diphenyl-
methyltriphenylphosphonium ions (Ph2CH PPhþ3 ) that the role of the conical inter-
sections depends not only on the molecular features but also on the interplay with the
environment. It turns out to differ significantly for both precursors. Our analysis is
based on quantum chemical and quantum dynamical calculations. For comparison,
we use ultrafast transient absorption measurements. In case of Ph2CH–Cl, we can
directly connect the observed signals to two early three-state and two-state conical
intersections, both close to the Franck-Condon region. In case of the Ph2CH PPhþ3 ,
dynamic solvent effects are needed to activate a two-state conical intersection at
larger distances along the reaction coordinate. VC 2016 Author(s). All article content,
except where otherwise noted, is licensed under a Creative Commons Attribution
3.0 Unported License. [http://dx.doi.org/10.1063/1.4941600]
I. INTRODUCTION
Photoinduced bond cleavage constitutes a common way to generate highly reactive species
like carbocations in situ.1–6 In particular, in the case of diarylmethyl (Ar2CH) compounds, the
in situ generated carbocations are used to study their reactions with nucleophiles.6,7 Ph2CH
þ
and its various derivatives serve as reference electrophiles for one of the most extensive reactiv-
ity scales covering 40 orders of magnitude which is being developed by Mayr and co-
workers.7–10 Different leaving groups (LGs) are used depending on the conditions under which
the reactive species are generated.4–6 In the case of polar solvents like acetonitrile, Ph2CH–Cl
is a suitable precursor. But for less polar solvents like dichloromethane or chloroform, the
Ph2CH
þ cation yield is extremely small on the nanosecond time scale.5,6 Using these solvents,
Ph2CH PPhþ3 constitutes a much better precursor for the Ph2CH
þ generation.4,6 From a chem-
ists point of view, this seems to be reasonable as the PPhþ3 LG carries already a positive charge,
and thus the generation of cations should be electrostatically preferred because no charge sepa-
ration is necessary during bond cleavage.
Ultrafast broadband transient absorption measurements show that the Ph2CH
þ generation
differs for both LGs. In the case of Cl, initially homolytic bond cleavage occurs on the
a)Electronic mail: regina.de_vivie@cup.uni-muenchen.de
2329-7778/2016/3(4)/043205/14 VC Author(s) 20163, 043205-1
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hundreds of femtoseconds time scale followed by an electron transfer, which finally results in
the ion pairs Ph2CH
þþCl.5 The smaller driving force of the electron transfer in less polar sol-
vents is the reason why the Cl LG is not suited for moderately polar solvents. In the case of
PPhþ3 , the measurements reveal a direct formation of Ph2CH
þ for polar as well as moderately
polar solvents.4 These observations already indicate that the underlying bond cleavage mecha-
nisms might be different.
In the present work, we theoretically investigate the photoinduced bond cleavage of
Ph2CH–Cl and Ph2CH PPhþ3 (see Fig. 1) by means of state-of-the-art quantum chemical and
quantum dynamical methods. We will discuss the individual molecular features introduced by
the LG including two- and three-state conical intersections (CoIns) optimized at the complete
active space self consistent field (CASSCF) level of theory. Three-state CoIns have already
been shown to be important for photochemistry.11–13 To perform quantum dynamics (QD), we
calculated potential energy surfaces (PESs) for both precursors in reduced dimensionality at the
“our own n-layered integrated molecular orbital and molecular mechanics” (ONIOM) level of
theory.14–17 In the case of Ph2CH–Cl, the PESs have been diabatized to describe the coupling
through the three-state CoIn properly. For the first time to our knowledge, we present QD simu-
lations including a three-state CoIn seam. Moreover in the case of Ph2CH PPhþ3 , the solvent
environment comes into play during the bond cleavage and has a decisive influence on the reac-
tion process.18,19
The article is structured as follows: In Sec. II A, we discuss the quantum chemical results
for Ph2CH–Cl. Subsequently, the QD simulations are presented (Sec. II B). Then, the results for
Ph2CH PPhþ3 are compared therewith. Again they are split into a quantum chemical (Sec.
III A) and a quantum dynamical part (Sec. III B). Finally, we conclude in Section IV.
II. BOND CLEAVAGE OF Ph2CH–Cl
This section discusses the dissociation process of Ph2CH–Cl that has been extensively stud-
ied experimentally.1,5,20,21 The initial bond cleavage is found to be mainly homolytic on the
sub-hundred femtosecond time scale, while a small heterolytic fraction is slightly delayed.21 In
a previous theoretical study, a S1/S0 CoIn was identified connecting the heterolytic and
FIG. 1. Reaction scheme for the photoinduced bond cleavage of diphenylmethyl derivatives. Note that in the case of PPhþ3
being the leaving group (LG), homolysis (Ph2CH
• þ PPh•þ3 ) as well as heterolysis (Ph2CH
þþPPh3) result in one positively
charged and one neutral fragment.
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homolytic product channel, but two-dimensional QD simulations revealed that the wave packet
does not reach the CoIn.22 Thus, the exclusive product of the initial bond cleavage was—in
contradiction to the experimental results—the ion pair of Ph2CH
þ and Cl. In this previous
study, the calculations have been performed at the CASSCF level of theory with an active
space built up from all p-orbitals of one phenyl ring and the r- and r*-orbitals of the carbon
chlorine bond.22 Later, the importance of the Cl lone pairs has been shown by quantum chemi-
cal calculations.21
In the present work, we take both Cl lone pairs into account and employ an active space of
12 electrons in 10 orbitals, i.e., CASSCF(12,10). In addition, we use the ONIOM method.14–16
The angle between the phenyl moieties of Ph2CH–Cl at the Franck-Condon (FC) point is 77
,
which is comparable to triarylmethyl derivatives for which it is reported in the literature that
the p-systems of the phenyl rings are uncoupled.23,24 In previous CASSCF calculations for the
whole molecule, it was demonstrated that the p- and p*-orbitals of the phenyl rings can be sep-
arated.22 Furthermore, CASSCF calculations including the p-orbitals of both phenyl rings in the
active space have shown that only one phenyl ring can interact with the r*-orbital of the C1-Cl
bond.21 Therefore, it is possible that the high-level system treated at the CASSCF level of
theory contains only one phenyl ring. This significantly reduces the computational cost. The
second phenyl ring of the diphenylmethyl (Ph2CH) moiety is replaced by a H atom in the high-
level system and is solely included in the low-level system. It is evaluated at the UB3LYP level
using Gaussian.25 Fig. 2(a) displays the partitioning of the molecule with the thicker drawn part
representing the high-level or model system. The constrained low-level state (CLS) approxima-
tion for ONIOM is used throughout the whole work.17 The basis set employed in all calcula-
tions is 6-31G(d).
A. Potential energy surfaces and the influence of the chlorine lone pairs
We optimized two CoIns for the model system which are shown in Figs. 2(b) and 2(c). A
three-state CoIn could be located between the pp* S1 state and both lone pair states exhibiting
np* character with the program package COLUMBUS26–29 (see Fig. 2(b)). The C1-Cl distance
is 2.15 Å, the maximum energy gap between each pair of states is 0.017 eV. A second CoIn—
this time a two-state CoIn—between the S4 state of mixed pp* and pr* character and the pp*
state S1 is located at a C1-Cl distance of 2.58 Å with the program package Molpro
30–33 (see
Fig. 2(c)). Here, the energy gap is 2.4  104 eV.
First, we calculated PESs along the dissociation coordinate, the C1-Cl distance rC1Cl. Fig. 3
illustrates them in the diabatic representation as used in the QD calculations which will be dis-
cussed in Sec. II B. The bound S0 state (black) correlates with the homolytic bond cleavage
FIG. 2. (a) Optimized geometry of the S0 minimum and visualization of the ONIOM partitioning for Ph2CH–Cl: The
thicker drawn part represents the high-level system treated with CASSCF(12,10). The second phenyl ring is only included
in the low-level calculations with UB3LYP. (b) Optimized geometry of the three-state CoIn for the model system with a
C1-Cl distance of 2.15 Å. (c) Optimized geometry of the two-state CoIn for the model system with a C1-Cl distance of
2.58 Å.
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leading to radical pairs. The reaction starts with a p-p* excitation to the S1 state (red). The ex-
citation energy is 4.88 eV (254 nm), which is in good agreement with the experimental value of
4.66 eV (266 nm).20 At 2.12 Å, the lone pair states (green) cross the S1 forming a three-state
CoIn and are more and more stabilized with increasing C1-Cl distance, while their character
changes from np* to nr*. Finally, they become degenerate with the ground state S0. Therefore,
the lone pair states constitute a direct connection between the optically accessed S1 state and
the homolytic product channel. After the three-state CoIn, the S1 energy increases slightly to
reach the S4/S1 CoIn at 2.60 Å. The S4 state (blue) is identified as the heterolytic reaction chan-
nel for large C1-Cl distances. The S1 state finally correlates with the first excited radical chan-
nel. Altogether, two consecutive CoIns are accountable for the product splitting, and the lone
pair states are the key elements here.
To demonstrate the crucial influence of the Cl lone pairs, we performed CASSCF calcula-
tions without the Cl lone pairs being in the active space, i.e., CASSCF(8,8). At this level of
theory, we optimized an additional S1/S0 CoIn for the model system which is the analog to the
one identified previously,22 showing the Cl atom above an allylic subunit. We linearly interpo-
lated the structure between the optimized S1/S0 CoIn and the S0 minimum of the model system.
Based on the obtained geometries, Fig. 4 compares the resulting PESs at the CASSCF(8,8)
(dashed lines) and the CASSCF(12,10) level of theory (solid lines). Around the FC region, both
methods yield similar results. But as soon as the lone pair states (green solid lines) cross the S1
state (red solid line), the PESs begin to differ. In the case of CASSCF(8,8), the S1/S0 CoIn is
clearly visible at rC1Cl¼ 3.11 Å with an energy gap of 4.96  105 eV. In contrast thereto, the
S1/S0 energy gap increases to 1.59 eV at the CASSCF(12,10) level of theory because the lone
pair states intrude. Nevertheless, the character of S0 and S1 is remarkably similar. Obviously,
the Cl lone pairs prevent the S1/S0 CoIn observed at the CASSCF(8,8) level of theory. Instead,
they open up a completely new and direct connection between S1 and S0 already in the FC
region, resulting in the formation of radical pairs.
B. Quantum dynamics in the presence of a three-state conical intersection
As a full dimensional quantum dynamical treatment is not feasible, we use a two-
dimensional subspace to describe the reaction. The chosen coordinates are the C1-Cl distance
and a coordinate accounting for the relaxation occurring in the carbon backbone during the
bond cleavage. Most important is the hybridization of the central carbon atom C1 which
changes from sp3 to sp2. Thus, the C1 environment gets more and more planar during the reac-
tion. We use the pyramidalization distance dpy to measure the distance of C1 above the plane
FIG. 3. Diabatic PESs of Ph2CH–Cl calculated at the ONIOM level of theory along the C1-Cl distance rC1Cl. The S0 state
(black) and the lone pair states (green) form the homolytic product channel, the S4 state (blue) forms the heterolytic product
channel. The S1 state (red) leads to excited radical pairs.
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formed by its three remaining neighboring atoms as coordinate. It includes additional relevant
changes during re-hybridization like adaptations of bond lengths and ring positioning. As the
lone pair states are rather independent of the carbon backbone relaxation, the three-state CoIn
forms a seam along the pyramidalization distance dpy (see Fig. 5).
Since the quantum dynamical study should include population transfer between electronic
states, the calculation of coupling elements is necessary. As the two lone pair states are always
nearly degenerate, there will be significant coupling throughout the whole coordinate space that
is not relevant for the product formation. To avoid this omnipresent coupling, we switch to the
FIG. 4. PESs for the model system of Ph2CH–Cl using two different active spaces. The dashed lines show the results for
the active space containing only the p-system and the C1-Cl bond (CASSCF(8,8)). The solid lines are obtained if the Cl
lone pairs are additionally included in the active space (CASSCF(12,10)). The geometries are interpolated between the S0
minimum and a S1/S0 CoIn located using CASSCF(8,8). This CoIn connects S1 (red) and S0 (black) at rC1Cl¼ 3.11 Å. Its ge-
ometry is depicted in the right upper corner as inlay. The lone pair states (green) which are shown as diabatic states separate
S1 and S0 by 1.59 eV at the former CoIn.
FIG. 5. PES of the adiabatic S1 state of Ph2CH–Cl calculated at the ONIOM level of theory. Three wave packet snapshots
taken from the diabatic propagation at different time points are also plotted. The first snapshot (gray isolines) is taken after
19 fs, the second (black isolines) after 36 fs, and the third (white isolines) after 82 fs. The three-state CoIn seam (black
dashed line) is visible around the energy range of 3.3 eV (bright red).
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diabatic picture where the electronic states maintain their specific character while passing a
CoIn. In this picture, the coupling between the lone pair states can easily be set to zero. To
transform the PESs, we solely employ ab initio molecular properties, namely, dipole ladii and
transition dipole moments ladij forming the matrix l
ad. The matrix elements are functions
depending on the electronic structure and thus show the same behavior at the CoIn as the elec-
tronic energy. We will briefly discuss the procedure which is based on transformations for two-
state CoIns.34–36 Due to the three-state CoIn, the matrix dimension is 3 3.
Because the population transfer only occurs if two states come very close, it is useful to
neglect the coupling far from the CoIn. Therefore, the off-diagonal terms ladij between the states
i and j are damped according to the following equation:34
~ladij ¼ ladij  e
fDE2ij : (1)
Here, ladij is multiplied by an exponential function depending on a damping factor f and the
squared energy difference DEij. The damping factor f has to be chosen carefully with respect to
a smooth behavior in the resulting PESs. In the present work, f¼ 500 for the three-state CoIn
and f¼ 5000 to 10 000 for the two-state CoIn. The modified matrix ~lad is then diagonalized
ldia ¼ U†~ladU; (2)
and the resulting transformation matrix U is applied to obtain the diabatic energies Hdiaii and
couplings Hdiaij of the matrix H (Eq. (3))
Hdiaij ¼
X
k¼1
3
UkiEkUkj: (3)
Ek represents the adiabatic energies.
Fig. S1 in the supplementary material37 shows the resulting two-dimensional diabatic PESs.
The QD simulations were performed using the Chebychev propagation scheme38 and the
Wilson G-matrix formalism39–41 (for details, see supplementary material37). The ground state
vibrational eigenfunction was transferred to the S1 PES and slightly shifted to a smaller C1-Cl
distance and a higher pyramidalization distance dpy to account for the minimal barrier being not
contained in the ONIOM PES. Fig. 5 depicts snapshots of the wave packet at three points in
time. Although the propagation is performed in the diabatic presentation, the adiabatic S1 PES
is shown. This allows to place the three wave packets in the respective potential, which they
experience during the propagation. The three-state CoIn seam (black dashed line) is very promi-
nent in this representation. It is present for all values of dpy in the range of rC1Cl¼ 2.1 Å to
rC1Cl¼ 2.5 Å at an energy of approximately 3.3 eV (bright red).
The first snapshot (gray isolines) is taken 19 fs after the propagation has been started and
shows the wave packet at the S1 minimum in the FC region. After 36 fs (black isolines), the
wave packet has already coupled through the three-state CoIn seam and starts to follow the
steep gradient of the lone pair state PES toward larger rC1Cl. As there is also a small gradient
in dpy toward planarization, the wave packet is slightly asymmetric in the direction of dpy. After
82 fs (white isolines), the wave packet is stretched from the three-state CoIn seam at
rC1Cl¼ 2.1 Å to rC1Cl¼ 4.9 Å which results from the ongoing coupling through the three-state
CoIn seam, while the first parts of the wave packet evolve very fast. It reaches a maximum C1-
Cl distance of rC1Cl¼ 5 Å, which means that the bond cleavage is fully performed. But there
still maintains a considerably large pyramidalization of dpy¼ 0.3 Å. This observation is in agree-
ment with experimental observations and on-the-fly simulations which reveal that the formation
of the full absorption signal of the Ph2CH
þ cation occurs with a time constant of 300 fs, which
is attributed to planarization and solvation effects.42
Fig. 6 illustrates the product formation obtained by the QD simulations. Therefore, the pop-
ulation of each state is collected at rC1Cl¼ 4.0 Å. It is clearly visible that the radical pairs are
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the main product of the initial bond cleavage. In the course of the propagation, 82% of the ini-
tial population reach the dissociation limit in the lone pair states or in the excited radical chan-
nel. At 67 fs, the radical yield starts to grow very rapidly as more and more parts of the wave
packet couple through the three-state CoIn seam. This delay time is in very good agreement
with the experimentally observed 76 fs.21 The delay time of 143 fs for the ion pairs is only
slightly longer than the measured one of 124 fs (Ref. 21) and in excellent agreement with pre-
vious QD calculations where the lone pair states have not been considered.22 The simulated
product yields deviate more from the experimental observations.5 The experimental radical
yield of 40% is approximately half of the simulated yield of 82%. This may be attributed to
recombination which is not considered in the simulation. On the other hand, the cation yield is
underestimated with 0.2% here compared to 2% in the experiment. This might be due to the
fact that the minimal barrier in the S1 state before the S4/S1 CoIn is not included in the PES.
Thus, the fraction of the wave packet reaching the S4/S1 CoIn is underestimated. All in all, it is
possible to successfully model the initial bond cleavage of Ph2CH–Cl with radical pairs as the
main product by the sequential passage through the CoIns in the FC region and to reproduce
the observed delay times very well.
The subsequent processes—in particular, electron transfer, diffusional separation, and geminate
recombination—can be treated with a combined Marcus-Smoluchowski model.5 Thereto, a pair of
coupled differential equations can be set up and solved numerically (for details, see Ref. 5). The sec-
ondary processes typically take place on a time scale ranging from a few picoseconds up to several
nanoseconds. They determine the chemically relevant cation yield which is available for subsequent,
mostly bimolecular reactions.6–8,10
III. BOND CLEAVAGE OF Ph2CH2PPh3
1
In this section, we will focus on the bond cleavage of Ph2CH PPhþ3 , which contains
PPhþ3 as LG in contrast to the previously investigated Ph2CH–Cl. At first sight, the exchange of
the LG introduces four major modifications: First, the PPhþ3 moiety is considerably larger than
the Cl atom. Second, it carries a positive charge. Third, the additional phenyl rings on the LG
can be excited at a similar energy as the Ph2CH moiety and thus are competing chromophores.
And fourth, in contrast to the Cl, the P atom does not posses any lone pairs which have shown
to be of great importance for the bond cleavage of Ph2CH–Cl. Altogether, these changes com-
ing along with the exchange of the Cl atom with the PPhþ3 moiety already indicate changes of
the key features during the bond cleavage.
FIG. 6. Product yield progress for the propagation of Ph2CH–Cl up to 1700 fs. The ion pair yield is additionally plotted
enlarged by the factor 100 with dashed lines. The inset especially depicts the onset of the rise of the product yield curves
for the first 250 fs.
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A. Potential energy surfaces and a second chromophore carrying a positive charge
Initially, we take a look at the optical excitation process. As already mentioned, the phenyl
rings of the PPhþ3 moiety constitute additional chromophores, which absorb in the same spectral
region as the phenyl rings of the Ph2CH moiety. This results in an increased excited state mani-
fold. The full system Ph2CH PPhþ3 exhibits five locally excited states which are energetically
quite close—two on the Ph2CH moiety and three on the LG.
43 In addition, charge transfer exci-
tations between both moieties are present. They are energetically well separated from the
locally excited states and higher in energy.43 Like in the case of Ph2CH–Cl, the PESs for the
QD calculations are evaluated at the ONIOM level of theory. The characteristics of Ph2CH
PPhþ3 in the FC region—in particular, the charge transfer states—already reveal that the high-
level system has to contain not only one phenyl ring of the Ph2CH moiety but also one of the
PPhþ3 moiety. Thus, the interplay between locally excited and charge transfer states can be
described. Fig. 7(a) shows the ground state minimum structure of Ph2CH PPhþ3 . The thick
part of the molecule is the high-level system phenylmethylphenylphosphonium ion
(PhCH2–PH2Ph
þ), while the thinner phenyl rings are only contained in the low-level system.
The high-level system is calculated at the CASSCF(10,10) level of theory. The active space
contains two p- and two p*-orbitals of each phenyl ring as well as the r- and r*-orbitals of the
C1-P bond.43 The low-level system is evaluated at the density functional theory (DFT) level of
theory (functional M06-2X44).
Fig. 8 illustrates the PES of the four lowest singlet states along the C1-P distance rC1P for a
constant P-C1-X angle / ¼ 125 (see Fig. 7). A local p-p* excitation on PPhþ3 leads to the S1
state (red line), while the S2 (blue line) is characterized by a local p-p* excitation on the Ph2CH
moiety. The S3 state (orange line) has charge transfer character in the FC region. To observe
bond cleavage experimentally, the system is excited to the locally excited states.4 The S1 state
opens the preferred reaction path compared to the S2 as first it has the lower barrier, and second
the S2 population can immediately relax to the S1 via a S2/S1 CoIn.
43 Therefore, we will focus on
the S1 state from now on. At a C1-P distance of rC1P¼ 2.1 Å, the S1 state exhibits a barrier of
FIG. 7. (a) Ground state minimum geometry of Ph2CH PPhþ3 optimized at the DFT level of theory (functional B3LYP).
The thicker drawn part of the molecule constitutes the high-level system of the ONIOM calculations, while the thinner
drawn phenyl rings are only contained in the low-level system. (b) Geometry of the S1/S0 CoIn of Ph2CH PPhþ3 calcu-
lated at the ONIOM level of theory.
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30 2. Light-induced bond cleavage in diphenylmethyl compounds
0.3 eV. Here, the S1 character changes to pr* followed by a change to a rr* character. This is in
clear contrast to the excited state bond cleavage of Ph2CH–Cl, where the Cl lone pairs induce the
strong energetic stabilization of the adiabatic S1 state after the three-state CoIn. In the dissociation
limit, the ground state S0 of Ph2CH PPhþ3 has heterolytic character leading to Ph2CH
þþPPh3,
whereas the first and second excited state—S1 and S2—have homolytic character. They result in
the formation of radical pairs: diphenylmethyl radicals Ph2CH
• þ PPh•þ3 . This is the second major
difference with respect to the Cl leaving group, where the S0 has homolytic and the S1 heterolytic
character. The difference can be traced back to the initial positive charge of Ph2CH PPhþ3 ,
which leads to one positively charged and one neutral fragment in both (homolytic and hetero-
lytic) dissociation channels. Thus, no charge separation occurs during the bond cleavage, which is
the major reason for the destabilization of the heterolytic channel in Ph2CH–Cl.
Due to the lack of lone pairs at the P atom, the three-state CoIn which is present in the
FC region of Ph2CH–Cl disappears completely in Ph2CH PPhþ3 as mentioned above. But at
the same time, an energetically low lying two-state CoIn between S1 and S0 can be optimized
in the high-level system PhCH2–PH2Ph
þ, which is located at a larger C1-P distance.43 The P
atom is located above an allylic C3 subunit containing C1, C2, and C3 showing a related ge-
ometry to the S1/S0 CoIn of Ph2CH–Cl calculated at the CASSCF(8,8) level of theory. For the
full system Ph2CH PPhþ3 , this S1/S0 CoIn is depicted in Fig. 7(b). The C1-P distance is
rC1P¼ 2.9 Å; the P-C1-X angle is / ¼ 75. The energy difference between S1 and S0 is
0.085 eV at the ONIOM level of theory. In the case of Ph2CH–Cl, the CoIn was prevented by
the Cl lone pairs (cf. Fig. 4). After the photoexcitation of Ph2CH PPhþ3 , the experimentally
observed main products are Ph2CH
þ and PPh3.
4 Hence, the system has to relax to the ground
state during the bond cleavage process because only there the Ph2CH
þ are formed. The local-
ized S1/S0 CoIn offers a fast way for the system to reach the S0.
In order to test the efficiency of the S1/S0 CoIn by QD simulations, like in Ph2CH–Cl, a
two-dimensional subspace is chosen in such a way that the CoIn can be described.18,19 Besides
the C1-P distance rC1P, an angular motion of the LG is necessary to reach the structure of the
CoIn.43 Thus, the P-C1-X angle / shown in Fig. 7(a) is introduced as the second coordinate.
The dummy atom X is placed in such a way in the allylic plane at the optimized CoIn of
PhCH2–PH2Ph
þ that the angle / optimally leads to the CoIn.45 The relaxation of the carbon
backbone of the Ph2CH moiety which is the second coordinate in the case of Ph2CH–Cl is em-
bedded into the rC1P coordinate.
45 As a result, the CoIn shown in Fig. 7(b) is contained in the
ONIOM PES.
Fig. 9 shows a one-dimensional representation of the minimum energy path (MEP) in the
S1 state in the two-dimensional subspace at the ONIOM level of theory. The first part on the
FIG. 8. Potential energy surface of the four lowest singlet states of Ph2CH PPhþ3 along the C1-P distance rC1P calculated
at the ONIOM level of theory. The P-C1-X angle is kept constant at / ¼ 125.
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left side starts in the FC region and is depicted depending on rC1P. After crossing the barrier,
the system moves mainly along rC1P gaining about 2.6 eV of potential energy. Simultaneously,
the energy of the ground state rises by 2.5 eV. In the second part (middle), where the primary
motion is along /, the energy of both electronic states remains almost constant. Only from /
¼ 90 to / ¼ 76, the S1 energy lowers by approximately 0.36 eV. The last part of the MEP
(right) is depicted again depending on rC1P. A shortening of the C1-P distance to rC1P¼ 2.9 Å
finally leads to the S1/S0 CoIn, where in principle the S1 population can be transferred to the
ground state to generate Ph2CH
þ. The S1 MEP emphasizes the fact that the system has to move
considerably along /. The key question is whether the motion from the FC region toward the
CoIn is possible despite the large initial gradient along rC1P.
B. Quantum dynamics influenced by the solvent cage
We could show that the molecular PES does not allow for the change of momentum from
the rC1P to the / coordinate necessary to reach the CoIn.
18 As the experiments are performed
in solution, the solvent has to be considered in the simulation. In the case of Ph2CH PPhþ3 ,
both dissociation channels lead to one positively charged and one neutral fragment. Therefore,
electrostatic solvent effects are insignificant.43 Only dynamic solvent effects can come into
play.18,19
Thereby, the solvent cage prevents the free dissociation of the fragments and decelerates
the motion along rC1P. These dynamic solvent effects can be accounted for in QD calculations
by means of an additional potential term V̂ solv in the Hamiltonian Ĥ tot,
18,19
Ĥ tot ¼ T̂ þ V̂mol þ V̂ solv; (4)
with the kinetic energy operator T̂ and the molecular potential V̂mol. Recently, we developed
two different approaches with increasing complexity to calculate the solvent potential V̂ solv.
The first method includes the solvent effects in a continuum-like fashion,18 the second treats
the solvent environment explicitly.19 We will give a brief overview of both methods in the
following.
In the dynamic continuum ansatz, Stokes’ law is employed to calculate a decelerating force
which acts on the wave packet. Thereto, the dynamic viscosity of the solvent g together with
FIG. 9. Minimum energy path in the first excited state S1 (red line) for the bond cleavage of Ph2CH PPhþ3 in the two-
dimensional coordinate space frC1P;/g. The ground state S0 is depicted in black. The PES is displayed in three parts along
the respective mainly changing coordinate. The first and the third part primarily involve changes in rC1P, while in the sec-
ond part the major motion is along /.
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the expectation value of velocity hvðtÞi of the wave packet and an effective radius Reff are
needed
F0ðtÞ ¼ 6pgReffhvðtÞi: (5)
Reff takes into account the different masses and radii of the generated fragments. To guarantee a
deceleration of the wave packet only in an area where the solvent cavity is deformed, the actual
decelerating force Fdec(r, t) is obtained by multiplication of F0(t) with a sigmoid shape function. It
was fitted to the course of the cavity surface area along the major bond cleavage coordinate rC1P.
Finally, an integration of Fdec(rC1P, t) over rC1P yields the solvent potential Vsolv,
VsolvðrC1P; tÞ ¼
ðrC1P
0
Fdecðr0C1P; tÞdr0C1P: (6)
In addition to the usual spatial dependence of a potential, Vsolv(rC1P, t) is time-dependent. This
is due to the time-dependence of the expectation value of velocity hvðtÞi and describes the
deceleration decrease with reducing velocity. For a more detailed description, see Ref. 18.
The second method, the QD/MD approach, combines QD calculations with molecular dy-
namics (MD) simulations of the solvent environment.19 Randomly selected snapshots from the
MD trajectories give an averaged picture of the atomistic solvent surrounding of the reactant.
The solvent potential Vsolv is calculated for each snapshot individually. It contains the quantum
chemically calculated interaction energy Esf between each of the two fragments and each sol-
vent molecule
VsolvðrC1P;/Þ ¼
XNsolv
i¼1
XNfrag
j¼1
Esfðqij1 ; q
ij
2 ; q
ij
3 ;…; q
ij
6Þ; (7)
with Nfrag and Nsolv being the number of fragments and solvent molecules, respectively. For
each thus obtained Vsolv, a QD simulation is conducted. The average of all wave packet propa-
gations describes the effect of the solvent environment. More details to the QD/MD approach
can be found in Ref. 19.
Here, we want to focus on the results obtained with the dynamic continuum ansatz.
Acetonitrile is used as solvent with its dynamic viscosity of g¼ 0.343 mPas at 25 C. But first
of all, let us take a look at the bond cleavage process in the molecular potential without taking
the solvent into account. Fig. 10(a) shows the S1 PES together with snapshots from different
QD simulations. The snapshots depicted by the dark gray and the black isolines are obtained by
a QD simulation using only the molecular potential. They are taken 170 fs (dark gray) and 290
fs (black) after the wave packet started in the FC region. Obviously, the wave packet misses
the CoIn as the initial gain of momentum in the rC1P direction is too large to be compensated
by the comparably small gradient toward the CoIn. Thus, the system dissociates in the first
excited state, and radical pairs are generated.18 This is in clear contrast to the experimental
observations in solution where Ph2CH
þ cations are the main product.4
Fig. 10(a) displays two additional wave packet snapshots obtained from a propagation with
the dynamic continuum ansatz. The snapshots are taken at 290 fs (white isolines) and 390 fs
(light gray isolines) after starting in the FC region. The white isolines show the wave packet af-
ter the same propagation time as the black isolines for the QD simulation without the solvent
potential. It is clearly visible that the motion along rC1P is decelerated due to the solvent sur-
rounding. Thus, the wave packet can experience the small gradient toward the CoIn and
approaches it after approximately 390 fs. Here, the S1 population can relax to the ground state
where finally the formation of the experimentally observed Ph2CH
þ cations takes place. Fig.
10(b) shows the rise of the Ph2CH
þ cation population in the ground state after transfer through
the S1/S0 CoIn calculated in the adiabatic picture.
18 The population rise between 400 and 500 fs
compares well with the experimentally observed initial rise of the cation absorption signal.4
043205-11 Thallmair, Roos, and de Vivie-Riedle Struct. Dyn. 3, 043205 (2016)
 Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions.
2.1 Reaction mechanism for two different leaving groups in direct. . . 33
IV. SUMMARY
We theoretically investigated the initial bond cleavage process in two Ph2CH derivatives,
namely, Ph2CH–Cl and Ph2CH PPhþ3 . By means of quantum chemical calculations, we first
identified the individual molecular features of both precursors, which are clearly depending on
the LG. Based on the knowledge of the important stationary points, we calculated PESs at the
ONIOM level of theory and performed two-dimensional QD simulations.
The lowest excited state of both molecules is characterized by a local p-p* excitation on
one phenyl ring. In the case of Ph2CH–Cl, it is located on the Ph2CH moiety; in the case of
Ph2CH PPhþ3 on the LG. These local pp* S1 states initiate the bond cleavage. We showed
that for Ph2CH–Cl the Cl lone pairs have a decisive impact on the molecular features in the FC
region. Two successive CoIns determine the product formation at a very early stage of the
bond cleavage. The first CoIn is a three-state CoIn which includes the lone pair states and
opens the homolytic reaction channel, resulting in the formation of Ph2CH
• þ Cl•. The second
CoIn—this time a two-state CoIn—occurs at a slightly elongated C1-Cl distance and leads to
the heterolytic channel with Ph2CH
þþCl. QD simulations on the diabatic PESs reveal an
extremely fast and efficient formation of Ph2CH
• þ Cl• within 67 fs. This delay time is in very
good agreement with the observed 76 fs.21 The ion pair formation takes place on a slightly lon-
ger time scale of 143 fs compared to the experimental value of 124 fs and is like in the experi-
ment the minor product channel. Our QD simulation shows the key role of the three-state CoIn
seam during the photoinduced bond cleavage of Ph2CH–Cl and compares well with the
experiment.
Changing the LG to PPhþ3 results in significantly different molecular features. As the LG
does not possess any lone pairs, the corresponding states being decisive in Ph2CH–Cl do not
exist. Instead, we localized a two-state CoIn at longer C1-P distance far beyond the FC-region
FIG. 10. (a) Potential energy surface of the S1 state of Ph2CH PPhþ3 calculated at the ONIOM level of theory. The S0
minimum is located at rC1P¼ 1.87 Å and / ¼ 125. In addition, snapshots from two different wave packet propagations are
shown: The dark gray and black isolines depict wave packets from a normal propagation taken at 170 fs (dark gray) and
290 fs (black) after starting in the FC region. The white and light gray isolines display wave packets from a QD simulation
with the dynamic continuum ansatz. They are taken at 290 fs (white) and 390 fs (light gray) after starting in the FC region.
(b) Population of the S0 state which evolves toward larger rC1P values after coupling through the CoIn finally leading to
Ph2CH
þ cation generation.
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which connects both reaction channels. QD simulations for the isolated molecule show that the
wave packet misses the CoIn and dissociates in the S1 state which has homolytic character.
Thus, radical pairs are generated which is in contrast to the experimentally observed formation
of Ph2CH
þ cations.4 Only if the dynamic solvent effects are taken into account which lead to a
deceleration of the wave packet during dissociation, the molecular system can follow the slight
gradient toward the CoIn and reaches it after approximately 390 fs. Here, the S1 population can
relax to the ground state which has heterolytic character in the dissociation limit. The simulated
onset of the Ph2CH
þ population is in accordance with the initial rise of the Ph2CH
þ absorption
signal in the experiment.4
In a simplistic concept of photoinduced bond cleavage, the LG has just the function to
leave the precursor and form a fragment, which is as stable as possible in the desired product
channel. Our results impressively demonstrate that changing the LG may introduce far more
extensive changes of the molecular features which set the stage for the bond cleavage process.
In the presented cases of Ph2CH–Cl and Ph2CH PPhþ3 , the LG controls the position of the
CoIns which decide the branching for the product formation. Furthermore, the delay time until
the products are formed also depends on the spatial and energetic position of the CoIns. In
addition, the LG influences the environmental impact on the reaction. In the case of
Ph2CH PPhþ3 , the solvent cage decelerates the wave packet on the sub-picosecond time scale,
and only thus enables a coupling through the CoIn to form the Ph2CH
þ cations. The influence
of the solvent environment occurs on a longer time scale for Ph2CH–Cl. Here, an electron
transfer subsequent to the initial bond cleavage described in the present work leads to Ph2CH
þ
generation. This electron transfer is strongly depending on the polarity of the solvent. Changing
the LG of Ph2CH derivatives from neutral to charged does not only modify the stability of the
isolated fragments after bond cleavage, it also alters the molecular response and reaction out-
come on the femtosecond time scale. Thus, a minor chemical change leads to a substantial
change in the femtochemistry of the system.
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2.2. Simulation of experimental signals from reduced
dimensionality wave packet dynamics
To prove that a reaction mechanism is indeed responsible for the signals observed
in the experiment, it is necessary to model these signals using the theoretical data.
The comparison then makes it evident if the model is correct or if further factors of
influence have to be considered. Based on the QD description of the bond cleavage
of Ph2CH−Cl described in the section above, such a comparison between experiment
and simulation is done in this section. Before, two reaction channels were identified
leading to the radical pair and the ion pair, whereby a three-state CoIn is decisive for
the primary product splitting and a two-state CoIn responsible for the ion pair yield.
Now the question remains if the further motion of the wave packets on the respective
PES supports the generation of a signal similar to the experiment.
In this paper “Ultrafast photochemistry with two product channels: wavepacket
motion through two distinct conical intersections” published by Chemical Physics Let-
ters, both experimental and theoretical results are reported [104]. This side-by-side
presentation shows first the experimental conditions necessary for the high temporal
resolution, which in the second step have to be taken into account while analyzing
the wave packet. In this way, the width of the probe pulse and the temporal reso-
lution are directly transferred into the equations for the simulated signal. Essential
for the strong transient absorption of the photoproducts compared to the precursor
Ph2CH−Cl is the fact that after the bond cleavage the carbon backbone planarizes.
This leads to a drastic change in intensity of the transient absorption, while the sig-
nals simultaneously undergo a strong shift as shown in fig. 6 of this paper. Therefore,
only almost planar photoproducts are detectable by the probe pulses.
The key points of the article are:
• A transient absorption setup is described to reach a temporal resolution of excep-
tional 40 fs. In this experiment, a 270 nm pump pulse is used to excite the molecule
and a probe pulse at either 327 nm or 435 nm to follow the two possible reaction
products. Special measures are taken to determine the delay between these two
pulses with high precision (4 fs).
• The resulting transient absorption signals for Ph2CH−Cl are shown. Correcting
the raw data by two-photon solvent contributions, the pure molecular signal results
with a delay time of 76 fs for the radical pair and 124 fs for the ion pair. The product
distribution strongly favors the radical pair. Results for a fluorinated species are
identical within the experimental error.
• Following the procedure described before (see section 2.1), the reaction is simu-
lated with QD. Additionally, the experimental signal is modeled from the wave
packet propagation for a direct comparison. The first step hereby is the integration
of parts of the wave packet along the bond cleavage coordinate. The integrals are
afterwards modulated by the strong shift of radical and cation absorption with the
planarization and the temporal resolution of the experiment. The resulting simu-
lated signals for Ph2CH
• and Ph2CH
+ are in good agreement with the experimental
absorption.
The comparison between experimental and simulated signals shown in this paper
proves the reaction mechanism, which involves two consecutive CoIns. It demon-
strates very clearly that a rate model is not sufficient for the description of the reac-
tion, but the explicit motion of the wave packet and its splitting have to be considered.
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Similar behavior can be inferred for other systems with two product channels and ul-
trafast delay times.
The article “Ultrafast photochemistry with two product channels: wavepacket mo-
tion through two distinct conical intersections” published by Chemical Physics Letters
is reprinted here with permission from Chem. Phys. Lett. 683, 128–134 (2017). Copy-
right 2017 Elsevier B.V. The supporting information for this article is available under
https://doi.org/10.1016/j.cplett.2017.02.086.
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Light induced bond cleavage is an ubiquitous process in large molecules, yet its quantum nature is not
fully understood. We present a comprehensive description of the ultrafast light induced CACl bond cleav-
age in diarylmethyl chlorides combining femtosecond transient absorption measurements with ab initio
calculations. We observe a delayed appearance of radicals (80 fs) and cations (125 fs). The excited state
wavepacket moves initially toward two conical intersections and the passing through these intersections
determines the partitioning into the differing product channels. Different locations of the conical inter-
sections explain the observed delay times.
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1. Introduction
Photoinduced processes in molecules are omnipresent and are
of relevance in various fields like biology, environmental science,
synthetic chemistry and renewable energies. Thus, their in-depth
understanding is of major importance. Pioneering work in all of
these fields has been done by Ahmed Zewail [1–5]. Photoinduced
bond cleavage constitutes an important subtopic of these processes
and has been one of the early examples studied by Ahmed Zewail
[6]. Typically, it proceeds ultrafast in the femtosecond regime. On
this time scale, conical intersections (CoIn’s) can decisively influ-
ence the reaction and determine its outcome [7–11]. Moreover,
they can provide a connection between bound and dissociative
electronic states and thus cause initially bound states to be depop-
ulated very fast. At a CoIn, states with differing electronic configu-
ration cross and their energy gap vanishes. Strictly speaking, the
non-crossing rule of diatomics is not valid for larger systems and
the displacement along nonsymmetric coupling modes leads to a
CoIn [7–9]. In the vicinity of the CoIn the Born-Oppenheimer
separation breaks down completely and highly efficient and rapid
photodissociation [12] or isomerization can take place [13,14].
Experimentally, the presence and effectiveness of a CoIn is
detected as femtosecond decay of the optical signature attributed
to the excited state and the equally fast recovery of the ground
state absorption for a photophysical process. For a photochemical
process the newly appearing product signal serves as indication
with the same ultrafast rise. The detection and interpretation gets
more complex as more than one CoIn is involved. Theory has
shown convincing examples for this situation and it now seems
to be rather the rule than the exception [7,8,15]. Once the existence
of CoIns is accepted, the next step is to move away from the
description of the ultrafast process in terms of populations toward
the motion of a vibronic wavepacket from the Franck-Condon point
toward the CoIn and beyond. This has recently been demonstrated
in a particularly comprehensible study of the isomerization of rho-
dopsin [16].
For many chemical processes not only the channels of return to
the ground state and a single product exist like in a ring opening
reaction [17,18], but two or more product channels [10,11,19,20].
In a classical kinetic description – a rate model – one expects a
decay of the excited state signal with s ¼ 1= kIC þ k1 þ k2ð Þ where
k1 and k2 are the effective product formation rates and kIC is the
internal conversion rate. The products are expected to appear
equally fast and the ratio of products is given by r ¼ k1=k2. From
the theoretical point of view the question arises whether one or
two CoIns are responsible. To clarify this experimentally, the sole
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determination of the ultrafast rates is not sufficient. Additional and
more specific signatures have to be found.
We investigate the bond cleavage of diphenylmethylchloride
(DPMC) in solution that is known to either proceed homolytically
(diphenylmethyl radical + chlorine radical) or heterolytically
(diphenylmethyl cation + chloride anion). Previously it was found
that both processes occur in well under 1 ps and the diphenyl-
methyl redox states can be easily distinguished spectroscopically
[21–23]. The earlier experiments were performed with a broad-
band transient absorption spectrometer with high but still limited
temporal resolution [24]. Theoretical investigations indicated the
decisive role of CoIns during product formation and suggested a
time scale of around 100 fs for the bond cleavage [21,25]. We
now report a detailed analysis of two-color measurements [26]
with 40 fs temporal resolution. Moreover, we calculate the
expected experimental signal based on quantum dynamics simula-
tions. In this way we can uniquely and unambiguously decipher
the complex dynamics and show that one of two distinct CoIns is
responsible for each reaction channel.
2. Experimental conditions
The investigated molecule DPMC absorbs at 270 nm and below
by excitation in the phenyl rings (see Fig. 2a). The bond between
the central sp3 hybridized carbon and the chlorine is eventually
broken. If the bond electrons are shared between the fragments
(homolysis), the diphenylmethyl radical with a strong absorption
at 327 nm results. If both electrons go to the chlorine (heterolysis),
the diphenylmethyl cation with an absorption centered at 435 nm
emerges.
For a full resolution of the temporal evolution we use two non-
collinear optical parametric amplifiers (NOPA) and frequency dou-
bling in 35 and 62 mm thin BBO crystals (see Fig. 1). Optimal
compression with fused silica prisms only in the visible leads to
pulses with about 25 fs duration [27,28]. A mechanical delay line
affords the delay between the 270 nm pump pulse and the probe
pulse at either 327 or 436 nm (for spectra see Fig. 2b). To avoid
spurious contributions from the cell windows, the recordings were
performed in a 50 mm free-flowing jet [29]. The evaporating sol-
vent was continuously replenished to ensure a constant optical
density. Special care was taken to determine the delay between
pump and probe pulse to a single femtosecond accuracy. This
was accomplished by splitting both pulses and a second ‘‘transfer
experiment” with compensated dispersion (for details see SI). By
referencing the transient signal with the shot-to-shot measured
pump energy we increase the sensitivity [28].
In the ‘transfer experiment’ we monitor the two-photon-
absorption (TPA) induced transmission change of the probe beam
for temporal overlap with the pump beam in a 100 mm BBO crystal
in non-phase-matching geometry [30]. In a first run the TPA in the
BBO crystal (Fig. 2c) is recorded simultaneously with the TPA of the
pure solvent (acetonitrile = ACN, Fig. 2d). In this way we measure
the small but significant path length difference dt between pump
and probe in the two arms of the experiment. The center of the
curves is determined by fitting a Gaussian to the data. Then the
pure solvent is exchanged by the molecular solution without any
changes to the experimental geometry and a scan performed. As
the BBO signal appears again at the overlap between pump and
probe, it serves as marker for which position of the delay line there
is temporal overlap in the dynamics measurement. Even if the
delay between pump and probe has slightly changed over the
5 m paths, we can determine the differential changes with an accu-
racy of 10% of the crosscorrelation width of 38 fs, i.e. to 4 fs or
1.2 mm. Therefore we know the time-zero of the dynamics to this
precision.
With 200 nJ pump energy focused to 76 mm FWHM we excite
about 2% of the DPMC molecules dissolved in ACN. The large molar
absorption coefficient of the fragments (about 50,000 L/mol ⁄ cm
as compared to 500 L/mol ⁄ cm for DPMC) leads to a sizable
absorption change at the respective wavelength of each
Fig. 1. Transient absorption setup. CPA: chirped pulse amplifier; NOPA: noncol-
linear optical parametric amplifier; PC: prism compressor; SHG: second harmonic
generation; BS: beam splitter; FS: fused silica plate for compensation of dispersion.
Fig. 2. (a) Absorption spectrum of DPMC in acetonitrile (left) and diphenylmethyl
radical and cation transient absorption spectrum (right) 5 ps after 270 nm
excitation. (b) Spectrum Ipump and Iprobe of the pump and the probe pulses. (c)–(f)
TPA signals used to determine the absolute time-zero between pump and probe
pulses to 4 fs accuracy. The grey curves in (e) and (f) are the curves of (c) and (d)
shifted to dt = 0. See text and SI for details.
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diphenylmethyl redox state. The time dependence of the transient
absorption (see Fig. 3) is the experimental observable that has to
be evaluated and interpreted to recover the microscopic reaction
dynamics. Through careful monitoring of the beam sizes, sample
concentration and pulse energies we obtain not only a picture of
the temporal behavior but even the quantitative yields [23].
3. Single wavelength pump-probe measurements
Roughly 40% of the excited DPMC dissociates homolytically. The
transient signal rises with the cross correlation (CC) of the pump
and probe pulse (38 fs FWHM) and falls off within the next tens
of femtoseconds (see Fig. 3a). A comparison to the signal measured
for pure acetonitrile shows that part of this early signal is due to
two-photon absorption in the solvent that is proportional to the
Gaussian shaped CC [31]. We correct the raw data (grey squares)
by the properly scaled solvent contribution to obtain the pure
molecular signal (black circles; compare SI). Even the pure molec-
ular signal still contains a Gaussian shaped contribution centered
exactly at delay zero and with a width equal to the optically mea-
sured CC. We assign this contribution to a coherent, nonresonant
two-photon absorption. One of the pulses prepares a polarization
in the molecule and the other pulse adds a second interaction lead-
ing to a higher electronic state. This interaction depletes the probe
pulse as long as the pump-probe delay is within the CC convoluted
with the electronic dephasing time of DPMC of likely a few tens of
femtoseconds [32–34].
The remaining population part of the early molecular signal is
proportional to the integral of the pump-probe CC as population
in the S1 state is accumulated from the initial polarization and
the subsequent electronic dephasing. The signal strength is due
to the excited state absorption (ESA) in the Franck-Condon (FC)
region. Immediately after the pump pulse the wavepacket acceler-
ates away from the FC point and the signal changes weakly. At a
delay Dt = 76 fs the signal increases significantly within the time
resolution. Finally it increases further with a quasi-exponential
behavior and a time constant of 270 fs.
Only about 2% of the excited DPMC dissociates heterolytically
and leads to a weak but well detectable transient absorption signal
at 435 nm. The temporal behavior is analogous to the radical signal
with two exceptions: the delay is now 124 fs and the signal
increases much more at later times (see Fig. 3b). The increase from
76 to 124 fs for the delay in signal increase is the decisive differ-
ence between the homolytic and the heterolytic channel. Already
the clearly non-exponential signal increase in the first 150 fs and
even more the different times for the two distinct product channels
deviate not only quantitatively but conceptually from the expecta-
tion of a rate model with two processes drawing from the same
reservoir.
We used the described concepts of the signal evolution to
model it quantitatively and to fit values to the data (see SI). The
resulting fit is shown in Fig. 3 as red line and fits extremely well
for both the radical and the cation. For demonstration of the vari-
ous contributions we depict the time dependent ESA as green lines
and the actual radical or cation contribution as orange and blue
curve. For proper modeling the 20 ps electron transfer (ET) within
the radical pairs that depletes the radical population and increases
the cation population is included [23]. The effective 300 fs increase
of both signals has been previously shown to originate from both
planarization of the diphenylmethyl moieties after the bond cleav-
age and from solvation [22]. For a complete overview of all con-
tributing processes see Ref. [35].
The ET in the radical pair is only possible if the cation is better
stabilized than the radical. We therefore performed preliminary
experiments with the transient absorption setup [24] and found
that in methanol the ET does not contribute effectively to the
cation generation. DPMC itself is not stable in methanol, but prop-
erly substituted derivatives are [36]. We chose the monofluoro-
substituted diphenylmethylchloride (FDPMC) for additional mea-
surements in methanol. The curves in Fig. 4 demonstrate that the
general behavior is quite similar to DPMC and that the strong slow
increase due to ET is indeed absent in the cation signal. FDPMC
thus allows an even more unambiguous interpretation. As the
same features are observed in DPMC and FDPMC, we can readily
conclude that the bond cleavage is neither altered by the substitu-
tion nor the solvent. It is purely a property of the molecular core.
Fig. 3. Transient absorption (black circles) after UV excitation of DPMC in ACN at (a)
327 nm (diphenylmethyl radical) and (b) 436 nm (diphenylmethyl cation). The
coherent signal from the solvent is subtracted from the raw data (open grey
squares) to yield the pure molecular signal. The fit is shown with a solid line (red).
The excited state absorption (ESA) (green) and the product absorption from the
cation (blue) and radical (orange) are labeled in the plot. Below the ESA is the
coherent signal from the molecule (purple). (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 4. Transient absorption (black circles) after UV excitation of FDPMC in
methanol at (a) 327 nm (diphenylmethyl radical) and (b) 427 nm (diphenylmethyl
cation). The coherent signal from the solvent is subtracted. The fit is shown with a
solid line (red). The excited state absorption (ESA) (green) and the product
absorption from the cation (blue) and radical (orange) are labeled in the plot. Below
the ESA is the coherent signal from the molecule (purple). (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of
this article.)
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Most importantly, we find times of 81 and 126 fs for the two
delays, within experimental precision equal to the times found
for DPMC.
4. Simulation of the absorption signal of the products
The experimental results are strong evidence for the involve-
ment of CoIns in the bond cleavage dynamics. No other reaction
mechanism can be readily inferred from the ultrafast reaction
times. In a previous quantum chemical investigation of DPMC the
importance of CoIns for the product channels was already demon-
strated [21,25]. To connect directly to the experimental observ-
ables, the potential energy curves for DPMC, comprising the
radical as well as the cation channel, were obtained at the ‘our
own n-layered integrated molecular orbital and molecular
mechanics’ (ONIOM) level of theory [37,38], using a program of
our own design enabling to call different quantum chemistry pro-
gram packages [39]. For the high-level system which was
restricted to one of the two phenyl rings, we performed complete
active space self-consistent field (CASSCF) calculations with an
active space of 12 electrons in 10 orbitals. It includes the complete
p system of one phenyl ring, the rCCl and rCCl⁄ orbitals of the CACl
bond, and the two non-bonding p orbitals of the chlorine atom
[25]. The low-level system, i.e. the complete system, was treated
at the UB3LYP level of theory. The constrained low-level state
(CLS) approximation for ONIOM was used [40] and the basis set
employed was 6-31G(d). The CASSCF calculations were performed
with the program package Molpro [41], the UB3LYP calculations
with Gaussian [42]. We calculated the potential energy surfaces
in a two-dimensional coordinate space spanned by the CACl dis-
tance RCACl and the quantity dpy describing the pyramidalization
of the central methyl carbon atom [25,43]. The specially adapted
reactive coordinate dpy includes relaxation in non-reactive coordi-
nates like bond lengths or positioning of the phenyl rings which
occur during planarization. By using the G-matrix formalism [43–
45] this background relaxation is also included in the kinetic
energy operator, which we demonstrated to have an important
impact on the wavepacket dynamics. The design strategy for
adapted reactive coordinates is given in Ref. [43]. The two coordi-
nates RCACl and dpy have proven to be the most important for the
ultrafast bond cleavage. A one-dimensional cut of the potential
energy curves along RCACl is shown in Fig. 5.
The electronic states are shown in the diabatic representation.
The optical excitation takes place in the phenyl ring and leads to
the weakly bound S1 state with pp⁄ character (red line). The exci-
tation energy is 4.88 eV (254 nm), which is in good agreement with
the experimental value of 4.59 eV (270 nm) and previous CASPT2
calculations (4.90 eV, 253 nm) [21]. Close to the FC point the state
is crossed by the repulsive S2 and S02 states, whose electronic struc-
ture corresponds to transitions from the Cl lone pairs to the p⁄ sys-
tem of the phenyl ring (solid and dashed orange line). The S2 and
the S02 state are located on the two phenyl rings, involve one chlo-
rine p orbital each, and are nearly degenerate. The leading config-
urations of the S3 state are of pp⁄ and pr⁄ character. Due to the r⁄
contribution the S3 state is also repulsive (see blue line in Fig. 5).
The two spatially separated CoIns can be easily recognized. At
the first CoIn, not only two but three electronic states are degener-
ate [25]. It leads to bond cleavage into the radical pair. The second
CoIn leads to the ion pair. Both CoIns were also optimized and the
structures are included in the SI. They are separated from the FC
point by only 0.30 Å and 0.73 Å along RCACl. A more detailed discus-
sion can be found in Ref. [25]. The existence of CoIns does not yet
warrant an effective and ultrafast process, but it provides the pos-
sibility. Only dynamical calculations can clarify this question
[9,46]. Coupling among all states is needed to describe the dynamic
situation appropriately. We performed the quantum dynamics cal-
culations in the diabatic representation in order to treat the three-
state CoIn properly; the transformation of the coupling matrix ele-
ments can be found elsewhere [25]. The quantum dynamics were
performed on the two-dimensional surfaces spanned by the
selected reactive coordinates with a program of our own design
which solves the time-dependent Schrödinger equation on a regu-
lar space grid using the Chebychev propagation scheme [47] and
the G-matrix method for the kinetic Hamiltonian [43–45]. The
ground state vibrational eigenfunction was transferred to the S1
potential and slightly shifted to smaller RCACl and higher dpy to
account for the minimal barrier being not contained in the ONIOM
potential. The branching of the wavepacket at the CoIns is followed
in the diabatic representation, including the diabatic potential cou-
pling matrix elements.
Based on the wavepacket dynamics the experimental signal can
be calculated. First, the two-dimensional wavepacket W is inte-
grated along RCACl
Wsig dpy; t
  ¼
Z 1
RCACl¼2:8
W RCACl;dpy; t
 
dRC ACl ð1Þ
which yields the wavepacket fraction Wsig contributing to the sig-
nal. We assume that the wavepacket at CACl distances of
RCACl < 2.8 Å does not show any product absorption. This can be jus-
tified by the fact that the absorption of diphenylmethyl radicals and
cations mainly involves the p orbital of the methyl carbon which
still interacts strongly with the chlorine atom for RCACl < 2.8 Å.
During planarization, the absorption of the diphenylmethyl
cation changes strongly [22]. The same holds for the radical.
Fig. 6 shows how the strongest absorption signature of each pro-
duct evolves for dpy = 0.5  0.0 Å, which here is the relevant part
of their full absorption spectra S(dpy,k). They are calculated at the
DFT level of theory (M06-2X [48]/cc-pVTZ) including electrostatic
solvent effects of acetonitrile using a polarizable continuum model
[49].
The relaxed structure of both moieties is fully planarized with a
dpy = 0.0 Å; the minimum structure of DPMC shows a dpy = 0.42 Å.
Both spectra clearly show that the products only contribute to the
absorption at the final position of the signal if the planarization has
reached a value of dpy of approximately 0.2 Å. Thus, the coordinate
Fig. 5. Diabatic potential energy curves vs. CACl distance RCACl calculated on the
ONIOM(CAS(12,10)/B3LYP) level of theory. Shown are the ground state S0 (black),
the excited states S1 (red), S2 (orange) and S02 (orange-dashed) leading to the radical
and S3 (blue) leading to the cation. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)
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dpy is not only important to describe the reaction properly but also
enables to simulate the single wavelength absorption signal.
A closer look at the spectra (Fig. 6) reveals that the planarization
has an opposite effect on how the strongest absorption band of the
products develops. The radical shifts to the red (a) while the cation
strongly shifts to the blue part of the spectrum (b). The reason for
both effects is the energetic change of the non-bonding orbital of
the central methyl C atom. During planarization, its character
changes from sp3 to p which entails a rise of the orbital energy
due to the loss of s character. In the case of the radical, this orbital
is occupied by one electron (singly occupied molecular orbital,
SOMO). As the orbital energy rises, the energy of the electronic
ground state D0 rises accordingly. In the excited states D4 and D5
causing the absorption signal the electron density in the SOMO
decreases. This means that their energy is less affected by the pla-
narization. Thus, the energy gaps between D4/D5 and the ground
state are reduced with decreasing dpy. In the case of the cation,
the opposite effect occurs: The non-bonding orbital at the methyl
C atom is unoccupied (lowest unoccupied molecular orbital,
LUMO) in the ground state S0. In the excited state S1 it is occupied.
Thus, the energy of the S1 state increases during the planarization
while S0 is unaffected. This causes the strong blue shift of the
cation absorption. The absolute shift of the cation is about 2.5
times larger than the one of the radical because the radical has a
more complex electronic structure. The states D4 and D5 entail
excitation from the SOMO in p⁄ orbitals as well as from p orbitals
in the SOMO resulting in a less pronounced effect of the orbital
energy changes on the energy gaps.
Together with the wavepacket Wsig, these spectra can now be
employed to simulate the experimentally observed time-
dependent single wavelength absorption A(t):
A tð Þ ¼
Z Z
Wsig dpy; t
   S dpy; k d dpy 
 
Iprobe kð Þdk ð2Þ
A(t) is the absorption at infinite time resolution, S(dpy,k) the calcu-
lated product spectrum and Iprobe(k) the spectrum of the probe
pulse. We first multiply Wsig with the product spectrum S, which
depends on dpy and k. After integration along dpy, which yields
the total absorption of the product, we take into account the spec-
trum of the probe laser pulse via multiplication. We shifted the
maximum of the probe pulse to account for the shift between the
calculated and the measured maximum of the product. Integration
along the wavelength yields the absorption of the total probe pulse
with an infinite time resolution as for one point in time only the
wavepacket at that time is taken into account. In the experiment
the finite pulse length integrates over a range of times.
To include the temporal resolution of the experiment, we con-
voluted A(t) with the Gaussian function CC(t) with a FWHM of
40 fs found in the experiment:
ACC tð Þ ¼ A tð Þ  CC tð Þ ¼
Z
A t0ð ÞCC t t0ð Þdt0 ð3Þ
Fig. 7 depicts the simulated absorption signal of the diphenyl-
methyl radical and cation calculated according to Eqs. (1)–(3). It
shows a good agreement with the experimental product absorp-
tion (blue and orange line in Fig. 3). The excited state wavepacket
reaches the three-state CoIn and populates the repulsive S2 and S02
states. After 67 fs the wavepacket has reached RCACl = 4.0 Å (black
circles in Fig. 7a) [25] which results in a sudden rise of the signal
after 130 fs (orange line). The latter is the time when the product
population has reached a suitable planarization (dpy  0.2 Å) to
contribute to the signal. The simulation reveals that the sudden
step-like increase of the signal is due to the major part of the wave-
packet crossing through the first CoIn. The planarization mainly
takes part subsequently and leads to the delay of the signal in com-
parison to the wavepacket population at RCACl = 4.0 Å. The simu-
lated absorption increase after the initial step is mainly due to
further parts of the wavepacket which still pass through the CoIn
but also due to ongoing planarization which increases the absorp-
tion strength. Additional effects caused by the relaxation of the sol-
vent environment [22] and the subsequently arising electron
transfer [23] are not included in the simulation.
In line with the small probability of 2% for heterolysis already
found experimentally, only a minor fraction of the wavepacket
stays on the S1 surface. It crosses through the second CoIn leading
to cation formation and reaches RCACl = 4.0 Å after approx. 143 fs
[25]. As observed in the experiment, the simulated cation signal
rises delayed compared to the radical absorption (Fig. 6(b)). It
shows a sudden increase after 160 fs.
The quantum dynamical calculations show that both channels
given by the two CoIns are indeed active on the ultrafast time scale.
Fig. 6. Shift of the Gaussian broadened spectra S(dpy,k) (r = 400 cm1) for the DPM
radical (a) and the DPM cation (b). The transition energies were calculated using
TDDFT/M06-2X/ccpVTZ with PCM (acetonitrile). The geometries are reconstructed
using the specially adapted coordinates introduced in [43]
Fig. 7. Simulated absorption signal (solid lines) for the DPMC radical (top) and the
DPMC cation (bottom) according to Eqs. (1)–(3). The black circles in the upper
pannel correspond to the part of the wavepacket which has reached RCACl > 4.0 Å on
the S2 and S02 states and is attributed to the radical fragments. For comparison it is
normalized to the simulated absorption signal at the last time point.
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They lead to the two distinct products, the diphenylmethyl radical
and the diphenylmethyl cation. The radical is produced at a slightly
earlier time than the cation as already indicated by the potential
topology. The simulated time delay of 30 fs is in good agreement
with the experimental results.
5. Conclusions
The following overall picture of the photoinitiated processes in
DPMC evolves. The system (wavepacket) accelerates from the FC
point upon optical excitation, but it stays in the shallow minimum
for some tens of femtoseconds. Within less than 100 fs the weak
potential barrier is crossed and the homolytic bond cleavage hap-
pens. The simulated signal appears only after 130 fs due to its
dependence on the planarization coordinate. Similar effects occur
for the cation. Thus, the delay time of both signals depends on
the time scale when relevant CoIns are crossed and on the time
necessary to reach the geometry of the product absorption. The
experiment suggests a time of 80 fs for the appearance of the rad-
ical pair in the electronic ground state. The remaining part of the
wavepacket in the excited state proceeds to the second CoIn and
at 125 fs ion pairs are detected. Interestingly, a very similar behav-
ior is found for the DPMC analogon diphenylmethylbromide. Both
dissociations are slowed down due to the heavier halogen leaving
group and the processes can just be resolved with the broadband
transient spectrometer [50].
The cooperative picture of highest temporal resolution and sen-
sitivity measurements, thorough analysis and high level quantum
chemical and dynamical calculation clearly establishes that the
ultrafast photochemistry with two product channels is due to
wavepacket motion through two distinct conical intersections.
The relative reaction yield depends on the detailed motion of the
wavepacket and the position of the CoIns. A traditional rate model
of two competing stochastic processes cannot explain the dynam-
ics and branching ratio. For many other systems with two ultrafast
appearing products, a similar behavior can be expected and a devi-
ation from the traditional rate models will be needed for a correct
description.
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2.3. The effect of a higher homologue on the reaction dynamics
The periodic table was built by clustering elements based on similar behavior [112].
For this reason, both chlorine and bromine are found in the same group, the halo-
gens. Both can be used as leaving group in diphenylmethyl compounds to yield a
radical or ion pair [88]. After studying the reaction dynamics for Ph2CH−Cl (sec-
tion 2.1) and verifying its mechanism (section 2.2), it is now interesting to turn to
the higher homologue bromine as leaving group. As both compounds hold the same
number of valence electrons and, thus, have the same bonding situation, the ex-
cited states and their character are inferred to be similar with analogous CoIns. But
as already mentioned in the introduction of this chapter, the experimental transient
absorption measurements astounds with differences: Besides longer delay times for
Ph2CH
• (100 fs) and Ph2CH
+ (200 fs) and a product ratio shifted towards a more bal-
anced distribution (70 %/30 % radical/cation) [103], the signals of both channels are
superimposed by a small-amplitude oscillation with a frequency of 300 cm−1 (Ph2CH
•)
and 350 cm−1 (Ph2CH
+), respectively [104].
In the article “Ultrafast non-adiabatic dynamics of excited diphenylmethyl bro-
mide elucidated by quantum dynamics and semi-classical on-the-fly dynamics” pub-
lished by Physical Chemistry Chemical Physics the initial bond cleavage reaction of
Ph2CH−Br is simulated for the first time [113]. On the one hand, a QD approach is
used. The extensive transfer of methods and solutions from the chlorine case is ad-
vantageous, using the same coordinate system {r, dpy} based on the Wilson G-matrix
method (chapter 1). On the other hand, full-dimensional MQCD is employed, allow-
ing further insights into the molecular motions in the full configuration space and
an evaluation of the dimensionality reduction. Combining these two complementary
approaches can in this way result in a more complete picture of the reaction dynam-
ics. It is chosen to especially unravel the role of vibrations during the bond cleavage.
Analogously to Ph2CH−Cl the ONIOM method (see appendix A) is employed for the
QC with only one phenyl ring in the model system and CASSCF as high level method.
The application of ONIOM in semi-classical dynamics follows the implementation de-
scribed in the literature [114].
The key points of the article are:
• Like for Ph2CH−Cl a three-state and a two-state CoIn are optimized, opening up
the radical and the cationic channel, respectively. The barriers before these CoIns
are significantly lower as for the chlorine case and the minima of S0 and S1 have a
ellipsoidal shape in the two-dimensional subspace.
• In the QD delay times of 110 fs (Ph2CH
•) and 130 fs (Ph2CH
+) result, in good
agreement with the experiment. The radical pair is confirmed as the main product.
Significant amounts of ion pairs are only obtained if the coordinate dpy is further
triggered, an effect attributed to the reduced dimensionality. The wave packet
initially follows the shape of the minima towards smaller dpy values, later oscillates
back and forth in dpy direction, while propagating towards larger r values.
• The MQCD calculations confirm the reaction mechanism via two CoIns and show
similar delay times as the QD. The product distribution is in good agreement with
the experiment.
• The vibrations occurring during the bond cleavage are analyzed in detail. For
the MQCD trajectories spectrograms are calculated using the velocity autocorre-
lation function (VACF). These spectrograms demonstrate the differences between
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the product channel, where a band at 1300 cm−1 is characteristic for the radical
channel and a band at 1100 cm−1 for the ion pair channel.
• Integrating the QD wave packet in distinct areas reveals an oscillation occurring in
the S1 minimum deemed responsible for the signal fluctuations in the experiment.
This work not only demonstrates the benefit of using complementary methods to
elucidate the ongoing dynamics and the involved vibrations, but also clearly works
out the similarities and differences between Ph2CH−Br and Ph2CH−Cl. It becomes
apparent that this seemingly small change in the leaving group has a decisive impact
on the PESs and, thus, the motions of the wave packet.
The article “Ultrafast non-adiabatic dynamics of excited diphenylmethyl bromide
elucidated by quantum dynamics and semi-classical on-the-fly dynamics” published
by Physical Chemistry Chemical Physics is reprinted here from Phys. Chem. Chem.
Phys. 20, 22753–22761 (2018) with permission from the PCCP Owner societies.
The Supporting Information for this article is available under https://doi.org/10.
1039/c8cp03257b.
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Ultrafast non-adiabatic dynamics of excited
diphenylmethyl bromide elucidated by quantum
dynamics and semi-classical on-the-fly dynamics†
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Carbocations and carboradicals are key intermediates in organic chemistry. Typically UV laser excitation
is used to induce homolytical or heterolytical bond cleavage in suitable precursor molecules. Of special
interest hereby are diphenylmethyl compounds (Ph2CH–X) with X = Cl, Br as a leaving group as they
form diphenylmethyl radicals (Ph2CH) and cations (Ph2CH
+) within a femtosecond time scale in polar
solvents. In this work, we build on our methodology developed for the chlorine case and investigate the
photodissociation reaction of Ph2CH–Br by state-of-the-art theoretical methods. On the one hand, we
employ specially adapted reactive coordinates for a grid-based wave packet dynamics in reduced
dimensionality using the Wilson G-matrix ansatz for the kinetic part of the Hamiltonian. On the other
hand, we use full-dimensional semiclassical on-the-fly dynamics with Tully’s fewest switches surface
hopping routine for comparison. We apply both methods to explain remarkable differences in
experimental transient absorption measurements for Cl or Br as the leaving group. The wave packet
motion, visible only for the bromine leaving group, can be related to the crucial role of the central
carbon atom, which undergoes rehybridization from sp3 to sp2 during the photoinduced bond cleavage.
Comparable features are the two consecutive conical intersections near the Franck–Condon region
controlling the product splitting to Ph2CH/Br and Ph2CH
+/Br as well as the difference in delay time
for the respective product formation.
1 Introduction
Carbocations and to a lesser extent carboradicals are important
building blocks in organic synthesis.1,2 Furthermore, carbocations
are used to study the kinetics of reactions with nucleophiles to
build reference scales to predict reactivities.3,4 The highly reactive
species can be prepared by irradiating a suitable precursor
molecule with UV light,5–7 and in this way initiating a bond
cleavage that can occur homolytically or heterolytically. Widely
used4,7–9 precursors are diphenylmethyl compounds Ph2CH–X
with e.g. X = Cl, Br as leaving groups. These compounds are
distinguishable by clearly distinct spectra of their photo-
products and thus can be easily studied by transient absorption
measurements.
In the case of chlorine this was done extensively,8–12 lately
also with extremely high temporal resolution allowing changes
to be resolved in the few femtosecond regime.12 Delay times of
76 fs for the formation of the radical pair and 124 fs for the
formation of the ion pair were reported.11,12 With 95% radical
pairs, the product ratio was clearly biased towards the homolytic
channel, with only 5% ion pairs. Recently, we could elucidate
the initial processes occurring during the ultrafast dissociation
of Ph2CH–Cl with theoretical methods.
12,13 Especially, we dis-
covered the leading role of the chlorine lone pairs. They provide
an effective connection between the initial photo-accessible pp*
state and the radical-pair product channel. The coupling into
the lone pair states occurs at a three-state conical intersection
(CoIn), the first in a sequence of two CoIns near the Franck–
Condon (FC) region. The second CoIn at slightly larger carbon
chlorine distance is a two-state CoIn and connects the pp* state
with the ion-pair product channel. This sequence of CoIns
completely defines the product ratio. The delay times were in
good agreement with the experimental ones and we could
confirm the radical pair as the main product of the initial bond
cleavage. Overall, we could successfully explain the reaction
process in the first hundreds of femtoseconds.
Bromine, the heavier homologue of chlorine, was also studied
experimentally as a leaving group.14,15 Here, the dissociation
reaction is slower compared to the chlorine case. The reported
delay times with respect to the optical excitation are slightly
longer for the rise of both product signals. The radical pair is
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detected after 100 fs and the ion pair after 200 fs. The product
ratio still favors the homolytic channel, but with 70% radical
pairs and 30% ion pairs the excess of radicals is not so pro-
nounced. More remarkable is a small-amplitude oscillation
superimposed on the rise of the transient absorption signals that
was associated with a vibrational mode of the remaining carbon
backbone.14 To the best of our knowledge, there are no theoretical
studies on the photodissociation of Ph2CH–Br or this oscillation in
particular.
In this work, we investigate the photo-induced bond cleavage of
Ph2CH–Br by quantum dynamical and mixed quantum-classical
(semi-classical) methods. Specific geometry points that are
important for the product splitting such as CoIns are identified
and optimized with quantum chemical methods. For the
dynamics simulation we apply two different approaches. On
the one hand, like in the chlorine case, we employ grid-based
wave packet dynamics in reduced dimensionality using the
Wilson G-matrix16–18 ansatz for the kinetic energy operator. This
ansatz allows us to adequately treat arbitrary coordinates in
the Hamiltonian, in this case our specially adapted reactive
coordinates.19 With these coordinates, we can take into account
the relaxation of the carbon backbone during the bond cleavage
without optimizations for each grid point. On the other hand,
we use Tully’s fewest switches surface hopping routine20 in
on-the-fly semi-classical dynamics simulations. Here, due to
its full-dimensional nature, we can analyze the motions of the
molecule in the complete configuration space using the velocity
autocorrelation function to calculate the spectrogram. Both
dynamics methods are based on the same electronic structure
method. We choose an ‘‘Our Own N-Layered Integrated Molecular
Orbital and Molecular Mechanics’’ (ONIOM)21–23 quantum chemical
description with complete active space self-consistent field (CASSCF)
as a high level of theory. The focus of our work is to discuss and
explain the differences caused in the photodissociation dynamics by
changing the leaving group from chlorine to bromine.
This article is structured as follows: In Section 2, we first
introduce the partitioning of the ONIOM layers used in both
dynamics simulations, and then discuss details of each of these
methods. Section 3.1 deals with optimized minima and CoIns
and shows first potential energy surfaces. In Section 3.2, we
discuss the results of the quantum dynamical simulations.
Section 3.3 concerns the semi-classical dynamical simulations.
Section 3.4 discusses the vibrational motions driving the reaction
and relates them to the experimental observables. Finally,
Section 4 summarizes our findings and concludes this work.
2 Computational details
As shown for the lighter homologue Ph2CH–Cl the p-systems of
the phenyl rings are not coupled and can be separated.13,24 In
Ph2CH–Br they form an angle of 72.51 at the FC point. Since
Ph2CH–Br is a rather large molecule to treat at the CASSCF level
of theory, the computational effort is reduced by using
an ONIOM two-layer ansatz.21,22 We do so by employing a
program of our own design23 with interfaces to various
quantum chemistry program packages. Thus, one phenyl ring
is replaced by an H atom for the ONIOM model system forming
PhCH2–Br (Fig. 1) treated at the CASSCF level of theory with the
program package Molpro2012.25,26 The active space (Fig. S10,
ESI†) consists of 12 electrons in 10 orbitals, CAS(12,10), and
contains all p orbitals of the one phenyl ring, the s/s* orbitals
of the C1–Br bond and two lone pair orbitals (n1, n2) of the
bromine atom. It is analogous to the active space used for
the description of Ph2CH–Cl.
13 Following the argument of
uncoupled p-systems, the excitation can be seen as localized
on only one phenyl ring and so the constraint low-level state
(CLS) approximation27 is used. The complete system is either
calculated at the B3LYP level of theory with the program
package Gaussian0928 (in the quantum dynamics part) or at
the HF level of theory with Molpro2012 (in the semi-classical
part). Minima and the two-state CoIn of the model system,
PhCH2–Br, were optimized at the CAS(12,10) level of theory
using the program package Molpro2012. The optimization of
the three-state CoIn was done at the same level of theory using
the program package Columbus.29–32 For all calculations we
employed the binning-SVP basis set for the bromine atom and
the 6-31G(d) basis set for all other atoms.
2.1 Quantum dynamics
For the quantum dynamical simulation, we reduce the number
of coordinates because a full-dimensional simulation on
ab initio potential energy surfaces (PESs) is not feasible. The
photodissociation is described by two specially adapted reactive
coordinates19 that already proved to capture the ultrafast dynamics
of the lighter homologue.13 The first one is the C1–Br distance r
describing the bond cleavage. The second coordinate describes the
change of the pyramidalization of the C1 atom due to rehybridization
from sp3 to sp2 along the bond cleavage. It is quantified as the
distance dpy from atom C1 to the plane spanned by its three
neighboring atoms. Both reactive coordinates are shown in Fig. 2.
To include relaxation in the reduced coordinate system, we
used the already mentioned concept of specially adapted reac-
tive coordinates19 that was developed in our group. Significant
changes of further internal coordinates during the bond cleavage
were considered via fit functions derived from a relaxed
scan along the C1–Br bond length. Besides the second active
coordinate dpy, changes along bonds and angles including the
central C1 atom and the relative position between the phenyl
Fig. 1 Geometry of Ph2CH–Br showing the ONIOM partitioning. The
thick part shows the model system PhCH2–Br calculated at the high
level of theory CAS(12,10). The second phenyl ring is only included for
calculations at the low level of theory and replaced by an H atom in the
model system.
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rings emerge as most important. A detailed description of this
procedure is reviewed in the ESI.†
The Hamiltonian has to be transformed from Cartesian
coordinates into the chosen reactive coordinates. The challen-
ging part hereby is the kinetic energy operator T̂(x,y,z) which
can be expressed in the reactive coordinates using the Wilson
G-Matrix formalism.16–19 The transformed operator T̂(r,dpy) is of
the form:
T̂ r; dpy
 
¼ h
2
2
@
@r
Grr
@
@r
þ @
@r
Grdpy
@
@dpy
þ @
@dpy
Gdpyr
@
@r
þ @
@dpy
Gdpydpy
@
@dpy
 
;
with the diagonal elements Grr, Gdpydpy and the equal, off-
diagonal elements Grdpy, Gdpyr. The G-Matrix elements are shown
in Fig. S3 (ESI†).
We used a diabatic description of the potential energy
operator for our simulation and included the five lowest singlet
states (p2, pp*, n1p*, n2p* and ps*) at the ONIOM(CAS(12,10):B3LYP)
level of theory (Fig. S2, ESI†). The transformation into the diabatic
picture was implemented as described in ref. 13 using the dipole
and transition dipole moment. The diabatic coupling matrix
elements (DCMEs), necessary to describe population transfer
between diabatic states, result from this transformation, as well.
The diabatic representation is essential for the quantum
dynamics simulation because it allows us to avoid population
transfer between the degenerate lone pair states (n1p* and n2p*).
In the diabatic description we can set this coupling to zero and
completely eliminate the interaction that is unimportant for the
product distribution. Instead, we only include DCMEs (Fig. S4,
ESI†) in the area of the optimized CoIns between the states of
interest.
The wave packet simulation was performed with a program
of our own design. For the time propagation we used the
Chebychev propagator33 with a time step of Dt = 10 a.u. The
laser excitation is simulated in the dipole approximation with a
Gaussian shaped laser pulse adapted to the experimental para-
meters (FWHM = 18 fs; l = 250 nm; Imax = 5.63  1013 W cm2;
t0 = 0 fs). More technical details of the simulation are listed in
the ESI.†
2.2 Semi-classical dynamics
We used our modified version of the program package NewtonX34,35
with an interface for Molpro201225,26 implementing the ONIOM
code23 for the semi-classical dynamics. The five lowest singlet
states were considered for the simulation calculated at the
ONIOM(CAS(12,10):HF) level of theory. We ran 100 trajectories
with different initial conditions generated from a Wigner
distribution36 based on a frequency analysis of Ph2CH–Br in
the ground state at the B3LYP level of theory. 69 trajectories
reached the end of the selected simulation time and showed
C1–Br bond cleavage. Three trajectories remained in the FC
region and did not show any reaction after 250 fs. The other
28 trajectories broke down in the beginning of the simulation
in the FC region because the CASSCF calculation did not
converge. The 69 reactive trajectories are used as the basis for
our analysis which results in a maximum statistical error of less
than 12%.37 Investigating a two-pathway mechanism with an
experimental distribution of 70%/30% is therefore possible
with the given number of trajectories. The Wigner distribution
was transferred to the pp* state to start the simulation. Transitions
between the electronic states were treated according to Tully’s
fewest switches surface hopping routine.20 A simulation time of
250 fs and a time step of 0.5 fs were applied. The integration of
Newton’s equations was done with the Velocity Verlet algorithm.
Furthermore, we performed trajectory calculations for the
diphenylmethyl radical and cation in the ground state after
C1–Br bond cleavage. This simulation was performed with
NewtonX34,35 and its interface to Gaussian09.28 To obtain the
initial conditions, we used the geometry and velocity at 250 fs of
each of the previous trajectories describing the dynamics of the
precursor Ph2CH–Br and discarded the bromine atom. In doing
so, we could follow the ground state dynamics of the two
fragments (Ph2CH/Ph2CH
+) at the B3LYP level of theory for a
further 1000 fs.
3 Results and discussion
3.1 Potential energy surfaces of Ph2CH–Br
Within the applied CLS approximation the electronic excitation
is restricted to the model system PhCH2–Br. Optimized geometry
points on the PESs that are important during the dissociation are
shown in Fig. 3. The closed shell ground state minimum (Fig. 3a)
has a C1–Br bond length r of 2.02 Å and the central carbon atom C1
is completely sp3 hybridized with a value of dpy = 0.34 Å. The S1
minimum with pp* character lies close to the FC region (Fig. 3b)
with a slightly larger r of 2.06 Å and almost no change in dpy (0.32 Å).
A three-state CoIn (S3/S2/S1, CoIn1) between the pp* state and the
two degenerate n1p*/n2p* states (Fig. 3c) is located at r = 2.21 Å and
dpy = 0.25 Å. A second CoIn (S4/S3, CoIn2) between the pp* state and
a state with ps* character is found at r = 2.80 Å and dpy = 0.06 Å.
Here, the central C1 atom is already sp
2 hybridized (Fig. 3d).
Ground and excited state PESs along the bond cleavage
coordinate r and the hybridization coordinate dpy are calculated
at the ONIOM(CAS(12,10):B3LYP) level of theory. For a first
overview, a one-dimensional cut along r for constant dpy = 0.35 Å
is shown in Fig. 4 for the corresponding diabatic PESs. The
photodissociation reaction starts with a pp* excitation from the
ground state to the S1 state. The excitation energy of 4.85 eV
Fig. 2 Reactive coordinates r and dpy for the quantum dynamical
simulation.
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(255 nm) is hereby in good agreement with the experimental
value of 4.59 eV (270 nm).14 Close to the FC region, the two lone
pair states (n1p*/n2p*) cross the pp* state (CoIn1). With larger
distance r, the n1p*/n2p* states are stabilized and become
degenerate to the ground state (p2), correlating with the homolytic
reaction channel leading to radical pairs (Ph2CH/Br). The second
CoIn (CoIn2) between the ps* and the pp* state can be reached via a
small barrier at a slightly larger C1–Br bond length and leads to
heterolytic bond cleavage forming ion pairs (Ph2CH
+/Br).
For both homologues, the location of CoIn1 closer to the FC
region than CoIn2 makes it the decisive factor for the product
splitting. Compared to the chlorine case, however, all signifi-
cant points lie at larger C1–Br distance. This is expected since
the bromine atom is larger than the chlorine atom. The main
difference shows in the relative position of the CoIns to the S1
minimum leading to different barrier heights. Note that the
respective smallest barrier does not lie on the one-dimensional
cut for dpy = 0.35 Å (Fig. 4). In the bromine case the two lone
pair states cross the pp* state (CoIn1) almost at the S1 minimum
resulting in a smaller barrier of only 0.04 eV compared to the
barrier of 0.22 eV in the chlorine case. The same tendency is
found for the relative position of CoIn2. Again the barrier is
smaller in the bromine case (0.11 eV) compared to the chlorine
case (0.32 eV).13 Especially the lower barrier towards CoIn2
might explain the experimentally found increase in ion pair
formation from 5% to 30%.11,14,15 We further investigated the
influence of triplet states. The respective spin–orbit coupling
becomes significant only for the homolytic channel after passing
CoIn1 (see ESI†). Thus intersystem crossing does not influence
the dynamics. In contrast to the chlorine case, the S1 minimum
well extends significantly to smaller and larger dpy values
(Fig. S2b, ESI†), with an ellipsoidal rather than a circular shape
in the two-dimensional subspace. The special shape of the
minimum well points to a higher coupling probability between
the two reactive coordinates and results from a larger C1–Br
distance allowing higher flexibility for the phenyl rings.
3.2 Quantum dynamics
The two-dimensional PESs for the five lowest diabatic states
(p2, pp*, n1p*, n2p* and ps*) considered in the quantum dynamical
simulation are shown in Fig. 5 along both reactive coordinates
r and dpy. Both conical intersections form each a crossing seam in
these two dimensions (Fig. S6, ESI†).
The propagation starts with the first vibrational eigenfunction
of the ground state. The wave packet is excited via dipole-laser
interaction from the ground state to the pp* state (Fig. 6, green
curve). After successful excitation, the wave packet evolves in the
pp* state. Population is transferred to the n1p* and n2p* states
when the wave packet reaches CoIn1 with a time delay of around
50 fs (orange curve) after excitation. CoIn2 is reached later with a
delay of about 110 fs but only marginal population left in the pp*
state is transferred to the ps* state (red curve). The homolytic
bond cleavage clearly dominates the dissociation. To compare the
delay times with the rise in the experimentally observable absorp-
tion signals, we must take into account that the products are not
Fig. 3 Optimized geometries at the CAS(12,10) level of theory of the
model system PhCH2–Br of (a) the S0 minimum, (b) the S1 minimum, (c) the
three-state CoIn (CoIn1) and (d) the two-state CoIn (CoIn2).
Fig. 4 Diabatic potential energy surfaces of the five lowest singlet states
at the ONIOM(CAS(12,10):B3LYP) level of theory along the C1–Br bond
length r with constant dpy = 0.35 Å. The dpy value is chosen to depict the
FC point correctly. The reaction starts with an excitation from the ground
state (p2, blue) to a pp* state (green). The n1p*/n2p* (yellow/orange dashed)
describe the homolytic bond cleavage channel and the ps* state (red)
describes the heterolytic bond cleavage channel. For better comparison,
the PESs of Ph2CHCl are shown in Fig. S7 (ESI†).
Fig. 5 Two-dimensional diabatic potential energy surfaces of the five
lowest singlet states at the ONIOM(CAS(12,10):B3LYP) level of theory along
the reactive coordinates r and dpy.
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instantaneously detectable as soon as the wave packet has passed
the respective CoIn, but the C1–Br bond has to be broken. By
comparing the orbital interaction12 of the lone pair and the
p orbital transforming to the C–Br s bond, we obtained the
threshold of r = 3.1 Å for nearly vanishing interaction with the
leaving group. Accordingly, we define as the delay time, the point
in time when more than 50% of the wave packet after excitation
has passed this threshold in its corresponding electronic state.
With this definition the delay time for the radical pairs is 110 fs
and for the ion pairs 190 fs, which is in good agreement
with the experimental results (Ph2CH/Br: 100 fs; Ph2CH
+/Br:
200 fs).14,15 For the product distribution, the experimental ratio of
70% radical pairs and 30% ion pairs14,15 is not reached, but we
also found that the radical pairs are the dominant products.
However, in our simulation almost no ion pairs are formed.
This means the barrier to CoIn2 might be overestimated at
the ONIOM(CAS(12,10):B3LYP) level of theory in the reduced
coordinate space. A correct description of the barrier may be
obtained by introducing a third reactive coordinate. As a rather
large simulation grid is used, the introduction of a further
reactive coordinate is computationally demanding. Therefore,
we slightly shifted the initial wave packet by Dr = 0.13 Å and
Ddpy = 0.04 Å (Fig. S5, ESI†) to overcome the barrier. By this, the
resulting product distribution changes to 85% radical pairs
(Ph2CH/Br) and 15% ion pairs (Ph2CH
+/Br), which matches
better the experimental results. After the laser excitation, the
shifted wave packet oscillates more strongly in the pp* minimum.
Especially the motion along the coordinate dpy is enhanced,
which corresponds to an activation in this reactive mode. It
points to the significance of this motion and related ones to
effectively lower the barrier to CoIn2 when all dimensions are
included. With chlorine as the leaving group12,13 this was of no
concern because the wave packet did not propagate in the
direction of the reactive coordinate dpy.
In the following, the motion of the wave packet with the
original, unmodified starting conditions is discussed for the
main product channel, the n1p* state. Fig. 7 shows snapshots of
the wave packet motion together with the geometry of the
carbon backbone corresponding to the maximum of the wave
packet. During dissociation the wave packet strongly oscillates
along dpy. The first snapshot (Fig. 7a) shows the wave packet at
its first appearance in the n1p* state after 51 fs where the
central carbon atom C1 is still sp
3 hybridized. The wave packet
propagates immediately towards smaller dpy and larger r values.
At 293 fs (Fig. 7b) the maximum of the wave packet has passed
dpy = 0.0 Å and has reached the turning point at negative dpy
values. Now the sp3 hybridization at the C1 atom is inverted,
after quickly passing the planar sp2 hybridization. Furthermore,
the C1–Br bond can be considered as broken as the wave packet
is localized at r 4 3.1 Å. After 595 fs (Fig. 7c) the wave packet
returns to dpy E 0.0 Å to form again a sp
2 hybridized C1 atom.
The last snapshot at 716 fs (Fig. 7d) shows the wave packet close
to the turning point for positive dpy values. At dpy E 0.5 Å the C1
atom is back in the original sp3 hybridization. In summary, the
wave packet oscillates within the grid between r = 1.5 Å and
r = 20.0 Å from dpy = 0.0 Å to dpy =  0.5 Å and back in around
500 fs propagation time.
3.3 Semi-classical dynamics
To include all degrees of freedom we performed a full dimensional
semi-classical trajectory simulation based on the same electronic
structure method. Overall, the 69 trajectories follow the same
reaction paths and exhibit the same CoIns as in the quantum
dynamics calculation. For the analysis, we separated the trajectories
according to their finally populated product channel corresponding
either to the radical or ion pair. For each channel, the adiabatic
energy is averaged over all respective trajectories, which are 41 for
the radical pair and 28 for the ion pair channel (Fig. 8). All states
participating in the photoreaction are shown and the leading
Fig. 6 Population as a function of time. The laser pulse has its maximum at
t = 0 fs. As the laser pulse occurs, population is transferred from the p2 state
(blue) to the pp* state (green). The wave packet reaches CoIn1 after around 50 fs
as the population of the two lone pair states (orange) rises. CoIn2 is reached later
after around 120 fs but almost no population (B0.1 103) is transferred to the
ps* state (red; curve enlarged by a factor of 1500). This means no ion pairs
(Ph2CH
+/Br) are built in this simulation. The population of the n1p* and n2p*
states is summed because both lead to the same product.
Fig. 7 Wave packet in the n1p* state at different delay times. (a) The wave
packet is transferred to the n1p* state after around 51 fs. (b) There, it starts
immediately leaving the FC region towards smaller dpy and larger r values.
(c) The wave packet gets decelerated in negative dpy as the potential rises
and moves back towards dpy = 0.0 Å. (d) The wave packet moves further to
larger r and dpy values reaching the turning point at dpy E 0.5 Å. For a
better overview only the geometry of the carbon backbone without the
bromine atom and the hydrogen atoms of the phenyl rings is shown at the
location of the maximum of the wave packet in each snapshot.
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configurations are indicated. The currently populated state is
marked with red circles. Fig. 8a shows the temporal evolution for
the homolytic bond cleavage. The dynamics starts in the S1 state
(orange) which has pp* character in the FC region. The system
reaches CoIn1 in a time window between 60 and 80 fs. Thereafter
the trajectories follow the lone pair states n1p* and n2p* (green,
orange) towards the lowest dissociation channel Ph2CH + Br.
Fig. 8b shows the temporal evolution of the heterolytic bond
cleavage. The first conical intersection CoIn1 has been passed on
the pp* state and the trajectories reach CoIn2 in a time window
between 180 and 220 fs where the transition to the ps* state takes
place. This state correlates with the second dissociation channel
Ph2CH
+ + Br. The product ratio of about 60% homolytic bond
cleavage to 40% heterolytic bond cleavage and the appearance time
of the products are in good agreement with the experimental
results.14,15 The good agreement for the product distribution
supports our previous assumption in context with the results
from quantum dynamics that additional degrees of freedom are
important to reach the heterolytic bond cleavage.
3.4 Molecular motions promoting the reaction
Classical nuclear motion. To identify further important
molecular degrees of freedom for the reaction we calculated a
spectrogram for each product channel using the velocity
autocorrelation function (VACF) derived from the semi-classical
trajectories.38,39 Details of the calculation are explained in the
ESI.† As expected C–H stretch vibrations are responsible for the
broadest band around 3300 cm1 (Fig. S8, ESI†). These are
activated by the Wigner distribution and not specific to one of
the product channels. More interesting is the range between 0
and 2500 cm1 (Fig. 9). Both spectrograms show a strong band
around 1600 cm1 that can be attributed to normal modes
mainly characterized by in-plane C–C–H bending vibrations at
the phenyl rings. The weak band around 700 cm1 can be
attributed to normal modes mainly characterized by out of plane
C–C–H bending vibrations at the phenyl rings. All assigned
normal mode vectors are shown in Fig. S11 (ESI†). They are
based on the frequency analysis used for the Wigner distribution.
Significant differences between both channels are visible in the
bands at 1300 cm1 and 1100 cm1. While the higher frequency
band is the strongest for the homolytic channel, it does not
appear in the spectrogram of the heterolytic channel. The
strongest band there is the lower frequency band that is only
weak in the spectrogram of the homolytic channel. The band at
1300 cm1 can be assigned to a normal mode mainly characterized
by an asymmetric stretch motion at the carbon center C1. Its
activation favors the homolytic bond cleavage. The band at
1100 cm1 can be assigned to a normal mode mainly characterized
by the pyramidalization at the carbon center C1. Its activation leads
preferentially to the heterolytic bond cleavage. This finding is in
good agreement with the quantum dynamical results discussed
before, where an extra activation of the reactive coordinate dpy is
needed to populate the heterolytic bond cleavage channel. The
required activation can be interpreted as a cost for the reduced
flexibility in the reactive coordinates compared to the full dimen-
sions. The fast frequencies between 1000 cm1 to 1600 cm1 do
not appear in the experiment. A reason might be that the time
resolution of 50 fs14,15 is not sufficient to resolve those frequencies.
The oscillations observed in the experimental transient
absorption signal14,15 appear most distinctly after 250 fs. To
identify possible mechanisms behind this signature, the simulation
time for the trajectories was elongated to the ps regime.
Fig. 8 Averaged adiabatic energies of the five lowest states along the trajec-
tories leading to the homolytic bond cleavage channel (a) and leading to the
heterolytic bond cleavage channel (b). The S0 state is shown in blue, the S1 in
orange, the S2 in green, the S3 in yellow and the S4 in violet. The respective
electronic character is also indicated for clarity. The red circles mark the currently
occupied state. All energy values are given in reference to the energy of the
ground state minimum optimized at the ONIOM(CAS(12,10):HF) level of theory.
Fig. 9 Spectrogram in the range of 0 to 2500 cm1 for (a) the trajectories
leading to the homolytic bond cleavage channel and (b) the trajectories
leading to the heterolytic bond cleavage channel. The intensity is normal-
ized to the maximal peak intensity of each spectrogram. The complete
spectrograms with the dominant, but non-specific C–H stretch vibrations
are shown in Fig. S8 (ESI†).
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For that, we discarded the bromine atom and continued the
propagation for all trajectories after 250 fs where the C1–Br
bond can be regarded as broken. Now the calculations can be
performed at the B3LYP level of theory only considering the
ground state of either Ph2CH or Ph2CH
+. The corresponding
spectrograms for the relevant bands up to 2000 cm1 are shown
in Fig. 10. The bands are slightly shifted compared to the short time
spectrogram (Fig. 9), which reflects the change of computational
method. Overall, both spectra are remarkable similar with a band
around 50 cm1 emerging stronger, especially for the homolytic
channel. This band can be assigned to a normal mode mainly
characterized by a butterfly-like motion of the phenyl rings (Fig. S12,
ESI†). In the area of the experimentally reported vibrations at
300 cm1 (110 fs) for Ph2CH and 350 cm
1 (100 fs) for Ph2CH
+
only very weak signatures occur. This unexpected finding needs
further reflection, therefore the wave packet motion from the
QD simulation has to be considered in more detail.
Wave packet motion. The discrepancy between the outcome
of the VACF for the trajectory calculations and the experimental
signature may be attributed to the presence of an observation
window in the experiment. Thus, we adapt the experimental
observation window and apply it for the analysis of the wave
packet dynamics in the n1p* state. The observation window is
defined as a restricted area on our grid, which reflects the
geometric structures for which the experimental signal
becomes maximal. Ph2CH has the highest absorption when
the carbon center is sp2 hybridized (dpy = 0.0 Å).
12 Therefore,
the wave packet’s motion is visualized by its integral F(t)
evaluated at every time step within the restricted area in the
n1p* state (for details see ESI†). These results show pronounced
oscillations (Fig. 11b) with strong recurrences with a period of
500 fs and recurrences of decreasing amplitudes with a period
of 120 fs.
The slow oscillation can be assigned to the motion of the
wave packet’s main part in the n1p* state (see Fig. 7). The fast
oscillations are induced by the motion of the wave packet in the
pp* minimum leading to a stepwise depopulation through
CoIn1 (Fig. 6). To support this statement a second observation
window is set along the CoIn1 seam in the pp* state recording
the fast oscillations in the S1 minimum (Fig. 11a). The decrease
in amplitude directly reflects the depopulation of the S1 pp*
state. Their frequency of 280 cm1 matches the experimentally
reported frequency of 300 cm1 for Ph2CH.
14,15 However, in this
area only weak bands occur in the spectrogram (Fig. 10) evaluated
from the VACF, so we assume that the measured oscillation
contains contributions from several normal modes. These modes
are activated during the dissociation reaction and are triggered by
the planarization motion of the central carbon atom C1.
The slow oscillations cannot be distinguished in the experiment
because they have the fast oscillations (Fig. 11b) superimposed on
them. To find their corresponding frequencies in the spectrogram
we have to take into account that the detection window only
records their half cycle. The full period, thus, corresponds to
1000 fs, which means a frequency of 33 cm1. This frequency is
comparable to the band at 50 cm1 in the spectrogram. The
difference can be attributed to the reduced coordinate space
optimized for the fast part of the dissociation reaction from the
FC region through the CoIns. After the bond cleavage, motions of
and within the phenyl rings are activated in the full dimensional
trajectories. In the QD simulation only the relative motion of the
phenyl rings is indirectly considered. The more pronounced
amplitude oscillations in the temporal signal of the QD simulation
compared to the experimental signal can be explained by the
reduced coordinate space, as well. Here, no competing pathways
enhance the background signal. The discussed wave packet
motion does not occur for chlorine as the leaving group.8–12 The
differences in the shape of the potential, especially in the FC
region, as well as in the mass of the halogen atoms are decisive for
this effect. With respect to the experimental observation window,
the semi-classical calculations recover only the slow reactive
motion of the pyramidalization but not the fast one showing as
a frequency of 300 cm1 extracted from the pump–probe experi-
ment. This frequency is attributed to the excited state wavepacket
motion crossing the barrier close to the FC-region and can be
regarded as a pure quantum effect which cannot be recovered in
the semi-classical trajectory calculations.
4 Conclusions
The photodissociation of Ph2CH–Br was studied with quantum
chemical, quantum dynamical and semi-classical dynamical
methods. Using an effective ONIOM partitioning of the system
Fig. 10 Spectrogram in the range of 0 to 2000 cm1 of (a) the Ph2CH
trajectories and (b) the Ph2CH
+ trajectories. The intensity is normalized to
the maximal peak intensity of each spectrogram. For the complete
spectrograms, see Fig. S9 (ESI†).
Fig. 11 Time-dependent evaluation of the wave packet’s motion as its
integral F(t) in the defined restricted area (a) along the CoIn1 seam in the
pp* state and (b) along the coordinate r with constant dpy = 0.0 Å in the
n1p* state (for details see ESI†).
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and thus reducing the computational effort, we were able to
come up with a balanced description of the PESs. Hereby,
CAS(12,10) was used as a high-level method. Both in our
quantum chemical and semi-classical simulations we could
successfully accomplish the passing through two consecutive
CoIns. We were able to describe the product splitting into the
homolytic and the heterolytic reaction path and explain the
different delay times for both product channels as reported in
the experiment.14,15 In our two-dimensional quantum dynamical
simulation, we were able to rely on the framework of specially
adapted reactive coordinates. However, it was necessary to further
trigger a vibrational mode related to the pyramidalization of the
central carbon atom C1 to enhance the amount of ion pair
formation to approach the experimental findings. In the simulated
spectra of the full-dimensional semi-classical trajectories, the band
of a corresponding mode was a significant indicator for heterolytic
dissociation. Therefore, with both our simulations, we could
clearly demonstrate the considerable impact of such a mode for
the activation of the ion pair channel. The importance of the
pyramidalization in general for the dissociation reaction is a huge
difference compared to Ph2CH–Cl where the dynamics in this
coordinate is very limited. In Ph2CH–Br activation of this
coordinate explains the difference in the ratio between the
homolytic and the heterolytic product channel and leads to a
wave packet oscillation accompanying the bond cleavage process
observable in the experimental transient absorption signal. Over-
all, in this work we explained the microscopic details of the
photodissociation mechanism of Ph2CH–Br and successfully
pointed out the similarities and contrasts of the photo-induced
dissociation reaction of Ph2CH–Br compared to the case with
chlorine as the leaving group.
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Chapter 3.
Photophysics of elongated π systems in
organic molecules
A prominent feature of a molecule is its color. This feature is induced by the molecule’s
ability to absorb light in a certain range of the visible spectrum. The color, in turn,
is then determined by the remaining, non-absorbed part of the spectrum. The molec-
ular group responsible for the absorption of light is called chromophore. The most
prevalent chromophores in organic molecules are conjugated π bonds [115]. The π
orbitals forming these bonds hereby combine and constitute the π system, where
photon absorption leads to excitation from the outstretched π to π∗ orbitals.
With the molecule in the excited state after absorption, photophysical or photo-
chemical processes can occur. While photochemical processes lead to new products,
e.g. by photodissociation as shown in chapter 2, photophysical processes do not
change the absorbing molecule. Instead radiative or radiationless processes can hap-
pen like fluorescence or internal conversion.
As the absorption and the fluorescence occur at definite wave lengths, different
species can be distinguished by their spectroscopic signature. To understand these
signatures and gain further knowledge about the system at hand, theoretical meth-
ods are often a useful tool. In this chapter, two organic molecules with elongated π
systems, pyrene and the dye Cy3, are studied concerning their photophysics. Both
are used as dyes and fluorescence probes [116, 117]. For pyrene (section 3.1), it is to
understand how the fluorescent state is reached after the absorption as this process
was measured to be ultrafast [50, 118]. QD and non-adiabatic MQCD are employed
to simulate this process. For Cyanine 3 (Cy3) (section 3.2), DNA is used as scaf-
fold to bring two dye molecules in close proximity. These constructs are investigated
experimentally and theoretically to prove the dimerization as H-aggregates.
3.1. Ultrafast relaxation from 1La to 1Lb in pyrene
Pyrene is a typical polycyclic aromatic hydrocarbon (PAH), consisting of four fused
benzene rings, thus completely flat and aromatic. It is used in fluorescence studies
[117] as it combines long excited state lifetimes [48, 119] with a high fluorescence
quantum yield [46, 119]. Furthermore, absorption and emission do not involve the
same state meaning that no self-absorption can occur after fluorescence. Namely, the
first photo-accessible state is S2 or 1La following Platt’s nomenclature [120], whereas
emission only occurs from the S1 or 1Lb, even after excitation to higher-lying states
[49, 121] and in accordance with Kasha’s rule [122]. Therefore, an internal conversion
process must occur. It can be followed by transient absorption spectroscopy, which
reveals a time constant of 85 fs [118]. However, to date there is still no complete
microscopic picture of this process.
In the article “Ultrafast relaxation from 1La to 1Lb in pyrene: a theoretical study”
published in Chemical Physics this ultrafast relaxation process is theoretically mod-
58 3. Photophysics of elongated π systems in organic molecules
eled for the first time with two different methods [123]. The first one is reduced
dimensionality QD on a regular grid. The second one is non-adiabatic MQCD. Be-
sides providing an answer to a long standing question, the article also compares two
state-of-the-art dynamical methods using the same QC method as basis. The bal-
anced QC description of both the 1La state with its transition moment along the long
molecular axis and 1Lb with its transition moment along the short molecular axis is
rather difficult. Compared to benzene the symmetry in pyrene is reduced from D6h to
D2h leading to non-equivalent in-plane axes and, thus, to different character for 1La
and 1Lb.
The key statements of the article are:
• In a benchmark and review of literature values, CASSCF(4,4) is selected as the
method of choice. While time-dependent density functional theory (TDDFT) gives
a wrong ordering of the minima, larger active spaces separate both states by
up to 2 eV inhibiting the experimentally observed ultrafast relaxation. With
CASSCF(4,4) a CoIn is successfully optimized. This minimal active space does
not inherently favor one of the states and is the best estimate for the intricate
QC of pyrene.
• Displacement vectors between the minima are chosen as coordinate system for
a two-dimensional QD simulation. The G-matrix (see chapter 1) is constant for
these linear coordinates and the non-adiabatic couplings are projected onto the
used subspace. The minima appear as two very close-lying, only slightly shifted,
almost harmonic potential wells in this subspace. While a masking function
is necessary to inhibit immediate back coupling, the excitation and relaxation
through the CoIn is successfully modeled. Therein, the wave packet moves from
the FC region through the CoIn towards the excited state minima, where it lies
highly delocalized in the end.
• In non-adiabatic MQCD, the relaxation is described in full dimensionality. It
takes place with a time constant of 43 fs, which is faster than in the experiment
probably due to the shortcomings of CASSCF(4,4) and especially its gradients.
The statistical analysis of the trajectories shows that many hoppings per trajec-
tory occur, proving the fact that both states are close in energy for a consider-
able area of the PES. The final population clearly confirms 1Lb as the fluorescent
state.
• Projecting the locations of starting, end, and hopping geometries of the non-
adiabatic MQCD trajectories onto the two-dimensional subspace used in the QD
reveals the similarity of the results from both approaches. The movement away
from the FC region is clearly visible and the very widespread hopping points
indicate very efficient coupling between both states.
Overall, both dynamical methods give a consistent and convergent picture of the
ultrafast relaxation. They both show the strong coupling between 1La and 1Lb and
confirm the time frame, relaxation efficiency and 1Lb as the fluorescent state. The
small oscillator strength of 1Lb in turn explains the long excited state lifetime.
The article “Ultrafast relaxation from 1La to 1Lb in pyrene: a theoretical study” pub-
lished in Chemical Physics is reprinted here with permission from Chem. Phys. (2018),
DOI: 10.1016/j.chemphys.2018.08.002. Copyright 2018 Elsevier B.V. The Support-
ing Information for this article is available under https://doi.org/10.1016/j.
chemphys.2018.08.002.
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A B S T R A C T
Pyrene and its photophysics have been extensively studied, especially experimentally. Yet to this day there is no
conclusive theoretical description of the relaxation from the photo-accessible La1 state to the fluorescent Lb1
state, which is partly due to the challenge of adequately modeling both states without over-stabilizing one or the
other. We first compare several quantum chemical methods to find the best model that offers a good trade-off
between a balanced description of both states and computational effort. On the basis of the selected electronic
structure method, we simulate this relaxation process with two state-of-the-art dynamical techniques. We per-
form wave packet propagations in reduced dimensions and full-dimensional on-the-fly surface hopping to cor-
roborate our choice of coordinates and obtain a more complete picture of the relaxation mechanism. Our results
confirm the important role of a conical intersection between the two excited states that has been postulated in
the literature.
1. Introduction
Pyrene is one of the most well-studied organic molecules with re-
spect to its photophysics [1]. It is known for the formation of excimers
[2–4], excited state lifetimes on the timescale of several hundred na-
noseconds [5,6] and a high fluorescence quantum yield [6,7]. Since the
spectral gap between monomer and the broad-range excimer fluores-
cence allows a clear distinction of the respective signals, pyrene is used
as a fluorescent probe for the labeling of DNA [8–10] and for studying
the conformational changes in proteins [11]. In organic electronics,
pyrene and its derivatives find applications for example as chromo-
phores in OLEDs [1].
As a representative [12] of polycyclic aromatic hydrocarbons
(PAH), pyrene has a large π-system that absorbs in the near UV range. It
belongs to the D2h point group, so compared to benzene, its symmetry is
reduced, implicating that the axes forming the molecular plane are no
longer equivalent. For this paper, the z-axis is oriented along the long
side of the molecule and the y-axis along the short side, whereas the x-
axis is perpendicular to the molecular plane (Fig. 1).
The first bright state is the ∗ππ -state S2, with its transition moment
oriented along the z-axis [13]. It is labeled La1 according to Platt’s
notation [14]. In contrast, the absorption of the lowest-lying singlet
state S1 ( Lb1 ) is almost two orders of magnitude smaller [13] and
therefore negligible compared to La1 . Its transition moment is oriented
along the y-axis.
Emission, however, is solely reported from the Lb1 state, even after
excitation to higher-lying states such as La1 [15,16]. This implies in-
ternal conversion between La1 and Lb1 which can be monitored by
transient absorption spectroscopy. Indeed, an ultrafast decay from La1
to Lb1 was observed [17,18] with a time constant of 85 fs [18]. A conical
intersection (CoIn) [19,20] connecting the two states is the prime sus-
pect for such a process [21], but so far not confirmed. The nuclear
dynamics in La1 and its related electronic fluctuation were studied to
simulate non-linear spectra, but non-adiabatic coupling was not in-
cluded in this single trajectory ansatz [21]. Therefore, a conclusive
theoretical simulation of the complete excitation and relaxation process
and thus a convincing microscopic picture of it is still lacking.
In the literature, various theoretical methods have been used to
study the excited states of pyrene: time-dependent density functional
theory (TDDFT) [22–26], complete active space self-consistent field
(CASSCF) [21,24,25,27] and perturbation theory methods based on
CASSCF [24,25,28,29]. In all these reports, the challenge to describe
the two low-lying excited states of pyrene becomes manifest. While
TDDFT often predicts a wrong state ordering, modern methods like
XMCQDPT2 [30] are quantitatively in very good agreement to the ex-
periment [29], but come with tremendous computational cost.
In this work, we simulate the relaxation process from the bright La1
to the dark Lb1 state with state-of-the-art dynamical methods [31]. For
this purpose, we first carefully assess the quantum chemistry to find the
theoretical method with the best combination of accuracy and com-
putational cost. Next, we discuss some critical molecular geometries.
Our approach for simulating the ultrafast relaxation process after
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photoexcitation is two-part: The first method is grid-based quantum
dynamics which is performed in reduced dimensionality. We therefore
construct a reduced coordinate space out of the critical points and profit
from the quantum nature of the wave packet description for the nuclear
motion in this subspace. Contrary to MCTDH [32] (and references
therein) where more modes could be used, here in the quantum dy-
namics we can benefit from the complete potential energy surfaces. As
second method we use trajectory-based non-adiabatic on-the-fly mole-
cular dynamics. Here, we can simulate in full dimensionality at the
expense of treating the nuclear motion in a classical way. This method
gives us further insight in the occurring processes and validates our
choice of geometrical subspace for the quantum dynamics.
This paper is structured as follows: In Section 2 the procedures and
programs we used are listed. Section 3.1 deals with the choice of an
appropriate method for the quantum-chemical treatment of pyrene.
Afterwards, the results of the quantum dynamics are presented in
Section 3.2, while Section 3.3 contains the analysis of the semiclassical
simulations. Finally, Section 4 summarizes and concludes this work.
2. Computational details
2.1. Optimizations and simulation of spectra
Structures (S0, S1, S2) were optimized on both the (TD)DFT/CAM-
B3LYP/6-31G(d) and CASSCF(4,4)/6-31G(d) levels of theory. For the
latter, state-averaging over three states was employed. Each optimized
minimum structure was verified by a frequency analysis. DFT calcula-
tions were performed with the Gaussian09 [33] software package, while
Molpro 2012.1 [34,35] was employed for CASSCF [36–38] calculations.
All optimized geometries are included in the Supporting Information.
Vibrationally resolved spectra were simulated within the Franck–-
Condon (FC) approximation using the FCclasses code [39–43]. Gaussian
functions with a full-width-half-maximum (FWHM) of = −σ 135 cm 1
were used for line broadening.
2.2. Quantum dynamical calculations
Quantum dynamical calculations were performed with a program of
our own design by solving the time-dependent Schrödinger equation
(TDSE) on a spatial grid spanned by the orthonormalized coordinate
vectors pointing from the FC point to the La1 and Lb1 minimum, re-
spectively. The short iterative Lanczos algorithm [44,45] was used with
a time step of 0.02a.u. to simulate the propagation of the wave packet
in time. We employed the Wilson G-matrix formalism to represent the
kinetic energy operator in reduced coordinates [46–49]. The potential
energy was obtained by CASSCF(4,4)/6-31G(d) calculations with
Molpro 2012.1. Working in an adiabatic representation, we constructed
non-adiabatic coupling elements (NACME) by projecting the full-di-
mensional couplings obtained from the quantum chemical calculations
into the two-dimensional (2D) La1 / Lb1 space.
To include the exact geometry of the S1/S2 CoIn in our reduced
coordinate space, a third coordinate would be necessary, implying a
significant increase in computational effort. To at least take into ac-
count the coupling at the geometry of the S1/S2 CoIn, we displaced all
geometries of the initial 2D potential energy surface (PES) along the
orthogonalized coordinate vector from the FC point to the optimized
structure of the CoIn ( →qFC CoIn) and computed the NACME that were
then projected on the grid. Along this small displacement
( × −6.93 10 4 Å) the change of the 2D PES is negligible, but the NACME
increase drastically towards the optimized CoIn geometry, facilitating a
more realistic modeling of the ultrafast relaxation process of pyrene.
During the quantum dynamical simulation, the population in S1 was
absorbed by a masking function to suppress back coupling to S2 and
smooth the population decay curve.
2.3. Semi-classical on-the-fly dynamical calculations
Non-adiabatic on-the-fly dynamics were carried out with a modified
version of the program NewtonX 1.4 [50,51], using a self-written in-
terface [52] to the program package Molpro 2012.1. State-averaged
CASSCF with the active space of four electrons in four orbitals (CASSCF
(4,4)) was used as quantum chemical method with state-averaging over
three states. The basis set was 6-31G(d) [53,54]. 198 trajectories were
calculated, starting from a Wigner distribution [55] of geometry dis-
tortion and momentum around the ground-state minimum structure
optimized on the CASSCF/6-31G(d) level of theory. The Wigner dis-
tribution was transferred to the second excited state ( La1 ) to simulate
the excitation process. The trajectories were propagated for 250 fs with
the Velocity Verlet integrator [56], using a timestep of 0.5 fs. Tully’s
fewest switches surface hopping routine [57] was used for transitions
between the electronic states, as it is implemented in NewtonX.
3. Results and discussion
3.1. Method of choice
As we want to describe the transition from the bright La1 to the dark
Lb1 state, we first need to find a suitable quantum chemical metho-
dology to adequately treat both states. In the literature, TDDFT has
been employed extensively for calculations on pyrene [22,23,25,26].
Using the range-separated density functional CAM-B3LYP [59], we can
simulate a vibrationally resolved absorption spectrum for the La1 state.
The spectrum is depicted in Fig. 2 and dominated by the 0-0 transition
at =∼ −ν 0 cm 1. As it is typical for polycyclic aromatic hydrocarbons
(PAH) [60], four distinct peaks with decreasing intensity are clearly
visible. The spectrum is in very good agreement with the experiment
[16] (see Fig. S3 in the Supporting Information), so this level of theory
sufficiently describes the vibronic structure of La1 . However, the ques-
tion of how accurately both states are treated regarding their relative
energy remains.
Calculated energies on the TDDFT level of theory are listed in
Table 1, showing vertical excitation energies ΔEvert of 4.07 eV for Lb1
and of 4.11 eV for La1 . Compared to the experiment, these energies are
slightly higher and the states lie very close to each other. At least, they
seem to be in the correct order and the oscillator strength fvert also
confirms the interpretation of La1 as the bright state. Nevertheless, a
look at the emission energies ΔEfluor reveals that the minimum of La1 is
lower than the one of Lb1 , contradicting the experimental findings.
In Fig. 3 the most important transitions for both states are visua-
lized. Lb1 is described by two almost equally weighted transitions, one
from π2 to ∗π1 and one from π1 to ∗π2 . In contrast, La1 is dominated by the
Fig. 1. Spatial orientation of pyrene in this paper. The molecular structure is
overlaid with sketches of the transition dipole moments of the two excited
states studied here. Note that the Lb1 transition dipole moment is scaled up by a
factor of 15 in this picture for better visualization.
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HOMO–LUMO ( − ∗π π1 1 ) transition while the transition from π2 to ∗π2
(dashed) is less relevant. Both states are symmetry allowed ( Lb1 : B L;u a2 1 :
B u1 ). The low oscillator strength for Lb1 can be explained by cancellation
effects already hypothesized by Becker et al. [13] and also found for the
similar tryptamine molecule [61]. As both transitions contribute to the
electronic transition dipole moment with opposite sign, the resulting
sum almost vanishes and Lb1 is dark.
The contribution of two transitions clearly renders Lb1 a multi-
reference state. In the literature [62] it was also assigned a more
covalent character in a valence-bond picture, whereas La1 was attrib-
uted an ionic nature. All these differences explain why TDDFT might
treat both states differently. Indeed, it was first noted by Grimme and
co-workers [62,63,22] that TDDFT—independent of functional—signi-
ficantly underestimates the singlet La1 states present in the large π
systems of polycyclic aromatic hydrocarbons (PAH). Subsequently, this
topic drew some attention and several studies discussed La1 and Lb1
states of oligoacenes and similar polycyclic aromatic hydrocarbons
(PAH) [64–72]. On the one hand, new or optimized functionals im-
proved the description of La1 states, but simultaneously worsened the
picture for Lb1 . On the other hand, La1 was attributed a more hidden
charge-transfer character, whose description is one of the major caveats
of TDDFT [73,74].
Hence, it is reasonable to resort to a multi-configuration method like
CASSCF that is inherently capable of treating phenomena like charge-
transfer states. Here, the choice of active space is crucial for meaningful
results, as it is no black-box method. In the subset of orbitals titled
active space, a full configuration interaction (CI) expansion is applied
so that the electrons therein are fully correlated. Concerning nomen-
clature, the term CASSCF(x,y) means x electrons in y orbitals. So for
pyrene, CASSCF(16,16) would contain the complete π system in the
active space, but is computationally too demanding for our purposes.
Additionally, we noticed that the vertical excitation energies of the two
states were too far apart with a difference of more than 2 eV on the
CASSCF(16,16)/6-31G(d) level of theory. A possible explanation might
be that intruder orbitals with totally delocalized character shifts the
orbitals of La1 character towards the outer limits of the active space
where excitations are less likely. In contrast the orbitals of Lb1 character
remain more centered and thus this state becomes more favored.
In the literature, various possible ways of restricting the active space
to describe La1 and Lb1 states of pyrene have been reported: Bito et al.
chose two different active spaces, depending on the state in question
[27]. For Lb1 , they employed CASSCF(8,8), while using CASSCF(12,12)
for La1 , with each active space consisting of π and ∗π orbitals only.
Excitation energies are reported on the CASSCF(12,12) level of theory
as 4.12 eV and 5.85 eV for Lb1 and La1 , respectively. Thus, both states
are separated by more than 1.7 eV at the FC point, prohibiting the in-
teraction necessary for ultrafast relaxation.
Kerkines et al. performed calculations on the CASSCF(14,15) level
of theory [25]. This active space is derived from the full valence π
active space by replacing the two lowest-lying bonding π orbitals with
the highest-lying σ orbital and therefore including − ∗σ π transitions.
Again, both states are clearly separated as the vertical excitation
Fig. 2. Vibrationally resolved absorption spectra for the bright La1 state of
pyrene on the TDDFT and CASSCF(4,4) levels of theory in comparison. Note
that the baselines of the two spectra are vertically shifted against each other for
better visibility. Additionally, the absorption maximum, corresponding to the
vibronic 0–0 transition, is shifted by 3.78 eV for the TDDFT spectrum and
5.43 eV for the CASSCF(4,4) spectrum.
Table 1
Vertical excitation and emission energies for La1 and Lb1 on the TDDFT/6-
31G(d) and CASSCF(4,4)/6-31G(d) levels of theory. The values in parentheses
represent the oscillator strengths of the respective transitions. Furthermore,
vertical excitation energies for CAS(12,12)/MIDI-4 and CAS(14,15)/aug-cc-
pVDZ are listed as taken from the literature.
Method ΔEvert [eV] ΔEfluor [eV]
Lb1 La1 Lb1 La1
TDDFT 4.07 4.11 3.81 3.69
(0.000) (0.316) (0.000) (0.409)
CAS(4,4) 5.44 5.52 5.11 5.15
(0.001) (0.300) (0.001) (0.475)
CAS(12,12)a 4.12 5.85 – –
CAS(14,15)b 4.35 5.51 – –
Exp. 3.36c 3.72d 3.36c –
a Ref. [27].
b Ref. [25].
c Δ −E0 0 from Ref. [58].
d Δ −E0 0 from Ref. [16].
Fig. 3. Visualisation of the transitions of the excited states La1 und Lb1 and the
corresponding molecular orbitals. Hereby, Lb1 is described by two almost
equally weighted transitions, from π2 to ∗π1 and from π1 to ∗π2 , respectively. The
description of La1 is dominated by the HOMO–LUMO transition, − ∗π π1 1 , and the
transition − ∗π π2 2 (dashed) is less important.
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energies are 4.35 eV for Lb1 and 5.51 eV for La1 .
These results show that the CASSCF method can reproduce the ex-
perimental order of states. However, the two states in question are
energetically too far apart. Typically, either one state is overstabilized
or the other one is underestimated or both. Test calculations for the
active spaces CASSCF(8,8), CASSCF(10,10) and CASSCF(12,12) reveal
the reason behind these observations: The molecular orbitals of the
active space tend to have a bias toward one direction and unilaterally
stabilize one state. For example, in the CASSCF(8,8) framework, Lb1 is
the favored state as the orbitals are dominantly located along the short
molecular axis. For CASSCF(10,10), the symmetry of D2h for the orbitals
is broken, rendering the results useless.
Nenov et al. recently presented [21] a RASSCF [75,76] based re-
striction of CASSCF(16,16) by only allowing up to quadruple excita-
tions. But here, as in other papers [24,29], no excitation energies on
CASSCF level of theory are stated, since the CASSCF wavefunction is
used as basis for further calculations employing perturbation theory
methods. These methods give reliable results, but are not feasible for
dynamical calculations in terms of computational effort.
Overall, it is evident that CASSCF also has its problems with La1 and
Lb1 states and especially the inclusion of further orbitals does not per se
improve the results. This fact is in line with observations by Coe and
Martínez [77] who deemed it “naive” to select the active space only
according to size. Therefore, after having performed the mentioned test
calculations we took a minimal approach and chose the minimal active
space necessary to describe both states. As stated before, the two most
important transitions for both states are depicted in Fig. 3. We re-
stricted our active space to these four orbitals, which means CASSCF
(4,4). As no further orbitals are included, no asymmetry is introduced
with respect to the molecular axes and no state is inherently favored.
From the test calculations, CASSCF(4,4) also emerged as the best can-
didate. The energies and oscillator strengths obtained on this level of
theory are listed in Table 1. With vertical excitation energies ΔEvert of
5.44 eV for Lb1 and 5.52 eV for La1 , both states are energetically close,
but the optimized minima are in the correct order so that emission from
Lb1 can be expected in accordance with the experiment. Furthermore,
the small oscillator strength ( =f 0.001) for the Lb1 minimum provides
an excellent explanation for the already mentioned long excited state
lifetimes reported in the literature [5,6]: The calculated fluorescence
lifetime of 1430 ns (see Supporting Information) is in good agreement
with the value of 1420 ns measured in a supersonic jet [5]. This con-
firms that the dominant character for emission in pyrene is Lb1 . Note
that the high quantum yield is due to lack of competing non-adiabatic
decay pathways. While the excitation energies are overestimated, an
effect that can be attributed to CASSCF [78], the simulated vi-
brationally resolved absorption spectrum for La1 (Fig. 2) strongly re-
sembles the one calculated with TDDFT and is also in close agreement
with the experimental one. Note that the absorption maxima of both
theoretical spectra are shifted to 0cm−1 in Fig. 2 for better compar-
ability. A discussion of the optimized geometries is given at the be-
ginning of the next chapter. The optimization of a CoIn between La1 and
Lb1 on this level of theory was successful. With an excitation energy of
5.17 eV, it lies energetically between the FC point and the excited state
minima and therefore within reach.
3.2. Quantum dynamical calculations
Quantum dynamics for a molecule like pyrene is currently only
feasible in reduced coordinates. To include any relevant molecular
structures in our simulations, we constructed a 2D coordinate space out
of the orthonormalized displacement vectors from the FC point to the
La1 minimum ( →qFC La) as well as to the Lb
1 minimum ( →qFC Lb). Both
coordinate vectors are overlaid on the optimized S0 geometry in Fig. 4
with a magnification factor of 6.12. As the pictures suggest, both vec-
tors lie in the molecular plane and all of the minimum structures are
planar, as required by symmetry reasons. The large magnification factor
however demonstrates the small deviation between these structures and
therefore the strong delocalization of the excitation over the complete π
system. This fact is also corroborated by the small RMSD of 0.015Å for
the Lb1 minimum and 0.020Å for the La1 minimum, each compared to
the S0 minimum structure. The difference between both vectors is
conspicuous: While →qFC La describes a stretching motion along the long
axis of the molecule, the orthogonal →qFC Lb is best characterized as a
stretching along the short axis. These preferred directions agree with
the directions of the electronic transition dipole moment of these ex-
citations.
Using the Wilson G-matrix formalism for the kinetic energy op-
erator, this choice of coordinates has two major consequences: As we
employ linear coordinates, we obtain constant G-matrix elements
throughout the whole grid. Furthermore, the necessary orthogonaliza-
tion prevents kinetic coupling between the coordinates and the off-di-
agonal G-matrix element is zero.
The resulting excited adiabatic PESs spanned by these two co-
ordinates are shown in Fig. 5. The S2 PES is very harmonic. The pro-
jection of the optimized CoIn geometry onto the subspace is located in
Fig. 4. Coordinate vectors used to represent pyrene in quantum dynamical si-
mulations built from displacement vectors from the optimized S0 minimum to
the respective excited state minimum. →qFC Lb is orthogonalized with respect to
→qFC La.
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the minimum of the potential. The S1 PES exhibits a double well
structure with the Lb1 and La1 minimum. It is clearly visible that the Lb1
minimum is lower in energy and its minimum well is much more pro-
nounced. Between the minima, there is a small barrier that can be in-
terpreted as the crossing seam of the La1 and Lb1 PESs in a diabatic
picture.
Due to the narrow harmonic potential well in S2, the low vibrational
eigenfunctions are energetically far apart. Therefore, we simulated an
ultrashort laser pulse with a FWHM of only 6.8 fs in the intensity do-
main to model the excitation of a wave packet from the electronic
ground state to S2. The resulting wave packet (Fig. 6, black) is quite
delocalized and starts to decay through the CoIn to S1 immediately after
photoexcitation. In the course of the simulation, the wave packet moves
from the FC region towards the S2 minimum while continuously de-
caying (Fig. 6, white). Apart from that, the wave packet does not move
on the S2 PES, which we attribute to its high degree of delocalization
and the corresponding lack of initial momentum in a particular direc-
tion.
In Fig. 7 the population of all three states, S0, S1, and S2 is plotted.
At =t 0 fs the laser is at its maximum and excites around 60% of the
ground state population (dotted black) to S2 (dotted orange). Almost
immediately after the excitation, the population of S1 (dotted blue) is
rising, indicating successful population transfer through the CoIn. After
600 fs the population is almost completely transferred from S2 to S1.
Small oscillations of the population curves are due to immediate
backcoupling between the states.
To obtain a relaxation time τ for the ultrafast S2/S1 transition from
the population curves, we fitted both the rise in population in S1 and
the decay from S2 with an exponential function f x( ) and g x( ), re-
spectively (Fig. 7, solid lines):
⎜ ⎟= − ⎛
⎝
− ⎞
⎠
f x y x x
τ
( ) exp ,0
0
1 (1)
⎜ ⎟= ⎛
⎝
− − ⎞
⎠
+g x x x
τ
y( ) exp .0
2
0 (2)
Fig. 5. Adiabatic potential energy surfaces used to represent pyrene in the
quantum dynamical simulations calculated with CASSCF(4,4)/6-31G(d). The S0
minimum is set to 0 eV. The location of the optimized geometries are marked.
Fig. 6. Wavepacket on the S2 potential energy surface at =t 0 fs (black) and
=t 150 fs (white). Immediately after excitation to S2, the strongly delocalized
wave packet starts to couple to S1, causing a visible disruption around the CoIn.
During the simulation, the wave packet evolves towards the S2 minimum and
continues to decay.
Fig. 7. Population dynamics after laser pulse excitation of pyrene in the
quantum dynamical simulation. The lifetimes τ were obtained by mono-
exponentially fitting the population curves for S1 and S2, respectively.
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The two resulting time constants =τ 88.10 fs1 and =τ 87.17 fs2 are in
close agreement with each other and also resemble the experimentally
determined decay time of 85 fs [18].
However, these results have to be taken with a grain of salt, since
the rate limiting factor in our simulations is not the path of the wave
packet towards the CoIn but the coupling to S1 and the amount of back-
coupling to S2. The former is fixed by the size of the NACME (Fig. 8) but
the latter can be strongly influenced by the masking function we em-
ployed in S1 to cut off the wave packet and effectively simulate its
further decay from S1. Removing all the population in S1 immediately
after coupling through the CoIn yields a lower limit of 33 fs for the
relaxation time, while moving the masking function outward from the
CoIn produces lifetimes of over 400 fs. This means that the relaxation
time is dependent on the exact position of this cut-off function on the S1
PES and was modeled in our simulations to reproduce the experimental
findings.
3.3. Semi-classical on-the-fly dynamical calculations
The semi-classical dynamics was started in the La1 state. Out of 198
trajectories, 72 ran the complete simulation time of 250 fs. In Fig. 9 the
average energies for the La1 (orange) and Lb1 states (blue) are shown
together with the energy of the current state (red dots) and the total
energy (black). The point of reference for the energies is the ground
state energy of the minimum structure on the CASSCF(4,4) level of
theory. Due to the averaging, the marker for the current state either lies
on the curve for the La1 or the Lb1 state, or between them. This way it
indicates the proportion of trajectories currently running in one or the
other state. After around 10 fs many trajectories already show transi-
tions into the Lb1 state. Thereafter, the La1 state is more and more de-
populated and Lb1 becomes the dominant state.
The temporal evolution of the population of both states highlights
this even more. It is depicted in Fig. 10 together with the number of
running trajectories at a given time. The population transfer from La1
(orange dots) to Lb1 (blue dots) is clearly visible, beginning right after
the start of the trajectories, as La1 has a sharp decrease at this early
stage. After 30 fs, both states are equally populated, while the popula-
tion transfer continues. At the end of the simulation time of 250 fs, Lb1 is
populated with 85.9%, La1 with 14.1%. The residual population in the
La1 state differs from experimental observations [17] where it ap-
proaches zero and emission is only reported from Lb1 . A possible ex-
planation might be the omission of triplet states in our dynamics si-
mulation. Like in Section 3.2, it is possible to use exponential fit
functions to model the data and extract time constants from the on-the-
fly population data. These fit functions are shown in Fig. 10 as solid
lines. The time constant for decrease and increase, respectively, is
±43 0.6 fs, which is very close to the lower limit for the time constant
found in the quantum dynamics. In both cases the deviation from the
experimentally found 85 fs stems from the quantum chemical
Fig. 8. Non-adiabatic coupling matrix elements (NACME) in the vicinity of the
investigated S1/S2 conical intersection. Note that the NACME in →qFC La direc-
tion (a) are an order of magnitude higher than those in →qFC Lb direction (b).
Fig. 9. Relative energies of La1 (orange), Lb1 (blue) and the current state (red
dots) averaged over 198 trajectories. The energies are relative to the average
energy of the electronic ground state at the starting point of the trajectories.
Fig. 10. Population dynamics of the on-the-fly simulation. The population of
La1 (orange dots) decreases exponentially with a time constant = ±τ 43.0 0.6 fs,
while the population of Lb1 (blue dots) simultaneously rises. After 250 fs, the
ratio of populations is 85.9:14.1 in favor of Lb1 . The fit functions are drawn as
continuous lines. In gray, the number of running trajectories at each point in
time is plotted.
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description, as the minimum wells on CASSCF(4,4) level of theory are
too steep and lie too close together.
To get a better understanding of the occurring dynamics, it is
worthwhile to take a closer look at the trajectories. In Fig. 11 the
temporal evolution of the first 100 fs of an example trajectory is shown.
In the course of this time span, seven hops occur, marked with bright
red triangles, the first already at 7.0 fs and the last at 71.5 fs. This de-
monstrates that there is not just one, but multiple transitions between
these two states. Both states are energetically close across a relatively
large part of the PES, resulting in a long amount of time before the
energies diverge, here up to an energy difference of 1.5 eV, and the
dynamics continues only in Lb1 . Geometrically speaking, at this point in
time the trajectory enters and then further explores a part of the con-
figuration space where La1 is clearly destabilized compared to Lb1 . The
initial phase with multiple hops back and forth corresponds to the
immediate back coupling already observed in the quantum dynamics.
Using the number of hops as well as the points in time of the first
and last hop for all trajectories, we can perform a statistical analysis of
the on-the-fly dynamics. The results are listed in Table 2. Each line
gives the data averaged over all hops and exclusively over the hops
going into La1 and Lb1 , respectively. On average, each trajectory dis-
plays three hops occurring between 21.2 fs and 56.8 fs. Thereby, 1.1
hops go into La1 and 1.9 hops into Lb1 . These values already demon-
strate the prevalence of the Lb1 state, which is further established by the
fact that out of 198 trajectories, the vast majority of 170 finish in Lb1 .
Since all trajectories start in the La1 state, the first hops must go into Lb1
and take place after 21.2 fs. The first hops back occur a little later after
34.0 fs. The last hops into Lb1 occur after 55.0 fs, the last ones into La1
again around 10 fs later. As the latter implies trajectories finishing in
La1 , here the divergence in energy shown in the example trajectory
above is not occurring or not lasting. Only a minority of 28 trajectories
end in La1 , which corresponds well to the experimentally observed
fluorescence solely from Lb1 .
However, the mentioned average values should not obscure the
large diversity occurring in this set of trajectories. The standard de-
viation of the number of hops is listed as an error margin in Table 2. It is
almost as large or even larger as the average value, owing to the fact
that in the set of trajectories the number of hops varies between zero
and 14.
Since we used a reduced subspace for our quantum dynamics, it is
now interesting to project important geometry points of the on-the-fly
trajectories onto this subspace to evaluate if the subspace is meaningful.
In Fig. 12, the projections of both the starting (blue) and the end geo-
metries (orange) are shown. Furthermore, the location of the optimized
geometries of the S0, Lb1 and La1 minimum and of the CoIn are marked
in black. The starting points display very clearly the effect of the Wigner
distribution: The blue squares are randomly spread around the S0
minimum geometry, from −0.2Å to 0.2Å in →qFC La and from −0.15Å
to 0.15Å in →qFC Lb, with the highest point density located directly at
the S0 minimum. The finishing points are shifted towards the minima of
La1 and Lb1 and are even more widespread. While outliers are located at
almost 0.4Å in →qFC La and 0.3Å in →qFC Lb, the main portion of tra-
jectories finishes within the minimum wells of La1 and Lb1 shown in
Fig. 5a. The points, however, are also not evenly distributed around the
excited states minima, but shifted towards positive coordinate values in
both directions enhancing the stretching of pyrene along both mole-
cular axes. A comparison with the PES in Fig. 5a confirms that the area
of negative coordinate values is highly unstable. Overall, a similar
motion from the FC point to the minima and subsequent spreading as
found in the quantum dynamics is recognizable.
At this point, the question arises at which geometries the hops
occur. In Fig. 13 all hopping geometries are projected onto the 2D
surface. It is apparent that the highest density of hopping points is lo-
cated near the optimized CoIn geometry, but nevertheless hoppings can
occur anywhere in the S1 2D subspace. Thus, in full dimensionality the
state degeneracy is not only restricted to the optimized CoIn or the
Fig. 11. First 100 fs of an example trajectory of the on-the-fly simulation. The
continuous lines represent the energies of the La1 state (orange) and the Lb1 state
(blue) as well as the total energy (black). The current state is marked with dark
red dots, hops are marked with bright red triangles. There are seven hops oc-
curring in the shown time span, the first after 7.0 fs, the last after 71.5 fs. Up
until 75 fs, both states run very close in energy, afterwards La1 is destabilized by
ca. 1.5 eV and no further hop is happening until the end of the simulation time
at 250 fs. The energies are relative to the energy of the ground state at the
beginning of the trajectory.
Table 2
Statistical data for the on-the-fly simulation. Listed are the average number of
hops and the average point in time of the first and last hop, respectively. The
values are given separately for the hops going into La1 and Lb1 , respectively, and
for all hops together. For the number of hops the standard deviation is shown as
error margin.
hops into La1 and Lb1 La1 Lb1
No. of hops 3.0± 2.9 1.1± 1.5 1.9± 1.5
first hop [fs] 21.2 34.0 21.2
last hop [fs] 56.8 65.1 55.0
Fig. 12. Projection of starting (blue) and end geometries (orange) of the on-the-
fly trajectories onto the surface spanned by the optimized minimum geometries.
The location of the optimized geometries of the S0, La1 , Lb1 minimum and of the
CoIn are marked with black triangles.
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small barrier. It is again a hint for a very efficient coupling between
these two states.
4. Conclusions
Quantum chemically, pyrene is a very challenging molecule, be-
cause not only the state ordering and energies in the FC region, but also
the relative position of the La1 and Lb1 state minima are important.
Nevertheless, we were able to simulate for the first time its ultrafast
relaxation from the bright La1 state to the fluorescent Lb1 state. Thereto,
we employed two dynamical methods that complement each other.
Both were based on the carefully chosen multireference ab initiomethod
leading to CASSCF(4,4) as the most balanced description for the
quantum chemistry, where neither La1 nor Lb1 state is inherently fa-
vored.
In the grid-based quantum dynamics we used a 2D subspace gen-
erated from displacement vectors between minimum structures. Due to
the large π system and the rigid molecular structure, these displace-
ments are strongly delocalized and hence small. With non-adiabatic
coupling matrix elements projected on our subspace we were able to
account for the coupling between these two states. By observing the
wave packet passing through the La1 / Lb1 CoIn we could substantiate the
relaxation mechanism postulated in the literature, while only allowing
the immediate back coupling via a masking function.
Furthermore, we performed full-dimensional non-adiabatic on-the-
fly dynamics. Here, multiple hops back and forth occurred per trajec-
tory comparable to the back coupling in the quantum dynamics, with
the Lb1 as lowest excited state minimum containing in the end the vast
majority of population. Similar to the wave packet picture there was an
overall movement from the FC area towards the minima. The location
of the hopping events were widespread around the optimized minima
resembling the respective PES and demonstrating that not the opti-
mized conical intersection alone was responsible for the population
transfer, but hopping could occur on a large part of the subspace. So by
thorough analysis of the trajectory geometries we could confirm our
coordinate choice for the quantum dynamics and in this way further
legitimate our dimensionality reduction. By fitting an exponential
function to the population curves we were able to extract decay time
constants comparable to the experiment and in this way also verify the
time scale of the relaxation.
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3.2. Identification of the absorbing species in a cyanine dye-DNA
construct
Bringing two dye molecules in close proximity allows the π systems of both of them to
interact with each other. In this way, a new electronic structure is created by combin-
ing the orbitals of the individual molecules, leading to an energetic stabilization. This
process is called dimerization and new spectroscopic properties ensue from it. There-
fore, absorption spectroscopy is able to distinguish between monomeric and dimeric
form. But the shift in absorption occurring between the signals of the new formed
dimer and the monomer can further tell the type of aggregation. Two types are possi-
ble, H- and J-aggregates, as can be seen in fig. 3.1 following molecular exciton theory
[124, 125]. The two molecules are outlined by blue ellipsoids and the polarization
Figure 3.1.: Scheme of ground and excited states of monomer, H- and J-aggregates.
The molecules are outlined as blue ellipsoids with the polarization axis
of the transition dipole moment as vectors inside. The strong component
with the vectors in-phase is each drawn as solid black excitation vector,
the weak component with out-of-phase vectors in dashed gray.
axis of their transition dipole moment as vectors inside. In both cases, the transition
dipole moments are parallel to each other. In H-aggregates, the molecules are stacked
directly above each other in a “side-by-side” fashion, whereas in J-aggregates, the
molecules are shifted against each other. These seemingly small difference has dra-
matic effects on the electronic structure. As seen in the figure, going from the ground
and excited state of the monomer, both forms of aggregation lead to a stabilization.
In both cases, the new formed excited states split up depending on the orientation
of the transition dipole moment. For in-phase orientation the strong component with
high oscillator strength f results, drawn here with a solid black vector, in contrast
to the out-of-phase arrangement which is the weak component with small f , drawn
as dashed gray vector. For H-aggregates, the strong component lies at higher energy,
thus, at smaller wave length, meaning a blue or hypsochromic shift, whereby the “h”
in hypsochromic give the H-aggregates their name [126]. For J-aggregates (named af-
ter their discoverer E. E. Jelley [127, 128]), the strong component lies at lower energy,
hence, shorter wave length and implies a red or bathochromic shift.
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In this thesis, the shift caused by dimerization is investigated experimentally and
theoretically to elucidate the nature of the formed dimer. In the following article
“Proximity-Induced H-Aggregation of Cyanine Dyes on DNA-Duplexes” published in
The Journal of Physical Chemistry A Cy3 dye molecules (see fig. 3.2 top) covalently
anchored in DNA are characterized using, on the one hand, absorption and circular
dichroism (CD) spectroscopy, and, on the other hand, TDDFT calculations and MD
simulations [129]. The DNA serves as scaffold to bring the dye molecules in close
proximity. The investigation is based on the already known ability of Cy3 to form
aggregates in aqueous solution [130]. It is an effort to artificially create dimers in a
controlled manner, a task crucial for the design of future light harvesting devices, as
it allows the manipulation of light.
Figure 3.2.: Cyanine 3 (Cy3) as used in the experiments and MD simulations (top).
Model system for the TDDFT calculations (bottom).
Key points of the article are:
• In a series of absorption spectroscopy experiments, singly and doubly Cy3 labeled
DNA is studied. The used DNA is both single-stranded DNA (ssDNA) and double-
stranded DNA (dsDNA) and the Cy3 molecules are either anchored on directly ad-
jacent base pairs or with a spacer base pair in between. In all doubly labeled
samples, a new peak at 512 nm is visible, about 38 nm blue-shifted compared to
the monomer peak at 550 nm. It is more pronounced if the dyes were closer to
each other and for dsDNA. The latter is attributed to the stronger rigidity of the
dsDNA. This new peak is a strong hint for H-aggregation [131].
• To verify the H-aggregation hypothesis, monomer and dimer of a model system (see
fig. 3.2 bottom) consisting only of the π system responsible for the absorption are
optimized with TDDFT. The resulting dimer is stabilized by π stacking in paral-
lel dipole orientation. Simulated vibrationally resolved absorption spectra are in
very good agreement with the experiment. The dimer peak exhibits a blue-shift of
42 nm, representing the strong component of molecular exciton theory [124, 131].
Fitting simulated monomer and dimer spectrum to the experimental data reveal a
mixing ratio of monomer to dimer of 2:1.
• In CD spectroscopy for the dsDNA samples, strong signals are visible for the dimer
constructs with dyes adjacent to each other, hinting on a slightly angled parallel
dipole configuration of the dyes.
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• The results of the CD spectroscopy are confirmed by MD simulations of a 14-base
pair DNA strand tagged with two Cy3 molecules adjacent to each other. The dyes
stay close together at the negatively charged backbone and do not intercalate in the
major groove as the monomer. The dyes are on average rotated 11° against each
other.
Overall, the results in this article show that DNA can successfully be used as a
scaffold to create artificial Cy3 H-aggregates.
Hereafter, the article “Proximity-Induced H-Aggregation of Cyanine Dyes on DNA-
Duplexes” published in The Journal of Physical Chemistry A is reprinted with per-
mission from J. Phys. Chem. A 120, 9941–9947 (2016). Copyright 2016 Ameri-
can Chemical Society. The Supporting Information for this article is available under
https://doi.org/10.1021/acs.jpca.6b10939.
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‡Department Chemie, Ludwig-Maximilians-Universitaẗ München (LMU), Butenandt Straße 11, 81377 Munich, Germany
§Cavendish Laboratory, University of Cambridge, JJ Thomson Avenue, CB3 0HE Cambridge, United Kingdom
∥Chemistry Department, University of Cambridge, Lensfield Road, CB2 1EW Cambridge, United Kingdom
*S Supporting Information
ABSTRACT: A wide variety of organic dyes form, under
certain conditions, clusters know as J- and H-aggregates.
Cyanine dyes are such a class of molecules where the spatial
proximity of several dyes leads to overlapping electron orbitals
and thus to the creation of a new energy landscape compared
to that of the individual units. In this work, we create artificial
H-aggregates of exactly two Cyanine 3 (Cy3) dyes by
covalently linking them to a DNA molecule with controlled
subnanometer distances. The absorption spectra of these
coupled systems exhibit a blue-shifted peak, whose intensity
varies depending on the distance between the dyes and the
rigidity of the DNA template. Simulated vibrational resolved
spectra, based on molecular orbital theory, excellently
reproduce the experimentally observed features. Circular dichroism spectroscopy additionally reveals distinct signals, which
indicates a chiral arrangement of the dye molecules. Molecular dynamic simulations of a Cy3−Cy3 construct including a 14-base
pair DNA sequence verified chiral stacking of the dye molecules.
■ INTRODUCTION
The manipulation of light on the nanometer scale is of
fundamental importance for designing efficient light harvesting
and photonic devices.1−4 Fluorescent emitters such as quantum
dots, fluorescence dyes, and NV centers are highly sensitive to
their environment. In particular, organic fluorescent molecules
are known to aggregate and stack on top of each other under
certain conditions, resulting in changes of their absorption and
emission properties.5−11 Many applications demand the precise
tuning of the dye’s spectroscopic properties, such as dipole
orientation and coupling strength, for which control over their
interactions is highly desired.4,12,13 Aggregation of fluorescent
molecules has been vastly exploited by tuning experimental
parameters such as solvent polarity, ionic concentration and
temperature.14−16 Nonetheless, these methods are rather
nonspecific and do not yield fine control over the resulting
aggregate, making it difficult to fully characterize the resulting
supramolecular dye structure.8,17 Natural light harvesting
complexes, on the other hand, offer an example of full control
over spectral coupling. In nature, a protein scaffold organizes
the relative position and orientation of chromophores, so that
their coupling strength and optical properties can be tuned into
the desired frequency window.1,18
In a similar way, DNA base pair recognition offers
unprecedented spatial control over the assembly of nano-
meter-scale objects, including optically active components, such
as dyes,19 quantum dots,20 and metallic nanoparticles.21,22
Simple double-stranded DNA constructs have already been
employed in a variety of photonics applications, which require a
precise spatial organization of dyes, such as the creation of
artificial aggregates of dyes. For example, the aggregation of
cyanine dyes can occur via their intercalation in the minor
groove of a DNA double strand.23 With the goal of improving
the control over the positioning of dyes, DNA bases were
substituted with the molecule of interest, for example methyl
red,24 biphenyl, and bipyridyl.25 In a different conjugation
scheme, porphyrin aggregates have been created on a DNA
strand through covalent linkage of porphyrin rings to thymine
bases in a defined sequence.26,27 Owing to the wide variety of
commercially available dyes that are covalently linked to DNA
bases, covalent coupling today is the method of choice for
imaging and energy transfer studies.
In this work, we exploit this excellent addressability of DNA
strands and in particular thymine bases to induce cyanine dye
dimerization in a controlled manner and create new molecular
excitonic states. With the ultimate goal of mimicking multidye
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coupling similar to that found in light harvesting complexes, we
are here interested in studying interactions between pairs of
Cyanine 3 (Cy3) dyes brought into close proximity in synthetic
DNA single- and double-strands. Our DNA − dye hybrid
structures are characterized by absorption spectroscopy and
circular dichroism (CD). Because of the a priori design of the
system, the interaction between the dyes can further be
modeled by time-dependent density functional theory (TD-
DFT) calculations, allowing the comparison of spectral
properties with simulated absorption spectra. Finally, the
dynamics of the dye−DNA complex is investigated through
molecular dynamics (MD) simulations.
■ MATERIALS AND METHODS
The constructs used in this work consist of a synthetic DNA
strand where one or two Cy3 molecules are linked to thymine
bases through NHS coupling and the corresponding,
unmodified, complementary sequence. The DNA strands
were purchased from IBA GmbH (Göttingen, Germany).
The following sequences were used:
Monomer 5′-ATC GTA TC Tcy3 GTG TCT ATG CTA-3′
Dimer 1 base d i s tance 5 ′ -ATCGTATC T c y 3G
Tcy3GTCTATGCTA-3′
Dimer 0 base dis tance 5 ′ -ATCGTATCTG T c y 3
Tcy3TGTCTATGCTA-3′
Tcy3 indicates the modified thymine bases.
To hybridize the modified strand with their complement a
mixture of both strands with a 1 to 1 ratio was mixed with
buffer containing 1xTE (10 mM Tris, 1 mM EDTA) and 150
mM NaCl at pH 8.0. The solution was heated to 65 °C for 5
min and slowly cooled to room temperature over 2 h.
The absorption measurements were performed using a 10
mm optical path length quartz cuvette (Hellma-analytics) and a
V-650 Spectrometer (Jasco) with 0.5 nm resolution and 1 s/
point integration time. The CD signal was acquired with
Chirascan-Plus Circular Dichroism Spectrometer (Applied
Photophysics Ltd.) 1 nm resolution and 1 s/point integration
time and the samples (DNA constructs concentration 10 μM in
1xTE and 150 mM NaCl buffer) placed in a 3 mm optical path
length quartz cuvette (Hellma-analytics). Absorption and CD
measurements were all performed at room temperature.
We also test a construct with a different Cy3−DNA linker. In
this case one Cy3 molecule is located on each of two
complementary DNA strands, the dye effectively acts as a
substitute for the sugar-base complex at a specific location on
the oligonucleotide. This substitution is accomplished by
conjugating the 3′ and 5′ ends of two shorter strands to the
two free hydroxy groups of the dye (Supporting Information,
Scheme S1). Such modified oligos and the relative comple-
ments were purchased from IDT (Integrated DNA Tech-
nologies Inc.). The following sequences were used:
Dimer N = 0
5′-ATT CAG ATT TTT TTT TTT TTT TTT TTT T/
iCy3/TT TTT AGT TGA A-3′
5′-TTC AAC TAA AAA/iCy3/AAA AAA AAA AAA AAA
AAA AAA TCT GAA T-3′
Dimer N = 6
5′-ATT CAG ATT TTT TTT TT TTT TT/iCy3/
TTTTTTTT TTT AGT TGA A-3′
5′-TTC AAC TAA AAA/iCy3/AAA AAA AAA AAA AAA
AAA AAA TCT GAA T-3′
Monomer:
5′-ATT CAG ATT TTT TTT TT TTT TTTTTTTTTT
TTT AGT TGA A-3′
5′-TTC AAC TAA AAA/iCy3/AAA AAA AAA AAA AAA
AAA AAA TCT GAA T-3′
The doubly labeled Cy3 strands were hybridized by mixing
equimolar amounts of the two complementary strands at a
concentration of 2 μM in 1xTE, followed by heating to 70 °C
and linear cooling to 25 °C over 45 min in a thermocycler (Bio-
Rad Laboratories, Inc.).
Absorbance measurements were performed using a Cary 300
Bio UV−visible Spectrophotometer (Agilent Technologies)
with 1 nm resolution and 0.1 s/point integration time. The
DNA duplex samples were diluted to a final concentration of
0.7 μM in 1xTE in a low volume cuvette (100 μL) (10 mm
path length) (Sigma-Aldrich). CD spectra were recorded on an
Applied Photophysics Chirascan circular dichroism spectropo-
larimeter using a 1 mm path length quartz cuvette. CD
measurements were performed at room temperature over a
range of 450−600 nm using a response time of 0.5 s, 1 nm
pitch and 0.5 nm bandwidth. The recorded spectra represent a
smoothed average of three scans, zero-corrected at 600 nm and
normalized (Molar ellipticity θ is quoted in 105 deg cm2
dmol−1). The absorbance of the buffer was subtracted from
the recorded spectra. The sample was diluted to a final
concentration of 5 μM in 1xTE.
■ COMPUTATIONAL METHODS
We generate simulated vibrational resolved absorption spectra
using TD-DFT and a polarizable continuum model (PCM). All
first principle calculations were carried out with the program
package Gaussian09.28 The functional B3LYP and the basis set
6-31G(d) were used throughout. To account for solvent effects
the polarizable continuum model29 was used. For the
optimization of the dimer the dispersion correction D3 from
Grimme30 was added. The simulation of the vibrationally
resolved spectra was done using the implementation of Santoro
et al.31 in Gaussian09.28 The Franck−Condon method and a
spectral broadening of 300 cm−1 was used.
The molecular dynamics (MD) simulations were carried out
with the program Gromacs 5.1.32,33 The following DNA
sequence was used: 5′-TAT CTG Tcy3Tcy3T GTC TA-3′. A
starting structure for the double-stranded DNA was generated
with model.it.34 The amber99bsc035,36 force field was used for
the DNA and GAFF37 for the Cy3 molecule. The parameter for
Cy3 were taken from Graen et al.,38 the ones for the modified
thymine and the linker were generated using ANTECHAM-
BER relying on HF/6-31G(d) optimizations. The simulations
were performed in TIP3P water,39 sodium ions were added to
neutralize the system. A rectangular box with side lengths of 55
× 55 × 43 Å was used. After energy minimization, the system
was first equilibrated for 200 ps while restraining the DNA and
then again for 1 ns without any constraints, before running
production simulations.
■ RESULTS AND DISCUSSION
Dyes located at distances below ∼10 nm can exchange energy
via nonradiative, incoherent dipole−dipole interaction known
as Förster resonance energy transfer (FRET).40 When the
molecules are brought into even closer proximity, to distances
comparable to their physical size, they can instead have
coherent energy exchange.41 This type of interaction gives rise
to new energy states compared to those observed in individual
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dyes. Consequently, this coupling creates a new energy
landscape and therefore leads to new optical properties,
which can be quantified via absorption spectroscopy.5,7,23,42,43
Our system of study is a short DNA duplex consisting of a
single-stranded DNA (ssDNA) oligonucleotide carrying either
one or two Cy3 molecules, which are covalently attached to
selected thymine bases through NHS coupling (Scheme S1.a)
and an unmodified complementary DNA sequence. We
arranged the dyes in two different configurations: Dimer 1
(Cy3−G−Cy3) contains two Cy3 dyes coupled to a thymine
with one unmodified guanine in between while Dimer 0 (Cy3−
Cy3) has no separating base (Figure 1, parts B and C). A single
labeled strand serves as a control sample (Figure 1A).
To investigate the interactions between the dyes in their
different configurations we performed absorption spectroscopy
measurements on both the ssDNA and the dsDNA constructs.
The results are summarized in Figure 2. For the ssDNA
constructs (Figure 2A), the Cy3 monomer displays the
expected absorption maximum at 550 nm with two small
shoulders at 520 nm and at 480 nm (Supporting Information,
Figure S1). Constructs containing two Cy3 molecules display a
new, blue-shifted peak around 512 nm (hypsochromic peak),
which increases in intensity as the dyes get closer to each other.
Additionally, the shoulder in the region around 480 nm
becomes more pronounced in the 2-dye constructs. Similar
trends are observed in the dsDNA constructs (Figure 2B) but
with an even more pronounced intensity increment of the blue-
shifted hypsochromic peak. The spectral change is so
pronounced that it is visible with bare eyes (see Supporting
Information, Figure S2). As the only structural difference
compared to the ssDNA constructs is the presence of the
hybridized, unmodified complement, we conclude that the
higher rigidity of the duplex (persistence length PdsDNA ∼ 50
nm) compared to ssDNA (PssDNA ∼ 1 nm) leads to a decreased
orientation fluctuation of the two dyes and therefore to a
modified spectrum.44 Further, the average distance between
two bases in a single-stranded configuration is on the order of 6
Å while it is 3.4 Å in dsDNA45 also resulting in closer proximity
of the dyes in the duplex configuration. The fact that the
relative distance between dyes plays a crucial role in the
strength of their interaction becomes obvious when comparing
the increased intensity of the hypsochromic peak of the
construct with 0 bases in between the dyes with that containing
a spacer guanine. We attribute the formation of the
hypsochromic peak to Cy3−Cy3 interaction and not to
interaction of the dyes with adjacent DNA bases as the
single-labeled control sample does not display any additional
spectral peaks.
Cyanine dye molecules are known to interact with each other
via π-orbital stacking thereby forming H-aggregates in aqueous
solutions.11,16,17 The appearance of the blue-shifted peak in our
experiments is consistent with this picture of H-aggregation of
two polarized molecules with parallel dipoles.4,10,42,43 To
demonstrate that the dimer formation is a result of the
controlled positioning of the dyes mediated by the DNA
scaffold and not caused by spontaneous aggregation, we
performed a series of control experiments: First, the observed
spectra were not significantly affected by varying the
concentration of the constructs (Supporting Information,
Figure S3). Second, in order to exclude the possibility of H-
aggregation being mediated by DNA groove intercalation,23 we
mixed free dye with unmodified dsDNA at varying ratios and
again observed no changes of the spectra compared to those
Figure 1. Schematic representation of experimental dye-DNA
constructs with relative nomenclature and dye positions. (A) Cy3
monomer, only one thymine base is modified with the dye. (B) Cy3
“dimer 1” with one base (guanine) separation between dyes. (C) Cy3
“dimer 0” consisting of two Cy3 molecules linked to adjacent bases.
Figure 2. Absorption spectra of the dye-DNA constructs. (A) Normalized absorption of the ssDNA and (B) dsDNA constructs. The light blue
curves correspond to the Cy3 monomer, while the green and orange curves correspond to the Cy3 dimer with 1 base and 0 base distance,
respectively.
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originating from monodye-labeled samples (Supporting In-
formation, Figure S4).
We also tested a different construct where one single Cy3
dye was located on each of two complementary DNA strands
and we again observed the same spectral changes that are
typical for H-aggregate dimerization (Supporting Information,
Figure S5).
Simulated vibrational resolved absorption spectra were
generated using TD-DFT, and a PCM was applied. To reduce
the computational cost, we neglected the surrounding DNA
and chose a model system (Supporting Information, Figure S6)
consisting only of the π-system, which is responsible for the
absorption properties of the dye. Figure 3 shows the simulated
absorption spectrum for the strongly dipole-allowed S1 state of
the monomer and its excellent agreement with our experiments.
The 0−0 band is located at 560 nm with a smaller peak at 523
nm, characteristic for cyanine dyes.46,47 This excitation
corresponds to a transition from the highest occupied
molecular orbital (HOMO) to the lowest unoccupied
molecular orbital (LUMO), as shown in Table 1.
Stacking two of these monomers in a parallel dipole
configuration leads to the dimer structure shown in the
Supporting Information, Figure S6. Both molecules are
completely flat and the distance between their molecular
planes is 3.4 Å, as by design in the “Dimer 0” construct. In this
configuration, the HOMO and LUMO of the monomers
combine resulting in four different orbitals and hence, four
different excited states. Each new state consists of two
transitions between these four orbitals which are built by
positive or negative linear combination of the monomer’s
HOMO and LUMO. The contributions of the S1 and S3 states
result in a zero net contribution. The S2 and the S4 states
consist of the same transitions, but with inverse weight. The S2
state has a vertical excitation energy of 2.22 eV and is thus red-
shifted compared to the monomer. Its oscillator strength is 2
orders of magnitude smaller (0.0424) than the one of the S4
state and is, as a consequence, the weak component in
molecular exciton theory.48,49 In contrast, the S4 state is blue-
shifted (2.80 eV) and has a significant oscillator strength
(2.8945) that is almost twice the monomer value. It is the
strong component in molecular exciton theory and the only
relevant transition here. The resulting absorption spectrum is
shown in Figure 3. It consists of the 0−0 transition at 518 nm
with almost none vibrational progression. Comparing this
outcome to the monomer, we observe a blue shift of the
absorption signal by 42 nm resulting from dimerization. The
hypsochromic peak observed in the experimental spectrum is
38 nm shifted from the monomer absorption, which is very
close to the difference displayed by the simulated spectra. The
absolute simulated values of the vertical excitation of the
monomer and dimer are shifted bathochromatically in respect
to the experimental peaks by 0.04 and 0.03 eV, respectively,
which constitutes very good agreement for a first principle
method such as TD-DFT.50 This overall agreement between
experimental data and theory strengthens our hypothesis of
controlled H-aggregation.
The simulations show either the original peak for the
monomers at 560 nn or the blue-shifted peak for the dimers at
518 nm. In our dimer samples, we observe not only the blue-
shifted peak but also the original peak indicating that not all
dyes form the H-aggregate state or that this state is not formed
permanently, as also indicated by the MD simulations discussed
below (see MD video included as Supporting Information). To
account for the mixed spectrum of the monomer and dimer
species, we created a linear combination of the two simulated
spectra. The superimposed modeled spectrum fitted the
experimental spectrum best with one-third contribution from
the dimer population and two-thirds originating from the
Figure 3. Comparison of weighted linear combination of TD-DFT
simulated spectra (solid red line) and experimentally obtained spectra
from the construct “dimer 0” on dsDNA (solid blue line). Simulated
spectra of monomer and dimer are shown in black (dashed and dotted
lines corresponding to monomer and dimer, respectively). The
intensities of the experimental spectra were fitted best when assuming
one-third dimer and two-third monomer contributions.
Table 1. Vertical Excitation Energies Evert, Oscillator Strengths f, and the Involved Transitions for the Lowest-Lying Excited
States of Monomer and Stacked Dimer Obtained with TD-DFT/B3LYP/6-31G(d) in Water (PCM)a
state transition weight (%) Evert (eV) f
monomer S1 HOMO → LUMO 100 2.61 1.6014
dimer S1 HOMO−1 → LUMO 11 2.18 <5 × 10−5
HOMO → LUMO+1 89
S2 HOMO−1 → LUMO+1 40 2.22 0.0424
HOMO → LUMO 60
S3 HOMO−1 → LUMO 89 2.43 <5 × 10−5
HOMO → LUMO+1 11
S4 HOMO−1 → LUMO+1 60 2.80 2.8945
HOMO → LUMO 40
aThe calculations are performed for a model system with inserted sulfur atoms instead of C(CH3)2 shown in the Supporting Information, Figure S6.
For the monomer there is only one excitation of importance with an energy of 2.61 eV. In the case of the dimer, only the S4 state contributes
significantly to the absorption and is clearly blue-shifted compared to the monomer with an energy of 2.8 eV. The corresponding orbitals can be seen
in the Supporting Information, Figure S7.
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monomers. Also the appearance of the more pronounced
shoulder at 480 nm could in this way be attributed to the
convolution of the two minor peaks of the monomer and dimer
spectra around these wavelengths.
In the simulations, the dyes are stacked one above the other
in a parallel dipole configuration, where the energy level of the
excited state corresponds to the main absorption peak of the
dimer spectrum. To test for chiral arrangements of the dyes we
also conducted circular dichroism (CD) measurements. All
constructs containing two cyanines in close proximity exhibited
a measurable CD signal (see Figure 4). In contrast, all samples
with only a single dye did not exhibit chiral signatures,
indicating that CD transfer, i.e., coupling between the chiral
dsDNA and the achiral individual dyes, is not the origin of the
recorded CD.51 In accordance with this observation, the Cy3
dimer with dyes in closest proximity displays the strongest CD
signal. The same behavior has been reported for DNA−
porphyrin constructs.27 Our MD simulations further confirm
that the measured signal is not a result of Cy3−DNA
intercalation but a result of chiral stacking of the dyes.
Interestingly, the constructs with the doubly anchored Cy3
exhibit even stronger CD signals and a different spectral shape
compared to that of the thymine-modified constructs. Previous
studies have shown that doubly linked Cy3 can intercalate
between DNA bases,52 suggesting that dyes can stack on top of
each other but also between adjacent base pairs resulting in
strong, bisignate CD signals.51,53 Generally, CD spectroscopy
cannot be used to gather full structural information and
additional modeling would be required to quantitatively
understand the recorded spectra.54 Nevertheless, we can infer
that all the constructs showing the hypsochromic shift also
exhibit chiral arrangements of dyes and that different strategies
of linking the same dyes to DNA duplexes lead to structural
and spectral variations.
Molecular dynamics simulations of the Cy3−Cy3 construct
including a 14-base pair DNA sequence were used to
investigate the dynamics of the system. We considered the
experimental Cy3 molecule with the original C(CH3)2 groups
here. Snapshots at different points in time shown in Figure 5
and Supporting Information movieS1 reveal that the dyes stay
in close proximity throughout the simulation (2 ns). While the
Cy3 monomer preferably lies in the major groove of the DNA
(see Cy3_monomer.pdb file in the Supporting Information),
the dyes in the dimer configuration stay near the negatively
charged backbone, as it can be expected for a positively charged
molecule. For some time during the propagation, the attraction
between the molecules is visible as one or both leave their
planar form, which is normally the natural configuration for
molecules with such a π-system. The edges are bent toward
each other to maximize the interaction. Furthermore, as the
Figure 4. CD measurements of all dsDNA constructs. (A) Spectra of thymine-labeled Cy3−dsDNA constructs, showing an increasing CD signal as
the distance between dyes decreases. (B) Spectra of doubly labeled Cy3−dsDNA constructs, showing a CD signal for the dimer with 0 bases in
between dyes and no signal for both the monomer and the dimer with six bases in between dyes.
Figure 5. Snapshots of MD simulations at the specified time frames. The Cy3 molecules are visible on the left and they are located, throughout the
whole simulation, close to the DNA backbone. No intercalation is observed during the observation time of 2 ns. The molecules show a nonperfect
parallel alignment and a fluctuating reciprocal position, which is consistent with the experimental observations of CD and the coexistence of
monomer and dimer peaks.
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bulky C(CH3)2 groups prevent the molecule from aligning
perfectly, the dye molecules rotate slightly against each other,
forming an average angle of 11.1°, confirming the results of the
CD spectroscopy.
■ CONCLUSION
In conclusion, we demonstrated that with our relatively simple
system of cyanine dyes covalently attached to DNA backbones,
we can artificially create molecular excitonic states by
deterministically changing the reciprocal distance of the dyes
and the rigidity of the scaffolding constructs. Our preprogram-
mable DNA-based approach demonstrates excellent control
over dye assembly and designed dimer interaction strengths
thus allowing optical tuning and theoretical modeling of dye
aggregates. Furthermore, the use of DNA as the underlying
scaffolding material opens the possibility for complex integrated
nanostructures, thereby widening the toolbox of nano-optical
components available for photonics and nano-optics.
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(26) Bouamaied, I.; Nguyen, T.; Rühl, T.; Stulz, E. Supramolecular
Helical Porphyrin Arrays Using DNA as a Scaffold. Org. Biomol. Chem.
2008, 6, 3888−3891.
(27) Fendt, L.; Bouamaied, I.; Thoni, S.; Amiot, N.; Stulz, E. DNA as
Supramolecular Scaffold for Porphyrin Arrays on the Nanometer Scale.
J. Am. Chem. Soc. 2007, 129 (49), 15319.
(28) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.;
Robb, M. A.; Cheeseman, J. R.; Scalmani, G.; Barone, V.; Mennucci,
B.; Petersson, G. A.; et al.; Gaussian 09, Revision D.1; Gaussian Inc.:
Wallingford, CT, 2009.
(29) Miertus,̌ S.; Scrocco, E.; Tomasi, J. Electrostatic Interaction of a
Solute with a Continuum. A Direct Utilizaion of {AB} Initio Molecular
Potentials for the Prevision of Solvent Effects. Chem. Phys. 1981, 55,
117−129.
(30) Grimme, S.; Antony, J.; Ehrlich, S.; Krieg, H. A Consistent and
Accurate Ab Initio Parametrization of Density Functional Dispersion
Correction (DFT-D) for the 94 Elements H-Pu. J. Chem. Phys. 2010,
132 (15), 154104.
(31) Santoro, F.; Improta, R.; Lami, A.; Bloino, J.; Barone, V.
Effective Method to Compute Franck-Condon Integrals for Optical
Spectra of Large Molecules in Solution. J. Chem. Phys. 2007, 126,
084509.
(32) Pronk, S.; Pall, S.; Schulz, R.; Larsson, P.; Bjelkmar, P.;
Apostolov, R.; Shirts, M. R.; Smith, J. C.; Kasson, P. M.; van der Spoel,
D.; et al. E. GROMACS 4.5: A High-Throughput and Highly Parallel
Open Source Molecular Simulation Toolkit. Bioinformatics 2013, 29,
845−854.
(33) Abraham, M. J.; Murtola, T.; Schulz, R.; Paĺl, S.; Smith, J. C.;
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Chapter 4.
Chemical stability of two standard
electrolytes used in lithium-ion batteries
towards singlet oxygen
Storage of electricity is still one of the most prominent challenges in this second
decade of the 21st century. Three major developments are responsible for the in-
creasing demand for storage solutions: The more and more widespread use of mobile
devices; the dawning age of electric based mobility and transportation; and the transi-
tion to renewable energy sources. In the first case, smaller yet more efficient batteries
are asked for to power the high-performance chips in today’s handheld devices. In the
second case, especially the energy density of batteries is crucial to reach the driving
range of internal combustion engine cars with future battery electric vehicles. At the
same time, charging time needs to be reduced. In the third case, batteries are an
important building block of modern power grids to counteract supply and demand
surges as for example solar energy is not available at night. In all cases, lithium-ion
batteries are a prominent solution [132–135].
Lithium has emerged to be the dominating element for batteries as it is the most
electropositive and lightest metal. In these batteries, as the name suggests, lithium-
ions function as charge carriers. The ions move between the electrodes in the elec-
trolyte and get intercalated in the cathode active material (CAM) while under load and
in the anode material while charging. Whereas the anode consists of graphite, many
possible CAMs are already in use or still under research [135, 136]. One important
class of CAMs are layered lithium nickel cobalt manganese oxides (LiNixCoyMnzO2,
NCMs) that are already heavily commercialized. This class is favorable due to its high
specific capacity and only minimal volume changes during charging and discharging
[137], which leads to superior cycle stability compared to other CAMs [135].
To further increase the battery capacity and at the same time reduce the amount of
expensive and toxic cobalt, nickel-rich NCMs are a promising candidate. However, the
high amount of nickel diminishes the cycle stability counteracting a possible better
initial capacity. Recently, it was shown by the Gasteiger group [137] that for certain
nickel-rich NCMs this capacity fading occurs above a specific state of charge (SOC).
In particular, it was demonstrated that this high SOC leads to the evolution of oxygen
from the CAM. Simultaneously, the release of carbon monoxide and carbon dioxide
(CO2) was observed, leading to the hypothesis that the released lattice oxygen reacts
with the electrolyte ethylene carbonate (EC) and all these effects ultimately cause a
reduction in capacity with each cycle. In a subsequent work, the Gasteiger group
[138] could prove that the released oxygen species is indeed the much more reactive
singlet oxygen (1O2).
For this thesis, possible reaction pathways of electrolytes with 1O2 were studied.
In the article “Singlet Oxygen Reactivity with Carbonate Solvents used for Li-Ion Bat-
tery Electrolytes” submitted to Journal of Physical Chemistry A a joint experimental
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and theoretical investigation of the reactivity of two common electrolytes with 1O2 is
presented. Several experimental techniques like on-line mass spectrometry, UV/Vis
spectroscopy, and linear sweep voltammetry are used, complemented by QC and QD
calculations.
Organic solvents are used for electrolytes in lithium-ion batteries, provided with a
lithium salt like lithium hexafluorophosphate (LiPF6) [133, 135]. Two of the commonly
used organic solvents are chosen for this study, EC and dimethyl carbonate (DMC).
Key points of the article are:
• Using rose bengal as photosensitizer, 1O2 is generated in situ in the pure elec-
trolyte EC and DMC, respectively. With on-line mass spectrometry, changes in
the gas phase above the sample are measured. While DMC shows no reactivity,
EC is attacked by 1O2 proven by the released CO2 and the consumed
1O2. The
stoichiometry is quantified as 2:1 1O2:CO2.
• With QC calculations a reaction mechanism is proposed initiated by the double hy-
drogen abstraction from EC, a step apparently described only once in the literature
for a similar system [139]. The products vinylene carbonate (VC) and hydrogen
peroxide (H2O2) are formed and VC can again react with
1O2 or even triplet oxy-
gen. Beginning at the TS of VC with 1O2, ground state MQCD trajectories are run
confirming CO2 as the main gaseous decomposition product. For triplet oxygen
intersystem crossing can occur, leading to the same product. For DMC the TSs lie
too high for any reaction, confirming the experiment.
• The reaction mechanism is verified by colorimetric detection of H2O2 in the elec-
trolyte solution via titanyl sulfate.
• The anodic oxidation of H2O2 in an aprotic electrolyte yields oxygen, which most
likely shows proton and water formation, a reaction detrimental for every lithium-
ion battery.
This joint experimental and theoretical work clearly demonstrates the power of col-
laboration as the calculated product of the rather unusual reaction of 1O2 with an
alkyl group was specifically searched for and successfully identified. It proves a mech-
anism very detrimental for the batteries and shows that the chemical stability against
1O2 must not be overlooked in the search for new electrolytes. In the light of this
research the standard electrolyte EC is probably not the best candidate for future
lithium-ion batteries, contrary to DMC.
Hereafter, the article “Singlet Oxygen Reactivity with Carbonate Solvents used for Li-
Ion Battery Electrolytes” submitted for publication to Journal of Physical Chemistry A
is reprinted with permission from J. Phys. Chem. A. Unpublished work copyright 2018
American Chemical Society. The Supporting Information for this article is reprinted
in Appendix B.
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ABSTRACT: High degrees of delithiation of layered transition metal oxide cathode active materials (NCMs and HE-NCM) 
for lithium-ion batteries (LIBs) was shown to lead to the release of singlet oxygen, which is accompanied by enhanced 
electrolyte decomposition. Here we study the reactivity of chemically produced singlet oxygen with the commonly used 
cyclic and linear carbonate solvents for LIB electrolytes. On-line gassing analysis of the decomposition of ethylene carbonate 
(EC) and dimethyl carbonate (DMC) reveals different stability toward the chemical attack of singlet oxygen, which is pro-
duced in-situ by photo-excitation of the Rose bengal dye. Ab initio calculations and on-the-fly simulations reveal a possible 
reaction mechanism, confirming the experimental findings. In the case of EC, hydrogen peroxide and vinylene carbonate 
(VC) are found to be the products of the first reaction step of EC with singlet oxygen in the reaction cascade of the EC 
chemical decomposition. In contrast to EC, simulations suggested DMC to be stable in the presence of singlet oxygen, 
which was also confirmed experimentally. Hydrogen peroxide is detrimental for cycling of a battery, as for all known cath-
ode materials the potential where singlet oxygen is released is found to be already high enough to electrochemically oxidize 
hydrogen peroxide, forming protons and/or water which both react with the typically used LiPF6 salt to HF that then leads 
to transition metal dissolution from the cathode active materials. This study shows how important the chemical stability 
toward singlet oxygen is for today’s battery systems and that a trade-off will have to be found between chemical and elec-
trochemical stability of the solvent to be used. 
INTRODUCTION 
Lithium-ion batteries (LIBs) power today’s consumer 
electronics such as laptops and mobile phones.1-2 Their use 
in battery electric vehicles (BEVs) promises to substantially 
reduce the (local) CO2 emissions in the transportation sec-
tor.3 This, however, still requires significant increases in 
the gravimetric as well as volumetric energy density of LIBs 
in order to reduce battery weight/volume and to enable 
BEV driving ranges competitive with conventional com-
bustion engine powered vehicles.4-5 
Most state-of-the-art LIBs rely on a layered transition 
metal oxide cathode active material6 (CAM), currently 
paired with a graphite anode or, in the mid- to near-term 
with a higher energy density silicon anode.5, 7 To further 
increase the energy density, two types of mixed transition 
meal layered oxides are being investigated as high energy 
density CAMs, namely so-called Ni-rich NCMs 
(Li1(NixCoyMnz)O2, with x+y+z=1)8 and Li-rich9 NCMs also 
referred to as HE-NCMs (Li1+w(NixCoyMnz)1-wO2, with 
x+y+z=1 and w typically ≤0.2). While NCMs can theoreti-
cally deliver discharge capacities of up to 280 mAh/g upon 
complete delithiation, the long-term charge/discharge cy-
cling stability of NCMs can only be met by limiting the de-
gree of delithiation to ~70% state of charge (SOC),10-12 i.e., 
by limiting the discharge capacity to ~190 mAh/g. Delithi-
ation beyond ~70% SOC leads to higher charge cut-off po-
tentials, which are reported to promote electrochemical 
electrolyte oxidation,13 whereby protic species proposed to 
result from electrolyte oxidation14 are the likely reason for 
the observed transition metal leaching from the CAM10-11, 15-
18 and the cell impedance growth.10-11 Furthermore, the re-
action of electrolyte oxidation products and dissolved tran-
sition metal ions with the graphite anode can chemically 
delithiate the graphite anode, thereby leading to an irre-
versible active lithium loss.15, 17  
Oxygen release is another issue and has been known to 
occur for NCMs and HE-NCMS at high SOC,12, 19-23 indicat-
ing changes in the active material composition. The sur-
face-near layers change from a layered to a spinel-like 
structure and/or a rock-salt structure.24-27 Simultaneous to 
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the O2 release from the near-surface region, the formation 
of electrolyte decomposition products such as CO2 and CO 
was detected by on-line electrochemical mass spectrome-
try (OEMS) by Jung et al.12 and Guéguen et al.23 Jung et al.12 
emphasized that the point at which O2 is evolved depends 
on the SOC rather than on the cathode potential. The sim-
ultaneous evolution of O2, CO2 and CO was therefore as-
signed to a chemical reaction of the electrolyte with the re-
leased O2 rather than to the electrochemical decomposi-
tion of the electrolyte, as the latter would depend on cath-
ode potential and not on the SOC. The reactive O2 released 
from the cathode was postulated to be singlet oxygen (ex-
cited state ∆ , furtheron referred to as 1O2). Recently, we 
were indeed able to prove the SOC dependent release of 
1O2 from NCMs and HE-NCM at high SOC using an oper-
ando photomultiplier set-up to record the 633 nm photon 
emission of the collision-induced bimolecular radiative de-
cay of 1O2 to its triplet state.28  
As will be shown in this work, the following seemingly 
unrelated recent finding may also be linked to the release 
of singlet oxygen: It was demonstrated by the Dahn group13, 
29-31 that electrolytes free of ethylene carbonate (EC) show 
superior capacity retention for NCM based CAMs operat-
ing at high cathode potentials (i.e., at high SOCs), whereby 
a lower overall impedance growth and a lower extent of 
gassing was observed.13, 30 This finding is somewhat puz-
zling, as it could not be explained by solely considering the 
electrochemical anodic stability of the solvents, as the cy-
clic ethylene carbonate has superior stability at high an-
odic potentials compared to the experimentally observed 
superior linear carbonate solvent (ethyl methyl carbonate 
(EMC)).32-34 A possible hypothesis to explain the inferior 
performance of EC solvent may be that it will react with 1O2 
released at high SOC, forming reaction products, which are 
detrimental to battery durability.  
Therefore, we will examine in this study the reactivity 
and the reaction products of the commonly used cyclic 
ethylene carbonate solvent with singlet oxygen and then 
compare it with the reactivity of a typical linear carbonate 
(dimethyl carbonate (DMC)) solvent. To this purpose, the 
reaction of in-situ formed 1O2 with EC and DMC was fol-
lowed by analyzing the gaseous decomposition products 
and the consumption rate of oxygen by on-line mass spec-
trometry. To gain further insights into the reaction path-
ways and the nature of the reaction products, ab initio cal-
culations are performed. The simulations identify the key 
characteristics, which govern the stability of aprotic elec-
trolyte solvents toward 1O2. As H2O2 is predicted and found 
to be formed upon reaction of EC with 1O2, its decomposi-
tion pathway in the battery environment is further evalu-
ated by on-line electrochemical mass spectrometry 
(OEMS) measurements. Finally, we will show that the here 
presented ab initio simulations and experimental findings 
on the reaction and reaction products of singlet oxygen 
with carbonate based electrolyte solvents are able to ra-
tionalize some of the observed aging mechanisms observed 
for LIBs employing NCM or HE-NCM cathodes. We there-
fore believe that our analysis will be able to guide the de-
sign of improved electrolyte solvents for use with oxygen 
releasing cathode active materials. 
RESULTS AND DISCUSSION 
On-line gas detection of solvent decomposition 
products 
The chemical stability of carbonate solvents toward 1O2 
is studied in a new experimental set-up adapted from our 
OEMS cell,35 where the formation rates of gaseous reaction 
products between 1O2 generated in the electrolyte solvent 
(contained in a 4 ml cuvette) are quantified by on-line 
mass spectrometry (see Fig. S4 and experimental methods 
for details). Specifically, Rose bengal (RB) is used as photo-
sensitizer to produce 1O2 in the electrolyte solvent satu-
rated with triplet oxygen (ground state 3Σg-, from now en-
titled by 3O2) by irradiating the reaction mixture with light 
at 523 nm. Furthermore, the use of 10% O2 in argon allows 
a quantification of the oxygen consumption by on-line 
mass spectrometry (MS), enabling a more rigorous evalua-
tion of the reaction stoichiometry between 1O2 and the 
electrolyte solvent. Background measurements by flushing 
the set-up with pure argon (excitation of the dye alone 
leads to no 1O2 formation) are performed for comparison in 
order to exclude thermal effects introduced by irradiation 
or side-reactions of the excited RB dye.The results of the 
on-line gas analysis for the reaction of EC and DMC with 
1O2 are shown in Fig. 1, whereby the upper panels in each 
figure show the current applied to the LEDs: when current 
is applied (between 0 and 1 h), 1O2 is being generated by the 
RB dye in the 3O2 saturated electrolyte solvent, while no 1O2 
is generated in the absence of current (i.e., without irradi-
ation). The gas evolution (middle panels) and the gas evo-
lution rates (lower panels) for the reaction of 1O2 with EC 
for two different volumina of EC added into the cuvette are 
depicted in Fig. 1a (4 ml of EC) and Fig. 1b (1 ml of EC), 
while Fig. 1c shows the analogous experiment with DMC 
(4 ml). To assure that EC is present as a liquid (~37°C melt-
ing temperature) and to provide the same reaction condi-
tions for both carbonates, all measurements are conducted 
at 45°C. The dashed lines represent the gas evolution 
(rates) obtained while the set-up is set under argon, where 
no 1O2 is being produced.  
In case of the EC solvent shown in Fig. 1a, the mass traces 
remain constant when the cuvette is radiated under argon 
(dashed lines, overlain by the blue CO line), meaning that 
no side-reaction from the excited RB dye is observed. After 
flushing the cuvette with 10% O2 in argon, however, a clear 
signal at m/z=44 can be observed upon illumination (be-
tween 0-1 h), which is due to the formation of CO2 (dark 
blue). Simultaneously, the oxygen concentration in the gas 
phase decreases (green), proving that upon excitation of 
triplet oxygen to its singlet state by the dye, singlet oxygen 
reacts with the solvent and thus leads to a consumption of 
oxygen from the gas phase (note that the molar consump-
tion of O2 is divided by 5 for better visibility). After a short 
delay, the CO2 formation rate (Fig. 1a, lower panel) remains 
constant during illumination, as does the O2 consumption 
rate. Moreover, after turning off the power-supply for the 
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LEDs (upper panel, t > 1 h), the CO2 evolution and O2 con-
sumption rates decrease rapidly, which further proves that 
those gases are formed by a reaction of EC with 1O2 that can 
only be generated during illumination. However, even 1 h 
after illumination, slight changes in the mass traces are still 
present, which suggests that a reaction product formed 
during illumination is reactive toward 3O2 (see discussion 
later on), and/or that the diffusion of reaction products 
from the solution into the gas phase is slow (the diffusion 
length from the bottom of the cuvette to the liquid/gas in-
terphase is up to 4 cm). Finally, it should be noted that no 
CO is being evolved, which is in strong contrast to results 
obtained from an operating battery.12, 27-28 
To further elucidate the mechanism of CO2 formation 
from the reaction of EC with 1O2, the stoichiometry of 
evolved CO2 and consumed O2 shall be compared. As the 
on-line MS only samples the gas phase above the solvent, 
it must be considered that a significant fraction of the gases 
could be dissolved in the liquid. In relative terms, the 
amount of dissolved O2 is negligible compared to that of 
CO2, as its temperature independent Henry coefficient in 
cyclic carbonates is at least one order of magnitude higher 
than that of CO2.36 Assuming that the solvent and gas 
phase are in equilibrium, the amount of CO2 in solution 
( 	( )) based on its measured amount in the gas phase 
( 	( )) can be calculated by Eq. 1, which is a combina-
tion of Henry’s law and the ideal gas law: 37 	( )	( ) = ∙ ∙ ∙ ,     (1) 
where  is the solvent volume (1 or 4 ml in Fig. 1),  
is the gas phase volume in the head-space of the cuvette 
which includes the connector to the MS ( = 6.7
, equating to =⁄ 1.5 for = 4 ),  is the 
universal gas constant,  is the temperature,  is the 
molar concentration of the solvent (~15.3 mol/l for pure EC 
at 45°C36), and ,  is the Henry coefficient for CO2 in 
the corresponding solvent. For our experimental tempera-
ture of = 318	 , the Henry constant for CO2 in EC is ap-
proximately , ≈ 19	 .36 For these values, the ratio 
of dissolved to gaseous CO2 predicted by Eq. 1 amounts to 	( ) 	( )⁄ ≈ 3.1, indicating that the amount of 
CO2 dissolved in EC largely exceeds its amount in the gas-
phase where its concentration is being measured by on-
line MS. While in principle one could correct for this fac-
tor, the errors associated with this correction would likely 
be rather large due to the large value of 	( ) 	( )⁄  
in combination with the uncertainty in the Henry con-
stant; furthermore, owing to the large diffusion length of 
up to 4 cm from the bottom of the cuvette to the liquid/gas 
interface, perfect equilibration of the CO2 and O2 gas/liq-
uid concentrations may not be reached over the experi-
mental time scale of 1 h, even though the liquid was mixed 
with a small stirrer (complete convective mixing over the 
4 cm liquid height in the 1 cm2 cross-section cuvette may 
not be achieved). Therefore, an additional experiment was 
performed in which the maximum diffusion/mixing length 
was reduced to ~1 cm by decreasing the EC volume to 1 ml, 
in which case sufficient convective mixing by the stirrer  
Fig. 1: Gas analysis of decomposition products. The upper 
panels show the current through the LEDs that irradiate the 
reaction vessel (cuvette) at 523 nm to enable the generation of 
1O2 by the dissolved Rose bengal dye, i.e., 1O2 is generated be-
tween 0 and 1 h. The middle panels show the evolution of CO 
and CO2 as well as the consumption of O2 caused by the reac-
tion of 1O2 with carbonate solvents saturated with 10% O2 in 
argon (at ambient pressure) at 45°C: a) for 4 ml EC; b) for 1 ml 
EC; and c) for 4 ml DMC placed into the cuvette. The lower 
panel shows the evolution rate for CO and CO2 as well as the 
consumption rate of O2 (smoothed over 50 points). Dashed 
lines show the background experiments conducted under ar-
gon, where no 1O2 is being formed. 
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over the entire liquid height was observed. This also has 
the advantage that the fraction of dissolved CO2 is reduced 
by nearly one order to magnitude to 	( ) 	( )⁄ ≈0.37 (due to the lower value of =⁄ 0.18), so that 
the percentage of the evolved CO2 which ends up in the gas 
phase increases to ~73% compared to only ~24% when 4 ml 
of EC are used. 
The results for the experiment with the reduced EC vol-
ume of 1 ml are shown in Fig. 1b. As expected, the amounts 
of evolved CO2 and consumed O2 are largely reduced com-
pared to the experiment with 4 ml EC, even though the 
overall characteristics are similar. Now, however, the mass 
traces remain constant after illumination (Fig. 1b, central 
panel), contrary to what was observed with 4 ml EC (see 
Fig. 1a). This difference is also apparent in the gas evolu-
tion/consumption rates, which with 1 ml EC drop to zero 
only moments after the illumination is stopped (Fig. 1b, 
lower panel), clearly indicating that the low but finite gas 
evolution/consumption rates after illumination with 4 ml 
EC (Fig. 1a) must indeed be due to an incomplete equili-
bration between the liquid and the gas phase. Therefore, 
our estimate for the CO2 and O2 reaction stoichiometry is 
derived from the data with the lower EC volume of 1 ml, for 
which the amount of O2 and CO2 detected in the gas phase 
after 1h illumination as well as the calculated sum of CO2 
in the gas phase and in solution ( 	( )) are listed in 
Table 1, together with the resulting overall reaction stoichi-
ometry ( 	( ) ( )	⁄ ) which suggests that for each 
released CO2 molecule two O2 molecules are consumed. 
Possible microscopic reaction mechanisms will be dis-
cussed in the simulations part. 
Table 1: Molar consumption of O2 ( ( )	) and for-
mation of CO2 ( ( )	) in the gas-phase over the 1 
hour illumination period of 1 ml EC (0-1 h data shown 
in Fig. 1b). The total amount of CO2 ( ( )) calcu-
lated from its estimated partition into the liquid and 
the gas phase ( 	( ) 	( )⁄ ≈ . ; see text) is 
used to determine the overall reaction stoichiometry 
factor 	( ) ( )	⁄  of evolved CO2 to consumed 
O2 in the reaction of EC with 1O2. 
( )	 
[µmole] 
( )	 
[µmole] 
( ) 
[µmole] 
( )
 
-0.146 0.055 0.075 0.52 
 
The gas analysis of DMC upon reaction with 1O2 is shown 
in Fig. 1c. All mass traces assigned to CO2, CO, and O2 show 
changes during the illumination phase. However, those 
changes are not caused by reactions with 1O2, as the exper-
iment under argon atmosphere (dashed lines) shows the 
same changes and as all mass traces return to their original 
values within ~0.5 h after turning off the illumination; fur-
thermore, the O2 mass signal would indicate an increase in 
the O2 concentration during illumination. This clearly 
points toward an experimental artefact when using sol-
vents with a very high vapor pressure like DMC, caused by 
the heating of the solution during the illumination period. 
As a matter of fact, all mass channels assigned to the gases 
of interest also correspond to MS-fragments of the DMC 
molecule (see Fig. 3 in Ref. 37) and are therefore affected 
by the vapor pressure change of the solvent upon heating. 
This effect is not observable for the EC solvent, as its vapor 
pressure is several orders of magnitude lower than that of 
DMC (1913 Pa38 for DMC vs 24 Pa39 for EC at 45°C), leading 
to a strong temperature dependency of the solvent content 
in the gas phase in case of DMC, which explains the behav-
ior observed in Fig. 1c. Therefore, we conclude that DMC 
shows an excellent stability toward 1O2, as no oxygen is 
consumed even when 1O2 is being generated. In summary, 
the data from this simple experimental set-up allows an 
easy evaluation of the reactivity of battery solvents with 
1O2, suggesting high stability for the linear alkyl carbonate 
DMC and significant reactivity with the cyclic carbonate 
EC.  
Reaction mechanisms of carbonate solvents with 
singlet oxygen 
Quantumchemical and dynamical methods are per-
formed to elucidate the underlying microscopic reaction 
mechanism and to explain the different stability of EC and 
DMC toward 1O2. We start our investigation with EC. 
We could exclude a possible reaction of EC with 3O2. The 
calculated reaction barrier on CASPT2 level of theory is 
1.90 eV and will prevent the reaction. For the attack by 1O2 
we performed DFT and CASPT2 calculations. CASPT2 cal-
culations were necessary when more than one electronic 
configuration becomes important in the wavefucntion, 
which is often the case at transition states. A comparison 
of the critical energies is given in Table 2, while the reac-
tion mechanism is shown in Fig. 2 (top, left). CASPT2 cal-
culations were performed for EC, 1O2, TS1, VC, 3O2, TS2, the 
biradical and TS3. The 1O2 aligns parallel to the CC-single 
bond, facing the H-atoms on one side. At the transition 
state (TS1) the oxygen π* orbitals form new σ-bonds with 
the two H-atoms, resulting in a six membered ring consist-
ing of the two carbon atoms, the two hydrogen atoms, and 
the two oxygen atoms. From TS1, the intermediate vinylene 
carbonate (VC) is produced by abstracting the two hydro-
gen atoms and eliminating an H2O2 molecule. The barrier 
height for this step lies between 0.92 eV (DFT) and 1.27 eV 
(CASPT2) and should allow the formation of VC (see first 
line in Table 2). With ΔG = -1.77 eV, the reaction is clearly 
exergonic. This concerted dihydrogen abstraction is rather 
untypical compared to the well-known addition reactions 
of 1O2 to C-C double bonds.40 Sevin and McKee41 reported 
an analogous reaction for cyclohexadiene also based on 
calculations, yielding a barrier height of 0.96 eV on 
CASPT2 level of theory. While the thus predicted VC reac-
tion product will exist only in low concentration compared 
to the EC educt, due to its C-C double bond it is substan-
tially more reactive and contrary to EC can even react with 
3O2 (see below discussion and Fig. S5). As much more 3O2 
than 1O2 is present, the reaction with 3O2 should be more 
likely. This would also be the case in an operating battery, 
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Table 2: Reaction and activation free enthalpies (G) and electronic energies with zero-point correction (E+ZPC) 
in eV for the reaction of the electrolyte with oxygen. 
 B3LYP/6-311++G** CASPT2 
 ΔG* ΔG ΔE*+ZPC ΔE+ZPC 
EC + 1O2 → VC + H2O2 0.92 -1.77 1.27 - 
VC + 3O2 → biradical 1.75 1.76 1.14 1.06 
VC + 1O2 → dioxetane 1.32 -1.63 0.32 - 
dioxetane → C2H2O3 + CO2 1.24 -0.16 - - 
 
 
 
Fig. 2: Pathways for the reaction started by the attack of singlet oxygen on EC based on DFT and CASPT2 calculations.
as the lifetime of 1O2 in solution is limited to the µs range,42 
so that the concentration of 3O2 in the bulk electrolyte will 
exceed the one of 1O2. For completeness we nevertheless 
calculated both pathways shown in Fig. 2 (middle and bot-
tom, left). On the left-hand-side of Fig. 2, the calculated 
three-dimensional structures and their relative energies 
are given, on the right-hand-side the reaction pathways are 
visualized by a graphical representation. 
In pathway ① (Fig. 2, middle), VC is attacked by 3O2. 
The oxygen molecule is bonding to one carbon atom of the 
C-C double bond, and a biradical is formed after passing 
the transition state (TS2) with a barrier of 1.14 eV (CASPT2; 
see 2nd row of Table 2). Already TS2 is of biradical charac-
ter, which requires a multi-configurational treatment. On 
CASPT2 level of theory, a frequency analysis is not feasible 
and therefore all values refer to the electronic energy plus 
zero point correction (E+ZPC). Despite the positive E+ZPC 
of 1.06 eV for this reaction, it is a reasonable path, as the 
biradical is instable. Due to large spin-orbit coupling it will 
decay via inter-system crossing to the singlet pathway ②.  
Geometrically the TS2 and the biradical are similar to TS3. 
Thus, we assume the same reaction outcome as for the re-
action of VC with 1O2. In this second reaction path (Fig. 2, 
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path ②, bottom), the 1O2 is also attached to the C-C double 
bond, but almost parallel aligned to the C-C double bond, 
allowing direct ring closure to form the intermediate diox-
etane in a [2+2] cycloaddition for which various reaction 
mechanisms are discussed.40, 43-45 The decisive barrier is 
very low (0.32 eV, TS3; see 3rd row of Table 2) due to the 
high reactivity of 1O2. The difference of 1 eV between DFT 
and CASPT2 based barriers is again the result of the multi-
configurational character of this TS. In a follow-up step, 
the carbonate moiety of dioxetane can split off and CO2 is 
released, consistent with the experimental observations. In 
a subsequent step, the dioxetane ring opens to a 
C2H2O3 fragment, probably instable in solution. 
To search the configuration space for all possible final 
products, trajectory calculations were started at TS3. With 
these calculations we can follow the change in potential 
energy as well as in geometry during the temporal evolu-
tion of the system. The calculations were performed for 
900 fs, and from 110 started trajectories 103 converged. 
Within the propagation time, we could establish six differ-
ent products, listed in Table 3. Next to dioxetane, 
C2H2O3 + CO2 (Fig. 2) is the main product. It is mostly gen-
erated from dioxetane when enough energy is available. 
The example trajectory in Fig. 3a shows a typical time trace 
of the potential energy profile leading to these final prod-
ucts as well as intermediate structures at selected points of 
the trajectory. The fast oscillations reflect the exchange be-
tween kinetic and potential energy, whereby their large 
amplitude indicates high activity in the vibrational motion. 
The overall energetic evolution shows two prominent 
steps. The reaction moves down-hill from the TS in around 
100 fs and forms dioxetane, visible in the first plateau from 
~150-450 fs. Thereafter, a second step is apparent where the 
C-O bonds in the five-membered ring break up and CO2 is 
being released. Hereby potential energy is converted not 
only into vibrations, but also into rotational and transla-
tional motion. The second trajectory (Fig. 3b) is an exam-
ple for a higher energetic trajectory, providing enough ki-
netic energy to further fragment dioxetane to 
HCO+ + HCO2- + CO2. The different, high-energy nature of 
this trajectory can also be seen in the even larger exchange 
between potential and kinetic energy.  
The trajectory calculations shown in Fig. 3 and Table 3 
confirm the thermodynamics established from the static 
calculations, i.e., dioxetane and C2H2O3 + CO2 are the main 
products. All further products found in the dynamical cal-
culations are formed from dioxetane. Also a small amount 
of back reaction is observed. 
The experimentally reported products CO2 + CO by Jung 
et al.12 are also directly observable, but only to ~1% (see last 
row in Table 3). However, we expect that in the natural 
electrolyte environment (i.e., solvents plus a lithium salt), 
dioxetane as well C2H2O3 will further fragment into CO2 
and CO. The abstraction of the H-atoms should be favored 
by the surrounding polar electrolyte and electrolyte salt, 
especially in an external potential field (i.e., in an operating 
battery). 
In summary, the reaction of EC with 1O2 passes through 
two central steps. The first one is the abstraction of two H-
atoms from EC by 1O2 to form VC and H2O2; the second 
step is the continuing reaction of VC with 3O2 to form the 
final products. To further verify the first step, we tested the 
same situation for the linear DMC. 
DMC does not provide two H-atoms at neighboring C-
atoms and thus a transition state similar to that of TS1 for 
EC cannot occur. All other possible transition states are so 
high in energy that they are unphysical and not found by 
the search algorithm. Thus, as to be expected based on the 
DMC molecular structure, no reaction takes place between 
1O2 and DMC. 
Table 3: Distribution of products (based on 110 trajec-
tories) for the trajectories starting from the transition 
state of VC + 1O2. Italic pathways are also shown in 
Fig. 3. 
Final geometry % 
dioxetane 63.6 
C2H2O3 + CO2 (Fig. 3a) 25.5 
VC + 1O2 4.5 
dioxirane-3-carbaldehyde + CO2 3.6 
HCO+ + HCO2- + CO2 (Fig. 3b) 0.9 
H2CO2 + CO + CO2 0.9 
2 CO2 + CO + H2 0.9 
 
Detection of liquid decomposition products and an-
odic oxidation of H2O2 
The ab initio calculations for the reaction of EC with 1O2 
are in good agreement with the experimental results con-
cerning the gaseous reaction products, i.e., CO2 is the only 
product observed by gas-phase on-line MS and also the 
main gaseous product predicted by the calculations. The 
initial step of EC decomposition suggested by ab initio cal-
culations is the abstraction of two H-atoms by 1O2, forming 
H2O2 and VC, which poses the question whether VC could 
be detected after the reaction. Based on the results shown 
in Fig. 1a, where 0.38 µmol O2 were consumed during the 
2 h experiment and considering that according to the 
above mechanism one consumed O2 molecule would pro-
duce one VC molecule, the maximum possible concentra-
tion of VC in solution (i.e., ignoring its follow-up reaction) 
would only amount to ~6 ppm 
(0.38 µmolVC × 84 g/molVC = 32 µgVC in 5.2 g EC (≡ 4 ml)), 
which is far below the NMR detection limit and explains 
why it had not shown up in our 1H- and 13C-NMR analysis 
of the reaction mixture (data not shown). Even with more 
sensitive chemical analysis methods, we believe that VC 
will not be detectable, as the strong CO2 gassing (see 
Fig. 1a) in combination with our calculations suggests that 
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Fig. 3: Two example trajectories leading to a) C2H2O3 + CO2 and b) HCO+ + HCO2- + CO2 (right).
VC is a very reactive intermediate that can be readily de-
composed and thus might only be present in the sub-ppm 
level. As a matter of fact, the instability of VC in solution is 
well-known and it can only be stabilized for use in battery 
electrolytes by radical inhibitors such as BHT (butylated 
hydroxytoluene),46 which of course are absent here since 
VC is formed in-situ in pure EC solvent. Additionally, the 
above calculations revealed that even ground-state 3O2 is 
able to initiate VC decomposition, which was also observed 
in a simple on-line MS experiment (see Supporting Infor-
mation, Fig. S5). 
Even though VC itself cannot be detected after the reac-
tion of EC with 1O2, the above mechanism deduced from 
the ab initio calculations would result in the formation of 
H2O2, which can be detected colorimetrically with very 
high sensitivity (few ppm),47 following a standard proce-
dure by the German Institute of Standardization (DIN 38 
409, part 15), as explained in the experimental part. 
The results of this analysis for the EC and DMC solution 
after exposure to 1O2 (according to the experiments shown 
in Fig. 1a and c) are shown in Fig. 4a and b, respectively. As 
clearly seen in Fig. 4a, after reaction of the EC solution with 
1O2, an additional absorption feature between 410-420 nm 
can be observed (orange line) that corresponds to the char-
acteristic absorption of the [Ti(O2)]2+ complex formed in 
the presence of H2O2 (the features above that wavelength 
are caused by the RB dye). No signal at 410-420 nm can be 
observed for the experiment conducted under argon, 
where no 1O2 is produced (black line). In contrast to that, 
the DMC solution shows no change after exposure to 1O2 
(orange line in Fig. 4b), as one would expect based on the 
on-line gas analysis (see Fig. 1c) as well as the ab initio cal-
culations. Unfortunately, due to the background of the RB 
dye and possible chemical decomposition of H2O2, a quan-
titative assessment is not feasible. Nevertheless, the result 
of this colorimetric analysis unambiguously verifies the 
formation of H2O2 and thus provides strong evidence for 
our calculated reaction mechanism, namely the formation 
of VC and H2O2 as the first step in the reaction of EC with 
1O2. 
Fig. 4: Detection of H2O2 based on [Ti(O2)]2+ complex for-
mation for 100 µM RB in EC (a) and DMC (b), with samples 
taken either before (black) or after reaction with 1O2 (orange) 
according to the experimental procedures shown in Fig. 1a and 
c. 
Does the formation of VC and H2O2 influence the bat-
tery’s lifetime? The anodic oxidation of VC has already 
been studied by Pritzl et al.,48 where it was found to initiate 
at 4.3 V vs Li+/Li. Still, it remains unknown whether the 
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lifetime of VC formed by 1O2 is long enough to be oxidized 
electrochemically in an operating battery before its further 
chemical decomposition reaction with 1O2 or 3O2 (see Ta-
ble 2). From the trajectory calculations we can extrapolate 
a chemical decomposition time on the order of several ps. 
In contrast to VC, H2O2 is chemically reasonably stable, 
which leads to the question how it might interact further 
in an operating battery after its formation at/near the lay-
ered transition metal oxide cathode. One possibility is its 
gradual chemical decomposition into water and oxygen, 
whereby water is known to react with the common LiPF6 
electrolyte salt forming POF3 and HF,49-50 ultimately lead-
ing to transition metal dissolution.10-11, 15-18 Another possibil-
ity which we will explore in the following is whether the 
potential is sufficiently high to drive the electrochemical 
oxidation of H2O2 to protons and oxygen (e.g., 
H2O2 → 2H+ + 2e- + O2); in this case, the PF6- anion would 
react with H+ to HF and PF5.51 
The remaining open question is whether the typical cath-
ode potentials in LIBs with NCM or HE-NCM cathodes 
(~4.3-4.7 V vs Li+/Li) is high enough to electrochemically 
oxidize H2O2. Since no data are available in the literature 
on this reaction in aprotic electrolytes, it will be examined 
in the following by conducting linear sweep voltammetry 
(LSV) scans on a carbon black electrode (Super C65/PVdF) 
after deliberate addition of an aqueous H2O2 solution 
(50%wt) to a DMC based electrolyte with 1.5 M LiPF6; as 
H2O2 can only be obtained as an aqueous solution, the ef-
fect of H2O addition is also examined for reference. To 
eliminate the reaction of H2O2 and H2O at the lithium 
counter electrode, these experiments are conducted with 
our 2-compartment cell design where working and counter 
electrode are separated by a lithium ion conducting solid 
electrolyte (see experimental part and Metzger et al.14 for 
details). Fig. 5 shows the background measurements for 
the pure DMC based electrolyte without (a) and with 
550 ppm H2O (b). The upper panels show the anodic cur-
rent vs potential during the 0.2 mV/s scan from the open 
circuit potential (OCV; ranging between ~3.1-3.7 V) up to 
5.2 V vs Li+/Li (see upper x-axes). The integral gas evolu-
tion and the gas evolution rates are shown in the middle 
and lower panels, respectively, whereby O2, CO2, and CO 
are the major gaseous products; dotted vertical lines mark 
the onset potentials of each gas (indicated by the respec-
tive color). As can be readily seen, no O2 formation (green 
lines) is detected in the absence of H2O2 and the electro-
chemical oxidation of DMC is essentially unaffected by the 
presence of water (upper panels; note that the current peak 
at ~4.5 V is due to the corrosion/passivation of the current 
collector). For the DMC based electrolyte without and with 
added H2O (Fig. 5a and b), CO2 evolution sets in at ~4.87 V 
vs Li+/Li (dark blue dotted line). The evolution of CO initi-
ating at ~4.90 V vs Li/Li+ (blue dotted line) in the presence 
of H2O (blue line in Fig. 5b) arises in major parts from the 
H2O-induced oxidation of the carbon electrode as already 
studied by Metzger et al.52 and is thus absent for the H2O-
free electrolyte (Fig. 5a). 
While the CO2 and CO signals with the electrolyte con-
taining 550 ppm of 50%wt H2O2 in H2O are identical to the 
background measurement without H2O2 (except for an ear-
lier CO2 onset potential of ~4.4 V vs ~4.87 V), the presence 
of H2O2 results in a strong oxygen evolution, initiating at 
~3.85 V vs Li+/Li (green dotted line). The oxygen formation 
is completed by the time the potential has reached ~4.7 V, 
at which point the total amount of O2 formed in the cell 
amounts to 3.9 ⁄ ≡ 0.67  (based on a total 
carbon surface area of 0.17  in the cell; see experimental 
section). This suggests that all of the H2O2 added to the cell 
(275	 ≡ 1.05	 , based on 0.13 g of electro-
lyte) has been consumed, which would correspond to a re-
action stoichiometry of 2 moles of O2 produced per 3 moles 
of consumed H2O2. Integrating the additional oxidation 
peak observed during the LSV scan between 3.8 and 4.65 V 
shown in the upper panel of Fig. 5c, the overall additional 
anodic charge in the presence of H2O2 can be estimated to 
be ~0.67	 . A comparison with the 0.67  of 
evolved O2 within this potential range indicates a 1-elec-
tron mechanism for the formation of O2 from H2O2. From 
this, from the above determined reaction stoichiometry of 
H2O2/O2 = 3/2, and from the fact that the only observed 
gaseous product is O2, a plausible net electrochemical oxi-
dation reaction can be formulated if one assumes that the 
electron charges are balanced by protons released into the 
solution: 3 →	2 + 2 + 2 + 2   (2) 
While this net reaction does not give any insight into the 
elementary reaction steps and is still rather speculative, it 
illustrates that the electrooxidation of H2O2 is most likely 
accompanied by the release of protons. The initial elemen-
tary step is most likely the formation of a hydroperoxyl rad-
ical ( ∙) by a 1-electron oxidation of H2O2 (→ ∙ + + ), which has a standard potential of 
+1.44 V53 (vs the standard hydrogen electrode, SHE). If ref-
erenced to the Li+/Li scale (3.04 V vs SHE53), this would 
correspond to ~4.5 V vs Li+/Li at standard activities and 
~3.7 vs Li+/Li if one were to assume activities of 10-7 for both ∙ and H+ in the vicinity of the electrode, reasonably 
close to the OCV obtained in the DMC electrolyte contain-
ing 550 ppm of the added 50%wt H2O2 solution (see Fig. 5c). 
The attack of intermediate ∙ radicals on DMC might 
also explain the earlier onset for CO2 formation in the pres-
ence of H2O2 (compare Fig. 5a and 5c). 
As shown and explained in the supporting information 
(paragraph E, Fig. S6), the evolution of H+ can be traced 
and was proven for the anodic oxidation of H2O2, matching 
the net reaction in Eq. 2 even quantitatively. 
While further experiments would be required to gain 
mechanistic insights into the electrooxidation of H2O2 on 
carbon black, it is clear that H2O2 formed by the reaction 
of EC with 1O2 would not be stable in the operating poten-
tial range of a layered transition metal oxide cathode ma-
terial: while 1O2 is released only above ~4.3 V vs Li+/Li for 
NCM811 and above ~4.6 V vs Li+/Li for NCM111 and HE-
NCM,28 the electrooxidation of H2O2 initiates already at po-
tentials above ~3.85 V. If the here proposed net electrooxi-
dation reaction of H2O2 in the cathode electrode were true  
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Fig. 5: Electrochemical oxidation of DMC electrolyte with 1.5 M LiPF6 on a carbon black electrode (Super C65/PVdF) during a 
linear potential scan (0.2 mV/s) from OCV to 5.2 V vs Li+/Li (upper x-axes; OCV values are also indicated there) at 25°C: a) pure 
electrolyte; b) electrolyte with 550 ppm H2O and, c) electrolyte with 550 ppm of 50%wt H2O2 in H2O. Upper panels: current vs 
potential; middle panels: total amount of formed gas for CO (blue lines), CO2 (dark blue lines), and O2 (green lines), referenced to 
the total BET surface area of the carbon electrode; bottom panels: gas evolution rates (smoothed over 50 points), whereby the 
onset of the evolution of each gas is marked by dashed vertical lines (in the respective color). Measurements are performed in a 2-
compartment OEMS cell in which the lithium metal counter electrode is separated from the carbon black working electrode by 
an impermeable solid lithium ion conductor14.
(Eq. 2), the formation of protons and water with the com-
monly used LiPF6 salt would lead to the formation of HF,49-
51 which in turn would lead to transition metal leaching 
from the cathode active material.10-11, 15-18  
In total, three different aging mechanism caused by the 
chemical reactivity of 1O2 with EC and by the resulting re-
action products can be identified: i) EC consumption by its 
reaction with 1O2, accompanied by CO2 formation; ii) 
chemical decomposition of H2O2 to oxygen and H2O that 
further reacts with PF6- to POF3 and HF and/or electro-
chemical oxidation of H2O2 to oxygen and H+ that further 
reacts with PF6- to PF5 and HF; and, iii) chemical degrada-
tion of the cathode active material by the formed HF, ac-
companied by transition metal dissolution and migration 
to the anode, where it leads to a loss of active lithium and 
impedance growth.10, 17 All these mechanisms account for 
battery aging and show the importance of understanding 
the chemical reactivity of 1O2 with electrolyte solvents. 
In summary, the release of singlet oxygen from layered 
transition metal oxide CAM for LIBs at high states of 
charge (above ~80%)28 was shown here to lead to the de-
composition of the commonly used EC electrolyte compo-
nent, resulting in the formation of VC and H2O2 (see Eq. 3 
or 1st row of Table 2). While VC can further react with both 
singlet and triplet oxygen (see Eq. 4 or 2nd and 3rd rows of 
Table 2), it will also get oxidized electrochemically at po-
tentials above 4.3 V vs Li+/Li48. At the same time, the gen-
erated H2O2 will get oxidized rapidly at the operating volt-
age of NCM and HE-NCM cathodes, most likely leading to 
the formation of H+ and H2O (see Eq. 2), which would lead 
to the generation of HF from the typically used LiPF6 salt 
(see Eqs. 5 and 6) which in turn would lead to transition 
metal leaching. Even though the impact of the organic re-
siduals produced by the reaction of EC after reaction with 
1O2 (VC, dioxetane, and further fragments) is still under in-
vestigation, the formation of H2O2 is seen as the major fac-
tor resulting in bad cycling performance of LIBs when 
NCM or HE-NCM cathodes are charged to high cut-off po-
tentials or, more precisely, when they are charged above 
the SOC at which 1O2 is released. 	+	 → +     (3) 	+	 → +    (4) + → + + 2   (5) + → +     (6) 
CONCLUSION 
In this study, we evaluated the chemical stability of the 
standard lithium-ion battery solvents ethylene carbonate 
(EC) and dimethyl carbonate (DMC) toward singlet oxygen 
(1O2) that was found to be released from layered transition 
metal oxides (NCM and HE-NCM) at high states of charge 
(SOC). A mass spectrometry set-up was developed, which 
enabled the on-line detection of gaseous reaction products 
upon the generation of 1O2 in triplet oxygen saturated EC 
or DMC with dissolved Rose bengal photosensitizer under 
irradiation with 525 nm light.  
The ethylene group in EC was found to be the key reac-
tive moiety allowing the attack of 1O2 as shown by ab initio 
calculations. Here, the decomposition of EC is initiated by 
the elimination of H2O2 and the formation of vinylene car-
bonate (VC), which can be further decomposed under CO2 
release, as confirmed by trajectory calculations. Calcula-
tions further suggested that no reaction would occur be-
tween 1O2 and the linear carbonate DMC. These predic-
tions were tested by on-line gas analysis upon excitation of 
the photosensitizer, providing an unambiguous proof of 
the instability of EC and the high stability of DMC toward 
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1O2, as well as validating the formation of H2O2 upon de-
composition of EC. On-line electrochemical mass spec-
trometry (OEMS) further revealed that H2O2 undergoes 
rapid electrochemical oxidation at a non-catalytic carbon 
black electrode at potentials above ~3.85 V vs Li+/Li, i.e., at 
potentials below the operating potential of NCM and 
HE-NCM cathodes.  
We believe that the formation of H2O2 is the key factor 
leading to the poor cycling stability of LIBs with (HE-)NCM 
based cathodes once the potential of O2-release is ex-
ceeded, as the anodic oxidation of H2O2 leads to the for-
mation of protons and/or water that can further react to 
HF with the common LiPF6 conducting salt. This mecha-
nistic understanding of 1O2 reactions with the EC solvent 
likely explains the experimental observation that EC-free 
electrolytes have been found to greatly improve capacity 
retention for oxygen-releasing cathodes. 
MATERIALS AND METHODS 
On-line gassing analysis during the reaction of 1O2 
with EC and DMC 
The reaction of singlet oxygen with EC and DMC (both 
battery grade, < 10 ppm H2O, BASF, Germany) is studied in 
a set-up adapted from our cell design for on-line electro-
chemical mass spectrometry (OEMS).35 Here, singlet oxy-
gen (1O2) is produced in triplet oxygen (3O2) saturated so-
lutions of EC or DMC using Rose bengal (RB, disodiumsalt, 
>95%, Sigma Aldrich) as photosensitizer to form 1O2 in so-
lution from 3O2. Exciting RB with light at 525 nm ultimately 
leads to the formation of unstable triplet state RB with an 
excitation energy of 42 kcal/mol,54 which transfers its exci-
tation energy to a nearby 3O2 by promoting it to the first 
singlet state. RB was chosen due to: i) its sufficient solubil-
ity in carbonate solvents; ii) its high quantum yield in so-
lution and efficiency to convert 3O2 to 1O2;55 and, iii) its high 
chemical stability.56 The RB powder was dried for 72 h at 
130 °C under vacuum in a glass-oven (Büchi, Switzerland), 
and solutions of 100 µM RB in EC and DMC were prepared 
in an Ar-filled glovebox (MBraun, < 0.1 ppm H2O, 
< 0.1 ppm O2) by stirring on a hot-plate for several days at 
50°C (i.e., above the melting temperature of EC). The set-
up for the on-line mass spectrometry (MS) measurements 
was assembled inside the glovebox to avoid contamination 
from ambient air. 
For on-line MS analysis, the electrochemical cell of our 
OEMS set-up was replaced by a standard UV-Vis cuvette 
(square 10 mm bottom, 2 transparent sides, 4 ml volume, 
Spectrosil glass, Starna, Germany) that is connected via a 
GL-tube-fitting (PPS, Bola, Germany) to a metal fitting, 
which in turn connects directly to the MS via a flow-re-
stricting capillary (at a standard flow rate of ~1 l/min). The 
cuvette was filled with either 4 or 1 ml of the carbonate so-
lutions with RB dye, leaving a head-space volume of either 
2.7 or 5.7 ml, respectively, which can be purged with argon 
or oxygen. A 6 mm magnetic stirrer was added to induce 
some convective mixing. The cuvette is located in a non-
transparent plastic encasing that prevents unintended ex-
citation of the photosensitizer and that holds 4 LEDs (two 
on either side of the cuvette) with a characteristic wave-
length of 525 nm at a maximum power of 3 W each (at an 
operating voltage of 3 V). The LEDs are connected in series 
and placed onto cooling fins to remove most of the heat 
generated during illumination. The LED power supply ca-
bles, the metal tube connecting the cuvette with the MS 
capillary inlet and the gas flushing valves are fed through 
the encasing. For details of the assembled cell and its loca-
tion in the encasing see Fig. S4. After assembly, the set-up 
is placed onto a magnetic stirrer inside a temperature 
chamber at 45°C (chosen to be above the EC melting 
point), the capillary is connected to the mass spectrometer, 
and the set-up is flushed with pure argon and left to equil-
ibrate for 4 h before starting an experiment. During these 
4 h, the leak tightness of the assembly is assured prior to 
each measurement by following the MS signal for nitrogen; 
the measured nitrogen leaks were also negligible 
(<< 0.05 µl over 10 h, corresponding to << 0.2 nmol over 
1 h, which is negligible compared the measured gas for-
mation/consumption shown in Fig. 1) proving the tight-
ness of the set-up. 
After the 4 h rest period, a current of 400 mA was ap-
plied to the LEDs while the set-up is still under argon at-
mosphere. Any gassing observed at that point of the exper-
iment could only be attributed to a possible reactivity of 
the excited photosensitizer with the carbonate solvent or 
simply to a change in vapor-pressure due to the slight tem-
perature increase of the solution by the LEDs. The light was 
turned off after 1 h of illumination and the mass traces are 
recorded for another hour to observe any delayed detec-
tion of evolved gases and to deconvolute true gas genera-
tion from the reaction and vapor pressure changes. Subse-
quently, the set-up was flushed with 10% O2 in argon and 
left for equilibration for another 3 h. Then, the RB dye was 
excited again for 1 h recording the MS signals, followed by 
another hour without illumination. Finally, the set-up was 
flushed with calibration gases to quantify the evolved and 
consumed gases. The evolution of CO2, CO, and O2 are as-
signed to the mass traces at m/z=44, m/z=28 and m/z=32, 
respectively (note that the CO signal was corrected for the 
contributions from CO2 to the m/z=28 channel as de-
scribed previously52). No MS signals other than those re-
lated to these three gases were observed upon reaction of 
1O2 with the carbonate solvents (other than the constant 
background signals from the DMC solvent). Quantification 
is executed by dividing all mass-traces with the ion current 
on m/z=36 corresponding to the argon isotope and flush-
ing the set-up after the measurement with calibration 
gases containing 2000 ppm of CO2, CO, and O2 in argon. 
Analysis of the carbonate solutions after reaction 
with 1O2 
Ab initio calculations have revealed several expected re-
action products that remain in solution. H2O2 was detected 
by [Ti(O2)]2+ complex formation following a standard pro-
cedure by the German Institute of Standardization.57 In the 
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presence of H2O2, this complex of pertitanic acid is formed 
from TiOSO4 with a characteristic absorption around 
410 nm (in water). 3 ml of the carbonate solution were 
taken from the cuvette after on-line MS analysis and mixed 
with 3 ml of an aqueous TiOSO4 solution (1.9–2.1%, for de-
termination of hydrogen peroxide (H 15), according to DIN 
38 409, part 15, DEV-18, Sigma Aldrich, USA) under inert 
atmosphere. 1.5 ml of the mixture was given into a quartz 
cuvette (Spectrosil glass, Starna, Germany) with a 2 mm 
path length and analyzed in transmission mode between 
700 and 200 nm in a UV-Vis Spectrometer (Lambda35, Per-
kin Elmer, USA) at a scan rate of 240 nm/min, averaging 2 
scans. All spectra were compared to the base solution with-
out radiation exposure to deconvolute the signals from the 
RB dye and the pertitanic acid.  
Anodic electrochemical decomposition of H2O2 
Experiments and simulations indicate that H2O2 is 
formed after double H-abstraction from the ethylene 
group of EC. To examine the electrochemical reactivity of 
H2O2 in the lithium-ion battery environment, linear scan 
voltammetry (LSV) on a carbon black electrode in DMC 
based electrolyte without and with H2O or H2O2/H2O was 
performed. For this, we used our 2-compartment OEMS 
set-up, where a Li+- conducting glass-ceramic (LICGC, di-
ameter 1 inch, thickness 150 μm, Ohara, Japan) separates 
the carbon black working-electrode compartment from the 
lithium metal counter-electrode compartment, assuring (i) 
that no cross-diffusion of gas and solution species can oc-
cur and (ii) that gases evolved at the counter-electrode are 
not detected by the mass spectrometer which is connected 
to the head-space of the carbon black working-electrode.14, 
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The carbon black working-electrodes were based on Su-
per C65 (BET = 63 m²/g, Timcal, Switzerland) and polyvi-
nylidene fluoride (PVdF, Kynar HSV900, Arkema, France) 
at a 1:1 weight ratio. Slurries of Super C65 and PVdF in N-
methyl-2-pyrrolidone (Sigma Aldrich, 99.5 %) were coated 
onto a stainless steel mesh (SS316, aperture 26 μm, wire di-
ameter 25 μm, The Mesh Company Ltd, UK). The final car-
bon loading of the punched out 15 mm diameter electrodes 
was 1.45 ± 0.1 mgC/cm², corresponding to a carbon BET sur-
face area of 0.16 ± 0.02  for each electrode. As electro-
lyte, 1.5 M LiPF6 (battery grade, BASF, Germany) in DMC 
(DMC electrolyte) was chosen for these measurements due 
to its slower hydrolysis compared to EC.58 Either pure H2O 
or a solution of 50%wt H2O2 in H2O (pure, AppliChem, ITW 
reagents, Germany) were added to the electrolyte for a re-
sulting concentration of 550 ppm H2O and H2O2/H2O, re-
spectively. For each experiment, 100 l (≡0.13 g) of one of 
the three different electrolytes (pure DMC electrolyte, 
DMC + H2O and DMC + H2O2 + H2O) were placed into the 
working-electrode compartment by dropping it onto a 
17 mm diameter glass-fiber separator (GF, 250 µm Glass 
microfiber filter 691, VWR, Germany; dried for 3 days at 
300°C in a Büchi vacuum oven) which was sandwiched be-
tween the Ohara glass separator and the carbon black 
working-electrode. The electrolytes were mixed directly 
before cell assembly to minimize the extent of the hydrol-
ysis reaction of the carbonate and the chemical decompo-
sition of H2O2. Lithium metal (17 mm diameter, 450 µm 
thickness, 99.9% purity; Rockwood Lithium, USA) was 
used as counter electrode with an additional GF separator 
filled with pure DMC electrolyte sandwiched between the 
lithium metal and the Ohara glass. The cell was assembled 
inside an Ar-filled glovebox, placed into a temperature 
chamber at 25°C, and connected to the mass spectrometer 
and a potentiostat (SP300, BioLogic, France). A single oxi-
dative scan from OCV (ranging from 3.2-3.7 V vs Li+/Li) to 
5.2 V was measured at 0.2 mV/s after an initial 4 h OCV pe-
riod to obtain a well-defined mass signal background. 
Computational methods 
The geometries of minima and transition states (TS) 
were optimized using density functional theory (DFT) with 
the UB3LYP functional and the 6-311++G(d,p) basis set. 
Every stationary point was verified by frequency calcula-
tions. The path between reactants and products via the 
corresponding TS was established by Internal Reaction Co-
ordinate (IRC) calculations. To take into account non-dy-
namic and dynamic electron correlation, CASPT2 calcula-
tions were carried out at the optimized geometries. This is 
important for structures with multi-configurational char-
acter, here especially for the reaction with triplet oxygen. 
This way, CASPT2/ANO-L-VDZP energies were calculated, 
taking into account the zero point energy (ZPE) on DFT 
level of theory. The active space used for the oxygen mole-
cule consists of eight electrons in six orbitals (CAS(8,6)), 
the active space for EC and VC was CAS(4,4) and CAS(2,2), 
respectively. The difference in the active space reflects the 
fact that different orbitals are involved in the consecutive 
reaction steps. In the case of EC, the σ- and σ*-orbitals of 
the two C-H bonds cleaved in the reaction are necessary; 
for VC, the π- and π*-orbital at the neighboring sp2 carbons 
are the reactive part. In the same way, the TS of the di-H-
abstraction (TS1) is described by CAS(12,10), and the TS of 
the reaction of VC with oxygen (TS2 and TS3) by CAS(10,8). 
In case of CAS(12,10), state averaging was used over three 
states with a ratio of 90:5:5. DFT calculations were carried 
out with the program package Gaussian0959 and Gauss-
ian1660. The CASPT2 calculations were performed with 
MOLCAS 8.2.61-62 
Ground state on-the-fly simulations were carried out for 
the reaction of VC and 1O2, starting from the optimized TS 
structure with the program NewtonX 2.063-64 and its inter-
face to Gaussian09. The nuclear motion was treated classi-
cally, while the electrons were treated quantum mechani-
cally using the DFT functional UB3LYP and the basis set 6-
311++G(d,p). For the time propagation, we used the Veloc-
ity Verlet integrator with a time step of 0.5 fs. The TS was 
chosen as starting point, as we are mainly interested in the 
products that can be formed. The trajectories were started 
with a kinetic energy of 1 kcal/mol along the reaction vec-
tor pointing toward the products. All 3N-5 other normal 
modes were sampled according to a Wigner distribution65 
for both positions and momenta for the temperature of 
4. Chemical stability of two standard electrolytes used in lithium-ion. . . 91
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300 K. 110 individual trajectories were calculated and ana-
lyzed. 
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Chapter 5.
Summary and outlook
In this thesis the reaction dynamics of various organic molecules with applications
in kinetic studies, labeling and as battery electrolytes was investigated. The first two
chapters were concerned with diphenylmethyl compounds used for reactivity stud-
ies and the quantum dynamics (QD) simulation of their bond cleavage. The third
chapter discussed two molecules with elongated π system important for labeling. In
the fourth chapter two common solvents used in lithium-ion batteries were tested for
their reactivity towards singlet oxygen (1O2).
In the first chapter of this thesis, the concept of adapted reactive coordinates (aRCs)
based on the Wilson G-matrix method was presented. It is a coordinate system to
perform QD in reduced dimensionality, which includes the relaxation of non-reactive
background coordinates. As first step, the most important reactive internal coordi-
nates to describe the reaction were identified. In a second step major changes of
further non-reactive coordinates were recorded using a minimum energy path (MEP),
which were then fitted to the reactive coordinates. In this way, geometries could be
constructed which were approximately relaxed without performing optimizations at
each grid point. On the one hand, the computational cost is, thus, dramatically re-
duced as only single-point calculations have to be performed. On the other hand,
unphysical discontinuities in the G-matrix are avoided. Comparative QD simulations
for the bond cleavage of Ph2CH−PPh +3 clearly demonstrated how the path of the wave
packet is changed, if the background relaxation is included in the G-matrix or not.
Without relaxation the propagation time to reach a conical intersection (CoIn) respon-
sible for the formation of the experimental product was vastly prolonged.
In the second chapter of this thesis, the coordinate system from chapter 1 was
used to simulate the initial photoinduced bond cleavage of diphenylmethyl chlo-
ride (Ph2CH−Cl) and diphenylmethyl bromide (Ph2CH−Br) with two-dimensional QD.
In both molecules, the initial excitation leads to a local ππ∗ state on one phenyl ring.
Near the Franck-Condon region a three-state conical intersection (CoIn) seam is lo-
cated, formed by the ππ∗ and the lone pair states facilitating a direct connection with
the heterolytic dissociation channel. A second CoIn—a two-state one—at larger bond
length r opens up the homolytic channel. In both cases, wave packet motion through
both consecutive CoIns was observed, delay times in good agreement with the ex-
perimental results were extracted, and the radical pair identified as main product.
For Ph2CH−Cl the transient absorption signal was modeled from the wave packet
data taking into account the experimental temporal resolution. With this, the as-
signment of the signals to the respective products was confirmed. While the second
coordinate dpy—a measure for the pyramidalization of the central carbon atom—was
of limited importance for Ph2CH−Cl, it played a key role for Ph2CH−Br, evident in
the form of the minima and the emerging oscillations of the wave packet in this co-
ordinate. Therefore, non-adiabatic mixed quantum-classical dynamics (MQCD) was
additionally employed for Ph2CH−Br to specificly investigate the role of vibrations,
further motivated by small-amplitude oscillations of the experimental signals. Spec-
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trograms calculated from the trajectory geometries pointed to significant differences
between the product channels. Further analysis of the motion of the wave packet
in the QD found a vibration in the S1 minimum, which was deemed reponsible for
the experimental oscillations. The comparison of all these results to the dynamics of
Ph2CH−PPh +3 published before revealed the strong influence of the leaving group on
the excited states and, thus, the reaction dynamics.
The third chapter was devoted to the photophysics of elongated π systems in organic
molecules. In the first part of this chapter the polycyclic hydrocarbon pyrene was in-
vestigated. The ultrafast relaxation from the bright 1La state to the fluorescent 1Lb
state was simulated with two complementary dynamical methods, both based on the
same carefully chosen QC description. For the QD a two-dimensional subspace gen-
erated from displacement vectors was used, relying on the Wilson G-matrix method
as formulation of the kinetic part of the Hamiltonian. The passing of the wave packet
through the CoIn backed the relaxation mechanism postulated in the literature. Full-
dimensional non-adiabatic MQCD revealed a similar picture as the wave packet dy-
namics. Many back and forth hopping events underlined the strong coupling between
the states even far from the CoIn. Fitted time constants verified the time scale of the
reaction determined by transient absorption spectroscopy. The 1Lb state emerged as
the mainly populated state in the end. A thorough analysis of the trajectory geome-
tries further legitimated the dimensionality reduction done for the QD. Overall, both
methods gave a clear and concise picture of the occurring relaxation process.
In the second part of chapter 3 the dimerization of Cyanine 3 (Cy3) dyes was inves-
tigated. These were covalently attached to DNA strands which acted as a scaffold. Ab
initio calculations on a model system helped assigning a blue-shifted absorption signal
to the formation of H-aggregates. Experimental circular dichroism (CD) spectroscopy
and theoretical molecular dynamics (MD) simulations were employed to further char-
acterize these aggregates, revealing a structure where the dye molecules are slightly
rotated against each other. This study demonstrated that DNA can indeed be used as
scaffold to artificially create dimers by defined changes of the distance between the
dyes. Therefore, DNA can be added to the tool box of nano-optical components.
In the final chapter of this thesis, the chemical stability of the electrolytes ethylene
carbonate (EC) and dimethyl carbonate (DMC) used in lithium-ion batteries towards
1O2 was experimentally and theoretically investigated. From previous studies it is
known that 1O2 is released from specific cathode active materials (CAMs) like NCM
for high state of charge (SOC). To prove its detrimental effect, 1O2 was generated
with the help of a photosensitizer in the pure electrolyte leading to the evolution of
carbon dioxide (CO2) in the case of EC, whereas DMC showed no reaction. Ab initio
calculations suggested a concerted mechanism, which involved the ethylene moiety
and lead to vinylene carbonate (VC) and hydrogen peroxide (H2O2) by double hydrogen
abstraction. Ground state MQCD trajectories confirmed the further decay of VC to
CO2. The detection of the theoretically proposed H2O2 by colorimetric experiments in
solution proved the mechanism and demonstrated the strength of the collaborative
modus operandi. Furthermore, the decay of H2O2 in an aprotic solvent was studied.
It lead to the formation of water and free protons, both reacting with the lithium salt
LiPF6 to hydrofluoric acid, which is highly detrimental for the cycling of a battery.
Altogether, it became apparent that the stability towards 1O2 must not be overlooked
in the search for new electrolytes.
Overall, in this thesis very different light-induced reactions from a multitude of ap-
plications were studied with QD and MQCD methods. Applied correctly both methods
were able to elucidate the occurring processes at a microscopic level and in this way
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contribute to a deeper understanding of these reactions. Furthermore, the synergy of
both methods could be used to assess the effect of the reduced dimensionality. The
results simultaneously showed that MQCD methods had not the ability to catch and
explain all details, as they lack the character of a wave packet. If this character is
decisive for the results, only true quantum methods as QD will prevail.

Appendix A.
The ONIOM method and its implementation
In the following sections, first a short introduction to the ONIOM method is given,
then remarks on the specific implementations concerning different applications of
the method are stated. The name and location of the specific codebase are given and
the design decisions are shortly explained.
Short introduction to the ONIOM method
The well established [37] “our own n-layered integrated molecular orbital and molec-
ular mechanics” (ONIOM) method was formulated by Morokuma and co-workers [32]
based on already known hybrid methods [140, 141] to now combine an arbitrary num-
ber n of layers at different levels of theory, whereby here only n = 2 is considered. Like
QM/MM it is devoted to the idea that only the reactive center has to be treated with
the most accurate method. Unlike QM/MM it is an extrapolative scheme, replacing
the calculation for the complete, here named real system at the high level of theory
with three calculations, two for the smaller model system and one for the real system,
but only at a low level of theory. The ONIOM energy EONIOM can then be calculated
as follows:
EONIOM = Ehighmodel + E
low
real − Elowmodel. (A.1)
While additive QM/MM can only combine quantum mechanics and molecular me-
chanics method, it is an unique advantage of ONIOM [37, 142] to allow more freedom
in the choice of the low level method. Besides ONIOM with molecular mechanics [142–
144] a combination of different QC methods as ONIOM(QC:QC) is feasible, which is
the scope of ONIOM for this thesis. The coupling between the region only treated at
low level of theory (low-level region) and the high-level region is in eq. A.1 automati-
cally included at the low level of theory. In ONIOM(QC:QC) this already includes such
electronic effects as polarization or charge transfer; strategies for a full electronic
embedding are described in the literature [145, 146].
For building the model system, often covalent bonds have to be cut. An established
method is the introduction of link atoms [33, 34], where hydrogen atoms cap all dan-
gling bonds. A scaling factor is used to calculate the positions of the link atoms (see
following section), setting the geometry of the model system in a functional depen-
dence from the real system. As a consequence, no degree of freedom is added or lost
in this procedure and, thus, the potential energy and its derivatives are well-defined
[33, 142]. While the method is not intended to reproduce the absolute energy of the
real system at the high-level method, it yields reliable energy differences [37].
Excited states can be treated with ONIOM as well. If the excitation can be seen as
localized on the model system, the constraint low-level state (CLS) approximation [36]
can be used and the energy of the excited state E∗ is written as:
E∗,ONIOM ≈ E∗,highmodel + E
low
real − Elowmodel. (A.2)
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This approximation implies that the coupling between the high-level and low-level
regions is state-independent.
A flexible ONIOM implementation interfacing various program
packages
For the calculation of the PESs used in the QD simulations of chapter 1 and 2 of
this thesis, a flexible implementation of the ONIOM code was developed. It is written
in PERL5 and allows single-point calculations for a given set of geometries. Program
options are chosen by an input file. Implemented are interfaces for the program
packages GAUSSIAN09 [69], MOLPRO2012 [68], and MOLCAS7.8 [147].
After initializing the program starts a loop over all found geometries. In every loop
the geometry is loaded, scale_brokenbond() builds the model system out of it (see
comments below) and get_energy() is called three times, for each of the three nec-
essary calculations. The latter subroutine is the key point of the algorithm. For each
implemented program package, specific routines for generating the input, running the
calculation, and reading the energy from the output file are called. For the addition of
further methods or even program packages, only this central routine and the respec-
tive subroutines have to be changed or new ones added. After finishing the loop over
all geometries, the ONIOM energies are calculated in digest_oniom() and written to
epot_ONIOM. As the design decision with a loop already suggests, all calculations are
performed in a serial manner. Two files, ONIOM.log and shell.log, log the run of
the program.
Note that the atoms of the model system always have to be at the beginning of
the geometry and that the code can handle the cutting of more than one covalent
bond. This is realized by calling scale_brokenbond() multiple times, once for each
inserted link atom. In this subroutine, first the nature of the cut bond is determined
by the atoms forming it. Hence, a scaling factor g is chosen to reduce the length of
the original A-B bond for the new A-H bond. The position rH of the link atom can then
be calculated from the positions of A and B (rA, rB) by:
rH = rA + g · (rB − rA). (A.3)
At the moment, specific scaling factors are only implemented for C-C (0.709) and C-P
(0.754) bonds according to the literature [33, 34], for other bonds 0.709 is used with
a warning in the log files. Other g factors are conceivable by ratios of sums of covalent
radii [33].
The codebase can be found in its own GIT repository on /netfs. A detailed documen-
tation is found on the group’s own wiki.
Optimizations in the ONIOM framework
The ONIOM energy is, like stated above, well-defined, enabling optimizations in the
ONIOM framework. Based on eq. A.1, the energy can be rewritten as:
EONIOM (R) = Ehighmodel(Rmodel) + E
low
real(R)− Elowmodel(Rmodel). (A.4)
Here, the geometry which the respective energy depends on is indicated in brackets,
R for the real system and Rmodel for the model system. The gradient can now be also
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written as a sum [33, 37]:
∂EONIOM (R)
∂R
=
∂Ehighmodel(Rmodel)
∂R
+
∂Elowreal(R)
∂R
−
∂Elowmodel(Rmodel)
∂R
. (A.5)
With the Jacobian J = ∂Rmodel/∂R responsible for the transformation between the
coordinate systems (details see below), the chain rule can be applied:
∂EONIOM (R)
∂R
=
∂Ehighmodel(Rmodel)
∂Rmodel
· J +
∂Elowreal(R)
∂R
−
∂Elowmodel(Rmodel)
∂Rmodel
· J. (A.6)
This formula implies that the gradients can be calculated separately for the respective
number of atoms and the Jacobian provides the additional degrees of freedom for the
model system calculations.
The implementation of qext_oniom.pl in PERL5 combines two different projects:
On the one hand, the ONIOM program mentioned above, on the other hand the Gaus-
External interface developed and used in the group. This interface allows optimiza-
tions using the “Berny algorithm” of GAUSSIAN with energies and gradients of any
desired QC code. Ironically, it is docking on the ONIOM interface of GAUSSIAN itself.
As the unchanged ONIOM code from the section above is called, the input is also
identical. The input for the called QC program packages has to contain commands to
calculate the gradient of the desired state. The code to readout the respective gradi-
ents is included in qext_oniom.pl for GAUSSIAN, MOLPRO and MOLCAS. The script
qext_oniom.pl is called in the following manner:
qext_oniom.pl gaussian.com input_oniom <state>
with gaussian.com being the name of the GAUSSIAN input file containing the call of
the external file gau_external and the starting geometry; input_oniom the input
for the ONIOM program; followed by the number of the state to be optimized (ground
state = 1).
Let us take a closer look at the Jacobian J. Following the definition of the link atom
in eq. A.3, the derivatives in the Jacobian for the atoms A and B yield:
∂rH
∂rA
= 1− g, (A.7)
∂rH
∂rB
= g. (A.8)
In the code, the Jacobian is not used in its matrix form, but the gradients are added
up accordingly, like the following pseudo code shows:
grad_A_oniom = grad_A_low_real + grad_A_high_model - grad_A_low_model
grad_B_oniom = grad_B_low_real
for all link atoms
find scaling factor g according to bond A-B
grad_H_diff = grad_H_high_level - grad_H_low_level
grad_A_oniom = grad_A_oniom + grad_H_diff * (1-g)
grad_B_oniom = grad_B_oniom + grad_H_diff * g
It is important to mark at this point: As the gradients of different calculations
and program packages are added up, all must be in the same orientation to produce
meaningful results. Since the geometries are in the same orientation, it is essential to
prevent program packages from any kind of “standard orientation”. In GAUSSIAN this
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can be done by “IOp(2/15=21)”, in MOLPRO by “orient,noorient;”, which is the default
for XYZ input. This remark is also important for the following sections.
The codebase is included in the GIT repository for PERL in the GausExternal folder.
A short documentation for the optimization with ONIOM is included on the ONIOM
wiki page.
Conical intersections in ONIOM
A special group of geometry points are CoIns. Like minima or TSs CoIns can also
occur in ONIOM calculations. For the optimization of a CoIn in ONIOM, Bearpark and
co-workers suggested in their pioneering work [35, 36] a modified version of the estab-
lished projected gradient method [148]. Their work is concerned with finding CoIns
in ONIOM(QC:QC), in the literature also methods are reported for CoIn optimizations
in ONIOM(QC:MM) [149].
Bearpark et al. employ the CLS approximation and use the gradient difference
x and the derivative coupling y between the states of interest a,b of the high-level
calculation:
xhighmodel =
∂(Eb,highmodel − E
a,high
model )
∂Rmodel
J, (A.9)
yhighmodel =
〈
Ca
∣∣∣∂Ĥhighmodel∣∣∣Cb〉
∂Rmodel
J. (A.10)
Here, Ea,highmodel and E
b,high
model are the adiabatic energies for states a and b, C are the CI
eigenvectors and Ĥ the electronic Hamiltonian. As before, the Jacobian J transforms
the matrices and considers the introduction of the link atoms. These two vectors
x and y span the branching space [17] and distortions along these vectors lift the
degeneracy.
The modified gradient g̃ONIOM for the optimization consists of two parts:
g̃ONIOM = f + gIS . (A.11)
With the first part f the energy difference in the branching space is minimized:
f = 2(Eb,highmodel − E
a,high
model )
xhighmodel∣∣∣xhighmodel∣∣∣ . (A.12)
The second part gIS consists of the intersection space gradient, which is orthogonal
to the branching space and preserves the degeneracy. It can be calculated from the
gradient of the upper state by projection:
gIS = P
′∂E
b,ONIOM
∂R
. (A.13)
The projection matrix P′ is given by
P′ = 1−A(ATA)−1AT (A.14)
with A being a matrix containing xhighmodel and y
high
model as columns.
At this point some thoughts should be put into the choice of methods. In ONIOM
applications, often single-determinant methods like Hartree-Fock or DFT are used
as low-level method [34, 36, 114]. This choice might turn out to be problematic if
a S0/S1 CoIn occurs, because at such a point these methods do not yield a reliable
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QC description [150]. Especially the term Elowmodel in the energy expression (eq. A.1)
is problematic, because the branching space is optimized for the model system only
(eq. A.12). The other low-level term Elowreal is less determined to fail, as for the real
system, the degeneracy of the CoIn in the model system tends to be lifted by the atoms
in the low-level region. Furthermore, for a more accurate electronic description, the
chosen low-level method has to match the character of the ground state in the high-
level calculation [34, 36], which is possible by using open-shell, unrestricted or higher
spin multiplicity solutions. It is essential for the ONIOM approximation to employ
qualitatively the same wave function for real and model system [36].
The implementation in qext_oniom_coin.pl is a direct extension of the ONIOM
optimization discussed before. The script is called analogously as stated above:
qext_oniom_coin.pl gaussian.com input_oniom <state>
where the number of the upper state has to be used. For tracking the progress of
the optimization, the resulting gradient g̃ONIOM and the energy difference Eb,highmodel −
Ea,highmodel are printed in each step. It is important that the latter value always stays
positive. In case of convergence issues, the use of a steepest descent approach with
slightly looser convergence criteria in GAUSSIAN (opt=(steep,loose)) is promising.
GAUSSIAN is supported for low-level calculations, MOLPRO for both high- and low-level
calculations.
The Jacobian J is explicitly constructed by the routine buildJacobian(). The
matrix is of the dimension 3Nmodel × 3N , where Nmodel and N are the number of atoms
for the model and for the real system, respectively. It is sparse to a high degree, as
it resembles a rectangular diagonal matrix with mostly “1” on the diagonal except for
the link atoms. The only non-zero off-diagonal elements are the ones for the atoms
the link atoms are bound to.
The codebase is included in the GIT repository for PERL in the GausExternal folder.
Vibrational analysis in the ONIOM framework
If an optimized geometry point is a true critical point can be verified by a vibrational
analysis. For this analysis the Hessian containing the second derivatives along all co-
ordinates is necessary. For the mass-weighted Hessian the eigenvectors correspond
to normal modes. The vibrational modes are given by the square roots of the eigen-
values, disregarding translational and rotational modes with zero eigenvalue. For the
ONIOM method the Hessian can be built as a sum like energy and gradients [33]:
∂2EONIOM (R)
∂R2
= JT ·
∂2Ehighmodel(Rmodel)
∂R2model
· J+
∂2Elowreal(R)
∂R2
− JT ·
∂2Elowmodel(Rmodel)
∂R2model
· J. (A.15)
Again, the Jacobian J and here also its transpose JT are necessary to transform the
matrices. Analysis methods for the ONIOM Hessian especially for TSs are described
in the literature [151].
The implementation in PERL5 divides the task in three parts: In the first step, the
script builtInput.pl generates the input for the three individual calculations, using
template files and supporting GAUSSIAN and MOLPRO. Specific input to ensure addi-
tivity of the Hessian and correct output for step 3 is added automatically. The user
submits these jobs in the second step by a submitter script of his/her own choice.
The generation of the ONIOM Hessian and the vibrational analysis is done by the
script ONIOMfreq.pl in the third step. Here, the non-mass weighted Hessians from
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the subcalculations are read-in by specific routines and added up after multiplication
with the Jacobian. The ONIOM Hessian is finally mass-weighted before the analysis.
Both mentioned scripts rely on functions, for better maintainability located in two
perl modules, basicRoutines.pm and FreqRoutine.pm, specifically written for this
project. The former contains read-in procedures for options (see Table A.1) and ge-
ometry and procedures to build the model system, using an only slightly modified
version of the routine scale_brokenbond() mentioned before; the latter contains the
vibrational analysis routine based on an implementation by A. Nenov. The resulting
output file is formatted in GAUSSIAN style and can be read by MOLDEN [152] for visu-
alization of the normal modes. The module files should be in the same folder as the
scripts, as this location is assumed by the scripts. Both scripts expect the name of
the options file as input parameter:
./builtInput.pl ONIOMinput
./ONIOMfreq.pl ONIOMinput
Table A.1.: Options for the ONIOM vibrational analysis
AtomsModel <number> number of atoms in model system
BrokenBond A,B[,C,D. . . ] insert link atom for atom B, scale A-B bond
GeometryFile <filename> filename
ProgrammLow <program name> program for low level of theory
ProgrammHigh <program name> program for high level of theory
TemplateLow <filename> filename of template for low level
TemplateHigh <filename> filename of template for high level
The routine buildJacobian() to construct the Jacobian is re-used here from the
optimization of the CoIn (see above).
The codebase is included in the GIT repository for PERL in the ONIOMfreq folder.
ONIOM in non-adiabatic mixed quantum-classical dynamics
Based on the interface for the program package MOLPRO2012 [68] written in PERL5
by Sven Oesterling [153] in NEWTONX 1.4 [154, 155], a flexible implementation of
the ONIOM code invoking the CLS approximation (eq. A.2) was developed. It allows
the usage of CASSCF as high-level method and HF as low-level method, but is in
principle extendable to other low- or high-level methods like (TD)DFT. As the routine is
implemented in the MOLPRO2012 interface run-molpro.pl, QC calculations are only
possible with MOLPRO2012 and, thus, a mixing between different program packages
is not yet possible. The implementation is based on Ref. [114].
The interface starts by calling what_to_do(), where the input file molpro.par is
read. Here, three new options for ONIOM are inserted:
Table A.2.: Options for the ONIOM routine in run-molpro.pl of NEWTONX 1.4
oniom_low hf low-level of theory
oniom_nat_mod <number> number of atoms in model system
oniom_brokenbond A,B[,C,D. . . ] insert link atom for atom B, scale A-B bond
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If all parameters are present, the subroutine oniom() is called. Here, after read-
ing the geometry, first both calculations for the model system are performed in one
step, afterwards the low-level calculations for the real system. The modified rou-
tine scale_brokenbond() of the vibrational analysis was re-used to introduce the
link atoms. For running the calculations, oniom() relies on modify_input() and
run_and_read() of the original interface. Note that the hashes %en and %grad con-
taining the energy and gradient of the low-level method have to be moved before
running the second calculation. The ONIOM energies and gradients are calculated at
the end according to the formulas in Ref. [114]. Afterwards, the main program calls
write_nx() to store all values readable for NEWTONX.
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A) Background information on ab initio calculations 
In the following tables, the geometries of the optimized minimum structures are listed in 
Cartesian coordinates. The structures were optimized using UB3LYP/6-311++G(d,p) with the 
program packages Gaussian091 and Gaussian162. The geometries are given in Ångström and 
the respective total electronic energies in hartree. The transition states are numbered according 
to the main paper and designated with “TS”. 
Table S1: Optimized structures for the reaction of EC + 1O2 and consecutive reactions  
 
Ethylene carbonate (EC) 
absolute energy: -342.503368 
O    -0.072049     1.110353    -0.109692 
O    -0.072441    -1.110671     0.109281 
C    -0.851828    -0.000065    -0.000096 
O    -2.039801     0.000275     0.000196 
C     1.300647     0.755393     0.122360 
H     1.560631     1.014944     1.151617 
H     1.927801     1.314283    -0.570320 
C     1.300761    -0.755269    -0.122101 
H     1.560867    -1.014838    -1.151273 
H     1.927545    -1.314399     0.570713 
 
Singlet oxygen (1O2) 
absolute energy: -150.308956 
O     0.000000     0.000000     0.602743 
O     0.000000     0.000000    -0.602743 
 
Triplet oxygen (3O2) 
absolute energy: -150.370417 
O     0.000000     0.000000     0.602902 
O     0.000000     0.000000    -0.602902 
 
TS1 
absolute energy: -492.786889 
C    -0.288346     0.723178     0.872948 
C    -0.288249    -0.722959     0.873144 
H    -1.280153     1.002851     0.142283 
H    -0.492354     1.301868     1.770883 
H    -1.279406    -1.003258     0.142460 
H    -0.492048    -1.301456     1.771243 
O     0.874871     1.114520     0.203874 
O     0.875179    -1.114451     0.204365 
C     1.552997    -0.000009    -0.222967 
O     2.554737     0.000033    -0.848568 
O    -2.296902    -0.655858    -0.590465 
O    -2.297190     0.655597    -0.589909 
 
Vinylene carbonate (VC) 
absolute energy: -341.270906 
O     0.021352     1.107153     0.000269 
O     0.021395    -1.107128    -0.000276 
C    -0.788914     0.000009    -0.000003 
O    -1.975005    -0.000024     0.000003 
C     1.331275     0.664099    -0.000599 
C     1.331249    -0.664110     0.000612 
H     2.108210     1.406420    -0.000014 
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H     2.108199    -1.406415    -0.000016 
 
Hydrogen peroxide (H2O2) 
absolute energy: -151.602171 
H    -1.027061     0.668432     0.415171 
H     1.027067    -0.668427     0.415174 
O     0.717072     0.119674    -0.051897 
O    -0.717073    -0.119674    -0.051896 
 
TS2 
absolute energy: -491.591842 
C    -0.130380     1.292041     0.265458 
C    -0.601518     0.015870     0.704049 
H    -0.634477     2.231313     0.125577 
H    -1.197261    -0.110107     1.599949 
O     1.091013     1.112619    -0.317292 
O     0.499104    -0.821176     0.619775 
C     1.496943    -0.184663    -0.075858 
O     2.529991    -0.653563    -0.398872 
O    -2.813448    -0.102986    -0.361652 
O    -1.651477    -0.642482    -0.427885 
 
Biradical 
absolute energy: -491.592903 
C    -0.179942     1.263257     0.305405 
C    -0.654897    -0.083869     0.638478 
H    -0.733182     2.168019     0.123966 
H    -1.185185    -0.235079     1.575475 
O     1.061355     1.137591    -0.250664 
O     0.494257    -0.871104     0.542749 
C     1.493062    -0.160633    -0.072371 
O     2.552083    -0.577969    -0.380732 
O    -2.763807    -0.053218    -0.349851 
O    -1.597759    -0.640983    -0.427567 
 
TS3 
absolute energy: -491.546819 
C    -0.231713     1.165725     0.391958 
C    -0.587485    -0.164578     0.733160 
H    -0.794700     2.081786     0.414080 
H    -1.069259    -0.400393     1.676339 
O     0.985292     1.168880    -0.155458 
O     0.563254    -0.919492     0.499146 
C     1.491652    -0.147853    -0.112969 
O     2.549469    -0.462909    -0.522045 
O    -2.612884     0.143692    -0.591584 
O    -1.756477    -0.780316    -0.250473 
 
Dioxetane 
absolute energy: -491.661635 
C     0.730736    -0.761144     0.550889 
C     0.731061     0.761119     0.550915 
H     1.092809    -1.385321     1.363860 
H     1.092993     1.385724     1.363558 
O    -0.585408    -1.122770     0.226249 
O    -0.584449     1.123248     0.225288 
C    -1.325427    -0.000203    -0.057060 
O    -2.441365     0.000559    -0.438655 
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O     1.618923     0.747023    -0.568238 
O     1.616796    -0.747939    -0.569129 
 
TS4 
absolute energy: -491.609745 
C    -0.672739     0.896878     0.512735 
C    -1.060260    -0.567513     0.682969 
H    -1.404941     1.574540     0.971108 
H    -1.070482    -1.262156     1.517151 
O     0.515423     1.256856     0.389719 
O     0.772156    -1.193052     0.138814 
C     1.568712    -0.308276    -0.088359 
O     2.612356     0.083600    -0.420048 
O    -1.873693    -0.729215    -0.273217 
O    -1.593599     0.526947    -0.976809 
 
C2O3H2 
absolute energy: -302.994755 
C    -1.000156    -0.388245     0.000259 
C    -0.003548     0.700711     0.000045 
H    -0.615728    -1.416942     0.000794 
H    -0.309425     1.741421     0.000999 
O    -2.180801    -0.112240    -0.000257 
O     1.257984     0.533439    -0.000154 
O     1.791239    -0.696109    -0.000041 
 
Carbon dioxide (CO2) 
absolute energy: -188.646915 
C     0.000000     0.000000     0.000000 
O     0.000000     0.000000     1.160755 
O     0.000000     0.000000    -1.160755 
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Fig. S1, S2, and S3 depict the active spaces used in the CASSCF/CASPT2/ANO-L-VDZP 
calculations performed on UB3LYP/6-311++G(d,p) optimized geometries. The choice of 
active space is an essential parameter in these calculations, as in these orbital spaces all 
electrons are fully correlated. Further correlation is only included by perturbation theory. In 
Fig. S1, the active space for ethylene carbonate (a) and vinylene carbonate (b) is shown. The 
active space for oxygen is shown in Fig. S2, and the one for TS1 in Fig. S3. The numbering of 
the molecular orbitals (MO##) follows the numbering in the respective calculation. The 
captions contain further, essential details of the respective calculations. 
 
 
 
 
 
Fig. S1: Active Space for a) ethylene carbonate (EC) and b) vinylene carbonate (VC). For EC, the active 
space consists of the σ- and σ*-orbitals of the two H-atoms on one side, i.e., CAS(4,4). For VC, the π- 
and π*-orbitals of the C-C double bond constitute the active space, i.e., CAS(2,2). Iso-value: 0.02. 
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Fig. S2: Active space for 1O2 and 3O2 (CAS(8,6)). Iso-value: 0.02. 
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Fig. S3: Active space for TS1 (CAS(12,10)), calculated with state-averaging over three states with the 
weight 90:5:5. Iso-value: 0.02. 
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B: Photograph of on-line mass spectrometry set-up 
Fig. S4 shows two pictures depicting the on-line mass spectrometry set-up as explained in the 
main text. The front plate ensuring opacity is removed. 
 
Fig. S4: Photos of the on-line mass spectrometry set-up for analysis of the gaseous decomposition 
products from the reaction of electrolyte solvents or electrolytes with 1O2 (note that the front plate of the 
reactor was removed for taking these photographs). The flushing valves allow measurements in different 
gas atmospheres. The zoom on the right-hand-side shows the cuvette filled with 4 ml of carbonate 
solvent without photosensitizer. 
 
C: Chemical reactivity of vinylene carbonate with 3O2 
According to ab initio calculations, the decomposition of vinylene carbonate (VC), formed after 
double H-abstraction from ethylene carbonate by 1O2, can be initiated by another 1O2 or even 
by a 3O2 molecule, in both cases leading to CO2 evolution as sole gaseous decomposition 
product. 
In our on-line gas analysis of reactivity of different solvents toward 1O2, 1O2 is formed from 
3O2 using a photosensitizer. The amount of 3O2 in our set-up – as well as in an operating battery 
– exceeds by far the concentration of 1O2. As for now, only the consumption of O2 (without 
differentiation of its electronic spin state) and the evolution of CO2 allows the determination of 
the reaction stoichiometry; the reactivity of VC with 3O2 shall be further evaluated 
experimentally. Please note that a chemical reactivity of ethylene carbonate with 3O2 can be 
already excluded, considering the fact that the CO2 baseline of the set-up under 10% 3O2 in Ar 
(i.e., in absence of the light-driven generation of 1O2) is not changing over time (see the CO2 
evolution rate between -0.5 and 0 h in the bottom panels of Fig. 1a and b in the main text), 
which is consistent with the result of the ab initio calculations. 
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For the determination of the reactivity of VC with 3O2, we used a 1-compartment OEMS cell 
in our conventional OEMS set-up.4 The cell was assembled in an Ar-filled glovebox with two 
glass-fiber separators soaked with 200 µl of pure VC (battery grade, 200 ppm BHT as stabilizer, 
BASF, Germany), without any other components inside the cell. The cell was then connected 
to the MS via the flow-restricting capillary and the mass-traces were recorded for 4.5 h under 
Ar atmosphere. Afterwards, the cell was flushed for 2 minutes with 10% O2 in Ar and the mass-
traces were again recorded for 4.5 h before calibration of the MS signals with a calibration gas. 
Fig. S5 shows the results of this analysis at 25°C.  
Fig. S5 displays the evolution of the CO2 signal (m/z=44) initially under Ar (t<4.7 h) and then 
after a two-minute flushing of the cell with 10% O2 in Ar (t>4.7 h), whereas baseline correction 
of the mass signals has been omitted, displaying only the raw data normalized by the 36Ar 
isotope current (left-hand y-axis). Over the first 2 h in Ar, the CO2 mass trace is gradually 
decreasing, reaching an essentially constant value; converting the mass signals into 
concentrations, the change of the CO2 concentration between 2-5 h is <10-5 μmol/h, and at this 
point the CO2 concentration is set to 0 μmol (see right-hand y-axis). Except for the Ar and O2 
signals, CO2 is the only mass signal that increases upon changing the gas atmosphere from Ar 
to 10% O2 in Ar, indicating that it is the only gaseous reaction product of VC with 3O2. That 
CO2 is indeed due to a reaction of VC with 3O2 is further evidenced by the observation that the 
O2 mass signal after flushing the cell with 10% O2 in Ar starts to decrease after an initial 
equilibration to the 10% level (green data points). As a matter of fact, after the initial 
equilibration period, the CO2 evolution rate equals the O2 consumption rate, as indicated by the 
red linear regression lines on the right-hand side of Fig. S5, with slopes of +0.038	 /ℎ 
Fig. S5: CO2 mass signals (m/z=44; blue line) from an OEMS cell at 25°C filled with 200 μl of VC 
(imbibed into two glass fiber separators), obtained under Ar (t<4.7t>4.7 h) for about two minutes; CO2
signals are either given as CO2 mass currents normalized by the current of the 36Ar isotope (left y-axis) 
or calibrated to μmol CO2 in the cell, setting its zero value after the initial background signal
equilibration (after ≈2 h). The O2 mass signal (m/z=32) in the presence of 10% O2 in Ar (right-hand side 
green signal) is converted into μmol and offset such that the change in O2 content with time can be 
followed in this figure. The slopes of the linear fits of concentration vs time (orange lines) over the last 
2 h under each atmosphere represent the gas evolution/consumption rate. 
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and −0.038	 /ℎ. This clearly shows that 3O2 does react with VC, producing one CO2 
molecule per consumed 3O2. While the formation of VC from ethylene carbonate is only 
possible in the presence of 1O2 (as shown experimentally and computationally here), as marked 
by Eqs. S1.1 and S1.2, the formed VC readily decomposes with both singlet and triplet O2 (see 
Eqs. S2.1 and S2.2). The overall reaction (Eq. S3) thus is consistent with our observations that 
two moles of O2 are consumed for each evolved mol of CO2 (see Table 1, main text). 
 
EC + 3O2 → no reaction    (S1.1) 
EC + 1O2 → VC + H2O2    (S1.2) 
VC + 3O2 → CO2 + C2H2O3    (S2.1) 
VC + 1O2 → CO2 + C2H2O3    (S2.2) 
EC + 1O2 + O2 → CO2 + H2O2 + C2H2O3     (S3) 
 
D: H+ evolution upon anodic oxidation of H2O2 
The net anodic oxidation reaction of H2O2, Eq. 2 of the main text, suggests the evolution of a 
significant amount of protons if one assumes that the electron charges are balanced by protons 
released into the solution: 3 →	2 + 2 + 2 + 2   (S4) 
The bare H+ concentration in solution can not be monitored by MS, but the instantaneous 
reaction of protons with the LiPF6 conductive salt shown in Eq. S5 allows quantification of the 
protons formed as recently shown by Solchenbach et al.5 +	 →	 +     (S5) 
PF5 that is formed in the presence of protons is detected as POF3 due to its high reactivity with 
any oxygen-containing surface, i.e. the tubing connecting the cell to the MS. For quantification, 
the MS channel m/z=85 is used, employing the calibration factor of Solchenbach et al.5 The 
corresponding MS signals of the anodic oxidation of H2O2 with the reference measurements of 
the pure DMC electrolyte and the DMC electrolyte with H2O are shown in Fig. S6, i.e. 
containing the same information as Fig. 5 in the main text, complemented with the POF3 
evolution, which should picture the H+ concentration in solution without large time shift and in 
a quantity of 1:1. In comparison to Fig. 5 of the main text, scales of the middle and central 
panels containing the integral gas evolution and gas evolution rate are changed in order to 
accommodate the POF3 signal. 
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The POF3 signal in the bare DMC electrolyte (Fig. S6a) arises around 4.2 V vs Li+/Li and 
maintains a rather constant rate of 1	 ∙  until the end of the measurement. In the presence of 
water (Fig. S6b), the onset of POF3 evolution remains unchanged but a second process setting 
in at roughly 4.7 V vs Li+/Li leads to a significant higher integral gas evolution of POF3 of 2.8	 ∙  at the end of the experiment. The first process setting in at 4.2 V vs Li+/Li is assigned 
to the anodic oxidation of DMC as the POF3 onset well coincides with the onset of a significant 
current drawn from the carbon electrode, shown in the upper panel. The second evolution of 
POF3 in the presence of water (Fib. S6b) can be explained by the electrochemical oxidation of 
the carbon electrode with water leading to CO gassing and H+ as explained by Metzger et al.6 
Fig. S6c shows the evolution of POF3 upon anodic oxidation of H2O2 in the DMC electrolyte 
containing 550 ppm of an aqueous H2O2 solution. The first rise in POF3 signal sets in at 3.9 V 
vs Li+/Li, which is reasonably close to the onset of O2 (3.85 V vs Li+/Li, ≈ 4 min difference) to 
correlate the evolution of O2 and H+ – monitored as POF3 – to the same anodic reaction. The 
O2 evolution is terminated at roughly 4.7 V vs Li+/Li 3.9	 ∙ , which we assign to a 
complete conversion of the added amount of H2O2. The strong similarity of O2 evolution 
behavior and POF3 formation characteristics up to this point supports the hypothesis that these 
two processes are correlated. The ratio of evolved O2 and POF3 is always very close to a 1:1 
relation, which is in agreement with Eqs. S4 and S5.  
After complete conversion of the H2O2, the evolution of O2 stops but an additional amount of 
POF3 is formed above 4.5 V vs Li+/Li, accumulating to 	7.5	 ∙ 3.9	 ,			 	 	 . 	∙ +3.4	 ,			 	 	 . 	∙ . Comparing the additional amount of POF3 formed after H2O2 
Fig. S6: Electrochemical oxidation of DMC electrolyte with 1.5 M LiPF6 on a carbon black electrode 
(Super C65/PVdF) during a linear potential scan (0.2 mV/s) from OCV to 5.2 V vs Li+/Li (upper x-axes; 
OCV values are also indicated there) at 25°C: a) pure electrolyte; b) electrolyte with 550 ppm H2O and, 
c) electrolyte with 550 ppm of 50%wt H2O2 in H2O. Upper panels: current vs potential; middle panels: 
total amount of formed gas for CO (blue lines), CO2 (dark blue lines), POF3 (orange lines) and O2 (green 
lines), referenced to the total BET surface area of the carbon electrode; bottom panels: gas evolution
rates (smoothed over 50 points), whereby the onset of the evolution of each gas is marked by dashed
vertical lines (in the respective color). Measurements are performed in a 2-compartment OEMS cell in 
which the lithium metal counter electrode is separated from the carbon black working electrode by an
impermeable solid lithium ion conductor.3 
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consumption (i.e., above 4.5 V vs Li+/Li) in Fig. S6c and the amount formed in the bare 
presence of H2O in Fig. S6b, the former can be considered to arise from the same processes as 
the overall concentration of water present in both cases is comparable (550 ppm for Fig. S6b 
and 	 + 	 ∙ 	 	 	 	 .		 ≈ 408	 , 	 	 . 	  for Fig. S6c). 
This correlation can further be seen in the rate plot (lower panels of Fig. S6b and c) where the 
POF3 formation at high potential leads to a maximum rate at 5.0 V vs Li+/Li in both cases. 
In conclusion, the amount of POF3 gas detected is a direct probe for the amount of free H+ 
formed by anodic processes in this set-up and supports the net equation of the anodic oxidation 
of H2O2 as shown in Eq. 2 of the main text and Eq. S4 presented here. 
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List of abbreviations
aRC adapted reactive coordinate
CAM cathode active material
CASSCF complete active space self consistent field
CASPT2 complete active space second-order perturbation theory
CC cross correlation
CD circular dichroism
CLS constraint low-level state
CO2 carbon dioxide
CoIn conical intersection
Cy3 Cyanine 3
DCME diabatic coupling matrix element
DFT density functional theory
DMC dimethyl carbonate
dsDNA double-stranded DNA
EC ethylene carbonate
ESA excited state absorption
ET electron transfer
FC Franck-Condon
FWHM full-width-half-maximum
H2O2 hydrogen peroxide
LG leaving group
MCTDH multi-configuration time-dependent Hartree
MD molecular dynamics
MEP minimum energy path
MM molecular mechanics
MQCD mixed quantum-classical dynamics
NCM lithium nickel cobalt manganese oxide
122 List of abbreviations
NACME non-adiabatic coupling matrix element
NOPA non-collinear optical parametric amplifiers
1O2 singlet oxygen
OEMS on-line electrochemical mass spectrometry
ONIOM our own n-layered integrated molecular orbital and molecular
mechanics
PAH polycyclic aromatic hydrocarbon
PES potential energy surface
Ph2CH
+ diphenylmethyl cation
Ph2CH
• diphenylmethyl radical
Ph2CH−Br diphenylmethyl bromide
Ph2CH−Cl diphenylmethyl chloride
Ph2CH−PPh +3 diphenylmethyltriphenylphosphonium ion
PCM polarizable contiuum model
QC quantum chemistry
QD quantum dynamics
QM/MM quantum mechanics/molecular mechanics
RB rose bengal
RMSD root-mean-square deviation
ssDNA single-stranded DNA
SOC state of charge
TDDFT time-dependent density functional theory
TPA two-photon-absorption
TS transition state
VACF velocity autocorrelation function
VC vinylene carbonate
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