Proteins often undergo slow structural rearrangements that involve several angstroms and surpass the nanosecond timescale. These spatio-temporal scales challenge physics-based simulations and open the way to sample-based models of structural dynamics. This paper improves understanding of current capabilities and limitations of sample-based models of dynamics. Borrowing from widely-used concepts in evolutionary computation, the paper introduces two conflicting aspects of sampling capability and quantifies them via statistical (and graphical) analysis tools. This allows not only conducting a principled comparison of different sample-based algorithms but also understanding which algorithmic ingredients to use as knobs via which to control sampling and in turn the accuracy and detail of modeled structural rearrangements. We demonstrate the latter by proposing two powerful variants of a recently-published sample-based algorithm. We believe this work will advance adoption of sample-based models as reliable tools for modeling slow protein structural rearrangements. structural rearrangements. We demonstrate the latter by proposing two powerful variants of a recently-published sample-based algorithm. We believe this work will advance adoption of sample-based models as reliable tools for modeling slow protein structural rearrangements.
INTRODUCTION
Decades of research in molecular biology have demonstrated that proteins undergo both fast vibrations and slow structural rearrangements that allow them to access different three-dimensional (3d) structures with which they then interact with molecular partners in the cell and so modulate their biological functions (Boehr et al., 2009 (Russel et al., 2009 ). In particular, physics-based simulations, where one follows atomic motions via iterative application of Newton's second law of motion on a finely-discretized time scale (Amaro and Bansai, 2014) , add a factor of 10 6 to the computational time over the physical time needed to observe a slow structural rearrangement (Maximova et al., 2016b) . Currently, even computational strategies to enhance sampling in physics-based simulations, including utilization of distributed, high-performance computing platforms, cannot reveal the slow dynamics on medium-size proteins 100 − 300 amino-acids long (Maximova et al., 2016b) .
Sample-based models of dynamics utilize the concept of the energy landscape, which organizes structures of a molecule by their potential energies, thus exposing basins (long-lived, thermodynamically stable and semi-stable structural states) and energy barriers separating basins (Okazaki et al., 2006) . Such models seek a series of samples (structures) that allow a protein to diffuse between the basins housing the endpoints (structures) of a structural rearrangement under investigation. The energy landscape is multi-dimensional and contains many different routes that realize a structural rearrangement of interest (Becker and Karplus, 1997) . The fastest route is the one crossing over the fewest and lowest barriers, a concept captured in the "work done" as a protein "goes over hills" in the landscape. Weights can be used to encode the energetic cost of diffusions between nearby structures, and summing up the weights provides a total cost for a structural rearrangement. Sample-based algorithms seek the series of structures (path) that mediate a structural rearrangement and do so with the lowest total cost. This paper focuses on algorithms inspired from robot motion planning, but the investigation and tools proposed here apply generally to any algorithm that constructs sample-based models of struc- 3 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 can be non-trivial to expose. In sample-based algorithms that embed samples (computed structures) in a nearest-neighbor graph, a sample will be connected via edges to its k closest neighbors.
The choice of k can mask away scarcely-sampled regions. Path queries will be answered, but the obtained paths are unlikely to be physically realistic. An edge in a path may effectively "draw a tunnel" through a barrier if the algorithm has failed to sample the barrier. Similarly, an edge can "draw a bridge" between two barriers if the algorithm has failed to sample the separating basin.
Limited sampling is a characteristic of all sample-based algorithms seeking optima of an objective function Shehu (2010 Shehu ( , 2013 . In this paper, we draw from stochastic optimization research under the umbrella of evolutionary computation to understand, evaluate, and control sampling capability in terms of the exploration-exploitation trade-off. We do so on a state-of-the-art sample-based (robotics-inspired) algorithm and show how its ingredients contribute to exploration or exploitation. We then demonstrate how specific ingredients can serve as knobs to enhance both exploration and exploitation, resulting in two new, more powerful variants of the baseline algorithm. We present statistical (and graphical) analysis tools to quantify and compare the exploration and exploitation capability of the algorithms. Since our focus is specifically on sample-based algorithms that model structural rearrangements, we also demonstrate how to evaluate path quality and so discern the performance of an algorithm in this regard. The analysis is presented on two mediumsize, functionally-diverse proteins of importance to human biology and health. We conclude this paper by highlighting novel biological insights that can be drawn from the proposed algorithms on the structure-function relationship in these two proteins. We believe that the presented work is of 4 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 
Related Work
In sample-based robot motion planning, a path is sought connecting a start to a goal configuration in the feasible robot configuration space (Choset et al., 2005) . Borrowing from mechanistic analogies, robotics-inspired sample-based algorithms seek a lowest-cost path connecting a start (protein) structure to a goal structure. These algorithms essentially organize Monte Carlo walks in trees or graphs/roadmaps that constitute structured representations of the energy landscape of a protein of interest. Such representations readily yield one or more paths connecting given start and goal structures. Tree-based algorithms build a partial representation of the energy landscape that corresponds to a local view of the landscape which may miss the lowest-cost path. For this reason, the attention in this paper is on roadmap-based sample-based algorithms and specifically, on the recent SoPriM algorithm that represents a state-of-the-art roadmap-based algorithm (Maximova et al., 2015 (Maximova et al., , 2016c (though the techniques presented here apply generally to any sample-based algorithm). Roadmap-based algorithms have a higher likelihood of capturing low-cost paths, but the non-local view of the landscape (encoded in the roadmap/graph connecting nearby samples via edges) comes at a higher computational cost. The bulk of the time is spent on generating many structures to provide the non-local view, i.e., on sampling.
Research on robotics-inspired sample-based algorithms is growing (Singh et al., 1999; Amato et al., 2002; Thomas et al., 2005 Jaillet et al., 2008; Tang et al., 2008; Chiang et al., 2007; Tapia et al., 2010; Haspel et al., 2010; Jaillet et al., 2011; Shehu and Olson, 5 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 Molloy et al., 2013; Al-Bluwi et al., 2013; Molloy and Shehu, 2013; Devaurs et al., 2015; Molloy and Shehu, 2016; Molloy et al., 2016) , in part due to the outstanding challenge of limited sampling. While a review is beyond the scope of this paper (we refer the interested reader to (Shehu and Plaku, 2016) for a review), it is important to expose the main ingredients in these algorithms.
Initialization
Sample-based algorithms make use of known structures of a protein of interest. Some use only the start and goal structures of a structural rearrangement of interest (Jaillet et al., 2011; Haspel et al., 2010; Molloy and Shehu, 2013; Al-Bluwi et al., 2013; Devaurs et al., 2015) , whereas others exploit additional structures (Maximova et al., 2015; Molloy and Shehu, 2015, 2016; Maximova et al., 2016c) . The amount and relevance of the initial structural information is key to the sampling capability. We demonstrate in Section 3 that it can be the most important ingredient to control sampling and in turn the quality of modeled structural rearrangements.
Initialization in SoPriM:
In the SoPriM algorithm that we employ as a baseline to evaluate, and improve sampling capability, many structures of a protein are collected from the Protein Data Bank (PDB) (Berman et al., 2003) . The collection includes structures reported not just for the protein sequence of interest but also for variants no more than 3 mutations away from the target sequence. The collected structures threaded onto the target sequence and are subjected to SCWRL 4.0 (Krivov et al., 2009 ) to pack in the side chains at the mutated sites. A standard Amber14 minimization protocol (consisting of steepest descent and conjugate gradient descent steps) is then used to to map the structures into minima of the Amber ff14SB energy function (with implicit solvation) Case et al. (2015) . The interested reader is directed to work in Maximova et al. (2016c) on the SoPriM algorithm for details of the minimization protocol. According to the conforma-6 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 (Boehr et al., 2009 ) that has been reported to regulate the structure-function relationship in proteins (Nussinov and Wolynes, 2014) , mutations change the probability (which is related to their energetics) with which structures are populated at equilibrium; that is, structures collected for a variant may be semi-stable or, at worst, high-energy for the sequence of interest, but they are precious seeds to initialize a non-local view of the energy landscape for any sample-based algorithm.
Beyond Initialization
All sample-based algorithms grow the ensemble of structures that they maintain beyond those provided by the initialization. A key decision concerns the representation of a molecular structure, which determines both the dimensionality of the space in which the algorithm searches for paths, as well as the ease of design and effectiveness of mechanisms to generate new structures. As the review in Shehu and Plaku (2016) details, one uses representations based on cartesian coordinates or dihedral angles. Fewer dihedral angles are needed to represent a molecular structure than cartesian coordinates; yet, hundreds of dihedral angles can be defined on medium-size proteins of 100 − 200 amino acids. Other work has explored the employment of variables that encode collective atomic motions via normal mode analysis of a single structure or principal component analysis (PCA) of a set of structures Maximova et al., 2015) . In SoPriM, the PDB-collected structures are stripped down to their alpha-carbon atoms and subjected to PCA; the top m eigenvectors/principal components (PCs) that cumulatively capture more than 90% of the variance are employed as variables/axes of the search space. When PCA is effective, m provides an over ten-fold reduction over the number of dihedral angles. Samples in SoPriM are m-dimensional points in the space of the m PCs. (Maximova et al., 2015 (Maximova et al., , 2016c .
Once variables have been selected, a mechanism is needed to to obtain more samples than those provided by the initialization. Early on, new samples were obtained uniformly at random in the variable space, which yielded with very high probability self-colliding structures (as motions of molecular chains are highly constrained). More successful strategies now rely on biased sampling (Shehu and Plaku, 2016) ; while details vary, the main idea is that the growing ensemble is iteratively subjected to a variation operator. The operator is applied to a selected sample, which can be a vertex in the growing tree in tree-based methods or a sample in the growing ensemble in roadmap-based methods. The selection can be uniformly at random over all samples in the growing ensemble (vertex set, if referring to a tree-based algorithm), or biased and employ weighting functions to prioritize samples. is also selected at random in a user-defined range, whose impact on sampling in SoPriM has been analyzed in detail in (Maximova et al., 2016c A grid-based discretization of the variable space (along PC1 and PC2) is used so that regions/cells can be defined and statistics can be calculated over them; First, a cell γ is selected per the weight-
Variation Operator in
2 , where minE(γ), nrConfs(γ), nrSel(γ), and nrFailures(γ) denote the minimum energy over samples that map to a grid cell γ, the number of samples that map to γ, the number of times γ has been selected, and the number of times the variation operator has failed to obtain a successor sample when selecting a sample mapped to γ, respectively. Any sample in the selected cell is then selected uniformly at random to be subjected to the variation operator. The weighting function penalizes cells of high energy and cells that have been selected before. While the functional formulas that determine the role of energy over other statistics recorded for cells can be different, the general idea is to steer sampling away from high-energy and over-populated regions. The grid-based selection mechanism is familiar in robot motion planning and in robotics-inspired algorithms for modeling protein structures and motions, though it has been primarily used in tree-based algorithms (Shehu and Olson, 2010; Molloy et al., 2013; Molloy and Shehu, 2013) . SoPriM is the first roadmap-based algorithm to incorporate a grid-based selection mechanism.
Organizing Samples to Support Path Queries
Typically, after the sampling stage is terminated (exhausting a fixed computational budget or reaching some other termination criterion based on connected components), the samples are embedded in a nearest-neighbor graph; each sample is connected to its k nearest neighbors. If the start and goal structures are in a connected component, paths can be found. A cost c (u, v) can be associated with a directed edge (u, v) to obtain a lowest-cost path via shortest path algorithms. In SoPriM, 9 
, implements the concept of work (recording only uphill moves).
METHODS
The leveraging of experimentally-known structures is key to SoPriM's sampling capability. In addition to defining the variable space, the structures directly provide SoPriM with initial samples that readily expose local minima in the energy landscape. Like all sample-based algorithms, SoPriM has to balance the two conflicting objectives in sampling: further exploiting low-energy regions while exploring unpopulated, possibly high-energy regions that need to be crossed during a structural rearrangement. The specific design choices made in the algorithmic ingredients determine the exploration versus exploitation trade-off. Below we analyze how the variation, selection, and initialization mechanisms and their interplay in a sample-based algorithm affect this trade-off. We then demonstrate how to leverage initialization to control the exploration-exploitation trade-off, proposing two variants of SoPriM. The section concludes with a description of statistical analysis tools that allow quantifying the exploration and exploitation capability of SoPriM and the two proposed variants. An earlier presentation of how ingredients in a sample-based algorithm affects its sampling capability has appeared in (Maximova et al., 2016a) . Here, we provide further statistical analysis and expand our evaluation of the algorithmic ingredients tuned to enhance sampling capability on more proteins of interest to human biology.
Interplay between Selection and Variation
Selection operators are indirect; they attempt to control where new samples are generated by the variation operator by instead controlling which existing samples are selected for variation. This 10 (Olson et al., 2012) . On the other hand, the demand for sample adjacency ensures that samples will expand rather gradually from already-visited regions, thus slowing down the exploration of new regions. Exploration is further slowed down by structure-correcting or improvement/minimization protocols, which consume a significant portion of the computational budget (typically due to the complexity of energy functions) to effectively dig deeper (thus, exploit)
in already-populated regions. Structure corrections cannot be avoided, as the ensemble would be dominated by unreasonable structures with significant deformations and self collisions. The selection operator is the main contributor to exploration, whereas the variation and structure correction operators contribute to exploitation.
Interplay between Selection, Variation, and Initialization
The leveraging of experimentally-known structures in the initialization operator is key to providing SoPriM with a non-local view of the energy landscape. However, the structures are likely to reside in basins and so tilt the computational budget towards exploitation more than exploration.
It takes a sample-based algorithm many iterations to climb out of the basins housing the initial structures. The selection operator aims to remedy this issue by penalizing visiting well-populated regions, but the initialization operator favors exploitation over exploration. In particular, it becomes increasingly hard to sample regions of high energy that may represent an energy barrier, as all sample-based algorithms make use of an energy bias (incorporated via the structure correction operator) to avoid computing physically-unrealistic structures. Even if the barriers are sampled, 11 effectively an attractor that moves structures down the barriers to the nearest local minimum).
Interplay between Sampling Capability and Path Quality
This tug-of-war between exploration and exploitation impacts the quality of the path(s) that can be offered to model a structural rearrangement. Finding paths is not a measure of success. Indeed, any setting of k (even if a range r is considered to remove edges connecting structures beyond r units in the structure space) can be employed to obtain a connected graph so that path queries can be answered. A deeper inspection of these paths will betray limited sampling on the barriers.
Longer edges will disproportionately be found connecting the scarce samples on the high-energy regions crossed by a structural rearrangement. Moreover, reported path costs may be optimistic, as undersampling effectively hides barriers (long edges tunnel through them). More samples would reveal the actual ruggedness of the landscape and possibly increase path cost.
Leveraging Initialization to Enhance Exploration
Sampling-based algorithms like SoPriM delegate path quality to the sampling stage. Uniformlydense sampling is generally very challenging to guarantee on multi-dimensional variable spaces.
Moreover, the quality of sampling depends on the exploration-exploitation trade-off, which, as described above, is affected by the interplay between selection, variation, and initialization. Below we show how one can leverage the initialization to improve the quality of sampling and, in turn, the quality of paths modeling structural rearrangements. We describe two strategies to do so by proposing two novel variants of SoPriM, which we refer to as SoPriMp and SoPriMo. with samples likely to reside on or near ridges in the landscape. This is implemented as follows.
The known structures are grouped; clustering can be used, but here we rely on visualization over PC1-PC2 projections. Only a few structures are used per group. These can be canonical structures (other criteria can be used, such as drawing at random a number of structures from each group).
For every structure u in group U and every structure v in group V, the normalized vectorûv is defined in the m-dimensional space. A new sample u ′ = u + δ max ·ûv is first generated. The sample is mapped to an all-atom structure via the structure correction operator, projected back to the variable space to obtain u ′ * , and the process is repeated, using the normalized vectorû ′ * v from u ′ * . This continues until either the structure correction fails (too many deformations have been accumulated), or the current structure is less than δ max away from v. When no more advances can be made toward v, the reverse direction vu is attempted. Figure 1 shows the experimentally-known structures in (a) and the additional ones (obtained as described) in (b).
3.4.2. SoPriMo: Structures Along Orthogonal Paths. Additional initial structures are now generated exploiting ideas from the Conjugate Peak Refinement algorithm (Fischer and Karplus, 1992) , where it is assumed that the saddle point along a direct (straight-line) path has the highest energy relative to those along all other paths connecting two minima of interest; the orthogonal directions from the saddle point may be the shortest way to find other low-energy regions. PC1-PC3 planes, as these three dimensions contain most of the structural variation in investigated systems (more planes can be generally used). The magnitudes of the orthogonal vectors are set to that of the uv vector. New structures along an orthogonal vector are generated (at increments of δ max ) until structure deformations cannot be corrected or the length limit has been reached. The resulting structures are shown in Figure 1 (c).
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ILLUSTRATION OF THE INITIALIZATION MECHANISMS
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Implementation Details and Setup
SoPriM, SoPriMp, and SoPriMo are only different in how they initialize the Ω ensemble before the sampling stage begins. In SoPriMp and SoPriMo, more initial structures are added to the set of 14 We rely here on the more detailed, hexagonal discretization of the PC1-PC2 embedding of the structure space; work in (Carr, 1991 (Carr, , 1995 has shown such binning is more robust in graphical statistics). The lowest energy over structures projecting to a hexagonal cell is recorded for algo- Maximova et al., 2015 Maximova et al., , 2016c . Conditioning produces two-way conditioned plots that expose data patterns hidden in a 4d domain.
Two-way conditioned plots, also referred to as multi-window displays, casement displays, or coplots, are an established tool in graphical statistical analysis (Carr et al., 1986; Cleveland, 1993; Dawkins, 1995; Carr, 1995) . The idea is to select two (primary) dimensions for plotting the data and two (conditioned-upon) dimensions on which to condition the data. In our employment, we 16 quartile and PC4 coordinate falls into the Q j quartile. The sample are further binned in hexagonal bins/cells. Only the lowest-energy (best) sample is visualized per bin, plotting it as 2d point using its coordinates along PC1 and PC2, and color-coding it based on the Amber ff14SB energy of its corresponding all-atom structure. This analysis sacrifices some of the resolution of the conditioned-upon variables while retaining it for the primary variables. The comparison of the different quartiles, however, allows gaging the impact of the conditioned-upon variables and visualizing a 5d domain (with the fifth dimension being energy). As we relate in Section 4, a layout of 16 color-coded, hexagon-binned, two-way conditioned plots provide a visualization of a 4d energy landscape that exposes how basins elongate along the conditioned-upon dimensions, and where along these dimensions one finds novel regions yet to be probed in the wet laboratory.
The analysis we employ relies on discretization of the sampled space. For SoPriM and the proposed variants, the discretization is intuitive, as it makes use of the orthonormal axes that correspond to the PCs. Moreover, since the PCs are ordered by their variance, low-dimensional discretizations can be employed to gather statistics for visualization and quantitative comparisons of exploration and exploitation capabilities of different algorithms. In other sample-based algorithms, an additional step may be employed to prepare the data for analysis tools similar to what we propose and employ here. Either linear or non-linear dimensionality reduction techniques can be employed to extract such orthonormal axes over which low-dimensional grids can be defined. 
RESULTS
The analysis presented here compares SoPriM and its two variants in terms of exploration, exploitation, and path quality. The algorithms are applied to two functionally-diverse medium-size proteins of importance to human biology and health, H-Ras (166 amino-acids long) and calmodulin (CaM, 144 amino-acids long). After comparison of the algorithms, the samples obtained by them are pooled and the conditioning technique is used to visualize and extract biological knowledge from the multi-dimensional landscape of each protein.
Comparison of Sampling Capability
The statistical analyses of sampling capability make use of the PC1-PC2 coordinates of samples computed by each algorithm; prior work analyzing the PCA of experimentally-known structures of H-Ras and CaM has shown that the top two PCs capture more than 50% of the structural variance, and the top three capture more than 75% of the variance .
Comparison of Exploration Capability.
As related in Section 3.6.1, the population (cell counts) of each cell of the 2d grid (over PC1 and PC2) is recorded to obtain the density of state map for each algorithm. Cell width is set so that it corresponds to 1/50 of the maximum pairwise lRMSD among the experimentally-known structures; 0.08Å for H-Ras and 0.42Åfor CaM. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 The above results confirm that ordering by low to high exploitation capability yields SoPriM, SoPriMp, and SoPriMo in the sorted order. This conclusion also holds when extending the analysis to 3d (building a grid with hexagonal cells over PC1-PC2-PC3; these three PCs capture more than 75% of the variance on both H-Ras and CaM). The plots that relate the differences between the algorithms are shown in Figure 4 . The cell counts are related in Table 3 . 
Comparison of Lowest-Cost Paths
The algorithms are now compared on the quality of the lowest-cost path they find at different values r. On H-Ras, the structural rearrangement of interest here is the one that connects a representative structure of the active state (PDB identifier 1QRA) to representative of the inactive state (4Q21); 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 note that r corresponds to the maximum allowed edge length. Table 4 shows that H-Ras sampling in
SoPriM is not dense enough to be able to obtain a connected graph at values lower than 0.250Å(no paths reported), whereas SoPriMo only fails at the lowest value of 0.1Å. Even when all algorithms report a path at a given value of r, the average and median edge lengths (⟨el⟩,ẽl) in SoPriM are higher than those in SoPriMp and SoPriMo, indicating sparser sampling in SoPriM. The average and median edge costs (⟨ec⟩,ẽc) along the lowest-cost path are also higher in SoPriM over SoPriMp and SoPriMp at a given value of r, indicating that the better exploration and better exploitation in the latter two algorithms provide alternative routes with both shorter and lower-cost edges. Path costs initially go down at lower values of r, indicating a phase where lower-cost routes are found.
Then, at the smallest values possible to find paths, as in 0.124 and 0.100Å, the path cost goes up. Insisting that edges be short forces a path to go over small hills in the landscape, and thus follow the ruggedness much more closely, resulting in higher cost. Similar observations hold for CaM, supporting the conclusions that higher exploration and exploitation in sampling improve path quality, but that one should insist on higher sampling capability so that paths follow the landscape more closely.
Graphical Statistical Analysis of Multi-dimensional Energy Landscapes
Prior work on SoPriM has validated some major energetic features (such as correspondence of visually-identified basins with known long-lived structural states) for both H-Ras and CaM (Maximova et al., 2015 (Maximova et al., , 2016c , but the analysis has been limited to visualizing color-coded PC1-PC2
projections of computed structures. Here we make use of the conditioning technique described in Section 3.6.3 to extend the analysis from 2d to 4d landscapes. Indeed, tour calculations, where we calculate lowest-cost paths forced to go through specific structures, have shown that paths forced to go through the calcium-free state had higher costs. The conditioned views in Figure 6 provide complementary insight into these structural rearrangements.
The different views show that there are energy barriers that separate many of the small and large 29 
DISCUSSION
This paper demonstrates that a careful analysis of how each ingredient in a sample-based algorithm for modeling slow structural rearrangement affects exploration versus exploitation can result in novel design choices to improve both. The analysis demonstrates that novel initialization strategies, interleaved with exploration-driven selection mechanisms and exploitation-driven variation operator(s), improve both exploration and exploitation. Improvements in sampling translate to paths of higher granularity that follow the landscape more faithfully.
The questions posed and addressed in this paper regarding sampling capability and its effect on the accuracy of modeled structural rearrangements are being raised among computational biophysicists embedding molecular structures obtained from many physics-based simulations in Markov state models (Gipson et al., 2012) . The analysis and strategies proposed here to expose and address current limitations are a first step towards making sample-based models reliable tools for 31 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 
