Stationary fronts connecting the trivial state and a cellular (distorted) hexagonal pattern in the Swift-Hohenberg equation are known to undergo a process of infinitely many folds as a parameter is varied, known as homoclinic snaking, where new hexagon cells are added to the core, leading to the co-existence of infinitely-many localised states in the bistable region. Outside the homoclinic snaking region, the hexagon fronts can invade the trivial state in a bursting fashion. In this paper, we use a far-field core decomposition to setup a numerical path-following routine to trace out the bifurcation diagrams of hexagon fronts for the two main orientations of cellular hexagon pattern with respect to the interface. We find that for one orientation, hexagon fronts can destabilise as the distorted hexagons are stretched in the transverse direction leading to defects occurring in the deposited cellular pattern. We then plot diagrams showing when the selected fronts for the two main orientations, aligned perpendicular to each other, are compatible. It is found numerically that only the D 6 hexagons yield compatible stable fronts and this provides a heuristic explanation for why stationary or invading fully localised patches of cellular hexagons on the plane select D 6 hexagons. We find the conjecture also holds for hexagon invasion fronts in the Swift-Hohenberg equation with a large non-variational perturbation. The numerical algorithms presented can be adapted to general reaction-diffusion systems.
Introduction
In this paper, we investigate the pattern selection of stationary and invading localised cellular hexagon fronts and patches connecting to the trivial state in the planar Swift-Hohenberg (SH) equation
where u = u(x, y, t), ∆ is the 2D Laplacian, ν = 0 in the bistable region µ > 0; see figure 1 . The SH equation serves as a prototypical model for pattern formation in a range of applications such as magnetisable fluids [18, 26] , vegetation ecology [8, 17, 45, [52] [53] [54] , phyllotaxis [38] , fluid systems [7, 22] , nonlinear optics [35, 49] , phase-field crystals [14, 36, 43] , solidification [6] , cylinder buckling [12, 44] and urban crime [27] to name but a few. There has also been a growing interest in revisiting old problems of front invasion [2, 3, 11] typically into the unstable state.
In 2008, Lloyd et al. [28] showed how stationary hexagon fronts undergo the process of homoclinic snaking; see figure 2 . Homoclinic snaking is where localised pulses involving a spatially periodic <10> 2π k x 2π k y <11>
2π k x 2π k y Figure 1 : The 10 -, 11 -hexagon fronts and patches studied in this paper. The hexagon fronts are considered in this paper on the infinite in x and periodic in y strip while the patches are considered on the infinite plane. core develop successively wider periodic cores through infinitely-many folds, as a control parameter is varied. All the pulses co-exist in parameter space and with the trivial and domain covering cellular hexagonal pattern states. While there are infinitely many possible hexagon fronts where the pattern is orientated with respect to the front interface, Lloyd et al. [28] concentrated on two main orientations, namely the 10 -and the 11 -fronts as defined by the Bravais-Miller index. It was found that these two types of fronts have different widths of snaking in parameter space; see figure 2 (a). The homoclinic snaking regions for the two fronts form wedges in the (µ, ν)-parameter space where to the left of the snaking region hexagons invade the trivial state and retreat on the right of the snake; see figure 2(c) for an example of an invading hexagon 10 -front. An explanation for the different widths of the snaking region near ν ≈ 0, was shown by Koyzreff & Chapman using exponential asymptotics [23] . In particular, they showed that the two main orientations of fronts are indeed the 10 -and the 11 -fronts. with k y = 0.72 at t = 400.
Lloyd et al. [28] also provided a pattern selection criterion for the selected cellular hexagons of planar hexagon fronts. In particular, it was shown that there is a conserved quantity, such that for a planar front that connects hexagons to the trivial state and is periodic in the transverse direction then the conserved quantity must vanish when evaluated along a single hexagon in the far-field of the front. This yields a criterion for the selected wavenumber, k x , of the far-field hexagon wavenumber as a function of k y for a hexagon front connecting to the trivial state. However, Lloyd et al. did not explore how the selected wavenumber varied as a function of k y ; they only investigated the cases k y = 1 2 and √ 3 2 for their numerical explorations. Furthermore, they also showed from time simulations that fully localised hexagon patches select perfect D 6 -symmetric hexagons (see figure 3 ) as opposed to distorted hexagons but did not provide any possible explanation for this. Outside the snaking region, it is found that the hexagon fronts and patches invade in a "stick-slip" or "lurching" manner where they develop a full set of hexagon cells along the interface before adding another set of cells. This process is similar to that observed in 1D [9, 10, 25] where the invading fronts select both a propagation speed, c, and far-field wavenumber, k x , while in the bistable region µ > 0; see figure 2 and figure 3 and Lloyd [25] . Interesting instabilities of hexagon fronts can also be found. In figure 2(d), we see that decreasing k y leads to a hexagon front that develops defects in the periodic core. We only observe this instability for the 10 -front and not the 11 -front. Due to the presence of these types of instabilities, it is natural to want to use numerical path-following techniques to explore this in a more systematic manner.
<11>
The aim of this paper is to investigate the pattern selection mechanism and any bifurcations of stationary and invading hexagon fronts in the bistable region. We also provide a heuristic criterion for why fully localised patches select perfect D 6 -symmetric hexagons. We present our criterion as a conjecture.
Conjecture 1 Assume µ > 0 and the distorted hexagon is stable, then stationary and invading hexagon 2D patches select a unique (possibly distorted) hexagon cellular pattern. The selected hexagon cellular pattern is determined by the compatibility of the selected far-field wavenumbers of the distorted hexagon 10 -11 -fronts orientated perpendicular to each other as shown in figure 3(c). Furthermore, cellular hexagon patches (either stationary or invading) on the plane select perfect D 6 cellular hexagons.
We also verify the compatibility criterion for a non-variational SH equation. A key point here is that the numerical method presented in this paper allows one to compute the compatibility diagram in general reaction-diffusion systems without a variational/gradient structure.
In a previous paper [25] , we numerically investigated the invading fronts, whose far-field involved stationary stripes, using path-following routines. The method they used is the "far-field core decomposition" recently developed in a series of papers [5, 29, 34, 50] . They also showed that invading stripes should select a far-field wavenumber and a temporal invasion period. Adapting their arguments, we expect hexagon invasion fronts in the bistable region to also select a far-field wavenumber k x for a fixed k y . In this paper, we use their numerical method to explore invading hexagon fronts and any bifurcations they may undergo.
In the context of directional quenching, for a small spatial parameter jump i.e. µ = sign(x−ct), 1 and c is the speed of the quenching, hexagon fronts have been investigated by Weinburd in his PhD thesis [50] using normal form analysis and numerical continuation for small . There it is found for small speeds c, that the fronts select a wavenumber k x less than the linear critical one.
The paper is outlined as follows. In §2, we review the existence and stability theory for weakly nonlinear cellular distorted hexagons and distorted hexagons far away from onset. Section 3 reviews the selection principle for hexagon fronts, investigates the effect of varying k y of the hexagon fronts on the homoclinic snaking region and introduces the concept of a compatibility diagram. In § 4 we review the weakly nonlinear theory for hexagon fronts in the SH equation. Section 5 we describe the numerical algorithms used to compute hexagon invasion fronts and we present our results on the pattern selection of these fronts in §6. We then compare our results and predictions from time simulations of an invading hexagon patch in the SH equation in §7 and finally conclude in §8.
Hexagon existence and stability
In this section, we review the existence of small amplitude (distorted) hexagons and their stability in the planar SH equation for ν ≈ 0; see [19, 37] .
Regular cellular hexagons lie on the planar hexagonal lattice L L = n 1 l 1 + n 2 l 2 + n 3 l 3 ∈ R 2 : n 1 , n 2 , n 3 ∈ Z ,
and κ is the wavenumber. The dual lattice L * is given by
and we may represent all L-periodic solutions of (1.1) by the Fourier series
Following the convention in [28] , define two types of possible interfaces (either 10 -or 11interfaces) on a fixed hexagonal lattice using the Bravais-Miller index [4] ; see figure 4 . For distorted hexagons we keep this naming convention. To prove the existence of distorted hexagons bifurcating from u = 0, we first rescale (x, y) by setting x = X/κ 1 and y = Y /κ 2 . In the rescaled variables the stationary quadratic-cubic SH equation becomes
We consider the nonlinear problem F (µ, ν, κ 1 , κ 2 , u) = 0, where
The linearisation about u = 0 is given by Lu = ∂ u F (0, 0, 1, 1, 0)[u] = −(1 + ∂ 2 X + ∂ 2 Y ) 2 u is selfadjoint with a discrete spectrum and kernel ker(L) spanned by 6 eigenfunctions given by u 1 = e iX ,
The second equation can be solved for V ∈ (I − P )X as a function of (µ, ν, κ 1 , κ 2 , α) using the implicit function theorem. From (I − P )Lu j = 0, we find that V = G(µ, ν, κ 1 , κ 2 , α) = O(ν|α| 2 + |α| 3 ) for α → 0. Hence, all small solutions of (2.1) satisfy the bifurcation equations
given by
and the complex conjugates of the equations, where
The equations (2.4) have been analysed formally in [31, 33, 37] and we state some of the key results.
We are interested in rectangular perturbations in x and y. Hence, we set (κ 1 , κ 2 ) = ( √ 1 + δ x , 1 + δ y ) and α 2 = α 3 . Furthermore, we introduce the following scalings
Hence, real equilibria satisfy the equations
). Solving for B 2 in the second equation and substituting into the first, yields a cubic equation for A
Setting = 0, the discriminant of the cubic D(µ 1 , µ 2 ,ν, ) = 0 determines the boundary between the cubic have one (D(µ 1 , µ 2 ,ν, ) < 0) or three real roots (D(µ 1 , µ 2 ,ν, ) > 0). For B 2 = 0, there are two cases; (a) A = 0 and µ 2 = 0 corresponding to the bifurcation from the trivial state and (b) A = ± µ 1 /3 and µ 2 = 2µ 1 ∓ 2ν µ 1 /3 corresponding to the bifurcation from the stripe states. Proposition 2.1 There exists and 0 > 0 such that for all ∈ (0, 0 ] and D(µ 1 , µ 2 ,ν, ) > 0 where
there exists a rectangular distorted hexagon.
In figure 5 (a), we plot the existence boundaries of the distorted hexagons from the discriminant D(µ 1 , µ 2 ,ν, 0) with solely x-or y-perturbations forν = 4. We see that the regular hexagons are the last to undergo a fold as µ is increased in the bistable region. The y-distorted hexagons The blue shading region depicts the existence region of the distorted hexagon due to perturbations in the x-direction i.e.δ y = 0 and the gold shaded region is the existence region in the y-direction i.e.δ x = 0.
(b) Plot of the existence boundaries for different µ level sets in (δ x ,δ y )-space from the amplitude analysis. Existence of distorted hexagons lies in the bounded regions. We see that we can slightly perturb a hexagon more in the x-direction than in the y-direction.
(corresponding to 11 -perturbations) shaded in gold exist for a smaller region in parameter space than the x-perturbed hexagons (corresponding to 11 -perturbations). In figure 5 (b), we plot the existence boundaries in (δ x , δ y )-space for different values of µ. Here we see that the most extreme form of distorted hexagons occurs when δ x and δ y are of opposite signs corresponding to squeezed hexagons in one direction and stretched in the other.
Further away from ν ≈ 0, we numerically compute the distorted hexagons for ν = 0.9 and 1.6 for various µ values in figure 6(a) and 6(b). The computations are done on a doubly periodic square box using a Fourier pseudo-spectral method (see [28] ) such that u(k x x, k y y) = u(ξ, η) where ξ, η ∈ (0, 2π]. For ν = 0.9, we see for large µ values that the distorted hexagons existence in closed regions in (k x , k y )-space around the linear critical wavenumbers similar to that predicted from the asymptotics in figure 5(b). For (µ, ν) = (0, 0.9) the existence boundary becomes highly complex and now crosses the k x = k y line corresponding to squares. For ν = 1.6, we see for µ = 0.3 (in the middle of the snaking regions for both the 10 -and 11 -fronts) the existence boundary of the distorted hexagons is a smooth curve and includes the square case. For µ = 0 and 0.15 in figure 6 (b), the existence boundary again becomes highly complex with kinks in the boundary.
Linear stability of the distorted hexagons with respect to rectangular perturbations can be found by looking at the linear problem
We restrict to perturbations of the form w = e i(σx+τ y)w (X, Y ),w ∈ X leading to the eigenvalue problem
One could solve this eigenvalue problem using Lyapunov-Schmidt reduction, but we do not do this here. Instead, we will list some basic observations about the linear stability for weakly distorted hexagons. For σ = τ = 0, the zero eigenvalue has algebraic multiplicity 2 with corresponding eigenfunctions given byũ x andũ y . For regular and distorted hexagons, the zero eigenvalues are quadratic in σ and τ ; see figure 6 . The linear co-periodic stability i.e., σ = τ = 0 for the SH equation was computed by [33] and in the bistable region the stability and existence regions are the same. Phase instabilities of distorted hexagons have been studied in [37] when the hexagons are distorted along the y direction. We have not been able to numerically find the equivalent of an Eckhaus instability for distorted hexagons. It can be shown that the distorted hexagons for ν ≈ 0 are stable with respect to spatially homogeneous perturbations in the bistable region; see for instance [37] . In figure 6 (c), we plot the existence boundaries in (k x , k y )-space for µ = 0, 0.15, 0.3 and ν = 1.6. The stability is computed with respect to co-period perturbations as these are the ones we see that typically destabilise the distorted hexagons. We find for large values of µ close to the fold of the hexagons (for example µ = 0.3), the existence boundary forms a closed curve and the stability boundary is close to this curve. For smaller values of µ, the existence and stability curves becomes larger and more complicated. There are many eigenvalues that can become unstable as the hexagons become strongly distorted and we track the first eigenvalue to become unstable for the distorted hexagons.
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Pattern Selection Principle for Stationary Hexagon Fronts
In this section, we review the pattern selection criterion of Lloyd et al. [28] for stationary hexagon fronts and use it to explore the dependence of the hexagon fronts snaking region as k y is varied. Furthermore, we introduce the idea of a compatibility diagram for hexagon patches.
We start by exploring the dependance of the hexagon front snaking regions for ν = 1.6 as we vary k y . We note that this was not done in Lloyd et al. [28] . In figure 7 , plot the snaking regions for the 10 -and 11 -fronts where u(x, k y y) = u(x, ξ) and ξ is 2π-periodic. The snaking region extends the furthest into positive µ for k y around the linear critical values of k y = √ 3 2 and 1 2 for the 10and 11 -fronts, respectively. It is clear that the snaking region is heavily dependent on k y but that the 10 -fronts have a larger range that they can be distorted. Lloyd et al. [28] also derived a selection criterion for the wavenumber of the hexagon in a localised pattern for a fixed k y . We define the spatially (x independent) conserved quantity H,
where u(x, y) is a smooth solution of the Swift-Hohenberg equation (1.1) which is spatially periodic with period L in the y-variable; see [28] . We call H the Hamiltonian analogous to the 1D stationary SH equation Hamiltonian. The hexagon selection criterion is then for a planar front that connects the hexagons to the trivial state and is periodic in the transverse direction, then H must vanish when evaluated along a single hexagon in the far-field of the front.
In figure 8 , we plot the selected wavenumbers for a perfect hexagon and distorted hexagons using (3.1) for ν = 1.6. At (µ, k x ) = (0, 0.5), the hexagon cell bifurcates off the trivial state and is initially unstable. The selected wavenumber initially increases before going around a fold where the hexagon cell restabilises with respect to co-periodic perturbations and the selected wavenumber decreases. The existence of a perfect hexagon i.e. k y = √ 3k x , satisfying the Hamiltonian constraint H for µ, ν ∼ 0 was proved in [28] . In figure 8(a) , we see the selected wavenumber for a perfect hexagon behaves much the same way as for 1D stripes; see Burke and Knobloch [10] . When we allow the hexagons to be distorted in one direction (as shown in figure 8(b) and (c)), then we see that the fold point locations decrease in µ and for sufficiently large distortions, secondary folds occur near µ = 0.
We now introduce the compatibility criterion for stationary hexagon patches. In figure 9 (a) we show how a hexagon patch can be viewed as having 10 -and 11 -hexagon fronts perpendicular to each other. From the hexagon front pattern selection criterion (3.1) discussion above, we would expect the 10 -hexagon front to select a k x wavenumber for a fixed k y and similarly the 11 -hexagon front to select a k y wavenumber for a fixed k x . For both these fronts to be compatible in a patch, we then require both the respective selected wavenumbers to intersect and lead to the same selected far-field hexagon cell. In figure 9 (b) we plot the respective selected wavenumbers for the 10 -and 11fronts and find that they intersect at 6 points leading to 6 possible compatible (possibly distorted) selected hexagons. We also plot lines where k x = √ 3k y , k y and k y / √ 3, which corresponds to perfect hexagons and perfect squares. We note that the diagram should be symmetric about the k y = k x diagonal. We find that two of the compatible selected wavenumbers occur along the diagonal which corresponds to squares. The other 4 intersections occur at the perfect hexagons with the smallest (k x , k y ) corresponding to the stable hexagon front of the snaking branch. This picture remains qualitatively the same throughout the regions where both the 10 -and 11 -fronts snaking regions overlap. This computation provides a heuristic reason for the perfect hexagon selection of a patch observed in Lloyd et al [28] and in figure 3.
Weakly nonlinear analysis of hexagon fronts
We review the weakly nonlinear analysis of planar hexagon fronts [13, 15, 16, 32] . Doelman et al. [13] rigorously derived the amplitude equations for 10 -hexagon invasion fronts and proved existence for fronts in the parameter space µ < 0 when the fronts are propagating into an unstable 
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where M j = 4(k j ·x) 2 and (X, T ) = ( x, 2 T ). We look for travelling wave solutions of the form
Existence of fronts in (4.2) is not known for general values ofc. For large values ofc, singular limit analysis (Doelman et al. [13] ) can be used to prove the existence of invading hexagon fronts into the trivial state as well as a whole multitude of other travelling wave states that we do not investigate here. For moderate values ofc, we use numerical continuation to map out the selected front speed in (μ,ν)-space; see Figure 10 . In Figure 10 (a) we plot the selected wave speed for the 10 -11 -hexagon invading fronts forν = 2. The point where the fronts become stationary (known as the Maxwell point) occurs for these parameter values atμ = 8ν 2 /135 = 0.237. We find that both wave speeds are very similar. In order to observe the difference in the front wave speeds, we plot in Figure 10(b) , the difference of the wave speeds from the 10 -invasion front for all values of α. Here we observe that the fronts close to the 11 -invasion front can travel faster or slower than the 10 -front. In particular, the 11 -front is slower than the 10 -front aroundμ ≈ 0.16 and then becomes faster aroundμ = 0. We note that forc = 0, the existence of stationary fronts has recently been proven using rigorous numerics; see [48] . The results here concern fronts connecting to perfect hexagons. It is easy to extend the results here to consider distorted hexagons with off-critical wavenumber in the X-direction and critical wavenumber in the y-direction by considering (A 1 , A 2 , A 3 ) = (Ã 1 (Z)e iqX ,Ã 2 (Z)e −iqX/2 ,Ã 3 (Z)e −iqX/2 ) which recovers equation (4.2) in the travelling-frame with the amplitudes replaced byÃ 1 ,Ã 2 and A 3 , and µ replaced by µ − M j q 2 in each of the respective amplitude equations. Due to the small dependence of the front speed on α, we do not trace out the solution space in α. However, around each perfect hexagon front branch is an envelope of distorted hexagon fronts for q ∈ [0, q c (µ)] where q c (µ) = 0 for µ at the fold of the perfect hexagons in the bistable region and q c grows monotonically as µ is decreased; see figure 10 (c). We note that additional equivariant terms [20] in the hexagon amplitude equations may select the wavenumber similar to that seen in the 1D amplitude equation at this order.
Numerical method for invasion fronts
In this section, we describe the numerical methods for time simulations, and boundary value problems for the invasion fronts.
Initial value solver
Time simulations of (1.1) are carried out on a periodic rectangle using a 4th order exponential time-stepper Runge-Kutta scheme in time and fast Fourier method in space [21] . The scheme is implemented in Matlab2017b on a dual hexa-core (2.93 GHz) Mac Pro with 24GB RAM.
Hexagon invasion fronts
We describe the far-field core decomposition method for computing hexagon invasion fronts. This method is very similar to that described in Lloyd [25] . We first introduce the following change of coordinates (z,ỹ,t) = (x − k t t/k x , k y y, k t t) so that (z,ỹ,t) ∈ R × S 1 × S 1 where S 1 = R/2πZ. We truncate the domain in z to [−L z , L z ]. Dropping tildes, the SH equation becomes
where c = k t /k x . We consider the far-field core decomposition of the fronts given by,
where u h (ξ, y) is the domain-covering hexagon cell and solves the stationary 2D Swift-Hohenberg equation
on the domain (x, y) ∈ [0, 2π) 2 , and we impose Neumann boundary conditions. The function
] is a smooth function going to unity for z < d and zero when z > d. The 'core' function w(z, y, t) describes the interface and decays to zero as |z| → ∞. Substituting (5.2) into (5.1) yields the inhomogeneous PDE for w given by
where we have subtracted to the far-field roll solution. We add two additional phase conditions:
for a template function w old that is a previous solution. The first phase condition is the standard condition used to select the wavespeed of fronts c [24] , while the second phase condition is the standard condition to select the far-field spatial wavenumber k x [29] . We note that no additional phase condition is required for translations in y as the interpolated far-field hexagons break this symmetry in (5.4) .
We discretise (5.4) with fourth-order finite differences in z, and pseudo-spectral Fourier method in y and t; see [25] . The phase conditions are discretised using the trapezoid rule. The hexagon cell equation (5.3) is discretised using a pseudo-spectral Fourier method in both x and y and is interpolated using a band limited interpolant [46] . The discretised form of the system (5.4)-(5.5) form a large algebraic nonlinear system to solve using Newton's method. The Newton step requires solving a large bordered system and to solve it we use a version of the bordering method by Phipps and Salinger [39] . We modify Matlab's fsolve routine to use the bordering algorithm above. This algorithm employs a trust region based method which allows for convergence despite initial conditions for the Newton method having large residuals.
We use the following initial condition
where H is the Heaviside function with (k x , k y ) = (0.5, 0.86) for the 10 -hexagon fronts and (k x , k y ) = (0.86, 0.5) for the 11 -hexagon fronts. Sometimes convergence from these initial conditions is poor and quicker convergence is found if we let k y also be solved for with the additional phase condition
Once a solution is converged, the continuation is then done with k y fixed and this phase condition turned off. Typical discretisations used are N z = 400, N y = 16, N t = 16 with m = 1, d = 40, z ∈ [−50π, 10π]. We have tested the algorithm with different discretisations and computational parameters and the results do not significantly change; see [25] .
We note that stationary hexagon fronts can be computed in exactly the same way with c = 0 and only the phase condition (5.5b). 
Results: Hexagon Invasion Fronts
We present our main results for hexagon invasion fronts. Lloyd et al. [28] looked at stationary hexagon fronts in the two cases of ν = 0.9 and 1.6 corresponding to small and moderate hysteresis in the SH equation. To be consistent, we chose the same ν values. We then look at hexagon invasion fronts in a non-variational version of the Swift-Hohenberg equation.
6.1 Small hysteresis case: ν = 0.9
For 0 < ν < 1.049, the snaking regions of the hexagon fronts become very narrow and are difficult to continue. However, the invasion fronts exist in a larger region in parameter space making them easy to continue. In figure 11 , we show the selected far-field wavenumber and front speed for both the 10 -and 11 -fronts. For the 10 -front, we see that fronts with k y close to √ 3/2 (including the 10 -front with perfect hexagons) starts at the edge of the homoclinic snaking region with the Hamiltonian selected wavenumber and "dips" down before rising again as µ is decreased. However, for smaller k y 's less than 0.8, the 10 -front selected k x instead has a "hump" as µ decreases. Furthermore, we also observe that for the small µ this is a fold instability where fronts cease to exist for smaller µ. Carrying out time simulations for the 10 -fronts with k y < 0.8 and µ less than the fold point, we observe fronts that deposit defects as shown in 2(d). We also observe that for k y < 0.8 that the continuation curves tend to terminate before reaching the edge of the snaking region where it appears that the selected wavenumber intersects with the Hamiltonian selected hexagon wavenumbers. For k y < 0.74 and k y > 0.94, we observe detachment of the front from the hexagons where the front propagates too fast. We also plot for clarity the wavenumber selection for fronts that select the perfect hexagon and see that this tracks very closely the k y = 0.86 front i.e., the linearly critical wavenumber. The wavenumber selection for the 11 -fronts is shown in figure 11 (b) and (d). Here we observe that we can continue all branches up to the edge of the homoclinic snaking region and that they observe the characteristic "dip" in their selected wavenumber as seen in the 1D case [25] . For k y < 0.4 and k y > 0.54, we find detachment of the front from the hexagons where the front propagates too fast. Again we also see that the wavenumber selection of the fronts that select the perfect hexagon tracks very closely the linearly critical wavenumber i.e., k y = 0.5.
We show front speeds for both the 10 -and 11 -fronts in figure 11(c) and (d). It is found that the fastest fronts are those with k y chosen to be around the linear critical hexagon wavenumber. All the front speeds tend to zero as one approaches the edge of the snaking region. From the weakly nonlinear asymptotics in §4, we expect that the 11 -front to be quicker than the 10 -front for µ near zero and vice versa as new gets closer to the snaking region and indeed we see this from the numerics.
We next plot the compatibility diagrams for the 10 -and 11 -fronts and corresponding front speeds for (µ, ν) = (0.04, 0.9) in figure 12. For these parameter values, the existence regions of the hexagons form closed regions in (k x , k y )-space. At the ends of the select far-field wavenumbers for the 10 -and 11 -fronts (shown in figure 12 (a)) we observe detachment of the front before reaching the existence boundaries of the cellular distorted hexagon pattern. However, we believe these curves would terminate at the existence boundaries if we computed on larger z domains. We observe an intersection of the far-field wavenumbers almost on the perfect hexagon line (∼ O(10 −4 ) off) but this is at the numerical tolerance and we believe the intersection should occur on the perfect hexagon line. The selected front speed at the intersection of the far-field wavenumbers yields that the 10 -front should propagate quicker that the 11 -front. Interestingly, the 11 -front is predicted to propagate quicker than the 10 -front except in a small region around k x = 0.5.
Moderate hysteresis case: ν = 1.6
We now investigate hexagon invasion fronts for moderate hysteresis with ν = 1.6. In figure 13 , we plot the selected wavenumbers and front speeds for both the 10 -and 11 -hexagon fronts.
In figure 13 (a), we see that the 10 -fronts for 0.8 < k y < 0.9 start at the edge of the snaking region and display a dip in the selected far-field wavenumber k x as µ is decreased. The perfect hexagon front follows very closely the k y = 0.84 front. For 0.64 < k y < 0.8, we again see the 10 -fronts develop a fold for small µ. This fold marks the point where defect forming invasion fronts occur as seen in figure 2(d) . We also observe that the continuation branches of the 10 -fronts for k y < 0.8 terminate before reaching the edge of the homoclinic snaking region where we observe detachment of the hexagons from the trivial state due to the front propagating too slowly. We have been unable to converge 10 -fronts close to the snaking region for k y < 0.8. For k y > 0.9, we observe that the 10 -front detaches from the hexagons due to the front propagating too fast.
The selected wavenumber of the 11 -fronts is shown in figure 13(b) . Here we observe that for all values of k y , we are unable to continue up to the edge of the homoclinic snaking region. At the termination points closest to the snaking region, we again observe detachment of the front from the hexagons due to the front propagating too slowly. It appears that the selected wavenumber becomes close to that for the Hamiltonian selected hexagon; see §3. For the k y = 0.5 branch we do find a fold around µ ≈ 0.21. The selected front speed for the 11 -front is shown in figure 13(d) where we see the speed is mostly linear in µ.
In figure 14 we plot the compatibility diagram for the 10 -and 11 -fronts with (µ, ν) = (0.15, 1.6). We again find that the only compatible hexagon is the perfect one. We also find that the branches terminate due to detachment of the front from the hexagons where the front propagates too fast. The selected front speeds for the compatible hexagon again shows that the 10 -front should propagate slightly faster than the 11 -front.
Non-variational Swift-Hohenberg equation
We next demonstrate the compatibility of hexagon invasion fronts for a non-variational form of the Swift-Hohenberg equation,
where β is another real parameter. In figure 15 we plot the compatibility diagram for the 10 -and 11 -fronts for (µ, ν, β) = (0.15, 2, −0.5). For these values the existence boundaries of the cellular hexagons are highly complex and we don not plot them. As with the variational case, we again see that the only compatible hexagon fronts are those that involve perfect hexagons and that the compatible 10 -front propagates quicker than the compatible 11 -front. This provides evidence that the conjecture 1 is also true for general pattern forming systems.
Planar patch invasion
In this section, we will investigate what happens to patches of cellular pattern that invade the trivial state. Time solutions are carried out on doubly periodic boxes of size [−60π, 60π] 2 with 2 10 Fourier modes in both x and y and time step 0.01. The interfaces associated with either x = 0 or y = 0 are tracked by forming the 1D interpolant of the solution u along these lines and looking for when u = 0.5 using matlab's fzero routine; see [25] for more details.
We look at hexagon patch invasion in the quadratic-cubic SH equation with (µ, ν) = (0.2, 1.6) and plot the right most interface distance at y = 0 denoted by d x and the top most interface distance at x = 0 denoted by d y ; see figure 16 . We start with the time simulations with a square localised patch of cellular hexagons i.e.
u(x, y) = 1. with d = 4π. The growth process is very similar to the snaking behaviour of hexagon patches described in [28] where hexagon cells are added first in the middle of any long interface then subsequently additional cells are added along the interface to complete a row. We see at t = 400, the patch becomes mostly circular and the hexagons appear to be regular rather than stressed. Looking at the distance of the x and y mid-point interfaces, we see that both of these propagate at approximately the same speed (around 0.47) near to that predicted from the hexagon front compatibility diagram of 0.5. The mean time between jumps for the x-direction interface (corresponding to a 10 -direction) is ∼ 16 ≈ 2π/(ck x ) while for the y-direction interface (corresponding to a 11 -direction) it is ∼ 24 ≈ 2π/(ck y ) and the ratio between these mean jumps is approximately √ 3 confirming that the propagation speed is the same. Both of these interface speeds are close to those predicted from the hexagon front computations. It is hard to detect from the time simulations that the prediction from the compatibility diagrams that the 10 -should propagate slightly faster than the 11 -front. However, we find that the lower fitted dashed blue curve in figure 16 suggests that the 10 -interface propagates slightly faster corroborating our prediction. This radial growth process appears to be stable. 
Conclusion
Summary. In this paper, we have explored the pattern selection mechanism of both stationary and invading planar, distorted hexagon fronts in the Swift-Hohenberg equation. We find that the widths of the hexagon fronts have a significant effect on the snaking regions. We then introduced the idea of a compatibility diagram to find compatible hexagon fronts that could make up a 2D hexagon patch. It is found that for stationary fronts, only the perfect hexagons or squares are compatible. Numerically, we then explored hexagon invasion fronts using the far-field core decomposition idea described in [25] . We find again that the only compatible hexagon fronts are those involving perfect hexagons in their far-field and this is also true if we break the variational structure of the SH equation. We also find for 10 -hexagon fronts with small enough k y , that there is a fold instability for small µ beyond which time simulations show invasion fronts that deposit hexagons with defects. We find no such instability for the 11 -fronts suggesting they are more robust in producing defectfree patterns in their wake. We finally compare our predictions from the compatibility diagrams of the hexagon fronts with hexagon patch growth and find good agreement.
Open Problems. This work raises a series of further questions and problems to look at. Even at a basic level of understanding the spectral properties of stationary cellular distorted hexagons appears to be lacking. On a formal level much progress was made in the 1990s and early 2000s (see for instance [19, 20, 37] ) but there lacks numerical bifurcation algorithms building on the ideas in [40, 42] to trace out stability boundaries with respect to rectangular and rhombic perturbations.
Putting the spectral properties on a firmer foundation would also help in understanding the hexagon invasion fronts.
We highlight that the numerical methods described in this paper and [25] do not depend on the SH structure and are generally applicable to reaction-diffusion systems, nonlocal equations e.g., [1, 30, 36, 41] and 3D patterns [47] allowing one to compute the far-field wavenumber selection of both stationary and propagating cellular pattern fronts. In terms of further work, propagating fronts connecting distorted hexagons to stripes or other distorted hexagons, penta-hepta defects etc. would be another interesting avenue to explore; see for instance [51] for various stationary fronts between hexagons and stripes. The pattern selection mechanism in these fronts has yet to be explored even in the stationary case.
