ABSTRACT Influence maximization is to extract a small gathering of influential people from a network in order to obtain the largest influence spread. As a key issue in viral marketing, this problem has been extensively studied in the literature. However, despite a great deal of work that has been done, the traditional influence maximization model cannot fully capture the characteristics of real-world networks, since it usually assumes that the cost of activating each individual among the seed set is the same and ignores the cost differences of activating them. In fact, if a company plans to market its products or ideas, it always provides the reward for each disseminator of the seed group according to his or her degree of influence spread. All companies expect to obtain the maximum influence with minimum cost, or acceptable cost, for them. Motivated by this observation, we propose a new model, called influence maximization-cost minimization (IM-CM), which can capture the characteristics of real-world networks better. To solve this new model, we propose a multiobjective discrete particle swarm optimization algorithm for IM-CM. The algorithm can take both individual cost and individual influence into consideration. Besides, the results of this algorithm can also provide a variety of choices for decision makers to choose on the basis of their budgets. Finally, experiments on three real-world networks demonstrate that our algorithm has excellent effectiveness and efficiency.
I. INTRODUCTION
The field of complex networks has attracted enormous interests in recent years, since plenty of complex systems, such as collaboration networks, online social networks and power grid, can be modeled as complex networks. Influence maximization (IM) which plays a crucial role in the spread of information and influence, is one of the most interesting problems in complex networks. This problem originated from viral marketing. In viral marketing, one important question is given limited advertisement resources, which set of customers should be targeted such that the resulting influenced population is maximized. The problem, influence maximization, is to find a seed group of individuals that can obtain the largest influence spread under certain influence diffusion model in a social network. This problem was first investigated by Domingos and Richardson [1] , instead of viewing a market as a set of independent entities, they viewed it as a social network and proposed a probabilistic method with modeling it as a Markov random filed.
However, with the great development of commodity economic, traditional influence maximization can not fully capture the characteristics of real-world social networks. In reality, if a company plans to promote a new product or idea, the most effective method may be to find a small group of influential people such as movie stars, sport stars or famous actors, as the seed set, then the product can be widely disseminated by means of their influence on people. Meantime, the company always needs to pay individuals in the seed group rewards for their contributions, and the reward of each individual may be different. Therefore, it has been a practical problem that how to select influential nodes with the minimum cost to obtain the maximum influence. Motivated by the above phenomenon, a new model named as Influence MaximizationCost Minimization (IM-CM) is proposed to describe this phenomenon, and a Multiobjective Discrete Particle Swarm Optimization algorithm for Influence Maximization-Cost Minimization (MODPSO-IM-CM), which takes both individual cost and individual influence into considerations, is put forward.
Multiobjective Discrete Particle Swarm Optimization (MODPSO) is one type of multiobjective evolutionary algorithms (MOEAs). MOEAs aim at producing a set of representative Pareto optimal solutions in a single run. Due to the importance and highly application of MOEAs, many scholars devoted themselves to this field. The well-known methods in this field are SPEA2 [10] , PAES [11] , NSGA-II [12] , MOEA/D [13] , and so on. As for Particle Swarm Optimization (PSO), it was first crafted by Eberhart and Kennedy [14] in 1995, inspired by the behaviors of swarms like bird flocking and fish schools. PSO is a population based method, and each particle in the population has a position and velocity vector, and every particle moves towards its previous best position and a global best leader's position in the space. PSO is an efficient algorithm in continuous optimization and motivates researchers to extend PSO to solve discrete optimization problems. Kennedy and Eberhart [15] firstly proposed a discrete PSO (DPSO) algorithm, called binary PSO (BPSO), while the binary coding scheme limits its application. Over the past decades, a number of works has been done in the field of DPSO [16] - [21] , and DPSO has been successfully applied to a wide range of real world complicated optimization problems. Owing to its efficiency, effectiveness and simplicity, much effort has been devoted to Multiobjective Particle Swarm Optimization (MOPSO) and a lot of methods have been proposed [22] - [32] . In this paper, we extend MOPSO to discrete optimization problems, and propose the MODPSO-IM-CM. In our algorithm, we redefine the particle and velocity in discrete form firstly, then we adopt a degree-based heuristic initialization method and a turbulence operator to contribute to convergence, besides, a local strategy is designed to obtain more non-dominated solutions. Extensive experiments on three real-world social networks demonstrate that our algorithm presents excellent effectiveness and efficiency in solving IM-CM.
The rest of this paper is organized as follows. Section II presents the related work. Section III explains the models of IM and IM-CM. The description of proposed algorithm is introduced in detail in Section IV. The experiments on three real-world social networks are given in Section V. Finally, conclusions are given in Section VI.
II. RELATED WORK
In this section, we introduce some related work about IM and influence diffusion models. In the IM problem, if and only if an individual adopts a new product or idea, we define this individual as active; otherwise, we define it as inactive. Given a social network G = (N, E, W ), a positive integer k, where N and E represent the node set and the edge set in G, respectively. k is the number of individuals in a seed set and W is a weight matrix. Each element w ij in W denotes the weight of edge between nodes i and j, which represents the probability of node i activates node j.
IM is a popular work which has been extensively studied. Kempe et al. [2] , [3] proposed a nature hill-climbing greedy strategy to solve IM and established that the optimization problem of IM is NP-hard. Besides, they also proved that the Greedy Algorithm (GA) can obtain a solution within 63% of optimal under three commonly used information spread models, i.e., the independent cascade model (IC), the weighted cascade model (WC) and the linear threshold model (LT). Due largely to the inefficiency of traditional GA, it is time-consuming to apply GA to large scale networks. Consequently, Leskovec et al. [4] exploited submodularity to develop an efficient algorithm, called CELF greedy, which is 700 times faster than a simple greedy algorithm by introducing a ''Cost-Efficient Lazy Forward'' scheme. Goyal et al. [5] put forward a CELF++ greedy method, and the experimental results showed that CELF++ is 35%∼55% faster than CELF. Moreover, there are a lot of follow-up works [6] - [9] , [33] , [2] , which tried their best to solve the IM problem.
III. IM-CM MODEL
In this section, the definition of influence spread and influence maximization are first given. Then a new IM-CM model which can vividly capture the characteristics of real-world social networks is proposed. In the model, a formula used to compute the cost of activating each individual is introduced. Finally, the differences between IM and IM-CM are presented.
A. DEFINITION OF IM
Before giving the definition of IM, we first define the influence spread. There is a line of research showing an interesting phenomenon that an idea or item is generally diffused from a seed within 2-hops in social networks [36] , [37] , thus the influence spread of a seed set S which is denoted as σ (S) is defined as the expected number of activated nodes with 2-hops in the target network. Lee and Chung [35] proposed a fast approximation method for influence spread, which can be formulated as follows:
where C s denotes the 1-hop influenced cover of s, i.e. the set of out-degree neighbors of s, p(s, c) represents the probability of an active node s influencing its inactive node c and σ 1 c denotes the 1-hop influence spread of node c and σ 1 c = 1 + u∈C c p (c, u) . χ can be computed by (2) 
where the definitions of terms are the same with those in (1) . Thus, the IM problem can be defined more concisely and explicitly on the basis of the above definitions, which can be formulated as follows: In fact, a company must pay individuals of seed set rewards if it plans to market a new product or idea by means of the influence of a small group of influential people. In order to simulate the cost of activating every individual, a formula based on the individual influence in social networks is proposed. We design this formula according to our observation for practical examples. In general, the expense of hiring a human to market a new product or idea always depends on his degree of influence on people, which can be presented as the degree of corresponding node in a graph. The staff are paid according to their ranks. If individuals are in the same rank, the remunerations of them will be almost the same; otherwise, the remunerations of them can be quite different. Motivated by the above phenomenon, the formula is designed as follows:
where C i and d i represent the cost of activating individual i and the degree of node i, respectively; r, m and s are constant, r is used to make a hierarchy of cost, m and s are used to measure the difference of cost in the different and the same ranks, respectively. Thus, CM can be formulated as follows:
where C(S) is the total cost of activating all individuals in seed set S. IM-CM is a practical problem about how to select influential nodes with the minimum cost to obtain the maximum influence. On the basis of the above definitions, IM-CM can be formulated as follows:
Obviously, it is hard to use single objective optimization algorithms to solve this problem as with the increase ofσ (S), C(S) always increases at the same time. Therefore, given the influence maximization formulate and cost C i of activating individual i, our optimization problem can be defined as a multi-objective optimization problem:
There are two advantages of IM-CM compared with IM. The first is that IM is a single optimization problem and IM-CM is a multi-objcctive optimization problem whose solutions can provide a wide range of choices for decision makers on the basis of their situations. The second is that IM-CM takes both individual influence and individual cost into considerations, which can vividly and clearly capture the characteristics of real-world networks than IM.
IV. MODPSO-IM-CM
We introduce our proposed MODPSO-IM-CM method here. Our method is based on the DPSO algorithm proposed by Gong et al. [9] , and we add some new operators to it and extend DPSO to MODPSO-IM-CM for solving multiobjective optimization problems (MOPs). In this section, we first redefine the position and velocity in a discrete form, and then the operators of MODPSO-IM-CM are given. Finally, the implementation of MODPSO-IM-CM is described.
A. DEFINITION OF POSITION AND VELOCITY OF PARTICLES
In this paper, both the position and velocity vectors of particles used in PSO are redefined for purpose of solving IM-CM. In PSO, a position vector represents a solution to the problem, and the velocity vector is a guide for position vector. A good position should be straightforward and easy to be coded and a good velocity can prevent good position from flying away and eliminate useless positions. Thus, they play a crucial role in the whole process of optimization.
In order to solve IM-CM effectively and quickly, we need to redefine the updating rules of position and velocity in a discrete form. In this paper, we adopt the defining and updating rules proposed by Gong et al. [9] , which are efficient and practical. The definitions are as follows:
1) Definition of position: In the MODPSO-IM-CM, the position permutation of a particle i is defined as X i = {x i1 , x i2 , . . . , x ik } (where i = 1, 2, . . . , pop), k is the number of individuals in a seed set. Each dimension of position is a random integer between 1 and n (n is the number of nodes in the targeted network); and each position of population denotes a candidate seed set in the targeted network.
2) Definition of velocity: The velocity for a particle i is also encoded as a k-dimensional
it denotes that the corresponding node should be remained; otherwise, it needs to be changed. For example, if the seed set k = 7, and the X i = {2, 4, 15, 28, 36, 44, 67}, V i = {0, 1, 1, 0, 0, 0, 1}, nodes 2, 4, 15, 28, 36, 44 and 67 are selected as the node set, nodes 4, 15 and 67 need to be changed, and nodes 2, 28, 36 and 44 should be remained.
B. OPERATORS FOR MODPSO-IM-CM 1) POPULATION INITIALIZATION
In order to converge quickly, we introduce a degree based heuristic method which is adopted in [9] . In Algorithm 1, all particles are first initialized according to the degrees of nodes, we select k influential nodes with the highest degrees in graph G, which is denoted as Degree(G, k). Then we generate a random number in the interval [0, 1] for every element of position vector, if the random is larger than 0.5, we will choose a node different from other nodes in the position vector from node set N randomly, which is denoted as Replace(x ij , N). We design this function mainly for preserving the diversity of population. By using this initialization method, we can not only speed up the convergence of MODPSO-IM-CM, but also obtain a diverse population.
Algorithm 1 Population_initialization (G, k, pop)
Input: G = (N, E, W ): Graph; pop: population size; k: size of seed set; Output: X: population; N) ; end if; end for; end for;
2) UPDATING RULES OF POSITION AND VELOCITY VECTORS
As for updating rules of position and velocity vectors, Eberhart and Shi [38] proposed the updating rules as follows:
where ω is the inertia weight; c 1 and c 2 are the learn factors; and r 1 , r 2 are two random numbers within the range of [0, 1]. Pbest i = (pbest i1 , pbest i2 , . . . , pbest ik ) is defined as the personal best position of particle i, and Gbest = (gbest 1 , gbest 2 , . . . , gbest k ) represents the global best position in the swarm [9] . However, in the MODPSO-IM-CM, there is no absolute global best, and we must use the local best individual to replace the global best, so the updating rule of velocity is redefined as follows:
In (10), the meaning of ω, c 1 , c 2 , r 1 and r 2 are the same with those in (8) . Gbest is replaced by Lbest i = {Lbest i1 , Lbest i2 , . . . , Lbest ik } which is the local best of particle i and the detailed description of Lbest i will be described in IV-B (3). As (10) shown, the meaning of operator ∩ is the same as that of PSO in [9] , but its key components are different. The updating rules of velocity in [9] are designed for solving single optimization but the updating rules we designed are used for MOPs.
The operator ∩ which is a key procedure in the updating process of particles is a similar intersection operation, and the detailed illustration for ∩ is show in Fig. 1 . are obtained, we can calculate the new velocity of particle i easily according to (10) . The argument of function H (·) in (10) is a position vector which can be assumed as X i , then the function H (·) can be represented as
), where j = 1, 2, . . . , k, and h i (x ij ) is a threshold function, which can be computed as
Given a position X i and a new velocity vector V i , we can generate a new position X tC1 i by (12) .
The operator ⊕ plays an important role in driving the particles to promising regions, and each new element x t+1 ij can be updated by (13)
3) UPDATING RULES OF LOCAL BEST
PSO which is a bionic optimization algorithm with characteristics of evolutionary computation and swarm intelligence is a VOLUME 6, 2018
type of efficient and practical algorithms for single objective problems, which motivate scholars to extend PSO to solve MOPs. However, due to the fact that there is no absolute global best, but rather a set of non-dominated solutions in MOPs, changing conventional single objective PSO to an MOPSO requires the redefinition of local best individuals. Leung et al. [32] proposed a new strategy for finding good local guides in MOPSO, and we extend this method to MODPSO-IM-CM in this paper. (14) is a designed function that computing the square root distance between the particle and all archive members, and then returns the shortest square root distance as the local best leader of particle i, which can be formulated as follows:
where m is the number of objectives, {a 1 , a 2 , . . . , a s } is the members of archive A which is a set of non-dominated solutions, and x i = {x i1 , x i2 , . . . , x ik } is particle i. Lbest i is the local best leader of particle i and f j (a i ) is the value of objective j. F(·) can be represented as F(·) = (f 1 , f 2 , . . . , f s )(f i is the square root distance between the particle and the ith archive member) and it is a function that can return the minimum value of (f 1 , f 2 , . . . , f s ).
4) TURBULENCE OPERATOR
We adopt the turbulence operator that has adopted in many existing MOPSOs. The turbulence operator is similar with the mutation operator in GA and the procedure can be described as follows. For each element x ij of particle i, first, we generate a pseudo random number between 0 and 1. If the number is smaller than p m (p m is the mutation probability), we will replace this element with other different number from node set N. This operation is designed for preserving diversity and helping algorithm to escape from local optima.
5) LOCAL SEARCH
In order to find more possible candidates in the solution space, a local search strategy is adopted in our algorithm, and the details are given in Algorithm 2. In Algorithm 2, we select the particle with maximum influence as the leader particle, X a ≺ X b denotes that X a dominates X b and N x bi is the neighbor set of node x bi . Our local search is designed with a greedy strategy and can guide particles to the promising solutions by making full use of neighbor information of each element x ai in X a . Moreover, the proposed local search can find a set of non-dominated solutions around the leader particle, and help speed up the convergence.
C. THE IMPLEMENTATION OF MODPSO-IM-CM
In this section, we give the implementation of MODPSO-IM-CM in Algorithm 3.
Algorithm 2 Local_Search (X a )
Input: X a : particle; G: Initial network; Output:
L: the set of Pareto solutions;
V. EXPERIMENTAL RESULTS
In this section, the experiments on the learn factors and inertia weight are first given. Then, we present the results on three real-world social networks. Finally, in order to test the performance of MODPSO-IM-CM, we compare the influence spread with CELF algorithm [4] , which is the state-of-art algorithm for solving IM. Since the computation of exact influence is time consuming, the approximated power of influence of node set is computed.
A. EXPERIMENTAL NETWORKS
Here, we select three real-world social networks with different sizes, namely NetGRQC network [39] , NetHEPTH network [39] and NetHEPT network [34] , as our experimental networks. All of them are collaboration networks, describing the cooperative relation among scientists in different domains. Nodes and edges in networks represent authors and co-authors relations between them. Among these three networks, the NetGRQC network is from the e-print arXiv and covers papers submitted to General Relativity and Quantum Cosmology category in the period from January 1993 to April 2003 (124 months). The NetHEPTH network and NetHEPT network are selected medium size network and large size network, and their data contain papers collected from the High Energy Physics -Theory category from January 1993 to April 2003(124 months). The basic characteristics of three real-world networks are given in TABLE I.
B. EXPERIMENTS ON PARAMETERS
The learn factors c 1 , c 2 and inertia weight ω are important parameters in MODPSO-IM-CM. If the values of them are not fixed in advance, we can not update the position vector and velocity vector according to (10) and (12) . In order to verify the values of learn factors and inertia weight, we introduce (14); for i = 1 to pop do Update the velocity vector V based on (10); Update the position vector X based on (12); if (t < Maxgen · P m ) then Conduct the turbulence operation on X; end if; end for; Update archive A; Employ the local search operation on X a : L = Local_Search(X a ); / * X a is the particle with the maximum influence spread in X * / Update archive A; Update Pbest; t ← t + 1; end while. a parameter R to measure the performance of different values of learn factors and inertia weight, which can be calculated as follows: where l is the number of Pareto solutions, andσ i (S) and C i (S) are the influence value and cost value of solution i, respectively.
First, we set the inertia weight ω = 0.8 and vary the values of learn factors c 1 and c 2 between [1, 2] in the step of 0.1. Then the learn factors c 1 and c 2 are set as 1.9, and we vary inertia weight ω from 0.1 to 1 in the step of 0.1. Both the number of iterations Maxgen and the size of swarm pop are fixed to 100, and the size of initial seed set k is set to 20. All experiments are conducted 30 times independently. The experimental results are shown in Fig. 2 .
As shown in Fig. 2(a) , when the learn factors c 1 and c 2 are equal to 1.9, we obtain the maximum values of ratio which means the proposed MODPSO-IM-CM performs the best. Therefore, we set c 1 and c 2 to 1.9 in the following experiments. As for the inertia weight, we can observe from Fig. 2(b) that our algorithm performs the best with ω = 0.8, thus, the setting of inertia weight ω = 0.8 for three real-world social networks is accepted.
C. EXPERIMENTS ON THE REAL-WORLD SOCIAL NETWORKS
First, we show the experiments of proposed MODPSO-IM-CM for IM-CM, the parameters of these experiments are listed in TABLE II, and the experimental results are given VOLUME 6, 2018 in Figs. 3 to 5 in which the x-axis represents the cost and the y-axis represents the opposite value of influence spread. In our experiments, in order to validate the effectiveness of designed local search, we compare MODPSO-IM-CM and its variant version MODPSO-IM-CM-nls which is the algorithm without local search. Fig. 3 shows the Pareto-optimal solutions on the NETGRQC network. In Fig. 3(a) , circles represent the Pareto-optimal solutions of MODPSO-IM-CM, the red circle in the top left is the best solution on the objective of influence spread. The influence of this solution is 25.8960, the cost of it is 34.0899 and the average degree of this solution is 34.9500. The red circle in the bottom right is the best solution on the objective of cost. Its influence spread is 20.5028 and the corresponding cost is 4.7. The average degree of the solution is 2.35. The red circle in the middle of Fig. 3(a) is a pretty good solution on the objectives of influence spread and cost. The influence spread of it is 23.01, the cost of it is 19.2207 and the average degree of this solution is 17.05. In Fig. 3(b) , blue circles and red circles represent solutions of MODPSO-IM-CM and MODPSO-IM-CM-nls, respectively. It is obviously that the number of non-dominated solutions produced by MODPSO-IM-CM is larger than that of MODPSO-IM-CM-nls. Fig. 4 presents the Pareto-optimal solutions on the NETHEPTH network, in which the meaning of circles is the same with those in Fig. 3 . We can see that the upper-left red circle in Fig. 4(a) represents the best solution on the objective of influence spread. The influence of this solution is 28.088, the cost of it is 37.722 and the average degree of this solution is 46.3. The lower right red circle is the best solution on the objective of cost. Its influence spread is 20.4383 and the corresponding cost is 4.1. The average degree of this solution is 2.05. And the red circle whose influence spread, cost and average degree is 24.563, 21.209 and 24.15 is an acceptable solution on the objectives of influence spread and cost, and this solution is presented in the middle of Fig. 4(a) . Fig. 4(b) presents the Pareto-optimal region of MODPSO-IM-CM and MODPSO-IM-CM-nls on the NETHEPTH network. We can see that the distribution of non-dominated solutions produced by MODPSO-IM-CM is better than that of MODPSO-IM-CM-nls.
The Pareto-optimal solutions of the NETHEPT network are shown in Fig. 5 . There are three red circles in the top left, bottom right and middle of Fig. 5(a) , which represent the best solution on the objective of influence spread, the best solution on the objective of cost and the pretty good solution on the objectives of influence spread and cost, respectively. The influence spread of upper left solution is 27.657, the cost of it is 38.1817 and the average degree of this solution is 46.95. The influence spread of lower right solution is 20.4227 and the corresponding cost is 4. The average degree of this solution is 2. The influence spread of middle solution is 24.5912, the cost of it is 20.9344 and the average degree of this solution is 27.4. Fig. 5(b) shows the non-dominated solutions of MODPSO-IM-CM and MODPSO-IM-CM-nls on the NETHEPT network. The blue circles and red circles represent solutions of MODPSO-IM-CM and MODPSO-IM-CM-nls, respectively, and we can see that the continuity of non-dominated solutions produced by MODPSO-IM-CM is better than that of MODPSO-IM-CM-nls.
As summarized from the experimental comparisons from Figs. 3 to 5, we can see that MODPSO-IM-CM performs good both in the distribution of solutions and in the number of nondominated solutions. As shown in Fig. 3(a) , Fig. 4(a) and Fig. 5(a) , with the increase of influence spread, the cost increases as well, which testifies the validity of using MOEA. As shown in Fig. 3(b) , Fig. 4(b) and Fig. 5(b) , MODPSO-IM-CM produces more non-dominated solutions in the entire Pareto-optimal region and performs better in the continuity of non-dominated solutions than MODPSO-IM-CM-nls, which prove that our designed local search is effective. In reality, decision makers can select the most appropriate seed set by referring to these solutions in accordance with specific conditions. Next, in order to test the performance on the objective of influence spread of proposed algorithm, we compare the maximum influence spread of MODPSO-IM-CM, MODPSO-IM-CM-nls and CELF algorithm which is the most state-of-the-art algorithm for IM. All algorithms are independently run 30 times on each network. The comparison results are shown in Fig. 6 .
From Fig. 6(a) , we can see that MODPSO-IM-CM and CELF have similar performances on the NETGRQC network and both of them outperform MODPSO-IM-CM-nls in terms of influence spread. Numerically, the results produced by MODPSO-IM-CM is 8.91% higher than that of MODPSO-IM-CM-nls and the results produced by CELF is 7.15% higher than that of MODPSO-IM-CM. Fig. 6(b) shows the influence spread on the NETHEPTH network. From Fig. 6(b) , we can see that the results of CELF can achieve the best influence spread. The results of CELF and MODPSO-IM-CM are extremely close and outperform that of MODPSO-IM-CM-nls with 7.09% and 3.19% higher, respectively. In Fig. 6 , it is evidently that the proposed MODPSO-IM-CM has a good performance in influence spread, which indicates that our algorithm can obtain the solution with maximum influence. Besides, the comparison between MODPSO-IM-CM and MODPSO-IM-CM-nls on influence spread illustrates that the designed local search is effective and meaningful again.
VI. CONCLUSIONS
In this paper, we introduce a new model, called IM-CM, which focuses on the fact that how to select influential nodes with the minimum cost to obtain the maximum influence. For solving this problem, an MODPSO-IM-CM algorithm is put forward. In the algorithm, we adopt a degree-based heuristic initialization method, a turbulence operator and a local search strategy to contribute to convergence. The results on three real-world networks show that the proposed algorithm has a good performance both in terms convergence and distribution of solutions. Our main contributions can be summarized as follows:
1) We introduce a novel problem called IM-CM which takes both individual cost and individual influence into consideration. This new model can vividly capture the characteristics of real-world systems. 2) We try to solve the problem with MOEAs, thus, we propose the MODPSO-IM-CM algorithm. To make the proposed algorithm perform better and converge quickly, a problem-specific population initialization, a local search strategy and a turbulence operator are adopted. There are several future works that we can focus on. We will consider investigating how to extend MODPSO to multiply networks and dynamic networks as these networks are more relevant in practice. And we will also extend our IM-CM model in order to fully capture the characteristics of real-world networks. 
