The analysis is based on 1400 Λ 0 b andΛ 0 b baryons selected in 4.6 fb −1 of proton-proton collision data with a center-of-mass energy of 7 TeV recorded by the ATLAS experiment at the LHC. By combining the Λ 0 b andΛ 0 b samples under the assumption of CP conservation, the value of α b is measured to be 0.30 ± 0.16(stat) ± 0.06(syst). This measurement provides a test of theoretical models based on perturbative QCD or heavy-quark effective theory.
Measurement of the parity-violating asymmetry parameter α b and the helicity amplitudes for the decay Λ 
I. INTRODUCTION
Parity violation, a well-known feature of weak interactions [1] [2] [3] [4] , is exhibited in its maximal form in decays of muons and τ leptons. However, in weak decays of hadrons, it is not maximal and depends on the hadron's constituents because of the presence of strongly bound spectator quarks. For example, the process Λ 0 → pπ − has a parity-violating decay asymmetry parameter, α Λ , of over 0.6 [5] . The decay asymmetry parameter α enters into the angular distribution of any two-body spin 1/2 particle decay as follows:
w(cos θ) = 1 2 (1 + αP cos θ),
where P is the polarization of the particle and θ is defined as the angle between the polarization vector and the direction of the decay product in the particle's rest frame. The strong interaction effects in the hadron decays are non-perturbative, which makes it very difficult to predict the value of α, at least for light hadrons such as Λ 0 . However, in the case of heavy baryons, such as Λ 0 b , the energy release in the decay of the b-quark is large enough that the use of the factorization theorem and perturbative QCD (pQCD) seems justified to compute the effects of the strongly coupled spectator quarks, making theoretical predictions possible.
Several models have been employed to predict the value of the parity-violating decay asymmetry parameter α b for the weak decay Λ 0 b → J/ψΛ 0 . Various quark models are used to calculate the form factors in the factorization approximation (FA) [6] [7] [8] [9] [10] and the predictions of α b generally lie in the range from −0.2 to −0.1. In Ref. [11] , the Λ 0 b → J/ψ(µ + µ − )Λ 0 (pπ − ) decay process is factorized into parts calculable in pQCD and universal hadron distribution amplitudes, so both the factorizable and nonfactorizable contributions in the FA are included. The value of α b is predicted to be in the range from −0.17 to −0.14. However, a calculation based on heavy-quark effective theory (HQET) [12, 13] predicts a value 0.78.
Recently, the LHCb experiment reported a measurement of α b = 0.05 ± 0.17(stat) ± 0.07(syst) [14] . This paper provides a measurement of comparable precision using 4.6 fb −1 pp collision data recorded by the ATLAS detector with a center-of-mass energy of 7 TeV.
II. THE Λ
Because of parity conservation, Λ 0 b produced by the strong interaction, which is the dominant production mechanism, can be polarized only in a direction perpendicular to the Λ 0 b production plane,n [13, 15] . The vector n is chosen to point in the direction of the cross product of the beam direction and the Λ 0 b momentum. Since the LHC collides proton beams traveling in opposite directions, either beam direction could be used. This analysis uses the positive z-axis direction of the ATLAS coordinate system [16] for the Λ rest frame. The corresponding azimuthal angle, φ, is of no interest in this analysis and therefore is not labeled in the figure. The angles θ 1 (θ 2 ) and φ 1 (φ 2 ) are the polar and azimuthal angles of the proton (µ + ) in the Λ 0 (J/ψ) rest frame with respect to the Λ 0 (J/ψ) direction in the Λ 0 b rest frame. The azimuthal angles, φ 1 and φ 2 , are measured in the right-handed coordinate systems of the rest frames of Λ 0 and J/ψ, (x 1 , y 1 , z 1 ) and (x 2 , y 2 , z 2 ), respectively. The z 1,2 -axes are aligned with the direction of Λ 0 and J/ψ, respectively, and the x 1,2 -axes lie in the plane containingn and the Λ 0 or J/ψ momenta. With this definition, the sum φ 1 + φ 2 gives the angle between the Λ 0 and J/ψ decay planes. Taking λ Λ and λ J/ψ to represent the helicity of the Λ 0 and the J/ψ, the decay Λ 0 b → J/ψΛ 0 can be described by four helicity amplitudes A(λ Λ , λ J/ψ ): a + ≡ A(1/2, 0), a − ≡ A(−1/2, 0), b + ≡ A(−1/2, −1) and b − ≡ A(1/2, 1), which are normalized to unity:
The full angular probability density function (PDF) of the decay angles Ω = (θ, φ, θ 1 , φ 1 , θ 2 , φ 2 ) is [15, 17, 18] :
with the 20 terms f 1i , f 2i and F i listed in Table I . A represents the four helicity amplitudes and P is the polarization of Λ 0 b . Under the assumption of CP conservation in Λ 0 → pπ − andΛ 0 →pπ + decays, αΛ = −α Λ = −0.642 ± 0.013 is used in this analysis, because the value α Λ = 0.642 ± 0.013 is measured with better precision than its counterpart αΛ = −0.71 ± 0.08 [19] . The F i (Ω) are orthogonal functions of the decay angles.
The α b parameter is related to the helicity amplitudes as follows [15] :
There are nine unknown real parameters in the PDF (Eq. (3)): four complex helicity amplitudes,
with a magnitude and a phase, and the polarization P . However, only six out of the eight helicity amplitude parameters are independent, taking into account the normalization constraint (Eq. (2)) and, due to the arbitrary value of the common phase, only differences between the four phases are relevant.
The angular PDF is further simplified due to the symmetry of the initial state at a pp collider. Since the arbitrary choice of the beam direction cannot bear on the physics result, the polarization must be an odd function of the Λ 0 b pseudorapidity: P (p T , η) = −P (p T , −η). Therefore, for a sample of Λ 0 b produced over a symmetric interval in pseudorapidity, which is satisfied in the AT-LAS detector, the average polarization must be zero. As a result, only six terms in Table I which are not dependent on P are retained in the PDF and they depend only on five independent parameters: three magnitudes of the helicity amplitudes and two relative phases. The remaining phase cannot be resolved with a zero-polarization sample, but α b can be determined from the magnitudes of the helicity amplitudes as in Eq. (4). The following choice of the fit model parameterization is found to have only a small correlation of uncertainties and is used in this analysis: 
III. DATA SAMPLES AND TRIGGER SELECTION
ATLAS [20] covers nearly the entire solid angle around the interaction point with layers of tracking detectors, calorimeters, and muon chambers. This analysis uses two sub-systems: the inner detector (ID) and the muon spectrometer (MS). The ID consists of three types of detectors: a silicon pixel detector (Pixel), a silicon microstrip detector (SCT) and a transition radiation tracker (TRT). These detectors are surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field. The MS measures the deflection of muons in a magnetic field produced by three large superconducting air-core toroid systems, each with eight superconducting coils, and it consists of four sub-detectors. Monitored drift tube chambers and cathode strip chambers are used for precision muon measurements, while resistive plate chambers (RPCs) and thin gap chambers (TGCs) are used by the muon trigger system. The MS and ID provide a pseudorapidity coverage up to |η| = 2.5. Tracks reconstructed in the ID with p T > 400 MeV are used in this analysis.
This analysis uses 7 TeV collision data collected in 2011 with single-muon triggers and the dimuon triggers used to select J/ψ → µ + µ − . The corresponding integrated luminosity is 4.6 fb −1 [21] . The ATLAS trigger system [22] has three levels: the hardware-based Level-1 trigger and the two-stage High-Level Trigger (HLT). At Level-1, the muon trigger uses RPCs and TGCs to search for patterns of hits corresponding to muons passing different p T thresholds. Regions of interest around these Level-1 TABLE I. The coefficients f 1i , f 2i and F i of the probability density function in Eq. (3) [15] .
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TABLE II. The coefficients f 1i of the remaining six terms of the simplified PDF expressed using the five free parameters defined in Eq. (5).
hit patterns then serve as seeds for the HLT muon reconstruction. When the rate from the low-p T muon triggers exceeded the allotted trigger bandwidth, prescale factors were applied to reduce the output rate. The transverse momentum threshold for unprescaled singlemuon triggers was 18 GeV. The J/ψ → µ + µ − triggers are dimuon triggers that require the muons to have opposite charge and the dimuon mass to be in the interval 2.5 < m µµ < 4.3 GeV. Most of the sample was collected by the J/ψ → µ + µ − trigger with a p T threshold of 4 GeV applied to both muons. This is the lowest p T threshold trigger unprescaled in the 2011 data-taking period.
IV. MONTE CARLO SAMPLES
A Monte Carlo (MC) sample of signal events is used to study the efficiency and acceptance of the detector. Inclusive inelastic events are generated using the Pythia 6.4 MC generator [23] and filtered such that each event contains a signal decay, Λ 
+ X MC samples are also generated with the same generator-level muon cuts in order to optimize the selection cuts and understand the sources of background. The MC events are passed through the AT-LAS simulation and reconstruction software [24] based on the Geant 4 [25] package for the detector simulation. The MC simulation and reconstruction software is configured to reproduce the detector conditions during data taking.
V. RECONSTRUCTION AND SIGNAL SELECTION

A. Muon Reconstruction
Two types of muons are used in the analysis, known as tagged muons and combined muons [26] . A chargedparticle track reconstructed in the MS is matched to one reconstructed in the ID to form a combined muon. The pseudorapidity coverage of combined muons is |η| < 2.5. Tagged muons, consisting of tracks reconstructed in the ID and matched to patterns of hits in the MS, cover the pseudorapidity range |η| < 2.2 and contribute to the muon reconstruction efficiency in the low-p T range. Although both the ID and the MS provide a momentum measurement separately, only the ID measurement is used because of its better resolution in the p T range relevant for this analysis, and the MS is used only to identify muons. The reconstructed muon tracks are required to have a sufficient number of hits in the Pixel, SCT and TRT detectors to ensure accurate ID measurements.
B. J/ψ and Λ 0 Preselection
The decay Λ
has a cascade topology, as the J/ψ decays instantly at the same point as the Λ 0 b (forming a secondary vertex) while Λ 0 lives long enough to form a displaced tertiary vertex.
The J/ψ candidates are selected by fitting dimuon pairs to a common vertex [27] and requiring that their invariant mass lies in the range 2.8 < m µµ < 3.4 GeV. The dihadron pairs are also fitted to a common vertex and accepted as Λ 0 candidates if the invariant mass is in the range 1.08 < m pπ < 1.15 GeV. The tracks used for the primary vertex reconstruction are excluded from the Λ 0 vertex fit to reduce the large combinatorial background. The masses of a proton and a pion are assigned to the tracks when the invariant mass is calculated; pπ − andpπ + combinations are considered so that both the Λ 0 andΛ 0 candidates are accepted.
The preselected muon and hadron track pairs are then refitted with a constraint to the Λ
topology. The muons are required to intersect at a single vertex and their invariant mass is constrained to the mass of the J/ψ, m J/ψ = 3096.9 MeV [19] . The two hadron tracks are forced to intersect in a second vertex and their invariant mass is fixed to the mass of the Λ 0 , m Λ 0 = 1115.7 MeV [19] . The combined momentum direction of the refitted Λ 0 track pair is constrained to point to the dimuon vertex. Two mass hypotheses are considered: the first assigns the proton mass to the positive track and the pion mass to the negative track, and the second hypothesis makes the opposite mass assignment. These hypotheses correspond to Λ 0 b andΛ 0 b decays, respectively. The fit is performed on all four tracks simultaneously, taking into account the constraints described above [27] . The quality of the fit is characterized by the value of χ 2 divided by the number of degree of freedom, N dof . Furthermore, for each track quadruplet that can be successfully fitted to the Λ 0 b decay topology, a fit to the topology is attempted (i.e. the pion mass is assigned to the hadron tracks and the dihadron mass is constrained to the mass of K • The fit quality χ 2 /N dof < 3.
• The transverse momentum of the refitted Λ 0 , p T,Λ 0 > 3.5 GeV.
• The transverse decay length of the refitted Λ 0 vertex measured from the Λ 0 b vertex, L xy,Λ 0 > 10 mm.
• If the four tracks forming a Λ 0 b candidate also result in an acceptable B 0 d fit, the candidate must have a larger cumulative χ 2 probability for the Λ 0 b fit:
• The reconstructed Λ 
. The invariant mass distribution is fitted with a three-component PDF to estimate the number of signal, combinatorial background and B The numbers of events extracted by the invariant mass fit are summarized in Table III . A mass window around the nominal Λ 0 b mass [19] , 5560 < m J/ψΛ 0 < 5680 MeV, is defined as the signal region (SR) for this measurement. In the SR, the number of B 0 d events is nearly one fourth of the total number of background events, and it has a large relative uncertainty due to its small size and the broad distribution of the B 0 d peak.
VI. PARAMETER EXTRACTION A. Least squares fit
The average values of the angular distributions F i (Ω) defined in Table I :
are used to extract the helicity parameters. By definition, F 0 is identical to one.
The expected values of F i depend on the helicity parameters A and can be obtained by convolving these functions with the PDF (Eq. (3)) and integrating over the full angular range:
with
where Ω stands for the true decay angles and Ω ′ for the measured ones. The acceptance, efficiency and resolution of the detector are represented by T (Ω ′ , Ω). These detector effects are encoded in the matrix C, whose elements do not depend on the helicity parameters, A.
Ideally, the helicity amplitude parameters can be calculated by solving the system of five equations with five parameters: 4, 6, 18, and 19 . (9) However, with the measured values of F i in current data, Eq. (9) has no solution with real parameters. Therefore, the set of real parameters that are statistically closest to the exact solution is found by minimizing the χ 2 function with respect to the five real parameters:
where i, j = 2, 4, 6, 18 and 19, and V is the covariance matrix of the measured F i values. The correlations between the five averages are accounted for by the covariance matrix.
B. Background subtraction
As the combinatorial background can be described by the linear function, its contribution to the measured F i values can be estimated by using events in the invariant mass sidebands. Two mass windows define the sidebands: 5400 < m J/ψΛ 0 < 5520 MeV is chosen as the left sideband and 5720 < m J/ψΛ 0 < 5840 MeV as the right one. The background contribution to the F i values in the signal region is estimated as an average of the values in the two sidebands and is subtracted from the measured value of F i .
The similarity of the left and right sidebands can be verified by comparing the F i distributions. Figure 3 shows that the distributions for F i are similar in the two sidebands while the distributions in the signal region are different. The only significant difference between the occupancy of the two sidebands is when the value of F 6 is close to zero and is due to B 
C. Detector effects correction
In the case of an ideal detector, there are no acceptance and resolution effects, i.e.
is the Dirac delta function. In this case, C is a simple diagonal matrix D with elements
D = diag{1, 1/3, 1/5, 1/15, 2/45, 2/45} is diagonal due to the orthogonality of the terms F i (Ω).
The T (Ω ′ , Ω) is subject to the detector effects (the limited acceptance of the detector, the detection and reconstruction efficiencies, and the resolution of the angular variables) that could affect the measured average of F i . Figure 4 shows the detector effects in the distribution of some angular variables for the MC events. At the level of MC generator level, without any simulation of the detec-tor effects, the shown variables are uniformly distributed. Therefore, any structure observed in the distributions is due to detector effects. To illustrate the sensitivity, additional distributions in this figure show the same MC events re-weighted by three different PDFs with the values of the parameters as given in the figure caption.
As shown in the preceding section, the matrix C is independent of the helicity amplitude parameters and can therefore be estimated using MC simulation, provided the detector is correctly described. For every reconstructed MC event, values of the true and reconstructed decay angles, Ω and Ω ′ , are known. Their PDF can be written as
where w gen (Ω) is the generator-level PDF and ǫ T is the overall normalization factor. Since a uniform angular distribution is used to generate the MC sample, w gen (Ω) = 1, the distribution of angles Ω ′ and Ω for the reconstructed events is given solely by the detector effects. Therefore, the function T (Ω ′ , Ω) is also the PDF for the reconstructed MC events (except for the overall normalization factor ǫ T ), and Eq. (8) becomes a calculation of the mean of the expression
The MC integration method is used to estimate the value of the coefficients C ij by replacing the integral with a summation:
The unknown normalization factor, ǫ T , can be determined from the constraint F 0 expected ≡ 1. The MC events used in the matrix C calculation are required to satisfy the same selection criteria as data. In order to have the same kinematics as data, two types of weights are applied to the MC events. The first type is used to reproduce the same trigger configuration. The second one is used to reproduce the measured (p T , η) distribution of Λ 
The MC statistical uncertainty of the elements on the diagonal is about 1%, while the relative uncertainty of some of the off-diagonal elements is larger due to their small value. The impact of these uncertainties is discussed in Sec. VII.
D. Fit results
The measured values of the averages F i after the sideband subtraction and B 
The correlations between these measurements are listed in Table IV . In general, the correlations are small, except for the correlation of F 4 and F 6 . The χ 2 fit (Eq. (10)) is applied to data and yields: 
The statistical uncertainty of the parameters are calculated by finding the range that satisfies χ 2 − χ 2 min < 1. Negative values of k + and k − are allowed but they will give identical χ 2 , because the real values used in fit are |k + | and |k − |. Thus, negative-value parts of their uncertainty bands are truncated. With the limited data sample size, values of the relative phases, ∆ + and ∆ − , obtained from the fit, are consistent with the entire allowed range, [−π, π]. The effect of their large uncertainties on the determination of α b , k + and k − is checked in an alternative fit. Since the phase parameters are not well determined, and the efficiency of the measurement does not have a strong dependence on φ 1 + φ 2 as shown in Fig. 4 , only the first four terms in Table II are considered in the alternative fit and only the parameters α b , k + and k − are determined. The results of this fit, both the central values and the statistical uncertainties, are very similar to those of the main analysis. In particular, the differences between the central values are smaller than the statistical errors and comparable to the systematic uncertainties discussed in Sec. VII. Figure 5 shows the χ To check the fit results, the MC events are further weighted using the signal PDF with parameters determined from the fit and normalized to the number of events of the sideband-subtracted data. These weighted MC events and sideband background distributions of F i are added and compared with data. Figure 6 shows good agreement between the weighted MC events and data.
The polarization of Λ 
VII. SYSTEMATIC UNCERTAINTIES
The systematic uncertainty in this measurement mainly comes from two sources: the measurement of the F i moments and the calculation of the matrix C. The systematic uncertainties considered in this analysis are listed below. The first two items refer to the first category, and the other items are related to the calculation of the matrix C and other uncertainties:
• The shape of background. The effect of a possible non-linearity of the combinatorial background is checked by using the left or right sideband separately, instead of the average of the two sidebands, to estimate the background contribution in the central region. This gives a maximum difference of 0.034 in the α b value.
• The B • The resolution of decay angles. The effect of decay angles' measurement resolution is accounted for by the matrix C; however, it relies on the MC simulation. An uncertainty due to the angular resolution is conservatively estimated by replacing the generator-level decay angles with the reconstructed ones (and vice versa) in the matrix C calculation. The effect on α b is found to be 0.005.
• The modeling of the mass resolution. The mass resolution scale factor is found to be 0.99 ± 0.06 by fitting the MC simulation to data. The scale factor in the MC simulation used in the matrix C calculation is varied from 0.93 to 1.05 to study the effect of possible mis-modeling. The maximum of the deviation from the nominal α b is 0.020 and is taken as a systematic uncertainty.
• MC kinematic weight calculation uncertainty due to helicity parameters in MC simulation. The kinematic weight of each MC event is calculated by comparing the distributions of (p T , η) in the MC sample and background-subtracted data. The distribution of (p T , η) in the MC sample may slightly depend on values of the helicity amplitudes used in the MC production. To study this effect, the helicity parameters are varied and the fit is repeated using the new kinematic weights. The α b parameter is varied from −1 to 1 and k + , k − parameters are varied from 0 to 1. The maximum change in α b caused by this variation is 0.007, and this is taken as a systematic uncertainty.
• MC kinematic weight calculation uncertainty due to limited data sample size. The effect of the limited data sample size in the kinematic weight calculation is estimated by varying the number of data events in each (p T , η) bin in the kinematic weight calculation. In each variation, Poisson samplings of the numbers of data events in the signal region and in sidebands are used instead of the numbers themselves in each (p T , η) bin. The test is repeated 2000 times and the root mean square of the fit results is considered as a systematic uncertainty. The resulting uncertainty on α b is 0.011.
• MC statistics. The statistical uncertainty of the measured moments, F i , is contained in the covariance matrix V in Eq. (10). However, this matrix does not contain the statistical uncertainty of the expected moments, F i expected , which arises from the limited MC sample size in the matrix C calculation. In order to parameterize the effect of this uncertainty, the covariance matrix V MC of the F i expected moments is calculated using the MC events and is added to the covariance matrix in Eq. (10). The fit is repeated and the new uncertainties in the fitted parameters are estimated, this time including the uncertainty from both the data and MC sample statistics. The default values of the statistical uncertainties are subtracted in quadrature from the new ones to isolate the contribution of the limited MC sample size. In case of the α b parameter, this uncertainty is estimated to be 0.047.
• The value of α Λ , taken from Ref. [19] , is varied by one standard deviation to check the effect on the extracted parameters. The differences are taken as a systematic uncertainty, which is 0.009 for the value of α b . The contributions of these sources to the systematic uncertainties of the measured parameters are summarized in Table VI . The total systematic uncertainty is calculated by adding individual contributions in quadrature. The total uncertainty for α b is 0.064.
VIII. CONCLUSIONS
A measurement of the parity-violating decay asymmetry parameter α b and the helicity amplitudes for the de- 
The Λ 0 b decay has large amplitudes |a − | and |b + |, which means the negative-helicity states for Λ 0 are preferred. The Λ 0 and J/ψ from Λ 0 b decay are highly polarized. Adding in quadrature the statistical and systematic uncertainties, the observed value of α b is consistent with the recent measurement α b = 0.05 ± 0.17(stat) ± 0.07(syst) by LHCb [14] at the level of one standard deviation. However, it is not consistent with the expectation from pQCD [11] (α b in the range from −0.17 to −0.14), and HQET [12, 13] (α b = 0.78) at a level of about 2.6 and 2.8 standard deviations, respectively.
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