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Abstract
We consider e+cient and robust adaptive multigrid and domain decomposition methods for the computation
of electromagnetic $elds in the low-frequency regime, i.e., for the quasistationary limit of Maxwell’s equations
based on curl-conforming edge element discretizations. Emphasis is on hybrid smoothing and nonmatching
grids (mortar edge elements) as well as on adaptive grid re$nement relying on residual type a posteriori
error estimation. Numerical results are given to illustrate the performance of the multigrid solvers and the a
posteriori error estimators. As a technologically relevant problem, we brie5y address the computation of eddy
currents in converter modules used as electric drives for high-power electromotors.
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1. Introduction
The use of standard nodal $nite elements in the numerical solution of Maxwell’s equations
is marred by the occurrence of spurious modes causing severe stability problems, if no proper
gauging is performed. Moreover, in case of corner or edge singularitites there might be solutions
that due to a lack of regularity cannot be approximated by nodal $nite elements at all. On the other
hand, it is well-known that curl-conforming edge elements [17] avoid such di+culties, since they
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are much closer to the variational formulation of boundary and initial-boundary value problems in
electromagnetics (see, for instance [5,6]).
In particular, we deal with multigrid algorithms whose basic ingredients are hybrid or distributive
smoothing processes that take care of the nontrivial kernel of the discrete curl-operator. The charac-
teristic feature is an additional defect correction on the subspace of irrotational vector $elds [1,9,11].
Adaptive grid re$nement/coarsening can be performed by means of e+cient and reliable a posteriori
error estimators. We present a residual estimator based on an appropriate Helmholtz decomposition
[2].
For nonoverlapping, geometrically conforming partitions of the computational domain we further
consider a domain decomposition approach featuring edge element discretizations of the subdomain
problems with respect to individual triangulations of the subdomains that do not necessarily match
on the interfaces. Such techniques require to impose weak continuity constraints on the interfaces
that can be taken care of by appropriately chosen Lagrange multipliers. We give an outline of such
mortar edge element methods with emphasis on the proper construction of multiplier spaces on the
skeleton of the decomposition as well as on the e+cient solution of the resulting discrete saddle
point problem [3,10,12,18].
The performance of the adaptive solution techniques will be illustrated by a variety of numerical
results. As a technological application, we consider the modeling and simulation of converter modules
in high power electronics (cf., e.g., [14–16]).
2. Adaptive multigrid methods
We consider electromagnetic $eld problems in the low-frequency regime that can be adequately
described by the quasistationary limit of Maxwell’s equations also known as the eddy current equa-
tions

@E
@t
+ curl −1 curl E=−@JI
@t
; (1)
where E is the electric $eld, JI stands for an intrinsic current density,  is the conductivity, and 
refers to the magnetic permeability.
If we discretize implicitly in time, e.g., by the backward Euler scheme, we are led to an elliptic
boundary value problem for the double curl-operator
curl  curl E+ E= f (2)
with appropriate boundary conditions on the boundary of the computational domain 	 ⊂ R3 which
we assume to be a bounded polyhedral domain with boundary 
 = @	. We denote by L2(	) and
L2(
) the Hilbert spaces of square integrable functions on 	 and 
 with inner products (·; ·)0;D and
norms ‖ · ‖0;D; D=	 or D=
 and refer to Hr(	) and Hs(
); r; s∈R, as the Sobolev spaces with
norms ‖·‖r;	 and ‖·‖s;
, respectively. For vector $elds we further set Hr(	) := (Hr(	))3, Hs(
) :=
(Hs(
))3, H(curl;	) := {q∈L2(	) | curl q∈L2(	)} with norm ‖q‖curl;	 := (‖q‖20;	+‖curl q‖20;	)1=2,
and H(div;	) := {q∈L2(	) | div q∈L2(	)} with norm ‖q‖div;	 := (‖q‖20;	+‖div q‖20;	)1=2. Finally,
we denote by H0(curl;	) the subspace H0(curl;	) := {q∈H(curl;	) | n ∧ q = 0 on 
} of vec-
tor $elds with vanishing tangential trace on 
 and by H0(curl;	) the subspace H0(curl;	) :=
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{q∈H(curl;	) | curl q = 0} of irrotational vector $elds. We set H00(curl;	) := H0(curl;	) ∩
H0(curl;	).
The variational formulation of (1) is then given by:
$nd j∈H0(curl;	) such that
a(j; q) = ‘(q); q∈H0(curl;	); (3)
where
a(j; q) :=
∫
	
( curl j · curl q +  j · q) dx; ‘(q) :=
∫
	
f · q dx:
Given a hierarchy of simplicial triangulations Tk; 06 k6 ‘, of the computational domain 	 ⊂ R3,
for D ⊂ 	 we denote by Nk(D); Ek(D), and Fk(D) the sets of vertices, edges, and faces of
Tk in D and by Pi(D) resp. P˜i(D) the set of polynomials resp. homogeneous polynomials of de-
gree i∈N0 on D. For T ∈Tk , NMedMelec’s lowest order curl-conforming edge element is given by
Nd1(T ) := (P0(T ))3 + S1(T ), where S1(T ) := {q∈ (P˜1(T ))3 | q(x) · x = 0; x∈T}. Note that any
q∈Nd1(T ); T ∈Tk is uniquely determined by the degrees of freedom
∫
E tE · q ds; E ∈Ek(T ), where
tE is the tangential unit vector with respect to the edge E ∈Ek(T ) (cf., e.g., [17]). For later use in
Section 3, we further denote by RT0(T ) := (P0(T ))3 + xP0(T ) the lowest order Raviart–Thomas
element with the degrees of freedom given by
∫
E nE · q ds; E ∈Ek(T ), where nE is the exterior unit
normal vector with respect to the edge E ∈Ek(T ) (cf., e.g., [8]).
We refer to Nd1(	;Tk) := {q∈H (curl;	) | q|T ∈Nd1(T ); T ∈Tk} as the associated lowest or-
der H(curl)-conforming edge element spaces and to RT0(	;Tk) := {q∈H (div;	) | q|T ∈RT0(T );
T ∈Tk} as the associated lowest order H(div)-conforming Raviart–Thomas spaces. Then, the edge
element discretized problem on the $nest grid ‘ reads as follows:
Find j‘ ∈Nd1;0(	;T‘) := {q‘ ∈Nd1(	;T‘) | n ∧ q‘ = 0 on 
} such that
a(j‘; q‘) = ‘(q‘); q‘ ∈Nd1;0(	;T‘): (4)
The multigrid solution of (4) has to take into account the nontrivial kernel Nd01;0(	;Tk) :=
{qk ∈Nd1;0(	;Tk) | curl qk = 0} of the discrete curl-operator which is given by Nd01;0(	;Tk) =
grad S1;0(	;Tk), where S1;0(	;Tk) is the standard FE-space of continuous, piecewise linear $nite
elements.
In particular, it requires a hybrid smoother on all levels 16 k6 ‘ that can also be used as an
iterative solver on the lowest level k=0. Given an iterate jk on level k, the hybrid smoother consists
of ¿ 0 Gauss–Seidel sweeps applied to (4) resulting in Njk followed by a defect correction on
Nd01;0(	;Tk) = grad S1;0(	;Tk): Perform ¿ 0 Gauss–Seidel iterations on∫
	
 grad uk · grad vk dx = r(grad vk); vk ∈ S1;0(	;Tk);
where r(·) stands for the residual with respect to Njk
r(grad vk) := ‘(grad vk)− a(Njk ; grad vk); vk ∈ S1;0(	;Tk)
and u(0)k = 0 is used as a startiterate.
The intergrid transfers (prolongations, restrictions) can be chosen canonically (cf. [1,9]). Grid-
and level-independent multigrid convergence has been established in Ref. [9].
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A residual-based error estimator in the energy norm ‖|j‖|2 := (; curl j, curl j)0;	+( j; j)0;	 can be
derived using the Helmholtz-type decomposition H0(curl;	) = H00(curl;	) ⊕ H⊥0 (curl;	), where
H⊥0 (curl;	) is the orthogonal complement of H00(curl;	) with respect to the L2-inner product
(·; ·)0;	 and thus represents a subspace of weakly solenoidal vector $elds.
If we split the error e‘ := j− j‘ according to e‘ = e0‘ + e⊥‘ , where e0‘ ∈H00(curl;	) and e⊥‘ ∈H⊥0
(curl;	), we $nd that e0‘ and e
⊥
‘ satisfy
( e0‘; q
0)0;	 = r(q); q0 ∈H00(curl;	);
( curl e⊥‘ ; curl q
⊥)0;	 + ( e⊥‘ ; q
⊥)0;	 = r(q); q⊥ ∈H⊥0 (curl;	):
The advantage of the Helmholtz decomposition is that the irrotational and weakly solenoidal part
of the error can be estimated separately [2]. In particular, under some technical assumption it can
be shown that there exist constants  1;  2¿ 0 and 
1; 
2¿ 0, depending only on 	; ; , and on the
local geometry of T‘ such that
 1!(1) −  2!(2)6 ‖|e‘‖|6
1!(1) + 
2!(2): (5)
Here, !(1); !(2) refer to the error terms
!(1) :=
1∑
"=0


(∑
T∈T‘
(!(")T )
2
)1=2
+

 ∑
F∈Fh(	)
(!(")F )
2


1=2

 ; !(2) :=
(∑
T∈T‘
(!(2)T )
2
)1=2
with the local contributions !(")T ; 06 "6 2, and !
(")
F ; 06 "6 1 given by
!(0)T := hT‖div(1=2j‘)‖0; T ;
!(1)T := hT‖−1=2(f‘ − curl  curl j‘ −  j‘)‖0; T ;
!(2)T := hT‖−1=2(f − f‘)‖0; T ;
!(0)F := h
1=2
F ‖−1=2A [n · j‘]J‖0;F ;
!(1)F := h
1=2
F ‖−1=2A [n ∧  curl j‘] J‖0;F :
Note that hT := diam T; hF := diam F , f‘ is the L2-projection of f onto
∏
T∈Th (P1(T ))
3, A; A are the
arithmetic averages of ;  on F , and [n · j‘]J ; [n∧ curl j‘]J refer to the jumps of n ·j‘; n∧ curl j‘
across F .
3. Domain decomposition on nonmatching grids
We consider a nonoverlapping decomposition of 	 into n mutually disjoint subdomains
N	 =
n⋃
i=1
	i; 	i ∩ 	j = ∅; 16 i = j6 n: (6)
We assume the decomposition to be geometrically conforming, i.e., two adjacent subdomains either
share a face, an edge, or a vertex. We use individual simplicial triangulations Ti of the subdomains
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	i; 16 i6 n, regardless the situation on the skeleton of the decomposition
S :=
⋃
i =j
'ij ; 'ij := N	i ∩ N	j = ∅; (7)
consisting of the interfaces 'ij between adjacent subdomains 	i and 	j where typically nonconform-
ing nodal points will arise. The interfaces 'ij inherit two diPerent triangulations, namely Tij from
the triangulation Ti of 	i and Tji from the triangulation Tj of 	j. We denote by 	j the mortar and
by 	i the nonmortar side.
We refer to Nd1;0(	i;Ti); 16 i6 n, as the corresponding edge element spaces with vanishing
tangential traces on 
 and consider the product space
Vh :=
n∏
i=1
Nd1;0(	i;Ti) (8)
with norm ‖ · ‖V := (
∑n
i=1 ‖ · ‖2curl;	i)1=2.
Due to the occurrence of nonconforming edges on the interfaces between adjacent subdomains,
there is a lack of continuity across the interfaces: neither the tangential traces n∧qh nor the tangential
trace components n ∧ (n ∧ qh) can be expected to be continuous. We denote by Nd1('ij;Tij) resp.
RT0('ij;Tij) the edge element space resp. the lowest order Raviart–Thomas space on 'ij with respect
to the triangulation Tij inherited from the nonmortar side. We note that (n ∧ qh)|'ij ∈RT0('ij;Tij)
resp. (n ∧ (n ∧ qh))|'ij ∈Nd1('ij;Tij). Therefore, continuity can be enforced either in terms of the
tangential traces or the tangential trace components. If we choose the tangential traces, the multiplier
space Mh(S) can be constructed according to
Mh(S) :=
∏
'ij⊂S
Mh('ij) (9)
with Mh('ij) chosen such that
RT0;0('ij;Tij) ⊂Mh('ij); dimMh('ij) = dimRT0;0('ij;Tij):
Mh(S) is equipped with a mesh-dependent norm ‖ · ‖Mh(S) (cf., e.g., [10]; see [3,18] for alternative
approaches).
The mortar edge element approximation of (2) then requires the solution of the saddle point
problem:
Find (jh; h)∈Vh ×Mh(S) such that
ah(jh; qh) + bh(qh; h) =
∫
	
f · qh; qh ∈Vh; (10)
bh(jh; h) = 0; h ∈Mh(S); (11)
where the bilinear forms ah(·; ·) :Vh × Vh → R and bh(·; ·) :Vh ×Mh(S)→ R are given by
ah(jh; qh) :=
n∑
i=1
∫
	i
( curl jh · curl qh +  jh · qh) dx; jh; qh ∈Vh;
bh(qh; h) :=
∑
'ij⊂S
∫
'ij
[n ∧ qh]J · h d; qh ∈Vh; h ∈Mh(S):
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Denoting by Bh :Vh →Mh(S)∗ the operator associated with bh(·; ·), it can be shown that the bilinear
form ah(·; ·)is elliptic on Ker Bh, and the bilinear form bh(·; ·) satis$es the LBB-condition
inf
h∈Mh(S)
sup
qh∈Vh
bh(qh; h)
‖qh‖Vh‖h‖Mh(S)
¿ ¿ 0: (12)
The numerical solution of the resulting algebraic saddle point problem has to take into account the
nontrivial kernel of the discrete curl-operator which is subdomain-wise given by the subspace of irro-
tational vector $elds spanned by the gradients of the $nite element functions in S1;0(	i;Ti); 16 i6 n.
In the framework of domain decomposition methods on nonmatching grids, we may adopt the multi-
grid method outlined in Section 2. However, we must observe that the defect correction has to be
performed with regard to mortar Lagrange $nite element techniques along the lines of [4,7,13]. In
particular, the hybrid smoothing process consists of the following steps:
Step 1 (Smoothing on the edge element discretized problem):(
j"+1h
"+1h
)
=
(
j"h
"h
)
−
(
R1 BT1
B1 0
)−1{(
A1 BT1
B1 0
)(
j"h
"h
)
−
(
b
0
)}
;
where R1 := diag(R
(1)
1 ; : : : ; R
(n)
1 ) with R
(i)
1 ; 16 i6 n, being Gauss–Seidel sweeps on the subdomain
problems∫
	i
( curl jh · curl qh +  jh · qh) dx =
∫
	i
f · qh dx; qh ∈Nd1;0(	i;Ti):
Step 2 (Defect correction on the irrotational part):(
’"+1h
/"+1h
)
=
(
’"h
/"h
)
−
(
R2 BT2
B2 0
)−1{(
A2 BT2
B2 0
)(
’"h
/"h
)
−
(
r
0
)}
;
where R2 := diag(R
(1)
2 ; : : : ; R
(n)
2 ) with R
(i)
2 ; 16 i6 n, being Gauss–Seidel sweeps on∫
	i
 grad’h · grad vh dx = r(vh); vh ∈ S1;0(	i;Ti);
the right-hand side representing the residual
r(vh) :=
∫
	i
f · grad vh dx − ah|	i(jh; grad vh):
Step 3 (Additive correction): Denoting by jh and ’h the results of the smoothing steps 1 and 2,
we $nally compute
jnewh := jh + grad’h:
Note that in both Steps 1 and 2 we use a nondiagonal preconditioner only for the unknowns associated
with edges resp. grid points in the interior of the subdomains, but a diagonal preconditioner on the
skeleton.
For a residual-type a posteriori error estimator in the framework of mortar edge elements we refer
to [11,12].
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4. Numerical results
For an illustration of the performance of the multigrid solver with hybrid smoothing, we have to
considered the eddy currents equation (2) with =1 and diPerent values of  for a smooth solution
on 	= (−1;+1)3 and in case of a corner/edge singularity for 	= (−1;+1)3\([0; 1]2 × [− 1;+1]).
Tables 1 and 2 display the convergence rates of multigrid V-cycles with one pre- and one
post-smoothing step on levels 16 ‘6 6 with h‘ = 2−(‘+1).
We see typical grid- and level-independent convergence rates that clearly demonstrate the e+ciency
as well as the robustness of the multigrid approach.
We have also computed the ePectivity indices, i.e., the ratio of the estimated and the true er-
ror, for the residual-based error estimator presented in Section 2. In case = 1 and 	= (−1;+1)3,
Tables 3 and 4 contain the ePectivity indices for a wide range of -values in case of a
weakly solenoidal solution (j = curl (sin (0yz); cos (0xz); sin (0xy))) and an irrotational solution
(j= grad (xyz)).
The ePectivity indices re5ect both the e+ciency and reliability of the residual a posteriori error
estimator (for further results see [2]).
As an industrially relevant application of the mortar edge element method described in Section 3,
we consider the computation of eddy currents in DC–AC converter modules that are based on the
pulse width modulation technique and used as electric drives for high power electromotors.
As shown in Fig. 1, such a converter module consists of semiconductor devices (Insulated Gate
Bipolar Transistors (IGBTs) and Gate Turn-OP Thyristors (GTOs)) serving as valves for the electric
currents. The IGBTs and GTOs are connected to each other and linked to the power source and the
load by copper-made bus bars (cf. Fig. 1 (left)). The interconnecting bus bars are of a complex 3D
geometrical structure displaying several contacts where the semiconductor devices can be attached
(cf. Fig. 1 (right)).
Due to steep current ramps (several kA) and fast switching times (¡ 100 ns), eddy currents are
generated in the bus bars that can be computed by means of the potential formulation of the eddy
currents equations in terms of a scalar electric potential ’ and a magnetic vector potential A
div( grad’) = 0 in 	; (13)
n ·  grad’=
{−I"(t) on 
";
0 on 
 \ 
";
(14)

@A
@t
+ curl  curl A =
{− grad’ in 	;
0 in R3 \ N	;
(15)
the latter one with appropriate initial and boundary conditions.
Here, I" are the 5uxes associated with the contacts 
" satisfying
∑N
"=1 I" = 0. Note that the
potential formulation (13)–(15) can be derived from Maxwell’s equations by a quasistationary ap-
proximation based on a separation of the time scales and a decoupling of the potentials by means
of the Coulomb gauge. For a single bus bar, we have used a domain decomposition into two
252 R.H.W. Hoppe / Journal of Computational and Applied Mathematics 168 (2004) 245–254
Table 1
Convergence rates (smooth solution)
‘ 2 3 4 5 6
 = 0:1 0.15 0.16 0.16 0.16 0.16
 = 0:5 0.15 0.16 0.16 0.16 0.16
 = 1:0 0.15 0.16 0.16 0.16 0.16
 = 2:0 0.15 0.16 0.16 0.16 0.16
 = 10:0 0.14 0.16 0.16 0.16 0.16
Table 2
Convergence rates (singularity)
‘ 2 3 4 5 6
 = 0:1 0.18 0.19 0.20 0.21 0.22
 = 0:5 0.18 0.19 0.20 0.21 0.22
 = 1:0 0.18 0.19 0.21 0.21 0.22
 = 2:0 0.17 0.19 0.21 0.21 0.22
 = 10:0 0.16 0.19 0.20 0.22 0.22
Table 3
EPectivity indices (weakly solenoidal sol.)
‘ 0 1 2 3 4
 = 10−4 5.26 5.94 7.07 7.51 7.72
 = 10−2 5.25 6.23 7.08 7.50 7.71
 = 1:00 3.82 6.08 6.92 7.34 7.55
 = 10+2 1.86 3.14 3.99 4.46 4.96
 = 10+4 1.70 3.17 3.98 4.34 4.49
Table 4
EPectivity indices (irrotational sol.)
‘ 0 1 2 3 4
 = 10−4 4.21 4.70 4.90 4.98 5.01
 = 10−2 4.21 4.70 4.90 4.98 5.01
 = 1:00 4.21 4.70 4.89 4.98 5.01
 = 10+2 4.22 4.68 4.87 4.96 5.01
 = 10+4 4.22 4.66 4.84 4.92 4.96
subdomains (interior/exterior) and discretized (15) implicitly in time by the backward Euler scheme
while using nonconforming P1 elements for (13), (14) and lowest order NMedMelec elements for (15)
with respect to adaptively generated hierarchies of simplicial triangulations for the two subdomains
that do not match on the interface.
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Fig. 1. Converter module (left) and bus bar (right).
Fig. 2. Distribution of the magnetic induction between two ports (zoom).
Fig. 2 displays a visualization of the distribution of the magnetic induction (B = curl A) in the
vicinity of two ports.
For further results and an optimal design of AC–DC converter modules by topology optimization
we refer to [14–16].
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