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Informatique
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manque de temps évident ils ont toujours suivi mes travaux.
Mes remerciements vont également vers tous les membres du projet Secret et plus parti-
culièrement aux permanents : André, Anne, Anthony, Gaëtan, Jean-Pierre, Marià, Nicolas et
Pascale sans qui l’ambiance du bâtiment 25 ne serait être la même. Même si ce numéro ne
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le sourire, et ce quel que soit le degrés d’étrangeté de mes demandes...
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renards qu’elle a abandonné du jour au lendemain...
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2.5.2 Turbo-codes série . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3 Les codes LDPC 35
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Graphes de Tanner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
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6.1.1 Méthode de Gauss Randomisé . . . . . . . . . . . . . . . . . . . . . . 102
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8.5 Ordonnancement des équations de parité . . . . . . . . . . . . . . . . . . . . . 155
8.6 Reconstruction de l’entrelaceur . . . . . . . . . . . . . . . . . . . . . . . . . . 157
8.7 Cas particuliers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
8.8 Résultats pratiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
8.8.1 Tests avec C = (1 +D +D2 +D5 +D7, 1 +D +D3 +D4 +D6) . . . 159
8.8.2 Tests avec C = (1 +D +D2, 1 +D2 +D3) . . . . . . . . . . . . . . . . 160
8.8.3 Tests avec C = (1 +D2 +D3 +D5 +D6, 1 +D +D2 +D3 +D6) . . . 161
Conclusion et perspectives 163
A Les codes LDPC binaires normés 167
A.1 Codes LDPC avec une structure convolutive . . . . . . . . . . . . . . . . . . . 167
A.1.1 Codes LDPC quasi-cycliques . . . . . . . . . . . . . . . . . . . . . . . 167
A.1.2 Codes LDPC presque quasi-cycliques après permutation . . . . . . . . 170
A.2 Codes LDPC sans structure convolutive . . . . . . . . . . . . . . . . . . . . . 173
A.2.1 Codes LDPC quasi-cycliques . . . . . . . . . . . . . . . . . . . . . . . 173
A.2.2 Codes LDPC quasi-cycliques après permutation . . . . . . . . . . . . . 174
A.2.3 Codes LDPC non quasi-cycliques . . . . . . . . . . . . . . . . . . . . . 175
B Exemples de reconstruction de la permutation des turbo-codes 177
B.1 Reconstruction de la permutation d’un turbo-code parallèle . . . . . . . . . . 177
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– XT la transposée de la matrice X
– (u|v) la concaténation des vecteurs u et v
– ui..j = (ui, ui+1, . . . , uj)
– uk..li..j = uki..j ,uk+1i..j , . . . ,uli..j
Notations communes aux deux parties
– C un code (selon le contexte, il est convolutif ou LDPC)
– n la longueur de C si c’est un code convolutif
– k la dimension de C si c’est un code convolutif
– m la mémoire (ou ordre) du code convolutif
– N la longueur de C si c’est un code LDPC
– K la dimension de C si c’est un code LDPC
– R le rendement de C
– G une matrice génératrice
– H une matrice de parité
– ρ(x) le polynôme définissant la répartition de poids des lignes de la matrice H
– M le nombre de mots bruités observés en sortie de canal
– u1, . . . ,uM les M mots d’information
– m̃1, . . . , m̃M les M mots de code bruités observés sur le canal
– m1, . . . ,mM les M mots de code (non-bruités) transmis sur le canal
Notations de la partie I
– u un mot d’information
– c un mot de code
– Z l’ordre de quasi-cyclicité du code LDPC
– Pi la matrice de taille Z ×Z obtenue en décalant cycliquement la matrice identité de i
positions vers la droite
–  une matrice de taille Z × Z nulle ou obtenue en décalant cycliquement la matrice
identité
– ? une matrice de taille Z × Z cyclique (nulle ou obtenue en sommant une ou plusieurs
matrice identité décalées cycliquement)
– (vide) la matrice nulle de taille Z × Z
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Notations de la partie II
Notations utilisées dans le chapitre 5
– C1 et C2 les deux codeurs convolutifs du turbo-code
– π la permutation interne du turbo-code
– π̃ la permutation reconstruite : le plus vraisemblablement celle utilisée
– N la longueur de π
– m̃i = (ũi, ṽi, w̃i) la décomposition de m̃i suivant les 3 sorties du turbo-codeur
– p la probabilité d’effacement du canal à effacement
– P la probabilité de reconstruire correctement la permutation
– et l’état interne du codeur à l’instant t
– st la probabilité de connâıtre l’état interne du codeur à l’instant t
Notations utilisées dans les chapitres 6 et 7
– t le poids des équations de parité de C
– h une équation de parité de poids t
– c un mot de code
– τ la probabilité d’erreur du canal binaire symétrique
– w le poids des mots recherchés
– π une permutation
– X la matrice formée des mots bruités (un mot par colonne)
– p, ` deux entiers, paramètres de la méthode de recherche d’équations de petits poids
– p1, p2 deux entiers (généralement ≤ 3), paramètres de la méthode de Dumer modifiée
– M ′ un entier, paramètre de la méthode de Dumer modifiée (0 ≤M ′ ≤M)
– N ′ un entier, paramètre de la méthode de Dumer modifiée (0 ≤ N ′ ≤ N)
Notations utilisées dans le chapitre 8
– π l’entrelaceur utilisé, il est de longueur N
– Cπ l’image de C par π
– E = {e1, . . . , et} une équation de parité de poids t
– E(i) l’équation E décalée de in positions vers la droite
– L la liste des équations de parité de poids t retrouvées
– LNC la liste des équations “non-classées” lors de l’étape de tri
– L1 la liste des équations du même type utilisées pour la suite de la reconstruction
– t le poids des équations de parité de C
– PE le profil de voisinage de l’équation E
– D un sous code convolutif (n, n− 1) du code C
– smax la longueur maximale de l’équation définissant D
– G̃(X ) le graphe étiqueté associé à l’ensemble d’équations X
– G̃1(X ) le sous graphe de G̃(X ) induit par le voisinage à distance 1 d’un sommet de plus
haut degrés
– G̃2(X ) le sous graphe de G̃(X ) induit par le voisinage à distance 2 d’un sommet de plus
haut degrés
– φ l’isomorphisme défini entre les sommets des graphes
– ψ l’isomorphisme défini entre les étiquettes des graphes
Introduction
Aujourd’hui, les télécommunications numériques sont omniprésentes dans nos vies. Les
moyens physiques pour communiquer sont de plus en plus diversifiés avec, par exemple, le
téléphone (fixe ou mobile), la radio, la télévision ou encore l’ordinateur ou plus récemment
les applications mobiles. Quel que soit le moyen utilisé pour communiquer, les étapes per-
mettant de transmettre un message d’une source à une destination au travers d’un canal de
communication se modélisent de la même façon. Ce schéma de transmission est représenté
sur la figure 1.
Plus précisément, l’émetteur génère le message qu’il souhaite transmettre, il s’agit d’une
suite de symboles binaires. Ce message n’est pas créé aléatoirement, il est donc possible de le
compresser afin de réduire la quantité de données à transmettre. Cette étape, appelée codage
source, est importante. En effet, la transmission de données a un coût, aussi minime qu’il soit
il est indispensable de transmettre la quantité de données minimale.
Le message sera transmis sur un canal de communication. Quel que soit le type de canal
utilisé, des erreurs viendront altérer le message transmis. Afin de contrer ce phénomène et
que le destinataire soit capable de détecter et, éventuellement, corriger ces erreurs, de la
redondance est ajoutée au message compressé. Cette étape, dite de codage canal, est donc
elle aussi indispensable et utilise un code détecteur ou correcteur d’erreurs. Ce code doit être
adapté au type du canal ainsi qu’à sa probabilité d’erreur. Par exemple, le code utilisé sur
un canal où seul 1 bit sur 10 000 est altéré n’est pas le même que pour un canal introduisant
dix fois plus de bruit. De plus, la répartition des erreurs est également prise en compte pour
le choix du code. En effet, les codes sont plus ou moins performants face à des erreurs se















Figure 1 – Schéma de transmission numérique
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en compte pour choisir le code, c’est également le cas du coût de la transmission et la quantité
de données à envoyer. Est-il plus rentable d’ajouter une importante quantité de redondance
pour que le destinataire puisse corriger les erreurs, ou ajouter une quantité plus faible, mais
retransmettre entièrement le message lorsque celui-ci est trop altéré ? Selon la réponse, on
utilisera un code qui est simplement détecteur d’erreurs ou un code correcteur d’erreurs.
La dernière étape avant l’émission sur le canal, est la modulation, celle-ci permet de trans-
former la suite binaire (compressée et codée) en un signal physique à émettre.
Finalement, le signal physique est transporté sur le canal. Comme expliqué précédem-
ment, il est altéré par du bruit lors de ce transfert. Le message observé en sortie de canal
par le destinataire n’est donc pas exactement le même que celui émis. C’est en appliquant les
différentes opérations, en sens inverse, que le contenu du message est retrouvé. Il faut donc
démoduler, puis décoder (corriger) et enfin décompresser des données reçues.
Afin que le destinataire puisse effectuer ces étapes, il doit connâıtre les paramètres de
chacune d’elles. Autrement dit le destinataire doit connâıtre le procédé exact de modulation,
le code correcteur appliqué et la méthode de compression. En milieu dit coopératif, tous ces
paramètres sont effectivement connus par le destinataire. Cependant, ce n’est pas le cas en mi-
lieu non-coopératif, il faut alors les retrouver. C’est dans ce contexte que nous nous plaçons :
il se produit lorsqu’une communication provenant d’un émetteur inconnu est observée sur
un canal. C’est également le cas dans le domaine des télécommunications pour la conception
de récepteurs intelligents : pouvoir construire des récepteurs capables de s’adapter automa-
tiquement aux données qu’ils reçoivent est intéressant au sens où il ne serait plus nécessaire
de les changer lorsqu’une nouvelle norme de télécommunication est mise en place. Enfin, ce
contexte non-coopératif est similaire à celui rencontré en biologie pour la modélisation de la
redondance présente dans l’ADN [31,32,48,88,114].
Reconnaissance du code correcteur
Dans ce manuscrit nous nous intéressons à la reconnaissance du code correcteur, nous
supposons donc connus tous les paramètres nécessaires à la démodulation. Les codes utilisés
en pratique sont tous des codes linéaires, la détection d’erreurs s’effectuant en temps qua-
dratique par rapport à la longueur des codes utilisés. En 2001, Valembois [131] a montré que
la reconnaissance d’un code linéaire de longueur donnée est un problème NP-complet. Une
hypothèse supplémentaire est donc nécessaire pour la résolution du problème de la reconnais-
sance de code, celle-ci porte sur la famille du code utilisé. Par exemple, on supposera que le
code à retrouver est un code convolutif, un turbo-code ou encore un code LDPC (low-density
parity-check).
Ces dernières années, différents travaux ont été effectués sur la reconnaissance de certaines
familles de code. Nous regroupons ci-dessous une liste, quasiment exhaustive, des publications
à ce sujet en fonction de l’hypothèse faite sur la famille du code recherché.
– Valembois s’intéresse à la reconnaissance des codes linéaires [130,131]
– De façon générale, la reconnaissance de codes en bloc est traitée dans les articles [4,18,
19,21,22,24,77,149,158]
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– Des méthodes spécifiques aux codes cycliques sont proposées dans [136,138,148,155]
– La reconnaissance des codes BCH (Bose, Chaudhuri et Hocquenghem) est au centre
des articles [82,135,137,139,154]
– Les codes de Reed-Solomon disposent eux aussi de méthodes de reconnaissance [85,87,
93,147,153]
– Un seul article se consacre à la reconnaissance des codes de Reed-Muller [76]
– La reconnaissance des codes convolutifs fait l’objet de très nombreuses publications [5,8,
9,11,12,19,27,28,35,51,96,97,99,101,102,104,107,113,123,132,134,140,146,156,157,159]
– Celle des codes convolutifs poinçonnés est au centre des articles [20,23,94,95,103,109,
124]
– La reconstruction des turbo-codes est étudiée dans [2, 3, 25, 27, 29, 33, 34, 56, 58, 86, 100,
108,125,150,151]
– La reconnaissance des codes LDPC est le sujet des articles [142–145] (dans ces articles,
le code est trouvé parmi un ensemble de codes donnés)
– D’autres articles se consacrent à la reconnaissance de l’entrelaceur appliqué après le
code correcteur [13,55,57,73–75,91,92,116,118–121]
Il peut être remarqué l’accroissement récent du nombre de publications sur la reconnais-
sance de code. Par exemple, parmi les articles cités précédemment, seuls cinq d’entre eux
datent d’avant l’an 2000. Et plus de la moitié ont été publiés dans les cinq dernières années.
La multiplication des méthodes de reconnaissance montre l’intérêt grandissant pour ce sujet
et même si quelques-unes supposent l’utilisation de données non bruitées, ou ne retrouvent
qu’une partie des paramètres du code, telle que sa longueur, le problème de la reconnaissance
de codes de certaines familles peut être considéré comme résolu. C’est par exemple le cas des
codes convolutifs.
Organisation du manuscrit
Ce document est partagé en deux parties, la première porte sur les codes correcteurs et
la seconde plus spécifiquement sur la reconnaissance de certaines familles de codes.
Nous commençons donc par rappeler quelques généralités sur les codes linéaires et les
différents modèles de canaux, nécessaires à la compréhension des chapitres suivants.
Le chapitre 2 présente de façon un peu plus détaillée les codes convolutifs et les turbo-codes.
Ces deux familles faisant partie de celles pour lesquelles nous proposons, par la suite, une
méthode de reconnaissance.
Les chapitres 3 et 4 se consacrent aux codes LDPC. Le premier les présente avec leur co-
dage et leur décodage, quant au second il s’intéresse plus particulièrement aux codes LDPC
qui sont normés dans les standards de télécommunication. Ces codes sont ainsi regroupés en
fonction de leurs structures.
Dans la seconde partie, commençant au chapitre 5, trois méthodes de reconnaissance de
codes sont proposées. La première d’entre elles concerne la reconstruction des turbo-codes et
plus particulièrement de leur permutation interne. Celle-ci est reconstruite pas à pas en déter-
minant à chaque étape les valeurs les plus probables des images successives de la permutation
employée. Ce calcul de probabilité s’effectue facilement en utilisant une partie des probabili-
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tés calculées dans l’algorithme BCJR [1] de décodage des codes convolutifs. La probabilité de
reconstruire correctement la permutation est analysée sur un exemple afin de comprendre le
comportement des performances de l’algorithme proposé. Cette méthode est ensuite adaptée
et testée pour les turbo-codes poinçonnés puis les turbo-codes série.
Dans le chapitre 6, nous nous intéressons à la reconnaissance des codes LDPC. Pour cela,
des équations de parité de petit poids vont être recherchées. Nous présentons rapidement les
méthodes existantes sur ce sujet, puis proposons une méthode les améliorant et les généra-
lisant. Celle-ci est basée sur l’algorithme de décodage des codes linéaires de Dumer [39]. La
présence d’équations de parité de petit poids caractérise les codes LDPC, mais pas seule-
ment : c’est également le cas des codes convolutifs, même lorsqu’ils sont entrelacés, et donc
aussi le cas pour les turbo-codes. La méthode proposée est donc beaucoup plus générale et
ne concerne pas uniquement les codes LDPC.
Le chapitre 7 regroupe les résultats de quelques uns des tests effectués sur la reconnaissance
des codes LDPC. Les codes reconnus dans ce chapitre correspondent à des codes normés issus
du chapitre 4.
Enfin, dans le chapitre 8, nous nous intéressons à la reconnaissance des codes convolu-
tifs entrelacés. Comme dit précédemment, ces codes satisfont de nombreuses équations de
parité de petit poids. Ce sont ces équations qui vont être recherchées puis utilisées afin de
reconstruire l’entrelaceur. Une fois un ensemble d’équations retrouvé, une nouvelle méthode
permettant de reconstruire l’entrelaceur tout en reconnaissant le code convolutif est proposée.
Elle est basée sur des considérations de théorie des graphes et ne fait aucune hypothèse sur la
structure de l’entrelaceur, qui peut donc être une permutation choisie aléatoirement. Il en est
de même pour le code convolutif, aucune hypothèse n’est faite le concernant, il peut même
être poinçonné à condition que le motif de poinçonnage soit périodique.
Partie I
Les codes correcteurs d’erreurs

Chapitre 1
Quelques généralités sur les
canaux et les codes linéaires
Dans ce chapitre sont regroupées quelques généralités sur les différents modèles de canaux
de communication qui seront utilisés par la suite. Dans la seconde section, ce sont quelques
définitions et propriétés des codes linéaires qui sont données.
1.1 Canaux de communication
En fonction du canal physique utilisé, différents canaux permettent de modéliser le com-
portement du bruit altérant les données transportées. Nous présentons, dans cette section,
les trois modèles de canaux utilisés afin de tester les performances des méthodes de recon-
naissance. Il s’agit des canaux binaires à effacement, symétrique et gaussien.
1.1.1 Canal binaire à effacement de probabilité p
Le canal à effacement de probabilité p peut être illustré par la figure 1.1.











émis reçu émis reçu
Figure 1.1 – Le canal binaire à effacement de probabilité p.
Sur ce canal, transportant des symboles binaires, un bit est soit transmis correctement
soit effacé. En sortie de canal, trois symboles peuvent être observés : les deux valeurs binaires
0 et 1 ainsi que le symbole ? représentant un effacement. L’observation d’un effacement se
produit avec une probabilité p, la probabilité qu’un bit soit intact à la réception est donc de
1− p.
P (reçu = b|émis = b) = 1− p et P (reçu =?|émis = b) = p pour b ∈ {0, 1}
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Lorsque la sortie du canal est un symbole binaire, il est certain que ce symbole n’a pas
été altéré durant son transport :
P (émis = b|reçu = b) = 1 pour b ∈ {0, 1}
Par contre, sous l’hypothèse d’une distribution uniforme des bits émis, lorsqu’un effacement
est observé en sortie de canal on a aucune information utilisable pour déterminer la valeur
du bit émis :
P (émis = b|reçu =?) = 1/2 pour b ∈ {0, 1}
Capacité
La capacité CCE(p) d’un canal à effacement de probabilité p est donnée par (pour plus
de détails voir [115], page 12) :
CCE(p) = 1− p
1.1.2 Canal binaire symétrique de probabilité d’erreur p
Le canal binaire symétrique de probabilité d’erreur p peut être représenté par la figure 1.2.












émis reçu émis reçu
Figure 1.2 – Le canal binaire symétrique de probabilité d’erreur p.
Sur ce canal, les symboles émis ainsi que les symboles reçus sont des valeurs binaires.
Lorsqu’un symbole est altéré lors de sa transmission, la valeur observée en sortie de canal
est le complémentaire de celle émise. Cette inversion de valeur binaire se produit avec une
probabilité p. Un bit reste donc intact de l’émission à la réception avec une probabilité égale
à 1− p.
P (reçu = b|émis = b) = 1− p et P (reçu = 1− b|émis = b) = p pour b ∈ {0, 1}
Contrairement au canal à effacement, en sortie du canal binaire symétrique il est impos-
sible de savoir de façon certaine la valeur du bit émis connaissant le symbole observé. En
effet, ce bit à une probabilité p d’avoir été altéré lors de son transfert :
P (émis = 1− b|reçu = b) = p pour b ∈ {0, 1}
Par conséquent, la probabilité que la valeur du bit reçu soit bien celle émise est de 1− p :
P (émis = b|reçu = b) = 1− p pour b ∈ {0, 1}
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Capacité
La capacité CBS(p) d’un canal binaire symétrique de probabilité d’erreur p est donnée
par (pour plus de détails voir [115], page 12) :
CBS = 1 + p log2(p) + (1− p) log2(1− p)
1.1.3 Canal gaussien de variance σ2
Sur le canal binaire à bruit blanc gaussien additif, noté BI-AWGN, de variance σ2, les
valeurs observées en sortie de canal sont telles que :
reçu = émis+ bruit
où émis est l’image de la valeur binaire à transmettre par la bijection associant à un symbole
binaire une amplitude. En notant a l’amplitude du signal, émis ∈ {−a, a}. Quant au bruit,
il suit une loi normale centrée en 0 et de variance σ2 : bruit ∼ N (0, σ2).








De cette fonction de densité, il se déduit la probabilité que la valeur émise soit égale à 1
connaissant la valeur reçue :
P (émis = 1|reçu) = 11 + exp(−2a reçu/σ2)
Capacité
La capacité CCG d’un canal BI-AWGN de variance σ
2 et d’amplitude a = 1 est donnée




p(y) log2(p(y))dy − 0.5 log2(2πeσ2)
avec
p(y) = 12 (P (y|x = +1) + P (y|x = −1))
où x représente la valeur émise et y la valeur reçue.
Par abus de notations, le canal BI-AWGN est, dans ce document, appelé canal gaussien.
Les méthodes utilisées s’appliquent directement aux autres canaux gaussiens, en particulier
non binaires.
1.2 Généralités sur les codes linéaires
Les trois familles de code que nous reconstruisons sont des codes linéaires. Nous rappelons
quelques généralités sur les codes linéaires avant de détailler plus précisément chacune de ces
familles avec leur codage et décodage.
Soit Fq le corps à q éléments.
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Définition 1.1 (Code linéaire). Un code linéaire C de longueur n et de dimension k sur Fq
est un sous-espace vectoriel de Fnq de dimension k. Un tel code est noté [n, k]q.
Tous les codes que l’on considérera par la suite sont définis sur le corps à deux éléments,
F2. Ces codes sont dits binaires et seront simplement notés [n, k].
Définition 1.2 (Rendement). Le rendement r d’un code [n, k]q est la proportion d’informa-
tion contenue dans un mot de code : r = kn .
En plus de sa longueur et de sa dimension, la capacité de correction d’un code est impor-
tante afin d’utiliser un code adapté à la situation considérée.
Définition 1.3 (Distance minimale). La distance minimale d d’un code C [n, k]q est la plus
petite distance, au sens de la distance de Hamming, entre deux mots distincts du code C. Pour
les codes linéaires, cette distance est égale au plus petit poids des mots non-nuls appartenant
au code C.
Définition 1.4 (Capacité de correction). Soit C un code [n, k]q et d sa distance minimale,
la capacité de correction de C est égale à d−12 . Cette capacité correspond au nombre d’erreurs
que le code est capable de corriger dans tous les cas.
Afin d’associer à tout mot d’information u = (u1, . . . , uk) le mot de code, noté c =
(c1, . . . , cn), correspondant, la matrice génératrice du code est utilisée.
Définition 1.5 (Matrice génératrice). Une matrice génératrice G d’un code linéaire C [n, k]q
est une matrice de taille k×n à coefficients dans Fq. Les lignes de cette matrice forment une
base de C.
Une méthode de codage des codes linéaires consiste à effectuer le produit uG. Quant au
décodage, il peut utiliser la matrice de parité :
Définition 1.6 (Matrice de parité). La matrice de parité H d’un code linéaire C [n, k]q est
une matrice de n colonnes et de rang n− k à coefficients dans Fq telle que pour tout mot de
code c ∈ C, HcT = 0.
Le code engendré par la matrice H est un code [n, n − k]q appelé code dual de C, il est noté
C⊥.
Par définition, une matrice de parité H d’un code linéaire C engendré par la matrice
génératrice G est telle que GHT = 0. La forme de la matrice G peut être utilisée pour
déterminer H.
Définition 1.7 (Matrice génératrice systématique). La matrice génératrice G est dite systé-
matique si elle est de la forme (Ik|A), où Ik représente la matrice identité de taille k× k. Un
codage effectué par une telle matrice est dit systématique.
Dans un codage systématique, le mot de code associé au mot d’information u contient
u sur ses k premiers indices. La matrice de parité duale se déduit d’une matrice génératrice
systématique :
Proposition 1.8. Soit C un code linéaire engendré par la matrice génératrice systématique
G = (Ik|A). La matrice H définie par (−AT |In−k) est une matrice de parité du code C.
Chapitre 2
Les codes convolutifs et les
turbo-codes
Les codes convolutifs sont une grande famille de codes que l’on oppose généralement aux
codes en bloc. La différence entre ces deux types de codes porte sur les relations entre l’in-
formation à coder et les mots de code générés. Pour les codes en bloc, le codage d’un mot
d’information n’est pas impacté par le codage des mots d’information précédents. Les codes
de Hamming, de Reed-Solomon ou encore les codes LDPC sont des codes en bloc, c’est éga-
lement le cas des turbo-codes.
Cette structure par blocs n’est donc pas vérifiée par les codes convolutifs. En effet, le
codage du i-ème mot d’information dépend du ou des mots d’information précédents. Ce
principe se visualise grâce au codeur utilisant des registres à décalage. Lorsque de l’infor-
mation entre dans le codeur, l’information précédemment entrée est encore stockée dans les
registres et elle est utilisée afin de déterminer le mot de code. En opposition au codage en
bloc, ce type de codage peut être qualifié de codage par “flux”.
2.1 De la théorie de Shannon aux codes convolutifs
Les codes convolutifs sont toujours très largement utilisés en pratique. Ils ont même
pendant longtemps dominés les codes en bloc suite à une longue évolution de la théorie
de l’information introduite par Shannon en 1948 [117] comme l’a expliqué Forney dans sa
“Shannon-Lecture” de 1995 [52].
Effectivement, Shannon a posé les problèmes fondamentaux de la théorie de l’informa-
tion dans [117], et a, dans ce même article, répondu à ces problèmes mais de façon large
et théorique. Les travaux futurs en théorie de l’information partent du résultat principal
de Shannon : pour tout canal sans mémoire de capacité C, il existe un code de rendement
R < C ainsi qu’un algorithme de décodage associé à ce code tel que la probabilité d’erreur
après décodage P (E) soit aussi faible que souhaitée. Il existe donc de “bons” codes, mais dans
sa preuve Shannon ne construit pas de tels codes et laisse donc ouvert le problème de leur
construction.
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Dans cette même preuve, Shannon suppose l’utilisation d’un décodage exhaustif au maxi-
mum de vraisemblance. Le problème de ce type de décodage est sa complexité qui est propor-
tionnelle au nombre de mots contenus dans le code considéré. Or pour approcher la capacité du
canal il est nécessaire d’utiliser des codes longs, ce type de décodage n’est alors pas utilisable
en pratique. D’où la nécessité de développer également de nouvelles méthodes de décodage.
À l’époque, les recherches se sont alors portées sur deux principaux problèmes : comment
P (E) tend vers 0, et comment approcher, en pratique, la capacité du canal. Pour le premier
de ces problèmes, Gallager a apporté en 1965 [54] une réponse concernant les codes en bloc : la
probabilité d’erreur après décodage du meilleur code en bloc de longueur N et de rendement
R décrôıt exponentiellement avec N : P (E) ∼= e−NE(R) où E(R) est positif pour tout R < C.
Tout comme Shannon, Gallager suppose l’utilisation d’un décodage exhaustif au maximum
de vraisemblance, la complexité G de ce décodage est de l’ordre de G ∼= eNR. Il s’en déduit
que P (E) décrôıt seulement algébriquement par rapport à la complexité du décodage pour
les codes en bloc : P (E) ∼= G−E(R)/R.
Concernant le second problème, la difficulté principale vient de la complexité du décodage, et
non de la construction de “bons” codes longs, même si cette construction n’est pas évidente.
Pour résoudre ce problème il a alors été proposé d’utiliser un long code convolutif choisi aléa-
toirement avec un décodage séquentiel. Les codes convolutifs ont une structure dynamique,
qui, à cette époque, c’est-à-dire au début des années 60, était représentée sous forme d’un
arbre. Le décodage séquentiel utilise cette structure très régulière des codes convolutifs. En
effet, si un code convolutif est entièrement poinçonné sauf sur N ′ positions consécutives les
mots de code obtenus satisfont tout de même un ensemble d’équations de parité. Cette struc-
ture régulière permet d’élaguer dans l’arbre des possibilités en considérant uniquement des
petits codes poinçonnés. Finalement le nombre de chemins conservés reste raisonnable jusqu’à
la fin du décodage. Avec un choix de paramètres optimaux, la probabilité que le nombre de
calculs nécessaires au décodage dépasse un certain nombre G suit une distribution algébrique
de Pareto : P (calcul > G) ∼= G−α(R). L’exposant de Pareto α(R) est supérieur à 1 et si
R < R0 alors le nombre moyen de calculs est borné ; R0 est le seuil pour lequel le décodage
peut être effectué de façon pratique. En fait, le décodage séquentiel est une méthode efficace
pour laquelle il a été prouvée qu’elle atteint une erreur de probabilité nulle sur tous les canaux
sans mémoire et pour tout code de rendement R < R0.
Ce seuil R0, appelé en anglais “cutoff rate”, a alors été considéré comme étant la “capacité
pratique”du canal. L’utilisation d’un décodage séquentiel sur un code convolutif suffisamment
long et de rendement R < R0 permettant d’atteindre plus ou moins cette “capacité pratique”
le problème posé par Shannon a alors été considéré comme résolu.
Pour un code convolutif suffisamment long les erreurs de décodage se produisent lorsque le
nombre de calculs dépasse une certaine limite de complexité G. Ainsi, la probabilité d’erreur
après décodage des codes convolutifs décrôıt algébriquement par rapport à G. C’est également
le cas pour les codes en bloc, mais la complexité de ce décodage étant inférieure, les codes
convolutifs sont alors préférés aux codes en bloc.
Un autre problème théorique était de déterminer le comportement de la probabilité d’er-
reur des codes convolutifs de façon similaire au résultat de Gallager sur les codes en bloc.
C’est Viterbi [133] et Yudkin [152] qui ont introduit le résultat suivant : P (E) ∼= e−νe(R)
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où ν est la longueur de contrainte du code convolutif et l’exposant e(R) est supérieur à 0
pour tout R < C. Plus précisément, e(R) = R0 pour tout rendement R < R0 et e(R) dé-
passe l’exposant E(R) des codes en bloc pour 0 < R < C, en effet, limR→Ce(R)/E(R) = +∞.
L’algorithme de Viterbi, qui est de nos jours très largement utilisé, est apparu pour la
première fois comme preuve technique du résultat théorique précédent. En utilisant cet al-
gorithme, qui a ensuite été présenté comme une technique de décodage au maximum de
vraisemblance à partir d’un treillis, la complexité G du décodage est : G ∼= eνR. D’où une
probabilité d’erreur P (E) ∼= G−e(R)/R, et bien que l’exposant soit inférieur à celui des codes
en bloc, le comportement de P (E) est lui toujours algébrique par rapport à la complexité. Il
est intéressant de remarquer que cet exposant est égal à l’exposant de Pareto apparaissant
pour le décodage séquentiel, le compromis performance/complexité du décodage séquentiel
est donc asymptotiquement égal à celui de l’algorithme de Viterbi.
Le fait que e(R) > E(R) a été utilisé pour mettre en avant que les codes convolutifs
sont intrinsèquement supérieurs aux codes en bloc. En effet, la relation entre e(R) et E(R)
est liée au fait que tout code en bloc optimal de rendement R < C peut être construit en
terminant proprement un code convolutif aléatoire. Cependant, ceci implique également que
si un code en bloc est vu comme un code convolutif terminé alors il peut être décodé grâce
à l’algorithme de Viterbi et donc avec une complexité : G ∼= eνR et non en G ∼= eNR comme
prévu pour les codes en bloc. Par conséquence, la seule différence sur le compromis perfor-
mance/complexité entre un code convolutif et un code en bloc vu comme un code convolutif
terminé est le rendement perdu par la phase de terminaison pour les codes en bloc. Mais
cette perte pouvant être réduite autant que souhaitée en utilisant de longs codes, il n’y a
asymptotiquement pas de différence pratique entre un code convolutif et un code en bloc sur
le compromis performance/complexité.
Ce n’est qu’en 1993 et grâce à la découverte des turbo-codes que la domination des codes
convolutifs va diminuer. En effet, les turbo-codes inventés par Berrou et Glavieux [10] avec
leur décodage itératif atteignent une probabilité d’erreur très faible pour des rendements bien
au delà de R0 (la borne considérée jusqu’ici comme la “capacité pratique”). La capacité de ces
codes vient du fait que l’utilisation d’une permutation interne permet à la probabilité d’erreur
de ne plus être bornée en fonction de la longueur de contrainte ν du code convolutif utilisé [6]
contrairement aux codes convolutifs pour lesquels P (E) ∼= e−νe(R). Finalement, la permu-
tation interne permet aux turbo-codes d’avoir d’excellentes performances et d’approcher de
très près la capacité du canal tout en ayant un décodage très efficace.
2.2 Codage des codes convolutifs
Nous nous intéressons uniquement au cas binaire, un code convolutif C de longueur n
et de dimension k possède une matrice génératrice de k lignes et n colonnes, dont chaque
coefficient est un polynôme de F2[D]. Cette matrice génératrice permet de définir le code
convolutif mais ne permet pas l’encodage.
Le codage peut s’effectuer de plusieurs façons, la plus courante étant celle utilisant des re-
gistres à décalage, mais il peut également être réalisé en effectuant le produit de l’information
par une matrice génératrice binaire infinie ou en utilisant un treillis de codage (autrement dit
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un graphe).
Un codeur convolutif binaire de longueur n, de dimension k, noté (n, k) et d’ordre m
est défini par m + 1 matrices binaires G0, . . . ,Gm de taille k × n. Le code convolutif C est




G0 G1 · · · Gm











Autrement dit, le mot de code c = (c0 c1 . . . ) est défini par c = uG = (u0 u1 . . . )G où
∀i, ui ∈ Fk2 et ci ∈ Fn2 . D’où :
c0 = u0G0
c1 = u0G1 + u1G0






ci (le i-ème bloc de n bits du mot de code) dépend donc des m blocs de k bits d’informa-
tion précédents : ui−m, ui−m+1, . . . , ui.
Par construction, les codes convolutifs vérifient de nombreuses équations de parité de petit
poids. En effet, la matrice de parité H d’un code convolutif est une matrice binaire infinie
possédant la même structure que la matrice génératrice :
H =

H0 H1 . . . Hm









où les sous-matrices Hi sont de taille (n − k) × n. Les mots de code satisfont donc n − k
équations de parité qui, décalées d’un multiple de n vers la droite sont encore vérifiées.
Exemple. Le même exemple est suivi tout au long de cette section. Soit le code convolutif
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La suite binaire codée c associée à la suite d’information u = (0101100 . . . 0) peut se calculer
en effectuant le produit matriciel uG. D’où c = (0011111000100100 . . . 0). Les suites u et c
sont infinies, c’est pour cette raison qu’elles sont généralement tronquées, si u est de longueur
“significative” égale à αk alors les αn premiers bits de c sont conservés. Sur cet exemple,
nous supposons que l’information est contenue sur les 6 premiers bits de u, la suite de bits
transmise est alors 001111100010.
Un codeur convolutif peut également être représenté par la matrice polynomiale G(D) de







g1,1(D) g1,2(D) · · · g1,n(D)





gk,1(D) gk,2(D) · · · gk,n(D)

L’ordre m du codeur est alors égal à m = maxi,j(deg gi,j).
Exemple. La matrice génératrice G(D) associée à la matrice génératrice binaire infinie
G de l’exemple ci-dessus est : G(D) = (1 +D 1 +D +D2).
D’autres méthodes existent pour déterminer la suite codée correspondant à une suite
de bits d’information. La première consiste à utiliser un codeur à registres à décalage. Ces
registres sont tous initialisés à 0 au début du codage. À chaque top d’horloge, k nouveaux
bits entrent dans le codeur et n bits de sortie sont déterminés en fonction de l’entrée et des
valeurs stockées dans les registres. Les contenus des registres sont ensuite décalés d’un cran,
la valeur la plus ancienne sort du codeur et n’influera pas sur les prochaines sorties.
Définition 2.1 (Mémoire d’un codeur). La mémoire d’un code convolutif est le nombre
minimal de registres à décalage nécessaires pour construire le codeur correspondant.
Exemple. Toujours sur le même exemple, un codeur à registres à décalage permettant
de générer le code de matrice génératrice G est représenté sur la figure 2.1. Afin de coder
le message 010110, le bit 0 est entré dans le codeur, les deux premiers bits de sortie sont
déterminés : 00 (ils dépendent du 0 entré ainsi que du contenu des registres, qui sont initialisés
à 0). Le contenu des registres est décalé, l’état interne est encore égal à 00. Un nouveau bit
d’information est alors entré dans le codeur, il s’agit d’un 1, la sortie correspondante est 11.
Les registres sont mis à jour, l’état interne du codeur est à cet instant 10. Et ainsi de suite
jusqu’à avoir entré les 6 bits d’information, la sortie générée est alors 00 11 11 10 00 10.
Une autre méthode de codage est basée sur le diagramme d’états du codeur à registres à
décalage. Dans un diagramme d’états, tous les états internes possibles du codeur sont repré-
sentés par un sommet. S’il est possible de passer d’un état à un autre en un seul top d’horloge,
une arête relie ces deux états. De plus, les arêtes sont étiquetées par l’entrée permettant d’ef-
fectuer ce changement d’état ainsi que par la sortie générée. Le codage consiste alors à suivre
un chemin dans ce graphe, en partant de l’état interne initial égal à 00 . . . 0.
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Figure 2.1 – Codeur à registres à décalage de matrice génératrice










Figure 2.2 – Diagramme d’états correspondant au codeur de la figure 2.1
Exemple. La figure 2.2 représente le diagramme d’états associé au codeur à registres à
décalage de la figure 2.1. Sur ce diagramme, la notation a/bc indique qu’il faut entrer a dans
le codeur pour effectuer le changement d’état correspondant et que la sortie générée est bc.
Le codage de 010110 commence à l’état 00 puisque les registres sont tous initialisés à 0. Le
premier bit à entrer est 0, l’état du registre ne varie donc pas et la sortie émise à cet instant
est 00. Le bit suivant est un 1, le codeur passe donc à l’état 10 et émet 11, ... Finalement, la
suite codée obtenue est 00 11 11 10 00 10.
Enfin, la dernière façon de coder consiste à utiliser un treillis. Un treillis correspond à la
concaténation d’une infinité de diagrammes d’états dépliés. Tout chemin allant de gauche à
droite dans ce treillis correspond à un mot de code. Le codage s’effectue donc en suivant un
chemin le long de ce treillis.
Exemple. Le treillis de codage correspondant à l’exemple suivi est représenté sur la figure
2.3. Le codage de la suite binaire 010110 suit donc le chemin mis en évidence sur la figure 2.4.
En lisant sur chaque arête la sortie correspondante, la suite codée obtenue est 00 11 11 10 00 10.
2.3 Décodage des codes convolutifs
Deux algorithmes sont principalement utilisés pour décoder les codes convolutifs ; l’algo-
rithme de Viterbi [133] et l’algorithme BCJR [1]. Ce dernier sert essentiellement dans des
algorithmes de décodage itératif.


































































































































1/01 1/01 1/01 1/01 1/01 1/01
Figure 2.4 – Chemin de codage de 010110
2.3.1 Algorithme de Viterbi
Le principal algorithme de décodage des codes convolutifs est celui de Viterbi [133], il
recherche le mot de code le plus probable connaissant le mot reçu en sortie d’un canal sans
mémoire. Autrement dit, il recherche le mot de code à la plus petite distance de Hamming du
mot reçu. Pour cela, les arêtes du treillis du code convolutif sont pondérées par leur distance
avec le mot reçu, le décodage consiste alors à rechercher dans ce graphe pondéré le plus court
chemin allant de gauche à droite. Cette recherche du plus court chemin est un problème
classique de théorie des graphes dont la résolution possède une complexité polynomiale.
Exemple. Soit le mot reçu 00 11 01 10 00 10. En reprenant le codeur convolutif des exemples
de la section précédente, le treillis pondéré obtenu est représenté sur la figure 2.5. Chaque
indice noté en bleu indique donc la distance entre les bits émis en suivant cette arête et les
bits reçus correspondants. Sur cette même figure, le chemin le plus court est celui mis en
rouge. De ce chemin, il se déduit le mot de code le plus probablement émis : 00 11 11 10 00 10
qui est seulement à distance 1 du mot reçu.
2.3.2 Algorithme de BCJR
L’algorithme dit BCJR [1], proposé en 1974, doit son nom à ses auteurs : Bahl, Cocke,
Jenlinek et Raviv. Cet algorithme est principalement utilisé dans les méthodes de décodage
itératif des turbo-codes ainsi que pour le décodage de certains codes LDPC structurés.
BCJR recherche l’information la plus probablement codée et non le mot de code le plus
probable comme dans l’algorithme de Viterbi. L’objectif est donc de déterminer pour tout
t ∈ {1, . . . , N} la probabilité P (ut = i|les données reçues) (avec i ∈ {0, 1}), pour cela deux



































































































































Figure 2.5 – Décodage de Viterbi du mot reçu 00 11 01 10 00 10
passé futur
présent
Figure 2.6 – Schéma de l’algorithme de décodage BCJR
passes sont effectuées le long du treillis, l’une de gauche à droite et l’autre en sens inverse.
Le fait que cette méthode retourne des probabilités sur chacun des bits d’information per-
met d’utiliser directement sa sortie comme une entrée (sous forme d’information souple) d’un
autre décodeur. Cela explique son utilisation dans des décodages itératifs.
Pour déterminer la valeur la plus probable du bit d’information ut entré dans le codeur à
l’instant t, l’algorithme de BCJR se décompose en plusieurs étapes. La première, calcule les
probabilités de tous les changements d’état entre les instants t − 1 et t. Lors de ces calculs
seules les probabilités des bits émis lors de ce changement d’état sont considérées. On dit que
cette étape prend en compte le présent.
La seconde étape détermine la probabilité de chacun des états interne du codeur à l’instant
t − 1 en fonction des probabilités des bits précédemment reçus (c’est-à-dire de tous les bits
reçus entre l’instant 0 et l’instant t− 1). Cette étape prend donc en compte le passé.
La troisième, calcule elle aussi les probabilités de chaque état interne du codeur mais à l’ins-
tant t et tient compte uniquement des bits reçus ultérieurement (de l’instant t+ 1 jusqu’à la
fin). C’est pour cette raison que l’on dit que cette étape utilise le futur.
Enfin, la dernière étape de l’algorithme fait une synthèse des différentes probabilités calculées
lors des étapes précédentes afin de déterminer la valeur la plus probable de ut.
Ces étapes sont maintenant décrites plus précisément et en particulier avec les calculs des
probabilités. Afin de simplifier les écritures et les représentations, considérons le cas d’un code
convolutif (2, 1). L’algorithme BCJR s’appliquant parfaitement aux codes convolutifs de di-
mension et/ou longueur supérieures. De plus, les mots d’information sont supposés aléatoires
et uniformément répartis. Cette méthode correspond à l’algorithme 1.










Figure 2.7 – Notations des entrées et sorties du codeur convolutif et du canal
Notations. La figure 2.7 regroupe les notations utilisées dans le suite de cette sous-
section. Tous les vecteurs d’entrées et sorties sont de même taille, notée N , leurs indices
sont numérotés de 1 à N . Soient m la mémoire du code convolutif et ũ l’information la plus
vraisemblablement émise connaissant ṽ et w̃ : ũ est la sortie de l’algorithme BCJR. L’état
interne du codeur à l’instant t est noté et.
Enfin, la notation ṽi..j représente le vecteur (ṽi, . . . , ṽj), de même pour w̃i..j .
A chaque étape de l’algorithme les probabilités pour tous les instants sont déterminées si-
multanément afin d’éviter d’effectuer de nombreuses fois les mêmes calculs. Toutes ces valeurs
sont stockées dans des tableaux.
Première étape : en fonction du présent
Lors de cette étape, le tableau noté γ est complété. Il s’agit d’un tableau de N colonnes,
représentant les différents instants, et 2× 2m lignes, chacune correspondant à un changement
d’état interne du codeur.
Le but de cette étape est donc de déterminer, pour tous les instants t ∈ {1, . . . , N} et
tous les couples (a, b) tels que le codeur peut passer de l’état a à l’état b, la probabilité :
γta,b = P (et = b|et−1 = a, ṽt et w̃t)
En notant ij la sortie émise par le codeur lors de son passage de l’état a à l’état b, il se
déduit :
γta,b = P (vt = i et wt = j|ṽt et w̃t)
De l’utilisation d’un canal sans mémoire il découle :
γta,b = P (vt = i|ṽt)P (wt = j|w̃t)
Les probabilités P (vt = i|ṽt) et P (wt = j|w̃t) se déduisent simplement des données
observées ṽt et w̃t. Leur calcul dépend du type de canal utilisé, comme expliqué dans le
chapitre 1.
Deuxième étape : en fonction du passé
Durant cette étape, le tableau noté α est complété, il contient N+1 colonnes et 2m lignes.
Le coefficient placé ligne a colonne t contient la probabilité :
αta = P (et = a|ṽ1..t et w̃1..t)




P (et−1 = b|ṽ1..t−1 et w̃1..t−1)P (et = a|et−1 = b, ṽt et w̃t)



























































Figure 2.8 – Illustration des calculs de αt et βt











La situation est représentée sur la figure 2.8. Cette probabilité concernant l’instant t
dépend des probabilités liées à l’instant précédent. Il est donc important de déterminer les
valeurs des α0a pour tous les états internes a. Si l’initialisation des registres du codeur est
connue, la probabilité de l’état correspondant est de 1 et celles des autres états sont nulles. Si
l’initialisation du codeur n’est a priori pas connue, tous les états sont équiprobables : α0a = 12m ,
∀a.
Troisième étape : en fonction du futur
Cette dernière étape intermédiaire est très proche de la précédente. Le tableau corres-
pondant est noté β, il est composé de N + 1 colonnes et de 2m lignes. L’élément, noté βta, à
l’intersection de la ligne a et de la colonne t est égal à la probabilité :
βta = P (et = a|ṽt+1..N et w̃t+1..N )



























Figure 2.9 – Entrelacement des codes convolutifs
La figure 2.8 schématise également le calcul de βt. Pour déterminer βta il est nécessaire de
connâıtre les valeurs des βt+1. L’initialisation se fait donc en fonction de l’état interne final
du codeur. Si celui-ci est connu un seul βN est égal à 1, les autres sont nuls, c’est par exemple
le cas pour un codage en tail-biting. Si le dernier état interne du codeur n’est pas connu, tous
les états sont équiprobables.
Quatrième étape : synthèse
L’objectif est de déterminer, pour chaque t, la probabilité P (ut = 0|ṽ et w̃). Si cette
valeur est supérieure à 1/2 alors ũt = 0 sinon ũt = 1. Les calculs intermédiaires précédents
impliquent :








où ρ est une constante telle que : P (ut = 0|ṽ et w̃) + P (ut = 1|ṽ et w̃) = 1 et (a, b) : a
i→ b
représente tous les changements d’état interne du codeur effectué en entrant un i dans celui-ci.
2.4 Entrelacement
De part leur construction, les codes convolutifs sont très sensibles aux erreurs arrivant par
rafales, c’est-à-dire concernant un ensemble de bit proches les uns des autres. Dans ce cas,
même si le niveau de bruit sur l’ensemble du mot reçu est relativement faible les algorithmes
de décodage ne retrouvent pas nécessairement l’information transmise. Afin de contrer ce
phénomène, les mots de codes sont entrelacés. Autrement dit, les bits d’un même mot de
code sont permutés entre eux avant la transmission sur le canal. La situation est représentée
sur la figure 2.9. Si le mot observé en sortie de canal possède des zones bruitées par des rafales
d’erreurs, en appliquant la permutation inverse ces erreurs seront réparties sur l’ensemble du
mot. Les algorithmes de décodage des codes convolutifs peuvent alors être appliqués afin de re-
trouver l’information. L’entrelacement permet donc d’augmenter très simplement la capacité
de correction des codes convolutifs contre les erreurs par rafales. Ce principe d’entrelacement
est utilisé dans la construction des turbo-codes.
2.5 Turbo-codes
Les turbo-codes sont une famille de codes correcteurs d’erreurs inventés par Claude Berrou
et Alain Glavieux en 1993 [10]. Grâce à leurs performances approchant la limite de Shannon, à
la facilité de leur implémentation ainsi qu’à la rapidité de leurs codage et décodage, ils se sont
imposés, dès les années 2000, dans de nombreux standards de télécommunication. Aujour-
d’hui, ils sont très largement utilisés. Par exemple, les normes IEEE 802.16 [67], 802.20 [69] et
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Algorithme 1: Algorithme BCJR (décodage des codes convolutifs)
Entrée :
ṽ et w̃ les données observées en sortie de canal
s l’état initial du codeur
Sortie :
ũ l’information la plus vraisemblablement émise
Étape 1 :
Pour t de 1 à N
Pour (a, b) parcourant les 2× 2m changements d’état interne du codeur
i, j ← sorties émises par le codeur en passant de l’état a à l’état b
γta,b ← P (vt = i|ṽt)P (wt = j|w̃t)
Étape 2 :
α0s ← 1
Pour tout état a 6= s : α0a ← 0
Pour t de 1 à N
somme← 0









Pour a parcourant les 2m états internes du codeur
αta ← αta/somme //αta = P (et = a|ṽ1..t, w̃1..t)
Étape 3 :
Pour tout état a : βNa ← 1/(2m − 1)
Pour t de N − 1 à 0
somme← 0









Pour a parcourant les 2m états internes du codeur
βta ← βta/somme //βta = P (et = a|ṽt+1..N , w̃t+1..N )
Étape 4 :






















En fonction de l’utilisation de cet algorithme il peut être plus intéressant de retourner














Figure 2.10 – Schéma de codage d’un turbo-code parallèle
802.22 [70] font appel à des turbo-codes, c’est également le cas des normes ETSI GMR-1 [47]
et DVB-RCS2 [40] ou encore de la norme CCSDS 131 [15].
Les turbo-codeurs sont des codes en bloc composés de deux codeurs convolutifs et d’un
entrelaceur (c’est-à-dire une permutation). Il existe deux types de turbo-codes, les turbo-
codes parallèles et les turbo-codes série. Ces codes diffèrent par leur schéma de codage et
doivent leurs noms à la façon dont sont connectés les codeurs convolutifs dans ces schémas.
2.5.1 Turbo-codes parallèles
Les turbo-codes parallèles sont très largement utilisés en pratique. Le codage s’effectue
en suivant le schéma représenté sur la figure 2.10. Les deux codeurs convolutifs sont supposés
de longueur 2 et de dimension 1. Seule la sortie de redondance de ces codeurs est conservée
pour former le mot de code, ces codeurs étant systématiques et récursifs. Les vecteurs u, v
et w sont tous trois de même taille, notée N . Le code ainsi construit est donc de longueur
3N , de dimension N et de rendement 1/3.
En sortie de canal, trois vecteurs bruités ũ, ṽ et w̃ sont observés. Afin de retrouver à partir
de ces vecteurs l’information u, le décodage suit le schéma représenté sur la figure 2.11. Deux
décodeurs convolutifs sont placés en série afin d’utiliser simultanément les informations don-
nées par chacun d’eux. Il s’agit donc d’un décodage itératif au sens où la boucle enchâınant
décodage de C1, application de π, décodage de C2 et désentrelacement est répétée plusieurs
fois. Les décodeurs convolutifs correspondent, généralement, à l’application de l’algorithme
BCJR présenté précédemment. La rapidité de l’algorithme BCJR, comme celle des autres
algorithmes de décodage de codes convolutifs, dépend du nombre de mémoires du codeur.
Pour des raisons de complexité mais aussi de performances, les codes convolutifs utilisés en
pratique possèdent au maximum 4 mémoires. En effet, ce doit être des codes convolutifs ré-
ducteurs d’erreurs et non correcteurs d’erreurs.
Pour avoir plus de liberté sur le rendement du code, tout en conservant le même codeur, les
turbo-codes peuvent être poinçonnés. Le poinçonnage consiste à ne pas transmettre certains
bits appartenant aux vecteurs des sorties non systématiques. Par exemple, en transmettant
un bit sur deux des vecteurs v et w, le turbo-code obtenu est de rendement 1/2. En utilisant
différents motifs de poinçonnage, des turbo-codes de rendements compris entre 1/2 et 5/6 sont
utilisés en pratique. De plus, dans les normes de télécommunication, les codeurs convolutifs


































Figure 2.12 – Schéma de codage d’un turbo-code série
ne sont pas nécessairement des codes (2, 1), la norme IEEE 802.20 [69] utilise par exemple
des codeurs convolutifs systématiques et récursifs de dimension 1 et de longueur 3.
2.5.2 Turbo-codes série
Un autre type de turbo-code existe, il s’agit des turbo-codes série, comme leur nom l’in-
dique, les deux codeurs convolutifs sont placés en série, c’est-à-dire appliqués l’un après l’autre.
Le schéma de codage des turbo-code série est représenté sur la figure 2.12.
Comme pour les turbo-codes parallèles, les deux codeurs convolutifs sont supposés systéma-
tiques et récursifs, seules les sorties non systématiques sont conservées. Il s’agit généralement
de codeurs de type (2, 1), le turbo-code ainsi construit est alors de rendement 1/4. Ce ren-





Les codes LDPC (Low-Density Parity-Check) sont des codes correcteurs très utilisés au-
jourd’hui. Ils ont été inventés en 1962 par Gallager [53], mais n’ont pas été utilisés à l’époque.
Ils ont alors été oubliés pendant une trentaine d’années, avant d’être redécouverts en 1996
par MacKay [98] puis réellement utilisés. Les codes LDPC sont des codes en bloc linéaires,
à l’origine binaires, ils ont depuis été généralisés au cas non binaire [30]. Nous nous inté-
resserons uniquement au cas binaire, cependant il peut être noté que les codes LDPC non
binaires sont de plus en plus étudiés, ils commencent à être utilisés dans certaines normes de
télécommunication telles que la norme CCSDS 231.1-O-1 d’avril 2015 [17].
Comme leur nom l’indique, ils sont caractérisés par une matrice de parité H très creuse.
Autrement dit, un code est dit LDPC s’il admet une matrice de parité H qui possède très
peu de coefficients non nuls.
Les codes LDPC ont de très bonnes performances, il est même conjecturé que ces codes
peuvent atteindre la capacité de n’importe quel canal binaire symétrique sans mémoire lorsque
la distribution de degrés du code LDPC est bien choisie (c’est-à-dire le nombre de coefficients
non-nuls par ligne et par colonne dans la matrice de parité). En 2013, cette conjecture a été
démontrée par Kudekar, Richardson et Urbanke [79] pour une sous-famille de codes LDPC,
les codes LDPC spatialement couplés.
De plus, ils atteignent ces performances avec un algorithme de décodage itératif peu complexe.
Les codes linéaires aléatoires ont eux aussi de très bonnes performances, mais celles-ci sont
atteintes au maximum de vraisemblance, or cet algorithme n’est pas réalisable en pratique.
Ceci explique l’intérêt des codes LDPC en pratique.
Dans ce chapitre, nous rappelons quelques notions concernant les codes LDPC telles que
leur codage et leur décodage.
Notations. Nous notons H une matrice de parité (binaire) d’un code LDPC de longueur
N , de dimension K et admettant la matrice G pour matrice génératrice. Le rendement de ce
code est noté R = KN .
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H =

1 0 1 0 1 0 0
0 1 0 1 1 0 0
0 0 1 1 0 0 1
1 1 0 0 0 1 0






Figure 3.1 – Une matrice de parité H et son graphe de Tanner
3.2 Graphes de Tanner
A toute matrice de parité H, un graphe biparti, dit graphe de Tanner, peut lui être asso-
cié. Ce graphe est utilisé pour le décodage des codes LDPC.
Le graphe de Tanner associé à la matrice de parité H possède N nœuds (ou sommets),
dit nœuds d’information, représentant les bits du mot de code et N −K nœuds de parité qui
représentent les équations de parité. Le nœud d’information représentant le i-ème bit est relié
au nœud de parité représentant la j-ème équation de parité si et seulement si le coefficient à
la i-ème colonne et j-ème ligne de H est non nul.
Exemple. Une matrice de parité H et le graphe de Tanner qui lui est associé sont re-
présentés sur la figure 3.1. Sur cette figure, et sur les suivantes, les nœuds d’information sont
notés par des ronds et les nœuds de parité par des carrés.
Afin que le code LDPC considéré ait de bonnes performances de correction, le graphe de
Tanner associé à sa matrice de parité ne doit pas contenir de petits cycles (et en particulier
de longueur 4). En effet, la présence de petits cycles détériore de manière significative les
performances du décodage itératif.
Graphe de Tanner et mots de code. Par définition d’une matrice de parité, un mot c
est un mot de code si et seulement si HcT = 0. Graphiquement, cette propriété devient : un
mot c = (c1, . . . , cN ) est un mot de code si et seulement si en associant à chacun des nœuds
d’information i la valeur de ci alors, pour tous les nœuds de parité, la somme modulo 2 des
valeurs associées à ses voisins est nulle. (Pour rappel, deux sommets sont voisins s’il existe
une arête reliant ces deux sommets.)
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3.3 Codage et décodage des codes LDPC
Dans le cas général, le codage d’un code LDPC s’effectue par multiplication matricielle,
grâce à la matrice génératrice G. Au mot d’information u est alors associé le mot de code
c = uG.
Par définition, la matrice de parité d’un code LDPC est creuse, cependant ce n’est pas
nécessairement le cas de la matrice génératrice. Le coût du codage est alors quadratique, or,
en pratique, il est généralement souhaitable d’avoir un algorithme de codage de complexité li-
néaire. Si le code LDPC considéré n’est pas choisi aléatoirement, par exemple s’il possède une
matrice de parité structurée, l’algorithme de codage est adapté et peut devenir de complexité
linéaire. En pratique, les codes LDPC sont toujours structurés, comme nous le verrons par
la suite. Nous détaillerons alors les méthodes de codage adaptées à la structure de la matrice
de parité.
Concernant le décodage, plusieurs algorithmes existent tels que “Bit Flipping”, “Sum-
Product” et “Min-Sum”. Ces algorithmes sont utilisables quel que soit le code LDPC, qu’il
soit structuré ou non. Comme pour le codage, des méthodes adaptées à la structure de la
matrice de parité ont été développées afin d’optimiser les performances des codes utilisés.
Nous présentons dans ce chapitre l’algorithme de décodage “Sum-Product”. Cet algo-
rithme est utilisé lorsque les données reçues sont souples, c’est-à-dire lorsque nous disposons
de la probabilité de valoir 0 ou 1 pour chacun des bits. C’est le cas lorsqu’une démodulation
souple est effectuée, cela permet de conserver le plus d’information possible. En pratique, une
telle démodulation est généralement effectuée. Par un processus itératif ces probabilités vont
évoluer jusqu’à converger. Le mot de code en sera alors déduit.
Pour cet algorithme, deux calculs de probabilité sont utilisés :
Proposition 3.1. Soient v1, . . . , vn des valeurs binaires indépendantes, et soit pi = P (vi = 0).











Proposition 3.2. Soient v une valeur binaire telle que P (v = 0) = 1/2. Soient E1, . . . , En
un ensemble de n événements conditionnellement indépendants par rapport à v, autrement-
dit : P (E1, . . . , En|v = b) = P (E1|v = b) . . .P (En|v = b) pour b = 0 et b = 1. Et soient les
probabilités p1 = P (v = 0|E1), p2 = P (v = 0|E2), . . . , pn = P (v = 0|En) alors






Les démonstrations de ces deux propositions peuvent, par exemple, être trouvées dans la
thèse de Mathieu Cluzeau [22], pages 65 et 66.
Notations.
– Soit le message reçu r = (r1, . . . , rN ) et c = (c1, . . . , cN ) le mot de code émis.


























– Pour tout i ≤ N , la probabilité pi = P (ci = 0|ri) est supposée connue (son calcul
dépend du canal de communication utilisé comme expliqué dans le chapitre 1).
– Ej représente l’ensemble des indices intervenant dans la j-ème équation de parité :
Ej = {i tels que le i-ème nœud d’information est voisin du j-ème nœud de parité}.
– Fi représente l’ensemble des équations de parité faisant intervenir le i-ème bit :
Fi = {j tels que le i-ème nœud d’information est voisin du j-ème nœud de parité}
– Lors du décodage, les nœuds du graphe de Tanner vont s’échanger des probabilités.
Notons gi7→j la probabilité transmise par le i-ème nœud d’information au j-ème nœud
de parité (ce transfert se fait donc de gauche à droite sur le graphe de Tanner).
dj 7→i représente la probabilité transmise par le j-ème nœud de parité au i-ème nœud
d’information (sur le graphe de Tanner, cet échange s’effectue de droite à gauche).
L’algorithme de décodage “Sum-Product” est itératif. Avant de débuter les itérations, une
phase d’initialisation est nécessaire, puis à chaque tour de boucle deux étapes sont effectuées.
Une étape intermédiaire de décision permet d’arrêter ou non le décodage.
Initialisation. Au début du décodage, à chaque nœud d’information i est associée la
probabilité pi = P (ci = 0|ri). Ces nœuds doivent transmettre cette information aux nœuds
de parité auxquels ils sont reliés, afin que ceux-ci déterminent quelles sont les équations de
parité qui sont vérifiées. On a donc lors de la phase d’initialisation : gi7→j = pi pour tout
nœud d’information i et tout nœud de parité j adjacent à i (la figure 3.2 illustre cette phase
d’initialisation).
Étape 1 : des nœuds de parité aux nœuds d’information. Le nœud de parité j
transmet au nœud d’information i la probabilité dj 7→i que ci soit nul connaissant toutes les
informations reçues par j de la part de ses autres voisins. Autrement dit, j transmet à i la
probabilité que ci soit nul, sachant que la j-ème équation de parité est satisfaite et connaissant
la probabilité d’être nul de chacun des autres bits intervenant dans cette équation de parité.
La situation est représentée par la figure 3.3. Afin de déterminer dj 7→i la proposition 3.1 est
utilisée :
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k∈Ej ,k 6=i(2gk 7→j − 1)
2
Décision. À cette étape l’algorithme détermine le mot le plus probablement émis en
fonction des probabilités calculées jusque là. Pour cela, la probabilité d’être nul de chacun
des bits du message est définie en fonction de sa probabilité initiale et de toutes les probabilités
reçues par le nœud d’information le représentant. L’illustration de cette étape est faite par
la figure 3.4. Un ensemble de probabilités portant sur la même information est donc connue,
la proposition 3.2 permet alors de déterminer la probabilité recherchée :






k∈Fi dk 7→i + (1− pi)
∏
k∈Fi(1− dk 7→i)
Grâce à ces probabilités, le mot (binaire) c̃ = (c̃1, . . . , c̃N ) le plus probablement émis en est
déduit : ∀i ∈ {1, . . . , N},{
c̃i = 0 si P (ci = 0|pi, dk 7→i,∀k ∈ Fi) > 0.5
c̃i = 1 sinon
Il faut ensuite vérifier que le mot c̃ est bien un mot du code LDPC. Cette vérification se fait
à l’aide du produit Hc̃T , si celui-ci est nul alors c̃ est un mot de code, le décodage est donc
terminé, dans le cas contraire, il faut poursuivre le décodage.
Étape 2 : des nœuds d’information aux nœuds de parité. Si une nouvelle itération
est nécessaire afin d’obtenir un mot de code, les nœuds d’information font parvenir aux nœuds
de parité de nouvelles probabilités. Chaque nœud d’information i transmet à chacun de ses
voisins j la probabilité gi7→j que le bit qu’il représente soit nul, connaissant sa probabilité
initiale pi ainsi que les probabilités dk 7→i qu’il a reçu de la part de ses autres voisins (k ∈ Fi,
k 6= j). Comme pour l’étape de décision, la proposition 3.2 est utilisée :




k∈Fi,k 6=j dk 7→i
pi
∏
k∈Fi,k 6=j dk 7→i + (1− pi)
∏
k∈Fi,k 6=j(1− dk 7→i)
Algorithme de décodage. L’algorithme de décodage “Sum-Product” est finalement
donné par l’algorithme 2. Afin qu’il se termine, un nombre maximal d’itérations à effectuer
est donné en entrée.
40 3. Les codes LDPC
Algorithme 2: Décodage d’un code LDPC
Entrée :
H la matrice de parité du code LDPC utilisé
pi = P (ci = 0|ri), ∀i ∈ {1, . . . , N}
nbIterMax le nombre maximal d’itérations à effectuer
Sortie :
c̃ = (c̃1, . . . , c̃N ) si le décodage a réussi :




gi7→j ← pi, ∀i ∈ {1, . . . , N}, ∀j ∈ Fi







2 , ∀j ∈ {1, . . . , N −K}, ∀i ∈ Ej













c̃i ← 1 sinon















, ∀i ∈ {1, . . . , N}, ∀j ∈ Fi
nbIter ← nbIter + 1
Retourner “échec”
Chapitre 4
Les codes LDPC binaires normés
De nombreuses normes de télécommunication utilisent des codes LDPC et elles sont en
constante augmentation. Afin de développer une méthode de reconnaissance des codes LDPC
adaptée aux codes utilisés en pratique, une étude de toutes (ou presque) les normes utilisant
des codes LDPC a été effectuée. La définition des codes LDPC est très large, connâıtre les
codes utilisés permet d’avoir une vue sur l’ensemble des paramètres tels que les longueurs
mais également les poids des équations de parité. Ce sont ces deux paramètres qui influeront
sur la méthode de reconnaissance présentée dans le chapitre 6.
L’étude des normes de télécommunication faisant appel à des codes LDPC a permis de
mettre en évidence que tous les codes utilisés dans la pratique (de façon normalisée) sont
systématiques mais surtout qu’ils possèdent une matrice de parité extrêmement structurée.
Ce chapitre est consacré à ces codes LDPC binaires normés, dans chacun des cas, la forme de
la matrice de parité est détaillée ainsi qu’une méthode de codage adaptée à cette structure.
Les longueurs et dimensions de ces codes se trouvent en annexe A.
Les matrices de parité normées peuvent être classées en deux groupes en fonction de
si elles ont, ou non, une structure convolutive. Elles peuvent également être regroupées en
fonction de leur quasi-cyclicité. Ces deux caractéristiques pouvant être satisfaites simultané-
ment, nous avons décidé de présenter, dans un premier temps, les matrices avec une structure
convolutive puis de les classer en sous-groupes selon qu’elles soient ou non quasi-cycliques.
Le même partitionnement en sous-groupes est effectué, dans un second temps, sur l’ensemble
des matrices qui ne possèdent pas de structure convolutive.
Dans les normes, les mots de codes sont parfois poinçonnés après l’encodage, c’est-à-dire
que certains bits, à des positions fixées, ne sont pas transmis. Les performances des codes
LDPC permettent de retrouver, lors du décodage, la valeur de ces bits. Les matrices de parité
présentées dans les sections suivantes correspondent aux matrices de parité des codes non
poinçonnés.
4.1 Représentations et définitions
Afin de simplifier les représentations, les matrices de parité sont illustrées de façon binaire.
Sur ces schémas, un petit carré noir indique un bit non nul et un petit carré blanc un bit nul.
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H =

1 0 1 0 1 0 0
0 1 0 1 1 0 0
0 0 1 1 0 0 1
1 1 0 0 0 1 0
0 0 0 0 0 1 1

Figure 4.1 – Représentations binaire et graphique
d’une même matrice de parité
Figure 4.2 – Une matrice régulière (à gauche)
et une matrice irrégulière (à droite)
Exemple. La matrice représentée à gauche sur la figure 4.1 a pour illustration la matrice
de droite.
Dans la suite de ce chapitre les définitions suivantes sont utilisées :
Définition 4.1 (Matrice régulière). Une matrice est dite régulière si elle possède un nombre
constant d’éléments non nul sur chacune de ses lignes et chacune de ses colonnes. Une matrice
qui n’est pas régulière est dite irrégulière.
Exemple. Sur la figure 4.2 sont représentées une matrice régulière (à gauche) et une
matrice irrégulière (à droite).
Définition 4.2 (Code LDPC régulier). Un code LDPC est dit régulier s’il possède une ma-
trice de parité régulière. Dans le cas contraire, le code LDPC est dit irrégulier.
Définition 4.3 (Matrice avec une structure convolutive). Une matrice est dite avec une
structure convolutive si les coefficients non-nuls de ses dernières colonnes forment une double
diagonale. (La diagonale supérieure commençant sur la première ligne de la matrice.)
Le terme de “structure convolutive” est lié au codage de ces codes LDPC. En effet, comme
expliqué dans la section suivante, ils peuvent être codés en utilisant un codeur convolutif.
Exemple. Sur la figure 4.3 sont représentées trois matrices, deux avec une structure
convolutive et une matrice sans structure convolutive.
Définition 4.4 (Code LDPC avec une structure convolutive). Un code LDPC est dit avec
une structure convolutive s’il possède une matrice de parité avec une structure convolutive.
Définition 4.5 (Matrice cyclique). Une matrice carrée est dite cyclique si ses lignes sont
invariantes à permutation circulaire près.
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Figure 4.3 – Deux matrices avec une structure convolutive (à gauche et au centre) et une
matrice sans structure convolutive (à droite)
Figure 4.4 – Une matrice quasi-cyclique et la même matrice avec son partitionnement en
sous-matrices cycliques
Définition 4.6 (Matrice quasi-cyclique). Une matrice est dite quasi-cyclique d’ordre Z si
elle peut être partitionnée en sous-matrices cycliques de taille Z × Z.
Exemple. Sur la figure 4.4 est représentée une matrice quasi-cyclique.
Définition 4.7 (Code LDPC quasi-cyclique). Un code LDPC est dit quasi-cyclique s’il pos-
sède une matrice de parité quasi-cyclique.
4.2 Codage des codes LDPC avec une structure convolutive
Pour les codes LDPC avec une structure convolutive, comme pour tout ceux utilisés
en pratique, le codage est systématique. Le mot de code c associé au mot d’information
u = (u1, . . . , uK) est donc de la forme c = (u1, . . . , uK , cK+1, . . . , cN ).
Si la structure de double diagonale de la matrice de parité est présente sur les N − K
dernières colonnes de celle-ci, le codage peut être schématisé par la figure 4.5. Il s’explique
grâce au graphe de Tanner que l’on peut déplier afin de placer à droite tous les nœuds d’in-
formation représentant des bits de parité. La structure convolutive est alors mise en évidence
par la régularité des arêtes reliant les nœuds de parité aux nœuds d’information qui ont été
déplacés (voir figure 4.6). Afin que les équations de parité soient satisfaites, le bit de parité
ci dépend du bit de parité ci−1, d’où l’utilisation du terme de structure convolutive.









cK+1, . . . , cN
répétition permutation addition







Figure 4.6 – Matrice de parité avec une structure convolutive et son graphe de Tanner
déplié





cK+1, . . . , cN
u1, . . . , uKu1, . . . , uK
Figure 4.7 – Étapes de codage des codes LDPC avec structure convolutive
Afin de déterminer la valeur des N −K bits de parité (cK+1, . . . , cN ), différentes étapes
sont effectuées. La première correspond à un répétiteur, chaque bit d’information est dupliqué
un certain nombre de fois, ils sont ensuite permutés afin de calculer des valeurs intermédiaires.
Ces valeurs sont ensuite entrées dans un codeur convolutif défini par (1, 11+DZ ) où Z est l’écart
entre les deux diagonales de la structure convolutive de H. Les bits de redondance émis par
ce codeur convolutif correspondent aux bits de redondance recherchés.
Remarque. Pour des matrices quasi-cycliques avec une structure convolutive, Z est égale-
ment l’ordre de quasi-cyclicité.
Il peut être remarqué que le codeur convolutif défini par (1, 11+DZ ) est un accumulateur.
D’où les noms donnés à ces codes dans la littérature :
– RA (repeat accumulate) lorsque la sous matrice A, composée des K premières colonnes
de la matrice de parité H, est régulière.
– IRA (irregular repeat accumulate) si la sous matrice A, composée des K premières
colonnes de H, est irrégulière.
– S-IRA (structured-irregular repeat accumulate) ou QC-IRA (quasi-cyclique irregular
repeat accumulate) si la matrice de parité H est également quasi-cyclique.
De plus, ces trois étapes de codage sont similaires au codage des turbo-codes, comme
représenté sur la figure 4.7. Seul le répétiteur est ajouté par rapport au schéma classique
du codage des turbo-codes (en considérant uniquement la première et la dernière sortie du
turbo-codeur).
Plus précisément, chaque bit d’information est dupliqué autant de fois qu’il intervient
dans une équation de parité (le bit ui est répété x fois, où x est le poids de la i-ème colonne
de H). Ces bits sont ensuite permutés afin de les ordonner de sorte que des bits intervenant
dans une même équation de parité soient consécutifs (en premier, sont donc placés une copie
de chacun des bits impliqués dans la première équation de parité, puis une copie de ceux
intervenant dans la seconde équation de parité et ainsi de suite). Les sommes, modulo 2, des
bits d’information intervenant dans chacune des équations de parité sont alors déterminées.
Ce sont ces valeurs qui sont codées grâce au codeur convolutif.
Sur l’exemple de la figure 4.6, les deux diagonales sont collées, Z = 1, le code convolutif
utilisé est donc défini par (1, 11+D ). Lorsque Z est supérieur à 1, le codage fait toujours appel à
un codeur convolutif, mais celui-ci peut également être parallélisé, ce qui le rend plus rapide.
Le facteur de parallélisation est égal à Z, la figure 4.8 illustre cette situation pour Z = 3 à
l’aide d’une matrice de parité et de son graphe de Tanner déplié (les nœuds représentant des
bits de parité sont placés à droite). Les différentes couleurs indiquent les bits de parité qui
sont liés entre eux. Le schéma de codage correspondant est celui de la figure 4.9.
















cK+1, cK+1+Z , . . .
cK+2, cK+2+Z , . . .
cK+3, cK+3+Z , . . .
codeur convolutif 11+DZ
Figure 4.9 – Codage avec parallélisation d’un code LDPC avec une structure convolutive
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Si la structure convolutive ne concerne pas tous les bits de parité (c’est-à-dire, que la
double diagonale est présente uniquement sur les toutes dernières colonnes de H, et non pas
sur les N −K dernières), une étape est ajoutée au codage afin de déterminer la valeur des
premiers bits de parité. Une fois ces bits de parité calculés, le codage convolutif peut être
appliqué. Dans la section consacrée aux codes LDPC normés avec une structure convolutive,
une méthode permettant de déterminer les valeurs de ces bits de parité sera expliquée si la
structure de la matrice de parité le nécessite.
La structure convolutive de ces codes LDPC peut également être utilisée lors du déco-
dage. En effet, un décodeur de type BCJR [1] peut être employé afin de corriger la partie
convolutive. Ce décodage mêlant le décodage classique des codes LDPC avec le décodage des
codes convolutifs permet de réduire le nombre d’itérations nécessaires.
4.3 Codage des codes LDPC quasi-cycliques
Le codage des codes LDPC quasi-cycliques s’effectue à partir de leur matrice génératrice
qui est elle aussi quasi-cyclique.
Proposition 4.8. La matrice génératrice d’un code LDPC quasi-cyclique est quasi-cyclique.
Les sous-matrices cycliques des matrices génératrice et de parité sont de même taille, notée
Z.
Pour les codes LDPC avec une structure convolutive, la taille Z des sous-matrices cy-
cliques définit l’écart entre les deux diagonales de la partie convolutive. D’où l’utilisation
d’un codeur convolutif défini par (1, 11+DZ ).
Les codes utilisés sont systématiques, la matrice génératrice G est donc systématique,
cependant le poids de ses N −K dernières colonnes peut être élevé. Le codage par multipli-
cation matricielle peut alors être coûteux. Une méthode de codage utilisant des registres à
décalage est alors plus efficace et profite de la structure quasi-cyclique de la matrice généra-
trice. Ce codage est schématisé par la figure 4.10 (où ⊗ désigne la multiplication de chacun
des éléments d’un vecteur par une même valeur binaire).
Le codage des codes LDPC quasi-cycliques peut donc faire appel à des registres à dé-
calage. En effet, la matrice génératrice G d’un code LDPC quasi-cyclique est de la forme
G = (Id|D) où D est une matrice quasi-cyclique de taille K × (N − K). Si di désigne la
i-ème ligne de la matrice D, et que le mot d’information à coder est u = (u1, . . . , uK) alors le
mot de code correspondant est : c = uG = (u1, . . . , uK , cK+1, . . . , cN ) avec (cK+1, . . . , cN ) =
u1d1 ⊕ u2d2 ⊕ · · · ⊕ uKdK . De plus, la quasi-cyclicité de D implique une logique entre ses
lignes, celle-ci est vérifiée sur des blocs de taille Z × Z. Lors du codage, cette propriété est
obtenue grâce aux registres à décalage qui sont réinitialisés tous les Z tops d’horloge. Au iZ-
ème top d’horloge, l’initialisation est donnée par la ligne diZ (le premier registre est initialisé
par les Z premiers bits de diZ , le second par les Z bits suivants et ainsi de suite).
Au i-ème top d’horloge, la concaténation du contenu des registres à décalage permet de
reconstruire la ligne di de la matrice D, celle-ci est ensuite multipliée par le i-ème bit d’in-
formation afin de déterminer uidi. Le vecteur ainsi calculé est ajouté (modulo 2) au vecteur
obtenu précédemment, le vecteur résultat contient alors u1d1 ⊕ u2d2 ⊕ · · · ⊕ uidi. Au top
d’horloge suivant, le contenu des registres est décalé d’un cran et le bit d’information ui+1














Figure 4.10 – Schéma de codage des codes LDPC quasi-cylciques
est entré dans le codeur. Lorsque tous les bits d’information ont été entrés dans le codeur,
le vecteur résultat contient la parité recherchée. La concaténation de l’information et de la
parité ainsi déterminée forme alors le mot de code.
Conclusion.
Ces méthodes de codages mettent en évidence l’intérêt d’utiliser des matrices structurées,
le coût du codage en est ainsi diminué. De plus, le stockage des matrices génératrice et de
parité est lui aussi beaucoup plus faible, en particulier pour les matrices quasi-cycliques. En
effet, pour ces matrices, stocker une ligne sur Z est suffisant pour les déterminer entièrement.
La densité des matrices de parité des codes LDPC assure un faible nombre de coefficients
non nuls sur chacune des lignes, ainsi conserver uniquement les positions des coefficients non
nuls d’une ligne sur Z est suffisant et ne nécessite que peu de place en mémoire.
Pour les codes LDPC qui sont à la fois quasi-cycliques et avec une structure convolutive
(autrement dit S-IRA) les deux méthodes de codage décrites ci-dessus peuvent être utilisées.
D’autres méthodes de codage existent et utilisent plus finement les structures de la matrice
de parité ou de la matrice génératrice. Les méthodes employées dépendent principalement de
l’utilisation du code LDPC considéré.
Notations.
Les deux sections suivantes sont consacrées aux matrices de parité normées, afin de simpli-
fier la représentation de ces matrices, les notations suivantes sont utilisées :
– Z : taille des sous-matrices cycliques de H (par définition, Z divise N et N −K).
– Pi : matrice binaire de taille Z ×Z obtenue par décalage cyclique de i positions vers la
droite de la matrice identité. P0 représente donc la matrice identité.
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– (vide) : matrice nulle de taille Z×Z (elle est parfois notée 0 afin de faciliter la lecture).
–  : matrice binaire de taille Z ×Z nulle ou obtenue par décalage cyclique de la matrice
identité.
– ? : matrice binaire de taille Z × Z cyclique (nulle ou obtenue en additionnant une ou
plusieurs matrices identité décalées cycliquement vers la droite).
4.4 Codes LDPC avec une structure convolutive
Les codes LDPC ayant une matrice de parité avec une structure convolutive sont les plus
représentés dans les normes de télécommunication. En effet, c’est le cas des codes LDPC
utilisés dans les normes :
– ETSI DVB-C2 [45]
– ETSI DVB-S2 [42]
– ETSI DVB-S2X [41]
– ETSI DVB-T2 [43]
– ETSI DVB-NGH [44]
– ETSI DVB-RCS+M [40]
– ETSI GMR-1 [47]
– ETSI GMPRS-1 [46]
– IEEE 802.11 [61]
– IEEE 802.11n [65]
– IEEE 802.11ac [62]
– IEEE 802.11ad [63]
– IEEE 802.11af [64]
– IEEE 802.16 [67]
– IEEE 802.16e [68]
– IEEE 802.20 [69]
– IEEE 802.20.2 [60]
– IEEE 802.22 [70]
– ITU-T G9960 [112]
– WiMedia [141]
– CCSDS 131.5 [16]
Parmi ces codes, une majorité sont quasi-cycliques, ils sont présentés dans la sous-section
suivante. D’autres peuvent être mis sous forme quasi-cyclique en effectuant une permutation
sur les colonnes de la matrice de parité, ils font l’objet de la sous-section 4.4.2. Enfin, la sous-
section 4.4.3 est consacrée aux codes LDPC normés qui possèdent une structure convolutive
mais qui ne sont pas quasi-cycliques (même en effectuant des permutations).
Notations. Afin de limiter les répétitions, les normes IEEE 802.11, 802.11n, 802.11ac
et 802.11af sont, à partir de maintenant, notées 802.11*. Les codes LDPC utilisés dans ces
différentes normes sont identiques, il n’est donc pas utile de les distinguer. Remarquons que
la norme 802.11ad n’est pas incluse dans la notation 802.11*, en effet, les codes LDPC utilisés
dans cette norme sont différents. De la même façon, les normes IEEE 802.16 et 802.16e ainsi
que 802.20 et 802.20.2 sont respectivement regroupées sous les notations 802.16* et 802.20*.
4.4.1 Codes LDPC quasi-cycliques avec une structure convolutive
Les codes LDPC normés possédant une structure convolutive et étant quasi-cycliques ne
sont pas S-IRA au sens où la partie convolutive ne concerne pas les N −K dernières colonnes
de la matrice de parité. Cependant, leurs structures sont très proches des S-IRA mais varient
légèrement d’une norme à une autre.
a. Normes IEEE 802.11*, 802.16*, 802.22 et WiMedia
Dans ces normes [61,62,64,65,67,68,70,141], les codes LDPC utilisés sont quasi-cycliques,
avec des sous-matrices cycliques de taille Z × Z où
Z =
{
N/24 pour les normes IEEE 802.11*, 802.16* et 802.22
30 pour la norme WiMedia
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Schématiquement, toutes les matrices de parité de ces codes sont de la forme :
H =

 · · · · · · · · ·  Pi P0
 · · · · · · · · ·  P0 P0








... · · · · · · · · ·
...
. . . P0
 · · · · · · · · ·  Pi P0

Cette structure, très proche de celle des codes LDPC dits S-IRA, leur a donné le nom de
S-IRA Influenced. Les autres codes LDPC normés avec une structure convolutive et quasi-
cycliques ont des structures dérivées de celle-ci, la dénomination S-IRA Influenced sera lors
utilisée pour désigner cette structure de base.
Afin de mieux visualiser ces matrices de parités, l’une d’entre elles est donnée par la figure
4.11.
Dans les normes, ces codes sont irréguliers, de longueur N comprise entre 384 et 2 304 et
de rendement R = 1/2, 2/3, 3/4 ou 5/6. Le poids des lignes de la matrice de parité varie en
fonction du rendement R du code, il est de :
– 7 et 8 pour R = 1/2,
– 11 pour R = 2/3,
– 14 et 15 pour R = 3/4,
– entre 19 et 22 pour R = 5/6.
Pour chaque norme et chaque rendement, le polynôme ρ(x) définissant précisément le
poids des lignes de la matrice H est donné en annexe A.
Codage de ces codes LDPC. Une façon de coder ces codes LDPC consiste à utiliser
leur structure convolutive. Celle-ci ne concerne pas les N −K dernières colonnes de H mais
seulement les N −K − Z dernières. La méthode de codage présentée dans la section précé-
dente ne peut donc pas être directement appliquée, une étape supplémentaire est à effectuer.
Celle-ci consiste à additionner par bloc les lignes de la matrice de parité. La structure de
H implique une structure sur les Z lignes ainsi obtenues. En effet, elles sont de la forme
(?, . . . , ?, Pj , 0, . . . , 0) (voir figure 4.12). Les Z premiers bits de parité sont déduits à partir
des équations de parité ainsi formées. Effectivement, grâce à cette matrice des dépendances
impliquant uniquement des bits d’information et un unique bit de parité sont connues.
Une fois ces premiers bits de parité calculés, les suivants sont déterminés en utilisant des
codeurs convolutifs comme expliqué précédemment. Pour cela, les Z premiers bits de parité
jouent le même rôle que les bits d’information, ils sont donc dupliqués et permutés avant d’être
additionnés puis entrés dans le codeur convolutif. (Les Z dernières lignes de H sont ignorées
lors de cette étape, les équations de parité définies par ces lignes seront, par construction,
vérifiées par les mots de code ainsi obtenus.)
b. Norme WiMedia (deuxième structure)
Dans la norme WiMedia [141], deux longueurs de code LDPC sont utilisées. Pour la
longueur la plus petite (N = 1 200) la matrice de parité possède la structure présentée dans
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Figure 4.11 – Norme IEEE 802.11n, R = 1/2, N = 1 296, K = 648 et Z = 54
Figure 4.12 – Matrice obtenue en additionnant par bloc les lignes de la matrice de parité
de la norme 802.11n pour R = 1/2 et N = 1 296 (figure 4.11)
le paragraphe précédent (S-IRA Influenced), ce qui n’est pas le cas des codes LDPC de
longueur N = 1 320. Ces codes ont une matrice de parité obtenue par extension des matrices
de parité des codes plus petits. La forme de ces matrices de parité peut être schématisée de
la façon suivante :
H =

 · · · · · · · · ·  Pi P0
... · · · · · · · · ·
... P0 P0








... · · · · · · · · ·
...
. . . P0
 · · · · · · · · ·  Pi P0
 · · · · · · · · ·   · · · · · · · · · · · ·  Ps P0
... · · · · · · · · ·
...
... · · · · · · · · · · · ·
... Pt P0 P0
... · · · · · · · · ·
...
... · · · · · · · · · · · ·
... P0 P0
 · · · · · · · · ·   · · · · · · · · · · · ·  Ps P0

Comme précédemment, il s’agit de codes irréguliers et les sous-matrices cycliques sont
de taille Z × Z avec Z = 30. Avec cette longueur de code, les rendements formés sont
R = 5/11, 6/11, 15/22 et 8/11. Le poids des lignes de la matrice H varie entre 5 et 15 en
fonction du rendement considéré (voir en annexe A pour plus de précision).
Cette structure peut être vue comme la concaténation de deux matrices de parité de type
S-IRA Influenced. Le codage de ces codes se découpe en deux étapes qui sont enchâınées,
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chacune correspondant à un codage à partir d’une des deux sous-matrices qui compose la
matrice de parité.
Codage de ces codes LDPC. La partie basse de la matrice de parité est toujours
composée de 4 blocs de Z lignes, la partie haute possède donc N−K−4Z lignes. En utilisant
uniquement ces N −K− 4Z premières lignes, la méthode de codage définie pour les matrices
de parité de type S-IRA Influenced est appliquée (addition des blocs afin de déterminer les
Z premiers bits de parité, puis utilisation de la méthode de codage des codes LDPC avec
une structure convolutive pour trouver les bits de parité suivants). Les N −K− 4K premiers
bits de parité sont maintenant connus, la même méthode de codage est de nouveau appliquée
mais en utilisant la matrice définie par les 4Z dernières lignes de H. Pour ce codage, les
N −K − 4Z bits de parité déterminés précédemment jouent le rôle de bits d’information. En
effet, cette seconde étape de codage, correspond à l’encodage par un code LDPC de longueur
N et de dimension N − 4Z.
c. Norme IUT-T G.9960
Dans la norme IUT-T G.9960 [112], les matrices de parité ont une structure très proche
de la structure dite S-IRA Influenced. Elle peut être schématisée par :
H =

 · · · · · · · · ·  P0
 · · · · · · · · ·  Pi P0 P0








... · · · · · · · · ·
...
. . . P0
 · · · · · · · · ·  Pi Pk P0

Les différences avec la structure S-IRA Influenced portent sur la position du premier bloc
non nul de la partie de parité. En effet, celui-ci ne se trouve plus sur les Z premières lignes
mais sur les Z suivantes. De plus, un bloc obtenu par décalage de la matrice identité est
également ajouté sur les colonnes correspondant au second bloc de bits de parité. Cependant,
comme dans les normes 802.11*, 802.16*, 802.22 la taille Z des sous-matrices cycliques est
définie par Z = N/24.
Dans la norme IUT-T G9960, les codes utilisés sont irréguliers et de rendement R = 1/2,
2/3 et 5/6. Les lignes de la matrice H sont de poids compris entre :
– 5 et 7 lorsque R = 1/2,
– 9 et 11 pour R = 2/3,
– 19 et 21 quand R = 5/6,
(plus de précision sur ces poids sont donnés en annexe A). Dans cette norme, sept longueurs
de code sont normalisées, elles sont comprises entre 336 et 8 640.
Codage de ces codes LDPC. Le codage à partir de ces matrices de parité s’effectue en
3 étapes, les deux premières servant à déterminer les premiers bits de parité afin de pouvoir
ensuite effectuer un codage utilisant la structure convolutive de ces codes.
D’après le schéma représentant ces matrices de parité, les Z premières lignes de H définissent
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Z équations de parité faisant intervenir des bits d’information et un unique bit de parité.
Grâce à ces équations, les bits de parité concernés peuvent être calculés, il s’agit des bits
cK+Z+1 à cK+2Z+1. Ensuite, en additionnant par bloc les lignes de la matrice H, Z équations
de parité sont déduites. Par construction, ces nouvelles équations de parité font intervenir un
(et un seul) des Z premiers bits de parité ainsi qu’un des bits de parité déterminé lors de la
première étape du codage. Le bit de parité dont la valeur n’est pour l’instant pas connue est
donc défini par un ensemble de bits connus, il en est alors déduit.
Une fois ces deux étapes effectuées, les 2Z premiers bits de parité sont connus, ils peuvent
alors être utilisés de la même façon que des bits d’information pour le codage des derniers
bits de parité. Ce codage s’effectue en utilisant la structure convolutive de H et la méthode
décrite au début de ce chapitre.
d. Normes IEEE 802.20*
Une dernière variante de la structure S-IRA Influenced est celle présente dans les normes
IEEE 802.20* [60,69]. Dans ces normes, les matrices de parité sont de la forme suivante :
H =

 · · · · · · · · ·  Pi P0
... · · · · · · · · ·
... P0 P0








... · · · · · · · · ·
...
. . . P0
 · · · · · · · · ·  Pi P0
 · · · · · · · · ·   · · · · · · · · · · · ·  P0
... · · · · · · · · ·
...
... · · · · · · · · · · · ·
... P0
... · · · · · · · · ·
...
... · · · · · · · · · · · ·
...
. . .
 · · · · · · · · ·   · · · · · · · · · · · ·  P0

Ces codes correspondent donc à la concaténation de deux codes LDPC, dont le premier
est défini par une matrice de parité de type S-IRA Influenced.
Ces codes sont construits à partir de protographes et portent le nom de AR4JA (Accu-
mulate Repeat 4 Jagged Accumulate) [36,37,126]. Ici, nous nous intéressons uniquement à la
structure de la matrice de parité et non à la façon dont elle est obtenue.
Les codes LDPC utilisés dans cette norme sont donc irréguliers. La valeur de Z est va-
riable, ce qui implique des codes de longueur variable (comprise entre 33Z et 58Z). Les six
rendements définis sont entre 2/11 et 11/58. Quel que soit le rendement et la longueur du
code considéré, les lignes de la matrice de parité H sont de poids, au plus, 7.
4.4.2 Codes LDPC avec une structure convolutive presque quasi-cycliques
après permutation
Les normes ETSI utilisant des codes LDPC [40–47] ainsi que la norme CCSDS 131.5 [16],
font appel à des codes avec une structure convolutive mais qui sont, à première vue, non
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Figure 4.13 – Norme ETSI GMR-1, N = 976, K = 488, R = 1/2 et Z = 61.
quasi-cycliques. Cependant, leur construction est extrêmement structurée et en appliquant
une permutation (elle aussi très structurée) sur les colonnes des matrices de parité normées, il
est possible d’obtenir des matrices presque quasi-cycliques (au sens où elle ne diffère que dans
une position d’une matrice quasi-cyclique) mais ne possédant plus de structure convolutive.
La construction des matrices de parité des codes LDPC utilisés dans les normes ETSI
DVB-(C2, S2, S2X, T2, NGH, RCS+M), GMR-1, GMPRS-1 et CCSDS 131.5 est la sui-
vante : sur la partie de redondance de H (c’est-à-dire les N −K dernières colonnes) seuls les
éléments de la diagonale et de la sous-diagonale sont non-nuls. H possède donc une structure










Quant-à la matrice A, elle est construite par blocs de Z colonnes. Dans un bloc, la
i-ème colonne est égale à la (i− 1)-ème décalée cycliquement de q positions vers le bas (avec
q = (N −K)/Z). Ces matrices sont irrégulières, il s’agit donc de codes LDPC dits IRA. Les
longueurs des codes normés de ce type sont très variables, entre 950 et 64 800 pour les normes
ETSI et entre 576 et 24 576 pour la norme CCSDS 131.5. Le poids des lignes de H varie lui
aussi, il est au minimum de 3 (pour les faibles rendements) et au maximum de 37 (pour les
forts rendements) des normes ETSI. Pour la norme CCSDS 131.5, le poids les lignes de la
matrice de parité est compris entre 10 et 55. Toutes les longueurs et dimensions normées,
ainsi que les polynômes indiquant la répartition de poids sont donnés en annexe A.
Afin de mieux visualiser la structure de ces codes LDPC, la figure 4.13 représente une des
matrices normées de cette forme.
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Figure 4.14 – Norme ETSI GMR-1, N = 976, K = 488, R = 1/2 et Z = 61 après
permutation des lignes et des colonnes.
En permutant les lignes puis les colonnes de H, la matrice H′ obtenue est une matrice de
parité d’un code LDPC équivalent au code d’origine. Elle peut être représentée de la façon
suivante. Remarquons que la permutation sur les colonnes concerne uniquement les colonnes
de la partie de parité.
H′ =

? . . . . . . ? P0 P̃−1
... . . . . . .
... P0 P0












? . . . . . . ? P0 P0

avec P̃−1 définie par
P̃−1 =

0 · · · · · · · · · 0
1 . . .
...







0 · · · 0 1 0

La sous-matrice P̃−1 n’est pas quasi-cyclique (à cause de son coefficient nul dans le coin
supérieur droit). La matrice H′ n’est donc pas quasi-cyclique, mais presque quasi-cyclique.
C’est également à cause de ce coefficient nul dans P̃−1 que H′ ne possède pas de structure
convolutive. La matrice H′ est donc presque quasi-cyclique et ses sous-matrices sont de taille
Z × Z. Dans la majorité des normes utilisant des codes de ce type, Z est égal à 360 mais il
varie entre 8 et 128 pour les codes de petite longueur (≤ 32 000).
Pour illustration, après permutation des lignes et des colonnes la matrice de parité de la
figure 4.13 devient la matrice de la figure 4.14.
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4.4.3 Codes LDPC non quasi-cycliques avec une structure convolutive
La norme CCSDS 131.5 [16] est l’unique norme qui utilise des codes LDPC avec une
structure convolutive mais non quasi-cycliques. Dans cette norme, seule la construction de la
matrice de parité du code utilisée est définie ; il s’agit de codes LDPC dits flexibles et notés






où H0 est une petite matrice binaire non-structurée, chacun de ses coefficients est choisi
aléatoirement (ils ont la même probabilité d’être nul que d’être non-nul). La matrice Hu est
définie par le poids de ses colonnes et elle est construite à partir d’une permutation aléatoire.
Quant à la sous-matrice Hp c’est elle qui assure la partie convolutive du code ainsi défini,
elle est composée de la diagonale et de la sous-diagonale :
Hp =

1 0 · · · · · · 0
1 1 . . .
...





. . . 0
0 . . . 0 1 1

Les codes LDPC possédant de telles matrices de parité sont particulièrement adaptés au
cas du canal à effacement. Dans la norme CCSDS 131.5 les longueurs et rendements des codes
utilisés ne sont pas explicités, seuls deux exemples sont cités afin d’illustrer la performance
de ces codes, ils sont de longueurs 1 536 et 12 288 et de rendement 2/3.
4.5 Codes LDPC sans structure convolutive
Certaines normes utilisent des codes LDPC qui ne possèdent pas de structure convolutive,
ce sont les formes très variées des matrices de parité de ces codes qui vont être listées dans
cette section. Les normes utilisant de tels codes LDPC sont :
– IEEE 802.11ad [63]
– IEEE 802.15.3c [66]
– IEEE 802.3 [71]
– IEEE 802.3an [72]
– IEEE 1901 [59]
– CCSDS 131.1 [15]
– CCSDS 231.1 [17]
– CMMB [26]
Comme pour les matrices de parité avec une structure convolutive, ces matrices peuvent
être classées en plusieurs groupes en fonction de leur quasi-cyclicité. En effet, elles peuvent
être quasi-cycliques par construction, ou être mises sous forme quasi-cyclique par permutation
des lignes et des colonnes ou ni l’un ni l’autre, dans ce cas, elles sont dites non quasi-cycliques.
4.5.1 Codes LDPC quasi-cycliques sans structure convolutive
a. Normes IEEE 802.11ad et 802.15.3c
Les codes LDPC utilisés dans la norme IEEE 802.11ad ainsi qu’une partie de ceux de la
norme IEEE 802.15.3c possèdent une matrice de parité qui peut être schématisée de la façon
suivante :
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H =

 · · · · · · · · ·  P0
... · · · · · · · · · · · · . . . P0
... · · · · · · · · · · · · · · · . . . . . .
... · · · · · · · · · · · · · · · · · · . . . . . .
 · · · · · · · · · · · · · · · · · · · · ·  P0

Même si la matrice de parité, explicitement donnée dans la norme, n’est pas sous cette
forme, elle peut y être ramenée par une simple permutation de ses lignes.
La figure 4.15 représente la matrice de parité d’un des codes LDPC normés de ce type.
Dans les normes IEEE 802.11ad et 802.15.3c, ces codes LDPC sont irréguliers, de longueur
N = 672, les sous-matrices cycliques sont de taille Z×Z avec Z = 42 dans la norme 802.11ad
et Z = 21 dans la norme 802.15.3c et leurs rendements varient entre 1/2 et 7/8. Comme pour
les autres structures, tous les paramètres normés sont listés en annexe A avec les polynômes
définissant le poids des lignes de la matrice de parité.
Figure 4.15 – Norme IEEE 802.11ad, N = 672, K = 420, R = 5/8 et Z = 42
b. Norme IEEE 802.15.3c (deuxième structure)
La norme IEEE 802.15.3c utilise un autre code LDPC, ce code possède une matrice de
parité quasi-cyclique mais celle-ci ne peut pas être mise sous forme triangulaire inférieure
contrairement à la structure précédente. La représentation schématique de cette matrice est
donc
H =
 · · · ... · · · ...
 · · · 

Cette matrice de parité (représentée sur la figure 4.16) est irrégulière et définit un code
LDPC de longueur N = 672, de dimension K = 336 et donc de rendement R = 1/2. Ses
sous-matrices cycliques sont de taille Z ×Z avec Z = 21 et ses lignes sont de poids 6, 7 et 8.
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Figure 4.16 – Norme IEEE 802.15.3c N = 672, K = 336, R = 1/2 et Z = 21
c. Norme CCSDS 131.1 (première structure)
Deux types de codes LDPC sont utilisés dans la norme CCSDS 131.1 [15], le premier d’entre-
eux est obtenu à partir de la géométrie euclidienne, d’où son nom LDPC QC-EG (Quasi-Cyclic
Euclidean Geometry) [78]. Seule la structure de la matrice de parité est considérée, nous ne
nous intéresserons pas plus précisément à sa construction. Schématiquement ce type de codes
LDPC peut être représenté par :
H =
(
? · · · · · · ?
? · · · · · · ?
)
Plus précisément, le code LDPC de cette forme, utilisé dans la norme CCSDS 131.1, pos-
sède une matrice de parité composée de 2 × 16 sous-matrices cycliques de taille Z × Z avec
Z = 511. Chaque sous-matrice est obtenue en additionnant deux matrices identité décalées
cycliquement vers la droite. Cette matrice est représentée sur la figure 4.17.
Cette matrice de parité est régulière, toutes ses lignes sont de poids 32 et toutes ces
colonnes de poids 4. Elle définie un code de longueur N = 8 176 et de dimension K = 7 156. Il
peut être remarqué que cette matrice de parité n’est pas de rang plein, en effet, elle possède
1 022 lignes alors que N − K = 1 020 (elle contient donc deux sommes de lignes qui sont
nulles).
Figure 4.17 – Norme CCSDS 131.1, N = 8 176, K = 7 156 et Z = 511
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Figure 4.18 – Norme CCSDS 131.1, N = 1 408, K = 1 024 et Z = 32
d. Norme CCSDS 131.1 (deuxième structure)
D’autres codes LDPC sont utilisés dans la norme CCSDS 131.1 [15], ils sont construits à
partir de protographes [36,37,126]. Ils s’agit de codes quasi-cycliques, la méthode de codage
des codes LDPC quasi-cycliques présentée précédemment est décrite dans cette norme.
Dans la norme CCSDS 131.1, les codes de ce type sont irréguliers, leurs sous-matrices
cycliques sont de taille Z × Z avec Z valant 128, 256, 512, 1 024, 2 048, 4 096, ou 8 192. Les
différents paramètres normés sont listés en annexe A.
Sur la figure 4.18 est représenté le code de plus haut rendement (R = 4/5) utilisé dans
cette norme. Les matrices de parité des codes de rendement inférieur sont des sous-matrices
de celle-ci. Par exemple, pour obtenir la matrice de parité du code de rendement R = 3/4
il suffit de tronquer les 8Z premières colonnes de la matrice de parité définissant le code de
rendement R = 4/5.
Il peut être noté que, dans cette norme, les 4Z derniers bits de redondance sont toujours
poinçonnés lorsqu’un code LDPC de ce type est utilisé.
e. Norme CCSDS 231.1
La norme CCSDS 231.1 [17] fait appel à des codes LDPC binaires mais également à des
codes LDPC non binaires. Trois codes LDPC binaires sont normés, ils sont de petite taille
(128, 256 et 512) et de rendement 1/2. Leurs matrices de parité sont de la forme :
H =

?    0   P0
 ?   P0 0  
  ?   P0 0 
   ?   P0 0

Afin de mieux visualiser cette structure, la figure 4.19 représente la plus grande des ma-
trices normalisées. Toutes les lignes des matrices normées sont de poids 8, en effet, dans la
structure ci-dessus, les sous-matrices notées par ?, sont toutes obtenues en additionnant deux
matrices identités décalées cycliquement vers la droite.
Quant aux codes LDPC non-binaires utilisés dans cette norme ils sont également très
structurés et définis sur GF (256) et GF (16).
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Figure 4.19 – Norme CCSDS 231.1, N = 512, K = 256 et Z = 64
4.5.2 Codes LDPC sans structure convolutive quasi-cycliques après per-
mutation
Certains codes LDPC normés, tels que ceux utilisés dans les normes CMMB [26] et IEEE
802.15.3c [66], ne possèdent pas de structure convolutive et sont, à première vue, non quasi-
cycliques. Cependant, en appliquant une permutation (très structurée) sur les colonnes des
matrices de parités normées, une matrice de parité quasi-cyclique d’un code équivalent peut
être obtenue.
a. Norme CMMB
Deux codes LDPC sont définis dans cette norme [26], ils sont de rendements R = 1/2 et




H1 H256 H255 · · · · · · H2
H2 H1 H256










. . . H255
...
. . .
. . . H256
H256 H255 · · · · · · H2 H1

où Hi désigne une matrice binaire de taille Z1 × Z2 avec
– pour R = 1/2 : Z1 = 18 et Z2 = 36
– pour R = 3/4 : Z1 = 9 et Z2 = 36
Dans la norme CMMB, ces codes sont réguliers et de longueur N = 9 216. Les lignes des
matrices de parité sont de poids 6 ou 12 selon le rendement considéré. Pour obtenir de tels
poids, la plupart des sous-matrices Hi sont nulles.
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Figure 4.20 – Norme CMMB, N = 9 216, K = 6 912 et R = 3/4
Figure 4.21 – Norme CMMB, N = 9 216, K = 6 912 et R = 3/4 après permutation des
lignes et des colonnes
La figure 4.20 représente une de ces matrices de parité, telle que donnée dans la norme.
Proportionnellement aux dimensions de la matrice, les sous-matrices Hi sont petites et ne
sont par conséquent pas très visibles sur la figure. Quant à la figure 4.21, elle représente la
matrice obtenue après permutation des lignes et des colonnes.
b. Norme IEEE 802.15.3c (troisième structure)
Un troisième type de code LDPC est utilisé dans la norme IEEE 802.15.3c [66], celui-ci
définit des codes réguliers de rendement R = 14/15. La seule longueur pour laquelle il est
normé est N = 1 440.




H1, H2, . . . ,H96
)
où Hi+1 est de taille 96× 15 et est égale à Hi décalée cycliquement d’une unité vers le haut.
Avec cette construction, toutes les lignes de H sont du même poids. Dans la norme 802.15.3c,
ce poids est de 45.
La structure très forte de cette matrice de parité permet de la mettre sous forme quasi-
cyclique en appliquant une permutation sur ses lignes et ses colonnes. Les figures 4.22 et 4.23
illustrent la matrice de parité avant et après permutation.
Figure 4.22 – Norme IEEE 802.15.3c N = 1 440, K = 1 344 et R = 14/15
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Figure 4.23 – Norme IEEE 802.15.3c N = 1 440, K = 1 344, R = 14/15, Z = 96 après
permutation des lignes et des colonnes
Figure 4.24 – Norme IEEE 802.3, N = 2 048 et K = 1 723
4.5.3 Codes LDPC sans structure convolutive non quasi-cycliques
Deux normes utilisent des codes LDPC qui ne possèdent pas de structure convolutive et
qui sont non quasi-cycliques. Pour chacune d’elle la construction de la matrice de parité est
très particulière.
a. Normes IEEE 802.3 et IEEE 802.3an
Un seul code LDPC est utilisé dans les normes IEEE 802.3 et 802.3an [71,72], il s’agit d’un
code de longueur N = 2 048 et de dimension K = 1 723. La matrice de parité de ce code est
construite à partir d’un code de Reed-Solomon qui a été fortement raccourci, seulement deux
symboles d’information sont conservés [38]. La matrice de parité obtenue est régulière ; dans
la norme, toutes ses lignes sont de poids 32 et toutes ses colonnes de poids 6. Cependant,
cette matrice n’est pas de rang plein. Par exemple, la matrice explicitée dans cette norme
possède N −K + 59 lignes.
Par construction, en appliquant une permutation sur les lignes et les colonnes de la ma-
trice de parité, il est possible d’obtenir une matrice d’un code équivalent tel que celle-ci soit
partitionnable en sous-matrices carrées où chacune d’elle est une matrice de permutation.
Dans les normes 802.3 et 802.3an, la matrice de parité H est explicitée (représentée sur
la figure 4.24), tout comme la matrice génératrice ainsi que les permutations à effectuer sur
les lignes et les colonnes de H de sorte à obtenir une matrice triangulaire inférieure.
b. Norme IEEE 1901
Dans la norme IEEE 1901 [59], les codes LDPC utilisés sont tout autant des codes convolu-
tifs que des codes LDPC. En effet, ils possèdent une matrice de parité infinie qui est construite
à partir de l’écriture binaire de trois polynômes. Ces trois polynômes sont répétés alternati-
vement en les décalant vers la droite. Ces codes ont d’ailleurs étés présentés comme des codes
convolutifs avec des matrices de parité creuses [49].
Dans la norme, les trois polynômes utilisés possèdent le même nombre de coefficients non-
nuls. Ce poids varie entre 6 et 15 en fonction du rendement considéré. Sur la figure 4.25 est
représentée la matrice de parité tronquée pour R = 1/2 et N = 2 000.
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Figure 4.25 – Norme IEEE 1901, R = 1/2 et N = 2 000







5.1 La reconnaissance des turbo-codes
Pour reconstituer un turbo-code, il nous faut non seulement reconstituer les deux codes
convolutifs, mais aussi la permutation qui est utilisée. C’est ce dernier point qui se révèle très
souvent être le plus délicat à effectuer.
La reconnaissance des turbo-codes a fait, ces dernières années, l’objet de diverses publi-
cations. La majorité de ces publications concernent la reconnaissance d’un ou des deux codes
convolutifs des turbo-codes parallèles. C’est par exemple le cas des articles [33,34,150], c’est
également le cas de [58, 100] mais uniquement sur des données non bruitées. L’article [108]
décrit une méthode permettant de retrouver à partir de données bruitées quelques paramètres
du turbo-code tels que le rendement des codes convolutifs et la longueur de la permutation.
Quant à la méthode proposée dans l’article [125], elle a pour but de retrouver le motif du
poinçonnage utilisé.
Enfin, les premiers articles à reconstruire la permutation des turbo-codes parallèles sont [25]
et [29]. Avant eux, Barbier a proposé dans [2] une méthode pour reconstruire les turbo-codes,
et en particulier la permutation interne, mais il s’est avéré que le problème résolu ne corres-
pond pas au problème de la reconnaissance d’un turbo-code.
Un seul article [86] se consacre à la reconnaissance des turbo-codes série. Dans cet article
les codes convolutifs sont reconnus, la permutation est également reconstruite mais ceci grâce
à une forte hypothèse sur la structure de la permutation qui n’est donc pas aléatoire. En effet,
pour cette méthode, la position des bits d’information est supposée connue.
Ce chapitre présente un nouvel algorithme de reconstruction de la permutation. Celui-
ci est applicable aux cas des turbo-codes parallèles, des turbo-codes parallèles poinçonnés
ainsi qu’aux turbo-codes série. Il permet de retrouver la permutation utilisée à partir d’un
ensemble de mots de code bruités observés en sortie d’un canal de communication. Cette
méthode fait l’objet d’une publication à la conférence ISIT 2014 [127] et améliore les méthodes
existantes. Elle est d’abord présentée pour les turbo-code parallèles non poinçonnés, elle est
ensuite adaptée afin de reconstruire la permutation des turbo-codes poinçonnés. De façon
très similaire, elle est enfin appliquée aux turbo-codes série.





















Figure 5.1 – Notations pour les turbo-codes parallèles
5.2 Cas des turbo-codes parallèles (non poinçonnés)
5.2.1 Notations et hypothèses
La liste des hypothèses nécessaires pour cette méthode est la suivante, cette liste est
quasiment la même pour les trois types de turbo-codes (parallèles, parallèles poinçonnés et
série). Les notations utilisées pour les turbo-codes parallèles sont regroupées sur la figure 5.1.
1. Le codeur convolutif C2 est connu, il est systématique et de type (2, 1).
2. Le premier bit de redondance émis par le codeur C2 dépend du premier bit entrant dans
ce codeur.
3. Les registres du codeur C2 sont initialisés à 0 au début du codage de chaque mot.
4. La permutation π est de longueur N .
5. La permutation π est choisie de manière uniforme parmi les N ! possibles.
6. Le canal utilisé est sans mémoire, son type ainsi que sa probabilité d’erreur sont connus.
7. M mots d’information u1, . . . ,uM sont choisis aléatoirement, indépendamment les uns
des autres et suivant une distribution uniforme.
8. L’ensemble des M mots de code bruités m̃1, . . . , m̃M est donné.
9. Les trois sorties du codeurs sont séparées, autrement dit la décomposition des mots
bruités en trois vecteurs est donnée : m̃s = (ũs, ṽs, w̃s), ∀s ∈ {1, . . . ,M}.
Le fait de connâıtre le type du canal ainsi que sa probabilité d’erreur permet de détermi-
ner les probabilités P (ust = 0|ũst ), P (vst = 0|ṽst ) et P (wst = 0|w̃st ) pour tout t ∈ {1, . . . , N} et
tout s ∈ {1, . . . ,M}. Pour les trois canaux binaires qui sont utilisés par la suite, ces calculs
de probabilités peuvent s’effectuer en utilisant les rappels faits dans le chapitre 1.
Notations. Tous les vecteurs sont donc de taille N , leurs coefficients sont numérotés de
1 à N , par exemple u = (u1, . . . , uN ).
Si a = (a1, a2, . . . , aN ) est un vecteur alors la notation ai..j représente le sous-vecteur
(ai, . . . , aj).
L’hypothèse la plus importante porte sur la connaissance du codeur convolutif C2. Dans
la plupart des cas, cette hypothèse est vérifiée puisque les deux codeurs convolutifs sont gé-
néralement égaux et en utilisant les méthodes existantes de reconnaissance des codes convo-
lutifs [5, 9, 23,28, 35, 95, 101,103,104,131,134,156] à partir des vecteurs ũ et ṽ le code C1 est
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retrouvé. De plus, si les deux codes convolutifs sont différents un test exhaustif de tous les
codes possibles est réalisable. En effet, les codeurs convolutifs utilisés dans les turbo-codes
ont, habituellement, une mémoire d’au plus 3 or il existe seulement 36 codeurs de type (2, 1)
avec une mémoire inférieure ou égale à 3 respectant l’hypothèse numéro 2. Cette seconde
hypothèse est satisfaite par tous les codeurs utilisés en pratique, un codeur ne vérifiant pas
cette hypothèse émet au moins un bit ne dépendant pas de l’information, ce bit est donc in-
utile au décodage. Enfin, la troisième hypothèse peut être légèrement moins stricte. En effet,
il suffit de connâıtre l’initialisation des registres au début du codage de chaque mot, celle-ci
peut donc être égale à 0 pour chacun des mots ou varier d’un mot à un autre. Cependant il
est préférable de connâıtre cette initialisation.
5.2.2 Principe de la méthode et calculs des probabilités
Le but est de retrouver la permutation qui est la plus vraisemblablement celle utilisée
connaissant l’ensemble de mots observés en sortie de canal. Autrement dit, on souhaite trouver
la permutation π̃ maximisant la probabilité :
P (π = π̃|m̃1, . . . , m̃M )
Pour cela, la permutation est reconstruite pas à pas en maximisant, à chaque instant
t ∈ {1, . . . , N}, la probabilité :
P (π(t) = j|π̃(1), . . . , π̃(t− 1), ũ11..N , w̃11..t, ũ21..N , w̃21..t, . . . , ũM1..N , w̃M1..t)
La proposition 5.1 permet de simplifier le calcul de cette probabilité en la décomposant
en un produit de probabilités facilement calculables :
Proposition 5.1.











s=1 P (π(t) = j|π̃(1), . . . , π̃(t− 1), ũs1..N , w̃s1..t)
Démonstration. Afin de simplifier les écritures, les notations suivantes sont utilisées :
– Et l’événement π̃(1) = p1, . . . , π̃(t− 1) = pt−1 où (p1, . . . , pt−1) est un (t− 1)-uplet de
{1, . . . , N}t−1.




1..t sont égaux aux valeurs observées.
Avec ces notations, la probabilité à décomposer s’écrit : P (π(t) = j|Et, Ft,1, . . . , Ft,M )
L’hypothèse d’indépendance des mots de code implique :
P (Ft,1, . . . , Ft,M |Et, π(t) = j) =
M∏
s=1
P (Ft,s|Et, π(t) = j)
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D’où :
P (π(t) = j|Et, Ft,1, . . . , Ft,M ) =
P (Ft,1, . . . , Ft,M |Et, π(t) = j)P (Et, π(t) = j)
P (Et, Ft,1, . . . , Ft,M )
=
∏M
s=1 P (Ft,s|Et, π(t) = j)P (Et, π(t) = j)
P (Et, Ft,1, . . . , Ft,M )
=
∏M
s=1 P (π(t) = j|Et, Ft,s)
∏M
s=1 P (Et, Ft,s)P (Et, π(t) = j)∏M
s=1 P (Et, π(t) = j)P (Et, Ft,1, . . . , Ft,M )
L’hypothèse sur le choix uniforme de la permutation, entrâıne que P (Et, π(t) = j) ne
dépend pas de j. Par conséquent, la quantité ci-dessous ne dépend pas de la valeur de j.
∏M
s=1 P (Et, Ft,s)P (Et, π(t) = j)∏M
s=1 P (Et, π(t) = j)P (Et, Ft,1, . . . , Ft,M )
On en déduit :








P (π(t) = j|π̃(1), . . . , π̃(t− 1), ũs1..N , w̃s1..t),
où ρ est une constante de normalisation telle que :
N∑
j=1
P (π(t) = j|π̃(1), . . . , π̃(t− 1), ũ11..N , w̃11..t, . . . , ũM1..N , w̃M1..t) = 1.






P (π(t) = j|π̃(1), . . . , π̃(t− 1), ũs1..N , w̃s1..t)
Quant à la proposition 5.2 elle décompose le calcul de chacun des termes du produit pré-
cédent en fonction des probabilités déduites des observations en sortie de canal. Les calculs
de cette proposition font appel à des valeurs utilisées lors de l’algorithme de décodage BCJR





représente la somme sur tous les triplets possibles (a, b, β), tels
que si le codeur est à l’état α il passe à l’état β en entrant a et il émet alors b pour bit de
redondance.
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Proposition 5.2. Soit et l’état interne du codeur C2 après que les t premiers bits d’informa-
tion permutés sont entrés dans ce codeur. Soit la fonction f définie par :
f(α, a, b, t, j) def= P (ũj |uj = a)P (w̃t|wt = b)P (et−1 = α|ũπ̃(1)..π̃(t−1), w̃1..t−1)
Alors :







f(α, a, b, t, j) (5.1)
Ici γ est une constante de normalisation donnée par :
γ
def=
P (π̃(1), . . . , π̃(t− 1), π(t) = j)P (ũπ̃(1)..π̃(t−1), w̃1..t−1|π̃(1), . . . , π̃(t− 1))




Démonstration. La notation Et utilisée dans la proposition 5.1 est reprise, elle représente
l’événement π̃(1) = p1, . . . , π̃(t − 1) = pt−1, où (p1, . . . , pt−1) est un (t − 1)-uplet d’éléments
distincts de {1, . . . , N}. Il se déduit :
P (π(t) = j|Et, ũ1..N , w̃1..t)
= P (ũ1..N , w̃1..t|Et, π(t) = j)P (Et, π(t) = j)
P (ũ1..N , w̃1..t, Et)
= η1P (ũ1..N , w̃1..t|Et, π(t) = j),
où
– Si j ∈ {π̃(1), . . . , π̃(t− 1)} alors η1 = 0.
– Sinon η1 est une quantité qui ne dépend pas de j. Ceci vient du fait que P (ũ1..N , w̃1..t, Et)
ne dépend pas de j et du fait que π est supposée choisie uniformément et aléatoirement
ce qui implique que P (Et, π(t) = j) ne dépend pas de la valeur de j.
On en déduit les égalités suivantes :
P (ũ1..N , w̃1..t|Et, π(t) = j)
= P (ũπ̃(1)..π̃(t), ũπ̃(t+1)..π̃(N), w̃1..t|Et, π(t) = j)
= P (ũπ̃(1)..π̃(t), w̃1..t|Et, π(t) = j)P (ũπ̃(t+1)..π̃(N)|Et, π(t) = j, ũπ̃(1)..π̃(t), w̃1..t)
= P (ũπ̃(1)..π̃(t), w̃1..t|Et, π(t) = j)Πl /∈{π(1),...,π(t−1),j}P (ũl) (5.2)
= 1
P (ũj)




P (ũπ̃(1)..π̃(t), w̃1..t|Et, π(t) = j),
où η2 est une constante qui ne dépend pas de j. La quantité Πl /∈{π(1),...,π(t−1),j}P (ũl) de
l’équation (5.2) utilise le fait que les ũl sont indépendants de ũπ̃(1)..π̃(t−1), ũj et w̃1..t lorsque
l /∈ {π(1), . . . , π(t− 1), j}, par hypothèse du choix uniforme et aléatoire de l’information.
Il faut donc déterminer P (ũπ̃(1)..π̃(t), w̃1..t|Et, π(t) = j) :
P (ũπ̃(1)..π̃(t), w̃1..t|Et, π(t) = j)
= P (ũπ̃(1)..π̃(t−1), w̃1..t−1|Et, π(t) = j)P (ũπ̃(t), w̃t|Et, π(t) = j, ũπ̃(1)..π̃(t−1), w̃1..t−1)
= P (ũπ̃(1)..π̃(t−1), w̃1..t−1|Et)P (ũj , w̃t|Et, π(t) = j, ũπ̃(1)..π̃(t−1), w̃1..t−1)
= η3P (ũj , w̃t|Et, π(t) = j, ũπ̃(1)..π̃(t−1), w̃1..t−1)
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Il peut être remarqué que la quantité η3 = P (ũπ̃(1)..π̃(t−1), w̃1..t−1|Et) ne dépend pas de
j. Il faut maintenant déterminer la probabilité :
A(j) def= P (ũj , w̃t|Et, π(t) = j, ũπ̃(1)..ũ(t−1), w̃1..t−1)
En notant et l’état interne du codeur C2 à l’instant t, c’est-à-dire après avoir entré uπ(1)..π(t)
dans celui-ci, il se déduit les égalités suivantes. Pour rappel, et ∈ {0, 1}m où m est le nombre




P (et−1 = α|Et, π(t) = j, ũπ̃(1)..π̃(t−1), w̃1..t−1)










f(α, a, b, t, j)
Ici f(α, a, b, t, j) def= P (ũj |uj = a)P (w̃t|wt = b)P (et−1 = α|ũπ̃(1)..π̃(t−1), w̃1..t−1).
L’égalité (5.3) découle du fait que ũj et w̃t sont liés à ũπ̃(1)..π̃(t−1) et w̃1..t−1 uniquement par
et−1.
En reprenant les calculs précédents on en déduit :
P (π(t) = j|Et, ũ1..N , w̃1..t)























f(α, a, b, t, j),
où
γ
def= P (Et, π(t) = j)





est une quantité qui ne dépend pas de j.
Dans l’expression de f(α, a, b, t, j) les probabilités P (ũj |uj = a) et P (w̃t|wt = b) dé-
pendent du type de canal utilisé, les équations suivantes permettent d’exprimer f(α, a, b, t, j)
en fonction des probabilités déduites des observations en sortie de canal. Ceci permet d’obtenir
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un algorithme de reconstruction ne dépendant pas du type de canal utilisé, mais uniquement
des probabilités déduites des observations.
f(α, a, b, t, j) = P (ũj |uj = a)P (w̃t|wt = b)P (et−1 = α|ũπ̃(1)..π̃(t−1), w̃1..t−1)
= P (uj = a|ũj)P (ũj)
P (uj = a)
P (wt = b|w̃t)P (w̃t)
P (wt = b)
P (et−1 = α|ũπ̃(1)..π̃(t−1), w̃1..t−1)
= ηP (ũj)P (uj = a|ũj)P (wt = b|w̃t)P (et−1 = α|ũπ̃(1)..π̃(t−1), w̃1..t−1),
où η = P (w̃t)P (uj=a)P (wt=b) est une quantité qui ne dépend ni de j ni de a ni de b. En
effet, P (uj = a) et P (wt = b) sont constantes quelles que soit les valeurs de j, a et b par
hypothèse du choix aléatoire et suivant une distribution uniforme des mots d’information.
En remplaçant l’expression de f(α, a, b, t, j) dans l’équation (5.1) une expression simple à
calculer de la probabilité recherchée est obtenue :



















P (uj = a|ũj)P (wt = b|w̃t)P (et−1 = α|ũπ(1)..π̃(t−1)w̃1..t−1)
5.2.3 Algorithme de reconstruction de la permutation
Des différents calculs de la sous-section précédente, il découle l’algorithme 3 qui détermine
à chaque instant t la valeur la plus probable de π(t) connaissant ũ11..N , w̃11..t, . . . , ũM1..N , w̃M1..t
et π̃(1), . . . , π̃(t− 1). La complexité de cet algorithme est, par construction, en O(2mN2M),
où m est la mémoire du code convolutif C2.
L’annexe B.1 détaille la reconstruction de la permutation sur un exemple très simple et
sans calcul de probabilité.
5.2.4 Étude de la probabilité de reconstruire la permutation
L’étude de la probabilité de reconstruire correctement la permutation utilisée dans le
turbo-code est effectuée sur un exemple très simple afin de simplifier les différents calculs.
Les hypothèses sont les suivantes :
– Le canal de transmission est un canal à effacement de probabilité p. L’observation d’un
effacement est noté ?.
– Le codeur C2, schématisé sur la figure 5.2, satisfait les équations wt = xt ⊕ et−1 et
et = et−1 ⊕ xt d’où et = wt.
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Algorithme 3: Reconstruction permutation Turbo-code parallèle.
Entrées :
1. Les probabilités P (ust = a|ũst ) et P (wst = b|w̃st ) pour tout t ∈ {1, . . . , N}, tous
s ∈ {1, . . . ,M} et toutes les valeurs binaires a et b.
2. Le deuxième codeur convolutif C2 de rendement 12 , et m sa mémoire.
Sortie : Une permutation π̃, de taille N , qui maximise, pour tout t ∈ {1, . . . , N},
P (π(t) = j|π̃(1), . . . , π̃(t− 1), ũ11..N , w̃11..t, . . . , ũM1..N , w̃M1..t)
Initialisation des probabilités des états internes :
Pour s = 1, . . . ,M
p[s][0]← 1 //Les registres sont supposés initialisés à 0
Pour α ∈ {1, . . . , 2m − 1}
p[s][α]← 0
Pour t = 1, . . . , N
Recherche de la valeur la plus probable de π(t) :
Pour s = 1, . . . ,M






P (usj = a|ũsj)P (wst = b|w̃st )p[s][α]
//q[s][j] = µ1P (π(t) = j|π̃(1), . . . , π̃(t− 1), ũs1..N , w̃s1..t) avec µ1 une
constante de normalisation dépendant de s




//r[j] = µ2P (π(t) = j|π̃(1), . . . , π̃(t− 1), ũ11..N , w̃11..t, . . . , ũM1..N , w̃M1..t) avec
µ2 une constante de normalisation.
π̃(t)← arg maxj r[j]
Mise à jour des probabilités des états internes :
Pour s = 1, . . . ,M








t = b|w̃st )








5.2 Cas des turbo-codes parallèles (non poinçonnés) 75
et−1xt wt
xt
Figure 5.2 – Codeur C2 considéré pour l’étude de la probabilité de reconstruire
correctement la permutation
En reprenant les notations des turbo-codes parallèles (figure 5.1), ces équations mènent
aux égalités : wt = uπ(t) ⊕ et−1 et et = et−1 ⊕ uπ(t). La sortie x n’étant pas transmise sur le
canal se sont ces dernières équations qui vont être utilisées afin de reconstruire la permutation.
La permutation π étant supposée choisie de façon uniforme parmi toutes les permutations
de taille N , la probabilité P de reconstruire correctement la permutation π se décompose en









1− P (π(t) 6= π̃(t)|π(1) = π̃(1), . . . , π(t− 1) = π̃(t− 1), ũ11..N , w̃11..t, . . . , ũM1..N , w̃M1..t)
)
Notations. Pour alléger les écritures, les notations suivantes sont utilisées :
– π1..t−1 représente l’événement “π(1) = π̃(1), . . . , π(t− 1) = π̃(t− 1)”
– ũ1..M1..N représente l’événement “ũ
1
1..N , . . . , ũ
M
1..N ont été observés en sortie de canal”
– w̃1..M1..t représente l’événement “w̃
1
1..t, . . . , w̃
M
1..t ont été observés en sortie de canal”
Afin de déterminer les probabilités P (π(t) 6= π̃(t)|π1..t−1, ũ1..M1..N , w̃1..M1..t ) pour tout t, quelques
calculs intermédiaires sont nécessaires.
Sur le canal à effacement, l’algorithme de reconstruction de la permutation peut être vu
comme l’élimination des indices impossibles c’est-à-dire de l’ensemble des indices j tels que
P (π(t) = j|π̃(1), . . . , π̃(t − 1), ũ11..N , w̃11..t, . . . , ũM1..N , w̃M1..t) = 0 et la conservation des autres.





t ne sont pas des effacements et sont tels que ũ
i
j 6= eit−1 ⊕ w̃it. Ensuite, parmi
les indices conservés l’un d’entre eux est choisi. Ce choix s’effectue suivant la proposition
suivante :
Proposition 5.3. Sur le canal à effacement l’algorithme 3 choisit, à l’instant t, l’indice j
tel que P (π(t) = j|π̃(1), . . . , π̃(t− 1), ũ11..N , w̃11..t, . . . , ũM1..N , w̃M1..t) 6= 0 et maximisant :
#{i ∈ {1, . . . ,M}, ũij et w̃it ne sont pas des effacements et eit est connu}
où # désigne le cardinal de l’ensemble.







P (usj = a|ũsj)P (wst = b|w̃st )p[s][α]
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et p[s][α] est la probabilité que le codeur soit à l’état α connaissant π1..t−1, ũs1..N et w̃s1..t.
Par hypothèse, le codeur convolutif C2 est un codeur binaire de type (2, 1), seules les
valeurs 0 et 1 peuvent être entrées dans le codeur. Il y a donc exactement deux changements





P (usj = 0|ũsj)P (wst = bα,0|w̃st )p[s][α] + P (usj = 1|ũj)P (wst = bα,1|w̃st )p[s][α]
)
,
où bα,i représente la redondance émise par le codeur en entrant i lorsqu’il était à l’état α.
Dans les hypothèses de départ, il est supposé que le premier bit de redondance émis par
C2 dépend du premier bit entrant dans le codeur. Cette hypothèse implique que pour un état
α donné, bα,0 6= bα,1. Et plus précisément, pour le codeur considéré b0,0 = 0 et donc b0,1 = 1.
L’initialisation des registres du codeur est supposée connue et égale à 0 d’où p[s][0] = 1
et p[s][α] = 0, ∀α 6= 0. Ce qui entrâıne qu’à l’instant t = 1 :
q[s][j] = P (usj = 0|ũsj)P (ws1 = 0|w̃s1) + P (usj = 1|ũsj)P (ws1 = 1|w̃s1)
= P (usj = 0|ũsj)P (ws1 = 0|w̃s1) + (1− P (usj = 0|ũsj))(1− P (ws1 = 0|w̃s1))
Le canal considéré est le canal à effacement, d’où P (usj = 0|ũsj) et P (wsj = 0|w̃sj) sont à
valeurs dans {0, 1, 12}.
Afin de comprendre le choix effectué par l’algorithme, supposons que deux indices j et k
sont conservés.
L’indice j est conservé signifie que r[j] 6= 0, autrement dit :
P (π(1) = j|ũ11..N , w̃11, . . . , ũM1..N , w̃M1 ) 6= 0
ce qui implique que ∀s ∈ {1, . . . ,M}, q[s][j] 6= 0 et donc que
(P (usj = 0|ũsj),P (ws1 = 0|w̃s1)) /∈ {(0, 1), (1, 0)}
Il en est de même pour conserver l’indice k.
Les quatre quantités suivantes vont être utilisées : pour i ∈ {j, k}
ai = #{s ∈ {1, . . . ,M}, (P (usi = 0|ũsi ),P (ws1 = 0|w̃s1)) ∈ {(0, 0), (1, 1)}}
bi = #{s ∈ {1, . . . ,M}, (P (usi = 0|ũsi ),P (ws1 = 0|w̃s1)) ∈ {(
1
2 , 0), (
1
2 , 1)}}










Par construction, les égalités aj + bj = ak + bk et cj + dj = ck + dk sont vérifiées.
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L’algorithme choisit la valeur i maximisant r[i], pour savoir lequel des indices j ou k est
choisi il faut donc résoudre l’inégalité r[j] > r[k].





⇔ 2bk−bj > 1 car cj + dj = ck + dk
⇔ bj < bk
⇔ aj > ak car aj + bj = ak + bk
L’indice j est donc choisi s’il maximise la quantité a, c’est-à-dire si c’est l’indice pour
lequel P (usj = 0|ũsj) = P (ws1 = 0|w̃s1) le plus souvent.
Remarque : Si le codeur considéré était tel que b0,0 = 1 et donc que b0,1 = 0, alors il aurait
été impossible d’avoir P (usj = 0|ũsj) = P (ws1 = 0|w̃s1) (sinon l’indice aurait été éliminé). Le
même type de calcul conduit à choisir l’indice qui vérifie le plus de fois :
(P (usj = 0|ũsj),P (ws1 = 0|w̃s1)) ∈ {(0, 1), (1, 0)}
En fait, quelle que soit la valeur de b0,0, l’algorithme choisit l’indice conservé qui maximise
#{s ∈ {1, . . . ,M}, ũsj et w̃s1 ne sont pas des effacements}
Ce choix est en fait naturel, puisqu’il correspond au choix de l’indice non éliminé qui à le plus
faible risque d’avoir été conservé par erreur.
Ce raisonnement considérant seulement 2 indices conservés est facilement généralisable à
un nombre d’indices conservés plus important.
Les mêmes calculs peuvent être effectués quel que soit l’instant t considéré. Cependant
lorsque t 6= 1, il peut arriver que pour certains mots l’état des registres du codeur ne soit
pas connu, ces mots sont dits “inutiles”, c’est-à-dire qu’ils n’apporteront aucune information
et donc ne serviront pas à départager deux indices potentiels. En effet, par exemple pour un
codeur avec un seul registre, lorsque l’état interne est inconnu : p[s][0] = p[s][1] = 1/2 d’où :























1− P (usj = 0|ũsj)− P (wst = bα,0|w̃st ) + 2P (usj = 0|ũsj)P (wst = bα,0|w̃st )
)
Le codeur ayant un seul registre, b0,0 6= b1,0, sinon la redondance ne dépendrait pas de
l’état interne du codeur, il s’agirait d’un simple code à répétition. Par conséquent q[s][j] ne
dépend pas de j, en effet :
q[s][j] = 12
(












1− P (usj = 0|ũsj)− (1− P (wst = b0,0|w̃st )) + 2P (usj = 0|ũsj)(1− P (wst = b0,0|w̃st ))
)
= 12
Le résultat de la proposition s’en déduit : sur le canal à effacement, l’algorithme choisit,
à l’instant t, l’indice non éliminé maximisant
#{s ∈ {1, . . . ,M}, ũsj et w̃st ne sont pas des effacements et est est connu}
Les probabilités que ũij et w̃
i
t ne soient pas des effacements sont connues et sont toutes
deux égales à 1− p. Le lemme 5.4 détermine la probabilité st de ne pas connâıtre eit. Il peut
être remarqué que cette probabilité ne dépend pas du mot considéré mais uniquement de t.
Lemme 5.4. Pour un mot donné, la probabilité st de ne pas connâıtre l’état du registre à
l’instant t est donnée par : {
s0 = 0
st = (1− st−1)p2 + st−1p ∀t > 0
Démonstration. Par hypothèse, le registre est initialisé à 0 au début du codage de chaque
mot. L’état du registre à l’instant t = 0 est donc connu d’où s0 = 0.
A l’instant t = 1, si w̃1 n’est pas un effacement, autrement dit si w̃1 6= ?, alors e1 est connu,
puisque le codeur satisfait l’égalité et = wt et que l’hypothèse de l’utilisation d’un canal à
effacement implique que si w̃t 6= ? alors w̃t = w̃. La valeur e1 peut également se déduire de
ũπ(1) en utilisant l’égalité e1 = e0 ⊕ uπ(1) puisque si ũπ(1) 6= ? alors ũπ(1) = uπ(1) et qu’à
cet instant la valeur de π(1) est déjà retrouvée. Pour ne pas connâıtre l’état du registre à
l’instant t = 1 il faut donc que w̃1 et ũπ(1) soient des effacements, ce qui se produit avec une
probabilité p2, d’où s1 = p2.
Aux instants suivants, il est impossible de connâıtre l’état et du registre lorsque :
5.2 Cas des turbo-codes parallèles (non poinçonnés) 79
– et−1 est connu mais que ũπ(t) = ? et que w̃t = ?, ce qui se produit avec une probabilité
(1− st−1)p2.
– et−1 est inconnu et w̃t = ?, que ũπ(t) soit un effacement ou non, cette configuration
arrive avec une probabilité de st−1p.
Dans tous les autres cas, la valeur de et se déduit à partir des équations du codeur. On en
déduit la probabilité st de ne pas connâıtre et pour t ≥ 1 : st = (1− st−1)p2 + st−1p.
A l’instant t, les mots tels que w̃t est un effacement ou tels que l’état interne du codeur
n’est pas connu n’apportent aucune information pour le choix de π̃(t). En effet, ils ne peuvent
conduire à aucune contradiction sur l’équation : ũij = eit−1 ⊕ w̃it, d’où la définition :
Définition 5.5. Un mot m̃i est dit “utile” à l’instant t si l’état du registre eit−1 est connu et
si w̃t n’est pas un effacement. Dans le cas contraire il est dit “inutile”.








P (π(t) 6= π̃(t)|m mots sont utiles, π1..t−1, ũ1..M1..N , w̃1..M1..t )
P (m mots sont utiles |π1..t−1, ũ1..M1..N , w̃1..M1..t )
)
Pour que π(t) 6= π̃(t) il est nécessaire que plusieurs indices soient conservés et ne pas choisir










P (π(t) 6= π̃(t)|k + 1 indices sont conservés,m mots sont utiles, π1..t−1, ũ1..M1..N , w̃1..M1..t )
P (k + 1 indices sont conservés|m mots sont utiles, π1..t−1, ũ1..M1..N , w̃1..M1..t )
P (m mots sont utiles |π1..t−1, ũ1..M1..N , w̃1..M1..t )
)
Les deux lemmes suivants permettent de déterminer la probabilité que m mots soient
utiles à l’instant t et que k + 1 indices soient conservés connaissant ces m mots utiles.
Lemme 5.6.






((1− st)(1− p))m (1− (1− st)(1− p))M−m
Démonstration. Sachant que le début de la permutation est correctement reconstruit, un
mot donné m̃i est utile à l’instant t si et seulement si il peut conduire à la contradiction
ũij 6= eit−1 ⊕ w̃it. Or cette contradiction est possible uniquement si eit−1 est connu et si w̃it
n’est pas un effacement, ce qui se produit avec une probabilité (1− st)(1− p). Les mots sont
indépendants et le canal est sans mémoire, la probabilité qu’exactement m mots soient utiles
suit donc une loi de Bernoulli de probabilité (1− st)(1− p), d’où le résultat du lemme.
Lemme 5.7.
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Démonstration. Par définition, le mot m̃i est utile si eit−1 ⊕ w̃it est connu, ce mot permet
d’éliminer l’indice j si ũij 6= eit−1 ⊕ w̃it. Cette contradiction se produit avec un probabilité
1/2 lorsque ũij n’est pas un effacement, d’où la probabilité que le mot utile m̃i permette
l’élimination de l’indice j : 1−p2 . Il s’en déduit la probabilité qu’en utilisant uniquement ce
mot l’indice j soit conservé : 1+p2 .
En considérant l’ensemble des m mots utiles, un indice est conservé uniquement si chacun





A l’instant t, c’est-à-dire lors de la recherche de π(t), N− t+1 indices de {1, . . . , N} n’ont
pas encore été choisis. Dans cet ensemble d’indices restants se trouve la valeur de π(t) par
hypothèse que la permutation est correctement reconstruite sur les t−1 premiers indices. Cet
indice ne peut pas être éliminé et fait donc parti des indices conservés. L’hypothèse sur le
choix uniforme des mots d’information entrâıne l’indépendance des éliminations des différents
indices, la probabilité qu’exactement k mauvais indices (autrement dit k indices différents de





. D’où le résultat
du lemme.
Sachant que le choix de la valeur de π̃(t) s’effectue en suivant la proposition 5.3, la
probabilité
P (π(t) 6= π̃(t)|k + 1 indices sont conservés,m mots sont utiles, π1..t−1, ũ1..M1..N , w̃1..M1..t )
se calcule grâce aux lemmes suivants et en utilisant la notation :
Ωj,t = #{i ∈ {1, . . . ,M}, ũij = eit−1 ⊕ w̃it et ũij n’est pas un effacement}
Ωj,t correspond donc au nombre de mots utiles vérifiant l’égalité ũj = et−1 ⊕ w̃t.
Lemme 5.8. A l’instant t, si j = π(t) et que m mots sont utiles alors :






Démonstration. Le tableau suivant indique les probabilités de chacun des couples (w̃it ⊕
eit−1, ũ
i
j) pour un mot m̃i donné et sachant que j = π(t).
w̃it ⊕ eit−1 0 1 inconnu
ũij
0 12(1− p)
2(1− st) impossible 12
(
(1− p)(1− st)p+ (1− p)2st + (1− p)pst
)
1 impossible 12(1− p)
2(1− st) 12
(
(1− p)(1− st)p+ (1− p)2st + (1− p)pst
)
? 12p(1− p)(1− st)
1
2p(1− p)(1− st) p
2(1− st) + p2st + pst(1− p)
De ce tableau, il se déduit :
P (ũij = w̃it ⊕ eit−1|m̃i est utile et j = π(t)) = 1− p
Le résultat du lemme découle de ce résultat et de l’hypothèse sur l’indépendance des mots
d’information.
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Lemme 5.9. A l’instant t, si j 6= π(t) et que m mots sont utiles alors :








P (Ωj,t < λ|m mots sont utiles et j 6= π(t)) =
λ−1∑
γ=1
P (Ωj,t = γ)
Démonstration. Le tableau suivant indique les probabilités de chacun des couples (w̃it ⊕
eit−1, ũ
i
j) pour un mot m̃i donné et sachant que j 6= π(t) et j ∈ {1, . . . , N}\{π(1), . . . , π(t−1)}.
w̃it ⊕ eit−1 0 1 inconnu
ũij
0 14(1− p)
2(1− st) 14(1− p)
2(1− st) 12
(
(1− p)(1− st)p+ (1− p)2st + (1− p)pst
)
1 14(1− p)
2(1− st) 14(1− p)
2(1− st) 12
(
(1− p)(1− st)p+ (1− p)2st + (1− p)pst
)
? 12p(1− p)(1− st)
1
2p(1− p)(1− st) p
2(1− st) + p2st + pst(1− p)
De ce tableau il se déduit :
P (ũij = w̃it ⊕ eit−1|m̃i est utile, j est conservé et j 6= π(t)) =
1− p
1 + p
Et comme précédemment les résultats du lemme découlent de cette probabilité et de l’hypo-
thèse sur l’indépendance des mots d’information.
Les trois probabilités déterminées dans ces deux derniers lemmes ne dépendant ni de l’in-
dice j ni de l’instant t et afin de simplifier les écritures elles sont respectivement notées :
P (Ωπ(t) = λ), P (Ω 6=π(t) = λ) et P (Ω6=π(t) < λ).
Il s’en déduit le lemme suivant :
Lemme 5.10.




















P (Ωπ(t) = λ)P (Ω6=π(t) = λ)wP (Ω6=π(t) < λ)k−w
))
Démonstration. Pour que l’indice choisi soit le bon il faut que l’une des deux conditions
suivantes soient vérifiées :
– Ωπ(t),t > Ωj,t pour les k indices j conservés tels que j 6= π(t)
– Si A = {j tel que j est conservé, j 6= π(t) et Ωπ(t),t = Ωj,t} et que pour tout indice j
conservé mais j /∈ A alors Ωπ(t),t > Ωj,t, il faut que le choix aléatoire de l’indice parmi
ceux contenus dans A soit le bon.
La probabilité souhaitée s’en déduit.
En regroupant les résultats de ces différents lemmes il en vient la proposition :












































Figure 5.3 – Probabilité d’erreur sur la permutation reconstruite avec N = 60.
Comparaison des probabilités observées de façon pratique (expérimentalement) avec celles
obtenues par la proposition 5.11.
Proposition 5.11. La probabilité P de reconstruire correctement la permutation π sous les










(1− b(k,m))q(k,m, t)r(m, t)
)
Démonstration. Cette proposition découle de la décomposition de la probabilité P énoncée










P (π(t) 6= π̃(t)|k + 1 indices sont conservés,m mots sont utiles, π1..t−1, ũ1..M1..N , w̃1..M1..t )
P (k + 1 indices sont conservés|m mots sont utiles, π1..t−1, ũ1..M1..N , w̃1..M1..t )
P (m mots sont utiles |π1..t−1, ũ1..M1..N , w̃1..M1..t )
)
chacune des probabilités étant remplacées par sa valeur en utilisant l’un des lemmes précé-
dents.
La figure 5.3 représente l’évolution de cette probabilité P (en utilisant la formule de la
proposition 5.11) en fonction du nombre M de mots observés dans le cas d’une permutation
de taille N = 60 et pour un canal à effacement de probabilité p. Il est également représenté,
sur cette même figure, la probabilité obtenue de façon pratique, c’est-à-dire en effectuant de
très nombreux tests afin de valider les calculs théoriques effectués dans cette sous-section.
Remarque. Il peut être montré que pour un canal à effacement de probabilité p et un nombre
M de mots suffisamment grand, la probabilité 1 − P de ne pas reconstruire correctement la
permutation est approximée par :
Péchec = O
N2(2p+ ((√2− 1)p+ 1)2(1− p)22(1 + p2 − p)
)M






































Nombre de mots de code observés
p = 0.1 exacte
p = 0.1 approx.
p = 0.3 exacte
p = 0.3 approx.
p = 0.5 exacte
p = 0.5 approx.
Figure 5.4 – Probabilité de ne pas reconstruire correctement la permutation de longueur
N = 60. Valeurs exactes obtenues en utilisant la proposition 5.11 et son approximation
donnée dans la remarque
Sur la figure 5.4, sont tracées les courbes représentant les probabilités de ne pas reconstruire
correctement la permutation obtenues par cette approximation ainsi que la valeur exacte, don-
née par la proposition 5.11. Les courbes obtenues sont parallèles, le comportement général de
la probabilité est donc conservé par l’approximation. Ainsi, il est montré que la probabilité
d’erreur diminue exponentiellement avec le nombre M de mots utilisés. De plus, pour obtenir
une probabilité d’erreur inférieure à un certain seuil, le nombre de mots nécessaires n’aug-
mente que de façon quadratique par rapport à la longueur de la permutation à reconstruire.
5.2.5 Résultats pratiques
Afin d’évaluer les performances de cette méthode de reconstruction de la permutation
des turbo-codes, de nombreux tests ont été effectués. Cette sous-section est consacrée à la
présentation des différents résultats et comportements observés lors des tests.
Trois modèles de canal de transmission sont considérés : le canal binaire à effacement,
le canal binaire symétrique et le canal gaussien. Le calcul des probabilités P (ust = a|ũst ) et
P (wst = b|w̃st ) est rappelé dans le chapitre 1 pour chacun de ces canaux (pour le canal gaus-
sien, la modulation utilisée est la modulation BPSK dont les points sont d’abscisses −1 et 1).
Dans tous les tests présentés dans cette sous-section le codeur convolutif C2 utilisé est
défini par (1, 1+D21+D+D2 ).
Canal gaussien
Sur les figures 5.5 et 5.6 sont représentées les probabilités de ne pas reconstruire correc-
tement la permutation en fonction du nombre de mots bruités utilisés, respectivement pour
des longueurs de permutation de 64 et 512 et ceci pour différents niveaux de bruit (σ étant
l’écart-type du canal gaussien considéré). Grâce à ces figures, il est mis en avant que plus le






































Figure 5.5 – Probabilité d’erreur sur la






































Figure 5.6 – Probabilité d’erreur sur la









































Figure 5.7 – Probabilité d’erreur sur la







































Figure 5.8 – Probabilité d’erreur sur la







































Figure 5.9 – Probabilité d’erreur sur la
permutation, pour le canal binaire







































Figure 5.10 – Probabilité d’erreur sur la
permutation, pour le canal binaire
symétrique et N = 100.






































Figure 5.11 – Probabilité d’erreur sur la
permutation pour une capacité de canal de






































Figure 5.12 – Probabilité d’erreur sur la
permutation pour une capacité de canal de






































Figure 5.13 – Probabilité d’erreur sur la
permutation pour une capacité de canal de




































Figure 5.14 – Probabilité d’erreur sur la
permutation pour une capacité de canal de






































Figure 5.15 – Probabilité d’erreur sur la
permutation pour une capacité de canal de



































Figure 5.16 – Probabilité d’erreur sur la
permutation pour une capacité de canal de
0.3, N = 64 et C2 = (1, 1+D
2
1+D+D2 ).
86 5. Reconnaissance des turbo-codes





64 0.43 20 50 0.003 0.2
64 0.6 34 115 0.005 0.3
64 1 243 1243 0.04 12
512 0.6 46 170 0.46 11
512 0.8 111 600 1.10 37
512 1 346 2 800 3.12 173
512 1.1 660 3 837 6.55 357
512 1.3 2 350 29 500 24 4 477
10 000 0.43 40 300 152 8 173
Table 5.1 – Pour le canal gaussien, nombre de mots nécessaire pour retrouver la
permutation avec une probabilité d’erreur inférieure à 1%
niveau de bruit augmente plus le nombre de mots nécessaire est important, c’est également
le cas en augmentant la longueur de la permutation. De plus, pour des niveaux de bruit
relativement faibles, très peu de mots sont nécessaires pour reconstruire correctement la per-
mutation. Par exemple, pour N = 512 et σ = 0.6, 50 mots sont suffisants pour retrouver
la permutation dans plus 99.9% des cas. Enfin, sur ces figures, comme sur toutes les figures
suivantes, le comportement exponentiel, en M , de la probabilité d’erreur est souligné par
l’utilisation d’une échelle logarithmique sur l’axe des ordonnées.
Quant à la table 5.1 elle regroupe le nombre de mots nécessaire pour reconstruire correcte-
ment la permutation dans plus de 99% des cas ainsi que le temps pris par cette reconstruction.
Ces valeurs sont comparées à celles obtenues par la méthode proposée par Cluzeau, Finiasz
et Tillich [25]. Avec cette nouvelle méthode, le nombre de mots requis est nettement inférieur
à celui de la méthode de référence [25], tout comme les temps de calcul. Cette table permet
également de mettre en évidence le fait que la permutation est retrouvée rapidement même
si le niveau de bruit est important (par exemple pour σ = 1.3) ou si sa longueur est très
importante (N ≥ 10 000).
Canal à effacement
Les mêmes tests ont été effectués en simulant un canal à effacement, sur les figures 5.7 et
5.8 sont représentées l’évolution des probabilités d’erreur sur la permutation en fonction du
nombre de mots observés, pour différents niveaux de bruits et en particulier dans le cas non
bruité (p = 0) et pour des longueurs de permutation de N = 64 et N = 512.
La table 5.2 répertorie le nombre de mots nécessaire pour retrouver la permutation dans
plus de 99% des cas, pour différentes probabilités d’effacement p et des longueurs de permu-
tation comprises entre 32 et 256. Avec ce tableau, il peut être remarqué que la permutation
peut être retrouvée, avec un nombre de mots relativement faible, même lorsque le niveau de
bruit est supérieur à la capacité de correction du code convolutif (c’est par exemple le cas
pour p = 0.60).
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N = 32 N = 64 N = 128 N = 256
p = 0 15 17 19 21
p = 0.10 19 22 24 27
p = 0.20 26 29 33 37
p = 0.30 37 45 50 58
p = 0.40 69 82 94 106
p = 0.50 160 193 225
p = 0.60 540 663 860
Table 5.2 – Pour le canal à effacement, nombre de mots nécessaire pour retrouver la
permutation avec une probabilité d’erreur inférieure à 1%.
N = 32 N = 64 N = 128 N = 256
p = 0 15 17 19 21
p = 0.02 26 30 34 37
p = 0.04 38 45 50 56
p = 0.06 55 66 75 84
p = 0.08 84 100 115
p = 0.10 134 161 185
p = 0.12 212 255
p = 0.14 372 459
Table 5.3 – Pour le canal binaire symétrique, nombre de mots nécessaire pour retrouver la
permutation avec une probabilité d’erreur inférieure à 1%.
Canal binaire symétrique
De même pour le canal binaire symétrique de probabilité d’erreur p avec les figures 5.9 et
5.10 pour des permutations de longueurs N = 64 et N = 100. Pour ce modèle de canal, les
seuils permettant de retrouver la permutation dans plus de 99% des cas sont donnés par la
table 5.3. Dans cette table, la plus petite probabilité d’erreur considérée est p = 0.02 (hormis
le cas sans erreur), ce niveau de bruit est, en pratique, un niveau élevé.
À capacité de canal fixée
Afin de mettre en évidence l’influence du modèle du canal utilisé, les figures 5.11 à 5.16
représentent la probabilité de ne pas reconstruire correctement la permutation en fonction du
nombre de mots considéré, pour des canaux de capacité 0.9, 0.3 et 0.5 et ceci pour le codeur
convolutif défini par (1, 1+D21+D+D2 ) ainsi que pour celui défini par (1,
1
1+D ). Les performances
de l’algorithme sont semblables quel que soit le canal utilisé. Cependant, à partir d’un certain
nombre de mots, il est plus efficace sur le canal à effacement que sur les deux autres types de
canaux. Les courbes de la figure 5.16 se croisant probablement pour un nombre de mots plus
élevé, les temps de calculs importants n’ont pas permis de les prolonger suffisamment. Il est
à noter que, comme le montre cette figure, la reconstruction peut être effectuée bien au delà
de la capacité de correction du turbo-code.






























Figure 5.17 – Schéma d’un turbo-code parallèle poinçonné
5.3 Cas des turbo-codes parallèles poinçonnés
Les turbo-codes utilisés dans la section précédente sont de rendement 1/3 mais, comme
expliqué dans le chapitre 2, ce rendement peut être augmenté en poinçonnant certains bits
de redondance. La figure 5.17 reprend les différentes notations des turbo-codes parallèles
en les appliquant aux turbo-codes parallèles poinçonnés, dans ce cas les vecteurs ṽ et w̃ ne
sont pas de taille N mais de taille inférieure, celle-ci dépendant du nombre de bits poinçonnés.
Afin de pouvoir décoder les données reçues il est indispensable de connâıtre le motif du
poinçonnage utilisé. Ce motif est donc supposé connu. Le poinçonnage le plus utilisé est celui
consistant à ne transmettre qu’un bit sur deux des vecteurs de redondance u et w. La mé-
thode permettant de retrouver la permutation est ici adaptée pour ce poinçonnage, elle peut
être très facilement adaptée aux autres motifs de poinçonnage. Cependant la complexité de
l’algorithme dépend du nombre de bits consécutifs poinçonnés sur le vecteur w.
Les mêmes notations que celles de la section précédente sont utilisées, en particulier :
– Si a est un vecteur alors la notation ai..j représente le sous-vecteur (ai, . . . , aj)
– Soit a1, . . . ,aM une liste de vecteurs, la notation ak..li..j représente l’ensemble
{aki..j ,a
k+1
i..j , . . . ,a
l
i..j}
De plus, pour se rapporter le plus possible du cas non poinçonné et faciliter les compa-
raisons, le vecteur w̃ est artificiellement agrandi afin qu’il soit de taille N . Plus précisément,
les bits poinçonnés sont replacés par des ?, comme s’il s’agissait de valeurs effacées lors de la
transmission. Pour le motif de poinçonnage considéré w̃ = (?, w̃2, ?, w̃4, . . . , w̃N−2, ?, w̃N ).
5.3.1 Principe de la méthode et calculs des probabilités
Le principe de l’algorithme est le même que pour le cas non poinçonné. Précédemment, à
chaque instant t, l’algorithme recherche la valeur de j maximisant la probabilité :
P (π(t) = j|π̃(1), . . . , π̃(t− 1), ũ1..M1..N , w̃1..M1..t )
Pour cela la probabilité P (wt = b|w̃t) est utilisée or, dans le cas poinçonné, lorsque t est
impair la valeur de w̃t est inconnue et ce pour l’ensemble des mots. Tous les indices j ont
alors la même probabilité et l’algorithme ne peut en choisir un plus qu’un autre. Pour contrer
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ce problème, la méthode est adaptée afin de retrouver simultanément π(2t − 1) et π(2t) en
utilisant la valeur de w̃2t.
À chaque instant t ∈ {1, . . . , N/2}, il est recherché le couple (i, j) maximisant la proba-
bilité :
P (π(2t− 1) = i, π(2t) = j|π̃(1), . . . , π̃(2t− 2), ũ1..M1..N , w̃1..M1..2t )
De par l’indépendance des mots de code et de la même façon que précédemment cette
probabilité s’exprime comme un produit :




P (π(2t− 1) = i, π(2t) = j|π̃(1), . . . , π̃(2t− 2), ũs1..N , w̃s1..2t)
où ρ est un coefficient de normalisation tel que la somme des probabilités sur tous les couples
possibles est égale à 1.
De manière similaire à la proposition 5.2, la proposition suivante permet de déterminer
facilement chacun des termes du produit ci-dessus.
Proposition 5.12. Soit et l’état interne du codeur C2 après que les t premiers bits d’infor-
mation permutés sont entrés dans ce codeur. Soit la fonction :
g(α, a, c, d, i, j) def= P (ũi|ui = a)P (ũj |uj = c)P (w̃2t|w2t = d)P (e2t−2 = α|ũπ̃(1)..π̃(2t−2), w̃1..2t−2)
Alors :









g(α, a, c, d, i, j)
où γ est un coefficient de normalisation.
Démonstration. La preuve de cette proposition est similaire à celle de la proposition 5.2.
Tout comme dans le cas non poinçonné, cette probabilité peut être exprimée en fonction
des probabilités déduites des observations en sortie de canal : P (ui = a|ũi), P (uj = c|ũj) et
P (w2t = d|w̃2t) pour a, c, d ∈ {0, 1}.
5.3.2 Algorithme de reconstruction de la permutation
L’algorithme 4 découle des probabilités calculées précédemment, la complexité de cet al-
gorithme est en O(2mN3M).
L’annexe B.2 détaille sur un exemple le début de la reconstruction de la permutation d’un
turbo-code parallèle poinçonné.
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Algorithme 4: Reconstruction permutation TC parallèle poinçonné.
Entrées :
1. Les probabilités xst (a)
def= P (ust = a|ũst ) et yst (b)
def= P (wst = b|w̃st ) pour tout
t ∈ {1, . . . , N}, tous s ∈ {1, . . . ,M} et toutes les valeurs binaires a et b.
//Pour t impair, P (wst = b|w̃st ) n’est pas utilisé et correspond aux positions
poinçonnées
2. Le deuxième codeur convolutif C2 de rendement 12 , et m sa mémoire.
Sortie : Une permutation π̃, de taille N , qui maximise, pour tout t ∈ {1, . . . , N/2},
P (π(2t− 1) = i, π(2t) = j|π̃(1), . . . , π̃(2t− 2), ũ1..M1..N , w̃1..M1..2t ).
Initialisation des probabilités des états internes :
Pour s = 1, . . . ,M
p[s][0]← 1 //Les registres sont supposés initialisés à 0
Pour α ∈ {1, . . . , 2m − 1}
p[s][α]← 0
Pour t = 1, . . . , N/2
Recherche des valeurs les plus probables de π(2t− 1) et π(2t) :
Pour s = 1, . . . ,M
Pour i ∈ {1, . . . , N} \ {π̃(1), . . . , π̃(2t− 2)}









Pour i ∈ {1, . . . , N} \ {π̃(1), . . . , π̃(2t− 2)}




π̃(2t− 1)← argi maxi,j r[i][j]
π̃(2t)← argj maxi,j r[i][j]
Mise à jour des probabilités des états internes :
Pour s = 1, . . . ,M














5.3 Cas des turbo-codes parallèles poinçonnés 91
5.3.3 Indéterminées et contre-mesures
En fonction du code convolutif C2 utilisé il peut arriver qu’à chaque instant t plusieurs
couples (i, j) maximisent la probabilité :
P (π(2t− 1) = i, π(2t) = j|π̃(1), . . . , π̃(2t− 2), ũ1..M1..N , w̃1..M1..2t )
L’algorithme, tel que présenté ci-dessus, choisit alors, de façon aléatoire, l’un de ces couples.
Si ce choix ne correspond pas aux bonnes valeurs, il peut être bloqué par la suite, c’est-à-dire
qu’il existe k > t tel que pour tous les couples (i, j) :
P (π(2k − 1) = i, π(2k) = j|π̃(1), . . . , π̃(2k − 2), ũ1..M1..N , w̃1..M1..2k) = 0
Afin de contrer ce problème l’algorithme est légèrement adapté afin que la reconstruction
se fasse en suivant un arbre de recherche. Autrement dit, à chaque instant t, il est recherché
l’ensemble des couples (i, j) maximisant la probabilité souhaitée, l’un d’eux est choisi et s’il
mène à une contradiction (c’est-à-dire que la reconstruction ne peut compléter entièrement
la permutation), l’algorithme choisit le couple suivant et ainsi de suite.
En procédant de cette façon, la reconstruction est ralentie mais permet de trouver une
ou des permutations compatibles avec les données observées. Le nombre de permutations
retrouvées dépend du code convolutif utilisé, il est impossible de déterminer quelle est la
permutation correcte parmi celles-ci puisque générant toutes les mêmes redondances. L’an-
nexe C classe les codeurs convolutifs ayant une mémoire d’au plus 3 (comme ceux utilisés
en pratique) en fonction du nombre de permutations retournées par l’algorithme lorsqu’un
bit sur deux de w est poinçonné. Il peut être remarqué que très peu de codes convolutifs
impliquent plus de 8 permutations possibles. De plus, ces permutations diffèrent, dans la plus
part des cas, uniquement sur les tout derniers indices et n’impactent pas, ou très légèrement,
le décodage.
5.3.4 Résultats pratiques
Comme pour le cas non poinçonné, de nombreux tests ont été effectués afin de déterminer
les performances et les limites de cette méthode de reconstruction. La permutation est consi-
dérée comme correctement reconstruite si π appartient à la liste des permutations retournées
par l’algorithme.
Pour ces tests le code convolutif C2 est défini par (1, 1+D
2
1+D+D2 ), il s’agit du même code
que celui utilisé pour le cas non poinçonné. De plus, pour ce code et comme pour tous les
codes tels que l’algorithme retourne seulement deux permutations, il est possible de l’adapter
afin de le rendre plus rapide. En effet, pour ces codes, les valeurs de π̃(2t − 1) et π̃(2t) sont
fixées lors de la recherche de π̃(2t+ 1) et π̃(2t+ 2) il n’est donc pas nécessaire d’attendre que
l’algorithme atteigne une contradiction pour déterminer les valeurs de π̃(2t− 1) et π̃(2t).
La table 5.4 regroupe, pour deux longueurs de permutation et différents niveaux de bruit
sur le canal gaussien les nombres de mots nécessaires afin de retrouver la permutation dans
plus de 99% des cas ainsi que les temps de calcul correspondant. L’amélioration précédente
est utilisée dans ces tests mais malgré cela les temps de calculs restent assez élevés comparés
à ceux du cas non poinçonné de la table 5.1.




64 0.43 25 0.18
64 0.6 56 0.41
64 1 1410 10.4
512 0.6 82 330
Table 5.4 – Turbo-code parallèle poinçonné, canal gaussien, nombre de mots nécessaire
pour reconstruire la permutation avec une probabilité supérieure à 99%.
N = 32 N = 64 N = 128 N = 256
p = 0 18 22 25 28
p = 0.10 27 32 36 42
p = 0.20 45 55 63 71
p = 0.30 95 118
p = 0.40 267 346
Table 5.5 – Turbo-code parallèle poinçonné, canal à effacement, nombre de mots nécessaire
pour retrouver la permutation avec une probabilité supérieure à 99%.
Les tables 5.5 et 5.6 rassemblent les nombres de mots nécessaires pour reconstruire la
permutation dans plus de 99% des cas respectivement pour le canal à effacement et le canal
binaire symétrique. Ces tables peuvent être comparées aux tables 5.2 et 5.3 qui représentent
les mêmes valeurs mais pour le cas non poinçonné.
Enfin, les figures 5.18 à 5.20 représentent l’évolution de la probabilité de ne pas recons-
truire correctement la permutation en fonction du nombre de mots bruités utilisés et ceci
respectivement pour le canal gaussien, le canal à effacement et le canal binaire symétrique.
5.4 Cas des turbo-codes série
Dans cette section l’algorithme de reconstruction de la permutation est adapté aux cas
des turbo-codes série. Les notations utilisées pour ce type de turbo-code sont regroupées sur
la figure 5.21. Afin que, comme pour les autres types de turbo-codes, la permutation soit de
taille N , le vecteur u est de taille N/2.
N = 32 N = 64 N = 128 N = 256
p = 0 18 22 25 28
p = 0.02 39 47 55 63
p = 0.04 69 85 100
p = 0.06 123 154 186
p = 0.08 226 293
p = 0.10 454
p = 0.12 903
Table 5.6 – Turbo-code parallèle poinçonné, canal binaire symétrique, nombre de mots
nécessaire pour retrouver la permutation avec une probabilité supérieure à 99%.





































Figure 5.18 – Turbo-code parallèle
poinçonné, probabilité d’erreur sur la





































Figure 5.19 – Turbo-code parallèle
poinçonné, probabilité d’erreur sur la




































Figure 5.20 – Turbo-code parallèle
poinçonné, probabilité d’erreur sur la
permutation, pour le canal binaire


























Figure 5.21 – Notations pour les turbo-codes série.
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5.4.1 Principe de la méthode et calculs des probabilités
Pour la reconstruction de la permutation de ce type de turbo-code les hypothèses sont
semblables à celles des turbo-codes parallèles mais portent sur le premier code convolutif. En
effet, dans le cas parallèle le code C1 peut être retrouvé grâce aux méthodes classiques de
reconnaissance des codes convolutifs. Alors que pour les turbo-codes série, c’est le code C2
qui est retrouvé en utilisant les sorties x̃ et w̃, les hypothèses portent donc sur le code C1.
Ce dernier est donc supposé connu, systématique, de dimension 1 et de longueur 2. Comme
précédemment, il est tel que le premier bit de sortie dépend du premier bit entré dans le
codeur et les registres sont réinitialisés à 0 au début du codage de chacun des mots.
Soit a = (u1, v1, u2, v2, . . . , uN/2, vN/2) l’entrée de la permutation, ce vecteur correspond à
la sortie du codeur convolutif C1 en alternant un bit systématique avec un bit de redondance.
Par construction, π(a) = x. L’algorithme de reconstruction de la permutation cherche donc
à retrouver ce vecteur a en utilisant uniquement le vecteur x̃ et les hypothèses faites sur le
code C1. Cette reconstruction s’effectue pas à pas et retrouve à chaque instant t les valeurs
du couple (π̃(2t− 1), π̃(2t)). Pour cela, la probabilité
P (π(2t− 1) = i, π(2t) = j|π̃(1), . . . , π̃(2t− 2), x̃1..M1..N )
est déterminée pour tous les couples (i, j). De façon similaire aux cas parallèles, cette proba-
bilité se décompose en un produit de probabilités grâce à l’indépendance des mots de code.
Toujours de la même façon, elle s’exprime en fonction des probabilités déduites des observa-
tions faites en sortie de canal.
Comme pour le cas des turbo-codes parallèles poinçonnés, il y a de nombreuses indéter-
minées. En effet, à chaque instant t, l’égalité suivante est satisfaite :
P (π(2t− 1) = i, π(2t) = j|π̃(1), . . . , π̃(2t− 2), x̃1..M1..N )
= P (π(2t− 1) = j, π(2t) = i|π̃(1), . . . , π̃(2t− 2), x̃1..M1..N )
Cependant il n’est pas nécessaire que l’algorithme suive un arbre de recherche, puisque ces
indéterminées ne dépendent pas du code utilisé et sont levées dès l’instant t suivant. Deux
permutations possèdent donc la même probabilité d’être celle utilisée et ne peuvent être dif-
férenciées, ces deux permutations diffèrent uniquement sur les deux derniers indices.
Une autre de ces indéterminées peut, selon les cas, ne pas être levée, elle concerne les deux
premiers indices de la permutation. En effet, en supposant que les registres du codeur sont
initialisés à 0, il peut arriver, à l’instant t = 1, que la redondance soit égale à la valeur entrée
dans le codeur. Dans ce cas il est impossible de déterminer quelle est la valeur correspondant à
l’information par rapport à celle de redondance, puisqu’elles sont égales. Cette indéterminée,
comme celle sur les deux derniers indices, n’a aucun impact sur le décodage des mots bruités
observés.
5.4.2 Algorithme de reconstruction de la permutation
L’algorithme 7 recherche la permutation la plus probablement utilisée dans un turbo-
code série à partir d’un ensemble de mots de code bruités. Celui-ci fait appel aux algorithmes
intermédiaires 5 et 6.
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Algorithme 5: Probabilités des états.
Entrées :
1. Les mêmes que l’algorithme 7
2. t l’instant considéré
3. p[.][.] les probabilités des états à l’instant 2t− 2
4. (π̃(2t− 1), π̃(2t)) les nouveaux indices de la permutation
Sortie : p′[.][.] les probabilités des états à l’instant 2t
Pour s ∈ {1, . . . ,M}















Algorithme 6: Recherche couple.
Entrées :
1. Les mêmes que l’algorithme 7
2. t l’instant considéré
3. p[.][.] les probabilités des états à l’instant 2t− 2
Sortie : (i, j, prob) le couple (i, j) le plus probable pour π(2t− 1), π(2t) et sa
probabilité : prob = P (π(2t− 1) = i, π(2t) = j|π̃(1), . . . , π̃(2t− 2), x̃1..M1..N )
Pour i, j ∈ {1, . . . , N}
r[i][j]← −1
Pour s ∈ {1, . . . ,M}
Pour i ∈ {1, . . . , N} \ {π̃(1), . . . , π̃(2t− 2)}
Pour j ∈ {1, . . . , N} \ {π̃(1), . . . , π̃(2t− 2), i}







P (xsi = a|x̃si )P (xsj = b|x̃sj)p[s][α]
r[i][j]← r[i][j]× z
i← arga maxa,b r[a][b]
j ← argb maxa,b r[a][b]
prob← r[i][j]
Retourner (i, j, prob)
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Algorithme 7: Reconstruction permutation Turbo-code série.
Entrées :
1. Les probabilités P (xst = a|x̃st ) pour tout t ∈ {1, . . . , N}, tous s ∈ {1, . . . ,M} et
a ∈ {0, 1}.
2. Le premier codeur convolutif C1 de rendement 12 , et m sa mémoire.
Sortie : π̃ la permutation la plus probablement utilisée
Initialisation des probabilités des états internes :
Pour s = 1, . . . ,M
p[s][0]← 1 //Les registres sont supposés initialisés à 0
Pour α ∈ {1, . . . , 2m − 1}
p[s][α]← 0
(a, b, prob1)←Recherche couple(0, p[.][.])
Pour t ∈ {2, . . . , N/2}
//Si π̃(2t− 3) = a et π̃(2t− 2) = b :
petat1 ← Probabilités des états(t, p[.][.], a, b)
(a1, b1, prob1)← Recherche couple(t, petat1 [.][.])
//Si π̃(2t− 3) = b et π̃(2t− 2) = a :
petat2 ← Probabilités des états(t, p[.][.], b, a)
(a2, b2, prob2)← Recherche couple(t, petat2 [.][.])

















64 0.43 23 0.17
64 0.6 39 0.30
64 1 305 2.59
512 0.6 57 221
Table 5.7 – Turbo-code série, nombre de mots nécessaire pour reconstruire la permutation
avec une probabilité supérieure à 99%.
N = 32 N = 64 N = 128 N = 256
p = 0 18 22 25 28
p = 0.10 23 27 31 35
p = 0.20 31 36 42 48
p = 0.30 45 55 62 73
p = 0.40 77 97 115
p = 0.50 167 222
Table 5.8 – Turbo-code série, canal à effacement, nombre de mots nécessaire pour
retrouver la permutation avec une probabilité supérieure à 99%.
5.4.3 Résultats pratiques
Comme précédemment, la méthode de reconstruction de la permutation a été testée sur
de nombreux exemples. Pour les résultats présentés dans cette sous-section le code convolutif
C1 est défini par (1, 1+D
2
1+D+D2 ).
La table 5.7 indique le nombre de mots nécessaire pour retrouver la permutation dans
plus de 99% des cas en fonction de la longueur de la permutation et de l’écart type σ du
canal gaussien utilisé. Cette table peut être comparée aux tables 5.1 et 5.4. Cette comparai-
son met en évidence que même si la reconnaissance se fait paire par paire comme pour les
turbo-codes parallèles poinçonnés, elle nécessite une quantité de donnée inférieure (proche du
cas des turbo-codes parallèles).
Les tables 5.8 et 5.9 indiquent elles-aussi les nombres de mots utiles pour retrouver la per-
mutation dans plus de 99% des cas mais pour les canaux à effacement et binaire symétrique.
De la même façon que pour les turbo-codes parallèles, poinçonnés ou non, les figures 5.22 à
5.24 représentent l’évolution de la probabilité de ne pas retrouver la permutation en fonction
du nombre de mots observés et ceci respectivement pour les canaux gaussien, à effacement et
binaire symétrique.
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N = 32 N = 64 N = 128 N = 256
p = 0 18 22 25 28
p = 0.02 31 38 43 50
p = 0.04 46 56 66 74
p = 0.06 66 83 100
p = 0.08 97 122 148
p = 0.10 147 192
p = 0.12 233 313
Table 5.9 – Turbo-code série, canal binaire symétrique, nombre de mots nécessaire pour
































Nombre de mots de code observés
{/Symbol s} = 0.43
{/Symbol s} = 0.6
{/Symbol s} = 0.8
{/Symbol s} = 1.0
Figure 5.22 – Turbo-code série, probabilité
d’erreur sur la permutation pour le canal





































Figure 5.23 – Turbo-code série, probabilité
d’erreur sur la permutation pour le canal à




































Figure 5.24 – Turbo-code série, probabilité
d’erreur sur la permutation pour le canal
binaire symétrique et N = 64
5.5 Conclusion 99
5.5 Conclusion
Les méthodes présentées permettent de retrouver efficacement la permutation utilisée
quel que soit le type du turbo-code. Cependant, c’est pour les turbo-codes parallèles non-
poinçonnés que les résultats sont les plus pertinents de par la rapidité de la reconstruction
mais également grâce à la quantité de données nécessaire qui est très faible comparée aux mé-
thodes existantes. Ces deux comportements ont été mis en évidence lors des différents tests,
tout comme l’efficacité de cet algorithme sur des tailles de permutation très importantes. De
plus, la permutation est reconstruite même lorsque le niveau de bruit dépasse largement la
capacité de correction du code convolutif, pour cela il suffit d’avoir suffisamment de données.
Le poinçonnage ralentit l’algorithme par la présence d’indéterminées qui impliquent de
nombreux retours en arrière lors de la reconstruction. Même si ces indéterminées ne peuvent
pas toutes être levées, le nombre de permutations retournées par l’algorithme est très faible
(inférieur à 10 dans l’immense majorité des cas) et ne dépend pas de la longueur N de la
permutation. De plus, choisir l’une de ces permutations plutôt qu’une autre impacte unique-
ment les tout derniers bits d’information lors du décodage.
Comme expliqué précédemment, l’algorithme de reconstruction de la permutation des turbo-
code parallèles poinçonnés est adapté ici à un motif de poinçonnage donné, mais il est faci-
lement ajustable aux autres motifs. La complexité de l’algorithme dépend alors du nombre
de bits poinçonnés consécutivement dans la redondance émise par le second codeur convolutif.
Concernant les turbo-codes série, la quantité de données nécessaire reste relativement
faible par rapport au niveau de bruit introduit par le canal et à la longueur de la permuta-
tion. Les indéterminées intermédiaires sont très rapidement levées, l’algorithme en est quand
même ralenti. La méthode proposée atteint donc ses limites avec des longueurs de permuta-
tions élevées. Or, pour ce type de turbo-code, le problème est exactement le même que celui
de la reconnaissance d’un code convolutif entrelacé. Le chapitre 8 est consacré à la résolution
de ce problème, la méthode qui y est proposée peut donc être appliquée aux turbo-codes série,
cependant pour des cas très bruités, l’algorithme qui vient d’être décrit ici est plus approprié.
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Chapitre 6
Reconnaissance des codes LDPC :
Recherche des équations de parité
de petits poids
Pour reconstruire un code linéaire C de longueur N à partir d’un ensemble de M mots
de code bruités m̃1, m̃2, . . . , m̃M , plusieurs méthodes existent. Ces méthodes ont presque
toutes le même objectif : retrouver le code dual. Pour cela, elles recherchent les équations de
parité vérifiées par les mots de code. Sans hypothèse supplémentaire, la recherche du code
dual est un problème NP-complet (démontré par Valembois en 2001 [130]). Cependant, si
le poids des équations de parité est constant le coût de leur recherche est polynomial, par
contre l’exposant de ce coût est très élevé. L’objectif est donc de retrouver les équations de
parité de poids constant tout en minimisant le coût de la recherche. Cette hypothèse sur le
poids constant des équations de parité s’applique notamment aux codes convolutifs, qui, par
construction, possèdent de nombreuses équations de (petit) poids constant ainsi qu’aux codes
LDPC et en particulier aux codes LDPC réguliers.
Pour reconnâıtre C, un code LDPC, une solution consiste à reconstruire une de ses ma-
trices de parité. Par définition des codes LDPC, il existe une matrice de parité H très creuse,
c’est cette matrice qui est recherchée. En effet, de par les petits poids de ses lignes c’est la
matrice la plus facilement retrouvable. Ceci est dû à la probabilité qu’un mot appartenant
au code C, bruité par un canal binaire symétrique de probabilité d’erreur τ , satisfasse une
équation de parité de poids t du code C qui est égale à 1+(1−2τ)
t
2 . En d’autres termes, le
biais (par rapport à 1/2) qu’une équation de parité soit satisfaite diminue exponentiellement
avec t, et l’on s’attend logiquement à avoir beaucoup plus de difficultés pour retrouver des
équations de parité de poids élevés.
La reconnaissance d’un code LDPC repose donc sur la recherche des équations de parité
de petit poids. Comme dit précédemment, cette recherche d’équations n’est pas uniquement
adaptée aux codes LDPC. C’est une méthode de base très largement utilisée, elle sert, entre
autre, pour :
– la reconnaissance des codes convolutifs,
– la reconnaissance des codes convolutifs entrelacés,
– la reconnaissance des turbo-codes.
En effet, ces familles de codes satisfont de nombreuses équations de parité de petit poids,
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retrouver la structure liant ces équations est une solution pour les reconnâıtre, d’où l’intérêt
de trouver efficacement des équations de parité vérifiées par les mots de code.
Il peut être noté que la recherche d’équations de petit poids est aussi utilisée en cryptana-
lyse [80,81] notamment sur le système de McEliece [106].
Contribution. Dans ce chapitre, il est présenté une nouvelle méthode pour retrouver un
ensemble d’équations de parité de petits poids. Cette méthode, basée sur l’algorithme de Du-
mer, généralise les méthodes existantes et permet de retrouver plus efficacement un ensemble
d’équations de parité de petits poids. Les équations retrouvées servent dans les chapitres
suivants pour reconstruire les codes LDPC ainsi que les codes convolutifs entrelacés.
Hypothèses. Les hypothèses qui sont faites dans la suite de ce chapitre sont :
– N la longueur du code C est connue ;
– τ la probabilité d’erreur du canal binaire symétrique utilisé est connue ;
– M mots de code bruités m̃1, . . . , m̃M sont donnés. Les mots de code (non bruités)
correspondant sont notés m1, . . . ,mM , ils sont évidemment inconnus.
La dimension K du code C n’est pas nécessairement connue, cependant il est fréquent de
connâıtre K ou au moins une estimation de sa valeur. La connaissance de K permet de
déterminer plus facilement si la recherche des équations de parité est terminée, mais elle n’est
pas indispensable.
6.1 Méthodes existantes
6.1.1 Méthode de Gauss Randomisé
La méthode de recherche des équations de parité la plus simple est celle dite de Gauss. Elle
est particulièrement bien adaptée au cas non bruité et utilise le fait qu’un mot h = (h1, . . . , hN )













Si les données m̃1, . . . , m̃M ne sont pas bruitées, la matrice M est de rang K, des solu-
tions du système précédent s’obtiennent alors en effectuant un pivot de Gauss sur M.
Dans le cas bruité, on essaiera de tirer parti de cette propriété en utilisant le fait que cette
matrice est (assez souvent) de rang non plein quand un mot du code dual est orthogonal à
l’ensemble des mots bruités contenus dans la matrice. Pour retrouver l’ensemble des équations
de parité, la méthode est itérée en partant de différentes matrices M.
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Le principe de la méthode proposée par Sicot et Houcke [118–120], dite méthode de Gauss
Randomisé, est le même à la différence près qu’il est recherché des mots orthogonaux aux N
premiers mots, les M −N autres servant uniquement à valider (ou non) le fait que les mots
retrouvés appartiennent au code dual. Avec cette méthode il est donc nécessaire de disposer
de plus de N mots.
Coût de la méthode de Gauss Randomisé
Dans l’article [121], les auteurs donnent le nombre moyen d’équations de parité retrouvées
lors d’une itération. Ce nombre est :
(N −K)
(




où la partie fractionnaire est égale à la probabilité que les N mots m̃1, . . . , m̃M satis-
fassent une équation de parité de poids t du code C.
La dépendance exponentielle en N explique que cette méthode n’est vraiment adaptée
qu’à des niveaux de bruit très faibles et/ou à des codes de faibles longueurs.
Le coût d’une itération est dominé par le pivot de Gauss, il possède un coût cubique en
N . De ce coût et du nombre moyen d’équations retrouvées en une itération il se déduit le coût








Cette valeur est déterminée pour différentes méthodes afin de les comparer, quelques
exemples sont regroupés dans la table 6.3 de la section 6.5.
6.1.2 Méthode de Valembois
Dans cette méthode [130], comme dans toutes les suivantes, la recherche d’équations de
petit poids est ramenée à la recherche de mots de poids faible dans le code généré par la






T · · · m̃MT
)
Effectivement, le but étant de trouver des équations de parité de poids t, la méthode de
Valembois recherche des vecteurs h de poids t tels que le vecteur c défini par c = hX soit
de petit poids. Ceci s’explique par le fait que le poids de c, noté w, est égal au nombre de
mots observés ne vérifiant pas l’équation de parité h. La valeur de w peut alors être estimée
à priori : w ' 1+(1−2τ)
t
2 M . t étant petit, le poids w de c est également petit. De plus, par
construction, c est un mot appartenant au code généré par la matrice X d’où la méthode de
Valembois qui consiste à rechercher un mot de petit poids dans ce code.
Pour cela, Valembois utilise la méthode de Stern [122] (méthode que l’on détaillera un peu
plus loin). Il s’agit d’une méthode itérative, au début de chaque itération une permutation π
est choisie, les mots c retrouvés sont tels que π(c) possède la répartition de poids :
104 6. Reconnaissance des codes LDPC : Recherche des équations de parité de petits poids
1 1 1 1 1 11




M −N − ` ` N
π(c) =
quant à l’équation de parité h qui s’en déduit, sa répartition de poids est donnée par :




Il peut être remarqué qu’il est nécessaire de disposer de plus de N mots pour appliquer
cette méthode. De plus, une des étapes de cette méthode est un pivot de Gauss, de manière à
modérer son impact sur le coût de la recherche, Valembois conseille l’utilisation de la méthode
de Canteaut-Chabaud [14].
6.1.3 Méthode de Cluzeau-Finiasz
La méthode donnée par Cluzeau et Finiasz [24] utilise le paradoxe des anniversaires afin
de retrouver des équations de parité h dont la répartition de poids est :







Les mots de code c de petit poids qui sont retrouvés lors d’une itération sont tels que
π(c) possède la répartition de poids :
1 1 1
poids : 0 w
s M − s
π(c) =
Plus précisément, la méthode consiste à partager horizontalement la matrice X en deux
sous-matrices X1 et X2 de même taille. Afin de retrouver toutes les équations de parité ayant
la répartition de poids donnée ci-dessus, deux listes L1 et L2 sont crées. La liste Li contient
les s premiers indices de tous les produits d’un vecteur de poids t/2 par la matrice Xi. Une
recherche de collisions entre ces deux listes permet la déduction d’un ensemble de vecteurs
h de poids t tels que hX est nul sur ses s premiers indices. Il faut ensuite vérifier le poids
de ce vecteur sur ses autres indices afin d’en déduire si h est l’une des équations de parité
recherchées.
Coût de la méthode de Cluzeau-Finiasz
Afin qu’une équation de parité donnée soit retrouvée, il est nécessaire que les s premiers
mots ne possèdent pas d’erreur ou un nombre pair d’erreurs sur le support de l’équation
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recherchée. Ceci se produit avec une probabilité égale à (formule classique des codes LDPC,
elle est donnée dans [24]) (
1 + (1− 2τ)t
2
)s







En supposant que le code recherché possède N − K équations de parité de poids t, le







) (1 + (1− 2τ)t2
)s
Le coût d’une itération peut être approximé par la formule suivante, il correspond au






































Pour rappel, les coûts des différentes méthodes sont comparés dans la section 6.5 et plus
précisément grâce à la table 6.3.
6.1.4 Méthodes basées sur l’Information Set Decoding (ISD)
La recherche d’équations de parité de petit poids se ramène à la recherche de mots de
petits poids dans un code, par exemple le code de matrice génératrice X . Les méthodes de dé-
codage des codes en bloc de type Information Set Decoding (ISD) peuvent alors être utilisées.
Plus précisément, les algorithmes de type ISD prennent en entrée un mot de code bruité
m̃ et recherchent le vecteur d’erreur e (de petit poids) afin d’en déduire le mot de code (non
bruité) m appartenant au code C tel que m̃ = m + e.
Soit H une matrice de parité du code C, de longueur N et de dimension K. Par définition,
m̃ peut se décomposer en la somme d’un mot de code m = (m1, . . . ,mN ) et d’un vecteur
d’erreur e = (e1, . . . , eN ). Notons s le syndrome associé à m̃ : sT = Hm̃T . Par construction,
sT = H(m + e)T = HeT . Le but est donc de trouver un vecteur e de poids, au plus, w (lié
à la capacité du code) tel que HeT = sT .
Ces méthodes de décodage sont facilement adaptables à la recherche de mots de petit
poids. En effet, il suffit de considérer le syndrome nul : s = 0 pour que ces méthodes re-
cherche un vecteur e, de poids au plus w, tel que HeT = 0T . Le vecteur e retrouvé est, par
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Méthode de Prange 01 1 1 1
poids : ≤w 0
N −K K
π(c) =
Méthode de Lee-Brickell 1 111 1 11 1
poids : ≤w − p p
N −K K
π(c) =
Méthode de Léon 1 111 1 1 1
poids : ≤w − p p0
N −K − ` ` K
π(c) =
Méthode de Stern 1 1 1 1 1 11










Méthode de Dumer 1 1 1 11 11








Figure 6.1 – Répartition de poids de π(c) pour les différentes méthodes de type ISD
définition, un mot appartenant au code C et de petit poids w.
C’est de ce point de vue que sont présentées les méthodes de types ISD. Les vecteurs
recherchés correspondent donc à des mots de code de petits poids, et non des vecteurs d’er-
reurs, c’est pour cette raison qu’ils sont notés c. L’équation à résoudre est donc HcT = 0T
avec c de poids, au plus, w.
Les différentes méthodes, présentées ci-dessous, essayent de profiter du fait que les élé-
ments non-nuls de c peuvent être localisés, en majorité, dans une fenêtre de taille inférieure
ou égale à N −K. Pour cela, ces méthodes itératives choisissent aléatoirement une permu-
tation π et recherchent s’il existe un mot de code c tel que la répartition de poids de π(c)
correspondent aux schémas reportés dans la figure 6.1. Notons que les deux dernières mé-





) tous les mots de poids p sur un ensemble de K ′ positions.
Méthode de Prange
Pour résoudre le problème diverses méthodes existent, l’idée de départ date de 1962 et
est due à Prange [111]. Dans cette méthode, un ensemble de K positions de c sont fixées à
0, ses N −K autres positions sont ensuite recherchées telles que c soit de poids au plus w et
satisfasse l’équation HcT = 0T . D’où, en notant π la permutation permettant de placer ces
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K positions sur la droite, la répartition de poids de π(c) donnée dans la table 6.1.
Cependant, la suite de cette méthode, prévue pour le décodage, ne s’applique pas direc-
tement à la recherche de mots de petit poids. En effet, le seul mot de code qui peut être
retrouvé est le mot nul.
Méthode de Lee-Brickell
En 1988, Lee et Brickell [83] proposent de modifier légèrement la méthode de Prange.
Avec cette modification la répartition de poids de π(c) est moins contraignante. En effet, elle
peut être représentée par :
1 111 1 11 1
poids : ≤w − p p
N −K K
π(c) =
De plus, la méthode obtenue permet, cette fois, de résoudre le problème de la recherche
de mots de code de petits poids.
Plus précisément, K indices sont choisis aléatoirement, il est ensuite recherché les vecteurs
c, de poids p sur ces K indices, vérifiant HcT = 0T . Soit π la permutation permettant de
placer ces K indices sur la droite de c et, afin d’alléger les notations, cπ = π(c). La matrice
obtenue en appliquant la permutation π sur les colonnes de H est notée Hπ. Un pivot de
Gauss est appliqué sur la matrice Hπ afin d’obtenir la matrice H0. Finalement, en notant v
le vecteur de longueur K défini par v = (cπN−K+1 , . . . , cπN ) la situation peut être représentée










poids : ≤w − p p
Si H0cTπ = 0T alors l’égalité HcT = 0T est vérifiée. De plus, afin que l’équation H0cTπ = 0T
soit vérifiée, la structure de H0 implique que (cπ1 , . . . , cπN−K )T = H′vT . D’où si H′vT est de
poids au plus w − p, alors le vecteur c = π−1(H′vT |v) est un mot de code de poids au plus
w (où a|b représente la concaténation des vecteurs a et b).
La méthode de Lee-Brickell pour retrouver un mot de code c de poids au plus w s’en
déduit :
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Tant que nécessaire itérer :
1. Choisir aléatoirement une permutation π
2. Déterminer Hπ obtenue en appliquant π sur les colonnes de H
3. Calculer H0 en appliquant un pivot de Gauss à la matrice Hπ
4. Pour tous les vecteurs v de longueur K et de poids p
Si H′vT est de poids ≤ w − p alors
Retourner π−1(H′vT |v)
Pour minimiser le coût de la recherche, la valeur optimale pour p est de l’ordre de 2 pour
des dimensions de code “courantes”.
Méthode de Léon
Toujours en 1988, Léon [84] propose une amélioration de la méthode de Lee-Brickell. Dans
cette méthode la contrainte sur la répartition de poids de π(c) est plus importante qu’avec
la méthode de Lee-Brickell. En effet, afin de retrouver un mot de code c lors d’une itération
il faut que π(c) possède la répartition de poids :
1 111 1 1 1
poids : ≤w − p p0
N −K − ` ` K
π(c) =
Cette répartition diminue la probabilité de trouver un mot de code lors d’une itération
mais permet de réduire le coût de chaque itération, la valeur de H′vT n’étant pas entièrement
calculée (si elle ne possède pas les 0 souhaités, le vecteur v est rejeté et l’algorithme passe au
suivant).
Méthode de Stern
En utilisant le paradoxe des anniversaires Stern [122] améliore encore la méthode de Léon.
Avec cette méthode le vecteur π(c) doit posséder la répartition de poids :
1 1 1 1 1 11










Cette répartition de poids est plus contraignante que celle de la méthode de Léon mais
le gain de temps à chaque itération la compense largement. La matrice H0, est partagée en
sous-matrices comme sur le schéma suivant :















N −K − `
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Afin de trouver le vecteur cπ possédant la répartition de poids précédente, deux listes L1 et
L2 sont crées telles que : Li contient toutes les combinaisons linéaires de p/2 colonnes de Hi.
Ainsi :
L1 = {(v1,H1vT1 )|v1 est de taille K/2 et de poids p}
L2 = {(v2,H2vT2 )|v2 est de taille K/2 et de poids p}
Soient deux couples (v1,H1vT1 ), et (v2,H2vT2 ) appartenant respectivement à L1 et L2
tels que H1vT1 = H2vT2 . Pour que le vecteur cπ = π(c) défini par :
cπ1 , . . . , cπN−K−` 0 v1 v2




N −K − ` ` K/2 K/2
π(c) =
satisfasse les conditions souhaitées, il suffit que (cπ1 , . . . , cπN−K−`)T = H′(u1|u2)T et soit de
poids inférieur ou égal à w − p. Ainsi, l’étape 4. de l’algorithme devient :
4. Créer les listes L1 et L2
Pour tous les couples (v1,v2) ∈ L1 × L2 tels que H1vT1 = H2vT2
Si vT = H′(v1|v2)T est de poids, au plus, w − p alors
Retourner π−1(v|0|v1|v2)
Cette façon de procéder est plus efficace que la méthode de Léon. En effet, dans la mé-
thode de Léon, comme dans celle de Lee et Brickell, la complexité de la méthode est dominée










Grâce à un petit changement sur cette méthode, Dumer [39] en propose une nouvelle
encore plus efficace en 1991.
Méthode de Dumer
Dans la méthode proposée par Dumer [39] la répartition de poids de π(c) est moins stricte
que celle de la méthode de Stern. Cette répartition est de la forme :
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1 1 1 11 11








Pour cela, seul le découpage de la matrice H0 est modifié, les ` colonnes se trouvant au












N −K − `
La suite de l’algorithme est exactement la même que pour la méthode de Stern.
Le choix des paramètres p et ` est important afin de limiter le coût de la recherche des
mots de code de petits poids. Pour déterminer les valeurs à utiliser, le coût de la recherche
d’un mot de code donné est calculé, il est noté WF (Work Factor).
WF = Coût d’une itération
Probabilité de trouver un mot de code lors d’une itération
= C
P
La probabilité P de trouver un mot de code c lors d’une itération est égale à la probabilité
que π(c) ait la répartition de poids :
1 1 1 11 11








La permutation π est aléatoire, P est donc égale à la probabilité que c ait cette répar-
tition de poids. Autrement dit, P est égale au nombre de vecteurs de poids w respectant la










Pour le calcul du coût C d’une itération, l’opération élémentaire considérée est la somme
de deux colonnes ou le calcul du poids d’une colonne. C dépend des coûts du pivot de Gauss
sur les N −K− ` premières lignes de Hπ, de la fabrication des deux listes, de la recherche de
l’intersection ainsi que du coût de la vérification du poids de H′(v1|v2)T . Plus précisément
ces différents coûts sont :
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– Le coût du pivot de Gauss est (N −K − `)N .














– Tester un élément de l’intersection consiste à effectuer une somme de colonnes et à dé-
terminer son poids ; le coût de cette vérification est essentiellement constant et estimé
à 2.
D’où le coût d’une itération :










Afin de simplifier le calcul des paramètres optimaux, le coût du pivot de Gauss n’est pas
pris en compte. De plus, il est négligeable devant les coûts concernant les listes dès que p est
supérieur ou égal à 8.
























Pour minimiser WF , il faut minimiser 2((K+`)/2p/2 )
+ 22` . À un petit facteur près ce terme est
minimal lorsque 2((K+`)/2p/2 )









Il faut donc choisir p et ` tels que
(Nw)
(N−K−`w−p )2`





Remarque. Il existe d’autre méthodes de décodages de type ISD, telles que [7] et [105] mais
elles sont nettement plus compliquées à mettre en œuvre.
6.2 Recherche des équations de parité de petit poids
La méthode de Valembois, présentée précédemment, recherche des mots de petits poids






T · · · m̃MT
)
De ces mots de code sont déduites des équations de parité, leurs poids est vérifié ultérieure-
ment, il n’est pas forcément égal à t.
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Dans la méthode de Cluzeau-Finiasz, les équations de parité retrouvées sont nécessairement
de poids t et le poids du mot de code est utilisé pour valider, ou non, une équation de parité.
Afin de généraliser ces deux méthodes, l’idée que l’on va utiliser est de rechercher direc-
tement des équations de parité h de poids t, telles que le mot de code c = hX soit de petit
poids. Pour cela, il suffit de rechercher des mots de petit poids dans le code généré par la
matrice obtenue en concaténant une matrice identité et la matrice X . En effet :
Soient C1 un code (N,K) et un ensemble de M mots de ce code bruités par un canal
binaire symétrique de probabilité τ : m̃1, . . . , m̃M où m̃i = (m̃i1, m̃i2, . . . , m̃iN ).
Soit C2 le code (N +M,N) ayant la matrice GC2 pour matrice génératrice :
GC2 =
1 . . . m̃1T m̃2T · · · m̃MT
1

Proposition 6.1. Soient h = (h1, . . . , hN ) un vecteur de poids t
– Si h est une équation de parité du code C1, c’est-à-dire un mot appartenant au code
dual de C1, alors, pour tout i :
P (h× (m̃i)T = 1) = 1− (1− 2τ)
t
2
– Sinon (c’est-à-dire h n’est pas une équation de parité du code C1), alors pour tout i :
P (h× (m̃i)T = 1) = 12
De cette proposition, il se déduit que si c = (c1, . . . , cN+M ) un mot du code C2 défini par
c = hGC2 , avec h un vecteur de petit poids t, alors :
– Si h est une équation de parité du code C1, le vecteur c est de poids faible et possède
la répartition de poids :
c = (c1, . . . , cN︸ ︷︷ ︸
=t





– Sinon, c est de poids élevé dont la répartition de poids est :
c = (c1, . . . , cN︸ ︷︷ ︸
=t
, cN+1, . . . , cN+M︸ ︷︷ ︸
' 12M
)
Afin de trouver des équations de parité de poids t vérifiées par les mots du code C1,
une méthode consiste donc à rechercher des mots c appartenant au code C2 et ayant pour
répartition de poids :
c = (c1, . . . , cN︸ ︷︷ ︸
=t





Le problème de la recherche des équations de parité de petit poids dans le code C1 est
ainsi ramené au problème de recherche de mots de petits poids dans le code C2 (avec une
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contrainte sur leur répartition de poids).
La matrice génératrice du code C2 étant systématique, la matrice HC2 , définie ci-dessous,









La recherche des équations de parité de petit poids peut donc être effectuée grâce aux
méthodes présentées dans la section 6.1.4. Des mots de poids au plus w, avec w légèrement
supérieur à t+ 1−(1−2τ)
t
2 M , vont être recherchés à partir de la matrice de parité HC2 .
6.3 Utilisation de l’information concernant le poids de c
En notant H la matrice HC2 de la section précédente, la méthode de Dumer, comme les
autres méthodes, recherche des vecteurs c de poids au plus w tels que HcT = 0T . Avec ces
méthodes, le poids de c est contrôlé, il doit être inférieur à w, mais aucune contrainte sur
sa répartition de poids n’est prise en compte. En effet, même si la répartition de poids du
vecteur cπ est connue, il est impossible d’en déduire celle de c sans déterminer π
−1(cπ), la
permutation π étant aléatoire. Or la répartition de poids de c est connue à priori, il est donc
intéressant de l’utiliser afin d’accélérer la recherche.
Une modification à apporter à l’algorithme de Dumer afin de trouver plus rapidement des
mots c du code C2 ayant la répartition de poids
c = (c1, . . . , cN︸ ︷︷ ︸
=t





porte donc sur la permutation des colonnes à effectuer au début de chaque itération. Cela
impacte également la construction des deux listes L1 et L2.
La matrice de parité H est de tailleM×(M+N) et est composée de deux parties distinctes,










Il est possible de choisir une permutation π telle qu’en l’appliquant aux colonnes de H la
matrice obtenue Hπ soit de la forme











où des colonnes rouges sont des colonnes venant de la partie de gauche de H et les colonnes
en bleues de la partie identité de H. Les N +M −N ′ −M ′ premières colonnes de Hπ sont
un mélange de colonnes venant des deux parties de H.
Comme dans la version initiale de l’algorithme de Dumer, afin d’obtenir la matrice H0,
un pivot de Gauss est effectué sur les M − ` premières lignes de Hπ. La matrice H0 peut
alors être représentée par :
H0 =















H1a H1b H2a H2b
Dans l’algorithme présenté précédemment, deux listes L1 et L2 sont construites en ef-
fectuant toutes les combinaisons linéaires de p/2 colonnes respectivement des matrices H1
et H2. Dans cette version modifiée de l’algorithme, la liste Li est composée de toutes les
combinaisons linéaires de p1 colonnes de Hia et p2 colonnes de Hib , pour i = 1, 2.
Li = {(u|v,HiauT + Hibv
T |u est de poids p1 et v est de poids p2}
(avec u|v la concaténation des vecteurs u et v).
L’intersection des deux listes est ensuite déterminée afin de trouver un ensemble de mots
de code potentiellement de petits poids. Ces mots sont tels que :







poids : p1 p2 p1 p2
11... 1... 1 1... 1...
0
H′
H1a H1b H2a H2b
Le poids total de ces mots est ensuite vérifié, de la même façon qu’auparavant. La répar-
tition de poids des mots cπ tels que H0cTπ = 0T qui sont ainsi trouvés est donc la suivante :
cπ =
poids : p1 p2 p1 p2w − 2p1 − 2p2
11... 1... 1 1... 1...1 1 1 ...









En appliquant π−1 à cπ un vecteur c tel que HcT = 0T est déduit. Par construction il
possède la répartition de poids :
c =
poids : p1 p2p1 p2









En procédant de cette façon et avec de bons paramètres M ′, N ′, p1 et p2, la probabilité
que c respecte la répartition de poids
c = (c1, . . . , cN︸ ︷︷ ︸
=t





est maximisée tout comme la probabilité de trouver à chaque itération un tel mot de code.
Remarquons qu’en prenant en compte les équations qui se déduisent directement de l’étape
du pivot de Gauss, l’algorithme obtenu généralise la méthode de Gauss Randomisé mais
accélère également la recherche des équations de petit poids, en particulier lorsque que les
données sont très faiblement bruitées. En effet, cela permet de retrouver des équations dont
la répartition de poids est :
c =
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alors que sans cette modification, l’algorithme ne retient pas ces équations et recherche une
permutation π telle qu’il n’y a pas d’équation possédant la répartition de poids donnée ci-
dessus. Cette adaptation n’a pas été effectuée dans les programmes de tests, les temps pré-
sentés dans les prochains chapitres ne la prennent donc pas en compte.
Si un vecteur c = (c1, . . . , cN+M ) de poids au plus w et tel que HcT = 0T est retrouvé
alors, avec une grande probabilité, le vecteur (c1, . . . , cN ) = h = (h1, . . . , hN ) définit une des
équations de parité recherchées.
6.4 Choix des paramètres
Afin de maximiser la probabilité de retrouver des mots de petit poids, la permutation
π à appliquer aux colonnes de la matrice H au début de chaque itération n’est pas choisie
aléatoirement. Cette permutation dépend de N ′ et M ′, ces paramètres dépendant eux mêmes
de N et M , mais également de p1 et p2 ainsi que du niveau de bruit τ . Cette section est
consacrée au choix optimal de ces paramètres afin de minimiser le coût de la recherche des
mots de petit poids.
6.4.1 Coût de la méthode de Dumer modifiée
Avec ce contrôle sur la permutation, le coût pour retrouver un mot de code donné de petit
poids est réduit. Comme pour la version classique, le coût de la méthode est donné par :
WF = Coût d’une itération
Probabilité que le mot cherché respecte la répartition de poids voulue
De même que précédemment, l’opération élémentaire considérée est la somme de deux
colonnes ou le calcul du poids d’une colonne. Le coût du pivot de Gauss est considéré comme
constant et n’est pas pris en compte dans le calcul de WF . Le coût d’une itération correspond
donc au calcul des deux listes L1 et L2, de leur intersection et du test des mots potentielle-
ment de petit poids.
Il peut être noté que le coût du pivot de Gauss n’est pas négligeable dans notre cas. En
effet, les valeurs p1 et p2 sont petites (au maximum égales à 2), les coûts liés aux listes ne
dominent alors pas le coût du pivot. Cependant, le supposer constant permet de simplifier les
calculs et permet de comprendre plus facilement le comportement des paramètres optimaux
en fonction de N , M et τ .
































. Le coût de la fabrication
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En effet, par construction, ` est tel que M − `+N ′+M ′ = M +N d’où ` = N ′+M ′−N .
Le test d’un élément de l’intersection à un coût de 2 opérations élémentaires. Le coût C d’une
















La probabilité P que cπ ait la répartition de poids :
cπ =
poids : p1 p2 p1 p2w − 2p1 − 2p2
11... 1... 1 1... 1...1 1 1 ...









est égale à la probabilité que c suive la répartition de poids suivante :
c =
poids : p1 p2p1 p2









Afin de déterminer P son calcul est partagé en deux termes Pgauche et Pdroite. Le premier
correspond à la probabilité que c respecte la répartition de poids sur la partie de gauche,
c’est-à-dire sur les N premiers indices, Pdroite concerne donc la partie droite (i.e. sur les M
derniers indices). P vérifie donc P = Pgauche × Pdroite.
Par hypothèse, c est de poids exactement t sur les N premiers indices. La probabilité
Pgauche que c respecte la répartition de poids sur ces N premiers indices (c’est-à-dire de poids
exactement p1 pour chacun des deux ensembles de N









Sur la partie de droite, le poids de c n’est pas connu précisément, cependant la probabilité
qu’un indice donné soit non nul est connue ; elle est égale à 1−(1−2τ)
t







)p2 (1 + (1− 2τ)t
2
)M ′/2−p22
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Il peut être remarqué qu’en considérant le coût du pivot de Gauss comme constant le
nombre M de mots de code bruités n’influe pas directement le coût de cette méthode. Par
contre, M impacte directement le coût du pivot ainsi que la valeur de w, le choix de M est
donc important pour minimiser le coût de la recherche des mots de petits poids.
Une autre variable qui n’intervient pas dans cette formule est K la dimension du code recher-
ché. Or si N −N ′ > K et que les mots observés ne sont pas ou peu bruités, il est impossible
d’obtenir l’identité sur les M−` premières colonnes de H0. En pratique, de cette impossibilité
il se déduit tout de même un ensemble d’équations de parité de petit poids lors du pivot de
Gauss, de la même façon que dans la méthode de Gauss Randomisé.
6.4.2 Calcul des paramètres optimaux
En continuant de négliger le coût du pivot de Gauss et en faisant varier les différents
paramètres, le coût de l’algorithme semble généralement être minimal pour p1 = 1 et p2 = 0
(d’après des simulations faites sur Maple). Le théorème suivant détermine les paramètres
optimaux N ′ et M ′ lorsque p1 = 1 et p2 = 0 en fonction de N , τ et t le poids des mots de
code recherchés.
Théorème 6.3. Le coût de la recherche d’un mot de code de poids t lorsque p1 = 1 et p2 = 0
est minimal pour : {
M ′ = log(N
′)
log(2) −N
′ +N − 1
N ′ = min(N,N ′1)
Avec
N ′1 =















2− t− log(1 + (1− 2τ)t)−N log
(





1 + (1− 2τ)t
2
)
log(1 + (1− 2τ)t)












Dans les preuves suivantes, la notation T = 1+(1−2τ)
t
2 est utilisée, c’est une constante ne
dépendant pas des paramètres de la méthode.
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Pour minimiser ce coût, il faut choisir N tel que N ′ ' 2N ′+M ′−N+1, ce qui implique C ' 2N ′.

































































' N ′(N −N ′)t−2TM ′ (6.1)
Le but est donc de maximiser log(N ′) + (t − 2) log(N − N ′) + M ′ log(T ). Afin de mini-
miser le coût de chaque itération, N ′ est choisi tel que N ′ ' 2N ′+M−N+1 (hypothèse faite
dans la démonstration du corollaire 6.4). D’où log(N ′) = (N ′ + M ′ − N + 1) log(2) et donc
M ′ = log(N
′)
log(2) −N
′ +N − 1.
En remplaçant M ′ dans l’équation (6.1), la fonction en N ′ à maximiser est :
f(N ′) = log(N ′) + (t− 2) log(N −N ′) +
( log(N ′)
log(2) −N
′ +N − 1
)
log (T )
Les variations de f sont étudiées grâce à sa dérivée :
f ′(N ′) = log(2T )log(2)N ′ −
t− 2
N −N ′
− log (T )
f ′(N ′) ≥ 0 si et seulement si :
log(2T )(N −N ′)− (t− 2) log(2)N ′ − log (T ) log(2)N ′(N −N ′) ≥ 0
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En effet, le dénominateur de f ′, N ′(N −N ′) log(2), est, par construction, toujours positif.
f ′(N ′) ≥ 0
⇔ N ′2 log (T ) log(2) +N log(2T )−N ′ (log(2T ) + (t− 2) log(2) +N log (T ) log(2)) ≥ 0
Le discriminant ∆ associé à cette équation est :
∆ = ((2− t) log(2)− log(2T )−N log (T ) log(2))2 − 4N log (T ) log(2T ) log(2)
Par hypothèse 0 ≤ τ < 1/2, et t ≥ 1, ce qui implique les deux encadrements suivants :
0 < log(2T ) ≤ log(2)
− log(2) < log (T ) ≤ 0
Il s’en déduit que :
4N log (T ) log(2T ) log(2) ≤ 0
Et donc pour tout t et tout τ dans l’intervalle [0, 1/2[ on a ∆ ≥ 0. Ainsi, l’équation f ′(N ′) = 0




log(2T ) + (t− 2) log(2) +N log (T ) log(2)−
√
∆
2 log (T ) log(2)
N ′2 =
log(2T ) + (t− 2) log(2) +N log (T ) log(2) +
√
∆
2 log (T ) log(2)
De plus, N ′2 < 0, en effet, comme noté ci-dessus, 2 log (T ) < 0, d’où N ′2 < 0 est équivalent
à :
log(2T ) + (t− 2) log(2) +N log (T ) log(2) +
√
∆ > 0 (6.2)
Or ∆ > ((2− t) log(2)− log(2T )−N log (T ) log(2))2, par conséquent :
√
∆ > (2− t) log(2)− log(2T )−N log (T ) log(2)
et en remplaçant
√
∆ dans l’équation (6.2), le numérateur de N ′2 est minoré par 0 :
log(2T ) + (t− 2) log(2) +N log (T ) log(2) +
√
∆ > 0
D’où N ′2 < 0, quelles que soient les valeurs de t, τ et N .
De la même façon, il se démontre que N ′1 ≥ 0. Il s’ensuit que la fonction f définie sur [0, N ]
est croissante sur [0, N ′1] et décroissante sur [N ′1, N ] si N ′1 < N , sinon f est croissante sur tout
son ensemble de définition. f atteint donc son maximum en min(N,N ′1). Expérimentalement,
il a été observé que N ′1 < N .
Le coût de la recherche d’un mot de code de poids t lorsque p1 = 1 et p2 = 0 est donc
minimal pour : {
M ′ = log(N
′)
log(2) −N
′ +N − 1
N ′ = min(N,N ′1)
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D’après les simulations effectuées en Maple, le coût est minimal lorsque p2 = 0, cependant
p1 peut être supérieur à 1. Un raisonnement similaire permettant de trouver les paramètres
optimaux peut être appliqué pour d’autres valeurs de p1.
Par exemple, sous l’hypothèse p1 = 2 et p2 = 0 le choix optimal de M ′ et N ′ est :{
M ′ = 2 log(N
′)
log(2) −N
′ +N − 2
N ′ = min(N,N ′1)
avec
N ′1 =




























1 + (1− 2τ)t
2
)(
2N + 4log(2) log
(
1 + (1− 2τ)t
2
))
6.4.3 Exemples de paramètres optimaux (théoriques)
Afin de mieux comprendre le comportement des paramètres optimaux, la table 6.1 donne,
pour différentes valeurs de N , les choix optimaux pour N ′ et M ′. Ces paramètres sont obtenus
en négligeant le coût du pivot de Gauss et en fixant p1 = 1 et p2 = 0.
Lorsque tN <
1−(1−2τ)t
2 il faut choisir N
′ > M ′. Cette situation correspond aux colonnes
en bleu de la table 6.1 et se justifie par le fait que, dans ce cas, la densité des éléments non-nuls
est inversée entre les deux parties de l’équation recherchée (la partie droite est plus dense que
la partie gauche).
Il peut être remarqué qu’une fois que tN <
1−(1−2τ)t
2 la valeur optimale de M
′ converge
très rapidement. Les valeurs optimales ont également été recherchées de façon expérimen-
tale, le coût du pivot de Gauss n’est alors pas négligé et le même phénomène de convergence
de la valeur optimale de M ′ à partir d’un certain seuil (dépendant de N , M , t et τ) est observé.
De plus, il peut être observé que la valeur optimale de M ′ décrôıt lorsque le niveau de
bruit augmente. Ceci se justifie par le choix de p2 = 0. En effet, notons i1, i2, . . . , iM ′ les co-
lonnes choisies sur la partie identité de la matrice H. Une équation de parité c sera retrouvée
si et seulement si les mots de code bruités se trouvant aux lignes i1, i2, . . . , iM ′ ne contiennent
pas d’erreur, ou un nombre pair d’erreurs, sur le support de h. Lorsque le niveau de bruit
est faible, la probabilité que les M ′ colonnes choisies permettent de retrouver h est élevée,
un nombre important de colonnes peuvent être sélectionnées. Par contre, lorsque le niveau de
bruit est plus important, cette probabilité décrôıt fortement, il est alors peu probable que les
M ′ colonnes choisies soient telles que h puisse être retrouvé. D’où le choix (aléatoire) d’un
petit nombre M ′ dans le cas très bruité.
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τ = 0
N 100 200 500 1000 2000 5000 10000 20000
M ′ 92 183 453 901 1799 4489 8973 17939
N ′ 10 20 52 103 207 518 1035 2071
WF 24 24 25 25 25 25 26 26
τ = 0.0001
N 100 200 500 1000 2000 5000 10000 20000
M ′ 92 182 450 890 1746 4016 6142 7045
N ′ 10 21 54 116 261 993 3869 12967
WF 24 27 34 45 78 339 2441 50362
τ = 0.001
N 100 200 500 1000 2000 5000 10000 20000
M ′ 91 178 407 622 715 748 758 762
N ′ 11 26 98 384 1295 4262 9254 19251
WF 42 77 347 3× 103 5× 104 8× 106 4× 108 3× 1010
τ = 0.01
N 100 200 500 1000 2000 5000 10000 20000
M ′ 68 79 84 85 87 89 90 91
N ′ 36 127 424 923 1923 4923 9923 19923
WF 3× 103 7× 104 1× 107 7× 108 5× 1010 1× 1013 9× 1014 6× 1016
Table 6.1 – Valeurs théoriques optimales pour t = 8
6.5 Comparaison des différentes méthodes
La méthode de Dumer modifiée présentée ci-dessus permet de généraliser les méthodes
de Valembois, Cluzeau-Finiasz et Gauss Randomisé. La table 6.2 représente les répartitions
de poids des équations recherchées par ces différentes méthodes ainsi que les paramètres à
choisir pour se rapporter à la méthode de Dumer modifiée.
En utilisant la proposition 6.2 déterminant le coût pour retrouver une équation de parité
donnée, il se déduit le coût pour retrouver une équation de parité de poids t quelconque en
utilisant la méthode de Dumer modifiée. Afin de comparer le coût de cette méthode avec
celui des méthodes de Gauss Randomisé et de Cluzeau-Finiasz, le pivot de Gauss n’est plus
négligé et est considéré comme cubique. De plus, il est supposé que le code recherché vérifie
N − K équations de parité de poids t et que les paramètres p1 et p2 sont respectivement
fixés à 1 et 0. Ce choix sur les paramètres p1 et p2 n’est pas nécessairement le choix opti-
mal mais permet tout de même de comparer les différentes méthodes. Sous ces hypothèses, le
coût CDM pour retrouver une équation de parité par la méthode de Dumer modifiée est donc :
CDM =











La table 6.3 regroupe quelques évaluations des coûts des différentes méthodes. Le coût
minimal est mis en évidence pour chacune des lignes. La méthode de Dumer modifiée ayant
de nombreux paramètres, les valeurs présentées dans le tableau ne sont pas nécessairement
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N ′ = N , p1 = t/2,









N ′ = N , p1 = t/2,






N ′ = 0, p1 = 0,
M ′ = M et p2 = 0.
De plus, M − ` = N .
Table 6.2 – Généralisation des méthodes existantes
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N K t τ CGR CCF CDM
2 304 1 152 7 0 1.1× 107 5.4× 107 2.3× 107
0.001 1.0× 1014 6.7× 107 5.4× 107
0.01 1.9× 1075 4.8× 108 4.8× 108
20 0 1.1× 107 2.7× 1036 5.4× 107
0.001 7.2× 1026 5.1× 1036 5.7× 1017
0.01 7.8× 10188 9.1× 1038 5.8× 1032
16 200 14 400 27 0 2.4× 109 1.1× 1073 1.8× 1010
0.001 9.0× 10196 2.5× 1073 9.1× 1046
0.01 5.5× 101669 2.0× 1076 2.7× 1066
64 800 32 400 7 0 8.4× 109 1.4× 1016 1.3× 1010
Table 6.3 – Comparaison des coûts des méthodes de Gauss Randomisé, de Cluzeau-Finiasz
et de Dumer Modifiée
les valeurs optimales. Un seul paramètre est à fixer pour la méthode de Cluzeau-Finiasz, noté
s dans la sous-section consacrée à cette méthode, il a été fixé à 32 comme préconisé dans [24].
Lorsque les données ne sont pas bruitées la méthode de Gauss Randomisé est la moins
coûteuse mais dans ce cas la méthode de Dumer modifiée a tout de même un coût relative-
ment proche, ce qui n’est pas le cas de la méthode de Cluzeau-Finiasz si le poids des équations
est important ou si la longueur du code est importante. Lorsque le bruit augmente les coûts
des différentes méthodes varient plus nettement, ceux des méthodes de Cluzeau-Finiasz et de
Dumer modifiée se rejoignant pour des niveaux de bruit très élevés. Cependant, en utilisant
les équations qui se déduisent directement de l’étape du pivot de Gauss, le coût de la méthode
de Dumer modifiée peut être inférieur ou égal aux coût des deux autres méthodes quel que
soit le niveau de bruit considéré.
Pour comparer ces différentes méthodes le coût est important mais la quantité de données
nécessaire également. La méthode de Gauss Randomisé nécessite un ensemble de plus de N
mots, alors que les méthodes de Cluzeau-Finiasz et celle de Dumer modifiée utilisent beaucoup
moins de mots. Par construction, le nombre de mots utilisés par la méthode de Dumer modifiée
est forcément inférieur à N il est même généralement très largement inférieur à N comme
dans les tests du chapitre suivant.
Chapitre 7
Reconnaissance des codes LDPC :
Résultats expérimentaux
La méthode présentée dans le chapitre précédent pour retrouver des équations de parité
de (petit) poids t d’un code inconnu C à partir d’un ensemble de M mots de code bruités est
testée afin d’évaluer ses capacités et ses limites. Dans ce chapitre sont présentés et commentés
quelques résultats expérimentaux. Ces résultats concernent, dans un premier temps, le cas
non bruité, puis, dans un second temps, le cas bruité. Ils ont tous été obtenus en modifiant
l’implémentation, faite par Gregory Landais [80], de la méthode de Dumer afin d’obtenir la
méthode modifiée.
7.1 Cas non bruité
Supposons qu’un ensemble de M mots de code (non bruités) est donné, le but est de
reconstruire la matrice de parité définie par un ensemble d’équations de parité de petit poids.
7.1.1 Exemple : codes quasi-cycliques après permutation des colonnes
La table 7.1 présente les résultats obtenus pour les codes LDPC binaires de la norme DVB-
S2 [42]. Pour rappel, ces codes possèdent une structure convolutive et sont quasi-cycliques
après permutation des colonnes de la matrice de parité. Cette structure très précise n’est pas
utilisée pour la reconnaissance du code. Pour un code normé de longueur N , de dimension
K et défini par le polynôme ρ(x), le temps pris pour reconstruire entièrement la matrice de
parité est donc identique à celui nécessaire pour reconstruire un code LDPC quelconque de
longueur N , de dimension K et défini par le même polynôme ρ(x).
Les codes LDPC de cette norme font partie des codes normés les plus longs, en effet
dans ce cas N = 16 200 ou 64 800. Tous les codes de longueur 16 200 ont été reconstruits,
pour ceux de longueur 64 800, les temps de calculs deviennent importants et reconstruire
entièrement la matrice de parité sans hypothèse sur la structure du code ne semble pas très
adapté, en particulier lorsque le rendement est important. Cependant, il peut être souligné
que la reconstruction totale de la matrice de parité, qui nécessite donc de retrouver N −K
mots différents de petit poids, est efficace sur les codes de longueur N = 16 200 même si les
équations de parité sont de poids relativement élevées (jusqu’à t = 27 dans la table 7.1).
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N N −K poids max. M temps de recherche
16 200 12 960 4 800 30 sec.
16 200 10 800 5 1 900 60 sec.
16 200 9 720 6 2 800 140 sec.
16 200 9 000 7 2 300 2 000 sec.
16 200 6 480 11 7 000 1 800 sec.
16 200 5 400 10 6 400 1 200 sec.
16 200 4 320 13 6 900 5 000 sec.
16 200 3 600 13 8 000 3 000 sec.
16 200 2 880 19 9 900 6 000 sec.
16 200 1 800 27 12 100 5 000 sec.
64 800 48 600 4 1 600 600 sec.
64 800 43 200 5 4 300 3 200 sec.
64 800 38 880 6 9 000 15 000 sec.
64 800 32 400 7 13 000 30 000 sec.
Table 7.1 – Reconnaissance des codes LDPC de la norme DVB-S2
De plus, la méthode permettant de retrouver les équations de parité est itérative, et chaque
itération est indépendante des précédentes et des suivantes. Le temps de recherche peut donc
être divisé par simple parallélisation.
Influence du polynôme ρ(x)




i où ρi est égal à la proportion de lignes de poids i dans la matrice de parité.
Les deux lignes de la table 7.1 pour lesquelles le poids maximal est 13 permet de mettre
en évidence l’impact du polynôme ρ(x) sur la reconnaissance du code LDPC. Pour ces codes
ρ(x) est défini par :
– pour N −K = 4 320 : ρ(x) = 0.08x9 + 0.25x10 + 0.33x11 + 0.25x12 + 0.08x13
– pour N −K = 3 600 : ρ(x) = 0.1x11 + 0.3x12 + 0.6x13
Il faut environ 1.16 secondes par équation retrouvée pour le premier code contre 0.83 secondes
pour le second.
Pour le premier de ces codes, la proportion d’équations de parité de poids maximal est in-
férieure à celle du second code (0.08 contre 0.6) alors que le temps de reconstruction est
supérieur, ce qui semble contre-intuitif. En réalité, ce sont les équations de parité de poids
inférieur qui ralentissent la reconnaissance. En effet, ces équations sont retrouvées de nom-
breuses fois et le coût de la vérification qu’il s’agit bien d’une équation de parité (c’est-à-dire
vérifier que son poids est inférieur à w−2p1−2p2 sur les premiers indices) n’est pas négligeable.
Le même phénomène se produit pour les codes de longueur 16 200 et ayant des équations
de parité de poids maximal 7 et 19. En effet, l’un satisfait des équations de parité de poids
allant de 4 à 7 et l’autre de poids compris entre 15 et 19. Un code vérifiant uniquement des
équations de poids 7 ou 19 serait donc reconnu plus rapidement que ceux-ci.
Les équations de parité des codes de longueur N = 64 800 sont toutes de poids maximal t










































Nombre de mots observés
Figure 7.1 – Influence du nombre de mots utilisés sur le nombre d’équations de parité
retrouvées en un temps donné
sauf une qui est de poids t− 1. Les temps de reconnaissance ne sont donc pas influencés par
le polynôme ρ(x) mais directement par la valeur de t.
Choix de M
La valeur M indiquée dans la table 7.1 correspond au nombre de mots optimal, c’est-à
dire à la valeur permettant de minimiser le temps de la reconnaissance (valeur estimée de
façon pratique). Plus le poids des équations augmente, plus M crôıt. De plus, ces temps sont
atteints pour p1 = 1 et p2 = 0, qui sont les paramètres les mieux adaptés pour ces codes. Afin
de trouver une équation de parité donnée, il faut qu’un seul de ces indices appartienne aux
N ′/2 premières positions choisies et un seul aux N ′/2 autres positions choisies. Plus t aug-
mente plus il est difficile de faire un tel choix (aléatoirement), il faut donc que N ′/2 décroisse
ce qui se fait en augmentant M . Ainsi plus t est faible, plus le nombre de mots nécessaires
est minime.
Le code normé de longueur N = 16 200 et de dimension K = 6 480 satisfait 9 719 équa-
tions de parité de poids 6 et 1 de poids 5. La courbe de la figure 7.1 représente le nombre
d’équations de parité retrouvées pour ce code en un temps donné en fonction du nombre de
mots M utilisés. Elle possède toujours les mêmes variations, c’est-à-dire une croissance très
rapide jusqu’à la valeur de M optimale puis une diminution plus lente. Le choix du nombre
de mots utilisé est donc très important, il est inutile d’avoir plus de mots que nécessaire, cela
n’accélère pas la reconstruction.
















































Figure 7.2 – Influence de M ′ sur le nombre d’équations de parité retrouvées en un temps
donné
Choix de M ′ et N ′
Nous nous intéressons ici au choix de la variable M ′ et à son impact sur le temps de
recherche des équations de parité. La figure 7.2 représente le nombre d’équations de parité
retrouvées en 40 secondes en fonction de M ′, et ceci pour des nombres M de mots observés
différents. Rappelons que, par construction, il est impossible que M ′ > M et que les pa-
ramètres M ′ et N ′ sont liés, l’influence de N ′ se déduit donc de celle de M ′. En ajoutant
quelques courbes à cette figure, il peut être déduit que les valeurs optimales de M et M ′ sont
2 800.
Choix le `
Le paramètre ` doit également être choisi de façon optimale et très précisément, sa valeur
influence directement les performances de l’algorithme de recherche des mots de petit poids.
S’il est trop petit les listes L1 et L2 génèrent de nombreuses collisions, pour chacune d’elles
il faut tester le poids total du vecteur correspondant ce qui prend du temps. Il faut mieux
tester seulement les vecteurs qui ont une forte probabilité d’être de poids inférieur ou égal à
w. A l’inverse si ` est trop grand, le coût de la création et de la recherche des collisions entre
les deux listes augmente fortement. Il n’y aura que peu de collisions à tester et chacune d’elle
aura une grande probabilité de conduire à un mot de petit poids, mais le coût de la gestion
des listes n’est tout de même pas compensé.
Toujours pour le code LDPC normé de longueur N = 16 200 et de dimension K = 6 480,
la figure 7.3 représente l’influence de ` sur le nombre de mots de petit poids retrouvés en un
temps donné, pour les paramètres M et M ′ optimaux choisis précédemment (égaux à 2 800).











































Figure 7.3 – Influence de ` sur le nombre d’équations de parité retrouvées en un temps
donné
7.1.2 Exemple : codes quasi-cycliques
D’autres tests ont été effectués dans le cas non bruité sur des codes LDPC quasi-cycliques
(codes des normes IEEE 802.16* et 802.22). Là non plus, la structure de la matrice de parité
n’a pas été utilisée lors de sa reconstruction. Ces codes sont de longueur comprise entre 384
et 2 304, ils sont tous reconstruits extrêmement rapidement comme le montre la table 7.2. En
effet, pour tout ces codes il faut moins de 8 secondes pour retrouver toutes les équations de
parité de petit poids, et donc reconstruire la matrice de parité souhaitée. C’est également le
cas pour des équations de parité de poids 20, ce qui est élevé par rapport à la longueur des
codes considérés.
La construction de ces codes est facilement extensible à des longueurs plus importantes,
des tests ont donc été effectués sur des longueurs non normées afin de mettre en évidence
l’influence de la longueur sur les paramètres optimaux et sur le temps de la reconnaissance.
La figure 7.4 représente le nombre de mots M optimal en fonction de la longueur N du
code, pour des codes LDPC ayant des équations de poids 6, 10 ou 14. Ces valeurs ont été
obtenues de façon expérimentale. Plus le poids des équations recherchées est important plus
la quantité optimale de données est importante, cette quantité croit quasiment linéairement
avec la longueur du code considéré. Quant à la figure 7.5 elle représente le temps nécessaire
pour retrouver toutes les équations de parité en fonction de la longueur du code, ce code
étant de rendement 1/2 et vérifiant uniquement des équations de parité de poids 6.
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N N −K poids max. M temps de recherche
384 192 7 100 1 sec.
864 432 7 300 1 sec.
1248 624 7 400 2 sec.
1728 864 7 600 2 sec.
2304 1152 7 700 4 sec.
384 128 10 200 1 sec.
864 288 10 400 2 sec.
1248 416 10 700 2 sec.
1728 576 10 800 3 sec.
2304 768 10 1100 5 sec.
384 95 15 200 2 sec.
864 216 15 600 2 sec.
1248 312 15 800 2 sec.
1728 432 15 1100 4 sec.
2304 576 15 1400 7 sec.
384 64 20 300 1 sec.
864 144 20 700 2 sec.
1248 208 20 900 3 sec.
1728 288 20 1300 4 sec.
2304 384 20 1700 8 sec.

















































Longueur N du code
Figure 7.5 – Influence de N sur le temps
pour retrouver toutes les équations
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7.2 Cas bruité
De nombreux tests ont été effectués dans le cas non bruité, mais le cas bruité a également
été traité, cette section lui est consacrée. Comme précédemment, ces tests ont concernés deux
types de codes LDPC normés : ceux de la norme DVB-S2 et ceux des normes IEEE 802.16*
et 802.22.
Les structures très fortes des matrices de parité recherchées ne sont pas prises en compte.
La méthode de Dumer modifiée est donc appliquée le temps nécessaire pour retrouver toutes
les équations de parité sans utiliser la présence de cette structure.
La recherche aveugle des équations de parité prend du temps à cause de la répartition de
poids imposée au mot de code c. De plus, le poids du vecteur recherché est plus important
que dans le cas non bruité, ce qui augmente également le temps nécessaire.
Une des propriétés des codes LDPC est leur décodage linéaire. Ce décodage peut être
effectué sans disposer de l’ensemble des équations de parité, c’est-à-dire en ayant seulement
une sous-matrice de la matrice de parité. Appliquer régulièrement une étape de correction sur
les mots bruités observés permet de réduire le niveau de bruit et d’accélérer la reconstruction.
Sur la figure 7.6 est tracé le nombre d’équations de parité retrouvées en fonction du temps
consacré à leur recherche pour le code LDPC de longueur 16 200 et de rendement 2/5 de la
norme DVB-S2. Ce code vérifie 9 719 équations de poids 6 et 1 équation de poids 5, les
mots observés ont été bruités par un canal binaire symétrique de probabilité τ = 10−4. La
reconstruction de la matrice de parité a été tentée à partir de deux ensembles de mots de
code bruités, l’un en contenant M = 2 500, l’autre M = 2 800.
Afin de mettre en évidence l’apport de corrections intermédiaires, pour chacun des en-
sembles de mots observés, il est tracé la courbe obtenue sans correction lors de la recherche
ainsi que la courbe avec une correction des mots bruités toutes les 270 secondes. Le temps de
cette correction est négligé, et n’est donc pas pris en compte sur cette figure.
Le gain apporté par ces corrections est significatif, par exemple, avec 2 800 mots de code
bruités, cela permet de passer de 5 000 équations de parité retrouvées à plus de 7 700 lors
d’une recherche effectuée durant 10 000 secondes.
Pour cet exemple le choix du nombre de mots de code utilisés n’est pas aléatoire, en effet,
M = 2 800 est le choix optimal pour retrouver ce code dans le cas non-bruité. Cependant,
M = 2 500 est la valeur optimale pour reconstruire ce code lorsque le niveau de bruit est de
10−4. Cela peut sembler contre-intuitif, mais lorsque le bruit augmente, le nombre de mots
à observer afin de minimiser le temps de la reconstruction diminue. En effet, cela permet
de maximiser la probabilité de retrouver une équation donnée ainsi que de réduire le poids
des vecteurs recherchés. Ce comportement est également présent dans l’analyse théorique du
choix optimal des paramètres.
Pour un niveau de bruit plus important le gain apporté par des corrections partielles
permet de réduire de façon encore plus significative le temps de la reconstruction. La figure
7.7 représente, comme précédemment, le nombre d’équations retrouvées en fonction du temps
de recherche, avec et sans étapes de corrections intermédiaires, toujours pour le code normé
de longueur N = 16 200 et de rendement R = 2/5. Pour cette reconstruction, un ensemble
de 1 000 mots est observé en sortie d’un canal binaire symétrique de probabilité d’erreur

























Temps de recherche en secondes
sans correction, M = 2800
sans correction, M = 2500
avec correction, M = 2800
avec correction, M = 2500
Figure 7.6 – Évolution du nombre d’équations retrouvées en fonction du temps et en
effectuant ou non des corrections intermédiaires
10−3. Sur cette figure, comme sur la figure 7.6, il semble très difficile de retrouver les toutes
dernières équations mais les équations retrouvées jusque là sont suffisantes pour corriger les
mots bruités observés. Il est donc possible de se ramener au cas non bruité en appliquant
une simple correction à un ensemble de mots plus conséquent afin d’utiliser des paramètres
proches des valeurs optimales. Pour cet exemple, il suffirait alors de 140 secondes supplémen-
taires pour retrouver l’ensemble des équations de parité à partir d’un ensemble de 2 800 mots
parfaitement corrigés.
La méthode a également été testée sur des codes LDPC quasi-cycliques normés, ceux des
normes IEEE 802.16* et 802.22. La table 7.3 regroupe les temps nécessaires afin de retrouver
l’ensemble des équations de parité de certains codes appartenant à ces normes. Lors de ces
recherches, des corrections intermédiaires ont été effectuées ce qui permet une reconstruction
plus rapide. La figure 7.8 représente le nombre d’équations de parité retrouvées en fonction
du temps pour le code normé de longueur N = 1 728 et de rendement R = 2/3. Ce code sa-
tisfait des équations de parité de poids 10, 700 mots bruités par un canal binaire symétrique
de probabilité d’erreur τ = 10−3 sont utilisés pour cette reconnaissance. Les corrections par-
tielles permettent de retrouver toutes les équations en 2h 15 minutes alors que sans correction
intermédiaire moins de 50% des équations sont retrouvées dans le même temps.
Que les données observées soient bruitées ou non, de nombreuses équations de parité sont
retrouvées très rapidement avec la méthode de Dumer modifiée. Cependant, les dernières
équations de parité à retrouver sont toujours les plus coûteuses, ceci correspond au problème
du collectionneur de coupons [50]. Utiliser la structure du code LDPC devrait permettre de
réduire le temps nécessaire pour reconstruire le code recherché.



























Temps de recherche en secondes
sans correction
avec correction
Figure 7.7 – Évolution du nombre d’équations retrouvées en fonction du temps et en
effectuant ou non des corrections intermédiaires
τ N N −K poids max. M temps de recherche
10−3 384 192 7 100 3 sec.
10−3 864 432 7 200 9 sec.
10−3 1248 624 7 200 60 sec.
10−3 1728 864 7 300 72 sec.
10−3 2304 1152 7 600 300 sec.
10−2 384 192 7 100 66 sec.
10−2 864 432 7 100 1 620 sec.
10−2 1248 624 7 150 1 900 sec.
10−2 1728 864 7 200 3 500 sec.
10−2 2304 1152 7 500 11 000 sec.
Table 7.3 – Reconnaissance des codes LDPC des normes 802.16* et 802.22 à partir de mots
bruités par un canal binaire symétrique de probabilité d’erreur τ



































Figure 7.8 – Évolution du nombre d’équations retrouvées en fonction du temps et en
effectuant ou non des corrections intermédiaires
7.3 Idées pour utiliser les structures des codes LDPC normés
L’étude des normes de télécommunication utilisant des codes LDPC a permis de mettre
en évidence que tous ces codes sont extrêmement structurés. Or cette structure n’est pas
utilisée lors de la reconstruction dans la méthode de Dumer modifiée. De plus, le nombre de
structures utilisées en pratique est limité, il s’agit principalement de codes quasi-cycliques
ou quasi-cyclique après permutation des colonnes. Il est donc intéressant de reconnâıtre la
structure du code recherché afin d’accélérer la reconstruction de la matrice de parité. La
recherche des dernières équations de parité est la partie la plus coûteuse de la reconstruction,
mais retrouver environ 90 ∼ 95% des équations de parité peut être effectué très rapidement
par la méthode de Dumer modifiée. Grâce à ces équations, la structure du code peut être
déduite puis utilisée pour retrouver les dernières équations de parité manquantes. Deux idées
pour utiliser cette structure sont présentées dans cette section, l’une est visuelle, l’autre
analytique.
7.3.1 Représentation de la sous-matrice de parité
En représentant visuellement les équations de parité retrouvées jusque là la structure du
code LDPC peut être déduite, en particulier dans le cas des codes LDPC quasi-cycliques. Une
fois cette structure retrouvée il suffit de déduire les équations manquantes puis de compter le
nombre de mots de code bruités vérifiant ces équations. Si ce nombre est supérieur à un seuil
alors l’équation est ajoutée à la liste des équations retrouvées, sinon elle est rejetée. Ce seuil
dépend du poids t des équations de parité recherchée, du nombre de mots M ainsi que du
niveau de bruit introduit par le canal. Il peut être fixé autour de (1−(1−2τ)t)M , c’est-à-dire
deux fois le nombre moyen de mots bruités ne vérifiant pas une équation de parité donnée de
7.3 Idées pour utiliser les structures des codes LDPC normés 135
Figure 7.9 – Matrice obtenue avec 6 300 équations de parité (soit 84% des équations)
poids t.
Par exemple, pour un code LDPC quasi-cyclique de longueur N = 15 000 et de rende-
ment 1/2, il faut 100 secondes pour retrouver ses 7 500 équations de parité de poids 6. Mais
en seulement 30 secondes, plus de 6 300 équations sont retrouvées. En triant simplement ces
équations en fonction de leur indice maximal, la matrice obtenue est représentée sur la figure
7.9. De cette matrice, il est facile de déduire la taille des sous-matrices cycliques. Puis, grâce
à la double diagonale de déduire l’ensemble des équations manquantes. En effet, la matrice
partielle obtenue possède des “trous” dans sa double diagonale sur les lignes correspondantes
à des équations manquantes. Des lignes précédant et suivant une équation manquante il se
déduit l’équation recherchée. Il faut ensuite la tester sur les mots de code bruités comme
expliqué précédemment.
Un autre exemple de la représentation des équations de parité retrouvées jusqu’ici est
donné par la figure 7.10. Cette figure représente la matrice obtenue après 300 secondes de re-
cherche pour la reconstruction du code LDPC normé de longueur N = 1 728 et de rendement
1/2 connaissant un ensemble de 200 mots de code bruités par un canal binaire symétrique
de probabilité d’erreur τ = 10−2. De cette matrice contenant 65% des équations il se déduit
facilement les équations manquantes alors que la méthode de Dumer modifiée nécessite 2 700
secondes supplémentaires pour retrouver toutes ces équations manquantes. Sur cette même
figure il est également mis en avant le fait que les équations de parité de plus petit poids sont
retrouvées plus rapidement que les autres. En effet, les équations de poids 6 sont quasiment
toutes connues à cet instant de la reconnaissance ce qui n’est pas le cas des équations de
parité de poids 7.
En procédant de cette façon, il suffit de posséder une partie des équations de parité pour
déduire les dernières, qui sont les plus coûteuses à retrouver par la méthode de Dumer mo-
difiée, en particulier dans le cas bruité. Cette méthode s’applique particulièrement aux codes
LDPC quasi-cycliques ou avec une structure convolutive mais peut atteindre ses limites avec
d’autres types de codes, tels que celui de la norme IEEE 802.3 [71] (qui n’est ni quasi-cyclique
ni avec une structure convolutive).
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Figure 7.10 – Matrice obtenue avec 560 équations de parité (soit 65% des équations)
7.3.2 Étude de l’histogramme
Une autre idée pour améliorer la reconnaissance des codes LDPC structurés est de tracer
l’histogramme représentant, pour chaque indice, le nombre de fois où il intervient dans une
équation de parité retrouvée. Grâce à cet histogramme, il est possible de déduire un ensemble
d’indices dont on est sûr que toutes les équations de parité les faisant intervenir sont déjà
retrouvées. Ces indices n’intervenant pas dans les équations manquantes, les mots de code
bruités sont poinçonnés sur ces positions. La méthode de Dumer modifiée est de nouveau
appliquée mais uniquement sur les mots de code bruités poinçonnés. La longueur de ces mots
est, par construction, inférieure à N , la recherche des équations manquantes est alors moins
coûteuse et donc plus rapide.
Cette méthode est particulièrement intéressante pour les codes LDPC ayant des matrices
de parité dont les poids des colonnes est constant ou constant par bloc. C’est par exemple le
cas des codes LDPC des normes DVB ainsi que des codes quasi-cycliques mais également des
codes qui sont moins structurés tels que celui de la norme IEEE 802.3.
L’exemple de la reconnaissance du code normé de longueur N = 16 200, vérifiant 9 719
équations de parité de poids 6 et une seule équation de parité de poids 5 à partir d’un ensemble
de 2 500 mots de code bruités par un canal binaire symétrique de probabilité τ = 10−4 est
repris ici en utilisant un histogramme. Sur la figure 7.6, il est mis en évidence la difficulté de
retrouver les dernières équations de parité. Alors que 9 600 équations sont retrouvées en 15 000
secondes il faut plus de 40 000 secondes supplémentaires pour retrouver les 120 équations de
parité manquantes. L’histogramme obtenu à partir de ces 9 600 équations de parité est tracé
sur la figure 7.11.
À partir de cet histogramme il se déduit que les 2 160 premiers indices interviennent dans
12 équations de parité, les indices compris entre 2 160 et 6 480 appartiennent eux à 3 équations
de parité, enfin les 9 720 derniers indices doivent être impliqués dans 2 équations de parité
(ils correspondent à la double diagonale présente sur la partie droite des matrices de parité
des normes DVB). Seuls les indices n’atteignant par la valeurs souhaitée sont conservés, ils
sont au nombre de 633. Les mots de codes bruités sont poinçonnés et de longueur 633. Seuls
les 300 premiers mots bruités poinçonnés sont utilisés lors de la nouvelle recherche des mots
de petits poids. Sur cet exemple, les 120 équations de parité manquantes sont trouvées en


























Figure 7.11 – Nombre d’équations de parité dans lesquelle interviennent les indices des
mots de code
plus de 55 000 secondes à environ 15 060 secondes.
7.4 Conclusion
Dans ce chapitre, nous avons présenté quelques uns des tests effectués. La méthode de
recherche des équations de parité de petit poids a permis de reconnâıtre les codes LDPC
normés, dans le cas non bruités comme dans le cas bruité et même lorsque le poids des
équations de parité de ces codes sont relativement élevés ou que les codes sont de longueur
importante. Les dernières équations de parité sont les plus coûteuses à retrouver, c’est à ce
moment qu’utiliser la structure des codes LDPC normés est intéressant afin de réduire le
temps de la reconnaissance, mais n’est pas indispensable. En effet, la méthode proposée est
itérative et donc parallélisable ce qui réduit d’autant le temps nécessaire à la reconstruction.
Comme montré par ces résultats, le choix des paramètres est un point délicat et peut avoir
des conséquences importantes sur le temps pris par la reconnaissance. D’où l’intérêt de choisir
des paramètres proches des valeurs optimales. Parmi ces paramètres, intervient le nombre de
mots de code bruités observés utilisés pour reconnâıtre le code LDPC. Il a été mis en évidence
dans ces différents tests la faible quantité de données nécessaire pour retrouver l’ensemble des
équations de parité. De plus, il est inutile d’avoir plus de mots, la reconnaissance n’en étant
pas accélérée.
Cette méthode de recherche des équations de petit poids s’applique particulièrement aux
codes LDPC mais pas uniquement, comme nous allons le voir dans le chapitre suivant, elle
est également utilisée pour la reconnaissance des codes convolutifs entrelacés.




8.1 Problème et hypothèses
Ce chapitre est consacré, comme son nom l’indique, à la reconnaissance des codes convolu-
tifs entrelacés. Plus précisément, les étapes permettant de passer de l’information au mot reçu
sont représentées sur la figure 8.1 où le code C est un code de longueur N et de dimension K.
Le vecteur u est donc de taille K et les autres vecteurs sont tous de longueur N . La recons-
truction d’un code entrelacé est l’objet de différents articles. Par exemple dans [55,73–75,92]
il est proposé des méthodes permettant de retrouver certains paramètres de l’entrelaceur tels
que sa longueur N , ou une estimation du rendement du code utilisé. Cependant, dans ces
articles, l’entrelaceur n’est pas réellement reconstruit, alors que dans les articles [55,73–75,92]
l’entrelaceur utilisé est reconstruit mais en faisant de fortes hypothèses sur sa structure. En
effet, les entrelaceurs considérés sont convolutifs [55, 74, 75, 92] ou hélicöıdaux [73]. De plus,
quasiment toutes ces méthodes sont très sensibles au bruit ajouté par le canal, certaines s’ap-
pliquant uniquement sur des mots non bruités.
Une nouvelle méthode de reconstruction de l’entrelaceur est présentée ici. Elle n’utilise pas
la structure de l’entrelaceur qui est supposé être une permutation aléatoire. Cette méthode
fait l’objet d’un article à la conférence ISIT 2015 [128] ainsi que d’une version longue [129]
sur le site d’archives en ligne ArXiv.
Pour cette méthode, les hypothèses sont les suivantes :
– Le code C est un code convolutif de type (n, k) inconnu.
– L’entrelaceur π est de longueur N connue.
– L’entrelaceur π est choisi de manière uniforme parmi les N ! possibles.
– Le canal utilisé est sans mémoire, son type ainsi que sa probabilité d’erreur sont connus.





Figure 8.1 – Schéma d’encodage
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Figure 8.2 – Présence des équations de parité
– M mots d’information u1, . . . ,uM sont choisis aléatoirement, indépendamment les uns
des autres et suivant une distribution uniforme.
– Les M mots de code entrelacés et bruités m̃1, . . . , m̃M sont donnés.
Ces hypothèses sont assez faibles. En effet, la seule valeur connue est la longueur N de
l’entrelaceur. Cette longueur correspondant à la longueur des mots observés est générale-
ment connue. Si ce n’est pas le cas, elle peut être retrouvée à l’aide des méthodes présentées
dans [55, 73–75, 92]. Concernant le code convolutif, dont on ne connâıt rien a priori, il peut
être remarqué qu’il n’est pas forcément systématique et qu’il peut même être poinçonné à
condition que le motif de poinçonnage soit périodique. De plus, il n’est pas nécessaire de
connâıtre ce motif.
Utiliser un code convolutif puis un entrelaceur est courant, cet enchâınement est normé,
par exemple dans les standards IEEE 802.11n [65], 802.16e [68], 802.22 [70], GMR-1 [47]
ou encore WiMedia [141]. Dans toutes ces normes, comme dans les autres, les entrelaceurs
utilisés sont structurés mais cette structure diffère. Le fait de supposer l’utilisation d’une
permutation aléatoire permet de reconstruire l’entrelaceur quelle que soit sa structure.
Le code convolutif assure la présence de nombreuses équations de parité de petit poids. En
effet, comme rappelé dans le chapitre 2, les équations d’un code convolutif de type (n, k) de
mémoire faible ou modérée sont de petit poids et sont vérifiées tout au long du mot de code en
les décalant de n en n. L’entrelaceur qui est appliqué sur les mots de code conserve la présence
de ces équations mais pas la régularité entre elles. Schématiquement, la situation peut être
représentée comme sur la figure 8.2. Sur cette figure, comme sur toutes les suivantes, chaque
ligne représente une équation de parité et un petit carré en couleur indique une position
intervenant dans cette équation.
Ce sont ces équations et leur régularité avant entrelacement qui sont utilisées pour re-
construire l’entrelaceur et retrouver le code convolutif.
8.2 Grandes lignes de l’algorithme
Notations. À partir de maintenant, le code C entrelacé par π est noté Cπ. Une équation
de parité E du code Cπ est parfois vue comme un ensemble d’indices {e1, . . . , et}, ces indices
sont tels que mse1 ⊕m
s
e2 ⊕ · · · ⊕m
s
et = 0 pour tout s ∈ {1, . . . ,M}. Cette notation sous forme
d’ensemble peut également être utilisée pour des équations du code C. Dans ce cas, ils sont
tels que vse1 ⊕ v
s
e2 ⊕ · · · ⊕ v
s
et = 0 pour tout s ∈ {1, . . . ,M}.
Avec cette notation, appliquer la permutation π sur une équation E = {e1, . . . , et} revient
à déterminer π(E) = {π(e1), . . . , π(et)}. Enfin, l’équation E ′ obtenue en décalant l’équation
E = {e1, . . . , et} de in positions vers la droite (avec i un entier) est définie par :
E ′ = {e1 + in, e2 + in, . . . , et + in}.
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L’algorithme proposé pour la reconstruction de codes convolutifs entrelacés se découpe en
quatre grandes étapes :
1. Rechercher un ensemble L d’équations de parité de Cπ de poids t, t étant le
plus petit poids tel que le code Cπ satisfait un nombre linéaire (en N) d’équations de
parité de poids t.
2. Classer les équations de L en groupes L1,L2, . . . Chaque groupe contient des
équations qui, une fois désentrelacées, sont obtenues par décalage d’un multiple de n
les unes par rapport aux autres.
3. Retrouver une équation de parité du code C. Soit L1 le groupe d’équations de
parité qui a la plus petite taille de voisinage. La taille du voisinage d’une équation E
est simplement le nombre d’équations de L qui ont au moins un indice en commun
avec E . Presque toutes les équations appartenant à un même groupe ont la même taille
de voisinage, c’est cette taille de voisinage qui est associée au groupe correspondant.
En utilisant seulement ce groupe L1 et des considérations de théorie des graphes, une
équation de parité de C est alors retrouvée.
4. Ordonner les équations de parité de L1. Par construction, les ` équations de L1
correspondent après désentrelacement à ` équations de parité du code C qui sont les
décalages les unes des autres par un multiple de n. Ordonner les équations revient à
rechercher l’ordonnancement A = Ea1 , . . . , Ea` des équations de L1 tel que π−1(Eai) soit
égale à π−1(Ea1) décalée de n(i− 1) positions vers la droite.
5. Reconstruire π. Les équations étant ordonnées, il faut maintenant ordonner les posi-
tions afin de retrouver l’entrelaceur.
Dans cet algorithme, la première étape consiste à utiliser l’algorithme de Dumer modifié,
présenté dans le chapitre 6. Le fait de choisir t tel que le code Cπ satisfait un nombre linéaire
(en N) d’équations de parité de poids t permet simplement de ne pas tenir compte des équa-
tions de parité impliquant les positions aux extrémités des mots de code (non entrelacés) et
dues à une initialisation constante des registres du codeur. Prendre le plus petit poids t sert
uniquement à réduire le coût de la recherche de cet ensemble d’équations. De plus, utiliser
la méthode de Dumer modifiée permet de retrouver un ensemble d’équations de parité même
si les données m̃1, . . . , m̃M sont bruitées. Cette phase de recherche d’équations de parité de
petit poids étant exactement la même que précédemment, elle n’est pas détaillée ici contrai-
rement aux autres étapes de l’algorithme.
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Le but de cette étape est de classer les équations de L en différents groupes tels que les
équations dans un même groupe soient du même type.
Définition 8.1 (Équations du même type dans C). Deux équations de parité E et E ′ du code
C sont dites du même type si l’une est le décalé de l’autre par un multiple de n. Cette relation
est notée E ∼ E ′.
Vu sous forme d’ensemble, si E = {e1, . . . , et} et E ′ = {e′1, . . . , e′t} alors E ∼ E ′ si et seulement
si il existe un entier i tel que {e′1, . . . , e′t} = {e1 + in, . . . , et + in}.
Toutes les équations de parité d’un même type définissent une classe d’équivalence.
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Par extension, il s’ensuit la définition suivante sur les types des équations de Cπ.
Définition 8.2 (Équations du même type dans Cπ). Deux équations de parité E et E ′ du
code Cπ sont dites du même type si et seulement si π−1(E) ∼ π−1(E ′).
Pour retrouver la permutation et le code convolutif, la structure des matrices de parité
des codes convolutifs est utilisée. Le but est donc de trouver un sous-ensemble d’équations de
L telles qu’une fois réordonnées et désentrelacées la matrice obtenue corresponde à une seule
et même ligne qui se décale de n en n. Pour cela, différents groupes sont formés, l’un d’entre
eux est ensuite choisi et permet la reconnaissance de C et la reconstruction de π.
En fonction du code convolutif utilisé, les mots de code satisfont un nombre plus ou moins
important d’équations de parité de même poids mais de type différent. Les deux exemples
suivants permettent d’illustrer cette situation.
Exemple. Le code convolutif utilisé dans la norme DVB-S2 est défini par (1 +D+D2 +
D3 + D6, 1 + D2 + D3 + D5 + D6). Ce code satisfait 11 types d’équations de poids 10 et
aucune équation de poids inférieur. La liste suivante donne une équation de chacune des
classes d’équivalence.
- E1 = {1, 2, 4, 7, 8, 9, 10, 11, 13, 14}
- E2 = {1, 2, 3, 6, 7, 8, 12, 14, 15, 16}
- E3 = {1, 2, 3, 5, 7, 11, 13, 16, 17, 18}
- E4 = {1, 2, 3, 6, 10, 12, 13, 17, 19, 20}
- E5 = {1, 2, 4, 9, 11, 15, 16, 17, 19, 20}
- E6 = {1, 2, 4, 5, 6, 7, 16, 19, 21, 22}
- E7 = {1, 2, 4, 10, 11, 12, 18, 20, 21, 22}
- E8 = {1, 2, 4, 10, 14, 17, 19, 22, 23, 24}
- E9 = {1, 2, 3, 5, 7, 12, 22, 24, 25, 26}
- E10 = {1, 2, 4, 9, 12, 14, 22, 25, 27, 28}
- E11 = {1, 2, 4, 10, 14, 18, 28, 30, 31, 32}
Il peut être remarqué qu’elle sont toutes obtenues en additionnant la première équation
de cette liste avec un certain nombre de ses décalés (par un multiple de 2). Pour cet exemple,
11 groupes d’équations de parité sont formés lors du tri.
Exemple. Le code convolutif défini par (1+D+D2 +D5, 1+D+D3 +D4 +D6) satisfait
un seul type d’équations de parité de poids 8 et aucune équation de parité de poids plus faible.
Lors de la recherche des équations de parité de petits poids, seules les équations de ce type
sont retrouvées, l’étape de tri n’est alors pas nécessaire. Néanmoins, comme le nombre de
types d’équations satisfaites par le code C n’est pas connu a priori, le tri est donc tout de
même appliqué et un seul groupe d’équations est formé.
En utilisant la définition suivante, il est assez simple de trier les équations de parité du
code C.
Définition 8.3 (Longueur d’une équation). Soit E = {e1, . . . , et} une équation de parité, sa
longueur s est définie par :
s = max
1≤i≤t
(ei)− min1≤i≤t(ei) + 1
Pour un code convolutif non entrelacé, toutes les équations du même type possèdent la
même longueur. Mais cette propriété est perdue lorsque le code est entrelacé, d’où la nécessité
de trouver un nouveau moyen d’effectuer ce tri.




















Figure 8.3 – Les équations aux extrémités ont des tailles de voisinage plus faibles
8.3.1 Tri par histogramme
Une des variables restant invariante avant et après entrelacement est la taille des intersec-
tions entres les différentes équations. Une idée pour classer les équations de parité est donc
d’utiliser ce critère.
Définition 8.4. (Voisinage direct) L’équation E ′ est dans le voisinage direct de l’équation E
si et seulement si ces deux équations ont au moins un indice en commun.
Définition 8.5. (Taille du voisinage) La taille du voisinage de l’équation E est le nombre
d’équations dans son voisinage direct.
À l’exception des équations faisant intervenir des positions placées aux extrémités (avant
entrelacement), toutes les équations du même type ont la même taille de voisinage et cette
propriété est vérifiée même après l’entrelacement.
Concernant les équations faisant intervenir des positions placées aux extrémités, elles ont
une taille de voisinage moins importante que les autres équations du même type, comme
illustré sur la figure 8.3. Sur cette figure, un seul type d’équation est représenté. Le principe
est le même lorsque plusieurs types équations sont présents.
Une méthode de tri est alors de classer les équations en fonction de la taille de leur
voisinage. Pour cela, l’histogramme représentant pour chaque taille de voisinage le nombre
d’équations concernées est tracé. Sur cet histogramme, différents pics sont présents, ils repré-
sentent les différents types d’équations. De plus, quelques équations ont une taille de voisinage
ne correspondant à aucun des pics : il s’agit des équations faisant intervenir des bits placés
aux extrémités (avant entrelacement). Ces équations ne peuvent pas être associées à l’un des
ensembles formés, et ne sont donc pas classées.
Exemple. Le code convolutif défini par (1 + D3, 1 + D + D2 + D3) satisfait deux types
d’équation de parité de poids 6. Si N = 42 alors l’histogramme obtenu est celui de la figure























Figure 8.4 – Histogramme des tailles de voisinage pour le code (1 +D3, 1 +D +D2 +D3)
et N = 42
8.4. Deux pics sont visibles et correspondent aux deux types d’équations de parité. Pour cet
exemple, 16 équations de parité sont “non-classées”. Remarquons que si l’entrelaceur est plus
long, les pics sont plus importants mais le nombre d’équations non-classées reste constant.
Cette méthode de tri est très simple et nécessite seulement de déterminer la taille du
voisinage de chaque équation. Cependant, elle présente un inconvénient important : dans les
ensembles d’équations formés, il peut se trouver des équations d’autres types faisant intervenir
des bits placés aux extrémités. Les ensembles obtenus sont donc composés majoritairement
d’équations de parité du même type mais des équations d’autres types peuvent être présentes
et des équations du type majoritaire sont manquantes. L’existence de ces équations incorrec-
tement classées explique la difficulté à former les groupes souhaités.
8.3.2 Tri par profil de voisinage
Afin d’éviter ces erreurs de classement, nous allons donner un critère de tri plus précis.
L’idée est d’utiliser le profil de voisinage de chaque équation.
Définition 8.6 (Profil de voisinage). Le profil de voisinage PE d’une équation E ∈ L est un
vecteur de taille t : PE = (PE1 , . . . ,PEt ) tel que PEi = #{E ′ ∈ L et #{E ∩ E ′} = i}.
En d’autres termes, ce profil encode la distribution des intersections avec une équation E
donnée. Il est beaucoup plus précis que la taille du voisinage. Toutes les équations du même
type (hormis celles faisant intervenir des bits placés aux extrémités) ont le même profil. De
plus, la taille du voisinage se déduit du profil puisque, par construction, elle est égale à la
somme des termes du vecteur définissant le profil de voisinage.
8.3 Tri des équations de parité 145
E1 8 voisines, PE1 = (1, 4, 2, 0, 0, 1)
Ea 8 voisines, PEa = (3, 2, 2, 0, 0, 1)
E2 10 voisines, PE2 = (1, 4, 4, 0, 0, 1)
Eb 12 voisines, PEb = (3, 6, 2, 0, 0, 1)
E3 12 voisines, PE3 = (2, 5, 4, 0, 0, 1)
Ec 14 voisines, PEc = (4, 7, 2, 0, 0, 1)
E4 14 voisines, PE4 = (2, 7, 4, 0, 0, 1)
Ed 16 voisines, PEd = (4, 9, 2, 0, 0, 1)
E5 15 voisines, PE5 = (2, 8, 4, 0, 0, 1)
Ee 17 voisines, PEe = (4, 10, 2, 0, 0, 1)
E6 15 voisines, PE6 = (2, 8, 4, 0, 0, 1)
Ef 17 voisines, PEf = (4, 10, 2, 0, 0, 1)
E7 15 voisines, PE7 = (2, 8, 4, 0, 0, 1)
Eg 17 voisines, PEg = (4, 10, 2, 0, 0, 1)
E8 15 voisines, PE8 = (2, 8, 4, 0, 0, 1)
Eh 17 voisines, PEh = (4, 10, 2, 0, 0, 1)
E9 15 voisines, PE9 = (2, 8, 4, 0, 0, 1)
Ei 17 voisines, PEi = (4, 10, 2, 0, 0, 1)
E10 15 voisines, PE10 = (2, 8, 4, 0, 0, 1)
Ej 17 voisines, PEj = (4, 10, 2, 0, 0, 1)
E11 15 voisines, PE11 = (2, 8, 4, 0, 0, 1)
Ek 17 voisines, PEk = (4, 10, 2, 0, 0, 1)
E12 15 voisines, PE12 = (2, 8, 4, 0, 0, 1)
El 17 voisines, PEl = (4, 10, 2, 0, 0, 1)
E13 15 voisines, PE13 = (2, 8, 4, 0, 0, 1)
Em 17 voisines, PEm = (4, 10, 2, 0, 0, 1)
E14 15 voisines, PE14 = (2, 8, 4, 0, 0, 1)
En 16 voisines, PEn = (4, 9, 2, 0, 0, 1)
E15 14 voisines, PE15 = (2, 7, 4, 0, 0, 1)
Eo 14 voisines, PEo = (3, 8, 2, 0, 0, 1)
E16 12 voisines, PE16 = (2, 5, 4, 0, 0, 1)
Ep 12 voisines, PEp = (3, 6, 2, 0, 0, 1)
E17 10 voisines, PE17 = (1, 4, 4, 0, 0, 1)
Eq 10 voisines, PEq = (2, 5, 2, 0, 0, 1)
E18 8 voisines, PE18 = (1, 4, 2, 0, 0, 1)
Figure 8.5 – Profils de voisinage des équations du code défini par
(1 +D3, 1 +D +D2 +D3), pour une longueur N = 42.
Exemple. Avec le même code que pour l’exemple précédent et toujours une longueur
N = 42, les profils de chaque équation sont reportés sur la figure 8.5. Les deux couleurs
représentent les deux types d’équation de parité. Tous les profils de voisinage finissent par un
1 puisqu’une équation est considérée être dans son propre voisinage. Évidemment, ces profils
de voisinage sont les mêmes lorsque le code est entrelacé, puisque l’entrelacement correspond
à une simple permutation des colonnes de ce schéma.
Avec ce profil de voisinage, les équations faisant intervenir des bits placés aux extrémités
peuvent également être classées (au moins en partie). En effet, ces équations ont un profil
“inférieur” à celui des autres équations au sens de la relation d’ordre suivante :
Définition 8.7 (Ordre partiel sur les profils de voisinage). L’ordre partiel entre deux profils
de voisinage P et P ′ est défini par :
P ≤ P ′ si et seulement si Pi ≤ P ′i ∀i ∈ {1, . . . , t}
Cela nous conduit à une nouvelle définition d’un type. Nous dirons que E et E ′ sont du
même type si et seulement si PE ≤ PE ′ ou PE ′ ≤ PE . On en déduit l’algorithme 8 pour classer
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Algorithme 8: Tri Équations de Parité
Entrée :
L la liste des équations de parité de poids t satisfaites par Cπ
Sortie :
L1,L2, . . . les groupes d’équations de parité triées
LNC la liste des équations de parité non-classées //LNC = L \ {L1,L2, . . .}
Pour E ∈ L
PE ← le profil de voisinage de E
PT1 ,PT2 , . . . ,PTr ← les profils de voisinage types
//c’est-à-dire les profils de voisinage significativement plus fréquents
L1,L2, . . . ,Lr ← ∅
Pour E ∈ L
Si il existe un unique i ∈ {1, . . . , r} tel que PE ≤ PTi
Li ← Li ∪ {E}
Sinon
LNC ← LNC ∪ {E}
Retourner L1, . . . ,Lr,LNC
les équations de parité.
Le nombre, noté r, de groupes d’équations de parité formés par l’algorithme n’est pas
connu a priori. Sa valeur se déduit de la liste des profils de voisinage. En effet, dans cette
liste certains profils sont, par construction, beaucoup plus représentés que les autres mais leur
nombre varie selon le code C utilisé. Les seules équations qui n’ont pas un de ces profils, dit
profils types, sont des équations faisant intervenir des indices placés aux extrémités (avant
entrelacement). La condition sur l’unicité de i tel que PE ≤ PTi permet tout de même de
classer ces équations mais surtout de ne pas faire d’erreur de classement.
Puisque quelques équations de parité ne peuvent pas être affectées de façon certaine à
l’un des groupes, il arrive que des groupes ne soient pas complets. C’est pour cette raison
que les équations “non-classées” sont conservées, elle serviront en fin de reconstruction de
l’entrelaceur. À ce moment là, des informations supplémentaires sur le code et l’entrelaceur
seront connues, il sera alors plus facile de classer ces équations résiduelles.
Exemple. Sur l’exemple de la figure 8.5, deux profils sont beaucoup plus fréquents que
les autres : PT1 = (2, 8, 4, 0, 0, 1) et PT2 = (4, 10, 2, 0, 0, 1). Deux groupes d’équations sont
alors formés. Le premier contient les équations {E2, E3, . . . , E16, E17} et le second les équa-
tions {Ea, Eb, . . . , Eo, Ep}. Finalement, LNC contient seulement trois équations {E1, Eq, E18}
et aucune erreur de tri n’est commise. À titre de comparaison, par la méthode basée sur
l’histogramme, nous avions 16 équations non-classées.
Remarque. Si L ne contient pas toutes les équations de parité de poids t satisfaites par Cπ
alors cette méthode de tri reste efficace. Effectivement, les équations voisines des équations
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manquantes sont classées de la même façon que les équations faisant intervenir des positions
aux extrémités, leur profil vérifiant la relation d’ordre partiel avec le profil des équations du
même type.
Remarque. Lorsque les mémoires du codeur convolutif sont toujours initialisées de la même
façon (par exemple fixées à 0), l’ensemble L contient des équations de poids t qui sont unique-
ment dues à l’initialisation. Afin de permettre la reconstruction de l’entrelaceur, ces équations
ne doivent pas être classées dans l’un des groupes formés. En appliquant la méthode de tri
précédente, ces équations “parasites” sont placées dans LNC mais il y a un nombre plus im-
portant d’équations non-parasites dans LNC . C’est en fin de reconstruction que ces équations
seront triées et utilisées.
8.3.3 Choix d’un ensemble d’équations
Pour la suite de la reconnaissance du code convolutif entrelacé un seul des groupes d’équa-
tions formés est utilisé. Le choix de ce groupe peut être fait de la manière suivante, cependant,
si ce choix est effectué d’une autre façon, la suite de l’algorithme de reconstruction n’en est
pas altérée.
Une des étapes de l’algorithme consiste à tester toutes les équations de poids t et de
longueur inférieure à un seuil smax où smax est la longueur maximale de l’équation de parité
du code C. C’est pour cette raison qu’il est intéressant de choisir le groupe d’équations Li tel
qu’une fois désentrelacées, ses équations soient de longueur minimale. Il n’est pas possible de
déterminer de façon certaine quel est ce groupe, mais il est facile de choisir le groupe qui est
probablement celui minimisant la longueur des équations après désentrelacement. En effet,
plus une équation est longue, plus la taille de son voisinage risque d’être important, d’où le
choix du groupe Li tel que la taille du voisinage des équations est minimale. Autrement dit,






PTkj ∀k ∈ {1, . . . , r}
Ce groupe est noté L1 dans la suite de ce chapitre. De plus, il correspond généralement
au groupe contenant le plus d’équations de parité. En effet, les risques de ne pas classer
une équation de petite longueur sont plus faibles que pour une équation de longueur plus
importante.
8.3.4 Déduction de la longueur n du code convolutif
Le nombre d’équations dans L1 permet de déterminer la valeur de n. Effectivement, L1
contient toutes (ou presque) les équations d’une même classe d’équivalence. Après désentre-
lacement, ces équations se décalent de n en n. D’où :
n = b N#L1 c
avec #L1 représentant le nombre d’équations de parité contenues dans L1 et N la longueur
de l’entrelaceur.
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8.4 Identification du code convolutif
Hypothèses. Désormais, un ensemble L1 de ` équations de parité de Cπ appartenant à la
même classe d’équivalence est connu. Une fois désentrelacées, ces équations correspondent à
` équations consécutives satisfaites par le code C (remarquons que pour qu’elles soient consé-
cutives aucune équation intermédiaire n’est manquante). Pour la suite de cette section, ces
hypothèses sont regroupées sous le nom d’hypothèse H1.
Notations. Les équations de L1 sont utilisées afin de retrouver une équation de parité EC
de C telle que EC ∼ π−1(E) pour toutes les équations E ∈ L1. L’équation de parité EC définit
un code convolutif D de longueur n et de dimension n − 1. La longueur maximale de EC est
notée smax.
Le but est de retrouver le code D. Pour cela, tous les codes convolutifs (n, n−1) possédant
une équation de parité de poids t et de longueur inférieure à smax sont testés. Ce test repose
sur l’association d’un graphe à un ensemble d’équations de parité donné. Ce graphe est tel
que :
– le graphe associé à la classe d’équivalence d’une équation de parité E d’un code convo-
lutif (n, n− 1) discrimine le code convolutif.
– si deux ensembles d’équations diffèrent par une permutation sur leurs indices alors leurs
graphes sont équivalents.
Remarque. La notion d’équivalence de graphes est définie plus loin (dans la sous-section
8.4.1).
Le code D est retrouvé en recherchant une équivalence entre le graphe associé à L1 et le
graphe associé à chaque code convolutif (n, n− 1).
Si le code convolutif (n, n − 1) testé est défini par l’équation de parité E = {e1, . . . , et}
alors l’ensemble
LE = {{e1 + in, e2 + in, . . . , et + in}, 0 ≤ i < `}
contient ` équations de parité de ce code qui sont les décalées les unes des autres. C’est à cet
ensemble qu’un graphe est associé. Par abus il est aussi appelé graphe associé à E .
Notation. L’équation obtenue en décalant l’équation E par in est notée E(i). Avec cette
notation, l’ensemble d’équations associé à E est défini par : LE = {E(0), E(1), . . . , E(`−1)}.
Remarque. L’équation E est définie par {e1, . . . , et}. Supposons que e1 < e2 < · · · < et. Le
but étant de retrouver une équation de parité définissant le code D, seules les équations telles
que e1 ≤ n sont testées. En effet, si une telle équation est une équation de parité du code D,
alors nécessairement les équations obtenues en la décalant d’un multiple de n sont également
des équations de parité de D et réciproquement. Il est donc inutile de tester les équations
obtenues en décalant une équation déjà testée par un multiple de n, d’où la restriction aux
équations telles que e1 ≤ n.
Il s’en déduit l’algorithme 9 de recherche de l’équation EC . L’algorithme retourne un en-
semble d’équations compatibles. En pratique, généralement, 2×n! équations sont retournées.
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Les codes engendrés par ces équations sont équivalents et indistinguables. En effet, ces 2×n!
équations correspondent à l’équation du code recherché ainsi qu’aux équations obtenues en la
lisant en sens inverse et/ou à l’équation de parité du code généré en permutant les n sorties
du codeur convolutif.
Algorithme 9: Identification du Code convolutif
Entrée :
L1 la liste des équations de parité de poids t d’une même classe d’équivalence
Sortie :
A une liste d’équations compatibles (avec l’assurance que EC ∈ A)
A← ∅
G̃(L1)← le graphe associé à L1
Pour toutes les équations E de poids t et de longueur inférieure à smax
G̃(LE)← le graphe associé à E
Si G̃(L1) et G̃(LE) sont équivalents
A← A ∪ {E}
Retourner A
Graphes associés à un ensemble d’équations
Définition 8.8 (Graphe associé à un ensemble d’équations). Le graphe G̃(L) associé à l’en-
semble d’équations L est tel que :
– Chaque équation de L est représentée par un sommet.
– Si deux équations E et E ′ de L ont k indices en commun (autrement dit #{E ∩E ′} = k)
alors les sommets représentant E et E ′ sont reliés par k arêtes.
– Chaque arête est étiquetée par l’indice qu’elle représente.
Notation. Le graphe G̃(L) sans étiquettes sur ses arêtes est noté G(L).
Exemple. Soit l’ensemble L contenant les quatre équations E1 = {1, 4, 6}, E2 = {2, 4, 5},












Figure 8.6 – Graphe associé à l’ensemble d’équations :
{E1 = {1, 4, 6}, E2 = {2, 4, 5}, E3 = {4, 6, 7}, E4 = {2, 5, 7}}
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Notation. Le graphe associé à L1 est noté G̃(L1) et celui associé à l’ensemble d’équations
LE déduit de l’équation testée E est noté G̃(LE).
8.4.1 Comparaison de graphes
Afin de comparer les graphes ainsi construits, les deux définitions suivantes sont néces-
saires.
Définition 8.9 (Graphes isomorphes). Deux graphes G et G′ sont isomorphes si et seulement
si il existe un isomorphisme φ entre les sommets de G et les sommets de G′ tel que pour tous
les couples (x, y) de sommets dans G il y a autant d’arêtes entre x et y qu’entre φ(x) et φ(y)
dans G′. Autrement dit, deux graphes sont isomorphes s’ils sont égaux à une numérotation
de sommet près.
Cette définition s’étend aux graphes étiquetés :
Définition 8.10 (Graphes équivalents). Deux graphes G̃ et G̃′ sont équivalents si et seulement
si les deux conditions suivantes sont satisfaites
– G̃ et G̃′ sont isomorphes (l’isomorphisme est noté φ).
– Il existe une bijection ψ entre les étiquettes de G̃ et celles de G̃′ telle que pour tous les
couples (x, y) de sommets de G̃, si les étiquettes des arêtes entre x et y sont notées
{a1, . . . , as} alors les arêtes entre φ(x) et φ(y) sont étiquetées par {ψ(a1), . . . , ψ(as)}.
Pour retrouver l’équation de parité EC du code D la proposition suivante est utilisée :
Proposition 8.11. Sous l’hypothèse H1, les graphes G̃(L1) et G̃(LEC) sont équivalents.
Démonstration. L’hypothèse H1 implique que L1 contient les mêmes équations de parité que
LEC mais entrelacées par la permutation π : L1 = {π(EC(0)), π(EC(1)), . . . , π(EC(`−1))}. Il s’en
déduit deux isomorphismes entre ces graphes et donc leur équivalence : π donne directement
ces deux isomorphismes.
φ : G̃(LEC) → G̃(L1) et ψ : G̃(LEC) → G̃(L1)
EC(i) 7→ π(EC(i)) i 7→ π(i)
Afin de mieux visualiser la situation, l’exemple suivant illustre les conséquences sur des
graphes des différentes transformations possibles sur les équations.
Exemple. Le code convolutif défini par (1 + D2, 1 + D + D2) satisfait une équation de
poids 5. Si quatre équations consécutives sont connues alors l’illustration de ces équations et
le graphe qui leur est associé sont représentés sur la figure 8.7.
Les équations retournées par l’algorithme de Dumer modifié ne sont pas nécessairement bien
ordonnées. Dans ce cas les équations sont numérotées différemment, mais le graphe obtenu est
équivalent à celui d’origine. La figure 8.8 représente cette situation, un isomorphisme entre
les sommets des graphes est défini par φ(E1) = E ′3, φ(E2) = E ′1, φ(E3) = E ′4 et φ(E4) = E ′2,
l’isomorphisme sur les étiquettes est l’identité.
Le code peut également être entrelacé, le graphe obtenu est équivalent aux deux graphes pré-
cédents. Sur la figure 8.9 un entrelaceur est appliqué, les colonnes sont donc simplement
permutées. L’isomorphisme sur les sommets entre ce dernier graphe et le graphe d’origine
est le même que précédemment, l’isomorphisme ψ suivant permet de montrer que ces graphes
sont équivalents : ψ(4) = 1′, ψ(5) = 6′, ψ(6) = 9′, ψ(7) = 4′, ψ(8) = 12′ et ψ(10) = 5′.
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Figure 8.9 – Code entrelacé, 4 équations désordonnées.
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8.4.2 Utilisation de sous-graphes
De par la régularité des codes convolutifs, si les listes des équations de parité étaient infi-
nies les graphes obtenus seraient sommets-transitifs. C’est-à-dire que n’importe quel sommet
peut être transformé en n’importe quel autre sommet par un isomorphisme. Les graphes uti-
lisés ne sont pas infinis, mais sont presque sommets-transitifs au sens où seuls les sommets
représentants des équations faisant intervenir des positions placées aux extrémités (avant
entrelacement) ne peuvent pas être inversés avec d’autres sommets par un automorphisme.
Cette régularité est tout de même utilisée en considérant des sous-graphes. Ceci permet d’ef-
fectuer les comparaisons beaucoup plus efficacement et de lever, en partie, l’hypothèse H1.
L’objectif est donc d’utiliser de petits graphes, mais tout de même suffisamment discri-
minants. Ces sous-graphes sont des sous-graphes induits de G(LE) et G(L1).
Définition 8.12 (Sous-graphe induit). Soit G̃ un graphe et S un sous-ensemble de ses som-
mets. Le sous-graphe G̃′ induit par S contient tous les sommets de S et toutes les arêtes de
G̃ qui possèdent leurs deux extrémités dans S.
Définition 8.13 (Construction des sous-graphes G1(LE) et G1(L1)). Les sous-graphes G1(LE)
et G1(L1) sont les graphes induits par le voisinage à distance 1 d’un sommet de degré maximal
respectivement dans G(LE) et G(L1).
Par construction, les sous-graphes G1(LE) et G1(L1) sont tels que :
Définition 8.14 (Degré maximal d1). d1 est le degré maximal des sommets dans le graphe
de taille infinie associé à l’équation EC.
Proposition 8.15. Sous l’hypothèse H1 et l’hypothèse que ` est suffisamment grand pour
que le graphe G̃(LEC) contienne un sommet de degré d1, les graphes G1(L1) et G1(LEC) sont
isomorphes.
Démonstration. Les hypothèses impliquent que G1(LEC) et G1(L1) possèdent le même nombre
de sommets, noté m. La construction de G1(L1) entrâıne l’existence d’entiers j1, j2, . . . , jm
tel que ce graphe contient des sommets représentants les équations {π(EC(j1)), π(EC(j2)), . . . ,
π(EC(jm))}. Quant au graphe G1(LEC), il existe un entier s tel que ses sommets représentent
les équations {EC(j1+s), EC(j2+s), . . . , EC(jm+s)}. D’où l’isomorphisme entre les deux graphes
défini par : φ : G1(LEC)→ G1(L1) : EC(ji+s) 7→ π(EC(ji)) pour tout i ∈ {1, . . . ,m}.
La recherche d’isomorphisme entre les sommets des graphes G1(L1) et G1(LE) se fait
efficacement puisque ces graphes n’ont que peu de sommets :
Proposition 8.16. Soient E une équation de parité d’un code convolutif (n, n − 1) et s la
longueur de E. Le sous-graphe G1(LE) contient au maximum 2d sne − 1 sommets.
Remarque. Une autre formulation de cette proposition est qu’une équation de parité E, de
longueur s, a au maximum 2d sne − 1 équations dans son voisinage direct.
Démonstration. Supposons que l’équation de degré maximal choisie pour construire G1(LE)
soit E(j) = {e1, . . . , et} avec e1 < e2 < · · · < et. s est la longueur de E , d’où s = et − e1 + 1.
L’équation E(i) est représentée dans G1(LE) si et seulement si E(j) et E(i) ont au moins un
indice en commun, c’est-à-dire si {e1, . . . , et} ∩ {e1 + in, . . . , et + in} 6= ∅.
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Figure 8.10 – Pour n = 2, les sous-graphes G1(LE) respectivement associés à
E = {1, 2, 3, 4, 5}, E = {1, 2, 3, 5, 6}, E = {1, 2, 4, 6, 7}, E = {1, 2, 3, 5, 7} et E = {1, 2, 3, 6, 7}
Pour i ≥ 0, si cette intersection est non vide alors et ≥ e1 + in. Il faut donc 0 ≤ in < s. Ceci
implique que pour i ≥ 0 il y a au maximum d sne équations qui ont un indice en commun avec
E(j).
Pour i < 0, si l’intersection est non vide alors et + in ≥ e1 et cette inégalité est équivalente
à −s < in. Pour i < 0, il y a donc au maximum d sne − 1 équations qui ont une position en
commun avec E(j).
Il s’en déduit la taille maximale du voisinage direct de E(j) : d sne+ d
s
ne − 1.
Exemple. Sur la figure 8.10 sont représentés quelques sous-graphes G1(LE) associés à
des équations E de poids 5 lorsque n = 2.
Ces graphes sont donc tout petit, ils sont tout de même très discriminants mais pas
tout à fait suffisamment. Deux autres sous-graphes sont utilisés pour discriminer les derniers
candidats potentiels.
Définition 8.17 (Construction des sous-graphes G̃2(LE) et G̃2(L1)). Les sous-graphes G̃2(LE)
et G̃2(L1) sont les graphes induits par le voisinage à distance ≤ 2 d’un sommet dont la taille
de son voisinage à distance ≤ 2 est maximale, respectivement dans G̃(LE) et G̃(L1).
Ces graphes vérifient la proposition suivante :
Définition 8.18 (Voisinage à distance 2 maximal d2). d2 est la taille maximale du voisinage
à distance ≤ 2 des sommets du graphe de taille infinie associé à l’équation EC.
Proposition 8.19. Sous l’hypothèse H1 et l’hypothèse que ` est suffisamment grand pour que
le graphe G̃(LEC) contienne un sommet dont la taille du voisinage à distance ≤ 2 est égale à
d2, les graphes G̃
2(L1) et G̃2(LEC) sont équivalents.
Démonstration. De la même façon que pour la démonstration de la proposition 8.15, on
montre que G̃2(LEC) et G̃2(L1) sont isomorphes. En reprenant les mêmes notations, l’isomor-
phisme ψ : G̃2(LEC)→ G̃(L1), i 7→ π(i)− sn permet de montrer l’équivalence.
Ces graphes possèdent plus de sommets que les graphes G1(LE) et G1(L1) mais restent de
petite taille comme le montre la proposition ci-dessous :
Proposition 8.20. Soient E une équation de parité d’un code convolutif (n, n − 1) et s la
longueur de E. Le sous-graphe G̃2(LE) contient au maximum 4d sne − 3 sommets.
Remarque. Autrement dit, une équation de parité E de longueur s a, au maximum, 4d sne−3
équations dans son voisinage à distance 2.
Démonstration. La démonstration de cette proposition est similaire à la preuve de la propo-
sition 8.16.
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Remarque. Avec l’utilisation de sous-graphes, l’hypothèse H1 est allégée. En effet, pour
retrouver l’équation de parité du code D, il n’est pas nécessaire que L1 contienne ` équations
qui, une fois désentrelacées, sont consécutives. Il suffit qu’il contienne une équation dont le
voisinage à distance ≤ 2 dans L1 soit de taille d2. Soit s la longueur de l’équation EC, en
utilisant la proposition 8.20, il s’en déduit que dans le pire des cas L1 doit contenir 4d sne − 3
équations qui, une fois désentrelacées, sont consécutives.
Avec ces différentes propositions, l’algorithme de recherche de l’équation de parité EC du
code D devient l’algorithme 10.
Algorithme 10: Identification du Code convolutif 2
Entrée :
L1 la liste des équations de parité de poids t d’une même classe d’équivalence
Sortie :
A une liste d’équations compatibles (avec l’assurance que EC ∈ A)
A← ∅
E0 ← une équation de L1 dont la taille du voisinage à distance 2 est maximale
G̃(L1)← le graphe associé à L1
G1(L1)← le sous-graphe de G̃(L1) induit par le voisinage à distance 1 de E0
G̃2(L1)← le sous-graphe de G̃(L1) induit par le voisinage à distance 2 de E0
Pour toutes les équations E de poids t et de longueur inférieure à smax
G̃(LE)← le graphe associé à E
G1(LE)← le sous-graphe de G̃(LE) induit par le voisinage à distance 1 d’une
équation de degré maximal
Si G1(L1) et G1(LE) sont isomorphes
G̃2(LE)← le sous-graphe de G̃(LE) induit par le voisinage à distance 2 d’une
équation dont la taille du voisinage à distance 2 est maximale
Si G̃2(L1) et G̃2(LE) sont équivalents
A← A ∪ {E}
Retourner A
8.4.3 Réduction du nombre de tests
Les graphes et sous-graphes utilisés sont très fortement structurés et, comme expliqué
précédemment, ils sont presque sommets-transitifs. Il n’est donc pas nécessaire de tester
réellement toutes les équations de parité de poids t et de longueur inférieure à smax. En effet,
en utilisant la proposition suivante, du test d’une équation donnée il se déduit le résultat
d’autres équations.
Proposition 8.21. Soit l’équation de parité E = {e1, . . . , et} (avec e1 < e2 < · · · < et) et s sa
longueur. Sans perte de généralité, nous supposons que e1 = 1. Cette équation peut également
être représentée sous forme d’un vecteur binaire b1 . . . bs où bi = 1 si i ∈ {e1, . . . , et} et bi = 0
sinon.
– Si E ′ = bsbs−1 . . . b1 (autrement dit, E ′ est le miroir de E par rapport à son support)
alors les sous-graphes G̃2(LE ′) et G̃2(LE) sont équivalents.
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– Pour toute permutation p = [p1, . . . , pn] de taille n, on définit une permutation P par :
P (i) = b i−1n cn+ p[i]n où [i]n = i−b
i−1
n cn. Si l’équation E
′ est telle que E ′ = P (E) alors
les sous-graphes G̃2(LE ′) et G̃2(LE) sont équivalents.
Démonstration. – Si G̃2(LE) est formé des sommets représentant les équations E(i1), . . . , E(im)
alors il existe un entier k tel que G̃2(LE ′) contient m sommets représentants : E ′(i1+k), . . . ,
E ′(im+k). L’isomorphisme φ : G̃
2(LE) → G̃2(LE ′), E(ij) 7→ E ′(im−j+k) pour tout j ∈
{1, . . . ,m} implique que les graphes sont isomorphes. Quant-à l’isomorphisme ψ, il
implique l’équivalence de ces graphes : ψ : G̃2(LE)→ G̃2(LE ′),i 7→ x− i+ 1 où x est la
plus grande étiquette du graphe G̃2(LE ′).
– Si G̃2(LE) est formé des sommets représentant les équations E(i1), . . . , E(im) alors il existe
un entier k tel que G̃2(LE ′) contient m sommets représentants : E ′(i1+k), . . . , E
′
(im+k). De




(ib+k)} = j, les graphes sont
donc isomorphes. La permutation P donne l’isomorphisme sur les étiquettes, ils sont
donc équivalents.
Avec cette proposition, le nombre d’équations de parité à tester est considérablement
réduit. Par exemple, si n = 2, smax = 20 et t = 10, il suffit de tester 15 328 équations de
parité alors qu’il en existe 184 756 de poids 10 et de longueur inférieure à 20. Ces exemples
de paramètres n, smax et t correspondent à ceux considérés lorsque le code C est défini par
(1 +D +D2 +D3 +D6, 1 +D2 +D3 +D5 +D6). Dans ce cas, seules deux équations parmi
les 15 328 testées passent le premier test sur l’isomorphisme des graphes G1(L1) et G1(LE).
Finalement, il n’en reste qu’une à la sortie de l’algorithme. De par la taille réduite des graphes
G1(L1) et G1(LE) et de leur fort caractère discriminant, l’algorithme de recherche d’une équa-
tion de parité de C prend moins de 1 seconde.
Pour ce même exemple, si la valeur de smax est fixée à 30, il est nécessaire de tester 1 238 380
équations au lieu de 30 045 015. Quatre graphes passent la première étape et deux équations
sont retournées par l’algorithme, l’une d’elle est éliminée par la suite. Cette reconnaissance
prend moins de 3 minutes.
Remarque. Dans la proposition 8.21, deux équations conduisant à des graphes équivalents
définissent des codes équivalents. Il est impossible de distinguer ces codes quelle que soit la
taille du graphe considéré, mais surtout quelle que soit la méthode utilisée. Dans ces classes
d’équivalence, une équation est choisie et un entrelaceur valide est reconstruit. De cet entre-
laceur il se déduit les entrelaceurs employés avec les codes équivalents. Cette déduction se
fait en appliquant les transformations nécessaires pour passer d’une équation à une autre sur
l’entrelaceur.
8.5 Ordonnancement des équations de parité
L’objectif de cette étape est de trouver un ordonnancement A = Ea1 , Ea2 , . . . , Ea` des
équations de L1 tel que π−1(Eai) soit égale à π−1(Eai−1) décalée de n positions vers la droite.
Comme L1 contient uniquement des équations du même type, il faut que A contienne une et
une seule fois chaque équation de L1.
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L’isomorphisme entre les sommets des graphes G̃(L1) et G̃(LE) donne exactement l’ordon-
nancement recherché.
Exemple. En reprenant l’exemple des figures 8.7 et 8.8, l’isomorphisme φ entre les som-
mets de ces deux graphes est défini par : φ(E1) = E ′3, φ(E2) = E ′1, φ(E3) = E ′4 et φ(E4) = E ′2.
Or, si la permutation [φ(1), φ(2), φ(3), φ(4)] = [3, 1, 4, 2] est appliquée sur la numérotation des
équations de la figure 8.8, autrement dit, si l’équation E ′3 est placée en premier, E ′1 en se-
cond,..., alors les équations sont “correctement” ordonnées.
Ces graphes pouvant être de taille importante, l’isomorphisme est reconstruit pas à pas.
Une partie de l’isomorphisme est déjà connue. En effet, pour déterminer si les sous-graphes
G̃2(L1) et G̃2(LE) sont équivalents il est nécessaire de retrouver l’isomorphisme entre les som-
mets de ces sous-graphes. C’est cette partie d’isomorphisme qui va être étendue pas à pas à
l’ensemble des sommets de G̃(L1) et G̃(LE).
Quelques notations sont nécessaires pour expliciter une étape de l’extension de φ :
Notation. Le graphe contenant les sommets représentant les équations E(i) pour tout entier
i ∈ [a, b] est noté G̃a..b(LE). De façon similaire, l’isomorphisme φ défini sur toutes les équa-
tions E i avec i ∈ [a, b] est noté φa..b. De plus, le graphe φa..b(G̃a..b(LE)) est noté G̃a..b(L1).
Une étape d’extension se déroule comme suit :
Connaissant G̃a..b(LE), G̃a..b(L1) et φa..b il est recherché la valeur de φ(E(b+1)) telle que
G̃a..b+1(LE) et G̃a..b+1(L1) soient isomorphes.
– G̃a..b+1(LE) est obtenu à partir de G̃a..b(LE) en ajoutant le sommet représentant E(b+1)
ainsi que les arêtes correspondantes.
– Il est recherché l’équation E i parmi l’ensemble des équations de L1 qui ne sont pas
représentées dans G̃a..b(L1) telle que si le sommet la représentant et les arêtes corres-
pondantes sont ajoutées à G̃a..b(L1) alors le graphe obtenu est isomorphe à G̃a..b+1(LE).
Une fois cette équation E i trouvée, l’isomorphisme est étendu : φa..b+1(E(j)) = φa..b(E(j))
pour tout j compris entre a et b et φa..b+1(E(b+1)) = E i.
Une fois qu’il n’est plus possible d’étendre l’isomorphisme du côté de b, le même raison-
nement est effectué en recherchant la valeur de φ(E(a−1)) à partir de G̃a..b(LE), G̃a..b(L1) et
φa..b.
Remarque. En fonction de l’équation E, il peut arriver que plusieurs équations de L1 soient
compatibles pour étendre l’isomorphisme. Dans ce cas, une recherche en arbre est appliquée
afin de retrouver l’isomorphisme impliquant toutes les équations de L1.
Ce principe d’extension pas à pas de l’isomorphisme permet de surmonter le manque de
certaines équations dans L1. En effet, il peut arriver que certaines équations soient man-
quantes dans L1, par exemple si l’une des équations n’a pas été classée dans L1 mais dans
l’ensemble des équations non-classées, ou si l’algorithme de Dumer modifié n’a pas retrouvé
toutes les équations de parité de poids t. Ces cas sont gérés en autorisant l’ajout dans G̃(L1)
de sommets représentant des “équations manquantes” ainsi que les arêtes incidentes à ces
sommets afin de conserver l’isomorphisme entre les graphes.
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Figure 8.11 – Ajout d’une équation manquante
Remarque. Le nombre maximal de sommets consécutifs représentant des “équations man-
quantes” est borné par b snc − 1 où s est la longueur de l’équation E. En effet, si un nombre
plus important de sommets consécutifs représentant des “équations manquantes” est ajouté
au graphe, il n’y a aucun indice en commun entre la dernière équation non-manquante placée
et l’équation recherchée.
Exemple. Sur la figure 8.11 est représenté un graphe étendu dans lequel un sommet re-
présentant une équation manquante est ajouté (le sommet en rouge). Il y a tout de même une
arête reliant le sommet précédant au sommet suivant de celui représentant l’équation man-
quante. Si un autre sommet manquant était ajouté consécutivement à celui-ci la connexion
entre les sommets précédents et les sommets suivants serait perdue.
Finalement, une fois l’isomorphisme entièrement reconstruit, il se déduit l’arrangement A
souhaité.
8.6 Reconstruction de l’entrelaceur
Il faut désormais reconstruire l’entrelaceur π, cet entrelaceur ce déduit de l’isomorphisme
entre les étiquettes de G̃(L1) et G̃(LE).
Exemple. En reprenant l’exemple illustré par les figures 8.8 et 8.9, un isomorphisme
entre les étiquettes de ces deux graphes est défini par : ψ(4) = 1′, ψ(5) = 6′, ψ(6) = 9′,
ψ(7) = 4′, ψ(8) = 12′ et ψ(10) = 5′. Or, si la permutation [ψ(1), ψ(2), . . . , ψ(12)] =
[?, ?, ?, 1, 6, 9, 4, 12, ?, 5, ?, ?] est appliquée sur les colonnes du schéma représentant les équa-
tions de parité du code entrelacé, une partie du schéma des équations du code non-entrelacé
est retrouvée. Les valeurs manquantes dans la définition de cet isomorphisme se déduisent
des indices intervenant dans les équations de parité mais non représentés sur les graphes. La
permutation définie par l’isomorphisme est égale à π−1.
Comme pour la recherche de l’isomorphisme φ entre les sommets des graphes G̃(L1) et
G̃(LE), l’isomorphisme ψ sur les étiquettes est reconstruit pas à pas. Pour cette reconstruction
l’isomorphisme φ est utilisé, d’où l’intérêt de l’avoir recherché.
Pour retrouver ψ, il est recherché des sous-graphes G̃ de G̃(LE) où l’une des étiquettes,
notée i, apparâıt un nombre de fois différent des autres étiquettes. Il est alors recherché
l’étiquette j apparaissant ce même nombre de fois dans le sous-graphe φ(G̃). Il s’en déduit
ψ(i) = j.
Une fois que toutes les étiquettes de G̃(LE) sont associées à une étiquette de G̃(L1), les
derniers indices de ψ manquants se déduisent des indices intervenant dans les équations de
parité mais qui ne sont pas représentés dans les graphes (de tels indices existent s’ils inter-
viennent dans une unique équation de parité).
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Finalement, il se déduit l’entrelaceur π : π−1 = [ψ(minE), ψ(minE + 1), . . . , ψ(maxE)] où
minE et maxE sont respectivement les indices minimaux et maximaux intervenant dans au
moins une des équations de LE .
Remarque. Selon l’équation E, il peut arriver qu’il y ait plusieurs isomorphismes entre
les étiquettes des graphes G̃(L1) et G̃(LE). Dans ce cas, plusieurs entrelaceurs possibles sont
déduits, les différences entre ces entrelaceurs portent uniquement sur les premières et les
dernières positions. De plus, le nombre d’entrelaceurs reconstruits dépend uniquement de E
et non de la longueur N de l’entrelaceur.
8.7 Cas particuliers
Il peut arriver que certains cas particuliers se produisent, il est expliqué dans cette section
comment les surmonter.
Présence d’indices indéterminés
Il peut arriver que certaines positions de l’entrelaceur ne soient pas retrouvées. Par
exemple, lorsque plusieurs équations consécutives sont manquantes, certains indices n’inter-
viendront alors dans aucune des équations retrouvées. Les équations n’apportent donc aucune
information, il faut utiliser les mots de code bruités pour retrouver les valeurs manquantes.
Ces indices indéterminés sont, généralement, peu nombreux, il est donc envisageable de
les tester de façon exhaustive. À l’aide de la permutation reconstruite jusque là, les indices
manquants sont complétés afin de reconstituer les équations qui étaient manquantes. L’en-
semble des mots de code bruités permettent de valider ou non les équations reconstituées.
Entrelaceur reconstruit de taille insuffisante
Si l’entrelaceur reconstruit est de taille inférieure à N , alors il faut étendre la partie
reconstruite pour obtenir les positions manquantes. Par construction, ces positions sont né-
cessairement à ajouter au début ou à la fin. Cette situation se produit, par exemple, lorsque
des équations du même type que celles contenues dans L1 sont placées dans LNC (l’ensemble
des équations “non-classées”).
Pour retrouver ces positions, il est recherché, pas à pas, les équations de LNC à ajouter
en tête ou en fin de l’ordonnancement A. À chaque prolongement, l’équation recherchée doit
être compatible avec l’entrelaceur reconstruit jusque là, autant sur les tailles d’intersection
avec les autres équations de l’ordonnancement, que sur les indices déjà positionnés. De telles
équations sont très peu nombreuses, et généralement uniques.
8.8 Résultats pratiques
De nombreux tests ont été effectués afin d’évaluer les performances de cette méthode de
reconstruction d’un code convolutif entrelacé. Quelques uns des résultats sont présentés et
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N M temps équations temps entrelaceur et code temps total
1 000 400 2 sec 4 sec 6 sec
2 000 500 6 sec 4 sec 10 sec
5 000 1 400 40 sec 5 sec 45 sec
8 000 2 000 150 sec 7 sec 157 sec
10 000 2 600 300 sec 9 sec 309 sec
Table 8.1 – Temps nécessaires pour retrouver toutes les équations de parité de poids 8 puis
pour la reconstruction de l’entrelaceur
commentés dans cette section.
Les temps présentés ci-dessous correspondent aux temps nécessaires pour reconnâıtre le
code en utilisant la proposition 8.21, puis pour reconstruire tous les entrelaceurs pour chacun
des codes passant l’étape de reconnaissance basée sur les équivalences de graphes.
8.8.1 Tests avec C = (1 +D +D2 +D5 +D7, 1 +D +D3 +D4 +D6)
Le code convolutif C défini par (1 +D +D2 +D5 +D7, 1 +D +D3 +D4 +D6) satisfait
des équations de parité de poids 8. Toutes les équations de parité de ce poids sont du même
type. Une fois les équations retrouvées par la méthode de Dumer modifiée, l’algorithme de
reconstruction du code convolutif entrelacé est appliqué.
Pour ce code, une seule équation de parité est retournée par l’algorithme de reconnais-
sance du code convolutif (avec smax = 25) et 16 entrelaceurs sont reconstruits pour cette
équation. Ces entrelaceurs ne diffèrent, quelle que soit leur longueur, que sur les 4 premiers
et les 4 derniers indices.
Les temps nécessaires pour les deux grandes étapes de la reconstruction sont indiqués
pour différentes longueurs de permutation N dans la table 8.1. Il y est également inscrit le
nombre M de mots entrelacés utilisés. Pour ces tests, les mots ne sont pas bruités, le bruit
influençant uniquement la recherche des équations de petit poids et non la suite de la recons-
truction du code entrelacé. En effet, une fois les équations de petit poids retrouvées, que les
données soient bruitées ou non, le temps nécessaire pour finir la reconstruction est constant.
Avec cette table, il est mis en avant l’efficacité de la reconstruction de l’entrelaceur et de la
reconnaissance du code, même lorsque l’entrelaceur est de taille importante. L’étape prenant
le plus de temps est la recherche des équations de parité de petit poids par la méthode de
Dumer modifiée.
Cependant, comme expliqué précédemment, il est possible de reconstruire l’entrelaceur
et de retrouver le code même si toutes les équations de parité ne sont pas connues. Or, les
dernières équations de parité sont les plus coûteuses à retrouver. Il est donc intéressant de
pouvoir reconstruire l’entrelaceur sans avoir à retrouver toutes les équations. Dans la table
8.2 sont indiqués les temps nécessaires pour reconstruire l’entrelaceur lorsque qu’une partie
des équations est manquante. Si le nombre d’équations manquantes est important alors la
reconstruction de l’entrelaceur prend légèrement plus de temps, mais ce temps supplémentaire
est très largement compensé par le temps gagné en ne recherchant pas les toutes dernières
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nombre temps temps entrelaceur
N M équations équations et code temps total
2 000 500 990 (100%) 6 sec 4 sec 10 sec
980 (99%) 4 sec 4 sec 8 sec
5 000 1 400 2490 (100%) 40 sec 5 sec 45 sec
2480 (99.6%) 28 sec 5 sec 33 sec
2470 (99.2%) 22 sec 6 sec 28 sec
8 000 2 000 3990 (100%) 150 sec 7 sec 157 sec
3985 (99.9%) 130 sec 7 sec 137 sec
3980 (99.7%) 120 sec 7 sec 127 sec
3970 (99.5%) 100 sec 9 sec 109 sec
10 000 2 600 4990 (100%) 300 sec 9 sec 309 sec
4980 (99.8%) 240 sec 9 sec 249 sec
4970 (99.6%) 210 sec 9 sec 219 sec
4960 (99.4%) 190 sec 10 sec 200 sec
Table 8.2 – Temps nécessaires pour reconstruire le code entrelacé, avec une partie des
équations de parité, avec C = (1 +D +D2 +D5 +D7, 1 +D +D3 +D4 +D6)
équations de parité. Par exemple, pour une permutation de longueur 10 000, le temps total
passe alors de 309 secondes à 200 secondes. Plus l’entrelaceur est long, plus le gain sera
significatif.
8.8.2 Tests avec C = (1 +D +D2, 1 +D2 +D3)
D’autres tests ont été effectués, en utilisant le code défini par (1 +D+D2, 1 +D2 +D3).
Ce code satisfait des équations de poids 6 de 5 types différents. L’étape de classement des
équations de parité est donc indispensable pour ce code. Les temps nécessaires pour retrouver
les équations de parité puis reconstruire l’entrelaceur sont reportés dans la table 8.3, et pour
ces tests smax = 10.
Avec ce code, il est mis en avant le fait que le code peut être retrouvé sans pouvoir recons-
truire entièrement la permutation. Par exemple, lorsque N = 8 000, un ensemble de 19 240
équations de parité (soit 96.3% des équations) est suffisant pour retrouver le code, mais la
permutation ne peut être reconstruite.
Le cas bruité a également été testé, par exemple pour un entrelaceur de longueurN = 1 000
avec un ensemble de 200 mots bruités par un canal binaire symétrique de probabilité τ = 10−4,
il faut environ 150 secondes pour retrouver toutes les équations de parité de poids 6. Cepen-
dant, les équations retrouvées en 30 secondes sont suffisantes pour reconstruire la permu-
tation, ainsi le temps total est réduit à 31 secondes au lieu de 151 secondes. Comme pour
cet exemple, pouvoir reconstruire l’entrelaceur sans posséder toutes les équations de parité
permet de réduire de façon encore plus importante le temps total de la reconstruction lorsque
les données sont bruitées.
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nombre temps temps entrelaceur
N M équations équations et code temps total
1 000 200 2 475 (100%) 1 sec 0.1 sec 1.1 sec
2 000 400 4 475 (100%) 3 sec 0.4 sec 3.4 sec
5 000 900 12 475 (100%) 15 sec 3 sec 18 sec
12 437 (99.7%) 10 sec 3 sec 13 sec
8 000 1 300 19 975 (100%) 60 sec 7 sec 67 sec
19 940 (99.8%) 40 sec 7 sec 47 sec
10 000 1 700 24 975 (100%) 130 sec 11 sec 141 sec
24 970 (99.9%) 100 sec 11 sec 111 sec
Table 8.3 – Temps nécessaires pour reconstruire le code entrelacé, avec une partie des
équations de parité, avec C = (1 +D +D2, 1 +D2 +D3)
8.8.3 Tests avec C = (1 +D2 +D3 +D5 +D6, 1 +D +D2 +D3 +D6)
La reconnaissance du code C = (1 +D2 +D3 +D5 +D6, 1 +D+D2 +D3 +D6) entrelacé
a été testée. Ce code satisfait 11 types d’équations de parité de poids 10. Afin de retrouver le
code entrelacé, il est donc nécessaire de retrouver de très nombreuses équations de parité. Sur
cet exemple, pouvoir reconstruire le code et l’entrelaceur sans disposer de toutes les équations
de parité permet de réduire significativement le temps total de la reconstruction, comme noté
dans la table 8.4. Pour ces tests, la longueur maximale de l’équation du code D est fixée à
smax = 20.
Le nombre minimal d’équations à retrouver afin de pouvoir reconstruire l’entrelaceur n’est
pas fixé, il dépend des équations retrouvées par l’algorithme de Dumer modifié. Par exemple,
pour N = 10 000, 53 240 équations sont retrouvées en 760 secondes (soit 97% des équations),
il est arrivé que l’entrelaceur soit correctement reconstruit avec cet ensemble d’équations,
alors que dans certains cas en posséder 53 900 n’est pas suffisant.
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nombre temps temps entrelaceur
N M équations équations et code temps total
1 000 400 5 390 (100%) 7 sec 2 sec 9 sec
5 375 (99.7%) 4 sec 2 sec 6 sec
2 000 600 10 890 (100%) 35 sec 5 sec 40 sec
10 880 (99.9%) 25 sec 5 sec 30 sec
10 845 (99.6%) 18 sec 6 sec 24 sec
10 745 (98.7%) 14 sec 6 sec 20 sec
10 610 (97.4%) 12 sec 6 sec 18 sec
5 000 1 600 27 390 (100%) 250 sec 29 sec 279 sec
27 380 (99.9%) 190 sec 29 sec 219 sec
27 360 (99.9%) 155 sec 29 sec 184 sec
27 320 (99.7%) 135 sec 29 sec 164 sec
8 000 2 400 43 890 (100%) 1 100 sec 74 sec 1 174 sec
43 850 (99.9%) 640 sec 74 sec 714 sec
43 700 (99.6%) 500 sec 74 sec 574 sec
43 220 (98.5%) 420 sec 74 sec 494 sec
10 000 2 800 54 890 (100%) 2 200 sec 115 sec 2 315 sec
54 850 (98.9%) 1 630 sec 115 sec 1 745 sec
54 000 (98.4%) 900 sec 115 sec 1 015 sec
Table 8.4 – Temps nécessaires pour reconstruire le code entrelacé, avec une partie des
équations de parité, avec C = (1 +D2 +D3 +D5 +D6, 1 +D +D2 +D3 +D6)
Conclusion et perspectives
Trois nouvelles méthodes de reconnaissance de codes correcteurs ont été présentées. Elles
ont été testées à partir de données bruitées afin de mettre en évidence leurs capacités et leurs
limites.
Reconnaissance des turbo-codes
La première méthode proposée s’intéresse à la reconstruction de la permutation interne
des turbo-codes. Cette méthode est applicable aux différents types de turbo-codes : les turbo-
codes parallèles, qu’ils soient ou non poinçonnés, ainsi qu’aux turbo-codes série. Dans tous
les cas, il est nécessaire de connâıtre le code convolutif utilisé, l’initialisation des registres au
début du codage de chacun des mots ainsi que le motif de poinçonnage. Même si l’hypothèse
sur la connaissance du code convolutif peut être levée, les deux autres sont indispensables.
Cependant, elles sont généralement satisfaites.
Il a été mis en évidence les capacités de cette méthode de reconstruction, qui retrouve
rapidement la permutation même pour des longueurs importantes (par exemple 10 000) ou
lorsque le niveau de bruit dépasse largement la capacité de correction du code.
La limite de cette méthode porte sur le motif de poinçonnage, en effet, la complexité
est exponentielle en le nombre de valeurs poinçonnées consécutivement. Or, en pratique il
arrive que ce nombre soit trop important. Par exemple, dans la norme ETSI GMR-1 [47]
afin d’obtenir un turbo-code de rendement 5/6, 9/10-ième des bits du vecteur de redondance
w sont poinçonnés, il est alors inenvisageable d’utiliser la méthode proposée (même si les
données ne sont pas bruitées).
Reconnaissance des codes LDPC
Nous nous sommes ensuite intéressé à la reconnaissance des codes LDPC. Pour cela, la
méthode de Dumer de recherche de mots de petits poids a été adaptée afin d’utiliser les infor-
mations connues sur la répartition de poids des mots recherchés. Avec cette nouvelle méthode,
les méthodes existantes sont généralisées. Les tests effectués ont montré leur efficacité et la
faible quantité de données nécessaire, en particulier lorsque les données sont bruitées. Même
si la méthode est efficace, elle atteint ses limites lorsque le poids des équations de parité à
retrouver est élevé et que le code est de longueur importante. Par exemple, la reconnaissance
du code LDPC de la norme DVB-S2 [42] de longueur 64 200 satisfaisant des équations de pa-
rité de poids 30 serait extrêmement coûteux voire, en fonction du niveau de bruit, infaisable.
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L’étude des codes LDPC normés (dans le chapitre 4 a permis de mettre en évidence
les structures quasi-cycliques (ou presque quasi-cycliques) des matrices de parité utilisées en
pratique. Il serait intéressant d’utiliser ces structures afin d’accélérer leurs reconstructions et
ainsi pouvoir repousser les limites de la reconnaissance. Lorsque la taille des sous-matrices
cycliques n’est pas un nombre premier, une des idées envisageables est d’utiliser la méthode
proposée dans [90]. Avec cette méthode, les équations de parité sont recherchées dans un code
plus petit, en contrepartie, le niveau de bruit est augmenté. Remarquons, que dans les codes
LDPC normés, la taille des sous-matrices cycliques est très rarement un nombre premier.
Reconnaissance des codes convolutifs entrelacés
La méthode de recherche d’équations de parité de petit poids est particulièrement bien
adaptée à la reconnaissance des codes LDPC mais pas uniquement. En effet, celle-ci peut être
utilisée pour reconstruire d’autres familles de code. C’est ce qui est effectué, dans le dernier
chapitre, pour la reconnaissance des codes convolutifs entrelacés.
Une nouvelle méthode de reconstruction des codes convolutifs entrelacés a donc été pré-
sentée. L’intérêt de cette méthode est qu’elle reconstruit l’entrelaceur sans aucune hypothèse
sur sa structure contrairement aux méthodes existantes. De plus, un sous-code du code convo-
lutif est reconnu dans le même temps, si le code utilisé n’est pas de type (n, n− 1) alors, une
fois l’entrelaceur reconstruit, les données peuvent être désentrelacées, et une des méthodes
classiques de reconnaissance des codes convolutifs est appliquée afin de le retrouver. Ce rai-
sonnement peut être appliqué à tous les codes convolutifs et même s’ils sont poinçonnés à
condition que le motif de poinçonnage soit périodique. Notons, que la connaissance de ce
motif n’est pas nécessaire lors de la reconstruction. Les tests effectués ont montré l’efficacité
de cette méthode même sur des entrelaceurs de grande longueur. Les limites de cette méthode
sont les mêmes que pour la reconnaissance des codes LDPC, en effet, l’étape la plus coûteuse
est la recherche des équations de parité de petit poids.
Une fois les équations retrouvées, la suite de la reconnaissance fait appel à la théorie des
graphes. La simplicité de la méthode se reflète dans les temps nécessaires à la reconstruction
de l’entrelaceur une fois la liste des équations de parité retrouvée. En effet, dans tous les
tests effectués, il faut moins de 2 minutes pour retrouver un sous-code du code convolutif et
reconstruire l’entrelaceur.
Un autre intérêt de cette méthode est qu’elle est applicable à la reconnaissance des turbo-
codes. En effet, la reconstruction de la permutation interne d’un turbo-code est le même
problème que celui de la reconnaissance des codes convolutifs entrelacés. Plus précisément,
pour les turbo-codes série, la problématique est exactement la même, la seule différence porte
sur les hypothèses ; pour la méthode du chapitre 5 spécifique aux turbo-codes, le codeur
convolutif est supposé connu, tout comme l’initialisation de sa mémoire. Ces hypothèses ne
sont plus nécessaires pour la méthode du chapitre 8. La permutation interne des turbo-
codes peut donc être reconstruite dans des cas non-accessibles à l’algorithme présenté dans
le chapitre 5.
C’est également le cas pour les turbo-codes parallèles. Dans ce cas, les hypothèses faites dans le
chapitre 5 portent, en plus, sur la séparation des sorties du turbo-code et utilise très largement
le fait que la sortie de redondance est ordonnée. Rapporté au problème de la reconnaissance
Conclusion et perspectives 165
d’un code convolutif entrelacé, ces hypothèses correspondent à la connaissance d’une partie de
l’entrelaceur recherché. La méthode de reconnaissance des codes convolutifs entrelacés peut
intégrer ces informations supplémentaires afin de reconstruire plus efficacement l’entrelaceur
et permet de ne plus supposer connu le codeur convolutif, ni l’initialisation de sa mémoire,
ni le motif de poinçonnage. Toutes ces informations étant indispensable à la méthode du
chapitre 5. De plus, le motif de poinçonnage est une des limites de la méthode initiale de par
le nombre de bits poinçonnés consécutivement, ce n’est plus le cas avec la dernière méthode
présentée. Cependant le poids des équations de parité à rechercher sera tout de même plus
important.
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Annexe A
Les codes LDPC binaires normés
Pour chaque structure de code LDPC, les paramètres utilisés dans les différentes normes
sont regroupés ci-dessous. La longueur N , la dimension K, le rendement R ainsi que, le cas
échéant, la taille des sous-matrices cycliques Z sont donnés. Le polynôme ρ(x) déterminant
la répartition de poids des lignes de la matrice de parité du code considéré est également




i où ρi est la proportion de lignes de poids i dans la matrice de parité H.
A.1 Codes LDPC avec une structure convolutive
A.1.1 Codes LDPC quasi-cycliques avec structure convolutive
a. Normes IEEE 802.11*, 802.16*, 802.22 et WiMedia
Pour rappel, la notation 802.11* regroupe les normes IEEE 802.11, 802.11n, 802.11ac et
802.11af. La notation 802.16* représente les normes 802.16 et 802.16e.
N K R Z Normes
2 304 1 152 1/2 96 802.16*, 802.22
2 304 1 536 2/3 96 802.16*, 802.22
2 304 1 728 3/4 96 802.16*, 802.22
2 304 1 920 5/6 96 802.16*, 802.22
2 208 1 104 1/2 92 802.16*, 802.22
2 208 1 472 2/3 92 802.16*, 802.22
2 208 1 656 3/4 92 802.16*, 802.22
2 208 1 840 5/6 92 802.16*, 802.22
2 112 1 056 1/2 88 802.16*, 802.22
2 112 1 408 2/3 88 802.16*, 802.22
2 112 1 584 3/4 88 802.16*, 802.22
2 112 1 760 5/6 88 802.16*, 802.22
N K R Z Normes
2 016 1 008 1/2 84 802.16*, 802.22
2 016 1 344 2/3 84 802.16*, 802.22
2 016 1 512 3/4 84 802.16*, 802.22
2 016 1 680 5/6 84 802.16*, 802.22
1 944 972 1/2 81 802.11*
1 944 1 296 2/3 81 802.11*
1 944 1 458 3/4 81 802.11*
1 944 1 620 5/6 81 802.11*
1 920 960 1/2 80 802.16*, 802.22
1 920 1 280 2/3 80 802.16*, 802.22
1 920 1 440 3/4 80 802.16*, 802.22
1 920 1 600 5/6 80 802.16*, 802.22
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N K R Z Normes
1 824 912 1/2 76 802.16*, 802.22
1 824 1 216 2/3 76 802.16*, 802.22
1 824 1 368 3/4 76 802.16*, 802.22
1 824 1 520 5/6 76 802.16*, 802.22
1 728 864 1/2 72 802.16*, 802.22
1 728 1 152 2/3 72 802.16*, 802.22
1 728 1 296 3/4 72 802.16*, 802.22
1 728 1 440 5/6 72 802.16*, 802.22
1 632 816 1/2 68 802.16*, 802.22
1 632 1 088 2/3 68 802.16*, 802.22
1 632 1 224 3/4 64 802.16*, 802.22
1 632 1 360 5/6 64 802.16*, 802.22
1 536 768 1/2 64 802.16*, 802.22
1 536 1 024 2/3 64 802.16*, 802.22
1 536 1 152 3/4 64 802.16*, 802.22
1 536 1 280 5/6 64 802.16*, 802.22
1 440 720 1/2 60 802.16*, 802.22
1 440 960 2/3 60 802.16*, 802.22
1 440 1 080 3/4 60 802.16*, 802.22
1 440 1 200 5/6 60 802.16*, 802.22
1 344 672 1/2 56 802.16*, 802.22
1 344 896 2/3 56 802.16*, 802.22
1 344 1 008 3/4 56 802.16*, 802.22
1 344 1 120 5/6 56 802.16*, 802.22
1 296 648 1/2 54 802.11*
1 296 864 2/3 54 802.11*
1 296 972 3/4 54 802.11*
1 296 1 080 5/6 54 802.11*
1 248 642 1/2 52 802.16*, 802.22
1 248 832 2/3 52 802.16*, 802.22
1 248 936 3/4 52 802.16*, 802.22
1 248 1 040 5/6 52 802.16*, 802.22
1 200 600 1/2 30 WiMedia
1 200 750 5/8 30 WiMedia
1 200 900 3/4 30 WiMedia
1 200 960 4/5 30 WiMedia
1 152 576 1/2 48 802.16*, 802.22
1 152 768 2/3 48 802.16*, 802.22
N K R Z Normes
1 152 864 3/4 48 802.16*, 802.22
1 152 960 5/6 48 802.16*, 802.22
1 056 528 1/2 44 802.16*, 802.22
1 056 704 2/3 44 802.16*, 802.22
1 056 792 3/4 44 802.16*, 802.22
1 056 880 5/6 44 802.16*, 802.22
960 480 1/2 40 802.16*, 802.22
960 640 2/3 40 802.16*, 802.22
960 720 3/4 40 802.16*, 802.22
960 800 5/6 40 802.16*, 802.22
864 432 1/2 36 802.16*, 802.22
864 576 2/3 36 802.16*, 802.22
864 648 3/4 36 802.16*, 802.22
864 720 5/6 36 802.16*, 802.22
768 384 1/2 32 802.16*, 802.22
768 512 2/3 32 802.16*, 802.22
768 576 3/4 32 802.16*, 802.22
768 640 5/6 32 802.16*, 802.22
672 336 1/2 28 802.16*, 802.22
672 448 2/3 28 802.16*, 802.22
672 504 3/4 28 802.16*, 802.22
672 560 5/6 28 802.16*, 802.22
648 324 1/2 27 802.11*
648 432 2/3 27 802.11*
648 486 3/4 27 802.11*
648 540 5/6 27 802.11*
576 288 1/2 24 802.16*, 802.22
576 384 2/3 24 802.16*, 802.22
576 432 3/4 24 802.16*, 802.22
576 480 5/6 24 802.16*, 802.22
480 240 1/2 20 802.22
480 320 2/3 20 802.22
480 360 3/4 20 802.22
480 400 5/6 20 802.22
384 192 1/2 16 802.22
384 256 2/3 16 802.22
384 288 3/4 16 802.22
384 320 5/6 16 802.22
• Norme 802.11*
– Pour R = 1/2
– avec N = 648 ρ(x) = 23x
7 + 13x
8
– avec N = 1 296 ou 1 944 ρ(x) = 56x
7 + 16x
8
– Pour R = 2/3
– avec N = 648, 1 296 ou 1 944 ρ(x) = x11
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– Pour R = 3/4
– avec N = 648 ou 1 296 ρ(x) = 13x
14 + 23x
15
– avec N = 1 944 ρ(x) = 56x
14 + 16x
15
– Pour R = 5/6
– avec N = 648 ρ(x) = x22
– avec N = 1 296 ρ(x) = 34x
21 + 14x
22
– avec N = 1 944 ρ(x) = 15x
19 + 45x
20
• Normes 802.16* et 802.22
– Pour R = 1/2
– (norme 802.16* et 802.22) ρ(x) = 23x
6 + 13x
7
– Pour R = 2/3
– (normes 802.16* et 802.22) ρ(x) = 78x
10 + 18x
11
– (norme 802.16*) ρ(x) = x10
– Pour R = 3/4
– (normes 802.16* et 802.22) ρ(x) = 56x
14 + 16x
15
– (norme 802.16*) ρ(x) = 13x
14 + 23x
15
– Pour R = 5/6
– (norme 802.16* et 802.22) ρ(x) = x20
• Norme WiMedia
– Pour R = 1/2 ρ(x) = 320x
5 + 1720x
6
– Pour R = 5/8 ρ(x) = 1115x
8 + 415x
9
– Pour R = 3/4 ρ(x) = x12
– Pour R = 4/5 ρ(x) = 18x
12 + 78x
15
b. Norme WiMedia (deuxième structure)
N K R Z Normes
1 320 600 5/11 30 WiMedia
1 320 750 25/44 30 WiMedia
1 320 900 15/22 30 WiMedia
1 320 960 8/11 30 WiMedia
– Pour R = 5/11 ρ(x) = 324x
5 + 2124x
6
– Pour R = 25/44 ρ(x) = 1219x
8 + 719x
9
– Pour R = 15/22 ρ(x) = 114(x
7 + x8 + x9 + x11) + 57x
12
– Pour R = 8/11 ρ(x) = 112(x
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c. Norme IUT-G.9960
N K R Z Normes
336 168 1/2 14 G.9960
1 152 960 5/6 48 G.9960
1 440 960 2/3 60 G.9960
1 920 960 1/2 80 G.9960
5 184 4 320 5/6 216 G.9960
6 480 4 320 2/3 270 G.9960
8 640 4 320 1/2 360 G.9960












d. Norme IEEE 802.20*
Par 802.20* sont représentées les normes IEEE 802.20 et 802.20.2. Dans ces normes, les
tailles sont variables et dépendent d’un entier L.
N K R Z Normes
33L 6L 2/11 L 802.20*
38L 7L 7/38 L 802.20*
43L 8L 8/43 L 802.20*
48L 9L 9/48 L 802.20*
53L 10L 10/53 L 802.20*
58L 11L 11/58 L 802.20*




























A.1.2 Codes LDPC avec structure convolutive presque quasi-cycliques après
permutation
Afin de simplifier les coefficients des polynôme ρ(x), deux notations sont utilisées :
a = 1
N −K
et b = N −K − 1
N −K
= 1− a
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N K R Z Normes ρ(x)
64 800 14 400 2/9 360 DVB-S2X ax3 + bx4
64 800 16 200 1/4 360 DVB-S2 ax3 + bx4
64 800 18 720 13/45 360 DVB-S2X 0.09x4 + 0.9x5
64 800 21 600 1/3 360 DVB-S2 ax4 + bx5
64 800 25 920 2/5 360 DVB-S2 ax5 + bx6
64 800 29 160 9/20 360 DVB-S2X ax6 + bx7
64 800 32 400 1/2 360 DVB-S2, T2 ax6 + bx7
64 800 32 400 1/2 360 DVB-S2X ax6 + 0.11x7 + 0.89x8
64 800 34 560 8/15 360 DVB-S2X ax7 + 0.18x8 + 0.82x9
64 800 35 640 11/20 360 DVB-S2X ax8 + bx9
64 800 36 000 5/9 360 DVB-S2X ax7 + 0.12x8 + 0.87x9
64 800 37 440 26/45 360 DVB-S2X ax8 + 0.08x9 + 0.92x10
64 800 37 440 26/45 360 DVB-S2X ax9 + bx10
64 800 38 880 3/5 360 DVB-S2, T2 ax10 + bx11
64 800 38 880 3/5 360 DVB-S2X 0.01x10 + 0.99x11
64 800 40 320 28/45 360 DVB-S2X ax9 + bx10
64 800 41 400 23/36 360 DVB-S2X ax9 + bx10
64 800 41 760 29/45 360 DVB-S2X ax10 + 0.27x11 + 0.73x12
64 800 43 200 2/3 360 DVB-S2, T2, C2 ax9 + bx10
64 800 43 200 2/3 360 DVB-S2X ax12 + 0.98x13 + 0.02x14
64 800 44 640 31/45 360 DVB-S2X ax12 + 0.45x13 + 0.55x14
64 800 45 000 25/36 360 DVB-S2X ax12 + bx13
64 800 46 080 32/45 360 DVB-S2X ax13 + 0.52x14 + 0.48x12
64 800 46 800 13/18 360 DVB-S2X ax13 + bx14
64 800 47 520 11/15 360 DVB-S2X ax14 + 0.23x15 + 0.77x16
64 800 47 520 11/15 360 DVB-S2X ax15 + 0.85x16 + 0.15x17
64 800 48 600 3/4 360 DVB-S2, T2, C2 ax13 + bx14
64 800 48 600 3/4 360 DVB-S2X ax15 + 0.67x16 + 0.33x17
64 800 50 400 7/9 360 DVB-S2X ax18 + 0.37x19 + 0.63x20
64 800 50 400 7/9 360 DVB-S2X ax17 + bx18
64 800 51 840 4/5 360 DVB-S2, T2, C2 ax17 + bx18
64 800 54 000 5/6 360 DVB-S2, T2, C2 ax21 + bx22
64 800 55 440 77/90 360 DVB-S2X ax28 + 0.81x29 + 0.19x30
64 800 57 600 8/9 360 DVB-S2 ax26 + bx27
64 800 58 320 9/10 360 DVB-S2, C2 ax29 + bx30
32 400 6 480 1/59 360 DVB-S2X ax3 + bx4
32 400 7 920 11/45 360 DVB-S2X ax3 + bx4
32 400 10 800 1/3 360 DVB-S2X ax4 + bx5
16 200 3 240 1/5 360 DVB-S2, T2, NGH 0.25x3 + 0.75x4
16 200 3 960 11/45 360 DVB-S2X ax3 + bx4
16 200 4 320 4/15 360 DVB-S2, NGH 0.09x4 + 0.91x5
16 200 5 040 14/45 360 DVB-S2X ax4 + bx5
16 200 5 400 1/3 360 DVB-S2, T2, NGH ax4 + bx5
16 200 6 480 2/5 360 DVB-S2, T2, NGH ax5 + bx6
16 200 7 200 4/9 360 DVB-S2, T2, C2 0.16x4 + 0.36x5 + 0.4x6 + 0.08x7
16 200 7 560 7/15 360 DVB-S2X, NGH 0.54x8 + 0.46x4
16 200 8 640 8/15 360 DVB-S2X, NGH 0.05x9 + 0.95x10
16 200 9 360 26/45 360 DVB-S2X ax9 + bx10
16 200 9 720 3/5 360 DVB-S2 ax10 + bx11
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N K R Z Normes ρ(x)
16 200 9 720 3/5 360 DVB-T2, NGH ax8 + bx9
16 200 10 800 2/3 360 DVB-S2, T2, C2, NGH ax9 + bx10
16 200 11 520 32/45 360 DVB-S2X ax12 + bx13
16 200 11 880 11/15 360 DVB-S2, T2, C2, NGH 0.08x9 + 0.25x10 + 0.33x11+
0.25x12 + 0.08x13
16 200 12 600 7/9 360 DVB-S2, T2, C2 0.1x11 + 0.3x12 + 0.6x13
16 200 13 320 37/45 360 DVB-S2, T2, C2 ax15 + 0.5x16 + 0.12x17+
0.12x18 + 0.25x19
16 200 14 400 8/9 360 DVB-S2, C2 ax26 + bx27
11 136 8 352 3/4 87 GMR-1, GMPRS-1 ax14 + bx15
8 880 5 920 2/3 74 GMR-1, GMPRS-1 ax10 + bx11
8 880 11 100 4/5 74 GMR-1, GMPRS-1 ax19 + bx20
8 640 2 160 1/4 72 DVN-NGH 0.01x2 + 0.01x3 + 0.14x4+
· · ·+ 0.07x9 + 0.02x10
4 480 4 032 9/10 74 GMR-1, GMPRS-1 ax36 + bx37
4 464 2 232 1/2 62 GMR-1, GMPRS-1 ax6 + bx7
4 440 2 960 2/3 74 GMR-1, GMPRS-1 ax10 + bx11
4 440 3 552 4/5 74 GMR-1, GMPRS-1 ax19 + bx20
4 320 864 1/5 72 DVB-NGH ax2 + 0.44x3 + 0.56x4
4 320 2 160 1/2 72 DVB-NGH 0.5x8 + 0.5x9
4 096 1 024 1/4 128 DVB-RCS+M ax3 + bx4
4 096 2 048 1/2 128 DVB-RCS+M ax6 + bx7
4 096 3 072 3/4 128 DVB-RCS+M ax16 + bx17
2 400 1 800 3/4 50 GMR-1, GMPRS-1 ax14 + bx15
2 400 1 920 4/5 50 GMR-1, GMPRS-1 ax19 + bx20
1 920 1 536 4/5 32 GMR-1, GMPRS-1 ax19 + bx20
1 920 1 728 9/10 32 GMR-1, GMPRS-1 ax36 + bx37
1 908 1 272 2/3 53 GMR-1, GMPRS-1 ax11 + bx12
976 488 1/2 61 GMR-1, GMPRS-1 ax6 + bx7
960 640 2/3 32 GMR-1, GMPRS-1 ax10 + bx11
960 864 9/10 16 GMR-1, GMPRS-1 ax31 + bx32
950 760 4/5 19 GMR-1, GMPRS-1 ax19 + bx20
N K R Z Normes ρ(x)
24 576 16 384 2/3 32 CCSDS 131.5 0.19x10 + 0.81x11
20 480 16 384 4/5 16 CCSDS 131.5 ax20 + bx21
18 432 16 384 8/9 16 CCSDS 131.5 ax33 + bx34
3 072 2 048 2/3 8 CCSDS 131.5 0.5x10 + ax11 + 0.499x12
2 560 2 048 4/5 8 CCSDS 131.5 ax19 + bx20
2 304 2 048 8/9 8 CCSDS 131.5 0.5x50 + 0.5x51
768 512 2/3 8 CCSDS 131.5 ax11 + bx12
640 512 4/5 8 CCSDS 131.5 ax21 + bx22
576 512 8/9 8 CCSDS 131.5 ax55 + bx51
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A.2 Codes LDPC sans structure convolutive
A.2.1 Codes LDPC quasi-cycliques sans structure convolutive
a. Normes IEEE 802.11ad et 802.15.3c
N K R Z Normes
672 336 1/2 42 802.11ad
672 420 5/8 42 802.11ad
672 420 5/8 21 802.15.3c
672 504 3/4 42 802.11ad
672 504 3/4 21 802.15.3c
672 546 13/16 42 802.11ad
672 588 7/8 21 802.15.3c
• Norme 802.11ad




































b. Norme 802.15.3c (deuxième structure)
N K R Z Normes
672 336 1/2 21 802.15.3c




c. Norme CCSDS 131.1(première structure)
N K R Z Normes
8 176 7 156 ' 0.88 511 CCSDS 131.1
Il s’agit d’un code LDPC régulier : ρ(x) = x32.
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d. Norme CCSDS 131.1 (deuxième structure)
N K R Z Normes
32 768 16 384 1/2 8192 CCSDS 131.1
24 576 16 384 2/3 4096 CCSDS 131.1
20 480 16 384 4/5 2048 CCSDS 131.1
8 192 4 096 1/2 2048 CCSDS 131.1
6 144 4 096 2/3 1024 CCSDS 131.1
5 120 4 096 4/5 512 CCSDS 131.1
2 048 1 024 1/2 512 CCSDS 131.1
1 536 1 024 2/3 256 CCSDS 131.1
1 280 1 024 4/5 128 CCSDS 131.1
Les polynômes indiquant la répartition de poids des lignes des matrices de parité sont :
– Pour R = 1/2 ρ(x) = 13x
3 + 23x
6
– Pour R = 2/3 ρ(x) = 13x
3 + 23x
10
– Pour R = 3/4 ρ(x) = 13x
3 + 23x
14
– Pour R = 4/5 ρ(x) = 13x
3 + 23x
18
e. Norme CCSDS 231.1
N K R Z Normes
512 256 1/2 8192 CCSDS 231.1
256 128 1/2 4096 CCSDS 231.1
128 64 1/2 2048 CCSDS 231.1
Quelle que soit la longueur considérée les lignes de la matrice de parité sont de poids 8 :
ρ(x) = x8.
A.2.2 Codes LDPC sans structure convolutive quasi-cycliques après per-
mutation
a. Norme CMMB
N K R Z Norme
9 216 4 608 1/2 256 CMMB
9 216 6 912 3/4 256 CMMB
Ce sont des matrices régulières, les polynômes ρ sont donc des monômes :
– Pour R = 1/2 ρ(x) = x6
– Pour R = 3/4 ρ(x) = x12
b. Norme IEEE 802.15.3c (troisième structure)
N K R Z Norme
1 440 1 344 14/15 96 802.15.3c
Cette matrice de parité est régulière : ρ(x) = x45.
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A.2.3 Codes LDPC sans structure convolutive non quasi-cycliques
a. Normes IEEE 802.3 et 802.3an
N K R Norme
2 048 1 723 ' 0.84 802.3
Cette matrice de parité est régulière : ρ(x) = x32.
b. Norme IEEE 1901
Les longueurs des codes utilisés ne sont pas fixées, la matrice de parité étant infinie, il est
simple de choisir la longueur souhaitée. La construction des matrices de parité est définie
pour quatre rendements : 1/2, 2/3, 3/4 et 4/5.
Les polynômes définissant ces matrices de parité ont, pour un rendement donné, tous le même
nombre de coefficients non-nuls. Les lignes de la matrice de parité infinie sont de poids :
– 6 pour R = 1/2
– 9 pour R = 2/3
– 12 pour R = 3/4
– 15 pour R = 4/5
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Annexe B
Exemples de reconstruction de la
permutation des turbo-codes
Pour ces exemples, les notations de la section 5.2 sont utilisées. Le code convolutif C2 est
défini par (1, 1+D21+D+D2 ), son treillis de codage est représenté sur la figure B.1 et la permutation
π est de longueur N = 8.
B.1 Reconstruction de la permutation d’un turbo-code paral-
lèle
Un ensemble de M = 5 mots sont observés en sortie d’un canal à effacement de probabilité
p = 0.10. Ces mots bruités sont :
ũ1 ũ2 ũ3 ũ4 ũ5 ũ6 ũ7 ũ8 w̃1 w̃2 w̃3 w̃4 w̃5 w̃6 w̃7 w̃8
m̃1 1 0 1 0 1 1 1 1 1 0 1 1 ? 0 1 1
m̃2 ? 0 0 0 1 1 1 0 0 1 0 0 0 ? 1 0
m̃3 1 1 0 ? 0 1 0 1 0 ? 1 0 1 0 1 1
m̃4 1 0 1 1 0 ? 0 1 1 1 0 1 1 1 0 1
m̃5 0 0 0 0 0 1 1 1 ? 0 0 0 1 ? 0 1
Comme précédemment, le symbole ? représente l’observation d’un effacement. Afin de
simplifier l’exemple, aucune probabilité n’est déterminée. Le canal considéré étant le canal
à effacement, il suffit d’éliminer les indices impossibles puis de choisir un indice parmi ceux
compatibles (ce choix s’effectue selon la proposition 5.3, mais l’exemple présenté ici est tel




















Figure B.1 – Treillis de codage du code (1, 1+D21+D+D2 )
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Recherche de π(1)
Par hypothèse, les registres sont initialisés à 00 au début du codage de chacun des mots.
En utilisant le treillis de la figure B.1, il s’en déduit que (uπ(1), w1) ∈ {(0, 0), (1, 1)}.
Pour le mot m̃1, w̃11 n’est pas un effacement, donc w
1
1 = w̃11 = 1. D’où la nécessité que
u1π(1) = 1 et donc π(1) 6= 2 et π(1) 6= 4 puisque ũ2 = ũ4 = 0.
Le même raisonnement peut être effectué à partir du mot m̃2, pour celui-ci w̃21 = 0 et donc
u2π(1) = 0, ce qui implique π(1) /∈ {5, 6, 7}.
De même à partir des autres mots observés, le seul cas légèrement différent est celui du mot
m̃5. En effet, pour celui-ci w̃51 est un effacement, il est donc impossible d’en déduire les valeurs
de w51 et u
5
1. Ce mot n’apporte aucune information sur π(1).
Le tableau ci-dessous regroupe les informations apportées par les cinq mots observés, le
symbole
√
représente une valeur possible (c’est-à-dire non éliminée) alors qu’un × indique
une valeur impossible pour π(1).






√ √ √ √
m̃2

















√ √ √ √ √ √ √ √
Il se déduit que π(1) = 3. En effet, c’est l’unique colonne ne contenant pas de ×, cet indice
est donc compatible pour l’ensemble des mots observés.
État interne du codeur à l’instant t = 1
Pour chacun des mots l’état interne du codeur à l’instant t = 0 est 00, il faut maintenant
déterminer cet état pour l’instant t = 1. Pour cela, il suffit d’utiliser le treillis. La connaissance
de ũπ(1) ou w̃1 suffit pour en déduire l’état recherché. D’où le tableau suivant :







De la même façon que pour la recherche de π(1), il se déduit des valeurs de w̃12, w̃22, . . . , w̃52
un ensemble de valeurs impossibles pour π(2). La première valeur impossible est 3 puisqu’elle
est déjà choisie pour π(1).
En utilisant le mot m̃1, on en déduit que π(2) /∈ {2, 4}. En effet, à l’instant t = 1, l’état
interne du codeur pour ce mot est 10, en utilisant le treillis on en déduit que (u1π(2), w
1
2) ∈
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{(0, 1), (1, 0)}. Or w̃12 = 0 donc u1π(2) = 1.
En appliquant le même raisonnement sur l’ensemble des mots observés il découle le tableau
suivant et le fait que π(2) = 5.
























État interne du codeur à l’instant t = 2
Grâce à la valeur de π(2) on en déduit, pour l’ensemble des mots, l’état interne du codeur
à l’instant t = 2 :
état au temps t = 0 1 2
m̃1 00 10 01
m̃2 00 00 10
m̃3 00 00 00
m̃4 00 10 11
m̃5 00 00 00
Suite de la reconstruction
En continuant de la même manière, c’est-à-dire en déterminant la valeur de π(t) puis en
déterminant les états interne du codeur à l’instant t il en découle la permutation :
π = [3, 5, 1, 2, 8, 6, 4, 7]
B.2 Reconstruction de la permutation d’un turbo-code paral-
lèle poinçonné
Par hypothèse, le motif de poinçonnage utilisé est celui qui consiste à ne pas transmettre
wi lorsque i est impair. Un ensemble de M = 5 mots bruités sont observés en sortie d’un
canal à effacement de probabilité p = 0.10 :
ũ1 ũ2 ũ3 ũ4 ũ5 ũ6 ũ7 ũ8 w̃1 w̃2 w̃3 w̃4 w̃5 w̃6 w̃7 w̃8
m̃1 0 1 0 0 1 0 0 0 0 1 0 1
m̃2 1 0 0 1 1 1 e 0 0 0 e 0
m̃3 0 1 0 0 1 1 1 1 1 0 1 0
m̃4 0 1 1 1 0 1 0 1 0 1 0 e
m̃5 1 0 1 0 1 e 1 0 1 e 1 e
Dans cet exemple, les probabilités ne sont pas calculées, il suffit de trouver à chaque
instant t quels sont les couples compatibles pour (π(2t− 1), π(2t)).
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π(2) 1 2 3 4 5 6 7 8
π(1)
1 × × ×
2 × × × × × × ×
3 × × ×
4 × × ×
5 × × × × × × ×
6 × × ×
7 × × ×
8 × × ×
Table B.1 – Recherche de π(1) et π(2).
π(2) 1 2 3 4 5 6 7 8
π(1)
1 × × × × × × × ×
2 × × × × × × × ×
3 × × × × × × × ×
4 × × × × × × ×
5 × × × × × × × ×
6 × × × × × × ×
7 × × × × × × × ×
8 × × × × × × × ×
Table B.2 – Recherche de π(1) et π(2).
Recherche de (π(1), π(2))
Le plus simple pour trouver quels sont les couples compatibles pour (π(1), π(2)) est de
remplir un tableau et d’éliminer au fur et à mesure les couples incompatibles. Par construc-
tion tous les couples de la forme (i, i) sont éliminés d’office.
Le codeur est initialisé à l’état 00 au début du codage de chaque mot, grâce à cette hy-
pothèse et à partir du treillis de la figure B.1 on déduit que :
(uπ(1), uπ(2), w2) ∈ {(0, 0, 0), (0, 1, 1), (1, 1, 0), (1, 0, 1)}.
En considérant uniquement le mot m̃1, comme w̃12 = 0 il est impératif que :
(u1π(1), u
1
π(2)) ∈ {(0, 0), (1, 1)}
Par conséquent tous les couples (i, j) tels que ũ1i 6= ũ1j sont éliminés. Ainsi le tableau obtenu
en utilisant seulement le mot m̃1 est donné par la table B.1 (un × représente un couple
incompatible).
La même démarche est ensuite effectuée à partir du mot m̃2. Il peut être remarqué que
l’effacement de ũ27 implique que tous les couples impliquant 7 sont conservés si seul ce mot
bruité est considéré.
Finalement, en utilisant les cinq mots bruités, le tableau obtenu est celui de la table B.2,
d’où (π(1), π(2)) ∈ {(4, 6), (6, 4)}.
État interne du codeur à l’instant 2
Avec le treillis de codage et les valeurs de ũπ(1), ũπ(2) et w̃2 on déduit l’état interne du
codeur à l’instant 2 pour chacun des mots observés. Ces états sont déterminés pour les deux
couples de valeurs possibles pour (π(1), π(2)) :
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Si (π(1), π(2)) = (4, 6) :






Si (π(1), π(2)) = (6, 4) :






Recherche de (π(3), π(4))
Deux couples sont possibles pour (π(1), π(2)) il faut déterminer quel est le bon en recher-
chant les valeurs possibles pour (π(3), π(4)). Dans les deux cas, tous les couples impliquant
un 4 ou un 6 sont incompatibles, ces valeurs étant déjà choisies.
Si (π(1), π(2)) = (4, 6) alors en appliquant le même raisonnement que précédemment
à partir des nouveaux états internes du codeurs tous les couples sont éliminés. Il n’y a
aucune possibilité pour (π(3), π(4)), l’hypothèse (π(1), π(2)) = (4, 6) est donc fausse d’où
(π(1), π(2)) = (6, 4).
En supposant que (π(1), π(2)) = (6, 4), deux couples sont possibles pour (π(3), π(4)), il
s’agit de (2, 7) et (7, 2).
Suite de la reconstruction
En continuant de la même façon le couple (7, 2) est éliminé lors de la recherche de
(π(5), π(6)). Finalement deux permutations sont compatibles avec les données reçues. Il est
impossible d’en choisir l’une plus que l’autre, même en déterminant les probabilités exactes
ou en ayant un nombre infini de mots observés. C’est deux permutations sont :
π = [6, 4, 2, 7, 3, 8, 1, 5] ou π = [6, 4, 2, 7, 3, 8, 5, 1]
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Annexe C
Turbo-codes parallèles poinçonnés :
indéterminées lors de la
reconstruction
Dans la sous-section 5.3.3 la possibilité que l’algorithme retourne plusieurs permutations
ayant toutes la même probabilité d’être celle utilisée lors du codage a été évoquée. Cette
annexe, classe les codes convolutifs C2 en fonction du nombre de permutations retournées
lorsqu’ils sont utilisés. Une explication sera ensuite donnée à partir d’un exemple pour cha-
cune des classes ainsi formées.
Généralement, les codeurs convolutifs utilisés sont composés, au maximum, de trois re-
gistres à décalages. C’est pour cette raison, que seuls ces codeurs sont considérés dans
la suite de cette annexe. Les codes convolutifs sont, par hypothèse, de type (2, 1) et le
codage est systématique. Ces codes admettent donc une matrice génératrice de la forme
G(D) = (1 P (D)/Q(D)). Afin de simplifier les notations, seule la fraction P (D)/Q(D) re-
présentant la redondance sera inscrite. De plus, il est supposé, dans les hypothèses initiales,
que le premier bit de redondance dépend du premier bit entré dans le codeur, ceci contraint
P (D) à avoir un coefficient de degré 0.
C.1 Nombre de permutations retournées
2 permutations
Lorsque les codes suivants sont utilisés, seulement deux permutations sont retournées par
l’algorithme. La différence entre ces deux permutations porte uniquement sur les 2 derniers
indices (ils sont inversés).














































Si l’un des quatre codes suivants est utilisé, l’algorithme retourne 4 permutations. Les
indéterminées portent sur les 4 derniers indices, π(N) pouvant être inversé avec π(N − 1), et











Pour les deux codes suivants, l’algorithme retourne 8 permutations. Les valeurs de π(N),










Si le codeur C2 est l’un des codes ci-dessous, de très nombreuses permutations sont re-
tournées. En effet, pour ces codes, il est impossible de déterminer si les valeurs de π(t) et
π(t+ 3) ont été inversées ou non, pour toutes valeurs de t impaires.
– 11+D3 – 1 +D






Pour les quatre codes suivants, l’algorithme ne peut pas savoir si les valeurs de π(2t) et
π(2t+ 1) ont été échangées ou non.
– 11+D – 1 +D –
1







La pire des situations se produit pour les deux codes suivants. Ils ne sont pas utilisés
en pratique car ils se comportent comme deux codeurs indépendants. Pour ces codes, ils est
impossible de savoir si π(t) et π(t+ 2k), ∀t,∀k, ont été inversés lors de la reconstruction.
– 1 +D2 – 11+D2
C.2 Justification du nombre de permutations retournées
Dans cette section, le contenu à l’instant t des trois registres du codeur convolutif sont
notés at, bt et ct, l’état du codeur sera noté et = (at, bt, ct). wt représente la redondance émise
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par le codeur à l’instant t et xt = uπ(t) correspond à l’entrée du codeur à cet instant.
2 permutations
Pour expliquer la situation, le code défini par (1, 1+D1+D2+D3 ) est pris pour exemple. Les
valeurs des bits de redondance émis en fonction de l’état du codeur à l’instant t et des valeurs
entrées jusque là sont déterminées :
wt est poinçonné
wt+1 = xt+1 + xt + at + ct
wt+2 est poinçonné
wt+3 = xt+3 + xt+2 + xt+1 + bt
wt+4 est poinçonné
wt+5 = xt+5 + xt+4 + xt+3 + xt + bt + ct
D’après ces calculs, wt+1 fixe la valeur de xt+1⊕xt, et non chacune des valeurs xt+1 et xt.
La redondance wt+3 ne dépend pas de xt, c’est donc à cette étape que les valeurs respectives
de xt et xt+1 sont réellement fixées. Il y a désormais une indéterminée sur xt+2 et xt+3 bien
que la valeur de xt+2 ⊕ xt+3 soit connue. Cette nouvelles indéterminée est levée grâce à wt+5
et ainsi de suite.
Finalement seule l’indéterminée sur les deux derniers indices ne peut être levée, c’est pour
cette raison que l’algorithme retourne deux permutations π̃1 et π̃2 telles que :
∀t ∈ {1, . . . , N − 2}, π̃1(t) = π̃2(t), π̃1(N − 1) = π̃2(N) et π̃1(N) = π̃2(N − 1).
4 permutations
Pour cet exemple, le code considéré est défini par (1, 1+D31+D+D3 ), les différentes redondances
sont alors :
wt est poinçonné
wt+1 = xt+1 + xt + at + ct
wt+2 est poinçonné
wt+3 = xt+3 + xt+2 + xt+1 + xt + bt + ct
wt+4 est poinçonné
wt+5 = xt+5 + xt+4 + xt+3 + xt+2 + xt + ct
wt+6 est poinçonné
wt+7 = xt+7 + xt+6 + xt+5 + xt+4 + xt+2 + at
wt+1 fixe la valeur de xt+1⊕ xt, la redondance wt+3 ne permet pas de lever cette indéter-
minée puisque xt et xt+1 interviennent tous deux dans l’expression de wt+3. C’est seulement
avec la valeur de wt+5 que xt et xt+1 sont fixées, c’est donc à cet instant que π̃(t) et π̃(t+ 1)
sont déterminés. De même pour le couple (π̃(t + 2), π̃(t + 3)), il est déterminé grâce à la
redondance émise à l’instant t+ 7 et ainsi de suite.
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Les valeurs de π̃(t) et π̃(t+ 1) sont donc déterminées à l’instant t+ 5, il en découle l’impos-
sibilité de résoudre les deux indéterminées sur les 4 derniers indices de la permutations.
8 permutations
La situation est similaire au cas précédent, sauf que cette fois l’indéterminée sur π̃(t) et
π̃(t+ 1) est levée au temps t+ 7. L’algorithme retourne 8 permutations, les différences entre




Dans ce cas, les indéterminées ne portent pas uniquement sur les derniers indices de la
permutation. Comme illustré avec l’exemple suivant, π(t) peut être inversé avec π(t+3) pour
toutes les valeurs de t impaires.
Pour comprendre la situation, il est nécessaire de calculer les redondances émises mais égale-
ment l’évolution des états du codeur. Par exemple, avec le code défini par (1, 11+D3 ) :
et = (at, bt, ct)
wt est poinçonné
et+1 = (xt + ct, at, bt)
wt+1 = xt+1 + bt
et+2 = (xt+1 + bt, xt + ct, at)
wt+2 est poinçonné
et+3 = (xt+2 + at, xt+1 + bt, xt + ct)
wt+3 = xt+3 + xt + ct
et+4 = (xt+3 + xt + ct, xt+2 + at, xt+1 + bt)
wt+4 est poinçonné
et+5 = (xt+4 + xt+1 + bt, xt+3 + xt + ct, xt+2 + at)
wt+5 = xt+5 + xt+2 + bt
Avec les états et les redondances ci-dessus, il peut être remarqué que si les valeurs de xt
et xt+3 sont inversées alors les redondances émises sont les mêmes, puisque ces deux valeurs
interviennent toujours simultanément dans les expressions des redondances. De plus, même
s’il y a eu une inversion entre ces deux valeurs, l’état du codeur à l’instant t+ 4 est le même
que sans cette inversion, les redondances et les états suivants sont donc eux aussi inchangés.
Autrement dit, avec les codeurs de cet ensemble, les redondances émises sont les mêmes pour
les deux mots d’information : ...xtxt+1xt+2xt+3... et ...xt+3xt+1xt+2xt.... C’est pour cette rai-
son que l’algorithme ne peut pas lever l’indéterminée portant sur π(t) et π(t+3), pour t impair.
Si la longueur de la permutation est paire, seules les valeurs de π(2) et π(N − 1) sont
fixées, alors que si la longueur est impaire, trois indices sont fixés : π(2), π(N − 2) et π(N),
d’où le nombre de permutations retournées par l’algorithme 2d
N−3
2 e.




La situation est semblable à la précédente, soit le code défini par (1, 11+D ), les états du
codeur et les redondances émises sont :
et = (at)
wt est poinçonné
et+1 = (xt + at)
wt+1 = xt+1 + xt + at
et+2 = (xt+1 + xt + at)
wt+2 est poinçonné
et+3 = (xt+2 + xt+1 + xt + at)
wt+3 = xt+3 + xt+2 + xt+1 + xt + at
et+4 = (xt+3 + xt+2 + xt+1 + xt + at)
Dans ce cas, comme pour les autres codes de cet ensemble, les entrées xt et xt+1, pour
t impair, peuvent être inversées sans répercussion sur les redondances émises. De plus, le
codeur se retrouve à l’instant t + 4 dans le même état que sans l’inversion, les redondances
émises par la suite sont donc identiques. C’est pour cette raison que l’algorithme retourne
2
N






Pour illustrer cette situation, le code (1, 11+D2 ) est utilisé. En effectuant le même raison-
nement que pour les cas précédents, il se remarque rapidement que seuls les bits entrés en
position paires sont présents dans les redondances non poinçonnées. Les registres à décalages
correspondent à des accumulateurs, l’un sur les entrées paires l’autre sur les entrées impaires,
c’est pour cette raison que tous les bits entrés en position impair peuvent être permutés entre
eux sans influencer les redondances émises par le codeur. Les registres du codeur retrouvent
finalement l’état qu’ils aurait du atteindre sans cette permutation. C’est à cause de cette
configuration que l’algorithme retourne un nombre important de permutations ayant toutes
la même probabilité.
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4.5 Schéma de codage des codes LDPC avec une structure convolutive . . . . . . 44
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5.3 Probabilité d’erreur sur la permutation reconstruite avec N = 60 . . . . . . . 82
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6 Recherche du couple le plus probable (reconstruction d’un turbo-code série) . . 95
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November 2006.
[23] M. Cluzeau and M. Finiasz. Reconstruction of Punctured Convolutional Codes. In
Information Theory Workshop (ITW), Taormina, Italy, October 2009. IEEE.
[24] M. Cluzeau and M. Finiasz. Recovering a Code’s Length and Synchronization from a
Noisy Intercepted Bitstream. In International Symposium Information Theory (ISIT),
pages 2737–2741, Seoul, Korea, 2009. IEEE.
[25] M. Cluzeau, M. Finiasz, and J.-P. Tillich. Methods for the Reconstruction of Parallel
Turbo Codes. In International Symposium Information Theory (ISIT), pages 2008–
2012, Austin, Texas, USA, June 2010. IEEE.
[26] CMMB (China Multimedia Mobile Broadcasting) : Standard for Radio Film and Te-
levision Industry in P. R. China GY/T 220.1. Mobile Multimedia Broadcasting. Part
1 : Framing Structure, Channel Coding and Modulation for Broadcasting Channel.
November 2006.
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[80] G. Landais. Mise en oeuvre de cryptosystèmes basés sur les codes correcteurs d’erreurs et
de leurs cryptanalyses. PhD thesis, Université Pierre et Marie Curie, Paris 6, September
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