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Abstract: Correlation functions of gauge-invariant composite operators in N = 4 super
Yang-Mills theory can be computed by integrability using triangulations. The elementary
tile in this process is the hexagon, which should be glued by appropriately inserting res-
olutions of the identity involving virtual (“mirror”) magnons. We consider this problem
for five-point functions of protected operators. At one-loop in the ’t Hooft coupling, it is
necessary to glue three adjacent tiles which involves two virtual magnons scattering among
each other. We show that the result can be simplified by using an adapted mirror rotation
and employing appropriate summation techniques. The mirror-particle contributions then
yield hyperlogarithms of weight two. Finally, we use these results to investigate braiding
prescriptions introduced in earlier work on the problem.
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1 Introduction
The AdS/CFT conjecture connectsN = 4 super Yang-Mills theory in four dimensions to IIB
string theory on AdS5×S5, see e.g. [1] for a review. In particular, the spectrum of anomalous
dimensions in field theory should correspond to the energy levels of the string. The BMN
construction [2] gave the first example of a class composite of operators in field theory and
the dual string states. Subsequently, the computation of the planar part of the one-loop
anomalous dimensions of the BMN operators has been interpreted as the diagonalisation of
an integrable spin-chain Hamiltonian [3], thereby linking the AdS/CFT correspondence to
an integrable system.1 A deformation of the corresponding Bethe equations can incorporate
the effects of planar higher-loop corrections in the field theory. This is achieved by using
the Zhukowski variables x(u) defined by
x+
g2
2x
= u (1.1)
1See refs. [4, 5] for reviews of the integrability approach to AdS/CFT.
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instead of the Bethe rapidity u of the original spin chain. Since the Bethe ansatz involves
the quantities u± = u± i2 one further introduces x±(u) = x(u±). In the definition (1.1),
g2 = g2YMN/(8pi
2) is the ’t Hooft coupling involvingN , the rank of the gauge group SU(N).
All fields of the N = 4 SYM theory transform in the adjoint representation of SU(N).
Gauge-invariant local operators arise by taking traces of products of such field, perhaps
including gauge-covariant derivatives. The deformed integrable model has been extended
to the complete set of single-trace operators [6, 7], so when all constituent fields are united
in one gauge group trace. When supplied with the “dressing phase” it apparently correctly
captures the planar anomalous dimensions to any desired order in the coupling constant [8],
provided that an asymptotic regime is not left, i.e. that the length of the spin chain (the
number of fields the single-trace operator consists of) is greater than the loop order. Be-
yond this bound the group factors of Feynman graphs change invalidating the approach.
Quite literally this is a “finite size effect” because connected Feynman graphs start to wrap
around the operator at this order, as it is most clearly understood from the dual string-
worldsheet picture [9]. Indeed, viewing the dual string as a two dimensional field theory,
these effects may be computed using the thermodynamic Bethe ansatz (TBA) [10] for a
“mirror” model [11]. As for relativistic models [10], a double Wick rotation exchanges space
and time. In the case at hand one obtains a mirror theory that is not identically equal to
the original model. Nonetheless, the two theories are related by analytic continuation. In
terms the the Bethe rapidities u, the mirror transformation is2
γ : x+ → 1
x+
, x− → x− . (1.2)
As it is the case in relativistic models, this transformation is “half” of a crossing transforma-
tion [12]. In this sense, we can define a “2γ” transformation which yields crossing (flipping
the sign of energy and momentum), and by iteration a 3γ and 4γ transformation:
2γ : x+ → 1
x+
, x− → 1
x−
,
3γ : x+ → x+, x− → 1
x−
,
4γ : x+ → x+, x− → x− .
(1.3)
It should be stressed that this transformation entails an analytic continutation, and there-
fore a 4nγ transformation is the identity only on analytic functions of x±,3 while functions
with cuts need to be analytically continued. Importantly, this is the case of the dressing
phase [8], see [13]. The TBA for the AdS/CFT correspondence is fairly involved, as it
requires considering all bound states of excitations of the mirror model [11]. The symmetry
structure of the direct and mirror theory is based on the same su(2|2) superalgebra, up
to an analytic continuation. This algebra allow two types of short bound-state represen-
tations, the symmetric and the antisymmetric representation. As it turns out, the former
2This transformation can also be realised as an imaginary-rapidity shift, much like in relativistic models,
by introducing a suitable elliptic parametrisation of the rapidities, cf. [4].
3More precisely, 4nγ is the identity on functions which are meromorphic on a suitably-defined rapidity
torus [4]. This includes meromorphic functions of x± and the square-root functions which appear in Beisert’s
S-matrix [7].
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Figure 1. The lowest-genus four-point function is topologically a sphere with four punctures
corresponding to the closed-string states (middle). There are two way to tessellate this object in
hexagonal patches. On the left, we cut the four-point function into two three-point functions, like in
the operator-product expansion (OPE), and tessellate them with hexagons. This requires summing
over all intermediate physical states (solid lines). In the right-hand panel, the cut is only along
mirror edges (dashed lines), so we only need to sum over all possible exchanges of mirror particles.
The latter approach is often computationally more powerful, and it is our focus here.
corresponds to bound states of the direct theory, while the latter to bound states of the
mirror theory (the ones important for the TBA construction). The scattering matrix for
such bound states and its dressing phase have been studied in refs. [13, 14].
For a long time, higher-point functions remained hard to compute through integrability.
The introduction of the “hexagon operator” was a breakthrough for the three-point problem
[15]. The N = 4 SYM three-point problem is related to the splitting of a closed string into
two, with each external closed-string state being a cyclic spin-chain state. Topologically, the
worldsheet is a sphere with three punctures, which can be triangulated yielding two patches.
Each patch is “hexagonal”: three edges correspond to the triangulation cuts, and three to
pieces of the closed-string states. The expectation value of such an object in presence of
excitations on the closed-string states is given by an integral form factor. One can also
consider excitation on the other, “mirror” edges (those corresponding to the triangulation
cuts). In that case, excitations have the mirror kinematics [15]. Indeed moving excitations
from one edge to another amounts to analytically continuing it by nγ. In practice, to
evaluate this form factor one has to compute an object proportional to Beisert’s S-matrix
for magnons in an nγ kinematics. While it is an outstanding problem to formulate a
mirror-TBA-like approach for three point functions, it is possible to account for the leading
wrapping effects by introducing mirror excitations on the mirror edges, summing over all
allowed flavours (including bound states) and integrating over their momenta, in a spirit
similar to Lüscher’s formula [16, 17]. It should be stressed that this approach is perturbative
in the ’t Hooft coupling,4 and becomes quite involved computationally beyond the first few
orders [18–20].
The construction of [15] was extended to higher-point functions in [21, 22]. This requires
more general tessellations, see Figure 1. Also in this case, it is necessary to introduce
mirror particles and bound states, summing over all allowed flavours and integrating over
the particle’s momenta. One further complication is that four- and higher-point functions
4Much like it is the case for the spectrum, the large-volume expansion in the sense of Lüscher becomes
a perturbative expansions in the ’t Hooft coupling once the mirror kinematics is properly accounted for [9].
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Figure 2. We consider the tessellation of a five-point function involving five protected operators
(blue dots). Left: we tessellate the figure by mirror cuts (dashed lines), which can be further
decorated by inserting pairs of mirror magnons. Right: the object of our interest is when two
pairs of virtual particles (red boxes) sit on edges 13 and 14l in this case, the hexagon 143 contains
two mirror particles, which gives rise to a non-trivial mirror-mirror scattering. Note that the
mirror particles are arbitrary bound-states and have arbitrary momenta. As we will often do, we
represented the outermost cuts “behind” the figure (using lighter lines).
depend on conformal cross ratios as well as two more cross-ratios describing the R-symmetry
configuration. This dependence should twist the sums over mirror particles, though how
this should precisely happen is, at this stage, still a conjecture. Testing this conjecture
further is one of our goals.
The simplest set-up to consider multi-particle contributions to finite-volume effects
appears for five-point functions. For simplicity we may consider five-point functions of
protected (i.e., 1/2-BPS) operators and focus on their cross-ratio dependence. In this case,
we can have two pairs of mirror excitations, along two cuts shared by one of the patches,
see Figure 2. The process has been evaluated in [23] by matching a truncated residue
calculation on an ansatz inspired from field-theory considerations [24]. We want to revisit
such a computation. The motivation for our study is threefold: firstly, there are two distinct
nγ rotations of the process, which lead to widely different sums over residua. Do the two
scenarios really agree, as they must? Secondly, we need to perform a double sum over the
bound-state numbers, and a double integration over their momenta; can this be done in
closed form, without resorting to any ansatz? Finally, in [23] it was proposed that additional
braiding factors e
i
2
p, where p denotes the momentum of the bound state particles, have to
be introduced. This was a somewhat ad-hoc prescription, and it would be important to
understand whether the choice of braiding adopted there is the only possible one and why.
This paper is organised as follows: in Section 2 we collect the many “ingredients” for the
actual calculations. In Section 3 we put these together and set out on integrating/summing
where we have methods to do so. We find weight two hyperlogarithms term-wise. The
results suggest a function space on which we can fit the remaining sectors of the calcu-
lation. Section 4 starts with a review of the one-magnon process of [22] trying to draw
conclusions about the so-called J-charge. Then we assemble the parts of our five-point
two-magnon computation for one specific tessellation. The hexagon tiling idea obviously
only makes sense when all results are triangulation independent, which for our choice still
imposes invariance under cyclic permutations. This constraint is non-trivial and turns out
to uniquely determine the result, although the J-charge and momentum dressing are not
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completely pinned down. The outcome does allow a prescription similar to that of [23], but
not identical.
Four appendices collect simplifications of the bound-state S-matrix, the complete re-
summation that we can achieve in case of the diagonal X elements of this S-matrix, an
alternative derivation of the complete result for diagonal Z11 elements to the one presented
in the main text, and finally a re-analysis of the structure constant computation in [15]
from the point of view of the exchange of bound states, to ensure that our new prescription
is backward-compatible, so to say.
2 Elements of the calculation
To begin with, we consider the expectation value of the hexagon 123 and the hexagon 134 in
Figure 2 in the presence of one pair of virtual particles on the edge 13. The virtual particles
couple the two hexagons, yielding a non-trivial result. In absence of other (virtual or real)
excitations, the remaining hexagons give trivial contributions. This particular computation
was first considered in [22].
By conformal transformations we can always move the points into a plane at x1 = 0,
x2 = 1, x3 =∞, and x4 = (0,−=(1/z),<(1/z), 0) for some complex parameter z. The first
hexagon now connects the points 0, 1,∞ as in the defining three-point problem studied in
[15]; the configuration is “canonical”. The second hexagon shares the edge between 0,∞
over which we glue, but its third point is parametrised by the variables z, z¯. For the two
independent conformal cross-ratios on which the process will depend we find
x214x
2
23
x212x
2
34
= zz¯ ,
x213x
2
24
x212x
2
34
= (1− z)(1− z¯) . (2.1)
In [22] it is suggested to obtain the non-standard coordinates z, z¯ from the usual situation
0, 1,∞ acting on the second hexagon with the operator
W (z, z¯) = e−D log |z|
(z
z¯
)L/2
, L = L11 − L22 (2.2)
where D is the dilatation generator. The idea is now to trade the representation of D on
the coordinates for its representation on spin-chain eigenstates
1
2
(D − J) = E = ip˜ = i u+ . . . (2.3)
where p˜ refers to the momentum in mirror kinematics, and the dots indicate terms of higher
order in the coupling g2. We will discuss the effects of the charge J when collecting results
in Section 4. The operator W (z, z¯) is applied to the bound states inserted on the common
edge 13. Since the generators employed are diagonal this introduces a multiplicative weight
factor. The hexagons themselves can finally be evaluated as in the three-point problem.
To compute the full five-point functions we will need to consider virtual particles on
other mirror edges. In particular, some of these will sit in one of the hexagons involving
the operator at x5. We used conformal symmetry to move x1, x2, x3 and x4 in a convenient
configuration; the same cannot be done with x5. We will however assume, following [23],
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that x5 lies in the plane generated by the other four points. This is a restriction with
respect to the most general five-point kinematics. The entire five-point function will then
only rely on computing weights of the form W (z1, z¯1)W (z2, z¯2), where z1, z2 are different
cross ratios (related to points 1234 and 1345) but refer to the same plane.
Next, we have to sum over all relevant bound states. Following ref. [15], we will sum over
the mirror-theory bound states [11], i.e. the sl(2)-sector bound states. This “antisymmetric
representation” at level (or length) a has the basis
(ψ1)a−k−1(ψ2)kφi , (ψ1)a−k(ψ2)k , (ψ1)a−k−1(ψ2)k−1φ1φ2 . (2.4)
In the last formula, φi are a doublet of bosonic scalar constituents, while ψα are two-
component spinors. Customarily, for the first class of states one separately considers i =
1, 2. Now,
W (z, z¯) (ψ1)a−k(ψ2)k = (zz¯)−i u
(z
z¯
)a
2
−k
(ψ1)a−k(ψ2)k (2.5)
because L (the Cartan generator of the Lorentz transformation) attributes weight 1,−1
to ψ1, ψ2, respectively. Our immediate aim is to re-sum the infinite series in z, z¯ that
the weight factor creates; for now we turn a blind eye on all transformations required to
rotate the hexagons in the internal space. This is why J may be ignored for now, as well
as additional weights W (α, α¯) accounting for to the R-charge of the states. We can also
momentarily send ψa−k−1 → ψa−k etc. since these are constant shifts. On the other hand,
the summation ranges for the k-counter in (2.4) must be respected to obtain sensible results.
On the left and the right hexagon there is only one bound state and thus no scattering.
Yet, the contraction rule for the outer hexagons enforces the scattering on the middle tile
to be diagonal. Further, let us choose 3γ, 1γ kinematics on the middle hexagon in which
case the scalar factor h from [15] becomes
h(u3γ , vγ) = Σ(uγ , vγ) (2.6)
with the “improved” BES dressing phase [8, 13] in the mirror-mirror kinematics
Σab =
Γ[1 + a2 + i u]
Γ[1 + a2 − i u]
Γ[1 + b2 − i v]
Γ[1 + b2 + i v]
Γ[1 + a+b2 − i(u− v)]
Γ[1 + a+b2 + i(u− v)]
+O(g) . (2.7)
A comprehensive discussion of the bound-state S-matrix is given in [14], although in the
“symmetric representation” in which the rôle of bosons and fermions is exchanged. Hence in
(2.4) one would literally swap φ ↔ ψ). By way of example, we consider the scattering of two
states of the first type in (2.4), both with α = 1 or both with α = 2. The relevant scattering
matrix is called X kln (a, u, b, v) in [14]. Here we associate a, k, u, x±(u) with the first state
and b, l, v, y±(v) with the second. At bound-state length one (fundamental particles) one
has k = l = 0 so that the complicated part of the S-matrix (see (2.8) below) reduces
to one. This describes the scattering of two equal fundamental fermions and in agreement
with the nomenclature of [7] the remaining overall factor is called D. The entire S-matrix
can be changed by an overall factor, and indeed this D is equal to the A-element in [7]5.
5It follows from here that the bound state length 1 part of the S-matrix of [14] is in fact the inverse of
that derived in [7].
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We repeated the steps of [14] to re-derive the S-matrix in the antisymmetric represen-
tation. Flipping the statistics means exchanging Poincaré and conformal supersymmetry,
and also Lorentz and internal symmetry generators. Sticking to the same algebra conven-
tions one obtains a sign flip on the rapidity parameters, so in particular x± ↔ x∓. The
X -element at bound state length one now describes the scattering of two equal bosons. We
observe that what was called D before now becomes A−1. Hence for the antisymmetric
representation the construction yields S−1 without any rescaling.
Next, by observation — at least in 3γ, 1γ kinematics and at leading order in g — the
diagonal elements of our S−1 in the antisymmetric representation are related to those of [14]
by flipping the sign of the rapidities, which has the interpretation of a complex conjugation
or of taking a second inverse. In fact, this statement is true up to some global factors (−1)F
which will be absorbed in the contraction prescription on the hexagons. Hence we can use
the S-matrix of [14] for our purposes, without any changes.
Below we reproduce the expression for X from [14], because it is the only one for
which the original work gives a completely explicit writing. The other matrix elements are
written as a sum over x’s with slightly shifted counters with certain matrices built from
x±, y±, a, b, k, l, n as coefficients, so they are similar albeit more complicated. We present
some explicit expressions in Appendix A.
X k,ln =D
∏n
j=1(a− j)
∏k+l−n
j=1 (b− j)∏k
j=1(a− j)
∏l
j=1(b− j)
∏k+l
j=1(−i δ + a+b2 − j)
∗
k∑
m=0
(
k
k −m
)(
l
n−m
)
m∏
j=1
c+j
l−n∏
j=1−m
c−j
k−m∏
j=1
dk−j+2
n−m∏
j=1
d˜k+l−m−j+2 ,
(2.8)
where δ = u− v and
c±j = −i δ ±
a− b
2
− j + 1 , dj = a+ 1− j
2
, d˜j =
b+ 1− j
2
. (2.9)
Further,
D =
x− − y+
x+ − y−
√
x+
x−
√
y−
y+
3γ, 1γ−→ −u
− − v+
u+ − v−
√
u+u−
√
v+v−
u−v+
+ O(g2) . (2.10)
At fixed bound state lengths a, b, let us denote the tensor product of two states of the first
type listed in (2.4) as |k, l〉. Their scattering takes the form
S |k, l〉 =
k+l∑
n=0
X k,ln |n, k + l − n〉 (2.11)
where n = k is diagonal, so we adopt the convention in which the state with bound state
length a is written on the left before and after scattering. Suppose we label the states in
(2.4) as
|1〉, |2〉, |−〉, |12〉 (2.12)
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according to which scalar constituents they have. We will also usually drop the label
·k,lk which may be readily re-instated.6 Symbolically, equation (2.11) becomes S |1, 1〉 =
X |1, 1〉. The complete set of diagonal matrix elements in our computation is
S |1,−〉 = Y11 |1,−〉 , S |−, 1〉 = Y22 |−, 1〉 ,
S |1, 12〉 = Y33 |1, 12〉 , S |12, 1〉 = Y44 |12, 1〉 ,
S |−,−〉 = Z11 |−,−〉 , S |−, 12〉 = Z22 |−, 12〉 ,
S |12,−〉 = Z33 |12,−〉 , S |12, 12〉 = Z44 |12, 12〉,
S |1, 2〉 = Z55 |1, 2〉 , S |2, 1〉 = Z66 |2, 1〉 .
(2.13)
There is a second copy of X˜ algebraically equal to X for the scattering of the states |2, 2〉
and in the same way Y˜ (identical to Y) is defined as in (2.13) but for single scalars of
flavour two.
Any virtual particle used in the gluing procedure of [15] is endowed with a “mirror
measure” which comprises a factor (g2)l+1. Here l is the “width" of the edge crossed by
the virtual particle, i.e. the number of propagators forming that edge. At O(g2) the order
estimate of [26] only allows gluing over edges of width zero. For the pentagon frame in
Figure 2 these are the edges 13 or 14 or both. In the latter case one obtains g4 from the
measure factors, while the bound state S-matrix on the central hexagon contains terms of
order 1/g2.
By way of example, including the two measure and the two weight factors as well as
the dressing phase, the scattering process involving the X -matrix yields the sum-integral
I(X ) =
∞∑
a,b=1
a−1,b−1∑
k,l=0
∫
du dv a b g4
4pi2(u2 + a
2
4 )
2(v2 + b
2
4 )
2
W1W2 Σ
abX k,lk .
This is a priori an O(g4) contribution, so it should drop from the one-loop result. However,
we expect the scattering of the scalar constituents of the bound states to introduce braiding
factors like
ei
p1
2 e−i
p2
2
3γ, 1γ→
√
u+u−
√
v+v−
g2
(2.14)
where we have scaled back to the field theory convention of (1.1) to meet the weak-coupling
expansion. Importantly, this factor does not only adjust the leading power in the coupling
constant to g2, but it also removes the square-root branch cuts that would render inefficient
the residue theorem as a means of evaluating the integrals over the rapidities u, v. In [23]
an “averaging prescription” for such additional braiding factors was suggested. With the
present article we hope to shed some light on the question whether this prescription is the
only possible one.
Despite its appearance, the X -matrix has singularities in δ only in the lower half-plane.
Poles in X can therefore be avoided simply by closing the integration contour over the upper
half-plane for u and the lower half-plane for v. Doing so, the poles u−, v+ from the measure
can contribute. Likewise, in the numerator of the phase, Γ[1 + a2 + i u] and Γ[1 +
b
2 − i v]
6We keep it only in Appendix D to be closer to the notation of [25].
– 8 –
develop singularities. Note however that we cannot localise both rapidities by poles from
the phase:
u = i
(
m+
a
2
)
, v = −i
(
n+
b
2
)
⇒ Γ[1 + a+ b
2
+ i(u− v)] = Γ[1−m−n] (2.15)
for m,n ∈ N so that this denominator Γ-function creates a zero in these cases. Thus at
least one pole, perhaps a higher one, must come from the measure. Then, e.g. with u = ia2 ,
Σab =
Γ[1] Γ[1 + b2 − i v] Γ[1 + a+ b2 + i v]
Γ[1 + a] Γ[1 + b2 + i v] Γ[1 +
b
2 − i v]
(2.16)
and therefore the term in the phase that could create a pole at vn = −i( b2 + n) actually
drops. One might be tempted to conclude that only the poles in the measure contribute to
the sum of residua; in [27] we presented work in progress on this assumption. However, a
derivative from a double pole at u = ia2 acting upon the incriminated denominator term
creates a factor ψ(1 + b2 − i v) so that the phase can now have poles at vn, n ∈ N. There
are similar residua with the roles of u, v exchanged. In conclusion, we get to analyse the
three cases
2 i(−u, v) ∈ {(a, b), (a, b+ 2n), (a+ 2n, b)} . (2.17)
This list is complete due to the numerator u− − v+ of D which suppresses one double
pole of the factor 1/(u−v+)2 arising from the measure and the momentum dressing (2.14).
In Table 1 and Table 2 we show the product of all u±, v± factors for the various matrix
elements. There is always only one double pole, whereby the above reasoning about the
contributing residua is universal.
We should mention that the Z-elements have simple poles at δ = 0. Choosing the
integration contour in the upper half-plane for u and in the lower for v this could just
about contribute when u = v = 0, which is possible in, say, a principle-value prescription.
Yet, this provides one pole while two are required to localise the two integrations, whereas
no other term is singular at this point.
3 Re-summation of the residua at the poles of the measure
At leading order in the coupling in 3γ, 1γ kinematics, the diagonal S-matrix elements
factor out a product of u±, v±. Importantly for our residue strategy, also a (u+u−− v+v−)
denominator in the Z-elements cancels which would otherwise lead to an expansion in terms
of fractional powers of the cross-ratios. Writing the rapidities in terms of δ = u − v, s =
u+ v, we can completely factor out the dependence on s.
Further, localising both rapidities at the poles of the measure, so u = ia2 , v = −i b2 ⇒
δ = i2(a + b), the remaining δ-dependent part of most of the diagonal matrix elements
reduces to a simple ratio of Γ-functions of the counters. In all these cases one finds the
same kernel
K =
(
k + l
l
)(
(a− k) + (b− l)
a− k
)[(
a+ b
a
)]−1
, (3.1)
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Y,Z f P ∏u±v±
Y11 −i a−ka(a−k+b−l) 1/P2 1(u−)2u+v−v+
Y22 i b−lb(a−k+b−l) P1 1u−u+v−(v+)2
Z11 − (al−bk)
2
a2b2(k+l)(a−k+b−l) 1
1
u−u+v−v+
Z22 − l(b−l)b2(k+l)(a−k+b−l) 1 1u−u+(v+)2
Z33 − k(a−k)a2(k+l)(a−k+b−l) 1 1(u−)2v−v+
Z−55 l(a−k)ab(k+l)(a−k+b−l) 1/(P1P2) 1(u−)2u+v−
Z+55 l(a−k)ab(k+l)(a−k+b−l) P1P2 1u−v−(u+)2
Z−66 k(b−l)ab(k+l)(a−k+b−l) 1/(P1P2) 1(u−)2u+v−
Z+66 k(b−l)ab(k+l)(a−k+b−l) P1P2 1u−v−(v+)2
Table 1. The diagonal elements of the bound-state S-matrix that factor at the poles of the measure,
and their dressing by u±, v±.
though with simple index shifts. We can express these functions as a product f(a, k, b, l)K.
Conveniently, the dressing phase (2.7)
Σab|u= ia
2
, v=−i b
2
=
(
a+ b
a
)
+ . . . (3.2)
compensates the denominator of (3.1).
In all the matrix elements behaving in this way, the numerator (u−−v+) of the universal
pre-factor D in (2.10) is compensated by a corresponding pole in the complicated part of
S-matrix. We therefore obtain a non-vanishing result, in which the denominator factor
u+ − v− → a+ b has been absorbed into K.
In Table 1 we list the factor f , the dressing by Pi = e
i
2
pi necessary to obtain a rational
integrand of order O(g2), and the total s-dependent part arising from this dressing, the
measure, and the matrix elements including D.
Our choice of P1 =
√
u+u−/g, P2 = g/
√
v+v− decorations is motivated by removing
or doubling square root factors in such a way that total order O(g2) is obtained. We can
in fact understand the list in Table 1 as associating a Pi factor with every bound state
with a single scalar, see Section 3. The fact that bound states with two scalar constituents
φ1φ2 do not create extra Pi dressing is also apparent from our comments on the “opposite
wrapping” calculation in [15] by virtual magnons, cf. Appendix D and the conclusions.
There are two choices marked as ± for Z55,Z66. These are related by a factor P 21P 22 =
(u+u−)/(v+v−)+O(g2). Further multiplication with this combination would neither change
the order in g nor re-introduce cuts. Yet, the listed possibilities are singled out by yielding
maximally one double pole in u− or v+ (not both), whereas all other choices yield higher
singularities. When using the residue theorem on a higher pole one partially integrates
derivatives onto the rest of the integrand. Each derivative creates a “large logarithm”
since ∂u(z1z¯1)−iu = −i log(z1z¯1)(z1z¯1)−iu and similarly for v. In off-shell kinematics (no
Mandelstam invariant is identically zero due to light-like separation of some points) we
should find one large logarithm per loop order, so that at O(g2) in fact only single derivatives
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X ,Y P ∏u±v±
X P1/P2 u−−v+(u−)2u+v−(v+)2
Y33 1/P2 u−−v+(u−)2u+(v+)2
Y44 P1 u−−v+(u−)2v−(v+)2
Z44 1 u−−v+(u−)2(v+)2
Table 2. Reduced table for the non-factoring diagonal matrix elements.
are permitted. In test calculations with poles (u−)n or (v+)n, n < −2 we obtained terms
of transcendentality weight greater than two in the part without large logarithms, too, so
when the derivatives fall upon 1/u+, 1/v− or the scattering matrix. In conclusion, the Pi
decorations above should constitute an exhaustive list.
When the derivative acts on (z1z¯1)−iu or (z2z¯2)−iv, the large logarithm it creates is
a constant factor w.r.t. the quadruple sum over a, k, b, l, which must have polylogarithm
weight one. In the cases in Table 1, and also for the diagonal X -elements, this sum can
be computed in closed form as we shall explain below. Our techniques also apply to the
analytic evaluation of those terms in which the derivative acts on 1/u+ or 1/v−. Linear
combinations of weight two hyperlogarithms are found.
On the other hand, when the derivative acts on the δ-dependent part of the matrix
elements it destroys the factorisation properties yielding the kernel K. Yet, we could fit all
of the resulting series on an ansatz built from the functions found in those terms amenable
to explicit integration.
Further comments concern the matrix elements that do not factor at all: X , Y33, Y44,
Z44. For the X -matrix we achieved an integration in closed form in all three situations,
so with the derivative acting on the (zz¯)... factors, the other poles in the measure, and
the matrix itself. This is possible because [14] gives a completely explicit writing of X .
The relevant computations are given in Appendix B. For Y33,Y44,Z44 we used a fit at
polylogarithm level one, which could in turn be integrated in closed form for the terms with
differentiated 1/u+, 1/v−. The series from derivatives of the δ-part of the matrix elements
could be fitted on the aforementioned ansatz. In future work we will use the simplifications
of the S-matrix given in Appendix A to derive complete results for the diagonal Y elements,
and eventually try to address Z, too.
In all of X , Y33, Y44, Z44 the numerator factor u− − v+ from D is not cancelled. We
put it into the collection of u±, v± factors, while we attribute the non-singular denominator
u+ − v− to the δ-part. One of the two derivatives from the residua has to act on the
numerator u− − v+ to obtain a non-vanishing contribution. Alternatively, we may expand
the u±, v± factors into two terms, each displaying one double pole.
Last, we remark that there is no distinction between the two copies of the X ,Y matrices,
respectively, w.r.t. the comments in this section.
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3.1 Integrating Y11
The matrix Y11 occurs in the scattering of φ1(ψ1)a−1−k(ψ2)k over (ψ1)b−l(ψ2)b. We put
aside the factor
√
z¯1/z1 that arises from the action of the L generator as well as a similar
factor
√
α1/α¯1 from the action of the R on the scalar in the first bound state. How to
attribute R-charge to a given scattering process is discussed in Section 3. Finally, we use
the notation {z1, z¯1, z2, z¯2} → {z1, b1, 1/a2, 1/y2} for ease of reading.
In 3γ, 1γ kinematics the Y11 element is of leading order 1/g, further 1/P2 is also O(g−1)
and the measure contributes a factor g4. Next, we pick residua at u− (double pole) and
v−, whereby 1/(u+v−) → 1/(ab), which cancels against the numerator of the measure.
Integrating the derivative onto (z1b1)−iu one obtains a global factor −i log(z1b1). From
f kΣ as listed in Table 1 we find the quadruple sum
− Slog(Y11)
log(z1b1)
=
∑
a,b,k,l
za−k1 b
k
1 y
b−l
2 a
l
2
Γ[a− k + b− l] Γ[1 + k + l]
aΓ[a− k] Γ[1 + b− l] Γ[1 + k] Γ[1 + l] (3.3)
where a, b = 1 . . .∞, k, l = 0 . . . a − 1, b. To obtain independent sums we would like to
shift a → a+ k, b → b+ l, but the explicit factor 1/a is a hinderance. We can eliminate
it by differentiation in the absolute value of z1: Defining
r2 = z1b1 , p
2 =
z1
b1
⇒ r ∂
∂r
za−k1 b
k
1 = a z
a−k
1 b
k
1 . (3.4)
The inverse operation is
∫
dr/r, which is, of course, only defined up to a function of the
phase z1/b1 and the other two variables y2, a2. Differentiating and shifting the sums we
obtain
− r ∂
∂r
Slog(Y11)
log(z1b1)
=
∞∑
a=1
∞∑
k=0
( ∞∑
b=1
∣∣∣∣
l=0
+
∞∑
b=0
∞∑
l=1
)
za1y
b
2
(
a+ b− 1
a− 1
)
bk1a
l
2
(
k + l
k
)
(3.5)
The sums are of geometric type and can easily be taken in closed form:
− r ∂
∂r
Slog(Y11)
log(z1b1)
=
z1 (a2 + y2 − a2y2 − b1y2 − a2z1)
(1− b1)(1− a2 − b1)(1− z1)(1− y2 − z1) (3.6)
Expressing the r.h.s. in terms of modulus and phase of z1 we can apply the integral operator∫
dr/r which, by definition, adds a letter to a hyperlogarithm. The result is
−Slog(Y11)
log(z1b1)
=
z1 (log[1− b1]− log[1− z1])
(b1 − z1)
+
z1 (log[1− a2]− log[1− a2 − b1]− log[1− y2] + log[1− y2 − z1])
(b1 − z1 − b1 y2 + a2 z1)
+ c(z1/b1, y2, a2)
(3.7)
where c is a fairly complicated expression constant in r. Re-expanding the result of the
integration and comparing to the original series we see that c → 0 is the right result, so the
entire constant part has to be subtracted. This happened in all instances in which we applied
the differentiation/integration trick, presumably for the reason that all the denominators
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in the set of functions do depend on the modulus r in question. It would be important to
better understand this point.
We can thus eliminate a from the denominator of (3.3) without loss of information.
The root of the procedure is then a rational function (3.6) and we add polylogarithm levels
by the integration in the modulus r. For instance, the contribution from the derivative
falling onto 1/u+ is as the r.h.s. of (3.3) but with a second factor of 1/(ia). To find it, we
can apply the operation
∫
dr/r a second time, on (3.7):
Smes(Y11) = −z1 (Li2[b1]− Li2[z1])
(b1 − z1) +
z1
(
Li2
[
b1
1−a2
]
− Li2
[
z1
1−y2
])
(b1 − z1 − b1 y2 + a2 z1) (3.8)
At this point we cannot present an algorithm for the evaluation of the remaining contribu-
tion, say, Smat(Y11) in which the scattering matrix (including the phase) is differentiated.
The situation is strictly analogous for all other entries in Table 1 barring for Z11 which
is special in that there is no double pole. The integration algorithm described here can
therefore catch the entire contribution from Z11. We dedicate the next section to this
computation.
As in [23] we assumed that factors like |u|, |v| do not arise from the x(u) functions or
the expansion of Σab, and that (−1)a, (−1)b, (−1)ab are unphysical and have to be undone
by the contraction prescription on the hexagons.
3.2 Integrating Z11
Picking residua from 1/(u−v+) we have ab/(u+v−) → 1 as before. We find the three sums
{S1, S2, S3} =
∞∑
a,b= 1
a,b∑
k,l= 0
za−k1 b
k
1 y
b−l
2 a
l
2
Γ[k + l]Γ[a− k + b− l]
Γ[1 + a− k]Γ[1 + b− l]
∗
{
− k
a2 Γ[k]Γ[1 + l]
,
2
a bΓ[k]Γ[l]
, − l
b2 Γ[1 + k]Γ[l]
} (3.9)
To apply the trick of the last section we will remove {a2, a b, b2}, respectively, from the
denominators by differentiation intending to integrate twice in the modulus of z1 or y2, or
mixed in the middle term.
After differentiation we first have to execute the sums, though. In the process one
notices that the cases b = l and a = k are special and have to be dealt with separately.
(Simultaneously, these conditions would make the summand vanish.) The two special cases
yield
S4 =−
∞∑
a,b= 1
∞∑
k= 0
za−k1 b
k
1 a
b
2
(a− k)Γ[b+ k]
a2 Γ[1 + b]Γ[1 + k]
,
S5 =−
∞∑
a,b= 1
∞∑
l=0
ba1 y
b−l
2 a
l
2
(b− l)Γ[a+ l]
b2 Γ[1 + a]Γ[1 + l]
,
(3.10)
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where we remove the explicit factors 1/a2, 1/b2 by differentiation. Henceforth we may
assume k < a and l < b which also simplifies shifting the sums. With these definitions
S1 = − (1− a2) b1
(1− a2 − b1)2 (log[1− y2] + log[1− z1]− log[1− y2 − z1]) ,
S4 =
z1
(1− z1)2 (log[1− a2 − b1]− log[1− b1]) ,
S2 =
2 a2 b1
(1− a2 − b1)2 (log[1− y2] + log[1− z1]− log[1− y2 − z1]) , (3.11)
S3 = − a2 (1− b1)
(1− a2 − b1)2 (log[1− y2] + log[1− z1]− log[1− y2 − z1]) ,
S5 =
y2
(1− y2)2 (log[1− a2 − b1]− log[1− a2]) .
Interestingly, we do not find rational expressions with polynomial denominators to the
power of one, but rather sums of logarithms divided by the square of a polynomial. In fact,
the first integration in the modulus (which can be |z1| for S1, S4, S2 and |y2| for S3, S5, S2)
yields single logarithms over polynomials to the first power, as in the problem discussed in
the last section. However, although the structure is the same, the logarithms now come
with various rational numerator factors so that these expressions are more lengthy than
above. We refrain from giving them here and rather state the end result, i.e. the sum of
all doubly integrated Si:
S(Z11) =− y2 Li2 [a2]− a2 Li2 [y2]
a2 − y2 −
z1 Li2 [b1]− b1 Li2 [z1]
b1 − z1 −
(b1y2 + a2z1)LZ11
b1y2 − a2z1
+
(1− b1)y2 Li2
[
a2
1−b1
]
− a2(1− z1) Li2
[
y2
1−z1
]
a2 − y2 + b1y2 − a2z1
+
(1− a2)z1 Li2
[
b1
1−a2
]
− b1(1− y2) Li2
[
z1
1−y2
]
b1 − z1 − b1y2 + a2z1
(3.12)
In the last formula, the pure function7 LZ11 is:
LZ11 = log[1− a2]2 − log[1− b1]2 − log[1− a2] log[1− y2] + log[1− b1] log[1− z1]
+ log[1− a2 − b1](− log[1− a2] + log[1− b1] + log[1− y2]− log[1− z1])
+ Li2 [a2]− Li2 [y2]− Li2 [b1] + Li2 [z1]
− Li2
[
a2
1− b1
]
+ Li2
[
y2
1− z1
]
+ Li2
[
b1
1− a2
]
− Li2
[
z1
1− y2
]
+ Li2
[
−a2 − y2
1− a2
]
− Li2
[
−b1 − z1
1− b1
]
− Li2
[
−a2 − y2 + b1y2 − a2z1
(1− a2 − b1)(1− z1)
]
+ Li2
[
−b1 − z1 − b1y2 + a2z1
(1− a2 − b1)(1− y2)
]
(3.13)
7A linear combination of hyperlogarithms with constant coefficients
– 14 –
3.3 The non-factoring matrix elements and educated guesses
For S(X ) we can obtain all three pieces Slog, Smes, Smat in closed form, see Appendix B. In
particular,
Slog(X )
log[z1b1 y2a2]
=
y2z1(log
[
(1−a2)(1−b1)
1−a2−b1
]
− log
[
(1−y2)(1−z1)
1−y2−z1
]
a2b1 − a2b1y2 − a2b1z1 − y2z1 + a2y2z1 + b1y2z1 (3.14)
and Smes(X ) contains two pure functions (whose difference is closely related to LZ11) over
the denominators
{a2b1 − a2b1y2 − y2z1 + a2y2z1, a2b1 − a2b1z1 − y2z1 + b1y2z1} , (3.15)
respectively. The total set of denominators (disregarding the intermediate stage of the Z11
computation given in equation (3.13)) is
{a− y, b− z, b y − a z, a− y + b y − a z, b− b y − z + a z, (3.16)
a b− a b y − a b z − y z + a y z + b y z, a b− a b y − y z + a y z, a b− a b z − y z + b y z}
where we have dropped the 1, 2 subscripts, because the sums have all been done whence there
can be no confusion between a2, b1 and the bound state lengths a, b which have disappeared
from the expressions. So far, the logarithmic functions seen at transcendentality weight one
are
{log[1− a], log[1− b], log[1− a− b], log[1− y], log[1− z], log[1− y − z]} . (3.17)
Importantly, all the functions that we have found by integration have the following features:
• They are sums ∑i fi/di with di in the set (3.16).
• Every numerator fi is a sum of rational factors times pure functions, where the rational
factors are terms of the denominator di.
• At weight one the pure functions are linear combinations of the logarithms in (3.17).
We can now write an ansatz using the most general linear combination of denominator terms
times logarithms in the numerator of every di. This is constrained by two requirements:
• If li is the linear combination acting as a numerator for di, the Taylor expansion8 of
li/di must not have any polynomial denominator.
• Allowing all terms of each denominator di as rational factors in the numerator li
obviously allows for a complete cancellation of di, which makes the eight parts linearly
dependent. To avoid this we do not allow the respective last denominator term in
any numerator but l1.
8A well-defined Taylor series is obtained introducing an order parameter {a, b, y, z} → {o a, o b, o y, o z}
and expanding in o.
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Indeed, the transcendentality one part of S(Y33), S(Y44), S(Z44) — on which we cannot
run our integration scheme as even the undifferentiated matrix elements do not factor into
Γ-functions — fits such an ansatz! We find
− Slog(Y33)
log[a b y z]
=
a y z
(
log
[
(1−a)(1−b)
1−a−b
]
− log
[
(1−y)(1−z)
1−y−z
])
a b− a b y − a b z − y z + a y z + b y z ,
Slog(Y44) = b
a
Slog(Y33) , (3.18)
Slog(Z44)
log[a b y z]
=
(1− a− b) y z log
[
(1−a)(1−b)
1−a−b
]
+ (1− y − z) a b log
[
(1−y)(1−z)
1−y−z
]
a b− a b y − a b z − y z + a y z + b y z .
To compute Smes(Y33) and Smes(Y44) from these formulae one straightforwardly proceeds
by integration; for Z44 there is no such contribution due to the simple structure of the
u±, v± factor in Table 2. On the other hand, Smat(. . .) remains inaccessible once again.
Nevertheless, the explicit weight two results found so far — in particular S(Z11) as
stated in (3.13), Smes(X ) and Smat(X) —- offer a range of hyperlogarithms that we can
express by a set of basis functions with the help of the symbol [28, 29]. The letters in their
symbols are
{1− a, 1− b, 1− a− b, 1− y, 1− z, 1− y − z} (3.19)
and
{a, b, y, z, a−y, b−z, a−y+b y−a z, b−b y−z+a z, a b−a b y−a b z−y z+a y z+b y z} .
(3.20)
Since we obtained the functions from a Taylor expansion for small {a, b, y, z} all symbols
obey a first entry condition: only the letters in the set (3.19) occur in the first slot of the
symbols. A basis of functions is given by
• products of any two of the simple logarithms in (3.17), yielding 21 functions,
• the eight dilogarithms in the third and fourth line of (3.13),
• the four dilogarithms in the last two rows of (3.13), supplemented by the fifth variant
Li2
[
a b− a b y − a b z − y z + a y z + byz
(1− a)(1− b)(1− y − z)
]
. (3.21)
We can separately fit every Smat(. . .) contribution onto an ansatz of the same type as for
the weight one problem, though employing the 34 weight two functions just listed.
3.4 The forgotten residue comes to our aid
A cornerstone of the hexagon tessellation approach is “embedding invariance” [21, 22], i.e.
tiling independence of the results. For every pentagon frame we have the right to choose
any tiling; in particular, for the pentagon skeleton with vertices 12345 we may choose to
triangulate as in Figure 4 in Section 4.2. Clearly, it is also allowed to turn the corner —
for us x1 — at which the six hexagons touch to any of the other vertices. Hence the result
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of our computation must be invariant under cyclic shifts of the pentagon frame. Yet, cyclic
symmetry (4.22) relates the last three functions of our basis to the first two with inverted
{a, b, y, z}, so
Li2
[
− a− y
(1− a) y
]
, Li2
[
− b− z
(1− b) z
]
. (3.22)
whose symbols contain the terms −y ⊗ y,−z ⊗ z, respectively, amongst others violating
the first entry condition. In conclusion, all such functions must cancel from the sum over
residua for the 12345 matter pentagon on its own, and indeed separately for any point-
flipped version, too.
In a similar vein, all the denominators (3.16) arise from point permutations of z − b,
but the cyclic shifts (4.22) alone fail to generate the three cases
{b y − a z, a b− a b y − y z + a y z, a b− a b z − y z + b y z} . (3.23)
Everything falls into place upon taking into account the second type of residue, in
which a derivative acts on the term Γ[1 + (a + b)/2 + i(u − v)] in the denominator of the
BES phase in mirror/mirror kinematics (2.7). The ψ-function so created yields an extra
pole with residue
resv=−i( b2+n) ∂uΣ
ab|u= +ia
2
= i
(
a+ b+ n
a
)
, (3.24)
resu= +i(a2+n)
∂vΣ
ab|v=−i b
2
= −i
(
a+ b+ n
b
)
,
where n ∈ N. The related Taylor series are similar to what was found before, but there is
a fifth sum
∑∞
n=1(a2y2)
n . . . or
∑∞
n=1(z1b1)
n . . ., respectively.
At these residua, none of the matrix elements factors, so that we can only proceed
by fitting. The sums Sψ(X ), Sψ(Y11) + Sψ(Y33), Sψ(Y22) + Sψ(Y44), Sψ(Z22) + Sψ(Z33) +
Sψ(Z44), Sψ(Z±55), Sψ(Z±66) can be matched by the ansatz used before. Adding in the
previously discussed contributions Slog, Smes, Smat we obtain the results (4.27) . . . (4.32) in
Section 4.2 in which all unwanted functions and denominators disappear. Adding the Y
and Z matrix elements as indicated is compatible with their R-charge and e i2p dressing; in
the final result they appear in the stated sums at any rate. A little unfortunately for our
philosophy, the ansatz cannot match each Sψ(Y) or Sψ(Z) sum on its own, so e.g. Sψ(Y11)
without adding Sψ(Y33). It would be interesting to understand the relevant extension.
However, in constructing the ansatz we did not import knowledge from field theory:
the function space was found from the solvable part of the problem. Below we will fix the R-
charge assignments and thereby the final result of the calculation only from the requirement
of triangulation invariance, here in the guise of cyclic shifts of the pentagon matter skeleton.
A central element in recent work on scattering amplitudes of the N = 4 theory is the
knowledge of the relevant space of functions. While four- and five-point amplitudes are
exactly given by the BDS ansatz [30], starting from six points there is a “remainder func-
tion” depending on conformal cross ratios [31]. In [32] it was suggested that the arguments
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Figure 3. Tilings for planar four-point functions: the left and the right panel show the two possible
triangulations of the sphere (up to point permutations of the operators). In the middle we zoom in
on gluing the two front hexagons by a single virtual magnon.
of hyperlogarithms in the remainder functions can be inferred employing the “transmuta-
tion moves” of cluster algebras. Combining this idea with geometrical considerations, the
function space for six- and seven-particle amplitudes has been understood well enough to
permit fits up to rather higher order [33–38]. We want to point out that the integration
algorithm defined above could generate a structure like a cluster algebra: from one or sev-
eral “roots” we obtain various hyperlogarithms and/or denominators in a way reminiscent
of transmutation moves.
In the process of integrating S(Z11) we have met an instance in which the root of
the process is not rational: the expressions in (3.11) where of the type simple logarithm
divided by the square of a polynomial. The logarithm series is the simplest instance of a
hypergeometric sum that we may encounter in this context. In Appendix C we present
a control calculation on S(Z11) which does not use the differentiation/integration trick
outlined above. Its agreement with (3.12),(3.13) confirms that there is no problem with
integration constants in the original approach. In this second calculation we rather replace
the hypergeometric series (two 2F1 or one 3F2) by their standard integral representations in
terms of Euler kernels. Leaving the integrations for later, the integrands are again products
of some (possibly composite) argument with the bound state counters as their exponents
and Γ-functions as coefficients. Thus the procedure closes on hypergeometric sums. At the
last stage, the integrations add polylogarithm weight.
In Appendix B we use this second method more extensively to derive Slog(X ) and
Smat(X ). Once again, all contributions are term-wise of transcendentality two.
4 Charges and results
4.1 Review of the one-magnon case at four points
In [22] gluing over the width zero diagonals of an empty square frame of propagators is
discussed. Let us first discuss this on the tiling in the left panel of Figure 1.
In the middle panel we focus on gluing over the front diagonal. The rotation to general
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kinematics associates the variables
X =
x214 x
2
23
x212 x
2
34
=: z z¯ , Y =
y214 y
2
23
y212 y
2
34
=: α α¯ (4.1)
with the weight factor (2.2). The one-magnon gluing over the diagonal on the back of the
figure can be brought to the front by rotating through pi vertically or horizontally, which
implies the point exchanges 1 ↔ 3 or 2 ↔ 4, respectively. Both operation send the cross
ratios X, Y on the r.h.s. of the last equation to their reciprocals, so the corresponding vari-
able transformation is z ↔ 1/z, z¯ ↔ 1/z¯ and α ↔ 1/α, α¯ ↔ 1/α¯. On the tetrahedron
type tiling in the right panel of Figure 1 gluing on the back of the figure is related to that
on the front by the simultaneous variable exchange x1 ↔ x2, x3 ↔ x4 which acts on the
cross ratios as the identity.
The variables yi in the definition of Y are contracted onto the R-symmetry indices of
the N = 4 scalars forming the four BPS operators. Without the projectors, BPS correla-
tors must carry finite dimensional representations of the internal symmetry group. Upon
projection this means that the entire correlation functions has to be a polynomial in y2ij ,
see [39] and references therein. In the case of minimal charge — so length two — at every
point, the square “skeleton diagramme” or “matter frame” of propagators y2ij/x
2
ij that we
want to dress by virtual exchanges yields the numerator polyomial y212 y223 y234 y241. This can
suppress the singularities in both Y, 1/Y , but not of higher powers thereof. We conclude
that allowed terms in the gluing process are
f1(z, z¯) + f2(z, z¯)Y + f3(z, z¯)
1
Y
. (4.2)
In particular, we should only see single poles in α, α¯.
For the bound state ψa−k1 ψ
k
2 without bosons we obtain the sum-integral
I1 =
∞∑
a=1
a∑
k=0
∫
du
2pi
(zz¯)−iu
(z
z¯
)a
2
−k g2 a
(u+ ia2 )
2(u− ia2 )2
(4.3)
For |z| ≤ 1 we close the integration contour for u over the upper half-plane thus picking
the residue at the double pole at u = i a/2. This yields a Taylor-expansion in positive
powers of z, z¯ valid for |z| ≤ 1:
I1 = −g2
∞∑
a=1
a∑
k=0
za−kz¯k
[
log(zz¯)
a
− 2
a2
]
=
−g2
z − z¯
∞∑
a=1
(
za+1 − z¯a+1) [ log(zz¯)
a
− 2
a2
]
(4.4)
and finally
I1 =
g2
z − z¯ (z [2 Li2(z) + log(zz¯) log(1− z)]− z¯ [2 Li2(z¯) + log(zz¯) log(1− z¯)]) . (4.5)
For the bound state φ1φ2 ψa−1−k1 ψ
k−1
2 we find in very much the same way
I2 =
g2
z − z¯ (z¯ [2 Li2(z) + log(zz¯) log(1− z)]− z [2 Li2(z¯) + log(zz¯) log(1− z¯)]) , (4.6)
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though here 0 < k < a. Finally,
I1 + I2 = g
2(z + z¯)B(z, z¯) (4.7)
with the Bloch-Wigner dilogarithm
B(z, z¯) =
1
z − z¯
[
2 Li2(z)− 2 Li2(z¯) + log(zz¯) log
(
1− z
1− z¯
)]
. (4.8)
Separately, I1, I2 are not proportional to this function due to the rational factors in the
numerator. We find the individual terms of the denominator — i.e. z and z¯ — multiplying
distinct “pure functions” composed of generalised logarithms.
For the remaining cases φ1,2 ψa−1−k1 ψ
k
2 we obtain a prefactor√
z¯
z
√
α
α¯
,
√
z¯
z
√
α¯
α
, (4.9)
respectively, from the offset 1 in the exponent of ψ1 and the R-charge of the scalar fields.
Summing 0 ≤ k < a yields
I3 = g
2
√
α
α¯
√
zz¯ B(z, z¯) , I4 = I3 : α ↔ α¯ . (4.10)
Note that the sum-integral itself produces a rational factor z/(z − z¯) in front of the pure
functions, so once again one of the terms of the denominator occurs also in the numera-
tor. Note further that the α, α¯ dependence splits the entire computation into parts that
individually yield B(z, z¯), so a single-valued combination of hyperlogarithms.
According to [22], I3, I4 should receive an additional minus sign, and we should act on
the bound states with the charge J , whose eigenvalues on the scalar constituents φa can be√
αα¯
zz¯
,
√
zz¯
αα¯
. (4.11)
Expecting J to measure spin-chain length, its action on φ1 and φ2 should be equal. However,
it must in fact be opposite so that there is no net effect on φ1φ2 in the same bound state, as
we can also see in the transfer matrix exercise in Appendix C. In the present context, the
sum of I1 and I2 cannot yield a single-valued function if there is an α-dependent relative
factor9. For an opposite action there are the two possibilities
⊕ : J φ1 = Z φ1 , J φ2 = Z−1 φ2 , Z =
√
αα¯
zz¯
, (4.12)
	 : J φ2 = Z φ2 , J φ1 = Z−1 φ1 . (4.13)
Collecting terms and omitting the overall factor of g2 we obtain
⊕ : n+ =
[
z + z¯ − α− zz¯
α
]
B(z, z¯) , (4.14)
	 : n− =
[
z + z¯ − α¯− zz¯
α¯
]
B(z, z¯) . (4.15)
9In the vein of what is said below, adding the gluing processes over the back and the front of the figure
does not help, because the two “halves” of the Bloch-Wigner function in I1, I2 do not separately have a
simple transformation law under inversion of z, z¯.
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12 5
3 4
Figure 4. One of four possible tessellations of the pentagon skeleton diagram by six hexagons
Both of these go into themselves under the inversion of z, α. Since α, α¯ are root-functions
of the y2ij it seems hard to avoid the conclusion that only the weighted sum
M (1) =
1
2
[n+ +n−] =
1
2
[m(z, α) +m(1/z, 1/α) ] , m(z, α) = (z+ z¯−α− α¯)B(z, z¯) .
(4.16)
can be the physical answer, in which the two combinations
α+ α¯ =
y212y
2
34 − y213y224 − y214y223
y212y
2
34
,
1
α
+
1
α¯
=
y212y
2
34 − y213y224 − y214y223
y214y
2
23
(4.17)
are both allowed by harmonic analyticity. Further, z ↔ z¯ and α ↔ α¯ symmetry must
appear by reparametrisation invariance. It would be nicer if this could be made manifest
by a tiling argument. Last, averaging over a charge assignment seems an unusual procedure,
and indeed in the two-magnon-computation described below it is not necessary.
4.2 Five points at O(g2): three tiles glued by two virtual particles
We consider the correlator of five length two half-BPS operators. The tree level defines two
types of skeleton diagrams:
(12)2 (34)(45)(53) , (12)(23)(34)(45)(51) (4.18)
(and their permutations) where a propagator y2ij/x
2
ij between points i, j is denoted as (ij).
In a field theory computation the disconnected first “matter frame” would not receive a one-
loop correction: virtual contributions within the two- and three-point blocks, respectively,
cancel due to non-renormalisation theorems for BPS operators [40, 41], and any virtual
exchange between the two frames has vanishing colour factor at least at one loop. In [22]
this was pronounced as a selection rule against “one-edge-reducible” graphs; in [42] we gave
a proof based on the properties of one-loop colour factors.
On the other hand, in field theory as well as in the integrability calculation using
tilings, the pentagon frame must be dressed by virtual particles. In the latter case, the
result must be independent of the tiling. We will choose the tessellation in Figure 4,
leaving a more complete analysis for future work. Having selected the type of tessellation
(there are three other possibilities related by flipping diagonals on squares), triangulation
indepedence [21, 22] still imposes the invariance of the result under cyclic rotations of 12345.
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3 4
12 5
3 4
12 5
3 4
Figure 5. The three O(g2) gluing processes on the front of Figure 4
On either side of the figure we have two one-magnon exchanges of the type discussed in the
last section:
The two magnon-process in the middle panel of Figure 5 is the focus of interest in [23].
In the present article we not only ask the question of how to re-sum the corresponding
residue calculation, but putting together the results for the various scattering processes we
want to study possible implications for the formalism, which is the object of this section.
Our first comments will regard the variables in this exercise. A full-blown conformal
five-point function will depend one five cross ratios. To be able to use the same four Cartan
generators for the rotation of “canonical hexagons” [22] to four-point kinematics for either
one-magnon exchange we restrict to kinematics on a complex line (we display the spatial
1,2 plane, the other coordinates are zero) x1 = {0, 0}, x3 = {0,∞}, x4 = {0, 1}, and
x2 =
{
i
2
(
1
z1
− 1
z¯1
)
,
1
2
(
1
z1
+
1
z¯1
)}
,
x5 =
{
i
2
(
z2
z2 − 1 −
z¯2
z¯2 − 1
)
,
1
2
(
z2
z2 − 1 +
z¯2
z¯2 − 1
)} (4.19)
with which
X1 =
x214x
2
23
x212x
2
34
= z1z¯1 , X2 =
x215x
2
34
x213x
2
45
= z2z¯2 (4.20)
and similarly for internal cross ratios Y1 = α1α¯1, Y2 = α2 α¯2. For the one-magnon ex-
changes the internal space structures
α1 + α¯1 =
y212y
2
34 − y213y224 − y214y223
y212y
2
34
,
1
α2
+
1
α¯2
=
y213y
2
45 − y214y235 − y215y234
y215y
2
34
(4.21)
are allowed by the pentagon frame’s numerator y212y223y234y245y251. This occurs in m(z1, α1)
and m(1/z2, 1/α2), respectively. The full result M (1) in (4.16) cannot appear in the sum of
processes because of the functions m(1/z1, 1/α1) and m(z2, α2) which would lead to poles
in y2ij . These functions in the one-magnon processes have to cancel against parts of the
two-magnon gluing.
The double-gluing unites three tiles, and thus represents a five-point object, for which
the four Cartan generators previously used for the rotation of the hexagons could prove
insufficient to even reach kinematics on the complex line. Fortunately, we can rule out
this difficulty in the present case: for our choice of points, the middle hexagon is canonical
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(though, w.r.t. one side in a different order of the points than w.r.t. the other). Thus a
rotation concerning point 2 acts only on the left hexagon and a rotation of point 5 only
the right hexagon, so that the two operations are in fact independent. The weight factors
arises by definition from the states inserted on the rotated hexagons, so here those on the
outer hexagons. The gluing on the right hexagon is therefore exactly as in the one-magnon
case in Section 4.1, although the points 1234 are mapped to 1345. On the other hand, the
gluing of the left hexagon seems of opposite orientation to the definition in Section 4.1. To
complete the argument we observe that rotating the middle panel of Figure 1 corresponds to
the simultaneous point exchange 1↔ 3, 2↔ 4 which is an identity map on the cross-ratios.
Next, gluing on the back of Figure 4 is related to that on the front by a rotation around
the symmetry axis through the point x1. This amounts to the simultaneous point exchange
2↔ 5, 3↔ 4 which induces the map X1 ↔ 1/X2 etc. or equivalently z1 ↔ 1/z2, z¯1 ↔ 1/z¯2
on the cross ratios. Note that this nicely agrees with the fact that we identified the Y1, Y2-
dependence of m(z1, α1) and m(1/z2, 1/α2) as allowed in the end result. The complete set
of five cyclic rotations map z1 to{
z1,−(1− z2)
z1z2
,−(1− z1)z2, 1
z2
,
1− z2 + z1z2
z1
}
(4.22)
Now, in our attempt in Section 3 to resum the multiple hypergeometric series we found e.g.
in the case of the Z11-element of the scattering matrix
(z1z¯1)
−iu
(
z1
z¯1
)a
2
−k
(z2z¯2)
−iv
(
z2
z¯2
) b
2
−l
u=ia
2
, v=−i b
2−→ za−k1 z¯k1 z−l2 z¯−b+l2 (4.23)
where we had redefined {z1, z¯1, z2, z¯2} → {z, b, 1/a, 1/y} to obtain a series of the type
∞∑
a=1
a∑
k=0
∞∑
b=1
b∑
l=0
f(a, k, b, l) za−k bk yb−l al (4.24)
in terms of four small variables. Why does this contain functions of the type log(1 − a −
b), log(1 − y − z) when we have conjugated at the second point, so a = 1/z2, y = 1/z¯2,
while the cyclic rotations transform {z1, z2} and {z¯1, z¯2} within the two sets, but do not
mix them? We have associated the weight factor at point one with the state on the left
hexagon, say, X. According to our understanding of the gluing procedure — see Appendix
C — we should insert the same state on the central hexagon. The 3γ kinematics means
transporting the bound state on the left edge of the middle hexagon in the middle panel
of Figure 3 to the 0γ physical edge shrunken to a circle segment around point 4. While we
keep the weight factor fixed, the actual bound state scattered changes from X → −X¯. On
the right of the figure the opposite is true: let the weight factor be associated with a state
Y on both sides of the edge 14. It is not changed by the 1γ rotation to the physical edge.
When choosing the variables we have conjugated at the second point, though, and not at
the first. The net effect is z ↔ z¯, α ↔ α¯ at both points, which is clearly an unimportant
change of parametrisation. As a confirmation of what has been said, note that the variable
transformation for flipping back and front of the figure{
a↔ b, y ↔ z, α1 ↔ 1
α¯2
, α2 ↔ 1
α¯1
}
(4.25)
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sends the X , Z11, Z44 scattering processes to themselves and exchanges Y11 ↔ Y22, Y33 ↔
Y44, Z22 ↔ Z33, Z±55 ↔ Z∓55, Z±66 ↔ Z∓66, where ± refers to decorations with momentum
factors, see Section 3.
Before we state the results for the various scattering processes, let us point out a
degeneracy created by the restricted kinematics. If we write the five permutations of B(z, b)
induced by (4.22) as Bi = Li/Di, where Di are the rational denominators and Li the pure
functions, then
5∑
i=1
Li = 0 . (4.26)
When expressing the re-summed matrix elements in terms of the Bi we can always add in
this vanishing linear combination. We use this freedom to write Z11 +Z22 +Z33 +Z44 in a
manifestly z ↔ z¯ symmetric form, but otherwise leave it aside for the time being. Denoting
the re-summed scattering processes as S(. . .) we find
S(Z11) + S(Z22) + S(Z33) + S(Z44) = 1
2
[
−(b+ z)B1 − (a+ y)B4 (4.27)
+
(
1− a
b
+
1− y
z
)
B2 +
(
1− b
a
+
1− z
y
)
B3 +
(−1 + a+ b
ab
+
−1 + y + z
yz
)
B5
]
,
S(X ) = −
√
α1
α¯1
√
α¯2
α2
1√
ay bz
B5 , (4.28)
S(Y11) + S(Y33) =
√
α1
α¯1
[
−
√
bz B1 +
1√
bz
B2 +
1√
bz
B5
]
, (4.29)
S(Y22) + S(Y44) =
√
α¯2
α2
[
−√ay B4 + 1√
ay
B3 +
1√
ay
B5
]
, (4.30)
The expressions for S(X˜ ), S(Y˜) — so for the second copy of X ,Y for states with scalar
composites of opposite flavour — are obtained from the last three formulae by conjugating
all α, α¯ variables. Finally,
S(Z−55) =
√
α1
α¯1
√
α2
α¯2
√
ay√
bz
B2 , S(Z+55) =
√
α1
α¯1
√
α2
α¯2
√
bz√
ay
B3 , (4.31)
S(Z−66) =
√
α¯1
α1
√
α¯2
α2
√
ay√
bz
B2 , S(Z+66) =
√
α¯1
α1
√
α¯2
α2
√
bz√
ay
B3 . (4.32)
From these equations it is already apparent that we will need to introduce a relative minus
sign between sums S(. . .) with and without α decoration in order to fall upon the m(z, α)
functions. Doing so and imposing cyclic invariance on the sum of the one- and two-magnon
processes on the front and the back of the figure, respectively, yields a system of equations
that does not completely fix the solution: define
j1 =
√
α1α¯1√
bz
, j2 =
√
ay
√
α2α¯2 . (4.33)
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We find that all S(. . .) can occur in exactly one decoration with these eigenvalues of the
J-charge:
cX
j2
j1
S(X ) , cX˜
j2
j1
S(X˜) , (4.34)
cY 13
1
j1
[S(Y11) + S(Y33)] , cY˜ 24 j2 [S(Y˜22) + S(Y˜44)] , (4.35)
cY˜ 13
1
j1
[S(Y˜11) + S(Y˜33)] , cY 24 j2 [S(Y22) + S(Y44)] , (4.36)
cZ5−
1
j1 j2
S(Z−55) , cZ5+ j1 j2 S(Z+55) , (4.37)
cZ6−
1
j1 j2
S(Z−66) , cZ6+ j1 j2 S(Z−66) . (4.38)
The constants have to obey the equations
cX + cX˜ = cY 13 + cY˜ 24 = cY˜ 13 + cY 24 = cZ5− + cZ5+ = cZ6− + cZ6+ = 1 . (4.39)
These conditions connect pairs of constants for quantities related by flipping the back and
the front of the figure. The averaging procedure in [23] would put all constants to 1/2.
We see that there are many more possibilities; in particular in the pairs one can choose
(c, c′) = (0, 1), which opens the possibility to assign only one e
i
2
p decoration to Z55 and
Z66. The O(g2) end result for dressing the tiling in Figure 2 with virtual magnons does not
depend on the particular values of the constants as long as (4.39) is fulfilled. It is given by
the cyclic sum
m(z1, α1) + cyclic (4.40)
where the transformation of the variables is as in (4.22). Although this is perhaps difficult
to infer from the explicit α-dependence, the very fact that the first term generates all others
by cyclicity ensures harmonic analyticity in all five parts.
In Table 3 below we list the contributing J-charge assignments juxtaposed to the deco-
ration of the S-matrix elements by the Pj := e
i
2
pj factors needed to make them contribute
at O(g2) and/or yield homogeneous polylogarithm level two. The indexing in the first two
columns is similar to that in formula (2.13): - for no scalar or two in the bound state, 1
for φ1, 2 for φ2. In the last two columns O(M), O(P ) we display the leading perturbative
order of the bound state matrix element and of the momentum dressing, respectively. Here,
Y11 is a short for S(Y11) + S(Y33) and similarly for the other fixed combinations. The first
two columns list the bound states X,Y inserted. Now, according to the crossing rules on
the hexagon [15], the 3γ rotation causes the conjugation X → −X¯ while Y is not touched
by the 1γ rotation. This is why, for instance, the scattering process in the fifth row yields
a Z66 element instead of X . The overall order of the terms listed here is 1/g2 in all terms;
another factor g4 comes from the mirror measure for the two bound states.
Very clearly, in the contributing terms P1 follows j2 and P2 follows j1. This rule is
almost as found in [23], see the next subsection. We can raise a question mark about the
interpretation, though: in all the pairs of constants in equation (4.39), one pertains to the
⊕ grading and the other to 	. Thus in our computation there is no need to average over
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X Y S P J ⊕,	 O(M) O(P )
- 1 Y22 P1 j2 ⊕ 1/g 1/g
- 2 Y˜22 P1 j2 	 1/g 1/g
1 - Y˜11 1/P2 1/j1 	 1/g 1/g
2 - Y11 1/P2 1/j1 ⊕ 1/g 1/g
1 1 Z−66 1/(P1P2) 1/(j1j2) 	 1/g2 1
1 1 Z+66 P1P2 j1j2 ⊕ 1/g2 1
1 2 X˜ P1/P2 j2/j1 	 1 1/g2
2 1 X P1/P2 j2/j1 ⊕ 1 1/g2
2 2 Z−55 1/(P1P2) 1/(j1j2) ⊕ 1/g2 1
2 2 Z+55 P1P2 j1j2 	 1/g2 1
Table 3. J and e
i
2p decorations in the 3γ, 1γ kinematics.
gradings. From the current set of data we cannot reach a final conclusion; in this respect it
will certainly be helpful to adapt this computation to the other tessellations of the pentagon
frame, and eventually to the other γ rotation.
A side effect of the averaging scenario is that it introduces higher order terms that may
or may not be needed: By way of example, S(X ) with the 	 grading can contribute at
O(g2). If the ⊕ grading is also used in the way defined in [23] one obtains a term of total
order (and presumably also polylogarithm level) six.
4.3 Comments on other mirror rotations
Instead of shifting the magnons to the physical edge at point 4 by the mirror transformations
X Y → −X¯(3γ)Y (1γ) we can also use X Y → Y (1γ)X(−3γ). In this kinematics the
scalar h factor is of order 1/g2, so combined with the measure the pre-factors are O(g2).
The matrix-part of the scattering and the e
i
2
p dressing do not have a monodromy, and
therefore their kinematics is effectively 1γ rotated at both points. The order of the S-
matrix components is
1γ, 1γ : O(X ) = 1, O(Z11) = 1, O(Z55), O(Z66) = g2, O(Yii) = g . (4.41)
Hence in order to find an O(g2) contribution, in this kinematics Y all need to be dressed by
1/P , while X requires P1/P2 or P2/P1 and Z55,Z66 need 1/(P1P2), so one has two choices
for X and one for Z55,Z66. Using the interpretation given above, i.e. to attribute the entire
weight factor (including the R-charge) and also the J weight on the edge where the states
are inserted, we have to modify the momentum dressing as P1 → 1/P1 w.r.t. Table 3.
Interestingly, there are once again two possible momentum decorations P1/P2, P2/P1 when
the bound states X,Y both have one scalar constituent of flavour 1, or when both have
one scalar of flavour 2. Finally, the choice X Y → Y (5γ)X(1γ) of [23] ought to be strictly
equivalent by cyclicity of the central hexagon.
Sticking to the momentum dressing in Table 3 we would assign P1/P2, which is now of
order g0 to Z55,Z66, so that these parts of the calculation are switched off at O(g2). Worse,
X could now pick up (P1P2)±1 both of which are not of the right order; in particular,
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the choice with exponent -1 is an O(g0) term, and so a tree contribution from virtual
magnons. All other momentum dressings have respected our worst case estimate [26] for
the perturbative order at which dressing by virtual magnons comes in.
In fact, [23] does not mention such difficulties. Translated into our conventions, their
rule exactly amounts to evaluating R- and J-charge as we defined, but to assign the inverse
momentum dressing w.r.t. P1. A static link between J-charge and momentum dressing
cannot exist. Is it therefore necessary to attribute momentum dressing once the magnons
have been rotated to one physical edge?
5 Conclusions
Our derivation of the result for the two-magnon gluing depicted in Figure 2 is built on
inherent features of the hexagon tessellation approach. It matches that of the original
article [23], and with it the field theory calculation10 [24].
In [23] the scattering on the central hexagon in Figure 2 is evaluated in different kine-
matics (so by moving the particles onto one physical edge in a different way). The identity
〈h|X(u6γ)Y (v)〉 = −〈h|Y (v)X¯(u)〉 (5.1)
met by fundamental magnons can only hold for a bound state X(u) when the integral over
its rapidity u and the sums over the two counters (the length and the number of spinor
indices with value two) are taken. On the integrand/summand level our X¯(u3γ)Y (vγ)
computation and the Y (v5γ)X(uγ) version in [23] are significantly different. Given the
complexity of either computation, their agreement strongly vindicates the validity of the
hexagon tiling approach to higher-point functions in N = 4 SYM. To obtain an even more
solid result it would be nice to run both schemes on all available tessellations, and for some
correlation functions of half-BPS operators of higher length.
Next, our two-magnon computation as well as that of [23] requires introducing a mo-
mentum factor e±
i
2
p2 when there is one scalar constituent at point 1, and e±
i
2
p1 for one
scalar at point 2. Any rule one will assign must be compatible with earlier calculations, in
particular with the original application of the gluing prescription in [15], so recovering the
two-loop contribution to the structure constant for fusing two length two half-BPS opera-
tors into one twist two operator. However, that calculation was only done for fundamental
magnons, obtaining a trace-like structure. From here the authors of [15] conjectured that
using bound states in the gluing one will always find parts of the transfer matrix. This
transfer matrix proposal has been tested (also for the structure constant of two higher-
length BPS with one twist 2 operator) to the next loop-order in [18, 19] and is undoubtedly
successful.
The problem of reconstructing the transfer matrix from the parts arising from the scat-
tering of virtual magnons — thus from bound state S-matrix elements — has been analysed
10Note that the Lagrangian insertion technique for N = 2 superfields [43] could have given the same
result much earlier at little expense. However, the first explicit writing of one-loop five-, six- and seven-
point half-BPS correlation functions computed by this means appeared in [44] (and hence later than in [24])
when the correlator/Wilson-loop duality spurred interest in higher-point functions.
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in [25]. We illustrate in Appendix D that the step becomes non-trivial for the structure
constant computation from [15], because of the partitioning of the physical excitations into
two groups. This enforces a special rule on how to insert transverse bound states on an
edge, see Appendix D. The re-constitution of the transfer matrix has to happen before the
picture is changed from the string frame to the spin chain frame of the integrable system.
As pointed out in [25], bound states (ψ1)a−k(ψ2)k and φ1φ2(ψ1)a−1−k(ψ2)k−1 have to mix
in an intricate fashion. Momentum dressing would have to arise in the moment of changing
the picture to the spin chain frame, and could only cause a global factor multiplying the
result of the mixing process. Therefore states with or without φ1φ2 would automatically
be treated in the same manner. Finally, as the states without scalar constituents do not
receive momentum decorations, one would expect that the insertion of both scalars into
one bound state is also neutral.
With the present effort we confirm that the J-charge reacts like the internal symmetry
charge R in that it must have opposite eigenvalues on φ1 and φ2 constituents of bound
states. Accordingly, matrix elements with and without φ1φ2 can be added. The next
question is if J takes the same or the opposite eigenvalue as R on, say, φ1. As in [22] we
cannot avoid the conclusion that the one-magnon gluing necessitates an average over both
choices.
As has been mentioned, a scalar bound state constituent introduces momentum dressing
at the opposite end. W.r.t. the transfer matrix question, we can therefore not learn much
about momentum dressing for the virtual magnon from an sl(2) vacuum as in [15]. In this
respect it would be instructive to study three-point functions of two BPS and one operator
with scalar excitations in an su(2) sector.
The X , X˜ matrix elements cannot receive the same momentum decorations as Z55,Z66
in our γ rotation as well as that of [23], so the momentum dressing is indeed sensitive to
flavour. The considerations at the end of the last section show that link between J-charge of
the bound states and the dressing by e±
i
2
p factors cannot be static: our calculation requires
connecting P1 = e+
i
2
p1 to j2 (the J-charge at point 2) and P2 to j1, whereas in [23] one has
a rule of the same type, but with the association 1/P1 ∼ j2 and P2 ∼ j1, a mismatch that
we have not attempted to resolve. This may suggest that the momentum dressing ought to
be assigned after mirror rotation to the physical edge on which the scattering takes place.
Adopting this point of view, the P -dressing in Table 3 can be understood as a momen-
tum operator acting to the left of a bound state with a single scalar in agreement with [45]
or as a Z-marker prescription as in Appendix A.1 of [23]. To reproduce all entries in the
table we need a ⊕,	-grading, and the J-assignment would follow P ; there is no link to R.
We stress once again, that our two-magnon computation does not require an averaging over
the momentum factors, though; one grading is sufficient.
Unfortunately, we did not fully achieve our aim of re-summing all residues in closed
form. Nevertheless, we can analytically sum quite a few contributions. To this end we
employed two techniques: first, using differentiation in the modulus to remove isolated
factors 1/a2, 1/a, 1/b2, 1/b with the bound state lengths a, b, the coefficients in the series
consist of Γ functions with arguments built of only a − k, b − l, k, l. We can then shift
the a, b counters to decouple the sums. The resulting multiple geometric series can easily
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be summed into rational functions. Finally, integration in the modulus will make these
into hyperlogarithms. Second, we sum by brute force, obtaining at some stage a hyper-
geometric function for which we immediately substitute its Euler integral representation.
The integrand is then of the same type as before so that we can take the next sum. If
another hypergeometric function is met, we substitute the kernel and so on. In a final step,
hyperlogarithms are obtained from the parameter integrals.
Especially the second technique is quite versatile. The hypergeometric function has
been used in attempts to sum up POPE [46–50] contributions [51, 52], and similar ideas
should have applications also in related problems, e.g. in the exact evaluation of Mellin-
Barnes representations of Feynman integrals [53]. On the other hand, there are order of
limits issues, that render certain sequences of the operations impossible, while others allow
us to get through to the end. This is reminiscent of the evaluation of “linearly reducible”
integrals from a representation in terms of Feynman parameters [54–56]. Again, we should
try to draw a link to those techniques.
The parts of our computation solvable by these methods point at a class of functions:
the sum-integrals in our exercise are of the form rational function times weight two hy-
perlogarithms. The rational functions have a multilinear polynomial denominator; the
numerators consist of monomials that also occur in the respective denominators. For the
pure functions we could pin down a basis with the same terms as letters in the symbol. The
relative simplicity of the functions is certainly to some extent a one-loop effect, although
explicit results for higher-loop BPS four-point functions [57–59] do not point at substantial
complications higher up in the expansion. Naturally though, letters occurring in the de-
nominators will at higher loop order appear in the symbol of the hyperlogarithms, too: by
way of example, the integrals in the three-loop four-point functions of BPS operators [57]
can contain the letter z − z¯ that we were happy to eliminate in the present exercise.
As we had pointed out, our first integration technique starts on a rational “root” (or
several) to which polylogarithm levels are added by integration in the modulus of cross
ratios. At this point it becomes important that the letters being integrated are multilin-
ear in the four variables of the problem, whereby one can continue the process possibly
indefinitely11. It would be very interesting to study from a theoretical perspective which
rational factors or letters in hyperlogarithms are generated from which starting point, e.g.
to achieve an understanding of the function space for higher-loop corrections to the process
studied here, or to understand more generally what kind of algebra such moves generate. In
the amplitude literature, cluster algebras [32] have been singled out as a relevant algebraic
structure. Our case presumably requires a more general concept due to the rational factors.
For a start one could try to analyse the re-summation of the POPE for amplitudes from the
perspective of our first integration scheme and try to establish a link to cluster algebras.
A dream result of this type of programme would be a classification of function spaces for
BPS correlators as for the six- and seven particle amplitudes [33–38].
In the computations here presented, sum-integrals with the same dependence on the
internal-space cross ratios should be added up (those related by swapping (ψ1)a−k(ψ2)k for
11We thank O. Schnetz for a discussion on this topic.
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φ1φ2(ψ1)a−1−k(ψ2)k−1). The resulting expressions are single-valued [60]. In the context of
scattering amplitudes single-valuedness enables one to suppress half the variables; the full
result can be reconstructed, see e.g. [61]. In our case the rational factors impede any quick
success; to establish reconstructability would be very valuable.
Last, our results fall into pieces characterised by the denominator of the rational func-
tions. It would be interesting to study what property of the scattering matrix is responsible
for this — can one reasonably organise the S-matrix elements in several simpler terms? Do
the combinations of similar matrix elements simplify prior to integration and summation?
Conversely, we have been able to push the evaluation of S(X ) much further than for the
other matrix elements because there is an explicit writing of X . In Appendix A a sub-
stantial simplification of the Y matrix elements is presented. On this basis we will try to
push the calculation of the sum-integrals from the diagonal Y elements to the same level
as the X analysis presented in Appendix B. Last, simplifications of the Z elements will be
presented in future work.
Acknowledgements
D. le Plat’s work is funded by the Humboldt-Universität zu Berlin within the Excellence
Initiative of the states and the federal government. B. Eden wishes to acknowlegde dis-
cussions with G. Arutyunov, J. Broedel, C. Duhr, S. Frolov and O. Schnetz. MdL was
supported by SFI, the Royal Society and the EPSRC for funding under grants UF160578,
RGF\EA\181011, RGF\EA\180167 and 18/EPSRC/3590. A.S.’s work is funded by ETH
Career Seed Grant No. SEED-23 19-1, as well as by the NCCR SwissMAP, funded by the
Swiss National Science Foundation.
A The bound-state S-matrix
In this appendix we list several identities and simplifications for the bound-state S-matrix
which are useful for computing residues. We consider two bound states with bound state
numbes K1,K2 and evaluation representation parameters u1, u2.
First, the central building block is the X -matrix which scatters fermionic states. This
fundamental building block also appears in Y,Z. From Yangian symmetry it can be shown
that X satisfies the following recursion relations
X k+1,ln =
1
k¯
[
(n¯− k)(k¯ + l¯ − n¯)
δ + ΣK − k − l − 1X
k,l
n +
(n¯+ 1)(δ + δK + l − n+ 1)
δ + ΣK − k − l − 1 X
k,l
n−1,
]
(A.1)
X k−1,ln =
1
k
[
(n− k¯)(k + l − n)
δ − ΣK + k + l + 1X
k,l
n +
n+ 1)(δ − δK − l + n− 1)
δ − ΣK + k + l + 1 X
k,l
n+1,
]
(A.2)
X k,l+1n =
1
l¯
[
(k¯ + l¯ − n¯)(δ − δK − l + n)
δ + ΣK − k − l − 1 X
k,l
n +
(n¯+ 1)(k¯ + l¯ − l − n¯− 1)
δ + δK − k − l − 1 X
k,l
n−1
]
(A.3)
X k,l−1n =
1
l
[
(k + l − n)(δ + δK + l − n)
δ − ΣK + k + l + 1 X
k,l
n +
(n+ 1)(k + l − l¯ − n− 1)
δ − δK + k + l + 1 X
k,l
n+1
]
, (A.4)
where δ = u1−u2, 2ΣK = K1 +K2, 2δK = K1−K2 and k¯ = K1−k−1, l¯ = K2− l−1, n¯ =
K1 − n − 1. Notice that the cases X k±1,ln and X k,l±1n are each related by switching barred
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and unbarred indices. From these relations we see that for fixed k, l all X -matrices with
shifted indices can be brought into a standard form X k,ln ,X k,ln±1, . . ..
Finally, by successively using (A.1) and (A.2) we obtain the following
X k,ln−1 =
(n+ 1)(k − l¯ − n− 1)(δ − δK − l + n+ 1)
(n¯+ 1)(k + l − n+ 1)(δ + δK + l − n+ 1)X
k,l
n+1+[
(n+ 1)n¯(l¯ − k − l + n)
(n¯+ 1)(k + l − n+ 1)(δ + δK + l − n+ 1)+
+
(k − l¯ − n)(δ + δK + l − n)
(n¯+ 1)(k + l − l¯ − n+ 1) (A.5)
− (l + 1)l¯(δ − δK + k + l + 2)(δ + ΣK − k − l − 1)
(n¯+ 1)(k + l − n+ 1)(k + l − l¯ − n+ 1)(δ + δK + l − n+ 1)
]
X k,ln
From this we can also remove any X -matrix whose n index is shifted by a negative integer.
This can now be used to compare different, possibly equivalent ways of writing the other
entries of the bound state S-matrix.
We can simplify the Y-matrix as well. In particular, we need the diagonal elements,
which can be written as
Y11 = x
+
1 − x+2
x−1 − x+2
1
U1
[
K2 − l
K2 − k − l + n
δ − ΣK + k + 1
δ − ΣK + k + l + 1
δ + δK + l − n
δ + δK
X k,ln +
K1 − k − 1
K2 − k − l + n
δ − δK − l + n+ 1
δ − ΣK + k + l + 1
l
δ + δK
X k+1,l−1n
]
,
Y22 = x
−
1 − x−2
x−1 − x+2
U2
[
K1 − k
K1 − n
δ − δK − l + n
δ − δK
δ − ΣK + l + 1
δ − ΣK + k + l + 1X
k,l
n +
(K2 − l − 1)
K1 − n
δ + δK + l − n+ 1
δ − δK
k
δ − ΣK + k + l + 1X
k−1,l+1
n
]
,
Y33 = x
−
1 − x−2
x+1 − x−2
U1
[
δ − δK + k + 1
δ − δK
δ + δK + l − n
δ − ΣK + k + l + 1X
k,l
n −
K1 − k − 1
δ − δK
δ − δK − l + n+ 1
δ − ΣK + k + l + 1X
k+1,l−1
n
]
,
Y44 = x
+
2 − x+1
x+1 − x−2
1
U2
[
δ + δK + l + 1
δ + δK
δ − δK − l + n
δ − ΣK + k + l + 1X
k,l
n −
K2 − l − 1
δ + δK
δ + δK + l − n+ 1
δ − ΣK + k + l + 1X
k−1,l+1
n
]
.
(A.6)
We see that all elements of Y can be written as a linear combination of X k±1,l∓1n with
some simple rational prefactors in x± and ui. We can use the relations (A.1)-(A.4) to
bring everything in the form of a similiar linear combinations of X k,ln±1 and X k,ln , but these
expressions turn out to be less compact. In particular, in this form the prefactor of X k,ln
contains a large amount of simple rational function functions of δ which do not recombine
to something simple. In each of these forms, the pole and residue structure is completely
apparent and follows from the pole structure of X .
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Finally, we turn to Z. There are some useful relations that follow from the fermionic
su(2) symmetry and from a simple relabelling of states. We have for i = 1, 2, 3, 4 that
(Zk,ln+1)i6 = −(Zk,ln )i5, (Zk+1,l−1n )6i = −(Zk,ln )5i, (Zk,ln )65 = (Zk+1,l−1n−1 )56. (A.7)
For the diagonal elements we find
(Zk,ln )55 = X k,l−1n − (Zk,ln+1)65, (A.8)
(Zk,ln )56 = X k−1,ln − (Zk,ln+1)66, (A.9)
(Zk,ln )55 = (Zk+1,l−1n+1 )66, (A.10)
which shows that Z55 and Z66 basically have the same poles and residues after a relabelling
of the indices.
From (6.11) of [14] we can see that Z can be written as a linear combination of rational
factors multiplying various shifted versions of X . However, after using (A.1)-(A.4) it turns
out that that can be reduced to just rational factors multiplying X k,ln±1. However, in this
form, the prefactors are quite unwieldy but again, the pole structure becomes transparent.
Finally, from (6.11) we also see that there is a potential problematic pole of the form
x+1 x
+
2 −x−1 x−2 = 0 in Z. Fortunately, this pole appears to be spurious and is a consequence
of how we decided to write Z in (6.11). It seems to be absent when choosing a different
presentation.
B Slog(X ) and Smat(X )
For scattering by the X -matrix the integral is
IX =
∞∑
a=1
∞∑
b=1
a−1∑
k=0
b−1∑
l=0
∫
du dv
4pi2
µ (u, v) ei
±p3γ1 ∓ p
γ
2
2 W1W2 Σ
abX k,lk , (B.1)
where
W1 = z
−iu+a
2
−k− 1∓1
2
1 z¯
−iu−a
2
+k+ 1±1
2
1 α
1∓1
2
1 α¯
− 1±1
2
1 , (B.2)
W2 = z
−iv+ b
2
−l− 1±1
2
2 z¯2
−iv− b
2
+l+ 1∓1
2 α
1±1
2
2 α¯
− 1∓1
2
2 , (B.3)
Σab =
Γ
[
1 + a2 + iu
]
Γ
[
1 + b2 − iv
]
Γ
[
1 + a+b2 − i(u− v)
]
Γ
[
1 + a2 − iu
]
Γ
[
1 + b2 + iv
]
Γ
[
1 + a+b2 + i(u− v)
] (B.4)
µ(u, v) =
a b g4(
u2 + a
2
4
)2 (
v2 + b
2
4
)2 , (B.5)
and X k,lk the X -matrix (2.8). Factors of the type z
1±1
2 are caused by the scalar constituents
of the bound states scattered; first, at constant bound state-lenghts a, b there is a spinor
field less in either bound state. On the other hand, R- and J-charge are attributed to the
scalars, and the ± in these exponents refer to the ⊕,	 grading defined in (4.12). Since
such factors do not touch upon the summations, they will be omitted for the rest of this
appendix, c.f. formulae (B.9).
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The measure is of order O(g4). In 3γ, γ kinematics the momentum dressing ei
(p
3γ
1 −p
γ
2 )
2 is
of order O(g−2). The ±,∓ signs in the exponent of the momentum decoration in (B.1) are
correlated in the concepts of gradings of [23], but we could allow them to be independent.
The momentum factor can then be of order g0 or g2, too, both of which obviously do not
contribute at one loop.
In 3γ, γ kinematics the factor D in the X -matrix and the ei
(p
3γ
1 −p
γ
2 )
2 dressing take the
following form:
D3γ,γ =
y+ − x−
x+ − y−
√
x+x−y+y−
x−y+
, ei
(p
3γ
1 −p
γ
2 )
2 =
√
x+x−y+y−
g2
. (B.6)
Together with the measure expressed that yields
µ˜ =
a b g2 (v+ − u−)
(u+ − v−) (u−)2 u+ v− (v+)2 +O(g
2) , (B.7)
cf. Table 2, where the denominator factor (u+ − v−) was absorbed into X as explained in
the main text.
µ (u, v) ei
p
3γ
1 −p
γ
2
2 W1W2 Σ
abX k,lk = µ˜Σab W˜1 W˜2 Xˆ k,lk , (B.8)
where
W˜1 = z
−iu+a
2
−k
1 z¯
−iu−a
2
+k
1 , W˜2 = z
−iv+ b
2
−l
2 z¯2
−iv− b
2
+l , Xˆ k,lk =
X k,lk
D
. (B.9)
To do the integrations we invoke the residue theorem closing the contour over the upper
half-plane for u and the lower half-plane for v. The X -matrix has only poles in the lower half
plane for δ = u−v so that no residue from poles of the matrix can contribute. Therefore, we
can restrict to poles of the measure and the phase. As we have argued at the end of Section
2 we cannot localise both integrations using two poles from the phase. Hence we can choose
both poles from the measure or one from the measure and one from the phase, as listed in
equation (2.17). In this appendix we elaborate the first case, so u = i a/2, v = −i b/2.
Finally, (B.7) consists of two terms, one with a double pole in (u−)2 and one with a double
pole (v+)2. We restrict our attention to the first one: X describes the scattering of two
bound states of equal type, whereby the other case can be retrieved by flip symmetry.
The double pole in u creates a derivative on the remaining part of the integrand. To
be sensitive to that, we introduce a shift of the integration variable u → u + i . In this
manner, taking the derivative can be left to the very end of the calculation. In practice, we
simply work to first order in .
The derivative could now act on the term 1/u+ → −i(a+). To simplify the calculation
we will rather drop  here; the first order correction  i/a2 creating what we have called
Smes can be retrieved from the leading result Slog by integration in |z1| as described in
Section 3. Remarkably, these contributions are pure functions over the seventh and eighth
denominator listed in (3.16).
So, without loss of generality
resµ˜
(
u = i
a
2
)
=
−i b g2
(ia+ i− v−) v+v− (B.10)
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and
resµ˜
(
u = i
a
2
, v = −i b
2
)
=
g2
(a+ b+ )
. (B.11)
Henceforth we will also drop the overall g2.
The phase and the matrix part have to be evaluated at the poles of the measure. The
result is a Taylor series in ascending powers of z1, z¯1, but descending powers of z2, z¯2 with
ratios coefficients made of Γ- functions from the phase and the matrix. The remaining
denominator of the measure can be cancelled by shifting the argument of a Γ-function in
the numerator of the phase. The a, k and b, l sums can be decoupled, respectively, by
swapping the order of summation and shifting indices as in Section 3. Schematically, we
find
∞∑
a=1
∞∑
b=1
∞∑
k=0
∞∑
l=0
k∑
m=0
s (a+ k, b+ l, k, l,m) ,
where the fifth sum over m comes from the X -matrix (2.8) itself. We shift again to obtain
an expression of the form
∞∑
b=1
∞∑
l=0
∞∑
k=0
∞∑
m=0
∞∑
a=1
s (a+ k +m, b+ l, k +m, l,m) .
In trying to fix a sequence of operations one would tend to pick one of the simplest
sums at every stage. We observe here that the coefficients of the a and m sums involve two
numerator and two denominator Γ-functions, the others are more complicated. Summing
first over a gives a hypergeometric function:
∞∑
a=1
Γ [a+ k] Γ [a+ b+ ] za1
Γ [a] Γ [1 + a+ k + ]
=
z1Γ [1 + k] Γ [1 + b+ ]
Γ [2 + k + ]
2F1 (1 + k, 1 + b+ , 2 + k + , z1) .
(B.12)
Replacing the hypergeometric sum by its integral representation
2F1 (a, b; c;x) =
Γ [c]
Γ [b] Γ [c− b]
1∫
0
ds
sb−1 (1− s)c−b−1
(1− xs)a
=
Γ [c]
Γ [a] Γ [c− a]
1∫
0
ds
sa−1 (1− s)c−a−1
(1− xs)b
(B.13)
we find more complicated powers (1−s)n, (1−s x)n but the integrand is of the same type as
before, because all coefficients are Γ-functions. The strategy is now to leave the integrations
to the end and to try and take the next sum. Some experiments about the sequence of
operations are needed; there are several paths through the calculation. In this respect the
situation is similar to that of executing parametric integrals in solving Feynman-integrals
by linear reducibility [54]. We choose to sum in m, k, l next. Each of these sums is then
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of the 2F1 type and necessitates introducing an integration parameter. We call the four
parameters s, t, r, u, respectively. The procedure thus transforms four sums into integrals
at comparative ease. Changing the sequence one may fall upon higher hypergeometric
functions at intermediate stages, which would yield more parameters. As a rule, of the two
choices in (B.13) one should choose the one that does not introduce divergences into the
integral. This is not always possible; it may also be convenient to make a divergent choice
to simplify subsequent steps.
The last sum over b cannot be taken (or, in other sequences of operations, the last
remaining sum) because the factors of Γ [1− b] and Γ [−] appear in the denominator. For
once, for every integer value of b the summand is identically zero. On the other hand, Γ [−]
signals a divergence in some parametric integral. We might now hope that the two effects
compensate each other. However, sum and integral do not commute in such a situation;
summing first (in some regularisation) we lose the divergence of the integral and find zero.
Therefore, a divergent integral has to be done before taking the sum in b.
Normally, executing the last integration first is not helpful because one will simply re-
instate the hypergeometric function that had been written as an integral. Nonetheless, in
this case it helps to deal with the u-integral first in an expansion with respect to . Partially
fractioning the integrand isolates the divergence:
(1− u)− ub+
(1− u)
(
1− t z¯1 + 1z¯2u [r s t z¯1 − 1]
) (B.14)
=
(1− u)−1− ub+(
1− t z¯1 − 1z¯2 + z¯1z¯2 r s t
) + (1− u)− ub+(
1− t z¯1 − 1z¯2 + z¯1z¯2 r s t
)(
1− t z¯1 + 1z¯2 u [r s t z¯1 − 1]
)
In the first term the divergence of the integral at u = 1 leads to a factor of Γ [−] which
cancels against the denominator. Therefore this term is non-vanishing for  → 0. The
integration of the second part would re-create a hypergeometric function. Yet, it is not
divergent at the end points of the integration range u ∈ [0, 1]. The pole in the second term
can be moved away from the unit interval e.g. by assuming the z¯1, z¯2 complex, which is the
case in Euclidean kinematics at any rate. We may therefore expand this term in  to first
order.
The integration over r is now elementary in both terms. It yields a factor of Γ [1− b]
which cancels against the denominator. Now, the sum over b can be taken. For the first
summand of (B.14) we obtain
− z2(1− s)
(1− t)−1z+11 z¯1(1− s z1)−−1(1− t z¯1)− (−1 + 2F1 [+ 1, + 1; ; η)]
s t z¯1 − t z2z¯1 + z2 − 1 ,
(B.15)
where
η =
(t− 1)(−t z¯1z2 + z2 + s t z¯1 − 1)
(s z1 − 1)(t z¯1 − 1)(z2(t z¯1 − 1) + 1)z¯2 . (B.16)
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Here, the hypergeometric function can be expressed in terms of logarithms as following
[62, 63]:
2F1 (+ 1, + 1; ; η) =
+ η −  η log (1− η)
 (1− η)2 +O(
2) (B.17)
In this term we have the integrations over s, t left. Due to the double denominator (1− η)2
in (B.15) the s-integral, say, does not necessarily add a logarithm level. We find a rational
term, whose t-integral yields the r.h.s of formula (3.14) for Slog(X ). In the way explained
in Section 3 we can obtain the Smes contributions from here by integrating in the modulus
of z1 and z2, respectively.
Where the s-integral does create a logarithm, or else in the terms from log(1− η) from
the numerator of (B.17), the t-integral yields hyperlogarithms of weight two. Further, we
have to integrate the second part of (B.14) in the three parameters s, t, u. Here, the s-
integral, say, has an integrand of the type polynomial/polynomial2 and remains rational.
Each of the remaining two integrations adds one logarithm level. The full weight two result
expressed in our basis of functions reads:
Smat,u(X) =
y z LX
4 (y z − a y z − b y z − a b+ a b y + a b z)
LX = −2Li2
(
a z − a+ y − b
(1− z)(1− a− b)
)
+ 2Li2
(
z
1− y
)
− 2Li2(z) + 2Li2(b)
− 2Li2
(
a y z − y z − a b z + b y z + a b− a b y
(1− a)(1− b)(1− y − z)
)
+ 2Li2
(
y − a
1− a
)
− 2Li2
(
a
1− b
)
− 2Li2
(
b
1− a
)
+ 2Li2(a)
− 2 log(1− z) log(1− a− b) + 2 log(1− a) log(1− z)
− 2 log2(1− a− b)− 2 log(1− a) log(1− b) (B.18)
+ 4 log(1− a) log(1− a− b) + 4 log(1− b) log(1− a− b)
− 2 log2(1− a)− 2 log(1− b) log(1− y − z)− log2(1− y − z)
− 2 log(1− y) log(1− y − z) + 2 log(1− z) log(1− y − z)
+ 3 log2(1− y) + 2 log(1− z) log(1− b)− log2(1− z)− 2 log2(1− b)
+ 2 log(1− a− b) log(1− y − z)− 2 log(1− a) log(1− y − z).
C S(Z11)
In this appendix we present a check on the analysis in Section 3.2: instead of the differen-
tiation/integration trick we use the method of Appendix B.
First, since the Z11 element has the summation range
∑∞
a=1
∑a
k=0 and similarly for
b, l we have to split the sums as in (3.5) at both ends when shifting the counters, as in the
first computation. This introduces a number of special cases, which we do not discuss here,
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although they cannot be omitted, of course. To illustrate the method, suffice it to study
S˜1 =
∞∑
a,b,k,l= 1
al2 b
k
1 y
b
2 z
a
1
k2 Γ[a+ b]Γ[k + l]
(a+ k)2Γ[1 + a]Γ[1 + b]Γ[1 + k]Γ[1 + l]
, (C.1)
S˜2 = −2
∞∑
a,b,k,l= 1
al2 b
k
1 y
b
2 z
a
1
Γ[a+ b]Γ[k + l]
(a+ k)(b+ l)Γ[1 + a]Γ[1 + b]Γ[1 + k]Γ[1 + l]
. (C.2)
We can find the analogous sum S˜3 by flip symmetry. Due to the factors (a + k), (b +
l) (before shifting the counters a, b), holomorphic and the antiholomorphic part do not
decouple anymore so that multiple hypergeometric series arise.
Let us focus on S˜1 first. The b and l integrals are still simple geometric series. We find
S˜1 =
∞∑
a,k= 1
bk1(1− (1− a2)−k) za1(1− (1− y2)−a)
(
− 1
(a+ k)2
+
1
a(a+ k)
)
(C.3)
with the two types of sums
Σ1 =
∞∑
a,k= 1
ua vk
(a+ k)2
=
∞∑
a=1
ua v
(1 + a)2
3F2[{1, 1 + a, 1 + a}, {2 + a, 2 + a}, v]
=
∫ 1
0
ds dt v
∞∑
a= 1
ua(1− s)ata(1− s t v)−(1+a)
=
∫ 1
0
ds dt
(1− s) t u v
(1− s t v)(1− t u+ s t u− s t v) =
v Li2(u)− uLi2(v)
u− v ,
(C.4)
Σ2 =
∞∑
a,k= 1
ua vk
a(a+ k)
=
∞∑
a=1
ua v
a
2F1[1, 1 + a, 2 + a, v]
=
∫ 1
0
ds v
∞∑
a= 1
ua(1− s)a(1− s v)−(1+a)
a
= −
∫ 1
0
ds
v log
[
1−u+s u−s v
1−s v
]
1− s v
= Li2
[
u− v
u(1− v)
]
− Li2
[
u− v
u
]
+ log[1− v]
(
1
2
log[1− v]− log[v] + log[u]
)
(C.5)
The final result for S˜1 from substituting the parts of (C.3) is a little unwieldy so that we
refrain from presenting it here. In the S˜2 sum we may start by summing over k, obtaining
a 2F1:
S˜2 = −2 b1
∞∑
a,b,l= 1
al2 y
b
2 z
a
1
lΓ[a+ b]
(1 + a)(b+ l)Γ[1 + a]Γ[1 + b]
2F1[1 + a, 1 + l, 2 + a, b1]
= −2 b1
∫ 1
0
ds
∞∑
a,b,l= 1
al2 s
a(1− b1 s)−(1+l)yb2 za1
lΓ[a+ b]
(b+ l)Γ[1 + a]Γ[1 + b]
(C.6)
= 2 b1
∫ 1
0
ds
∞∑
b,l= 1
al2(1− b1 s)−(1+l)yb2(1− (1− s z1)−b)
l
b(b+ l)
= 2 a2 b1
∫ 1
0
ds
1
(1− b1 s)2
∞∑
b= 1
yb2(1− (1− s z1)−b)
1
b(1 + b)
2F1
[
2, 1 + b, 2 + b,
a2
1− b1 s
]
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= 2 a2 b1
∫ 1
0
ds dt
∞∑
b= 1
(1− b1 s)b−1(1− t)b−1t(1− b1 s− a2 t)−(1+b)yb2(1− (1− s z1)−b)
= −2 a2 b1 y2 z1
∫ 1
0
ds dt
s t
1− b1 s− a2 t− y2 + b1 y2 s+ y2 t− b1 y2 s t ∗
∗ 1
1− b1 s− a2 t− y2 + b1 y2 s+ y2 t− b1 y2 s t− z1 s+ b1 z1s2 + a2 z1 s t
Here we can do the t-integral without creating log(√. . .). Upon putting t = 0, 1 from
the boundaries of the integration domain, the s-dependence separates into linear factors.
Finally, integrating in s we fall upon the usual function space. Putting together the explicit
results for S˜1, S˜2, S˜3, and the boundary terms we exactly reproduce (3.12), (3.13).
D Towards the transfer matrix
Consider the structure constant for fusing two protected operators O2 = Tr(Zˆ2) (here Zˆ is
the co-moving vacuum of [15, 64]) into the twist two operator O1 = Tr(D2Zˆ2) (schemat-
ically) in the Konishi multiplet, so the lowest non-trivial case of the series of structure
constants studied in [15]. At leading and subleading order in the coupling constants this is
given by the asymptotic result. Wrapping corrections come in the “opposite channel” first
[15], so if the non-protected operator is at the 0γ physical edge, there is a virtual magnon
on the virtual edge opposite to it. It will be moved to the physical edge by a −3γ rotation
to line up with the physical excitations on both hexagons. In [15] the calculation is done
for virtual magnons of bound state length one only yielding the corresponding term of a
transfer matrix. gluing on the opposite edge comes in at O(g4) because all edges have width
one. The different mirror rotation for gluing over the virtual edges adjacent to the twist two
operator leads to a leading order cancellation in the transfer matrix at bound state length
one whereby such contributions are postponed to O(g6). It is then assumed that gluing by
virtual magnons of higher bound state length will indeed produce the higher terms of the
transfer matrix. Yet, this is not obvious due to a mixing effect described in [25]. In this
appendix we study how that mechanism could work despite of the partitioning of the Bethe
roots built into the hexagon approach.
The integrand for the opposite wrapping configuration is of the familiar form [15]
int3γb (u, {u1, u2})
=
∑
α∪α¯= {u1,u2}
(−1)|α¯|
∏
j∈α¯
eipj`
∏
i>j
j∈α¯,i∈α
Sji
∑
Xb
(−1)fXb 〈H|α,X−3γb 〉 〈H|α¯, X˜−3γb 〉 (D.1)
with ` = 1. The splitting factor eipj and the S-matrix Sjk capture the cutting of the spin
chain. The physical particles have bound state length one. The mirror particle is a bound
state Xb of length b and is inserted on the front and the back hexagon. Rotating by −3γ
the bound states are on the right of the partitions of physical particles α and α¯. Evaluating
the hexagon form factor H yields elements of the bound state S-matrix [14] and the scalar
h-factor [15]. As for the fundamental magnons, a pair of entangled bound states X and
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X˜ is inserted on the edges of the two adjacent hexagons, respectively, as can be seen from
(D.1). The sum is taken over all possible bound states. Here, we propose the following
conjugation rule for the insertion of bound states
Xb = |φ˙γ11 φ˙γ22 ψ˙c11 ψ˙c22 〉 ⊗ |φα11 φα22 ψa11 ψa22 〉
X˜b = |φ˙α21 φ˙α12 ψ˙a21 ψ˙a12 〉 ⊗ |φγ21 φγ12 ψc21 ψc12 〉 , (D.2)
with α1,2, γ1,2 = 0, 1 and the bound state length b = α1 + α2 + a1 + a2 = γ1 + γ2 + c1 + c2.
The conjugation exchanges the left and the right part of the magnon and additionally the
fields indices 1 ↔ 2. In particular, for “longitudinal” bound states one has α1 = γ2, α2 =
γ1, a1 = c2, a2 = c1 so that χb = χ˜b. This rule also has a very nice interpretation in
the sense of inserting the identity operator |X 〉 〈X˜ | on the virtual edge, where the scalar
product is induced by the hexagon contraction. Our conjugation rule is necessary to obtain
transfer matrix terms as in [15, 18, 19] also for bound states with length b > 1.
The notation used in the following will closely follow the one used in [25]. Let us firstly
consider both physical excitations on the same hexagon. A hexagon containing only the
bound state is only non-zero if the bound state is longitudinal, i.e. if the left part can be
contracted on the right part. There are four longitudinal bound states of length b:
|ψ˙l1ψ˙b−l2 〉 ⊗ |ψb−l1 ψl2〉 ,
|φ˙2ψ˙l1ψ˙b−l−12 〉 ⊗ |φ1ψb−l−11 ψl2〉 ,
|φ˙1ψ˙l1ψ˙b−l−12 〉 ⊗ |φ2ψb−l−11 ψl2〉 ,
|φ˙1φ˙2ψ˙l−11 ψ˙b−l−12 〉 ⊗ |φ1φ2ψb−l−11 ψl−12 〉 (D.3)
By the Yang-Baxter equation we can scatter the physical magnons over each other first. Due
to the contraction rule the scattering over the bound state then has to be diagonal w.r.t. the
l counter. As was observed in [25], the flavour of the bound state (i.e. (α1, α2) = (1, 0) or
(0, 1)) can oscillate, though, while it moves through the chain of physical magnons. Indeed
this mixing is essential to build up the transfer matrix. The relevant S-matrix elements will
be Y0,l;20;2 , Z0,l;10;1 , Z0,l;20;2 , Z0,l;10;2 , Z0,l;20;1 . For the hexagon form factors the following amplitudes
contribute∑
X
〈H|D1D2X−3γ〉 〈H|X˜−3γ〉 = 〈H|D1D2〉h(u1, u−3γ)h(u2, u−3γ) ∗[
− 2Y0,l;20;1 (u1, u−3γ)Y0,l;10;1 (u2, u−3γ) (D.4)
+ Z0,l;10;1 (u1, u−3γ)Z0,l;10;1 (u2, u−3γ) + Z0,l;20;1 (u1, u−3γ)Z0,l;10;2 (u2, u−3γ)
+ Z0,l;10;2 (u1, u−3γ)Z0,l;20;1 (u2, u−3γ) + Z0,l;20;2 (u1, u−3γ)Z0,l;20;2 (u2, u−3γ)
]
The expression written in square brackets on the right hand side of eq. (D.5) is the bound
state transfer matrix T (u) written in [25].
The transfer matrix should arise independently of the partition of the physical particles
α, α¯ in eq. (D.1). Therefore consider now one derivative on the front and the second on the
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rear hexagon. Using only longitudinal bound states it is not possible to create the matrix
elements Z0,l;20;1 and Z0,l;10;2 . Therefore one has to include transverse bound states. Two of
these contribute at length b in this configuration:
|φ˙1φ˙2ψ˙l−11 ψ˙b−l−12 〉 ⊗ |ψb−l1 ψl2〉 ,
|ψ˙l1ψ˙b−l2 〉 ⊗ |φ1φ2ψb−l−11 ψl−12 〉 (D.5)
Conjugating the bound state on the second hexagon as stated in (D.2) and summing over
all bound states yields the same matrix elements as eq. (D.5).
As we had mentioned, the conjugation rule acts as an identity on longitudinal bound
states. Since for bound state length b = 1 only longitudinal states appear, the same fun-
damental magnons Y, Y¯ ,D, D¯ are inserted on both hexagons. However, inserting identical
bound states with b > 1 would not lead to the combination of matrix elements Z0,l;10;2 Z0,l;20;1
and Z0,l;20;1 Z0,l;10;2 but rather yield Z0,l;10;2 Z0,l;10;2 and Z0,l;20;1 Z0,l;20;1 .
Next, one might try inserting X¯ on the second hexagon, where the bar means the
exchange of the left and right part of the bound state. This exchanges l ↔ b − l in the
matrix elements from the second hexagon: Z0,l;10;2 Z0,b−l;20;1 and Z0,l;20;1 Z0,b−l;10;2 . Luckily these
have the symmetries Z0,b−l;10;2 = Z0,l;10;2 , Z0,b−l;20;1 = Z0,l;20;1 . However, the exchange l → b − l
also happens for the diagonal elements on the rear hexagon stemming from the longitudinal
bound states, Z0,l;10;1 , Z0,l;20;2 . For those there is no symmetry of the aforementioned type.
Moreover, the appearance of transversal bound states allows us to draw conclusions
on the dressing of |φ1φ2ψb−l−11 ψl−12 〉. The mapping from the string frame to the spin
chain frame introduces dressing factors on the states and the matrix elements. How-
ever, the dressing factor of the result does only depend on the final state according to
[45]. In this manner, scattering the longitudinal state |ψ˙l1ψ˙b−l2 〉 ⊗ |ψb−l1 ψl2〉 contributes
Z0,l;10;1 (u1, u−3γ)Z0,l;10;1 (u2, u−3γ) +Z0,l;20;1 (u1, u−3γ)Z0,l;10;2 (u2, u−3γ) to eq. (D.5). Since the left
chain contains only fermions after the scattering no dressing is needed.
Using the transversal bound states the element Z0,l;20;1 (u1, u−3γ) scatters |ψb−l1 ψl2〉 to
|φ1φ2ψb−l−11 ψl−12 〉. The final state does contain bosons and therefore a dressing factor might
appear. At the same time, on the second hexagon |φ1φ2ψb−l−11 ψl−12 〉 is scattered to |ψb−l1 ψl2〉
giving rise to Z0,l;10;2 (u2, u−3γ). Since the final state only contain fermions, no dressing is
expected. Putting the hexagons back together, one might thus obtain a dressing factor,
leading to a dressing of the product Z0,l;20;1 (u1, u−3γ)Z0,l;10;2 (u2, u−3γ). Then again, there is no
dressing factor using longitudinal bound states only, so we conclude that there is no dressing
for |φ1φ2ψb−l−11 ψl−12 〉. The mixing of the bound states |ψb−l1 ψl2〉 and |φ1φ2ψb−l−11 ψl−12 〉 was
originally pointed out in [25].
We explicitly evaluated the bound state transfer matrices for up to six physical particles
in the 0γ,−3γ kinematics. This also enlarges the number of possible combinations of the
above Z-matrix elements. We did indeed find in the cases considered that the numerator
of the integrand can be represented in terms of Baxter polynomials Q(u) =
∏
i(u − ui)
[15, 18, 19] as
T
(0)
b (u
γ) ∝ Q(u[b+1]) +Q(u[−b−1])−Q(u[b−1])−Q(u[−b+1]) (D.6)
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when the zero momentum/level matching constraint
∏
j e
ipj = 1 is fullfilled, as required
for the structure constant computation [15].
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