Experimental aerodynamic studies of the flows around new aerocapture spacecraft configurations are presently being done in the superorbital expansion tubes at The University of Queensland. Short duration flows at speeds of 10-13 km/s are produced in the expansion tube facility and are then applied to the model spacecraft. Although high-temperature effects, such as molecular dissociation, have long been a part of the computational modelling of the expansion tube flows for speeds below 10 km/s, radiation may now be a significant * Centre for Hypersonics, The University of Queensland, Brisbane 4072, Australia. 
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vehicle surface. Along with convective heating, radiative heat transfer must also be considered to make an accurate heating prediction. The second effect of radiation in the shock layer is the so-called 'radiative cooling' effect. Some of the emitted energy escapes the shock layer and thus decreases the energy in the flowfield. The lowering of temperatures in the shock layer leads to an increase in the average density. This, in turn, produces a thinner shock layer. The thinner shock layer radiates less so ultimately radiative cooling reduces some of the effect of radiant heat transfer. It is apparent that the correct modelling of the fluid physics, the radiative transfer and their effects on each other becomes important for accurate heat load predictions.
Previous numerical studies of radiating flowfields concentrated on Earth entry. Sutton [15] provides an extensive review of the related work for air radiation. More recently, Matsuyama et al. [6] performed a numerical simulation of entry into the Jovian atmosphere which included radiation effects. Their calculation showed that radiative transfer was the major component of heat transfer for most of the entry trajectory. Olejniczak et al. [11] computed the heating environment for an aerocapture mission to Titan.
We investigate the modelling of radiating superorbital flows. We begin by describing the context for this work, namely the simulation of experiments on subscale aeroshell models performed in the superorbital expansion tubes at the University of Queensland [13, 8] . Next the numerical model of the radiating flow physics is outlined and the results of the numerical simulations are presented and discussed. To provide some confidence that the numerical model is reasonable, simulations of a sphere in low-density flow are compared with previous numerical experiments by Anderson [1] . Then simulations of a subscale model aeroshell are shown to have a much smaller fraction of radiative heat transfer than the full-scale flight vehicle.
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Expansion tube experiments
The superorbital expansion tubes developed at the University of Queensland [9] are used to simulate experimentally the flows encountered by hypersonic flight vehicles. The core diameter of the test flow is much smaller than many practical hypersonic vehicle dimensions and so subscale models of the flight vehicles are used. The experimental results are then scaled according to appropriate correlations to give realistic predictions for the actual flight vehicle.
A current interest for the experimenters is to test the validity of the scaling correlations related to radiative heat transfer to the surface of a blunt body entry vehicle. Experimenters are limited in the number and type of detailed measurements they can make of the flowfield under investigation. For example, in blunt body studies, it is typical to have measurements of pressure and heat transfer on the surface of the body. The use of heat transfer gauges allows for a measurement of total heat transfer to the vehicle surface at various locations. For flow visualisation, laser holography techniques are used at the Univeristy of Queenland [7] . From this flow visualisation method, it is possible to extract quantitative data about the mass density and electron density in the flow, and to obtain the measurement of shock stand-off distance.
Given that only a few features of the flow can be measured directly, it would be desirable for the experimenters to have some idea as to which flow features are significantly altered by the presence of radiation. The work here aims to use some simple numerical modelling of the radiating flows expected in the expansion tube experiments in order to provide initial estimates of various details of the flowfield. This will allow the experimenters to focus on those flow measurements which will give the best assessment of the level of radiation in the flow.
In this work, an axisymmetric compressible flow solver [5] is coupled with a model for the radiative heat transfer within the flow. This energy exchange appears as the divergence of the radiative flux, ∇ · q r , and becomes a source term in the energy conservation equation of the axisymmetric Navier-Stokes equations. The full governing equations are presented and discussed in [4] .
The computation of the radiative divergence, ∇ · q r , would normally require a detailed solution of the radiative transfer equation. In this case, however, a simplification has been made such that the gas is considered optically thin (that is, it is transparent to the wavelengths of radiation that are being considered) and we assume that there is very little self-absorption of the radiation by the gas in the shock layer. This approximation is arguably appropriate for the flowfields about expansion tube models because the physical dimensions of the radiating shock layer are small compared to the scales for self-absorption.
Following Anderson [2] , the radiative transfer equation is
Summing over all frequencies and all directions gives the divergence of the radiative flux,
For the optically thin assumption, the self-absorption term (the second term in equation (2) is omitted. The emission term can be integrated over all frequencies by using a mean absorption coefficient for the gas. The appropriate mean absorption coefficient for an optically thin gas is the Planck C253 mean absorption coefficient
This determines the radiative divergence in terms of the Planck mean
where σ is the Stefan-Boltzmann constant. This is the numerical quantity that appears in the source vector and represents the 'radiative cooling' effect on the energy field. The Planck mean is a complex function of density and temperature of the radiating gas and involves detailed quantum mechanical modelling to compute an accurate value. For the purposes of this study, Olstad's [10] empirical relation is employed:
The numerical factor at the front has been changed so that κ P has units of m −1 instead of ft −1 and ρ 0 is sea-level density, taken to be 1.225 kg/m 3 .
3 Numerical Simulations
Spherical bodies
To verify the numerical model, some calculations were performed of a test case presented by Anderson [1] . For each of the present calculations, a converged flow solution is first computed without any accounting for the radiation effects within the flow. After the time taken for the flow to travel 30 times the distance of the body radius, the radiation effect is included in the calculation in a fully-coupled manner. This means that from this point in time, the energy loss due to radiation is computed in every finite-volume cell for every timestep. Figure 1 shows the history of the temperature at the stagnation point during the time-marching to steady-state for the nose radius of 0.3048 m. The results for all nose radii are similar and the results for r n = 0.3048 m are shown as a representative example. The vertical dashed line on Figure 1 shows the point in time (t = 0.6 ms) at which the effect of radiation was included. The decrease of temperature at the stagnation point (and throughout the entire shock layer) once radiation is included is due to the 'radiative cooling' effect. Figure 2 shows the contours of temperature and gives some details of the flowfield for the same nose radius r n = 0.3048 m when the effect of radiative cooling has been included and the simulation has marched to a final time of t = 2 ms. Figure 3 shows the results for shock stand-off distances for both the radiating and non-radiating cases. The results of Anderson [1] are also included for comparison. The present calculations do not agree exactly with Anderson's results but the discrepancy is small enough that we have confidence in the present model. Anderson's method involved an iterative shockfitting method based on finite-differences. By contrast, the present work uses time-marching shock-capturing techniques based on finite-volumes. In Figure 3 , see that the effect of radiative cooling is to reduce the thickness of the shock layer. Two extra points are computed in the present work: nose radii of 0.04 m and 0.02 m. These points are computed because they represent the model sizes used in the University of Queensland expansion tubes [8] .
The convective heating rates for varying nose radii are shown in Figure 4 . The convective heating rate is calculated using the gradient of enthalpy at 
The correct computation of convective heat transfer requires a viscous solution with sufficient cell density to resolve the boundary layer and provide correct estimates of the temperature gradients approaching the wall. The data points for convective heat transfer are fitted with a curve that follows r −1/2 n . Again the values do not exactly match those of Anderson [1] but they give confidence that the model is physically relevant. The 'radiative cooling' effect is again in evidence. It reduces the temperature in the shock layer and thus reduces the convective heating.
To compute the radiative component of heat transfer to the stagnation point, all the incident radiation onto the stagnation point surface must be included. This is based on the numerical integration oḟ
where J is the radiant energy emitted per unit volume at every point in the flowfield, r is the distance from the stagnation point to the emitting volume and β is the angle between the surface normal of the stagnation point and the line out to the emitting volume. This equation is explained in more detail by Anderson [2, equation (18.14) ]. The results are presented in Figure 5 and some comparisons given to Anderson's compuations [1] where available. Also an empirical correlation of Tauber and Sutton [16] is included over part of its range of validity. The present radiative heat fluxes are larger than Anderson's but this should be expected with a transparent gas model as there is no accounting for any attenuation of radiation between an emitting volume and the vehicle surface. The correlation of Tauber and Sutton does not agree well with either the present work nor Anderson's results -the problem of scaling radiative heat transfer is far from a settled question. 
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the radiative cooling effect has little effect on the measurable heat transfer rates. As an example, the stagnation point radiative heating for a nose radius of 0.02 m is 1.638 MW/m 2 without accounting for radiative cooling in the flow and decreases to 1.628 MW/m 2 with the radiation effect included. However, note that the radiative contribution to heat transfer is only 1% of the total and so do not place undue importance on this result because the free-stream density in these simulations is an order of magnitude smaller than that which is currently obtainable in the expansion tubes.
MUSES-C reentry vehicle
The muses-c reentry capsule is part of an asteroid sample return mission [12] and will reenter the Earth's atmosphere at approximately 12 km/s. The peak heat loading to the vehicle is predicted to be at an altitude of 65 km when its velocity is 11.6 km/s [12] . The muses-c capsule design was investigated in the X2 superorbital expansion tube at the University of Queensland [8] The geometry for the muses-c entry capsule is a sphere-cone shape having a nose radius of 200 mm, a cone angle of 45 degrees and a base diameter of 400 mm. The simulated model is a 1:10 scale version of the flight vehicle (with a nose radius of 20 mm). The wall temperature is set at 300 K.
The converged radiating flowfield for the muses-c simulation is calculated in a similar fashion to the spherical body simulations in Section 3.1. Initially a converged flowfield is computed without any accounting for the radiation effects. Following this, the optically thin model for a radiating gas is coupled with the gas dynamics and the solution time-marched to a new converged flowfield.
The results of this simulation predict a convective heat transfer rate of 113 MW/m 2 and a radiative heat transfer rate of approximately 1.2 MW/m 2 to the stagnation point for both the case with radiative cooling and the case without. Using a scaling argument made by Zoby [17] 
for the convective heat flux and a form of the scaling relation for radiative heat flux presented by Tauber and Sutton [16] 
we compare to some similar experiments performed in expansion tubes by Palmer [13] . We change the value of the constant, C, used in the Tauber and Sutton [16] 2 and lies within the uncertainty of the experimental measurement. It is difficult in this case to scale the actual flight vehicle to the subscale model (or vice versa) because the wall temperatures are different. The subscale simulation uses a wall temperature of 300 K which is representative of experimental conditions possible in an expansion tube. The simulations by Doihara and Nishida [3] have the wall temperature set at 2500 K to model the full scale vehicle. A simulation of the full scale vehicle using the present model and setting the wall temperature at 2500 K gives 9.3 MW/m 2 for the convective heat transfer rate to the stagnation point. Although this value is 24% higher than that predicted by Doihara and Nishida [3] there are a number of differences in the thermochemical modelling which may account for this discrepancy. Specifically, the calculations here use a one-T model rather than a five-T model and also assume equilibrium chemistry rather than finite-rate chemistry. Figure 6 plots the temperature profiles along the stagnation streamline for the muses-c subscale model, showing the limited effect of including radiative cooling. This reinforces the earlier findings in Section 3.1 where it was shown that at the small radii the radiative heat transfer became quite a small proportion of the total heat load. The implications for experimenters are that it will require very sensitive measurement techniques to detect the radiative heat transfer when it is about 1% of the total heat transfer to the vehicle.
As noted earlier, these results should be interpreted as preliminary only. The problems of sufficient grid resolution in the boundary layer are not fully addressed. We wish also, in the future, to use a shock-fitting method in preference to the present shock-capturing scheme. This may simultaneously help with getting better resolution in the boundary layer and avoid some of the numerical errors introduced by the directionally-split flux calculators 
Concluding Remarks
The simulations presented here treated hypersonic flows about axisymmetric bodies with viscous and radiative effects included. The main motivation for the work was to identify what radiative cooling effects would occur for subscale models used in the expansion tubes at the University of Queensland. The model for the radiative heat transfer in the flow was a transparent gas which, although simple, was shown to be accurate enough for these preliminary calculations.
The results show that measurements of total heat transfer to the surface of the vehicle and the shock stand-off distance are poor indicators of the presence of radiation in the subscale flowfields at relatively high densities. In terms of heat transfer, it should be possible to measure the total heat transfer and the radiative heat transfer by separate methods [13] and assess the relative contribution of convection and radiation to the heat transfer.
Future work in this area would best focus on a more physically realistic model for the radiative heat transfer in the flow and the method of coupling the radiation effect to gas dynamics. This should allow for more accurate quantitative analysis of the various flow features and could lead to better correlations for hypersonic blunt body flowfields with radiation effects included. This would have application to the design studies for the Titan mission where the N 2 + CH 4 atmosphere is expected to radiate strongly [11] .
On issues of numerical implementation, the method of coupling leads to a problem in that the radiative transfer may appear in the gas dynamics energy equation as a stiff source term. It appears that we are fortunate in the present work with our choice of flow conditions but a more robust method would need to address the stiff source term issue.
