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String Stability and a Delay-Based Spacing
Policy for Vehicle Platoons Subject to Disturbances Bart Besselink and Karl H. Johansson, Fellow, IEEE Abstract-A novel delay-based spacing policy for the control of vehicle platoons is introduced together with a notion of disturbance string stability. The delay-based spacing policy specifies the desired intervehicular distance between vehicles and guarantees that all vehicles track the same spatially varying reference velocity profile, as is for example required for heavy-duty vehicles driving over hilly terrain. Disturbance string stability is a notion of string stability of vehicle platoons subject to external disturbances on all vehicles that guarantees that perturbations do not grow unbounded as they propagate through the platoon. Specifically, a control design approach in the spatial domain is presented that achieves tracking of the desired spacing policy and guarantees disturbance string stability with respect to a spatially varying reference velocity. The results are illustrated by means of simulations. 
I. INTRODUCTION
I NTELLIGENT transportation systems have the potential to increase the efficiency and safety of road transportation through the use of increased automation. Platooning, which amounts to the operation of vehicles in closely spaced groups, is a particularly relevant example in which the reduced distances between vehicles lead to a decreased aerodynamic drag and a better utilization of the road infrastructure [42] . In particular, experiments using heavy-duty vehicles have shown that the improved aerodynamics of the group leads to a reduction of fuel consumption of up to 10%, see [1] and [5] .
In order to ensure the safe operation of such platoons of closely spaced vehicles, automation of the longitudinal dynamics is required. Early works on this topic are given by [6] , [16] and many results have appeared since, see, e.g., [3] , [12] , [21] , [35] , [45] . Two fundamental aspects in the resulting behavior are, first, the spacing policy, which specifies the desired (and not necessarily static) intervehicular distance, and, second, the influence of external disturbances on the platoon formation and stability. The current paper focusses on these aspects by the development of control strategies that rely on the introduction of a novel delay-based spacing policy and a new definition of platoon stability (which will be referred to as disturbance string stability) that explicitly takes external disturbances into account.
The constant spacing policy and constant headway policy are most commonly considered in the literature, where the former requires a constant distance between two successive vehicles [37] . The constant headway policy [10] relaxes this requirement by including a dependence on the velocity of the follower vehicle. A comparison can be found in [38] , whereas nonlinear spacing policies are given in [44] . However, these spacing policies are typically employed under the implicit assumption that the platoon should track a constant reference velocity. The tracking of varying reference velocity profiles has received considerably less attention, even though this is desirable in many practical situations. An important example is given by a heavy-duty vehicle traversing a road segment with varying road topography, for which it is known that the fuel-optimal velocity profile is generally varying [9] . For a platoon traversing a hilly road segment, it is desirable for each vehicle to track the same velocity profile in the spatial domain (i.e., relative to the position on the road). This is however incompatible with the constant spacing and constant headway strategies, for which the specification on the intervehicular distance might require vehicles to accelerate while climbing a hill. As this is potentially infeasible due to limited engine power, this leads to unsatisfactory platoon behavior, as has been recognized in experiments [1] . A delay-based spacing policy is introduced in this paper that guarantees that all vehicles track the same velocity profile in the spatial domain.
Stability analysis of interconnected systems such as vehicle platoons generally relies on notions of string stability, which characterizes the amplification (or, in fact, the lack thereof) of disturbances through the group (string) of vehicles. A formal definition is given in [36] by requiring uniform boundedness of the states of all systems (see [24] for a generalization to-ward higher spatial dimensions). Alternative definitions require bounds on the amplification of perturbations as a measure of string stability, e.g., [7] , [8] , [17] , [25] , [31] , but these notions are typically only defined for linear systems. For an overview of string stability properties, see [28] . Note that these references either consider autonomous systems or interconnected systems in which only the lead vehicle in a platoon is subject to external disturbances. The practically relevant case in which each vehicle is subject to external disturbances is considered in [30] , whereas extensions are presented in [20] and [26] . However, the analysis presented in these works relies on a transfer function approach and is therefore only applicable to linear systems. Moreover, in these works, only input disturbances are considered and the effect of initial conditions is not taken into account.
In this paper, a definition of disturbance string stability for interconnected systems is introduced that explicitly includes the effects of initial condition perturbations and external disturbances on each vehicle. This notion provides a direct extension of the definition in [36] by using the input-to-state stability framework introduced in [32] . Specifically, disturbance string stability can be regarded as a uniform (over the vehicle index) input-to-state stability property and applies also to nonlinear systems. It extends the notion of leader-to-formation stability in [39] to platoons with external disturbances that are not limited to the leader.
The main contributions of this paper are as follows. First, a novel delay-based spacing policy is presented that guarantees that all vehicles in a platoon track a desired (and spatially varying) reference velocity profile. Second, the notion of disturbance string stability is introduced as a relevant stability property for interconnected systems subject to external disturbances. Third, on the basis of these definitions, a controller design method is presented that guarantees the tracking of the delay-based spacing policy and guarantees disturbance string stability with respect to the varying reference velocity. This design is performed in the spatial domain rather than the time domain, which leads to a simple design procedure that avoids the use of delay-dependent synthesis techniques. Using this controller design it is shown that string stability follows from a suitable choice of the spacing policy rather than the exact choice of the controller, which is the fourth contribution of this paper. Preliminary results on platoon control using a delay-based spacing policy can be found in [4] .
The remainder of this paper is outlined as follows. In Section II, existing spacing policies are discussed and a motivation is provided for the introduction of the delay-based spacing policy used in this paper. Next, Section III introduces the notion of disturbance string stability and provides results that guarantee disturbance string stability of platoons on the basis of local properties associated to single vehicles. A controller that tracks the desired spacing policy is discussed in Section IV and its disturbance string stability properties are shown. The results are illustrated by means of an example in Section V before conclusions are stated in Section VI.
Notation: The field of real numbers is denoted by IR, whereas IN = {1, 2, . . .}. For a vector x ∈ IR n , its Euclidian norm is given as |x| = √ x T x. Given a signal x : shorthand notation
is said to be of class K if it is strictly increasing and α(0) = 0. If, in addition, a = ∞ and α(r) → ∞ as r → ∞, it is of class K ∞ . A continuous function β : [0, a) × [0, ∞) → [0, ∞) is said to be of class KL if, for each fixed s, the function β(·, s) is of class K and, for each fixed r, β(r, ·) is decreasing and satisfies β(r, s) → 0 as s → ∞.
II. SPACING POLICIES AND MOTIVATION
The definition of the spacing policy has a crucial impact on the dynamic behavior of platoons of closely spaced vehicles. Fig. 1 illustrates the spacing between two vehicles i − 1 and i in a platoon. In the literature, several different spacing policies have been proposed, of which the constant spacing policy and the constant headway policy are the most notable. These policies are shortly reviewed in this section, providing a motivation for a novel spacing policy as analyzed in the remainder of this paper: the delay-based spacing policy.
Let s i denote the longitudinal position of vehicle i and v i its velocity. Naturally, they satisfy the kinematic relatioṅ
A spacing policy describes the desired behavior s ref,i (t) of vehicle i on the basis of its predecessor i − 1. Fig. 2 depicts the velocity of all vehicles in a platoon for the constant spacing, constant headway, and delay-based spacing policies. Here, it is assumed that the velocity of the lead vehicle v 0 (t) is prescribed and all follower vehicles track the desired behavior perfectly, i.e., s i (t) = s ref,i (t). The policies are further described next. The constant spacing policy (e.g., [37] ) takes the form
where d ≥ 0 is the desired intervehicular distance. By using the assumption s i (t) = s ref,i (t) and (1), the policy (2) implies that changes in velocity occur simultaneously in time (i.e., v i (t) = v i−1 (t)). This is also apparent from the top left graph in Fig. 2 . If the change in velocity of the lead vehicle is the result of a disturbance, it is clear that the effect of this disturbance is not suppressed throughout the string. In fact, it has been shown in [30] that disturbance attenuation cannot be obtained for any linear controller that only uses relative measurements with respect to the preceding vehicle i − 1 for the control of vehicle i. An alternative spacing policy that inherently attenuates the effect of disturbances is given by the constant headway policy (e.g., [10] , [38] ), which includes a dependence on the velocity v i as
with h > 0. By again using s i (t) = s ref,i (t) and (1), this can be written as
which shows that the desired reference position is essentially obtained by application of a first-order filter to the position of the preceding vehicle. It is this filtering, which is also apparent from the middle left graph in Fig. 2 , that is responsible for the inherent attenuation of disturbances for platoon controllers based on the constant headway policy. However, it is clear from the graphs in the right column of Fig. 2 that, for the constant spacing and constant headway spacing policies, the changes in velocity occur on different positions in space for successive vehicles in the platoon. If the velocity change of the first vehicle was due to road properties such as hills rather than small undesired disturbances, this is potentially a large disadvantage. To illustrate this, consider a platoon of heavy-duty vehicles climbing a hill. Due to limited engine power, a large gradient can cause the lead vehicle of the platoon to decrease velocity as in Fig. 2 . In this case, follower vehicles might be required to have a higher velocity on this hill (i.e., at the same location in space) when they are subject to a constant spacing or constant headway policy. This might be infeasible due to limited engine power and leads to undesired platoon behavior and increased fuel consumption, as recognized in [2] and [40] .
In this paper, a spacing policy is introduced that guarantees that vehicles track the same velocity profile in space, which avoids the aforementioned disadvantages. The delaybased spacing policy is given as
where vehicle i tracks a time-delayed version of the trajectory of the preceding vehicle, with time gap Δt > 0 (see also [22] ).
The policy (5) indeed achieves equal velocity profiles in space, as formalized in the following proposition. Proposition 1: Consider the kinematics (1) and assume s i (t) = s ref,i (t) and v i (t) > 0 for all t ∈ IR. Then, (5) holds if and only if, 1 
Proof: In order to prove the proposition, let s be a point in space and let t i (s) be the time instance when vehicle i passes that point. Note that the assumption v i (t) > 0 for all t ∈ IR guarantees that t i (s) is uniquely defined. Then, using s i (t) = s ref,i (t), (5) can equivalently be written as
for all s ∈ IR. Next, the expression of the kinematic relation (1) in spatial domain leads to
after which integration yields
for some initial position s 0 . When considering (9) for vehicles i and i − 1, the subtraction of both results and use of (7) leads to
As ( Motivated by the discussion above, the objective of this paper is the design of a controller that, first, achieves asymptotic tracking of a spatially varying common reference velocity v ref (·) and delay-based spacing policy (5) , and, second, guarantees string stability with respect to this desired trajectory and in the presence of external disturbances. In order to achieve the latter, the notion of disturbance string stability is introduced in the next section.
III. STRING STABILITY ANALYSIS WITH DISTURBANCES
Consider a platoon of automatically controlled vehicles as represented through the autonomous cascaded interconnectioṅ
x 0 = f (x 0 , 0),
where I N = {1, 2, . . . , N}. In the context of platooning, I N represents the set of follower vehicles, whereas I 0 N = {0, 1, . . . , N} includes the lead vehicle with index 0. In (11), x i ∈ IR n , i ∈ I 0 N is the state of the system and the function f : IR n × IR n → IR n satisfying f (0, 0) = 0 is assumed to be locally Lipschitz continuous in both arguments. For such systems, the notion of string stability was introduced in [36] according to the following definition.
Definition 1: The equilibrium x i = 0, i ∈ I 0 N , of the platoon (11) is said to be string stable if, for any ε > 0, there exists a δ > 0, such that for all N ∈ IN
Asymptotic string stability is defined in [36] as follows. Definition 2:
The equilibrium x i = 0, i ∈ I 0 N , of the platoon (11) is said to be asymptotically string stable if it is string stable and δ can be chosen such that
Remark 1: Definitions 1 and 2 are similar to the standard notion of Lyapunov stability, with the difference that, in the former, perturbations from the equilibrium are measured as the worst-case perturbation over all subsystems. Nonetheless, by exploiting this similarity, it follows directly that asymptotic string stability can equivalently be expressed through the existence of a functionβ of class KL and a constantc > 0, such that, for all (14) and for all t ≥ 0, see, e.g., [13] .
The notions of string stability in Definitions 1 and 2 apply to autonomous interconnected systems of the form (11) . However, in many practical situations, vehicles are subject to external disturbances. Therefore, the following nonautonomous platoon
is considered, where w i ∈ IR m , i ∈ I 0 N , represent disturbances influencing the system. Moreover, θ is taken as the independent variable in (15) , which is motivated by the observation that vehicle dynamics can be expressed in either time domain or the spatial domain. Consequently, θ can either represent time t or the spatial variable s. The latter case will be further explored in controller design in Section IV, as it provides a convenient approach for the synthesis of controllers that track the delaybased spacing policy (5) .
The following definition of disturbance string stability is introduced to address the effects of disturbances in interconnected systems of the form (15) .
Definition 3: The platoon (15) is said to be disturbance string stable if there exist functionsβ of class KL andσ of class K ∞ and constantsc > 0,c w > 0, such that, for any initial condition
the solution x i (θ), i ∈ I 0 N , exists for all θ ≥ θ 0 and satisfies
Ifc andc w can be taken asc = ∞,c w = ∞, then the platoon (15) is said to be globally disturbance string stable.
In the absence of disturbances, the definition of disturbance string stability in Definition 3 is equivalent to the notion of asymptotic string stability in Definition 2. Moreover, it extends the definition of string stability in [28] by allowing for disturbances on all vehicles rather than the lead vehicle only and explicitly captures the effects of initial conditions. It is noted that condition (17) in Definition 3 is required to hold for any string length N ∈ IN, rather than for fixed N corresponding to the length of the platoon under consideration. The invariance of the bounds under the string length is an important property, as it guarantees that the notion of disturbance string stability is scalable and allows for the addition or removal of vehicles from a string without affecting stability (see also [28] , [43] ). In fact, it states that the state trajectories remain bounded for any N ∈ IN, which prohibits the amplification of disturbances as they propagate through the platoon.
The definition of disturbance string stability in Definition 3 is based on the properties of the entire platoon. The following theorem allows for establishing disturbance string stability of the basis of local properties and is the main result of this section.
Theorem 2: Consider the platoon (15) and let each vehicle be input-to-state stable with respect to its inputs x i−1 and w i , i.e., there exist a function β of class KL, functions γ and σ of class K ∞ and constants c > 0, c w > 0, such that trajectories x i satisfy
. If the function γ satisfies γ(r) ≤γr for all r ≥ 0 and for someγ < 1, then the platoon (15) is disturbance string stable. If, in addition, the function β in (18) satisfies
for all ω, 0 < ω ≤ 1 and some q > 0, then the functionβ in (17) can be taken of the formβ(r, s) = c β β(α(r), s) for some constant c β > 0 and function α of class K ∞ . Finally, if c and c w can be chosen as c = ∞, c w = ∞, then the platoon (15) is globally disturbance string stable. Proof: The proof is given in Appendix A. Remark 2: The result in Theorem 2 ensures that the influence of the initial condition does not vanish arbitrarily slow. Roughly speaking, (19) characterizes functions β that have a convergence rate slower than θ −q (for some q > 0) and it is shown that for such β the functionβ in (17) has the same convergence rate. Even though an upper bound satisfying (19) is used when β has a faster convergence rate [see (74) in the proof in Appendix A], this ensures that the functionβ in (17) does not have arbitrarily slow convergence, which is not a priori obvious when the number of interconnected systems increases.
Remark 3: At first sight it might be surprising that a proof of Theorem 2 is required, as it is well known that the cascade interconnection of input-to-state stable systems is itself input-to-state stable. However, this standard result in, e.g., [15] , [32] , does not guarantee a priori that the class KL and class K ∞ functions that bound the behavior of the cascaded system remain bounded when the number of interconnected systems grows. For example, a cascade of (linear) systemsẋ i = −x i + 2x i−1 + w i is clearly input-to-state stable, but it can be shown that perturbations can grow unbounded as the number of subsystems N grows (consider, e.g., the static behavior for w i = 1 for all i). Theorem 2 explicitly addresses this aspect.
The result in Theorem 2 deals with subsystems that are connected through their entire states x i . However, a practically relevant case is given by systems of the form
in which the interconnection is achieved through outputs y i ∈ IR p defined as
The interconnection of the form (20)-(21) can be studied by exploiting the notion of input-to-output stability [33] . This leads to the following theorem, which can be regarded as a counterpart of Theorem 2 for systems with interconnection through the outputs. Theorem 3: Consider the platoon (20)-(21) and let each vehicle be input-to-output stable with respect to its inputs y i−1 and w i , i.e., there exist a function β y of class KL, functions γ y and σ y of class K ∞ and constants c > 0, c w > 0, such that the outputs y i = h(x i ) satisfy (20) be input-to-state stable with respect to the same inputs, i.e., there exist a function β x of class KL and functions γ x and σ x of class K ∞ such that
for any |x i (θ 0 )| < c, any
If the function γ y satisfies γ y (r) ≤γr for all r ≥ 0 and for someγ < 1, then the platoon (20)-(21) is disturbance string stable. Proof: The proof can be found in Appendix B. At first sight, the conditions in Theorem 3 seem more restrictive than those in Theorem 2, as input-to-state stability of the subsystems is required in both cases. However, the gain function γ y of the input-to-output stability property in (22) is required to be bounded as γ y (r) ≤γr for someγ < 1, whereas the gain function γ x in (23) can be arbitrarily large. Thus, Theorem 3 shows that only the gain with respect to the interconnection variables is relevant in proving disturbance string stability. In addition, this input-to-output gain γ y is typically smaller than the input-to-state gain γ x , providing less conservative results.
Remark 4: The condition (23) is required to provide a bound on the state trajectories whenever the interconnection variables y i remain bounded, which is of importance as disturbance string stability is defined on the basis of state trajectories. Here, it is remarked that input-to-state stability as in (23) can be implied by input-to-output stability as in (22) when the subsystems satisfy observability properties that are relevant in the input-to-state stability framework. The notion of input/output-to-state stability in [34] (see also [33] ) provides such a property.
IV. PLATOON CONTROL FOR DISTURBANCE STRING STABILITY
Vehicle platoons are considered in this section and a class of controllers is synthesized that achieves tracking of the delay-based spacing policy (5) and guarantees disturbance string stability. Thereto, vehicle modeling is discussed in Section IV-A, before presenting controller design in Section IV-B. The resulting closed-loop stability properties are analyzed in Section IV-C.
A. Platoon Modeling and Objectives
Consider a platoon of N + 1 vehicles, in which each vehicle satisfies the longitudinal dynamicṡ
with i ∈ I 0 N . Here, s i (t) ∈ IR denotes the position of vehicle i, such that the first equation in (24) represents the kinematic relation with velocity v i (t) :=h(ξ i (t)). The second equation with state ξ(t) ∈ IR n −1 is a general description of the remaining dynamics, which can include engine or drive train dynamics as well as low-level control systems. The input u i ∈ IR is available for the platoon control developed in this section, whereas w i ∈ IR m is the unmeasurable external disturbance. It is assumed that the functionsf : IR n −1 → IR n −1 ,g : IR n −1 → IR n −1 ,p : IR n −1 → IR (n −1)×m , andh : IR n −1 → IR are sufficiently smooth.
The dynamics (24) is taken to satisfy the following assumption, which simplifies the developments (see, e.g., [13] for a definition of relative degree).
Assumption 1: The dynamics (24) with input u i has relative degree n with respect to the output s i .
Remark 5: Vehicle models commonly considered in the analysis and control of vehicle platoons typically satisfy Assumption 1. Specifically, the second-order models used in [16] , [19] as well as third-order models (e.g., including actuator dynamics) considered in [10] , [27] , [38] are of the form (24) and satisfy this assumption.
Remark 6: The disturbances w i in (24) are taken as external disturbances, but they might as well result from modeling errors or parameter uncertainties. Moreover, even though it is assumed that all vehicles have identical dynamics (24) , the results in this paper have the potential to be extended to heterogeneous vehicle platoons. Namely, the disturbance w i might be the result of model inhomogeneity rather than external influences.
Motivated by the discussion in Section II, a controller will be synthesized that, first, achieves the desired intervehicular spacing according to the delay-based policy (5) , second, ensures tracking of a common velocity profile v ref (·) in space, and, third, guarantees disturbance string stability with respect to this velocity profile. Here, it is recalled that the first two objectives are aligned for positive velocities according to Proposition 1. Therefore, the following assumption is made on the reference velocity.
Remark 7: In addition to allowing for expressing the spacing policy (5) in the spatial domain as will be used in the remainder of this paper, the assumption v min ≤ v ref (s) for positive v min guarantees that the follower distance d i (t) = s i−1 (t) − s i (t) remains positive as long as the reference velocity is perfectly tracked. In fact, the follower distance satisfies v min Δt ≤ d i (t) ≤ v max Δt, providing a bound on the follower distance during maneuvers. Similarly, if the minimum velocity and nominal time gap Δt are chosen such that L max ≤ v min Δt, with L max the maximum vehicle length, subsequent vehicles do not collide when they perfectly track the reference velocity. It is recalled that the main benefit of platooning for (heavy-duty) vehicles, i.e., reduced aerodynamic drag, is only obtained for significantly large vehicle speeds, such that Assumption 2 is not too restrictive. In practice, the reference velocity profile v ref (·) should be designed such that the actuation constraints (i.e., bounds on traction force and braking capacity) of the vehicles are satisfied. Note that the fact that all vehicles track the same velocity profile in the spatial domain enables such design.
Under the assumption that all vehicles have a positive velocity at all times, the delay-based spacing policy (5) can equivalently be expressed in the spatial domain. Thereto, let the space s be the independent variable and denote t i (s) as the time instance at which vehicle i passes s. Then, the spacing policy (5) can be represented as Δ i (s) = 0, where Δ i denotes the deviation from the nominal time gap Δt as
for all i ∈ I N . Similarly, Δ 0 i represents the deviation from the nominal time gap with respect to the first vehicle in the platoon. As the characterization in (25) does not require analysis of timedelay systems as suggested by (5) , it is beneficial to consider controller synthesis in the spatial domain.
The vehicle dynamics (24) can be written in spatial domain by exploiting the kinematic relation (1) , which leads to
withx(s) := dx ds (s) denoting the derivative with respect to space and for all i ∈ I 0 N . Moreover
Contrary to the description in (24), the disturbance w i is assumed to be specified in space in (27) . This does not pose any limitations as this disturbance will later be characterized by its norm w i ∞ , which is independent from the choice of independent variable.
B. Platoon Controller Design
The representation of the vehicle dynamics in the spatial domain (27) will be exploited in the current section to design a class of controllers that achieve the desired objectives of tracking a (spatially varying) reference velocity and the delay-based spacing policy while guaranteeing disturbance string stability. To enable controller design, the platoon of vehicles (27) with spacing policy (25) will be represented in time gap tracking error coordinates, which will be based on a representation of the vehicles in velocity tracking coordinates. Herein, an input-output linearization approach will be exploited.
In order to achieve tracking of the reference velocity v ref (·), the velocity tracking error e 1,i as well as its space derivatives are defined, for any follower vehicle i ∈ I N , as
due to (28) . In (30) , the notation L f h(ξ) denotes the Lie derivative of h along f (albeit applied in spatial domain), see [13] , [23] for a definition. By Assumption 1, there exists a controller
that achieves input-output linearization of (27) with respect to the output h(ξ i ) and the virtual inputū i , such that the dynamics of (27) with (31) can be written as
for any vehicle i ∈ I 0 N . Here, the linear dynamics for e i = [ e 1,i · · · e n −1,i ] T is characterized by the matrices
whereas the disturbance w i influences the dynamics (32)
In (34), the argument ξ i is maintained for ease of notation, but it is noted that ξ i can be related to the states e i and reference velocity v ref through (29) and (30) . Based on the velocity tracking error e 1,i in (29), a characterization of the required spacing policy for follower vehicle i ∈ I N is introduced by defining the time gap tracking error
with 0 ≤ κ 0 < 1 and κ > 0 and where Δ i and Δ 0 i are defined in (25) and (26), respectively. It can be observed that δ 1,i presents a weighted combination of the timing error with respect to the preceding vehicle and the first vehicle in the platoon. Moreover, the additional term κe 1,i allows for the relaxation of the spacing policy when the vehicle (with index i) does not perfectly track the desired velocity reference [see (29) ] and will be shown to ensure damping of perturbations similar to the case of a constant headway strategy in (3) . Namely, the inclusion of this term induces the dynamics
as can be observed by noting thatΔ i = e 1,i − e 1,i−1 and (25) and (26)]. For later reference, the terms dependent on the preceding vehicle (with index i − 1) are collected, for any i ∈ I 0 N , as
Returning to the definition of δ 1,i in (35), additional time gap tracking error coordinates δ k,i are defined accordingly as
where k = 2, 3, . . . , n − 1 and for i ∈ I N . Then, the platoon dynamics can be equivalently represented in the timing error coordinates
where Δ i represents the desired delay-based spacing policy as in (25) and δ i = [ δ 1,i · · · δ n −1,i ] T is given through (35) and (38) . In particular, after introducing the new virtual inputũ i by substitutinḡ
into (32) , it can be shown that the dynamics of the follower vehicles i ∈ I N in timing error coordinates x i takes the form
with y i as in (37) . By recalling the dynamics for Δ i in (36) and by exploiting the definitions (35) , (38) as well as the dynamics (32) , it follows that the vector field F is given as
whereas the use of (35) and (37) yields the output equation
Finally, the rowsρ k in the matrix-valued functionρ in (40) can be obtained through the dynamics for δ i and the definition (34), leading toρ
with k = 2, . . . , n − 1. Here, it can be observed that the definition of the spacing policy δ 1,i in (35) implies that the disturbances on both the preceding vehicle and first vehicle in the platoon affect the timing error of vehicle i. As a result,w i in (40) is defined asw 
with F and H as in (41) and (42) , respectively. In (45), (37) is used for i = 0 to obtain the latter equation andw 0 = [ w T 0 0 0 ] T . It is clear that the dynamics (45) is of the same form as that of the follower vehicles in (40) .
Since the objective is to achieve the desired spacing policy for vehicle i by the design of a controller that stabilizes δ 1,i = 0, the subspace S i is introduced as
Here, x = [ x T 0 x T 1 · · · x T N ] T is the state of the platoon, where it is recalled that x i = [ Δ i δ T i ] T satisfies the dynamics (40)- (42) . In order to render S i positively invariant in the absence of disturbances, a controllerũ i = k(x i ) (i.e., a decentralized controller) is sought that achieves input-to-state stability with respect to the set S i as in (46), i.e., there exist functions β δ of class KL and σ δ of class K ∞ , such that the controlled system satisfies
where |x| S i := inf z ∈S i |x − z| represents the distance to S i .
After introducing the set X c 0 as
it can be shown that a controller exists that locally achieves (47). Lemma 4: Consider the platoon dynamics (40)-(42) resulting from the vehicle dynamics (27) and the spacing policy (35) and letũ i = Kδ i be a feedback controller in which K is chosen such that the matrix A + κBK is Hurwitz, with A and B as in (33) . Then, there exists a constantc δ > 0 such that, for any trajectory x(·) that satisfies x(s) ∈ Xc δ for all s ≥ 0, (47) holds.
Proof: The proof can be found in Appendix C. Remark 9: In the absence of disturbances, the condition (47) implies that the set S i is controlled invariant. Also, it is remarked that the invariance of S i is independent of the control input for other vehicles (with index different from i), which is the result of the choice of δ 1,i in (35) . This choice also directly determines the dynamics on the invariant set S i , which is given by the first equation in (40) .
Remark 10: The controller for vehicle i ∈ I N given by (31), (39), andũ i = Kδ i as obtained through Lemma 4 relies on state information from the preceding vehicle (with index i − 1) and, if κ 0 > 0, from the lead vehicle with index 0. In particular, this information is required for a given position s. As the lead vehicle and preceding vehicle pass some time before vehicle i, this control approach is inherently robust to (small) time delays in wireless communication, which is typically used to share this information.
Remark 11: Even though the controller designed in this section is specified in the spatial domain, that does not prohibit the practical implementation of such controller in the time domain. To illustrate this, consider the computation of the timing error Δ i (s) in (25) . Consider a vehicle i and let s i (t) be its current position (specified in the time domain). Similarly, let s i−1 (·) be the historical evolution of the position of the preceding vehicle that can be obtained through wireless communication or from radar measurements and of which a sampled version can be stored onboard vehicle i with limited memory. Then, the timing error Δ i (s) (for s = s i (t)) can be obtained by (numerically) solving the implicit equation s i−1 (t − Δt + Δ i (s)) = s i (t). Next, ifξ i (t) represents the current state of vehicle i (again specified in the time domain), then ξ i (s) =ξ i (t) with s = s i (t) and the state ξ i−1 (s) of the preceding vehicle at the same point in space can be obtained from a time-domain specificationξ i−1 (·) of its state as ξ i−1 (s) =ξ i−1 (t − Δt + Δ i (s)). Finally, it is remarked that the controller synthesis procedure of this section is constructive, allowing, in principle, for practical implementation. Future work will focus on this aspect.
C. Platoon Disturbance String Stability Analysis
The application of any controller that achieves (47) leads to a controlled platoon that is disturbance string stable when leader information is exploited, i.e., when κ 0 > 0 in (35) . This is formalized for feedback controllers of the formũ i = Kδ i in the following theorem.
Theorem 5: Consider the platoon dynamics (40)-(42) resulting from the vehicle dynamics (27) and the spacing policy (35) and letũ i = Kδ i , i ∈ I 0 N , be a feedback controller in which K is chosen such that the matrix A + κBK is Hurwitz, with A and B as in (33) . Then, the closed-loop platoon system is disturbance string stable if κ 0 > 0.
Proof: The proof is given in Appendix D.
The proof of Theorem 5 shows that (22) holds with γ y (r) = (1 − κ 0 )r and then employs Theorem 3 to guarantee disturbance string stability. As the function γ y is only dependent on κ 0 , it is clear that the result in Theorem 5 is independent of the specific controller design. Instead, the result holds for any controller that achieves (47) (i.e., that renders S i controlled invariant), indicating that the disturbance string stability property is a result of the choice of the spacing policy δ 1,i in (35) rather than the specific controller. It is also noted that Theorem 5 shows local disturbance string stability. Global string stability cannot be shown as the vehicle velocities v i =h(ξ i ) need to be strictly positive to ensure that the dynamics (27) in the spatial domain is well-defined, see (28) .
Remark 12: The controller design achieving disturbance string stability discussed in Lemma 4 and Theorem 5 is done in the spatial domain in order to obtain a delay-independent analysis of the delay-based spacing policy (5) . Nonetheless, the results obtained in this section are directly applicable to other spacing policies when the vehicle dynamics (24) is considered in time domain. Namely, the spacing errors can be defined as
providing counterparts of (25) and (26) . Then, after defining the velocity tracking error as
for a reference velocity v ref (specified in time domain) and the introduction of the spacing policy
the results of Lemma 4 and Theorem 5 directly hold. Also, it is noted that (51) represents the constant headway spacing policy (3) for κ 0 = 0.
In the absence of disturbance, i.e., w i = 0 for all i ∈ I 0 N , the sets S i in (46) are positively invariant, as follows from (47) and the controller design in Lemma 4. Consequently, the set S := i∈I 0 N S i is positively invariant as well. The dynamics on S is given by κΔ 0 (s) = −Δ 0 (s),
as follows from (40) and (45) for δ i = 0 (i.e., on the invariant set S). It is important to note that (52) is a direct consequence of the choice of the spacing policy (35) rather than the details of the designed controller. Then, on the set S, perturbations on the timing error Δ i (e.g., when Δ 0 (0) = 0) do not grow as they propagate through the string, as formally stated as follows. Proposition 6: Consider the dynamics (52) and initial conditions satisfying Δ i (0) = 0 for all i ∈ I N . Then, for all i ∈ I N , the timing errors Δ i satisfy
Proof: Let i ∈ I N and define the function V (Δ i ) := 1 2 κΔ 2 i . Then, the differentiation of V with respect to space and along trajectories of (52) yields
where the latter equality can be checked by completing the squares. The integration of (55), hereby recalling that Δ i (0) = 0 and noting V (Δ i (s)) ≥ 0, leads to the result (53). It is remarked that (53) essentially represents a string stability property using L 2 signal norms [29] , albeit with space as the independent variable. Contrary to the case of disturbance string stability in Theorem 5, the stability property in Proposition 6 guarantees that perturbations do not grow unbounded even in the case of absence of leader information (i.e., κ 0 = 0).
V. EVALUATION
In order to evaluate the platooning controller design procedure discussed in Section IV, the vehicle dynamics (in time domain)ṡ
is considered. Here, s i , v i , and a i represent the vehicle position, velocity, and acceleration, respectively. It is easily seen that (56) is of the form (24) with ξ i = [ v i a i ] T and satisfies Assumption 1. The model (56) extends the vehicle model considered in, e.g., [27] , [35] , by the inclusion of external disturbance w i . It is noted that the approach introduced in this paper allows for more general nonlinear models that include, e.g., aerodynamic effects and engine dynamics. Examples of such detailed vehicle models can be found in [14] and [41] . Following the motivation in Section II, a delay-based spacing policy is considered and a controller according to Section IV is synthesized in the spatial domain. To this end, it is noted that the velocity tracking errors (29) , (30) for the dynamics (56) in spatial domain read
Here, it is noted that (58) is related to the acceleration of the vehicle, albeit expressed in the spatial domain. Then, the feedback linearizing controller in (31) is given as
after which (39) and the feedbackũ i = Kδ i in Lemma 4 read
with δ i as in (35) and (38) . The nominal parameters of the vehicle model (56), spacing policy (35) , and controller are given in Table I . As κ 0 > 0, vehicles exploit information from both their predecessor and the platoon leader. The tracking of a reference velocity profile v ref satisfying Assumption 2 is considered in Figs. 3-5 , where initial conditions are randomly generated perturbations of the equilibrium. By control design, this equilibrium satisfies Δ i = 0 and δ i = 0 for all I 0 N , as can be observed in (40) [see also (45) in Remark 8 for the lead vehicle]. By the definitions of Δ i in (25) and δ i,1 in (35), it follows that the velocity error e i,1 satisfies e i,1 = 0 at Fig. 4 . Timing errors Δ i as in (25) for the first follower vehicle (black) and the remaining follower vehicles (gray) corresponding to the case in Fig. 3 . this equilibrium, such that the desired velocity profile is tracked. In the absence of disturbances (i.e., w i = 0), it follows from Theorem 5 that this equilibrium is asymptotically stable. This is also observed by the tracking of the reference velocity in Fig. 3 , whereas Fig. 4 shows that the desired spacing policy is obtained. It is recalled that these objectives are compatible through Proposition 1. Finally, it is clear from the input signals in Fig. 5 that all vehicles have the same behavior in the spatial domain.
In order to illustrate that the tracking of a spatially varying reference velocity is a distinguishing feature of the delay-based spacing policy, the constant headway policy is considered as an alternative. In particular, the spacing policy (51) in Remark 12 is considered, even though (50) is replaced by e 1,i 
to target tracking of the spatially varying reference velocity. For this spacing policy, a controller is synthesized in time domain according to the discussion in Remark 12, where the parameters in Table I are adapted to give the same time scales as the controller used in Figs. 3 and 4 for a nominal velocity of v nom = 20 m/s.
The results of this time domain controller using a constant headway strategy are depicted in Figs. 6-8. It can be observed that this controller indeed achieves the stabilization of the desired equilibrium point as long as the reference velocity is constant. However, it is clear from Fig. 6 that the vehicles do not accurately track the desired reference velocity (defined in the spatial domain). Moreover, the change in reference velocity leads to a perturbation in the achieved spacing as well, as depicted in Fig. 7 , with the control inputs in Fig. 8 . Even though emphasis can be put on either the tracking of the reference velocity or the desired spacing through the choice of the parameter Fig. 6 . Velocities v i for the lead vehicle (black) and N = 5 follower vehicles (gray) for the constant headway gap policy (51). The same case as in Fig. 3 is considered. Moreover, the parameter values for (51) and the controller are chosen such that the resulting time scales equal to that of the controller for the delay-based policy in Fig. 3 when a nominal velocity of v n om = 20 m/s is used. κ in (51), it is stressed that an increase in tracking performance of the reference velocity will lead to a less accurate tracking of the spacing policy (and vice versa). Namely, the tracking of a spatially varying reference velocity is fundamentally incompatible with the simultaneous tracking of a constant headway policy, as discussed in Section II. Consequently, the use of alternative control strategies will not mitigate this effect.
Returning to the case of the delay-based spacing policy, Fig. 9 shows the velocities v i of N + 1 = 51 vehicles subject to a common disturbance, hereby again using the parameter values in Table I . As the disturbance is bounded, the results of Theorem 5 hold and the platoon is disturbance string stable as in Definition 3. Consequently, there is a uniform (over the platoon index) bound on the deviations from the equilibrium (given by Δ i = 0 and δ i = 0, for which v i (s) = v ref (s)), as can also be observed in Fig. 9 . Next, the maximum velocity errors e 1,i for a platoon with N = 80 follower vehicles are depicted in Fig. 10 for varying values of κ 0 . Here, the same disturbance as in Fig. 9 is considered. As stated in Theorem 5, there are uniform bounds on the velocity errors when κ 0 > 0, i.e., when information of the lead vehicle is shared with all other vehicles in the platoon. It is noted that the case κ 0 = 0 indeed leads to unbounded velocity errors for growing platoon size (i.e., an absence of disturbance string stability). This indicates that the results of Theorems 3 and 5 are not conservative.
VI. CONCLUSION
The control of vehicle platoons was considered in this paper, hereby exploiting a novel delay-based spacing policy that guarantees that all vehicles in the platoon track the same velocity profile in the spatial domain. This property is particularly relevant for vehicles that track a spatially varying velocity profile, such as heavy-duty vehicles driving over hilly terrain. The influence of external disturbances was addressed by the introduction of disturbance string stability. A controller was designed that tracks a reference velocity profile, maintains the desired spacing policy, and achieves disturbance string stability. In fact, it was shown that string stability is the result of the spacing policy rather than the specific controller design.
Even though homogeneous vehicle platoons were considered, the controller design approach presented in this paper has the potential to be applicable to heterogeneous vehicle platoon as well. Apart from being supported by the notion of disturbance string stability, the result that the details of controller design are less crucial than the chosen spacing policy suggests that nonidentical vehicles can be considered as long as a common spacing policy is adopted. Also, it is remarked that the space-based control approach taken in this paper can be particularly relevant for the lateral control of vehicles in a platoon, as road features such as corners are specified in the spatial domain rather than time domain. Future work will focus on these aspects as well as on the practical implementation of controllers designed in the spatial domain (and potentially in the presence of measurement errors). Another interesting direction for future research is the extension of the controller design to vehicle platoons with general interconnection topology, as can be enabled by wireless communication.
APPENDIX

A. Proof of Theorem 2
The theorem will be proven in two steps. First, it will be shown that all x i (θ) are bounded for all θ ≥ θ 0 and, second, the bound of the form (17) will be shown.
In order to prove the boundedness of x i (θ), constantsc and c w satisfying 0 <c < c and 0 <c w < c w are introduced. A specific choice forc andc w will be made later. Now, taking initial conditions |x i (θ 0 )| <c and disturbances w i bounded as w i [θ 0 ,∞) ∞ <c w , it is noted that (18) gives
for all i ∈ I N whenever x i−1 ∞ < c. Moreover, it is noted that, due to the structure of the interconnection in (15) , the bound for system i = 0 reads
Then, it can be concluded that the recursive application of (61) and the use of (62) yields
for all i ∈ I 0 N . By the properties of the class KL function β, it directly follows that β(|x j (0)|, 0) ≤ β(sup k ∈I 0 N |x k (0)|, 0) for any j ∈ I 0 N , so that a uniform bound is obtained on all terms that depend on the initial condition. A similar bound can be obtained on σ( w j
which follows from noting that the sum in (64) represents a geometric series with 0 <γ < 1. The use of these bounds in (63) gives
for all i ∈ I 0 N and all N ∈ IN. Here, it is stressed that (65) represents a uniform bound on state perturbations for all systems in a possibly (countably) infinite interconnection. Moreover, when the constantsc < c andc w < c w are taken to satisfy β(c, 0) + σ(c w ) < (1 −γ)c, it is clear that x i ∞ < c for all i ∈ I 0 N and the derivation above is consistent with the assumptions in the statement of the theorem.
For future reference, the function δ and constant Δ [θ 0 ,θ] are introduced as
such that (65) can be written as x i θ] . Note that the function δ is of class K. It remains to be proven that there exists an estimate of the form (17) , in which the influence of the initial condition vanishes as θ → ∞. To this end, consider system i ∈ I 0 N and let {ϑ i
be a sequence that satisfies
Then, consider the trajectories of systems with indices j ≤ i in the time interval [ϑ i j +1 , θ] by applying (18) , hereby using the bound on its initial condition at ϑ j . This yields the bound
for all j ≤ i ∈ I N , whereas the bound for j = 0 reads
Similar to before, the recursive application of (69) and the use of (70) can be shown to lead to
Here, it is recalled that the choice of the parametersc andc w guarantees that x i ∞ < c, enabling the repeated application of (18) .
In order to show that the first term on the right-hand side of (71) can be bounded by a function of class KL, the sequence {ϑ i j } i+1 j =0 is chosen as
for any 0 ≤ j ≤ i. Here, 0 <ω < 1 is a parameter that will be specified later. 
Using the fact that β(r, s) ≤ φ(r, s) for all r, s ≥ 0 and the choice of the intervals (73), the first term on the right-hand side of (71) can be bounded as
where the property (75) is used to obtain (77). Here, it is noted that 0 < (1 −ω)ω 1+i−j < 1 for any 0 ≤ j ≤ i asω satisfies 0 <ω < 1, such that (75) can indeed be applied. Even though (78) provides a time-dependent upper bound, it is not yet of the form (17) due to the appearance of the norm |x j (ϑ i j )|. Therefore, it is recalled that this norm can be bounded through (65), which, by using the notation (66), (67), gives
Next, it is remarked that the parameterω satisfying 0 <ω < 1 can be chosen, such thatγ <ω q < 1, which follows from the property 0 <γ < 1. Using this choice, the functionβ defined asβ
is well defined, of class KL, and satisfies
where the inequality follows by noting that the sum at the lefthand side of (81) represents a convergent series due to 0 <γ < ω q . Now, after the substitution of (79) in (78) and the use of the upper bound (81), as well as the observation that
, it follows that (71) can be bounded as
where the bound on the disturbance-dependent terms in (71) follows from (67). It is noted that the bound (82) holds for any i ∈ I 0 N and all N ∈ IN and thus presents a uniform bound as in the definition of disturbance string stability.
In order to address the appearance of Δ [θ 0 ,θ] in the argument of the class KL functionβ in (82), it is recalled that |x i (θ)| also satisfies the bound (65). It is therefore natural to consider the tightest of the bounds (65) and (82) through the introduction of the function
where the subscript in Δ [θ 0 ,θ] is omitted for ease of exposition. In particular, the function κ satisfies
for any function α of class K ∞ (see [11] ). By selecting any of the two terms in the minimum in the definition of κ in (83), the inequality (84) leads to
Here, the functionβ is defined asβ(r, ϑ) :=β(δ(r) + α −1 (r), ϑ) withβ as obtained through (80) and (74). As a result,β is of class KL. Moreover, by using the definition of Δ = Δ [θ 0 ,θ] in (67) it follows thatσ is given byσ(r) = (id + δ • α)((1 −γ) −1 σ(r)) with δ as in (66) and where id denotes the identity function satisfying id(r) = r for all r ≥ 0. Then,σ is of class K ∞ . It is recalled that the bound (86) applies to any initial condition satisfying |x i (θ 0 )| <c and disturbance w i satisfying w i ∞ < c w and holds for all i ∈ I 0 N and all N ∈ IN. As a result, the first statement in Theorem 2 is proven. The second statement follows by noting that (19) implies φ = β in (74) and the definition (80). Finally, it can be easily observed that the results obtained in this proof hold globally when c = ∞ and c w = ∞, proving the third statement.
B. Proof of Theorem 3
The proof of this theorem will rely on the ideas developed in the proof of Theorem 2.
Thereto, constantsc andc w are introduced satisfying 0 <c < c and 0 <c w < c w . Then, the recursive application of (22) for θ = θ 0 , hereby taking initial conditions |x i (θ)| <c and disturbances w i <c w , yields
for all i ∈ I 0 N and N ∈ IN, analogous to (65) in the proof of Theorem 2. Then, the substitution of (87) in (23) leads to a bound on trajectories x i as
where the functions δ and Δ of class K ∞ are given as
In the derivation of (89) and (90), the property γ x (r 1 + r 2 ) ≤ γ x (2r 1 ) + γ x (2r 2 ) is used. Now, choosing the constantsc < c andc w < c w to satisfy δ(c) + Δ(c w ) < c ensures that conditions in the statement of the theorem hold.
In order to show that the effect of initial condition vanishes as θ → ∞, the ideas in the proof of Theorem 2 are adopted. Namely, analogous to (82) in Appendix VII, there exists a functionβ y of class KL such that |y i (θ)| ≤β y δ sup j ∈I 0 N |x j (θ 0 )| + Δ sup
Here, (88) is used to bound estimates of the initial conditions. As in the proof of Theorem 2, (91) is a uniform bound and it holds for all i ∈ I 0 N and all N ∈ IN. Next, in order to combine the bounds (87) (89) and (90), respectively. Now, the proof can be finalized by noting that the substitution of (93) in (23) leads to a bound of the form (17) through the use of standard results on the cascade interconnection of input-tostate stable systems (see, e.g., [15] , [32] ).
C. Proof of Lemma 4
In order to prove the lemma, it is first noted that |x| S i = |δ i |. Then, after introducing the function V (x) = δ T i P δ i for some P = P T 0, it is clear that α 1 (|x| S i ) ≤ V (x) ≤ α 2 (|x| S i ) for some functions α 1 , α 2 of class K ∞ .
By asymptotic stability of the matrix A + κBK, it follows that P can be chosen to satisfy (A + κBK) T P + P (A + κBK) ≺ −I
where it is noted that controllability of the pair (A, B) [see (33) ] ensures that an asymptotically stabilizing feedback matrix K exist. Then, after substitutingũ i = Kδ i in (40), the space differentiation of V along the trajectories of the resulting controlled platoon system yields
At this point, it is noted that x ∈ Xc δ for somec δ > 0 implies that the velocity tracking errors e 1,i are bounded for all i ∈ I 0 N , as follows from their relation to the state in (35) . In fact, there existsc δ such that the velocities v i satisfy v i > 0 for all x ∈ Xc δ , as follows from (29) and Assumption 2. Then, the functions in (28) are well defined and smooth, which implies by the definition (34) thatρ in (43) and (44) is smooth. As this function is evaluated on the compact set Xc δ , it follows that there exists a constant c ρ > 0, such that ρ(ξ i , ξ i−1 , ξ 0 ) < c ρ . The substitution of this bound in (96) yields, for any α satisfying
which leads to the implication
Following [18] , (98) implies the result (47), finalizing the proof of this lemma.
D. Proof of Theorem 5
In order to prove the theorem, it will first be shown that any controller that achieves (47) guarantees disturbance string stability. Then, a constantc δ and the set Xc δ will be considered for which the feedback controllerũ i = Kδ i achieves (47) through Lemma 4. In this case, it will be shown that there exist a set of initial conditions and set of disturbances that ensure that Xc δ is invariant, thus satisfying the conditions of Definition 3.
In order to obtain a tight upper bound on the input-to-output gain of (40) with input y i−1 and output y i , the solution of the dynamics for Δ i in (40) (100)
Then, by noting that |δ 1,i | ≤ |δ i | = |x| S i , it can be observed that the use of a controller that satisfies (47) leads to a bound on Δ i of the form 
for some functions β Δ of class KL and σ Δ of class K ∞ . Next, the output equation in (40) yields
such that the substitution of the bounds for Δ i in (101) and δ i in (47) implies input-to-output stability of (40) subject to any controller that satisfies (47). Specifically, the disturbances w i act as inputs and a bound of the form (22) holds with γ y (r) = (1 − κ 0 )r. Similarly, by noting that |x i | = |Δ i | + |δ i |, input-to-state stability of (40) follows and a bound of the form (23) holds. Then, by Theorem 3, the platoon given in (40) with a controller satisfying (47) is disturbance string stable. Next, consider the specific feedback controllerũ i = Kδ i as in the statement of Lemma 4. By this lemma, there exists a constant c δ such that the controller achieves input-to-state stability with respect to the set S i as in (47) for trajectories satisfying x(s) ∈ Xc δ for all s ≥ 0. Consequently, the results on disturbance string stability in Theorem 3 hold for these trajectories, as shown in the first part of this proof. However, it is noted that the constants c (c <c δ ) and c w in the statement of Theorem 3 can be chosen such that the constantsc andc w in (16) in the definition of disturbance string stability satisfyβ(c, 0) +σ(c w ) <c δ . In this case, the set Xc δ is invariant and the conditions in Lemma 4, which are required for controller design, indeed hold. As a result, the feedback controllerũ i = Kδ i (when implemented for all i ∈ I 0 N ) achieves disturbance string stability, proving the theorem.
