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RESUMEN:  El  análisis  de  series  de  tiempo  y  la  predicción  de  variables  económicas  son  tópicos  centrales  de 
investigación en el campo de la energía. En este artículo, se revisan los principales aspectos del lenguaje R para el 





field.  In  this  paper,  we  review  the  main  aspects  of  the  R  language  for  statistical  computing,  and  we  stress  the 







carbón,  biocombustibles,  etc.)  son  dos  de  los 
principales ejes de  investigación de  la economía 
energética; las metodologías utilizadas provienen 
de  diversos  campos  del  conocimiento  que 
incluyen,  entre  otros,  la  economía,  la 
econometría,  la  investigación de  operaciones, 
la  estadística  y  las  finanzas.  Gran  parte  del 
análisis  está  centrado  en  descubrir  y 
entender la relación entre diferentes variables así 
como su  dinámica,  a partir de la información 
histórica.  Véase  por  ejemplo  [1]  [2] [3]. 
En  contraste,  el  pronóstico  de  series  de  tiempo 
está  mucho  más  relacionado  con  las  decisiones 
de  inversión y  las finanzas.  Tras la liberación y 
desregulación  de  muchos  mercados  energéticos 
en el mundo, el análisis y la predicción de series 
de  precios  de  la  energía  han  cobrado  una 
innegable  importancia,  pues  estos  mercados  se 
comportan de forma volátil. Ya que la energía es 
un insumo de todas las economías, el pronóstico 
de  precios  de  los  mercados  energéticos  es 
importante, no sólo para la toma de decisiones en 
los  mercados  de  energía,  sino  para  la  toma  de 
decisiones  en  otros  sectores  económicos;  por 
ejemplo,  en    [4]  se  demuestran  que  los  precios 
del  petróleo  son  una  variable  explicativa  de  los 
movimientos de  la  tasa de cambio entre el dólar
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americano  y  las  monedas  de  las  principales 
economías  mundiales.    No  resulta  sorprendente 
que se hayan realizado numerosas publicaciones 
en  el  área  de  la  predicción  de  precios  y  de  la 
demanda de energía[5][6][7]. 
Consecuentemente,  los  investigadores  y 
profesionales,  que  trabajan  en  el  área  de  la 
económica  energética,  deben  desarrollar 
destrezas  y  competencias  en  el  uso  de 
herramientas  computacionales  que  permitan 
abordar  estas  tareas.    No  obstante,  también  es 
necesario  contar  con  herramientas, 
suficientemente  flexibles  y  potentes,  que 
faciliten  la  aplicación  de  nuevos  paradigmas  y 
metodologías.   Aunque  la  variedad  de  paquetes 
de  cómputo para  el  análisis  de  series  de  tiempo 
es  grande  (por  ejemplo,  SAS,  SPSS,  Eviews, 
RATS,  Stata  o  Matlab),  nuestra  experiencia 
profesional y docente  indica que  el uso de  estos 
programas  entre  los profesionales del área de  la 
energía es limitado por factores como el costo de 
las licencias de software y por la complejidad del 
software  disponible.    A  diferencia  de  otras 
herramientas,  R  (The  R  Project  forStatistical 
Computing)  es  un  software  libre,  popular  en  la 
comunidad  estadística  y  lo  suficientemente 
flexible  y  potente  para  analizar  y  predecir  el 
comportamiento  de  las  variables  económicas  y 
financieras  usadas  en  mercados  energéticos. 
Este  artículo busca difundir  el  proyecto R  en  la 
comunidad  de  profesionales  en  mercados  de 
energía y para esto, se ilustran las capacidades de 
R en uno de los problemas más frecuentes de los 




actividades  más  realizadas  en  el  área  de  la 
energía.    La  predicción  de  estas  variables  por 
medio de modelos de series de tiempo y modelos 
de  mercado  se  aplica  en  la  planeación  y 
evaluación  de  inversiones,  en  la  valoración  de 
los  recursos  y  el  análisis  de  estrategias 
comerciales  entre  otras.    A  diferencia  de  otros 
mercados  de  materias  primas  y  financieros,  los 
precios  en  los  mercados  energéticos  suelen 
determinarse  en  mercados  locales  y  regionales 
(con  excepción  del  petróleo  y  el  carbón),  como 
resultado  de  la  dificultad  o  imposibilidad  para 
almacenar la energía y porque se necesitan redes 
de  transmisión  para  arbitrar  las  diferencias  de 
precios.    Como  consecuencia  de  estas 
particularidades,  los modelos para  la predicción 
y  análisis  de  series  de  tiempo  en  mercados 
energéticos,  así  como  la  interpretación  de  los 
resultados,  difieren  de  los  de  otros  tipos  de 
mercados. 
Ya  que  las  herramientas  computacionales 
existentes son muy generales, este artículo busca 
mostrar  a  los  profesionales  e  investigadores  en 
mercados  energéticos  cómo utilizar un  software 
libre y flexible para satisfacer sus necesidades de 
predicción  y  análisis  de  series  de  tiempo. 
Además  de  ilustrar  las  capacidades  de  la 
herramienta  R  y  de  guiar  el  aprendizaje,  los 
ejemplos  que  presentamos  muestran  las 
diferencias  entre  el  modelamiento  de  las  series 
de  los  mercados  de  energía  y  las  de  otros 
mercados financieros y de materias primas;  este 
conocimiento  es  crucial  para  aplicar 
correctamente  cualquier  metodología  e 
interpretar sus resultados. 
El  lenguaje  R  posee  una  amplia  variedad  de 
herramientas  generales  para  el  análisis  y 
pronóstico  de  series  de  tiempo.  No  obstante, 
muchas  de  las  funciones  están  dispersas  en 
diferentes paquetes, por lo que su uso se dificulta 
para  el  usuario  no  experto.  Por  esta  razón,  el 
segundo  objetivo  de  este  artículo,  es  ilustrar  el 
uso  de  las  principales  herramientas  disponibles 
para el análisis y predicción de series de tiempo 
que  son  de  interés  para  el  profesional  y  el 
investigador  en  el  campo  de  los  sistemas 
energéticos. 
Para  cumplir  con  los  objetivos  planteados,  el 
resto  de  este  artículo  está  organizado  así:  en  la 
Sección 2, se realiza una descripción general de 
las  fuentes  de  información  y  las  características 
del  lenguaje  R.  En  la  Sección  3,  se  presentan, 
discuten  y  ejemplifican  las  funciones  más 
importantes  para  el  análisis  y  la  predicción  de 









S  y  S­plus  son  lenguajes  de  muy  alto  nivel 
diseñados  para  [12]:La  exploración  y 
visualización  de  datos;  el  modelado  estadístico; 
y la programación con datos. 
2.1  Adquisición y licencia 
El  entorno  R  es  un  software  libre  en  código 
fuente  bajo  la  definición  dada  en  la  licencia 
GNU  (General  PublicLicence)  de  la  FSF  (Free 
Software  Fundation),  el  cual  puede  ser 
descargado  de  la  Internet  ya  sea  como  código 
fuente  o  como  un  ejecutables  para  los  sistemas 
operativos  Linux  (Debian,  Redhat,  SUSE  o 
Ubuntu),  Windows  o  MacOS.  A  la  fecha  de 
escritura de este artículo se encuentra disponible 
la  versión  2.11.0.  El  entorno  y  todo  el  material 
complementario    pueden  ser  descargados  del 
sitio    http://www.r­project.org/  o  en  cualquiera 
de  los  servidores  web  o  ftp  pertenecientes  a 
CRAN. 
2.2  Inter faz de usuar io 
La  interacción  con  el  usuario  se  basa  en  una 
interfaz  de  línea  de  comandos,  que  es  bastante 
apropiada  para  la  manipulación  interactiva  de 
datos por parte  de usuarios  experimentados. No 
obstante,  la  falta  de  una  interfaz  gráfica  de 
usuario  más  elaborada  frena  a  los  nuevos 
usuarios,  ya  que  es  necesario  un  entrenamiento 
básico.  En  respuesta  a  esta  falencia,  se  han 
diseñado interfaces alternativas de usuario con el 
ánimo  de  facilitar  el  uso  del  entorno.  Entre  las 




En  su  gramática,  la  sintaxis  del  lenguaje  R  es 
similar a la de C y C++ [15], pero su semántica 




aplicar  reglas  de  sustitución  y  evaluar  expresiones. 
R  es  un  lenguaje  orientado  a  objetos,  tal  que, 
inclusive  los  tipos  de  más  básicos  datos,  tales 
como:  booleanos,  enteros,  reales,  caracteres, 
vectores,  matrices,  listas  y  hojas  de  datos  son 
objetos mismos.  Esta  característica  permite  que 
el  usuario  interactúe  de  forma  transparente,  ya 
que  las  llamadas  se  realizan  a  funciones 
genéricas,  como  print,  summary  o  plot,  las 
cuales  determinan  internamente  que  método 
debe  ser  llamado  dependiendo  de  la  clase  de 





adiciona  nuevos  elementos.   Adicionalmente, R 
el usuario puede definir  sus propias clases y  los 
métodos asociados a ellas [15]. 
Varias  razones  explican  la  popularidad  del 





incluir  rutinas  compiladas  en  los  lenguajes 
Fortran, C y C++. 
2.4  Información disponible 
La  información  sobre  el  entorno  y  sus 
aplicaciones  es  abundante,  destacándose  las 
publicaciones arbitradas y seriadas en las que se 
describen nuevos paquetes y sus funcionalidades 
como  “The R  Journal”  y  “Journal  of  Statistical 
Software”. 
3  FUNCIONES  DISPONIBLES  PARA 
EL  ANÁLISIS  Y  LA  PREDICCIÓN  DE 
SERIES DE TIEMPO 
El  lenguaje  R  ha  sido  utilizado  intensivamente 
para  ilustrar  diferentes  metodologías  de  análisis 
y  predicción  de  series  de  tiempo 
[20][21][22][23][24]. Tambien existe material de 
referencia general; véase [18][19][25][26]. 
Las  funciones  disponibles  para  el  análisis  de 
series  de  tiempo  se  encuentran  agrupadas  en
290  Velásquez et al 
paquetes desarrollados por diferentes autores, los 
cuales  pueden  ser  instalados  desde  la  barra  de 
menú  “paquetes/Instalar  paquete(s)…”.    Los 
paquetes  deben  ser  cargados  manualmente  en 
cada  sesión  mediante    la  opción  “Cargar 
paquete…” del menú “Paquetes” o a través de la 
función  library().    Los  principales  paquetes 
disponibles  para  el  análisis  y  la  predicción  de 
series  de  tiempo  se  encuentran  listados  en  la 





La  unidad  fundamental  de  información  es  el 
objeto  time­series,  creado  con  la  función  ts(); 
este almacena  la  información relacionada con  la 
secuencia  de  datos  como  tal,  su  periodo,  el 
momento  en que ocurre  la primera  información, 
etc. En el siguiente fragmento de código,  se crea 
























































El  diseño  del  sistema  permite  que  funciones 
generales  como  plot(),  line(),  points()  o  sqrt() 
puedan  ser  aplicadas  a  un  objeto  time­series; 
adicionalmente,  existen  funciones  específicas 
que operan directamente sobre él 
Funciones  como  filter()  o  lag()  permiten 
transformar la serie de tiempo. Véase la Tabla 2; 
detalles y opciones específicas para cada función 
pueden  obtenerse  consultando  el  sistema  de 
ayuda.  Por ejemplo, en la Figura 1 se grafica la 
variable  gasdem,  y  su  tendencia de  largo plazo, 







La  gráfica  presentada  (Figura  1)  muestra  la 
presencia  de  un  fuerte  patrón  estacional, 
consistente  con  la  dependencia  del  consumo  de 
gasolina  de  la  temperatura  promedio,  tal  como 
describen  en  [27],  así  como  una  tendencia 
creciente, resultado del crecimiento del ingreso. 
La entrada de los datos no está limitada a la línea 
de  comandos,  de  tal  manera  que  se  puede 
acceder  a  información  almacenada  en  archivos
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gráficos  de  las  funciones  de  autocorrelación 
simple  y  parcial;  no  obstante,  cuando  hay 
presencia  de  no  linealidades,  tanto  en  la  media 
como  en  la  varianza,  se  deben  utilizar  otras 
herramientas exploratorias. 
En  la  Tabla  3,  se  resumen  y  describen  las 
principales funciones disponibles para el análisis 
exploratorio  de  una  serie  de  tiempo.  Para 
ejemplos detallados véase [20][21], [22][23]. 
3.3  Especificación y pronóstico 
Existen  varios  modelos  disponibles  para  el 
modelado  y  el  pronóstico  de  series  de  tiempo. 
Estos  abarcan  desde  aproximaciones  más 
tradicionales  como  los  modelos  de  suavizado 
exponencial    y modelos ARIMA (paquetes stats 
y  forecast),  hasta modelos  no  lineales  en media 
como  las  redes  neuronales  autoregresivas  y 
modelos  de  transición  de  regímenes  (paquete 
tsDyn),    y  los modelos de varianza condicional. 
En la Tabla 4, se listan las principales funciones 
para  crear  modelos  de  predicción  y  el 




encuentra  sobrecargada  con  una  versión 




En  el  caso  de  los  modelos  ARIMA,  la  función 
auto.arima()  realiza  una  búsqueda  entre  un 
conjunto  de  posibles  modelos  y  selecciona  el 







forecast  Métodos  y  herramientas  para  visualizar  y  realizar  pronósticos  de  series  de  tiempo 








































Figure 1. Plot of the gasoline demand time series dataset and trend 
Esta  es  una  clara  ventaja,  ya  que  la  correcta 
especificación  de  un  modelo  ARIMA  es  una 
tarea  difícil,  aún más  cuando  la  dinámica  de  la 
serie de tiempo es compleja; por ejemplo, para la 
serie  de  ejemplo  utilizada,  debería  considerarse 
un  modelo  SARIMA(p,  d,  q)(P,  D,  Q)m  [o 
ARIMA  estacional],  donde  los  valores  de  los 
parámetros  son  escogidos  a  partir  de  la 
experiencia del modelador. 
El  valor  retornado  por  auto.arima()  puede  ser 
usado directamente para generar el pronóstico de 
la  serie de  tiempo utilizada.   En  la Figura 2(a), 
se presenta la comparación entre la serie real y el 
pronóstico  obtenido  usando  la  función 
auto.arima().  Para  la  información  disponible 
desde  el  principio  de  la  serie hasta 1973(12),  el 
pronóstico  corresponde  a  la  predicción  del  mes 
actual  utilizando  como  entrada  al  modelo  la 
información  real;  a partir  de 1974(1),  inclusive, 
se  realizó  el  pronóstico  con  un  horizonte  de  24 


























































El  pronóstico  de  la  demanda  también  puede 
obtenerse  usando  suavizado  exponencial  de 




















Uno  de  los principales  campos  de  investigación 
en  mercados  energéticos  es  el  modelado  de 
diferentes series que  incluyen  los precios de  los 
energéticos, su demanda en diferentes escalas de 
tiempo y muchas otras series relacionadas, con el 
fin  de  comprender  mejor  los  diferentes  hitos 
históricos  que  explican  sus  fluctuaciones  en  el 
tiempo.  Además  de  comprender  el 
comportamiento de las series, desde un punto de 
vista  pragmático,    deben  desarrollarse  modelos 
que para pronosticar su evolución. 
El lenguaje R para la computación estadística es 
un  paquete  gratuito  que  provee  muchas  de  las 
herramientas  necesarias  para  estudiar  dichas 
series de interés. En este artículo se ha realizado 
una  introducción  a  dicho  entorno  de  cómputo, 
haciendo  énfasis  en  las  principales  fuentes  de 
información  detallada,  así  como  también  en  los 
principales paquetes y funciones necesarios para 
realizar  las  tareas  de  modelado  y  predicción. 
Los  principales  objetivos  de  este  artículo  son: 
dar  a  conocer  al  lector  dicha  herramienta  de 
trabajo, ilustrando su potencialidad en el área de 
la  econometría  energética;    y  facilitar  las 
primeras experiencias en su uso al presentar una 




shocks  and  stock  markets  in  the  U.S.  and  13 
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