This paper presents a source/resonator model of hammer-string interaction that produces realistic piano sound. The source is generated using a subtractive signal model. Digital waveguides are used to simulate the propagation of waves in the resonator. This hybrid model allows resynthesis of the vibration measured on an experimental setup. In particular, the nonlinear behavior of the hammer-string interaction is taken into account in the source model and is well reproduced. The behavior of the model parameters (the resonant part and the excitation part) is studied with respect to the velocities and the notes played. This model exhibits physically and perceptually related parameters, allowing easy control of the sound produced. This research is an essential step in the design of a complete piano model.
INTRODUCTION
This paper is a contribution to the design of a complete piano-synthesis model. (Sound examples obtained using the method described in this paper can be found at www.lma.cnrs-mrs.fr/∼kronland/JASP/sounds.html.) It is the result of several attempts [1, 2] , eventually leading to a stable and robust methodology. We address here the modeling for synthesis of a key aspect of piano tones: the hammerstring interaction. This model will ultimately need to be linked to a soundboard model to accurately simulate piano sounds.
The design of a synthesis model is strongly linked to the specificity of the sounds to be produced and to the expected use of the model. This work was done in the framework of the analysis-synthesis of musical sounds; we seek both reconstructing a given piano sound and using the synthesis model in a musical context. The perfect reconstruction of given sounds is a strong constraint: the synthesis model must be designed so that the parameters can be extracted from the analysis of natural sounds. In addition, the playing of the synthesis model requires a good relationship between the physics of the instrument, the synthesis parameters, and the generated sounds. This relationship is crucial to having a good interaction between the "digital instrument" and the player, and it will constitute the most important aspects our piano model has to deal with.
Music based on the so-called "sound objects"-like electro-acoustic music or "musique concrète"-lies on synthesis models allowing subtle and natural transformations of the sounds. The notion of natural transformation of sounds consists here in transforming them so that they correspond to a physical modification of the instrument. As a consequence, such sound transformations calls for the model to include physical descriptions of the instrument. Nevertheless, the physics of musical instruments is sometimes too complicated to be exhaustively taken into account, or not modeled well enough to lead to satisfactory sounds. This is the case of the piano, for which hundreds of mechanical components are connected [3] , and for which the hammer-string interaction still poses physical modeling problems.
To take into account the necessary simplifications made in the physical description of the piano sounds, we have used hybrid models that are obtained by combining physical and signal synthesis models [4, 5] . The physical model simulates the physical behavior of the instrument whereas the signal model seeks to recreate the perceptual effect produced by the instrument. The hybrid model provides a perceptually plausible resynthesis of a sound as well as intimate manipulations in a physically and perceptually relevant way. Here, we have used a physical model to simulate the linear string vibration, and a physically informed signal model to simulate the nonlinear interaction between the string and the hammer.
An important problem linked to hybrid models is the coupling of the physical and the signal models. To use a source-resonator model, the source and the resonator must be uncoupled. Yet, this is not the case for the piano since the hammer interacts with the strings during 2 to 5 milliseconds [6, 7] . A significant part of the piano sound characteristics is due to this interaction. Even though this observation is true from a physical point of view, this short interaction period is not in itself of great importance from a perceptual point of view. The attack is constituted of two parts due to two vibrating ways [8] : one percussive, a result of the impact of the key on the frame, and another that starts when the hammer strikes the strings. Schaeffer [9] showed that cutting the first milliseconds of a piano sound (for a bass note, for which the impact of the key on the frame is less perceptible) does not alter the perception of the sound. We have informally carried out such an experiment by listening to various piano sounds cleared of their attack. We found that, from a perceptual point of view, when the noise due to the impact of the key on the frame is not too great (compared to the vibrating energy provided by the string), the hammer-string interaction is not audible in itself. Nevertheless, this interaction undoubtedly plays an important role as an initial condition for the string motion. This is a substantial point justifying the dissociation of the string model and the source model in the design of our synthesis model. Thus, the resulting model consists in what is commonly called a "source-resonant" system (as illustrated in Figure 1) . Note that the model still makes sense for high-frequency notes, for which the impact noise is of importance. Actually, the hammer-string interaction only lasts a couple of milliseconds, while the impact sound consists of an additional sound, which can be simulated using predesigned samples. Since waves are still running in the resonator after the release of the key, repeated keystroke is naturally taken into account by the model. Laroche and Meillier [10] used such a source-resonator technique for the synthesis of piano sound. They showed that realistic piano tones can be produced using IIR filters to model the resonator and common excitation signals for several notes. Their simple resonator model, however, yielded excitation signals too long (from 4 to 5 seconds) to accurately reproduce the piano sound. Moreover, that model took into account neither the coupling between strings nor the dependence of the excitation on the velocity and octave vari- ations. Smith proposed efficient resonators [11] by using the so-called digital waveguide. This approach simulates the physics of the propagating waves in the string. Moreover, the waveguide parameters are naturally correlated to the physical parameters, making for easy control. Borin and Bank [12, 13] used this approach to design a synthesis model of piano tones based on physical considerations by coupling digital waveguides and a "force generator" simulating the hammer impact. The commuted synthesis concept [14, 15, 16] uses the linearity of the digital waveguide to commute and combine elements. Then, for the piano, a hybrid model was proposed, combining digital waveguide, a phenomenological hammer model, and a time-varying filtering that simulates the soundboard behavior. Our model is an extension of these previous works, to which we added a strong constraint of resynthesis capability. Here, the resonator was modeled using a physically related model, the digital waveguide; and the source-destined to generate the initial condition for the string motion-was modeled using a signal-based nonlinear model.
The advantages of such a hybrid model are numerous:
(i) it is simple enough so that the parameters can be accurately estimated from the analysis of real sound, (ii) it takes into account the most relevant physical characteristics of the piano strings (including coupling between strings) and it permits the playing to be controlled (the velocity of the hammer), (iii) it simulates the perceptual effect due to the nonlinear behavior of the hammer-string interaction, and it allows sounds transformation with both physical and perceptual approaches.
Even though the model we propose is not computationally costly, we address here its design and its calibration rather than its real time implementation. Hence, the calculus and reasoning are done in the frequency domain. The time domain implementation should give rise to a companion article.
THE RESONATOR MODEL
Several physical models of transverse wave propagation on a struck string have been published in the literature [17, 18, 19, 20] . The string is generally modeled using a one-dimensional wave equation. The specific features of the piano string that are important in wave propagation (dispersion due to the stiffness of the string and frequency-dependent losses) are further incorporated through several perturbation terms. To account for the hammer-string interaction, this equation is then coupled to a nonlinear force term, leading to a system of equations for which an analytical solution cannot be exhibited. Since the string vibration is transmitted only to the radiating soundboard at the bridge level, it is not useful to numerically calculate the entire spatial motion of the string. The digital waveguide technique [11] provides an efficient way of simulating the vibration at the bridge level of the string, when struck at a given location by the hammer. Moreover, the parameters of such a model can be estimated from the analysis of real sounds [21] .
The physics of vibrating strings
We present here the main features of the physical modeling of piano strings. Consider the propagation of transverse waves in a stiff damped string governed by the motion equation
where y is the transverse displacement, c the wave speed, κ the stiffness coefficient, b 1 and b 2 the loss parameters. Frequency-dependent loss is introduced via mixed timespace derivative terms (see [21, 22] for more details). We apply fixed boundary conditions
where L is the length of the string. After the hammer-string contact, the force P is equal to zero and this system can be solved. An analytical solution can be expressed as a sum of exponentially damped sinusoids:
where a n is the amplitude, α n is the damping coefficient, and ω n is the frequency of the nth partial. Due to the stiffness, the waves are dispersed and the partial frequencies, which are not perfectly harmonic, are given by [23] 
where ω 0 is the fundamental radial frequency of the string without stiffness, and B is the inharmonicity coefficient [23] . The losses are frequency dependent and expressed by [21] 
The spectral content of the piano sound, and of most musical instruments, is modified with respect to the dynamics. For the piano, this nonlinear behavior consists of an increase of the brightness of the sound and it is linked mainly to the hammer-string contact (the nonlinear nature of the generation of longitudinal waves also participates in the increase of brightness; we do not take this phenomena into account since we are interested only in transversal waves). The stiff- ness of the hammer felt increases with the impact velocity. In the next paragraph, we show how the waveguide model parameters are related to the amplitudes, damping coefficients, and frequencies of each partial.
Digital waveguide modeling

The single string case: elementary digital waveguide
To model wave propagation in a piano string, we use a digital waveguide model [11] . In the single string case, the elementary digital waveguide model (named G) we used consists of a single loop system ( Figure 2 ) including (i) a delay line (a pure delay filter named D) simulating the time the waves take to travel back and forth in the medium, (ii) a filter (named F) taking into account the dissipation and dispersion phenomena, together with the boundary conditions. The modulus of F is then related to the damping of the partials and the phase to inharmonicity in the string, (iii) an input E corresponding to the frequency-dependent energy transferred to the string by the hammer, (iv) an output S representing the vibrating signal measured at an extremity of the string (at the bridge level).
The output of the digital waveguide driven by a delta function can be expanded as a sum of exponentially damped sinusoids. The output thus coincides with the solution of the motion equation of transverse waves in a stiff damped string for a source term given by a delta function force. As shown in [21, 24] , the modulus and phase of F are related to the damping and the frequencies of the partials by the expressions
with ω n and α n given by (4) and (5). After some calculations (see [21] ), we obtain the expressions of the modulus and the phase of the loop filter in terms of the physical parameters:
arg
in terms of the inharmonicity coefficient B [23] .
The multiple strings case: coupled digital waveguides
In the middle and the treble range of the piano, there are two or three strings for each note in order to increase the efficiency of the energy transmission towards the bridge. The vibration produced by this coupled system is not the superposition of the vibrations produced by each string. It is the result of a complex coupling between the modes of vibration of these strings [25] . This coupling leads to phenomena like beats and double decays on the amplitude of the partials, which constitute one of the most important features of the piano sound. Beats are used by professionals to precisely tune the doublets or triplets of strings. To resynthesize the vibration of several strings at the bridge level, we use coupled digital waveguides. Smith [14] proposed a coupling model with two elementary waveguides. He assumed that the two strings were coupled to the same termination, and that the losses were lumped to the bridge impedance. This technique leads to a simple model necessitating only one loss filter. But the decay times and the coupling of the modes are not independent. Välimäki et al. [26] proposed another approach that couples two digital waveguides through real gain amplifiers. In that case, the coupling is the same for each partial, and the time behavior of the partials is similar. For synthesis purpose, Bank [27] showed that perceptually plausible beating sound can be obtained by adding only a few resonators in parallel. We have designed two models, a two-and a threecoupled digital waveguides, which are an extension of Välimäki et al.'s approach. They consist in separating the time behavior of the components by using complex-valued and frequency-dependent linear filters to couple the waveguides. The three-coupled digital waveguide is shown on Figure 3 . The two models accurately simulate the energy transfer between the strings (see Section 2.4.3). A related method [28] (with an example of piano coupling) has been recently available in the context of digital waveguide networks.
Each string is modeled using an elementary digital waveguide (named G 1 , G 2 , G 3 ; each loop filter and delays are named F 1 , F 2 , F 3 , and D 1 , D 2 , D 3 respectively). The coupled model is then obtained by connecting the output of each elementary waveguide to the input of the others through coupling filters. The coupling filters simulate the wave propagation along the bridge and are thus correlated to the distance between the strings. In the case of a doublet of strings, the two coupling filters (named C) are identical. In the case of a triplet of strings, the coupling filters of adjacent strings (named C a ) are equal but differ from the coupling filters of the extreme strings (named C e ). The excitation signal is assumed to be the same for each elementary waveguide since we suppose the hammer strikes the strings in a similar way.
Figure 3: The three-coupled digital waveguide (bottom) and the corresponding physical system at the bridge level (top).
To ensure the stability of the different models, one has to respect specific relations. First the modulus of the loop filters must be inferior to 1. Second, for coupled digital waveguides, the following relations must be verified:
in the case of two-coupled waveguides, and
in the case of three-coupled waveguides. Assuming that those relations are verified, the models are stable. This work takes place in the general analysis-synthesis framework, meaning that the objective is not only to simulate sounds, but also to reconstruct a given sound. The model must therefore be calibrated carefully. In the next section is presented the inverse problem allowing the waveguide parameters to be calculated from experimental data. We then describe the experiment and the measurements for one-, two-and three-coupled strings. We then show the validity and the accuracy of the analysis-synthesis process by comparing synthetic and original signals. Finally, the behavior of the signal of the real piano is verified.
The inverse problem
We address here the estimation of the parameters of each elementary waveguide as well as the coupling filters from the analysis of a single signal (measured at the bridge level). For this, we assume that in the case of three-coupled strings the signal is composed of a sum of three exponentially decaying sinusoids for each partial (and respectively one and two exponentially decaying sinusoids in the case of one and two strings). The estimation method is a generalization of the one described in [29] for one and two strings. It can be summarized as follows: start by isolating each triplet of the measured signal through bandpass filtering (a truncated Gaussian window); then use the Hilbert transform to get the corresponding analytic signal and obtain the average frequency of the component by derivating the phase of this analytic signal; finally, extract from each triplet the three amplitudes, damping coefficients, and frequencies of each partial by a parametric method (Steiglitz-McBride method [30] ).
The second part of the process is described in detail in the appendix. In brief, we identify the Fourier transform of the sum of the three exponentially damped sinusoids (the measured signal) with the transfer function of the digital waveguide (the model output). This identification leads to a linear system that admits an analytical solution in the case of one or two strings. In the case of three coupled strings, the solution can be found only numerically. The process gives an estimation of the modulus and of the phase of each filter near the resonance peaks as a function of the amplitudes, damping coefficients, and frequencies. Once the resonator model is known, we extract the excitation signal by a deconvolution process with respect to the waveguide transfer function. Since the transfer function has been identified near the resonant peaks, the excitation is also estimated at discrete frequency values corresponding to the partial frequencies. This excitation corresponds to the signal that has to be injected into the resonator to resynthesize the actual sound.
Analysis of experimental data and validation of the resonator model
We describe here first an experimental setup allowing the measurement of the vibration of one, two, or three strings struck by a hammer for different velocities. Then we show how to estimate the resonator parameters from those measurements, and finally, we compare original and synthesized signals. This experimental setup is an essential step that validates the estimation method. Actually, estimating the parameters of one-, two-, or three-coupled digital waveguides from only one signal is not a trivial process. Moreover, in a real piano, many physical phenomena are not taken into account in the model presented in the previous section. It is then necessary to verify the validity of the model on a laboratory experiment before applying the method to the piano case.
Experimental setup
On the top of a massive concrete support, we have attached a piece of a bridge taken from a real piano. On the other extremity of the structure, we have attached an agraffe on a hardwood support. The strings are tightened between the bridge and the agraffe and tuned manually. It is clear that the strings are not totally uncoupled to their support. Nevertheless, this experiment has been used to record signals of struck strings, in order to validate the synthesis models, and was it entirely satisfactory for this purpose. One, two, or three strings are struck with a hammer linked to an electronically piloted key. By imposing different voltages to the system, one can control the hammer velocity in a reproducible way. The precise velocity is measured immediately after escapement by using an optic sensor (MTI 2000, probe module 2125H) pointing to the side of the head of the hammer. The vibration at the bridge level is measured by an accelerometer (B&K 4374). The signals are directly recorded on digital audio tape. Acceleration signals correspond to hammer velocities between 0.8 m.s −1 and 5.7 m.s −1 .
Filter estimation
From the signals collected on the experimental setup, a set of data was extracted. For each hammer velocity, the waveguide filters and the corresponding excitation signals were estimated using the techniques described above. The filters were studied in the frequency domain; it is not the purpose of this paper to describe the method for the time domain and to fit the transfer function using IIR or FIR filters. Figure 4 shows the modulus of the filter response F for the first twenty-five partials in the case of tones produced by a single string. Here the hammer velocity varies from 0.7 m.s −1 to 4 m.s −1 . One notices that the modulus of the waveguide filters is similar for all hammer velocities. The resonator represents the strings that do not change during the experiment. If the estimated resonator remains the same for different hammer velocities, all the nonlinear behavior due to the dynamic has been taken into account in the excitation part. The resonator and the source are well separated. This result validates our approach based on a source-resonator separation. For high frequency partials, however, the filter modulus decreased slightly as a function of the hammer velocity. This nonlinear behavior is not directly linked to the hammer-string contact. It is mainly due to nonlinear phenomena involved in the wave propagation. At large amplitude motion, the tension modulation introduces greater internal losses (this effect is even more pronounced in plucked strings than in struck strings).
The filter modulus slowly decreases (as a function of frequency) from a value close to 1. Since the higher partials are more damped than the lower ones, the amplitude of the filter decreases as the frequency increases. The value of the filter modulus (close to 1) suggests that the losses are weak. This is true for the piano string and is even more obvious on this experimental setup, since the lack of a soundboard limits the acoustic field radiation. More losses are expected in the real piano.
We now consider the multiple strings case. From a physical point of view, the behavior of the filters F 1 , F 2 , and F 3 (which characterize the intrinsic losses) of the coupled digital waveguides should be similar to the behavior of the filter F for a single string, since the strings are supposed identical. This is verified except for high-frequency partials. This behavior is shown on Figure 5 for filter F 2 of the three-coupled waveguide model. Some artifacts pollute the drawing at high frequencies. The poor signal/noise ratio at high frequency (above 2000 Hz) and low velocity introduce error terms in the analysis process, leading to mistakes on the amplitudes of the loop filters (for instance, a very small value of the modulus of one loop filter may be compensated by a value greater than one for another loop filter; the stability of the coupled waveguide is then preserved). Nevertheless, this does not alter the synthetic sound since the corresponding partials (high frequency) are weak and of short duration.
The phase is also of great importance since it is related to the group delay of the signal and consequently directly linked to the frequency of the partials. The phase is a nonlinear function of the frequency (see (8) ). It is constant with the hammer velocity (see Figure 6 ) since the frequencies of the partials are always the same (linearity of the wave propagation). The coupling filters simulate the energy transfer between the strings and are frequency dependent. Figure 7 represents one of these coupling filters for different values of the hammer velocity. The amplitude is constant with respect to the hammer velocity (up to signal/noise ratio at high frequency and low velocity), showing that the coupling is independent of the amplitude of the vibration. The coupling rises with the frequency. The peaks at frequencies 700 Hz and 1300 Hz correspond to a maximum.
Accuracy of the resynthesis
At this point, one can resynthesize a given sound by using a single-or multicoupled digital waveguide and the parameters extracted from the analysis. For the synthetic sounds to be identical to the original requires describing the filters precisely. The model was implemented in the frequency domain, as described in Section 2, thus taking into account the exact amplitude and the phase of the filters (for instance, for a three-coupled digital waveguide, we have to implement three delays and five complex filters, moduli, and phases). Nevertheless, for real-time synthesis purposes, filters can be approached by IIR of low order (see, e.g., [26] ). This aspect will be developed in future reports. By injecting the excitation signal obtained by deconvolution into the waveguide model, the signal measured is reproduced on the experimental setup. Figures 8, 9 , and 10 show the amplitude modulation laws (velocity of the bridge) of the first six partials of the original and the resynthesized sound. The variations of the temporal envelope are generally well retained, and for the coupled system (in Figures 9 and 10 ), the beat phenomena are well reproduced. The slight differences, not audible, are due to fine physical phenomena (coupling between the horizontal and the vertical modes of the string) that are not taken into account in our model. In the one-string case, we now consider the second and sixth partials of the original sound in Figure 8 . We can see beats (periodic amplitude modulations) that show coupling phenomena on only one string. Indeed, the horizontal and vertical modes of vibration of the string are coupled through the bridge. This coupling was not taken into account in this study since the phenomenon is of less importance than coupling between two different strings. Nevertheless, we have shown in [29] that coupling between two modes of vibration can also be simulated using a two-coupled digital waveguide model. The accuracy of the resynthesis validates a posteriori our model and the source-resonator approach.
Behavior and control of the resonator through measurements on a real piano
To take into account the note dependence of the resonator, we made a set of measurements on a real piano, a Yamaha Disklavier C6 grand piano equipped with sensors. The vibrations of the strings were measured at the bridge by an accelerometer, and the hammer velocities were measured by a photonic sensor. Data were collected for several velocities and several notes. We used the estimation process described in Section 2.3 for the previous experimental setup and extracted for each note and each velocity the corresponding resonator and source parameters. As expected, the behavior of the resonator as a function of the hammer velocity and for a given note is similar to the one described in Section 2.4.2, for the signals measured on the experimental setup. The filters are similar with respect to the hammer velocity. Their modulus is close to one, but slightly weaker than previously, since it now takes into account the losses due to the acoustic field radiated by the soundboard. The resynthesis of the piano measurements through the resonator model and the excitation obtained by deconvolution are perceptively satisfactory since the sound is almost indistinguishable from the original one.
On the contrary, the shape of the filters is modified as a function of the note. Figure 11 shows the modulus of the waveguide filter F for several notes (in the multiple string case, we calculated an average filter by arithmetic averaging). The modulus of the loop filter is related to the losses undergone by the wave over one period. Note that this modulus increases with the fundamental frequency, indicating decreasing loss over one period as the treble range is approached.
The relations (7) and (8), relating the physical parameters to the waveguide parameters, allow the resonator to be controlled in a relevant physical way. We can either change the length of the strings, the inharmonicity, or the losses. But to be in accordance with the physical system, we have to take into account the interdependence of some parameters. For instance, the fundamental frequency is obviously related to the length of the string, and to the tension and the linear mass. If we modify the length of the string, we also have to modify, for instance, the fundamental frequency, considering that the tension and the linear mass are unchanged. This aspect has been taken into account in the implementation of the model.
THE SOURCE MODEL
In the previous section, we observed that the waveguide filters are almost invariant with respect to the velocity. In contrast, the excitation signals (obtained as explained in Section 2.3 and related to the impact of the hammer on the string) varies nonlinearly as a function of the velocity, thereby taking into account the timbre variations of the resulting piano sound. From the extracted excitation signals, we here study the behavior and design a source model by using signal methods, so as to simulate these behaviors precisely. The source signal is then convolved with the resonator filter to obtain the piano bridge signal. Figure 12 shows the excitation signals extracted from the measurement of the vibration of a single string struck by a hammer for three velocities corresponding to the pianissimo, mezzo-forte, and fortissimo musical playing. The excitation duration is about 5 milliseconds, which is shorter than what Laroche and Meillier [10] proposed and in accordance with the duration of the hammer-string contact [6] . Since this interaction is nonlinear, the source also behaves nonlinearly. Figure 13 shows the spectra of several excitation signals obtained for a single string at different velocities regularly spaced between 0.8 and 4 m/s. The excitation corresponding to fortissimo provides more energy than the ones corresponding to mezzo-forte and pianissimo. But this increased amplitude is frequency dependent: the higher partials increase more rapidly than the lower ones with the same hammer velocity. This increase in the high partials corresponds to an increase in brightness with respect to the hammer velocity. It can be better visualized by considering the spectral centroid [31] of the excitation signals. Figure 14 shows the behavior of this perceptually (brightness) relevant criteria [32] as a function of the hammer velocity. Clearly, for one, two, or three strings, the spectral centroid is increased, corresponding to an increased brightness of the sound. In addition to the change of slope, which translates into the change of brightness, Figure 13 shows several irregularities common to all velocities, among which a periodic modulation related to the location of the hammer impact on the string.
Nonlinear source behavior as a function of the hammer velocity
Design of a source signal model
The amplitude of the excitation increases smoothly as a function of the hammer velocity. For high-frequency components, this increase is greater than for low frequency components, leading to a flattening of the spectrum. Nevertheless, the general shape of the spectrum stays the same. Formants do not move and the modulation of the spectrum due to the hammer position on the string is visible at any velocity. These observations suggest that the behavior of the excitation could be well reproduced using a subtractive synthesis model. The excitation signal is seen as an invariant spectrum shaped by a smooth frequency response filter, the characteristics of which depend on the hammer velocity. The resulting source model is shown on Figure 15 . The subtractive source model consists of the static spectrum, the spectral deviation, and the gain. The static spectrum takes into account all the information that is invariant with respect to the hammer velocity. It is a function of the characteristics of the hammer and the strings. The spectral deviation and the gain both shape the spectrum as function of the hammer velocity. The spectral deviation simulates the shifting of the energy to the high frequencies, and the gain models the global increase of amplitude. Earlier versions of this model were presented in [1, 2] . This type of models has been, in addition, shown to work well for many instruments [33] .
In the early days of digital waveguides, Jaffe and Smith [24] modeled the velocity-dependent spectral deviation as a one-pole lowpass filter. Laursen et al. [34] proposed a second-order biquad filter to model the differences between guitar tones with different dynamics.
A similar approach was developed by Smith and Van Duyne in the time domain [15] . The hammer-string interaction force pulses were simulated using three impulses passed through three lowpass filters which depend on the hammer velocity. In our case, a more accurate method is needed to resynthesize the original excitation signal faithfully.
The static spectrum
We defined the static spectrum as the part of the excitation that is invariant with the hammer velocity. Considering the expression of the amplitude of the partials, a n , for a hammer striking a string fixed at its extremities (see Valette and Cuesta [19] ), and knowing that the spectrum of the excitation is related to amplitudes of the partials by E = a n D [29] , the static spectrum E s can be expressed as
where T is the string tension and L its length, B is the inharmonicity factor, and x 0 the striking position. We can easily measure the striking position, the string length and the inharmonicity factor on our experimental setup. On the other hand, we have an only estimation of the tension, it can be calculated through the fundamental frequency and the linear mass of the string. Figure 16 shows this static spectrum for a single string. Many irregularities, however, are not taken into account for several reasons. We will see later their importance from a perceptual point of view. Equation (12) is still used, however, when the hammer position is changed. This is useful when one plays with a different temperament because it reduces dissonance.
The deviation with the dynamic
The spectral deviation and the gain take into account the dependency of the excitation signal on velocity. They are estimated by dividing the spectrum of the excitation signal by the static spectrum for all velocities:
where E is the original excitation signal. Figure 17 shows this deviation for three hammer velocities. It effectively strengthens the fortissimo, in particular for the medium and high partials. Its evolution with the frequency is regular and can successfully be fitted to a first-order exponential polynomial (as shown in Figure 17 ) whered is the modeled deviation. The term g corresponds to the gain (independent of the frequency) and the term a f corresponds to the spectral deviation. The variables g and a depend on the hammer velocity. To get a usable source model, we must consider the parameter's behavior with different dynamics. Figure 18 shows the two parameters for several hammer velocities. The model is consistent since their behavior is regular. But the tilt increases with the hammer velocity, showing an asymptotic and nonlinear behavior. This observation can be directly related to the physics of the hammer. As we have seen, when the felt is compressed, it becomes harder and thus gives more energy to high frequencies. But, for high velocities, the felt is totally compressed and its hardness is almost constant. Thus, the amplitude of the corresponding string wave increases further but its spectral content is roughly the same. We have fitted this asymptotic behavior by an exponential model (see Figure 18 ), for each parameter g and a,
where , a) is the asymptotic value, , a) is the deviation from the asymptotic value at zero velocity (the dynamic range), and γ i (i = g, a) is the velocity exponential coefficient, governing how sensitive the attribute is to a velocity change. The parameters of this exponential model were found using a nonlinear weighted curvefit.
Resynthesis of the excitation signal
For a given velocity, the excitation signal can now be recreated using (13), (14), and (15) . The inverse Fourier transform of this source model convoluted with the transfer function of the resonator leads to a realistic sound of a string struck by a hammer. The increase in brightness with the dynamic is well reproduced. But from a resynthesis point of view, this model is not satisfactory. The reproduced signal is different from the original one; it sounds too regular and monotonous. To understand this drawback of our model, we calculated the error we made by dividing the original excitation signal by the modeled one for each velocity. The corresponding curves are shown on Figure 19 for three velocities. Notice that this error term does not depend on the hammer velocity, meaning that our static spectrum model is too straightforward and does not take into account the irregularities of the original spectrum. Irregularities are due to many phenomena including the width of the hammer-string contact, hysteretic phenomena in the felt, nonlinear phenomena in the string, and mode resonances of the hammer. To obtain a more realistic sound with our source model, we include this error term in the static spectrum. The resulting original and resynthesized signals are shown on Figure 20 . The deviations of the resulting excitations are perceptually insignificant. The synthesized sound obtained is then close to the original one.
Behavior and control of the source through measurements on a real piano
The source model parameters were calculated for a subset of the data for the piano, namely the notes A0, F1, B1, G2, C3, G3, D4, E5, and F6. Each note has approximately ten velocities, from about 0.4 m/s to between 3 to 6 m/s. The source extracted from the signals measured on the piano behaves as the data obtained with the experimental setting for all notes with respect to the hammer velocity. The dynamic deviation is well modeled by the gain g and the spectral deviation parameter a. As in Section 3.2, their behavior as a function of the velocity is well fitted using an asymptotic exponential curve. From a perceptual point of view, an increased hammer velocity corresponds both to an increased loudness and a rel- ative increase in high frequencies leading to a brighter tone. Equations (15) make it possible to resynthesize of the excitation signal for a given note and hammer velocity. However, parameters g and a used in the modeling are linked in a complex way to the two most important perceptual features of the tone, that is, loudness and brightness. Thus, without a thorough knowledge of the model, the user will not be able to adjust the parameters of the virtual piano to obtain a satisfactory tone. To get an intuitive control of the model, the user needs to be provided access to these perceptual parameters, loudness and brightness, closely corresponding to energy and spectral centroid. The energy En is directly correlated to the perception of loudness and the spectral centroid Ba to the perception of brightness [32] . These parameters are given by
where f is the frequency and Fs the sampling frequency.
To synthesize an excitation signal having a given energy and spectral centroid, we must express parameters g and a as functions of Ba and En. The centroid actually depends only on a:
We numerically calculate the expression of a as a function of Ba and store the solution in a table. Alternatively, assuming that the brightness change is unaffected by the shape of the static spectrum Es, the spectral deviation parameter a can be calculated directly from the given brightness [35] .
Knowing a, we can calculate g from the energy En by the relation
The behavior of Ba and En as a function of the hammer velocity will then determine the dynamic range of the instrument and it must be defined by the user. Figure 21 shows the behavior of the spectral centroid and the energy for several notes. The curves have similar behavior and differ mainly by a multiplicative constant. We have fitted their asymptotic behavior by an exponential model, similarly to what was done with (15) . These functions are applied to the synthesis of each excitation signal and then characterize the dynamic range of the virtual instrument. It is easy for the user to change the dynamic range of the virtual instrument, which is modified by the user by changing the shape of these functions.
Calculating the excitation signal is then done as follows. To a given note and velocity, we associate a spectral centroid Ba and an energy En (using the asymptotic exponential fit); a is then obtained from the spectral centroid and g from the energy (equation (18)). One finally gets the spectral deviation which, multiplied by the static spectrum, allows the excitation signal to be calculated.
CONCLUSION
The reproduction of the piano bridge vibration is undoubtly the first most important step for piano sound synthesis. We show that a hybrid model consisting of a resonant part and an excitation part is well adapted for this purpose. After accurate calibration, the sounds obtained are perceptually close to the original ones for all notes and velocities. The resonator, which simulates the phenomena intervening in the strings themselves, is modeled by a digital waveguide model that is very efficient in simulating the wave propagation. The resonator model exhibits physical parameters such as the string tension, the inharmonicity coefficient, allowing physically relevant control of the resonator. It also takes into account the coupling effects, which are extremely relevant for perception. The source is extracted using a deconvolution process and is modeled using a subtractive signal model. The source model consists of three parts (static spectrum, spectral deviation, and gain) that are dependent on the velocities and the notes played. To get intuitive control of the source model, we exhibited two parameters: the spectral centroid and the energy, strongly related to the perceptual parameters brightness and loudness. This perceptual link permits easy control of the dynamic characteristics of the piano.
Thus, the tone of a given piano can be synthesized using a hybrid model. This model is currently implemented in realtime using a Max-MSP software environment.
APPENDIX INVERSE PROBLEM, THREE-COUPLED DIGITAL WAVEGUIDE
We show in this appendix how the parameters of a threecoupled digital waveguide model can be expressed as function of the modal parameters. This method is an extension of the model presented in [29] .
The signal measured at the bridge level is the result of the vibration of three coupled strings. Each partial is actually constituted by at least three components, having frequencies which are slightly different from the frequencies of each individual string. We write the measured signal as a sum of exponentially damped sinusoids: , a 2k , and a 3k the initial amplitudes, α 1k , α 2k , α 3k and ω 1k , ω 2k , ω 3k the damping coefficients and the frequencies of the components of the kth partial. The Fourier transform of s(t) is
We identify this expression locally in frequency with the output T(ω) of the three-coupled waveguide model (see Figure 3) :
with The vibrations generated by the model are assimilated to a superposition of three series of partials whose frequencies and decay times are governed by the quantities X(ω), Y (ω), and Z(ω). By identification between (A.3) and (A.5), we determine the following system of 6 equations: We identify (A.2) with the excitation signal times the transfer function T (equation (A.5)):
S(ω) = E(ω)T(ω).
(A.12)
Assuming that two successive modes do not overlap (these assumptions are verified for the piano sound) and by writing .21) ). Assuming that the two resonance frequencies are close and that the variables P, Q, R, E, C a , C e , F 1 , F 2 , F 3 , X, Y , and Z have a locally smooth behavior, we then express the waveguide parameters as function of the temporal parameters. For the sake of simplicity, we note E k = E(ω 1k ) = E(ω 2k ). Using (A.6) and (A.9), we obtain P k + Q k + R k = X k + Y k + Z k . Thanks to (A.21) we finally get the expression of the excitation signal at the resonance frequencies
In the case of a two-coupled digital waveguide, the corresponding system admits analytical solutions (see [29] ). But in the case of three-coupled digital waveguide, we have not found analytical expressions for variables P, Q, R, C a , C e , F 1 , F 2 , and F 3 . We have then solved the system numerically.
