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PROPERTIES OF THE LINEAR COEFFICIENT
a) Correlation coefficient r can range from -1.00 to +1.00. The value of -1.00 represents a perfect negative correlation while a value of +1.00 represents a perfect positive correlation. A value of 0.00 represents a lack of correlation.
b) The value of r is independent of the scale used. That is, an r based on inches will be the same if the inches are converted into meters.
c) The value of r does not depend on the choice of x or y. It is a measure of the linear relationship between the two, and will be the same regardless of how y and x are assigned. Interchange all x and y values and r remains the same! d) r measures the strength of a linear relationship; it will not work if the relationship is non-linear.
WHEN THERE IS A SIGNIFICANT LINEAR CORRELATION BETWEEN TWO VARIABLES
One of five situations can be true:
a) There is a direct cause and effect relationship b) There is a reverse cause and effect relationship c) The relationship may be caused by a third variable d) The relationship may be caused by complex interactions of several variables e) The relationship may be coincidental
COMMON ERRORS
There are some common errors that are made when looking at correlation. 
C. Regression
Once it has been established that there is significant correlation between two variables using one of the two previously explained methods, the next step is to develop a linear equation that mathematically describes the relationship. This equation can then be used for predictions of the value of the dependent variable y for various values of the independent variable x.
A regression line is the line described by the equation and the regression equation is the formula for the line. The regression equation is given by:
where x is the independent variable, y is the dependent variable, a is the slope of the line and b is the intercept. The regression line is also called the line of best fit.
FINDING THE EQUATION OF THE REGRESSION LINE USING THE FORMULAS
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Example 2
The following is a The purpose of the above equation is to be able to make predictions of y based on various values of x; in other words, to make predictions of sodium content depending how many calories are present in a hot dog.
To that end, predict the sodium level y in the following three hot dogs with calories x:  r is the correlation coefficient, and was covered extensively in the beginning of this handout  r 2 is known as the "Coefficient of Determination", and is the ratio of explained variation to the total variation. In this case, it means that 82% of the variation of y can be explained by the relationship between x and y. The remaining 18% of the variation is unexplained and is due to other factors or to sampling error.
