Introduction
Let PG(N, q) be the N-dimensional projective space over the Galois field F q of order q. A cap K in PG(N, q) is a set of points no three of which are collinear. A cap K is complete if it is not contained in a larger cap or, equivalently, if every point of PG(N, q) \ K is collinear with two points of K. Caps in PG(2, q) are also called arcs and they have been widely studied by many authors in the past decades. In particular, we refer to the surveys and the results in the works [1-6, 8, 9, 18, 19, 26-30] (see also the references therein) for the known constructions and bounds on the size of complete arcs in projective planes. If N > 2 only few constructions and bounds are known. Caps and in particular arcs have been intensively studied for their connection with Coding Theory. A linear q-ary code with length n, dimension k, and minimum distance d is denoted by [n, k, d] q . If a parity-check matrix of a linear q-ary code is obtained by taking as columns the homogeneous coordinates of the points of a cap in PG(N, q), then the code has minimum distance 4 (with the exceptions of the complete 5-cap in PG (3, 2) giving rise to the [5, 1, 5] 2 code and the complete 11-cap in PG (4, 3) corresponding to the Golay [11, 6, 5] 3 code). In particular, complete caps of size n in PG(N, q) correspond to non-extendable [n, n − N − 1, 4] q codes. In the case N = 2 these codes are MDS, that is they attain the Singleton bound, whereas if N = 3 they are Almost MDS, since their Singleton defect is equal to 1.
Another important parameter concerning linear codes is the covering radius. The covering radius of an [n, k, d] q code C is the minimum integer r = r(C) such that any vector of F n q has distance at most r from C. Complete caps correspond to quasi-perfect linear codes, that is codes with r(C) = d−1 2 + 1, since they have minimum distance 4 and covering radius 2; see also [13] [14] [15] [16] [17] . The covering density µ(C), introduced in [17] , is one of the parameters characterizing the covering quality of an [n, k, d]-code C and it is defined by µ(C) = 1 q n−k r(C) i=0 (q − 1) i n i .
Note also that caps are connected with quantum codes; see e.g. [23, 34] . In general, a central problem concerning caps is to determine the spectrum of the possible sizes of complete caps in a given space; see [26, 27] and the references therein. Of particular interest for applications to Coding Theory is the lower part of the spectrum; in fact, small complete caps in projective Galois spaces correspond to quasi-perfect linear codes with minimum distance 4 and small density; see for example [16, 19] .
Let t 2 (N, q) be the minimum size of a complete cap in PG(N, q).
The exact values of t 2 (N, q) are known only for small q. For instance, t 2 (3, q) is known only for q ≤ 7; see [19, Tab. 3] .
Whereas the trivial lower bound for t 2 (N, q) is √ 2q (N −1)/2 , general constructions of complete caps whose size is close to this lower bound are only known for q even; see [19, 20, 24, 25, 31] . According to the survey paper [27] , the smallest known complete caps in PG (3, q) , with q arbitrary large, have size approximately q 3/2 /2 and were presented by Pellegrino in 1998 [32] . However, Pellegrino's completeness proof appears to present a major gap, and counterexamples can be found; see [10, Sect. 2] . Recently, using a modification of the approach of [29] , the probabilistic upper bound cq N−1 2 log 300 q, with c constant, for the value t 2 (N, q) has been obtained; see [11, 12] . Computer assisted results on small complete caps in PG(N, q) and AG(N, q) are given in [10, 19, 21, 22, 30, 33] . Here and further, AG(N, q) is the N-dimensional affine space over the field F q .
In this paper we obtain by computer searches results concerning upper bounds on the functions t 2 (3, q) and t 2 (4, q). These searches requested a huge amount of memory and execution time. In particular, we constructed small complete caps in PG(3, q) and PG(4, q) using two different approaches 1 : the algorithm with fixed order of points (FOP), for q ∈ L 3 in PG(3, q) and q ∈ L 4 in PG(4, q), and randomized greedy algorithms, for q ∈ G 3 in PG(3, q) and q ∈ G 4 in PG(4, q), where
Note that such relatively wide regions of q values are not considered in literature for PG(3, q) and PG(4, q).
Using the data obtained by the computer searches we present different functions which approximate the values t 2 (3, q) and t 2 (4, q), as done in [1-6, 8, 9] for the minimum size of complete arcs in projective planes PG(2, q). The main estimates obtained in this paper are given in the following theorem, see also Sections 5 and 6. Theorem 1.1. Let t 2 (N, q) be the minimum size of a complete cap in the projective space PG(N, q). Let L 3 and L 4 be the sets of values of q given by relations (1.1) and (1.3), respectively. The following upper bounds on t 2 (N, q) hold.
A. Upper bounds with the constant multiplier √ N + 2:
Upper bounds with a decreasing multiplier β N (q):
Our investigations and results (see figures and observations in Sections 5 and 6) allow to conjecture that the estimates of Theorem 1.1, especially the bound with constant multiplier √ N + 2, hold for every prime power q. Conjecture 1.2. In PG(3, q) and PG(4, q), the upper bounds (1.5), (1.6) hold for all q. Remark 1.3. In the works [2] [3] [4] , the sizes of small complete arcs in PG(2, q) are given for all power prime q ≤ 301813. In this work, we obtained complete arcs in PG(2, q) for 301813 < q ≤ 321007, q power prime. The results of [2] [3] [4] and of this work give the following upper bounds for PG(2, q):
So, the upper bounds (1.5) hold also for N = 2 in a wide region of q values.
As far as this is known to the authors, complete caps obtained in this work are the smallest known in literature for PG(3, q) with q ∈ {61, 67, 71, 73, 79, 83}, 97 ≤ q ∈ L 3 , and PG(4, q) with 17 ≤ q ∈ L 4 . In particular, the results of this work improve ones of the papers [19, 22, 33] .
The paper is organized as follows. In Section 2, we describe the main features of the algorithms used in our searches. In Section 3, some types of upper bounds on t 2 (N, q) are discussed. In Section 4, we shortly give the content of tables collecting sizes of small complete caps obtained with the help of the algorithms of Section 2 (the tables are placed in Appendix). In Sections 5 and 6, we analyze the results presented in the tables and illustrated the analysis by graphics. In Section 7, we do some conclusions from the present work.
Some results of this paper were briefly presented in [7] .
2 Algorithms for small caps in PG(N, q)
In this section we describe two different algorithms used to construct small complete caps in PG(3, q) and PG(4, q). First of all note that the number of points of PG(N, q) is of order q N and for instance, if q ≃ 5·10 3 then |PG(3, q)| ≃ 1.2·10 11 : this represents a strong constraint for any algorithm which investigates subsets of points in projective spaces.
Algorithm with fixed order of points (FOP)
This algorithm is a particular type of random algorithm. Some variants of the algorithm FOP for PG(2, q) and PG(3, q) are given in [1, 2, 4, 7, 8] . In this work we describe the algorithm FOP for the arbitrary space PG(N, q).
Firstly we fix a particular order on the points of PG(N, q). The algorithm builds a complete cap step by step adding a new point at each step, until a complete cap is obtained.
Let K (i−1) be the cap obtained at the (i − 1)-th step. Among the points not lying on bisecants of K (i−1) , the first point in the fixed order is added to
. Suppose that the points of PG(N, q) are ordered as A 1 , A 2 , . . . , A q N+1
. Consider the empty set as root of the search and let K (j) be the partial solution obtained in the j-th step, as extension of the root. We put
i.e. m(j) is the minimum subscript i such that the corresponding point A i does not lie on a bisecant of K (j) . The process ends when a complete cap is obtained, that is no other points can be added.
We decided to choose a particular order on the points of PG(N, q). For seek of simplicity, we considered only q prime. Let the elements of the field F q = {0, 1, . . . , q − 1} be treated as integers modulo q. Let the points A i of PG(N, q) be represented in homogenous coordinates so that
where the leftmost non-zero element is 1. The points of PG(N, q) are sorted according to the lexicographic order on the (N + 1)-tuples of their coordinates. This order is called a lexicographical order of points. We call lexicap a cap obtained by the algorithm FOP with the lexicographical order of points. We denote by t L 2 (N, q) the size of a complete lexicap in PG(N, q). It is important that for such a lexicographical order for prime q, the size t 
Randomized greedy algorithms
A different approach can be used to obtain small complete caps in PG(N, q). In general, small complete caps in PG(N, q) obtained using randomized greedy algorithms have size smaller than those obtained with programs of type FOP as described in the previous subsection; see [1-6, 8, 9, 18, 21] .
The main difference between the two types of algorithm is that at every step a randomized greedy algorithm maximizes an objective function f and only some steps are executed in a random manner. The number of these steps, their ordinal numbers, and some other parameters of the algorithm have been taken intuitively. Also, if the same maximum of f can be obtained in distinct ways, one way is chosen randomly.
We start constructing a complete cap by using a starting point set S 0 . In the i-th step one point is added to the set S i−1 and we obtain a point set S i . As the value of the objective function f we consider the number of covered points in PG(N, q), that is, points that lie on bisecants of S i .
On every random i-th step we take d q,i randomly chosen points of PG(N, q) not covered by S i−1 and compute the objective function f adding each of these d q,i points to S i−1 . The point providing the maximum of f is included into S i . On every non-random j-th step we consider all points not covered by S j−1 and add to S j−1 the point providing the maximum of f.
As S 0 we can use a subset of points of an arc obtained in previous stages of the search. A generator of random numbers is used for random choices. To obtain caps with distinct sizes, starting conditions of the generator are changed for the same set S 0 . In this way the algorithm works in a convenient limited region of the search space to obtain examples improving the size of the cap from which the fixed points have been taken.
In order to obtain arcs with new sizes, sufficiently many attempts should be made with randomized greedy algorithms. "Predicted" sizes could be useful for understanding if a good result has been obtained. If the result is not close to the predicted size, the attempts are continued.
We obtain small complete caps in PG(N, q) in two stages. At the 1-st stage, we take the frame as S 0 and create a starting complete cap K 0 using in the beginning of the process δ q random steps with distinct d q,i . All the subsequent steps are non-random.
At the 2-nd stage we execute n q attempts to get a complete cap. For every attempt, the starting conditions of the random generator are different from the previous ones, whereas the set S 0 is the same. Two or three among the first five steps of every attempt are random, the rest of them are non-random.
The values d q,i , δ q , and n q are given intuitively depending on q and (for d q,i ) on |S i−1 | and on the stage of the process. Of course, CPU performance affects the algorithm parameters choice.
Cap sizes obtained by the randomized greedy algorithms depend on many factors, but in general the results are better than the ones obtained by the algorithm FOP. Unfortunately, this approach requires a huge amount of execution time and therefore this type of search has been executed only for a relatively small region of values of q.
General types of bounds for the value t 2 (N, q)
Let t 2 (N, q) be the size of the smallest complete cap in PG(N, q). In this section we propose different types of bounds for these values, generalizing the approach proposed for estimates on t 2 (2, q) in [2, 6, 8] . Also, let t 
From (3.1) we obtain
(N, q)} and in general, due to the main features of the two algorithms, t
We consider two types of upper bounds on t 2 (N, q).
A. Upper bounds with the constant multiplier √ N + 2. For this type, we consider upper bounds on β N (q) equal to a value dependent on N but independent of q.
B. Upper bounds with a decreasing multiplier β N (q). For this type, we find upper bounds on β N (q) as a decreasing function of q denoted by β up N (q). This function looks like
where a is a value dependent on N but independent of q, whereas b, c are constants independent of N and q.
The content of tables
Results of our computer searches are collected in tables given in Appendix.
In Table 1 , for q ∈ L 3 , we collected the sizes t
for short) of complete lexicaps in PG(3, q) obtained using the algorithm FOP with the lexicographical order of points, see Section 2.1.
In Table 2 , for q ∈ G 3 , the sizes t
for short) of complete caps in PG(3, q) obtained using randomized greedy algorithms, see Section 2.2, are given.
Note that for q ∈ {61, 67, 71, 73, 79, 83, 97} sizes t G 2 (3, q) in Table 2 improve the ones from [19, Table 7 ]. Also, the values of t G 2 (3, q) given in Table 2 are smaller than the sizes of complete caps in AG(3, q) obtained in [33, Section 3] . The improvements are written in Table 2 in bold font.
In Table 3 we collected the sizes t L 2 (4, q) (t L 2 for short) of complete lexicaps in PG(4, q), q ∈ L 4 , obtained by the algorithm FOP with lexicographical order of points, see Section 2.1.
In Table 4 we give the sizes t G 2 (4, q) (t G 2 for short) of complete caps in PG(4, q), q ∈ G 4 , obtained by the randomized greedy algorithms, see Section 2.2.
Note that the size t G 2 (4, 17) in Table 4 improves the one from [19, Table 8 ]. Also, the values of t G 2 (4, q) given in Table 4 are smaller than the sizes of complete caps in AG(4, q) obtained in [22, Theorem 1.1]. The improvements are written in Table 4 in bold font.
Small complete caps in PG(3, q)
The values t L 2 (3, q) written in Table 1 are shown in Figure 1 by the 2-nd solid black curve. In turn, the values t L 2 (4, q), given in Table 3 , are shown by the 2-nd solid black curve in Figure 2 .
The values t G 2 (3, q) from Table 2 are shown in Figure 1 by the bottom dashed blue curve. In the scale of Figure 1 the curves t 
(the 2-nd solid black curve) and sizes t G 2 (4, q) of complete caps obtained by greedy algorithms, q ∈ G 4 (bottom dashed blue curve).
Note that for all q ∈ G 3 , we have t 3, q) . So, as already pointed out above, the use of greedy algorithms provides better results, that is the size of the complete caps obtained is smaller. However, randomized greedy algorithms require in general more execution time than algorithm FOP, since they require more investigations at each step, trying to maximize a particular objective function as illustrated in Section 2.2. For this reason we have been able to obtain the data for a smaller region of values of q than by the FOP algorithm. Figure 3a shows the percentage difference between t L 2 (3, q) and t 
is relatively small and it tends to decrease when q grows. In particular, in the region q ∈ [503 . . . 3701] this difference decreases approximately from 7% to 4%. 
This implies upper bounds for PG(3, q) in Theorem 1.1. The upper bound (1.5) for N = 3, based on (5.1), is shown by the dashed-dotted red curve in Figure 1 . This bound is presented also by the dashed-dotted red line y = √ N + 2 = √ 5 in Figure 4a . The bound (1.6) for N = 3, based on (5.2), is given by the dashed red curve in Figure 4a . Figure 5a shows the percentage differences between √ 5 and β 
tend to increase when q grows, see Figure 5a . This raises confidence in the correctness of the bound (1.5) for N = 3.
Concerning the execution time, the search for the small complete cap in PG(3, 7001) lasted 2 months with a processor AMD Opteron(TM) Processor 6212, 2.6 Ghz, and used 85GB of memory. Figure 2 , the difference in percentage between these two values given by
is relatively small and it tends to decrease when q grows, see Figure 3b . In particular, in the region q ∈ [101 . . . 443] this difference decreases approximately from 10% to 5%. 
This implies bounds for PG(4, q) in Theorem 1.1. The upper bounds (1.5) for N = 4, based on (6.1), are shown by the dashed-dotted red curves in Figure 2 . This bound is presented also by the dashed-dotted red line Figure 4b . The bound (1.6) for N = 4, based on (6.2), is given by the dashed red curve in Figure 4b . Figure 5b shows the percentage differences between √ 6 and β 
tend to increase when q grows, see Figure 5b . This raises confidence in the correctness of the bound (1.5) for N = 4.
Conclusion
In this paper we presented and analyze computational results concerning small complete caps in PG(3, q), q ≤ 4673, q prime, and q = 5003, 6007, 7001, 8009, and PG(4, q), q ≤ 1361, q prime, and q = 1409. The results have been obtained using randomized greedy algorithms and the algorithm with fixed order of points (FOP). Tables 1-4 and Figures 1-5 show that the sizes t In the other side, the percent difference between t L 2 (N, q) and t G 2 (N, q) is relatively small and it decreases when q grows, see Observations 5.1 and 6.1. Execution time of greedy algorithms is essentially greater than for the algorithm FOP. The sizes t G 2 (N, q) depend not only on q and N but also on parameters d q,i , δ q , n q of greedy algorithms, see Section 2.2. These parameters are not always chosen optimal due to restrictions of the computer time.
At the same time, the sizes t Moreover, the decreasing trend of the curves β L N (q), see Figures 4, 5 , allow us to conjecture that the upper bounds on t 2 (3, q) and t 2 (4, q) we obtained, especially the bounds (1.5) with constant multiplier √ N + 2, hold for any q prime power. As far as this is known to the authors, new complete caps obtained in this work are the smallest known in literature.
8 Appendix. Tables of sizes of the small complete caps in PG(3, q) and PG(4, q)
In Table 2 , for q ∈ G 3 , the sizes t G 2 (3, q) (t G 2 for short) of complete caps in PG(3, q) obtained using randomized greedy algorithms, see Section 2.2, are given.
In Table 4 we give the sizes t G 2 (4, q) (t G 2 for short) of complete caps in PG(4, q), q ∈ G 4 , obtained by the randomized greedy algorithms, see Section 2.2. 
