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Key Points: 23 
 Two ensembles of atmospheric simulations were performed perturbing aerosol and 24 
physical parameters under different model set-ups.  25 
 Thousands of Gaussian process emulators sampling parameter spaces enabled statistical 26 
analyses of model’s parametric uncertainty.  27 
 Fully explored parametric uncertainty of aerosol radiative forcing in a model was found 28 
to be comparable to that in multi-model studies.  29 
  30 
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Abstract 31 
Tropospheric aerosol radiative forcing has persisted for many years as one of the major causes of 32 
uncertainty in global climate model simulations. To sample the range of plausible aerosol and 33 
atmospheric states and perform robust statistical analyses of the radiative forcing, it is important 34 
to account for the combined effects of many sources of model uncertainty, which is rarely done 35 
due to the high computational cost. This paper describes the designs of two ensembles of the 36 
HadGEM-UKCA global climate model and provides the first analyses of the uncertainties in 37 
aerosol radiative forcing and their causes. The first ensemble was designed to comprehensively 38 
sample uncertainty in the aerosol state, while the other samples additional uncertainties in the 39 
physical model related to clouds, humidity and radiation, thereby allowing an analysis of 40 
uncertainty in the aerosol effective radiative forcing. Each ensemble consists of around 200 41 
simulations of the pre-industrial and present-day atmospheres. The uncertainty in aerosol 42 
radiative forcing in our ensembles is comparable to the range of estimates from multi-model 43 
intercomparison projects. The mean aerosol effective radiative forcing is –1.45 W m–2 (credible 44 
interval –2.07 to –0.81 W m–2), which encompasses but is more negative than the –1.17 W m–2 in 45 
the 2013 Atmospheric Chemistry and Climate Model Intercomparison Project and –0.90 W m–2 46 
in the IPCC 5
th
 Assessment Report. The ensembles can be used to reduce aerosol radiative 47 
forcing uncertainty by challenging them with multiple measurements as well as to isolate 48 
potential causes of multi-model differences. 49 
 50 
Plain-language summary 51 
Atmospheric aerosol particles such as dust, pollutants and smoke interfere with light from the 52 
Sun and modify the properties of clouds, and thereby affect Earth’s climate. However, the effect 53 
that aerosols have on climate is one of the major causes of uncertainty in global climate model 54 
simulations. We performed a large number of climate model simulations (called an ensemble), 55 
with many parts of the model slightly varied, in order to understand the complex behavior of the 56 
model and to explore the causes of uncertainty in model outputs. This paper describes the 57 
designs of two climate model ensembles and provides the first analyses of the causes of model 58 
uncertainty. The first ensemble was designed to comprehensively understand the behavior of 59 
aerosols in the atmosphere, while the other includes more general uncertainties in atmospheric 60 
processes that can affect aerosols. Each ensemble consists of around 200 simulations. The ranges 61 
of the aerosol climate effect in our ensembles are comparable to the ranges of previous estimates 62 
from studies that analyzed multiple climate models. These ensembles can be used to reduce 63 
uncertainty in how aerosols affect climate by comparing with satellite and ground-based 64 
measurements. 65 
 66 
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1 Introduction 67 
Earth’s radiative energy balance is strongly affected by atmospheric aerosol particles 68 
which directly scatter and absorb solar and terrestrial radiation and also indirectly modulate the 69 
radiative properties of clouds. Over the industrial period anthropogenic emissions have 70 
significantly altered the properties of aerosols (i.e., atmospheric loading, distribution, 71 
composition and size) and caused a change in the Earth’s radiative energy balance (radiative 72 
forcing; Schulz et al., 2006; Haerter et al., 2009; Lohmann and Ferrachat, 2010; Carslaw et al., 73 
2013a; Myhre et al., 2013, Boucher et al., 2013). Changes in aerosols also have important 74 
regional effects on climate, atmospheric circulation, clouds and precipitation (Shindell and 75 
Faluvegi, 2009; Booth et al., 2012; Philipona et al., 2009; Wang et al., 2014; Kaufman et al., 76 
2005; Stevens and Feingold, 2009; Rosenfeld et al., 2008; Smith et al., 2016; Bollasina et al., 77 
2011; Bollasina et al., 2013).  78 
Our ability to robustly quantify the effects of aerosols on the climate ultimately rests on 79 
being able to reliably simulate aerosol properties and radiative effects on regional and global 80 
scales. However, despite major improvements in global observing systems and climate models 81 
representing aerosols more realistically, the estimated net aerosol radiative forcing over the 82 
industrial period ranges from near zero to around –2 W m–2 (Boucher et al., 2013). This 83 
uncertainty has persisted through all intergovernmental panel assessment reports since 1996 and 84 
significantly limits our ability to understand the causes of historical climate change and our 85 
confidence in climate change projections (Andreae et al., 2005; Seinfeld et al., 2016, Collins et 86 
al., 2013, Schwartz, 2018). In other words, while our knowledge about aerosols and the driving 87 
processes has improved, this has not yet been translated into more reliable climate model 88 
simulations. 89 
Multi-model intercomparisons provide valuable information about the differences 90 
between models, often called the model diversity (Myhre et al., 2013, Randles et al., 2013, 91 
Shindell et al., 2013, Stier et al., 2013, Mann et al., 2014, Bellouin et al., 2016). The AeroCom 92 
intercomparison of aerosol microphysical properties (particle concentrations and size 93 
distributions) showed that global aerosol models can capture many of the important spatial and 94 
temporal variations in aerosols on a global scale (Mann et al., 2014). Nevertheless, the models 95 
have a very large spread (a factor 2 to 30, depending on region) in their simulations of aerosol 96 
microphysical properties. Although model intercomparisons provide valuable information about 97 
model diversity, it is difficult to attribute these differences to particular processes or model 98 
inputs when there are many structural differences among the models (Stier et al., 2013). Most 99 
importantly, the small ensemble size used in multi-model comparison studies inhibits drawing 100 
statistically robust conclusions (Carslaw et. al, 2018). 101 
A perturbed parameter ensemble (PPE) is a set of simulations created using a single 102 
model structure with perturbations made to uncertain physical parameters (Collins et al., 2011) 103 
or inputs to the model, like aerosol emissions (Lee et al., 2013). PPEs are widely used in many 104 
fields of science to understand and quantify model uncertainty, such as in environmental models 105 
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(Salter and Williamson, 2016), hydrological models (Liu and Gupta, 2007), astrophysics 106 
(Rodrigues et al., 2017) and disease transmission (Andrianakis et al., 2017). PPEs have been 107 
used to develop an understanding of uncertainties in climate change projections (Murphy et al., 108 
2004, Collins et al., 2011, Sexton et al., 2012, Fletcher et al., 2018) as well as to explore the 109 
causes of uncertainty in global aerosol concentrations (Lee et al., 2011, 2012, 2013), aerosol 110 
radiative forcing (Carslaw et al., 2013a; Regayre et al., 2014, 2015), precipitation (Qian et al., 111 
2015), and radiative fluxes (Shiogama et al., 2012). PPEs can also be used to systematically 112 
identify model structural deficiencies (Yokohata et al., 2010, McNeall et al., 2016).  113 
Causes of uncertainty in the aerosol component of a global model have previously been 114 
identified using ensembles of ‘offline’ models (often called Chemical Transport Models), where 115 
the couplings of aerosols to the radiation and clouds were not accounted for (Carslaw et al., 116 
2013b, Regayre et al., 2014, 2015). Here, we go further by constructing PPEs in a global climate 117 
model in which aerosols are coupled to physical climate processes. This enables us to analyse the 118 
uncertainty in aerosol radiative forcing including atmospheric rapid adjustments (i.e., semi-direct 119 
effect and cloud lifetime effect; Boucher et al., 2013). 120 
We designed two PPEs to address different aspects of the aerosol radiative forcing in the 121 
HadGEM-UKCA aerosol-chemistry-climate model. Both ensembles were designed to be 122 
comparable to measurements made under particular meteorological conditions so were therefore 123 
nudged towards analyzed meteorology. Both PPEs also included equivalent ensembles for pre-124 
industrial emissions so that the uncertainty in aerosol radiative forcing can be quantified. The 125 
first ‘aerosol’ ensemble (hereafter referred to as the AER PPE) perturbs 26 parameters related to 126 
aerosol processes and emissions and was run in such a way that changes in aerosols did not 127 
affect the meteorology. The AER PPE therefore allows the aerosol radiative forcing (RF) to be 128 
diagnosed. The second ‘aerosol-atmosphere’ ensemble (hereafter referred to as the AER-ATM 129 
PPE) was designed to quantify the relative importance of uncertain parameters in the aerosol 130 
model and the host physical atmosphere model. The AER-ATM PPE therefore allows the main 131 
causes of uncertainty in aerosol effective radiative forcing (ERF, Boucher et al., 2013) to be 132 
diagnosed.  133 
Outputs from PPEs are subsequently used to create Gaussian process emulators 134 
(O’Hagan, 2006, Lee et. al, 2011) to enable several million ‘model variants’ to be generated 135 
across the multi-dimensional parameter spaces. This approach enables a sufficiently high 136 
sampling density to perform robust statistical analyses of model parametric uncertainty. In our 137 
analysis we represent aerosol forcing uncertainties using standard deviations or 90% credible 138 
intervals calculated using samples of one million model variants.  139 
In this article, we describe the design of the two PPEs and examine the major differences 140 
between them by comparing the spatial patterns of uncertainty and by contrasting the 141 
sensitivities of global mean values to the parameter perturbations. In section 2 we summarize the 142 
base model set-up, modifications we made to the model structure, the aerosol emissions used in 143 
all simulations, the parameters we perturbed, and the design of the PPEs. In section 3 we analyze 144 
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the major differences between the PPEs in terms of aerosols and aerosol radiative forcing. In 145 
section 4 we evaluate the potential for these ensembles to inform multiple aspects of climate 146 
research, including identifying priorities for model development, model structural deficiencies 147 
and regions where new, targeted observations will better constrain aerosol forcing uncertainty. 148 
 149 
2 Methods 150 
2.1 Base model 151 
This work uses global simulations of the Met Office Hadley Centre Global Environment 152 
Model (HadGEM3; Hewitt et al., 2011) with N96 horizontal resolution (1.25˚ in latitude and 153 
1.875˚ in longitude) and 85 vertical levels up to 85 km above sea level. The model uses the 4th 154 
Global Atmosphere configuration (GA4, Walters et al., 2014) of the Met Office Unified Model 155 
(MetUM). Sea surface temperatures and sea ice were prescribed using reanalyzed monthly-156 
varying fields based on the methodology of Reynolds et al. (2007) as used in phase 2 of the 157 
Atmospheric Model Intercomparison Project (AMIP-2).  158 
We used version 8.4 of the UK Chemistry and Aerosol (UKCA) model, which is a whole-159 
atmosphere chemistry and aerosol model within the HadGEM3 host model (Abraham, 2014, 160 
O’Connor et al., 2014). Within the UKCA model the evolution of particle size distribution and 161 
size-resolved chemical composition of aerosols are calculated using the modal version of the 162 
GLObal Model of Aerosol Processes model (GLOMAP-mode; Mann et al., 2010). The 163 
GLOMAP-mode simulates new particle formation, gas-to-particle transfer, aerosol coagulation, 164 
cloud processing of aerosols and both dry and wet deposition of gases and aerosols. In our model 165 
set-up GLOMAP resolves 5 aerosol components (sulfate, organic carbon, black carbon, sea salt 166 
and dust) in 7 internally-mixed modes with a lognormal number-size distribution (soluble modes 167 
in nucleation, Aitken, accumulation and coarse size ranges and insoluble modes in all but the 168 
nucleation size range).  169 
Particles form through binary homogeneous nucleation (Vehkamaki et al., 2002) 170 
throughout the atmosphere and through organically-mediated nucleation (Metzger et al., 2010), 171 
which occurs mainly in the planetary boundary layer close to biogenic volatile organic carbon 172 
compound emissions. Particles grow following microphysical processes such as condensation of 173 
gas species and coagulation between particles. They are moved from one mode to another when 174 
the mean modal size becomes larger than a prescribed threshold, or when insoluble particles are 175 
aged to become soluble. Secondary organic carbon is produced from the first stage oxidation 176 
products of biogenic monoterpenes under the assumption of zero vapour pressure. Secondary 177 
organic material is then combined as one chemical tracer with other organic carbon after 178 
condensing to the particle phase. 179 
Aerosol particles are removed from the atmosphere through dry deposition (gravitational 180 
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settling and turbulent mixing), via nucleation scavenging (activation to cloud drops followed by 181 
autoconversion to rain), and via impaction scavenging (by precipitating rain drops) (Kipling et 182 
al., 2013). 183 
Hygroscopic growth of soluble particles occurs according to the local relative humidity 184 
following ZSR (Zadanovskii, 1948; Stokes and Robinson, 1966) using water activity coefficient 185 
data from Jacobson et al. (1996). Activation of aerosols to cloud droplets is calculated applying 186 
-Kohler theory (Petters and Kreidenweis, 2007) with composition-dependent hygroscopicity 187 
factors (; kappa) and an updraft velocity PDF representing sub-grid variability of vertical 188 
velocities (West et al., 2014).  189 
Aerosol optical properties (extinction, absorption and asymmetry parameter) for each of 190 
the GLOMAP internally-mixed size modes are calculated using the RADAER module (Bellouin 191 
et al., 2013) and aerosol radiative effects are calculated via the MetUM radiative transfer module 192 
(Edwards and Slingo, 1996). 193 
Note that to improve the fidelity of predicted aerosol radiative forcings in these 194 
ensembles we evolved the GLOMAP codebase in UM-UKCA for a number of key 195 
improvements (the updated model GLOMAP v8.1). We document these improvements as part of 196 
this article, the changes described added as a progression from the v8.0 codebase which enabled 197 
GLOMAP to be applied across both tropospheric and stratospheric conditions (Dhomse et al., 198 
2014).  199 
Tropospheric ozone, HOx, NOx and VOC (volatile organic compound) chemistry are 200 
calculated using the mechanism described by O'Connor et al. (2014), which includes reactions of 201 
odd oxygen (Ox), nitrogen oxides (NOy), hydrogen radicals (HOx = OH + HO2) and CO, as well 202 
as methane and other short chain non-methane VOCs. The scheme has been extended to include 203 
additional sulfur (Mann et al., 2010) and monoterpene (Spracklen et al., 2006) chemistry. The 204 
Fast-JX scheme is implemented to calculate photolysis rates based on simulated aerosols, liquid 205 
and ice cloud water content and ozone. Fast-JX is a version of the Fast-J scheme (Wild et al., 206 
2000) with an extended wavelength range suitable for stratospheric conditions (Neu et al., 2007, 207 
Abraham et al., 2012, Telford et al., 2013). Dry and wet deposition of gas-phase species is 208 
described in O'Connor et al. (2014). The UKCA chemistry module is currently one-way coupled 209 
to the aerosol module, which means that prognostic aerosols are calculated within the 210 
atmospheric chemistry scheme but these prognostic aerosols do not affect atmospheric chemistry 211 
(through either atmospheric oxidants, photolysis or heterogeneous reactions) during a model time 212 
step.  213 
2.2. Aerosol sources 214 
Emission fluxes of sea salt and dust are calculated within the model as a function of 215 
surface wind speed and the emissions of other primary particles and aerosol precursor gases are 216 
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prescribed using emission inventories. Emissions of dimethyl sulfide (DMS), a precursor of 217 
sulfate aerosol, is calculated as a function of surface wind speeds following Nightingale et al. 218 
(2000), based on prescribed surface sea-water DMS concentrations given by Kettle and Andreae 219 
(2000). The emission inventories used for aerosols and precursor gases in recent decades (1978, 220 
1998 and 2008) and for the pre-industrial atmosphere are shown in Tables S1 and S2. 221 
Sulfur dioxide (SO2) emissions from anthropogenic (fossil fuel and biofuel) and volcanic 222 
sources, and carbonaceous (i.e., organic carbon and black carbon) emissions from combustion 223 
(biomass burning) sources are prescribed distinctly for each period (tables S1 and S2). However, 224 
in AER-ATM PPE the surface emission of anthropogenic sulfur dioxide was erroneously 225 
duplicated and given as high-level emissions representing the industrial and half of energy sector 226 
emissions. As a result, global, annual mean high-level sulfur dioxide emission is 7.67e–13 kg m–227 
2
 s
–1
, which is smaller by a factor of 3 than it should be (2.31e–12 kg m–2 s–1) in this PPE. This 228 
caused differences in global budgets of sulfate aerosol between two PPEs (Tables S7-S8) and led 229 
to weaker forcing over industrial regions in AER-ATM PPE (section 3). Biogenic VOC 230 
emissions of isoprene and monoterpenes are the same for both periods following Guenther et al. 231 
(1995). As stated in section 2.4, the meteorology is identical in all AER simulations. Therefore 232 
the emissions of aerosols and precursors (sea salt, dust and DMS flux) are simulated identically 233 
before perturbation. In the AER-ATM simulations, however, rapid adjustments in the boundary 234 
layer as well as perturbations to host model physical parameters cause the calculated emission 235 
fluxes of sea salt, dust and DMS to differ between simulations. 236 
2.3 Structural modifications to the model 237 
The baseline GLOMAP-mode aerosol model in UKCA is essentially as described in 238 
Mann et al. (2010) with small adjustments to the widths of the particle modes (Mann et al., 239 
2012). In this section we describe the improvements made to the release version of the model 240 
and how they benefit the model set-up used to create the ensembles. Structural improvements in 241 
model release version 8.4 were identified during the design phase of these ensembles. The main 242 
changes to the model for this study were: 243 
New particle formation: The release version of the model has multiple options for new 244 
particle formation (particle nucleation) in the boundary layer. Here, we use an organically-245 
mediated parametrisation (Metzger et al., 2010). In the original formulation it was assumed that 246 
13% of -pinene first-stage oxidation products produce SOA and also enter into the nucleation 247 
rate expression, which gave realistic results (Metzger et al., 2010). In the PPEs we now allow 248 
this 13% SOA yield to vary over a wide range to represent a realistic uncertainty in total SOA 249 
production. To span realistic ranges of observed particle concentrations we therefore found it 250 
necessary to allow only one tenth of this SOA to participate in nucleation (see section 2.5.2). 251 
Organic aerosol water uptake: We previously assumed that water uptake per mole of the 252 
organic component of the particles was 65% of that of sulfate (Mann et al 2010). In this study 253 
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water uptake is calculated using the -Koehler approach (Petters and Kreidenweis, 2007) to be 254 
consistent with the use of  in cloud droplet activation (West et al., 2014).  255 
Cloud droplet activation: Cloud droplet activation is calculated using the 256 
parameterization of Abdul-Razzak and Ghan (2000) (West et al., 2014), with a varying updraft 257 
velocity, including Gaussian PDF for sub-grid variability whose width is linked to the turbulent 258 
kinetic energy in the model. In the PPEs we made this width independent of turbulent kinetic 259 
energy so that its value could be defined more precisely. Above the boundary layer a fixed value 260 
of 0.1 is assumed as in the base model.  261 
In-cloud aerosol scavenging: In our previous studies we perturbed the size of aerosol 262 
particles at which scavenging occurs (Lee et al., 2013; Carslaw et al., 2013b) and in later studies 263 
the drizzle rate (Regayre et al., 2014, 2015). Within UM-UKCA, the host general circulation 264 
model has large-scale precipitation and cloud schemes, so we elected to perturb the parameter 265 
controlling the raining fraction of the grid-box (Rain_Frac). This is applied to large-scale 266 
precipitating cloud, but not to convective precipitation. We did not perturb the autoconversion 267 
rate which is a potentially important parameter (see section 4).  268 
Aerosol scavenging in mixed-phase clouds: The scavenging of aerosol material in 269 
dynamic rain systems is controlled partly by the rain formation process. Our previous work has 270 
shown that if aerosol scavenging scales with total water removal (as was originally the case in 271 
the base HadGEM3-UKCA model) then too little aerosol is transported into the Arctic (Browse 272 
et al., 2012). In our previous studies in the GLOMAP model without any cloud microphysics we 273 
therefore introduced an adjustable in-cloud temperature threshold below which scavenging was 274 
switched off (to account for less efficient scavenging in mixed-phase clouds). To exploit the 275 
HadGEM3-UKCA cloud microphysics we instead define an ice mass fraction threshold above 276 
which no nucleation scavenging occurs. We assume that the wet scavenging of all aerosol 277 
particles (soluble and insoluble) is set to zero in large-scale raining clouds if the simulated ice to 278 
total water mass fraction is higher than a fixed value (determined by the new parameter 279 
Cloud_Ice_Thresh).  280 
In our preliminary experiment, the newly implemented Rain_Frac and Cloud_Ice_Thresh 281 
parameters were found to improve the agreements of simulated aerosol concentrations with 282 
station observations in the Arctic (see Figure S1). 283 
Dust in the modal aerosol scheme: In the release version of HadGEM3 dust is simulated 284 
in the CLASSIC bin scheme (Woodward, 2001; Bellouin et al., 2007) separately from all other 285 
aerosols (which are treated in GLOMAP) so that interactions between dust and other aerosol 286 
species are not simulated. However, recent research shows that dust emissions can have 287 
important regional influences on cloud drop concentrations (Karydis et al., 2017). Therefore, in 288 
our ensembles we emit dust into the GLOMAP modal scheme where the particles can be aged 289 
through condensation of soluble materials (such as sulfate and organic carbon). Dust particles are 290 
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transferred into soluble modes when they acquire sufficient soluble materials to be considered 291 
hygroscopic (as defined by the “Ageing” parameter; Sections 2.4 and 2.5). Emissions in bins 1 292 
(0.0316–0.1 µm in radius) and 2 (0.1–0.316 µm) and half of the emission in bin 3 (0.316-1 µm) 293 
are transferred into accumulation insoluble mode. The remaining emissions in bin 3 and 294 
emissions in bins 4 (1–3.16 µm) and 5 (3.16-10 µm) are transferred into the coarse insoluble 295 
mode. Dust in bin 6 (10–31.6 µm) is not currently transferred to the GLOMAP modal scheme 296 
because this size of particles is not properly represented the GLOMAP modal scheme. These 297 
particles have very short atmospheric life time and hence are not affected by microphysical 298 
processes. 299 
Aerosol optical properties: We replaced the look-up tables of aerosol optical properties 300 
(Bellouin, 2013) that include optical properties for mineral dust (Balkanski et al., 2007) with a 301 
higher resolution in the increments of the imaginary part of the refractive index to better resolve 302 
the specific absorption coefficient of aerosols, especially at the low-absorption end. This 303 
development was necessary to obtain AOD in accumulation and coarse insoluble modes where 304 
dust is the only aerosol component. However, the optical properties for mineral dust used in 305 
AER-ATM are based on Woodward (2001), leading to increased absorption at visible 306 
wavelengths. This results in higher absorption AOD shown in Table S10. Since the absorption by 307 
dust applies to both present-day and pre-industrial simulations, this has a minimal effect on 308 
aerosol forcing.  309 
2.4. Model set-up 310 
As described in Section 1 we have created two complementary PPEs designed to tackle 311 
multiple aspects of aerosol forcing uncertainty quantification and reduction. The HadGEM-312 
UKCA model was set up differently for each ensemble, as summarised in Table 1.  313 
2.4.1 The AER aerosol PPE 314 
The AER PPE was designed to understand and constrain the uncertainty in model output 315 
resulting from perturbations to uncertain aerosol parameters using high spatial and temporal 316 
resolution observations (Reddington et al., 2017). For this purpose, we wanted to have identical 317 
meteorology for all ensemble members to remove the noise caused by differences in dynamics 318 
and cloud properties (internal model variability).  319 
In AER the double call configuration (Bellouin et al., 2013) is used to calculate radiative 320 
fluxes. In this configuration the radiation scheme is called twice to calculate radiative fluxes with 321 
and without simulated aerosols. The model dynamics and physics in the following time step is 322 
calculated using the ‘prognostic call’ with no radiative perturbation by aerosols. Therefore, the 323 
changes in aerosol concentrations and radiative properties occurs only in the ‘diagnostic call’ and 324 
do not affect temperature, clouds, humidity or precipitation during the simulations. Although 325 
atmospheric oxidants are calculated interactively within UKCA, the radiative effects of these 326 
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oxidants in the diagnostic call do not affect the simulation in the next time step. Thereby, 327 
meteorological fields are completely decoupled from aerosols and chemistry and are identical 328 
across all simulations in AER. In addition, we use the same trace gas concentrations such as 329 
CO2, CH4, N2O, and CFCs and other boundary conditions for the pre-industrial (1850) and 330 
present day (2008) simulations. Since these pairs of simulations also share all parameter values, 331 
the sole difference between each pair of simulations is anthropogenic and volcanic aerosol 332 
emissions (Section 2.2). Radiative forcing is calculated as the difference in shortwave and 333 
longwave radiation at the top of the atmosphere in the diagnostic call for pairs of simulations 334 
with 2008 and 1850 anthropogenic emissions. Clear-sky radiative forcing has been diagnosed in 335 
the same way using clear-sky radiative fluxes which have been calculated within the model 336 
ignoring radiative effects of clouds.  337 
Horizontal wind and temperature fields are relaxed (Telford et al., 2008) towards 338 
European Centre for Medium-Range Weather Forecasts (ECMWF) ERA-Interim reanalyses 339 
values between model levels 12 (around 1 km) to 80 (around 60 km). This makes the model 340 
behave like GLOMAP-mode coupled to a global chemistry-transport model driven by 341 
meteorological fields from reanalyses. The benefit of coupling GLOMAP to HadGEM-UKCA is 342 
that, amongst others such as better convective transport, the atmospheric model simulates cloud 343 
fields explicitly, rather than being prescribed according to observed climatologies. 344 
2.4.2 The AER-ATM aerosol-atmospheric PPE 345 
The AER-ATM PPE has two main purposes. Firstly, it is designed to allow the 346 
investigation of uncertainty in aerosol effective radiative forcing (ERF). Therefore, rapid 347 
atmospheric adjustments to clouds, water vapour and temperature resulting from the radiative 348 
effects of aerosols (e.g. the cloud lifetime effect and the semi-direct effect) are active in these 349 
simulations. Secondly, it is designed to quantify the relative importance of aerosol and physical 350 
atmosphere model parameters as causes of aerosol ERF uncertainty. Therefore, the nudging is 351 
applied in a manner that retains the effects of physical atmosphere parameters within the 352 
boundary layer, whilst ensuring all ensemble members have identical synoptic-scale features. 353 
Specifically, atmospheric temperatures evolve freely in these simulations and horizontal wind 354 
fields are relaxed towards ERA-Interim reanalysis values at and above model vertical level 17 355 
(around 2 km). 356 
In AER-ATM the radiative flux double-call method is configured so that changes in 357 
aerosols interact with meteorology and the above-cloud aerosol radiative effects can be 358 
accounted for (Ghan, 2013). Aerosol ERF is calculated as the difference in outgoing shortwave 359 
and longwave radiation at the top of the atmosphere between pairs of simulations with distinct 360 
anthropogenic emissions (1850, 1978, 1998 and 2008). Similarly, the components of aerosol 361 
ERF (the aerosol-cloud interaction ERFACI and aerosol-radiation interaction ERFARI) were 362 
calculated as the difference between clear-sky, clean-sky and clear-clean-sky radiative fluxes 363 
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(following Ghan, 2013) from simulations with different anthropogenic emissions.  364 
2.5 Parameter uncertainty 365 
2.5.1 Expert elicitation of uncertain parameters 366 
We followed the recommendations for expert elicitation of uncertainty outlined in the 367 
Sheffield Elicitation Framework (Oakley and O’Hagan, 2010) to determine the choice of 368 
uncertain parameters to be included in the ensembles and the probability distributions of their 369 
values. Multiple expert elicitation meetings were conducted over the course of several months. 370 
During these meetings statisticians facilitated discussions between small panels of experts to 371 
elicit their understanding of the uncertainties in the model parameters as evidenced by the current 372 
state of research in the relevant field. Probability distributions based on the discussions were 373 
created as the discussion progressed and were used to elicit further information from the experts. 374 
We predominantly use trapezoidal probability density functions in ‘R’ (Hetzel, 2012) to 375 
represent parameter uncertainty, in a similar way to Sexton et al. (2018). Using univariate 376 
trapezoidal distributions avoids over-sampling the central region of multi-dimensional parameter 377 
space. Furthermore, experts more readily converged on agreement about important aspects of 378 
parameter uncertainty when using trapezoidal distributions (see Figure S2) than they did with 379 
other types of distribution. 380 
Probability distributions of aerosol parameter values perturbed in AER are shown in 381 
Figure S3. Probability distributions for parameters included in previous ensembles (e.g. Lee et. 382 
al, 2013 and Regayre et. al, 2014) were re-elicited for this study to account for improved process 383 
understanding from recent research activity.  384 
2.5.2 The AER parameters 385 
The 26 aerosol parameters and their perturbation ranges in AER are summarised in Table 386 
S3. Thirteen aerosol parameters are related to microphysical aerosol processing and another 13 387 
are related to aerosol emission and deposition fluxes. Twenty one parameters have previously 388 
been identified as important causes of model uncertainty in our earlier studies (Lee et. al, 2013, 389 
Carslaw et. al, 2013b, Regayre et. al, 2014, Regayre et. al, 2015). These parameters are described 390 
briefly here and more fully in Lee et al. (2013).  391 
BL_Nuc: The boundary layer nucleation rate. We use the parameterisation of Metzger et 392 
al. (2010) in which the nucleation rate depends on concentrations of gaseous sulfuric acid and 393 
condensable organic molecules. We perturb the nucleation rate coefficient.  394 
Particle ageing: The ageing rate. Black carbon, organic carbon and dust are non-395 
hygroscopic when freshly emitted but assumed to become soluble following condensation of 396 
sulfuric acid and condensable organic matter. In UKCA particles in the insoluble modes are 397 
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transferred to soluble modes after acquiring soluble materials. This parameter defines the amount 398 
of soluble material required for this transfer to occur as the number of monolayers. 399 
Acc_Width, Ait_Width: Width of accumulation and Aitken modes. GLOMAP uses fixed 400 
geometric widths of the lognormal size distribution modes defined by the standard deviation of 401 
the size distribution. The uncertainty range was chosen based mainly on Heintzenberg et al. 402 
(2004) and Birmili et al. (2001). Changing the mode width modifies the size distribution for 403 
particles in that mode, which in turn affects aerosol properties and processes such as dry and wet 404 
deposition rates, cloud drop activation and aerosol optical properties as well as aerosol 405 
diagnostics such as aerosol number concentrations in given size ranges. 406 
Cloud_pH: The acidity of cloud droplets. The rate of in-cloud sulfate formation through 407 
oxidation of SO2 by ozone is highly sensitive to the pH of cloud droplets, thereby affecting the 408 
sulfate aerosol mass and aerosol radiative effects (Turnock et. al, 2016). In contrast to the 409 
previous studies where cloud pH parameters were set separately for clean and polluted 410 
environments, here a single parameter is specified globally since we perturb cloud pH in 411 
different periods.  412 
Carb_FF_Ems, Carb_BB_Ems, Carb_Res_Ems: The carbonaceous particle emission 413 
fluxes from fossil fuel (FF), biomass burning (BB) and residential fuel (Res) consumption. The 414 
primary emission fluxes of black carbon and organic carbon are scaled by the same amounts.  415 
Carb_FF_Diam, Carb_BB_Diam, Carb_Res_Diam: The carbonaceous particle 416 
emission diameters from fossil fuel (FF), biomass burning (BB) and residential fuel (Res) 417 
consumption. These parameters directly control the number of emitted particles for a given mass 418 
flux, and therefore affects various aerosol microphysical processes. Although recent 419 
measurements provide some information about emitted particle number concentrations (Janhäll 420 
et al., 2010), the particle size remains highly uncertain. The size of fossil fuel combustion 421 
particles depends on the source. Biomass burning particle size depends on burning efficiency 422 
(Janhäll et al., 2010) amongst other factors which are encompassed within our ensemble range. 423 
Prim_SO4_Frac, Prim_SO4_Diam: Fraction and diameter of sub-grid-scale formation 424 
of sulfate particles. These parameters describe the formation of particles in sub-grid-scale 425 
plumes, such as power plants (Mather et al., 2003; Luo and Yu, 2011; Stevens et al., 2012). 426 
Prim_SO4_Frac defines the fraction of the SO2 mass that enters the model grid square as new 427 
sulfate particles, and Prim_SO4_Diam defines the size of these particles. Previous studies have 428 
shown this to be an important source of global cloud condensation nuclei (CCN; Spracklen et al., 429 
2005, Pierce and Adams, 2006, Luo and Yu, 2011), but other studies suggest a more limited 430 
effect (Stier et al., 2006), likely because of very different assumptions about the emission size-431 
distributions used. We base our ranges on the plume-scale study of Stevens et al. (2012). 432 
Confidential manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES) 
13 
 
Sea_Spray: Sea spray emission flux. Uncertainties in the wind-driven mass flux of sea 433 
spray particles are accounted for by scaling the interactively computed flux within the model 434 
with this parameter. This parameter conflates multiple sources of uncertainty: the function 435 
describing the wind-speed dependence of the flux, processes that are unaccounted for in the 436 
existing parameterizations (such as fetch, sea state, etc.), the wind speed itself, and the effect of 437 
spatial resolution of the wind fields used by the model.  438 
Anth_SO2: Anthropogenic SO2 emission flux. Uncertainty in anthropogenic emission 439 
mass flux of SO2 is accounted for by scaling the baseline emission from Granier et al. (2011) by 440 
this parameter.  441 
Volc_SO2: Volcanic SO2 emissions. Volcanic SO2 emissions from continuously 442 
degassing volcanoes and time-averaged sporadic eruptions are scaled by this parameter. The 443 
baseline emissions are based on Andres and Kasgnoc (1998) and Halmer et al. (2002) datasets.  444 
BVOC_SOA: Biogenic emission for SOA production. In our model, secondary organic 445 
aerosol (SOA) material is produced through multi-step oxidation reactions of the precursor gases 446 
(i.e., biogenic monoterpenes) by atmospheric oxidants. The elicited quantity was the global 447 
annual SOA production (Tg per year) and in the model we scale the percentage yield, which 448 
therefore conflates the uncertainties in the precursor gas emissions and in the yield of the SOA 449 
itself. The baseline emission is 47.5 Tg per year. 450 
DMS: Dimethyl sulfide emission flux. DMS emissions are calculated interactively based 451 
on the sea-water concentration of DMS from Kettle and Andreae (2000) and the wind-driven 452 
sea-air exchange parameterisation (Nightingale et al., 2000). We conflate uncertainties in these 453 
two factors by varying the calculated sea-air transfer flux by a given factor.  454 
Dry_Dep_Ait, Dry_Dep_Acc: Dry deposition of Aitken (Ait) and accumulation (acc) 455 
mode particles. GLOMAP calculates the dry deposition velocities due to Brownian diffusion, 456 
impaction and interception depending on wind speeds, particle sizes and surface types following 457 
Slinn (1982). In the perturbed runs, the calculated dry deposition velocities in a time step over 458 
different surface type are scaled by parameters for particle size ranges. 459 
Dry_Dep_SO2: The dry deposition velocity of gaseous SO2. SO2 is a precursor for 460 
aerosol sulfate (SO4) and new particle formation. Therefore, the removal of atmospheric SO2 can 461 
limit SO4 formation and the growth of existing aerosols. 462 
Five parameters were either newly introduced because they were shown to be important 463 
in recent studies or have been included as new parameters corresponding to the structural 464 
advances in the modelling framework. These five parameters are described below. The 465 
probability distributions of parameter values are presented in Figure S3. 466 
Confidential manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES) 
14 
 
Kappa_OC: Hygroscopicity parameter of organic carbon. In the model aerosol water 467 
uptake efficiency is determined by Kappa-Köhler theory using size and composition dependent 468 
hygroscopicity factors (κ; Petters and Kreidenweis, 2007). Perturbations to this parameter will 469 
change CCN concentration and cloud drop activation and hence affect the indirect radiative 470 
forcing (Liu and Wang, 2010; Rastak et al., 2017). 471 
Sig_W: Updraft vertical velocity standard deviation. This parameter controls the width 472 
of the probability distribution of sub-grid vertical velocities used to calculate the activation of 473 
aerosols into cloud drops (West et. al, 2014). A higher value of Sig_W enables higher maximum 474 
sub-grid updraft velocity and hence higher maximum supersaturation, which allows smaller 475 
particles to activate. This in turn leads to changes in cloud properties and precipitation such as 476 
higher cloud droplet concentration, lower precipitation efficiency through lower autoconversion 477 
rates, higher liquid water path, and higher cloud albedo. Sig_W has greater impacts on cloud 478 
properties in regions of relatively high aerosol concentrations where droplet activation is updraft-479 
limited rather than aerosol-limited. 480 
Dust: Dust emission flux scale factor. The emission flux of mineral dust is calculated 481 
interactively within the model using the CLASSIC bin scheme, then transferred into the UKCA 482 
modal scheme (as described in section 2.3). The dust emission scheme relies on a tuning factor to 483 
account for emission dependence on model resolution and the representation of micro-484 
environment (Woodward, 2001).  485 
Rain_Frac: The fraction of the cloud covered area where rain forms. As described in 486 
section 2.3 we introduced this parameter as the fraction of the cloudy part of the grid box where 487 
rain sees the aerosol and thereby aerosol scavenging is allowed to take place. In the default 488 
version of the model the raining fraction of the grid box is assumed to be the same as the cloud 489 
fraction and therefore it corresponds to the case with Rain_Frac = 1. An overestimation of 490 
aerosol scavenging in the base model leading to insufficient aerosol loadings over Arctic regions 491 
(e.g. Figure S1) stimulated the inclusion of this parameter in our ensembles.  492 
Cloud_Ice_Thresh: Threshold of cloud ice-phase fraction for scavenging. We 493 
introduced this parameter in conjunction with the Rain_Frac parameter. It is designed to suppress 494 
aerosol scavenging by both cloud liquid and ice water in dynamic clouds when the cloud ice 495 
water fraction is higher than the threshold defined by the parameter value.  496 
2.5.3 The AER-ATM parameters 497 
In AER-ATM, 27 uncertain parameters are perturbed. Sixteen of the 18 aerosol 498 
parameters included here are also included in AER (as indicated in Table S3). Two additional 499 
aerosol parameters and 9 physical atmosphere parameters were also included in AER-ATM. The 500 
effect of these parameter perturbations would be suppressed by the prescribed meteorological 501 
fields in AER. We did not include a comprehensive set of physical atmosphere parameters (e.g. 502 
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Sexton et al., 2018) in AER-ATM because the prescribed meteorological fields force synoptic-503 
scale features to be very similar across the ensemble. Additional parameters included in AER-504 
ATM are summarised in Table S4 and the corresponding probability distributions are presented 505 
in Figure S4. The climatic effects of AER-ATM parameters are described in Regayre et al. 506 
(2018) and further detail on the elicitation of physical atmosphere parameters can be found in 507 
Sexton et al. (2018). We briefly describe the additional aerosol and physical atmosphere 508 
parameters below. 509 
Rad_Mcica_Sigma: The fractional standard deviation of the sub-grid cloud condensate 510 
as seen by radiation. This parameter controls the inhomogeneity of cloud condensate within 511 
vertically overlapping sub-grid clouds which is used to calculate cloud radiative fluxes. This 512 
parameter affects the cloud albedo calculated in the radiation module and thus alters atmospheric 513 
temperatures in AER-ATM, which can induce changes in precipitation rates and cloud amount. 514 
C_R_Correl: Cloud-rain sub-grid variability correlation coefficient. Different PDFs are 515 
used to represent the sub-grid variability of cloud and rain, as detailed in Boutle et al. (2014). 516 
This parameter determines the degree of correlation between those PDFs, which is typically less 517 
than 1 due to differences in how turbulence evolves the PDFs, and fact that rain can be falling 518 
through cloud from which it did not originate. The correlation determines the accretion rate of 519 
cloud droplets by rain droplets, which in turn affects the scavenging of aerosol, in-cloud aerosol 520 
concentrations and cloud amount. 521 
Niter_Bs: The number of cloud microphysics substeps. This discrete parameter controls 522 
the number of substeps over which the cloud microphysics is called within each model timestep. 523 
Increasing the frequency of calls allows more accurate treatment of any nonlinear interactions. 524 
An example of this is the interaction of drizzle drops with the environmental air; with more 525 
frequent calculations there is more opportunity for evaporation of these drops. Although this is a 526 
discrete model parameter it is treated as continuous in the emulation process. 527 
Ent_Fac_Dp: The entrainment amplitude scale factor. This convection scheme 528 
parameter controls the shape of the convective mass flux and the sensitivity of convection to 529 
relative humidity. This parameter affects convective depth, precipitation, cloud amount and 530 
hence the spatial distribution of aerosols and clouds. Increased values lead to the reduction of 531 
convection depth and to some extent suppression of active precipitating convection. 532 
Amdet_Fac: The mixing detrainment rate scale factor. This parameter controls the rate 533 
of humidification of the atmosphere and the shape of the convective heating profile. Increasing 534 
this parameter increases large-scale atmospheric humidity and affects temperatures and thus 535 
convective processes. 536 
Dbsdtbs_Turb_0: The cloud erosion rate. This parameter defines the rate at which 537 
unresolved sub-grid motions mix clear and cloudy air. Therefore this parameter affects cloud 538 
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liquid water content, the autoconversion of cloud droplets to rain drops and cloud amount. 539 
Increasing this parameter value tends to reduce the atmospheric lifetimes of aerosols and 540 
precursor gases. 541 
Mparwtr: The maximum value of the function controlling convective parcel maximum 542 
condensate. In the model precipitation is triggered in convective parcels near the Earth's surface 543 
when the amount of moisture reaches a threshold set by this parameter. This parameter affects 544 
cloud amount and lifetime by altering convective precipitation. 545 
Dec_Thres_Cld: The threshold for cloudy boundary layer decoupling. This parameter 546 
defines a threshold of buoyancy flux at which the boundary layer decouples from the rest of the 547 
atmosphere. It therefore affects the extent of boundary layer mixing, cloudiness and ultimately 548 
the time available for in-cloud aerosol processing. 549 
Fac_Qsat: The rate of change of convective parcel maximum condensate with altitude. 550 
The maximum amount of moisture a convective parcel can hold transitions from the threshold set 551 
by the parameter Mparwtr at the surface to a much smaller threshold at high altitudes. This 552 
parameter affects precipitation efficiency and cloud amount by altering the rate at which the 553 
moisture threshold decreases with altitude. 554 
BC_RI: The imaginary part of the black carbon refractive index. This additional aerosol 555 
parameter controls the absorption of radiation as it passes through black carbon-containing 556 
aerosol particles. The real part of the refractive index was adjusted according to the imaginary 557 
part assuming a linear relationship between real and imaginary parts (Bond and Bergstrom, 558 
2006). Therefore, this parameter affects the absorption, re-emission, refraction and reflection of 559 
incoming radiation by black carbon aerosols. 560 
OC_RI: The imaginary part of the organic carbon refractive index. This parameter 561 
controls the absorption of radiation by organic carbon. The real part of the organic carbon 562 
refractive index is not perturbed. 563 
Some of the AER parameters (BL_Nuc, Acc_Width, Ait_Width, Carb_FF_Ems, 564 
Carb_Res_Ems, Carb_FF_Diam, Carb_Res_Diam, Prim_SO4_Frac, Prim_SO4_Diam, and 565 
Dry_Dep_Ait) were omitted from the AER-ATM design during the expert elicitation process. 566 
Uncertainty in these parameters was neglected (by setting them to their median parameter values 567 
in Table S3) based on evidence indicating they are only important for aerosols and/or aerosol 568 
forcing in a small number of regions and/or seasons (e.g., Lee et al., 2013; Regayre et al, 2014 569 
and one-at-a-time screening experiments using the current model setup). The subset of AER 570 
aerosol parameters included in AER-ATM were identified by experts as being the most 571 
important for achieving the research goals of AER-ATM (Section 2.4.2). Reducing the 572 
dimensionality of the ensemble means that the remaining parameter combinations more densely 573 
fill the multi-dimensional parameter space (with the same computational cost) and potentially 574 
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provide better quality information for statistical model emulator construction (as described in 575 
sections 2.6 and 2.10). However, the effect of removing the parameters from the design cannot 576 
be known a priori. It is possible that the robustness of the statistical model emulation approach is 577 
sufficient to accommodate more parameters and a less dense coverage of the parameter space 578 
than we chose to implement here. 579 
2.6 PPE design 580 
For each ensemble, Maximin Latin Hypercube sampling (McKay et al., 1979; Lee et al., 581 
2013) was used to create a parameter combination design, of k*N points, that spans the N-582 
dimensional uncertain parameter space (where N = 26, k = 7 for AER and N = 27, k = 6 for 583 
AER-ATM). Experience with the GLOMAP model suggests that with 6 ensemble members per 584 
uncertain parameter (k) a design that sufficiently spans the N-dimensional parameter space (for 585 
emulation and sensitivity analysis purposes; Section 2.10) can be constructed. 26 members in 586 
AER-ATM ensemble failed to complete the one year simulation in at least one of three periods 587 
1850, 1978 and 2008 because parameter combinations produced values that exceeded model 588 
performance thresholds. Therefore, k was increased to 7 for AER. A simulation with all 589 
parameters set to their median values (Tables S3 and S4) was additionally included in each 590 
ensemble to ensure coverage of an important region of parameter space. A further set of 2*N 591 
simulations with parameter combinations that augment the original design were created to 592 
validate the emulators (Bastos and O'Hagan, 2009). In total (k+2)*N+1 full-year simulations 593 
(ensemble members) were created for each anthropogenic emission period. This equates to 235 594 
simulations for AER and 217 for AER-ATM. Preliminary parameter combination screening tests 595 
revealed that combined high values of two physical atmosphere parameters (Ent_Fac_Dp > 1.8 596 
and Amdet_Fac > 8.0) cause AER-ATM simulations to fail. This part of the 27-dimensional 597 
parameter space (a corner of a 2D plane) was removed from the AER-ATM design. Some AER-598 
ATM ensemble members (usually with parameter values close to the omitted part of parameter 599 
space) also failed to complete a full simulation year for all of the 1850, 1978 and 2008 600 
anthropogenic emission periods. Therefore, the AER-ATM ensemble is made up of the 601 
remaining 191 simulations. Additional simulations failed in the AER-ATM for 1998 which were 602 
performed after simulations for 1850, 1978 and 2008 periods had been completed and some 603 
analyses had been made for them. As a result, there are only 174 simulations for the 1998 period. 604 
2.7 Simulations 605 
For each ensemble, the effect of parameter perturbations was allowed to spin up before 606 
output was collected. In AER, all simulations for 2008 and 1850 were started from a spun-up 607 
base job previously run for multiple years and branched at December of the previous year. 608 
Parameter perturbations were applied to all AER ensemble members including the median 609 
simulations and then these were run for a further 13 months. In AER-ATM the median 610 
simulation was run for 4 months before parameter perturbations were applied and then run for a 611 
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further 15 months. The final 12 months of outputs for each emission period were used in each 612 
PPE to create the PPE data and analysed in Section 3. 613 
2.8 Model output variables 614 
Monthly, daily and 3-hourly mean outputs were produced for AER and vertical profiles 615 
were produced using hourly means. For AER-ATM only monthly mean values were output (see 616 
Table S5). The data storage saving allowed the AER-ATM ensemble to be run for 4 617 
anthropogenic emission years (1850, 1978, 1998, and 2008), whereas output from AER is 618 
available for only 2 anthropogenic emission years (1850 and 2008). The additional temporal 619 
resolution in AER is crucial for comparison to a large suite of observations.  620 
Monthly mean outputs include around 100 global 2-dimensional fields (e.g., AOD, top of 621 
atmosphere radiative fluxes, aerosol surface emission and deposition fluxes) and around 350 622 
global 3-dimensional fields (e.g., aerosol number and mass mixing ratios by mode and 623 
component, aerosol optical properties, aerosol microphysical processes such as nucleation and 624 
condensation fluxes). Daily mean outputs include around 10 2-dimensional and around 60 3-625 
dimensional fields with global coverage (including AODs and mixing ratios). The same 2-626 
dimensional fields and surface values of 3-dimensional fields were also output at the 3-hourly 627 
temporal resolution. Hourly vertical profiles of around 40 fields (such as aerosol mixing ratios 628 
and optical properties) were output at 24 locations coinciding with long-term aerosol observation 629 
sites. Daily, 3-hourly and hourly outputs are intended to be used to diagnose aerosol indirect 630 
effects that can readily be compared to observations. Because all AER simulations share the 631 
same meteorology, meteorological fields were only output in the median simulation. However, in 632 
AER-ATM temperatures evolve freely throughout the atmosphere, as do horizontal winds in the 633 
boundary layer. Therefore, multiple meteorological fields of interest were additionally output for 634 
all AER-ATM ensemble members.  635 
2.9 Derived fields 636 
Some variables of scientific interest (such as aerosol mass concentrations and aerosol 637 
column loadings) need to be derived from model output. Major derived fields with their time 638 
resolutions and spatial domains are listed in Table S6. Model outputs such as aerosol number 639 
mixing ratio (ratio of particle number to number of air molecules) for all 7 aerosol modes as well 640 
as mass mixing ratios of 5 aerosol components in each mode are used in the derivation of other 641 
important fields. 642 
N3 and N50 are number concentrations of particles whose dry diameters are larger than 3 643 
and 50 nm, respectively. These values were derived using the number mixing ratios within each 644 
lognormally distributed aerosol mode. Since the widths (geometric standard deviations) of the 645 
Aitken and accumulation modes are treated as uncertain parameters in AER (as AIT_WIDTH 646 
Confidential manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES) 
19 
 
and ACC_WIDTH), mode widths used to derive N3 and N50 from each ensemble member 647 
needed to be varied accordingly. 648 
Similarly, PM2.5 has been derived by calculating the mass fractions of dry particle size 649 
larger than 2.5 µm of all aerosol modes. Different widths of Aitken and accumulation modes 650 
were used to match the values used in the simulations. 651 
CCN is number concentration of cloud condensation nuclei at given altitude and 652 
supersaturation. In this study we use the cloud base height (assumed to be around 650 m 653 
elevation) and 0.2% supersaturation. We derive CCN using the concentration of soluble particles 654 
and mass mixing ratios of internally-mixed aerosol components. We used the Köhler theory with 655 
hygroscopicity factors (κ) specific to each aerosol component. Since the hygroscopicity factor 656 
for OC (KAPPA_OC) was treated as an uncertain parameter in both ensembles, member-specific 657 
values of this parameter were used in the CCN derivation. The perturbed values of AIT_WIDTH 658 
and ACC_WIDTH were also used in the CCN derivation for AER.  659 
The derivation of aerosol ERF and its components as well as the equivalent values 660 
without rapid atmospheric adjustments are described in Sections 2.4.1 and 2.4.2.  661 
The raw simulation outputs and derived fields from both ensembles comprise about 160 662 
TB of data. See section 5 for details. 663 
2.10 Emulation and sensitivity analysis 664 
We use Gaussian process emulation (O’Hagan, 2006, Lee et. al, 2011) to statistically 665 
represent model output across the N-dimensional parameter space bounded by the upper and 666 
lower limits of the uncertain model parameters. Here, emulators were created for multiple fields 667 
in order to compare uncertainty in the 2 ensembles. Emulators were created for monthly and 668 
annual mean aerosol mass concentrations, AOD at 550 nm, CCN, as well as for 1850 to 2008 669 
aerosol ERF and its components in AER-ATM and their equivalents without rapid atmospheric 670 
adjustments in AER. In each case the emulators were created using the k*N ensemble members 671 
then validated using the 2*N additional model runs designed for this purpose (see section 2.6) 672 
ensuring that the emulator uncertainty around its mean was low compared with the parametric 673 
uncertainty (see Figure S5). All ensemble members were combined post-validation to produce 674 
new emulators with better space-filling properties, under the assumption that emulators created 675 
using denser parameter spaces provide an equally good or better representation of the model 676 
output. 677 
To compare the model sensitivities within these ensembles we use the Extended-FAST 678 
sampling method (Saltelli et al, 1999) to generate very large samples (N*10000) of model 679 
variants for every emulated variable. These large samples allow us to perform sensitivity 680 
analyses (Saltelli et al., 2000; Lee et al., 2011) and decompose the variance into its components. 681 
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We create emulators of every model output in individual model grid boxes. To make this 682 
approach tractable, the horizontal resolution has been reduced to N48 (2.5˚ in latitudes and 3.75˚ 683 
in longitudes). The use of reduced spatial resolution will not seriously affect the results of 684 
analyses of global or regional mean radiative forcing. It may, however, lessen the quality of data 685 
comparisons and parameter constraints using point measurements. In this case it is an option to 686 
extract and use simulation data at given location from the original resolution data. 687 
 688 
3 Results 689 
3.1 Magnitude and uncertainty in global, annual mean aerosol radiative forcing 690 
Figure 1 and Table 2 summarise the magnitude and uncertainty in global, annual mean 691 
1850-2008 aerosol RF (i.e., direct effect plus cloud albedo effect; see section 2.4.1) in the AER 692 
PPE and the aerosol effective radiative forcing (ERF; RF plus rapid adjustment) in the AER-693 
ATM compared to equivalent ranges in Forster et al. (2007), Shindell et al. (2013), Myhre et al. 694 
(2013) and Boucher et al. (2013). We also show ERFARI and ERFACI as well as clear-sky 695 
components of RF and ERFARI. As summarised in Table 2, means and 90% credible intervals for 696 
the all-sky aerosol RF are –2.12 (–2.76, –1.47) W m–2 and for clear-sky forcing –0.81 (–1.21, –697 
0.46) W m
–2
. Means and credible intervals are –1.45 (–2.07, –0.81) for the ERF,–0.03 (–0.16, 698 
0.11) for ERFARI and–1.42 (–2.08, –0.74) W m
–2
 for ERFACI. The global, annual mean 1850-699 
2008 aerosol RF in AER is stronger than the mean aerosol ERF in AER-ATM. This will be 700 
discussed in section 3.2.2. The credible (from 5% to 95%) ranges are 1.29 Wm
–2 
for aerosol RF 701 
in AER and 1.26 Wm
–2
 for aerosol ERF in the AER-ATM. The comparable magnitude of aerosol 702 
RF and ERF uncertainty in the two samples suggests that in the absence of rapid atmospheric 703 
adjustments the aerosol parameters included only in AER (Table S3) cause as much additional 704 
uncertainty as the physical atmosphere parameters included in AER-ATM (Table S4).  705 
The clear-sky component of RF (i.e., RFClr) in AER is –0.81 (–1.21, –0.46) Wm
–2
 706 
whereas that of ERFARI (i.e., ERFARI-Clr) in AER-ATM is –0.45 (–0.65, –0.27) Wm
–2
. The causes 707 
of the weaker clear-sky forcing component in AER-ATM include lower anthropogenic SO2 708 
emissions (section 2.2), higher dust and sea salt loadings (Tables S7-9), optical properties of 709 
carbonaceous aerosols (perturbed in AER-ATM only) and rapid atmospheric adjustments (in 710 
response to the radiative effects of these absorbing aerosols). The contribution of clear sky to the 711 
all-sky forcing is clear-sky forcing multiplied by clear-sky fraction (1–cloud fraction). Therefore, 712 
in both PPEs, the clear-sky forcing components make smaller contributions to net aerosol forcing 713 
(RF and ERF) than the cloudy-sky components. The negative clear-sky ERFARI is nearly 714 
cancelled by accounting for the positive above-cloud absorption (Ghan, 2013) to make global 715 
average net ERFARI only –0.03 Wm
–2
. The uncertainty in clear-sky forcing is also much larger in 716 
AER (90% credible range of 0.75 Wm
-2
) than the ERFARI-Clr uncertainty in AER-ATM (credible 717 
range is 0.38 Wm
–2
 for clear sky only). However, the small magnitude and uncertainty in global, 718 
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annual mean clear-sky forcing is the result of regions of positive and negative ERFARI cancelling 719 
each other (Regayre et. al, 2018). At the regional level ERFARI is likely to be climatically 720 
important, so the causes of important regional ERFARI uncertainties need to be examined and 721 
understood. 722 
The global, annual mean 1850-2008 aerosol forcing is stronger (more negative) in our 723 
models than the mean forcing assessments from the Atmospheric Chemistry and Climate Model 724 
Intercomparison Project (ACCMIP; Shindell et al., 2013), the Aerosol Comparisons between 725 
Observations and Models phase II (AeroCom II; Myhre et al., 2013) and the Fifth Assessment 726 
Report of the Intergovernmental Panel on Climate Change (IPCC AR5; Boucher et al., 2013) 727 
(see Figure 1 and Table 2). Where direct comparisons can be made, our mean clear-sky aerosol 728 
RF is –0.81 W m–2 versus –0.67 W m–2 in AeroCom II, and our mean aerosol ERF is –1.45 W m–729 
2
 versus –1.17 W m–2 for ACCMIP and –0.90 W m–2 for AR5. Our ERFARI of –0.03 W m
–2
 is 730 
much weaker than the –0.45 W m–2 in AR5 while our ERFACI of –1.42 W m
–2
 is much stronger 731 
than the –0.45 W m–2 in AR5. The weakest clear-sky RF value in the AeroCom II model 732 
intercomparison (–0.35 Wm–2; around 50% weaker than most model values; Myhre et al., 2013) 733 
was produced by the modelling group (CAM5.1) who calculated ERF in the same method as we 734 
did here (Ghan et al., 2012). Their all-sky RF is nearly zero which is in agreement with our 735 
result. In this method absorption by above-cloud aerosols is included in ERFARI.  736 
Table 2 shows that the aerosol forcing uncertainty in our samples is comparable to the 737 
uncertainty from model intercomparisons. These results suggest that our approach has 738 
sufficiently sampled the uncertainty in a single model to characterise the model’s range of 739 
behaviours.  740 
3.2 Spatial distributions 741 
3.2.1 Aerosol spatial distributions 742 
Monthly means and 90% credible intervals of cloud condensation nuclei (CCN) number 743 
concentrations calculated using AER ensemble member output at locations coinciding with 744 
observation stations (Schmale et al., 2018) are compared to observations in Figure 2. Stations are 745 
located across Europe, Asia and Alaska and represent coastal, rural, alpine and urban 746 
environments. These results show that the ensemble output overlaps the observed values and 747 
ranges at most of the stations. However, the observed and ensemble mean values differ markedly 748 
in some locations. For example, from winter to spring the ensemble mean CCN is much smaller 749 
than the observed values at many sites (e.g., Cabauw, Mace Head, and Melpitz). However, in 750 
Finokalia the ensemble mean CCN is much larger than the observed value especially in early 751 
summer. The lack of model-observation agreement in these locations can be used to identify 752 
model structural deficiencies. For example, it may provide strong evidence that our factor 2 753 
uncertainty in primary aerosol from fossil fuel sources is conservative in parts of Europe, 754 
although there are likely to be other compensating factors.  755 
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Figures 3 and 4 show the means and standard deviations of annual mean CCN at 650 m 756 
altitude, AOD at 550 nm and aerosol radiative forcing for the 1850-2008 period. The means and 757 
standards deviations were taken from the large (number of parameters times 10000) samples of 758 
output from individual statistical model emulators (as described in section 2.10).  759 
Annual emulator-mean AOD is typically in the range 0.1-0.3 over the North Atlantic, 760 
0.1-0.2 over the Arctic, 0.15-0.3 over the Southern Ocean, 0.2-0.3 over Europe, 0.15-0.4 over the 761 
North Pacific, and up to 1.0 over China and India. These emulator-mean AODs compare well 762 
with satellite observations (Shindell et al., 2013) and satellite-assimilated simulations (Boucher, 763 
et al., 2013) especially when we account for the emulator standard deviation, which is about 0.1-764 
0.15 over oceans and as high as 0.5 over China. A comparison with observations will enable 765 
implausible parts of the sampled parameter space to be identified, thereby helping to reduce the 766 
standard deviation of our AOD estimates and in forcing estimates (Johnson et al., 2018). 767 
The spatial distributions of CCN at cloud base height with the 2008 emissions are similar 768 
in the two ensembles. However, peak CCN concentrations over the largest anthropogenic 769 
emission sources (China and India) are higher in AER than in AER-ATM. Similarly, the mean 770 
AOD is higher near anthropogenic emission sources in AER. These are mainly due to the low 771 
anthropogenic SO2 emission in AER-ATM (section 2.2) with possible contributions of other 772 
factors such as primary sulfate aerosol emission sizes and numbers perturbed only in AER PPE. 773 
However, aerosols are also advected further from anthropogenic sources over marine 774 
environments in AER-ATM. This is partly due to the longer atmospheric lifetime of sulfate 775 
aerosol in AER-ATM that arises from less effective condensation and coagulation (see Table S7-776 
S9). Also, surface wind speeds and precipitation rates are noticeably different in the two PPEs 777 
over many marine areas. The wind speed differences largely arise from whether or not physical 778 
parameters are perturbed and whether or not rapid adjustment of boundary layer is allowed. 779 
Larger surface wind-speeds in AER-ATM produce larger emission fluxes of sea spray aerosols 780 
including regions near anthropogenic emission sources (Figure 5). Use of different years of 781 
ERA-Interim wind speed for nudging causes much smaller differences in emissions of sea salt 782 
and dust than different model set-ups in AER and AER-ATM (see Tables S7-9). Higher aerosol 783 
concentrations reduce precipitation rates in AER-ATM which includes aerosol feedbacks on 784 
clouds, radiation and dynamics. Perturbations to the optical properties of carbonaceous aerosols 785 
additionally have the potential to produce non-linear aerosol and cloud lifetime effects and 786 
physical atmosphere parameters can additionally affect surface wind speeds. In summary, the 787 
means and standard deviations of CCN and AOD are higher over marine regions in AER-ATM 788 
because of higher surface wind speeds and aerosol feedbacks, whilst continental CCN and AOD 789 
are higher in AER due to higher SO2 emission and non-linear responses to perturbations in 790 
sulfate aerosol emission size and number. Concentrations of natural aerosols are higher in AER-791 
ATM in both PD and PI atmospheres, whereas anthropogenic aerosol concentrations are lower in 792 
AER-ATM in the PD. Both of these lead to weaker aerosol ERF in AER-ATM than aerosol RF 793 
in AER.  794 
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3.2.2 Forcing spatial distributions 795 
Annual mean total forcing (RF and ERF) is more negative than –2 W m–2 over large areas 796 
of the North Atlantic and Europe and –5 W m–2 over large areas of East Asia and North Pacific 797 
in both ensembles. The regional peaks of aerosol RF and ERF are much stronger than the multi-798 
model mean in Shindell et al. (2013; Figure 11), consistent with the comparisons of global means 799 
shown in Table 2. For example, negative forcing just exceeds –1 W m–2 over east and south Asia, 800 
Europe and eastern North America in the multi-model mean whereas negative RF and ERF here 801 
are up to –10 and –5 W m–2 in the same regions. Over the North Atlantic and the North Pacific, 802 
our PPEs estimates stronger forcing than over these continental regions while the multi-model 803 
mean RF is weaker over these ocean basins. Off the west coast of South America is one of the 804 
regions with strongest negative forcing in both of our PPEs but the forcing in this region is not 805 
particularly strong in Shindell et al. (2013). The strength of the aerosol forcing in our PPEs 806 
compared to the multi-model mean suggests our base model may be more sensitive to changes in 807 
aerosols than other global climate models. 808 
The cleanest comparison between ensemble members can be made using the simulations 809 
where all parameters are set to their median values. However, there are multiple differences 810 
between these two ‘median’ simulations; the degree of atmospheric nudging, the meteorological 811 
years used in the nudging process, the inclusion of rapid atmospheric adjustments and the 812 
inclusion of non-zero imaginary indices for carbonaceous aerosols, on top of the difference in 813 
high-level SO2 emissions. These two ‘median’ model simulations show similar spatial patterns to 814 
the emulator mean distributions (not shown). Both CCN and AOD are consistently lower over 815 
most of the continents and higher over most of the oceans and the Antarctica in AER-ATM 816 
compared to AER. Lower SO2 emission in AER-ATM tends to lead to longer atmospheric 817 
lifetime of anthropogenic aerosols through less efficient condensation of sulfate gas onto existing 818 
particles leading to slower particle growth and lower particle hygroscopicity. The meteorological 819 
difference caused by rapid atmospheric adjustments with contribution of the radiative properties 820 
of carbonaceous aerosols (which affect aerosol and cloud lifetimes; see section 2.4, 2.5 and 821 
Table 1) are additional factors contributing the different aerosol distributions in two PPEs. 822 
Ensemble mean aerosol distributions may also be affected by the skewness of the probability 823 
distribution functions of parameter values, non-linearity in the model sensitivity to the parameter 824 
perturbations and interactions between multiple parameters.  825 
As we saw in section 3.1, the global, annual mean 1850-2008 aerosol RF in AER is 826 
stronger (–2.12 Wm–2) than the mean aerosol ERF in AER-ATM (–1.45 Wm–2). Inspection of 827 
the forcing maps (Figure 3 e and f) shows that the AER aerosol RF is stronger than the AER-828 
ATM aerosol ERF over anthropogenic source regions (in line with higher CCN concentrations 829 
and AOD) as well as over remote marine regions (such as oceans in the Southern Hemisphere, 830 
North Atlantic Ocean, as well as much of Africa and Siberia). This stronger remote aerosol RF in 831 
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AER occurs despite the fact that anthropogenic aerosols are advected further from source in 832 
AER-ATM.  833 
Remote aerosol forcing is weaker in AER-ATM because that ensemble has higher (by 834 
16%; see Table S7 and S8) natural aerosol (sea salt and dust) concentrations than AER. Figure 5 835 
shows sea salt loadings are higher in AER-ATM (especially over southern high-latitude regions). 836 
The spatial pattern of increased sea salt loadings roughly corresponds to the spatial pattern of 837 
weaker aerosol forcing in AER-ATM (Figure 5 (c) and (d)). Surface DMS concentration is also 838 
higher in AER-ATM than in AER over most of the oceans in the Northern Hemsphere (not 839 
shown). Natural aerosol emissions are some of the most important causes of 1850-2008 aerosol 840 
forcing uncertainty in both AER and AER-ATM (see Figure 6 and Table 3). These results are 841 
consistent with the fact that high natural aerosol emissions in both 1850 and 2008 atmospheres 842 
weaken the aerosol-cloud-interaction component of forcing because of the highly non-linear 843 
relationship between emissions and cloud albedo (Carslaw et. al, 2013a). 844 
The forcing uncertainty is larger over anthropogenic emission regions in AER (where the 845 
mean forcing is also stronger) but larger in other part of the globe especially over remote marine 846 
regions in AER-ATM (Figure 4 e and f). Both aerosol and physical atmosphere parameters are 847 
important causes of aerosol ERF uncertainty (Regayre et. al., 2018) and the combined effect of 848 
these uncertainties (which determine the magnitude of rapid atmospheric adjustments to 849 
aerosols) makes aerosol ERF more uncertain in marine regions, despite having weaker (less 850 
negative) global and regional mean forcing values.  851 
3.3 Sources of uncertainty in aerosol radiative forcing 852 
Here we analyse the importance of individual parameters as causes of uncertainty in 853 
aerosol radiative forcing in the two ensembles by using variance decomposition (Lee et al., 854 
2011). Parameters that cause a similar magnitude of uncertainty in both ensembles can be 855 
considered to have effects on the model that are insensitive to the inclusion of rapid atmospheric 856 
adjustments and a dynamically responsive boundary layer, which were included in AER-ATM 857 
but not AER.  858 
The main causes of aerosol ERF uncertainty in AER-ATM were analysed in Regayre et 859 
al. (2018). In that study emissions of natural (Sea_Spray and DMS) and anthropogenic 860 
(Anth_SO2) aerosols, cloud process (Sig_W) and radiation (Rad_Mcica_Sigma) parameters 861 
were found to cause around 70% of total ERF variance. However, the percentage of uncertainty 862 
depends on total uncertainty in each PPE and which other parameters were perturbed. In Figure 6 863 
and Table 3 the absolute uncertainties caused by individual parameters are summarised as 864 
standard deviations of annual mean aerosol RF and ERF in the AER and AER-ATM, 865 
respectively. The causes of global and European mean variance were calculated by creating 866 
emulators for global and regional averages (taken from individual ensemble members) then 867 
sampling from the emulators and performing sensitivity analyses as outlined in section 2.10.  868 
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Many parameters included in both ensembles (circles in Figure 6 (a)) cause larger 869 
magnitudes of uncertainty in global, annual mean aerosol forcing in AER than AER-ATM. For 870 
example, anthropogenic emission parameter (Anth_SO2) and the updraft velocity parameter 871 
(Sig_W) are among the most important parameters causing forcing uncertainty in both ensembles 872 
but cause more than twice as much uncertainty in forcing in AER than in AER-ATM despite 873 
being perturbed within the same uncertainty ranges. In contrast, the sea spray emission parameter 874 
(Sea_Spray) causes around half as much uncertainty in forcing in AER as it does in AER-ATM. 875 
Sea spray emissions cause more forcing uncertainty in AER-ATM through the higher aerosol 876 
loading as well as their effect on rapid adjustments and interaction with physical atmosphere 877 
parameters, which affect the properties of low-level clouds in marine environments. Among 878 
parameters causing smaller forcing uncertainties, cloud droplet acidity (Cloud_pH) and organic 879 
carbon hygroscopicity (Kappa_OC) cause many times larger uncertainty whereas accumulation 880 
mode dry deposition (Dry_Dep_Acc) causes many times smaller uncertainty in AER-ATM than 881 
in AER. Causes of these differences include the lower high-level anthropogenic SO2 emissions 882 
within AER-ATM and higher natural aerosols in AER-ATM described in section 3.2.2. 883 
Furthermore, the emission size and amount of primary sulfate aerosols are perturbed in AER. 884 
These effects are likely to be combined to make anthropogenic emissions a more important 885 
source of uncertainty in AER. Other parameters such as DMS and the diameter of emitted 886 
biomass burning particles (Carb_BB_Diam) cause a similar amount of uncertainty in the two 887 
ensembles. This suggests that the aerosol forcing uncertainty to these parameter perturbations is 888 
relatively insensitive to rapid atmospheric adjustments, meteorological factors and other 889 
differences in ensemble setup (sections 2.4.1 and 2.4.2). 890 
Aerosol parameters included in AER but not in AER-ATM are relatively unimportant for 891 
global, annual mean aerosol forcing. However, at least two important causes of forcing 892 
uncertainty (BL_Nuc and Ait_Width) were neglected in AER-ATM. These results suggest the 893 
global, annual mean aerosol ERF uncertainty would be larger if all uncertain aerosol parameters 894 
were included in AER-ATM. However, interactions between the parameters and dependencies 895 
on model setup (e.g., including rapid adjustments) mean that an increase in uncertainty is not 896 
assured. The importance of aerosol parameters included in AER but not in AER-ATM is more 897 
pronounced for European aerosol RF than in the global mean case. Because aerosols have a 898 
relatively short atmospheric lifetime, aerosol parameters have a highly region-dependent 899 
influence on aerosol RF uncertainty (Regayre et. al, 2015). Over Europe parameters that alter the 900 
size and emission flux of primary sulfate particles (Prim_SO4_Diam and Prim_SO4_Frac) are 901 
the largest causes of aerosol RF uncertainty. In response to the constant primary sulfate 902 
emissions in AER-ATM (the associated parameters are held constant), parameters related to 903 
aerosol removal (such as Dry_Dep_Acc) and production (Cloud_pH) processes cause more 904 
aerosol ERF uncertainty. 905 
Physical atmosphere parameters were not perturbed in AER because their effects would 906 
be suppressed by the model setup (Section 2.4.1). However, Figure 6 and Table 3 show that 907 
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physical atmosphere parameters are amongst the largest causes of aerosol ERF uncertainty. 908 
Indeed, the cloud condensate parameter (Rad_Mcica_Sigma) is the largest cause of aerosol ERF 909 
uncertainty in AER-ATM. Regayre et al. (2018) showed that aerosols collectively cause more of 910 
the global mean aerosol ERF uncertainty than physical atmosphere parameters and in fact Figure 911 
6 and Table 3 show that physical atmosphere parameters are less important for aerosol ERF over 912 
Europe. Although we have previously shown that the uncertainty in European aerosol ERF could 913 
be reduced by as much as 30% using multiple observations (Johnson et al., 2018), the underlying 914 
uncertainty would be larger if additional aerosol parameters were included in AER-ATM.  915 
In summary, neither ensemble comprehensively samples model uncertainty. Because 916 
physical atmosphere parameters were perturbed in AER-ATM and rapid atmospheric 917 
adjustments were included within that ensemble, it can be used to inform our understanding of 918 
which processes have the greatest influence on aerosol ERF. However, because AER contains 919 
additional aerosol parameters which are important causes of uncertainty, a more detailed 920 
understanding of the effect of aerosol processes on aerosol RF can be gained by analysing output 921 
from this ensemble.  922 
4 Summary and discussions 923 
We have presented two perturbed parameter ensembles of the HadGEM atmosphere-only 924 
global climate model coupled to the UKCA chemistry and aerosol model. These ensembles were 925 
designed to be complementary and address different aspects of the aerosol radiative forcing 926 
uncertainty reduction challenge. The AER (aerosol) ensemble was designed to be compared 927 
extensively to atmospheric measurements mainly on high time resolutions. Model internal 928 
variability was completely suppressed in this ensemble by prescribing wind and temperature 929 
fields and neglecting aerosol radiative feedbacks on meteorology – i.e., the model was run 930 
essentially as a chemical transport model as in previous studies (Lee et al., 2011, 2012, 2013; 931 
Carslaw et al., 2013b, Regayre et al., 2014, 2015). As such, the effects of perturbing 26 aerosol 932 
emission, microphysical and deposition parameters on aerosol concentrations and aerosol 933 
radiative forcing can be quantified in the absence of additional uncertainties from meteorological 934 
adjustments. The AER-ATM (aerosol/atmosphere) ensemble was designed to quantify the 935 
relative importance of 27 aerosol and physical atmosphere parameters for annual and monthly 936 
mean aerosol effective radiative forcing (including rapid atmospheric adjustments) at the global 937 
and regional level. Therefore, in this ensemble the boundary layer (containing low-level clouds 938 
important for aerosol radiative forcing) was free to respond to changes caused by parameter 939 
perturbations.  940 
Uncertainty in output from both ensembles can potentially be constrained by observations 941 
(Regayre et al., 2018, Johnson et al., 2018). Here, we performed a preliminary comparison of 942 
model-derived CCN to observed values at regionally representative stations (Schmale et. al, 943 
2018). We find that the modelled CCN uncertainty (in large samples of model variants based on 944 
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statistical emulators) spans the observed CCN at most locations. However, at some stations, for 945 
some seasons we note a lack of model-observation agreement, which could be used to identify 946 
areas for model structural development. 947 
The global mean 1850-2008 aerosol radiative forcings are –2.12 (credible interval –2.76, 948 
–1.47) W m–2 (RF) based on the AER PPE and –1.45 (–2.07, –0.81) W m–2 (ERF) based on the 949 
AER-ATM PPE. There are several factors that contribute to the weaker forcing in AER-ATM. 950 
Firstly, more natural aerosols (sea spray, DMS and dust) are typically emitted in AER-ATM than 951 
in AER because of their dependence on surface wind speeds which are larger over most marine 952 
environments in AER-ATM, largely due to perturbed physical atmosphere parameters and rapid 953 
adjustments in the boundary layer. Larger natural aerosol emissions in both 1850 and 2008 954 
reduce the magnitude of the aerosol-cloud interaction (Carslaw et. al, 2013a). Secondly, 955 
uncertainty in the radiative properties of carbonaceous aerosols are included in AER-ATM. 956 
Rapid atmospheric adjustments to carbonaceous aerosols produce regions of positive and 957 
negative forcing that cancel and cause a near-zero global mean aerosol-radiation interaction 958 
component of forcing across the ensemble (Figure 1, see also Regayre et al., 2018). Thirdly, 959 
anthropogenic emissions from industrial and energy sectors were too low in AER-ATM 960 
simulations. This weakened the aerosol forcing over anthropogenic sources in AER-ATM.  961 
The global, annual mean aerosol forcings are stronger in both of our ensembles than in 962 
model intercomparison studies (Shindell et. al, 2013, Myhre et. al, 2013, Boucher et. al, 2013). 963 
The mean and uncertainty of forcing in our samples will change substantially by identifying all 964 
model variants (parts of parameter space) that are plausible compared to aerosol, cloud and 965 
radiation observations, a task begun in Regayre et al. (2018) and Johnson et al. (2018). We are 966 
also aware that we do not include some potentially important marine sources of organic aerosols 967 
(Gantt et. al, 2015) and additional sources of pre-industrial fire emissions (Hamilton et al., 2018) 968 
which, if included, would increase pre-industrial aerosol concentrations and weaken the aerosol 969 
forcing (Carslaw et. al, 2013a). The autoconversion rate (the rate at which cloud droplets convert 970 
into rainfall) is also a potentially important parameter that we did not perturb in our ensembles. 971 
The relationship between the autoconversion rate and the droplet number (which is controlled by 972 
the updraft-driven CCN activation), for example the exponent in the Khairoutdinov and Kogan 973 
(2000) parameterisation, would be another interesting parameter to perturb in future studies. 974 
The credible aerosol forcing ranges in our ensembles are larger than or comparable to 975 
those obtained from model intercomparison projects ACCMIP (Shindell et al., 2013), AeroCom 976 
II (Myhre et al., 2013) and IPCC AR5 (Boucher et al., 2013) (Figure 1, Table 2), even though 977 
inclusion of observationally implausible model variants somewhat contributes to additional 978 
uncertainty. Multi-model intercomparison studies are useful to identity structural issues in the 979 
representation of aerosol cloud interactions in global models that PPEs cannot address. However, 980 
the large uncertainty within a single model suggests that PPEs can be used to identify the key 981 
processes causing model uncertainty and differences among multi-model ensemble members. 982 
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Additionally, the large parametric uncertainty sampled here suggests a need for caution when 983 
interpreting conclusions drawn from multi-model intercomparison studies that represent 984 
unknown combination of structural and parametric uncertainties from small size of ensembles 985 
(Carslaw et al., 2018). Both structural and parametric uncertainties need to be understood and 986 
interpreted in order to properly develop a strategy for reducing the uncertainty and improve 987 
confidence in climate projections.  988 
Regionally, uncertainty in aerosol forcing is larger over most marine regions in AER-989 
ATM (Figure 4) with exceptions of regions near anthropogenic sources. However, global, annual 990 
mean aerosol forcing uncertainties are roughly the same in two PPEs (Table 2), as a result of the 991 
cancellation between regional effects of opposite signs in AER-ATM. These results suggest that 992 
uncertainty in the spatial redistribution of aerosols between regions is important for 993 
understanding the climate effects of aerosols at the regional level. We also neglected several 994 
aerosol parameters (related to the size and number of primary sulfate emissions) in AER-ATM 995 
that are important causes of global and regional uncertainties of aerosol RF in AER (Figure 6 and 996 
Table 3). The regional aerosol ERF uncertainty in AER-ATM would be even larger if these 997 
additional aerosol parameters were included.  998 
The AER and AER-ATM ensembles were designed to help understand and reduce the 999 
persistent uncertainty in aerosol radiative forcing. These ensembles are the first step towards this 1000 
goal because they densely sample the uncertainty in our model. Our aim now is to challenge the 1001 
model uncertainty using multiple observations related to key processes driving model uncertainty 1002 
(e.g. Regayre et al., 2018; Johnson et al., 2018). Comparison of the ensemble output to 1003 
observations will also help to identify model structural deficiencies (e.g., McNeall et al., 2016) 1004 
and prioritise areas of model development. Because we have sampled the full parametric 1005 
uncertainty range, to our best knowledge, we can be more confident in the attribution of biases to 1006 
model structural error than if we had only a handful of sensitivity tests to rely on.  1007 
Once observationally constrained, these ensembles will provide multiple opportunities for 1008 
analysis in other aspects of climate research. For example, the constrained parameter space and 1009 
sensitivity analysis results will inform field campaigns by highlighting the most useful new 1010 
measurements for reducing the remaining forcing uncertainty. Additionally, observationally 1011 
constrained aerosol ERF over, say, the North Pacific in recent decades, would provide values to 1012 
feed into simulations designed to examine the full dynamical response to those regional forcings. 1013 
Finally, understanding the causes of uncertainty in AER and AER-ATM will inform the 1014 
development of climate models in general because other climate models will have 1015 
parametrisations that correspond to the processes that cause uncertainty in our ensembles.  1016 
5 Data availability 1017 
Raw simulation output data in both AER and AER-ATM ensembles are available as Met 1018 
Office post processing data format (.pp; Met Office, 2013) from the JASMIN data infrastructure 1019 
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(http://www.jasmin.ac.uk). Some of the climate-relevant fields are derived and stored in netCDF 1020 
files (.nc) containing data for all ensemble members and made available as a community research 1021 
tool. Variables contained in raw outputs and derived data as well as their spatial domains and 1022 
temporal resolutions are summarised in Tables S5 and S6. The total data sizes are around 85 Tb 1023 
for AER and 75 Tb for the AER-ATM. 1024 
 1025 
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Tables and captions 1625 
 1626 
Ensemble AER AER-ATM 
Perturbed parameters 26 aerosol parameters 27 aerosol, physical and radiative 
parameters 
Main outputs of interest Aerosol state and radiative forcing Effective radiative forcing 
Radiation scheme Double-call Double-call with clear- and clean-air 
diagnostics 
Nudging Nudged to horizontal winds and 
temperature at and above level 12 
(around 1000m) 
Nudged to horizontal winds at and 
above level 17 (around 2000m) 
Rapid atmospheric 
adjustments to aerosols 
Completely turned off Allowed, but effect evident below 
meteorological nudging level 
Anthropogenic aerosol 
emission years 
1850 and 2008 1850, 1978, 1998 and 2008  
ERA-interim meteorological 
data (year) 
2008 2006 
Table 1. Major differences between model setup for AER and AER-ATM. 1627 
  1628 
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This study 
1850-2008 
IPCC AR4; 
Forster et al. 
(2007) 
1750-2005 
ACCMIP;  
Shindell et al. 
(2013) 
1850-2000s 
AeroCom II; 
Myhre et al. 
(2013)  
1850-2010 
IPCC AR5;  
Boucher et al. 
(2013)  
1750-2010 
Aerosol RF 
–2.12 
(–2.76, –1.47) 
–1.2 
(–2.7, –0.4) 
   
Aerosol DRF  
–0.5 
(–0.9, –0.1) 
–0.26 
(–0.49, –0.03) 
–0.27 
(–0.52, –0.02) 
 
Clear-sky RF 
–0.81 
(–1.21, –0.46) 
  
–0.67 
(–0.97, –0.37) 
 
Aerosol ERF 
–1.45 
(–2.07, –0.81) 
 
–1.17 
(–1.65, –0.69) 
 
–0.90 
(–1.90, –0.10) 
ERFARI 
–0.03 
(–0.16, 0.11) 
   
–0.45 
(–0.95, +0.05) 
Clear-sky ERFARI 
–0.45 
(–0.65, –0.27) 
    
ERFACI 
–1.42 
(–2.08, –0.74) 
   
–0.45 
(–1.20, 0.00) 
Table 2. Global, annual mean RF and ERF and their 90% credible intervals (W m
–2
). 1629 
For this study, emulator mean and the 5
th
 and 95
th
 percentile values are shown. For Forster et al. 1630 
(2007), best estimate and 90% interval values are as reported for 1750–2005. Values for aerosol 1631 
RF were read from Figure (2.20). For Shindell et al. (2013) and Myhre et al. (2013), the 5
th
 and 1632 
95
th
 percentile values were calculated as multi-model mean plus and minus standard deviation 1633 
times 1.645, respectively. For Boucher et al. (2013) best estimates and 90% interval values are as 1634 
reported for 1750–2010. 1635 
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Parameter 
Uncertainty (W m–2) 
Globe Europe 
AER AER-ATM AER AER-ATM 
Acc_Width 0.070 
 
0.154 
 Ageing 0.057 0.040 0.045 0.022 
Ait_Width 0.061 
 
0.080 
 Anth_SO2 0.174 0.094 0.218 0.119 
BL_Nuc 0.126 
 
0.321 
 BVOC_SOA 0.032 0.016 0.034 0.004 
Carb_BB_Diam 0.074 0.078 0.124 0.080 
Carb_BB_Ems 0.010 0.011 0.057 0.052 
Carb_FF_Diam 0.010 
 
0.070 
 Carb_FF_Ems 0.009 
 
0.009 
 Carb_Res_Diam 0.020 
 
0.129 
 Carb_Res_Ems 0.024 
 
0.009 
 Cloud_Ice_Thresh 0.014 0.008 0.044 0.031 
Cloud_pH 0.010 0.058 0.082 0.165 
DMS 0.140 0.135 0.144 0.144 
Dry_Dep_Acc 0.062 0.010 0.096 0.182 
Dry_Dep_Ait 0.044 
 
0.102 
 Dry_Dep_SO2 0.036 0.019 0.032 0.014 
Dust 0.019 0.019 0.013 0.020 
Kappa_OC 0.002 0.014 0.004 0.030 
Prim_SO4_Diam 0.095 
 
0.428 
 Prim_SO4_Frac 0.015 
 
0.376 
 Rain_Frac 0.039 0.028 0.033 0.001 
Sea_Spray 0.070 0.123 0.005 0.051 
Sig_W 0.165 0.106 0.179 0.199 
Volc_SO2 0.057 0.035 0.117 0.041 
Rad_Mcica_Sigma 
 
0.211 
 
0.260 
C_R_Correl 
 
0.089 
 
0.092 
Niter_BS 
 
0.036 
 
0.046 
Ent_Fac_Dp 
 
0.001 
 
0.043 
Amdet_Fac 
 
0.006 
 
0.023 
Dbsdtbs_Turb_0 
 
0.056 
 
0.068 
Mparwtr 
 
0.062 
 
0.044 
Dec_Thres_Cld 
 
0.030 
 
0.063 
Fac_Qsat 
 
0.021 
 
0.070 
BC_RI 
 
0.050 
 
0.030 
OC_RI 
 
0.006 
 
0.072 
Table 3. Standard deviations in annual mean global and European aerosol RF and aerosol ERF 1637 
(in W m
–2
) caused by individual parameters in AER and AER-ATM, respectively. The 8 largest 1638 
values within each column are shown in bold and double underlined and next 8 are single 1639 
underlined. 1640 
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Figure captions 1642 
 1643 
Figure 1. Relative frequencies of global, annual mean aerosol radiative forcing in AER and 1644 
AER-ATM. Horizontal bars show 90% ranges of these compared with 90% ranges in Shindell et 1645 
al. (2013), Myhre et al. (2013) and Boucher et al. (2013) shown in Table 2 where applicable. (a) 1646 
Net ERF, (b) ERF due to aerosol-radiation interaction and clear-sky component of it, (c) ERF 1647 
due to aerosol-cloud interaction, (d) net aerosol RF, and (e) aerosol direct radiative forcing and 1648 
clear-sky RF. 1649 
 1650 
Figure 2. Ensemble monthly means of CCN at supersaturation of 0.2% at observational station 1651 
locations calculated for AER are shown in red lines with 90% credible intervals in shadings. 1652 
Monthly means of measurements at stations are shown in black lines. Where observations are 1653 
available in more than one years, interannual means and ranges of smallest and largest monthly 1654 
means are shown in black lines and black shading.  1655 
 1656 
Figure 3. Annual emulator mean CCN (a and b), AOD (c and d), aerosol RF (e) and ERF (f) in 1657 
AER (a, c and e) and AER-ATM (b, d and f). Samples of N*10000 model variants taken from 1658 
emulators of individual model variables are used to calculate the means.  1659 
 1660 
Figure 4. Emulator standard deviations corresponding to the quantities presented in Figure 3. 1661 
 1662 
Figure 5. Annual emulator mean sea salt loadings in AER (a) and AER-ATM (b), their 1663 
difference (c) and difference in radiative forcing between two ensemble (d).  1664 
 1665 
Figure 6. Standard deviations in annual mean global and European aerosol RF and aerosol ERF 1666 
(in W m
–2
) caused by individual parameters in AER and AER-ATM, respectively. Circles show 1667 
parameters that are perturbed in both ensembles. Triangles show aerosol parameters that are 1668 
perturbed only in AER and squares show physical atmosphere parameters perturbed only in 1669 
AER-ATM.  1670 
 1671 
