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Abstract—We consider online scheduling policies for single-
user energy harvesting communication systems, where the goal
is to characterize online policies that maximize the long term
average utility, for some general concave and monotonically
increasing utility function. In our setting, the transmitter relies on
energy harvested from nature to send its messages to the receiver,
and is equipped with a finite-sized battery to store its energy.
Energy packets are independent and identically distributed (i.i.d.)
over time slots, and are revealed causally to the transmitter. Only
the average arrival rate is known a priori. We first characterize
the optimal solution for the case of Bernoulli arrivals. Then, for
general i.i.d. arrivals, we first show that fixed fraction policies [1]
are within a constant multiplicative gap from the optimal solution
for all energy arrivals and battery sizes. We then derive a set
of sufficient conditions on the utility function to guarantee that
fixed fraction policies are within a constant additive gap as well
from the optimal solution.
I. INTRODUCTION
A single-user communication channel is considered, where
the transmitter relies on energy harvested from nature to send
its messages to the receiver. The transmitter has a battery
of finite size to save its incoming energy, and achieves a
reward for every transmitted message that is in the form
of some general concave increasing utility function of the
transmission power. The goal is to characterize online power
control policies that maximize the long term average utility
subject to energy causality constraints.
Offline power scheduling in energy harvesting communica-
tion systems has been extensively studied in the recent liter-
ature. Earlier works [2]–[5] consider the single-user setting.
References [6]–[12] extend this to broadcast, multiple access,
and interference settings; and [13]–[16] consider two-hop
and relay channels. Energy cooperation and energy sharing
concepts are studied in [17], [18]. References [19]–[24] study
energy harvesting receivers, where energy harvested at the re-
ceiver is spent mainly for sampling and decoding. Other works
[24]–[29] study the impact of processing costs, i.e., the power
spent for circuitry, on energy harvesting communications.
Recently, [1] has introduced an online power control policy
for a single-user energy harvesting channel that maximizes the
long term average throughput under the AWGN capacity utility
function 12 log(1+ x). The proposed policy is near optimal in
the sense that it performs within constant multiplicative and
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additive gaps from the optimal solution that is independent of
energy arrivals and battery sizes. This is extended to broadcast
channels in [30], multiple access channels in [31], [32], and
systems with processing costs in [33], [34] (for examples of
earlier online approaches see, e.g., [35]–[37]).
In this paper, we generalize the approaches in [1] to work for
general concave monotonically increasing utility functions for
single-user channels. That is, we consider the design of online
power control policies that maximize the long term average
general utilities. One motivation for this setting is energy
harvesting receivers. Since power consumed in decoding is
modelled as a convex increasing function of the incoming rate
[19], [20], [23], the rate achieved at the receiver is then a
concave increasing function of the decoding power. In our
setting, energy is harvested in packets that follow an i.i.d.
distribution with amounts known causally at the transmitter.
The transmitter has a finite battery to store its harvested energy.
We first study the special case of Bernoulli energy arrivals that
fully recharge the battery when harvested, and characterize the
optimal online solution. Then, for the general i.i.d. arrivals,
we show that the policy introduced in [1] performs within
a constant multiplicative gap from the optimal solution for
any general concave increasing utility function, for all energy
arrivals and battery sizes. We then provide sufficient conditions
on the utility function to guarantee that such policy is within
a constant additive gap from the optimal solution.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a single-user channel where the transmitter
relies on energy harvested from nature to send its messages to
the receiver. Energy arrives (is harvested) in packets of amount
Et at the beginning of time slot t. Energy packets follow an
i.i.d. distribution with a given mean. Our setting is online: the
amounts of energy are known causally in time, i.e., after being
harvested. Only the mean of the energy arrivals is known a
priori. Energy is saved in a battery of finite size B.
Let u be a differentiable, concave, and monotonically in-
creasing function representing some general utility (reward)
function, with u(0) = 0 and u(x) > 0 for x > 0, and let gt
denote the transmission power used in time slot t. By allocat-
ing power gt in time slot t, the transmitter achieves u (gt)
instantaneous reward. Denoting Et , {E1, E2, . . . , Et}, a
feasible online policy g is a sequence of mappings {gt : Et →
R+} satisfying
0 ≤ gt ≤ bt , min{bt−1 − gt−1 + Et, B}, ∀t (1)
with b1 , B without loss of generality (using similar argu-
ments as in [1, Appendix B]). We denote the above feasible
set by F . Given a feasible policy g, we define the n-horizon
average reward as
Un(g) , 1
n
E
[
n∑
t=1
u (gt)
]
(2)
Our goal is to design online power scheduling policies that
maximize the long term average reward subject to (online)
energy causality constraints. That is, to characterize
ρ∗ , max
g∈F
lim
n→∞
Un(g) (3)
III. MAIN RESULTS
In this section, we present the main results of this paper. We
note that problem (3) can be solved by dynamic programming
techniques since the underlying system evolves as a Markov
decision process. However, the optimal solution using dynamic
programming is usually computationally demanding with few
structural insights. Therefore, in the sequel, we aim at finding
relatively simple online power control policies that are prov-
ably within a constant additive and multiplicative gap from
the optimal solution for all energy arrivals and battery sizes.
We assume that Et ≤ B ∀t a.s., since any excess energy
above the battery capacity cannot be saved or used. Let µ =
E[Et], where E[·] is the expectation operator, and define
q ,
E[Et]
B
(4)
Then, we have 0 ≤ q ≤ 1 since Et ≤ B a.s. We define the
power control policy as follows [1]
g˜t = qbt (5)
That is, in each time slot, the transmitter uses a fixed fraction
of its available energy in the battery. Such policies were first
introduced in [1], and coined fixed fraction policies (FFP).
Clearly such policies are always feasible since q ≤ 1. Let
ρ (g˜) be the long term average utility under the FFP {g˜t}. We
now state the main results.
Lemma 1 The optimal solution of problem (3) satisfies
ρ∗ ≤ u(µ) (6)
Theorem 1 The achieved long term average utility under the
FFP in (5) satisfies
1
2
≤ ρ (g˜)
u (µ)
≤ 1 (7)
We note that the results in Lemma 1 and Theorem 1 indicate
that the FFP in (5) achieves a long term average utility that is
within a constant multiplicative gap from the optimal solution
that is equal to 12 . This result is proved in [1] for u(x) =
1
2 log(1 + x). Here, we are generalizing it to work for any
concave increasing function u with u(0) = 0.
Next, we state the additive gap results. We first define
hθ(x) , u(θx)− u(x) (8)
for some 0 ≤ θ ≤ 1, and define the following two classes of
utility functions.
Definition 1 (Utility Classes) A utility function u belongs to
class (A) if hθ(x) does not converge to 0 as x → ∞, and
belongs to class (B) if limx→∞ hθ(x) = 0.
Now let us define the following function for 0 < θ < 1
h(θ) , inf
x
hθ(x) (9)
whenever the infimum exists. Note that the infimum exists for
class (B) utility functions since hθ(x) < 0 for x > 0 by
monotonicity of u, and hθ(0) = 0. We state some properties
of the function h in the next lemma. The proof follows by
monotonicity and concavity of u and is omitted for brevity.
Lemma 2 h(θ) is non-positive, concave, and non-decreasing
in θ.
The next two theorems summarize the additive gap results
for utility functions in classes (A) and (B) in Definition 1.
Theorem 2 If h(θ) exists, and if
r , (1− q) lim
t→∞
1− limx→x¯t+1 u
(
(1− q)t+1x) /u(x)
1− limx→x¯t u ((1− q)tx) /u(x)
< 1
(10)
where x¯t ∈ arg infx h(1−q)t(x); then the achieved long term
average utility under the FFP in (5) satisfies
u (µ) + α ≤ ρ (g˜) ≤ u (µ) (11)
where α ,
∑∞
t=0 q(1− q)th ((1 − q)t) is finite.
Theorem 3 For class (B) utility functions, the achieved long
term average utility under the FFP in (5) satisfies
lim
µ→∞
ρ (g˜) = ρ∗ (12)
We note that the results in Lemma 1 and Theorem 2
indicate that the FFP in (5) achieves a long term average
utility, under some sufficient conditions, that is within a
constant additive gap from the optimal solution that is equal to
|∑∞t=0 q(1− q)th ((1 − q)t)|. One can further make this gap
independent of q by minimizing it over 0 ≤ q ≤ 1. We discuss
examples of the above results in Section VI, where we also
comment on FFP performance under utility functions that do
not satisfy the sufficient conditions in Theorem 2.
IV. BERNOULLI ENERGY ARRIVALS
In this section, we characterize the optimal solution of a
special case of the energy arrival i.i.d. process: the Bernoulli
process. Let {Eˆt} be a Bernoulli energy arrival process with
mean µ as follows
Eˆt ∈ {0, B}, with P[Eˆt = B] = p, and pB = µ (13)
where P[A] denotes the probability of A. Note that under
such specific energy arrival setting, whenever an energy packet
arrives, it completely fills the battery, and resets the system.
This constitutes a renewal. Then, by [38, Theorem 3.6.1] (see
also [1]), the following holds for any power control policy g
lim
n→∞
Uˆn(g) = lim
n→∞
1
n
E
[
n∑
t=1
u (gt)
]
=
1
E[L]
E
[
L∑
t=1
u (gt)
]
a.s. (14)
where Uˆn(g) is the n-horizon average utility under Bernoulli
arrivals, and L is a random variable denoting the inter-
arrival time between energy arrivals, which is geometric with
parameter p, and E[L] = 1/p.
Using the FFP defined in (5) in (14) gives a lower bound on
the long term average utility. Note that by (13), the fraction
q in (4) is now equal to p. Also, the battery state decays
exponentially in between energy arrivals, and the FFP is
g˜t = p(1− p)t−1B = (1− p)t−1µ (15)
for all time slots t, where the second equality follows since
pB = µ. Using (14), problem (3) in this case reduces to
max
g
∞∑
t=1
p(1− p)t−1u (gt)
s.t.
∞∑
t=1
gt ≤ B, gt ≥ 0, ∀t (16)
which is a convex optimization problem. The Lagrangian is,
L = −
∞∑
t=1
p(1− p)t−1u (gt) + λ
(
∞∑
t=1
gt −B
)
−
∞∑
t=1
ηtgt
(17)
where λ and {ηt} are Lagrange multipliers. Taking derivative
with respect to gt and equating to 0 we get
u′ (gt) =
λ− ηt
p(1− p)t−1 (18)
Since u is concave, then u′ is monotonically decreasing and
f , (u′)−1 exists, and is also monotonically decreasing. By
complementary slackness, we have ηt = 0 for gt > 0, and the
optimal power in this case is given by
gt = f
(
λ
p(1− p)t−1
)
(19)
and it now remains to find the optimal λ. We note by
monotonicity of f , {gt} is non-increasing, and it holds that
gt = f
(
λ
p(1− p)t−1
)
> 0⇔ λ < p(1− p)t−1u′(0) (20)
Hence, if u′(0) is infinite, then (20) is satisfied ∀t, and the
optimal power allocation sequence is an infinite sequence. In
this case, we solve the following equation for the optimal λ
∞∑
t=1
f
(
λ
p(1− p)t−1
)
= B (21)
which has a unique solution by monotonicity of f .
On the other hand, for finite u′(0), there exists a time slot
N , after which the second inequality in (20) is violated since
λ is a constant and p(1 − p)t−1 is decreasing. In this case
the optimal power allocation sequence is only positive for a
finite number of time slots 1 ≤ t ≤ N . We note that N is the
smallest integer such that
λ ≥ p(1− p)Nu′(0) (22)
Thus, to find the optimal N (and λ), we first assume N is
equal to some integer {2, 3, 4, . . .}, and solve the following
equation for λ
N∑
t=1
f
(
λ
p(1− p)t−1
)
= B (23)
We then check if (22) is satisfied for that choice of N and
λ. If it is, we stop. If not, we increase the value of N and
repeat. This way, we reach a KKT point, which is sufficient for
optimality by convexity of the problem [39]. We note that for
u(x) = 12 log(1+x) whose u
′(0) is finite, [1] called N , N˜ . We
generalize their analysis for any concave increasing function
u. This concludes the discussion of the optimal solution in the
case of Bernoulli energy arrivals.
V. GENERAL I.I.D. ENERGY ARRIVALS:
PROOFS OF MAIN RESULTS
A. Proof of Lemma 1
In this section, we derive the upper bound in Lemma 1 that
works for all i.i.d. energy arrivals. Following [1] and [33], we
first remove the battery capacity constraint setting B = ∞.
This way, the feasible set F becomes
n∑
t=1
gt ≤
n∑
t=1
Et, ∀n (24)
Then, we remove the expectation and consider the offline
setting of problem (3), i.e., when energy arrivals are known
a priori. Since the energy arrivals are i.i.d., the strong law
of large numbers indicates that limn→∞
1
n
∑n
t=1Et = µ a.s.,
i.e., for every δ > 0, there exists n large enough such that
1
n
∑n
t=1Et ≤ µ+δ a.s., which implies by (24) that the feasible
set, for such (δ, n) pair, is given by
1
n
n∑
t=1
gt ≤ µ+ δ a.s. (25)
Now fix such (δ, n) pair. The objective function is given by
1
n
n∑
t=1
u(gt) (26)
Since u is concave, the optimal power allocation minimizing
the objective function is gt = µ+ δ, 1 ≤ t ≤ n [39] (see also
[2]). Whence, the optimal offline solution is given by u(µ+δ).
We then have ρ∗ ≤ u(µ + δ). Since this is true ∀δ > 0, we
can take δ down to 0 by taking n infinitely large.
B. Proof of Theorem 1
We first derive a lower bound on the long term average
utility for Bernoulli energy arrivals under the FFP as follows
lim
n→∞
Uˆn(g˜) (a)= p
∞∑
i=1
p(1− p)i−1
i∑
t=1
u (g˜t)
=
∞∑
t=1
p(1− p)t−1u ((1 − p)t−1µ) (27)
(b)
≥
∞∑
t=1
p(1− p)2(t−1)u (µ)
=
1
2− pu(µ) ≥
1
2
u(µ) (28)
where (a) follows by (14), (b) follows by concavity of u [39],
and the last inequality follows since 0 ≤ p ≤ 1. Next, we
use the above result for Bernoulli arrivals to bound the long
term average utility for general i.i.d. arrivals under the FFP
in the following lemma; the proof follows by concavity and
monotonicity of u, along the same lines of [1, Section VII-C],
and is omitted for brevity.
Lemma 3 Let {Eˆt} be a Bernoulli energy arrival process as
in (13) with parameter q as in (4) and mean qB = µ. Then,
the long term average utility under the FFP for any general
i.i.d. energy arrivals, ρ(g˜), satisfies
ρ(g˜) ≥ lim
n→∞
Uˆn(g˜) (29)
Using Lemma 1, (28), and Lemma 3, we have
1
2
u(µ) ≤ ρ(g˜) ≤ ρ∗ ≤ u(µ) (30)
C. Proof of Theorem 2
By Lemma 1 and Lemma 3, it is sufficient to study the lower
bound in the case of Bernoulli arrivals. By (27) we have
lim
n→∞
Uˆn(g˜) =
∞∑
t=1
p(1− p)t−1u ((1− p)t−1µ)
(c)
≥
∞∑
t=1
p(1− p)t−1 (u (µ) + h ((1− p)t−1))
= u(µ) +
∞∑
t=0
p(1− p)th ((1− p)t)
, u(µ) + α (31)
where (c) follows since h(θ) exists, and is by definition no
larger than hθ(x), ∀x, θ. Now to check whether α is finite,
we apply the ratio test to check the convergence of the series
∑∞
t=0(1− p)th ((1− p)t). That is, we compute
r , lim
t→∞
∣∣∣∣∣ (1− p)
t+1h
(
(1− p)t+1)
(1 − p)th ((1− p)t)
∣∣∣∣∣
= (1− p) lim
t→∞
infx 1− u
(
(1− p)t+1x) /u(x)
infx 1− u ((1− p)tx) /u(x) (32)
where the second equality follows by definition of h. Next,
we replace infx by limx→x¯t since x¯t ∈ arg inf h(1−p)t(x),
and take the limit inside (after the 1). Finally, if r < 1 then
α is finite; if r > 1 then α = −∞; and if r = 1 then the test
is inconclusive and one has to compute limT→∞
∑T
t=0 p(1−
p)th ((1− p)t) to get the value of α.
D. Proof of Theorem 3
For utility functions of class (B), we have limx→∞ u(θx)−
u(x) = 0. Thus, ∀ǫ > 0 there exists µ¯ large enough such that
u
(
(1 − p)t−1µ) > u (µ)− ǫ, ∀µ ≥ µ¯ (33)
whence, for Bernoulli energy arrivals we have
lim
n→∞
Uˆn(g˜) =
∞∑
t=1
p(1− p)t−1u ((1 − p)t−1µ)
≥ u (µ)− ǫ, ∀µ ≥ µ¯ (34)
It then follows by Lemma 1 and Lemma 3 that
ρ∗ ≥ ρ (g˜) ≥ u (µ)− ǫ ≥ ρ∗ − ǫ, ∀µ ≥ µ¯ (35)
and we can take ǫ down to 0 by taking µ infinitely large.
VI. EXAMPLES AND DISCUSSION
In this section we present some examples to illustrate the
results of this work. We first show that the utility function
u(x) = 12 log(1 + x) considered in [1] belongs to class (A).
Indeed we have h′θ(x) =
θ−1
2(1+θx)(1+x) , which is negative
for all 0 < θ < 1, and therefore hθ(x) is decreasing in x
and does not converge to 0. We then show that the sufficient
conditions of Theorem 2 are satisfied: h(θ) exists, and is equal
to limx→∞
1
2 log
1+θx
1+x =
1
2 log(θ); r = 1 − q and hence the
gap α is finite. Furthermore, [1] showed that minimizing α
over all q gives a constant additive gap, independent of q, that
is equal to 0.72.
Next, we note that all bounded utility functions belong to
class (B). These are functions u where there exists some
constant M < ∞ such that u(x) ≤ M, ∀x. Examples
for these include: u(x) = 1 − e−βx for some β > 0, and
u(x) = x/(1 + x). To see that these functions belong to
class (B), observe that limx→∞ u(x) = M by monotonicity
of u, and hence limx→∞ u(θx)−u(x) = 0. We also note that
class (B) is not only inclusive of bounded utility functions.
For example, the unbounded function u(x) =
√
log(1 + x)
satisfies limx→∞
√
log(1 + θx) −
√
log(1 + x) = 0 and
therefore belongs to class (B). For such unbounded functions
in class (B), the FFP is not only within a constant additive
gap of the optimal solution, it is asymptotically optimal as
well, as indicated by Theorem 3.
Note that one can find a (strict) lower bound on h(θ) for
some utility functions if it allows more plausible computation
of α, or if h(θ) itself is not direct to compute. For instance, for
any bounded utility function u, the following holds: h(θ) ≥
(θ − 1)M , where M is the upper bound on u. To see this,
observe that by concavity of u and the fact that u(0) = 0
we have infx u(θx) − u(x) ≥ (θ − 1) supx u(x). This gives
α ≥ ∑∞t=0 q(1 − q)t ((1− q)t − 1)M , which is no smaller
than − 12M if we further minimize over q. Another example
is u(x) = 12 log (1 +
√
x), which belongs to class (A). We
observe that h(θ) in this case is lower bounded by 12 log(θ).
Hence, this function admits an additive gap no larger than 0.72
calculated in [1] for u(x) = 12 log(1 + x).
Finally, we note that the conditions of Theorem 2 are only
sufficient for the FFP defined in (5) to be within an additive
gap from optimal. For instance, consider u(x) =
√
x. This
function belongs to class (A) as hθ(x) does not converge to
0. In fact, hθ(x) is unbounded below and h(θ) does not exist.
This means that any FFP of the form g˜t = θbt, for any choice
of 0 < θ < 1, is not within a constant additive gap from the
upper bound
√
µ. However, there exists another FFP (with a
different fraction than q in (4)) that is optimal in the case of
Bernoulli arrivals. Since u′(0) = ∞, we use (21) to find the
optimal λ, where f(x) = 1/(4x2), and substitute in (19) to
get that the optimal transmission scheme is fractional: gt =
pˆ (1− pˆ)(t−1)B, ∀t, where the transmitted fraction pˆ , 1 −
(1−p)2. This shows that one can pursue near optimality results
under an FFP by further optimizing the fraction of power used
in each time slot, and comparing the performance directly to
the optimal solution instead of an upper bound. While in this
work, we compared the lower bound achieved by the FFP to a
universal upper bound that works for all i.i.d. energy arrivals.
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