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Abstract
This dissertation considers defect turbulence of the one-dimensional complex Ginzburg-Landau
equation (CGLE). To begin with, a short review of the CGLE is given. Then stochastic models for
large deviations and long-memory are introduced for statistical analysis of the defect turbulence.
In many previous works, the defect turbulence is regarded as a many body interaction among the
Bekki-Nozaki holes and shocks like waves and then is analyzed with some probability distributions.
Nonetheless, this picture is not appropriate for the defect turbulence, since there are complicated
spatial configurations among localized waves. The identification of localized waves with the use of
only amplitude leads to erroneous results. Thus, a new identification method with the use of both
amplitude and phase, from the context of coherent structures, which is the form of localized trav-
eling waves, is proposed for an appropriate statistical analysis, and gives “local structures”. In this
case, a defect, a hole, and a modulated amplitude wave are identified as the local structures. With
the discrimination, the defect turbulence is described as a birth-death process of the local structures
on the basis of a non-stationary master equation describing the probability distribution for number
of the three local structures. The three marginal probability distributions for the number of each
local structure at the steady state are derived to have the Poisson distribution, which agrees with
those of our numerical simulation. In addition, the probability distributions for interarrival time and
lifetime of the local structures reproduce successfully the related probability distributions of our nu-
merical simulation based on the marginal time-dependent probability distributions derived from the
non-stationary master equation with long-memory. Further, tracing the holes and investigating their
kinetics in the defect turbulence are carried out. Some holes show motions affected by acceleration
and/or deceleration in contradiction to that a localized wave travels with a constant velocity. With-
out discrimination of the holes, all the hole velocities are regarded as hole velocity fluctuation in a
time series, of which stationary probability density and autocorrelation coefficients display fat tails.
It is shown that these characteristics are modeled by generalized Cauchy processes with two gen-
eralizations describing the effect of long-memory: a non-autonomous generalized Cauchy process,
and a fractional generalized Cauchy process.
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Chapter 1
Introduction
1.1 Background
The world where we live exhibits abundant rich pattern formations in various fields. When we
look up to the sky, flowing clouds change their shapes from hour to hour depending on climates,
seasons, and so on. Fishes and animals show us beautiful patterns on their skin such as regular
stripe patterns of zebras, complicated labyrinth patterns of chub mackerels, and self-similar triangle
patterns of cone shells. Our body is also a result from pattern formations. Zygote is firstly a simply
monotonous shape, begins to split one after another, and then leads to our complicated body.
The systems showing such patterns are known as nonequilibrium open systems, where energy
and/or matter fluxes are sustained [1, 2]. In general, evolution equations describing nonequilibrium
open systems are described by nonlinear partial differential equations. It is thus desperate to ob-
tain analytical solution of the evolution equations. However, advances of computer performance
in the last few decades have made this research area progress rapidly. Indeed, we can observe
unpredictable fascinating pattern formations by carrying out computer simulations.
Spatially complicated and temporally stationary patterns, which can be seen on animal’s skin,
are results from balances between dissipation and nonlinearity of the evolution equations. On the
other hand, subtle disturbance to the system can lead to spatiotemporally chaotic pattern dynamics,
which cannot be understand by the language of well-known chaos theory. Such structural instability
in terms of intrinsic parameters or disturbance makes it hard to study the systems by conventional
mathematical and physical methods having been developed involved in low-dimensional, linear, and
deterministic systems. Furthermore, it is quite difficult to establish universal laws for different non-
linear partial differential equations in spite of the specific form of the evolution equations strongly
depends on the systems investigated.
Amazingly, we can see common pattern formations in the whole nonequilibrium open systems.
In particular, topological defect, which is defined by phase singularity, is one of the most important
patterns because it determines qualitative, sometimes quantitative, behavior of the systems. Topo-
logical defects have been observed in diverse systems in each dimension: thermal fluid convection
in closed loop shows one-dimensional (1D) defect dynamics [3, 4]; two-dimensional (2D) systems
especially provide abundant examples of topological defects such as chemical reactions [5, 6], liq-
uid crystals [7, 8], heart tissues [9, 10, 11], and so on; historically, there-dimensional (3D) defect is
1
the most famous, namely, vortex in fluids [12].
In order to extract the common nature without directly dealing with original evolution equations,
mathematical techniques, the method of multiple scales [13, 14] and the reductive perturbation
method [15], have been developed. These methods allow us to investigate nonequiribrium open
systems by an evolution equation with respect to a complex field describing slow amplitude modula-
tion near a Hopf bifurcation. In particular for a primary supercritical Hopf bifurcation, the evolution
equation is given by the complex Ginzbrug-Landau equation (CGLE) [1, 16, 17].
The CGLE can also present defect dynamics observed in various nonequilibrium open systems in
several dimensions and thus can be regarded as a normal form in the systems. This means that we
can understand the nature of nonequilibrium open systems through the CGLE qualitatively, some-
times quantitatively. From this point of view, we study pattern formations of the CGLE in this
dissertation. Historically, the CGLE has been utilized as a phenomenological model for investigat-
ing birth-death processes of topological defects especially in 2D systems. As far as we know, the
first attempt is that the birth-death process of topological defects of the two-component 2D CGLE
can be explained by the master equation involved in a pair-extinction process giving a sub-Poisson
statistics as the modified Poisson distribution [18]. With the help of this notion, topological de-
fect turbulence in a catalytic surface reaction has been investigated [19]. Furthermore, traveling
topological defects in inclined layer convection has been associated with the 2D CGLE and their
number statistics has been obtained from the birth-death process with the squared Poisson distri-
bution. While these birth-death processes give physical explanations to the systems, the consistent
theory for the number statistics with other index, such as correlations, has yet to be established.
1.2 Purpose and Outline
The purpose of this dissertation is to develop a methodology for analyzing spatiotemporally chaotic
dynamics involved in phase singularity in nonequilibrium open systems. From the point of view of
risk analysis for human hearts, phase singularity plays an important role. Our heart shows nearly
regular pacing with the noise having a fractal nature in ordinary states. However, when we have a
heart disease, the beat rhythm turns into irregular pacing. In particular under ventricular fibrillation,
which leads to sudden death, an electric field on a human heart displays chaotic dynamics of phase
singularity with annihilation and creation of phase singularities [21]. Recently, other type of phase
singularity was observed in a healthy human heart and was identified by the Bekki-Nozaki hole,
which is an exact solution of the 1D CGLE [22]. Nonetheless, the appropriate methodology for
analyzing the dynamics in complex configurations with multiple-waves in each dimension has yet
to be established. Therefore, for the first step of this grandiose project, we focus on the 1D CGLE
and then try to develop new strict methods for analyzing the spatiotemporally dynamics by means
of stochastic dynamical model in detail. To the best of our knowledge, such an attempt has yet to
be done for the CGLE in each dimension.
This dissertation is consisted of seven chapters, and is organized as follows.
In Chapter 2, a short review of the CGLE is given. The CGLE has been introduced by the method
of multiple scales or the reductive perturbation method near a supercritical Hopf bifurcation and
then can describe slow amplitude modulation with respect to time and space. It is thus expected to
have common nature in oscillatory media. Indeed, it exhibits defect dynamics, which is dynamical
2
behavior of phase singularity, in one, two, and three-dimensions such as the BN-hole, spiral wave,
and vortex filament. In particular in 1D systems, localized nonlinear waves have been extensively
investigated in the context of coherent structures having the form of a traveling wave with constant
velocity in oscillatory background. In addition, several spatiotemporal dynamics of the CGEL have
been observed by computer simulation. Some results from statistical analysis in 2D systems have
also been reported especially for defect number.
In Chapter 3, mathematical tools for modeling stochastic dynamics in spatiotemporally chaotic
dynamics of the CGEL are introduced. The key concept of them is how to describe large deviations
and long-memory. One of the simplest models for large deviations is a generalized Cauchy pro-
cess, of which stationary distribution is a generalized Cauchy distribution having fat tails. Master
equation is known to describe a stochastic dynamics with respect to state transitions. There are
two ways in modeling long-memory for a master equation: a non-stationary master equation and a
generalized master equation. Both master equations lead to the corresponding Fokker-Planck equa-
tions, which give evolutions of probability density functions (PDFs) for continuous states, with their
representations of random variables by the Kramers-Moyal expansion.
In Chapter 4, statistical analysis for “defect turbulence”, which is a state of spatiotemporal high-
dimensional chaos involved in phase singularity, is carried out naively based on interactions between
the local depressing waves (LDWs) and local standing waves (LSWs). Three statistics for LDW are
presented: LDW number, inter-LDWs distance, and depth of LDW. The fluctuation of LDW num-
ber is subjected to a sub-Poisson statistics, which implies the existence of LDWs bunching states.
Indeed, nearest neighbor interactions between LDWs are recognized in the probability distribution
for inter-LDWs distance. On the other hand, the probability distribution except the existence of the
LDWs bunching states is modeled by a Poisson configuration with a fluctuating parameter. Depth
of LDW shows the existence of long-range interactions, which can be modeled by a space-time
fractional Poisson process.
In Chapter 5, it is elucidated that the defect turbulence is a birth-death process of defects, holes,
and modulated amplitude waves (MAWs), which are localized nonlinear waves being “key players
of the game”. This is the main result of this dissertation. Appropriate discrimination methods of the
local structures are developed with the use of both local amplitude and phase, and then give a master
equation under their interaction scheme. In this case, the master equation gives the probability
distributions for number of defect, hole, and MAW as the Poisson distribution at the steady state.
On the other hand, the probability distributions for interarrival time of defects, lifetime of holes,
and that of MAWs show the existence of long-memory and the peaks due to collective motions. A
non-stationary master equation, as a generalization of the master equation, provides evolution of
the marginal Poisson distributions of the three local structures and the interarrival (and lifetime)
distributions with the long-memory and the peaks consistently.
In Chapter 6, the kinetics of hole velocity is investigated. Generally speaking, velocity of lo-
calized waves is assumed to be constant in various fields. Nevertheless, the holes in the defect
turbulence display acceleration and deceleration of their motions, namely hole velocity varies tem-
porally. Collected hole velocities in the whole space without discrimination, successive hole ve-
locities can be regarded as a stochastic process and then show the existence of large deviations and
long-memory. These properties are modeled by a stochastic differential equation with a suitable
modification for the conventional Fokker-Planck equation.
In Chapter 7, summary of this dissertation and future prospects are presented.
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Chapter 2
Short Review of the complex Ginzburg
Landau equation
In this chapter, we present a short review of the CGLE especially in 1D systems. The CGLE
describes slow amplitude modulation of spatially extended oscillatory fields in nonequilibrium open
systems. The CGLE can exhibit defect dynamics in one-, two-, and three-dimensions as behavior
of the BN-holes, spiral waves, and vortex filaments, respectively. In particular, the 1D CGLE has
been extensively investigated involved in connection with localized nonlinear waves (soliton, the
BN-hole, and shock), spatiotemporal dynamics, and statistical analysis.
2.1 Physical background
Pattern formations in nonequilibrium open systems are generally described by the multi-components
nonlinear advection reaction diffusion equation:
@
@t
U+ vrU = Dr2U+ F(U; ); (2.1)
where U is a field of physical quantity considered, v is an advection velocity, D is a diffusion
coefficients matrix and F(; ) is a reaction term with an intrinsic parameter . A spatially ho-
mogeneous steady state U, which satisfies the relation F(U; ) = 0, gives a Jacobian matrix
@F(U; )=@U. An eigenvalue problem in terms of the Jacobian matrix gives a set of eigenvalues
and eigenvectors fn();Un()g depending on . When the eigenvalues with a certain value of 
satisfy the condition that only one pair of complex conjugate eigenvalues exists on the imaginary
axis and others are in the left plane (Fig. 2.1(a)), such a parameter c is known as a critical value as-
sociated with a Hopf bifurcation and is assumed to satisfy @(c)=@ > 0. Under a perturbation to
c as  = c+ ", evolution ofU is described by a slow amplitude modulation A(x; t) with the pair
of complex conjugate eigenvalues being on the imaginary axis (Fig. 2.1(b)) and their eigenvectors
in terms of c as
U = A(x; t)e0(c)tU0(c) + c:c:; (2.2)
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Figure 2.1: Conceptual diagrams of configurations of eigenvalues depending on . (a) When  =
c, one pair of complex conjugate eigenvalues, denoted by black circles, exists on the imaginary
axis and others, denoted by white circles, are in the left plane. (b) Under a perturbation to c as
 = c+ ", the eigenvalues move to the right plane. Then, the pair of eigenvalues denoted by black
circles intersects the imaginary axis and leads to an instability. Such an instability gives a Hopf
bifurcation, which is involved to oscillatory media.
where c:c: denotes the complex conjugate term. The evolution equation of A(x; t) is given by the
method of multiple scales [14] or the reductive perturbation method [16] as
@
@t
A = A+ (1 + ic1)r2A  (1 + ic2)jAj2A (2.3)
with the parameters c1 and c2 being obtained from the intrinsic parameters of original systems.
Depending on the specific values of c1 and c2, the CGLE display various pattern formations. It is
thus regarded as a normal form of nonequilibrium open systems, especially, oscillatory media [17].
2.2 Defects in several dimensions
2.2.1 The Bekki-Nozaki hole
The CGLE can describe defect dynamics in several dimensions. In homogeneous and infinitely
extended 1D systems, a defect solution is analytically obtained by the modified bilinear method
[23, 24] as
A(x; t) =
b1exp() + b2exp( )
exp() + exp( ) exp[i(qx  
t)]exp[ iln(2cosh())] (2.4)
with  being a position on a moving frame with a constant velocity v. The asymptotic wavenumbers,
k1 = q    and k2 = q + , are related to v by the following form:
v = (c1   c2)(k1 + k2): (2.5)
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The amplitude of the asymptotic plane waves b1 and b2 satisfy
jb1j =
q
1  k21; jb2j =
q
1  k22 (2.6)
with 0 < k1; k2 < 1 and the frequency 
 is given by

 = c1k21 + v + c2(1  k21) = c1k22 + v + c2(1  k22): (2.7)
In particular, if the parameter b1 takes a real value, the parameter b2 can then be written as b2 =
jb2jexp(i), where
cos =   b1jb1j [(1 + 
2)(1 + c21)
2   q2(1 + c22)]; (2.8)
sin = 4qa(1 + c21)(1 + 
2); (2.9)
 = (1 + 2)(1 + c21)
2   2qa(1 + c21)(1 + 2) + q2(1 + c22): (2.10)
The parameter , which is introduced in the form of the modified bilinear operator, and the negative
a are determined by the following relations:
 =  
p
2 + 2;  =
3(1 + c1c2)
2(c2   c1) ; a =
c1   c2
3(1 + c21)
: (2.11)
The two asymptotic wavenumbers k1 and k2 lay on an ellipse as
(k1 + k2)2
a21
+
(k1   k2)2
a22
= 1; (2.12)
where
a21 = 4

1  1 + c
2
2
a(1 + 2)(1 + c1)2
 1
; a22 = 4

1  1
a2
 1
: (2.13)
This is the specific form of the BN-hole, which connects two plane waves with different wavenum-
bers and then has phase singularity in its core. Figure 2.2 shows amplitude and phase profile of the
BN-hole. One can recognize a phase jump in the core characterized by an amplitude dip. Stability
analysis with a weak perturbation shows that the BN-hole is structualy unstable [25].
2.2.2 Spiral wave
Spiral wave, of which core is phase singularity, plays as a defect in 2D systems. The analytical form
of an isolated spiral wave in the polar coordinate (r; ) is given by
A(r; ; t) = (r)exp[i(m   !t+  (r))]; (2.14)
wherem is the winding number, ! is the rotation frequency of the spiral wave, (r) is the amplitude,
and  (r) is the phase [26]. This form is obtained by a perturbation method under the boundary
conditions:
(r)rm (r!0); @r (0) = 0; (2.15)
(r); @r (r) <1 (r!1): (2.16)
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Figure 2.2: Amplitude and phase profile of the BN-hole. Solid line denotes amplitude, and white
circles denote phase.
The winding number m corresponds to the arm number of the spiral wave, and if and only if m =
1, the spiral wave is stable. The instability among m 6=1 induces breakup of the spiral wave,
which can be often observed in real situations of chemistry and physiology. Figure 2.3 shows
stationary spiral waves in phase field obtained by a numerical simulation. There are both clockwise
and counterclockwise rotating spiral waves associated with the sign of the winding numbers. The
tip of each spiral wave corresponds to the phase singularity.
2.2.3 Vortex filament
In 3D systems, phase singularity appears as a line, which is the core of a scroll wave. A scroll wave
in the cylindrical coordinates (r; ; z) is of the form:
A(r; ; z; t) = (r)exp[i(m   !t+  (r) + kzz)]; (2.17)
where kz is an axial wave number characterizing a twist [27]. The motion of an isolated vortex
filament was investigated by a phenomenological equation describing its velocity kinetics. With the
assumption that a vortex filament is as almost straight as paralleling to axis z, the velocity kinetics
is given by
@tv + K^(c 11 v   @zr) = 0; (2.18)
where r is a position along the vortex filament characterized by the z coordinate, and K^ is the
friction tensor of which components are real and symmetric. Vortex filaments appear in various
dynamics with the value sets of the parameters of the CGLE: an isolated vortex filament, a closed
loop of a vortex filament, and nucleation and collapse of vortex filaments.
2.3 Localized nonlinear waves
In 1D systems, a form of localized waves on a moving frame, called coherent structures, has been
introduced [28]. Substituting the ansatz A(x; t) = A^()e i!t with  = x   vt into the 1D CGLE,
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Figure 2.3: Stationary spiral waves in phase field. There are both clockwise and counterclockwise
rotating spiral waves associated with the sign of the winding numbers. The tip of each spiral wave
corresponds to the phase singularity.
one obtains the ordinary differential equations:
d
d
a = a; (2.19a)
d
d
 =  1 + c1!
1 + c21
  v
1 + c21
  c1v
1 + c21
q +
1 + c1c2
1 + c21
a2   2 + q2; (2.19b)
d
d
q =
c1   !
1 + c21
+
c1v
1 + c21
  v
1 + c21
q +
c2   c1
1 + c21
a2   2q; (2.19c)
where v is a velocity on the frame, ! is a frequency of background, and the variables (a(); (); q())
are, respectively, defined by a = jA^()j and + iq = dlnA=d. The coherent structures appear as
fixed points or closed orbits in the three dimensional dynamical systems: plane wave is a stable fixed
point, the BN-hole and the shock are heteroclinic orbits connecting two plane waves with different
wave numbers.
Subsequently, the two different homoclinic orbits were discovered: homoclinic hole [29], and
modulated amplitude wave (MAW) [30]. They, respectively, correspond to an unstable and a sta-
ble brunch of a homoclinic orbit associated with a saddle-node bifurcation. The amplitude profile
of a homoclinic hole is quite similar to that of the BN-hole, however, the phase profiles of them
show different features as shown in Fig. 2.4. The phase of a homoclinic hole has no singularity
because it connects the same plane wave as a homoclinic orbit. The amplitude profile of an MAW
is characterized by weak modulation rather than a homoclinic hole.
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Figure 2.4: Amplitude and phase profiles of (a) the BN-hole and (b) a homoclinic hole. The am-
plitude profile of both hole have localized dips. The phase of the BN-hole jumps at the core of the
amplitude whereas that of the homoclinic hole is continuous.
2.4 Spatiotemporal dynamics
In addition to the isolated localized waves, spatiotemporal dynamics of the 1D CGLE has been
investigated. Chate´ reported a phase diagram of the parameter (c1; c 12 ) classifying various spa-
tiotemporal dynamics by extensive numerical simulations [31]. According to his phase diagram, of
which a modification is shown in Fig. 2.5, one can observe two spatiotemporally chaotic dynamics,
phase turbulence and defect turbulence.
In the phase turbulence, many MAW-like ripples display creation and annihilation process among
themselves. Then the transition from a propagating single MAW to the phase turbulence is con-
sidered to result from sequential saddle node bifurcations. The defect turbulence displays chaotic
behavior on both amplitude and phase. A road to the defect turbulence was investigated to be caused
by splitting processes of the BN-hole like waves [32].
Based on the nearest neighbor interactions between localized nonlinear waves, some spatiotempo-
ral dynamics can be mimicked. To mimic the spatiotemporal dynamics classified into spatiotempo-
ral intermittency, van Hecke introduced a coupled map lattice describing phase dynamics involved
in the BN-hole like and homoclinic like localized waves [33]. According to his work, we call a
BN-hole like and a homoclinic hole like waves as a defect and a hole, respectively. The coupled
map lattice gives a significant insight that defects and holes are key players in the regime of the
spatiotemporal intermittency.
2.5 Statistical analysis
In physics, many degrees of freedom chaotic states, such as turbulence in fluid, have been often
studied by computational and/or statistical methods. For the CGLE in several dimensions, some
results of spatiotemporal chaos obtained by statistical analysis have been reported.
Sakaguchi investigated soliton turbulence in the 1D CGLE at a dispersion limit, where soliton-like
pules can be observed because the system is regarded as the nonlinear Schro¨dinger equation with
weak perturbations [34]. Then, he obtained the stationary probability distributions for amplitudes
and wave numbers of the soliton-like pulses, and concluded that the soliton turbulence is an one-
parameter family spatiotemporal dynamics. Wang introduced an external white noise into the 2D
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Figure 2.5: The phase diagram of the 1D CGLE cited from Ref. [31]. The parameters b1 and b3
correspond to c1 and  c 12 , respectively.
CGLE and showed that the noise intensity changes the shape of probability distributions for defect
number [35]. This is an example of the realization of stochastic bifurcation [36]. Daniels et al.
revealed that defect velocity fluctuation of the 2D CGLE has fat tails in its stationary probability
distribution [37]. This means that the defects do not behave as Brownian particles.
2.6 Summary
The CGLE is derived from evolution equations in nonequilibrium open systems by the method of
multiple scales or the reductive perturbation method. One can observe defects in each dimension
since the CGLE is a normal form of spatially extended systems with dissipations and oscillations.
In particular, localized nonlinear waves in 1D systems is classified as the coherent structures, and
have been extensively investigated their dynamics. Furthermore, spatiotemporal, especially chaotic,
dynamics have been recognized in the 1D systems with the corresponding phase diagram on the
parameters of the CGLE. Some statistical analysis have been carried out in order to understand the
features of spatiotemporally chaotic dynamics in many degrees of freedom.
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Chapter 3
Stochastic models for large deviations
and long-memory
In this chapter, we introduce stochastic models for large deviations and long-memory. To begin
with, we present a generalized Cauchy process, of which PDF can describe large deviations. Subse-
quently, we show that the effect of long-memory can be incorporated into a master equation by two
ways: a non-stationary master equation, and a generalized master equation. The Kramers-Moyal
expansion of them gives the corresponding Fokker-Planck equations with the realizations of sample
paths.
3.1 Generalized Cauchy process
Large deviations in many systems are associated with the occurrence of rare events, disaster, and
hazard far from standard statistical law being subjected to the Gaussian distribution. The corre-
sponding probability distributions are conventionally given by alpha-stable distributions, especially,
the Cauchy distribution for  = 1 [38]. One generalization of the Cauchy distribution, known as
a generalized Cauchy distribution, has been extensively studied associated with various complex
systems [39, 40, 41].
There are many stochastic processes having the generalized Cauchy distribution as their stationary
probability distribution. One candidate of them is an Ito^ type stochastic differential equation (SDE)
[42, 43], which is known as a generalized Cauchy process (GCP) consist of a linear dissipation, an
additive and a multiplicative standard Brownian motion. The GCP is given in the form:
dX(t) =  X(t)dt+
p
2DmX(t)dWm(t) +
p
2DadWa(t); (3.1)
with Wm(t) and Wa(t) being the standard Brownian motions, and positive real parameters , Da
andDm. The analytical solution of Eq. (3.1) is explicitly given by the Ito^ stochastic integral [42, 43]
as
X(t) = X(0)e t+
p
2DmWm(t) +
p
2Da
Z t
0
e(t
0 t) p2Dm[Wm(t0) Wm(t)]dWa(t0): (3.2)
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The autocorrelation function, defined by C(t) = hX(t)X(0)i, is obtained as
C(t) = hX(0)2ihe t+
p
2DmWm(t)i; (3.3)
where hi denotes an ensemble average.
The corresponding Fokker-Planck equation is given by
@
@t
P (x; t) =
@
@x
[xP (x; t)] +
@2
@x2
[(Dmx2 +Da)P (x; t)]: (3.4)
Under the stationary state, @tP (x; t) = 0, the stationary distribution Ps(x) is readily obtained as
Ps(x) =
a2b 1
B(b  1=2; 1=2)
1
(x2 + a2)b
; (3.5)
where B(; ) is the beta function, the parameters a and b are defined by
a =
r
Da
Dm
; b = 1 +

2Dm
: (3.6)
The stationary distribution in Eq. (3.5) is the generalized Cauchy distribution. The even number
order moments with respect to Ps(x) exist with certain parameter values due to the symmetry of
Ps(x). In particular, the second order moment is expressed by
hX2is =
Da
2(  Dm) ; (3.7)
when  > Dm is satisfied. This relation, with the help of the Bloch’s theorem given in Appendix
A, provides the specific form of the autocorrelation function C(t) in Eq. (3.3) as
C(t) =
Da
2(  Dm)e
 ( Dm)t: (3.8)
3.2 Master equations with long-memory
A conventional master equation provides evolution of a probability distribution with respect to states
of a particle [42, 43]. This evolution equation is derived from state transition rules on particle
systems as
d
dt
P (r; t) =
X
r0
[w(r; r0)P (r0; t)  w(r0; r)P (r; t)] (3.9)
with particle states r, and transition probabilitiesw(r; r0) on r0!r being constrained thatPr0 w(r; r0) =
1. The master equation has Markov property, namely the probability distribution at each time is only
affected by the one of infinitessimal previous time.
On the other hand, stochastic dynamics in complex systems often shows the existence of long-
memory, which presents non-Markov property. There are two ways in generalizing master equations
to have non-Markov property: one is a non-stationary master equation [44, 45], the other is a gen-
eralized master equation [46, 47, 48].
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A non-stationary master equation,
d
dt
P (r; t) =
X
r0
[w(r; r0; t)P (r0; t)  w(r0; r; t)P (r; t)]
= (t)
X
r0
[ ~w(r; r0)P (r0; t)  ~w(r0; r)P (r; t)]; (3.10)
is characterized by time-dependent transition probabilities having the formw(r; r0; t) = (t) ~w(r; r0).
A time-scaling function (t) has to be non-negative. When (t) satisfy the condition that limt!1 (t)
= 0, the solution of Eq. (3.10) can describe the effect of long-memory. Indeed, the following func-
tions satisfy this condition:
n0t
n 1
1 + 1tn
(0; 1 > 0); t (0 <  < 1): (3.11)
Introduced the rescaled time ~t =
R t
0 (t
0)dt0, Eq. (3.10) leads to a conventional master equation
with respect to ~t as,
d
d~t
P (r; ~t) =
X
r0
[ ~w(r; r0)P (r0; ~t)  ~w(r0; r)P (r; ~t)]: (3.12)
Thus, the solution of the conventional master equation readily gives that of the corresponding non-
stationary master equation.
A generalized mater equation has been introduced in the context of continuous time randomwalks
(CTRWs), where duration time between state transitions is subjected to a waiting time distribution.
The generalized master equation can express the effect of long-memory by a convolution with a
memory functions as
d
dt
P (r; t) =
d
dt
Z t
0
dt0M(t  t0)
X
r0
[w(r; r0)P (r0; t0)  w(r0; r)P (r; t0)]; (3.13)
where the Laplace transform of the memory functionM(t) is associated with that of a waiting time
distributions  (t) by
M^(s) =
 ^(s)
1   ^(s) ; (3.14)
where the hat symbol denotes the Laplace transform.
When the waiting time distribution is subjected to a power-law at large t as  (t)t 1  (0 <
 < 1), the memory function has the same property asM(t)t . The corresponding generalized
master equation is expressed as
d
dt
P (r; t) = 0D1 t
X
r0
[w(r; r0)P (r0; t)  w(r0; r)P (r; t)]; (3.15)
where the operator 0Dt is the Riemann-Liouville fractional derivative [49] defined by
0D1 t f(t) =
1
 ()
d
dt
Z t
0
(t  t0) 1f(t0)dt0 (3.16)
with  () being the gamma function. This master equation is known as a fractional master equation.
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3.3 The Fokker-Planck equations with long-memory
Master equations can also describe continuous states by the assumption that a state r is a represen-
tative state in a partitioned region of which volume is V . This procedure for right hand side of a
master equation leads to
LMEP (r; t) =
Z
V
[w(r; r0)P (r0; t)  w(r0; r)P (r; t)]dr0: (3.17)
Here LME denotes a linear operator describing the right hand side of conventional, non-stationary,
and generalized master equations.
The Taylor series of Eq. (3.17) with respect to the infinitesimal variation defined by r = r   r0
gives
LMEP (r; t) =
Z
V
dr
1X
m=1
( 1)m
m!
 
nX
k=1
xk
@
@xk
!m
w(r0 + r; r)P (r; t): (3.18)
This procedure is known as the Kramers-Moyal expansion [42]. By terminating the series at the
second term and replacing
Fi(r) =
Z
V
xiw(r0 + r; r)r; Dij(r) =
Z
V
xixjw(r0 + r; r)r; (3.19)
one obtains the Fokker-Planck operator defined by
LFPP (r; t) =
24 nX
i=1
@
@xi
Fi(r) +
1
2
nX
i;j=1
@2
@xi@xj
Dij(r)
35P (r; t): (3.20)
In addition, the corresponding Ito^-type SDEs are presented by
dX = F(X)dt+G(X)dW(t); (3.21)
where G(X) is defined by D(X) = G(X)GT (X) and W(t) is composed of independent stan-
dard Brownian motions. The master equations with long-memory introduced in the previous sec-
tion readily lead to the corresponding Fokker-Planck equations by the Fokker-Planck operator in
Eq. (3.20).
The non-stationary master equation gives a non-autonomous Fokker-Planck equation in the form:
@
@t
P (r; t) = (t)LFPP (r; t): (3.22)
The corresponding sample paths, fYtgt0, are realized by
Yt = X(R(t)); (3.23a)
R(t) =
Z t
0
(t0)dt0; (3.23b)
dX = F(X)d +G(X)dW(): (3.23c)
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In this formula, it is recognized that physical time t is associated with intrinsic time  by a deter-
ministic mapping  = R(t).
The fractional master equation leads to a fractional Fokker-Planck equation in the form:
@
@t
P (r; t) = 0D1 t LFPP (r; t): (3.24)
The solution of the fractional Fokker-Planck equation is associated with that of the conventional
Fokker-Planck equation having the same Fokker-Planck operator by the inverse Le´vy transform in
the Laplace space as
P^ (r; s) = s 1p^(r; s): (3.25)
The derivation of Eq. (3.25) is given in Appendix B. The corresponding sample paths, fZtgt0, are
presented by
Zt = X(St); (3.26a)
St = inff ;U() > tg; (3.26b)
dX = F(X)d +G(X)dW(); (3.26c)
where fStgt0 is a stochastic process known as a subordinator [38, 50] defined by U() being a
strictly increasing -stable Le´vy process [51, 52]. The subordinator provides long duration, and thus
can realize the effect of long-memory. The correspondence between this formula and the fractional
Fokker-Planck equation is explained in Appendix C.
3.4 Summary
The GCP can describe large deviations by its stationary PDF, namely the generalized Cauchy distri-
bution. The autocorrelation function of the GCP is analytically obtained as the exponential function
with the existence of second moment.
The non-stationary master equation provides the stochastic dynamics of state transitions with
long-memory by the time-scaling functions. Also, the generalized master equations present the
existence of long-memory by convolution with the memory function involved in the waiting time
distributions giving duration between state transitions. In the special case that the waiting time
distribution has power-law property, the memory function is reduced to a power function, and then
the generalized master equation leads to the fractional master equation.
The Kramers-Moyal expansion with the termination at the second term gives the corresponding
Fokker-Planck equations to both master equations with realizations of sample paths.
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Chapter 4
Naive statistics for one-dimensional
defect turbulence
In this chapter, we present defect turbulence of the 1D CGLE with a certain parameter set by a
numerical simulation. According to many previous works, we also regard the defect turbulence
as many body interactions between the BN-hole and the shock like waves and then obtain three
probability distributions for particle number, nearest neighbor distance, and depth of amplitude.
As stochastic models for the probability distributions, we introduce a conventional master equation
with its Poisson representation, a generalization of the Bayes’ theorem, and a generalization of the
Poisson process.
4.1 The BN-holes and the shocks in defect turbulence
In order to produce defect turbulence, we implemented a numerical simulation for the 1D CGLE
with a certain parameter set (c1; c2) = (1:5; 1:2) with system size 
 = 500 being subject to
periodic boundary condition. The numerical integration scheme for this work was composed of
the fourth-order Runge-Kutta method for time with a step size t = 0:01 and the second-order
central difference method for space with a resolution x = 0:5. Figures 4.1 show spatiotemporal
dynamics of the defect turbulence in (a) amplitude and (b) phase. In the amplitude, nearest neighbor
interactions between black lines and white lines, which correspond, respectively, to lower and higher
values of amplitude, are recognized. In the phase, traveling sharp lines, which correspond to phase
discontinuities, are recognized. Figures 4.2 show a snapshot of (a) amplitude and (b) phase at a
certain time in Figs. 4.1. In the amplitude, similar profiles to the BN-holes and the shocks appear
as local minimum and maximum, respectively. The value range of phase is extended in order to
clarify phase discontinuities. In what follows, we call the BN-hole and the shock like waves as local
depressing wave (LDW) and local standing wave (LSW), respectively. This identification is naively
based on only amplitude threshold, of which in this work jAj = 0:8, as well as many previous works
[25, 32, 53].
16
Space
T
im
e
T
im
e
Space
(a) Amplitude (b) Phase
1.2
0.0
0.6
π
-π
0
Figure 4.1: Spatiotemporal dynamics of the defect turbulence in (a) amplitude and (b) phase. The
corresponding parameter set of the CGLE is (c1; c2) = (1:5; 1:2). The system size
 = 500 being
large enough to produce the defect turbulence.
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Figure 4.2: Snapshot of (a) amplitude and (b) phase at a certain time in Figs. 4.1.
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4.2 Counting statistics for LDWs
We counted LDW number in the whole space at each time step and then obtained the probability
distribution for them as is shown in Fig. 4.3. The probability distribution is identified well by the
binomial distribution:
B(p; k) = nCkpk(1  p)n k; (4.1)
where n is the maximum LDW number in the whole space, p is the probability in generating a LDW,
and k is a LDW number, respectively. The parameters in Eq. (4.1) are estimated by the moments as
n = 41 and p = 0.2. In order to classify statistical property, we utlized the Fano factor, FF , defined
by
FF =
2k
hki (4.2)
with hki being the mean, and 2k being the variance. For the Poisson distribution, of which the mean
and the variance are the same value, FF = 1. The LDW number statistics with FF = 0:8, being
less than 1.0, is subjected to a sub-Poisson statistics, which implies the existence of LDWs bunching
states by analogy of photon number statistics in quantum optics [54].
In order to elucidate the underlying mechanism of the sub-Poisson statistics, we constructed in-
teraction scheme among LDWs and LSWs in the defect turbulence as follows: (i) two LDWs collide
and then turn into one LSW, (ii) two LSWs merge into one LSW, (iii) one LDW absorbs or emits
one LSW, (iv) one LDW becomes one LSW, (v) both LDW and LSW emerge from background.
The integrated scheme is written down as
2X
k01! Y; (4.3a)
2Y
k02! Y; (4.3b)
X + Y
k03

k04
X; (4.3c)
X
k05! Y; (4.3d)
0
k06! X; (4.3e)
0
k07! Y; (4.3f)
where X and Y denote, respectively, LDW and LSW, and each k0i denotes reaction constant. Al-
though it is desirable to analyze the full scheme, we only need, here, to get the knowledge of X .
For this purpose, we employed an adiabatic approximation for Y and then obtained the following
reduced scheme
2X k1! 0; (4.4a)
0
k2

k3
X; (4.4b)
with ki being a reaction constant rate. The reduced scheme describes pair annihilation in Eq. (4.4a),
emission and sinking in Eq. (4.4b), which are a key mechanism in producing sub-Poisson statistics
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[55, 56], and then provides transition probabilities as
W (X;X; t) = k1X(X   1)X; 2 + k2X;1 + k3XX; 1; (4.5)
where X is transition rate of X and i;j is the Kronecker’s delta. The transition probabilities
readily lead to a master equation with respect to P (X; t) being the time-dependent probability
distribution for X as
d
dt
P (X; t) = k1(X + 2)(X + 1)P (X + 2; t) + k2P (X   1; t)
+k3(X + 1)P (X + 1; t)  [k1X(X   1) + k2 + k3X]P (X; t): (4.6)
In general, master equations are hard to be solved analytically. Hence, we utilized the Poisson
representation of Eq. (4.6) to evaluate first and second moment. The Poisson representation, f(; t),
for arbitrary probability distribution, P (X; t), is associated with a integral transform on complex
plane by
P (X; t) =
Z
C
e X
X!
f(; t)d (4.7)
with  being a complex variable on an integral contour C [42]. Substituting Eq. (4.7) into Eq. (4.6),
one obtains an evolution equation for f(; t) in the form:
@
@t
f(; t) =   @
@
[( 2k12 + k2 + k3)f(; t)]  @
2
@2
[(k12)f(; t)]: (4.8)
Although the negative diffusion term in the right-hand side of Eq. (4.8) makes the forward evolution
of f(; t) be unstable, the stationary distribution can be formally obtained as
fs() =  (2+a2)exp

2 +
a1
2


(4.9)
with a1 = k2=k1
2 and a2 = k3=k1. The r-th moments are evaluated on a closed loop encircling
the origin of complex plane by
hri =
H
rfs()dH
fs()d
: (4.10)
The specific form of the moments is given by
hri =



r
a1
2
r Ir (a2+1)(2
p2a1)
Ia2+1(2

p
2a1)
; (4.11)
with Id() being the modified Bessel function [57]. With the relations that hXi = hi and 2X =
h2i   hi2 + hi, the FF is asymptotically evaluated by
FF =
3
4


p
a1=2 +O(1)


p
a1=2 +O(1)
3
4
: (4.12)
This value gives a good approximation for our simulation result. Thus the reduced interaction
scheme can be essential to produce the sub-Poisson nature in the counting statistics for LDW.
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Figure 4.3: The probability distribution for LDW number are denoted by the black circles, being
compared with the binomial distribution as the solid line.
4.3 Inter-LDWs distance statistics
Inter-LDWs distance relates to nearest neighbor interaction between LDWs. The information about
it takes the range where local interactions between LDWs occur frequently. Figure 4.4 shows that
the probability distribution for inter-LDWs distance has two different characteristics. One is a sharp
peak around 5.5, the other is an asymmetry hill shape. The former peak seems to be originated from
the LDWs bunching states as was mentioned above. Without this peak, the probability distribution
is identified by the hyper gamma distribution in the form:
fHG(y;; ; ) =
=
 (=)
y 1exp( y); (4.13)
where y is a random variable, , ,  are real parameters, and  () is the gamma function. Figure 4.5
shows the hill-type shape and the hyper gamma distribution with the parameters  = 1:18,  = 24:2
and  = 1:79. Here, the horizontal axis in this figure is rescaled. The tail of the hyper gamma
distribution has an exponential decay, which validate the local interactions between the LDWs.
Among many possible physical explanations giving rise to the hyper gamma distribution, we
adopted the method of superstatistics [58]. Assumed that the LDWs are subjected to a Poisson
configuration, the probability distribution for inter-LDWs distance is described by an exponential
distribution. In the context of superstatistics, the parameter of the exponential distribution is also a
random variable. Hence, the hyper gamma distribution can be described by
fHG(y;; ; ) =
Z 1
0
exp( y)g()d (4.14)
with g() being a PDF of , which is governed by
D

D  
1

D+
2  


g() = 0; (4.15)
where D denotes the operator defined by
D =
d
d
+
1

: (4.16)
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Figure 4.4: The probability distribution for inter-LDW distance. There are two different character-
istics that the sharp peak around 5.5 and the asymmetry hill shape.
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Figure 4.5: A part of the probability distribution without the sharp peak. Black circles are collected
data. Solid line is the hyper gamma distribution with the parameters  = 1:18,  = 24:2 and
 = 1:79.
Although the specific form of g() can be obtained from Eq. (4.15), the -th order operator D ,
since  is not integer value in our case, makes Eq. (4.15) difficult to solve analytically. However, in
special case that  = 1, Eq. (4.15) leads to the hypergeometric differential equation, and thus g()
is analytically obtained in terms of the hypergeometric function giving the gamma distribution.
4.4 LDW depth statistics
LDW depth from background is a kind of rare events characterized by occurrence of bursts, which
also takes the help for understanding the physical nature. In order to carry out statistical analysis,
we collected LDW depths in the whole space at each time and then dealt with them as a time series.
The depth is defined a length from the background, jAj = 0:8, to the bottom, jAj = 0. Thereby the
maximum value of LDW depth is 0.8 in this case. Figure 4.6 shows the probability distribution for
rescaled LDW depth. The truncation of the probability distribution is due to the definition of LDW
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Figure 4.6: The probability distribution for LDW depth. Black circles are collected data from our
simulation, which are characterized by a pawer law tail and truncation. The definition of the LDW
depth causes the truncation. Solid line is the probability distribution given by the STFPP.
depth.
Assuming that the LDWs bunching states cause strong spatial correlations, we employed a space-
time fractional Poisson process (STFPP) [59], which can describe coherence in time and space, as
a model for LDW depth statistics. The STFPP is described by a backward operator B with a power
exponents ; 2(0; 1) in the form:
d
dz
p(l; z) =  (1 B)p(l; z); (4.17)
with  being a real parameter. The solution of Eq. (4.17) is given by
p(l; z) =
( 1)l
l!
1X
r=0
( z)r
 (r + 1)
 (r + 1)
 (r + 1  l) : (4.18)
The probability distribution in Eq. (4.18) with the parameters  = 0:605,  = 0:72, and  = 0:05
is compared with the collected data from our simulation in Fig. 4.6. The theoretical probability
distribution gives a good agreement with the power law tail in that of the simulation data. This
result indicates that there are strong spatial and temporal correlations in the defect turbulence.
4.5 Summary
Regarding the defect turbulence as the birth-death process of LDWs and LSWs, we carried out
statistical analysis for LDW number, inter-LDWs distance, and LDW depth. The counting statistics
for LDW number was subjected to a sub-Poisson statistics, which implies the existence of LDWs
bunching states. This nature was explained by the master equation derived from the interaction
scheme of LDWs and LSWs with its Poisson representation. In the probability distribution for inter-
LDWs distance, a sharp peak and an asymmetric hill shape were recognized. The peak seemed to be
caused by the LDWs bunching states. The hill shape was identified by the hyper gamma distribution
with superstatistics for a Poisson configuration. The statistics for LDW depth was modeled by a
22
space time fractional Poisson process, which can describes the effect of strong correlations in space
and time.
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Chapter 5
Birth-death process of local structures in
defect turbulence
In the previous chapter, we regarded naively the defect turbulence as a birth-death process of LDWs
and LSWs, which are identified by only amplitude value. However, the concept of the coherent
structures explained in chapter 2 suggests that localized waves of the 1D CGLE should be discrim-
inated by both amplitude and phase. Here, we identify stochastic dynamics of local structures with
the use of both amplitude and phase in the defect turbulence.
5.1 Local structures in defect turbulence
In the concept of the coherent structures, localized nonlinear waves of the 1D CGLE are classified
based on information about both amplitude and phase. This classification is plausible because the
CGLE describes evolution of a complex variable filed composed of amplitude and phase. Indeed, the
concept of the coherent structures has been introduced to spatiotemporal disorder of the 1D CGLE
as “local structures”, which are defect, hole, and MAW, and then, their identification methods have
been developed [60].
A defect is characterized by a nonzero winding number, and thus we can capture defects as
phase singular points in the x–t plane by the criterion 12
H r'dr 6=0, where ' = arg(A). The
contour integrals have been numerically evaluated on each discrete lattice (i; j), being discretized
as i = x=x for space and j = t=t for time, in terms of the phase on site, 'i;j . A defect is
captured if and only if its phase discontinuity vanishes on the integral contour: 'i 1;j 1! 'i+1;j 1
! 'i+1;j+1 ! 'i 1;j+1 ! 'i 1;j 1 (see Fig. 5.1(a)). Lifetimes of defects are thereby less than the
discretized time intervalt.
A hole is defined as a local minimum of amplitude with a phase jump (see Fig. 5.1(b)). Although
defects, for which the winding numbers are not zero, also satisfy this condition, the winding num-
bers of holes are zero. In other words, phase jumps of holes pass through their integral contours
without vanishing. Hence we can distinguish holes from defects.
As mentioned above, an MAW appears as the stable branch of a saddle node bifurcation whereas a
hole appears as the unstable one in the context of coherent structures. It is thus difficult to distinguish
MAWs from holes in the defect turbulence, where both the stable and the unstable branches coexist.
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Figure 5.1: Conceptual diagram of the definition of the local structures. (a) Defects are identified
by phase singularities at which the winding numbers in the discretized x–t plane are not zero.
A defect is thus captured if and only if a phase discontinuity vanishes on the discretized integral
contour: 'i 1;j 1!'i+1;j 1!'i+1;j+1!'i 1;j+1!'i 1;j 1. (b) Holes are identified by local
minima of the amplitude at phase jumps. Holes can thereby be captured after defect identification
because defects also have the same characteristic. (c) MAWs are identified by local maxima of the
amplitude with steep phase gradients exceeding a specific value.
An MAW is defined by a local maximum of amplitude with a steep phase gradient exceeding a
specific value (see Fig. 5.1(c)). To avoid confusing MAWs with holes in the defect turbulence, we
have performed the procedure for MAWs after defects and holes had been identified completely.
5.2 Counting statistics for local structures
After identifying the local structures, we investigated their counting statistics. Figure 5.2 shows
the probability distributions for the number of (a) defects, (b) holes, and (c) MAWs. The specific
values of the FF are (a) 1.00 for defects, (b) 1.01 for holes, and (c) 1.04 for MAWs. Thus, all these
probability distributions are identified by the Poisson distribution
P (n) =
n
n!
e ; (5.1)
where n is the number of each local structure and  is the constant parameter estimated as the
average value of n.
In the previous section, we showed that LDW number is subjected to the sub-Poisson statis-
tics, which implies the existence of LDWs bunching states with the evidences that are the pair
annihilation of LDWs and the sharp peak in the probability distribution for inter-LDWs distance
(Fig. 5.3(b)). As is shown in Fig. 5.3(a), the sharp peak is caused by nearby amplitude dips of
holes and MAWs. The sharp peak is automatically eliminated from the probability distribution for
inter-holes distance by the identification of the local structures (Fig. 5.3(c)). Thus, the sub-Poisson
nature in LDW number statistics can be regarded as an unexpected illusion caused by an unsuitable
identification method based on only amplitude value.
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Figure 5.2: Probability distributions for the number of (a) defects, (b) holes, and (c) MAWs. The
number of each local structure is counted in the whole space at each time step of the numerical
simulation. The black circles indicate the collected data from the numerical simulation and the solid
lines present the Poisson distributions with estimated parameters of (a)  = 0:0105, (b)  = 7:43;
and (c)  = 26:5.
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Figure 5.3: (a) Distances between nearby amplitude dips, regarded as inter-LDWs distances in the
previous chapter. However, the amplitude dips are in fact parts of either holes or MAWs. The
probability distributions for (b) inter-LDWs distance and (c) inter-holes distance. The sharp peak in
(b) is automatically eliminated from (c), which means that the identification method based on only
the amplitude causes confusion with regard to the sub-Poisson statistics.
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The interaction scheme of the local structures has been investigated to understand the dynamical
properties of systems with disorder. A hole can transform into a defect when the amplitude dip
of the hole reaches zero, followed by the defect generating another hole and transforming back to
a hole [61]. Holes and MAWs transform into each other through saddle-node bifurcations [60].
MAWs emerge from and sink into the background; moreover, splitting and merging processes of
MAWs are dominant in turbulent regimes [62]. The interaction scheme observed can be written as
H
k1

k2
D; (5.2a)
D
k3! D +H; (5.2b)
H
k4

k5
M (5.2c)
0
k6

k7
M; (5.2d)
M
k8

k9
2M; (5.2e)
where D, H , M; and ki denote a defect, a hole, an MAW, and their reaction rates, respectively.
Note that there are not the pair annihilation as observed in the birth-death process of the LDWs and
LSWs because the process is a misunderstanding of the interaction between a hole and an MAW,
which is caused by the unsuitable identification methods. The corresponding conventional master
equation is derived from the above scheme as
d
dt
P (d; h;m; t) = k1(d+ 1)P (d+ 1; h  1;m; t) + k2(h+ 1)P (d  1; h+ 1;m; t)
+ k3dP (d; h  1;m; t) + k4(h+ 1)P (d; h+ 1;m  1; t)
+ k5(m+ 1)P (d; h  1;m+ 1; t) + k6
P (d; h;m  1; t)
+ k7(m+ 1)P (d; h;m+ 1; t) + k8(m  1)P (d; h;m  1; t)
+ k9
 1(m+ 1)mP (d; h;m+ 1; t)
  [k1d+ k2h+ k3d+ k4h+ k5m+ k6

+ k7m+ k8m+ k9
 1m(m  1)]P (d; h;m; t); (5.3)
where d, h, and m denote the number of defects, holes, and MAWs, and 
 is the system size.
In general, a multivariable Poisson distribution is derived from the master equations for stationary
states under the independence condition [42]. Thus, assuming that P (d; h;m; t) = P0(d; h;m; t)+
P1(d; h;m; t) with P0(d; h;m; t) = (d; t)(h; t)(m; t) and  decaying more rapidly than 
 1
with 
!1, we can obtain the evolution equations of the marginal PDFs, (d; t), (h; t); and
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(m; t) from Eq. (5.3) as
d
dt
(d; t) = k1(d+ 1)(d+ 1; t) + k2hhi(d  1; t)
  [k1d+ k2hhi](d; t); (5.4a)
d
dt
(h; t) = (k2 + k4)(h+ 1)(h+ 1; t)
+ (k1 + k3)hdi(h  1; t)
  [(k2 + k4)h+ (k1 + k3)hdi](h; t); (5.4b)
d
dt
(m; t) = (k9
 1m+ k5 + k7)(m+ 1)(m+ 1; t)
+ [k4hhi + k8(m  1) + k6
](m  1; t)
  [k9
 1(m  1) + k5 + k7]m(m; t)
  [k4hhi + k8m+ k6
](m; t); (5.4c)
where hdi and hhi are the mean values of  and  with respect to (d; t) and (h; t), respectively.
Since the PDFs for the number of each local structure were evaluated in the stationary state, the
stationary PDFs, s(d), s(h); and s(m), in a large system where !0, are readily obtained from
Eqs. (5.4) as the Poisson distributions:
s(d) =
d
d!
e  ;  =
k2hhi
k1
; (5.5a)
s(h) =
h
h!
e  ;  =
(k1 + k3)hdi
k2 + k4
; (5.5b)
s(m) =
m
m!
e  ;  =
k6

k5 + k7
: (5.5c)
The conventional master equations in Eqs. (5.4) can be written in the form:
d
dt
P (n; t) = J(n+ 1; t)  J(n; t); (5.6)
where J(n; t) is a functional of P (n; t), the stochastic flux [42]. In the stationary state, Js(n) = 0
leads to the recursion relation
P (n) =
c(n  1)
a(n)
P (n  1) (5.7)
with a(n) and c(n), respectively, being an annihilation and a creation rate. The ratio, c(n 1)=a(n),
must be proportional to n 1 for stationary Poisson processes. Figure 5.4 shows the creation and the
annihilation rates of the local structures estimated by using the least-square method. The creation
rates (Fig. 5.4(a), (c), and (e)) are estimated as constant values, c(n) = c0, and the annihilation rates
(Fig. 5.4(b), (d), and (f)) are proportional to n, a(n) = a1n. The values of the creation and the
annihilation rates for smaller numbers of MAWs less than 21 were also counted. In estimating the
creation and the annihilation rates of MAWs, we have utilized the data for the values of them for the
numbers for 21 n  45, since the error bar increases for smaller values of n in c0, and for larger
values of n in a1. Hence, the values c0, a1 for 21  n  45 are depicted in Figs. 5.4(e), (f). This
result gives a plausible explanation for the appearance of Poisson statistics in the stationary state.
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Figure 5.4: Creation rates of (a) defects, (c) holes, and (e) MAWs, and annihilation rates of (b)
defects, (d) holes, and (f) MAWs. These creation and annihilation rates were estimated by using
the least-squares method. In each figure, the black circles indicate the mean values with the vertical
bars indicating the standard deviations obtained from the numerical simulation. The values of each
creation and annihilation rate, (c0, a1), are (0.00376, 0.501) for defects, (0.0232, 0.0037) for holes,
and (0.057, 0.00147) for MAWs.
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5.3 Interarrival time statistics for local structures
The statistical properties of interarrival times of defects, lifetimes of holes, and that of MAWs
give us information on the time code for the birth-death process of the local structures, while the
counting statistics provide information on the rate code. These two codes provide complementary
information. In order to obtain the PDFs for interarrival times of defects, lifetimes of holes, and that
of MAWs, we have to know the time evolution of the PDFs for the number of the local structures.
The conventional master equation of each local structure in the large system is
d
dt
P (n; t) = c0[P (n  1; t)  P (n; t)] + a1[(n+ 1)P (n+ 1; t)  nP (n; t)]: (5.8)
The exact solution is given by
P (n; t) =
1
n!

c0
a1
(1  e a1t)
n
exp

  c0
a1
(1  e a1t)

: (5.9)
The corresponding PDFs for the interarrival times of defects, and the lifetimes of holes and MAWs,
fM (t), are readily obtained from the relation fM (t) =   ddtP (0; t) as
fM (t) = c0e a1t exp

  c0
a1
(1  e a1t)

: (5.10)
Figure 5.5 shows the probability distributions for them obtained from the numerical simulation;
these probability distributions are characterized by fat tails and specific peaks. In contrast, the
theoretical PDF, fM (t), in Eq. (5.10) shows a double-exponential decay.
In the amplitude dynamics of the defect turbulence, one can see zigzag motions of traveling
holes with oscillating amplitudes. Figures 5.6 (a) and (b) show a zigzag motion of a traveling hole
and a defect generation caused by the traveling hole moving from the right side to the left side,
respectively. In Fig. 5.6 (a), the white circles on the edges of the zigzag black line correspond
to defects generated from the traveling hole. In Fig. 5.6 (b), the hole moving from the right side
changes to a defect, which generates another hole moving to the left side when the amplitude of the
traveling hole reaches zero. The defect then changes into a hole moving to the right side. Hence
the intervals between nearest neighbor defects in the direction of time in Fig. 5.6 (a) correspond to
both the interarrival times of defects and the lifetimes of holes. In other words, a kind of periodicity
involved in the zigzag motions of holes causes the specific peaks in Figs. 5.5 (a) and (b).
We assume that the zigzag motions of holes enhance the creation rates of defects and holes as a
superposition of Lorentzian-type functions involved in periods of the zigzag motions. In addition,
a time-scaling function is introduced to realize the effects of long-memory. There are two ways to
take into account the effect of long-memory for master equations: 1. generalized master equations
with convolution-type memory functions involved in waiting-time PDFs of reactions, and 2. non-
stationary, convolutionless-type master equations with time-dependent reaction rates. Here, we
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Figure 5.5: Probability distributions for (a) the interarrival times of defects D, the life-
times (b) of holes lH , and (c) that of MAWs lM . The window in (b), where one can see
the main and higher mode peaks, is an enlarged view of averaged data. In each figure, the
black circles present the numerically obtained probability distribution and the solid line is
the theoretical PDF of the non-Markovian model fnM () in Eq. (5.13). The dashed line
in (c) is the theoretical PDF of the Markovian model fM (lM ) in Eq. (5.10). The parame-
ters of the theoretical PDFs are estimated by using the least-square method as follows: (a)
(c0; a1; 00; 10; T0; 0; 0; 1) = (3:7610 3; 0:501; 3:72; 59:5; 0:48; 1:53; 3:710 4; 4:23), (b)
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Figure 5.6: (a) Zigzag motion of a traveling hole extracted from Fig. 4.1(a). The black line is a
trajectory of the traveling hole and the white circles are defects. The intervals between nearest
neighbor defects in the direction of time correspond to both the interarrival times of defects and the
lifetimes of the holes. (b) Defect generation caused by the traveling hole moving from the right side
to the left side. The defect is generated when the amplitude of the traveling hole reaches zero.
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adopt the latter-type non-Markovian master equation in the form:
d
dt
P (n; t) = c0(1 +  (t))(t)[P (n  1; t)  P (n; t)]
+ a1(t)[(n+ 1)P (n+ 1; t)  nP (n; t)]; (5.11a)
 (t) =
X
j
0j
[1 + 1j(t  Tj)2]j ; (5.11b)
(t) =
0
1 + 1t
; (5.11c)
where  (t) is the superposition of the Lorentzian-type functions including sets of real parame-
ters f(0j ; 1j ; Tj ; j)gj , and (t) is a monotonically increasing positive function with two real
parameters (0; 1). The time evolution of the PDF is exactly given by
P (n; t) =
[(t)]n
n!
exp[ (t)]; (5.12a)
(t) =
c0
a1
"
1  1
(1 + 1t)
a10
1
#
+
c0(t)
(1 + 1t)
a10
1
; (5.12b)
(t) =
Z t
0
0(1 + 1t0)
a10
1
 1
 (t0)dt0: (5.12c)
The derivations of these formula is given in Appendix D. The corresponding PDFs of the interar-
rival times of defects, the lifetimes of holes, and that of MAWs are readily obtained as
fnM (t) =  d(t)dt exp[ (t)]: (5.13)
Since (t) satisfies lim
t!1(t) = c0=a1, P (n; t) leads to the Poisson distribution at stationary state,
which is consistent with the result of the counting statistics as previously mentioned. In a special
case,  (t) = 0 for MAWs, fnM (t) is simplified as
fnM (t) =
c00
1
(1 + 1t)
 a10
1
 1exp

  c0
a1

1  (1 + 1t) 
a10
1

: (5.14)
The theoretical PDFs for the interarrival times of defects, the lifetimes of holes, and that of
MAWs, fnM (t), are compared with those of the numerical results in Fig. 5.5. For the interarrival
times of defects, D, fnM (D) captures the “power-law” behaviors for both low and high values of
D and the specific peaks involved in a period of the zigzag motions. The non-Markovian theoret-
ical PDF fnM (lH), for the lifetimes of holes, lH , include a higher mode at T1 = 3:76 in addition
to the main peak at T0 = 0:48, which may be generated from the nonlinearity of the system. The
Markovian description, fM (lM ), and the non-Markovian one, fnM (lM ), are compared for the life-
times of MAWs. The non-Markovian PDF fnM (lM ) agrees quite well with the numerical result
because of the effect of the time-scaling function describing the “power-law” relaxations for both
low and high values of lM . However, the double-exponential decay, which is characteristic of the
Markovian PDF fM (lM ), cannot capture the “power-law” relaxations. From these observations, we
conclude that our non-Markovian model can describe the effects of both the zigzag motions and the
long-memory in the birth-death process.
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5.4 Summary
In this chapter, we investigated the defect turbulence via the birth-death process of the local struc-
tures. After identifying defects, holes, and MAWs, we performed an appropriate statistical analysis
for the number fluctuations, the interarrival times of defects, the lifetimes of holes, and that of
MAWs. All the PDFs of the number of each local structure are subjected to the Poisson statistics,
which is consistent with the analytical result derived from the master equation based on the interac-
tion scheme of the local structures. In addition, we shed light on the existence of long-memory and
specific time scales in the interarrival times of defects, the lifetimes of holes, and that of MAWs,
and have elucidated that their characteristics—“power laws” and specific peaks in the PDFs—can
be identified by the non-Markovian master equation with time-dependent reaction rates. The non-
Markovian master equation is characterized by the slowly varying time scale function and the su-
perposition of the Lorentzian type functions, which reflect the power-laws and the specific time
peaks in the PDFs, respectively. These characteristics imply that the rather deterministic processes
of the local structures, such as traveling holes and MAWs with long lifetimes and zigzag motions
of holes, remain in the defect turbulence. In other words, the defect turbulence is not fully random
spatiotemporal dynamics.
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Chapter 6
Hole velocity fluctuation
In this chapter, we discuss the kinetics of the holes in the defect turbulence. Each hole can be traced
by the identification method introduced in the previous chapter. If each hole velocity varies under
different rules, hole velocities in the whole system are expected to be subjected to a probability
distribution. Then, we try to provide a stochastic model with the hole velocity fluctuation.
6.1 Hole velocity in defect turbulence
In the context of the coherent structures, velocity of them has to be constant. Likewise the homo-
clinic holes, velocity of a hole in the defect turbulence is thus expected to be constant. In order
to estimate velocity of each hole, we traced and labeled each hole in the defect turbulence by the
identification method introduced in the previous chapter. Then, we calculated hole velocities by
slopes of paths of the holes at each time.
Figures 6.1 shows three representative paths of the holes with their velocity diagrams. One can
see three different motions in these figures. A straight line in Fig. 6.1(a) is expected to have a
constant velocity. Indeed, the corresponding velocity diagram in Fig. 6.1(b) shows a nearly constant
velocity. This is an evidence that the coherent structures like localized wave, which travels with a
constant velocity, exists in the defect turbulence. However, the local structures with the different
properties, namely non-constant velocities, are observed. In Fig. 6.1(c), a relatively gentle curve is
recognized, which indicates the existence of deceleration in the corresponding velocity diagram as
is shown in Fig. 6.1(d). Figure 6.1(e) shows a strange shape with a velocity diagram having a local
minima in Fig. 6.1(f). Here one can see both acceleration and deceleration in the motion of the hole.
It is considered that there are two ways in modeling the kinetics of the hole velocity. One is a
deterministic motion, the other is a stochastic process. Modeling a deterministic motion for each
hole is a hard work since the holes exhibit different motions. Thus, we try to construct a stochastic
model which describe hole velocity fluctuations in the whole space without discriminating between
the holes in the next section.
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Figure 6.1: Three representative paths of holes with the corresponding velocity diagrams. The left
figures are paths of holes, and the right figures are the corresponding velocity diagrams.
35
0 100 200 300 400 500
Time
-60
-40
-20
0
20
40
60
H
o
le
 v
el
o
ci
ty
Figure 6.2: Time history of hole velocity fluctuation. Each hole velocity in this graph is collected at
position x in the space at each time.
6.2 Stochastic process for hole velocity fluctuations
Without discrimination, we collected the hole velocities at position x in the space at each time,
and then regarded this data set as a time series of hole velocity fluctuations. Figure 6.2 shows a
time history of hole velocity fluctuation. One can see burst events in the velocity fluctuation, which
can produce large deviations. Indeed, the bursts in the time series give fat tails in the probability
distribution for hole velocity fluctuation denoted by black circles in Fig. 6.3, which was obtained
with the help of the Rozenblatt-Parzen kernel density estimator [38]. The collected probability
distribution is identified by the generalized Cauchy distribution,
Ps(v) =
a2b 1
B(b  1=2; 1=2)
1
(v2 + a2)b
; (6.1)
denoted by the solid line in Fig. 6.3. The parameters in Eq. (6.1) were estimated by the maximum
likelihood method as a = 0:426 and b = 1:67. In addition, the autocorrelation coefficients of the
hole velocity fluctuation was obtained from the time series. The autocorrelation coefficients have
power-law property as is denoted by black circles in Fig. 6.4, which suggests that the hole velocity
fluctuation has to be modeled by a class of generalized Cauchy processes with long-memory. For
this purpose, two candidates are considered in what follows.
One candidate is a non-autonomous generalized Cauchy process (NAGCP) in the form:
V nat = X(R(t)); (6.2a)
R(t) =
Z t
0
(t0)dt0; (6.2b)
dX(t) =  X(t)dt+
p
2DmX(t)dWm(t) +
p
2DadWa(t): (6.2c)
The corresponding Fokker-Planck equation is expressed by
@
@t
Pna(v; t) = (t)

@
@v
[vPna(v; t)] +
@2
@v2
[(Dmv2 +Da)Pna(v; t)]

: (6.3)
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Figure 6.3: Probability distribution for hole velocity fluctuation. The black circles denote the prob-
ability distribution for the collected hole velocities with the help of the Rozenblatt-Parzen kernel
density estimator. The solid line is the generalized Cauchy distribution with the estimated parame-
ters by the maximum likelihood method as a = 0:426 and b = 1:67.
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Figure 6.4: Autocorrelation coefficients of the hole velocity fluctuation denoted by the black circles.
The solid line indicates the autocorrelation function of the NAGCP in Eq. (6.5) with its parameters
 = 12:6, Da = 3:96, Dm = 9:36, and  = 0:75. The dashed line indicates that of the FGCP in
Eq. (6.8) with its parameters  = 67:2, Da = 32:4, Dm = 49:9, and  = 0:37.
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and then gives its autocorrelation function in the form:
Cna(t) = exp[ (  Dm)R(t)]: (6.4)
Here a time-scaling function is given by (t) = (1   )t  with 0 <  < 1 to incorporate the
effect of long-memory, and then leads to R(t) = t1 . In this case the autocorrelation function is
given by a stretched exponential function,
Cna(t) = exp[ (  Dm)t1 ]; (6.5)
as is denoted by the solid line in Fig. 6.4.
The other candidate is a fractional generalized Cauchy process (FGCP),
V frt = X(St); (6.6a)
St = inff ;U() > tg; (6.6b)
dX(t) =  X(t)dt+
p
2DmX(t)dWm(t) +
p
2DadWa(t); (6.6c)
with the corresponding fractional Fokker-Planck equation in the form:
@
@t
Pfr(v; t) = 0D
1 
t

@
@v
[vPfr(v; t)] +
@2
@v2
[(Dmv2 +Da)Pfr(v; t)]

: (6.7)
The autocorrelation function of this stochastic process is given by the Mittag-Leffler function [49]
as
Cfr(t) = E[ (  Dm)t]: (6.8)
which is also shown in Fig. 6.4 as the dashed line.
Both the NAGCP and the FGCP captures the characteristics of the probability distribution and
the autocorrelation coefficients for the hole velocity fluctuation. In other words, it is necessary to
get other statistical quantities such as higher order moments [42, 43], and structure functions [63] in
order to determine the suitable stochastic process for the velocity fluctuation. Realizations of sample
paths generated from numerical simulations [64] can also provide the information for specifying the
appropriate stochastic model.
6.3 Summary
In this chapter, the kinetics of the hole velocities in the defect turbulence has been investigated.
Firstly, the trajectory of each hole was displayed with its discrimination and then was subjected to
be a kind of deterministic law. This observation requires the form of the coherent structures to have
a time-dependent velocity term. The temporal variation of the hole velocity is caused by many body
interactions between the local structures. Subsequently, we collected each hole velocity at cites in
the space at each time and then regarded it as a time series data of the hole velocity fluctuation. The
probability distribution for the hole velocity fluctuation displayed a symmetric unimodal shape with
fat tails and was identified by the generalized Cauchy distribution. In addition, its autocorrelation
coefficients exhibited non-exponential property, which implies the existence of long-memory. In
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order to determine a stochastic process with the both characteristics, we employed the NAGCP
and the FGCP. The both generalizations of the GCP capture the characteristics of the probability
distribution and the autocorrelation coefficients of the velocity fluctuation. Thus, it is needed for
specifying the suitable stochastic process to utilize other statistical quantities, such as higher-order
moments, and structure functions, of the velocity fluctuation.
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Chapter 7
Conclusions
7.1 Summary
In this dissertation, the defect turbulence of the 1D CGLE has been investigated from the point of
view of the stochastic dynamics. For the purpose, the concept of the coherent structures, which are
in the form of localized traveling waves, was introduced into the defect turbulence as the local struc-
tures. The local interactions between the local structures led to the birth-death process describing
the stochastic dynamics in the defect turbulence.
In accordance with many previous works, the localized waves in the defect turbulence were dis-
criminated based on only their amplitude values and named as LDW and LSW. The LDW number
statistics displayed the sub-Poisson nature, which suggests the existence of the LDWs bunching
states. Indeed, the evidence for this observation, as a sharp peak, was recognized in the probability
distribution for inter-LDWs distance. Further, the probability distribution for depth of LDW was
modeled by the Poisson process with long-range interactions.
The strict identification method for the local structures in the defect turbulence was introduced
based on the information about their amplitude and phase, and then presented a defect, a hole, and
an MAW as the local structures. The interaction scheme of the local structures was constructed and
then led to the master equation, which was analytically solved with the help of independency of
multi-variable Poisson distribution. This result is consistent with the observation for the numeri-
cal simulation where the marginal probability distribution for the number of each local structure is
subjected to the Poisson distribution at the steady state. The validity of this identification was guar-
anteed by the probability distribution for inter-holes distance, where the sharp peak in the probability
distribution for inter-LDWs distance was eliminated automatically. In other words, the sub-Poisson
nature in the LDW number statistics with the LDWs bunching states is an unexpected illusion, which
is caused by unsuitable identification of the localized waves.
In addition, interarrival time of defect, lifetime of holes, and that of MAWs were investigated.
The probability distributions for them have the fat tails and the specific peaks, which implies that
the birth-death process of the local structures is related to multi-time scale dynamics with long-
memory. These effects were incorporated into the master equation as time-dependent functions in
the form of the non-stationary master equation. The interarrival probability distribution function
was analytically derived and gave good agreements with the probability distributions observed. It
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is therefore concluded that the stochastic dynamics involved in the local structures in the defect
turbulence can be completely modeled by the non-stationary master equation.
In analogy with the form of the coherent structures, the local structures were expected to travel
with a constant velocity in the defect turbulence. However, the hole velocities observed displayed
non-monotonic motions, namely the holes exhibited acceleration and/or deceleration depending on
time, which may be caused by the interactions between the local structures. It is thus required that
the velocity term in the form of the coherent structures is replaced by a time dependent function in
generalizing them to more realistic cases with disorder.
The hole velocities without discrimination between the holes produced a time series data being
regarded as the hole velocity fluctuation. The probability distribution for the hole velocity fluctua-
tion was characterized by an unimodal shape with fat tails and thus was identified by the generalized
Cauchy distribution. In addition, the autocorrelation coefficients exhibited a non-exponential decay,
which implied the existence of long-memory. As the candidates describing the hole velocity fluctu-
ation, the NAGCP and the FGCP were introduced. The autocorrelation functions of them indicated
non-exponential features: the stretched exponential for the former, and the Mittag-Leffler function
for the latter. These two generalizations of the GCP captures the characteristics of the probability
distribution and autocorrelation coefficients of the hole velocity fluctuation.
These are our new findings among many investigations of the spatiotemporal dynamics of the
CGLE after adopting the stochastic description in the defect turbulence. The theoretical method
constructed here can be applied to other phenomena in nonequilibrium open systems.
7.2 Future prospects
In this dissertation, we have only focused on the defect turbulence while the 1D CGLE generates
other types of spatiotemporal disorder such as phase turbulence and spatiotemporal intermittency.
These dynamics can also be analyzed by non-stationary master equations derived from the interac-
tion scheme of the local structures in the system.
From the point of view of the connection with real world, the 2D GCLE has to be studied. Pre-
vious researches in terms of statistical analysis for the 2D CGLE have only utilized topological
defect as a localized nonlinear wave determining spatiotemporal dynamics. Likewise this study,
local structures of the 2D CGLE have to be identified. However, the form of traveling wave cannot
capture all the local structures of the 2D CGLE because the localized waves in 2D systems have
rotational degrees of freedom in addition to translational degrees of freedom. Thus, as first step, the
characteristics of localized waves of the 2D CGLE have to be investigated and then identification
methods for them will have to be established to carry out an “appropriate” statistical analysis. This
is a challenging task to understand the nature of nonequilibrium open systems.
41
Appendix A
Bloch’s theorem
Here we consider the ensemble average hexp(X)i with respect to the Gaussian distribution with a
mean  and a variance 2. This is calculated as
hexp(X)i = 1p
2
Z 1
 1
exp(x)exp

 (x  )
2
22

dx
= exp

2+ 2
2

1p
2
Z 1
 1
exp

 (x  (+ 
2))2
22

dx
= exp

2+ 2
2

: (A.1)
This is known as the Bloch’s theorem. In particular for a random variable
p
2DmW (t) being a
Brownian motion with zero mean and variance 2Dmt,
hexp[
p
2DmW (t)]i = exp(Dmt): (A.2)
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Appendix B
Derivation of the inverse Le´vy transform
To begin with, we consider the generalized Fokker-Planck equation (GFPE) in multi dimensions,
@
@t
P (r; t) =
Z t
0
dt0M(t  t0)LFPP (r; t0); (B.1)
which is derived from the generalized master equation by the Kramers-Moyal expansion with the
termination at the second term. The solution of the corresponding conventional Fokker-Planck
equation,
@
@t
p(r; t) = LFP p(r; t); (B.2)
provides that of the GFPE by an integral transform as
P (r; t) =
Z 1
0
p(r; )K(; t)d (B.3)
withK(; t) being the integral kernel of which the Laplace transform with respect to t is given by
K^(; s) =
1
sM^(s)
exp
"
  
M^(s)
#
: (B.4)
Thus, the Laplace transform of P (r; t) reads
P^ (r; s) =
Z 1
0
dte st
Z 1
0
dp(r; )K(; t)
=
Z 1
0
d
1
sM^(s)
exp
"
  
M^(s)
#
p(r; )
=
1
sM^(s)
p^
"
r;
1
M^(s)
#
: (B.5)
The FFPE corresponds to the memory kernel having an asymptotic power-law behaviorM(t)t ,
of which the Laplace transform reads M^(s)s . Therefore, Eq. (B.5) leads to the formula
P^ (r; s) = s 1p^(r; s): (B.6)
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Appendix C
The sample paths corresponding to the
FFPE
Here, we consider the following stochastic processes system:
Yt = X(St); (C.1)
St = inff ;U() > tg; (C.2)
dX = F (X)d +G(X)dW (): (C.3)
The characteristic function of the PDF of the strictly increasing -stable Le´vy process U() [38]
is given by the Laplace transform as
u^(s; ) =
Z 1
0
u(t; )e stdt
= exp( s): (C.4)
This characteristic function satisfies
u^(s; ) = u^(1=s) (C.5)
with u(t) = u(t; 1). This relations leads toZ 1
0
u(t; )e stdt =
Z 1
0
u(t0)e 
1=st0dt0
=
Z 1
0
1
1=
u

t
1=

e stdt: (C.6)
Thus, we obtain the 1= self-similar scaling relation
u(t; ) =
1
1=
u

t
1=

: (C.7)
The definition of fStgt0 gives
Prob(St < ) =
Z 
0
g( 0; t)d =
Z 1
t
u(t0; )dt0 = Prob(U()t); (C.8)
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where g(; t) is the PDF of fStgt0. Derivative with respect to  for both sides in Eq. (C.8) leads to
g(; t) =
@
@
Z 1
t
u(t0; )dt0
=
@
@
Z 1
t
1
1=
u

t0
1=

dt0
=
@
@
Z 1
t=1=
u(t00)dt00
=
t
1+1=
u

t
1=

=
t

u(t; ): (C.9)
This gives the Laplace transform of g(; t) with respect to t as
g^(; s) =
Z 1
0
g(; t)e stdt
=
Z 1
0
t

u(t; )e stdt
=   1

@
@s
Z 1
0
u(t)e stdt
=   1

@
@s
exp( s)
= s 1exp( s): (C.10)
Assume that fX()g0 and fStgt0 are independent stochastic processes, we obtain
P (x; t) =
Z 1
0
p(x; )g(; t)d; (C.11)
where P (x; t) and p(x; ) are the PDF of fYtgt0 and fX()g0, respectively. The Laplace
transform of Eq. (C.11) with Eq. (C.10) leads to
P^ (x; s) =
Z 1
0
P (x; t)e stdt
=
Z 1
0
p(x; )g^(; s)d
=
Z 1
0
p(x; )s 1exp( s)d
= s 1p^(x; s): (C.12)
This is the same relation in Eq. (B.6). It is therefore proven that fYtgt0 is the stochastic process
corresponding to the FFPE.
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Appendix D
The solution of the non-stationary
master equation
Here we consider the non-stationary mater equation in the form:
d
dt
P (n; t) = (1+ (t))(t)[P (n  1; t) P (n; t)] + (t)[(n+1)P (n+1; t)  nP (n; t)] (D.1)
with the restrictions that (t) must be positive, and  (t) is integrable. Introduced a rescaled time
 =
Z t
0
(t0)dt0; (D.2)
Eq. (D.1) leads to
d
d
P (n; ) = (1 +  ())[P (n  1; )  P (n; )] + [(n+ 1)P (n+ 1; )  nP (n; )]: (D.3)
The generating function [42, 43] defined by
g(z; ) =
1X
0
zn()P (n; ) (D.4)
with Eq. (D.3) gives the evolution equation in the form:
@
@
g(z; ) + (z   1) @
@z
g(z; ) = (1 +  ())g(z; ): (D.5)
This equation is a first order partial differential equation and then can be solved by the method of
characteristics [65]. Characteristic equations of Eq. (D.5) are given by
d
1
=
dz
z   1 =
dg
(1 +  ())(z   1)g : (D.6)
The equation with respect to the first equality gives the evolution of z() by
z() = [z0   1]e ; (D.7)
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with z0 being an initial value of z(). Then the second one gives
g(z; ) = g(z0; 0) exp
Z 
0
(1 +  ( 0))(z( 0)  1)d 0

; (D.8)
where the specific form of g(z0; 0) is determined by an initial probability distributionP (n; 0). When
the initial distribution is given by the Kronecker delta as P (n; 0) = n;0, Eq. (D.8) leads to
g(z; ) = exp[ ()]exp[()z] (D.9)
with
() = e 
Z 
0
(1 +  ( 0))e
0
d 0: (D.10)
With the definition of the generating function, g(z; ) is also written by
g(z; ) = exp[ ()]
1X
0
[()]n
n!
zn: (D.11)
Then P (n; ) is readily obtained by
P (n; ) =
[()]n
n!
exp[ ()]: (D.12)
Substituting Eq. (D.2) into Eq. (D.12), one can obtain the solution of the original non-stationary
master equation in Eq. (D.1).
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