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Abstract
Abstract. Context and Motivation: Non-functional requirements (NFRs) of a system need to
be classified into different types such as usability, performance, etc. This would enable
stakeholders to ensure the completeness of their work by extracting specific NFRs related to
their expertise. Question/Problem: Because of the size and complexity of requirement
specification documents, the manual classification of NFRs is time-consuming, labourintensive, and error-prone. We thus need an automated solution that can provide a highly
accurate and efficient categorization of NFRs. Principal ideas/results: In this investigation,
using natural language processing and supervised machine learning (SML) techniques, we
investigate with feature extraction techniques including Part Of Speech-tagging based, Bag of
Words (BoW) ,and Term Frequency-Inverse Document Frequency (TF-IDF) combined with
SML algorithms including Support Vector Machine (SVM), Stochastic Gradient Descent
(SGD) SVM, Linear Regression (LR), Decision Tree (DT), Bagging DT, Extra Tree, Random
Forest (RF), Gaussian Naïve Bayes (GNB), Multinomial Naïve Bayes (MNB), and Bernoulli
Naïve Bayes (BNB). Contribution:

The proposed strategy consists of three different

combinations of the above-mentioned techniques. SVM with TF-IDF, LR with POS and BoW,
and MNB with BoW all achieved recall values higher than 0.90, precision values above 0.87,
and execution times less than 0.1s. In addition, we validated these classifiers using a case-study
dataset where they promise results of recall values over 0.90 and precision values over 0.92.

Keywords
Non-functional Requirements, Classification, Supervised Machine Learning, Feature
Extraction, Text Analysis
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Summary for Lay Audience
Non-functional requirements (NFRs) describe a set of quality attributes required for software
such as performance, reliability, availability, etc. Extracting NFRs from software requirement
specification (SRS) documents and classifying them into different types can provide
stakeholders with specific NFR types based on their concerns. Since the functional and nonfunctional requirements are mixed within the same SRS, it requires a lot of human effort for
distinguishing them and can be an error-prone process. In this thesis research, we studied how
accurately we can automatically identify non-functional requirements from SRS documents
and classify them into different types, in particular, usability, performance, security, and
operational requirements. Our proposed solution can support different stakeholders such as
architects to whom architecturally significant requirements e.g. performance, efficiency, and
interface. are important in choosing software architectural decisions; business analysts to
whom business-related NFRs e.g. security, availability, and usability are important in the
business; and developers with specific expertise e.g. user interface, security, and database.
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Chapter 1
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Introduction

Identification and classification of non-functional requirements constitute essential steps
providing categorized requirements to the stakeholders according to their concerns. In the
following subsections we will cover the issues and concerns that have recently emerged in
this area, and then we will demonstrate how through using natural language processing and
machine learning techniques we can tackle these problems and provide a highly accurate
automatic solution.

1.1

Requirement Engineering

Requirement engineering (RE) is a set of activities through which the requirements are
gathered by identifying different stakeholders involved in the project and their needs. These
requirements should be documented for future analysis, communication, and subsequent
implementation [1]. RE is one of the prominent activities in the software development
process because it has the most dominant impact on the capabilities of the product [2].
RE should be able to specify the formal requirement specification correctly, as these
specifications will act as a contract between stakeholders and the software development
team. If errors like producing incomplete and incorrect requirements go undetected in the
requirement engineering phase until a later stage of software development, the whole
development process and maintenance would be very costly. It should be mentioned that
there could be different formats of data in requirement documents such as natural language
texts, diagrams, tables, etc.

1.2

Requirement Types

Requirements are classified as functional and non-functional which can be further drilled
into more specific categories. Functional requirements describe what the system should do
[3] and non-functional requirements specify how well the system performs its intended
functions. Non-functional requirements are also called quality requirements [4].
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The success of a software system depends on how well both FRs and NFRs are covered
during the requirement engineering activities [5]. One well known survey [6] found that in
software projects where NFRs were not considered, a failure rate of 60% or higher was
observed. As an example, a U.S. Army intelligence-sharing application which cost USD$
2.7 billion to develop, was found to be unusable when deployed within a realistic operating
environment because of capacity, performance, and usability issues [5]. As another
example, in the London Ambulance tragedy, the computer-aided dispatch system for
ambulances lost track of its locating system, which led to the death of 46 people within
only a few hours of its initial deployment [7]. It was reported that one of the main reasons
for this failure was an incomplete set of requirements found in the requirement
specification phase due to leaving out key stakeholders in the elicitation process. The
delivered system had issues with reliability, performance, and scalability which made it
fail in cases with invalid data and a large amount of incident information [8].

1.3

Importance of Non-functional requirements to different stakeholders

Ideally, NFRs of a system are consciously considered throughout all stages of
development, from initial design through implementation and quality assurance to
deployment and ongoing evolution [9]. In practice, they are often explicitly addressed late
in development, during system-level testing, and in an ad hoc manner [10]. Recent studies
have focused on the importance of extracting NFRs from software documents (e.g.
software requirement specification documents) in the early stages of software development
[11].
Furthermore, requirements may serve different purposes, from highlighting security
vulnerabilities to measuring scalability necessities to assigning general look-and-feel [12].
Identification of all requirements of a specific type (i.e. security-related) allows each of
stakeholders involved in the software project to focus on particular non-functional aspects
for the system and to assess project completeness. For instance, software specialists can
immediately locate which requirements interest them without the need to peruse through
the entire SRS (e.g., the UX designer is likely interested in look-and-feel requirements).
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Another group of stakeholders who could benefit from the identification and classification
of NFRs are architects. In software engineering, non-functional requirements and software
architectures (SA) are closely related as Rick Kazman et.al have also demonstrated in their
research [13]. For example, architects can justify choosing a layered architectural style in
terms of maintainability and portability, or choosing a particular database technology in
terms of efficiency [14]. Software architects regularly deal with NFRs as part of their SA
design responsibility. They must identify a system’s NFRs and determine how architectural
decisions affect the NFRs’ fulfillment.
Based on the study [14], David Ameller et. al concluded that NFRs generally drive four
types of architectural decisions:
•

Architectural patterns: For example, when working on a very large project that spans
8-12+ month, non-functional requirements will change like other requirements. In
order to support later changes, an architect of the system might decide to choose a
layered architecture. As another example, if a system is ultra-reliable, it should have
more detailed and accurate “dependability” objectives, and choosing a more
dependability-supportive architectural pattern like the one proposed in [15] will be
required.

•

Implementation strategies: Different types of requirements might need strategies at a
detailed architectural level. For example, architectures might duplicate the tables of a
database to reduce the access time based on the specific performance requirement.

•

Transversal decisions: Some NFRs could influence the whole architecture of the
system. For example, if maintainability is a required quality of a system, it can affect
the type of components used in the system such as using third-party components and
especially open source software (OSS).

•

Technological platforms: NFRs might be achieved by technological choices in the
database, the middleware, and so on. For example, high availability requirement of a
system might only be assured by Oracle. As another example, queries of the system
database might be implemented directly in JDBC (Joint Database Connectivity) instead
of Hibernate due to efficiency reasons [14].
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Considering the business side of the projects, business analysts need to ensure the
completeness of their work by satisfying business-related NFRs like security, availability,
and usability. Failure in the identification of the business-critical non-functional
requirements of a particular task like response time, security, availability, performance,
reliability, portability, maintainability, quality of user interaction with system, etc. could
lead to key information being overlooked or deferred [16].
It is important to emphasize that the entire set of requirements is hardly known to business
analysts at the start of the project [17]. As the project progresses, a better understanding of
the project is achieved resulting in more clarity on the projects requirements set. Often, this
leads to business side pushing for additional requirements (primarily NFRs) that
stakeholders want to see in the final product. With additional requirements, if the stakes
associated with the project are high, the project organization might want to satisfy these
demands. The end results are escalating costs, high schedule slippage, overworked team
members, and team attrition [18]; thereby contributing to project failures.
The situation is likely to improve if business analysts could be provided with a tool to
identify and classify the specific NFRs they look for in the project. Using such a tool at the
beginning of the project will ensure them that they have the entire set of the related NFRs.
This will help them focus on the evaluation of these NFRs in terms of business objectives,
so that they can discuss their perspective with the business organization. This can assist the
project organization to better negotiate the project NFRs by leaving out those whose
relative contribution to business objectives is not significant [15].
In human resource allocation and optimization [19], different developers possess different
expertise in handling various aspects of software development. Different tasks in
development may require different expertise from the developers. Thus, a match of
developers and tasks is at the core of the success of software development. When it comes
to different requirements of a system, NFRs tend to be properties of a system as a whole;
hence not all NFRs can be verified for individual components of the system [20]. This
makes the classification of NFRs into different types necessary in development because
such a classification can be used in the formation of different types of development tasks.
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Consequently, those tasks are assigned to developers aggregately according to their
expertise. For instance, the NFRs with “performance” type and the NFRs with
“maintainability” type should be dealt by developers with different expertise. Project
managers forward the NFRs of the type “look and feel” to UI (User Interface) design
experts of the system so that the satisfaction of these NFRs can be ensured throughout the
whole project.
To show the importance of identification and classification of NFRs for developers of a
system, we could take a security-critical software system as an example. In such a system,
formal method with model checking of the correctness of specification on system security
is used to determine whether or not the ongoing behavior holds the system’s structure.
However, a serious drawback of model checking is the state explosion problem because
the size of the global state graph is (at least) exponential in the size of the program text.
Thus, an exigent demand from system developers is to identify the security-related NFRs
from the requirement documents and to express them using formal specifications, and then
to conduct verification of the satisfaction of system’s properties based on those security
specifications.
Moreover, functional requirements can be measured as either satisfied or not satisfied, but
non-functional requirements cannot simply be measured by a linear scale as degree of
satisfaction [21]. In system testing, for example, project developers and test engineers can
customize their test strategy at the beginning of development process based on the
classification of NFRs and the specific metrics required for each of NFR categories.
Therefore, system behaviors of NFRs could be reported directly to the project manager.

1.4

Problem Analysis

It seems that identification and classification of non-functional requirements in a software
project could be an easy task, but the manual task of labeling what category a requirement
falls under could be challenging, tedious and time-consuming, considering that some of the
stakeholders involved in the project (e.g. users) are non-technical people. Requirements
gathered from these non-technical stakeholders could lack technical details and any
mention of specific requirement types. This will make the manual requirement labeling
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require domain-expertise, which can be limited and expensive. Moreover, because
requirement documents are prepared during meetings with stakeholders and requirement
gatherings, most NFRs might somehow be hidden across the requirements that mainly
specify functionality. This can make identification and classification task error-prone and
labor-intensive [12].
The software documentations are often neglected despite persistent pleas from educators
and practitioners [22]. Open-source projects usually include archived mailing lists,
message boards, administrative manuals, installation manuals, and user manuals.
Government and industry-based standards also contain critical requirement-related
information. All of these materials can be potential resources for the identification of NFRs.
Therefore, the high number of available sources in a large-scale project makes the NFR
classification task tedious, complex, and time-consuming.
These observations highlight the need for an automated solution for the identification and
classification of non-functional requirements in a software project. The goal of our research
is to aid stakeholders to extract relevant non-functional requirements more effectively in
available unconstrained requirement documents through automated natural language
processing, with the help of supervised machine learning (ML) techniques. ML algorithms
have been shown to have considerable practical importance in many application domains.
This is especially true for domains where large databases are available [23]. Because
requirements specification documents are mainly given in natural language, ML can be
useful by emulating human processing. By automatically identifying both functional and
non-functional requirements and additionally classifying non-functional requirements into
sub types, various stakeholders involved in the project, whether technical people such as
developers or architects, or non-technical stakeholders such as customers (e.g. stakeholders
budgeting the project), can use this system as a highly accurate and fast solution. They can
use such a tool any time in the project development process. It removes most of the
laborious effort which can consequently help with the project budget as well.

Research Questions

7

The goal of this research is to classify NFRs according to the stakeholders’ concerns. In
this research work, we narrowed our focus to four non-functional requirements including
usability, security, performance, and operation quality attributes, since they are the most
common types of NFRs that have been mentioned in our dataset. Therefore, given a dataset
of all requirements, we aim to first identify which requirements are functional and which
ones are non-functional and then we will further classify the non-functional requirements
into four mentioned types. By identifying and classifying the requirements written in
natural language successfully, we will be able to take the first step to provide stakeholders
with their concern-based non-functional requirements. It is important to note that in this
work, the quality attributes refer to the product quality aspects. In the future, we hope to
extend this work to encompass process quality aspects such as risk, cost, and effort.
This thesis asks the following two research questions:
1. RQ1: How effective are supervised machine learning techniques in automatically
identifying FRs from NFRs and classifying 4 types of NFRs including usability,
performance, security, and operation NFRs?
2. RQ2: Which combination of feature extraction techniques and supervised machine
learning algorithms gives the best results for RQ1?
a. What are the most informative features for each of usability, security,
performance, and operation NFR types?
By answering these research questions and proposing an efficient and accurate solution,
we provide the required means and strategies to further develop a concern-based NFR
classification tool which can be used by stakeholders.

Solution Approach
Going through the related work in Chapter 3, we will see that there have been several
attempts in the classification of non-functional requirements using machine learning
approaches. However, there are a few main challenges visible in those works. In most
cases, these challenges have not been mentioned, or even if these problems have been
recognized by the researchers, no specific solution has been offered. As it is shown in [57],
between different techniques of machine learning approaches, supervised, semi-
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supervised, and unsupervised, supervised learning is the most popular type of ML in the
area of requirement classification. Therefore, we felt a need to deal with some of the
challenges that already existed in this field by doing a comprehensive comparative study
of non-functional requirement classification using supervised machine learning techniques.
Although the published research works have attained promising results, our research
improves upon these results significantly as will be shown in the later chapters. Analysis
of the available studies in identification and classification of non-functional requirements
reveals a general process pattern for applying machine learning-based approach to identify
and classify NFRs in a textual document [57]. This process is divided into three major
phases which is shown in Figure 1.

Figure 1: A general process of applying ML algorithms to classify NFRs in textual
requirements documents.
As illustrated in Figure 1, pre-defined data is a precondition for building NFRs classifier
using ML algorithms. Supervised Learning algorithms requires a labeled dataset.
Additionally, there is a text preparation phase, which involves applying natural language
text processing techniques and ML algorithms; and the evaluation phase, which is
concerned with assessing an ML algorithm’s approach to classify NFRs. We will get into
more details of the process in methodology section.

Predefined Dataset
Since 2006, when Cleland-Huang et al. made their dataset publicly available as NFR
PROMISE dataset, this dataset has been used by most of the researchers in the field for the
task of non-functional requirement classification [18]. This dataset consists of 15 SRS
documents developed as term projects by MS students at DePaul University. Although
NFR PROMISE dataset is still a valuable dataset today, and it encouraged researchers to
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work on the task of NFR classification, the requirements were originated from university
student projects, not from requirement documents of a production system [58]. Table 1
presents an overview of the NFR PROMISE dataset that includes 12 classes and 625
requirements. The table shows that some classes of the NFR dataset are underrepresented.
The NFRs Portability (PO) and Fault Tolerance (FT) are very rare in the dataset.
Table 1: Overview of PROMISE dataset with the number of requirements available
in each class

Potential issues with such datasets are the result of the absolute rarity of some concepts as
well as the within-class imbalances [60]. The issue with rare instances of a target class can
make the classification difficult. When the concept itself has a sub concept with limited
instances, additional difficulty might arise when classifying a minority concept due to
within-class imbalances [60]. This is the first main issue using PROMISE dataset for the
classification task.
Moreover, the total number of requirements in PROMISE dataset is 625 out of which 255
are functional requirements and 370 are non-functional requirements. There is a common
belief in machine learning that there is not enough data and more data gives more benefits
[59]; however, this cannot accurately be validated till the results of a research work can be
tested utilizing larger datasets. That said, as illustrated in [34], training a classification
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model for classifying NFRs using PROMISE dataset, the curves of the training scores and
cross validation scores got closer to each other with a larger training size and the model’s
performance stabilizes with a training size bigger than 400 requirements. Small number of
requirements in the NFR RPOMISE dataset and not utilizing any techniques to expand the
training dataset are the second concern related to using this dataset.

Evaluation Phase
In this phase, the evaluation of the NFR classifier is conducted using various techniques to
determine the developing classifier’s effectiveness. In the classification of NFRs using
supervised machine learning algorithms, the common technique is to use K-fold cross
validation for which the input dataset is randomly divided into K folds. Each fold has the
same data size; one is used for testing, while the others are used for training. The learning
algorithm is run K times, and the average K results are calculated to produce a single result
to measure the NFR classifier’s performance. Considering performance evaluation metrics
used in this field, there are a few noticeable issues. As it is shown in [18], precision and
recall are the two most common evaluation metrics used in the classification of NFRs.
Precision measures the total number of correctly classified NFRs in respect to the number
of NFRs retrieved. It is defined as P = true positive / (true positive + false positive). Recall
measures the percentage of NFRs that were correctly classified and is defined as R = true
positive / (true positive + false negatives) [12]. True positive represent the number of
correctly classified requirements, false positive represent the number of incorrectly
classified requirements, true negatives represent the number of requirements correctly not
classified, and false negatives are the number of requirements incorrectly not classified [3].
Precision and recall are often used together [48] and there is a trade-off between them.
Precision ensures that all retrieved requirements are truly relevant, whereas recall focuses
on retrieving all relevant requirements. It is arguable which value is more important to
measure the classification results. [12] focused on achieving a high recall (76.7%) but
lower precision (12.4%) as it was believed that rejecting irrelevant requirements manually
from a set of retrieved requirements was easier than reading an entire document looking
for missing requirements. On the other hand, [39] argued that precision was more important
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if recall was acceptable for automatic classification to avoid large amounts of irrelevant
NFRs from being misclassified as relevant (false positive), which might frustrate users.
There are some studies that achieved higher recall and lower precision [12, 25], while there
are other studies that achieved higher precision and lower recall such as [5]. There is a
study which achieved high recall and high precision [47]; however, this study only used a
machine learning approach to detect NFRs and could not classify them.
Furthermore, in industry, we will encounter large-scale projects with thousands of
requirement data. Hence, in order to provide stakeholders with an efficient tool for concernbased NFR classification, execution time of the NFR identification and classification is of
paramount importance. Among all the studies that have been done so far, only two recent
works have included execution time as a complementary performance metric [61]. A
comparison of execution times between our work and the related work is provided in
Chapter 5.
That said, there is a potential to use classification techniques with the propose of improving
recall and precision metrics and achieving high values in both of them. Also, including
execution time as a complementary evaluation metric will enable us to propose the best
strategy for the classification of non-functional requirements.

Industrial Dataset
Supervised Learning requires a set of NFRs that were correctly classified to their
categories. Considering that the goal of classifying NFRs into their specific types is to
propose solutions to be used by practitioners in the industry, one of the best sources to use
in either training the classifiers or validating the proposed tools is industrial dataset. As
indicated in [18], out of 24 studies the researchers reviewed in the field of requirement
classification, only five studies had used industrial datasets. Out of those five, only one was
focused on the classification of non-functional requirements using supervised machine
learning techniques. Other four either did a different classification task on NFRs like
tracing changes or they used techniques other than supervised machine learning techniques
(e.g. using information retrieval techniques). This shows the potential to do a case study
using industrial dataset to validate the achieved results.
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Ensemble Techniques
Reviewing the related works in this field, there have been a few works utilizing ensemble
techniques which can produce more accurate results by creating multiple models and
combining them together. In the recent study [17], the researchers included ensemble
techniques to classify a dataset of 58 security requirements and their results indicated that
ensemble classifiers can perform well. To the best of our knowledge, only one recent work
[7] used Extra Trees as an ensemble technique for the identification of non-functional
requirements. This indicates a potential to investigate ensemble techniques such as bagging
trees, boosted trees, random forest, etc.

Key Contributions
With all that said, there is a need for a study that can propose a solution using supervised
machine learning algorithms while handling the mentioned problems such as using more
balanced dataset with greater number of requirement instances, working toward achieving
both high recall and precision values, providing execution times of the techniques, etc.;
which can be trusted to some level if not completely, considering the fact that there is more
space for more validation techniques.
•

In this work, we use the combination of two datasets. First, the NFR PROMISE dataset
for the purpose of comparison with other works and second the PURE dataset which is
composed of publicly available industrial requirement specifications documents. By
using the combination of these two datasets, we achieved a fairly balanced dataset with
more than 500 requirements.

•

Our proposed strategy enables the classifiers to achieve high precision and high recall
with more focus on recall values. We will discuss the reasoning although there is
always more space to argument on the prioritization of these two metrics.

•

We cover a fairly large set of combinations of feature extraction techniques including
syntactic POS-tagging-based adopted from [2], TF-IDF, and BOW, with supervised
machine learning techniques including support vector machine, Stochastic Gradient
Descent SVM, Decision Tree, Linear Regression, Gaussian Naïve Bayes, Multinomial
Naïve Bayes, and Bernoulli Naïve Bayes and ensemble techniques including Extra
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Trees, Bagging Decision Tree, Boosted Decision Tree, Rand Random Forest. This can
enable comparisons with related works and potentially be a good comparative study in
the field.
•

Our study also includes a case study by using an industrial dataset to validate our results
which is required in this field considering that lack of industrial data as one of the main
challenges in this field [18].

1.5

Organization

The rest of this thesis is organized as follows. Chapter 2 reviews the background for this
project which briefly provides the basis for software requirement engineering, natural
language processing, and supervised machine learning techniques for classification.
Chapter 3 summarizes the related works in finding NFRs from software documents.
Chapter 4 describes our methodology to identify and classify non-functional requirements
and details of our implementation. Chapter 5 presents our evaluation process along with
the results and discussion of our study. Finally, chapter 6 summarizes our work, discusses
limitation and validity issues, and suggests possible future research direction.
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Chapter 2

2

Background

2.1

Requirements

Software requirements describe the behaviours, properties or attributes of a target system,
and they are determined in the early stages of a software development process to identify
what should be built in the system [3]. In describing the intended system requirements, a
software requirement document is an official document that is created before the project
has started development to coordinate every stakeholder regarding what a system should
do [3, 4].
Requirements may be described either in an unofficial high-level description as abstract
requirements or they can be more specific with details. The abstract requirements are
composed of the stakeholders’ perspective usually using natural language, informal
diagrams or some notations specific to the problem such as mathematical equations for a
control system.
The detailed requirements are system requirements expressed in an abstract model of the
system such as mathematical models, UML or similar diagrams, or object class hierarchies,
etc. These models are usually annotated with natural language texts [3]. Independent of the
extent of requirement description details, requirement standards and textbooks usually
classify requirements into functional requirements and non-functional requirements
(NFRs) [22].
Functional requirements specify what the system does [3] and non-functional
requirements, which are also called quality requirements, determine how the system
performs its intended functions [4]. As an example, a functional requirement might declare
that a system should authenticate a system user identity; a non-functional requirement
might declare that the system should be capable of finishing the authentication process in
less than four seconds [3].
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As NFRs address important quality aspects of the system, such as security, performance,
reliability, etc., they are essential for the successful functioning of the software. If NFRs
are not met, they can result in inconsistent, poor quality software with which customers
and developers are unsatisfied. This in turn will lead to extra costs and time to fix the
system because it was not developed with regards to the required NFRs [24].
NFRs can include a large number of categories as Chung et al. have identified 156 NFR
categories, but it should be noted that there is not a formal complete list of non-functional
requirements that can serve all the needs of various application domains in different
circumstances. As a result, for each project, the considered NFR groups should be
customized based on the project’s needs and the system domain [24].
Some previous studies have worked on classifying NFRs into a taxonomy [24, 25, 26].
Figure 1 shows a taxonomy proposed by Afreen et.al in [25]. This taxonomy classifies
NFRs on the basis of commonly used NFRs, definitions and attributes of NFRs, and
conflicting NFRs.

Figure 2: Classification of non-functional requirements [6]
Commonly used NFRs are the non-functional requirements that are useful for the success
of different application domains such as information systems, web-based systems, etc., and
they include performance, reliability, usability, security, and maintainability [25]. Table 1
shows the definition and attributes of the most commonly used NFRs.
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The objective of classifying NFRs based on their definition and attributes is to identify the
requirements based on whether they have been clearly defined in the literature, like
performance, security, usability, etc., or whether they have been supported by their
attributes, like accessibility, adaptability, efficiency, etc. Afreen et al. classified NFRs on
the basis of the following: (i) with meaning and attributes, (ii) with meaning, (iii) with no
meaning and attributes [25].
Conflicting NFRs refer to those non-functional requirements that may have some kind of
conflict with other NFRs [27, 28]. They are further categorized into absolute conflicting
NFRs, such as performance; relative conflicting NFRs, such as reliability; and never
conflicting NFRs, such as security.
Table 2: The Most Commonly Considered NFRs in NFR taxonomy proposed by
Afreen et.al in [25]

2.1.1

Software Requirement Specification

A software requirement specification (SRS) is one of the main artifacts produced in the
early stages of software development as part of a contract between the client and the service
provider to ensure that the software meets their needs [4]. SRS is used to describe what
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software will do and how it will be expected to perform to fulfill all stakeholder needs. A
requirement specification document is designed to assist the communication between the
technical stakeholders, such as analysts, developers, and testers on one side, and nontechnical stakeholders, such as the clients and the product managers, on the other side.
SRS documents are usually written in natural language and they contain all system
requirements, including the functional requirements and the non-functional requirements
[20]. They can also include definitions of special concepts, examples, diagrams, and cross
references [30]. In this project, our focus will be on SRS documents written in English and
we will use the requirements defined using natural language. Diagrams, tables, notations,
etc. are not in the scope of our work.

2.2 Stakeholders
System stakeholders are groups or individuals who are interested in the actions of a
corporation and will be affected by those actions. Stakeholders have the ability to directly
or indirectly influence the organization’s requirements [31].
Stakeholders can be system end-users, managers, developers, engineers responsible for the
maintenance of the system, people who are involved in the organizational processes
affected by the system, customers of the organization who will use the system to provide
other services, or regulator certification authorities, etc. [3].
It is essential for the success of the project to meet all stakeholder needs. Stakeholders may
begin with desires and expectations that may include unclear, ambiguous statements
difficult to use for software engineering activities. These statements must be coalesced into
a set of clear and concise requirements for the system [32].
It should be noted that stakeholders typically do not request non-functional requirements
but they implicitly expect these features to be part of any system they use. For example, a
user could easily say, “I want the system to store different formulae for calculations”.
Rarely will you hear them say, “the system should be able to perform calculations on 1000
records in 20s”, even though they might expect it to work this way. In order to make sure
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their expectations will be met, it is important to enable them to check the requirements they
care about the most and make sure their expectations are covered [33].

2.3 Classification of Requirements
Requirement classification refers to the identification of requirements as belonging to a
specific category to highlight their role in the project. Two examples of classification tasks
are (1) distinguishing between functional and non-functional requirements, and (2)
determining whether a non-functional requirement is related to concerns such as security,
performance, usability, etc. [12].
NFRs are predominant because they determine areas essential for the wellbeing of the
system as a whole rather than just a single feature in a module. Attaining them requires not
only careful design decisions in the early stages of the software development life cycle, but
also continuous efforts throughout the entire process.
Unfortunately, as Kurtanovi´c et al. maintain [34], most NFRs are identified later in the
software development process [34, 35] and they are often described vaguely [36], which
might cause engineers to neglect their importance in the project [11]. Classifying
requirements can encourage transparency and organization within the SRS and can
stimulate awareness toward crucial system concerns that should be as much of a priority to
engineers as feature development.
However, manually classifying requirements calls for engineers who have expertise in the
respective areas (i.e., proper identification of security requirements calls for security
knowledge). This resource barrier can discourage project managers and engineers from
properly assessing NFRs throughout the development process, delaying neglected or
unidentified issues and thus amplifying the risks for defects, performance inadequacies,
and technical debt. Automating this task can alleviate the need for domain-experts, which
in turn can promote the practice within the software community. Machine learning
methodologies can provide the required means to automate requirement classification.
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2.4 Machine Learning
Machine learning (ML) is an application of artificial intelligence (AI) that provides systems
the ability to automatically learn from characteristics of previous samples to be able to
make data predictions [37]. Machine learning algorithms use statistics in an attempt to
extrapolate patterns in massive amounts of data [36], making ML a powerful mechanism
for solving problems rather than relying on humans to identify all the possible cases a
system can handle [11].
Machine learning techniques and algorithms vary widely but they can be generally divided
into two categories: supervised learning and unsupervised learning. Supervised learning
refers to the category of learning algorithms that enables the processing and classifying of
data using machine language. Supervised learning uses labeled data, which is a dataset that
has been classified, to infer a learning algorithm. The dataset provides the model
information of the number of classes and it lets the model focus on analyzing the features
within the data that can distinguish these particular classes through the use of machine
learning algorithms [38]. Unsupervised learning does not need any explicit labeling within
the dataset, and is used to learn particular patterns in a way that reflects the statistical
structure of the overall collection of patterns [37].
Machine learning can be utilized for a variety of domains where there can be large
databases, including valuable implicit regularities, to be discovered. In requirement
classification, as SRS documents provide large requirement data in text format, they have
great potential to utilize machine learning techniques for the classification task at hand.
This thesis will use supervised learning techniques for the identification and classification
of functional and non-functional requirements [25].

Classification
Classification is a process of categorizing a given set of data into classes. The classification
predictive modeling is the task of approximating the mapping function from input variables
to determine output variables. The main goal is to identify which class/category the new
data will fall into [27]. More formally, with an input vector x, a classification algorithm
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needs to formulate a function 𝑓 ∶ 𝑅𝑛 → {1, … , 𝑘} so that 𝑦 = 𝑓(𝑥 ), outputting the predicted
class 𝑦 [22].
As an example, heart disease detection can be identified as a classification problem. Since
there can be only two classes i.e. a patient has heart disease or does not, it is a binary
classification task. The classifier, in this case, needs training data to understand how the
given input variables are related to the class. And once the classifier is trained accurately,
it can be used to detect whether a particular patient has heart disease or not. If a
classification task has more than two classes, it will be a multi-class classification.
Various types of learners, also known as classifiers, can perform the classification task. In
the following subsections, those learners used in this thesis will be discussed rather than
performing a deep dive into the mathematics or algorithms. Hence, the purpose of these
sections is to provide a brief introduction to the nature and construction of these classifiers.

2.4.1

Support Vector Machine

The Support Vector Machine (SVM) is a supervised machine learning classifier that
represents the training data as points in space. It separates these points into positive
categories and negative ones by defining the optimal hyperplane that divides the two
classes of data and maximizes the distance between the hyperplane and the closest data
samples [39].
Given training examples as pairs (⃗⃗⃗
𝑥𝑖 , 𝑦𝑖 ), where ⃗⃗⃗
𝑥𝑖 is the weighted feature vector of the
ith training example and 𝑦𝑖 ∈ {−1,1} is the label of the example, the search for such a
hyperplane can be expressed as an optimization problem of minimizing

1
2

‖𝑤
⃗⃗ ‖2 subject to

𝑦𝑖 (𝑤
⃗⃗ . 𝑥𝑖 − 𝑏) ≥ 1, ∀𝑖 , where 𝑤
⃗⃗ is a vector perpendicular to the hyperplane, and 𝑏 defines
the position of the hyperplane. As shown in Figure 2, the learned hyperplane is defined by
a subset of positive and negative training examples, known as positive and negative support
vectors respectively.
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Figure 3: A linear separable Support Vector Machine
Once 𝑤
⃗⃗ and b are learned, SVM computes a score for unlabeled data represented by feature
vector 𝑥 using the decision function 𝑓(𝑥 ) = 𝑤.
⃗⃗⃗⃗ 𝑥 − 𝑏. The sign of the score is used to
predict the document label. That is, the document is labeled positive if 𝑓(𝑥 ) ≥ 0, and
negative otherwise [30].

2.4.2

Linear Logistic Regression

Logistic Regression (LR) is a probabilistic classifier that uses supervised machine learning
to classify an input observation into one of two classes (binary classification) or into one
of many classes (multi-class classification) depending on the type of the classification task
at hand [40].
Let’s consider a training corpus of input/output pairs (⃗⃗⃗
𝑥𝑖 , 𝑦𝑖 ) where each of a single input
observation ⃗⃗⃗
𝑥𝑖 is represented by a vector of features [𝑥1 , 𝑥2 , … , 𝑥𝑛 ]. The output 𝑦𝑖 can be 1,
which means the observation is a member of the class, or it can be 0, which means the
observation is not a member of the class. We need to know the probability 𝑃(𝑦 = 1|𝑥) so
we can decide if the observation is a member of the class or not [40].
LR solves this task by learning a vector of weights and a bias term from a training set. Each
weight 𝑤𝑖 is a real number, and is associated with one of the input features 𝑥𝑖 . The weight
𝑤𝑖 represents how important that input feature is to the classification decision, and can be
positive or negative based on whether it is associated with the class or not. The bias term
is also a real number that is added to the weighted inputs [40].
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After learning the weights and the bias term in training, to decide on a test instance, Eq. 1
will be used to calculate a single number z, which expresses the weighted sum of the
evidence for the class.

𝑛

(1)

𝑧 = (∑ 𝑤𝑖 𝑥𝑖 ) + 𝑏
𝑖=1

Then, to create a probability, z will be passed through a sigmoid function, which has the
following equation, shown graphically in Figure 3.

Figure 4: The sigmoid function 𝑦=1/(1+𝑒^(−𝑧) takes a real value and maps it to the
range [0, 1]. It is nearly linear around 0 but outlier values get squashed toward 0 or
1.
As shown in Eq. 2, if the probability P (y = 1|x) is more than 0.5, the observation is a
member of the class. Otherwise, it is not. Here, 0.5 is called a decision boundary.

1 𝑖𝑓 𝑃(𝑦 = 1|𝑥) > 0.5
𝑦̂ = {
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(2)
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2.4.3

Decision Tree

A Decision Tree (DT) algorithm is one of the supervised machine learning algorithms that
learns decision rules from training data to perform a hierarchical partitioning of them [33].
There are both internal and leaf nodes in a decision tree classifier. In DT, all nodes with
outgoing edges are internal nodes that correspond to an attribute. All other nodes are leaf
nodes that correspond to a class. The decision predicates in the internal nodes will be based
on the presence or absence of those attributes in the given data [41].
A decision tree contains two main processes: construction of the tree and classification.
Forming a DT is a top-down building procedure starting at the root with the whole training
dataset. The goal is to find the best test attribute in each decision node of the tree to reduce
as much as possible the mixture of classes between each subset created by the test. This
process will continue for each sub decision tree until reaching the leaves and determining
their matching classes [35].
Classifying new data is based on the induced tree. Therefore, to classify an object, we begin
from the root of the tree, we assess the corresponding test feature and we take the branch
relative to the test's result. This process is repeated until a leaf is reached. The new object
is then classified to the class labeling the leaf. There are several algorithms for building
decision trees such as ID3 and C4.5 algorithm which are considered the most popular ones
[35].

2.4.4

Naïve Bayes

The Naïve Bayes (NB) classifier is a probabilistic approach based on applying Bayes
theorem [37]. Given the context of the class, the NB classifier assumes that all the features
in data instances are independent of each other, which may not be true. The goal of the
model is to find the class that maximizes the conditional probability for each class with the
independence assumption.
Although the model seems oversimplified because of the independence assumption, it is
known to work effectively on real-world problems [38]. This paradox is explained by the
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fact that classification estimation is only a function of the sign (in binary cases) of the
function estimation; the function approximation can still be poor while classification
accuracy remains high [39].
As this thesis involves textual requirements, we will explain NB in terms of document
analysis. Given categories 𝐶 = {𝑐1 , … , 𝑐|𝐶| } and documents 𝐷 = {𝑑1 , … , 𝑑|𝐷| }, the
probability P that the document 𝑑𝑗̅ belongs to category 𝑐̅𝑖 is computed in Bayes Theorem
[38, 41] as shown in Eq. 3.

𝑃(𝑐𝑖 |𝑑𝑗̅ ) =

𝑃 (𝑐𝑖 )𝑃(𝑑𝑗̅ |𝑐𝑖 )
𝑃(𝑑𝑗̅ )

(3)

Where document 𝑑𝑗̅ = 〈𝑤1𝑗 , … , 𝑤|𝑇|𝑗 〉 is represented by a vector of weights for each term
in the vocabulary set T from all documents D. The topic of vector representation will be
further elaborated upon.
𝑃(𝑑𝑗̅ ) is the probability that a random document in the corpus is represented by vector 𝑑𝑗̅ ,
and 𝑃(𝑐𝑖 ) is the probability that a random document in the corpus is of category 𝑐𝑖 [28].
Because the number of possible variations for 𝑑𝑗̅ is too high, computing 𝑃(𝑐𝑖 |𝑑𝑗̅ ) is
improbable. To ease this restriction, the above-explained independence assumption is
applied [41]. Eq. 4 is the formula for the independence assumption [38]:

|𝑇|

(4)

𝑃(𝑐𝑖 |𝑑𝑗̅ ) = ∏ 𝑃(𝑤𝑘𝑗 |𝑐𝑖 )
𝑘=1

2.4.5

Ensemble Methods

Ensemble method is a machine learning technique that combines several models called
base learners to solve the same problem in order to produce one optimal predictive model
[42]. For that purpose, ensemble techniques build a group of hypotheses to describe the
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data rather than finding one best hypothesis. Then, a voting approach will be applied to
those hypotheses to predict the class of new data points [43].
More precisely, an ensemble method constructs a set of hypotheses {ℎ1 , … , ℎ𝑘 }, chooses a
set of weights {𝑤1 , … , 𝑤𝑘 } and builds the voted classifier 𝐻 (𝑥) = 𝑤1 ℎ1 (𝑥 ) + ⋯ +
𝑤𝑘 ℎ𝑘 (𝑥 ). The classification decision of the combined classifier is shown in Eq. 5 [43]:
(5)
+1
𝐻={
−1

𝐻 (𝑥 ) ≥ 0
𝐻 (𝑥 ) < 0

There are two major steps to build an ensemble learning algorithm. The first step is to build
separate base learners in a way that the resulting set of learners is precise and diversified
[44]. Being precise means each of the base learners should have fairly low error rate in
predicting classes for new data points whereas being diversified refers to disagreement
between the base learners in many of their predictions [42]. The generation process of the
base learners can be parallel or sequential where the generation of one base learner affects
the generation of subsequent learners. The second step in an ensemble-based system is the
mechanism used to combine the individual classifiers [42].
There are many effective ensemble-based algorithms. The following will present the
algorithms used in this thesis and will briefly explain how each of them works. For
simplicity purposes, these methods will be explained considering the binary classification.
Consider 𝑋 and 𝑦 as the instance space and the set of class labels, respectively, assuming
𝑦 ∈ {−1, +1}.

Bagging
Bagging (short for Bootstrap Aggregation) algorithm is one of simple yet effective
ensemble-based algorithms. Given a training dataset 𝐷 = {(𝑥1 , 𝑦1 ), (𝑥2 , 𝑦2 ), … , (𝑥𝑚 , 𝑦𝑚 )}
where 𝑥𝑖 𝜖 𝑋 (𝑖 = 1, … , 𝑚), and 𝑦𝑖 𝜖 𝑦(𝑖 = 1, … , 𝑚), bagging trains 𝑇 independent base
learners, each trained by sampling with replacement where the size of sampling is the same
or the percentage of the training dataset size. The diversity in the ensemble is ensured by
the variations within the bootstrapped replicas on which each classifier is trained. Also, it
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is reinforced by using a relatively weak classifier whose decision boundaries vary with
respect to relatively small discrepancies in the training data [43]. Linear classifiers such as
linear SVM could be a good candidate for this purpose. Bagging combines these learners
by majority voting, and the most-voted class is predicted [43]. The pseudo-code of Bagging
algorithm is provided in Figure 4.

Figure 5: The Bagging Algorithm

Random Forest
One of creative variants of Bagging is Random Forest (RF) algorithm which is the treebased ensemble classifier trained by the bagging mechanism [43]. In bagging, successive
trees are built independently using a bootstrap sample of the training dataset and they do
not depend on earlier trees. Random forests add an additional layer of randomness to
bagging by incorporating random subset selection of features in addition to constructing
each tree using a different data bootstrap [43].
More accurately, RF includes two major methods. The first method is using random feature
subspace which enables a much faster construction of trees. The second is out-of-bag
estimates which means, unlike standard trees, in which each node is split using the best
split among all features, in RF, each node is split using the best among a subset of predictors
randomly chosen at that node. This method enables the possibility of evaluating the relative
importance of each input feature [44].
This strategy turns out to perform pretty well compared to many other classifiers as
Breima demonstrated by running RF on 20 datasets from different data domains. His
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results showed that the performance of RF is superior to other learning algorithms such as
SVM [47].

Extremely Randomized Trees
Extremely Randomized Tress also known as Extra Tree classifiers are ensemble learning
methods fundamentally based on decision trees. The Extra Tree algorithm constructs an
ensemble of unpruned decisions based on a top-down procedure [43]. This classifier is
similar to RF in a sense that it randomizes certain decisions and subsets of data to reduce
over-learning the data. However, there are two main differences between RF and Extra
Tree: Extra Tree classifier splits nodes by explicitly randomizing cut-points, and to grow
the trees, it uses the complete training set rather than a bootstrap sample [43].
It should be noted that randomly choosing cut-points while splitting a tree node, combined
with ensemble averaging, diminishes the variance in extra tree classifier more than the
weak randomization technique used in random forest. Also, using complete training dataset
rather than bootstrap replicas will lead to minimized bias. Given the simplicity of the node
splitting procedure, Extra Tree performs faster than random forest [43].

Boosting
Boosting is an ensemble method based on the idea of building a highly accurate classifier
by combining many relatively weak and inaccurate classifiers [43]. Boosting uses simple
majority voting similar to bagging; however, there is a major difference between the two
ensemble techniques. In bagging, classifiers are trained in parallel on the bootstrapped
replicas of the training data, which means all the instances in the original training dataset
has the same chance of being used by each of the classifiers. Nevertheless, in boosting,
individual classifiers will be trained sequentially, and the training dataset for each of the
subsequent classifier will focus on where the previous classifier misclassified instances
[45].
The most widely used boosting algorithm is AdaBoost which we will briefly explain here
[51]. Consider we are given 𝑚 labeled examples in a dataset 𝐷 = {(𝑥1 , 𝑦1 ), … , (𝑥𝑚 , 𝑦𝑚 )},
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where 𝑥𝑖 𝜖 𝑋 (𝑖 = 1, … , 𝑚), and 𝑦𝑖 ∈ {−1, +1}. On each round, 𝑡 = 1, … , 𝑇, a distribution
𝐷𝑡 is computed, and equal weights are assigned to all training examples.
From the training dataset and 𝐷𝑡 , the algorithm generates a weak learner ℎ𝑡 : 𝑋 → {−1, +1}
by calling the base learning algorithm. Then, the algorithm uses the training examples to
test ℎ𝑡 and based on the results, it increases the weights of the misclassified examples.
Thus, the weight distribution will be updated as 𝐷𝑡+1 with new attained weights. From the
training dataset and 𝐷𝑡+1 Ada Boost generates another weak learner by calling the base
learning algorithm again. This process will be repeated for 𝑇 times and weights of the weak
learners are defined in the training process. Afterwards, the final learner is derived by
weighted majority voting of the 𝑇 weak learners [41]. The pseudo-code of AdaBoost is
shown in Figure 5.

Figure 6: The AdaBoost algorithm

Extreme Gradient Boosting
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Gradient Boosting is a machine learning technique that produces a model using ensemble
of base prediction models, usually decision trees. It builds the model in a stage-wise mode
like the other boosting methods, and generalizes base models by allowing optimization of
a random variant loss function.
Extreme Gradient Boosting (XGBoost) builds on the idea of gradient boosting. Basically,
the training is done using an additive strategy: Given an input with a vector of descriptors
𝑥𝑖 , a tree ensemble model uses K additive functions to predict the output.

𝐾

6

𝑦̂𝑙 = ∅(𝑥𝑖 ) = ∑ 𝑓𝑘 (𝑥𝑖 ),

𝑓𝑘 𝜖 𝐹𝑖

𝑘=1

In Eq. 6, 𝐹𝑖 is the set of all possible regression trees. The 𝑓𝑘 function at each of K steps
maps the descriptor values in 𝑥𝑖 to a certain output. It is the function we need to learn,
containing the structure of the tree and the leaf scores. However, there are minor
improvements in the regularized objective which turned out to be helpful in practice.
Specifically, XGBoost tries to minimize the regularized objective as shown in Eq. 7:

ℒ(∅) = ∑ 𝑙(𝑦̂𝑙 , 𝑦𝑖 ) + ∑ Ω(𝑓𝑘 )
𝑖

where

7

𝑘

1

Ω(𝑓) = 𝛾 𝑇 + 2 𝜆‖𝜔‖ 2

In the equation above, l is a differentiable convex loss function that measures the difference
between the prediction 𝑦̂𝑙 and the target 𝑦𝑖 . The second term penalizes the complexity of
the model in terms of number of leaves in the tree T and vector of scores on leaves ω. It
helps to smooth the final learned weights to avoid over-fitting. We expect the regularized
objective will tend to select a model employing simple and predictive functions [59].
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2.5 Natural Language Processing
In this thesis, we are going to use requirements that are written in natural language. It
should be noted that requirements can appear in a verity of forms such as lists of individual
words, sentences, paragraphs, short texts potentially including special characters, and etc.
[38]. Before applying machine learning techniques to this data, three main steps should be
employed to transform the data into features that can be used by machine learning
classifiers. The first step is preprocessing the text data using Natural Language Processing
(NLP) techniques which we will cover in this section. The other two steps are feature
extraction and feature selection which will be covered in the following sections.

2.5.1

Text Preprocessing

In natural language processing, text preprocessing is the practice of cleaning and preparing
text data into a “well-defined sequence of linguistically meaningful units” [32]. This is the
first step of transforming the data into a form that can be used by machine learning
classifiers. Although NLP is relevant to all languages, the following subsections explore
standard preprocessing techniques in English as we will use requirement documents written
in English.

Case Folding
In text preprocessing, the case folding process aims to change all the letters in a text
document into lowercase letters.

Removing Special Characters
Special characters are usually non-alphanumeric characters like []{}()/ that add extra noise
to the dataset and should be removed in order to remove discrepancies during the
assignment of polarity. For example, “That’s good:”— if the special character (:) is not
removed, it might concatenate with the word (good) and make it unavailable in the
dictionary [23]. To overcome such problems, it is best to remove special characters.

Tokenization
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Tokenization is the process of splitting the text into words, phrases, symbols, or other
meaningful elements called tokens. This involves defining the boundaries of a word,
separating tokens by whitespace and punctuation, as well as splitting contractions [23].

Stop Word Removal
Many words in documents recur frequently but are essentially meaningless as they are used
to join words together in a sentence. For example, some of the most common words such
as “a,” “an,” or “the” do not influence the semantics of a software requirement. Due to their
high frequency of occurrence, their presence in text mining presents an obstacle in
understanding the content of the documents. Removing these words can help with this
problem [23].

POS Tagging
POS tagging is the process of marking up a word in a corpus to a corresponding part of a
speech tag based on its context and definition. This task is not straightforward as a
particular word may have a different part of speech based on the context in which the word
is used [23]. Consider this sentence as an example: “They refuse to permit us to obtain the
refuse permit”; The word “refuse,” in this sentence is used twice and has two different
meanings. The first “refuse” is a verb and it means deny while the second “refuse” is a
noun and it means trash. Thus, POS tags of these two words will be different.

Stemming
Stemming is the process of reducing inflected words to their word stem. For example, the
words: “presentation,” “presented,” and “presenting” could all be reduced to a common
representation “present.” This is a widely used procedure in text processing for information
retrieval based on the assumption that posing a query with the term “presenting” implies
an interest in documents containing the words “presentation” and “presented” [23].

Lemmatization
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Lemmatization is an alternative approach to stemming that considers the morphological
analysis and the linguistic context of the term. Words appear in various forms flexed for
grammatical reasons, but have the same meaning. The goal of lemmatization is to reduce
flexural forms [23]. The word “better,” has “good” as its lemma. This link is missed by
stemming while the word “walk,” is the base form for the word “walking”, and hence this
is matched in both stemming and lemmatization.

2.5.2

Vector Representation

In order to extract features from documents to carry out classification, the text needs to be
converted to some form of vector representation that provides quantitative characteristics
of the text.

Bag of Words
The Bag of Words (BoW) vector representation model is one of the techniques to extract
features from a text by representing unstructured text as numeric vectors, where it
constructs a word presence feature set from all the words of an instance [5]. In this research,
requirements have been converted into numeric vectors such that each document is
represented by one vector (row).

TF-IDF
In addition to BoW, another vector representation is term frequency-inverse document
frequency (TF-IDF) [41], which is formed by calculating the TF-IDF weight for each term
t in document d by multiplying 𝑡𝑓𝑡,𝑑 and 𝑖𝑑𝑓𝑡 as shown in Eq. 8 where 𝑡𝑓𝑡,𝑑 is the frequency
of word t in requirement document d and 𝑖𝑑𝑓𝑡 is the inverse document frequency of terms
occurring in various documents. This weighting technique assigns a higher score to rare
words and a lower one to words occurring frequently across all requirements [23].
𝑡𝑓𝑡,𝑑 = 𝑓𝑡,𝑑
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𝑖𝑑𝑓𝑡 = 𝑙𝑜𝑔

𝑁
𝑑𝑓𝑡

8

𝑡𝑓𝑖𝑑𝑓𝑡,𝑑 = 𝑡𝑓𝑡,𝑑 . 𝑖𝑑𝑓𝑡

2.6 Model Validation
In machine learning, model validation is referred to as the process where a trained model
is evaluated with a testing dataset. The testing dataset is a separate portion of the same
dataset from which the training set is derived. The main purpose of using the testing dataset
is to test the generalization ability of a trained model [38]. We have used cross validation
to enhance the accuracy of the classifiers in this project.

2.6.1

Cross Validation

Statistical uncertainty can arise for small validation sets as a single validation set might not
properly represent the dataset as a whole. A technique to counteract this dilemma is k-fold
cross validation: repeating the training and testing procedure on k randomly selected, nonoverlapping partitions of the dataset and taking the average score from all k folds [11]. A
common choice for k is 10, resulting in ten validation trials. This strategy ensures that the
classifier gets a chance to train and test on different portions of the dataset, reducing the
influence of unique characteristics that might not be representative of the entire dataset.

2.7 Performance Metrics
Machine learning tasks employ a suite of metrics to measure the performance of classifiers.
The subsections below define the measures considered throughout this work.

2.7.1

Confusion Matrix

A confusion matrix is often used for binary classification tasks, showcasing how well the
items in a validation set are classified and providing more details on the performance of
the classifier. Table 2 displays the different labels a class prediction can take given the
status between the true value and the predicted value.
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Table 3: Class Prediction Labels given the status between the true valued the
predicted value

2.7.2

Accuracy

Accuracy is the percentage of correctly classified samples overall. If N is the size of
the validation set, then:

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

𝑇𝑃 + 𝑇𝑁
𝑁

9

Accuracy is a primitive measure as it does not give us information about how well a model
is classifying a specific class. For example, if the validation set has two positive samples
and eight negative samples, and the classifier predicts all ten samples to be negative, then
it achieves a seemingly decent accuracy of 80%. However, upon closer inspection, the
model classified everything as negative and failed to gather features differentiating the two
classes, making it a weak classifier.

2.7.3

Recall and Precision

To counteract the inadequacies of the accuracy measure, machine learning studies often
supplement their metrics with recall, precision, and their harmonic mean. The following
definitions describe the metrics in terms of classifying the positive class.

35

Recall is the percentage of positively-labeled samples that are successfully predicted:

𝑟𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃
𝑇𝑃 + 𝐹𝑁

10

Precision is the percentage of positively predicted samples that are actually labeled
positive.

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑃
𝑇𝑃 + 𝐹𝑃

11

In order to score models in multi-class classification, we need to caluclate these metrics
differently using either micro-average scores or macro-average scores.
The micro-average precision and recall score is calculated from the individual classes’ true
positives (TPs), true negatives (TNs), false positives (FPs), and false negatives (FNs) of
the model. The macro-average precision and recall score is calculated as arithmetic mean
of individual classes’ precision and recall scores.

Micro-Average and Macro-Average Precision Scores for Multi-class Classification:
For multi-class classification problem, micro-average precision scores can be defined as
sum of true positives for all the classes divided by all of the positive predictions. The
positives prediction is sum of all true positives and false positives. Eq. 12 indicates the
precision micro average:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑀𝑖𝑐𝑟𝑜𝐴𝑣𝑔 =

𝑇𝑃1 + 𝑇𝑃2 + ⋯ + 𝑇𝑃𝑛
𝑇𝑃1 + 𝑇𝑃2 + ⋯ + 𝑇𝑃𝑛 + 𝐹𝑃1 + 𝐹𝑃2 + ⋯ + 𝐹𝑃𝑛

12

36

Macro-average precision score can be defined as the arithmetic mean of all of the precision
scores of different classes. Eq. 13 indicates the precision macro average:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑀𝑎𝑐𝑟𝑜𝐴𝑣𝑔 =

𝑃𝑟𝑒𝑐1 + 𝑃𝑟𝑒𝑐2 + ⋯ + 𝑃𝑟𝑒𝑐𝑛
𝑛

13

Micro-Average and Macro-Average Recall Scores for Multi-class Classification:
For multi-class classification problem, micro-average recall scores can be defined as sum
of true positives for all the classes divided by the actual positives (and not the predicted
positives). Eq. 14 indicates the recall micro average:

𝑅𝑒𝑐𝑎𝑙𝑙𝑀𝑖𝑐𝑟𝑜𝐴𝑣𝑔 =

𝑇𝑃1 + 𝑇𝑃2 + ⋯ + 𝑇𝑃𝑛
𝑇𝑃1 + 𝑇𝑃2 + ⋯ + 𝑇𝑃𝑛 + 𝐹𝑁1 + 𝐹𝑁2 + ⋯ + 𝐹𝑁𝑛

14

Macro-Average recall score can be defined as the arithmetic mean of all the recall scores
of different classes. Eq. 15 indicates the recall macro-average:

𝑅𝑒𝑐𝑎𝑙𝑙𝑀𝑎𝑐𝑟𝑜𝐴𝑣𝑔 =

𝑅𝑒𝑐𝑎𝑙𝑙1 + 𝑅𝑒𝑐𝑎𝑙𝑙2 + ⋯ + 𝑅𝑒𝑐𝑎𝑙𝑙𝑛
𝑛

15
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2.8 Tools
To assist in our research endeavors, we fortunately have access to well-developed
opensource tools for document processing, classifier construction, and model training.

2.8.1

Natural Language Processing Toolkit

Natural Language Processing Toolkit (NLTK)1 is a platform for building python programs
to work with NLP tasks. NLTK provides a suit of text processing libraries for classification,
tokenization, stemming, lemmatization, tagging, and etc.

2.8.2

Scikit-Learn

Scikit-Learn2 is a well-established machine learning package available for Python
programs. The library includes a rich suite of machine learning implementations, allowing
us to employ their versions of traditional classifiers such as Linear Regression, Decision
Tree, etc. Scikit-Learn also supplies many utility functions for data preprocessing, model
validation, and metric computations.

2.9 Datasets
We have used three datasets in this research. In the next subsections, we will provide more
details about each of them. Three different types of classification tasks can be done on
these datasets: (1) binary classification of NF versus F requirements, (2) binary
classification of NFR type, and (3) multi-label classification of various NF requirement
types.

1

https://www.nltk.org/

2 https://scikit-learn.org/stable
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2.9.1

Quality Attributes Datasets

Table 4: PROMISE dataset, broken down by project and requirements type

The Quality Attributes dataset3, also known as the PROMISE corpus, is a compilation of
requirements specifications for 15 software projects developed by MS students at DePaul
University as a term project for a Requirements Engineering course [12]. The dataset
consists of 326 non-functional requirements of nine types and 358 functional requirements.
The distribution of requirement types of these 15 projects is shown in Table 3; and Table
4 provides examples of each type of requirement.

3

http: //openscience.us/repo/requirements/requirements-other/nfr.html.
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Table 5: Examples of requirements of different types from PROMISE dataset

2.9.2

PURE: Dataset of Public Requirements Documents

Another dataset used for this research was PURE (PUblic REquirements) dataset, which is
originally a dataset of 79 publicly available natural language requirement documents
collected from the web [46]. The documents cover multiple domains and range from
university projects to documents of public companies. The dataset can be used for different
natural language processing tasks that are typical in requirements engineering, such as
model synthesis, abstraction identification, document structure assessment, ambiguity
detection, and requirement classification. In this research, for the purpose of requirement
classification, we have used six documents provided in this dataset which included the
functional and non-functional requirements of the system to which they belong.
The distribution of requirement types of these six projects is shown in Table 5, and
examples of each type of requirement is provided in Table 6.
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Table 6: PURE dataset, broken down by project and requirements type

2.9.3

Case Study Dataset

We have also used a separate dataset which is extracted from a company’s Subsystem
Requirements Specification (SSRS) document. The SSRS is a structured collection of
requirements such as functions, performance, design constraints, and attributes which
describe a specific subsystem, its operational environments, and external interfaces. The
SSRS establishes the scope for this system, and is used as a basis for its development. It is
also a direct input to the subsystem and software architecture phases and is used as the
basis for developing test cases and procedures. An example of NFR sentence of the casestudy dataset is shown in Figure 6 and the distribution of requirement types of this dataset
is shown in Table 7.

41

Table 7: Examples of requirements of different types from PURE dataset

Figure 7: An Example of NFR in the Case-Study Dataset
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Table 8: Case Study dataset extracted from BOS SSRS document, broken down by
project and requirements type
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Chapter 3

3

Related Work

Informal textual descriptions written in natural language are a prevalent means for
requirement specification in early stages of software projects [39]. These textual
descriptions include both functional and non-functional requirement statements.
Classification of requirements into functional and non-functional classes as well as
categorization of NFRs into specific types such as performance, security, availability, etc.
allows filtering relevant requirements based on stakeholder concerns. A number of
attempts have been made to automate the process of detection and classifying requirements
from requirement documents. In this section we will go through the related research works
in this area.

3.1

NFR Classification Studies

In 2006, Cleland-Huang et al. performed the first notable exploration of NFR extraction
and classification from software development artifact. In this work, they attempted to
detect and classify NFRs from 15 SRS documents developed as term projects by MS
students at DePaul University [12]. Their approach assumes that different types of NFRs
can be distinguished by certain keywords as indicator terms. Thus, they trained some NFRspecific terms for each of the NFRs from the training data, and then tried to classify each
given document as one or more classes of NFRs according to the function of the occurrence
of indicator terms. The model worked well for detecting the most of the NFRs appearing
in the text, with a classification recall of 0.81. However, the precision was low (0.12) due
to a high rate of false positives. They also made their dataset available to the PROMISE
repository, and since then, it has been used by other researchers to build their NFR
classification models and compare it to the original work.
In 2008, Hussain et. al proposed a classification approach to automate the process of
detecting NFR sentences by using a text classifier equipped with a part-of-speech (POS)
tagger [47]. They used the NFR PROMISE dataset provided by [12] for their classification
task. The classifier works at sentence level as the characteristics of FR and NFR remain
within the scope of sentences. The results reported in this paper outperformed the previous
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work [12] in the field and they attained a higher accuracy of 98.56% using 10-folds-crossvalidation over the data used by [12]. The investigated results showed that the method
significantly improved the classification performance. Nonetheless, their work did not
classify different types of NFRs and they only classified requirements into functional and
non-functional.
In 2010, using the NFR PROMISE dataset, Casamayor et al. replicated the study of
Cleland-Huang et al. [12] using a semi-supervised approach for the automatic identification
and classification of NFRs, so as to decrease the need for manually labeled data and to
improve the results of the original work [11]. They used a multinomial naïve Bayes
classifier coupled with an Expectation Maximization (EM) [48] algorithm to boost the
classifiers performance. To this end, they provided labels for each instance of unlabeled
dataset on the function learned by the small labeled training set. The results provided by
this research work approached the maximum theoretical performance on the dataset with a
given algorithm. Empirical evaluation of their approach showed higher classification
accuracy of about 0.75 compared to the cases in which a fully supervised approach was
used.
In 2011, Zhang et al. conducted an empirical study on using text mining techniques to
classify NFRs automatically [39]. They used NFR PROMISE dataset for their experiments.
Three kinds of index terms, which were at different levels of linguistical semantics, as Ngrams, individual words, and multi-word expressions (MWE) were used in the
representation of NFRS. Then, they utilized Support Vector Machine (SVM) with linear
kernel as their classifier. Their results showed that index term as individual words with
Boolean weighting outperformed the other two index terms and using MWEs did not
enhance representation of individual words significantly. Also, they observed that
automatic classification produces better performance on categories of large sizes than that
on categories of small sizes, and they concluded that based on their experimental results
for automatic classification of NFRs, individual words are the best index terms in text
representation of short NFRs’ description. They also surmised that they should collect as
many as possible NFRs of software system. Compared to the original study performed by
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Cleland-Huang et al. [12], they reported higher precision but lower recall on the same
dataset.
In 2013, Slankas et al. proposed a tool named NFR-Locator to identify NFR-related
sentences in a text document in two steps [5]. In the first step, natural language text was
parsed into an internal representation called Sentence Representation (SR) based on the
Stanford Type Dependency Representation (STDR) [49]. SR is a tree-like representation
in which each sentence is represented as a directed graph where vertices are words and
edges are relationships between words. In the second step of the process, SRs are used to
classify the sentence into specific NFR categories or not applicable (NA) category if they
do not specify any NFRs. They proposed a modified version of the k-nearest neighbor (kNN) classifier that computed a custom distance function based on similarity of SRs and
assigns NFR categories based on similar sentences.
The highest accuracy was achieved by using Sequential Minimum Optimizer (SMO),
with F1-measure of 0.60. The maintained that k-NN achieved an F1 measure of 0.54,
outperforming the optimal Naïve Bayes classifier with F1 measure of 0.32. They found
that all of the evaluated documents contained NFRs; however, they also found that the
types of NFRs available in each document could vary. For example, DUA documents
contained high frequencies of legal and privacy NFRs compared to other types of
documents. Moreover, in analyzing specific NFR categories, they found particular features
unique to each category that made them suitable candidates to use as a feature in
classification and to improve the accuracy of the models.
In 2014, Riaz et al. developed a tool-assisted process called Security Discoverer (SD) that
took as input a set of natural language requirement artifacts and a trained classifier [50].
Their proposed process automatically identified security-relevant sentences in the artifacts
and classified them according to the security objectives, either explicitly stated or implied
by the sentences. They executed a variety of classifiers including K-Nearest Neighbor,
Multi Nominal Naïve Bayes, and Sequential Minimal Optimization (SMO) classifier on
the document set. They used a stratified 10-fold cross validation and computer the
precision, recall, F1-score measure in order to test each of the considered classifiers. In this
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work, they classified 10963 sentences in six different documents from healthcare domain
and extracted corresponding security objectives. Their proposed tool could correctly
classify 82% of the security objectives for all the sentences (precision) and identified 79%
of all security objectives implied by the sentences within the documents (recall).
In 2016, Jindal et al. gathered a total of 58 security-based specifications from the NFR
PROMISE dataset [51]. The selected security requirement descriptions were then further
analyzed by applying a series of text mining steps. They applied preprocessing techniques
including tokenization, stop word removal, and stemming. In this work, they used
Information Gain measure which was based on ranking all the selected features retrieved
from preprocessing, and thereafter they selected the top ‘N’ features on the basis of their
rank. As the final step of text mining, TF-IDF weighting approach was used to assign an
appropriate weight to all ‘N’ ranked features.
Then, they used J48 decision tree method to classify all 58 security-based descriptions into
four types of security requirements: authentication authorization (AA), access control
(AC), cryptography encryption (CE) and data integrity (DI). Corresponding to each type
of security requirement, a binary prediction model was developed and their performance
was evaluated using AUC value and sensitivity. Their results showed that the model
corresponding to DI outperformed the other three models (i.e. AA, AC, and CE) with AUC
and sensitivity of 0.83 and 80%. And the models corresponding to AA and AC achieved
moderate results with the values of AUC being 0.72 and 0.77 respectively. CE model did
not perform very good with AUC of 0.69.
In 2017, Lu et. al proposed automatic requirements classification approach to classify app
user reviews into four types of NFRs (i.e. reliability, usability, portability, and
performance), functional requirements, and others [52]. This approach combined four
classification techniques including BOW, TF-IDF, CHI2 and AUR-BOW with three
machine learning algorithms Naïve Bayes (NB), J48, and Bagging to automatically classify
user reviews. Their results showed that the combinations of AUR-BOW with Bagging
achieved the best result with a precision of 0.71 and a recall of 0.72 and they concluded
that machine learning algorithm Bagging was more suitable for NFRs classification from
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user reviews than Naïve Bayes and J48. This research reported that in an automatic
classification, using imbalanced dataset performed worse when the size of certain types
was obviously smaller. Nevertheless, no solution has been provided for the mentioned
imbalanced dataset problem.
In 2017, Kurtanović and Maalej [34] proposed a supervised machine learning approach
using NFR PROMISE dataset for the classification of FRs and four subcategories of NFRs
(i.e. usability, security, operational, and performance). They developed a supervised
machine learning approach employing various features including meta-data, lexical,
syntactical, bag of words, bigrams and trigrams, filtering stop-words, punctuation, and
POS. They employed under- and over- sampling strategies to handle the imbalanced
classes in the dataset and cross-validated the classifiers using precision, recall, and F1
metrics in a series of experiments based on the Support Vector Machine classifier
algorithm. They achieved a precision and recall up to about 0.92 for automatically
identifying FRs and NFRs. For the identification of specific NFRs, they achieved the
highest precision and recall for security and performance NFRs with 0.92 precision and 0.9
recall. In their paper, they demonstrated that part of speech tags were the most informative
features.
In 2017, Deocadez et al. applied three self-labeling algorithms including self-training,
RASCO (Random Subspace Method for Co-training), and Rel-RASCO (Relevant Random
Subspace Co-training) as Semi-Supervised Classification (SSC) techniques in order to
automate the classification of requirements in reviews of App Store [12]. They collected
932388 reviews from App Store after which they performed stratified random sampling to
select 300 reviews as their ground-truth set and manually categorized them using FURPS
(Functionality, Usability, Reliability, Performance, and Supportability) model. They
preprocessed their dataset by applying standard text mining techniques of Weka tool,
removing numbers, removing two-letter words and other symbolic characters, which
resulted in a total of 212 attributes. They performed their experiments using 10-fold cross
validation and applying self-training, RASCO, and Rel-RASCO. Each of these SSC
algorithms was executed with K-Nearest Neighbor, C4.5, Naïve Bayes, and SVM with
SMO. They used accuracy as their evaluation metric and evaluated the classification
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performances of their classifiers with four different training ratios (10%, 30%, 50% and
70%). Their results indicated that the performance of Self training, RASCO, and RelRASCO with C4.5, SMO, and NB increased as the labeled ratio went up from 10% to 30%
after which point it became stable. The Self-Training algorithm consistently reinforced its
performance accuracy as the labeled ratio escalated regardless of the used base learner.
In 2017, Shakeri et. Al contributed an approach for preprocessing requirements to reduce
the inconsistency of requirement specifications before applying classification algorithms
[53]. They used NFR PROMISE dataset for their work. To preprocess the data, they first
applied Hussain et al. approach of POS-tagging-based feature extraction technique [47];
then they applied entity tagging to blind all context-based products and users by assigning
them names as PRODUCT and USER, respectively; then they applied temporal tagging to
recognize and normalize temporal expressions; and finally, they used regular expressions
to increase the weight of the influential words for each type of NFRs. They performed topic
modeling techniques using Latent Dirichlet Allocation (LDA) algorithm, and Biterm Topic
Model (BMT) method; and Clustering using Hierarchal and K-means algorithms; and
Naïve Bayes classification algorithm. Their preprocessing approach improved the accuracy
of F-NFR classification from 89.92% to 95.04% and it improved the performance of all
above-mentioned classification methods for NFR classification especially for LDS and
BMT (their precision and recall doubled). Among the machine learning algorithms: LDA,
BTM, Hierarchical, K-means, Hybrid and Binarized Naïve Bayes, Binarized Naïve Bayes
achieved the highest performance for sub-classifying NFRs.
In 2018, Tóth and Vidács conducted a comparative study of the performance of various
classifiers in labeling non-functional requirements [54]. They used NFR PROMISE dataset
for their experiments and preprocessed it by removing punctuation characters and stop
words and stemming the remaining words using Porter Stemmer process. Then they
converted the dataset to TF-IDF representation. Different classifiers including
Multinomial-, Gaussian- and Bernoulli Naïve Bayes, Support Vector Machine with linear
kernel, Linear Logistic Regression, Label Propagation, Label Spreading, Decision Tree,
Extra Tree, Extra Trees as an ensemble method, K-Nearest Neighbor as well as MultiLayer Perceptron methods were applied on the dataset. They executed their experiments
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using 10-fold cross validation and evaluated them by precision and recall complemented
with execution time. Their results showed that classifiers like Support Vector Machine with
precision of 0.89 and recall of 0.65, and Linear Regression with precision of 0.87 and recall
of 0.67 produced the best result. However, considering execution time in addition to
precision and recall, Multi Nominal Naïve Bayes with the best execution time and with
precision of 0.87, and recall of 0.68, was the best choice in practice for classification of
requirement sentences.
In 2019, Haque et al. conducted an empirical study using NFR PROMISE dataset to
automatically classify NFRs to find out the best pair of feature extraction techniques and
machine learning algorithms [55]. They combined four feature extraction techniques
including BOW, TF-IDF (character level), TF-IDF (word level), and N-gram with seven
machine learning techniques consisting of Multinomial-, Gaussian- and Bernoulli Naïve
Bayes, K-Nearest Neighbor, Support Vector Machine, SGD SVM, and Decision Tree
algorithms. To train their models, they first preprocessed the data by removing special
characters, case-folding, removing stop words, and tokenization, and then they applied the
mentioned classifiers. They measured the performance of these classifiers with statistical
analysis including precision, recall, F1-score, and accuracy. They found that, SGD SVM
classifier achieved best results where precision, recall, F1-score, and accuracy of 0.66,
0.61, 0.61, and 0.76. Additionally, TF-IDF (character level) feature extraction technique
illustrated higher average score than others. The highest precision, recall, and F1-score was
reported by SGD SVM technique for all feature extraction methods. However, SGD SVM
best performed with TF-IDF (character level) with precision, recall and F1-score of 0.70,
0.62, and 0.63.
In 2020, Kobilica et al. [56] conducted an empirical study to evaluate the performance of
different supervised machine learning algorithms such as Tree based techniques, LR, NB,
SVM, and Ensemble-based techniques such as Boosted Trees and Bagged Trees in
classifying security requirements, using the publicly available SecReq dataset. They also
experimented with two deep learning techniques including Recurrent Neural Network
(RNN)-based Long Short-Term Memory (LSTM) network and various k-nearest neighbors
(KNN). They specifically focused on the analysis of the fast preprocessing techniques.
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They combined the above-mentioned classifiers with two fast text preprocessing
techniques including word encoding and word embedding. In order to avoid overfitting and
to have better generalization of the results, we trained all classifiers using 10-fold cross
validation.
Their results showed that LSTM network achieved the best accuracy (84%) among the
unsupervised learning algorithms. Considering LSTM’s nature as a deep learning approach
and its longer training time, it might not be suitable for fast classification task. Whereas
Boosted Ensemble achieved the highest accuracy (80%), among supervised algorithms, it
had one of the worst training time (18 seconds). That said, the authors pointed out that
Weighted-KNN achieved an accuracy value of 71% within less than a second of training
time. Such a result could potentially indicate that KNN-based classification should be
considered first in security requirement classification tasks.

3.2

Analysis of Related Work

Going through the related work, we can see that there have been several attempts in the
classification of non-functional requirements using machine learning approaches.
However, there are a few main challenges visible in these works. In most cases, these
challenges have not been mentioned, or even if these problems have been recognized by
the researchers, no specific solution has been offered. As it is shown in [57], between
different techniques of machine learning approaches, supervised, semi-supervised, and
unsupervised, supervised learning is the most popular type of ML in the area of requirement
classification. Therefore, we felt a need to deal with some of the challenges that already
existed in this field by doing a comprehensive comparative study of non-functional
requirement classification using supervised machine learning techniques. Although the
published research works have attained promising results, our research improves upon
these results significantly as will be shown in the later chapters. Analysis of the available
studies in identification and classification of non-functional requirements reveals a general
process pattern for applying machine learning-based approach to identify and classify
NFRs in a textual document [57]. This process is divided into three major phases which is
shown in Figure 7.
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Figure 8: A general process of applying ML algorithms to classify NFRs in textual
requirements documents.
As illustrated in Figure 7, pre-defined data is a precondition for building NFRs classifier
using ML algorithms. Supervised Learning algorithms requires a labeled dataset.
Additionally, there is a text preparation phase, which involves applying natural language
text processing techniques and ML algorithms; and the evaluation phase, which is
concerned with assessing an ML algorithm’s approach to classify NFRs. We will get into
more details of the process in methodology section.

Predefined Dataset
Since 2006, when Cleland-Huang et al. made their dataset publicly available as NFR
PROMISE dataset, this dataset has been used by most of the researchers in the field for the
task of non-functional requirement classification [18]. This dataset consists of 15 SRS
documents developed as term projects by MS students at DePaul University. Although
NFR PROMISE dataset is still a valuable dataset today, and it encouraged researchers to
work on the task of NFR classification, the requirements were originated from university
student projects, not from requirement documents of a production system [58]. Table 8
presents an overview of the NFR PROMISE dataset that includes 12 classes and 625
requirements. The table shows that some classes of the NFR dataset are underrepresented.
The NFRs Portability (PO) and Fault Tolerance (FT) are very rare in the dataset.
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Table 9: Overview of PROMISE dataset with the number of requirements available
in each class

Potential issues with such datasets are the result of the absolute rarity of some concepts as
well as the within-class imbalances [60]. The issue with rare instances of a target class can
make the classification difficult. When the concept itself has a sub concept with limited
instances, additional difficulty might arise when classifying a minority concept due to
within-class imbalances [60]. This is the first main issue using PROMISE dataset for the
classification task.
Moreover, the total number of requirements in PROMISE dataset is 625 out of which 255
are functional requirements and 370 are non-functional requirements. There is a common
belief in machine learning that there is not enough data and more data gives more benefits
[59]; however, this cannot accurately be validated till the results of a research work can be
tested utilizing larger datasets. That said, as illustrated in [34], training a classification
model for classifying NFRs using PROMISE dataset, the curves of the training scores and
cross validation scores got closer to each other with a larger training size and the model’s
performance stabilizes with a training size bigger than 400 requirements. Small number of
requirements in the NFR RPOMISE dataset and not utilizing any techniques to expand the
training dataset are the second concern related to using this dataset.
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Evaluation Phase
In this phase, the evaluation of the NFR classifier is conducted using various techniques to
determine the developing classifier’s effectiveness. In the classification of NFRs using
supervised machine learning algorithms, the common technique is to use K-fold cross
validation for which the input dataset is randomly divided into K folds. Each fold has the
same data size; one is used for testing, while the others are used for training. The learning
algorithm is run K times, and the average K results are calculated to produce a single result
to measure the NFR classifier’s performance. Considering performance evaluation metrics
used in this field, there are a few noticeable issues. As it is shown in [18], precision and
recall are the two most common evaluation metrics used in the classification of NFRs.
Precision measures the total number of correctly classified NFRs in respect to the number
of NFRs retrieved. It is defined as P = true positive / (true positive + false positive). Recall
measures the percentage of NFRs that were correctly classified and is defined as R = true
positive / (true positive + false negatives) [12]. True positive represent the number of
correctly classified requirements, false positive represent the number of incorrectly
classified requirements, true negatives represent the number of requirements correctly not
classified, and false negatives are the number of requirements incorrectly not classified [3].
Precision and recall are often used together [48] and there is a trade-off between them.
Precision ensures that all retrieved requirements are truly relevant, whereas recall focuses
on retrieving all relevant requirements. It is arguable which value is more important to
measure the classification results. [12] focused on achieving a high recall (76.7%) but
lower precision (12.4%) as it was believed that rejecting irrelevant requirements manually
from a set of retrieved requirements was easier than reading an entire document looking
for missing requirements. On the other hand, [39] argued that precision was more important
if recall was acceptable for automatic classification to avoid large amounts of irrelevant
NFRs from being misclassified as relevant (false positive), which might frustrate users.
There are some studies that achieved higher recall and lower precision [12, 25], while there
are other studies that achieved higher precision and lower recall such as [5]. There is a
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study which achieved high recall and high precision [47]; however, this study only used a
machine learning approach to detect NFRs and could not classify them.
Furthermore, in industry, we will encounter large-scale projects with thousands of
requirement data. Hence, in order to provide stakeholders with an efficient tool for concernbased NFR classification, execution time is of paramount importance. Among all the
studies that have been done so far, only two recent works have included execution time as
a complementary performance metric [61]. A comparison of execution times between our
work and the related work is provided in Chapter 5.
That said, there is a potential to use classification techniques with the propose of improving
recall and precision metrics and achieving high values in both of them. Also, including
execution time as a complementary evaluation metric will enable us to propose the best
strategy for the classification of non-functional requirements.

Industrial Dataset
Supervised Learning requires a set of NFRs that were correctly classified to their
categories. Considering that the goal of classifying NFRs into their specific types is to
propose solutions to be used by practitioners in the industry, one of the best sources to use
in either training the classifiers or validating the proposed tools is industrial dataset. As
indicated in [18], out of 24 studies the researchers reviewed in the field of requirement
classification, only five studies had used industrial datasets. Out of those five, only one was
focused on the classification of non-functional requirements using supervised machine
learning techniques. This shows the potential to do a case study using industrial dataset to
validate the achieved results.
Ensemble Techniques
Reviewing the related works in this field, there have been a few works utilizing ensemble
techniques which can produce more accurate results by creating multiple models and
combining them together. In the recent study [17], the researchers included ensemble
techniques to classify a dataset of 58 security requirements and their results indicated that
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ensemble classifiers can perform well. To the best of our knowledge, only one recent work
[7] used Extra Trees as an ensemble technique for the identification of non-functional
requirements. This indicates a potential to investigate ensemble techniques such as bagging
trees, boosted trees, random forest, etc.
With all that said, there is a need for a study that can propose a solution using supervised
machine learning algorithms while handling the mentioned problems such as using more
balanced dataset with greater number of requirement instances, working toward achieving
both high recall and precision values, providing execution times of the techniques, etc.;
which can be trusted to some level if not completely, considering the fact that there is more
space for more validation techniques.
•

In this work, we use the combination of two datasets. First, the NFR PROMISE dataset
for the purpose of comparison with other works and second the PURE dataset which is
composed of publicly available industrial requirement specifications documents. By
using the combination of these two datasets, we achieved a fairly balanced dataset with
more than 500 requirements.

•

Our proposed strategy enables the classifiers to achieve high precision and high recall
with more focus on recall values. We will discuss the reasoning although there is
always more space to argument on the prioritization of these two metrics.

•

We cover a fairly large set of combinations of feature extraction techniques including
syntactic POS-tagging-based adopted from [2], TF-IDF, and BOW, with supervised
machine learning techniques including SVM, SGD SVM, DT, RR, GNB, MNB, and
BNB and ensemble techniques including Extra Trees, Bagging DT, Boosted DT, Rand
RF. This can enable comparisons with related works and potentially be a good
comparative study in the field.

•

Our study also includes a case study by using an industrial dataset to validate our results
which is required in this field considering that lack of industrial data as one of the main
challenges in this field [18].
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Chapter 4

4

Research Methodology

The goal of this research is to classify NFRs according to the stakeholders’ concerns. In
this research work, we narrowed our focus to four non-functional requirements including
usability, security, performance, and operation quality attributes, since they are the most
common types of NFRs that have been mentioned in our dataset. Therefore, given a dataset
of all requirements, we aim to first identify which requirements are functional and which
ones are non-functional and then we will further classify the non-functional requirements
into four mentioned types. By identifying and classifying the requirements written in
natural language successfully, we will be able to take the first step to provide stakeholders
with their concern-based non-functional requirements. It is important to note that in this
work, the quality attributes refer to the product quality aspects. In the future, we hope to
extend this work to encompass process quality aspects such as risk, cost, and effort.
This thesis asks the following two research questions:
3. RQ1: How effective are supervised machine learning techniques in automatically
identifying FRs from NFRs and classifying 4 types of NFRs including usability,
performance, security, and operation NFRs?
4. RQ2: Which combination of feature extraction techniques and supervised machine
learning algorithms gives the best results for RQ1?
a. What are the most informative features for each of usability, security,
performance, and operation NFR types?
By answering these research questions and proposing an efficient and accurate solution,
we provide the required means and strategies to further develop a concern-based NFR
classification tool which can be used by stakeholders.
The general process of our classification task is shown in Figure 8. In the next sections, we
will explain the details for each of these steps.
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Figure 9: Process of applying ML algorithms to classification of F/NFR and
classification of NFR subtypes

4.1

Pre-defined Data

As shown in Chapter 3 (Related Work), most of the researchers in previous studies used
the NFR PROMISE dataset for the identification and classification of non-functional
requirements from the text. That is why we also used the NFR PROMISE dataset. Besides,
we used another dataset called PURE and combined the two datasets to attain a larger
dataset to train our classifiers. To validate our work, we also used an industry dataset
extracted from a collaborating company’s requirement specification document. The rest of
this section describes the details of the datasets that we utilized.

The NFR PROMISE dataset
The NFR PROMISE dataset comes in an ARFF file (typically used to load Weka
programs), which is a comma-separated document. By stripping some extraneous
metadata, we converted it to a standard CSV. Each requirement in the dataset includes three
attributes, the project ID, the requirement text (wrapped in single quotes), and the
requirement classes (indicated in Table 9). As the project ID is not of any use for our
classification task, we remove that column from the dataset. The final version of the CSV
file includes these columns: “Requirement Descriptions”, “F/NF” column which specifies
whether that requirement is a functional (F) or a non-functional (NF) requirement, and
“Target” which indicates the subtypes of NFRs. Table 10 provides examples for different
NFR types of the PROMISE dataset.
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Table 10: Overview of NFR PROMISE dataset

Table 11: Examples of requirements of different types from NFR PROMISE dataset

PURE: Dataset of Public Requirements Documents
Another dataset used for this research is the PURE (Public Requirements) dataset. As
mentioned in the background chapter, this dataset refers to a set of 79 publicly available
natural language requirement documents collected from the web [46]. As we needed a
labeled dataset for our machine learning classification task, we chose the documents which
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contained all of the corresponding requirement categorized. Only 6 of the documents
matched this requirement. We extracted all of the requirement statements and added them
into a CSV file with three columns. These three columns are the same as the ones we used
in the PROMISE dataset including “Requirement Descriptions”, “F/NF”, and “Target”.
The requirement types of the PURE dataset are shown in Table 11, and examples of each
type of NFRs are provided in Table 12.
Table 12: Overview of the PURE dataset

Our training dataset is a combination of the PROMISE dataset and the PURE dataset with
a total number of 921 requirements (391 functional and 530 non-functional requirements).

Case Study Industry Dataset
We have also used a separate dataset extracted from a company’s Subsystem Requirements
Specification (SSRS) document. The conversion process of this dataset was the same as
the PURE dataset. We extracted the requirement sentences and placed them in the
Requirement Description column. In the second column, F/NF, we used two values “F”, or
“NF” to indicat whether the requirement is functional or non-fucntional, and in column 3,
Target, we added their NFR type (if they are functional, the value of this column is

60

“Functional”). The requirement types of the case study dataset are shown in Table 13 and
the examples of this dataset are provided in Table 14.
Table 13: Examples of requirements of different types from PURE dataset
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Table 14: Overview of the Case Study dataset

Table 15: Examples of requirements of different types from Case Study dataset4

4.2

Text Preprocessing

In this step, we first parse the csv file into a DataFrame5 for the convenience of processing
with Python, with each row in the DataFrame representing a single requirement sample. In

4
5

Because of confidentiality reasons, instead of actual name of the system we use xxx.
Pandas.DataFrame
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this step, we use the Natural Language Toolkit, NLTK, to preprocess the data. Each of the
requirement samples undergoes the following preprocessing procedures.
•

First, we use case fold method to map everything to lowercase to remove all case
distinctions present in the requirement statements.

•

Then, we clean the requirements text string by tokenizing it into words and stripping it
of punctuation. We use RegexpTokizer of the NLTK library for this purpose. After the
tokenization activity, the text is transformed into a series of tokens where capitals,
punctuation, and brackets are removed.

•

In this step, we want to remove stop words. The stop words are the terms that do not
contribute to the semantic of the text such as a, and, the, etc. As there is no single
universal list of stop words used by all-natural language preprocessing tools, we
remove all the tokens with less than three letters.

•

After the tokenization and stop word removal activities, each token is classified
according to the part of speech, i.e., the role it plays in a given text. After the POS
tagging activity, each token is hence associated with a tag indicating that such a token
is a verb, noun, adjective, etc. We apply the POS_tag method of the NLTK library to
find all the POS-tags of requirement statements.

•

After the POS tagging activity, the tokens are converted to their morphological stems.
The advantage provided by stemming the words is mitigating the influence of
morphological variants on a similarity measure. We use PorterStemmer to apply
stemming. In this step, we also use WordNetLemmatizer to apply lemmatization.

4.3

Feature Extraction

After cleaning the requirements and applying the above-mentioned preprocessing
techniques, in this step, we apply techniques to extract textual features to train the
classifiers. The original features we use to convert each requirement statement to a vector
is the original bag of words suggested by Slankas et al. in [1]. Bag of words employs all
unique terms in the requirement sentences of the training dataset as textual features and
uses term frequency as the weight of textual features. In addition to BOW features, TFIDF scores associated with each term present in a given requirement is used in this
classification framework. TF-IDF combines term frequency with inverse document
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frequency to get the weight of textual features, influenced by the frequency of the term in
the requirement sentences of the dataset. One of the issues about BoW is that discarding
word order ignores the context and in turn meaning of the words in documents (semantics).
To add the semantic-related feature, we adopt a feature list proposed by Hussain et al. [48]
which consists of syntactic features and specific keywords based on part-of-speech groups.
In this work [48], the researchers state that considering that NFRs describe quality aspects
of the system, it can be realized that some categories of words like adjectives and adverbs
are likely used frequently in NFR sentences. Using their syntactic features based on POStagging, they could achieve an accuracy of above 95% in classifying FRs and NFRs,
however, they did not provide a classification of NFR types. Following similar
characteristics of NFRs, as described in [3] and adopting a syntactic feature list proposed
by [2], we are motivated to add the following syntactic features:
•

Number of Adjectives

•

Number of Adverbs

•

Number of Cardinals

•

Number of Verbs

•

Number of nouns

•

Number of Modals

Additionally, as previous research described in [4,5] has shown, NFR statements are mostly
identifiable by the use of specific keywords that belong to different part-of-speech
categories. We adopted the keyword features proposed by [2] and considered the following
part-of-speech groups:
•

Adjective Keywords (coded as: JJ_kw)

•

Adverb Keywords (coded as: RB_kw)

•

Modal keywords (coded as: MD_kw)

•

Determiner keywords (Coded as DT_kw)

•

Verb keywords (coded as: VB_kw)

•

Preposition keywords (coded as: IN_kw)

•

Common Noun-keywords that appeared in singular form (coded as: NN_kw)

•

Common Noun-keywords that appeared in plural form (coded as: NNS_kw)
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At this point three sets of feature sets are prepared. For each of them we have Xtrain which
is the data frame with requirement features and ytrain which is the data frame that includes
target values. Depending on our experiment, ytrain will contain different target values. If
we are classifying functional and non-functional requirements, the value of ytrain will be
“F” or “NF”; if we are doing the classification of different NFR types, ytrain will include
the type of the NFR such as performance, security, etc.
For the classification of functional requirement and non-functional requirement, ytrain
includes 1 (for functional) or 0 (for NFR).
For multiclass classification of NFRs, ytrain contains 1 for usability, 2 for security, 3 for
performance, and 4 for operational types.
For binary class classification of four considered NFRs, ytrain includes 1 if the requirement
is of the type we are doing the classification for, and 0 if it is not. For example, for the
binary classification of usability, if the non-functional requirement is of type usability, then
ytrain value for that requirement is 1, otherwise it is 0. The distribution of training dataset
is shown in Figure 9 (FRs and NFRs) and Figure 10 (subtypes of NFRs). As we can see,
FRs and NFRs are almost fairly balanced, but between NFR types, the difference of the
available requirement instances in each of the NFR types is considerable. For that reason,
we only chose the top four NFRs (usability, security, performance, and operational) with
the greatest number of requirement instances, for our NFR classification task.

Figure 10: Distribution of functional and non-functional requirements in the
training dataset
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Figure 11: Distribution of sub-types of non-functional requirements in the training
dataset

4.4

Feature Selection

To assess the feature importance, we also build a scoring classifier as an ensemble of tree
classifiers using our training set: Adaptive Boost, Extra Tree, Gradient Boosting, and
Random Forest. For each feature, we average the sum over all feature importance scores.
We rank the features according to their importance and select the top 15. For each of the
four NFR types including usability, security, performance, and operational, using the
described scoring classifier, we will indicate the top 15 informative features in the next
chapter.

4.5

Training Classifiers

We use 10 machine learning algorithms to train our classifiers including Support Vector
Machine (SVM), SGD SVM, Linear Regression, Decision Tree, Bagging Tree, Ensemble
Extra Tree, Random Forest, Gaussian Naïve Bayes, Multi Nominal Naïve Bayes, and
Bernoulli Naïve Bayes. We chose these classifiers because as it is shown in [6] and other
related work explained in chapter 3, most of these techniques have been successfully
deployed with text classification.
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We build these classifiers using the machine learning library Scikit 6. The goal of our
investigation is to determine the best combination of the three feature extraction techniques
and 10 supervised learning techniques for the identification and classification of nonfunctional requirements, complemented by execution time. The pseudo code of our
procedure is shown in Figure 11.
We execute the procedure using stratified7 10-fold cross validation in order to obtain
average scores to evaluate prediction performance and to achieve a more accurate estimate
of a real world’s performance. Since the collection used for experiments has an unbalanced
distribution of examples, stratification is used to ensure that each fold contains roughly the
same proportion of examples in each class as in the original collection. In each experiment,
we divide the whole dataset into 10 subsets. The 9 out of 10 subsets are used for training
and the remaining subset is used for testing. We repeat the experiments 10 times and the
evaluation metrics including precision and recall are calculated for each test and each
training class by the corresponding sklearn function and the results are averaged for each
classifier. It should be noted that for our second experiment, doing a multi-class
classification for non-functional requirements, we are using macro-average scores for both
recall and precision metrics by using “average=macro” in our sklearn setting.
As mentioned before, we will do two different classification tasks on NFRs. On our first
experiment, we will train a multi-class classifier and in the other, we will train binary
classifiers for each of the NFR types we are doing a classification.
Binary Classifiers
As previously explained, classification is a predictive modeling problem that involves
assigning a class label to an example. Binary classification are those tasks where examples
are assigned exactly one of two classes. Multi-class classification is those tasks where
examples are assigned exactly one of more than two classes.

6
7

http://scikit-learn.org/, accessed on March 2017
sklearn.model selection.StratifiedKFold
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•

Binary Classification: Classification tasks with two classes.

•

Multi-class Classification: Classification tasks with more than two classes.

Some algorithms are designed for binary classification problems. Examples include:
•

Logistic Regression

•

Perceptron

•

Support Vector Machine

As such, they cannot directly be used for multi-class classification tasks. Instead, we need
to use methods to split a multi-class classification problem into multiple binary
classification datasets and train a binary classification model each. Two methods to this
includes:
•

One-vs-Rest

•

One-vs-One

One-vs-Rest for Multi-Class Classification
One-vs-Rest is a method for using binary classification algorithms for multi-class
classification. It involves splitting the multi-class dataset into multiple binary classification
problems. A binary classifier is then trained on each binary classification problem and
predictions are made using the model that is the most confident. A possible downside of
this approach is that it requires one model to be created for each class. For example, for
our NFR classification task (usability, security, performance, and operation), four classes
will require four models. This could be an issue for large datasets or very large number of
classes.
One-vs-One for Multi-Class Classification
One-vs-One is another method for using binary classification algorithms for multi-class
classification. Like one-vs-rest, one-vs-one splits a multi-class classification dataset into
binary classification problems. Unlike one-vs-rest that splits it into one binary dataset for
each class, the one-vs-one approach splits the dataset into one dataset for each class versus
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every other class. For example, for our NFR classification task with four classes, usability,
security, performance and operation, we will have six binary classification datasets as
follows:
•

usability vs. security

•

usability vs. performance

•

usability vs. operation

•

security vs. performance

•

security vs. operation

•

performance vs. operation

Each binary classification model may predict one class label and the model with the most
predictions or votes is predicted by the one-vs-one strategy. This approach is suggested for
support vector machines and related kernel-based algorithms. This is because the
performance of kernel methods does not scale in proportion to the size of the training
dataset and using subsets of the training data may counter this effect [58].
The support vector machine implementation in the scikit-learn is provided by the SVC
class and supports the one-vs-one method for multi-class classification problems. We used
this option by setting the “decision_function_shape” argument to “ovo”.

4.6

Validation using Case Study Dataset

After we complete the execution and achieve the results which we are going to present and
discuss in the next chapter, we repeat the procedure with a whole different dataset we
mentioned above. it should be noted that unlike the NFR PROMISE dataset, our case-study
dataset belongs to an industry project which can give us a sense of real-world project
requirements. That said, using a case study dataset is our next level of validation. It should
be mentioned that there is more space to validating our techniques, especially using actual
requirements dataset. In the next chapter, the results of using our proposed techniques with
the case study dataset will be presented and discussed as well.
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Figure 12: Pseudo Code of the procedure for NFR classification

Chapter 5
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5

Research Results and Discussion

Throughout this chapter, we will present the results of our investigation on the training
dataset which is composed of two datasets: the NFR PROMISE dataset and the PURE
dataset. We will also present the results of our investigation using the case-study industry
dataset. In this chapter, we will look into the performance of suggested models for our
classification task and we will compare the results under different settings.
In order to answer to the research questions RQ1 and RQ2 (see Chapter 4), we will perform
three different classification tasks. First, we will perform a binary classification to classify
requirements into FRs and NFRs. In the second experiment, we will perform a multi-class
classification to classify four types of NFRs: usability, security, performance, and
operation. In the third classification task, we will perform binary classification for each of
the above-mentioned four NFR types to investigate whether performing binary
classification can possibly improve our results or not. To answer to RQ1, we will choose
the best results based on the evaluation metric including recall, precision, and execution
time. It should be noted that precision and recall are often used together [5], and there is a
trade-off between them. Precision ensures that all retrieved requirements are truly relevant,
whereas recall focuses on retrieving all relevant requirements. It is arguable which value is
more important to measure the classification results [5, 47] focused on achieving a high
recall as it was believed that rejecting irrelevant requirements manually from a set of
retrieved requirements was easier than reading an entire document looking for missing
requirements. On the other hand, [12] argued that precision was more important if recall
was acceptable for automatic classification to avoid large amounts of irrelevant NFRs from
being misclassified as relevant (false positive). We will compare our results with the
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related works at the end of this section. For this research project, we will make our
comparisons based on both precision and recall; however, at the outset, recall values will
be the base of our comparisons as recall focuses on retrieving all related requirements, and
a tool with high recall (as well as acceptable precision) can ensure stakeholders of the
completeness of their concern-based NFR sets.
To answer RQ2, we will propose a combination of feature extraction techniques and
supervised machine learning algorithms that produced the best results in RQ1. Finally, in
order to assess the feature importance, we will use binary classifiers for each of the four
NFR types (usability, security, performance, operation) and introduce the top 15
informative keywords for each of the four mentioned NFRs. As it was mentioned in
Chapter 4, Section 4.3, our scoring classifier is an ensemble of tree classifiers which
consists of Adaptive Boost, Extra Tree, Gradient Boost, and Random Forest. For each
feature, we average the sum over all feature importance scores. Then we rank the features
according to their importance and select the top 15.
After we choose the best combination of feature extraction techniques and SML
algorithms, we will test the proposed solution with a separate industry dataset as well.

5.1

RQ1: Classification of FRs and NFRs

In this classification task, we are using our training dataset which consists of 921
requirements (530 NFRs and 390 FRs).

We perform the classification of FRs and NFRs with three different feature sets. Syntactic
POS-tagging based features, BoW, and TF-IDF. We try 10 classifiers including SVM,
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SGD-SVM, LR, Decision Tree, Ensemble Extra Tree, Bagging Tree, Random Forest,
Gaussian Naïve Bayes, Multinomial Naïve Bayes, and Bernoulli Naïve Bayes with each of
these feature sets. The results are shown in Table 15.
Generally, all applied classifiers except for GNB, achieved a minimum recall of 0.83 as is
shown in Table 16. Comparing precision values, all of the classifiers achieved minimum
precision of 0.82 except for SGD SVM, as is shown in Table 17. This demonstrates that,
without considering the specific feature extraction techniques, almost all classifiers
performed well. Table 18 shows the classifiers sorted by their execution time. As indicated,
MNB, LR, and SVM achieved the least execution time.
Table 16: Results of the classification of FRs and NFRs
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Table 17: FR-NFR Classification-Sorted Recall Results

Table 18: FR-NFR classification-Sorted Precision Results

Table 19: FR-NFR classification-Sorted Execution Time Results
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Considering the average results, the highest recall values are achieved by Extra Tree, SGD
SVM, and LR which attained 0.92, 0.91, and 0.91, respectively. Considering precision
values, SGD SVM achieved the least precision (0.78) among these three, and Extra Tree
and LR with precision values of 0.89 and 0.88 performed better. Considering execution
time, Extra Tree took 5s, LR took 0.25s, and SGD SVM took 0.81s. Taking all threeevaluation metrics into consideration, LR outperformed other classifiers in this
classification task.
It should also be noted that SVM with average recall 0.89, precision 0.89, and execution
time 0.29, and MNB classifier with average recall 0.89, average precision 0.87, and
execution time 0.15s performed good as well.
Considering all combinations and comparing their performance, decision Tree with BoW
achieved the highest recall value (0.96) with execution time of 0.6 seconds. Extra Tree with
POS-tagging achieved recall of 0.93 but its execution time was the worst among all of the
combinations (4.4 seconds). Considering all of the three-evaluation metrics, three of the
classifiers outperformed others in this set of classifiers, SVM, LR, and MNB. Although
they performed well with all three feature extraction techniques, the results show that they
achieved higher values when combined with TF-IDF feature extraction technique.

5.2

Classification of NFRs

In this classification task, we are using our training dataset which contains 530 NFRs
overall. The number of instances for some types are low as shown in Figure 16. Thus, we
chose the top four NFR types which contain the greatest number of requirement instances,
usability with 121, security with 82, performance with 70, and operational with 62
requirements. Same with the previous classification task, we perform the classification of
NFRs with three different feature sets. Syntactic POS-tagging based features, BoW, and
TF-IDF. We try 10 classifiers including SVM, SGD-SVM, LR, Decision Tree, Ensemble
Extra Tree, Bagging Tree, Random Forest, Gaussian Naïve Bayes, Multinomial Naïve
Bayes, and Bernoulli Naïve Bayes with each of these feature sets. The results are shown in
Table 19.
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Figure 12: Distribution of NFRs in the training dataset

Table 20: Results of the classification of four NFR types: usability, security,
performance, and operational

Generally, all applied classifiers, got recall values above 0.7. The highest recall value was
achieved by SVM with Linear kernel and the worst recall was achieved by Decision Tree
as indicated in Table 20. Regarding precision values, all classifiers achieved precision
values above 0.8, except for DT as it is shown in Table 21. Also, classification results
sorted by the classifiers’ execution time is shown in Table 22. As we see, MNB is the
fastest with 0.04 s and Extra Tree classifiers achieved the worst execution time with 1.7s.
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Table 21: NFR classification-Sorted Recall Results

Table 22: NFR classification-Sorted Precision Results

23: NFR classification-Sorted Execution Time Results
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Considering the average results for NFR classification, SVM achieved the highest recall
value of 0.88. Between other classifiers, LR with recall of 0.86 and Extra Tree classifier
and MNB both with recall value of 0.85, performed good as well. Considering precision
values, LR achieved the highest precision value among the mentioned four classifiers with
the precision value of 0.9. SVM, Extra Tree and MNB all achieved precision 0.89. Based
on the execution time, Extra Tree classifier achieved the worst execution time of 1.7s.
MNB is the fastest classifier between all 10 classifiers with execution time of 0.04s.
Regarding all evaluation metrics (precision, recall, execution time), LR, SVM with linear
kernel, and MNB outperformed other classifiers in this classification task.
Considering all the combinations of feature extraction techniques and SML algorithms, the
highest recall value is 0.9, and it is achieved by SVM classifier and TF-IDF feature
extraction technique. The precision value of this combination is 0.92, and its execution
time is 0.08s. It should be noted that SVM classifiers performed well with all three feature
extraction techniques. The other combinations are LR with BoW and POS tagging (recall:
0.87, precision: 0.9, and execution time: 0.09s) and MNB with BoW (recall: 0.88,
precision: 0.9, execution time: 0.05s) that performed good as well. Between all of the
combinations, DT achieved the worst results with all three feature extraction techniques.

5.3

Binary Classifiers for NFR classification (Usability, Security,
Performance, Operational)

As NFR classification task involves multiple classes, we evaluate two approaches. The first
one was shown in section 6.2, in which we trained a single multi-class classifier. In this
section, in order to see whether we can possibly improve our results, we take a different
evaluation approach and we train four separate binary classifiers, one for each of the four
NFR types that we want to classify: usability, security, performance, and operational. The
results of these four binary classifiers are shown in Table 24, 25, 26, and 27 accordingly.
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Table 24: Results of the binary classification for usability requirements

Table 25: Results of the binary classification for security requirements
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Table 26: Results of the binary classification for performance requirements

Table 27: Results of the binary classification for operational requirements

As shown in Table 24, for the binary classification of usability non-functional
requirements, according to average results, SVM achieved the best results with precision,
recall, and execution time of 0.95, 0.91, and 0.09s. Compared with the SVM classifier
trained for multi class classification of NFRs, this binary SVM achieved both higher recall
and higher precision.
Considering all of the combinations, the three top classifiers are same as the multi-class
classifier: SVM, LR, and MNB. To be accurate, SVM with TF-IDF achieved precision,
recall, and execution time of 0.95, 0.92, and 0.08s; LR with POS achieved precision, recall,
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and execution time of 0.94, 0.9, and 0.07s; and MNB with POS achieved precision, recall,
and execution time of 0.93, 0.9, and 0.04. Generally, binary classifier for usability
performed better than the multi-class NFR classifier; however, it should be noted that BNB,
RF and DT achieved the worst results.
As shown in Table 25, for the binary classification of security non-functional requirements,
according to average results, SVM achieved the best results with precision, recall, and
execution time of 0.92, 0.89, and 0.06s. Compared to the SVM classifier trained for multi
class classification of NFRs, this binary SVM performed almost the same.
Considering all of the combinations, the top classifiers are SVM and MNB. To be accurate,
SVM with BoW achieved precision, recall, and execution time of 0.94, 0.91, and 0.07s;
and MNB with BoW achieved precision, recall, and execution time of 0.88, 0.92, and 0.04.
Generally, binary classifier for security performed slightly better than the multi-class NFR
classifier; however, it should be stressed that BNB, LR and DT did not perform well.
As shown in Table 26, for the binary classification of performance requirements, SVM
achieved the best average results with precision, recall, and execution time of 0.94, 0.87,
and 0.07s. Compared to the SVM classifier trained for multi class classification of NFRs,
this binary SVM achieved higher precision but less recall values.
Considering all of the combinations, the top classifiers are Extra Tree, MNB, SVM and
LR. To be accurate, Extra Tree with POS achieved precision, recall, and execution time of
0.96, 0.89, and 1.5s (worst execution time); MNB with BoW achieved precision, recall,
and execution time of 0.9, 0.9, and 0.05s, SVM with BoW achieved precision, recall, and
execution time of 0.93, 0.88, and 0.08s; and LR with BoW achieved precision, recall, and
execution time of 0.97, 0.87, 0.07. Generally, binary classifier of performance performed
better than the multi-class classifier according to precision values; nevertheless, according
to recall values, although it still performed well, the multi-class NFR classifier could
achieve higher recall values. Another interesting observation is that LR with TF-IDF did
not perform very well, although it achieved good results in combination with BoW feature
extraction. In this binary classification task, BNB and GNB did not perform well but DT
performed better than usability and security binary classifiers.
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As shown in Table 27, for the binary classification of operational non-functional
requirements, according to average results, SVM achieved the best results with precision,
recall, and execution time of 0.89, 0.82, and 0.07s. As we can see, multi-class NFR
classifier performed better than this binary classifier. We are going to discuss the reasons
why some classifiers outperform the others and why some are not performing well. We
should point out that the main reason that the operational binary classifier did not perform
well is because of the number of instances available in the training dataset. The less the
samples are available, the worse the classifier preformed during our investigation of NFR
classification.
Considering all the combinations, the top classifiers are SVM with POS, which achieved
precision, recall, and execution time of 0.85, 0.84, and 0.07s; MNB with BoW, which
achieved precision, recall, and execution time of 0.86, 0.84, and 0.04s; LR with BoW, that
achieved a precision, recall, and execution time of 0.91, 0.80, and 0.07s. Same as average
results, we can see that this binary classifier performed worse than the other three binary
classifiers (usability, security, performance). It should be mentioned that same as other
three classifiers, BNB and DT did not perform well with operational binary classification.
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Table 28: Top 15 indicator terms learned from the training set

5.4

Feature Selection

As mentioned above, in order to assess the feature importance, we use binary classifiers
for each of the four NFR types (usability, security, performance, operation) to introduce
the top 15 informative keywords for each of the four mentioned NFRs. As it was mentioned
in Chapter 4, Section 4.3, our scoring classifier is an ensemble of tree classifiers which
consists of Adaptive Boost, Extra Tree, Gradient Boost, and Random Forest. For each
feature, we average the sum over all feature importance scores. And then, we rank the
features according to their importance and select the top 15. Table 21 indicates these ranked
keywords.

5.5

Discussion

The results show that usability binary classifier achieved the best results. Then security,
performance, and operation classifiers with this order achieved their results. The
comparison of results indicates that the trend of the classification results of the four NFR
types we did the binary classification for, largely follows the trend of the number of the
available requirement samples in an unbalanced dataset. Automatic classification performs
worse when the size of certain types is smaller. This finding is interesting because it
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suggests that to some extent, increasing the size of certain types in the training dataset can
improve the classification results of the types. This hypothesis should be further
investigated with more datasets.
Comparing the results of the binary classification of the four chosen NFRs with the
multi-class classification of NFRs shows that generally both recall and precision got better
using binary classifiers, but precision values increased more than recall values. As
explained before, precision ensures that all retrieved requirements are truly relevant,
whereas recall focuses on retrieving all relevant requirements. That said, based on the
results, using binary classifiers decreased the number of false positives more than it
decreased the number of false negatives. Although the disadvantage of using binary
classifiers is that in large scale projects with a huge number of requirements, building a
binary classifier for each of the NFR types might not be easy, the results show that it can
improve the performance of the classification.
The results show that SVM with linear kernel, Linear Regression, and Multinomial
Naïve Bayes classifiers performed well with both multi-class NFR classifier and binary
classifiers with MNB being the fastest. These classifiers were also found in former research
projects as the best classifier for classification of requirement sentences comparing it to
other classifiers [52, 53].
To choose the best classifier in practice, we considered execution time as well as recall
and precision. Table 16 and Figure 19 represent the execution time of classifiers used in
our classification. These values represent the whole execution time of the measurement
using the same environment. According to our experiments, the process based on
Multinomial Naïve Bayes has produced the best execution time. Based on the precision,
recall, and the execution time, the Multinomial Naïve Bayes classifier is the best choice in
practice for classification of requirement sentences. This classifier was identified as the
best based on its performance by some former research [53, 54]. Our research
complemented the comparison with other popular classifiers as well. However, classifiers
like Logistic Regression or Support Vector Machine have performed a bit better regarding
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to their precision and recall, but considering the execution time, Multinomial Naïve Bayes
classifier can be denoted as the best choice for practice.
Observing the results of binary classifiers in Table 24, 25, 26, and 27, one of the
classifiers that produced weak precision and recall results is the Bernoulli Naïve Bayes
classifier. This classifier binarizes the feature vector before it performs the classification
process because its algorithm works on feature vector containing Boolean values. Using
BoW and TF-IDF representation, this approach has been proved wrong for classification
of requirement sentences.

5.6

Case Study

Based on our results, three of the classifiers (SVM, LR, and MNB) performed well with
the non-functional requirement classification task. To validate these results even more, we
tried the experiments with the three top classifiers for the multi-class classification task of
NFRs. We also performed binary classification for the top four NFR types in the dataset.
This industry dataset includes 262 NFRs including 68 external interface, 45 security, 44
scalability, and 31 performance requirements, etc. Table 28 shows the credible results of
these three classifiers. As we can see, in multi-class classification, all three classifiers
achieved recall values above 0.91 and precision values above 0.92 with execution time less
than 0.09s.
As discussed before, the number of available requirement instances in the dataset affect the
classifier’s performance when we use binary classifiers. The binary classifier for external
interface and security achieved recall values above 0.74 and precision values above 0.86.
The binary classifier of performance achieved moderate results. Nonetheless, the binary
classifier of scalability did not achieve good results (recall values and precision values less
than 0.68s) compared to the other three binary classifiers. This can be due to the smaller
number of requirement instances of this type available in the dataset.
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Table 29: NFR classification of the industry dataset

It should be noted that there is more possibility to validate our solution by using datasets
from different domains and large-scale industry projects. This is outside the scope of this
thesis.

5.7

Comparison with Related Work

In this section, we will compare our results with two similar studies that have been done in
the classification of NFRs using supervised machine learning algorithms to put our results
into context.
1. In a similar study [55], the authors used the NFR PROMISE dataset to automatically
classify NFRs to find out the best combination of four feature extraction techniques
including BOW, TF-IDF (character level), TF-IDF (word level), and N-gram with seven
machine learning techniques consisting of Multinomial-, Gaussian- and Bernoulli Naïve
Bayes, K-Nearest Neighbor, Support Vector Machine, SGD SVM, and Decision Tree
algorithms. They found that, SGD SVM classifier achieved the best results with precision
and recall of 0.66 and 0.61. Table 23 indicates the comparison of their results with ours
(we only included the mutual classifiers used in both researches works).
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Table 30: Comparison with Haque et al. 's work

We can clearly see from Table 29 that our classifiers achieved higher recall and precision
values. Some noteworthy points: (a) the MNB classifier underperformed in Haque et al.’s
work although it has been claimed in several other research works that MNB achieved good
results (e.g. precision and recall of 0.84 and 0.68 in [54]). Their best results are achieved
by SGD SVM. In our investigation, SGD SVM also performed well with precision and
recall values of 0.86 and 0.84 but SVM with Linear kernel performed better as this was
also indicated in former research works that SVM with linear kernel performs well with
requirement classification task [29, 69]
In Haque et al.’s research work, it is not specifically mentioned whether they trained a
multi-class classifier or a binary classifier; however, based on their indicated results (they
have not showed recall and precision values for each of the NFR types), it seems that they
have used a multi-class classifier. Considering that they have used only the PROMISE
dataset, which is small in size with 625 requirements overall (255 functional and 370 nonfunctional), we can conclude that the performance of these classifiers was highly affected
by the small size of their dataset. Another important issue is that there are 11 different types
of NFR in the PROMISE dataset some of which only have 1 requirement instance.
Including these types with an insufficient number of requirement instances makes the
training dataset highly imbalanced, which consequently affects the classifiers’ performance
[55]. Another factor could be the parameter settings of their classifiers. They have not given
any details of the parameter values that they have used for these classifiers, but that could
be another possible reason for the difference in their classifiers’ performance. It should be
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mentioned that investigation is required to define the exact reasons behind the difference
in the performance of same classifiers in different studies.
2. In another similar study, Tóth and Vidács conducted a comparative study of the
performance of various classifiers in labeling non-functional requirements [54]. They used
the NFR PROMISE dataset for their experiments and converted the dataset to TF-IDF
representation. Different classifiers including Multinomial-, Gaussian- and Bernoulli
Naïve Bayes, Support Vector Machine with linear kernel, Linear Logistic Regression,
Decision Tree, and Extra Tree were applied on the dataset. Table 24 indicates the
comparison of their results with those of ours (we only included the mutual classifiers used
in both researches works). It should be noted that we included two results of our work for
each of the classifiers. First results are achieved using TF-IDF feature extraction. This
enables us to compare the results of two works based on factors other than feature
extraction techniques. We also included the highest results achieved. That enables us to
observe the probable effect of using a different feature extraction technique.
Table 31: Comparison with Tóth et al.'s work

As indicated in the above table, the results are similar to our results in a sense that in both
works, three of the classifiers performed better than the other classifiers in this set of
algorithms. MNB, LR and SVM with linear kernel have produced the best results.
Comparing their results with our results in which we used TF-IDF as the feature extraction
technique, we could see that we achieved better results (e.g. with SVM classifier they
achieved recall of 0.65 and we achieved recall of 0.90). Considering that both feature
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extraction techniques and classifiers used are the same, this could be because of the
difference in the training dataset. Tóth et al. stated in their work that the size of the training
dataset is small and very unbalanced, and they concluded that based on their achieved
results, more validation is required using a bigger labeled dataset. Our research work
indicates that using a larger and more balanced dataset will potentially improve the
performance of these classifiers (as shown in Table 19). That said, we also included the
best results achieved by these classifiers in our work. As is shown in Table 24, best results
of BNB, SVM and Extra Tree were achieved by TF-IDF, but the best results achieved by
GNB, DTree, and LR were achieved by BoW, POS, and BoW. The difference between the
precision and recall values are not much but it indicates that using different feature
extraction technique could potentially improve the classifiers’ performance. This can be
further investigated as a future step in this research.
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Chapter 6

6

Conclusion and Future work

Identification of non-functional requirements (NFRs) from a given set of mixed functional
requirements (FRs) and NFRs in a requirements specification document and classification
of NFRs according to the stakeholders’ concerns is an important aspect of large, complex
software project [11]. In this thesis research, we studied how accurately we can
automatically classify requirements as functional and non-functional in the dataset, using
feature extraction techniques and supervised machine learning algorithms. Furthermore,
we assessed how accurately we can identify various types of NFRs, in particular, usability,
security, performance, and operational requirements. In this project, we applied three
feature extraction techniques including POS-tagging bases, BoW, and TF-IDF, and 10
supervised machine learning algorithms including SVM, SGD-SVM, LR, Decision Tree,
Bagging Tree, Extra Tree, Random Forest, Gaussian Naïve Bayes, Multinomial Naïve
Bayes, and Bernoulli Naïve Bayes.
FR-NFR classification results shown in Table 16, indicates that generally, all applied
classifiers, except GNB and SGD-SVM, achieved a minimum recall of 0.83 and minimum
precision of 0.82 with MNB being the fastest. With reference to the average results, LR
with recall, precision, and execution time of 0.91, 0.88, and 0.25s outperformed other
classifiers. Considering all combinations of feature extraction techniques and SML
algorithms, SVM, LR, and MNB with TF-IDF feature extraction achieved the best results.
Average of the results shown in Table 20, indicates that in the classification of nonfunctional requirements, SVM outperformed the other classifiers with recall, precision and
execution time of 0.88, 0.89, and 0.1. Considering all combinations of feature extraction
techniques and SML algorithms, SVM with TF-IDF achieved the best results with recall,
precision and execution time of 0.9, 0.92, and 0.08. It should be mentioned that SVM
performed achieved high recall and precision values with all three feature extraction
techniques. Other combinations that performed well are LR with BoW and POS with recall,
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precision, and execution time of 0.87, 0.90, and 0.09; and MNB with BoW with recall,
precision, and execution time of 0.88, 0.9, and 0.05. Based on these results, MNB classifier
is the fastest, and although SVM and LR achieved a bit higher results, considering all
evaluation metrics (recall, precision, and execution time), MNB is the best solution.
We also investigated whether using binary classifiers for each of NFR types could possibly
improve performance of the NFR classification or not. Thus, for each of the four NFR types
(usability, security, performance, and operational), we trained binary classifiers using the
above mentioned SML algorithms. The results shown in Table 23, 24, 25, and 26 indicates
that binary classifiers achieve higher recall and precision values compared to the multiclass NFR classifier. The three top classifiers are SVM, LR, and MNB with MNB being
the fastest classifier among all 10 SML algorithms we used.
To validate our results, we applied the three top classifiers including SVM, LR, and MNB
on a separate industry dataset to classify non-functional requirements. The results in Table
27, indicated that these classifiers performed well with the case study dataset with average
recall values above 0.89 and average precision values above 0.92. We also applied binary
classifications on the top four NFRs available in the dataset including external interface,
security, performance, and scalability NFRs. All these classifiers achieved good results
with recall and precision mostly above 0.9, except scalability classifier with recall and
precision less than 0.7. One explanation for the bad performance of scalability binary
classifier is the smaller number of requirement instances in the dataset [59].
Developing a tool based on the proposed strategy for the identification and classification
of NFRs, can support different stakeholders, such as: (i) architects to whom architecturally
significant requirements (e.g., performance, efficiency, and interface) are important in
choosing software architectural decisions [3]; (ii) business Analysts to whom businessrelated NFRs (e.g., security, availability, and usability) are important in the business [4];
and (iii) developers with specific expertise (e.g., user interface, security, and database) [7].
These stakeholders can use such a tool in several phases of the project to ensure the
completeness of their work.
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6.1

Limitation and Threats to Validity

Limitation: In our training dataset, each requirement was labeled with one type, but in
reality, one requirement sentence may belong to more than one type of NFRs or FRs.
During the process of extracting requirement sentences from software requirement
specification documents, there were requirements with multiple types. We manually
separated these sentences into more fine-grained sentences which can be labelled in one
type before conducting the classification investigation. For instance, the sentence “all fields
of an edited asset can be modified except Ids and the system shall employ consistent colors
and symbols for editable fields.” should be classified as usability NFR and FR, we
separated this requirement sentence into two sentences, one is “all fields of an edited asset
can be modified except Ids” which was classified as usability NFR and the other is “the
system shall employ consistent colors and symbols for editable fields.” which was
classified as FR. This is currently a limitation of our approach which cannot attach multiple
labels to one requirement sentence. Future work is needed to overcome this limitation.
Internal validity focuses on the design of a study, especially whether the results follow
from the data. One threat to the internal validity in this study is that the tests overfit the
machine learning. Overfitting happens when a model learns the datil I the training data to
the extent that it negatively impacts the performance of the model on new data [37]. To
mitigate the influence of this threat, we used our initial training data to generate multiple
mini train-test splits and we used these splits to tune our model by applying a 10-fold crossvalidation in our experiments.
External validity refers to the degree to which our findings from this study can be
generalized in other projects. To mitigate possible threat, we conducted the experiments on
two different datasets: the NFR PROMISE dataset which contained 15 different projects
and the PURE dataset which contained 6 different projects. We also used a separate case
study dataset which belongs to the transportation domain. The diversity of the chosen
project domains increases the generalizability of the experiment results and decreases any
sampling bias. But it is still unclear at this stage whether this experiment can attain similar
results when being applied to other project domains. Another threat to external validity is

92

that we only performed our classification on four NFR types because there were not enough
number of other NFR types in the dataset. Ona way to improve this is to collect larger
datasets with a greater number of available NFRs and conduct the classification tasks on
more types.
Reliability refers to whether the study yields the same results if other researchers replicate
this study, which in this work is related to the processes of automatic NFR classification
(the process of the investigation). By making explicit these processes and providing a
pseudo code of the main function of the classification task (as detailed in Chapter 4), we
consider this threat to be contained.

6.2

Future Work

The work performed in this project considers product quality attributes such as usability,
performance, security, scalability, etc. A further step in providing a concern-based NFR
classification tool for stakeholders is to consider process quality aspects such as risk, effort,
cost as well. This would enable stakeholders to prioritize specific NFRs based on
complementary aspects and they can use it as a base line in their decision making.
The results showed that our proposed classifiers generally perform well independent of the
feature extraction technique they have been combined with. However, in some cases that
we discussed in chapter 6, specific feature extraction technique produced better results. For
example, in NFR multi-class classification, although SVM performed well with all three
feature extraction techniques, it produced higher recall and precision values with TF-IDF.
Investigating other techniques such as AUR-BoW proposed by [1] could potentially
improve our results.
As mentioned earlier, using more industry datasets with a greater number of requirement
instances and more NFR types available can be used to investigate the validity of this work
even more. It will also enable the investigation of classifiers for more NFR types such as
safety, reliability, etc.
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