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a b s t r a c t
In this work, we demonstrate how fractional calculus and time-scale calculus can be
combined beautifully to solve and fit a modeling problem. In addition, a cross-validation
technique is used to evaluate the fitted model. The specific application that we consider
is the one-compartment model. The one-compartment model is a first-order differential
equation that describes drug concentration over time. It turns out that approximating
the solution by using a fractional model allows us to get more accurate results for model
fitting. To quantitatively verify this insight,we compare between a first-ordermodel and an
α-order fractional model using real data for drug concentration. Then the mean squared
error and a cross-validation method are used to determine the model that provides the
best fit and predictions for unseen data.
Published by Elsevier Ltd
1. Introduction
Fractional calculus deals with derivatives and integration in non-integer order, which are not considered in ordinary
calculus. Due to the introduction of fractional calculus, almost every problem in calculus canbe revisited at awhole new level,
where one does not necessarily restrict oneself to an integer order derivative or integral, which allowsmuchmore flexibility
in solving real-life problems. The first application of fractional calculuswas given by Abel [1]. In the past few years, fractional
calculus has been applied much more commonly in several applied fields of engineering, science and economics [2–7].
Time-scale calculus, on the other hand, provides useful tools for dealing with discontinuous or discrete time recorded
processes. In almost all real-life problems, even though time is continuous, the realized values of a particular variables are
recorded separately at different points in time with an evenly spaced time scale (e.g., every day or every minute) or an
unevenly spaced time scale (e.g., every weekday, and then no observation on the weekend, and then again every weekday).
In thiswork,we demonstrate how fractional calculus and time-scale calculus combine and embrace each other in amodeling
problem in the pharmacology field. Furthermore, we apply a statistical technique—so-called cross-validation—to evaluate
the models. The cross-validation approach is a nonparametric approach where one can make minimal assumptions on the
shape or formof the distribution that the data come from. This technique iswidely used in nonparametric settings to evaluate
and compare predictive performances of different models. Note that in this work, we present the combination of methods
in a particular application, but the same approach can be used for many other problems. Our goal in this work is to show
the computational results for a one-compartment model in the direction of the paper by Almusharff [8] and to analyze the
results in terms of best fitting and best prediction. Section 2 presents ourmain theoretical results. In Section 3,wepresent the
one-compartment model and the estimation of the parameters of this model using ‘‘time-scale calculus’’. We also compute
themean squared residuals to find the best fitting model. In Section 4, we determine whichmodel gives the best prediction,
using the cross-validation method. Section 5 concludes the work with some future research directions.
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2. The unique solution of the initial value problem using fractional calculus
We start with some basic results so that this work is self-contained. The following results and their proofs can be found
in [8].
Theorem 2.1. The following initial value problem:
Dαy (t) = ay (t) ,
D−(1−α)y (t) |t=0 = c,
where 0 < α ≤ 1, has a unique solution:
y (t) = ctα−1Eα,α (atα) ,
where Eα,α (atα) is the Mittag-Leffler function and is defined as
Eα,α (atα) =
∞−
k=0
(atα)k
Γ (αk+ α) , α > 0, t ∈ C.
In particular, the initial value problem with α = 1 has the unique solution y (t) = ceat .
3. The best fit of the one-compartment fractional model
Following rapid intravenous injection of a drug that distributes in the body according to a one-compartment model and
is eliminated by apparently first-order kinetics, the rate of loss of drug from the body is given by
dy (t)
dt
= −ky (t) (3.1)
y (t) |t=0 = c,
where y is the concentration of the drug in the body at time t after injection, k is constant apparent first-order elimination
rate for the drug, and c is the initial concentration at time zero. The negative sign indicates that the drug is being lost from
the body.
The solution of Eq. (3.1) is given by the mono-exponential decline function:
y (t) = ce−kt . (3.2)
Our goal now is to approximate the solution of (3.1) using a fractional differential equation. To achieve this goal, we consider
Dαy (t) = −ky (t) , (3.3)
D−(1−α)y (t) |t=0 = c,
where 0 < α ≤ 1. By Theorem 2.1, the solution to Eq. (3.3) is given by
y (t) = ctα−1Eα,α (−ktα) . (3.4)
In particular, the IVP (3.3) with α = 1 has the unique solution which is given by (3.2). Note that the solution given by (3.2) is
a continuous function. It turns out that fractional solutions (3.4) give better fitting to the data compared to the continuous
model (3.2). To support our claim, we first evaluate fractional models with various values of α for prediction of the plasma
concentration. Then we compare the models, searching for a better fit for the observed data points of drug concentration.
The squares of the residuals (SQR) between the observed values and the predicted values are calculated for each of these
models to determine the best fit clearly. The data set used in this section was previously used in Gabrielsson [9].
Notice that the two models (3.2) and (3.4) have the same parameters, c and k. Therefore, we just need to determine
the parameters for one of these models. Then we can use the resulting parameters for both models. The predicted plasma
concentration is given by
y (t) = ce−kt .
Taking the natural logarithm of both sides, we have
ln y = ln c − kt,
which can also be written as
Y (t) = A+ Bt, (3.5)
where Y (t) = ln y, A = ln c and B = −k.
552 A. Almusharff, N. Nguyen / Applied Mathematics Letters 25 (2012) 550–554
Table 3.1
Drug concentrations for various time points for intravenous bolus dosing.
Time (min) Concentration (mg/L) Time (min) Concentration (mg/L)
10 920 60 530
20 800 70 520
30 750 90 380
40 630 110 350
50 610 150 200
In the data set, plasma samples were obtained following bolus intravenous dosing and the data follow a mono-
exponential decline. We estimate the two parameters A and B and fit the modified exponential decline curve to the given
data and the fractional model as well. Notice that the time is not periodic in Table 3.1. There are missing data which would
affect the result in the parameter estimation. Therefore, time-scale theory is proposed for handling the parameter estimation
in an effective way without losing information. Time-scale theory is a newly developing theory which has the potential to
deal with timewhich is represented by isolated points (not continuous). Formore reading on time-scale theory, refer to [10].
Definition 3.1. A time scale is an arbitrary nonempty closed subset of the real numbers.
We denote a time scale by the symbolT. Forward and backward operators are important operators in time-scale calculus
and their definitions are given as follows:
Definition 3.2. Let T be a time scale. For t ∈ Twe define the forward jump operator σ : T → T by
σ (t) := inf {s ∈ T : s > t} ,
while we define the backward jump operator ρ : T → T by
ρ (t) := sup {s ∈ T : s < t} .
Ifσ (t) > t , we say that t is right-scattered,while ifρ (t) < t , we say that t is left-scattered. Points that are right-scattered
and left-scattered at the same time are called isolated.
Next, we present an important theorem on the relationship between integration under time-scale calculus and ordinary
calculus [10].
Theorem 3.1. Assume a and b ∈ T and f : T→ R is left-dense continuous.
(i) If T = R, then∫ b
a
f (t)∇ (t) =
∫ b
a
f (t) dt,
where the integral on the right is the Riemann integral.
(ii) If T consists of only isolated points, then∫ b
a
f (t)∇ (t) =
∫
[a,b]∩T
f (t)∇ (t) =
−
t∈(a,b]∩T
f (t) ν (t) , if a < b,
where ν (t) is called the graininess function and defined as
ν (t) = t − ρ (t) .
Now, to find the coefficients A and B in (3.5), the given time-scale data in Table 3.1 are split up into two sets S1 and S2:
S1 =
∫
[0,50]∩T
Y (t)∇ (t) =
−
t∈(0,50]∩T
Y (t) υ (t) ,
and
S2 =
∫
[50,150]∩T
Y (t)∇ (t) =
−
t∈(50,150]∩T
Y (t) υ (t) .
Now substituting Eq. (3.5) into S1 and S2, we have a system of linear equations with respect to A and B. Solving this system
of equations, we get A = 6.91067 and B = −0.010434; this implies c = 1002.92; and k = 0.010434.
We fit our model with the estimated elimination rate k, and by a guessing method, we consider the initial concentration
as c = 1070. In testing the fit of the model based on these parameters, the exponential decline curve of the predicted drug
concentration is given by
cp (t) = 1070e−0.010434t .
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Fig. 3.1. Data fitting.
Table 3.2
Mean squared error for the data fitting.
Model MSE
Y1 1791.753
Y0.99 1374.903
Y0.98 426.202
Y0.97 778.930
We fit the fractional model curve with the same parameters as well, so
cp (t) = 1070tα−1Eα,α (−0.010434tα) .
Visually, each curve gives a reasonably good fit to the data given in Table 3.1. However, if we look closely at the curves
in Fig. 3.1, we observe that the data points are closer to the curves with α = 0.99 and α = 0.98 than the curve with α = 1.
To be certain, we compute the mean squared errors (MSE) for these models, which are given in Table 3.2. The best model is
the one showing the least sum of the squares of the residuals.
On the basis of residual analysis for each model, the best fit is given by the fractional model with α = 0.98, which gives
the least mean squares of the residuals. It can also be seen that the fractional model with α = 0.99 and α = 0.97 give more
accurate results than the model with α = 1.
To make sure that our model works better, we compare between the results that we have for SQR and the results that
are given in Gabrielsson [9] for the same data set. In that book, linear regression was used to determine the parameters. The
least mean squared error was 432.738, using the first-order differential model. However, for our model with the time-scale
method, the least mean squared error is 426.2016023 with α = 0.98. These results support our insight that the fractional
model is stronger than the integer model for this particular example. In Section 4, we show that the fractional model gives
the best prediction, not just the best fitting.
4. The model with the best prediction performance
Statisticians believe that howwell the model fits data is not a good guide for determining howwell a model will predict.
Evaluating such a model may demonstrate adequate prediction capability on the given set, but might fail to predict future
unseen data. Cross-validation is primarily a way of measuring the predictive performance of a model. For more reading on
the cross-validation method, refer to [11]. In this work, we use k-fold cross-validation.
In k-fold cross-validation, the original data sample is randomly partitioned into k subsamples,which are used as a training
set. The cross-validation process is then repeated k times and in each step,m observations are left out as validation data for
testing the model. Each of the k subsamples is used once as validation data. Then, the accuracy measures are obtained as
follows.
Suppose there are n independent observations y1, y2, . . . , yn. We letm observations of the original sample form the test
set, and we fit the model for the remaining data (the training set) to determine the parameters. Then, we use the resulting
parameters to calculate the predicted values and the squares of errors that correspond to the observed values in the test set.
We repeat the same steps for each of the k subsamples. Finally, we compute the sum of the squares of the residuals.
We randomly split our data in Table 3.1 into five subsamples G1,G2, . . . ,G5 such that each subsample consists of eight
observations as a training set, and for each training set there is one test set Ti (i = 1, 2, . . . , 5) consisting of two observations
(the remaining data) corresponding to that set. For example, the first test set T1 may include y1 and y9 and the training set
G1 equal {y2, y3, y4, y5, y6, y7, y8, y10}. We fit our model for each training set to estimate the parameters using the time
scale as in Section 3 using two sums S1 and S2. Then we employ the resulting parameters to compute the predicted value for
each corresponding test set. For example, for G1 = {800, 750, 630, 610, 530, 520, 380, 200}, we fit our model to this set.
Using time-scale calculus and a guessing method we obtain the given parameters: c = 1003.52 and k = 0.010674. Now
we calculate the predicted value using the fractional model at times t1 = 10 and t9 = 110, corresponding to the test set
T1 = {920, 350}. Table 4.1 presents MSE for the fractional model with different values of α.
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Table 4.1
Mean squared errors for cross-validation.
Model MSE
Y1 1461.521
Y0.99 659.462
Y0.98 470.145
It is clear from Table 4.1 that the best prediction is given by the fractional model with α = 0.98 determined from the
least mean squared residuals. The model with α = 1 gives the least accurate result in comparison to those with α = 0.99
and α = 0.98.
5. Conclusions
In the work, we consider an application of fractional calculus to the pharmacology field. We show that fractional calculus
with a time-scale approach gives the best prediction performance and the best fitting in this particular application of a one-
compartment model for drug concentration as compared to ordinary calculus. This demonstrates that our model is strong
as a means for prediction and fitting and a similar approach could be applied to many other modeling problems.
Future directions include considering the application of fractional calculus in a two-compartment model. Such models
study the plasma concentration over time in two compartments instead of one compartment.
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