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Abstract
In this paper, we propose a new strategy for the
task of named entity recognition (NER). We
cast the task as a query-based machine reading
comprehension task: e.g., the task of extract-
ing entities with PER is formalized as answer-
ing the question of “which person is mentioned
in the text ?”. Such a strategy comes with the
advantage that it solves the long-standing is-
sue of handling overlapping or nested entities
(the same token that participates in more than
one entity categories) with sequence-labeling
techniques for NER. Additionally, since the
query encodes informative prior knowledge,
this strategy facilitates the process of entity ex-
traction, leading to better performances.
We experiment the proposed model on five
widely used NER datasets on English and Chi-
nese, including MSRA, Resume, OntoNotes,
ACE04 and ACE05. The proposed model sets
new SOTA results on all of these datasets. 1
1 Introduction
Named entity recognition（NER）is a basic task
in building natural language processing (NLP) sys-
tems. The task is traditionally formalized as a se-
quence labeling problem, in which an algorithm
needs to assign a tagging class to each word or char-
acter within a sequence. Depending on whether the
prediction of the label is made based on its pro-
ceeding/surrounding labels, existing models can
be divided into two major categories: (1) autore-
gressive ones such as CRF-based models (Lam-
ple et al., 2016; Ma and Hovy, 2016; Chiu and
Nichols, 2016a; Zhang and Yang, 2018) and (2)
non-autoregressive ones such as BERT (Devlin
et al., 2018).
Existing approaches, both autoregressive and
non-autoregressive ones, come with some intrinsic
drawbacks at both the formalization level and the
algorithmic level. At the formalization level, most
1Please refer to the full version of this paper: A Unified
MRC Framework for Named Entity Recognition https://
arxiv.org/pdf/1910.11476.pdf
current models are incapable of handling overlap-
ping or nested entities (Kim et al., 2003; Finkel and
Manning, 2009; Lu and Roth, 2015; Katiyar and
Cardie, 2018). This is because of the fact that one
token can only be assigned to one tag category. At
the algorithmic level, tagging classes are merely
indexes and do not encode any prior information
about entity categories. This lack of clarity on what
to extract leads to inferior performances.
In this paper, we propose a new paradigm to ex-
tract named entities. We formalize the task as a
question answering task in machine reading com-
prehension: each entity type is characterized by a
natural language query, and entities are extracted
by answering these queries given context. For ex-
ample, the task of assigning the PER label to Wash-
ington in [Washington] was born into slavery on
the farm of James Burroughs is formalized as an-
swering the question which person is mentioned in
the text ?.
Such a type of formalization to a large extent
solves the aforementioned issues: (1) the model is
able to naturally handle the entity overlapping is-
sue: regarding different entity categories, the model
extracts corresponding entity spans by answering
different (and independent) questions; (2) the query
encodes significant prior information about the en-
tity class to extract. For example, the semantic
relatedness between the query who is mentioned
in the text and the PER entities facilitatew the ex-
tracting process, potentially leading to better per-
formances; (3) We are able to take advantages of
current well-developed sophisticated MRC models.
Using the proposed strategy, we are able to
achieve SOTA results on five NER datasets in En-
glish and Chinese, including MSRA, RESUME,
Chinese OntoNotes, ACE04 and ACE05.
2 Related Work
2.1 Named Entity Recognition
Traditional sequence labeling models use CRFs
(Lafferty et al., 2001; Sutton et al., 2007) as a back-
bone. The first work using neural models for NER
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goes back to 2003, when Hammerton (2003) at-
tempted to solve the problem using unidirectional
LSTMs. Collobert et al. (2011) presented the CNN-
CRF structure, augmented with character embed-
dings by Santos and Guimaraes (2015). Lample
et al. (2016) explored neural structures for NER,
in which the bidirectional LSTMs are combined
with CRFs with features based on character-based
word representations and unsupervised word rep-
resentations. Ma and Hovy (2016) and Chiu and
Nichols (2016b) used a character CNN to extract
features from characters. Recent large-scale lan-
guage model pertaining methods such as BERT
(Devlin et al., 2018) and Elmo (Peters et al., 2018)
further enhance the performance of NER, yielding
state-of-the-art performances.
Nested NER refers to a situation in which over-
lapping or nested entity mentions exist. This phe-
nomenon was first noticed by Kim et al. (2003),
in which rules were used to identify overlapping
mentions. Finkel and Manning (2009) made the
assumption that one mention is fully contained by
the other when they overlap and built a model to
extract nested entity mentions based on parse trees.
Lu and Roth (2015) proposed to use mention hyper-
graphs for recognizing overlapping mentions. Xu
et al. (2017) utilize a local classifier that runs on
every possible span to detect overlapping mentions
and Katiyar and Cardie (2018) used neural model
to learn the hypergraph representations for nested
entities.
2.2 Machine Reading Comprehension
MRC models extract answer spans from passages
given questions (Seo et al., 2016; Wang et al., 2016;
Wang and Jiang, 2016; Xiong et al., 2016, 2017;
Wang et al., 2016; Shen et al., 2017; Chen et al.,
2017). The task can be formalized as two multi-
class classification tasks, i.e., predicting the starting
and ending positions of the answer spans given
questions.
Many NLP tasks can be transformed to the task
of question answering. For example, Levy et al.
(2017) transformed the task of relation extraction
to a QA task: each relation type R(x,y) can be pa-
rameterized as a question q(x) whose answer is y.
For example, the relation EDUCATED-AT can be
mapped to “Where did x study?”. Given a question
q(x), if a non-null answer y can be extracted from
a sentence, it means the relation label for the cur-
rent sentence is R. McCann et al. (2018) transforms
NLP tasks such as summarization or sentiment anal-
Input: sequence X = {x1, x2, ..., xn}, QuestionTemplates,
Output: sequence labels {yi, y2, ..., yn}
1:
2: y ← [o]× n
3: for question qy in QuestionTemplates do
4: {xstart, ..., xend } = MRC(X, qy)
5: if {xstart, ..., xend} 6= NULL do
6: {ystart, ..., yend} = y
7: endif
8: end for
9: return y
Algorithm 1: Overview of the proposed model.
ysis into question answering, For example, the task
of summarization can be formalized as answering
the question What is the summary?.
3 Model
3.1 System Overview
Given a word or character sequence X =
{x1, x2, ..., xn}, where n denotes the length of the
sequence, we need to assign each token xi a label
yi ∈ Y , indicating the label for xi. yi is selected
from the predefined list Y for tag types (e.g., PER,
LOC, etc).
For each tag type y ∈ Y , it is associated with a
natural language question qy. Given X and ques-
tion qy, the MRC model is run to predict the start-
ing index start ∈ [1, n] and the ending index
end ∈ [1, n]. This leads to the extracted answer
span [xstart, xstart+1, ..., xend−1, xend]. The MRC
model allows returning a special NULL token, in-
dicating that no substring within x should be used
as the answer to qy. If the return is not NULL, the
label for [xstart, xstart+1, ..., xend−1, xend] will be
changed to y. We iterate this process for all tag-
ging categories until the end. The overview of the
algorithm is shown in Algorithm 1.
Entity Natural Language Question
Facility Which facility is mentioned in the text?
Location Which location is mentioned in the text?
Person Which is Person mentioned in the text?
Table 1: Examples for transforming different entity cat-
egories to question queries.
3.2 Extracting Answer Spans via MRC
Each type of the entity is associated with a natural
language question generated from templates, the
details of which are shown in Table 1.
Given the question qy, we need to extract text
span xstart, ..., xend from the textX given the ques-
tion qy using MRC frameworks. We use BERT
(Devlin et al., 2018) as a backbone. BERT utilizes
large-scale pretraining based on language models
and achieves SOTA results on MRC datasets like
SQUAD (Rajpurkar et al., 2016) To be in line with
BERT, the question qy and the passage X are con-
catenated, forming the combined string [CLS, qy,
SEP, X, SEP], where CLS and SEP are special
tokens.
There are two commonly adopted strategies for
span prediction in MRC: the first strategy (Seo
et al., 2016; Wang et al., 2016) is to have two
n-class classifiers to specially predict staring and
ending indexes. The other strategy is to have n
three-class classifiers: for each token xi ∈ [1, n],
the model predicts whether it is a start, an end or
neither. These two strategies are the same in nature,
but might lead to different performances empiri-
cally. In this work, we choose the latter since it
yields better performances.2
3.3 Training Objective
One of the key issue with the starting and ending in-
dex prediction for MRC tasks is the data imbalance
issue: given the query qy and sentence X , there
is at most one token labeled as starting or ending,
while all the rest are non-starting or non-ending.
To deal with this issue, we use dice loss (Milletari
and Ahmadi, 2016) instead of cross entropy as the
training objective. Dice loss is first proposed for
medical image segmentation tasks to handle the sit-
uation where there is a strong imbalance between
the number of foreground and background pixels.
It can be thought as a objective function optimiz-
ing for F score rather than accuracy, which cross
entropy is approximately optimizing for. The dice
loss can be formulated as follows:
Ldice = 1− 2
∑n
i=0 pigi + λ∑n
i=0 p
2
i +
∑n
i=0 g
2
i + λ
(1)
wehre pi ∈ [0, 1] denotes the starting/ending prob-
ability output from the model for ith token. gi ∈
{0, 1} denotes the golden probability. The hyper-
parameter λ controls the trade-off between preci-
2A further post-processing strategy is needed: if more
than two positions within X are predicted as starting positions,
we select the one with the smallest index; if more than two
positions are predicted as ending indexes, we select the one
with the largest index. The algorithm returns NULL if no
starting or ending index is found.
sion and recall.
Ldice = 1− 2
∑L
i=0 pigi∑L
i=0 p
2
i +
∑L
i=0 g
2
i + λ
− λ∑L
i=0 p
2
i +
∑L
i=0 g
2
i + λ
Looking at the denominator of the first part, we can
see that for negative examples with gi = 0, their pi
won’t contribute. One can think this as a specific
objective for recall. For the second part, Ldice will
still be penalized even if gi = 0, shooting for high
precision scores.
4 Experiments
4.1 Datasets and Training
Experiments are conducted in the follow-
ing datasets: Benchmark NER: We use
MSRA (Levow, 2006), Chinese OntoNotes 4.0
(Weischedel et al., 2011), and Resume dataset
(Zhang and Yang, 2018); Overlap NER: We use
ACE 2004 and ACE 2005 (Doddington et al.,
2004).
For English datasets, we use the pre-trained BERT
model with cased for initialization. And text is
tokenized using WordPiece Tokenizer. For Chinese
datasets, we use the pre-trained BERT model. All
hyperparameters such as learning rate, dropout
and batch size are tuned using grid search on
development set.
4.2 Baseline Approaches
We consider the following modelsm as baselines:
• Lattice LSTM: the word-character lattice
model proposed by Zhang and Yang (2018)
constructs a word-character lattice.
• Glyce Lattice LSTM: Wu et al. (2019) uti-
lizes glyph information of Chinese characters
into Lattice LSTM model.
• Hyper-graph LSTM: Katiyar and Cardie
(2018) proposes a hypergraph-based model
that uses LSTM for learning feature represen-
tations.
• Transition Model: Wang et al. (2018) intro-
duces a scalable transition-based method to
model the nested structure of mentions.
• Segmental Hypergraph Model : Wang and
Lu (2018) proposes a segmental hypergargh
representation to model overlapping entity
mentions.
MSRA
Model P R F
Zhang and Yang (2018) 93.57 92.79 93.18
Wu et al. (2019) 93.86 93.92 93.89
BERT Tagger 94.97 94.62 94.80
BERT Query 96.18 95.12 95.75
(+0.95)
Resume
Model P R F
Zhang and Yang (2018) 94.81 94.11 94.46
Wu et al. (2019) 95.72 95.63 95.67
BERT Tagger 96.12 95.45 95.78
BERT Query 97.33 96.61 96.97
(+1.19)
Chinese OntoNotes
Model P R F
Zhang and Yang (2018) 76.35 71.56 73.88
Wu et al. (2019) 82.06 68.74 74.81
BERT Tagger 78.01 80.35 79.16
BERT Query 82.98 81.25 82.11
(+2.95)
ACE 2004
Model P R F
Katiyar and Cardie (2018) 73.6 71.8 72.7
Wang et al. (2018) 74.9 71.8 73.3
Wang and Lu (2018) 78.0 72.4 75.1
BERT Tagger 79.39 79.97 79.68
BERT Query 84.05 84.23 84.14
(+4.46)
ACE 2005
Model P R F
Katiyar and Cardie (2018) 70.6 70.4 70.5
Wang et al. (2018) 74.5 71.5 73.0
Wang and Lu (2018) 76.8 72.3 74.5
BERT Tagger 78.21 82.74 80.41
BERT Query 87.16 86.59 86.88
(+6.47)
Table 2: Results for NER tasks.
4.3 Results and Discussions
Table 2 presents the comparisons between our
model and the current state-of-the-art NER mod-
els. For MSRA, our model outperforms fine-tuning
BERT by +0.95% in terms of F-scores, achieving
the new state-of-the-art. On Chinese OntoNotes,
our model achieve a huge gain of 2.95% improve-
ment in terms of F-score. Resume is released by
Zhang and Yang (2018) and it contains eight fine-
grained entity categories. Since queries contain
semantic prior knowledge, our model enhanced
the performance compared with fine-tuning BERT
tagger. On ACE 2004, our model achieved state-
of-the-art performance with 84.14% in terms of
F-scores. For ACE 2005, we enhance the F-score
from 74.5% to 86.88%.
Figure 1: model performance decrease with less train-
ing data
Datasets loss f-1 score
Chinese OntoNotes Entropy 80.20
Chinese OntoNotes Dice Loss 82.11 (+1.91)
MSRA Entropy 95.41
MSRA Dice Loss 95.75 (+0.34)
Resume Entropy 96.83
Resume Dice Loss 96.97 (+0.14)
Table 3: Query Type Samples
Chinese OntoNotes
Query Type P R F
index 81.35 80.92 81.14
pseudo 82.52 81.13 81.82
natural 82.98 81.25 82.11
Table 4: Results of different types of queries
5 Ablation study
5.1 Size of Training Data
Since the natural language query encodes signifi-
cant prior knowledge, we expect that the proposed
framework works better with less training data. Fig-
ure1 verifies this point: on the OntoNotes training
set, the query-based approach achieves comparable
performance to BERT even when with half amount
of training data.
5.2 Different Query Choices
To analyze the impact of query, we compared 3
kinds of query: 1) index query (e.g.,“one”, “two”,
“three”), 2) pseudo query (e.g.,“person”, “loca-
tion”,“company”) and 3) natural language query.
Performances regarding different strategies are
shown in Table4. We find natural language queries
lead to best performance due to the concrete knowl-
edge they encode.
5.3 Different Loss Functions
We compare the performances for dice loss and
cross-entropy loss in Table 3. As can be seen,
dice loss yields significant performance boost than
cross-entropy loss.
6 Conclusion
In this paper, we reformalize the NER task as a
MRC question answering task. This formalization
comes with several key advantages: (1) being ca-
pable of addressing overlapping or nested entities;
(2) the query encoding significant prior knowledge
about the entity category to extract. This proposed
strategy obtains SOTA results on five different NER
datasets.
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