Software engineering is a continuously evolving sector and the demands of the related labor market result in a wide variety of job openings, ranging from developers to customer service positions. Thus, there is a need to continuously monitor labor market trends using data and analytics. Both employers and employees can benefit by capturing emerging trends which can facilitate continuous learning and training in new technologies, support of better matching between a job offer and the ideal candidate and expertise detection. To fulfill these needs, the results of labor market analytics need to reach the stakeholders timely and accurately. However, often delays occur, which stem from time-consuming approaches based on collecting data from traditional sources, such as questionnaires or interviews. Recently, researchers started leveraging content from digital sources, which are easily accessed and contain a wealth of information. This paper presents the results of a Systematic Mapping Study on digital sources that can be used to address the data analytics needs of the labor market. It provides a multifaceted categorization of the issues involved in the analysis of digital sources of the software engineering labor market. It aims to identify digital labor market sources for data retrieval which are appropriate for employers and employees analytics. Additionally, it aims to connect different skill types, needs and goals of labor market with the utilization of digital sources and data analysis methods. In total 86 primary studies were selected and each one was evaluated and classified aiming to identify the: (a) digital sources that are used for labor market analytics; (b) type of skills they examine; (c) methods which are used to utilize the raw digital content; (d) goals for which every primary study is conducted; (e) beneficiaries (stakeholder) of the results; and (f) time trends for all the above.
I. INTRODUCTION
Digital labor market information sources that create and curate knowledge in real-time can increase the accuracy of official labor market statistics [1] and provide a new field for data collection and information science methods. Before entering the digital age, such statistics were usually survey-based, on an annual basis and were made publicly available periodically. However, recent technological developments that include knowledge sharing that is The associate editor coordinating the review of this manuscript and approving it for publication was Maurizio Tucci. achieved through online communities can reduce the ''timeto-market'' for official statistics, as open digital data are available in real-time [2] . The real-time information that is offered can result into faster recognition of new trends compared to official labor market statistics. The combination of quick trend recognition and the rapid development of skills required by the IT business community, can lead to a new form of labor market, the digital labor market. 1 Based upon such sources, CEDEFOP 2 (the EU agency for the development of vocational education and training) investigates how online sources can be used to create a tool, which would be able to capture current skill trends and to extract almost real-time statistics on skills demand. As we can understand, utilizing digital content for labor market analysis provides a new emerging need for automation process.
In the digital labor market, two major types of skills can be identified: hard and soft-skills. On the one hand, hard-skills are those that a person can acquire through formal learning processes, such as how to use a programming language [3] . On the other hand, soft-skills [3] , such as teamwork or communication, cannot be easily acquired through formal learning. Yet, these skills can play a decisive role in determining the qualitative matching of a worker and an open job vacancy, or the amount of time the worker stays in the job [4] . According to the results of a 2017 LinkedIn survey, 3 the soft-skills constitute the third most crucial labor market aspect while in the next year's survey pointed out the lack of soft-skills, with special reference to communication or interpersonal skills. 4 The ICT sector faces the most significant soft-skills gap, in comparison with other occupations, such as account executives, sales development or project management.
Soft-skills gap becomes even more evident in the software engineering domain, which is one of the most dynamic domains of ICT sector, since software development and maintenance includes various and complex human-centric aspects. Spinellis [5] pointed out that soft-skills are closely connected to software engineering, in the sense that successful software development relies heavily on interpersonal skills, whereas the importance of the human factor in software development has led to the creation of dedicated events, such as the HuFo workshop. 5 Since software engineering is a dynamically evolving sector, there is a need to extract statistical results in real-time, using available digital information sources aiming to identify the latest trends of the software engineering labor market.
At the same time, there is also a need to map digital sources for online labor market analytics, which arises from the population growth and the impact of new Web channels for information flow. Population between 18-67 is considered as the workforce, but within this range there is a technological gap, which affects labor market information. More specifically, younger people use digital media in their everyday life to communicate with other professionals and seek for jobs. Furthermore, employers attract the new workforce using digital media so as to disseminate their requirements. This is accomplished through the post of online job advertisements, 2 https://www.cedefop.europa.eu/en. 3 LinkedIn is the leading professional social network platform, available for use from both sides (employee and employer needs); every year it releases official statistics for labor trends and needs, which rely on real-time community data such as member profiles and job postings. 4 https://www.cnbc.com/video/2018/04/19/linkedin-ceo-on-the-softskills-gap.html. 5 https://hufo2017.serandp.com/. or by searching for future candidates' profiles, following their digital traces. Concluding, digital media are essentially sources of information containing a wealth of data that can be analyzed. Under this perspective, their analysis can be beneficial for providing better labor market statistics with reduced time of publication and for identifying the most informative and popular sources.
To obtain a comprehensive understanding on the use of digital labor market analysis in the software engineering sector, we consider six main questions, as presented in Figure 1 , based on the 5W + 1H questions model for problem solving [6] . Q 1 : Where digital labor market data can be extracted from? (Sources) The Web contains a plethora of digital sources available for different aspects of labor market analytics. LinkedIn places particular emphasis on the field since 2003. One of the most important needs for efficient labor market analysis is to identify the sources that can be used. Authors in [7] claim that the web is the most dynamic source of information for assessing software engineers, and according to empirical evidence, there are different sources appropriate for extracting trends related to employer demands, employee interest and hardand soft-skills identification (e.g. Stack Overflow, LinkedIn). Q 2 : What digital labor market data can be identified? (Skills)
Using the digital information leveraged from professional social networks, web portals and social coding platforms, we can identify skills that are required from the employer's perspective and skills that are acquired, from employees' point of view. Q 3 : How can labor market data be analyzed? (Methods) This question is related to the appropriate methods and techniques that can be adopted to analyze the extracted raw data. The data related to labor market issues are characterized by high volume and velocity of updated content which is explainable due to the continuously evolving character of the labor market [2] . That is why their analysis requires different and usually advanced methods for content analysis [8] . Through the current study and by identifying the appropriate methods adopted to extract labor market knowledge (e.g., machine learning algorithms, statistical measures and methods, etc.) we can recognize potentials of other methods that have not yet been implemented in the field and could be challenging to apply. Q 4 : Who is interested in the analysis of labor market data?
There is a large pipeline of parties interested in the information provided by labor market analytics. Students need to understand the current trends of required skills in order to focus on qualifications that would guarantee an entry-level position after graduation. At the same time, universities can provide courses tailored to the needs of the labor market to support their students' future successful careers and educators can update their ''arsenal'' with trendy programming languages and technologies. Companies want to ensure their innovation, competitiveness, sustainability and profitability by recruiting personnel having skills required in the majority of the labor market, in alignment with the most recent technological developments, by training their current staff and by hiring experts specialized in labor market data analysis. Finally, the research community (researchers and policy makers) is highly interested since new types of data create new problems and subsequently emerge new solutions (e.g., statistical models, machine learning algorithms, software engineering metrics for human factor productivity, etc.).
Q 5 : Why is the analysis of labor market data important? (Goal)
The analysis of labor market data is important since it facilitates the identification and systematic study of notions related to the human factor and its role in professional environment, such as the expertise, the competencies, the social skills, etc. These notions are related and interact with other factors (educational or professional) and they have impact on the competitiveness, efficiency and productivity of teams or individuals. Different stakeholders (e.g. policy makers, researchers, young graduates etc.) perceive differently the importance of this information and use it differently. Q 6 : When are online labor market analytics changing over time? (Time) The labor market sector is a dynamic and continuouslyevolving sector and it has the potential to align with other universal trends such as the technological evolution and digitalization of many aspects of daily life. Through this study, we can explore the trend of labor market analytics from digital sources within time and locate peaks which signify rapid growth and significant changes.
To answer the aforementioned questions, we have performed a systematic mapping study (SMS), following the guidelines by Petersen et al. [9] . The rest of the paper is organized as follows: Section 2 describes related work and background information. Section 3 provides details on the employed methodology, whereas Section 4 presents the results of the study and discusses the results by providing tentative interpretations and implications for researchers and practitioners. Section 5 provides a discussion with implications using case studies of real-world needs. Section 6 reports the threats to validity and Section 7 concludes the paper.
II. BACKGROUND INFORMATION
In this section, we present background information and related work for this study. Since this paper is a secondary study, formally other literature reviews or mapping studies can be considered as direct related work. In Section 2.1 we present secondary related studies, or primary studies, which provide a comprehensive view on the topic. In Section 2.2, we present background information on the context of this study and information for different categories for digital sources, so as to facilitate the understanding of basic terms and concepts in the field.
A. RELATED WORK
Initial work by Capiluppi et al. [7] proposed a distribution of Internet sources, focusing on the appropriateness of each source for analyzing the profiles of candidates for positions requiring technical skills. The study recognized the importance of ''social signals'', i.e. measures of social reputation, which can be used by potential employers or recruiters. Another approach by Amandoru and Gambage [10] presented a general-purpose evaluation of social networks as a recruitment tool for HR professionals. More specifically, researchers conducted a study in a specific geolocation (i.e., Sri Lanka) aiming to evaluate digital content as sources of information to support the process of finding and evaluating candidates. The results of the study suggested that LinkedIn is the most well-known tool for recruiters that use the social networks. On the other hand, Kurekova et al. [11] considered digital sources as a means for labor market analytics focusing on web portals. Authors provide an insightful contribution as they identify challenges rising from the use of digital job vacancy data as a new raw source of information for labor market analytics. They analyze the advantages and disadvantages of digital data as a source of labor market knowledge.
The aforementioned studies, as depicted in Table 1 , are not secondary studies but they contain the first traces for a new sector in knowledge extraction from digital content. One main problem they identify is the production process of official statistics due to the time needed to collect raw data. VOLUME 7, 2019 To the best of our knowledge, there is only one secondary study [12] which is related to the human factor in software engineering. More specifically, it reveals the term ''human capital'' in software engineering referring to knowledge and skills as added value in the development process. Researchers use four dimensions to categorize their results: (a) capacity; (b) deployment; (c) development; and (d) know-how. From the perspective of digital sources, their results focus on software engineering sources such as Jazz repository, GitHub or version control system (VCS) etc.
Recently, the trend of online labor market analytics clearly showed a separation between the two actors of the workforce; employers (demand) and employees (supply). Employers' needs are represented by job portals. Mezzanzanica and Mercorio [13] address the raw information of job advertisements as continuously increasing due to volume, variety and velocity (3V). Using the 3V, the authors consider the knowledge extraction of job portals as big data analytics process and present an architecture for data collection, analysis and visualization. Additionally, Mauro et al. [14] used job advertisements to explore required skills for big data professions. In order to find the connection between skills and job titles, they used latent direct allocation, i.e. a topic modeling approach is appropriate for extracting knowledge from the raw text of job advertisements [15] .
Taking into consideration that the collected data from job portals need data analysis methods, we can understand that several existing Artificial Intelligence algorithms can be used to extract knowledge from digital sources for labor market purposes [8] . We have to note that Matturro et al. [16] showed that the most appropriate sources to identify soft skills for software engineering sector are job advertisements, surveys (online or by e-mail) and interviews. Furthermore, in term of soft-skills detection, Sánchez-Gordón and Colomo-Palacios [17] conducted a secondary study related to employees' digital sources analysis. More specifically, they investigate emotional intelligence and soft skills in software engineering. The authors classify primary studies into different levels of emotional intelligence of sentiment (positive or negative), affect (e.g. love, joy or anger) and personality traits.
Using the comparison of Table 1 and in combination with the aforementioned research approaches, we can conclude that labor market analytics focusing on software engineering is a new challenging trend. To the best of our knowledge, there is no other secondary study identifying the profusion of different digital sources available for software engineering labor market analytics.
B. LABOR MARKET ANALYTICS
Nowadays, the web contains a variety of sources with information related to labor market analytics. On the one hand, there are sources that provide one-way information to employees, such as online web job portals where individuals only screen existing job advertisements (e.g. CareerBuilder). On the other hand, other sources allow interaction, i.e. page/s can be set to include a variety of information (e.g. company profile and details of people working in it) and the viewer can communicate with the owner of the page or profile (e.g. LinkedIn). Sources can be categorized as traditional, or as social and collaborative software engineering networks or sites.
Traditional sources are known as job portals. The most popular are: (i) Indeed, 6 (ii) CareerBuilder, 7 and (iii) Monster. 8 Monster is a leading private Internet recruitment site which has been used as a web source for several research tasks to analyze online job vacancy data. It has been used since 2004 [18] as an online source for analyzing job advertisements for company branding identification. Of particular interest is a recent study [19] , where the researchers used a ''web spider'' as a data collector engine from Monster so as to extract IT requirements for skills in the UK market in comparison to those offered by universities. Debortoli et al. [20] also used Monster as source for skills related to business intelligence. Two recent studies [21] , [22] used CareerBuilder to identify the appropriate skills required by each offered job.
The second category of sources contains other digital sources such as professional social networks, social coding platforms, Q&A web sites etc. In contrast to job portals, in this kind of digital sources, it is possible to find information for individuals and identify personal skills. Every digital source in this category captures daily user activity as the user interacts with the community (e.g. a participant in GitHub), or it is possible to leverage labor market statistics from his/her professional profile (e.g. LinkedIn). The human factor, as one of the main pillars in the success of software engineering projects [23] , is crucial for team building and HR processes. A successful software engineer profile consists of three basic skills: (a) the knowledge (hard skills) which stems from educational and hands on experience, (b) cognitive, and (c) interpersonal skills, which are related to soft skills. The two last types of skills are becoming more important, since software development evokes continuous interaction among the team members. Due to the collaborative nature of activity that is recorded, there is a growing trend for research on social signals and emotions [24] , [25] . Driven by the need to assess such parameters, many different digital sources capture developers' daily activity and signal traces. The most commonly used sources for such purposes are GitHub and Stack Overflow. As a result of the aforementioned, we can subcategorize this main category into the following two: (i) software engineering websites (e.g. GitHub, Stack Overflow) and (ii) social networks (professional social networks and social networks).
A disadvantage of job portals as a source of analysis for human capital data is that the job seeker, even companies in the same industry, cannot see the social profile of a company. A professional social profile of a company may include, for example, information related to job holders, their skills and competences, their interests, the connections of the new job with the current experience of employees, etc. In brief, the gap in traditional web sources for labor data analytics is essentially the lack of knowledge sharing.
This gap tends to be covered by web sources that contain social content. Such sources include social networks and media, blogs, collaborative projects, the world of virtual games and content communities. All the above sources promote knowledge sharing with a particular interest in showing professional content. The two most popular professional networks are LinkedIn and Xing. According to a jobvite 9 survey in 2015, 92% of recruiters used social media in the recruitment process with the first network being LinkedIn. Professional networks are different from social media such as Facebook, and have a focus on the structure of their content and are business-oriented.
We can understand that labor market analytics need to adopt information science techniques to fulfill their needs. More specifically, aiming to provide analytics almost in real time, labor market stakeholders retrieve content from digital sources such as social networks, online job portals or Q&A and collaborative sites. In order to handle the collected digital content practitioners need to adopt techniques such as data analysis and artificial intelligence methods [8] . We can note that the well-known approaches of sentiment analysis could find implication to labor market analytics, as a need of labor market is the detection of soft skills which can relate to emotional intelligence/sentiment analysis [17] . Through the current section we identified some studies which implicitly approach the online labor market analytics issue. However, these studies focus into specific actors of labor market demand and supply, some of them focus into employers and other into employee's perspective. The aim of the current secondary study is to introduce to information science community an emerging area which leverage digital content and implement data analysis techniques to capture the needs of a continuous evolving sector which is software engineering labor market. To the best of our knowledge, this current study can cover the existing gap between the mapping of labor market goals and skills categorization with digital sources and data analysis techniques. As software engineering labor analytics is an unmapped information science area this study will help practitioners understand the basic connections. Additionally, it will help them to find new ways to implement data analysis techniques, or how existing digital sources can be used for a new sector, or to go further into sentiment analysis utilizing sentiment and skills lexicons.
III. SYSTEMATIC MAPPING STUDY METHODOLOGY
In this section, we present the protocol of our systematic mapping study; the steps followed according to the guidelines of Petersen et al. [9] .
A. IDENTIFICATION OF THE NEED FOR A SYSTEMATIC REVIEW
The research goal of this study, based on the Goal-Question-Metric (GQM) formulation [26] , can be defined as follows: Analyze software engineering literature, for the purpose of identifying: (a) what digital labor market data exist; (b) how they can be analyzed; (c) from where such data can be extracted; (d) when is/was the peak of this research field; (e) who is interested in such analysis; and (f) why is this analysis interesting; from the point of view of researchers and practitioners, in the context of software engineering labor market. Accordingly, we formulated the 6 research questions (RQs) described in the introduction.
B. SEARCH STRATEGY 1) SOURCES SELECTION
Since the interest in the field started to grow during the recent years, there are no dedicated conferences or journals (at a mature level), which could be considered as a targeted source for this SMS. As a result, we decided to perform the automated search procedure in digital libraries, aiming to identify the leading journals or conferences in this new area of data analysis. Specifically, we adopted the inclusion criteria by Dieste et al. [27] : content update (dynamic update with new publications); availability (provide access to the full text of every research article); quality of results (test the accuracy of results returned from the query process using a small list of expected publications which are set by our team from empirical search); and versatility export (since there is a lot of noise in the retrieved results, there is need to remove it so as to extract the related primary studies).
Taking into consideration the selection of well-known digital libraries used from other similar secondary studies [9] , [28] , we used: ACM Digital Library, IEEE Xplore, Science Direct, and Springer Link. Additionally, we also included the general source Scopus, which enabled us to ensure the identification of as many primary studies as possible.
2) SEARCH STRING
We developed a systematic strategy for constructing the search query. The search string should identify studies combining the two areas of interest. The first part contains general words related to labor market sector. We selected the term ''skill'' to collect primary studies related to hardor soft-skills. Additionally to ''skill'', other synonyms are ''competency'' or ''competence''; that is why we included the term ''competenc*'' in the search string. Furthermore, we added ''labor market'' or ''labour market'' as we identified some selected target primary studies using both terms interchangeably.
The second part of the search string concerns digital content. We included general terms such as ''social media'' or ''job portals''. Also we added the names of popular sites. Finally, there are primary studies which use as source for information job portals but they use alternative terminology to express it so we added alternative terms with respect to the content, such as ''job advertisement/offer/vacancy''. Thus, the final search string is:
We have to note here that since the study aimed to software engineering labor market and given that the related terms are too many, the exclusion of unrelated papers was conducted at a next stage manually. Figure 2 gives an overview of the selection process. More specifically, the steps are: 1) Search process on databases.
C. STUDY SELECTION
2) Remove duplicated articles.
3) Apply inclusion/exclusion criteria. 4) Full reading process. 5) Backward snowball sampling, i.e. checking the references of each paper from Step 4, based on inclusion and exclusion criteria. 6) Review excluded articles: Step 3 excludes massively a large number of publications. During this step the excluded articles were reviewed again so as to avoid missing any important information. The above process is essentially a two-stage screening procedure. In the first stage (Level 1) only the abstracts and titles of the research papers were considered. More specifically, a pre-processing stage removed duplicate articles, either from the same database or from different databases. At this stage, the resulting number of studies was 94. The second stage (Level 2) consisted of applying the inclusion and exclusion selection criteria to the full text of the papers from Level 1. The resulting number of selected papers from this process was 86 and can be found in Table 2 categorized based on bibliographic database. Regarding the snowball step, there are two options: The first is the forward procedure, where we search new articles that cite the articles of the previous step. The second option is the backward snowball, where we search the list of references of the papers from the previous step so as to find new relevant papers. We chose to apply the backward snowball because the field is relatively new and the bulk of the articles found are from the last two years only.
The inclusion criteria were:
• Studies must be written in English.
• Studies must be accessible online document files.
• Studies must be peer-reviewed and published in journals, conferences, workshops and poster sessions of conferences.
• Studies must present experimental results related to data extracted from digital sources and the purpose of their analysis must be relevant to a labor market issue. The exclusion criteria were:
• Studies that are not related to the field of software engineering.
• Studies that are not written in English.
• Studies that do not provide accessibility to the online full-text.
• Books and gray literature (not published in journals, conferences etc.).
• Studies that present extended abstracts or summaries of conferences/editorials.
D. DATA EXTRACTION
From each primary study a set of variables were collected in order to support the answer of every RQ. In order to ensure that the selection of variables is accurate, two researchers discussed the process and every possible conflict was resolved with all authors. The variables are: V1: [29] proposed a classification scheme, which is based on the keywording of abstracts to maintain consistency and optimize the collection. In our case we expected that it could not be possible to find all selected keywords only in titles so we extend the approach to the abstracts.
IV. RESULTS
In this section, we present the results of this study. Based on our dataset, we identified that the selected studies have used 51 different digital sources. To detect the most frequently used sources, we mapped them into a generic categorization. Based on Capiluppi et al. [7] classification of social networking sites, we classified six digital sources into three categories (see Table 3 ). According to our empirical observation there are three ways to collect data for online labor market sources: i) use the official API of site ii) create a customized collector or iii) use a tool for data retrieval. The first category comprises digital sources related to software development-one of the two subcategories mentioned in Section 2.2. More specifically, it contains the most popular content sharing sites for software developers, i.e., GitHub and the most well-known Q&A Stack Overflow. Job seekers in the software engineering sector are often asked whether they have a Stack Overflow or GitHub account [103] . Having an account could be an asset for a candidate, as it helps hiring managers to evaluate an applicant's expertise level.
Several people do not consider software development sites as providers of raw digital content for labor market analysis. However, as we can see from the results in Table 3 , such sites not only provide content, but they are also the leading sources for labor market analytics. Thus, someone could argue that job portals or professional social networks are the most appropriate digital sources for labor market analytics. Upon closer investigation, it becomes apparent that Stack Overflow is not merely a Q&A site but also includes several other features, such as job advertisements, developers' stories, and technological trends, which make it a useful source for online labor market analytics' purposes.
The second category comprises social networks serving professional networking purposes. In this category, LinkedIn is the most frequently used source. Another network in this category is XING, but it exhibits low usage, possibly because the site is only available in German.
The final category comprises job portals. Employers make new positions available to the public through job portals. The most frequently used sources include CareerBuilder, Indeed, and Monster. If we observe the structure of job portals and as opposed to the previous two categories, they only contain job offer posts. Table 3 shows that job portals were the earliest used sources, and they remain popular in online labor market analytics.
Overall, analyzing the labor market structure of the Stack Overflow community, we find many commonalities with LinkedIn. First, Stack Overflow provides every community member with the chance to post or answer questions related to hard skills and achieve knowledge sharing. LinkedIn groups are similar to the ones in Stack Overflow, allowing users to discuss specific interests, but in this case, the groups are general. Second, Stack Overflow provides each user with the chance to create a ''developer's story,'' i.e., a profile where every user can add their curriculum information, such as education or job path, to create a free online CV for job search. It is not mandatory to create an online CV profile to use the Q&A service and participate in the community. However, a LinkedIn user must create a CV profile, even with basic information, to use the network's services. Third, Stack Overflow contains a job section where every user, without having to log in, can find job advertisements related to the ICT sector. Although LinkedIn provides a similar section with many offers from different sectors, it requires a user to log in. Fourth, both sites provide employees the opportunity to create their own business page to attract job seekers Observing the annual performance of these two sources (see Table 3 ), it becomes apparent that Stack Overflow started gaining popularity since 2017. This increase in popularity might be associated with LinkedIn's decision to provide only general information through its API, whereas Stack Overflow makes everything available through its API. Consequently, LinkedIn has made available limited information for research purposes to compete with Stack Overflow. The software engineering sector, as described in the introduction section, is one of the leading sectors in the labor market and, thus, it is necessary to identify trends related to the audience of this sector.
B. RQ2: WHAT DIGITAL LABOR MARKET DATA CAN BE IDENTIFIED? (SKILLS)
It is not only necessary to categorize skills into hard and soft in labor market analytics, but also explore both categories in depth, as they require different textual data extraction methods. On the one hand, hard skills are acquired through learning/training processes. However, we need to capture new trends in hard skills to gain a competitive advantage in labor supply and market demand. On the other hand, soft skills are difficult to acquire, but they can match a specific candidate to a particular job. Figure 4 , shows that in recent years, there has been an increase in research interest in skills analytics. More specifically, in this figure, we have divided skill analytics into the analysis of only hard or soft skills, or both. We aim to detect when the two skills' categories are analyzed together and identify whether soft skills have attracted research interest in the recent years.
The most widespread web sources to export hard-skills are software development sites (see Table 3 ), such as Stack Overflow and GitHub, which make it is easy to trace hardskills, as they capture users' activity. More specifically, these sources capture activities and user preferences in programming languages and other software development tools. These sources usually attract programmers, students or researchers who use technology as a tool in their daily work or research activities. Consequently, we can export the hard skills of each user from these sites as they tend to tag their expertise. For example, in Stack Overflow, for every programming language, there is a specific label called a tag, which is used by members to group their question and attract other experts in the relevant technology. As it has been already mentioned, although hard skills are necessary, as the knowledge of new technologies contributes to creating competitive advantage in the labor market, there is an increasing interest in soft skills.
Soft skills have received the attention of primary studies during the last five years (see Figure 3 ). Exporting and analyzing soft skills from web data sources is harder than analyzing and detecting hard skills. Moreover, as there is no specific definition of soft skills in the free text, it is difficult to detect them. The extraction of soft skills can be aided by the use of textual analysis methods and dictionaries or taxonomies related to labor market analytics available from public organizations (e.g. ESCO or O*NET).
In the last half of this decade, researchers started analyzing soft skills using hybrid methods, combining text and numerical/quantitative analysis. More specifically, Figure 3 shows that job portals are the most common web sources to export soft skills. As job portals provide job advertisements, raw data comes from free text. Managing raw text requires several steps to obtain quality results. As we will discuss in the next subsection, techniques to reduce the noise for the text are implemented. Figure 4 indicates that the first attempt to detect hard and soft skills was made in 2008 by McGill [40] via ''Monster,'' which is a job portal. Job portals are appropriate sources not only to detect soft, but also hard skills. Companies describe the technologies they use in their job offers and expect their potential candidates to know or have experience with them.
Considering the increasing research interest in the extraction of soft skills, as shown in Figures 4 and 5 , we have maintained records from all primary studies in this SMS regarding which soft skills appear most frequently and accordingly for hard skills (see Table 4 ). As depicted in Figure 5 , ''communication skills'' are the most demanded soft skills. The primary studies we selected for the current SMS comprise research approaches related to the ICT sector, as it has the highest labor supply and demand. As we know from software technology [5] , production has several stages, and every stage requires communication among partners. More specifically, employees need to communicate the outcome of their work to proceed to the next stage or to fix bugs in the testing phase of the production process.
As a complement to communication skills, we identified the second most frequently demanded soft skill-''teamwork''. People need to be able to work and interact in teams to obtain the best results. However, if a team wants to be productive and effective, they need to utilize ''management skills'', which are the third most common soft skills. People who work as a team and communicate must have knowledge of management skills such as time management, planning or networking. Figure 5 presents two other soft skills, which are categorized under management skills-''leadership'' and ''problem-solving''. Additionally, team members need to know how to write, for example technical reports, and have knowledge of foreign languages to communicate with other team members who might not have the same mother tongue. Particularly interesting is the demand for interpersonal skills and personality traits from people. With respect to detecting the two aforementioned skills, some specific lexicons will be discussed extensively in the following subsection. Figure 6 captures the most frequent hard skills (which are detected in more than 10 studies) based on the finding of our SMS. We can observe the existence of five dominant categories of programming languages, namely: i) Object oriented (i.e. ''java'', ''c++''); ii) Data analysis (i.e. ''python'', ''r''); iii) Web development (i.e. ''javascript'', ''html'', ''php''); iv) procedural computer programming language (i.e. ''c''). Other general-purpose hard-skills categories depicted in Figure 6 are: i) operation systems (i.e. ''linux'') ii) Databases (i.e. ''sql'', ''mysql'', ''oracle''); and iii) Big data analysis framework (i.e. ''hadoop''). 
C. RQ3: HOW CAN LABOR MARKET DATA BE ANALYZED? (METHODS)
To extract meaningful results from the raw online labor market data, we adopted Nassirtoussi et al. [112] and Abbe et al. [113] approach: They created an analysis flow process that comprises three stages (see Figure 7 ): (a) the selection of appropriate web sources for data collection, (b) the cleaning/preprocessing of raw data, and (c) the selection of the analysis methods for the final results.
By analyzing the process step by step, we can outline two types of datasets: the textual and numerical datasets. Textual datasets contain raw texts such as job advertisements collected from online job portals or social networks. The flow arrows in Figure 7 demonstrate that these sources produce only one type of data, i.e., textual data. Professional social networks and software development sites are two other sources of raw text, which provide both textual and numerical datasets, as depicted by the bidirectional flow of the corresponding arrows in Figure 7 . Finally, our SMS revealed two more sources, which only provide numerical datasets: ''Fortune 500'' 10 and DBLP. 11 After specifying the sources and types of datasets production, another important issue is the preparation of data for analysis, as the raw content may contain a high level of noise due to the existence of too many useless variables. More specifically, textual data may contain stop-words or words with the same root meaning or punctuation. These do not provide meaningful information and reduce the accuracy of the results. Therefore, there is a preprocessing stage, which involves removing stop-words, punctuations or number symbols or illegal characters as part of speech tagging (POS) or tokenization of text. By removing this noise from the text, it is possible to obtain a clean and usable dataset. However, this step is not mandatory. Some research approaches use a predefined list of words to detect whether these words are in the raw text. The cleaning step is necessary when it is not known what is to be leveraged from raw text; it is required to reduce noisy information to improve data quality. Another option of the preprocessing stage is dimensionality reduction. However, this step is also not mandatory. Researchers use it for numerical data with many and highly correlated variables to categorize the information and extract meaningful results.
The final stage of the analysis involves utilizing textual or numerical data analysis methods to extract knowledge depending on the needs of the study (research questions) and the nature of data. From the perspective of textual analysis, if researchers do not use a predefined list of words, as discussed in the previous paragraph, knowledge extraction can be based on lexicons. This approach analyzes specific variables related to human factors from the raw text, such as emotional intelligence items (e.g., personality traits) or hard and soft skills terms. Dictionaries for emotional intelligence aspects (e.g., LIWC or SentiWordNet) and skills (e.g., ESCO, ISCO, e-CF 3.0 or O*NET) are used in such an analysis. This process can produce results that can serve as input for other text or numerical data analysis.
Alternative text analysis methods involve text processing techniques, semantics, and topic modeling. On the one hand, these methods make it possible to obtain results from lexicon-based techniques as input. On the other hand, they directly receive as input the raw text from the preprocessing step. Text processing techniques are characterized by certain techniques such as term frequencies or/and invert term frequencies (tf-idf), n-gram, co-word analysis, etc. A wellknown example of semantics and topic modeling methods is Latent Semantic Analysis (LSA) [20] . LSA is a widely used method of topic modeling, which extracts groups of words and specific topics from raw text [20] , [108] . The results from such methods can be directly interpreted and presented as findings. Some research approaches use the vector space model [59] , [107] , e.q., numerical datasets created from the text process, as input for further quantitative methods (see Figure 7 ) appropriate for numerical data.
Numerical methods contain different data processing techniques such as descriptive statistics, graphs, hypothesis tests, clustering techniques, association rules, statistical models, and machine learning techniques. As already mentioned and depicted in Figure 7 , numerical methods receive input in the following forms: (a) direct results from the preprocessing step, (b) numerical tables from lexicon raw text analysis, and (c) the vector model as the result of text processing techniques.
D. RQ4: WHO IS INTERESTED IN THE ANALYSIS OF LABOR MARKET DATA? (STAKEHOLDERS)
To identify the parties that are interested in capitalizing the existing online labor market data, stakeholders are recorded as a variable in our study. We can recognize four categories of stakeholders as depicted in Table 5 . The first, corresponding to the majority, comprises companies or organizations that utilize various data sources in relation to job tasks. For example, studies [77] , [82] that propose Stack Overflow (stakeholder: firm) should establish an improved recommendation system for answers using data. Another example of stakeholders in the same category is the human resource department (HR managers) who aim to save time by shortening the candidate selection and the suitable matching between the position and a candidate. These studies aim to indicate procedures that can enhance the existing ones. The result is circular, implying that stakeholders themselves benefit from using data, as in the example of CareerBuilder [22] . In general, the stakeholders in this category are legal entities who either wish to hire employees or analyze the trends in skills to obtain a better matching between candidates and the job position, or to update their information systems with labor market data.
The next category of stakeholders includes individual employees/users. More specifically, job seekers search for vacancies that better fit their own characteristics. The employees/users can be members of a community where their activity is monitored and used to produce personal recommendations. For example, developers who are members of the GitHub or Stack Overflow community are offered various facilities such as suggestions of job vacancies based on the users' profile or personality traits capturing their activities; personality traits are part of soft skills.
The third category of stakeholders includes educational institutions such as universities. Some works focus on keeping track of graduates' careers or documenting students' skills. Universities primarily aim to recognize contemporary trends in the job market. In this way, the administration and the staff of universities can update its curriculum based on job market data analysis. It is apparent that data can also help researchers, as new problems can result in new techniques of data analysis.
Policymakers comprise the last category of stakeholders. Several works utilize data from job portals to fulfill the needs of European projects managed by CEDEFOP. The contribution of these works is related to monitoring trends in skills and evolving demands of the job market. By accessing data in real time, a policymaker can evaluate training processes and propose improvements in existing policies.
E. RQ5: WHY IS THE ANALYSIS OF LABOR MARKET DATA IMPORTANT? (GOAL)
It is important to specifically recognize the goal of a primary study to identify the needs of stakeholders, which are associated with general trends and requirements of the global labor market. The goals identified from our SMS were divided into eight categories (see Table 5 ): (a) skills analytics, (b) matching job and candidates, (c) team formation, (d) expert detection, (e) education and learning purposes, (f) cold start problem, (g) women in technology, and (h) other. ''Skills analytics'' refers to primary studies that focus on detecting and analyzing hard and/or soft skills. The main aim of this category is to specify types of skills and investigate issues based on these types. This category includes primary studies, which try identifying skill gaps, skill mismatch, and skills in demand or even recommended skills. The subcategory ''skills in demand'' appears more frequently than the other subcategories, as it is of major importance for different stakeholders. Employees need to know the demands of their future employers to train themselves accordingly and make their CV competitive for the position. Furthermore, universities need to capture the skills on demand to update their courses and sometimes, if mandatory, to change their study programs. Finally, employers want to know the trend in skills demand to plan technological updates and provide new training to their current employees.
The second most frequent goal is to match the demand for specific skills from employers with the skills of a job seeker. In contrast to the previous category, this one involves a specific interaction between employers and employees. The third goal category is team formation. Researchers use digital sources to detect users who will contribute to forming teams with specific skills, complementing each other. Some primary studies aim to detect the expert for a team (the fourth goal category) or a specific job. Expert tracking refers to people who have experience with a specific skill. These candidates are the most appropriate option for a specific project need, such as specialized knowledge in a programming language. In the labor market field, expertise identification is called ''talent detection''.
A remarkable finding is that digital labor market sources are used for education and learning purposes (the fifth goal category). To achieve this goal, researchers try to compare skills in demand by industry with those taught at a university. Additionally, skills detected as required in the labor market are used as input to update study guides.
The sixth interesting goal found by our SMS was the ''cold start problem'' which, in the ICT labor market sector, is defined as follows: ''the phenomenon that a developer doesn't show any activities on some skills'' [46] . In the software engineering sector, technology evolves rapidly, and the skills associated with every technological change also evolve quickly. Due to this rapid evolution, traditional recommendation techniques, such as collaborative filtering, are not suitable for a cold start problem when new recommendations are required. A cold start problem occurs when no one knows how to handle new skills that are introduced.
Regarding ''women in technology'' (the seventh category), i.e., analyzing women's involvement in technical aspects, we observe that the primary studies aim to analyze the gender gap capturing the participation in software engineering sources. Observing the related studies, we can identify these digital sources to be GitHub and Stack Overflow. Finally, we employed a general (eighth) category, labeled ''other'', to categorize every primary study where the goal appears only once. Some examples of these goals include ''classifying job titles using standard taxonomy of occupations,'' ''duplicate job advertisements detection,'' etc.
F. RQ6: WHEN ARE ONLINE LABOR MARKET ANALYTICS CHANGING OVER TIME?(TIME)
Online labor market analytics can be applied in every industrial sector, which demands the work force to use digital sources. However, the software engineering sector is a leading sector in the demand and supply of online labor market and revealed to be a valuable implementation to investigate fundamental aspects of online labor market analytics. Leveraging primary studies from the aforementioned field we detect that the research interest started in the last 10 years. Capturing the outlook between 2008-2013 we can observe from Table 3 that the use of digital sources started to rise after 2012. Additionally, in the second half of the decade between 2013-2018 the domain attracted the interest of the research community. During the last two years researchers started to give special interest to the investigation of softskills. From the aforementioned observation, we suggest that one important expectation for software engineers is the continuous training and evolution of their soft-skills. An additional expectation would be the simplification of the detection of developers' hard-and soft-skills is their active participation in software engineering communities (e.g. Stack Overflow).
To answer RQ6, we first plot the number of studies that use digital information sources for labor market analysis (see Figure 8 ). Although we identified publications in 2019, we excluded them from the specific plot, as we cannot yet include data for the entire year. The number of published papers is increasing rapidly since 2012 with an annual percentage growth rate of 49.53%. The publications are divided into conference proceedings (67.85%) and journal papers (32.15%). In 2018, the annual growth rate of journal papers was 16.67%, signifying an evolving and promising trend of academic interest. The rest of this subsection is organized based on the aspects of each research question. 
1) SOURCES OVER THE YEARS
As we can see in Table 3 , ''job portals'' (e.g., CareerBuilder) are the sources which initially attracted the interest, starting from 2008. Gradually, their use declined but they remain a reliable source as their content can be updated in real time. Another important finding is the growing interest in the content of ''software development sites'' since 2012 and especially since the last three year as their use is increasing steadily. This happens probably due to the increasing needs and complexity of the software engineering industry. Domain-specific sites such as Stack Overflow, containing communities, have been recognized as wealthy sources of information, which can provide insights into specific labor market needs. We can note that digital sources which focus in communities from specific sectors, such as software development sites attract more interest. Sources provide information related to the software engineering sector and possibly attracted more research interest as they provide the desired content. Digital sources such as professional or social networks (e.g. LinkedIn, Twitter) provide information for many sectors making the extraction of focused results harder due to the noisy data. Finally, it's worth mentioning that ''computer science bibliography'' sites (e.g., DBLP) attracted research interest during the early years, but over the last five years, interest declined, as they only focus on academic publications and provide information about bibliometrics or scientific collaborations.
2) SKILLS OVER THE YEARS
Analyzing skills is directly related to the suitability of specific employees for specific jobs. In Figure 3 , we can see that interest in hard skills emerged in 2009. However, a year ago, the first study identified by our SMS combined both hard and soft skills, showing the emerging importance of both categories in labor market analytics. From 2013 onwards, research approaches gradually started to focus on detecting soft factors. Detecting soft skills is related to individual personalities, and it is a complicated and controversial process. From 2018, LinkedIn started categorizing skills into categories such as industry knowledge, tools and technologies, interpersonal skills, etc. As stated in the introduction, LinkedIn has captured the importance of soft skills. Consequently, we can empirically observe that LinkedIn has started distinguishing factors belonging to soft skills, such as interpersonal skills.
3) METHODS OVER THE YEARS
By observing Figure 6 , which depicts the time trends of different methods for online labor market analytics, we can extract some interesting trends. The most frequently used methods include ''text techniques'' and ''statistical analysis methods''. Text analysis techniques began being used in 2008, and their use has remained continuous throughout the years. More specifically, Table 3 shows that the most frequently used digital source is a ''job portal'' (initially used in 2008), which contains free text; thus, the appropriate methods to extract knowledge from raw text are text-mining techniques. The raw text from job advertisements is the most suitable to extract soft skills from job offers and, as we can observe from Figure 3 , research interest in this field began in 2008. Additionally, it is interesting to illustrate the evolution of lexicon-based, semantics, skills knowledge base, text preprocessing, and topic modeling methods which are recorded to have a low level of utilization. The reason of their low use (see Figure 7) is that such methods usually support other text analysis techniques (by cleaning text in the preprocessing step or by receiving input from text analysis techniques), and they are considered auxiliary, as they are used to optimize other more standard text analysis techniques. The lexicon-based (e.g., LIWC) and skills-knowledge-based (e.g., ESCO) methods support extracting vector data matrices from the raw text as input for quantitative (numerical) methods. Again, these are considered auxiliary and have garnered low interest over the years. Regarding the second most frequently used methods, the statistical and machine learning techniques, Figure 6 shows that their use started in 2012. This is related to the digital content from software engineering sites (see also Table 3 ), which became a trend that same year. These sources provide both numerical and textual data; as most primary studies collect numerical raw data from them, quantitative analysis techniques such as statistics and machine learning were applied. Figure 9 depicts the time evolution of beneficiaries (stakeholders) of the selected primary studies. Low frequencies are especially reported for policymakers who appeared only recently. This trend is related to the Cedefop project for labor market analytics (described earlier), which has been publishing primary studies since 2017. The most frequently mentioned stakeholders include employees/users, organizations, and universities. Figure 9 shows that a university is the stakeholder of the first primary study, which used job portals to detect hard and soft skills. Additionally, we can see early interest in results related to employees/users, as job portals are the main sources to extract information related to skills. Firms and organizations are found to be the beneficiaries of the results of the primary studies from 2012. By observing Table 3 , we can connect this finding to the start of utilizing digital sources related to employees' profiles. Figure 10 shows that skills analytics started being reported as the goal of primary studies in 2008. The first primary study tried identifying skills' demand in job advertisements using text analysis techniques. Skills analytics has remained a research goal, garnering constant interest, as the related source type (job portals) also remains popular due to rapid technological development. Team formation and expertise detection began appearing as the goal of many primary studies from 2012. They are related to the appearance of firms and organizations as stakeholders. Furthermore, information regarding team formation and developers' expertise has been found in digital sources containing profile characteristics, CVs or developers' activity. These sources were first utilized in 2012. Finally, what's most interesting is the time trend regarding the role of women in software engineering. In 2012, interest in studying the activity of women in software engineering sites emerged and it became popular again in 2018 due to generic interest in the gender gap. Another finding concerns education as a goal, which attracted high interest early in 2008, but later this interest began declining.
4) STAKEHOLDERS OVER THE YEARS

5) GOALS OVER THE YEARS
V. DISCUSSION
In the current SMS, we examined studies related to labor market analytics utilizing digital content. We identified a profusion of publications, in total 86 primary studies. An interesting observation is that the large majority of primary studies were published in conferences; this finding might be an indicator of a possible lack of mature studies in the field. Only in the last two years, journals publications appeared, possibly due to the increasing interest for utilization of digital content for labor market analytics. As an interpretation of the results of the current study presenting four indicative usage scenarios, based on the stakeholders that we have identified in Section 4.4 (see Table 5 ). Every stakeholder has a specific need(s), which are retrieved based on the categorization of goals (see Section 4.5 - Table 5 ). Through these scenarios we present how a stakeholder could utilize this mapping study for real-word cases: 1) Guidance for Early Stage Researchers (stakeholder: Employees/Users): An early stage researcher or a PhD student could utilize the results of this secondary study to shape his/her research directions without having to perform time-consuming reviews for the discovery of new challenges and research gaps. Let's assume that the researcher finds interesting to study the ''women in tech'' goal, indicating that the gender gap in the software engineering sector is an active field of research. Researcher chooses to deal with both hard and soft skills. The most appropriate choice for digital sources is the software engineering sites where related information regarding women's profiles and participation activities can be found. Since the content is both textual (text comments in GitHub, question and answers in Stack Overflow community) and numerical (data related to frequency and quality of participation and also binary data for having or not a hard skill), the appropriate methods is the cleaning/noise removal preprocessing stage. Hence, statistical and machine learning methods are useful for numerical data, while lexicon-based and topic modeling techniques can be applied for soft skills. 2) Industrial Hiring Processes (stakeholder: Companies/Organizations): A CEO working in a software engineering company in the field of serious games decides that the company needs to train the existing staff and hire new people. The CEO in collaboration with the experts of the human resources department set the goals of ''skills analytics'' and ''expert detection''. They decide to detect hard and soft skills and the appropriate digital source according to the set goals are job portals and software engineering sites. It is necessary to preprocess the raw free text to reduce the noise and later to analyze the text using term frequency and topic modeling. Additionally for expertize identification ''network/graph'' methods can be implemented. 3) Improvement in Higher Education (stakeholder:
Educational Institutions): The head of the ''Statistics'' lab of a department of Mathematics decided that there is a need to update the current teaching plan of the courses that lab supports and they are related to statistical analysis. As a result, s/he conducts an investigation aiming to identify what skills their graduates use in their current work, or record in their online curriculum profiles. So, the goal here is clearly ''education and learning purposes'' as the lab needs to identify which new technologies their graduates use in their working environment. This means that hard skills need to be considered. The appropriate source for hard skills of specific people is decided to be a professional social network (e.g. LinkedIn) containing either brief profiles or even detailed CVs. The analysis can start from simple descriptive statistics so as to identify the most frequent technologies related to the subjects of the lab, and more interestingly, to detect technologies that graduates had to learn after their graduation. Further hypothesis tests can be performed in order to find relations among hard skills or between hard skills and other demographic characteristics.
4) Adoption by Policy Makers (stakeholder: Policy
Makers): A policy maker who works in the continuous update of the eCF 3.0 framework finds an interest in this secondary study and identifies that there are some specific primary studies which use the ESCO framework. The goal here is ''skills analytics'' and ''matching job openings and candidate profiles''. To support these goals both types of skills are considered. According the current mapping review the most appropriate digital source is the job portals. Leveraging the free text content of job advertisements, the policy maker can identify the job titles and the skills included in the eCF 3.0 taxonomy, and how these can be mapped to the job titles and skills description in the content of job offers. This map requires preprocess of the text before the analysis which involves both textual and numerical methods. Again, textual methods such as term frequencies or text semantic similarities can identify the soft skills, which are required by employers and map them to the recorded skills of eCF 3.0 taxonomy. Additionally s/he can categorize the different job titles again mapping them to the current structure of taxonomy and using descriptive statistics and statistical and machine learning methods to classify and match job titles and skills.
Against these usage scenarios we can identify some key scientific dimensions of the problems that need to be tackled: 1) Cross platform analysis: The results of this map showed the structure of digital sources depending on the labor market needs. A gap exists in the usage of multiple sources to provide deeper analysis. For example, cross platform identification techniques which will detect different social profiles of a developer could provide a better understanding for her soft skills. Using cross platform approaches will affect the use of methods, as more complex ones such as deep learning will be needed. Also, cross platform analysis between sources of employer and employee could be a challenge. Interestingly, very few works (e.g., Gousios et al (2015) Historic record of job offers is a challenging task as it requires implementation of big data storage and analytics methods, but it can help towards evolving labor market analytics and predictions. 5) Ontology: Capturing labor market trends from the content of online job advertisements is an important aspect. In this paper, we identified primary studies which utilize existing labor market ontologies such as ESCO [101] , [107] or O*NET [49] to map job titles from collected advertisements with existing titles in these ontologies. However, a new challenge is the creation of a new ontology which describes the whole digital labor content. As the current ontologies were created with different empirical process they should be tested and updated based on the new digital era of labor market. 6) Learning analytics: we identified that the goal of a set of primary studies is related to education purposes. Most approaches analyze digital content to provide skill trend analytics for possible updates of courses, or to capture alumni network. The challenge here is to connect emerged skills with recommendations in learning processes through the identification of different learning styles.
VI. THREATS TO VALIDITY
In the context of systematic mapping reviews, some of the implementation steps of the framework can be characterized by subjectivity, meaning that decisions have been influenced by specific viewpoints of the researchers. As a result, changes may be required in future replications of the study in order to generalize the findings. The current section aims to analyze possible threats to validity with respect to the following issues: (i) study selection (ii) data validity and (iii) research validity [114] .
A. STUDY SELECTION VALIDITY
To ensure that our search strategy approach is consistent to the principles of relevant studies, we selected to follow the strict guidelines of a well-defined protocol [9] for SMS. Specifically:
• The automated collection and identification process of primary studies involved searching in the most well-known digital libraries containing publications of highly reputed journals and conferences.
• The generic terms of the query string ensured the collection of a high number of related publications, reducing the bias. On the other hand, by construction, using the boolean operator (AND) with terms related to digital sources, we reduced the noise.
• The list of inclusion and exclusion criteria has been extensively discussed among all authors to guarantee clarity and to prohibit misinterpretations.
• To mitigate the risk of missing (not including) relevant studies we adopted a ''gold standard'', consisting of 8 papers that we knew from our experience that they are relevant to the subject of the secondary study. We used them as benchmark to evaluate whether the results of the constructed string query were able to find these papers. All selected papers have been successfully returned. Additionally, in the collection process we mitigated the threat of grey literature by excluding massive databases, such as Google Scholar in the collection step.
• We did a very systematic work regarding the removal of duplicates. The same articles appearing more than once were found and removed. Furthermore, we applied a similarity detection procedure for the abstracts using an automated procedure. In case of high similarity, the papers were inspected manually by the first author. In this way, preliminary conference publications, prior to the main journal publication were found and removed.
• No paper was missed due to lack of access, since our research institutions provide full access databases.
• We applied language detection using R and in case of non-English text, the publication was removed.
• The threat of falsely excluding relevant articles was mitigated. by discussion between two of the researchers on controversies of interpreting the list of inclusion/exclusion criteria. Also, a third author screened manually a subset of randomly selected primary studies to validate the selection based on inclusion criteria.
B. DATA VALIDITY
The main threat here is the extraction bias, related to the threat of subjectivity. Although the data handling was manually accomplished by the first author, a revalidation process conducted by pairs of researchers was applied so as to mitigate bias. After this internal validation, all authors discussed the results and resolved conflicts. Furthermore, the selection of the digital libraries with publications undergone peer review is a guarantee of reduced publication bias. Regarding data validity there are some more issues which in this study are not considered as threats:
• Small sample size: The 86 primary studies offer a considerable amount of data • Lack of relationship: There was no intention to prove relationship between variables • Low quality of primary studies: The sources of the selected primary studies guarantee scientific quality.
• Selection of variables to be extracted: All authors discussed and identified the needs of the current research; the variables were mapped to the RQs which were based on the 5W + 1H questions model for problem solving.
• Researcher's bias in interpretation and analysis: All authors discussed thoroughly the findings of every RQ and provided reasonable explanations avoiding speculation and unnecessary generalizations.
C. RESEARCH VALIDITY
Regarding research validity there are two possible threats:
The first is the experience of the author team. The last three authors are very experienced researchers in the field of empirical software engineering and they have been involved as authors and reviewers in a large number of empirical studies, including secondary studies. Additionally, all important steps of the study followed a strict protocol and all decisions were taken after extensive discussions and complete agreement. The second threat is the generalizability. This threat does not have any meaning in the current study as our efforts were focused on depicting the trends in literature with respect to a certain topic. The same research can be repeated after some time, so as to update the knowledge on how the interest on the topic evolves over time.
VII. CONCLUSION
During the previous decades, software engineering has evolved to a sector of major importance in the labor market as it offers every year several thousands of jobs worldwide. Labor market is a continuously developing research area from various perspectives, with great potentials for new directions and challenging problems. It is directly connected with data analysis and since the related data sources become exclusively electronic and web-based, there is a growing interest for knowledge extraction from these data sources via labor market analytics.
The current paper deals with the field of labour market analytics. We focused on the software engineering labor market and on studies appearing in the scientific literature. These primary studies use electronic data sources for extracting knowledge for various goals, for the benefit of different stakeholders and by using different data analysis methods. The characteristics of the human factor, especially the skills constitute the main content of the data and the subject of the subsequent analysis. To the best of our knowledge the systematic mapping study we present here is the first in this field and aims to contribute to the development of a relatively new field of research which has a special interest both for academia and industry.
The lessons learnt from this study involve identification and categorization of: 1) potential electronic data sources, 2) skills contained in these sources in various forms, 3) methods used for the manipulation and the analysis of data, 4) goals of such studies and 5) stakeholders who are benefited from market analytics. Furthermore, the aforementioned categorizations were investigated with respect to time, i.e. we examined how all these components are addressed by researchers year by year, starting from the year of the first publication, up to the current year. Having categorized all these components of the primary studies, we showed via hypothetical scenarios how the current study could facilitate the planning of new studies on the subject, either by academia or industry. It is expected that the interest in this field will be growing over the following years, so the current study has the potentials to stimulate further research.
