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0. INTRODUCTION 
Denote by r- &=A rj the positively oriented boundary of an s-con- 
nected compact domain D,+. Let fj (0 <j < s - 1) be closed Lyapunov 
contours that rj n r, = @ (j# k), and assume that r, contains the 
contours r,(j = 1, 2, . . . . s - 1) in its interior. 
Let T(z) be an n x n piecewise matrix value function defined on each of 
the components fj of r as follows: For z E r,, j = 0, 1, . . . . s - 1 
T(z) = Tj(z), (0.1) 
where Tj(z) is a holomorphic matrix function in some neighborhood of rj. 
The main purpose of this paper is to present explicit expressions for the 
factors and partial indices of factorization of some classes of piecewise 
matrix functions given by (0.1). These formulas are given in terms of com- 
mon zeros in D,+ of some polynomials associated with the matrix functions 
Tj(z). 
It should be noted that finding the factors and partial indices in the fac- 
torization is usually a very complicated problem. Explicit factorization for 
some special classes of matrix functions can be found in [ 2, 15, 1, 11, 161. 
As for piecewise valued matrix functions, such a factorization in the 
particular case of 2 x 2 piecewise matrix function has been established by 
Gohberg and Lerer in [S]. In this work they factorize piecewise matrix 
functions of a “mixed triangular” type on two-connected contour. The 
matrix function of each component is assumed to be of either upper or 
lower triangular type. 
The paper starts by presenting a general algorithm for factorization of 
n x n piecewise matrix functions relative to an s-connected contour. Also, a 
new algorithm for triangularization of piecewise matrix functions relative 
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to the s-connected omain is developed in Section 1. Note, in the case of a 
simply-connected omain a similar algorithm was given by Lerer and the 
author in [ 111. The explicit factorization of triangular piecewise matrix 
functions is established in Section 2. The general case is studied in 
Section 3. 
The results of the first three sections are used for investigating the 
following systems of the Cauchy singular integral equations: 
[I- T(t)1 V(f) + t-r+ T(t)1 fS,.Z dT =f(t), t E z-, (0.2) 
where I stands for the unit matrix and T(t) is defined as in (0.1). 
It is well known that the solution of (0.2) can be reduced to the 
Hilbert-Riemann barrier problem. The solution of the corresponding 
Hilbert-Riemann barrier problem is usually based on the factorization of 
the piecewise matrix function 7’(z) relative to the contour r. In some 
special cases the solution of (0.2) can be obtained in the closed form (see 
c15, 13, 141). 
In Section 4 we investigate the invertibility problem for some classes of 
singular integral equations of type (0.2) and it is shown that in the case 
under consideration a solution of (0.2) can be given also in the closed form. 
The next section deals with a construction of a resultant’ operator for n 
functions analytic in the s-connected domain Df . The case of a simply- 
connected domain was studied in [ 111. Analytic solution of the generalized 
Bezout identity XI= i a,(z) xi(z) = C(z), where a,(z) (i= 1, 2, . . . . n) and C(z) 
are holomorphic functions in Df , is presented in the last section. 
It is my pleasure to thank L. Lerer for very useful discussions and 
suggestions. 
1. PRELIMINARIES 
Let us introduce some notational devices. Let r= &:A r,, where rj 
(j = 0, 1, . ..) s - 1) are disjoint closed Lyapunov2 contours and let r,, 
enclose all the remaining contours. Assume that r forms the positively 
oriented boundary of a connected domain D;t . As usual, DF stands for the 
’ For given n analytic functions in Df a corresponding convolution type operator acting in 
a suitable Banach space, such that the dimension of its null space is equal to the number of all 
common zeroes of these functions in Df , is referred to as resultant operator (see [4, 8, 111). 
‘The contour L is said to be Liapunov in case L is smooth and the angle 13‘ between the 
tangent and some fixed direction (e.g., the positive x-axis satisfies a Holder condition 
[e,(S)-0,(X)) <const)S-S’J with respect to the length parameter S along L (see 
CL 3, 121). 
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complement o f u D,+ in @ u {co >. It will be also assumed that D:. I> D; I 
(l~j~s-l),D,~D,,3co,andO~D,+. 
Let d(f) be an algebra of functions which are analytic in some 
neighborhood of r, and let G[&‘(r)] denote the group of all invertible 
elements in d(T). Obviously, G[&(T)] consists of the elements f(t) 
satisfying f(t) # 0 on ZY The notation d+(r) will be used for the closed 
subalgebra of d(T) consisting of those continuous functions that are 
restrictions to r of functions holomorphic in Df and continuous on 
D,'ul-. 
If A4 is any collection of complex valued functions on r, the set of all 
n-dimensional vectors with coordinates in M is denoted by M,, while by 
A4 n x n we denote the collection of all n x n matrices with entries from M. 
The group G[s$‘:~ Jr)] of all invertible elements in [JS?:~.(~)] consists 
of matrix functions A(t) whose determinants atisfy 
det A(z) # 0 (zED; uZ-). 
Given a,(z)~G[d(T)] (i= 1, 2, . . . . n). 
The analytic function J(z) will be called the common divisor of a,(z) 
(i’ 1, 2, . ..) n) in Df if a,(z)/J(z) is an analytic function in D,+. The 
function J,(z) is called the greatest common divisor of a,(z) (i= 1, 2, . . . . n) 
in D,+ if for all common divisors J(z) the function J,(z)/J(z) is 
holomorphic in D,+ .
The choice of Jo(z) is not unique. For uniqueness let us choose J,(z) as a 
manic polynomial d(z); d(z) will be referred for us as the greatest common 
polynomial divisor of the given functions in Df . 
Recall that for a continuous function a(t) on r,, which does not vanish 
on r,, the index (winding number) with respect to f, is defined as the 
integer rcO = ind,, a(t) equal to (271)) ’ times the jump in the argument of 
the function a(t) on the contour r,. If a(t) is a continuous function on r 
and a(t) # 0 (t E r), then clearly 
i= 1 
where ICY= (1/2rr)[arg u(t)ltcr,, the [ Its,-, means the increment of the 
function on contour Ti. If u(t) E d+(r) then, by Rouche’s theorem, rcy 
gives the number of zeros of u(t) in D,+, each zero counted with its 
multiplicity. 
Let now t *( # co) be fixed points in Df . The matrix function A(t) in 
G[Js$,JT)] is said to admit a right-standard factorization relative to the 
contour r if 
A=A-DA,, (1.1) 
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where A+ are in G[s&‘:~,(~)], 
The integers K~ 2 ICY 2 . . . 2 K, are referred to as the right-partial indices of 
the factorization (1.1). A similar definition of left standard factorization of 
A(t) relative to I’ is obtained by reversing the position of A * in (1.1). It is 
well known that every function from G[&(T)] admits representation (1.1) 
(see for instance, [6, 11). 
The following proposition establishes the existence of a different kind of 
factorization, namely, the special factorization of analytic functions in an 
s-connected omain. This kind of factorization was introduced and studied 
by M. G. Krein [7] for holomorphic functions in a strip. 
Given an analytic function a(z) in Df . The numbers ,4, (j= 1,2, . . . . N) 
denote all its distinct zeroes in 0;. Let ~~ (0 djds- 1) stand for the 
indices of a(z) with respect o r, and for each fixed j (1 <j ,< s - 1) choose 
an arbitrary point pj in Dy . I 
LEMMA 1.1. Let a(t) belong G[&(r)] n&+(T). Then a(t) admits the 
representation 
where 
and 
a(t)=a+(t) P,(t) a-(t), (1.2) 
s- 1 
a+(t)~GC~+U-o)l, a-(t)~ n GCd’(rj)l 
j=l 
(1.3) 
ProoJ First, suppose that all ~~ = 0 (j = 0, . . . . s - 1). This means that 
a(z) does not vanish in Df and therefore it admits the standard 
factorization (1.1) relative to r, (see Chapter 3 in [ 3]), i.e., 
a(t)=a+(t)a-(t) (tErcJ 
where 
or, equivalently, 
a-(t)= [a+(t)]-‘a(t). 
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An analysis of the last equality shows that a_(t) belongs to 
n;:: G[d+(r,)]. Consequently, for all zcD,+ u r, 
a(z)=a+(z)a-(z). 
Since the latter can be performed for each j, the desired factorization 
follows. 
Now let u(t) be an arbitrary function. Construct the function ii(t) as 
iqt)=u(t) fj (t-q [ j= I ][yj’ o-w]? j= 1 (1.4) 
and observe that ind, ii(t) = 0 (k = 0, 1, . . . . s - 1). Indeed, for k # 0, 
ind, 5(t) = ind, u(t) + ind, fi (t - S) - ’ 
/=I 
s-1 
+ind, n (t-/.@‘=Kk+O-Kk=O (k = 1, . . . . s - 1) 
j= 1 
and if k = 0, then 
ind,ii(t)=ind,,,u(t)+ind,, i (t-Lj)-’ 
j=l 
s-1 s-1 
+ind, fl (t--j)Kj=~O-N+ c K,=O, 
j=l j=l 
as stated. 
The function ii(t) satisfies all conditions of the first case and hence it 
admits special factorization d(t) = ii+(t) k(t), that is, in view of (1.4), 
where 
s- 1 
~+(f)~GCd+(~cJlv U-.(t)E fl G[d+(rj)]. 
j=l 
This completes the proof. 1 
Our next objective is to construct a matrix function H(t) from 
G[L~,‘, Jr)] such that H(t) A(t) is a triangular matrix function (a 
triangularization process). A new scheme of triangularization of matrix 
valued function A(t) = l[uJ; j= 1 from G[dn x Jr)] n ZZZ’,‘, ,(r) is described 
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below. Note that in [ 1 l] a similar scheme has been used in the case of 
analytic matrix functions in a simply-connected omain. 
The method proposed is based on a successive use of the greatest 
common divisor and least common multiple of the entries of A(t). 
Let 1;. (1= 1, . . . . N,) be all the zeroes of a,(t) in the domain D;, and let 
“5 (p = 1, . ..) k,) be all the zeroes of a&t) (i, j= 1, 2, . . . . n) (counted with 
their multiplicities) on the contour r. Then by Lemma 1.1 the function 
a&t) admits the representation 
where a$(t)~G[&+(t)], a,(t)~ n&PZ1, G[&‘+(r,)], and 
P,(r)=[ jy (l-;5,][fi (W$)][ yi (i-p,)-“.‘““‘]. /=I p=l m=l 
Let d, Jt) stand for the greatest common polynomial divisor of di_ ,, ,J t) 
and Pi+,Jt) (i= 1, 2, . . . . n- l), where d,,,(t) := P,,.(t). Then there exist 
two sets of polynomials ri, ,,(t) and qi, ,J I) such that 
P. r+ l,n(t) r;,,(t) +di- I,n(t) t?i,n(t)=d,,n(t) (i= 1, . . . . n- 1). 
For simplicity we omit t and the second subscript n. Introduce the 
functions 
ui= [~~+~u~+,]~‘r, (i= 1, . . . . II- 1) 
q,=[a,u:]-‘q,, qi:=qi (i = 2, . . . . n - l), 
satisfying the equalities 
u,a,+a,q, =d,, uiui+l+di_,qi=di (i = 2, . . . . n - 1). 
Set 
x, = [u,u:d,]-‘P,; xi=d,:‘Pi+, (i = 2, . . . . n - 1) 
yi= -[u,luif,,di]-ldi~, (i= 1, 2, . . . . 12- 1). 
Obviously, for all z E 0; u L’, 
Xl(Z) a,(z) + Yl(Z) 4(z) = 0 
Xi(Z) di- I(Z) + YLZ) ai+ I(Z) =O (i = 2, . ..) n - 1). 
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Now construct (n - 1) matrix functions of the form 
H;(t) = 
i 
1 
1 . 
xi y; ... 
4; #i 
1 
1 
Clearly, det H,(f)= [a~a~a~a~]-’ and det H;(t)= [a~+,~,;,]~’ 
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i (i= 1 3 ..., n-l). 
(i = 2, . . . . n - 1 ), and therefore Hi(t) (i = 1, . . . . n - 1) belongs to 
G[d,f,,(T)]. Define fi,(t)=n;:,l H,,-;(t), and observe that the matrix 
function A,(t)=Z?,(t)A(t) is of the form 
I 
* . . * 0 
A,(t)= . . . . . . . . . . . . . ..; 
* . . * 
* . * L,.,,(t) 1 , 
where ( * ) denote the nonzero entries of A,(t). 
Applying the same procedure to A l(t), we construct the matrix function 
A,(t) of G[J~,‘,JJ’)] such that the matrix A2(f)=fi2(f)Al(t) is of the 
form 
A,(t) = 
* . . * 0 0 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
* . . . * 0 0 
* . . . * L,,.-,(t) 0 
* . . * * 4 - I, AtI 1. 
Proceeding in this way we obtain, finally, the triangular matrix 
A, _ r(t) = fin _ 1(t) A, _ 2(t). Setting H(t) = &‘:: fi,( t), we complete the 
construction of the desired matrix function H(f). 
Let us now present a general algorithm for factorization of piecewise 
matrix functions K(t) E G[dn x ,J r)], where 
K(f) = K,(t) (lEf,,j=O, 1, . . . . s- 1). 
Note that the existence of the standard factorization 
K(t)=K+(t)D(t)K-(t) (1.5) 
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with K*(t) E G[,cS:X,(r)] and D(t) = diag(t’Q);= , follows from [6] (see 
also Cl]). 
The scheme proposed can be used for calculating the factors K’(t). We 
start with the following representation of K,(t) relative to the contour f, : 
K,(t)= K?(f) K:(t) (tErl)Y 
where K:(t) E G[&B, Jr,)] and KF (t) can be extended to a matrix 
function K'(z) which is analytic in D:, and continuous in Df, u r, except, 
perhaps, z = co. The latter may be a pole of a finite order. KY(z) is 
invertible for all finite z E D:, (see [6, 11). 
Now construct the matrix function [K?(t)] -’ K2(t). It is obvious that 
det[KL (t)] ~ ’ K,(t) # 0 (t E r,), therefore it admits (relative to f,) the 
following representation 
with K’+ E G[L~;~,,(T,) and K?. E &,‘,,(r,). On the contour r3 we con- 
sider the matrix function [K\ KY ] -’ K, which admits the representation 
KY K: , and so on. Finally, the function [KY . . K”-- * ] ~ ’ K,, admits a 
standard factorization relative to the contour r,, 
[K! ... K+l]mml K,,=K”+(t)D(t)K?‘(t), 
where P!!(~)~GC~*(~dlnxn and D(t) = diag( P);= i Setting 
K’~ (t)= K’(t) ... K”m+(t)P+(t), (1.6) 
one obtains 
K,(f) = K+(t) D(t) f?(t), 
where K+(t) belongs to G[d,f,,(T)]. 
Introduce the matrix function Kp (t) by 
D-‘(t)[p+(t)]-’ [n;‘:; Ki_(r)lplK:(t) tgl-1 
Dpl(t)[P+(t)] -’ [KY l(t)] --’ K”,‘(t) ter,-z. (1.7) 
Dpl(t)[K”+(t)lpl P,‘(t) lET,-, 
C(t) ter, 
It is clear that K-(~)E G[dr$,.(r)], and factors K+(t) from (1.6) and (1.7) 
satisfy the equality (1.5) giving a left standard factorization of K(t) relative 
to I-. 
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2. FACTORIZATION OF TRIANGULAR PIECEWISE MATRIX FUNCTIONS 
Let B(t) be a lower n x n triangular piecewise matrix function from 
&‘, x Jr) defined by 
B(t) = B,(t) (tEr,, l=O, . ..) s- l), (2.1) 
where B,(t)= Ilb$(t)ll;,=, and b;.(t)=0 forj>i. 
In this section we explicitly express the factorization indices for piecewise 
triangular matrix functions given by (2.1). Also we present an algorithm for 
calculating the factors of this factorization. 
Denote by xi,/ the index (winding number) of @f)(t) with respect o the 
contour r, (i = 1, 2, . . . . n; I = 0, 1, . . . . s - 1). The following proposition holds: 
THEOREM 2.1. Let B(z)EG[J$..(I’)] b e a triangular matrix function of 
the form (2.1). Suppose that the diagonal entries of B(t) satisfy C;=,, 
(K;, I - K~+ ,,[) < 0. Then the middle factor in the factorization 
B(t)= B+(t) D(t) B-(t) 
has the form D(t) = diag(t”l, . . . . t”n), where vi = Cy:d IC;. , (i= 1, 2, . . . . n). 
Proof: Let us apply the algorithm of factorization piecewise matrix 
functions from Section 1 to factorize B(t). Starting with the matrix B,(t), 
defined on r, and using the Gohberg-Krein method of factorization 
triangular matrix functions relative to a simple Liapunov contour (see [2] 
and also Cl]), we obtain the following representation of B,(t) relative to 
the contour rl, 
B,(t) = B,(t) B:(t), 
where B:(t)= llb,!,f(t)ll~,=,, B;(t)= llb~,~(t)ll~j=1. Il~i,j(t-~~)~K’.Ill;~=,, 
bi,: (t) = 0 for j> i, b:,$ (t) are the terms of the factorization 
b,!i(t)=b;i+(t)(t-p,)-“C~‘b;,;(t) (i= 1, 2, . . . . n) 
and p, is an arbitrary point in “r,. Evidently, [B:(~)]“EG[~,~,JT~)] 
and B;(t)~d;~,Jr,). 
Now construct the matrix function defined on f, by 
C&(0-’ B,(t) 
[b~,]-‘b:,(f-~,)-“‘.’ 0 . . . 0 
* = [b:,]-‘b:,(t-~,)-s.I 0 
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It admits the representation 
[B;(t)]-’ Bz(f)=BF(t) B;(t). 
A similar argument gives 
B:(t)= llb:f(t)ll;j= I. Ilsi,jCb:i I-’ (t-Pl)““‘ll~~z 1 
B;(t)= Ilbf~(f)ll;j=l’ l16i,j(t-~LZ)-K”211;j=~, 
where 6:: (t) s 0 for j> i, b:F (t) are the factors of factorization of the 
functions 6: J 2 ), 
b:;(t)=b:t(t)(t-~~)~KI.*b:i(t) (i’ 1,2, . ..) n) 
and pL2 is an arbitrary point in D;2. 
Continuing in this way, we finally obtain the matrix function 
b(t) =[Iyj B;(t)]-- ’ B,(t), 
defined on r,. Obviously, 6, = fii: 6;;) where 
s- I 
6; =f$+, 6, = t- “‘q$- . n {[q-’ (t-p,)Klq (i = 1, 2, . ..) n). 
/= I 
In the same way one decomposes B(t) as b(t) = B,+(t) B;(t), where 
B,‘(t)= Il~,tr(t)ll;j=1, 
B,(t)= Il~z~j(t) t”‘ll;j= 1 . II~i,jt-“‘lI:,, 1 
and 6,Tj(t) = 0 for j > i. Here we use the notation 
vi = C Kj, I (j = 1, 2, . ..) n). 
I=0 
Now, let us rewrite B;(t) in the form 
B,(t)= D(t) B,(t), 
where D(t) = ll~i,~tY,II~j= 1 and 
B, = l16,Tj(t) tq- “‘II:,=, 
X lISj,jtpY’II;,=l> h,(t)Eo for j> i. 
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It is not hard to check that [B$ (t)] *’ belongs to the algebra &zX Jr,) 
and under the condition vi+ i $ vi the matrix functions [B;(t)] * ’ are from 
d,“(r,,). Using formulas (1.6) and (1.7), we complete the proof. 1 
3. THE GENERAL CASE 
The main aim of this section is to give an explicit expression for the fac- 
tors and factorization indices for some classes of matrix valued functions 
E(t) which are given by different expressions on different components of 
contour r. Namely, consider 
E(t) = A(t) B(t) (tE0, (3.1) 
where A(t) E d,f,,,(r) and B(t) is a piecewise triangular matrix function of 
the form (2.1). 
Let us introduce some additional notations. Let A” be the submatrix of 
A(t) lying in the i= 1,2, . . . . k rows and j= n -k, . . . . n - 1 columns. Thus 
Ak(t)= \lai~(t)ll~Z,~=u-,. By Ak(t) we denote the submatrix of A(t) whose 
entries lie in the first k rows and j = n -k + 1, . . . . n columns of A(t). It is 
clear that A”(t) = A(t). The notation lakl stands for the determinant of the 
corresponding matrix function. 
Denote by N, the number of all common zeros of functions 1 AI, 
la’l, . . . . IR”I (k = 0, . . . . n - 1) in the domain Df , each zero counted with its 
multiplicity, and N, . = 0, let d(t) be the greatest polynomial common 
divisor of all functions IAkl (k= 1, . . . . n) in Dp, and K,,, be the index 
(winding number) of b:,(t) with respect to the contour r, (i= 1, . . . . n; 
I = 0, . ..) s - 1). 
THEOREM 3.1. Let A(t)EG[~~,.(f)]n~cQI,‘,.(T); B(t)EsB,,,(T). Let 
IA”(t)/ (k = 1, 2, . . . . n- 1) do not vanish on D,+ u IY Assume that the indices 
of b!;(t) satisfy the inequalities 
s I 
1 (K~+,.,-K~,,)>N,-,-~N,+N~+, (i=1,2 ,..., n-l). 
I=0 
Then the partial indices of factorization E(t) := A(t) B(t) = E, DE- are 
j?i=Ni-,-Ni+C;:~~i,, (i=1,2,...,n) and E-(t) is of the following 
triangular form 
E-(t)= 
(Here and below * stands for a nonzero entry.) 
* 0 ... 0 0 
* * .'. 0 0 
. . . . . . . . : 
* * ... * 0 
* * . . . * t-N-ld(t) 
409/128/l-18 
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Proof: As in [ 111, we introduce the matrix function 
A;, ‘A - .‘, A;,‘A-’ no I .,. A”..’ A-l n--2,1 nm, A;;-j,A-’ 0 II I 
AK 2‘4 ~ I ,?m2 A;.y2Ap’ ,1 ~~ 2 A;:-;,A ’ b 0 
M(t)= . . . . . . . . . . . . . . . . . . . . . . . . . .I:. .*. . . . . . . . . 
A ;- ’ 0 0 0 0 
A ‘f.,, A;, A:: - 2,n Ai- I,n Akl 
where AT, is the minor associated with the entry uk,, of the matrix A”. 
One can easily check that det M(t) = 1, therefore [M(t)] * ’ E xI,‘~ Jr). 
By direct multiplication we obtain that 
1 0 0 “. 0 u,(t) 
* 1 0 “. 0 a,(t) 
&f(t) A(t)= . . . , . . . . . . . . . . . . . . . . . . . . . , 
* * * .‘. 1 a,,-- I(t) 
0 0 0 “. 0 47(t) 
where a,(t) = I‘w)l; ak(t) = CC1:: A:&) d~)lCA,-dt)l-’ = 
IA”(t)1 .[A,pk(t)lp’ (k= 1, 2, . . . . n- 1). 
In view of Lemma 1.1, the functions u,(t) admit the representations 
u,(t)=q+(t) P,(t)u,:(t) (i’ 1, 2, . ..) n), 
where Pi(t) is of the form (1.3). 
Denote by d;(t) the greatest common divisor of i+ 1 polynomials P,(t), 
P,(t), . . . . P,(t) (i= 1, . . . . n- 1) and let d,-,(t) :=d(t), d,,(t) :=P,(t), and 
d,,(t) = 1. Making use of the algorithm of triangularization from Section 1, 
we construct the matrix HE G[d,‘,,,(r)] such that T(t)= 
H(t) M(t) A(t) is triangular. We thus have t,l =u,(t)[dl(t)]-’ and tij= 
d,+,(t)[d,(t)lpl (i=2, . . . . n). 
Using Theorem 2.2 for the triangular piecewise matrix function 
T(t) . B(t) we get 
T(t) B(t) = T+(t) D(f) T-(t), 
where D(t) = diag( tBI, . . . . Pm) and pi = IV- r - Ni + C;sd ICY, ,. Setting 
E+(t)= [H(t)M(t)lp’ T+(t) and E_(t)= T(t), we complete the 
proof. 1 
Now we present a different version of Theorem 3.1. Let (ir, i,, . . . . i,) and 
(j, , j,, . . . . j,) be two permutations of (1, 2, . . . . n). Denote by Ak(t) the sub- 
matrix of A(t) lying in the rows indexed by (il, iz, . . . . ik) and in the columns 
indexed by (j, k, . . . . j, ~, ). 
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Let ak(t) be a submatrix of A(t) lying in (i,, . . . . ik) rows and 
(jn-/r+1, . ..v j,) columns. Denote by Nj the number of common zeros of 
IA(t)/, la’(z)l, . . . . [ai (i= 1,2, . . . . n- 1) in D,+ counted with their 
multiplicity. 
The following theorem describes the partial indices of the matrix 
function 
K(t) = A(t) 4th 
where 
d(t)=d,(t)=diag(l,..., 1, (t-p,)“, 1, . . . . 1) 
(tef,, l=l,2 ,..., s-l, ~,ED;,) 
d(t) = d,(t) = diag( 1, . . . . 1, t”, . . . . P) (tEr0) 
THEOREM 3.2. Let A(t)~G[~~,,,(T)]nr;4,:,,,(r). For any pair of 
sequences (iI, . . . . i,) and (j 1, . . . . j,,) assume that Ak(t) E G[d,+,JT)]. Zf 
c(jk - ajkm, > NkP, - 2N, + Nk + , (k = 2, . . . . n), ozln+, := ai,, then the middle 
factor of factorization of K( t) is D(t) = diag( t -“A); = , , where ,/lk = ujA + N, - 
N k- 1. 
The proof is similar to that of Theorem 3.1 and therefore is omitted. 
4. ON INVERTIBILITY OF SOME CLASSES OF 
SINGULAR INTEGRAL OPERATORS 
Let L;(T) (1 <p < co) be the customary Lebesque space on r of n- 
dimensional vectors. On L;(T) (1 <p < co) consider singular integral 
operator R defined by 
(Rq)(t) = [I- E(t)1 v(t) + [I+ E(t)1 ; j-5 dT (tE0, (4.1) 
where E(t) is a piecewise matrix function on r and the integral is 
understood in the Cauchy principal value sense. 
THEOREM 4.1. Let E(t) be of the form (3.1) and satsify the conditions of 
Theorem 3.1. Then 
s-1 
(1) dimKerR=N,_,+ 1 IC,,/ 
I=0 
(2) CodimImR=No-N,P,+ i ‘~‘Jc~,, 
k=l I=0 
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(3) The vectors 
a,,(t) 
q,(t)= 
. I 
: L 
s- 1 
an- I. At) d(t) 
a=O,l,..., N,-,+ c Ic,,-1 
I=0 ’ > 
1 + %n(t) 
form a basis for the subspace Ker R. In particular, the operator R is 
invertible from the left if and only if C;:d IC,, = --iv,_ i. If, in addition, 
I;= i C;:d ICY,, = N,-, - No, then R is invertible. 
The proof of this theorem is along the lines of Theorem 3.1 from [ 111 
and makes use of the following result. 
LEMMA 4.2. Let T be a singular integral operator in L;(T) ( 1 <p < CO) 
given by 
(Tq)(t)=((AZ+BS,)q)(t)=A(t)p(t)+$)~r~d~ 0 E ~2, (4.2) 
where A(t) and B(t) are piecewise matrix functions of dn x Jr). Let 
det[A(t)Ifr B(t)] not vanish on r. Then 
ind T= c ind,det[A(t)+ B(t)]-’ [A(t)- B(t)]. 
i=O 
(4.3) 
Formula (4.3) is a generalization of the well-known formula for the index 
of the singular integral operator (see [6, 151) in the piecewise matrix case. 
Proof: Define an isomorphism between the spaces L;(T) and 
cjz; 0 L:(Tj) (1 <P < CO) by 
v(t) - (cpr,(t), “‘> ‘pr, .,(t)). 
Then 
where 
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It is well known that the operator Tk,j (k#j) is compact (see [3], for 
instance). Now rewrite the operator T as 
0 T,, ... ToS+, T, 0 ... 0 
0 +.. T= T .ll T1,+ 1 0 T,, ... 0 
. . . . 
+ 
. . 
T s’l,I T,:,,, ... 6 b 0 ... Ts-I,,-, 
The first term is a compact operator and therefore 
ind T= ind(diag Tii);=i = c ind T,,. 
i=O 
Now, using ind T,,=ind,det[A(t)+B(t)]-’ [A(t)-B(t)] (see [3, 61) 
and from the fact that the index does not change by isomorphism, we 
obtain (4.3). This completes the proof. 1 
COROLLARY 4.3. If the piecewise matrix function T(t) satisfies the con- 
dition of Theorem 3.1, then Eq. (0.2) is solvable in closed form. 
The proof follows from Theorem 4.1 by using the formulas from Chap- 
ter VI of [12] or Chapter I in [lS] (see also [13]). 
5. RESULTANT OPERATOR FOR n ANALYTIC FUNCTIONS 
In this section we use the preceding results for constructing certain 
resultant operators. Note that some kinds of resultant operators have been 
studied in [4, 5, 8-l 11. More precisely, consider here a singular integral 
operator with piecewise matrix coefficients which can be referred to as a 
resultant operator for n given functions a,(z), . . . . a,(z) analytic in D,f . Sup- 
pose, for simplicity, that Df is n-connected domain. As above, Ni denote 
the number of all common distinct zeroes of a,(z), a,(z), . . . . a,(z) 
(i=O, 1, . . . . n - 1) in 0; (each zero is counted with its multiplicity). 
Introduce in Q(T) the operator R(a,, . . . . a,) as follows 
CNa,, . . . . 4) cpl(t) 
= CZ- E(t)1 cp(t) + [I+ E(f)1 ; s,s 6 
where 
E(t) = &(t) (tErk, k=O, 1, . . . . n- 1) 
(5.1) 
(5.2) 
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1 . . 0 0 o... a,(t) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
0 . . . 1 0 0 ... a,_,(t) 
EJt)= 0 . . . 0 (t-p/p 0 . . . %(t) > 
0 . . 0 0 1 ... a,+,(t) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
0 . . . 0 0 0 . . . Q(t) 
pk is an arbitrary point in D,,, and tlk are real numbers. 
THEOREM 5.1. Let ui(t)E&+(f) (i= 1, 2, . . . . n). Produce in L;(T) 
(1 <p < co) the operator R(u,, . . . . a,) dejiked above. Suppose that u,(t) # 0 
(tEr) and a,-aj+13Nj~1-2Nj+Nj+1 (j=1,2,...,n-1). Then the 
vectors 
tk 
d(t) 
(k=O, l)...) IV,-,-l), (5.3) 
where d(t) is the greatest polynomial common divisor of u,(z) (i= 1, . . . . n) in 
D,i, constitute a basis for the nullspuce of R(u,, . . . . a,). In particular, 
dim Ker R(u,, . . . . a,) = IV,_ 1. 
Proof. The matrix function E(t) can be obviously written in the form 
E(t) = A(t) 4th 
where 
1 0 ... 0 a,(t) 
0 1 ... 0 u*(t) 
A(t)=;;.; ; ) I 1 0 0 ... 1 q-l(t) 0 0 ... 0 U”(f) 
d(t) = dk(f) (tEfk, k=O, 1, . . . . n-l), 
and 
d,(t)=(l, . ..) 1, (t-/&p, 1, . ..) 1). 
Hence, A(t) satisfies the conditions of Theorem 2.1. Now use the 
Theorem 3.2, to complete the proof. 1 
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6. THE GENERALIZED BEZOUT IDENTITY 
In this section we look for an analytic solution in Df of the equation 
i a,(z) Xi(Z) = C(z), (6.1) 
i=l 
where a,(z) (i= 1, . . . . n) and C(z) are analytic functions in Df . 
Equation (6.1) is known as a generalized Bezout identity. 
Recall some notations. Denote by ET(t) the transposed matrix to E(t) 
given by (5.2) and let ET*(t), D(t), be its factors of factorization for 
uk 2 Nk- 1 - 2N, + Nk+ 1 (k = 1,2, . . . . n - 1) (Theorem 3.2), where Nk is the 
number of all common zeros of a,(z), a,(z), . . . . upil(z) in 0;’ (with its 
multiplicity). Finally, d(t) stands for the greatest common polynomial 
divisor of all functions a,(z) (i = 1, . . . . n) in D,+ , 
The condition of existence of solutions of the Bezout equation (6.1) is 
well known. 
Let us present here the existence of a solution to (6.1) with (n - 1) 
rational components and give the formula of this solution. 
THEOREM 6.1. Let a,(z) (i = 1,2, . . . . n), C(z) belong to d+(f) and a,(z) 
do not vanish on f. Then there exists a solution x(z) = (x,(z), x,(z), . . . . x,(z)) 
in STY,’ (r) of Eq. (6.1) such that 
xi=P,,(z)[z-p;]-yn, (6.2) 
where P,,(z) is a polynomial with deg P, < ui and ui 2 Ni-, - 2N, + Ni+ , 
(i = 1, 2, . ..) n- l), if and only if C(z)[d(z)]-’ belongs to d+(T). In this 
case the solution of (6.1) is given by the formula 
x(z) = [ET+(z)] PI ET-(~)D(~)g(?)m+p(Z) (6.3) 
T-Z 
where Pk,(Z) 
I? H p(z)= Pk..,(Z) 0 
Proof Equation (4.1) fs equivalent to the following boundary problem 
ET(t)X+(t)-X-(t)=g(t) (tEu (6.4) 
where A” (t) E &: (r). 
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Analysis of (6.4) shows that the first n - 1 entries of x(z) are of the 
form (6.2). The barrier problem (6.4) corresponds to the system of singular 
integral equations 
where 
f(t) = (0, . . . . 0, Cl + %(t)l C(t))‘. 
Since (see [ 151 the necessary and sufficient conditions for solvability 
of (6.5) are 
I rf(t) (~,c(t) d  = 0 (k=O, 1, . ..) N,-,- l), (6.6) 
where (P,J~) are all linear independent solutions of the adjoint 
homogeneous equation to (6.5), which are (5.3). Now from (6.6) and (5.3) 
we have 
I tT(t)[d(t)]-’ dt=O. I- (6.7) 
The relation (6.7) along with the results of Chapter 1 from [ 151 proves 
the theorem. 1 
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