Abstract. Most of the previous works in hand gesture recognition focus in increasing the accuracy and robustness of the systems, however little has been done to understand the context in which the gestures are performed, i.e, the same gesture could mean different things depending on the context and situation. Understanding the context may help to build more user-friendly and interactive systems. In this work, we used location information in order to contextualize the gestures. The system constantly identifies the location of the user so when he/she performs a gesture the system can perform an action based on this information.
Introduction
In recent years, people have been devising new ways to communicate and interact with machines, e.g., voice commands, touch screens, gestures, etc. Coupled with this, the use of devices with sensors like accelerometers, gyroscopes, magnetometers, among others, has increased rapidly. Examples of this devices are smartphones, smart watches [1], tablet pc's, fitness monitoring bracelets [2] , etc. In this work we focus on wearable sensors for gesture detection. Advantages of using wearable sensors over video cameras for gesture recognition are that they do not require a fixed infrastructure, their range is not limited to a particular area and they raise less privacy concerns. For the rest of this work, a hand gesture refers to the movement of the hand and the arm to form certain patterns. The difference with pure hand signals is that in this form of communication, the position of the fingers is relevant to identify the overall hand shape.
Most of the previous works in hand gesture recognition focus in increasing the accuracy and robustness of the systems, however little has been done to understand the context in which the gestures are performed, i.e, the same gesture could mean different things depending on the context and situation. Understanding the context may help to build more user-friendly and interactive systems. For example, a set of gestures {g 1 ...g n } may be used to turn on the lights in different locations inside a house. In this case the user would have to memorize a gesture for each light he would like to turn on. It may be more practical to have a single gesture to perform that action and let the system choose which light to turn on depending on the context of the person.
In this work, we used location information in order to contextualize the gestures. The system constantly identifies the location of the user so when he/she performs a gesture the system could perform an action based on this information. The user's location is identified using the on-range Access Points and their signal strength, the gestures are recognized using Dynamic Time Warping [3] . A smartphone was used to implement a prototype, and unlike other systems that send the information to a server to perform the computations, here, all the processing is made inside the smartphone.
The rest of this document is organized as follows: Section 2 presents the related work. In Sect. 3 we describe the sensing platform we used to collect the data and the data collection process for gestures and locations. Section 4 explains the architecture and design of the system. Section 5 describes the gesture recognition process. Section 6 presents the method we used to identify the user's location. Section 7 describes our experiments and results and finally in Sect. 8 we draw conclusions and propose the future work.
Related Work
In recent years, there have been several works in accelerometer based gesture recognition. Specifically, in [4] they used Bayesian classification and Dynamic Time Warping (DTW) to classify 4 gestures (circle, figure eight, square, star) achieving accuracies of 97% and 95% respectively. In [5] they proposed a Framebased Descriptor and multi-class Support Vector Machine approach with a recognition rate of 95.21% for 12 gestures in the user-dependent case and 89.29% in the user-independent case. They used a Wiimote 1 and the processing was made in a laptop. Akl and Valaee [6] used dynamic time warping, affinity propagation and compressive sensing achieving an accuracy of 99.79% for user-dependent recognition using 18 gestures. For the user-independent recognition, they achieved an accuracy of 96.89% for 8 gestures, however they asked the participants to keep the remote straight. We believe that with these recognition rates it is already possible to implement non critical real world systems for home automation, entertainment, appliance control, etc. There is also a recent work called WiSee [7] in which they used wireless signals such as Wifi to perform the recognition so the user does not need to carry any type of device. Kühnel et al. [8] did a very complete work about gesture recognition for controlling home appliances. They conduct a survey and found that the majority of the respondents liked the idea of controlling appliances with gestures. Also, the majority answered that they would prefer a predefined set of gestures that they could adjust instead of designing their own. Their implementation was made on a smartphone that includes a user interface to select the devices. They also conducted experiments to find a good gesture vocabulary and studied their memorability. This work differs from the above mentioned in the sense that we are also taking context into account in order to perform an appropiate action based on the detected gesture.
Sensing Platform
An LG Optimus Me smartphone was used to collect the accelerometer and Wifi data. This smartphone has a STMicroelectronics triaxial accelerometer. It returns the acceleration value for each of the axes (x,y,z). Its maximum range is ±19.60m/s 2 . The x-axis runs parallel to the width of the smartphone, the y-axis parallel to the height of the phone and the z-axis perpendicular to its face (see Fig. 1 ). 
Data collection
Gestures. First, we collected the data for 10 different gestures (triangle, square, circle, a, b, c, 1, 2, 3, 4) from 10 persons. We did not instruct the participants to hold the cellphone in any particular manner. These gestures were selected because they encompass three groups of interest: shapes, letters and digits and this is a first attempt to the recognition of the entire set of letters from the english alphabet, the set of decimal digits and a larger set of shapes in a continuous manner(i.e, being able to recognize a sequence of letters and digits to form words and numbers which will be left for future work). Each person performed 5 repetitions of each of the gestures. The sampling rate was set at 50 Hz. To record a gesture the user presses the phone screen with the thumb, performs the gesture and stops pressing the screen. At the end of the process each gesture is represented by the accelerations in each of the three axes (Figure 2) .
Locations. The data collection process consisted of generating several instances for every room we want to recognize. To generate one instance we scan the room and record the BSSID (Basic Service Set Identifier) and signal strengths of the detected Access Points, then we perform two more scans with a delay of 500 ms between the scans. The reason behind doing several scans is because in [9] they observed that sometimes one or more Access Points may not be detected because limited sensitivity of the hardware and/or long beacon interval of some Access Points. Each instance has a List L in which each element is a pair bssid, signal strength where signal strength is the mean signal strength of the 3 scans for that specific BSSID. For each location, we collected 3-4 minutes of data.
System Design
The overall system architecture is illustrated in Fig. 3 and consists of four main components: the cellphone application, a Ninja Block 2 , Ninja Blocks REST API and the actuators. The cellphone application has three modules: Gestures, Location and Inference. The functioning of the first two modules is explained in Sections 5 and 6, respectively. The Inference module is made up of simple conditional rules. For future work we intend to replace it with some type of probabilistic inference method. Once the user performs a hand gesture, the Inference module uses this information along with the current location to select an action, e.g, turn on the lights, activate an alarm, etc. The action is sent in the form of a command to the Ninja Blocks REST API which in turn sends it to the Ninja Block and finally it activates the corresponding actuators. A Ninja Block is a hardware box that makes it easy to build applications that talk to hardware. A video of the prototype is available at http://youtu.be/47-35YmimN4.
The Gesture Recognition Process
Every time a gesture is performed the phone may be rotated in a slightly different way. To account for variations of this type we compute the magnitude of the three accelerations in order to work in just one dimension. where a x (t), a y (t) and a z (t) are the accelerations at time t.
We will call the query instance Q the gesture we want to recognize and a reference instance R a gesture from the training set of which we know its true class. We used Dynamic Time Warping (DTW) [3] to compute the dissimilarity between the query instance Q and every reference instance R from the training set and return the statistical mode of the k least dissimilar reference instances' class as the predicted gesture. DTW is a method that finds an optimal match between two given time-dependent sequences. It also computes the dissimilarity between those sequences, i.e, if the sequences are the same the dissimilarity will be 0. Let X = (x 1 , x 2 , ..., x Tx ) and Y = (y 1 , y 2 , ..., y Ty ) be two sequences where x i and y i are vectors; d(i x , i y ) the dissimilarity between vectors x i and y i ; φ x and φ y are the warping functions that relate i x and i y to a common axis k:
Thus the global dissimilarity is:
and the problem consists of finding the warping functions that minimize Eq. (4), that is:
which can be solved efficiently using dynamic programming. Figure 4 shows the alignment produced by DTW for two triangle gestures with a resulting absolute dissimilarity of 87.30. For the prototype, we used Stan's approximate DTW algorithm implementation [10] which has linear time and space complexity unlike the exact method which has quadratic complexity. 
The Location Identification Process
The number of Wifi Access Points around the world has increased significantly in the last years. They are installed in many places such as restaurants, hotels, schools, parks, airports, etc. Since every Access Point has a unique identifier namely, the BSSID (Basic Service Set Identifier), it is possible to use this information along with the signal strength for localization and tracking purposes [11, 12, 13] . In this work we are not focused in computing the absolute or relative location (coordinates on a plane) of the user. Instead, we want to know in which of the n rooms that compose the house or apartment the user is in so this can be seen as a classification problem. Since we do not need the exact coordinates, we can take advantage of the existing Wifi Access Points without any further configuration, i.e., we do not need to know the location of each Access Point.
Once a query instance is generated (as described in Section 3.1), the classification is done using K-Nearest Neighbors with k = 3 and distance function d(q, r) = j(q, r) + s(q, r) where q is the query and r is a reference instance from the training set.
where the function L returns the list of access points of the specified instance. Eq. (6) is known as the Jaccard distance [14] .
where α = abs(SD(q, r) − SD(r, q)) and SD(p1, p2) is a function that returns the standard deviation of the signal strength of all access points of p1 that are also in p2.
Experiments and Results
In this section, we describe the hand gesture recognition experiments and results and then, the location experiments and results.
Hand Gestures Experiments and Results
Two types of tests which are common for validating the accuracy of gesture recognition systems were performed: user-dependent case and user-independent case. The former consists of evaluating the recognition accuracy by training and testing the system with data from the same user. The latter consists of testing the system with data from the user to be evaluated and training the system with data from all other users. The recognition accuracy for each of the persons was evaluated using leave-one-out cross validation [15] for the user-dependent case (Table 1) . For testing the user-independent case, leave-one-person-out cross validation [5] was used. The average accuracy for the user-dependent case was 93.8% and for the user-independent case it was 78.4%. Figure 5 shows the confusion matrix for both, the user-dependent and user-independent case. In matrix (a) we can see that shape 'a' was confused 4 times with a circle, 2 times with shape 'b', 1 with 'triangle', 1 with '3' and 1 with '2'. 
Location Experiments and Results
The location recognition was tested in 4 different scenarios; two apartments and two houses. In each scenario different locations were chosen to be recognized. For example, Fig. 6 shows the layout of the third floor of an apartments building. It shows 3 of the 4 tested locations (The lobby is not shown. It is at the same level of bedroom A but in the first floor.) The locations were chosen to be very close to each other. The experiments consisted of collecting the in range Access Points BSSID and signal strength. For each location the samples were collected for 3-4 minutes. The tests were performed using 10-fold cross validation on each of the scenarios. Table 2 shows the achieved accuracy and the number of locations for each scenario.
The expected combined accuracy (gesture + location) is the product of the two independent accuracies. Thus, for the user-dependent case it is 88.7% and for the user-independent case it is 74.2% however, more robust tests and experiments must be designed in order to conveniently evaluate the contribution of the context and the interactivity of the system in more scenarios which will be left as future work.
Conclusions and Future Work
In this work it was shown how contextual information can be used along with the gesture recognition process to build a more user friendly and interactive system. The contextual information consisted of the user's location. A working prototype was implemented using a smartphone. Unlike other systems, all the computation is performed by the smartphone instead of delegating it to an external server. The main contribution of this work was that the gestures were recognized within a location context. This enables the system to be context-aware and thus more interactive and user friendly. For future work we plan to include more information about the context, e.g, time of the day, temperature, historical data of the user's activities, etc. We also plan to use a probabilistic graphical model as inference engine instead of simple conditional rules.
