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The detection and analysis of epileptiform spikes is of major importance for the presurgical evaluation of epilepsy patients 
concerning the localization of the epileptogenic zone. To examine the reliability of automatic spike detection software for 
intracranial subdural strip and intrahippocampal depth recordings, the results of two algorithms were compared with those of 
two human reviewers. The first is a newly developed two-stage algorithm whose first stage uses the enhanced prediction error 
of an updating linear predictor of the electrocorticogram (ECoG) to select candidates for the following mimetic rule-based 
system. The second system is the well-known rule-based algorithm developed by Gotman. Both systems achieved only a 
surprisingly small number of common detections (32 and 24%) accompanied by a high number of false detections (65 and 
78%). Though the results were better for the first system, the clinical use of the automatic spike detection systems hould 
be limited to the following purposes. 1. To achieve data reduction before visual inspection of the spike candidates. 2. To 
get an overview of the spatial distribution of spike counts. 3. To obtain a data basis for the analysis of quantitative spike 
parameters. 
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INTRODUCTION 
It is generally accepted that the registration of epilep- 
tiform spikes gives important information for the de- 
lineation of the epileptogenic zone 2, though to date 
the determination of the seizure-onset zone is the 
gold standard for presurgical ocalization. To cap- 
ture seizures, long time recordings over several days 
are often necessary. Since these recordings cannot be 
completely visually reviewed in a reasonable amount 
of time, computer algorithms were developed for the 
automatic detection of seizures and spikes. Spike de- 
tection systems provide quantitative parameters like 
spike rates at different recording sites, mean spike 
amplitudes, spike durations and temporal variances 
of spike discharge rates. This information contributes 
to the localization and delineation of the epilepto- 
genic zone and as long as it agrees with other findings 
of the presurgical work-up, it can probably reduce 
the necessity to record numerous eizures. However, 
the accuracy of automated spike detection systems is, 
to date, still regarded as not sufficient (see Ktonas 3 
for a comprehensive overview of different methods). 
Algorithms developed so far consist of rule-based 
systems 1'4-6 which use criteria such as amplitude and 
slope of the signal, others use the prediction error of a 
linear predictor of the electroencephalogram (EEG) 7, 
artificial neural networks 8-1° and recently the wavelet 
transformation of the EEG I1 
In this study a spike detection algorithm (2SSD) 
is introduced that uses two stages to separate spikes 
from the background electrocorticogram (ECoG). The 
first stage consists of a linear predictor that is based 
on an updating autoregressive linear model of the 
ECoG. The prediction error is increased when non- 
stationary patterns, i.e. spikes, occur that are not well 
represented by the model. This procedure assumes 
that spikes can be better separated from the back- 
ground ECoG by the residual signal of the linear pre- 
dictor than from the original signal. To separate spikes 
from other rare patterns, during a second stage a rule- 
based system performs a mimetic analysis. Using this 
novel combination superior esults are expected com- 
pared with systems using either one of the detection 
methods. Using records obtained from patients by in- 
tracranial electrodes during presurgical evaluation of 
pharmacoreisistant epilepsy, we ascertained the algo- 
rithm with ECoG segments by the comparison of the 
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results of two human reviewers. In addition, the same 
data sets were presented to the standard rule-based 
detection algorithm by Gotman to obtain the perfor- 
mance of a well-known and widely used spike de- 
tection system. As recordings from intracranial elec- 
trodes are almost free from artefacts (e.g. eye blinks) 
or muscle activity (EMG) many problems that occur 
during an automatic pattern-recognition a alysis of 
scalp-derived EEG are not present. However, due to 
the high variability of the morphology of intracranial 
recorded spikes, as well as due to other signal pat- 
terns, the relevance of which is not completely eval- 
uated up to now 2" 12 the problem remains ignificant. 
METHODS 
Patients and data acquisition 
Electrocorticogram segments of 7 patients with phar- 
macoresistant epilepsy (6 patients with temporal lobe 
epilepsy, 1 patient with occipital obe epilepsy) were 
analysed. The average age of the two female and five 
male patients was 35 4- 11 years with a range of 26- 
53 years. The average duration of their epilepsy was 
24 4- 10 years with a range of 12-39 years. A left 
temporal seizures origin was found in three patients, 
a right temporal seizure origin in three patients and a 
seizure origin in the left occipital obe near a caver- 
noma in one patient. All patients underwent epilepsy 
surgery and the site of the epileptogenic zone was 
confirmed by the outcome. Hippocampal pathology 
with signs of atrophy and varying degrees of sclerosis 
were found in five patients and one had an additional 
heterotopia. One patient with temporal lobe epilepsy 
had a grade I ganglioglioma without hippocampal l- 
terations. Apart from isolated auras in one patient, 
all the other patients have been seizure free during a 
postoperative follow-up of more than 2 years. 
Since the localization of the primary epilepto- 
genic area could not be accomplished by means of 
non-invasive EEG recordings the ECoG was recorded 
under video control using chronically implanted 
subdural and intrahippocampal electrodes. The diag- 
nostic work-up followed the Bonn protocol of presur- 
gical evaluation t3. Stainless-steel subdural electrode 
contacts of 2.5 mm diameter with an intercontact 
distance of 10 mm or 15 mm depending on their 
cortical localization were used. All patients had ad- 
ditionally bilateral silastic depth electrodes I mm 
thick implanted stereotactically via the longitudinal 
axis of the hippocampal formation using an occipi- 
tal approach j3. Each electrode carried 10 cylindrical 
contacts of nickel-chromium alloy with a length of 
2.5 mm and an intercontact distance of 4 mm. After 
implantation, correct electrode placement was verified 
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using x-ray computed tomography (CT) and magnetic 
resonance imaging (MRI) scans. 
Using a 32-channel amplifier system with band- 
pass filter settings of 0.53-85 Hz (12 dB/oct.) ECoG 
signals were recorded using an average common ref- 
erence. The ECoG signals were A/D converted with 
a resolution of 12 bit using a sampling rate of 173 Hz 
and stored on a hard disk and afterwards transferred 
to a WORM disk for further analysis. 
Spike detection by a reviewer 
In order to obtain a reference for the quality of the 
spike detection algorithms the selected ECoG seg- 
ments were presented to two experienced EEG tech- 
nicians on a high-quality data monitor in two sessions 
with either the first or the second group of 16 chan- 
nels. The reviewer had to mark spikes with a cursor. 
Thus, the channel and the sample point of the max- 
imum of a spike were stored in a file used for com- 
parisons with automatic spike detection algorithms. 
Spike detection by the rule-based systems of 
Gotman 
The algorithm for the Gotman spike detection (GSD) 
is described in Gotman and Gloor I and has been eval- 
uated in several studies 14" 15. We used the implemen- 
tation in the Monitor V6.0 software package. First the 
algorithm simplifies the raw EEG signals into half- 
waves, then the amplitudes of the half-waves are com- 
pared with an average background amplitude of the 
preceding EEG. If an adjustable threshold is exceeded 
a first criterion for a spike is met~ In the following 
stages additional rules, based on the sharpness of the 
signal and the duration of the half-waves, have to be 
fulfilled. If bipolar montages are used a phase rever- 
sal between eighbouring channels increases the pos- 
sibility of a spike. Besides EEG segments containing 
possible spikes, quantified parameters of each spike 
are stored in a separate file. The channel and the time 
of the spike event recorded in this file were used to 
compare the results with those obtained by the EEG 
reviewer and by the two-stage detection algorithm. 
In order to analyse the ECoG segments stored on the 
WORM disk, they were D/A converted in a referen- 
tial montage and redigitized using an A/D converter 
that was integrated in the Monitor software package 
(sampling rate 200 Hz, resolution 12 bit). The result- 
ing inaccuracies concerning the duration, amplitude 
and sharpness of waves were assumed to be of no 
importance for the comparisons of the algorithms. 
In the present study the adjustable amplitude thresh- 
old between possible spikes and the background was 
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varied from 2 to 20 in steps of two. For the final 
comparison the thresholds yielding the most similar 
number of spikes to those identified by the human 
reviewers were taken into account. By this procedure 
a nearly optimal value of the performance of the sys- 
tem was achieved. To obtain comparable results in 
clinical operation a parameter optimization would be 
necessary for each patient in preliminary individual 
supervised test runs of the detection system. 
Spike detection stage I: prediction error 
The first stage of the 2SSD uses an inverse-filtered 
version of the ECoG to obtain a higher discrimination 
between spikes and the background ECoG. The use 
of an inverse filter for spike detection was proposed 
by Lopes de Silva et al. 7. These authors used a lin- 
ear autoregressive model of the EEG to describe the 
background activity. If the number of spikes is con- 
siderably small, spikes are not well represented by the 
model. Using this model for a linear prediction of the 
next ECoG sample the prediction error will increase 
if a spike occurs. A linear autoregressive model de- 
scribes a signal as follows: 
L 
y~ aiy(t - i) + e(t), y(t) 
i=1  
where y(t) denotes the signal amplitude at a given 
time instant t, L the order of the model, ai(i = 
I . . . .  L) the coefficients of the model, and e(t) is 
a white noise with zero mean. Estimating the order 
of the model without a priori knowledge about the 
underlying process is difficult to perform, though sev- 
eral criteria have been developed for this purpose. 
Here, order estimations based on the final prediction 
error j6 were carried out for several selected ECoG 
epochs yielding a flat minimum in the range between 
5 and 20. This is in line with Lopes da Silva et al. 7 
proposing a model order of 15. Since it is not the 
aim of this study to achieve a correct description of 
the processes underlying the ECoG signal, a model 
order of 10 was used to reduce the computational 
load. The determination of the model coefficients ai 
by the Yule-Walker equation is well known 16. Since 
the ECoG has to be assumed as a non-stationary sig- 
nal the parameters were adapted every 4 seconds in 
the following way: 
(ai q- a io ld*0 .5 )  
a /new = 
1.5 
The prediction error d(t) is then determined as fol- 
lows: 
L 
d(t) = y(t) - ~(t) = y(t) - -  ~ainewy( t  i). 
i=1  
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To achieve only positive values and a smooth func- 
tion the prediction error was squared and averaged 
over 10 data points, thus yielding a rough estimate 
of the signal power to be detected. The ratio between 
the signal power and the noise power, defined as the 
squared and averaged prediction error over 692 data 
points (i.e. 4 seconds ECoG) had to exceed a certain 
threshold value (i.e. signal/noise ratio) to indicate a 
possible spike. In order to analyse the influence of this 
threshold on the first and second stage of the detec- 
tion system, a variation in the range 2.0-10.0 with an 
increment of 1.0 was performed. For the final compar- 
ison of the detection systems with a human reviewer 
a fixed threshold was used, which was determined 
by the data sets of all patients. In order to achieve a 
good performance the following requirements had to 
be fulfilled: 
1. At least 80% of the spikes had to pass stage 1. 
2. A considerable reduction of spike candidates 
that are presented to the second stage of the 
system had to be achieved. 
3. The number of false-positive detections of the 
whole system (stages 1 and 2) should be sub- 
stantially decreased uring stage one. 
The fulfillment of these conditions was proven us- 
ing the spike detections of reviewer I. Though it is 
uncommon in the evaluation of pattern-recognition 
algorithms to use a threshold for testing the system 
that is not determined by an independent data set, it 
seems to be justified, as it was aimed to achieve a 
nearly optimal performance of the systems. 
Spike detection stage I1: rule-based system 
The second stage consists of a mimetic approach that 
introduces the following criteria for the detection of 
a spike (amplitude values in quantization steps of the 
A/D converter): 
(a) duration of the inclining part of the spike (mini- 
mum to maximum): < 100 ms, 
(b) duration of the declining part of the spike (maxi- 
mum to minimum): < 120 ms. 
(c) (amplitude difference between maximum and pre- 
ceding minimum)/(duration f the inclining part): 
> 7.5/ms, 
(d) (amplitude difference between maximum and fol- 
lowing minimum)/(duration of the declining part): 
< -5.0/ms, 
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(e) second derivative at the peak: > -0 .3 /ms  2, 
(f) (duration of the declining part of the 
spike)/(duration of inclining part of the spike): 
> 1.1517. 
The above values were derived from previous expe- 
riences with the algorithm and were kept constant 
for all patients in this study though the software al- 
lows an individual adjustment of these values. The 
thresholds for the duration of the spike exceed the 
standard value of 70 ms 18. However, in combina- 
tion with the other criteria a good separation from 
other ECoG patterns can be obtained. Since record- 
ings of hippocampal depth electrodes contain wave- 
forms which are very similar to spikes but have their 
maximum with positive polarity 19 the detection sys- 
tem presents the ECoG in both the normal polarity 
as well as in inverse polarity to the second stage of 
the detection system for depth-electrode r cordings. 
For each spike all values that were used in the second 
stage of the detection system are stored in a file along 
with the channel and the time of the maximum of the 
spike. These values are used for further quantitative 
spike analyses. 
RESULTS 
Human reviewer 
The number of spikes marked by the two human 
reviewers is shown in Table 1. The total number 
of spikes was 2460 for reviewer I and 2199 for re- 
viewer II. The number of common marked spikes 
was 939. In order to evaluate the distribution of com- 
mon marked spikes with respect o different recording 
Table 1: Comparison of the number of spikes marked by two 
human reviewers. 
Patient Duration of Visual Visual Common 
ID ECoG detections detections detections 
segment reviewer reviewer 
(min) I II 
I 15 338 409 101 
2 20 759 430 167 
3 16 236 327 176 
4 15 367 242 160 
5 20 441 299 187 
6 30 75 246 55 
7 20 244 246 93 
All 
patients 136 2460 2199 939 
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Fig. 1 : Inter-rater comparison of marked spikes and common 
detected spikes for the spike region (52 channels) and other 
channels (166 channels). 
sites all channels were subdivided into two separate 
groups. Channels were defined as belonging to the 
spike region, when at least 5 spikes were identified 
in this channel by reviewer I during the whole ECoG 
segment of a patient. All other channels are summa- 
rized as a second group. Figure 1 exhibits that the 
majority of marked spikes belong to channels of the 
above-defined spike region and that almost 90% of 
the spikes marked by reviewer II belong to the same 
channels. 
Automatic detection systems 
The influence of the threshold of the prediction error 
during the first stage of the detection system is pre- 
sented in Fig. 2(a) exhibits the percentage of spikes 
that are recognized by the first stage of the detection 
system compared to the human reviewer for the indi- 
vidual patients. Up to a threshold of 5.0 nearly 80% 
of the spikes are detected. A relevant reduction of the 
number of candidates which are presented to the sec- 
ond stage of the detection system was. achieved by a 
threshold greater than 4.0 (Fig. 2(b)). The influence 
of the threshold of the prediction error to the whole 
detection system is presented in Fig 2(c) and (d). The 
range of common detections varied between 20 and 
60% for the individual patients. There was almost no 
reduction of the common detections by an increasing 
threshold during stage I. Only a small reduction of 
false-positive detections with an increased threshold 
during stage 1 was found in five patients (Fig. 2(d)). 
However, pt nos 6 and 7 showed a relevant decrease 
of false-positive detections with an increasing thresh- 
old. Figure 3 presents a typical example of the ECoG 
of pt no 6. Rhythmic waveforms with steep slopes, 
short duration and a sharp peak would have passed 
through the rule-based system of the 2SSD as spikes 
but can be assigned to the background by a high 
threshold of stage i. This indicates that a convenient 
selection of the threshold during stage 1 does not 
only reduce the number of possible spikes that are 
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Fig. 2: Dependence of the 2SSD on the threshold (in arbitrary units) of stage 1 for the individual patients (pt no. 6: dotted line, 
pt no. 7: dashed line). (a) Percentage of common detections between the two-stage detection system after stage 1 and reviewer I, 
(b) number of detections (x 1000) by stage 1, which are proposed to the second stage, (c) common detections between the 2SDD 
and reviewer I, (d) false-positive detections of the 2SSD compared with reviewer I. The reduction of false detections of pt nos 6 
and 7 are similar for the comparison with reviewer I1. 
Table 2: Comparison of the spike detection between the two human reviewers' and the 2SSD. The percentage of common 
detections is referred to the number of visual detections, the percentage of false-positive detections to the number of total 
detections by the automatic system. 
2SSD 
Patient ID Reviewer I Reviewer II
Total Common False-positive Common False-positive 
number of detections detections detections detections 
detections (rel. %) (rel. %) (rel. %) (rel. %) 
1 197 22.2 62.0 21.0 71.7 
2 457 20.0 66.7 26.0 75.4 
3 215 50.4 "44.7 39.1 40.5 
4 150 28.7 29.3 33.5 45.6 
5 305 44.9 64.9 45.8 54.8 
6 I 13 44.7 69.9 14.2 69.0 
7 537 57.0 74. I 45.9 78.8 
All patients 1974 33.5 62.9 31.5 66.0 
presented to the second stage of the detection sys- 
tem, but it also reduces the number of false-positive 
detections of the complete detection system. Accord- 
ing to the above-defined requirements these findings 
lead to a threshold value of 5.0 of stage 1 for the final 
comparison of the detection system. 
The results for the comparison between both spike 
detection algorithms and the human reviewer are 
given in Tables 2 and 3. In relation to the findings 
of the human reviewers the percentage of common 
detections for all patients were 33.5% (reviewer I) 
and 31.5% (reviewer II) for the 2SSD, and 23.0% (re- 
viewer I) and 25.1% (reviewer II) for the GSD. False- 
positive detections amounted to 62.9% (reviewer I) 
and 66.0% (reviewer II) of the 2SSD, and 79.6% (re- 
viewer I) and 75.9% (reviewer II) of the GSD. 
Figure 4 presents common and false detections in 
relation to the above-defined spike region. Figure 4(a) 
and (b) emphasizes again the relative small number of 
common detections of the automatic systems. How- 
ever, Fig. 4(c) and (d) demonstrates that the false 
detections are not randomly distributed. For both de- 
tection algorithms the number of false detections in 
the spike region is a multiple of the number of de- 
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Fig. 3: The electrocortieogram example of pt no. 6. False detections that are reduced by an increasing threshold of stage 1 of the 
2SSD are attributed tothe rhythmically occurring actiVity in channel 10 (black triangles). 
Table 3: Compariso n of the spike detection between the two human reyiewers and the GSD. The percentage of Common 
detections refers tothe number of Visual detections, the percentage of false-positive detections to the number of total deteCtiOnS 
by the autemat!c system. The amplitude threshold of the GSD is adjusted for both reviewers individually. 
GSD 
Patient 1-19 Reviewer I Reviewer II 
Amplitude Total Common False-p0sitive Amplitude Total Common False-positive 
threshold number of  detections detections threshold number of  detections detections 
detections (tel. %) (tel. %) detections (re!. %) (rel, %) 
I 6 539 37:9 76.3 6 539 38.4 70.9 
2 8 590 6.6 91.5 I0 283 10.2 84.5 
3 6 244 22,9 77.9 6 244 23.2 68.9 
4 4 589 36.5 77.3 6 247 37.2 63;6 
5 6 436 33:8 65.8 6 436 39.5 72.9 
6 8 124 4.0 9Z5 6 322 6.1 95.4 
7 10 2[3 19~3 8018 10 2[9 21.1 76.3 
All patients 2735 23~0 79.6 2290 25.1 75:9 
tections in the other channels though the spike region 
consists of less than a quarter of the complete num- 
ber of channels. These results are consistent for the 
comparisons to both human reviewers. 
DISCUSSION 
Two different spike detection algorithms were eval- 
uated using ECoG segments from epilepsy patients 
during presurgical evaluation. Our algorithm, con. 
sisting of a 2SSD, was Compared to the we!l-known 
algorithm of Gotman (GSD)and to two human re- 
Viewers. The comparison of the spikes marked by 
the two reviewers showed agreement for less than 
half of  the detected spikes. In order to evaluate the 
distribution Of detections at different recording sites, 
two groups of channels were defined. The first group 
called spike region was formed by those channels 
exhibiting at least five spikes in the recorded data, 
while all other channels were summarized as the 
second nonfocal group. It was shown that for both 
reviewers the vast majority of spikes was detected: in 
this spike region. This finding as well as the nearly 
identical number of  marked spikes for both review: 
ers give hints that the poor agreement between the 
reviewers is not Caused by negligence or an uncom- 
mon interpretation of the definition of spikes by one 
of them, :but rather by a very complex individually 
adopted system of criteria, This is :supported by the 
results of the comparison of the automatic detection 
systems and the reviewers, which are independently 
very similar even for the individual patients. 
The comparison between the automatic Systems and 
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Fig. 4: (a) Visual detections (reviewer I) and common detections by both systems (2SSD and GSD), (b) same as (a) but for 
reviewer II, (c) false-positive detections by the 2SSD and GSD in relation to reviewer i, (d) same as (c) but for reviewer I1. 
the reviewers howed a better performance for the 
2SSD than for the GSD. The higher number of com- 
mon detections can possibly be explained by a better 
separation of spikes from the background ECoG due 
to the inverse filtering. The substantially smaller num- 
ber of false detections of the 2SSD algorithm can be 
attributed to the higher number of adjustable param- 
eters that are involved as compared with the GSD. 
Besides indicating ahigher accuracy the smaller num- 
ber of false detections by the 2SSD saves time, when 
proposing possible spikes to a visual analysis. 
With respect o the spike region the performance 
concerning common detections between the algo- 
rithms and the human reviewers was poor. However, 
also the majority of false detections were found in 
these channels. This indicates a great number of 
events which are questionable spikes. This finding 
is in line with the inter-rater comparison. If this as- 
sumption proves true it would be helpful to introduce 
categories like secure spikes and probable spikes to 
achieve a higher concordance between the human 
reviewers and also to the automatic spike detection 
algorithms. Our results indicate that the automatic 
spike detection algorithms are able to reliably reveal 
recording sites belonging to the spike region. 
The estimations of the accuracy of both systems 
has to be assumed to be even too optimistic, as the 
parameters of the detection systems were optimized 
making use of the knowledge of the human reviewer. 
Thus, for clinical practice, test runs with subsequent 
parameter adjustment would have to be performed 
for the individual patients in order to achieve results, 
that compare to those reported in this study. 
The results of the application of artificial neural net- 
works for spike detection in scalp derived EEG seems 
to be promising and adjustable to the interpretation f
the individual reviewer 8q° but are not evaluated for 
ECoG signals by now. The wavelet transformation 
for spike detection has been published only for small 
data segments 11 and bears an extensive valuation. 
Algorithms that introduce context criteria like sleep, 
active wakefulness, quiet wakefulness, desynchro- 
nized EEG 5'6 seem to be helpful in scalp-derived 
EEG. However, for ECoG recordings criteria for the 
morphology of spikes and the background ECoG de- 
pending on the state of the patient and the localization 
of the electrode contacts, which would improve the 
performance of automatic detection algorithms, are 
not well established yet. An extensive investigation 
of the morphology of ECoG spikes and waveforms of 
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similar shape concerning their clinical relevance for 
the presurgical evaluation should thus be encouraged. 
Apart from achieving insights into those problems of 
major clinical relevance, new criteria for the auto- 
matic spike detection may be determined. 
To summarize, results of automatic spike detec- 
tion algorithms have to be judged carefully even 
when ECoG recordings are used that are almost free 
from artefacts. Nevertheless they form a data basis 
for further quantitative analysis of interictal spikes 
and provide an overview of the distribution of spike 
frequency at different recording sites. 
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