We present a method for the computer-aided histopathological grading of follicular lymphoma (FL) images based on a multi-scale feature analysis. We analyze FL images using cell-graphs to characterize the structural organization of the cells in tissues. Cell-graphs represent histopathological images with undirected and unweighted graphs wherein the cytological components constitute the graph nodes and the approximate adjacencies of the components are represented with edges. Using the features extracted from nuclei-and cytoplasm-based cell-graphs, a classifier defines the grading of the follicular lymphoma images. The performance of this system is comparable to that of our recently developed system that characterizes higher-level semantic description of tissues using model-based intermediate representation (MBIR) and color-textural analysis. When tested with three different classifiers, the combination of cell-graph based features with the MBIR and color-textural features followed by a multi-scale feature selection is shown to achieve considerably higher classification accuracies than any set of these feature sets can achieve separately.
INTRODUCTION
Follicular lymphoma (FL) is a cancer of the lymphoid system that is caused by the abnormal growth of the lymphocytes-a type of white blood cells. Although patients with indolent FL typically live for many decades with minimal or no treatment, patients with aggressive FL have short survival if not treated appropriately at early stages.
Conventional diagnosis of FL is based on specific morphologic, immunophenotypic, and cytogenetic findings in lymph node/tissue biopsy specimens. Currently, the most commonly used FL risk stratification method is histological grading system adopted by the World Health Organization. 1 In this system, pathologists manually count large malignant cells called centroblasts (CB) in ten representative microscopic regions called high power fields (HPF) (a standard HPF is defined as 0.159mm 2 under 40X objective and 18mm field of view 1 ) of hematoxilin and eosin (H&E) stained tissue section(s) under microscope and classify the biopsy into one of the three histological grades according to the average centroblast count per HPF. Grades I (0-5 CB/HPF) and II (6-15 CB/HPF) are considered low risk categories while grade III (>15CB/HPF) is considered a high risk category. Subjectivity and variability of manual grading affect the accuracy of diagnosis and success of the treatment.
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Therefore, there is a significant demand for robust quantitative methods that enable more objective and accurate prognosis of FL. Development of quantitative tools for histopathological image analysis and classification are rapidly expanding fields that constitute a great potential for improving diagnostic accuracy. 5, 6 In this paper, we propose a method for the computer-aided grading of follicular lymphoma in histopathological images. Our method is based on analyzing the structural organization of the nuclei and cytoplasm components in these images using cell-graphs. Cell-graphs exploit graph theory to represent histopathological images with undirected and unweighted graphs wherein the cell nuclei constitute the nodes of the graph and the approximate adjacency of cells are represented with the edges of the graph. Cell-graphs are shown to successfully characterize structure-function relationships in various types of cancers including brain, breast, and bone cancers. [7] [8] [9] After constructing the cell-graphs and extracting a rich set of features that characterize the structural organization within the nuclei and cytoplasm components, we use supervised learning techniques to determine the grade of the biopsy. Previous work on this study include our recently developed system 10 that extracts a large set of structural, morphological, and color-textural features from these cytological components and achieves around 82% classification accuracy. We demonstrate that cell-graph representation can achieve a similar classification accuracy when applied separately. When these multi-scale features are combined in a larger set, we show that a classification accuracy around 87% can be achieved after identifying the most effective features that capture signatures of the specimen. We also note that methods to distinguish CB cells from non-CB cells and performing classification based on a CB count are also proposed. 11, 12 The rest of the paper is organized as follows: Section 2 describes our methodology; in particular, the cell-graph based representation is described in Section 2.2, Section 3 presents the experimental results, and finally, in Section 4, we present conclusions.
METHODOLOGY

Image Acquisition and Segmentation
We use the same image set and the segmentation technique as used in Ref. 10 . Image set consists of 17 H&E-stained tissue whole-slides. The FL grade of each slide is determined by the evaluation of five hematopathologists in consensus. Six of the samples were identified as grade I, eight were identified as grade II and three were identified as grade III. In order to test the accuracy of the computer-aided grading system, three experienced pathologists were asked to extract 10 representative HPF regions from each slide yielding a total of 510 images of 2165×1365 pixels in size. In the rest of the manuscript, these three sets of images provided by the three pathologists are annotated as Sets 1, 2, and 3, respectively.
There are five major cytological components in a FL tissue: nuclei, cytoplasm, extra-cellular material, red blood cells, and background regions each of which are dyed with different hued markers. In order to better exploit the Euclidean differences between the color values, the images are first transformed from the RGB color space to the approximately perceptually uniform Commission Internationale d'Eclairage L * a * b * (CIELAB) color space. 13 The cytological components are then segmented using k-means clustering algorithm in the CIELAB color space. 10 We note that additional segmentation methods [14] [15] [16] can be further employed to improve the accuracy In Ref. 10, model-based intermediate representation (MBIR) is introduced to obtain a higher-level description of the cytological components. After the nuclei and cytoplasm components are segmented, MBIR fits an ellipse to each connected component using the methodology proposed by Halíř and Flusser. 17 Ellipses are accurate representations of 2D shapes that allow us to characterize the morphology of the cytological components using features such as the lengths of the major and minor axes, and area. Figure 1 shows examples of regions associated with three different histological grades and their corresponding MBIR representations. Finally, the centroids of the ellipses corresponding to the nuclei and cytoplasm ellipses are computed to identify the nodes (vertices) for cell-graph construction.
Cell-Graph Representation for FL Images
After the set of vertices corresponding to the nuclei and cytoplasm components are obtained, we construct the cell-graphs based on the pairwise nuclei-to-nuclei and cytoplasm-to-cytoplasm distances for the nuclei and cytoplasm components, respectively. We assume that a biological relation exist between two vertices, i.e. a link (or edge) between two nodes is established, if the Euclidean distance between the corresponding centroids are less than a threshold D. We construct graphs for the nuclei and cytoplasm components with edge thresholds increasing from 20 to 60 pixels with 5 pixels steps. Lower thresholds result in sparser graphs with few number of edges between the nodes and higher thresholds yield denser graphs where nodes that are distant from each other may be connected with edges. Figure 2 shows examples of nuclei and cytoplasm graphs for the three different grades of FL, at D = 30.
We extract 44 features from the nuclei-based and cytoplasm-based graphs in each image. These features quantify the compactness, clustering, and spatial uniformity of the cytological components in the tissues. Cellgraph features and their explanations are given in Table 1 . 
Classification of Follicular Lymphoma Grades
We test supervised machine learning algorithms to determine lymphoma grades in histopathological images using the features defined previously. Three classifiers have been tested: support vector machine (SVM), Bayesian, and K-nearest-neighbors (KNN). 18 Though alternate supervised learning techniques may also be utilized, we choose these three classifiers due to their successful record in biological applications. 19 In supervised learning, the data is first divided into training and test sets. A classifier is trained with the labeled training data and the classes of the test data are then decided using this classifier.
Support vector machines are commonly used for the classification of two-class data. 20 In SVM training stage, the training data are mapped into a higher dimensional space with a kernel function where the data become linearly separable. 21 A separating maximum-margin hyperplane is established to separate the different class data with minimal misclassification via quadratic optimization. The test data are classified by determining the side of the hyperplane they lie on in the kernel-mapped space. In this study, we employ radial basis function (RBF) kernel, also referred to as Gaussian kernel, in the form
to map the data into an infinite dimensional Hilbert space. In order to extend SVM for the classification of three classes, we employ the one-against-one approach 22 where three two-class SVM classifiers are established for each pair of classes in the training data set. Each sample in the test data is assigned to a class by these classifiers and the class with the majority vote is chosen as the final result. If there is equal voting for the three classes, the class that has the largest margin from the separating hyperplane is chosen.
The Bayesian classifier maximizes the posterior probability, which is a function of likelihood and prior probability. We assume that the data points are drawn from Gaussian distributions. The KNN classifies each data point to the class that is most common among its K-nearest neighbors determined by a Euclidean distance based difference. In this study, we test three values K=10, 11, and 12, and choose the values that achieve the highest grading accuracy. Both Bayesian and KNN classifiers can readily handle multi-class classification problem.
RESULTS
The features described in Table 1 are extracted from both the nuclei and cytoplasm based graphs obtained for each image in the dataset. In order to reduce the scale differences between the features, the feature set is first normalized so that the features have zero mean and unit variance across the images. As the number of features are large, we then apply a PCA-based dimensionality reduction to reduce the size of the feature set by projecting the features onto a new space spanned by the few eigenvectors that can describe at least 95% variation in the data. The histopathological FL images are then classified into one of the three grades using the supervised machine learning techniques described in Section 2.3. For our training and testing of the computerized image analysis system, we used one set of images as training data and the remaining two sets of images as testing data. This procedure is repeated three times wherein a different training set corresponding to the observation of one of the three pathologists is used each time. Table 2 show the classification accuracies obtained using the cell-graph based features.
We compared the classification accuracy of cell-graph based features against the model-based intermediate representation (MBIR) and color-texture based features described in Ref. 10 . MBIR was introduced to model the structural and topological characteristics of cytological components and enables a higher-level description of tissue characteristics. In this approach, as described in Section 2.1, first the basic cytological components in the image are identified and the connected components of such segmented regions are modeled using ellipses. An extensive set of features can be constructed from this intermediate representation to characterize the tissue. Using this representation, the level of the perceptual organization of the cytological components are measured where the spatial distribution of cellular and sub-cellular tissue structures vary considerably between different histological grades. Next, a set of statistical measurements to capture the morphology and topology of these MBIR regions. Tables 3 and 4 provides the list of the features constructed from the MBIR. The morphological features consist of the length of major and minor axes and the area of the ellipses. These features capture the morphological differences in the nuclear and cytoplasm components among different grades. Topological features, on the other hand, capture the variations in the spatial distribution of these components. The number of neighboring ellipses, the minimum and the average distances to the neighboring components are computed for nuclear and cytoplasm components, respectively, each of which defines a dimension in the resulting feature space. After obtaining all these measurements for each component, an approximate probability mass function (pmf) for each feature is obtained. Using the pmfs, we compute sample mean, standard deviation, skewness, kurtosis and entropy that are employed to perform subsequent analysis for grading.
In addition to MBIR features, we incorporated low-level color texture features also introduced in Ref. 10 into our analysis. We exploited the fact that the H&E-stained images have a considerably limited dynamic range in the color spectrum and used the conventional co-occurrence matrix approach to construct statistical texture features. A self-organizing maps (SOM) color quantization is applied to the image so that the number of colors are reduced to N . Therefore, the original color is encoded into a new sort of gray-level one. In our study, the images were reduced to 64 levels. By applying Haralick's texture feature extraction method 23 to the new gray image, the co-occurrence feature matrix can be constructed. From the co-occurrence feature matrix, we extract five features listed in Table 5 for classification.
After extracting these features for the FL images, we determine the histopathological grades using the same experimental framework. The resulting classification accuracies are reported in Table 6 . Comparing the results in Tables 2 and 6 , it can be seen that features described in Ref. 10 and cell-graph based features achieve comparable average classification accuracies.
We then combine cell-graph features with MBIR and color-texture based features to form a a larger feature set that consists of 124 features: 44 cell-graph features extracted from nuclei and cytoplasm-based graphs, 75 features extracted from the MBIR representations, and 5 color-texture features. In order to identify the features that have the most discriminative power between the different cancer grades within this large feature set, we performed feature selection. A good feature selection algorithm identifies the features that are consistent within the class and exhibit differences between the classes. Such a feature selection method that scores the features based on the Fisher's criterion is described in Ref. 24 . This method assigns each feature the associated Fisher 
wherex i is the mean value of the i th feature,x
are the mean values over the positive and negative instances, respectively, and σ 2 x (+) and σ 2 x (−) are the variances over the positive and negative instances, respectively, for the i th feature. In order to extend this method for a feature set with three classes, we compute the F-score of each feature in each pair of classes and then take the average of the three possible combinations. Finally, we test the grading accuracy of the feature sets constituted by the first M most discriminative features.
We vary M from 5 to 100, and report the highest grading accuracies in Table 7 for each training set. It is seen that the overall set with feature selection achieves the highest classification accuracy. This clearly highlights the advanced abilities of the proposed methodology of this paper. We note that the features that achieve the highest accuracy come from of all of the representations. For instance, the most discriminative features that achieve the highest grading accuracy consistently include the percentages of central points in both the nucleiand cytoplasm-based graphs, sample mean of the minor-axis length in cytoplasmic-components, kurtosis of D min nuc-cyt , and correlation of the color-texture. Considering that each feature group characterizes a different property within the images, it is not surprising to see the most discriminative features belong to all of the multiple scales investigated in our study. It should be expected that a combination of features from the multiple biological scales achieve better grading accuracy than any of these feature sets can achieve separately.
CONCLUSION
In this paper, we present a method for the computer-aided grading of follicular lymphoma images. Cell-graph features are shown to achieve similar classification accuracies as the previously proposed features that describe structural, morphological, and color-textural characteristics of the image set using the MBIR representation. When the cell-graph based features are combined with MBIR and color texture features, the overall multi-scale feature set followed by a F-score based feature selection method is able to differentiate between the three grades of follicular lymphoma with considerably higher accuracies than these three feature sets can separately achieve. Our method demonstrates great promise in establishing structural, morphological, color-textural, and functional relationships in histopathological images of follicular lymphoma. As a future work, we plan to exploit feature correlations across different types of features and improve our feature selection method. In addition, improving the segmentation of the touching nuclei and cytoplasmic components is expected to improve the abilities of our analysis method to capture the characteristics of the tissues in all of the representation methods.
