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Abstract
Trial-varying disturbances are a key concern in Iterative Learning Control (ILC) and may lead to inefficient and expensive imple-
mentations and severe performance deterioration. The aim of this paper is to develop a general framework for optimization-based
ILC that allows for enforcing additional structure, including sparsity. The proposed method enforces sparsity in a generalized set-
ting through convex relaxations using `1 norms. The proposed ILC framework is applied to the optimization of sampling sequences
for resource efficient implementation, trial-varying disturbance attenuation, and basis function selection. The framework has a large
potential in control applications such as mechatronics, as is confirmed through an application on a wafer stage.
1. Introduction
Iterative Learning Control (ILC) enables significant perfor-
mance improvements for batch-to-batch control applications,
by generating a command signal that compensates for repeti-
tive disturbances through learning from previous iterations, also
called batches or trials. Theoretical and implementation as-
pects, including convergence, causality, and robustness, have
been addressed in, e.g., [12], [1], [44], [41], [43]. Furthermore,
successful applications have been reported in, e.g., robotics
[51], mechatronics [9], manufacturing [27], building control
[42], nuclear fusion [19], and rehabilitation [20]. However, sev-
eral disadvantages of present ILC frameworks that limit further
applications include i) high implementation cost due to highly
unstructured command signals, which are expensive to imple-
ment; ii) amplification of trial-varying disturbances, including
measurement noise; iii) inflexibility to changing reference tra-
jectories. The aim of the present paper is to develop an ILC
framework that addresses these aspects i)-iii) by enforcing spar-
sity.
Regarding i) ILC typically generates signals that require a
large number of command signal updates thus leading to an
expensive implementation. ILC directly learns from measured
signals that are contaminated by trial-varying disturbances such
as measurement noise. These trial-varying disturbances are of-
ten modeled as a realization of a stochastic process [32]. As
a result, the ILC command signals have infinite support. In
sharp contrast, command signals that are obtained through tra-
ditional feedforward designs, including [31], have finite support
and are highly sparse. Command signals with a high number of
non-zero elements, or another appropriate structural constraint,
may lead to a prohibitively expensive implementation, e.g., in
wireless sensor networks, wireless control applications, or em-
bedded platforms with shared resources [22]. Note that this is
a different aspect than the actual computation of the command
signal itself, which can be done in between subsequent tasks,
see [58] for results in this direction.
Regarding ii), ILC typically amplifies trial-varying distur-
bances. In fact, typical ILC approaches amplify these dis-
turbances by a factor of two, as is shown in the present pa-
per. Approaches to attenuate trial-varying disturbances in-
clude norm-optimal ILC with appropriate input weighting [12],
higher-order ILC for addressing disturbances with trial-domain
dynamics [24], and stochastic approximation-based ILC [14].
Also, a wavelet filtering-based approach is presented in [33],
where a certain noise attenuation is achieved by setting cer-
tain wavelet coefficients to zero. In the present paper, a differ-
ent approach is pursued to attenuate disturbances, where also
wavelets immediately fit into the formulation, yet the sparsity
can be enforced in an optimal way.
Regarding iii), changing reference signals typically lead to
performance degradation of ILC algorithms [5], since these es-
sentially constitute trial-varying disturbances. This is in sharp
contrast to traditional feedforward designs [31] and is widely
recognized in ILC designs. A basis task approach is proposed
in [26], where the command input is segmented. A basis func-
tion framework is developed and applied in [52], [34], [8] using
polynomial basis functions, which is further extended to ratio-
nal basis functions in [59]. These basis functions are typically
selected based on prior information, e.g., based on the approach
in [31], and trial-and-error.
In model estimation and signal processing, the use of mea-
sured signals has comparable consequences, which has led
to new regularization-based approaches that enforce sparsity.
Early approaches include the non-negative garrote [10] and
Least Absolute Shrinkage and Selection Operator (LASSO)
[48]. These are further generalized in [50], [25], [13], [3]. Re-
lated applications in system identification include [45], [38].
Although important developments have been made in ILC
and several successful applications have been reported, present
approaches do not yet exploit the potential of enforcing addi-
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Figure 1: Parallel ILC structure (3) as an example of (1).
tional structure and sparsity. The aim of the present paper is
to develop a unified optimization-based approach to ILC that
allows for explicitly enforcing structure and sparsity, enabling
improved resource efficiency, disturbance attenuation, and flex-
ibility to varying reference signals. The approach employs con-
vex relaxations, enabling the use of standard optimization rou-
tines.
The main contribution of the present paper is a unified frame-
work to sparse ILC. As subcontributions, trial-varying dis-
turbances are analyzed in detail for explicit ILC algorithms
(Sec. 3). Subsequently, a general optimization-based frame-
work to sparse ILC is developed (Sec. 4), including many spe-
cific cases that are relevant to ILC applications. The results
are confirmed through an application to a wafer stage system
(Sec. 5). Related developments to the results in the present pa-
per include the use of sparsity in control, where the main results
have been related to Model Predictive Control (MPC), see [2],
[29], [21].
Notation: Throughout, ‖x‖`p denotes the usual `p norm,
p ∈ Z>0. Also, ‖x‖0 = ∑i 1(xi , 0), i.e., the cardinality of
x. Note that ‖x‖0 is not a norm, since it does not satisfy the
homogeneity property. It relates to the general p-norm by con-
sidering the limit p→ 0 of ‖x‖p. In addition, ‖X˜‖L∞ and ‖X˜‖H∞
denote the usual L∞ and H∞ norms of discrete time systems,
respectively. Throughout, J denotes a system that maps an in-
put space to an output space, operating either over finite or in-
finite time, which follows from the context. In certain cases,
the system is assumed linear, time invariant, and scalar, with
transfer function representation J˜. The spectrum of a signal x
is denoted φx.
2. Problem formulation
Consider the ILC system
e j = r − J f j − v j (1)
be given, where e j ∈ `2 denotes the error signal to be min-
imized, r ∈ `2 is the reference signal, f j ∈ `2 denotes the
command signal, and v j ∈ `2 represents trial-varying distur-
bances, including measurement noise. Here and in the sequel,
all signals are tacitly assumed to have appropriate dimensions.
Furthermore, J represents the true system, either open-loop or
closed-loop, with causal and stable transfer function J˜ ∈ RH∞.
The index j ∈ Z≥0 refers to the trial number. Throughout, the
command signal f j+1 is generated by an ILC algorithm
f j+1 = F( f j, e j), (2)
where the ILC update F is defined in more detail later on. The
general setup (1) encompasses the parallel ILC setup in Fig-
ure 1, where
e j = S r˜ − S G f j − S v˜ j (3)
where S follows from its transfer function S˜ = 11+G˜C˜ , r = S r¯,
J = S G, v j = S v˜ j, and C˜, G˜ are assumed to be linear.
From (2) and (1), it is immediate that the trial-varying dis-
turbance v j directly affects the ILC command signal. In view
of this observation, the problem investigated in this paper is
to develop an ILC algorithm (2) that satisfies the following re-
quirements:
R1) the iteration (1)-(2) is convergent over j;
R2) the iteration (1)-(2) leads to a small error e j in the pres-
ence of trial-invariant disturbances r and trial-variant dis-
turbances v j;
R3) the resulting command signal f j has a certain structure,
including
(a) a small ‖ f j‖0, and/or,
(b) a piecewise constant f j with a small number of
jumps.
Here, R1 is a basic requirement for any ILC algorithm and en-
sures stability in the trial domain, in addition to the assumed
stability in the time domain that is guaranteed by stability of J
in (1), see also [44] for the stability of such two-dimensional
systems. Requirement R2 essentially states that the ILC algo-
rithm should effectively compensate for r, while avoiding am-
plification of trial-varying disturbances v j. Requirement R3 is
imposed to enable resource-efficient implementations in terms
of sampling or communication requirements, depending on the
particular application requirements.
3. Analysis of Trial-Varying Disturbances in Explicit ILC
In this section, trial-varying disturbances in ILC algorithms
are analyzed. In particular, explicit linear ILC algorithms of the
general form
f j+1 = Q( f j + Le j) (4)
are considered. The infinite time scalar case is considered,
where Q : `2 7→ `2 and L : `2 7→ `2. Here, Q and L have as-
sociated transfer functions Q˜ ∈ RL∞ and L˜ ∈ RL∞. Note that
J˜ ∈ RH∞ reflects causality and stability of the system. The fact
that Q˜ ∈ RL∞ and L˜ ∈ RL∞ reflects that typical ILC algorithms
are typically non-causal, and are usually implemented such that
bounded solutions are obtained through finite-time preview or
via stable inversion through a bilateral Z-transform [58].
The trial-varying disturbance v j in (1) will propagate
throughout the iterations through the iteration-domain update
(4). The following assumption is widely adopted [32].
Assumption 1. Let v j = Hn j, where n j is i.i.d. zero-mean white
noise with variance λe, H˜ monic and bistable.
Clearly, v j typically does not have compact support. As a
result, f j+1 will not have compact support in general due to ILC
algorithm (4).
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To enable a more detailed analysis, the following auxiliary
result provides a suitable condition to guarantee that the itera-
tion defined by (1) and (4) converges.
Theorem 2. The iteration defined by (1) - (4) converges mono-
tonically in the `2 norm to a fixed point f∞ and resulting e∞
iff
‖Q˜(1 − L˜J˜)‖L∞ < 1.
Proof. Substituting (1) into (4) leads to f j+1 = Q(I − LJ) f j +
QLr − QLv j. Using transfer function representations and sub-
sequent application of the Banach fixed-point theorem in con-
junction with [55, Theorem 4.4] yields the desired result.
Note that Theorem 2 allows for non-causal ILC algorithms,
i.e., Q, L ∈ RL∞. This is more general compared to related
analyses, including [35, Chapter 3], which only allow for causal
ILC algorithms by restricting to theH∞ norm.
The following result is the main result of this section and
reveals the propagation of noise in the iteration defined by (1)
and (4).
Theorem 3. Given the system (1) and ILC update (4) with f0 =
0, Assumption 1, and that the iteration is stable in the sense of
Theorem 2, then,
φe∞ =
∣∣∣∣ 1−Q˜1−Q˜(1−L˜J˜) ∣∣∣∣2 φr + (1 + |J˜Q˜L˜|21−|Q˜(1−L˜J˜)|2 ) φv. (5)
Theorem 3 provides a detailed analysis of the propagation of
noise for the general ILC algorithm (4). In special cases, the
result can be further simplified. For instance, in inverse-model
ILC, Q˜ = 1 and L˜ = J˜−1 ∈ RH∞, in which case Theorem 3
reveals that
φe∞ = 2φv. (6)
The result (6) reveals that the limit error spectrum involves an
amplification of the noise spectrum by a factor of two.
Inclusion of a learning gain α ∈ (0, 1] in inverse-model ILC,
i.e., replacing (4) by f j+1 = Q( f j + αLe j), mitigates the ampli-
fication of trial-varying disturbances, i.e.,
φe∞ =
(
1 +
α2
2α − α2
)
φv.
By taking α → 0, a first-order Taylor series approximation
yields
φe∞ ≈
(
1 +
1
2
α
)
φv. (7)
Hence, choosing α small leads to a limit error φe∞ = φv, which
intuitively corresponds to the optimal result, since the iteration-
domain feedback (4) cannot attenuate v j in iteration j. An al-
ternative to attenuate φv is to re-design the controller C in (3),
which should from a disturbance attenuation perspective be de-
signed such that S˜ ≈ H˜−1, as is advocated in [6]. Note that this
affects J in (1).
Remark 4. The results in this section rely on infinite time sig-
nals and LTI systems. Alternative ILC designs based on finite-
time optimization [12], see also the forthcoming section, explic-
itly address the boundary effects, typically leading to an LTV
ILC update (2), even if J is LTI. In [58], it is shown that these
optimization-based designs are equivalent to a certain linear-
quadratic-tracking problem. As a result, the solution reaches
a certain stationary value for sufficiently long task lengths, in
which case an LTI L and Q can be derived for which the re-
sults of Theorem 3 apply. This also implies that the design of
weighting filters for such optimization-based design can be fur-
ther investigated, as is briefly summarized in the next section.
4. Sparse ILC
In this section, the general optimization-based ILC frame-
work is presented that allows for enforcing additional structure
compared to alternative ILC structure. In fact, traditional norm-
optimal ILC algorithms [12] are recovered as a special case. In
the next subsection, the general framework is presented and mo-
tivated, followed by specific design choices in the subsequent
sections.
4.1. General approach
Throughout, the criterion
J( f j+1) =12‖Wee j+1‖
2
2 +
1
2
‖W f f j+1‖22
+
1
2
‖W∆ f
(
f j+1 − f j
)
‖22 + λ‖D f j+1‖1
(8)
is considered. Here, finite time signals of length N are consid-
ered to obtain an optimization problem with a finite number of
decision variables, i.e., e j, f j ∈ RN . The matrices are defined
in the sequel and are assumed to have compatible dimensions.
In addition, existence of a unique solution is typically assumed,
which can be directly enforced by assuming appropriate pos-
itive (semi-) definiteness assumptions on the design variables
We, W f , W∆ f , D, and λ. Also, e j+1 in (8) is considered to be the
noise-free prediction e j+1 = r − J f j+1. Since also r is unknown,
the main idea in ILC is to use this approximation also for e j,
leading to
e j+1 = e j − J( f j+1 − f j), (9)
where e j is the measured error signal during trial j. Thus, sub-
stituting (9) into (8) renders the optimization problem as a func-
tion of the known variables e j, f j, user-defined variables, and
the decision variable f j+1.
The motivation for considering (8) is as follows. First, if
λ = 0, then standard norm-optimal ILC is recovered, e.g., as in
[23]. In this case, an analytic solution of the form (4) is directly
obtained with
L = (JT W¯eJ + W∆ f )−1JT W¯e (10)
Q = (JT W¯eJ + W¯ f + W¯∆ f )−1(JT W¯eJ + W¯∆ f ), (11)
where W¯e = WTe We, W¯ f = W
T
f W f , and W¯∆ f = W
T
∆ f W∆ f .
The second motivation stems from the observation that the
terms 12 ‖W f f j+1‖22 and 12 ‖W∆ f
(
f j+1 − f j
)
‖22 essentially involve
a ridge regression or Tikhonov regularization. If f j = 0, then
the two terms coincide. If f j , 0, i.e., during the ILC iterations,
then W f typically leads to Q , I in (4), providing robustness
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with respect to modeling errors [11]. Increasing W∆ f attenuates
trial-varying disturbances, which is similar to reducing α in (7).
Note that W f also plays a small role to decrease trial-varying
disturbances, since it essentially leads to a smaller mean-square
error. However, it leads to a non-zero limit error e∞, even in the
absence of v j due to the weight on f j, which coincides with a
Q˜ , 1 in Theorem 3.
The third and main motivation for considering the extended
criterion (8) is the additional term λ‖D f j‖1 that is used to en-
force sparsity and structure. Note that sparsity is measured di-
rectly through the `0 norm. However, inclusion of an `0 penalty
in the criterion (8) leads to a non-convex optimization problem,
which in fact is NP-hard, see [37]. The `1 norm is a convex re-
laxation of the `0 norm. To see this, note that (8) is essentially
in Lagrangian form. For the purpose of explanation, consider
the simplified form by selecting We = I, j = 1, f0 = 0, W f = 0,
W∆ f = 0, and D = I. Using (9)
J( f1) = 12 ‖e0 − J f1‖
2
2 + λ‖ f1‖1, (12)
which is equivalent to the primal optimization problem
min
f1
1
2
‖e0 − J f1‖22
subject to ‖ f1‖1 ≤ t.
(13)
for the range of t where the constraint in (13) is active. This
implies that for a given value of λ, there exists a value of t for
which (12) and (13) have identical minima. In this simplified
case, the interpretation in [48] applies to the ILC problem. In
particular, the constraint in (13) is plotted in Fig. 2 in addition
to several elliptical contour lines of the objective function in
(13). The solution to (13) corresponds to the smallest ellipsoid
that touches the rhombus of the constraint. If this happens at
the corner, as is common and also in this case, then one of the
coefficients is zero and a sparse solution is obtained.
In contrast, traditional norm-optimal ILC, i.e., corresponding
to the solution (10) - (11), typically does not lead to a sparse
solution with zero entries in f1. To see this, consider a similar
simplified case as in (12)
J( f1) =
1
2
‖e0 − J f1‖22 + τ‖ f1‖2, (14)
which is again in Lagrangian form. Here, τ directly relates to
the weights in (8) if W f and W∆ f are selected as the common di-
agonal case with initialization f0 = 0. The primal optimization
problem corresponding to (14) is given by
min
f1
1
2
‖e0 − J f1‖22
subject to ‖ f1‖2 ≤ t.
(15)
In Fig. 2, the constraint is again shown together with the contour
lines of the objective function. Due to the lack of corners of
the constraint, the presence of zeros in the solution of (15) is
very unlikely in general. Hence, the `1 norm promotes sparse
solutions, whereas the `2 norm in general does not.
f1(1)
f1(2)
f?1
Figure 2: Enforcing sparsity in ILC. Assuming N = 2, f1 contains two el-
ements. The constraint set, i.e., the `1 ball is plotted in green. In addition,
ellipsoidal contour lines corresponding to the objective in (13) are plotted. The
optimal solution is found at the point where the contour line first touches the
constraint set, which in this case implies f1(1) = 0, hence f1 is sparse. In con-
trast, in the ridge regression case of (15) (whose constraint is shown in red),
the solution is not sparse. In particular, this solution is obtained when the con-
tour lines of the objective function in (15) first touches the constraint set corre-
sponding to the `2 ball. In addition, f?1 denotes the unconstrained solution to
the objective function in (13) and (15).
Finally, it is remarked that if λ > 0, then the solution to
(8) typically cannot be obtained in closed-form as in (10)-(11).
Interestingly, a unique solution to (8) exists due to convexity.
The optimization problem (8) can be readily solved using gen-
eral convex optimizers. In addition, several efficient algorithms
have been developed, see, e.g., [25, Chapter 5] for an overview.
Several of such algorithms provide the entire solution path as a
function of λ. The particular algorithm depends on the choice
of D, but several relevant choices are outlined below.
4.2. Sparse command signals via lasso
In view of requirement R3a in Sec. 2, in certain applications
it is required to have a sparse command signal f j. To this end,
D in (8) can be selected as D = I. As a result, the value of
λ > 0 will dictate the sparsity of the solution. In addition, in this
classical lasso approach, W f and W∆ f may be selected as W f =
0 and W∆ f = 0, i.e., traditional design guidelines for norm-
optimal ILC regarding positive definiteness of these matrices,
as in [23], need not be considered, even for the situation where
J is singular. The resulting criterion becomes
J( f j+1) =12‖We(e j − J f j+1)‖
2
2 + λ‖ f j+1‖1, (16)
which closely reflects the original lasso approach in [48].
4.3. Elastic net lasso
In the lasso ILC approach in Sec. 4.2, the commonly used
weighting matrices in W f and W∆ f are set to zero. Interest-
ingly, by selecting either W f or W∆ f unequal to zero, an ILC
algorithm that relates to the elastic net is obtained, see [57],
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which combines lasso and ridge regression. An important ad-
vantage is that the elastic net improves group sparsity, where
several components become zero simultaneously. Notice that
a drawback of the so-called naive elastic net, which coincides
with W f , 0, W∆ f = 0, is that it leads to a double shrinkage,
and it benefits from a correction step [57]. In contrast, in ILC
the alternative choice W f = 0, W∆ f , 0 can be made, which
enforces sparsity in addition to attenuating trial-varying distur-
bances, see Sec. 4.1.
4.4. Sparse updates via fused lasso
In view of Requirement R3b, it may be required that the sig-
nal f j is not necessarily sparse but piecewise constant, i.e., its
value is only changed occasionally in time. This requires a cer-
tain structure of signal, which is different than sparsity ‖ f j‖0.
The main idea is to select D as
D f =

−1 1
−1 1
. . .
. . .
−1 1
 , (17)
a choice which is also known as the fused lasso, e.g., [49] and
leads to the criterion
J( f j+1) =12‖We(e j − J f j+1)‖
2
2 + λ‖D f f j+1‖1. (18)
Interestingly, the fused lasso (18) can be recast as a traditional
lasso of the form (16), yet with an increment-input-output sys-
tem description. To establish the connection, let J˜i = J˜(1− z−1)
be the increment-input-output system. Also, expand D f in (17)
as
Dif =

1
−1 1
−1 1
. . .
. . .
−1 1

.
Then, a change of variables
f ij+1 = D
i
f f j+1,
where f ij+1 denotes the incremental input, leads to
J( f j+1) =12 ‖We(e j − J
i f ij+1)‖22 + λ‖ f ij+1‖1,
with Ji = J(Dif )
−1 corresponding to J˜i.
4.5. Sparse fused lasso
Up to this point, Requirement R3a and Requirement R3b
have been addressed separately in Sec. 4.2 and Sec. 4.4, re-
spectively. In certain applications, it may be desired to impose
both Requirement R3a and Requirement R3b.
Interestingly, Requirement R3a and Requirement R3b can be
enforced both by selecting
D =
[
αD f I
]
, (19)
in (8). Here, the parameter λ can still be chosen to enforce spar-
sity, i.e., Requirement R3a, whereas the additional tuning pa-
rameter α ∈ R≥0 enforces Requirement R3b. This leads to the
so-called sparse fused lasso [50]. Note that additional require-
ments can easily be incorporated using a similar construction as
(19).
4.6. Basis function ILC
In recent extensions to ILC, several basis functions are em-
ployed. On the one hand, wavelet basis functions are used in,
e.g., [33]. These immediately fit in the formulation (8), see
also [50, Sec. 2.1.3], enabling a systematic way for threshold-
ing while explicitly addressing the performance criterion.
On the other hand, flexibility to varying reference signals
is achieved by employing basis functions that depend on the
reference. In particular, the command signal is parameterized
as f j+1 = Ψ(r)θ j+1, see, e.g., [52], [34], [8], [59]. The pro-
posed framework can be employed to minimize the number of
required basis functions. For instance, a large set can be postu-
lated, e.g., following the guidelines in [31]. Next, an alternative
formulation of (8) can be considered, e.g.,
min
θ j+1
‖θ j+1‖1
subject to
1
2
‖Wee j+1‖22 +
1
2
‖W f Ψ(r)θ j+1‖22
+
1
2
‖W∆ f Ψ(r)
(
θ j+1 − θ j
)
‖22 ≤ t,
where a suitable value of t can be obtained by solving the stan-
dard norm-optimal ILC in (10)-(11).
4.7. Extensions, analysis, and discussion
A general framework for enforcing sparsity and structure in
iterative learning control has been proposed, and several spe-
cific choices have been outlined. Further extensions that are be-
yond the scope of the present paper but can be directly incorpo-
rated include group lasso [54], adaptive lasso [56], reweighted
`1 [16], and the use of non-convex penalties [4].
4.7.1. Reestimation for debiasing
Note that the lasso shrinks the estimate compared to the least-
squares terms in (8). Through a reestimation step of the nonzero
coefficients, debiasing is obtained. Note that in certain cases,
the bias helps to obtain a smaller overall error, i.e., including
both bias and variance aspects, which closely relates to the well-
known Stein estimator [47]. However, for ILC such a bias is
undesired, since it is automatically eliminated by performing
iterations, see Theorem 2. Thus, it is expected that as the ILC
iterations increase, the advantages of reestimating for debias-
ing become more important. Similar reestimation steps are pro-
posed in [45], [46], [36, Page 439], [30, Sec. 7.1]. Interestingly,
in the context of ILC, the idea of enforcing sparsity followed by
a reestimation step essentially has the same role as a Q-filter in
traditional ILC, see [5] for details.
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4.7.2. Sparse signal recovery
The main motivation for using the `1 norm in (8) essentially
is to provide a convex relaxation of the `0 norm. In case the
optimal command input, i.e., for j → ∞ and v j = 0, the sig-
nal f∞ that minimizes J( f∞), is sparse, a relevant question is
whether this optimal sparse vector can be recovered using the
formulation (8). The answer depends on the sparsity of the un-
derlying optimal command input f j, as well as on the matrix J.
In [17], a sufficient condition that relies on the restriced isome-
try property is provided. However, these conditions are violated
for many practical cases. Nonetheless, the formulation (8) pro-
vides an effective way to enforce sparsity.
4.7.3. Monotonic convergence
Monotonic convergence is a commonly used requirement for
practical applications. Indeed, it is well-known that poorly de-
signed ILC algorithms can lead to a significant learning tran-
sient. It is well-known that traditional norm-optimal ILC, i.e.,
setting λ = 0 in (8), is monotonically convergent in f j, see, e.g.,
[11], where the usual assumption v j = 0 is tacitly assumed to
analyze monotonic convergence. However, if λ > 0, the cri-
terion (8) involves multiple norms, i.e., both the `1 and the `2
norm. As a result, monotonic convergence requires a more de-
tailed analyis.
To proceed, consider for instance the elastic net lasso of
Sec. 4.3 with D = I, W f = 0, W∆ f  0. In this case, mono-
tonic convergence of the ILC cannot be guaranteed in general if
λ = 0. Interestingly, in this case the criterion (8) can be recast
as
J( f j+1) =12
∥∥∥∥∥∥
([
Wee j
0
]
+
[
We
W∆ f
]
f j
)
−
[
We
W∆ f
]
f j+1
∥∥∥∥∥∥2
2
+ λ‖ f j+1‖1.
(20)
Next, there exists a value of τ such that the optimization prob-
lem
min
f j+1
‖ f j+1‖1
subject to
1
2
∥∥∥∥∥∥
[
Wee j
0
]
−
[
We
W∆ f
]
( f j+1 − f j)
∥∥∥∥∥∥2
2
≤ τ.
(21)
has an identical solution as (20) at a certain iteration j. If τ
is fixed, then the criterion (21) can be directly used to enforce
monotonic convergence of f j in the `1-norm.
5. Application to a Wafer Stage
5.1. Setup
The considered system is a wafer stage, see Fig. 3. Wafer
stages are positioning systems that are used in the production
of integrated circuits (ICs) through a photolithographic pro-
cess. The considered wafer stage is controlled in all six mo-
tion degrees-of-freedom, i.e., three translations and three rota-
tions. The system is a dual-stage system, where the long stroke
enables a stroke of 1 m in the horizontal plane, whereas the
short stroke enables a positioning accuracy of 1 nm. Further
Figure 3: Considered wafer stage application.
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Figure 4: Open-loop true system Go in (solid blue), closed-loop true system
S oGo (dashed red), closed-loop model J (dash-dotted green).
details on the system and the considered actuation and sensor
system are provided in [40]. Throughout, a sampling frequency
of 1 kHz is adopted, as in [39].
To enable a detailed comparison between the various ap-
proaches in Sec. 4, the identified model in [39] is considered
as true system, i.e., the result as described in [39] is denoted
Go. In addition, the feedback controller designed in [39] is
adopted to stabilize the system. In Fig. 4, the open-loop Go
and closed-loop S oGo are depicted. In addition, a closed-loop
model is made, where a model error is introduced by selecting
J = 0.7S oGo. This model error is introduced to investigate ro-
bust convergence properties of ILC. The resulting model J is
also depicted in Fig. 4.
The additive noise v˜ j is zero mean white noise with a normal
distribution and variance λe = 1.5 · 10−7. As a result, H in
Assumption 1 has transfer function H˜ = 11+G˜C˜ .
The task r is shown in Fig. 5, which is a position signal. In
addition, the corresponding scaled acceleration profile is de-
picted, which is expected to constitute the main contribution
of f j [31], [34]. For the considered wafer stage application in
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Figure 5: Reference r in (1) (solid blue), scaled acceleration profile (dashed
red).
Fig. 3, the constant velocity phase is most important for perfor-
mance, see [15, Fig. 16 and Fig. 20], which takes place between
0.03 s and 0.24 s.
The goal of this section is to illustrate and compare the pro-
posed approaches in Sec 4. The reference situation, i.e., feed-
back only with f0 = 0 in Fig. 1 is shown in Fig. 6 (solid blue),
Fig. 7, and Fig. 8. In particular, the approaches in Sec. 4 are
applied in this section.
5.2. Traditional Norm-Optimal ILC
First, the traditional norm-optimal ILC solution is imple-
mented with λ = 0 in (8) with the analytic solution (10)-(11).
Here, We = I, W f = 0, and W∆ f = 10−10. Notice that W∆ f
is relatively small but nonzero, since a nonzero W∆ f or W f is
required to enforce a unique optimal solution.
The results after 40 iterations are depicted in Fig. 6. Clearly,
the error is reduced to a very small value. As is expected, the
feedforward is nonzero at every time instant and very noisy.
To further analyze these results, the 2-norm of the stochas-
tic, i.e., trial-varying, part of the error is computed as√∑N
t=1(e j(t) − eˆ∞(t))2, see Fig. 7. Here, eˆ∞ is computed as
follows. After a sufficient number of iterations nconv, the ILC
algorithm is assumed to have converged, after which an addi-
tional iterations niter is used to compute eˆ∞ = 1niter
∑nconv+niter−1
j=nconv
e j.
Clearly, Fig. 7 reveals that the trial-varying part of the error is
amplified by a factor 2, which corroborates the result of Theo-
rem 3, where Q ≈ 1 due to the specific selection of weighting
filters.
To further investigate the amplification of trial-varying dis-
turbances, the spectrum of the trial-varying part of the errors
in Fig. 7 is estimated, see Fig. 8. In addition, the spectrum
φv =
∣∣∣ 1
1+G˜C˜
∣∣∣2 λe is computed, as well as 2φv. Again, this clearly
confirms the result of Theorem 3. In particular, the presented
ILC approach with λ = 0 and small W f and W∆ f leads to a
perfect attenuation of trial-invariant disturbances. However, it
amplifies trial-varying disturbances by a factor two, and leads
to an f j with large ‖ f j‖0, violating Requirement R3a, as well as
R3b.
Summarizing, the results in Fig. 6, Fig. 7, and Fig. 8 confirm
that norm-optimal ILC amplifies trial-varying disturbances, and
leads to a non-sparse solution in view of Requirement R3a and
Requirement R3b.
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Figure 6: Top: error e j. Bottom: command signal f j. Shown are iteration
j = 0 (solid blue), iteration j = 40 for traditional norm-optimal ILC of Sec. 5.2
(dashed red).
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Figure 7: Iteration j = 0 (solid blue), iteration j = 40 for traditional norm-
optimal ILC of Sec. 5.2 (dashed red).
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Figure 8: Estimated spectrum of trial-varying part of the error without ILC
(solid blue) and for traditional norm-optimal ILC of Sec. 5.2 (solid red). Also
shown are the spectra 2φv (dashed blue) and φv (dashed red).
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Figure 9: `0-norm of the error for norm-optimal ILC of Sec. 5.2 (dashed red)
and lasso ILC of Sec. 5.3 (dash-dotted green), which leads to a reduced error
signal.
5.3. Lasso ILC
To address Requirement R3a, the approach in Sec. 4.2 is ap-
plied. In particular, We = I, W f = 0, and W∆ f = 0, D = I,
and λ = 5 · 10−9. Next, the ILC iteration is started, and after 40
iterations it leads to e40 and f40 in Fig. 11. Interestingly, ‖ f40‖0
is much smaller for the lasso ILC approach compared to the re-
sults of Sec. 5.2, as is confirmed in Fig. 9, thereby addressing
Requirement R3a.
Also, the 2-norm of the error signal is computed, see Fig. 10.
Clearly, the error reduces significantly over the iterations. Fi-
nally, also the re-estimated lasso, as is explained in Sec. 4.7, is
implemented. The results are also depicted in Fig. 10. Inter-
estingly, it can be observed that re-estimating leads to a smaller
limit error, as is expected. However, note that during the iter-
ations, the approach of Sec. 4.2 leads to a smaller error com-
pared to the re-estimated version in several of the initial iter-
ations. An explanation for this aspect is that the biased esti-
mate leads to a smaller overall error, which is a similar effect
as in the Stein estimator. Hence, it is concluded that for non-
iterative approaches, the biased estimate can be useful in terms
of a bias/variance trade-off, but in the iterative schemes the ben-
efit of re-estimation is clearly confirmed in Fig. 11.
5.4. Elastic net lasso ILC
In this section, the approach of Sec. 4.3 is pursued, where the
lasso regularisation is extended with a ridge regression term. In
particular, W f = 0, while W∆ f = 1 · 10−6I. The resulting error
e40 and command input f40 are depicted in Fig. 12. The error is
of comparable magnitude as the lasso ILC in Sec. 11, while the
command input is substantially smoother. The error in fact has
slightly reduced compared to lasso ILC, as is shown in Fig. 10,
which comes at the price of a slower convergence rate due to
an increased W∆ f . Notice that the elastic net lasso can also be
improved by re-estimation, which is not done here to facilitate
the presentation.
5.5. Fused lasso ILC
The results in the previous sections have addressed Require-
ment R3a. In certain situations, e.g., wireless sensors or embed-
ded implementations, it may be required to minimize the num-
ber of times the command input is updated, i.e., Requirement
R3b. This is a different form of structure compared to sparsity.
To address this, the fused lasso of Sec. 4.4 is employed.
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Figure 10: Computed 2-norm of the error for various ILC algorithms. Tradi-
tional norm-optimal ILC in Sec. 5.2 (dashed red) leads to a significant error
reduction in the initial iterations, and then remains at a certain level due to
the amplification of trial-varying disturbances. The lasso approach of Sec. 5.3
with re-estimation (dotted magenta) leads to a significant reduction in the ini-
tial iterations, in addition to a reduced limit error, since it reduces amplifica-
tion of trial-varying disturbances. Also note that the lasso approach without
re-estimation (dash-dotted green) leads to an improved estimate in the first it-
eration, yet remains at a large error after convergence, which is due to the bias
error in the solution. Finally, the elastic-net lasso approach of Sec. 5.4 is shown
(solid cyan), which leads to a comparable converged performance as the lasso
ILC (dash-dotted green), since both do not include re-estimation in this case.
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Figure 11: Top: error e40 at iteration j = 40. Bottom: command signal f40
at iteration j = 40. Shown are lasso ILC of Sec. 5.3 (dash-dotted green) and
re-estimated lasso ILC of Sec. 5.3 (dotted magenta).
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Figure 12: Top: error e40 at iteration j = 40. Bottom: command signal f40 at
iteration j = 40. Shown is the elastic net lasso ILC of Sec. 5.4 (solid cyan),
leading to a smooth command input f j.
In particular, in the general criterion (8) is considered, where
the weighting filters are selected as W f = W∆ f = 0, D = D f in
(17), and λ = 3 · 10−12.
Next, the ILC iteration is invoked. The results are shown in
Fig. 13. Compared to the results of Fig. 11 in Sec. 5.3, the error
has reduced significantly. However, this comes at the price of
sparsity. Indeed, only the first samples are zero, since the algo-
rithm is initialized with f1(0) = 0. Interestingly, only a limited
number of command signal updates are required to achieve a
small error signal. This will also attenuate the effect of trial-
varying disturbances. Note that the error can be further reduced
by including a re-estimation step, which is not shown here to
facilitate the presentation.
5.6. Sparse fused lasso ILC
In the previous sections, Requirement R3a and Requirement
R3b are achieved separately in Sec. 5.3 and Sec. 5.5, respec-
tively. To address both requirements simultaneously, the sparse
fused lasso approach of Sec. 4.5 is adopted. The regularization
penalties in (19) are selected such that these essentially com-
bine the two penalties in Sec. 5.3 and Sec. 5.5.
The results are depicted in Fig. 14. It can directly be observed
that it combines the sparsity of Sec. 5.3 while at the same time
reducing the number of command signal updates as in Sec. 5.5.
As such, it is concluded that the sparse fused lasso addresses
Requirement R3a and Requirement R3b simultaneously. The
relative penalties can be further tuned to balance the importance
of both penalties, as well as the resulting error signal. In addi-
tion, the resulting error signal can be further enhanced through
a re-estimation step.
6. Conclusion
A general framework is presented that extends optimization-
based iterative learning control to include additional structure,
including sparsity. The approach is shown on a mechatronic
0 0.05 0.1 0.15 0.2 0.25 0.3
-5
0
5
e
j
(t
)
×10 -5
0 0.05 0.1 0.15 0.2 0.25 0.3
t
-500
0
500
f
j
(t
) 0.02 0.035
-5
0
5
Figure 13: Top: error e40 at iteration j = 40. Bottom: command signal f40
at iteration j = 40. Shown is the fused lasso ILC of Sec. 5.5 (solid cyan),
leading to a command input f j that addresses Requirement R3b. In particular,
the command signal f40 aims to minimize the error signal in addition to the
updates, i.e., instants where f40 changes as a function of time. This does not
explicitly address sparsity of f40 itself, as can be clearly observed from the
zoom plot.
0 0.05 0.1 0.15 0.2 0.25 0.3
-5
0
5
e
j
(t
)
×10 -5
0 0.05 0.1 0.15 0.2 0.25 0.3
t
-500
0
500
f
j
(t
) 0.02 0.035
-5
0
5
Figure 14: Top: error e40 at iteration j = 40. Bottom: command signal f40 at
iteration j = 40. Shown is the sparsefused lasso ILC of Sec. 5.6 (solid cyan),
leading to a command input f j that addresses Requirement R3b. In comparison
to the fused lasso approach in Sec 5.5, here additional regularization parameters
enforce a zero input signal, which can clearly be seen in the zoom plot.
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system, where it is shown to have significant benefits, including
i) resource-efficiency in terms of sparse command signals, e.g.,
facilitating embedded controller implementations; ii) resource-
efficiency in terms of limiting the number of changes in the
command signal, e.g., facilitating implementation in limited-
capacity communication networks; iii) automated basis func-
tion selection in flexible iterative learning control employ-
ing basis functions; and iv) attenuation of trial-varying distur-
bances, which for the considered wafer scanner example leads
to significant performance increase. Regarding the latter, a de-
tailed analysis of trial-varying disturbances in ILC reveals that
such trial-varying exogenous signals are often amplified by typ-
ical ILC algorithms. The proposed framework enables a signif-
icant reduction of this amplification, typically up to a factor of
two.
The proposed framework enables many user-specific
choices, and can be easily extended. For instance, for third-
order or higher-order setpoints, it may be useful to impose regu-
larization parameters of equally high polynomial orders, known
as polynomial trend filtering [50, Sec. 2.1.2], which is a special
case of the general criterion (8).
Ongoing research focusses on specialized algorithms for the
considered scenarios, enabling faster computation. In addition,
the correlation between variables is subject of further investiga-
tion. Finally, various aspects of monotonic convergence, which
has here been analyzed in terms of the `1-norm, are being in-
vestigated, including robust monotonic convergence conditions
[53], [18] and data-driven ILC frameworks [28], [7].
Appendix
In this section, a proof of Theorem 3 is provided. Several
auxiliary results are presented. In particular, note that at iter-
ation j, the error is a function of all previous signals affecting
the loop due to the iteration-domain integrator in (4). In the fol-
lowing lemma, the summation of j terms of the trial-invariant
disturbance r in (1) is eliminated.
Lemma 5. Consider the system (1) and ILC update (4) with
f0 = 0 and assume that iteration is stable in the sense of Theo-
rem 2. Then,
e j =
(
1 − J˜ 1 − (Q˜(1 − L˜J˜))
j
1 − Q˜(1 − L˜J˜) Q˜L˜
)
r (22)
− v j − J˜
j−1∑
n=0
(Q˜(1 − L˜J˜)nQ˜L˜v j−n−1.
Proof. Substituting (1) into (4) yields
f j+1 = Q˜((1 − L˜J˜) f j + L˜r − L˜v j).
Given f0 = 0 and subsequent successive substitution yields f1 =
Q˜(L˜r− L˜v0), f2 = Q˜((1− L˜J˜)+1)Q˜L˜r− Q˜(1− L˜J˜)Q˜L˜v0− Q˜L˜v1,
and hence
f j =
j−1∑
i=0
(Q˜(1 − L˜J˜))iQ˜L˜r −
j−1∑
n=0
(Q˜(1 − L˜J˜))nQ˜L˜v j−1−n.
Next, using the geometric series
j−1∑
l=0
rl =
1 − r j
1 − r , (23)
this leads to
f j =
1 − (Q˜(1 − L˜J˜)) j
1 − Q˜(1 − L˜J˜) Q˜L˜r −
j−1∑
n=0
(Q˜(1 − L˜J˜))nQ˜L˜v j−1−n. (24)
Finally, substitution of (24) into (1) yields the desired result
(22).
The result (22) reveals that the error contains a summation
over j trial-varying disturbance terms v j, whereas the influ-
ence of the trial-invariant disturbances is captured in a single
term through the use of a geometric series. Although the trial-
varying disturbance varies on each experiment, a closed-form
expression can be obtained by exploiting Assumption 1.
Lemma 6. Let Assumption 1 hold. Then, under the assump-
tions of Lemma 5,
φe j =
∣∣∣∣∣∣1 − J˜ 1 − (Q˜(1 − L˜J˜)) j1 − Q˜(1 − L˜J˜) Q˜L˜
∣∣∣∣∣∣2 φr (25)
+
(
1 +
∣∣∣J˜Q˜L˜∣∣∣2 1 − |Q˜(1 − L˜J˜)|2 j
1 − |Q˜(1 − L˜J˜)|2
)
φv
Proof. Taking spectra yields
φe j =
∣∣∣∣∣∣1 − J˜ 1 − (Q˜(1 − L˜J˜)) j1 − Q˜(1 − L˜J˜) Q˜L˜
∣∣∣∣∣∣2 φr
+
1 + ∣∣∣J˜Q˜L˜∣∣∣2 j−1∑
n=0
∣∣∣(Q˜(1 − L˜J˜))n∣∣∣2 φv.
Next, using (23) yields the desired result (25).
The closed-form solution (25) enables a direct proof of The-
orem 3.
Proof. (of Theorem 3) Taking the limit j → ∞ implies that
|(1 − L˜J˜)) j| → 0, directly leading to the desired result (5).
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