A generalization of Sylvester's law of inertia  by Johnson, Charles R. & Furtado, Susana
Linear Algebra and its Applications 338 (2001) 287–290
www.elsevier.com/locate/laa
A generalization of Sylvester’s law of inertia
Charles R. Johnson a, Susana Furtado b,∗
aDepartment of Mathematics, College of William and Mary, Williamsburg, VA 23187-8795, USA
bFaculdade de Economia, Universidade do Porto, Rua Dr. Roberto Frias, 4200 Porto, Portugal
Received 1 May 2000; accepted 31 May 2001
Submitted by J. Dias da Silva
Abstract
We introduce the class of unitoid matrices as those that are diagonalizable by congruence;
the nondegenerate canonical angles of a unitoid matrix A are the directions of the nonzero
entries of a diagonal matrix congruent to A (which are shown to be unique). Sylvester’s law
states that two Hermitian matrices of the same size are congruent if and only if they have
the same numbers of positive (respectively, negative) eigenvalues. Two unitoid matrices are
congruent if and only if they have the same nondegenerate canonical angles. © 2001 Elsevier
Science Inc. All rights reserved.
Two matrices A,B ∈ Mn are congruent if there is an invertible C ∈ Mn such that
B = C∗AC.
Congruence generates an equivalence relation on Mn that is rather well-understood
in the case of Hermitian matrices [3]. For example, Sylvester’s classical law of inertia
states that two Hermitian matrices are congruent if and only if they have the same
inertia: the counts of the number of positive, negative and zero eigenvalues (counting
multiplicity). Alternatively, each n-by-n Hermitian matrix is congruent to one and
only one matrix of the form
Ip 0 00 −Iq 0
0 0 0r

 ,
p + q + r = n. This is not difficult to prove with appropriate tools [3], except that
there is some subtlety to the proof of uniqueness.
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Unlike the Hermitian matrices, not all square matrices are diagonalizable by con-
gruence. However, we shall restrict our attention to those that are and, for reasons
that will become clear, we call them unitoid. The unitoid matrices include the normal
matrices, matrices with 0 not in the field of values [1], and others. According to [1],
a nonsingular A ∈ Mn is unitoid if and only if A−1A∗ is similar to a unitary matrix.
Alternatively, let H(A) = 12 (A+ A∗), the Hermitian part, and S(A) = 12 (A− A∗),
the skew-Hermitian part, of A ∈ Mn. It is then an elementary exercise that A is uni-
toid if and only if H(A) and S(A) (or, equivalently, the two Hermitian matrices
H(A) and iS(A)) are simultaneously diagonalizable by congruence.
Via composition with a diagonal congruence, it is clear that any unitoid matrix of
rank k  1 is congruent to a k-by-k diagonal unitary matrix, direct summed with a
(possibly empty) zero matrix. If we measure angles in the complex plane counter-
clockwise from the positive real axis, any n-by-n unitoid matrix is congruent to one
of the form
E(θ1, . . . , θk) =


eiθ1 0
.
.
.
eiθk
0 0n−k

 ,
in which 0  θ1  θ2  · · ·  θk < 2. In case A ∈ Mn is a rank k unitoid matrix
that is congruent to E(θ1, . . . , θk), we refer to θ1, . . . , θk as canonical angles for A;
any 0 diagonal entries are degenerate canonical angles. In case A is Hermitian, all
canonical angles are 0,  and degenerate, according to Sylvester’s law of inertia.
Our primary purpose here is to generalize Sylvester’s law of inertia to all unitoid
matrices by showing that the canonical angles are indeed canonical.
Lemma. If two unitary matrices are congruent, then they are unitarily similar.
Proof. Suppose that U1 and U2 ∈ Mn are unitary and that C ∈ Mn is nonsingular
and such that
U2 = C∗U1C.
Suppose that C = VP, V unitary and P positive definite, is a (left) polar decompo-
sition of C. Then U2 = PV ∗U1VP, and, with U ′1 = V ∗U1V, we have
P−1U2 = U ′1P
so that P−1U2 is the right and U ′1P is the left polar factorization of the same non-
singular matrix. It is known [3, Chapter 7] that the unitary parts of the left and right
polar factorizations of a nonsingular matrix are the same. Thus, U2 = U ′1 and U2 is
unitarily similar (via V) to U1, as was to be shown. 
Other proofs may be given for the lemma, but this one is informative and as brief
as any.
C.R. Johnson, S. Furtado / Linear Algebra and its Applications 338 (2001) 287–290 289
Our primary result may now be stated.
Theorem. Each unitoid matrix in Mn is congruent to one and only one matrix of
the form E(θ1, . . . , θk).
Proof. Suppose that A ∈ Mn is unitoid and has rank k. Then A is congruent to a
diagonal matrix (by definition), and this diagonal matrix may be taken to have its
first k diagonal entries nonzero with increasing arguments and its last n− k diago-
nal entries 0, via composition with a permutation similarity (congruence). A further
composition with a diagonal congruence can be used to make the nonzero diagonal
entries 1 in absolute value. Thus, A is congruent to an E(θ1, . . . , θk).
If A is congruent to E(θ1, . . . , θk) and E(θ ′1, . . . , θ ′k), then, because congruence is
an equivalence relation, diag(eiθ1 , . . . , eiθk ) is congruent to diag(eiθ ′1 , . . . , eiθ ′k ) using
[2, Section 5.6, Example 11]. By the Lemma, the latter two matrices are similar,
which means
θ ′i = θi, i = 1, . . . , k.
Thus, a unitoid matrix is congruent to only one E(θ1, . . . , θk). 
Since congruence is an equivalence relation, a unitoid matrix cannot be congruent
to a nonunitoid one. Among unitoid matrices, the theorem gives a test for congruence
analogous to the Hermitian case. It may be alternatively stated as follows.
Corollary. Two unitoid matrices are congruent if and only if they have the same
rank and the same canonical angles (counting multiplicities).
We note that the theorem and its corollary fully generalize the classical Sylvester’s
law of inertia for Hermitian matrices to the case of unitoid (general) matrices. The
discussion we have given also provides a relatively transparent understanding of the
basic parts of the classical result.
How, then, may one tell if a matrix is unitoid and, if so, what are the canonical
angles? First, these questions may be reduced to the invertible case. If A ∈ Mn is sin-
gular of rank k, then, in order for A to be unitoid, we must have Ax = 0 iff x∗A = 0.
In this event, if the last n− k columns C2 of a nonsingular C = [C1C2] form a basis
of the right null space of A, then
C∗AC =
[
C∗1AC1 0
0 0
]
and C∗1 AC1 is nonsingular. The matrix A is then unitoid if and only if the nonsingu-
lar matrix C∗1 AC1 is. If A is nonsingular and unitoid, then A = C∗E(θ1, . . . , θn)C
so that A−1A∗ = C−1diag(e−2iθ1 , . . . , e−2iθn)C. Also, if H(A) is nonsingular, then
H(A)−1S(A) is diagonalizable by similarity if and only if A is unitoid, and then, the
eigenvalues of H(A)−1S(A) are the numbers i tan θ1, . . . , i tan θn, by a straightfor-
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ward calculation. If the canonical angles θ1, . . . , θn lie in an open half plane (i.e., if
0 does not lie in the field of values of A), then either the eigenvalues of A−1A∗ or of
H(A)−1S(A) unambiguously determine θ1, . . . , θn. Thus, if A and B are such that 0
does not lie in the fields of values of A and B and both fields lie in the same open half
plane, then A and B are congruent if and only if A−1A∗ and B−1B∗ (respectively,
H(A)−1S(A) and H(B)−1S(B)) are similar. When the θ’s do not lie in an open half
plane, the spectra of A−1A∗ and H(A)−1S(A) will be unavoidably ambiguous in
the determination of the θ’s. It would help to understand the matrices C that diago-
nalize A−1A∗ or H(A)−1S(A). In the event that one of these matrices has distinct
eigenvalues, then the diagonalizing matrix C will have columns (eigenvectors) that
are uniquely determined up to factors of scale. This matrix C then must be a ma-
trix that diagonalizes A by congruence, which, in turn, will expose the canonical
angles. However, if neither A−1A∗ nor H(A)−1S(A) has distinct eigenvalues, there
can again be ambiguities, and it may be that some C’s that diagonalize, say A−1A∗
by similarity, do not diagonalize A by congruence. For example, if
A =
[
I 0
0 −I
]
,
then A−1A∗ = I and all invertible matrices diagonalize it (by similarity); but most
do not diagonalize A by congruence; H(A)−1S(A) is no better. Of course, this ex-
ample is no problem by itself, but it is indicative of the difficulty.
We close by noting that the canonical angles of A are, generally, unrelated to the
eigenvalues of the unitary part in the polar decomposition of A.
We also note that our theorem may be proven using the canonical pair form (under
congruence) for two Hermitian matrices, as described, for example, in [4].
References
[1] C.R. DePrima, C.R. Johnson, The range of A−1A∗ in GL(n,C), Linear Algebra Appl. 9 (1974)
209–222.
[2] H. Eves, Elementary Matrix Theory, Allyn & Bacon, Boston, MA, 1966.
[3] R. Horn, C.R. Johnson, Matrix Analysis, Cambridge University Press, New York, 1985.
[4] R.C. Thompson, The characteristic polynomial of a principal subpencil of a Hermitian matrix pencil,
Linear Algebra Appl. 14 (1976) 135–177.
