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This research focuses on communicative solvers that run concurrently and exchange
information to improve performance. This “team of solvers” enables individual algorithms
to communicate information regarding their progress and intermediate solutions, and
allows them to synchronize memory structures with more “successful” counterparts. The
result is that fewer nodes spend computational resources on “struggling” processes. The
research is focused on optimization of communication structures that maximize algorithmic
efficiency using the theoretical framework of Markov chains. Existing research addressing
communication between the cooperative solvers on parallel systems lacks generality: Most
studies consider a limited number of communication topologies and strategies, while the
evaluation of different configurations is mostly limited to empirical testing. Currently,
there is no theoretical framework for tuning communication between cooperative solvers
to match the underlying hardware and software. Our goal is to provide such functionality
by mapping solvers’ dynamics to Markov processes, and formulating the automatic tuning
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Extreme-scale computing systems provide opportunity to run millions of concurrent solvers,
which creates tremendous potential to solve a multitude of complex and computationally
intensive optimization problems. However, these resources are often not being widely or
effectively utilized - for optimization tasks - due to significant requirements imposed on
applications. An algorithm that fully utilizes such systems needs to divide computational
workload among multiple cores (greater than 10,000 cores for petascale systems) – a
level of parallelism that is difficult to achieve with conventional optimization approaches.
Coordination of these distributed algorithms creates another challenge. For every single
message that 100,000 solvers send each other, the system would have to process 9,999,900,000
messages. If such communication is frequent, it will quickly overwhelm available bandwidth
and restrict the solvers’ ability to perform useful computation. With the emergence
of exascale computing systems (millions of cores), similar communication issues will
become even more critical for leveraging the immense potential of future high performance
computing. The objective of this work is to establish methodology for designing efficient and
scalable communication strategies for teams of concurrent algorithms running in parallel.
We explore communicative solvers that run concurrently and exchange information to
boost performance. This “team of solvers” enables individual algorithms to communicate
information regarding their progress, and allows them to synchronize their memory structures
with more “successful” counterparts. The result is that fewer nodes will spend computational
resources on “struggling” processes. This work focuses on theoretical properties of
1
communication structures that maximize algorithmic efficiency. Figures below depict the
intuition behind the proposed ideas. Figure 1.1 is an illustration of fully connected and
optimized communication topologies. Each node represents a solver, while edges correspond
to communication links. The fully connected topology leads to excessive communication,
which hinders the solvers’ ability to perform useful computation.
To explore theoretical properties of communication, we model the impact of propagating
information between individual solvers by Markovian processes. These theoretical constructs
enable efficient evaluation of communication topologies without empirical testing and are
used to define a class of scalable communication design problems.
To summarize, this research is motivated by a lack of methodology for designing efficient
teams of concurrent solvers with optimal communication patterns and by an overwhelming
number of critical applications that will be affected by such methodology. The proposed
work is unique in its focus on a theoretical approach to scalable concurrent communication
of algorithms.
1.1 Historical Remark
The question of what is the most optimal way to organize communication between people
that are working on the same creative intellectual task has a long history. The “brainstorm”
technique was first popularized in 1939 and since been the standard with which any other
group creativity technique is compared. When the number of participants in “brainstorming”
is small it might be optimal just to discuss everything together. However, if the group is big,
such organization might clog communication , and some participants may become passive or
idle. Standard approach in business setting in this case is to split the group into teams and
let each team perform the initial “brainstorming” sessions independently from the others.
Once the initial solutions have been proposed, the whole group analyzes them together to
derive a single joint solution. Most of the academic research in cooperative creative thinking
considers the team size from three to five participants. The intuition behind it is that the
social norm in a small group is to speak, while a social norm in larger groups is to listen. The
“brainstorm” technique (that we use as an example) is based on the Pythagorean teaching of
2
Figure 1.1: Fully-connected topology and Optimally-connected topology
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Triad, according to which the world dynamics consists of cyclical processes, among the latter
three critical points are being emphasized. In Hegelian version they are Understanding —
Dialectical Reason — Speculative Reason (see [15] pp. 19-24) or thesis - antithesis - synthesis
in Marxist interpretation of it (see [58] Chapter 2.). The algebraic tuple Triad and Aufhebung
make up the step of logical process in Hegelian Speculative Logic (see [36] p. 81, and [35]).
In the technique of brainstorming the thesis corresponds to the position of the Dreamer, the
antithesis to that of the Criticizer, synthesis to that of the Practitioner. The Practitioner
achieves a real line of solution, as a middle ground between the extremes of the Dreamer,
who is looking into the future, and the Criticizer, who is stuck in the past.
If pure esoteric Pythagoreans considered three to be the optimal team size, the more
practical among them took into account that the positions aren’t equal and in practice there
might be a need for several people to take a certain position.
1.2 Remark on the choice of algorithms
The objective of our study can also be reformulated in from a Dialectical point of view. One
of the three laws of Dialectical Materialism is “The law of the transformation of quantity
into quality and vice versa.” [26]. It was adopted from Hegelian Dialectics: “Here, just as in
the natural sciences, we find confirmation of the law discovered by Hegel in his Logic, that
at a certain point, what have been purely quantitative changes become qualitative. ... The
molecular theory of modern chemistry first scientifically worked out by Laurent and Gerhardt
rests on no other law.” [59]. The quantitative changes in number of computing nodes
available lead to qualitative changes in many areas of applied and theoretical computational
science. In a way the aim of our study is to harness this law of dialectics to our advantage
in a particular domain. This is one of the reasons why we chose Ant Colony Optimization
as one of the base heuristics (another being Population Based Incremental Learning) for
the study. What is so significant about the ants, is that being relatively simple individual
agents by themselves, when combined into a colony they perform complicated tasks with
great efficiency. There are many examples of such collective behavior demonstrating ants
mastery over this law of dialectics. We will in detail describe only one of them.
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This example is in the foraging behavior that effectively guides ants on short paths to
their food sources without any centralized mechanism that would process the information.
In a famous biological double-bridge experiment (described in [22],[32]), it was shown that
the collective pattern and efficiency are the results of autocatalytic (when one individuals
exploratory movements being strongly influenced or even determined by those of previous
individuals) interactions between simple, identical individuals agents. In other words, the
essence of this decentralized efficiency lays in the indirect communication of the ants.
The autocatalytic yet indirect interactions between individual ants are mediated by trail
pheromones. Pheromones are chemical substances that an individual releases into the
environment and which influence the behavior of other individuals of the same species. The
double-bridge experiment demonstrated how trail pheromones lead ants along short paths
to their food sources. The experiment went as follows. A food source was established by
the researchers near a nest of Argentinian ants. A double bridge consisting of two branches
of different length connected the nest with the food source. Argentinian ants don’t have a
good vision. Yet, remarkably after only 5-10 minutes almost all ants were using the shorter
branch. The explanation of this phenomena lays in autocatalytic interactions (autocatalysis)
through pheromone mechanism. The ants that were initial explorers most likely chose the
path at random, while laying the pheromone along the chosen path. Ants that chose the
shorter branch have higher probability of arriving both at the food source and back at the
nest (with food) faster. Argentinian ants lay the pheromone both on the way from and on
the way back to the nest (unlike some other species of ants). Therefore ants that chose the
shorter branch on the way to the food source, while on the way back to the nest were already
smelling their pheromone and thus had higher chances of choosing the shorter branch again.
With time the pheromone on the shorter branch was accumulating faster, thus making the
smell stronger and stronger. As we already mentioned, after 5-10 minutes almost all ants
preferred the shorter branch.
ACO is inspired by the foraging behavior of ants and belongs to a class of nature inspired
heuristic search algorithms. Similar to PBIL it is a population-based, sometimes it is also
categorized as part of multivariate EDA family.
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1.3 Parallelization of algorithms
The approach that we study in this work is achieving speedup through running multiple
instances of a sequential algorithm in parallel with or without an exchange of intermediate
solutions between the concurrently running instances. We focus on finding the best (with
respect to one of the criteria that we describe in detail in Section 5) scheme of sharing the
intermediate solutions. Most popular approach to speedup a sequential algorithm runtime
with parallel computing, however, is parallelization of the algorithm itself. Parallelization of
algorithms can be achieved at low level and high level.
Next, we discuss the low level and high level parallelization of algorithms as theoretical
models and as a software standards.
1.3.1 Low level parallelization and OpenMP
Low-level parallelization of a sequential algorithm doesn’t change its fundamental
structure. It is achieved in a piecewise manner, when only certain (usually most time
consuming) parts of the algorithm are subject to parallelization. However, the interaction
between the parallelized parts and sequential parts of the algorithm does not change. Figure
1.2 shows an example of a low-level parallelization of an algorithm, bold edges belong to
the Master thread. OpenMp standard is a prime example of such an approach. Because
the interaction between the parallelized and non-parallelized parts stay the same and each
parallelized part has limited impact, the behavior of an algorithm parallelized at low level
resembles the overall behavior of its sequential prototype. And therefore, the run-time
performance of such parallel algorithm can be derived from the run-time analysis of its
parallel subroutines. Once this has been achieved any theoretical results about the sequential
algorithm can be trivially extended to its parallel counterpart.
OpenMP is a scalable model of parallel computing that consists of a set of compilers
and library routines that extend FORTRAN, C++ and some other programming language
codes to shared-memory parallelization. The shared-memory isn’t the only difference
between MPI and OpenMP. The programming model that OpenMP utilizes is fork-join
parallelization, the master thread runs as a sequential program and spawns a team of threads
6
Figure 1.2: Example of Low Level parallelization.
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when needed. Parallelization in OpenMP program is in a way added incrementally, the
sequential program that’s being run by the master thread evolves into a parallel program.
Therefore, when upgrading a sequential algorithm into OpenMP parallel implementation
there’s no requirement to parallelize the whole program at once (as is the case in MPI with
it’s one code/many processors running it paradigm). OpenMP itself is usually only used to
parallelize loops. The most time consuming loops in the sequential version of the code are
being split up between threads in the parallel version. Finding the most time-consuming
loops and choosing the OpenMP construct that replaces it is an art in itself, and while the
right choice increases the performance the wrong choice may even result in a parallel code
running slower than the sequential one due to communication overload.
1.3.2 High level parallelization and MPI
High level parallelization of a sequential algorithm creates an entirely new algorithm
that can run in parallel from the starting point. The effects and consequences of high
level parallelization are not restricted to any particular part of the algorithm and therefore
influence the algorithm as a whole. The overall behavior of the algorithm thus parallelized
may not resemble its sequential prototype. The actions performed by the parallel algorithm
may not be the same as by the sequential one, the order at in which the actions are performed
by parallel and sequential algorithm can differ, there might even be some non-trivial actions
that are performed by the parallelized at high level algorithm that aren’t done by the
sequential one and vice versa. The algorithm parallelized at high level is essentially a different
new algorithm.
The most popular standards for programming parallel systems that utilizes such an
approach in practice is the Message Passing Interface (MPI). MPI is based on Single
Program Multiple Data paradigm, where the same tasks are performed by parallel
processors, yet each processor has different data. Standard MPI implementations include
tools to perform point-to-point send/receive operations, as well as mechanisms for more
sophisticated communication topologies that resemble graphs or Cartesian products.
MPI Communicators provide a way of selecting the processors into separate com-
munication spaces or just select a subset of processors and treat it as a communication
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universe. There are two types of communicators in MPI Intra-communicators and Inter-
communicators.
Intra-communicator is a collection of processes that can send messages to each other
and engage in collective communication operations. An intra-communicator is an ordered
algebraic triple and consists of a group, context and topology. A group is an ordered
collection of processes. If a group consists of k processes, each process in the group is
assigned a unique rank, which is a non- negative integer in the range 0, 1, ..., p − 1. A
context is a system-defined object that uniquely identifies a communicator. Two distinct
communicators have different contexts, even if they have identical underlying groups. Figure
1.3 illustrates the process and the key elements of communicators in MPI.
Inter-communicators are used for sending messages between processes belonging to
disjoint intra-communicators.
MPI process topology is a mechanism for associating different addressing schemes
with the processors belonging to a group. There are two types of topologies that are
supported by MPI: Cartesian (or grid) and graph (more general) topologies. When declaring
a grid topology MPI allows to specify number of grid dimensions, the size of each dimension
(number of rows and number of columns). As well as periodicity of each dimension (so-called
wraparound), which specifies whether the first entry in each row or columns is “adjacent”
to the last entry in that row or column, respectively. MPI topologies are virtual and are not
necessarily related to the physical structure of the computer. The communication process
mapping in general isn’t related to the physical hardware setup or the given algorithm being
parallelized. MPI process topologies usually have no performance benefits, but when used
the code becomes more compact and readable. In terms of optimization MPI gives the user
only the option of allowing the system to optimize the mapping of the grid of processes to
the underlying configuration of physical processors by possibly reordering the processes in
the group underlying the communicator. Figure 1.4 illustrates a two-dimensional Cartesian
topology.
In the past decade a new type of super-computer architecture appeared where the nodes
no longer are just processors. This new architecture is multi-level and the systems may not
only have several hundred thousand nodes, but each node itself may have large numbers
9
Figure 1.3: MPI Intra-Communicators creation example with two groups and intra-group
topologies (Image credits: https://computing.llnl.gov/tutorials/mpi/)
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Figure 1.4: MPI Cartesian topology
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(hundreds) of cores. The cores in their turn may be composed of a mix of regular CPUs
and accelerators such as GPUs (graphics processing units), that are designed specifically for
more efficient parallel processing. Moreover, there might be different classes of nodes for
different tasks. A standard GPU consists of streaming multiprocessors, that are made of
SIMD units in their turn. A SIMD unit is mostly made of arithmetic logic units but can
also include special computational units such as tensor cores and special function units. For
example, the ORNL new Summit supercomputer has 9,216 CPUs and 27,648 GPUs. The
processing units are split among 4608 nodes with shared memory. Each node consist of 2
IBM POWER9™ CPUs and 6 NVIDIA Volta™ GPUs, and 1600 GB of memory that both
the CPUs and GPUs have access to. The CPUs are designed to minimize the execution of
a single instruction thread, while the GPUs are optimized for parallel tasks. This multi-
level architecture requires hybrid parallel programming when different classes of nodes use
different types of message passing standards. CUDA (Compute Unified Device Architecture)
is the most widely used parallel computing platform that utilizes the GPU.
The multi-level high-performance computing architectures exacerbate scalability issues
due to sending or receiving information when hundreds of thousands of nodes are involved.
Another problem that has risen with it is the scalability of memory management. Every
procedure or tool that has a memory consumption at every node that is proportional to
the total number of nodes in the communication group is not scalable. For example, the
general graph topology allows the MPI program to optimize communication by appropriate
reordering or placement of communicating nodes. However, the general graph topology
requires the entire communication graph to be supplied and stored on each node. It therefore
requires O(k + e) space per process where e is the number of edges and k is the number of
nodes in the graph, and O(k2 + ke) in total (across all nodes).
1.4 Parallelization of Optimization Algorithms




There are three natural approaches to utilize the parallelization to solve.
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1. Brute-force parallelization (running multiple sequential codes with different seed
values).
2. Parallelize the objective function F (X).
• Usually is more complicated.
• Once parallelized, usually can be used with any optimization algorithm.
• Steady speedup from parallelization.
3. Parallelize the min algorithm.
• Only certain properties of objective function are needed for a choice of the best
algorithm and proof of its convergence.
• Benefits from the parallelization can vary.
A significant portion of large industrial-scale optimization problems are recurring (e.g.
daily scheduling) and structurally constant. Optimization algorithm performance in terms
of run-time can be heavily dependent on the input. For example, in the case of branch
and bound algorithms the work to be done is heavily dependent on the particular problem
instance. It is often impossible to obtain a reasonable estimate of the number of iterations
until an actual execution is being carried. During the execution of a branch and bound
algorithm each successive step depends on the information obtained by the algorithm in
prior steps. Therefore use of a different search strategy, or the branching from several
subproblems in parallel, may lead to different information obtained, and thus generate
a different branching order. As shown in [41] and [45] the total number of iterations
can even increase or decrease by an arbitrary factor. There exist a notable and critical
distinction between the serial and parallel versions of branch and bound algorithm in terms
of speedup. When computational power is being increased for a serial branch and bound
(better processing speed, more RAM etc.) this translates into pure speedup time-wise as
the number of iterations remains the same but each iteration takes fewer time. However, as
Theorem 1 in [45] shows, an increase in number of processors can lead to situations where
the speedup in terms of the number of iterations is not guaranteed.
13
1.4.1 Parallelization of Branch and Bound Algorithm
The branch and bound algorithms constitute a broad class of methods that are the primarily
used for solving difficult discrete optimization problems. The set of vectors that satisfy the
constraints is called the solution space. Branch and bound algorithms use a divide-and-
conquer strategy to decompose the solution space into a graph (which is usually a tree) of
subproblems, and then recursively solve each subproblem. Figure 1.5 depicts an example of
a state space tree.
Consider a mixed integer programming problem ((1.4.2)).
min cTx (1.4.2)
s.t.Ax ≤ b
l ≤ x ≤ u
∀i ∈ I,xi ∈ Z
∀i ∈ J,xi ∈ R
The branch and bound method of solving it goes as follows. Given an initial solution
x̃ (which might be determined heuristically) the first step is the bounding procedure. We
relax the optimization problem by removing the integrality conditions and thus making all
the variables real. Solving the relaxed problem yields a lower (in case if it is a minimization
problem) bound on the solutions of the discrete optimization problem. If the solution of the
relaxed problem x̄ satisfies all the integer constraints of the initial problem, then xopt = x̄
or if F (x̃) = F (x̄), then xopt = x̃, and either way the optimal solution xopt is found.
Otherwise, the problem to be solved is being partitioned by the branching procedure into




and ∀i 6= jSi∩Sj = . Each subproblem generated in this way is either solved or eliminated
by proving that it does not yield an optimal solution to the original problem. The number
of nodes in the tree of subproblems generated by the algorithm can grow exponentially in
general. Bounds are introduced in order to weed out subproblem solutions. One of the most
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Figure 1.5: A state space tree in branch and bound algorithm. (Image credits: Lai, T.H.,
Sahni, S. (1984) [45])
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popular approaches to branching procedure is LP-based branching, when the relaxation at
every node is a linear optimization problem. Linear programming problems are usually easy
to solve, and thus LP relaxation also yields a lower bound for a subproblem. If a lower
bound of a subproblem is greater than the global upper bound for the initial optimization
problem, then the subproblem will not yield an optimal solution and thus can be pruned. If
a given subproblem can’t be immediately solved or eliminated, then it is decomposed into
even smaller subproblems as well. The process continues until all generated subproblems are
either solved or eliminated.
Such a recursive tree-based algorithm is naturally parallelizable. Yet, the scalability of
it becomes an issue. If a subproblem has a feasible solution x̃i that is better than current
best feasible solution x̃, then it must be updated and the information propagated globally
to every process.
In case of LP-based branching the efficiency of the algorithm substantially depends on how
closely the feasible regions of the subproblems are being approximated by the LP relaxations.
A modification of the branch and bound method that is specially designed to tighten the
relaxed sets is called branch and cut (see [31, 71, 33]). The cuts are globally valid inequalities
(valid for the original feasible set S) that are being updated dynamically as the algorithm
progresses. The general idea of the method is to limit the number of constraint inequalities in
the LP relaxation because most of them aren’t binding for the optimal solution. Constraints
are being grouped into classes of inequalities, and then some classes are being left out of the
relaxed set. Inequalities that are being kept in the LP relaxation form a cut pool. Because
cuts are global, they have to be shared between the parallel processes in order for the parallel
algorithm to be efficient. If the optimal solution of a relaxed problem is infeasible, an attempt
to find the inequalities that it violates is made. It’s called a separation procedure. If the
separation problem is solved, some of the cuts identified are added to the linear relaxation,
which is re-optimized again. If the separation problem can’t be solved, the subproblem is
branched into separate problems.
Branch and cut is centered around the idea of limiting number of constraints, thus
focusing on row elimination and row generation. Branch and price (see [9]) family of
algorithms is based on a similar idea, but with columns instead of rows in mind. The
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motivation for this being that another way of producing tighter relaxation is to reformulate
the original problem using Dantzig-Wolfe decomposition or similar techniques. This creates
a mixed integer programming problem with huge number of variables, most of which have
zero values when optimal solution is reached. First a basis of columns is formed based
on the initial feasible solution. The rest of the columns are left out of the LP relaxation.
Next a pricing procedure is being applied by solving the separation problem to the dual LP.
Pricing problem attempts to identify the columns that should be included in the basis. If
the solution of subproblem isn’t feasible (doesn’t satisfy the integrality conditions) and the
pricing procedure can’t identify columns to add to the basis, branching procedure is invoked.
As discussed in Section 1.3 there are two approaches to parallelization of an algorithm. If
a branch and bound algorithm is being parallelized at low level, the algorithm will run from
starting point as if it was sequential and the parts that can be parallelized and performed
by several processors in parallel are the computation of the lower bound, the selection of the
subproblem to branch from next, and the application of the elimination rule. Parallelization
of the branch and bound algorithm at high level would start with the main loop being run in
parallel. Therefore, the order in which the iterations of main loop are performed will differ
from the sequential case.
Due to the tree structure of the solution graph it might seem that a high level
parallelization should be straightforward. Because the shape of the search tree is not known
in advance, the task of dividing up the work among the parallel processors becomes very
difficult. Thus the first profound issue with the parallelization is the workload balancing.
Moreover, in sequential case as the algorithm progresses the knowledge that is being
generated about the cuts, bounds and variable pools often depends on the choice of direction
(which branch to compute first). The shape of the search tree may be highly irregular, and
this knowledge can change the shape of the tree dynamically even more. As shown by Lodi
in [48] even trivial variable permutations or additional constraints can have a profound effect
on the performance of the algorithm. In parallel case the way in which the knowledge is
stored and shared among the parallel processors during the execution process adds another
level of complexity and can have a significantly affect the efficiency of the algorithm.
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As was shown computationally for sequential algorithms in [3, 4], the choice of branching
strategy has a profound effect on the size of the search tree. Earlier, a very popular approach
to branch from the variable that has it’s fractional part closest to 0.5 is shown by Achterberg
to be less efficient than a random choice of branching variable in a computational study [2].
The only analytical study of the branching problem for MILP is [50]. They use the change
of dual gap as the measure of progress and estimate the asymptotic tree size. In a survey
paper [49] machine learning is used to study this problem.
As noted for the high level parallelization these issues have much higher impact and are
more difficult to analyze compared to the low level.
In the sequential case, the process of executing a branch and bound algorithm generates
the knowledge about the problem instance to be solved. This knowledge is used by the
algorithm to make decisions. In parallel case, the knowledge is generated and used by
several processes concurrently. Therefore, for the design of a parallel branch and bound
algorithm, the concurrent knowledge handling has to be a major consideration. Knowledge
generated concurrently can have local (for the process that it was generated by) or global
(for the entire algorithm) value, and therefore might have to be shared among processes. For
example, a feasible solution generated by one process might have only local value, or it can
be used by other processes to prune other subproblems and thus have global value. In order
for the shared knowledge to be used by all the processes, there must be a mechanism in
place to notify each independently running process when the global knowledge was updated
by one of the processes.
Because the independent processes performing parallel branch and bound algorithm can
have different local representation of the global knowledge, the parallel algorithm may even
become non-deterministic. This non-determinism is caused by the factors that are far
outside of the scope of algorithm itself, for example, the actual speed of each processor,
other processes running on the system and taking computational power as well as slowing
some processors more than the other ones etc. This introduces a randomness factor into the
exact representation of global knowledge that each independent process has, and therefore
affects the exact order of operations of the algorithm. To prevent non-determinism caused
by environmental factors parallel algorithm may require synchronization, when a process
18
that finished a unit of work doesn’t start another unit of work until all the other parallel
processes finish their respective units of work and then update (synchronize) their global
knowledge. If the units of work vary significantly in terms of time to be performed, then
synchronization obviously can significantly slow the execution time.
1.5 Contributions of the Thesis
We introduced a novel theoretical framework to optimize the topological structure of the
communication between algorithms running concurrently. The experimental part of the
thesis is focused on comparing different communication topologies for 16 concurrently
running solvers. We implemented two randomized heuristics (PBIL and ACO) for the
computational experiments, each of which was solving the Max-Cut problem.
1.6 Organization of the Thesis
The thesis itself is organized as follows. In Chapter 2, we provide the review of literature
on the subject of our study. In Chapter 3, we discuss the modeling of an optimization
algorithm by a Markov chain. We mostly introduce the theoretical apparatus and provide
some theoretical examples. In Chapter 4, we describe our theoretical model of communication
between the concurrently running algorithms. It is based on the theoretical model presented
in Chapter 3. In Chapter 5, we formulate the theoretical problem of finding the optimal
communication topology in terms of four optimization problems, depending on the objective
that we want to optimize. In section 5.1 we formulate the problem when the objective is
maximizing the probability of finding high-quality solutions, in section 5.2 we formulate it
based on the objective of minimizing the best average runtime etc. For each of the topology
optimization problems we provide computational results based on simulation modeling. In
Chapter 6 we describe the computational experiments based on applying PBIL and ACO
heuristics to solve Max-Cut problem. We present the results of computational experiments
on different levels of aggregation and analyze them. Finally, in Chapter 7, we discuss the




The existing theoretical research on groups of parallel solvers mainly focuses on independent
randomized optimization algorithms. Parallel execution of independent copies (no communi-
cation) of a randomized algorithm often provides an effective acceleration strategy. Optimal
parametrization of a randomized parallel algorithm is explored in [54]. The relationship
between optimal parameters of sequential algorithms and optimal parameter settings for
parallel optimization is investigated in [77], proving theoretical explanation for the difference
between optimal serial and parallel configurations.
If there is a choice of algorithms to be executed in parallel with different runtime
distributions, one can either deploy multiple copies of the best performing algorithm in
parallel (homogeneous group of solvers) or select a mix of algorithms (non-homogeneous group
of solvers). Theoretical models of concurrent solvers are used in [78] and [65] to formally
prove the theoretical bound on the best possible speedup ratio of a non-communicative group
of multi-start solvers on a single problem instance.
Typically, a group of concurrent solvers has to achieve efficient performance on average
when solving a sequence of optimization instances. Here the grouping can be viewed as a
hedging mechanism to offset the uncertainty in input data. A large representative set of
instances is typically used to build a prediction model that links problem features to the
performance of each available algorithm. The model provides input for the optimal group
selection problem when a new instance needs to be solved (see [89]). Dominant performance
at the annual SAT competitions fueled interest in the groups of concurrent solvers leading to
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numerous publications and success stories [55, 79, 44]. In the realm of commercial solvers,
the opportunistic parallel optimization mode of the IBM CPLEX Optimizer implements a
trivial group of solvers by employing randomized branching. These approaches are trivially
parallelized by assigning each algorithm in the group to a distinct computational core.
Previous research mainly addressed empirical studies of the communication strategies and
their comparison with the strategies that do not involve any communication (independent
runs). The empirical experiments with communication between multiple branch and bound
solvers were investigated in ([16]). The applications of the parallel greedy randomized
adaptive search (GRASP) for the 2-path network design problem, the job shop scheduling
problem, and the Steiner problem can be found in [73, 61]. An investigation of the teams of
algorithms based on ant colonies can be found in [56]. The authors use a group of solvers
consisting of ant colony heuristics to investigate two different communication topologies (ring
and hypercube) and analyze the impact of communication on the algorithm’s performance.
The SAT community explored these ideas in the context of sharing certain conflict clauses,
revealing significant acceleration benefits in [34].
Existing research addressing the value of communication in concurrent solvers lacks
generality: most studies consider a limited number of configurations and evaluate the
performance empirically on parallel computing systems. A number of extensive surveys
on parallel algorithms can be found in the literature [1, 19]. Overall, the contributions
addressing the value of communication in the concurrent solvers are mostly empirical,
and their outcomes provide very little insight into communication patterns beyond the
predetermined communication strategies.
Majority of literature on parallel implementation of ACO algorithms are focused on
different aspect of parallelization of standard ACO. Most of the differences are in the way
the pheromone matrix is being updated (by the central processor and then distributed to local
colonies, or locally by the parallel colonies themselves. A single ant per processor approach
was studied by Talbi et al. in [82], it was used for Quadratic Assignment Problem. In this
case the master processor was responsible for updating the best solution and the pheromone
trails, and then distributing the results back to the single ant solvers. In [12] it was proposed
by Bullnheimer at al. to decrease the frequency of communication to a fixed parameter τ ,
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so information is being exchanged after every τ generations. Simulation was used to prove
that the overall speed increases with the increase of parameter τ . Unfortunately, the study
didn’t discuss how it affects the quality of the solution found.
The multicolony approach is studied by Michelsand and Middendorf in [62] and by
Middendorf et al. in [63]. In [62] each parallel solver contains a colony, the communication is
performed only after certain fixed number of iterations, the information exchanged between
the colonies is the best solution. So the pheromone matrices are being influenced by the
communication (because if a solver receives a solution that’s better than the current one it
has, the pheromones have to be laid on the trail representing the new best solution), but
don’t get synchronized. The topology being used in the study is full communication. In [63]
both information exchange strategies and different topologies. As in [62] they study the all-
to-all topology utilized to send globally best solution to every solver. Three other methods
studied in [63] utilize circular topology. A direct ring is established between the solvers, so
that every solver sends the information to it’s successor in the ring. The types of information
strategies that are being studied fall into three categories. First is locally best solution, which
is then being compared to the locally best solution of receiving solver, and if it is better, the
locally best solution and the local pheromone matrix are being updated. Second is migrant
strategy, when the preceding (in the ring topology) solver sends it’s best m solutions to the
solver that follows it in the ring topology, and then the receiving solver chooses the best m
solutions among the 2m received and its own best solutions. The solutions that survive such
a competition are then used to update the local pheromone matrix. And finally a hybrid
information strategy is a combination of the previous two, when both the m migrants and
the best solution are being sent.
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Chapter 3
Modeling algorithms with Markov
Chains
The process of solving an optimization problem by an algorithm can be viewed as a sequence
of transitions between a finite number of distinct states, representing an internal memory




m) denote the initial state of the algorithm and




m) denote the state of algorithm at iteration k. The optimization process
can be modeled as a sequence of transitions s0 → s1 → ...→ sτ , where sτ represent the state
of the algorithm at termination.
For example, consider the simplex algorithm for linear programming problems ([21]). The
algorithm starts with some initial solution (state s0), and moves from one feasible solution
to another. The set of feasible solutions considered by the simplex algorithm is finite, and
any run of the simplex algorithm can be viewed as a sequence of transitions between a finite
number of states.
For non-deterministic algorithms every state transition is random, so the algorithm can be
mapped to a stochastic process. Let a random variable Si denote a state of the algorithm after
i iterations. For all i, the support of Si is a finite set of all possible states S = {s1, s2, ..., sn}.
Let T k denote the duration of transition from Sk to Sk+1. Whenever the algorithm enters the
state si, the probability that the next state will be sj is defined by Pij. Furthermore, given
that the next state is sj , the duration of transition has distribution Fij. Hence, the process
of solving an optimization problem is a stochastic process (S0, T 0), (S1, T 1), ..., (Sn, T n).
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We will investigate randomized Las-Vegas type algorithms and look at them as a random
process that starts at an initial state, goes through the intermediate solutions and arrives
at an optimal solution. We will consider only the case with finite number of intermediate
solutions. First, a random choice of an initial solution is made according to some probability
distribution. Then the solution is updated according to another probability distribution,
which depends on the current solution selected at this time. With this specification,
randomized algorithm can be represented by a so-called random map representation which
may be taken as an equivalent definition of a Markov chain ([46]).
For example, for certain problem we conditionally separate the solution path into the
following states. B - initial state where the algorithm starts its execution, I - intermediate
state, O - optimal state, where we find the desired solutions, and A - the absorbing state
that doesn’t lead to the optimal solution.
Schematically the algorithm partition is illustrated in Figure 3.1 below
Each circle represents a macro-state, and each arrow represents a possible transition.
Each transition from one macro-state to another one happens with a certain probability
distribution. A stochastic process {(S0, T 0), (S1, T 1), ...} is a semi-Markov process ([75]) if
it satisfies the following for all n ∈ N:
P (T n > t, Sn+1 = j|S0, T 0, S1, T 1, ..., Sn−1, T n−1, Sn = i) = P (T n > t, Sn+1 = j|Sn = i)
(3.0.1)
As implied by (3.0.1), at the moment of transition the future transitions from Sn do not
depend on the history, i.e. the process is memoryless. This property is known as the
Markovian property. A Markov chain is a semi-Markov process in which all transition
durations are equal and constant, however, there might be transitions from a state to itself.
The Markovian property assumption limits the scope of the optimization techniques that
can be efficiently modeled by the semi-Markov processes. The benefit of using the Markovian
processes stems from their capacity to model communication between algorithms and to
predict its impact using computationally tractable procedures. Furthermore, the models are
relevant to practice as they can be applied to a variety of modern optimization algorithms.
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Figure 3.1: Single Algorithm Model
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3.1 Feasibility of the Markovian Assumption
First of all, notice that any algorithm can be described as a Markov stochastic process
by encoding all internal memory of the algorithm into a single vector. Clearly, every
next state depends only on the present state of memory structure and some pseudo-random
number generator. Thus, the Markov property is satisfied by such a construction.
Obviously, such a construction would be not only computationally infeasible as both
the number of states and size of each state in memory would be prohibitively large. In
order for the method to be efficient we need to project the internal memory onto a lower
dimension space thus merging the memory states into equivalence classes. The projection
should be computationally tractable, provide meaningful descriptions of the states and
maintain the ability to predict the algorithm performance measures. For example, in case
of simplex algorithm, instead of storing the whole internal memory only the index variables
with current solution can be stored and indicate a separate state. Projecting on a lower
dimension process might also violate the Markovian property. However, even if there are
deviations from the memorylessness, the proposed models can still be useful to provide
relaxations (approximations) to scalable communication design problems, and their analysis
can generate insights into the structure of scalable and efficient communication.
Another alternative is to design optimization solvers and state space descriptions that
satisfy the Markovian property a priori. By virtue of the proposed methodology for
communication analysis, such design would enable computationally tractable tuning for
optimal performance at scale. Here, the capacity for efficient tuning becomes the driving
force of the algorithmic design. For example, the broad class of such designs can be described
as follows.
Markovian Algorithm Template. Consider an optimization solver, which is initialized
by some warm-up solution. At every epoch the solver starts from the best solution known
to the algorithm. For a fixed period of time (or fixed number of iterations), the algorithm
explores the search space through a sequence of randomized perturbations, moving from
one solution to another (e.g., stochastic gradient descent). After the time expires, the
algorithm restarts from the best-known solution (might change between epochs), and the
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process repeats. The sequence of incumbent solutions would correspond to the states of the
Markovian process. If their number is prohibitively large, this description can be projected
to a lower dimension, for example, by mapping every incumbent solution to its objective
value.
Importantly, many state-of-the-art optimization solvers can be easily modified to satisfy
the Markovian property. We refer to this process as the Markovization of an algorithm.
Remember that to be Markovian, at certain moments of time the future of the search process
should be independent from its history, except for a small set of information that defines
the state of the process. This can be achieved by creating artificial checkpoints at which the
algorithm resets all of its memory except for some small subset that is sufficient to continue
the search process. Such reduction may compromise the serial performance of the solver, but
at the same time, the Markovized version has potential to outperform the original algorithm
in terms of parallel performance due to its capacity for intelligent communication design.
3.2 Discrete Time Finite State Markov Chain Models
of Communication
Consider an instance of an optimization problem (F , c), where F is a set of feasible solutions
and c is the cost function, c : F → R1. Let A denote an optimization algorithm that can be
applied to (F , c) to find an x ∈ F for which c(x) is as small as possible.
Assume that the dynamics of A on (F , c) can be approximated by a discrete time
Markov chain process with the set of states S = {s1, s2, ..., sn}. Let P = {Pij} denote
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Define for any subset M ⊂ S the indicator vector eM ∈ R|S| such that
(eM)i =
1 si ∈M0 otherwise
and for single element sets M = {i} we write ei instead of eM .
Without loss of generality let s1 denote the initial state of the process, and denote a set
of absorbing states of the Markov chain as R = {sa, sa+1, ..., sn} ⊂ S.
The Markov model of the algorithm A allows us to derive measures of its performance.
The probability of reaching any state in M ⊂ S after τ transitions is
p(P,M, τ) = eT1 P
τeM
Assume there is a mapping C : S → R1 from the set of states to the best solution cost
available at each state, and let CS = (C(s1), C(s2), ..., C(sn)). Define the average best solution
cost after τ transitions as
F (P, τ) = eT1 P
τCS
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Finally, for a set of states M that includes all of the absorbing states, R ⊂ M , the average





1− eT1 P ieM
)
(3.2.1)
3.3 Example: Two-State submodel
Now let’s consider a sub-model with only two states - a single transition from state i to the
state i + 1. Let also Xi,i+1 ∼ U [0, Ni], for some Ni > 0. Consider a strategy where restart
happens as soon as Xi,i+1 > y. What yi would be the optimum value in terms of speeding
up the overall transition and does it actually exist? First of all, let’s denote as R the event
of restart.
P (R) = P (Xi,i+1 ≥ yi) =
Ni − yi
Ni
= 1− p (3.3.1)
As Xi,i+1 we denote the random variable of transition time with restarts, and NR will be





= E (Xi,i+1|Xi,i+1 ≤ yi) + yi · E(NR) (3.3.2)
Now,




While, the number of restarts is modeled through the Bernoulli trials. As soon as one
restart happens, we consider every restart a Bernoulli failure, and count the number of trials
until a first success, which is a no-restart, an actual transition. That’s why in formula (3.3.1)
we denoted P (R) = 1− p. This way, E(NR) = 1−pp =
Ni
yi


















As we can observe, that is more than E (Xi,i+1) =
Ni
2
, the expected transition time
without restarts, and it tends to it as yi → Ni.
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3.4 Example: Simple Chain
Consider a simplified version without absorbing state in which there is a chain of states
1→ 2→ 3→ ...→ N (3.4.1)
,where N denotes the optimal solution. And Xi,i+1 is the random variable of duration of
transition i −→ i+ 1, i = 1, 2, ..., N − 1, and all of the duration times are independent.
Suppose Xi,i+1 belong to the same probability family (e.g., exponential, lognormal,
normal), but with different parameters. For example, the duration of transition from i
to j can be defined as uniform distribution U(0, j) (it may take longer to transition for
larger values of j). And let’s assume that we know the optimal restart strategy for every
simple two state transition. What can we now say about the restart strategy for the chain
where after after waiting in the cell i we restart the algorithm from some prior cell j, j < i?






























≥ E (Xi,i+1), then , because the sum of expectations on














In other words, in a chain as described above, the only restarts that might minimize the




Consider a scenario when several instances of and algorithm A are running in parallel
(denoted “Process 1” and “Process 2” in Figure 4).
Our focus is on a specific type of communication between algorithms. If a sender
algorithm A decides to communicate with a receiving algorithm B, then A will overwrite
the internal memory structures of B with its own internal memory, and the algorithms
will become synchronized. Right after the communication the algorithms will appear
identical in terms of their memory, but due to nondeterminism the search trajectories will
eventually diverge again. Intuitively, such communication would be beneficial if the predicted
performance of A, immediately before the communication, is better than the predicted
performance of B. Throughout the rest of the discussion, any reference to communication
would imply this specific type of information exchange.
Why such a winner-takes-it-all choice of communication? Why can’t both algorithms
share their respective intermediate solutions with each other and use the information from
each other? Extracting additional information helpful in search of optimal solution from
two intermediate solutions is a difficult and time consuming task in itself. Doing this with
multiple processes at once is even more difficult, and modeling such an approach is another
level of difficulty and complexity on top of it.
In terms of Markov processes, communication would be modeled by allowing the Markov
processes to trigger state transitions in each other. If a sender Markov process A is in state
sA that is “better” than the state of B, then it communicates to a receiving Markov process
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Figure 4.1: Communication Model
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B and B immediately transitions to sA and continues from there. The Markovian property
simplifies the analysis of communication impact, since the history prior to communication is
irrelevant.
Given the mapping of algorithms to semi-Markov processes, we can switch from
studying communication empirically to exploring the properties of communicative stochastic
processes. Next, we present Markov chain models of the optimization process to clarify the
proposed ideas.
Assuming that there is a cost of information transaction between the algorithms, is there
a strategy for passing the intermediate results between the algorithms? And what is the best
way to organize the communication if we have more than 2 algorithms running in parallel?
It is obvious that if the transaction costs are prohibitively expensive, the algorithms might
as well run independently with some restart strategy applied to each of them and we will just
wait until one of them arrives at the optimal state. On the other hand, if the transaction
costs are negligible, each algorithm can just broadcast its new result as soon as it is an
improvement and as soon as it arrives there.
4.1 Team of Teams for Parallel Optimization
Consider a collection of algorithms that consists of teams of solvers that can communicate
with each other to solve a given optimization problem instance, but the solvers from different
teams might not communicate all the time. We refer to such a group of solvers as a team of
teams (ToT).
Static Team of Teams Strategy. Run independent teams (cliques) of cooperative
algorithms in parallel. The algorithms in each team are synchronized: If one solver transitions
from state i to state j, it communicates with the rest of the solvers in its team, forcing all
of them to transition to j. If multiple algorithms initiate communication simultaneously,
we consider two sub-strategies applying the random tie-breaker rule or transitioning to the
state with minimal cost.
For a given number of solvers C > 0, we encode a team of teams composition by an
integer vector x ∈ ZC+, where xk denotes the number of teams of size k included in the team
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of teams. Any feasible team composition satisfies
C∑
k=1
k · xk ≤ C (4.1.1)
4.2 Algebra of Semi-Markov processes
Consider a team of cooperative algorithms running in parallel. The algorithms in the team
are synchronized: If one solver transitions from state i to state j, it communicates with the
rest of the solvers in its team, forcing all of them to transition to j. Therefore, the only
possibility for two solvers in the same team be in different solution states is when one of
them or both just found a new intermediate solution and transitioned there, but haven’t yet
synchronized with the rest of the team. Thus if a sequential algorithm has been approximated
by a Markov chain with states {S1, S2, ..., S3}, the team of solvers trajectory is approximated
by a Markov chain with states {(S1, S1, ..., S1) , (S2, S2, ..., S2) , ..., (Sn, Sn, ..., Sn)}. And the
latter can be projected on the original Markov chain of the sequential algorithm.
If multiple algorithms initiate communication simultaneously, we consider two sub-
strategies applying the random tie-breaker rule or transitioning to the state with minimal
cost.
In case of random tie-breaker rule the transition matrix PN of a single team of N




























However, because in our case the algorithm doesn’t ever return to a state with worse





















... ... ... ... ... ...
0 0 0 ... PNn−1,n−1
PNn−1,n·(1−PNn−1,n−1)
1−Pn−1,n−1
0 0 0 ... 0 PNnn

(4.2.2)
Obviously, in 4.2.2, Pnn = P
N
nn = 1.
For the case of choosing the state with minimal cost the matrix is being constructed
inductively as follows in section 4.2.1.
4.2.1 Team transition matrix in case of minimal cost rule
Let’s consider a general case of two Semi-Markov processes 〈S,X〉 and 〈S, Y 〉 with transition





i,j ] respectively. Their sum under full communication with zero overhead is also a
Semi-Markov chain 〈S,X〉 with transition probabilities matrix P and transition time random



































































































































Returning back to the case of a Markov process the transition matrices will be upper
diagonal with possible non-zero elements on the diagonal. However, the general formula for






























4.3 Example: Simple Semi-Markov Chain
In this setting, we have multiple algorithms and each algorithm is modeled as a simple chain
as in Section 3.4.
Question 1. What is the running time of the collection of n identical algorithms?
Question 2. (immediate communication) Suppose that if one algorithm moves down
the chain it transmits its state to all other algorithms (i.e., as soon as one transitions all the
others transition as well). What is the running time of a collection of n identical algorithms?





- a random variable of transition time from state Ji to the optimal state JN . Denote as T
(k)
i
the random variable of minimal transition time of k identical chains.
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If FTi is the cdf of Ti, then FT (i k)
(x) = 1 − (1 − FTi(x))k and from there we can compute
the expected value. For a Simple Semi-Markov Chains With Communication because all the
algorithm instances running on each chain communicate with each other and are, therefore,









And, because minimum of sum is always bigger or equal than sum of minimums, we can argue
that for a simple chain the communication of everyone with everyone on every step will lead
to smaller transition time compared to no communication or limiting the communication to
certain states and/or certain groups of chains.
4.4 Multiple Non-Trivial Chains
4.4.1 2 Threads
Consider a sequential algorithm A that is being described by a Semi-Markov chain with 3
states S1, S2, S3. Denote as Pij the transition probability from state Si to the state Sj, where
i, j ∈ {1, 2, 3} , i < j. Let P12 + P13 = 1 and P23 = 1 as well. Assume that the transition
time depends on the direction and is a random variable Xij. Each thread is an instance
of algorithm A, thus generating random variables Xkij, k = 1, 2 that are independent and
identically distributed (as is distributed Xij itself). We have three possible scenarios.
1. With probability P 212 both instances will go from state S1 to the state S2 and from the















is the first order statistic.
In case of no communication between the threads the total transition time is obtained
in a similar way. We first need to define a random variable Y13 = X12 + X23 for the







23 , k = 1, 2. And defining Y
(1)
13 = min {Y 113;Y 213} as the first




2. With probability P 213 both instances will go from state S1 directly to the state S3. The








3. With probability 2P12P13 one instance will go from state S1 to the state S2 and from
there to the state S3, while the other one will go from S1 to S3 right away. Because
the instances are independent and identically distributed, it doesn’t matter which for
the calculation which thread will have which instance. The total transition time under
no communication therefore is
TNC = min {X12 +X23;X13} (4.4.5)
While for the instant communication we have two subscenarions. Namely







where X<X1312 is random variable that describes the transition time from the state
S1 to the state S2 conditioned on this time being less than the transition time
from the state S1 to the state S3.




and as before X≤X1213 is random variable that describes the transition time from
the state S1 to the state S3 conditioned on this time being less than or equal to
the transition time from the state S1 to the state S2.
The motivation for such a choice of action when X12 = X13 is that S3 is the final
objective state.






















+ 2P12P13P (X12 < X13)
(
E(X12|X12 < X13) + E(X(1)23 )
)
(4.4.9)
+ 2P12P13P (X12 ≥ X13)E(X13|X13 ≤ X12)
As an example, suppose that the transition times be geometrically distributed random
variables Xij ∼ Geom(pij). Using the properties of geometric distribution it is easy to
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obtain that
P (X12 < X13) =
∞∑
k=1




P (X13 > k)P (X12 = k) =
∞∑
k=1




((1− P13)(1− P12))k−1 =
=
P12 − P12P13
P12 + P13 − P12P13
(4.4.10)
And in a similar way
P (X12 > X13) =
P13 − P12P13
P12 + P13 − P12P13
(4.4.11)
P (X12 = X13) =
P12P13
P12 + P13 − P12P13
(4.4.12)
Let Z1, Z2 be independent geometrically distributed random variables (X, Y ∼ Geom(p1, p2)),
and denote as before Z(1) = min {Z1;Z2}. Then, in order to obtain the pdf of Z(1), we first
find the survival function.
SZ(1)(k) = P (Z(1) ≥ k) = P (min {Z1;Z2} ≥ k) = P (Z1 ≥ k)P (Z2 ≥ k) = (1−p1)
k(1−p2)k =
= (1− p1 − p2 + p1p2)k
P (Z(1) = k) = SZ(1)(k)−SZ(1)(k+1) = (1−p1−p2+p1p2)
k−(1−p1−p2+p1p2)k+1 = p(1)(1−p(1))k
where p(1) = p1 +p2−p1p2. Which shows that Z(1) is a geometrically distributed random
variables itself.
Using the convolution formula,





If there are two instances of each random variable Zi generated by the two instances of the
















































































Having the probability density functions we can find the expected values or probabilities
themselves. Finally,
P (Z1 = k|Z1 < Z2) =
P (Z1 = k · (Z2 ≥ k + 1))
P (Z1 < Z2)
=
p1(1− p1)k(1− p2)k+1(p1 + p2 − p1p2)
p1 − p1p2
Thus,










k(p1 + p2 − p1p2)(1− p1 − p2 + p1p2)k =
1− p1 − p2 + p1p2
p1 + p2 − p1p2
This provides us with a way to estimate the runtime in formulas (4.4.9) and (4.4.8).
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4.4.2 n Threads
We can use the same method now, however the number of scenarios rises exponentially.
1. All the threads go from state S1 to state S2. The probability of this scenario happening
is P n12. The runtime of each thread from state S1 to state S2 is a random variable, and
these random variables are independent as a set, yet identically distributed as X12.
Using the order statistics notation let X
(1)
12 be the minimum of them (minimum of










for the case of absence of communication, where Y13 = X12 +X23.
2. All the threads go from the state S1 to the state S3. This happens with probability
P n13 and the runtime is
TC = TNC = X
(1)
13
for the case of instant communication and for the case of absence of communication.
3. General case: m threads go from the state S1 to the state S2, and the rest go from S1


































, where k1, ..., km are all the indexes of the threads
that go from go from the state S1 to the state S2 and l1, ..., ln−m from S1 to S3.
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, where k1, ..., km are all the indexes of the threads that
go from go from the state S1 to the state S2 and l1, ..., ln−m from S1 to S3, and we
again have two subscenarios.











12 |X(1)12 <X(1)13 +X
(1)
23 (4.4.14)











13 |X(1)12 >X(1)13 (4.4.15)
As in the case of two instances, we can find all the probability densities. Denoting X(1) =











X(1) ≥ k + 1
)
=
= (1− p1)nk − (1− p1)nk+n = (1− (1− p1)n)(1− p1)nk
which is a density function of a geometric distributed random variable with p = 1−(1−p1)n.
As we see, the case of instant communication gives us only geometrically distributed random
variables.
Denoting again Z = X + Y and considering n instances of the algorithm running





= P n(Z ≥ k) = P n(X + Y ≥ k) =













































And the mixed minimum can be modeled as in case of 2 threads as follows. Denote as
before Z = X + Y and considering n instances of the algorithm running concurrently, thus
Z(1) = min {Z1, Z2, ..., Zn}, let also m instances run concurrently with a random variable
W being the transition time, W (1) = min {W 1,W 2, ...,Wm}, let also X ∼ Geom(p1), Y ∼






































































Comparing m instances of random variable X with n instances of random variable Y ,
X ∼ Geom(p1), Y ∼ Geom(p2) we get
P
(


















(1− (1− p1)m)(1− p1)mk(1− p2)nk+n =
= (1− (1− p1)m)(1− p2)n
∞∑
k=0
((1− p1)m(1− p2)n)k =
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=
(1− (1− p1)m)(1− p2)n














Y (1) ≥ k + 1
)
P (X(1) < Y (1))
=
=
(1− (1− p1)m) (1− p1)mk(1− p2)nk+n (1− (1− p1)m(1− p2)n)
(1− (1− p1)m)(1− p2)n
=










k(1− (1− p1)m(1− p2)n) ((1− p1)m(1− p2)n)k =
=
(1− p1)m(1− p2)n
1− (1− p1)m(1− p2)n
4.4.3 General framework
Let multiple algorithms be running simultaneously on a pattern of multiple threads described
above. Let the transition time from state Si to state Sj without restart be modeled by a
random variable Yij. Then given a restart parameter Rij the new transition time is modeled
by Xij = Yij + RijN(Yij, Rij). Yij is a random variable derived from Yij as the first value
of it s.t. Yij ≤ Rij, and N(Yij, Rij) ∼ Geom(P (Yij ≤ Rij)) is the number of restarts before
obtaining value Yij ≤ Rij. Thus given any distribution for transition time random variables





In this section we will describe different performance measures and associated with them
design problems of scalable parallel concurrent computing. We limit our discussion to the
case of a single algorithm A, however, as shown in section 4.2 the discussion can be trivially
extended to the case of arbitrary many algorithms, provided that they all share the same
Markov states, or a Markov chain can be constructed that will include all their intermediate
solutions.
5.1 Problem 1. (Maximizing Probability of Finding
High-Quality Solutions)
Consider a set of states M and assume that our goal is to maximize the probability of
reaching a state in M after τ transitions. For example, the set M can represent states with
high-quality objective values.
5.1.1 Optimization problem
The following theorem will give us the exact formula for this performance measure.
Proposition 5.1.1. For a team of teams encoded by vector x ∈ ZC+, the probability that the
state of the process after τ transitions belongs to M ⊂ S is
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1− eT1 P τk eM
)xk (5.1.1)
Proof. From the basic properties of Markov chains and stochastic matrices (Proposition
1.12 in [85]) we know that the transition matrix raised into τ -th power is a stochastic as
well and is a transition matrix of τ -step transition probability for this chain. In other words
P τ gives us the probability of original Markov chain being in a given state after exactly τ
transitions. Therefore eT1 P
τ
k eM is the probability that after exactly τ transitions the chain
with transition matrix Pk (that corresponds to a team of k cooperative solvers, regardless
how the matrix itself is build, whether using break-tie rule or order statistics described in
detail in section 4.2) is in a state that belongs to set M . Thus,
(
1− eT1 P τk eM
)xk is the





1− eT1 P τk eM
)xk is the probability that neither of the teams of any size in ToT
is inside M after exactly τ transitions.
Using the formula from Proposition 5.1.1, the communication design problem 1 can










k · xk ≤ C
x1, x2, . . . , xC ∈ N
The constant factor in the objective function can be ignored and by logarithmizing the














k · xk ≤ C
x1, x2, . . . , xC ∈ N
5.1.2 Relaxed Optimization Problem 1.
Since 5.1.3 is an integer knapsack problem, the Karush-Kuhn-Tucker optimality coditions
are well known. Yet, we will use it as an example of proper KKT derivations.





1− eT1 P τk eM
)
as a function of C variables, x ∈ RC , and












k · xk ≤ C
x1, x2, . . . , xC ≥ 0
x1, x2, . . . , xC ∈ R
Denote ck = − log
(
1− eT1 P τk eM
)
, then q(x) = cTx. It is trivially to show that q(x) is
(not strictly) convex just because it is linear. The feasibility set
S =
{
x ∈ RC :
C∑
k=1
k · xk ≤ C, x1, x2, . . . , xC ≥ 0
}
(5.1.5)
is always non-empty (trivially, null-vector is in S). Therefore, a vector x∗ ∈ RC is
optimal for a relaxed problem 5.1.4 if and only if (see section 5.5.3 in [11]) it satisfies the
Karush-Kuhn-Tucker conditions














λk (−x∗k) = 0 (5.1.7)(
C∑
k=1





2, . . . , x
∗
C ≥ 0 (5.1.9)
λk ≥ 0, for k = 1, .., C (5.1.10)
Condition (5.1.7) can be rewritten as
λk · (−xk) = 0, for k = 1, .., C (5.1.11)

























And thus, the Karush-Kuhn-Tucker conditions for 5.1.4 can be rewritten as follows
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ck = λk − νk, for k = 1, .., C
λkx
∗
k = 0, for k = 1, .., C(
C∑
k=1





2, . . . , x
∗
C ≥ 0
λk ≥ 0, for k = 1, .., C




, then xk∗ =
C
k∗
is the solution of the problem (5.1.4). The intuitive
graphic proof is given by Dantzig in [20], while a more detailed formal proof is provided in
[60] (Theorem 2.1) and in [43] (Lemma 8.1.1). Therefore, the optimal ToT combination for







Consider u(k) = c(k)
k






as a continuous function for k ∈ [1;C]. The latter
closed interval is a compact set, therefore both minimum and maximum are achieved in
it. We are interested in the maximum. In cases when u(k) is monotone decreasing or
increasing, the maximum is achieved at k = 1 or k = C, and the optimal solution of the
respective relaxed knapsack problem 5.1.4 coincides with the optimal solution of a unbound
integer knapsack problem 5.1.3.
Assume u(k) is either convex or concave on [1, C]. According to [11] (Section 4.2.2.): “a
fundamental property of convex optimization problems is that any locally optimal point is
also (globally) optimal”. Therefore, if u(k) is convex, it might achieve a local (and so global)
minimum in [1, C]. And so we only have to check the ends of the interval and choose the
maximum among them. If u(k) is concave, then if it achieves a local maximum inside [1, C],
it will also be the global maximum. We can just use dichotomy or something similar and
consider only integer points {1, . . . , C}. And after finding the maximum of u(k) at point
k∗, we can just choose the number of processors to be multiple of k∗ within our “budget”
C. Otherwise, because it’s a function of one variable, a simple Newton method will find
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the local maximum pretty quickly as well. In this case, the maximum most probably will
be a non-integer. Off course, we can consider two nearest integers, pick as k∗ the one that
gives the bigger value of the objective function and choose the number of processors to be
multiple of k∗ as before. However, experiments show, that if, instead, we choose both nearest
to maximum integers, k∗1 and k
∗
2, and consider all combinations of ToT with team sizes k
∗
1
and k∗2, we will get a better result. Because we should consider only combinations that use









Detecting those cases would eliminate the need to solve any integer knapsacks problem
5.1.3, and provide practical detection mechanism for real applications.
If we consider the derivative du
dk
, due to matrix powers being involved, it is hard to express




















1− eT1 P τk eM
)
− k











1− eT1 P τk eM
)
+ k
1−eT1 P τk eM








1− eT1 P τk eM
)
+ k
1−eT1 P τk eM
· τeT1 P τ−1k ddk (Pk) eM
k2
























... ... ... ... ... ...
0 0 0 ... P kn−1,n−1 logPn−1,n−1 −
Pkn−1,n·Pkn−1,n−1 logPn−1,n−1
1−Pn−1,n−1




Example 5.1.1. Consider a hypothetical optimization algorithm that is modeled by a discrete
Markov chain with the following transition matrix, and a set M = {s5}. Tables 5.1 and 5.2




0.98 0.02 0.00 0.00 0.00
0.00 0.98 0.01 0.01 0.00
0.00 0.00 0.99 0.00 0.01
0.00 0.00 0.00 1.00 0.00
0.00 0.00 0.00 0.00 1.00

(5.1.15)
We solved the communication problem (5.1.2) for a fixed number of solvers, while
increasing the threshold time τ . All computational experiments utilized the commercial
solver Gurobi 7.0. Table 5.1 shows the results, which clearly indicate some non-trivial phase
transitions with respect to the optimal team configurations. As we see, neither of the trivial
solutions (full communication or absence of communication) are not optimal starting at
around τ = 20 moreover the average optimal team size tends to decrease.
Table 5.2, illustrates the solutions to problem (5.1.2) for a fixed time budget (τ = 50) and
different numbers of available solvers. The column “Optimal Team” shows the team that
maximizes the probability of reaching the states in M as defined by (5.1.2). For example,
{15 : 2} denotes a team of two teams, each consisting of 15 solvers. The column “Prob (no
comm)” shows the probability of finding a solution in M when there is no communication
between individual solvers. Alternatively, the column “Prob (full comm)” provides the same
probability for a single, fully-connected team. Notice that for smaller values of available
solvers, C = 1, 7, the fully-connected teams are optimal, but for a higher number of solvers
a team of multiple independent teams provides the optimal performance. The optimal team
size is 5.
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Table 5.1: Optimal team compositions for C=30 solvers and different time budgets.
Time (τ) Optimal Probability Probability (no comm) Prob (full comm) Optimal Team
10 0.38 0.01 0.38 {30: 1}
20 0.64 0.05 0.49 {15: 2}
30 0.790 0.16 0.50 {10: 3}
40 0.88 0.32 0.50 {6: 5}
50 0.93 0.49 0.50 {5: 6}
60 0.96 0.65 0.50 {4: 5; 5: 2}
70 0.98 0.78 0.50 {3: 2; 4: 6}
80 0.99 0.87 0.50 {3: 10}
90 0.99 0.93 0.50 {3: 10}
100 1.00 0.96 0.50 {3: 10}
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Table 5.2: Optimal team compositions for a fixed time budget (τ = 50 transitions).
Solvers (C) Optimal Probability Probability (no comm) Prob (full comm) Optimal Team
1 0.02 0.02 0.02 {1: 1}
2 0.10 0.04 0.10 {2: 1}
3 0.20 0.06 0.20 {3: 1}
4 0.29 0.09 0.29 {4: 1}
5 0.36 0.11 0.36 {5: 1}
6 0.41 0.13 0.41 {6: 1}
7 0.44 0.14 0.44 {7: 1}
8 0.50 0.16 0.46 {4: 2}
9 0.54 0.18 0.48 {4: 1; 5: 1}
10 0.59 0.20 0.48 {5: 2}
20 0.83 0.36 0.50 {5: 4}
30 0.93 0.48 0.50 {5: 6}
40 0.97 0.59 0.50 {5: 8}
50 0.99 0.67 0.50 {5: 10}
60 1.00 0.74 0.50 {5: 12}
70 1.00 0.79 0.50 {5: 14}
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Markedly, the existence of optimal team configurations and their potential for boosting
performance have not been discussed in the prior literature, so we present these and following
results as a motivation for further exploration.
5.1.5 Computational Experiment for Relaxed problem
Example 5.1.2. Consider the same hypothetical optimization algorithm that was described
in 5.1.1. Tables 5.3 and 5.4 show the optimal team compositions for different numbers of
solvers and different stopping time thresholds.
We solved the communication problem (5.1.4) for a fixed number of solvers, while
increasing the threshold time τ . All computational experiments utilized the commercial
solver Gurobi 7.0. Table 5.3 shows the results. As in case of communication problem (5.1.2)
we see some non-trivial phase transitions with respect to the optimal team configurations.
We observe, that neither of the trivial solutions (full communication or absence of
communication) are not optimal starting from the beginning τ = 10. Moreover the tendency
for average optimal team size to decrease is even more pronounced in case of relaxed problem.
Table 5.4, illustrates the solutions to problem (5.1.4) for a fixed time budget (τ = 50)
and different numbers of available solvers. Comparing it to the results in table 5.2 (for
communication problem (5.1.2), which isn’t relaxed) we notice that once again the full
communication is winning strategy for small number of available solvers (up to C = 5
in relaxed case). And also 5 is the optimal team size.
5.1.6 Portfolio extension
Assume we have two algorithms A1,A2, each of which is being modeled by a stochastic
matrix P (1) and P (2) respectively. For the simplicity assume the algorithms go through the
same states as Markov processes, with different transition probabilities.
The team of teams is now being encoded by a matrix X ∈ ZC+1×C+1. Each xi,j denotes
the number of teams with i processors running algorithm A1 and j processors running A2.
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Table 5.3: Optimal team compositions for C=30 solvers and different time budgets.
Time (τ) Optimal Probability Probability (no comm) Prob (full comm) Optimal Team
10 0.38 0.01 0.38 {28: 1.07}
20 0.64 0.05 0.49 {13: 2.31}
30 0.79 0.16 0.50 {9: 3.33}
40 0.88 0.32 0.50 {6: 5}
50 0.93 0.49 0.50 {5: 6}
60 0.96 0.65 0.50 {4: 7.5}
70 0.98 0.78 0.50 {4: 7.5}
80 0.99 0.87 0.50 {3: 10}
90 0.99 0.93 0.50 {3: 10}
100 1.00 0.96 0.50 {3: 10}
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Table 5.4: Optimal team compositions for a fixed time budget (τ = 50 transitions).
Solvers (C) Optimal Probability Probability (no comm) Prob (full comm) Optimal Team
1 0.02 0.02 0.02 {1: 1}
2 0.10 0.04 0.10 {2: 1}
3 0.20 0.06 0.20 {3: 1}
4 0.29 0.09 0.29 {4: 1}
5 0.36 0.11 0.36 {5: 1}
6 0.41 0.13 0.41 {5: 1.2}
7 0.46 0.14 0.44 {5: 1.4}
8 0.51 0.16 0.46 {5: 1.6}
9 0.55 0.18 0.48 {5: 1.8}
10 0.59 0.20 0.48 {5: 2}
20 0.83 0.36 0.50 {5: 4}
30 0.93 0.48 0.50 {5: 6}
40 0.97 0.59 0.50 {5: 8}
50 0.99 0.67 0.50 {5: 10}
60 1.00 0.74 0.50 {5: 12}
70 1.00 0.79 0.50 {5: 14}
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(i+ j) · xi,j ≤ C (5.1.16)
The transition matrix for a team of communicating solvers with i solvers running algorithm
A1 and j solvers running A2 denote as Pi,j. For the case of minimal cost rule Pi,j is being
constructed in section 4.2.1. The following theorem will give us the exact formula for this
performance measure for a portfolio.
Proposition 5.1.2. For a team of teams encoded by matrix X ∈ ZC+1×C+1, the probability
that the state of the process after τ transitions belongs to M ⊂ S is






1− eT1 P τi,jeM
)
(5.1.17)
Proof. From the basic properties of Markov chains and stochastic matrices (Proposition
1.12 in [85]) we know that the transition matrix raised into τ -th power is a stochastic as
well and is a transition matrix of τ -step transition probability for this chain. In other words
P τ gives us the probability of original Markov chain being in a given state after exactly
τ transitions. Therefore eT1 P
τ
i,jeM is the probability that after exactly τ transitions the
chain with transition matrix Pi,j (that corresponds to a (i, j)-th team of cooperative solvers,
notice that if the matrix itself is build using order statistics described in detail in section
4.2 it doesn’t matter if the portfolio consists of one or more algorithms) is in a state that
belongs to set M . Thus,
(
1− eT1 P τi,jeM
)
is the probability that the (i, j)-th team in ToT is






1− eT1 P τi,jeM
)
is the probability that
neither of the teams in ToT is inside M after exactly τ transitions.
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Using the formula from Proposition 5.1.2, the portfolio extension of communication















(i+ j) · xi,j ≤ C
xi,j ∈ N ∪ {0} for i, j = 0, ..., C
The constant factor in the objective function can be ignored and by logarithmizing the














(i+ j) · xi,j ≤ C
xi,j ∈ N ∪ {0} for i, j = 0, ..., C
We can generalize the above results for any portfolio of Algorithms, however the ToT will
be in this case encoded as a Ω-dimensional matrix (where Ω is the number of algorithms in
the portfolio) and for each decision variable we would have to compute the transition matrix.
Therefore, preprocessing is one of the limitations in this case.
5.2 Problem 2. (Best Average Runtime)
5.2.1 Average Runtime of a Single Markov process
Let’s first consider a single Markov process generated by a Las-Vegas type algorithm with
Markov property. As in Problem 1 consider set M ⊂ S of “optimal” states. In this case
all the non-optimal states (states that don’t belong to set M) are transient and the optimal
states are the only absorbing ones. Accordingly (see [64]), we can decompose the transition
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where I|M | is a identity matrix of size |M |, Q is the transition probability matrix in between
transient states, whileR is a transition probability matrix from a transient states to absorbing
(states in set M).








And the expected value of run-time till absorption in optimal state set M is (provided that




where e is a column vector of ones.

























Therefore, the average runtime of a algorithm described by the Markov process with
transition matrix P , until it reaches one of the absorbing states (S4 or S5), is 150.00 iterations.
Probability that a Markov chain after n transitions (starting from first state) will be in
state i is eT1 P
nei, where ei is a column vector with zeros everywhere except of row number
i. (If we have multiple optimal states then the last vector should have ones on the rows
corresponding to the optimal states). Thus, the cdf of runtime is F (i) = eT1 P
ieM and the
pmf or runtime is derived from the cdf f(i) = eT1 P














P i − P i−1
)
eM (5.2.3)
5.2.2 Average Runtime of a ToT
For our proof we will utilize the following lemma (which is Theorem 1 in [66])
Lemma 5.2.1. (Darth Vader Rule.) If X is an almost everywhere non-negative random










is the survival function of random variable X.
Proposition 5.2.1. For a team of teams encoded by vector x ∈ ZC+, the average runtime
before reaching a state in M, (M ⊆ S) is






1− eT1 P ikeM
)xk (5.2.5)
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Proof. Recall from 5.1.1 that the probability of team of teams encoded by vector x ∈ ZC+
being inside set M after exactly τ transitions is











1− eT1 P ikeM
)xk
is a survival function for the random variable of number of transitions to reach a state in set
M after i. The existence of the expectation of the latter random variable follows from the
nature of the algorithms we study - Las-Vegas type algorithms that converge in finite time.
Finally we use the so-called Darth Vader Rule Lemma 5.2.1.
5.2.3 Optimization problem
Similar to Problem 1, we consider a set M that represent states with high-quality objective
values. Assume that our goal is to minimize the average time for reaching a state in M. Using













k · xk ≤ C
x1, x2, . . . , xC ∈ N
5.2.4 Algorithm based on probability maximization










where xiopt is the optimal solution of the problem (5.1.2). While from above the optimal







P,M, i, C, xτopt
)
, (5.2.8)
Notice that the summations in (5.2.7) and (5.2.8) can be estimated with any accuracy by
considering a finite number of elements in the sums, so both bounds are computationally
tractable. The above arguments are utilized in Algorithm 1 for calculating the lower bound
and the upper bound.
Algorithm 1: Best Avearage Runtime approximation
1: procedure UpperLowerBound(P,M,C)
2: LB← 0












k · xk ≤ C
x1, x2, . . . , xC ∈ N
5: LB← LB + p
(













Table 5.5 shows lower and upper bounds on the optimal speedup for different numbers of
solvers using the Markov model from Example 5.1.1. We define the speedup as the ratio
between the average run-time of a single algorithm and the average run time of the team of
teams. The best team of teams (column Best Team) shows the configuration that provides
the minimum in (7), so its runtime determines the lower bound on the maximum speedup
(column LB) and the expression (6) provides the upper bound on the parallel speedup
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(column UB). The speedup corresponding to the team of independent algorithms and the
speedup for the fully connected team are presented in columns Speedup (no comm) and
Speedup (full comm), respectively. Notably, the optimal teams consists of the cliques
that have roughly the same size, and the optimal configuration can outperform the teams
that use no communication and those that are fully connected.
We mentioned the Pythagorean esoteric belief that three is the best team size for humans
brainstorming, yet Table 5.5 shows that with the increase in number of solvers the optimal
team size seem to stabilize around 180. Is there a way to connect the optimal team size
for Problem 2 with the one for Problem 1? This might give a cheaper way to estimate
the optimal team size for Problem 2. It would be of interest to calculate the best ToT
configurations for number of solvers higher than 10000 and for other algorithms as well.
Another example has a matrix with 22 states (too big to include in this document without
making it too technical). First state is starting, last state is optimal. Table 5.6 shows the
results.
Figure 5.1 shows the speedup of configuration with Full Communication (blue line), No
Communication (green line) and Best Team (red line).
Another example is a Markov chain with 5 states, first being starting and last being

























0 0 0 0 1

(5.2.9)
The results are shown in Tables 5.7 and 5.8. We present them in so detailed way because
there several non-trivialities in the tables. Until the number of solvers reaches 42 the full
communication configuration lags behind the configuration with no communication at all in
terms of speedup. Yet after that point the roles are reversed, moreover starting from the point
when the number of solvers is 55 the speedup of the configuration without communication
is below linear (speedup is less than the number of solvers). Another non-triviality is the
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Table 5.5: Lower and upper bounds on optimal speedup.
Solvers Best Team LB UB Speedup (no comm) Speedup (full comm)
2 {1: 2} 2.06 2.07 2.06 2.00
5 {1: 5} 5.20 5.34 5.20 4.99
10 {2: 2, 3: 2} 10.40 10.76 9.90 9.96
16 {4: 4} 16.62 17.19 14.75 15.89
32 {8: 4} 33.02 34.14 25.10 31.52
64 {16: 4} 65.16 67.28 40.19 62.04
100 {25: 4} 100.29 103.35 53.08 95.12
200 {40: 5} 192.23 197.17 79.51 180.08
300 {60: 5} 276.80 282.59 99.50 255.41
500 {83: 4, 84: 2} 425.76 432.17 130.68 381.87
1000 {125: 8} 709.99 715.63 186.40 598.80
2000 {153: 2, 154: 11} 1058.53 1062.11 261.86 812.95
3000 {150: 20} 1259.58 1261.89 317.25 909.20
5000 {178: 12, 179: 16} 1471.50 1472.41 400.86 992.04
7000 {179: 20, 180: 19} 1571.27 1571.57 465.22 1025.91
9000 {180: 50} 1622.18 1622.29 518.42 1042.41
10000 {178: 24, 179: 32} 1637.78 1637.83 542.06 1047.42
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Table 5.6: Results
Solvers ICSpeedUp NCSpeedUp OptSpeedUp Best Team
2 2.24 2.94 2.94 { 1:2}
3 3.65 4.78 4.78 { 1:3}
4 5.04 6.04 6.04 { 1:4}
5 6.28 6.92 6.99 { 1:1, 2:2}
6 7.29 7.58 7.82 { 2:3}
7 8.08 8.12 8.50 { 2:2, 3:1}
8 8.70 8.59 9.05 { 2:1, 3:2}
9 9.17 9.01 9.51 { 3:3}
10 9.56 9.39 9.89 { 5:2}
11 9.88 9.75 10.21 { 5:1, 6:1}
12 10.17 10.07 10.51 { 6:2}
13 10.42 10.37 10.76 { 6:1,7:1}
14 10.66 10.66 11.00 { 7:2}
15 10.89 10.92 11.22 { 7:1,8:1}
16 11.10 11.17 11.43 { 8:2}
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Figure 5.1: Performance example
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number of teams in the best configuration is stable. From the point when the number of
solvers is 16 to the point when it is 56, the number of teams in the optimal configuration is
always 8, then it changes to 7 and is constant till the number of solvers reaches 100. The
number of solvers in the teams increases steadily from 2 to 13 and 14 yet the number of
teams is first always 8 and then constantly 7.
Graph on Figure 5.2 shows the speedup of configuration with Full Communication (blue
line), No Communication (green line) and Best Team (red line).
5.2.6 Average Runtime of a ToT in matrix form
Once again, consider a single Markov process generated by a Las-Vegas type algorithm with
Markov property. As in section 5.2.1 consider set M ⊂ S of “optimal” states. All the
non-optimal states (states that don’t belong to set M) are transient and the optimal states
are the only absorbing ones. For a single team of k cooperative solvers matrix Pk can be





where I|M | is a identity matrix of size |M |, Qk is the transition probability matrix in
between transient states, while Rk is a transition probability matrix from a transient states
to absorbing (states in set M).
Proposition 5.2.2. For a team of teams encoded by vector x ∈ ZC+, if all the matrices Qk
commute, the average runtime before reaching a state in M, (M ⊆ S) is








where e is a column vector of ones.
Proof. eT1Qke is the probability that a single team of k cooperative solvers hasn’t is in one
of the transient (non-optimal) states after one transition. eT1Q
τ
ke is the probability that a
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Table 5.7: Results for Matrix 5.2.9
Solvers FullComSpeedUp NoComSpeedUp OptSpeedUp Best Team
10 10.19 14.20 14.20 {1:10}
11 11.23 15.55 15.55 {1:11}
12 12.27 16.87 16.87 {1:12}
13 13.32 18.14 18.36 {1:1, 2:6}
14 14.38 19.39 19.86 {2:7}
15 15.44 20.60 21.31 {1:1,2:7}
16 16.50 21.78 22.81 {2:8}
17 17.57 22.94 24.20 {2:7,3:1}
18 18.65 24.06 25.68 {2:9}
19 19.72 25.17 27.07 {2:8,3:1}
20 20.81 26.25 28.46 {2:10}
21 21.89 27.30 29.88 {3:7}
22 22.99 28.34 31.36 {2:2,3:6}
23 24.08 29.36 32.83 {2:1,3:7}
24 25.18 30.35 34.31 {3:8}
25 26.29 31.33 35.72 {3:7,4:1}
26 27.40 32.30 37.14 {3:6,4:2}
27 28.52 33.24 38.61 {3:9}
28 29.64 34.17 40.02 {3:8,4:1}
29 30.77 35.09 41.46 {3:3,4:5}
30 31.90 35.99 42.92 {3:2,4:6}
31 33.04 36.87 44.39 {3:1,4:7}
32 34.18 37.74 45.87 {4:8}
33 35.32 38.61 47.30 {4:7,5:1}
34 36.48 39.45 48.73 {4:6,5:2}
35 37.63 40.29 50.17 {4:5,5:3}
36 38.80 41.12 51.62 {4:4,5:4}
37 39.97 41.93 53.08 {4:3,5:5}
38 41.14 42.73 54.54 {4:2,5:6}
39 42.32 43.53 56.02 {4:1,5:7}
40 43.50 44.31 57.49 {5:8}
41 44.69 45.08 58.93 {5:7,6:1}
42 45.88 45.85 60.37 {5:6,6:2}
43 47.09 46.61 61.82 {5:5,6:3}
44 48.29 47.35 63.28 {5:4,6,4}
45 49.50 48.09 64.74 {5:3,6:5}
46 50.72 48.82 66.21 {5:2,6:6}
47 51.95 49.55 67.69 {5:1,6:7}
48 53.17 50.26 69.16 {6:8}
49 54.411 50.97 70.61 {6:7,7:1}
50 55.65 51.67 72.07 {6:6,7:2}
51 56.90 52.37 73.53 {6:5,7:3}
52 58.15 53.05 74.99 {6:4,7:4}
53 59.41 53.73 76.47 {6:3,7:5}
54 60.67 54.41 77.94 {6:2,7:6}
55 61.95 55.08 79.42 {6:1,7:7}
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Table 5.8: Results for Matrix 5.2.9 continued.
Solvers FullCComSpeedUp NoComSpeedUp OptSpeedUp Best Team
56 63.22 55.74 80.90 {7:8}
57 64.50 56.40 82.35 {7:7,8:1}
58 65.80 57.05 83.82 {7:6,8:2}
59 67.09 57.69 85.28 {7:5,8:3}
60 68.39 58.33 86.77 {8:3,9:4}
61 69.69 58.96 88.25 {8:2,9:5}
62 71.01 59.59 89.74 {8:1,9:6}
63 72.32 60.218 91.24 {9:7}
64 73.65 60.83 92.71 {9:6,10:1}
65 74.99 61.44 94.20 {9:5,10:2}
66 76.32 62.06 95.68 {9:4,10:3}
67 77.68 62.66 97.18 {9:3,10:4}
68 79.03 63.26 98.67 {9:2,10:5}
69 80.39 63.86 100.16 {9:1,10:6}
70 81.74 64.44 101.66 {10:7}
71 83.12 65.03 103.15 {10:6,11:1}
72 84.49 65.61 104.64 {10:5,11:2}
73 85.89 66.19 106.12 {10:4,11:3}
74 87.28 66.77 107.63 {10:3,11:4}
75 88.68 67.33 109.12 {10:2,11:5}
76 90.09 67.90 110.64 {10:1,11:6}
77 91.49 68.46 112.14 {11:7}
78 92.91 69.03 113.63 {11:6,12:1}
79 94.33 69.58 115.15 {11:5,12:2}
80 95.77 70.13 116.65 {11:4,12:3}
81 97.21 70.67 118.15 {11:3,12:4}
82 98.65 71.22 119.66 {11:2,12:5}
83 100.10 71.76 121.15 {11:1,12:6}
84 101.57 72.30 122.67 {12:7}
85 103.04 72.83 124.18 {12:6,13:1}
86 104.52 73.36 125.70 {12:5,13:2}
87 106.00 73.89 127.19 {12:4,13:3}
88 107.48 74.42 128.72 {12:3,13:4}
89 108.99 74.93 130.22 {12:2,13:5}
90 110.48 75.46 131.75 {12:1,13:6}
91 112.01 75.97 133.26 {13:7}
92 113.52 76.48 134.76 {13:6,14:1}
93 115.04 76.99 136.30 {13:5,14:2}
94 116.59 77.49 137.81 {13:4,14:3}
95 118.13 78.00 139.33 {13:3,14:4}
96 119.68 78.51 140.85 {13:2,14:5}
97 121.23 79.00 142.38 {13:1,14:6}
98 122.80 79.49 143.89 {14:7}
99 124.38 79.99 145.41 {14:6,15:1}
100 125.93 80.48 146.95 {16:2,17:4}
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Figure 5.2: Performance example 2
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xk e = eT1Q
τ ·xk
k e is the probability that all teams of k cooperative solvers
is in one of the transient (non-optimal) states after τ transitions. If the matrices Qk commute













is the probability that none of the teams have reached a state in absorbing optimal set M .
Now, we just use the Darth-Vader rule to get









If the matrix I|S|−|M | −
C∏
k=1
(Qxkk ) is not singular, then the infinite series on the right hand
side of equation 5.2.13 equals to





























The formula in Proposition 5.2.2 is quite elegant, however it is not very applicable. The
first obstacle is the underlying assumptions of matrices Qk commuting. It is hard to to test
for large number k and it might not hold for all of the values of k. Also, it is difficult to
reformulate the formula in Proposition 5.2.2 as an optimization problem.
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Let’s go back to decomposition formula 5.2.10 and define a Fundamental matrix for a








Then the average runtime of a single team of k cooperative solvers is
T (P,M, k) = eT1N(k)e (5.2.15)
Notice, that formula 5.2.15 holds under the most minimal assumptions that we consider to
be given across the whole thesis. Now, define the “utility” function of a single team of k
cooperative solvers u(k).
u(k) = k · T (P,M, k) = k · eT1N(k)e (5.2.16)
The idea behind the introduction of this function is similar to the one already employed in
Knapsack problem (Section 5.1.3). We want to detect special cases, that would allow us to
solve the problem in a few easy to compute steps. Let k∗ = arg min
k=1,...,C
u(k), then xk∗ = C/k
∗
is the solution of the relaxed Problem 5.2.6.
In cases when u(k) is monotone decreasing or increasing, the minimum is achieved at
k = C or k = 1 respectively, and the optimal solution of the respective relaxed knapsack
problem 5.2.17 coincides with the optimal solution of a unbound integer knapsack problem
5.2.6.
If u(k) is either convex or concave on [1, C]. We follow the same logic outlined in section
5.1.3.
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5.2.7 Optimality Conditions for Relaxed Problem













k · xk ≤ C
x1, x2, . . . , xC ≥ 0
The objective function in (5.2.17) is an infinite series. Denote aki = 1−eT1 P ki eεo from (5.2.17)
in order to simplify notation. aki is a scalar. Let’s consider the truncated finite series upto











axiki is a Cartesian product of convex sets as well thus making the whole
product convex function of several variables. And FN(x) is convex as a sum of convex




















The exponent is always positive in real field, and, since aks ≤ 1, log aks ≤ 0. Thus ∂FN (x)∂xs is






































λk (−x∗k) = 0 (5.2.23)(
C∑
k=1





2, . . . , x
∗
C ≥ 0 (5.2.25)
λk ≥ 0, for k = 1, .., C (5.2.26)
As before, condition (5.2.23) can be rewritten as
λk · (−x∗k) = 0, for k = 1, .., C (5.2.27)
5.2.22 in matrix form is as follows
N∑
k=0
































And thus, the Karush-Kuhn-Tucker conditions for 5.2.17 can be rewritten as follows
N∑
k=0




= λs − νs, for s = 1, .., C (5.2.29)
C∑
k=1
λk (−x∗k) = 0(
C∑
k=1





2, . . . , x
∗
C ≥ 0
λk ≥ 0, for k = 1, .., C








ki = λs − νs, for s = 1, .., C (5.2.30)
C∑
k=1
λk (−x∗k) = 0(
C∑
k=1





2, . . . , x
∗
C ≥ 0
λk ≥ 0, for k = 1, .., C
5.2.8 Computational Experiment for Relaxed Problem
Example 5.2.1. Consider a hypothetical optimization algorithm that is modeled by a discrete
Markov chain with the same transition matrix as in 5.1.1. Table 5.9 show the optimal team
compositions for different numbers of solvers.
Table 5.13, illustrates the solutions to problem (5.2.17) for different numbers of available
solvers. The column “Optimal Team” shows the team that minimizes the average runtime
as defined by (5.2.17). The results in 5.13 show that trivial full communication topology is
the best, and it’s opposite no communication lags way below the best solution.
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1 150.00 1 150.00 150.00 {1: 1}
2 70.71 2.12 83.55 70.71 {2: 1}
3 50.10 2.99 68.24 50.10 {3: 1}
4 38.33 3.91 58.12 38.33 {4: 1}
5 31.00 4.84 51.06 31.00 {5: 1}
6 26.06 5.76 45.88 26.06 {6: 1}
7 22.53 6.66 41.92 22.53 {7: 1}
8 19.87 7.55 38.80 19.87 {8: 1}
9 17.81 8.42 36.25 17.81 {9: 1}
10 16.16 9.28 34.14 16.16 {10: 1}
20 8.76 17.12 23.28 8.76 {20: 1}
30 6.32 23.73 18.79 6.32 {30: 1}
40 5.12 29.30 16.21 5.12 {40: 1}
50 4.41 34.01 14.48 4.41 {50: 1}
60 3.95 37.97 13.22 3.95 {60: 1}
70 3.63 41.32 12.26 3.63 {70: 1}
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5.2.9 Portfolio extension
As in Section 5.1.6 consider the case when we have two algorithms A1,A2, each of which is
being modeled by a stochastic matrix P (1) and P (2) respectively. For the simplicity assume
the algorithms go through the same states as Markov processes, with different transition
probabilities.
Proposition 5.2.3. For a team of teams encoded by matrix X ∈ ZC+1×C+1, the average
runtime before reaching a state in M, (M ⊆ S) is








1− eT1 P τi,jeM
)
(5.2.31)
Proof. Recall from 5.1.2 that the probability of team of teams encoded by matrix X ∈
ZC+1×C+1 being inside set M after exactly τ transitions is















1− eT1 P τi,jeM
)
is a survival function for the random variable of number of transitions to reach a state in set
M after τ . The existence of the expectation of the latter random variable follows from the
nature of the algorithms we study - Las-Vegas type algorithms that converge in finite time.
Finally we as before use the Darth Vader Rule Lemma 5.2.1.
5.3 Problem 3. Best Average Objective
In the next scenario our goal is to find the communication design that provides the best
average objective within a predetermined time threshold.
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5.3.1 Optimization Problem
Denote as S>ε = {j : C(sj) > ε, sj ∈ S}, so it captures all the states with the corresponding
best solution cost larger than ε. The following Lemma will be used in proof of Proposition
5.3.1.




Proof. Trivially from definition ∀s ∈ S>ε1 we have C(s) > ε1 > ε2 and by definition of S
>
ε it
follows that s ∈ S>ε2 .
Proposition 5.3.1. Denote as εmin and εmax minimum and maximum possible solution costs
of the algorithm. Without loss of generality we can assume that εmin > 0. If we know assume
the solution cost to be always integer (which can be always achieved in a non-continuous
environment), for a team of teams encoded by vector x ∈ ZC+, the average best solution cost
after τ transitions is





















is the probability that after exactly τ transitions a single k-member team of cooperative






k ej = 1− eT1 P τk eS>ε
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is the probability that after exactly τ transitions a random single k-member team of
cooperative solvers hasn’t achieved a solution in a class S>ε .









is the probability that none of the teams of solvers in the Team of Teams achieved a solution
in a class S>ε . If every solution is from class S
>
ε , it means that the solution with maximum
cost is also in the same class.


































is the probability that the best solution cost for the ToT after exactly τ transitions is less
than ε but bigger or equal than ε− 1. In other words, p(P, τ, C, x, ε− 1, ε) is the probability
distribution function, and P (P, τ, C, x, ε) from 5.3.2 is a cumulative distribution function of
the best solution as a random variable.
Therefore, the survival function S(P, τ, C, x, %) (the probability of the best solution cost
being greater than %) is










Now, using the Darth-Vader rule,
E(P, τ, C, x) =
∑
ε∈N























Notice, that sum in 5.3.5 is finite, because after εmax all the summation terms are zero (i.e.
S(P, τ, C, x, ε) = 0 for ε > epsilonmax).
















k · xk ≤ C
x1, x2, . . . , xC ∈ N















k · xk ≤ C
x1, x2, . . . , xC ∈ N
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Notice, that objective function in 5.3.7 is convex, therefore we can find the optimal
solution using any of the suitable integer non-linear optimization algorithms that converge
for convex functions.
5.3.2 Computational Experiment
Example 5.3.1. Consider a hypothetical optimization algorithm that is modeled by a discrete
Markov chain with the same transition matrix as in 5.1.1, and CS = {1, 20, 30, 70, 150}.
Tables 5.10 and 5.11 show the optimal team compositions for different numbers of solvers
and different stopping time thresholds.
We solved the communication problem (5.3.6) for a fixed number of solvers, while increas-
ing the threshold time τ . All computational experiments utilized Python implementation
of a simple branch and bound algorithm. Table 5.10 shows the results. As we see, in this
case one of the trivial solutions ( absence of communication) is the optimal optimal, and the
average optimal team size stays the same.
Table 5.11, illustrates the solutions to problem (5.3.6) for a fixed time budget (τ = 50)
and different numbers of available solvers. The column “Optimal Team” shows the team
that maximizes the average objective value as defined by (5.3.6).
5.3.3 Optimality Conditions for Relaxed Problem
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Table 5.10: Optimal team compositions for C=30 solvers and different time budgets.
Time (τ) Optimal Avg. Objective Avg. Objective (no comm) Avg. Objective (full comm) Optimal Team
10 150.00 150.00 95.38 {1: 30}
20 150.00 150.00 109.22 {1: 30}
30 150.00 150.00 109.96 {1: 30}
40 150.00 150.00 110.00 {1: 30}
50 150.00 150.00 110.00 {1: 30}
60 150.00 150.00 110.00 {1: 30}
70 150.00 150.00 110.00 {1: 30}
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Table 5.11: Optimal team compositions for a fixed time budget (τ = 50 transitions).
Solvers (C) Optimal Avg. Objective Avg. Objective(no comm) Avg. Objective (full comm) Optimal Team
1 23.65 23.65 23.65 {1: 1}
2 68.60 68.60 47.32 {1: 2}
3 106.26 106.26 67.03 {1: 3}
4 129.41 129.41 81.64 {1: 4}
5 141.33 141.33 91.74 {1: 5}
6 146.57 146.57 98.45 {1: 6}
7 148.65 148.65 102.77 {1: 7}
8 149.44 149.44 105.51 {1: 8}
9 149.77 149.77 107.23 {1: 9}
10 149.90 149.90 108.29 {1: 10}
20 150.00 150.00 109.99 {1: 20}
30 150.00 150.00 110.00 {1: 30}
40 150.00 150.00 110.00 {1: 40}
50 150.00 150.00 110.00 {1: 50}
60 150.00 150.00 110.00 {1: 60}
70 150.00 150.00 110.00 {1: 70}
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log (aε1) · Fε(x)
log (aε2) · Fε(x)
...
log (aεC) · Fε(x)
 (5.3.10)





log (aε1) · Fε(x)
εmax∑
ε=εmin




log (aεC) · Fε(x)

(5.3.11)
As previously, the Karush-Kuhn-Tucker conditions for 5.3.8 are












λk (−x∗k) = 0 (5.3.13)(
C∑
k=1





2, . . . , x
∗
C ≥ 0 (5.3.15)
λk ≥ 0, for k = 1, .., C (5.3.16)
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The system of equations 5.3.12 in matrix form is as follows
εmax∑
ε=εmin
log (aε1) · Fε(x∗)
εmax∑
ε=εmin



















And thus, the Karush-Kuhn-Tucker conditions for relaxed optimization problem (5.3.8) can
be rewritten as follows
εmax∑
ε=εmin
log (aεs) · Fε(x∗) = λs − ν · s, for s = 1, ..., C (5.3.18)
C∑
k=1
λk (−x∗k) = 0
C∑
k=1
k · x∗k − C = 0
x∗1, x
∗
2, . . . , x
∗
C ≥ 0
λk ≥ 0, for k = 1, ..., C
5.3.4 Computational Experiment for Relaxed Problem
Example 5.3.2. Consider a hypothetical optimization algorithm that is modeled by a
discrete Markov chain with the same transition matrix as in 5.1.1, and, as in 5.3.1, let
CS = {1, 20, 30, 70, 150}. Tables 5.12 and 5.13 show the optimal team compositions for
different numbers of solvers and different stopping time thresholds.
We solved the communication problem (5.3.8) for a fixed number of solvers, while increas-
ing the threshold time τ . All computational experiments utilized Python implementation
of a simple branch and bound algorithm. Table 5.12 shows the results. As we see, in this
case one of the trivial solutions ( absence of communication) is the optimal optimal, and
it stays the same forever (as 150 is the maximum possible solution, increase of τ beyond
70 will not yield any additional improvement in terms of average best solution). Another
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Table 5.12: Optimal team compositions for C=30 solvers and different time budgets.
Time (τ) Optimal Avg. Objective Avg. Objective (no comm) Avg. Objective (full comm) Optimal Team
10 150.00 150.00 95.38 {1: 30}
20 150.00 150.00 109.22 {1: 30}
30 150.00 150.00 109.96 {1: 30}
40 150.00 150.00 110.00 {1: 30}
50 150.00 150.00 110.00 {1: 30}
60 150.00 150.00 110.00 {1: 30}
70 150.00 150.00 110.00 {1: 30}
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interesting phenomena we can observe here, namely the full communication topology not
only underperforming but peaks at 110, way less than the best solution.
Table 5.13, illustrates the solutions to problem (5.3.8) for a fixed time budget (τ = 50)
and different numbers of available solvers. The column “Optimal Team” shows the team that
maximizes the average objective value as defined by (5.3.8). The results in 5.13 reinforce
the conclusions we reached from Table 5.12. Trivial no communication topology is the best,
and it’s opposite full communication peaks way below the best solution.
All in all, for this particular example model, both combinatorial and relaxed optimization
problems have the same solution, and same properties.
5.4 Problem 4. A special case of dynamic team of
teams
The previous discussion focused on independent cliques of the algorithms: If two algorithms
do not belong to the same team, there is no communication between them. Naturally, we can
consider dynamic team compositions, allowing reconfiguration of communication structures.
Assume there is no communication up to time τ1, but at time τ1 we consider merging
algorithms into larger teams. The state with the best objective in the new team is used to
initialize the rest of the team members, and we run the resulting teams until time τ2. The
distribution over the set of states after time τ1 is
P (Sτ1 = sj) = e
T
1 P
τ1ej, for sj ∈ S (5.4.1)
When k algorithms are merged into a team of k solvers, we select the algorithm with the state
that corresponds to the best objective out of k. Recall (5.3.3) from the proof of Proposition
5.3.1, the probability that the team of k solvers after time τ1 would end up in (and therefore














Table 5.13: Optimal team compositions for a fixed time budget (τ = 50 transitions).
Solvers (C) Optimal Avg. Objective Avg. Objective(no comm) Avg. Objective (full comm) Optimal Team
1 23.65 23.65 23.65 {1: 1}
2 68.60 68.60 47.32 {1: 2}
3 106.26 106.26 67.03 {1: 3}
4 129.41 129.41 81.64 {1: 4}
5 141.33 141.33 91.74 {1: 5}
6 146.57 146.57 98.45 {1: 6}
7 148.65 148.65 102.77 {1: 7}
8 149.45 149.45 105.51 {1: 8}
9 149.77 149.77 107.23 {1: 9}
10 149.90 149.90 108.29 {1: 10}
20 150.00 150.00 109.99 {1: 20}
30 150.00 150.00 110.00 {1: 30}
40 150.00 150.00 110.00 {1: 40}
50 150.00 150.00 110.00 {1: 50}
60 150.00 150.00 110.00 {1: 60}
70 150.00 150.00 110.00 {1: 70}
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Denote as S=ε the set of states corresponding to the objective ε.
Proposition 5.4.1. For a team of teams that runs for τ1 transitions independently, regroups
into teams encoded by vector x ∈ ZC+ and runs for another τ2 transitions, the probability that
the state of the process after τ1 + τ2 transitions belongs to M ⊂ S is

































is the probability that the team of k solvers after time τ1 would start from the state sl ∈ S=ε .
Proof. eT1 P
τ






k ei - the probability of a k-member team being in class S
=
ε after








is a conditional probability that the team is in state sl provided it is already in set S
=
ε .
Combining it with (5.4.2) gives us (5.4.4).
eTl P
τ2
k eM - is a probability that when a team of k cooperative parallel solvers that starts






is thus a probability that when a team of k cooperative parallel solvers after τ2 algorithm











is the probability that neither of the teams encoded by vector x ∈ ZC+ is in set M after τ2
algorithm transitions.














k · xk ≤ C
x1, x2, . . . , xC ∈ N
Table 5.14 illustrates the computational results for Problem 4 (τ1 = τ2 = τ/2), using
the Markov model from Example 5.1.1 (τ = 1500).
The column “P(optR)” is the objective of (5.4.5) corresponding to the best solution of
the dynamic problem, and the corresponding team configuration is presented in the column
“Team (optR)”. For example, for 32 solvers the best performance was achieved by starting
with 32 independent solvers, and reconfiguring the team at time τ1 into 8 teams, each
consisting of 4 solvers. “P(opt)” is the optimal probability for the problem (5.1.2), which does
not allow any reconfiguration. Finally, the column “P(no comm)” is the probability for the
independent group of solvers with no communication, and “P(full comm)” is the probability
for a single, fully-connected team. The results illustrate that the dynamic approach to team
configuration can provide a substantial boost to overall performance. Notice that the team
of independent solvers outperforms the team with full connectivity (columns “P(no comm)”
and “P(full comm)”), which is an opposite to the situation from Section 5.1. The difference
between the two setups is that in Section 5.1 the threshold τ was set to 50, while in this
section τ was 1500, therefore showing that the benefit of communication depends on the
amount of time allocated to solve the problem.
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Table 5.14: Dynamic team of teams.
Solvers P (optR) P(opt) P(no comm) P(full comm) Team (optR) Team(opt)
2 0.27 0.21 0.19 0.21 {2: 1} {2: 1}
3 0.41 0.29 0.27 0.29 {3: 1} {1: 1, 2: 1}
4 0.52 0.38 0.35 0.35 {4: 1} {2: 2}
5 0.59 0.44 0.41 0.40 {5: 1} {1: 1, 2: 2}
6 0.66 0.51 0.47 0.44 {6: 1} {2: 3}
7 0.71 0.56 0.52 0.48 {3: 1, 4: 1} {1: 1, 2: 3}
8 0.76 0.62 0.57 0.51 {4: 2} {2: 4}
9 0.80 0.66 0.61 0.54 {4: 1, 5: 1} {1: 1, 2: 4}
10 0.84 0.70 0.65 0.56 {5: 2} {2: 5}
11 0.86 0.73 0.69 0.57 {3: 1, 4: 2} {1: 1, 2: 5}
12 0.89 0.76 0.72 0.59 {4: 3} {2: 6}
13 0.90 0.79 0.75 0.60 {4: 2, 5: 1} {1: 1, 2: 6}
14 0.92 0.81 0.77 0.61 {4: 1, 5: 2} {2: 7}
15 0.93 0.83 0.80 0.62 {5: 3} {1: 1, 2: 7}
16 0.95 0.85 0.82 0.62 {4: 4} {2: 8}
17 0.95 0.87 0.84 0.63 {4: 3, 5: 1} {1: 1, 2: 8}
18 0.96 0.89 0.85 0.63 {4: 2, 5: 2} {2: 9}
19 0.97 0.90 0.87 0.64 {4: 1, 5: 3} {1: 1, 2: 9}
20 0.97 0.91 0.88 0.64 {4: 5} {2: 10}
21 0.98 0.92 0.89 0.64 {4: 4, 5: 1} {1: 1, 2: 10}
22 0.98 0.93 0.90 0.64 {4: 3, 5: 2} {2: 11}
23 0.98 0.94 0.91 0.64 {4: 2, 5: 3} {1: 1, 2: 11}
24 0.99 0.94 0.92 0.65 {4: 6} {2: 12}
25 0.99 0.95 0.93 0.65 {4: 5, 5: 1} {1: 1, 2: 12}
26 0.99 0.96 0.94 0.65 {4: 4, 5: 2} {2: 13}
27 0.99 0.96 0.94 0.65 {4: 3, 5: 3} {1: 1, 2: 13}
28 0.99 0.97 0.95 0.65 {4: 7} {2: 14}
29 1.00 0.97 0.95 0.65 {4: 6, 5: 1} {1: 1, 2: 14}
30 1.00 0.97 0.96 0.65 {4: 5, 5: 2} {2: 15}
31 1.00 0.98 0.96 0.65 {4: 4, 5: 3} {1: 1, 2: 15}




In the past few chapters, we have developed a theoretical framework and a methodology
for Team of Teams of concurrent cooperative solvers. In this chapter, we consider the
applications of this research as well as its underlying techniques. We use this methodology
for communication structure of two algorithms solving an important discrete optimization
problem. The problem is Max-Cut problem from combinatorial optimization and is described
in the following sections.
6.1 Max-Cut problem
Max-cut problem is one of Karp’s 21 NP-complete problems in [42]. It is a classical
combinatorial optimization problem that has a wide range of applications in different
domains, such as bioinformatics, network optimization, statistical physics, and very large
scale integration design. Most methods traditionally used in solving the Max-cut problem
are based the idea, first observed by Lovasz in [53] and Shor in [76], that the Max-cut
problem can be naturally relaxed to a semi-definite programming problem - the semi-definite
programming relaxations (SDP relaxations) algorithms (e.g. [28]). Other methods to solve
the Max-cut problem are less frequently used. Approach employing a discrete Hopfield-
type neural network to resolve the Max-cut problem was proposed in 2001 by Wu et al. in
[87]. While the spectrum method for the Max-cut problem was introduced in 2003 by Ono
and Hirata in [70]. Researchers are still seeking the efficient and effective solution to the
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Max-cut problem as each method has its own shortcomings. In this chapter, we apply out
ToT cooperative solvers strategy to investigate the optimum communication structure and
ToT topology based on two heuristics, Population Based incremental Learning and the Ant
Colony Optimization (ACO). Out goal is to solve the Max-cut problem itself and provide
new insight into this problem and the behavior of the mentioned above heuristics.
The mathematical description of the Max-cut problem follows. Given an undirected
graph G = (V,E), where V is the set of vertices, and E - set of edges. Denote wij the weight
of the edge eij connecting vertices i and j. Any subset S of V we will call a cut of graph G.
δ(S) is a set of edges such that one endpoint belongs to S, while the other endpoint belongs











For a graph G with |V | = n, we define the cut vector X ∈ {−1, 1}n as follows
xi =
 1 vi ∈ S−1 vi ∈ V − S (6.1.3)










For our study we first considered the Genetic Algorithms. However the information exchange
between concurrently running Genetic Algorithms has very large memory footprint. The
way we model communication, we would have to send the entire population of the best
performing solver to the other solvers of the team. In case of big teams the size of the
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information might be prohibitively large. Usually population based concurrent algorithms
that utilize information exchange do it through a technique named migration. Only the best
individuals from the population migrate to other solvers. First obstacle, it is still rather
large amount of memory when large number of processors are involved. Second obstacle,
this is not the way we modeled communication in previous chapters. That’s why we decided
to employ Evolutionary Algorithms ( a class that includes Genetic Algorithms as well) that
do not transfer the population from one epoch to another - the Estimation of Distribution
Algorithms (EDA). We decided to chose Population Based Incremental Learning (PBIL)
and Ant Colony Optimization (ACO). PBIL is a classic univariate EDA, thus it doesn’t
implicitly model dependency between the decision variables. While ACO is more “exotic”,
being nature inspired, yet through it’s pheromone allocation on the edges, the dependency
between the variables is being modeled. Obviously, PBIL has a much smaller information
exchange footprint compared to ACO. Antoher possible choices could have been Simulated
Annealing, Bayesian optimization algorithm and its variations.
6.2.1 Genetic Algorithms versus Estimation of Distribution Algo-
rithms
In [68] the authors described a Markov chain model of the Simple Genetic Algorithm for
finite populations. Later in [83, 84] this result was extended into a much more general class
of algorithms the Random Heuristic Search (RHC). The critical difference being that in case
of RHC the individuals for the next generation are being selected by a heuristic function
according to a probability distribution over the population. The drawback of the Genetic
Algorithms for our task is the size of the data that would have to be shared between the
solvers within one team - the entire population. Broadcasting this amount of data would
take too much time and deteriorate capacity for useful computation.
Estimation of Distribution Algorithms (EDA) are a class of randomized search heuristics
in the Evolutionary Computation (EC) field characterized by the use of explicit probability
distributions in optimization. As opposed to other EC techniques such as mentioned above
Genetic Algorithms, EDA do not use the crossover and mutation operators; instead, EDA
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maintains a probabilistic distribution to generate offspring population, and uses fitness
evaluations to update the distribution. The probability distribution becomes the medium
that is being transmitted from one generation to the next, and, importantly, it has the same
(or same order) size as the single solution within a population.
Various EDA heuristics have been proposed and studied over the last two decades; they
differ from each other in the way their probability distributions are represented and updated,
as well as in the sampling method for generating populations. In general, EDA are usually
classified by splitting them into two main categories: univariate, which exploit the first-
order statistics to build a probability distribution (Compact Genetic Algorithm, Univariate
marginal distribution algorithm (UMDA), Population-based incremental learning (PBIL))
and multivariate, which take advantage of higher-order statistics to capture correlations
between the decision variables (Extended compact genetic algorithm (eCGA), Bayesian
optimization algorithm (BOA), Linkage-tree Genetic Algorithm (LTGA)).
The fundamental advantage of univariate EDAs - the small memory footprint of a single
vector- is also their critical limitation as compared to standard genetic algorithms. A genetic
algorithm population is much more expressive, as it can represent multiple solutions at the
same time. While a single probability vector lacks that power. Or so it seems. An example
is shown on Table 6.1, where two different small populations have the same probability
vector representation. Yet, as shown in [30] and [29], the standard GA will not be able
to keep such a diversity solutions in a single population. Fundamental Theorem of Genetic
Algorithms assumes infinite size of the population. Otherwise, the population will eventually
converge to one of the accumulation points. In Genetics there’s a term for this behavior of
finite populations - Genetic Drift. In GA its sampling and stochastic errors that tend to
accumulate and thus converging the entire population to one point, that is not necessary
a global optimum [29]. Similar to GAs in efficeincy while using significantly less memory,
EDAs provide a promising thus serve a perfect fit tool for our research in ToT communication
structures.
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Table 6.1: The probability representation of two small populations.





Representation 1 Representation 2
0.5, 0.5, 0.5, 0.5 0.5, 0.5, 0.5, 0.5
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6.2.2 Compact Genetic Algorithm (cGA)
From the information processing point of view, the Compact Genetic Algorithm is simulating
the behavior of the Genetic Algorithm. Instead of maintaining a whole population, cGA
creates a probability distribution vector that specifies the probability of including each
component in the optimal solution. New candidate solutions are sampled based on this
probability distribution vector. The standard version of cGA requires generating only two
candidate solutions at each generation, and then compare them. The probability distribution
vector is then adjusted component-wise, using components in the candidate solution that is
better among the two. The probability distribution component-wise update parameter n may
be considered to be comparable to the population size parameter in a Genetic Algorithm.
The pseudo-code for cGA is shown in Algorithm 2.
Algorithm 2: Compact Genetic Algorithm (cGA)
Result: Sbest
initialization;
V ← (0.5, 0.5, ..., 0.5);
Sbest ← None;
while Not All Vi ∈ {0, 1} do
S1 ← GenerateSamples(V, 1);
S2 ← GenerateSamples(V, 1);
S∗, S∗ ← CompareCandidateSolutions(S1, S2);
if Cost(S∗) > Cost(Sbest) then
Sbest ← S∗;
end
for i ∈ {1, ..., n} do
if S∗[i] == 1 and S∗[i] == 0 then
V [i]← V [i] + 1/n;
else




V is the probability distribution, V [i] ∈ [0, 1] is the probability of xi (as defined in (6.1.3))
being equal to 1.
cGA was our first choice for ToT communication modeling. Yet, when solving Max-
Cut problem instances from our collection the algorithm was very fast converging to a local
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minimum. There appeared to be no room for optimization of communication in teams of
cooperating solvers running concurrently.
6.2.3 Population-based incremental learning (PBIL)
The Population-Based Incremental Learning algorithm was initially proposed by Baluja in a
technical report [5] that described both the base algorithm as well as a number of deviations.
In another technical report [6] and later published [7] Baluja and Caruana give a very detailed
and deep overview of PBIL, while also comparing it to standard Genetic Algorithm. It
is worth mentioning that at that point the authors considered PBIL being being a part
of Genetic Algorithms family. In [8] Baluja compares the Genetic algorithm and PBIL
performance in detail, on a range of problems and scales. The first theoretical analysis
of the algorithm is provided in [39] together with a convergence proof. As with cGA and
UMDA, the goal of PBIL is to simulate the behavior of a Genetic Algorithm, yet significantly
reducing the memory footprint. Once again it is done by creating a medium - the probability
distribution vector- that represents the entire population of a candidate solutions. The
distribution vector serves as a basis for generating candidate solutions, yet the latter don’t
transfer from one generation to another, and their sole purpose is to improve the probability
vector itself. Updates and even mutation operations are also performed on the distribution
vector, rather than the generated candidate solutions. Below we present the pseudo-code of
PBIL as Algorithm 3.
Again, V is the probability distribution, V [i] ∈ [0, 1] is the probability of xi (as defined
in equation (6.1.3)) being equal to 1.
The most computationally costly steps of any EDA are the estimation of distribution V
and the generation of new points Sj (following the notation of PBIL pseudocode presented
in Algorithm 3) according to this distribution. These steps play the same role as the
recombination operator in Evolutionary Algorithms.
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Algorithm 3: Population-based incremental learning (PBIL)
Result: Sbest
initialization;
V ← (0.5, 0.5, ..., 0.5);
Sbest ← ∅;
while Not All Vi ∈ {0, 1} do
SGenBest ← ∅;
for j ∈ {1, ..., PopSize} do
Sj ← GenerateSamples(V );
if Weight(Sj) > Weight(SGenBest) then
SGenBest ← Sj;











for i ∈ {1, ..., n} do
V [i]← V [i] · (1.0− LearnRate) + SGenBest[i] · LearnRate;
if Rand(1.0) < Pmut then




6.2.4 Ant Colony Optimization
In this section we discuss the Ant Colony Optimization (ACO) meta-heuristic for solving
combinatorial optimization problems. Inspired by the double-bridge experiment ACO was
presented in the early 1990s by the Italian scholars in [23]. The goal of algorithms design
was to simulate foraging behavior of an ant colony in order to solve a given combinatorial
optimization problem. Because ants are often quite effective in finding the shortest path
between a food source and their nest, ACO first natural area of application was traveling
salesman problem (TSP) [24]. Besides the TSP ACO has been applied successfully to a large
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number of other difficult combinatorial optimization problems, such as quadratic assignment
problem in [27, 57, 82], job-shop scheduling problem in [17, 88], knapsack problem in [25],
vehicle routing problem in [13, 14], graph coloring problem in [18] and many others.
The general idea of the ACO metaheuristic is based on the same principles. Autonomous
computational ants start from some initial partial solution, and then probabilistically
and sequentially construct solutions for a given combinatorial optimization problem.
Probabilistically and sequentially in this case means that a solution is created through a
sequence of probabilistic decisions, each of which adds a solution component to a previous
partial solution until the solution is complete. This probabilistic sequence of decisions
can be considered a path on a decision graph. The autocatalysis (the decisions of the
following generation of ants being influenced by the decisions of the previous generation)
is used to help the computational ants find paths in the decision graph corresponding to
good solutions. The same way Argentinian ants mark their path, artificial ants that have
found good solutions mark the edges in the decision graph with artificial pheromone. The
autocatalysis becomes an iterative process where the good solutions found by the ants of
one generation should guide the ants of following generations. The artificial pheromone
becomes a medium of autocatalytic indirect interactions between the artificial ants guiding
ants of the next generation steering their search towards the neighborhoods of paths with
good solutions. Just as in nature, the artificial pheromone has the property to evaporate,
so that pheromone from older generations influences the following generations less and less.
After every iteration(generation) there’s a procedure that updates he pheromone values, and
some percentage of the artificial pheromone “evaporates”. ACO algorithms differ depending
on the problem they are designed to solve. The upper and lower bounds on pheromones
τmin and τmax are enforced in the algorithm in order to minimize the possibility of search
stagnation described in [23], and which is a notorious problem for ACO algorithms. For the
same reason the pheromone trails are initialized at their maximum possible value τmax, as
is shown in [80, 81] this leads to higher exploration at the beginning of the algorithm. A
pseudocode of an ACO algorithm for Max-Cut problem is given in Algorithm 4.
Another is significant for our research feature, is that even tho ACO is a population based
algorithm, similar to PBIL, the population is employed to create and adjust a distribution
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(of pheromones over the graph edges) yet it doesn’t poses any information that needs to be
transferred from one generation to another. The distribution of pheromones over the edges
of the graph is the medium that is used to pass information from one generation to another,
and from one solver to all the others in a Team. We employ the ACO heuristic at each step to
choose a candidate vertex and create a cut-set for each ant, and thus gradually approaching
the maximum cut. It is obvious that the choice of the vertex to switch from or to cut-set (if
v ∈ V − S, then switch means v ∈ S, and vice versa) should be biased towards the vertices
that will increase the cut weight. What we want is for the probability of each vertex to be
chosen for the switch to be in proportion with the increase of cut weight followed from this
switch.
6.3 Parallel Experiments
In this we describe computational experiment with seven ToT topology configurations. All
computational experiments have been performed on Advanced Computing Facility (ACF)
program at the University of Tennessee Knoxville (UTK) [67]. In order to reduce the effects
from random initial solution choice each test problem should have relatively large number of
test runs. And in order to avoid bias when some problems might have bigger weight, each
test problem had the same number of test runs. We made a choice to have exactly 22 runs
for each problem instance.
The problems themselves were solved by Python implementation of three algorithms
that were described in details in previous sections: Population-Based Incremental Learning
(PBIL) and its enhanced version with local search (PBIL(LS)) (Section 6.2.3), and Ant
Colony Optimization algorithm for Max-Cut problem (Section 6.2.4). For each of the
algorithms mentioned above, we explore different communication structures when multiple
copies of the algorithms run in parallel. For every ToT topology after each epoch (generation)
the connected threads communicate and update each other, so that the algorithms from
the same team have identical initial solution from which they will start computation on
the next epoch. From the software point of view, the communication was implemented
in Message Passing Interface (MPI) that provides a virtual topology, synchronization, and
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communication between a set of threads. Different ToT configurations were considered and
compared. We applied the PBIL, PBIL(LS) and ACO heuristics on 16 threads and used
seven ToT topology configurations. The two trivial ones, when there’s full communication
and no communication, or in our terminology when the team structures are {16:1} and
{1:16} . The three communication topologies with the team size being divisor of 16: {2:8},
{4:4} and {8:2}. We also explore two additional nonsymmetric team structures: {3: 5, 1:1}
(5 teams of size 3, and one team of size 1) and {5: 3, 1: 1} ( 3 teams of size 5, and one team
of size 1). Figures (6.1 - 6.7) depict these ToT configurations.
6.3.1 Benchmarks
For computational experiments we used several sets of benchmarks described below.
Rudy Set. The first set of the max-cut instances generated with the machine-independent
random graph generator Rudy [74]. It was first suggested by Helmberg and Rendl in
[38]. The graphs themselves were generated by Rendl, Rinaldi, and Wiegele for [72]
and [86], who generated 10 instances of size n and given density d of the following
graph types:
(G05) Unweighted graphs with density d = 0.5, and the size n = 60, 80, 100.
(G0.1−1/0/1) Weighted graphs with edge density d = 0.1 and weights chosen uniformly
from {-1,0,1}, and the number of nodes n = 60, 80, 100.
(G0.99−1/0/1) Weighted graphs with edge density d = 0.99 and weights chosen uniformly
from {-1,0,1}, and the number of nodes n = 60, 80, 100.
(G[−10,10]) Weighted graphs with edge densities d = 0.1, 0.5, 0.9 and integer weights
chosen uniformly from [-10, 10], and the number of nodes n = 100.
(G[0,10] Weighted graphs with edge densities d = 0.1, 0.5, 0.9 and integer weights chosen
uniformly from [0, 10], and the number of nodes n = 100.
Ising Set. The second set of Max-Cut problem instances comes from applications in
statistical physics (generated by Frauke Liers). As noted in [52], “finding a ground
state in the Ising model of a spin glass is equivalent to finding an optimum solution of
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Figure 6.1: Team of Teams {1 : 16}
Figure 6.2: Team of Teams {2 : 8}
Figure 6.3: Team of Teams {1 : 1; 3 : 5}
Figure 6.4: Team of Teams {4 : 4}
Figure 6.5: Team of Teams {1 : 1; 5 : 3}
Figure 6.6: Team of Teams {8 : 2}
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Figure 6.7: Team of Teams {16 : 1}
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Algorithm 4: Ant Colony Optimization for Max-Cut (AntCut)
Result: Sbest
initialization;
for i, j ∈ V do
τij ← τmax;
end
Sbest ← V ;
while Not End Condition do
for ant ∈ Ants do
Initialize the cut S(ant) = V ;
Initialize the cut vector X(ant) based on S(ant) as described in equation (6.1.3);













Initialize the candidate set C(ant) =
{
vi ∈ V |∆(ant)fi > 0
}
;






while C(ant) 6= ∅ do
Choose a vertex vi ∈ C(ant) with probability P (ant)(vi);
Update the cut vector X
(ant)
i ← (−1) ·X
(ant)
i ;
Update the difference vector ∆(ant)f component-wise










ij vj ∈ N(vi)
(6.3.3)
Update the candidate set C(ant) ←
{


























the corresponding max-cut problem”. For the in depth description of these problems,
as well as their complexity we refer to [51, 52, 86].
(t2) For each dimension three two-dimensional toroidal grid graphs with Gaussian
distributed weights (zero mean and variance one) and dimension n × n, n =
10, 15, 20. (So three 10 × 10, three 15 × 15 and three 20 × 20 two-dimensional
toroidal grid graphs, nine in total.)
(t3) For each dimension three three-dimensional toroidal grid graphs with Gaussian
distributed weights and dimension n× n× n, n = 5, 6, 7. (Thus three 5× 5× 5,
three 6 × 6 × 6 and three 7 × 7 × 7 three-dimensional toroidal grid graphs, nine
in total.)
(ising2.5) For each dimension n three one-dimensional Ising chain instances with Ising
density σ = 2.5. n = 100, 150, 200, 250, 300.
(ising3.0) For each dimension n three one-dimensional Ising chain instances with Ising
density σ = 3.0. n = 100, 150, 200, 250, 300.
G-set. The G-set, generated by G. Rinaldi in [74]. It was used by Helmberg and Rendl in
[37] and later by Benson at all in [10]. In [10] the G-set is even called “a standard test
set for graph optimization”. The set itself consists of 71 problem instances. Problems
are named G1 to G81 with some numbers missing. Number of nodes for G-set is
between 800 and 20,000. In terms of weights and their geometric structure the graphs
in G-set can be split into the following groups:
1. Random unweighted graphs (all weights are equal to 1). Problems G1–G5, G22–
G26, G43–G47, G55, G60, G63, G70.
2. Random graphs with weights in {−1; 1}. Problems G6–G10, G27–G31, G56, G61,
G64.
3. Two dimensional toroidal grid graphs (weights in {−1; 1}). Problems G11–G13,
G32–G34, G48–G50, G57, G62, G65–G67, G72, G77, G81.
4. Planar unweighted graphs (all weights are equal to 1). Problems G14–G17, G35–
G38, G51–G54, G58.
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5. Planar graphs with weights in {−1; 1}. Problems G18–G21, G39–G42, G59.
6.3.2 Metrics
In this section we describe the metrics according to which we will compare the ToT
configurations performance.
Average best solution. For every epoch (generation) we compute the best solution of
the run with a particular ToT configuration, and then average it over all runs. For a single
problem, this metric can be interpreted as an expected best solution of the ToT configuration
at given epoch.
Denote N to be the total number of test runs, Ξ - set of all test problem instances, and
ξ ∈ Ξ - a specific problem instance. Given an epoch number i and a ToT configuration τ ,
S(n, i, τ, ξ) denotes the best solution found by nth run of τ on the problem ξ after i epochs.
Note that for a given ToT configuration τ , S(n, i, τ, ξ) is the best solution among all the
solvers in the ToT. The average best solution among N runs after i epochs is






S(n, i, τ, ξ) (6.3.5)
When we have to aggregate the results across multiple problems, we normalize this metric






S(n, i, τ, ξ)
maxn,i,τ (S(n, i, τ, ξ))
(6.3.6)
Let Θ ⊂ Ξ (not necessary a proper) subset of problems that we want to aggregate over,
and use | · | to denote the number of elements in a set. Then the average best solution found







S∗norm(ξ, i, τ) (6.3.7)
Probability of best solution being in certain quantile. Empirical Probability of best
solution among all solvers of a ToT configuration being greater or equal than certain quintile
(from 0.7 to 0.975) at a given epoch. This metrics can be used for a single problem or
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aggregated for a set of problems. For a given quantile q it is calculated in a following way.
First for every problem instance ξ we create a dataset containing all the best solutions
across all runs, all epochs, all ToT combinations. Based on this dataset as a distribution,
we calculate Sq(ξ) - a number, such that for all the best solutions in the above mentioned
dataset, probability that a solution is less than or equal to Sq is q. So S0.5 - is the median.
Denote a function δ(x, y) as follows
δ(x, y) =
1 x > y0 otherwise (6.3.8)
For a given problem ξ, for given ToT configuration τ , the probability of it’s best solution
in i-th epoch being in q-th quantile is










i (n, τ), Sq(ξ)
)
(6.3.9)
For a set of problem instances Θ, for given ToT configuration τ , the empirical probability
of a best solution in i-th epoch being in q-th quantile is






Pq(ξ, i, τ) (6.3.10)
Probabilities of ToTs to outperform a given ToT. We select a base ToT, and for each
ToT we calculate the empirical probability that on a given epoch its best solution is greater
or equal (and strictly greater) than the best solution of the base ToT. Thus the base ToT
isn’t explicitly depicted on the graph, but serves as a baseline for the rest. This metrics as
well is used both for a single problem and in aggregated form for a set of problems. Denote
as τb - the base ToT configuration. For a given problem ξ, for given ToT configuration
τ 6= τb, the empirical probability of it’s best solution in i-th epoch being in bigger or equal
than the best solution of τb is calculated as follows. First, for a given problem ξ, for given
ToT configuration τ , for a given epoch i, we consider the best solution S
(ξ)
i (τ) a discrete








i (τb) is also a
















is obtained from the convolution
formula.
For a set of problem instances Θ, for given ToT configuration τ , for a given epoch i, the
empirical probability of a best solution being in greater than or equal to a best solution of
the base ToT configuration τb is















6.4 Results for PBIL with Local Search
In this section we will present and discuss the results of our computational experiments
with PBIL heuristics with local search. We start with results aggregated over all benchmark
problem instances. As discussed in 6.3.1, the test problems have different nature, and so
the results when aggregation takes into account these differences, might differ. Therefore we
continue by looking into the results aggregated for specific classes of benchmark problems.
6.4.1 Results across all problem instances
Figures 6.8 and 6.9 show the dynamics of the average best solutions aggregated across all
problems while solved using PBIL(LS). Surprising conclusion is not just that communication
doesn’t seem to improve performance, but the less communication the better performance.
In terms of expected best solution ToT configurations with smaller team size (and thus
less communication) perform better than the ones with larger team size. We can say that
expected best solution monotonically decreases with size of the team. It seems that “Social
Distancing” is a best strategy for cooperative solvers running PBIL heuristics with local
search embedded.
Figure (6.10) show the dynamics of the probability of best solution being in a 85%-
th quantile, aggregated across all problems while solved using PBIL(LS). Other percentile
plots (75%, 80%, 90% and 95% and 99%) look similar to the one shown, preserving relative
ranking of topologies. With respect to this metrics we see that the more “Socially Distant”
the cooperative solvers are, the better the ToT performs.
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Figure 6.8: Average normalized (over all problems) best solution for PBIL(LS)
Figure 6.9: Average normalized (over all problems) best solution for PBIL(LS) starting
from 40th epoch
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Figure 6.10: Probability of best solution reaching 85%-th quantile for PBIL(LS)
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Next we consider pairwise comparison of ToT performances. Figures (6.11) and (6.12)
show the probabilities of finding solutions that are at least as good or strictly better
than the solutions found by the non-communicative team {1: 16}. The plots reveal the
same monotonicity as before: When compared to the non-communicative ToT, all others
configurations are less likely to perform better as the team size increases.
We can conclude, that “Social Distancing” is the default optimal communication strategy
for PBIL(LS) heuristics on most of the problem instances we solved.
6.4.2 Results for the G-set instances
In terms of the dynamics of the average best solutions aggregated across benchmark test
problems that belong to G-set, the graphs look almost identical to the ones that show the
results aggregated across all problems (Figures 6.8 and 6.9) from Section 6.4.1). For G-set,
when it comes to the expected best solution of ToT, configurations with smaller team size
perform better than the ones with larger team size.
When it comes to the probability of best solution being in a respective quantile,
aggregated across G-set of test problems, the results don’t deviate essentially from the case
of aggregation across all test problems depicted in Figure (6.10). When it comes to solution
being in a given quantile, the conclusion that the more “Socially Distant” the cooperative
solvers are, the better the ToT performs, holds.
If we ignore specific probability values and only focus on the ordering of the ToTs with
respect to the third metric (the probability of given ToT configuration to be outperformed
by other ToT configurations) the results are very much similar to the ones for the entire set
of test problems considered and described in 6.4.1. They all exhibit the same monotonic
decrease of performance with the increase of the team size. Once again the conclusion that
“Social Distancing” is the default optimal communication strategy for PBIL(LS) heuristics
on most of the problem instances coming from Ising set.
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Figure 6.11: Probability of best solution bigger or equal than the best solution of ToT
{1:16} for PBIL(LS)
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Figure 6.12: Probability of best solution strictly bigger than the best solution of ToT
{1:16}for PBIL(LS)
115
6.4.3 Results for the Ising instances
In this subsection we will discuss the results of our experiments applied to the Ising spin
glass set of problems.
In terms of the dynamics of the average best solutions aggregated across Ising benchmark
test problems while solved using PBIL(LS), the graphs look almost identical to the ones that
show the results aggregated across all problems (Figures (6.8) and (6.9) in section 6.4.1).
Once again, when it comes to the expected best solution of ToT, configurations with smaller
team size perform better than the ones with larger team size. The same property, that
expected best solution monotonically decreases with the size of the team, holds for Ising test
problems.
When it comes to the probability of best solution being in a respective quantile,
aggregated across Ising set of test problems, the dynamics is as follows. For all the quantiles
considered, the results don’t deviate essentially from the case of aggregation across all test
problems depicted in Figure (6.10) and from the results described in section 6.4.1. With
respect to this metrics we can once again conclude that the more “socially distant” the
cooperative solvers are, the better performance of the team.
If we ignore specific numbers, the results for the third metric (the probability of given ToT
configuration to be outperformed by other ToT configurations) are similar those depicted
in Figures (6.11) and (6.12). They all exhibit the same monotonic decrease of performance
with the increase of the team size. Once again the conclusion that “Social Distancing” is
the default optimal communication strategy for PBIL(LS) heuristics on most of the problem
instances coming from Ising set.
Ising test problems set is split into two categories. The first one consists of instances that
are one-dimensional Ising chains and the second one consists of toroidal grid graphs. In the
next sections (6.4.4 and 6.4.5) we will analyze the results of our test runs aggregated across
these two categories.
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6.4.4 Aggregated Results for one-dimensional Ising chains prob-
lem instances
Aggregated across one-dimensional Ising chains problem instances the results do not differ
significantly from the results aggregated across all Ising test problems (as described in section
6.4.3) and all test problems overall (section 6.4.1).
Next we will analyze the results for for one-dimensional Ising chains test problems
aggregated across instances with different density and across instances with different number
of nodes.
Aggregated Results for one-dimensional Ising chains problem instances with
density σ = 2.5 No changes from the higher levels of aggregation in terms of average
best solution are observed.
When it comes to the probability of obtaining solutions of certain quality, the results do
not change as well, with a few notable exceptions. Those exceptions are as follows.
• For solutions in 85th quantile the probability of obtaining one is bigger for {1 : 1; 5 : 3}
compared to the probabilities for {1 : 1; 3 : 5} and {4 : 4}.
• For solutions in 90th quantile the same probability for {4 : 4} is better than the one
for {1 : 1; 3 : 5}.
• For solutions in 95th quantile this probability for {4 : 4} is better than for {2 : 8}.
• For solutions in 97.5th quantile the probability for {8 : 2} is better than for {1 : 1; 3 : 5}.
Aggregated Results for one-dimensional Ising chains problem instances with
density σ = 3.0 As with Ising chains with density σ = 2.5 no changes from the higher
levels of aggregation in terms of average best solution are observed.
The same is true the probability of obtaining solutions that belong to a certain quantile,
the results do not change as well, with a few notable exceptions listed below.
• For solutions in 95th quantile this probability for {4 : 4} is better than for {1 : 1; 3 : 5}.
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• For solutions in 97.5th quantile the probability for {4 : 4} initially dominates the
probability for {1 : 1; 3 : 5}, but they eventually converge. The probability for
{1 : 1; 5 : 3} initially dominates the probability for {8 : 2}, and they eventually converge
too. At all iterations (epochs) the probability of {4 : 4} is better than the probability
for {8 : 2}.
• For solutions in 99th quantile measured by the probability, the ToT configuration
{1 : 1; 3 : 5} becomes second best.
Aggregated Results for one-dimensional Ising chains problem instances with 100
nodes Overall, the results do not deviate from the higher levels of aggregation, with a few
exceptions that we will discuss.
• In terms of average best solution, the ToT configuration {4 : 4} is better than
{1 : 1; 3 : 5}, and {8 : 2} better than {1 : 1; 5 : 3}.
• When we look at the dynamics of probability of ToT configuration {4 : 4} obtaining
a better solution compared to ToT {1 : 1; 3 : 5}, and the probability of ToT {8 : 2}
obtaining a better solution than {1 : 1; 5 : 3}, it is around 0.5 in both cases.
• Probability for a solution to belong in 70th quantile for {8 : 2} is better than the one
for {1 : 1; 5 : 3}.
• The above relationship carries into the 80th quantile as well. Also, the probability for
{4 : 4} is better than the one for {2 : 8}.
• For solutions in the 85th quantile probability for {4 : 4} and {1 : 1; 5 : 3} is slightly
better than the one for {2 : 8}. While the probability for {8 : 2} is lower than for the
former ToTs, yet it is bigger than for ToT configuration {1 : 1; 3 : 5}.
• As we reach the 90th quantile, with respect to the probability of obtaining the best
solution from this quantile, the ToT {4 : 4} becomes second best.
• Finally at the 95th and 97.5th quantiles, with respect to the same probability, ToT
{4 : 4} becomes the best.
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Aggregated Results for one-dimensional Ising chains problem instances with 150
nodes Overall, the results do not deviate from the higher levels of aggregation, with a few
exceptions that we will discuss below.
• In terms of average best solution, the ToT configuration {4 : 4} is better than
{1 : 1; 3 : 5}.
• The probability of ToT configuration {4 : 4} obtaining a better solution compared to
ToT {1 : 1; 3 : 5} stabilizes around 0.65.
• For both 70th and 75th quantiles the probability for the best solution be in respective
quantile is bigger for {4 : 4} and {1 : 1; 5 : 3} compared to {1 : 1; 3 : 5}.
• When we reach the 95th quantile, with respect to the same probability, ToT {2 : 8}
becomes the best.
Aggregated Results for one-dimensional Ising chains problem instances with 200
nodes Overall, the results do not deviate from the higher levels of aggregation, with one
exception. When we reach the 97.5th quantile, with respect to the probability of the best
solution being in this quantile, ToT {4 : 4} becomes the best.
Aggregated Results for one-dimensional Ising chains problem instances with 250
nodes Overall, the results do not deviate from the higher levels of aggregation, with a few
exceptions that we will discuss.
• In terms of average best solution, the ToT configuration {1 : 1; 5 : 3} is better than
{4 : 4}.
• When we look at the dynamics, the probability of ToT configuration {1 : 1; 5 : 3}
obtaining a better solution compared to ToT {1 : 1; 3 : 5} is around 0.5, and the
probability of ToT {1 : 1; 5 : 3} obtaining a better solution than {4 : 4} is around 0.63.
• Consider 70th and 75th quantiles. In terms of probability for a solution to belong in
those quantiles, ToT {1 : 1; 5 : 3} is better than ToT {4 : 4}.
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• Next consider 80th and 85th quantiles. With respect to the same probability of reaching
the quantile, ToT {1 : 1; 5 : 3} is again better than ToT {4 : 4} and even {1 : 1; 3 : 5}.
• As we reach the 95th and 97.5th quantiles, with respect to the probability of obtaining
the best solution from those quantiles, the ToT {1 : 1; 5 : 3} becomes second best.
Aggregated Results for one-dimensional Ising chains problem instances with 300
nodes Overall, the results do not deviate from the higher levels of aggregation, with a few
exceptions that we will discuss.
• In terms of average best solution, the ToT configuration {1 : 1; 3 : 5} is better than
{2 : 8}.
• When we look at the dynamics of probability of ToT configuration {1 : 1; 3 : 5}
obtaining a better solution compared to ToT {2 : 8}, the above mentioned probability
stabilizes around the value of 0.63.
• From 70th to the 85th quantile the probability of obtaining a solution in a given
quantile is better for {1 : 1; 3 : 5} compared to {2 : 8}.
• As we reach the 90th quantile, with respect to the probability of obtaining the best
solution from this quantile, the ToT {1 : 1; 3 : 5} is better than ToT {4 : 4} which in
it’s turn is better than {2 : 8}.
• At the 95th quantile, with respect to the same probability, now the ToT {4 : 4} is
better than ToT {1 : 1; 3 : 5} which in it’s turn is better than {2 : 8}.
• Finally at the 97.5th quantile ToT configurations {4 : 4} and {1 : 1; 3 : 5} have the
same probability and still outperform the ToT {2 : 8}.
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6.4.5 Aggregated Results for Ising toroidal grid graphs problem
instances
Aggregated across Ising toroidal grid graphs problem instances the results do not differ
significantly from the results aggregated across all Ising test problems (as described in section
6.4.3) and all test problems overall (section 6.4.1). There only few notable exception.
• In terms of average best solution, the ToT configuration{1 : 1; 5 : 3} is better than
{4 : 4}.
• ToT configuration {1 : 1; 5 : 3} has a probability of obtaining better or equal solutions
compared to ToT {4 : 4} of about 0.55.
• From 70th to 99th quantiles, {1 : 1; 5 : 3} probabilistically dominates {4 : 4}.
• Starting from 85th quantile, the probability of obtaining solution in a quantile under
consideration is better for ToT configuration {1 : 1; 3 : 5} compared to ToT {2 : 8}.
Next we will analyze the results for Ising toroidal grid graphs problem instances
aggregated across two dimensional and three dimensional toroidal grid graphs.
Aggregated Results for two dimensional Ising toroidal grid graphs problem
instances Overall, the results do not deviate from the higher levels of aggregation, with a
few exceptions that we will discuss.
• In terms of average best solution, the ToT configuration{1 : 1; 5 : 3} is better than
{4 : 4}.
• When we look at the dynamics of probability, ToT configuration {1 : 1; 5 : 3} has a
probability of obtaining better or equal solutions compared to ToT {4 : 4} of about
0.5. The same probability for ToT configurations {1 : 1; 3 : 5} and {2 : 8} is around
0.53.
• From 70th to 97.5th quantiles, {1 : 1; 3 : 5} probabilistically dominates {2 : 8}, and
{1 : 1; 5 : 3} probabilistically dominates {4 : 4}.
121
• When we reach 95th quantile, ToT {1 : 1; 3 : 5} is on par with {1 : 16} (which is the
best) in terms of probability of obtaining best solution from belonging to respective
quantile.
• Finally at 97.5th quantiles, with respect to the same probability, ToT {1 : 1; 5 : 3}
becomes the better than ToT {2 : 8}.
• Finally at 99th quantiles, with respect to the same probability, ToT {1 : 1; 5 : 3}
becomes the best.
Aggregated Results for three dimensional Ising toroidal grid graphs problem
instances Overall, the results do not deviate from the higher levels of aggregation, with a
few exceptions that we will discuss.
• In terms of average best solution, the ToT configuration{1 : 1; 5 : 3} is better than
{4 : 4}.
• When we look at the dynamics of probability, ToT configuration {1 : 1; 5 : 3} has a
probability of obtaining better or equal solutions compared to ToT {4 : 4} of about
0.6.
• From 70th to 95th quantiles, {1 : 1; 5 : 3} probabilistically dominates {4 : 4}.
6.4.6 Aggregated Results for Rudy problem instances
In this subsection we will discuss the results aggregated for all problem instances described
in 6.3.1. First of all, let’s consider the dynamics of the average best solutions. Comparing
Figures (6.8) and (6.9) respectively with their counterparts aggregated over Rudy test-
problems set, we see that the property that we called “Social Distancing Monotonicity”
holds, with one exception. In case when we aggregate the solutions over the set of Rudy test
problems, the average solution of {1 : 1; 5 : 3} is better than the average solution of {4 : 4}.
Next consider the dynamics of the probability of best solution being in a respective
quantile. The Figures for the quantiles considered look very similar. Once again, the more
“Socially Distant” the cooperative solvers are, the better the ToT performs, with the sole
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exception being ToT {1 : 1; 5 : 3} performing slightly better than the ToT configuration
{4 : 4}.
In the following subsections we will dissect the results for Rudy test problems by
aggregating them across various sub-classes described in 6.3.1. First (in 1) we start with the
subset of Rudy test problems (see 6.3.1 in subsection 6.3.1) g05 n.i, where n = 60, 80, 100
and i = 0, ..., 9. Then (in 2) we continue with sub-class of problems G−101. This way
we will denote set of weighted graphs with edge weights chosen uniformly from {−1, 0, 1}.
G−101 is a union of 6.3.1 and 6.3.1. Thus next, we split the G−1/0/1 into (G
0.1
−1/0/1 and
(G0.99−1/0/1 and analyze the results (in 3 and 4 respectively).
1. Aggregated Results for Rudy g05 n problem instances.
• In terms of average best solution and probability of a solution to be in a
given quantile, the results don’t deviate significantly from the ones described
in subsection 6.4.1 aggregated across all test problems.
2. Aggregated Results for Rudy G−1/0/1 problem instances.
(a) Starting our analysis with dynamics of the average best solutions we notice that
the “Social Distancing Monotonicity” holds, with one exception. Just as we had
seen in subsection 6.4.6 when the results were aggregated over the set of all Rudy
test problems - the average solution of {1 : 1; 5 : 3} is better than the average
solution of {4 : 4}.
(b) When we consider the dynamics of the probability of best solution being in a
respective quantile. The Figures for the quantiles considered look very similar
to the ones in subsection 6.4.6. Once again, the more “Socially Distant” the
cooperative solvers are, the better the ToT performs, the only difference being that
the probabilities for ToT configurations {1 : 1; 5 : 3} and {4 : 4} are practically the
same.
3. Aggregated Results for Rudy (G0.1−1/0/1 problem instances.
(a) In terms of the average best solutions the results aren’t significantly different from
the ones described in subsection 6.4.6 (aggregation over the set of all Rudy test
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problems), that the “Social Distancing Monotonicity” holds, with one exception.
Just as before, the average solution of {1 : 1; 5 : 3} is better than the average
solution of {4 : 4}.
(b) The results for the probability of solution being in a given quantile repeat the
situation we observed in subsection 2.
4. Aggregated Results for Rudy (G0.99−1/0/1 problem instances.
• When we consider the set (G0.99−1/0/1 of 10 problems described in 6.3.1, both in
terms of the average best solutions and of the probability of a solution being in a
given quantile, the results are similar to ones described in subsection 3.
5. Aggregated Results for Rudy G[−10,10] problem instances. Overall, the results do not
deviate from the ones aggregated over all set of Rudy test-problems described in section
6.4.6. The exceptions are discussed below.
(a) In terms of average best solution we mostly observe the monotonicity discussed
in previous sections, however for this set of problems the ToT configurations
{1 : 1; 3 : 5} and {2 : 8} change their respective places.
(b) The quantile graphs look very similar. From the 70th to 97.5th quantiles,
the probability of obtaining the best solution in a respective quantile for ToT
{1 : 1; 3 : 5} is slightly better than for ToT {2 : 8}.
6. Aggregated Results for Rudy G[0,10] problem instances. Overall, the results do not
deviate from the 6.4.6. Few exceptions are listed below.
(a) In terms of average best solution we mostly observe the monotonicity discussed
in previous sections, however for this set of problems the ToT configuration
{1 : 1; 5 : 3} is better than {1 : 1; 3 : 5}. While the ToT {4 : 4} is the worst.
(b) From 70th to 97.5th quantiles, the three ToT configurtions {1 : 1; 5 : 3}, {1 : 1; 3 : 5}
and {4 : 4} are ordered in similar way. The probability for {1 : 1; 5 : 3} is bigger
than for {1 : 1; 3 : 5}, and the probability for {4 : 4} is the smallest among the
three mentioned, although it’s not the smallest overall.
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6.5 Results for PBIL
In this section we will present and discuss the results of our computational experiments with
PBIL heuristics without local search. As in previous section (6.4), we start by presenting and
discussing the results aggregated over all benchmark problem instances (in section 6.5.1).
Then again we will refer to section 6.3.1 for categorization of the test-problems into sub-
classes of similar nature. The test problems that have common nature and/or origin, which
usually coincides with the area of their application. So it would be natural to analyze and
discuss the results of our computational experiments aggregated over those specific sub-
classes of test problems. We will follow the same structure as in section 6.4, by presenting
first results on the highest level of aggregation (over all benchmark problems). Then we will
descend into lower level of aggregation (over G-set, Ising and Rudy benchmarks) and present
the results. And so on. The lower is the level of aggregation, the more we are interested
only in deviations from the patterns established on the higher levels.
6.5.1 Aggregated Results for all problem instances
Figures (6.13–6.15) show the dynamics of the average best solutions aggregated across all
problems while solved using PBIL. The same observation that communication doesn’t seem
to improve performance, but the less communication the better performance can be drawn
as well. In terms of expected best solution ToT configurations with smaller team size once
again perform better than the ones with larger team size. It seems that “Social Distancing”
is a best strategy for cooperative solvers running PBIL heuristics even without local search
embedded.
Figure (6.16) shows the dynamics of the probability of best solution being in a 80%-th
quantile, aggregated across all problems while solved using PBIL. All the other percentile
plots look similar to the one shown, once again as in section (6.4.1) preserving relative ranking
of topologies. With respect to this metrics we again see that the more “Socially Distant”
the cooperative solvers are, the less cooperative they are, the better the ToT performs.
Finally, the pairwise comparison of ToT performances when each of the ToT in its own
turn serves as a baseline. And once again we observe the same monotonic behavior as before.
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Figure 6.13: Average normalized (over all problems) best solution for PBIL
Figure 6.14: Average normalized (over all problems) best solution for PBIL starting from
40th epoch
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Figure 6.15: Average normalized (over all problems) best solution for PBIL starting from
70th epoch
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Figure 6.16: Probability of best solution reaching 80%-th quantile for PBIL
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Compared to the ToT with no communication (team size equal to 1) all the other ToTs are
as less likely to perform better or at least as good as the team size increases.
We do not present Figures for this measure, because they are extremely similar to the ones
we have already seen in section 6.4.1, namely Figures (6.11) and (6.12). Now we can extend
our conclusion, that “Social Distancing” is the default optimal communication strategy for
PBIL heuristics on most of the problem instances we solved, with or without Local Search
being embedded in the algorithm.
6.5.2 Aggregated Results for G-set and for Ising problem in-
stances
In this subsection (as in sections 6.4.2 and 6.4.3 ) we will discuss the results of our experiments
applied to the G-set and to the Ising spin glass set of problems. All the graphs aggregated
over this two classes of problems look extremely similar to the ones aggregated over all
benchmark set (and to each other) and therefore already presented and discussed in section
6.5.1. This is also the reason combine the discussion of the results for these two separate
sets of problems in one section.
In terms of the dynamics of the average best solutions aggregated across both G-set and
Ising benchmark test problems while solved using PBIL, as we already mentioned above,
the graphs look almost identical to the ones that show the results aggregated across all
problems (Figures (6.13–6.15) in section 6.5.1). Once again, when it comes to the expected
best solution of ToT, configurations with smaller team size perform better than the ones with
larger team size. The same property, that expected best solution monotonically decreases
with the size of the team, holds when we aggregate over G-set and over Ising set of test
problems.
When it comes to the probability of best solution being in a respective quantile,
aggregated across Ising set of test problems, the dynamics is as follows. For the all the
quantiles considered, the results don’t deviate essentially from the case of aggregation across
all test problems discussed in section 6.5.1 and depicted in Figure (6.16). With respect to
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this metrics we can once again conclude that the more “Socially Distant” the cooperative
solvers are, the better the ToT performs.
If we ignore specific numbers, the results for the third metric, the probability of given
ToT configuration to be outperformed by other ToT configurations, the results are very much
similar to the ones depicted in Figures (6.11) and (6.12) in section 6.4.1. They all exhibit
the same monotonic decrease of performance with the increase of the team size. Once again
the conclusion that “Social Distancing” is the default optimal communication strategy for
PBIL heuristics on most of the problem instances coming from these two sets.
As before (in section 6.4), next we will go one aggregation level lower and analyze
the results for one-dimensional Ising chains problem instances (in subsection 6.5.3 and for
toroidal grid graphs ( in subsection 6.5.4).
6.5.3 Aggregated Results for one-dimensional Ising chains prob-
lem instances
Aggregated across one-dimensional Ising chains problem instances the results do not differ
significantly from the results aggregated across all Ising test problems (as described in section
6.5.2) and all test problems overall (section 6.5.1).
When we aggregated the results over one-dimensional Ising chains problem instances with
density 2.5, and then with density 3.0 separately, no significant deviations were observed
either.
Therefore next we will analyze the results for for one-dimensional Ising chains test
problems aggregated across instances with different number of nodes.
1. Aggregated Results for one-dimensional Ising chains problem instances with 100 nodes.
Overall, the results do not deviate from the higher levels of aggregation, with a few
exceptions that we will discuss below.
(a) In terms of average best solution, the ToT configuration {1 : 1; 5 : 3} is slightly
better than {4 : 4}.
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(b) When we look at the dynamics of probability of ToT configuration {1 : 1; 5 : 3}
obtaining a better solution compared to ToT {4 : 4}, after 40th epoch it oscillates
between 0.57 and 0.63.
(c) From the point of view of probability for a solution to belong to a given quantile,
the ToT configuration {1 : 1; 5 : 3} is definitely better than {4 : 4}, for quantiles
from 70th to 85th.
(d) When it comes to 97.5th quantile, with respect to the same probability, ToT
{1 : 1; 3 : 5} becomes second best.
2. Aggregated Results for one-dimensional Ising chains problem instances with 150 nodes
and for 200 nodes. The results aggregated over one-dimensional Ising chains problem
instances with 150 nodes and for 200 nodes look very similar. In both cases they
resemble the patterns presented and discussed in sections 6.5.2 (when aggregation was
done over all set of Ising problem instances) and 6.5.1.
3. Aggregated Results for one-dimensional Ising chains problem instances with 250 nodes.
Overall, the results do not deviate from the higher levels of aggregation, with a few
exceptions that we will discuss below.
(a) In terms of average best solution, the ToT configuration {4 : 4} is the best and the
ToT {1 : 1; 3 : 5} is the second best. While the rest follow and maintain the same
order as on higher levels of aggregation i.e. the less communication the better.
(b) On the lower quantiles there’s either no clear advantage, as all ToTs reach the
respective quantiles almost at the same epoch and with very high probability.
(c) Yet as we reach the 95th and 97.5th quantiles, with respect to the probability
of obtaining the best solution from those quantiles, the ToT {4 : 4} becomes the
best, while the ToT {1 : 1; 3 : 5} becomes second best.
4. Aggregated Results for one-dimensional Ising chains problem instances with 300 nodes.
(a) In terms of average best solution, there’s no clear winner. However the ToT
configurations with four teams ({1 : 1; 3 : 5}, {4 : 4} and {1 : 1; 5 : 3}) seem to
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be better than the others. The worst performing still are {16 : 1} and {8 : 2}.
Usually the best performing ToT {1 : 16} only becomes better than the two worst
performing ones after 90th epoch.
(b) For quantiles from 70th to 90th the results are pretty inconclusive and difficult to
interpret. Configurations change their order from one quantile to another. Only
at 95th and 97.5th quantiles the ToTs {1 : 1; 3 : 5} and {1 : 1; 5 : 3} emerge as
clear winners.
6.5.4 Aggregated Results for Ising toroidal grid graphs problem
instances
Aggregated across Ising toroidal grid graphs problem instances the results differ quiet
significantly from the results aggregated across all Ising test problems (as described in section
6.5.2) and all test problems overall (section 6.5.1). Consider the most important differences.
1. In terms of average best solution, there’s no clear “winner” among the ToT config-
urations. ToT {2 : 8} at the end performs slightly better than {1 : 1; 3 : 5} which
practically has the same expected best solution as the leader at higher levels of
aggregation ToT {1 : 16}, while the ToT {4 : 4} starts lagging behind them only at
the end. Yet, there is a clear “loser” among the ToT configurations - the ToT with
full communication {16 : 1}, while {8 : 2} performs worse than the others (except the
{16 : 1}) as well. Thus, we can conclude with confidence that full communication is
definitely worst choice of ToT configuration. Yet, the best performers are ToT with
teams with no more than three cooperative solvers. Figures (6.17–6.19) illustrate this.
2. From 70th to 85th quantile, the graphs resemble the ones for higher levels of aggregation
and display the same monotonicity property we were discussing earlier: the smaller the
team size in a ToT, the better its performance.
3. From 90th to 97.5th quantiles, the ToTs {2 : 8} and {1 : 1; 3 : 5} start performing much
better than the previous “leader” {1 : 16}. (See Figure (6.20–6.22)).
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Figure 6.17: Average normalized (over Ising toroidal grid graphs) best solution for PBIL
Figure 6.18: Average normalized (over Ising toroidal grid graphs) best solution for PBIL
starting from 40th epoch
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Figure 6.19: Average normalized (over Ising toroidal grid graphs) best solution for PBIL
starting from 70th epoch
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Figure 6.20: Probability of best solution (over Ising toroidal grid graphs) reaching 90%-th
quantile for PBIL
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Figure 6.21: Probability of best solution (over Ising toroidal grid graphs) reaching 95%-th
quantile for PBIL
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Figure 6.22: Probability of best solution (over Ising toroidal grid graphs) reaching 97.5%-th
quantile for PBIL
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Next we will analyze the results for Ising toroidal grid graphs problem instances
aggregated across two dimensional and three dimensional toroidal grid graphs.
Aggregated Results for two dimensional and for three dimensional Ising toroidal
grid graphs problem instances Overall, the results for both two dimensional and for
three dimensional Ising toroidal grid graphs problem instances do not deviate from the case
when the aggregation was over all toroidal grid graphs.
1. In terms of average best solution, the results are pretty similar to the case of aggregation
over all toroidal grid graphs problem instances (see discussion in section 6.5.4 above).
The ToT configurations {1 : 1; 3 : 5}, {1 : 16} and {2 : 8} are clustered together,
followed by a cluster of {4 : 4}, {1 : 1; 5 : 3} and {8 : 2}. And the obvious “loser”
in this case is ToT with full communication {16 : 1}.
2. The quantile graphs dynamics repeats what we have already seen in in section 6.5.4
above (Figures (6.20–6.22)).
6.5.5 Aggregated Results for Rudy problem instances
In this subsection we will discuss the results aggregated for all problem instances described
in 6.3.1. First of all, let’s consider the dynamics of the average best solutions. Comparing
Figures (6.13–6.15) with their counterparts aggregated over all Rudy instances we see that
the property that we called “Social Distancing Monotonicity” holds in latter case as well,
without any exceptions.
The same conclusion can be drawn from looking at quantile graphs obtained on this level
of aggregation and comparing them to Figure (6.16) and qunatile results from Section 6.5.1.
Aggregated Results for Rudy g05 n problem instances First we start with the
subset of Rudy test problems 6.3.1 g05 n.i, where n = 60, 80, 100 and i = 0, ..., 9.
In terms of average best solution and probability of a solution to be in a given quantile,
the results don’t deviate significantly from the ones described in subsection 6.5.1 aggregated
across all test problems. The only strongly pronounced difference is ToT configurations
{4 : 4} and {1 : 1; 5 : 3} changing places relative to each other in terms of performance.
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Aggregated Results for Rudy G−1/0/1, G[−10,10] and G[0,10] problem instances When
we aggregate over these sub-classes of problem instances the results do not deviate from
described in section 6.5.1. This statement holds when we split the G−1/0/1 into (G
0.1
−1/0/1 and
(G0.99−1/0/1 and analyze the results.
6.6 Results for Ant Colony Optimization
In this section we will present and discuss the results of our computational experiments with
Ant Colony Optimization (ACO) heuristics. We will start with the analysis of the results
aggregated across all problem instances (Section 6.6.1). After this we will present the results
aggregated over G-set (Section 6.6.2), Ising (section 6.6.3) and Rudy (section 6.6.6) sets of
test problems. Within subsection we will also further split the Ising set into one-dimensional
Ising chains and Ising toroidal grid graphs and analyze the results in subsections 6.6.4 and
6.6.5 respectively. Within each of the latter subsections we will disaggregate the results even
further, so that we could analyze the results for one-dimensional Ising chains with different
densities and different number of nodes, while the toroidal grid graphs will be disaggregated
into two and three dimensional ones, and the results presented as well. Similar analysis will
be done with Rudy set of problems.
6.6.1 Aggregated Results for all problem instances
Figures (6.23–6.24) show the dynamics of the average best solutions aggregated across all
problems while solved using ACO. As we clearly see on the last of them (Figure (6.24))
there is a clear “winner” and a clear “loser” among the communication strategies. The least
advantageous configuration is {16 : 1} (full communication) followed by {8 : 2} (two teams
of size 8, “almost” full communication). Which is no different than what we already have
seen in previous chapters (6.5.1 for PBIL) and (6.4.1 for PBIL(LS)).
Yet, unlike the PBIL, the “winning” strategy is not absence of communication, but ToT
{4 : 4} (four teams of four cooperative solvers).
The quantile graphs aren’t as easy to interpret. The ToT {4 : 4} has pretty good
probability (compared to other ToTs) of reaching with its best solution a respective quantile,
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Figure 6.23: Average normalized (over all problems) best solution for ACO
Figure 6.24: Average normalized (over all problems) best solution for ACO starting from
40th epoch
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when it comes to 70th- 85th quantiles (see Figures (6.25–6.30)). And only in further quantiles
it loses its advantage and the ToT configuration {2 : 8} becomes the leader (see Figures (6.31)
and (6.32)).
Finally, the pairwise comparison of ToT performances when each of the ToT in its own
turn serves as a baseline. The graphs themselves show quite a lot of randomness. Consider
ToT {4 : 4} as a baseline first. On Figure (6.35) we have the probability that the best
solution of a ToT is bigger or equal than the best solution of ToT {4 : 4}. As we see, all
of the ToTs have this probability of at least 0.55. However, when we look at Figure (6.36)
(which displays the probability that the best solution of a ToT is strictly bigger than the best
solution of ToT {4 : 4}) we see that even the best ToTs have this probability less than 0.4
(after first half of generations). Similar situation is observed when we take ToT {2 : 8} as a
baseline (Figures (6.33) and (6.34)). It seems that this metric without some “data massage”
doesn’t give us a clear picture
6.6.2 Aggregated Results for G-set problem instances
In terms of average best solution the results do not deviate significantly from Section
6.6.1 (see Figures (6.23–6.24)). Again the least advantageous configuration is {16 : 1} (full
communication) followed by {8 : 2} (two teams of size 8, “almost” full communication). And
also the “winning” strategy is again ToT {4 : 4} (four teams of four cooperative solvers).
The quantile graphs follow the same pattern as in section 6.6.1 as well. The ToT {4 : 4}
has pretty good probability (compared to other ToTs) of reaching with its best solution
a respective quantile overall. While the ToT {16 : 1} is the worst performer. The graphs
mostly resemble their counterparts in section 6.6.1 (Figures 6.25–6.30)). So we will not
display them here.
6.6.3 Aggregated Results for Ising problem instances
Figures (6.37–6.39) show the dynamics of the average best solutions aggregated across all
problems while solved using ACO. We again can clearly see a “winner” and a clear “loser”
among the communication strategies. Yet now from the least advantageous configuration,
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Figure 6.25: Probability of best solution reaching 70%-th quantile for ACO
Figure 6.26: Probability of best solution reaching 75%-th quantile for ACO
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Figure 6.27: Probability of best solution reaching 80%-th quantile for ACO
Figure 6.28: Probability of best solution reaching 85%-th quantile for ACO
143
Figure 6.29: Probability of best solution reaching 90%-th quantile for ACO
Figure 6.30: Probability of best solution reaching 95%-th quantile for ACO
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Figure 6.31: Probability of best solution reaching 97.5%-th quantile for ACO
Figure 6.32: Probability of best solution reaching 99%-th quantile for ACO
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Figure 6.33: Probability of best solution bigger or equal than the best solution of ToT
with team size 2 for ACO
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Figure 6.34: Probability of best solution strictly bigger than the best solution of ToT with
team size 2 for ACO
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Figure 6.35: Probability of best solution bigger or equal than the best solution of ToT
with team size 4 for ACO
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Figure 6.36: Probability of best solution strictly bigger than the best solution of ToT with
team size 4 for ACO
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{16 : 1} (full communication) becomes the most advantageous. It is closely followed by
{1 : 1; 3 : 5}. While the “leader” in 6.6.1 the ToT {4 : 4} is now competing with {8 : 2} for
being the least advantageous strategy.
The quantile graphs reinforce the conclusions that were made based on average best
solutions. The ToT {16 : 1} has the best probability (compared to other ToTs) of reaching
with its best solution a respective quantile (see figures (6.40–6.45)). While the ToT {8 : 2}
is consistently the worst.
6.6.4 Aggregated Results for one-dimensional Ising chains prob-
lem instances
Aggregated across one-dimensional Ising chains problem instances the results differ signifi-
cantly from both the results aggregated across all Ising test problems (as described in section
6.6.3) and all test problems overall (section 6.6.1). Yet, they are very difficult to interpret.
It looks like there is no difference between the choices of ToT configurations in terms of
performance. The average best solution graphs are very close to each other, and there is
no clear pattern in the way they are ordered. Quantile graphs give us even less insight
whether an optimal ToT choice even exist. As we will see in 1 and 2, when we aggregate
the one-dimensional Ising chains but with density σ = 2.5 and σ = 3.0 separately, we get
completely opposite results. Maybe that is the reason why present level of aggregation isn’t
convenient for analysis (density of the one-dimensional Ising chain might be one of the factors
for optimal choice of ToT).
Next we will analyze the results for for one-dimensional Ising chains test problems
aggregated across instances with different density and across instances with different number
of nodes.
1. Aggregated Results for one-dimensional Ising chains problem instances with density
σ = 2.5.
(a) In terms of average best solution, the best ToT is {2 : 8} (teams of two), while
the worst ToT is {1 : 16} (no communication).
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Figure 6.37: Average normalized (over Ising problems) best solution for ACO
Figure 6.38: Average normalized (over Ising problems) best solution for ACO starting from
40th epoch
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Figure 6.39: Average normalized (over Ising problems) best solution for ACO starting from
70th epoch
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Figure 6.40: Probability of best solution reaching 70%-th quantile for ACO
Figure 6.41: Probability of best solution reaching 75%-th quantile for ACO
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Figure 6.42: Probability of best solution reaching 80%-th quantile for ACO
Figure 6.43: Probability of best solution reaching 85%-th quantile for ACO
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Figure 6.44: Probability of best solution reaching 90%-th quantile for ACO
Figure 6.45: Probability of best solution reaching 95%-th quantile for ACO
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(b) When it comes to the probability of obtaining solutions of certain quality (that
belong to a certain quantile), the results are very inconsistent and very hard draw
conclusions from.
2. Aggregated Results for one-dimensional Ising chains problem instances with density
σ = 3.0.
(a) In terms of average best solution, the best ToT is now {16 : 1} (full communica-
tion), while the worst ToT is {8 : 2} (two teams of eight solvers).
(b) The same is true the probability of obtaining solutions that belong to a certain
quantile, the results clearly show the advantage of {16 : 1} and disadvantage of
{8 : 2}.
3. Aggregated Results for one-dimensional Ising chains problem instances with 100 nodes.
(a) In terms of average best solution, the ToT configuration {4 : 4} is the best,
followed by {8 : 2}. The worst ToT configuration is {1 : 16}.
(b) When we look at the dynamics of probability of ToT configuration {4 : 4}
obtaining a better solution compared to ToT {8 : 2} oscillates around 0.55. And
the probability of ToT {8 : 2} obtaining a better solution than {4 : 4}, oscilates
around 0.5.
(c) The quantile graphs don’t show a stable leader, although {4 : 4} and {8 : 2} show
advantage for quantiles from 70th till 90th.
4. Aggregated Results for one-dimensional Ising chains problem instances with 150 nodes.
(a) In terms of average best solution, the ToT {16 : 1} is the worst performing.
There are a number of ToT configurations that compete to be the best, namely
{1 : 1; 5 : 3}, {2 : 8} and {1 : 1; 3 : 5}.
(b) From quantile point of view, the worst ToT is {16 : 1}. The best performing are
hard to identify, because they change from one quantile to another.
5. Aggregated Results for one-dimensional Ising chains problem instances with 200 nodes.
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(a) In terms of average best solution, the ToT {2 : 8} is by far the best, followed by
{16 : 1}.
(b) From quantile point of view, the ToT {16 : 1} is steadily the best performing.
6. Aggregated Results for one-dimensional Ising chains problem instances with 250 nodes.
(a) In terms of average best solution, the ToT configuration {16 : 1} is the best,
followed by {2 : 8} and {8 : 2}.
(b) From quantile point of view, the ToT {16 : 1} is steadily the best performing.
7. Aggregated Results for one-dimensional Ising chains problem instances with 300 nodes.
(a) In terms of average best solution, the ToT configuration {8 : 2} is the worst
performing, followed by {1 : 16}.
(b) The same conclusion as in 7a can be drawn based on quantile data.
6.6.5 Aggregated Results for Ising toroidal grid graphs problem
instances
Aggregated across Ising toroidal grid graphs problem instances the results are summarized
below.
• In terms of average best solution, the ToT configuration {1 : 1; 3 : 5} is the best choice
of communication topology. While ToTs {4 : 4} and {1 : 1; 5 : 3} are the worst. Figures
(6.46–6.48) illustrate this.
• In terms of average best solution, the ToT configuration {16 : 1} is the second best.
And if we look at probability of {16 : 1} outperforming {1 : 1; 3 : 5} at any given epoch,
it oscillates around between 0.5 and 0.55.
• From the quantile point of view, we get the same conclusion. The ToT configuration
{1 : 1; 3 : 5} is the best, and ToTs {4 : 4} and {1 : 1; 5 : 3} are the worst.
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Figure 6.46: Average normalized (over Ising toroidal grid graphs) best solution for ACO
Figure 6.47: Average normalized (over Ising toroidal grid graphs) best solution for ACO
starting from 40th epoch
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Figure 6.48: Average normalized (over Ising toroidal grid graphs) best solution for ACO
starting from 70th epoch
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When we next analyze the results for Ising toroidal grid graphs problem instances
aggregated across two dimensional (in 1) and three dimensional toroidal grid graphs (in 2)
separately, we notice similar patterns. In both cases ToT {1 : 1; 3 : 5} is the best performer,
while {4 : 4} is the worst performing ToT for two dimensional toroidal grid graphs and
{1 : 1; 5 : 3} is the worst for three dimensional toroidal grid graphs.
1. Aggregated Results for two dimensional Ising toroidal grid graphs problem instances.
(a) In terms of average best solution, the ToT configuration {1 : 1; 3 : 5} is the best
choice of communication topology. While ToT {4 : 4} is the worst.
(b) From the quantile point of view, we get the same conclusion. The ToT
configuration {1 : 1; 3 : 5} is the best, and ToT {4 : 4} is the worst.
2. Aggregated Results for three dimensional Ising toroidal grid graphs problem instances.
(a) In terms of average best solution, the ToT configuration {1 : 1; 3 : 5} is the best
choice of communication topology. While ToT {1 : 1; 5 : 3} is the worst.
(b) From the quantile point of view, we get the same conclusion. The ToT
configuration {1 : 1; 3 : 5} is the best, and ToT {1 : 1; 5 : 3} is the worst.
6.6.6 Aggregated Results for Rudy problem instances
In this subsection we will discuss the results aggregated for all problem instances described
in 6.3.1. First of all, let’s consider the dynamics of the average best solutions. Comparing
Figures (6.23–6.24) respectively with (6.49–6.51) we see that the ToT {4 : 4} is still the best
choice of communication topology. However, the rest of the topologies are entangled together
and the worst choice is {1 : 1; 5 : 3}.
Next consider the dynamics of the probability of best solution being in a respective
quantile. Overall, we see the same situation of ToT {4 : 4} being the best and ToT
{1 : 1; 5 : 3} being the worst.
In the following subsection we will dissect the results for Rudy test problems by
aggregating them across various sub-classes described in 6.3.1.
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Figure 6.49: Average normalized (over all Rudy test problems) best solution for ACO
Figure 6.50: Average normalized (over all Rudy test problems) best solution for ACO
starting from 40th epoch
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Figure 6.51: Average normalized (over all Rudy test problems) best solution for ACO
starting from 70th epoch
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Aggregated Results for different sub-classes of Rudy problem instances
1. Aggregated Results for Rudy g05 n problem instances.
(a) In terms of average best solution ToT {1 : 1; 5 : 3} is the best, while the ToTs
{1 : 16} and {8 : 2} are the worst.
(b) The quantile results are very inconclusive.
2. Aggregated Results for Rudy G−1/0/1 problem instances.
(a) In terms of average best solution the ToT {2 : 8} is the best, and the ToTs
{1 : 1; 5 : 3} and {1 : 1; 3 : 5} are the worst performers.
(b) The quantile graphs only consistently validate the supremacy of ToT {2 : 8} over
all the others.
3. Aggregated Results for Rudy (G0.99−1/0/1 problem instances.
(a) In terms of average best solution the ToT {2 : 8} is again (as in 2) the best
performer, while the ToT {1 : 1; 3 : 5} is the worst performer. ToT configuration
{1 : 1; 5 : 3} is the second worst.
(b) The quantile results also consistently show that the ToT {2 : 8} is beats
any other communication topology, while the ToT {1 : 1; 3 : 5} is consistently
underperforming.
4. Aggregated Results for Rudy (G0.1−1/0/1 problem instances.
(a) In terms of average best solution ToTs {2 : 8} (once again as in 2) and {1 : 1; 3 : 5}
are the best. While the ToTs {1 : 1; 5 : 3} (also as in 2) and {1 : 16} are the worst
performers.
(b) The quantile graphs show that the ToT {1 : 1; 3 : 5} is consistently and increas-
ingly winning strategy.
5. Aggregated Results for Rudy G[0,10] problem instances.
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(a) In terms of average best solution ToTs {4 : 4} and {16 : 1} are the best, while the
ToT {2 : 8} is the worst.
(b) The quantile results are pretty much the same.
6. Aggregated Results for Rudy G[−10,10] problem instances.
(a) In terms of average best solution ToTs {4 : 4} and {1 : 1; 3 : 5} are the best, while
the ToT {16 : 1} and {1 : 1; 5 : 3} are the worst.
(b) The quantile graphs show some disadvantage of ToTs {16 : 1} and {1 : 1; 5 : 3},





Parallel computing services are now well established; companies, like Amazon and Microsoft,
offer high performance computing to national industries. These services empower the
solution of industrial-scale optimization problems, which directly translates into higher
revenues, improved competitiveness and better utilization of national resources. However,
the widespread use of parallel computing is impeded by a lack of scalable parallel optimization
methods. This dissertation is an attempt to add to the understanding of efficient
scalable communication in parallel, and provide a significant step towards scalable parallel
optimization. The proposed theoretical framework is an attempt to capture the algorithm
communication and establish a new computational methodology for systemic research in the
area of communicative parallel algorithms.
We implemented two randomized heuristics (PBIL and ACO) to solve the Max-Cut
problem. Being one of the original Karp’s 21 NP-complete problems in [42] it is considered
extremely hard and untractable. While at the same time Max-Cut is a classical combinatorial
optimization problem that has a wide range of applications in a wide variety of domains,
that include but not limited to bioinformatics, network optimization, statistical physics, and
very large scale integration design. The focus of our study was running the algorithms in
parallel concurrently, with solvers being synchronized after every epoch according to the
solver with the best solution. Finding the best communication topology (Team of Teams
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in our terminology) for such synchronization was the objective of our study. Different
communication topologies were implemented on 16 threads.
The results for PBIL (with and without local search embedded in the heuristic itself) show
a strong pattern for “Social Distancing” being the best strategy. And this property seems
to be monotonic, i.e. the smaller the size of the team of solvers, the better the performance.
Detailed indepth analysis showed that PBIL with local search has some deviations from
the “monotonicity rule”, for a small number of problems there were non-trivial optimal
communication topologies. For classical PBIL such examples weren’t found among the test
problems, and the “monotonicity rule” was even stronger. PBIL being a univariate EDA
heuristic, doesn’t explicitly model the dependency between the variables. That might be the
reason why the information passed among the solvers (the distribution of the solver with
best solution) lead to faster reaching local maxima, but failure to find better maxima (maybe
local as well) was the price that we paid for that. And thus Team of Teams consisting of
independent non-communicating solvers were able find better solution, even if slower. Local
search might have in a non-explicit way in some cases caught a dependency between some
variables and thus embedded it into the distribution. And that might be the reason for
existence of non-trivial results when applying it.
The results for ACO so far a less trivial, but also less conclusive. Indepth analysis showed
that performance of ACO for different problems was on par with PBIL or far worse for other
problems. For some problems, ACO would find a very good solution at virtually first epoch
(compared to it PBIL for the same problem would arrive at a solution of similar quality only
after around 40 epochs or so) and then only slightly improve it. Search stagnation is quite
notorious problem for ACO algorithms, and we addressed it only by adding Min-Max limits
for pheromone trails. In the future research it might be useful to add a restarting capability
for an algorithm if it has detected the search stagnation. The advantage of ACO is the
fact that it models the dependency between the variables through pheromone distribution.
Because of that property some researchers even categorize ACO as a distinct multivariate
EDA.
Another perspective direction of further research in this area might be frequency of
communication within the teams. A synchronization after every generation can make the
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whole team act like a unit, and thus speedup the search of a particular good solution. It
can also slowdown the overall execution time. Communication itself is time and memory
consuming. Finding a good strategy for frequency of communication and of synchronization
is an interesting direction of further research.
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