Abstract. We set up a geometrical theory for the study of the dynamics of reducible Pisot substitutions. It is based on certain Rauzy fractals generated by duals of higher dimensional extensions of substitutions. We obtain under certain hypotheses geometric representations of stepped surfaces and related polygonal tilings, as well as self-replicating and periodic tilings made of Rauzy fractals. We apply our theory to one-parameter family of substitutions. For this family, we analyze and interpret in a new combinatorial way the codings of a domain exchange defined on the associated fractal domains. We deduce that the symbolic dynamical systems associated with this family of substitutions behave dynamically as first returns of toral translations.
Introduction
A substitution is a map that takes letters of some finite alphabet to finite words in that alphabet. It is Pisot if the dominant eigenvalue of its incidence matrix M σ is a Pisot number. The difference between irreducible and reducible is whether the characteristic polynomial of M σ is irreducible over Q or not. For more detailed definitions we refer to Section 3.1.
The substitutive system (X σ , S) is the action of the shift on the set of bi-infinite words all of whose finite words are factors of some iterations of the substitution on some letter. If the substitution is primitive then (X σ , S) is minimal and uniquely ergodic. One of the main aims is to understand the spectral behavior of such a system. The Pisot hypothesis guarantees the existence of a non-trivial Kronecker factor and is crucial in Rauzy's work [Rau82] , where the geometrical theory for these systems based on Rauzy fractals was initiated. In this work it was shown that the substitutive system generated by the Tribonacci substitution is (measure-theoretically) a translation on a two-dimensional torus. The key point was to interpret the shift as a domain exchange on a compact self-similar domain of C, later called Rauzy fractal. Furthermore, this fractal domain tiles C periodically. This geometrical construction was generalized in [AI01] , where it is shown that the substitutive system associated with any unimodular irreducible Pisot substitution satisfying a combinatorial hypothesis, called strong coincidence condition, is measurably conjugate to a domain exchange on the Rauzy fractal. The problem of understanding whether (X σ , S) has pure discrete spectrum, or equivalently if the Rauzy fractals tile periodically their representation space, is known as Pisot conjecture and is still open for irreducible Pisot substitutions (see [ABB + 15] for a survey and [Bar16, Bar15] for recent results).
The reducible settings. The reducible framework is much more enigmatic and less studied in comparison with the irreducible one. One of the main reasons is the lack of some important tools and the existence of some significant differences.
A reducible Pisot substitution acts on an alphabet with n symbols with n greater than the degree d of its Pisot number. The space R n splits into an M σ -invariant hyperbolic space, with a one-dimensional expanding and a (d − 1)-dimensional contracting spaces, and a neutral space, that in this work we consider non-hyperbolic. One complication is to understand the influence of this neutral space in the dynamics and geometry of the substitution.
Stepped surfaces play an important role in the construction of tilings by Rauzy fractals. They were first defined in [Rev91] and used as arithmetic discrete models for hyperplanes e.g. in [IO93, IO94] . The concept of stepped surface plays a central role in [AI01] in the irreducible substitution context, where it is defined as the set of nearest colored integer points above the contracting space K c of the substitution σ:
(1.1) S = {(x, a) ∈ Z n × A : π e (x) ∈ [0, π e (e a ))}.
This is a cut-and-project set, in particular a model set, with window in the expanding line. To any colored integer point one can associate a face of an hypercube of R n of a certain type. The resulting union of faces provides a discrete approximation of the contracting space and is called a geometrical representation of the stepped surface. Its projection onto K c is a polygonal tiling. If we replace these polygons by the Rauzy fractals we obtain generally a self-replicating multiple tiling. The main aim is to determine whether this collection forms a tiling. It was shown in [IR06] that this is equivalent to having a periodic tiling by Rauzy fractals related to a domain exchange transformation and one related to a Markov partition of the toral automorphism M σ . Rauzy fractals are intimately connected with stepped surfaces since they are defined as attractors of a graph-directed iterated function system governed by the dual substitution E * 1 (σ) and this dual substitution acts on elements of the stepped surface. Topological properties of Rauzy fractals generated by Pisot substitutions were studied in [ST09] .
As pointed out in [EIR06] , the existence of a geometrical representation of a stepped surface in the reducible case is unclear. In this paper, the authors defined an abstract stepped surface similarly as in (1.1) as set of nearest colored points and they showed its invariance under the dual substitution E * 1 (σ). However no concrete geometrical realization was given. An ad hoc construction for a geometrical stepped surface was given in [EI05] for the reducible substitution associated with the minimal Pisot number, also known as Hokkaido substitution.
In [EIR06] a self-replicating collection made of Rauzy fractals and one related to the Markov partition for the toral automorphism of the substitution were studied. However, they showed that there exist reducible Rauzy fractals which cannot tile periodically. This is a significant difference with respect to the irreducible setting. For the Hokkaido substitution it was shown in [EI05] that an extended domain of the Rauzy fractal tiles indeed periodically. This can be explained with the results of [BBK06, Proposition 8.5]: for a wide class of β-substitutions, the domain exchange on the Rauzy fractal is shown to be the first return of a minimal toral translation on it. The extended fundamental domain is obtained by taking into account the original Rauzy fractal together with the pieces prior to their first return.
We mention that Rauzy fractals have been also defined in [RWY14] in terms of a dual iterated function system of an algebraic graph-directed iterated function system, which provides a unified and simple framework for Rauzy fractals.
Note that the Pisot conjecture is not true for reducible Pisot substitutions, see e.g. the Thue-Morse substitution and [BBK06, Example 5.3]. On the other hand, all Pisot β-substitutions have tiling dynamical systems with pure discrete spectrum [Bar16, Bar15] . However this was proven for the R-action of translation on the convex hull of the tiling of the line induced by the substitution. Our aim is to understand the Z-action (X σ , S) and, as far as we know, very little is known in the reducible setting. Notice that in the irreducible setting pure discrete spectrum of the Z-action is equivalent to pure discrete spectrum of the R-action by a result of [CS03] . However, this equivalence does not hold for reducible substitutions.
Remark that reducible non-unimodular Pisot substitutions raised particular interest since recently irreducibility has been criticized to be a natural assumption. Indeed one can take an irreducible Pisot substitution and rewrite it to obtain another substitution that is not irreducible but has topologically conjugate dynamics. In [BBJS12] a topological condition on the first rational Cěch cohomology of the tiling space of the substitution is introduced. Pisot substitutions satisfying this condition are called homological and it is conjectured that their tiling spaces are m-to-1 extensions of their maximal equicontinuous factor (a torus or a solenoid), where m is a divisor of the norm of the Pisot number.
Results of this paper. In this paper we set up a geometrical theory for the dynamics of reducible Pisot substitutions. We take inspiration from some ideas of [AFHI11] for the study of a free group automorphism associated with a complex Pisot root. The main tools are the duals of higher dimensional extensions of substitutions (Section 4), first introduced in [SAI01] . Since we want to construct fractal tilings on the contracting space K c ∼ = R d−1 of the substitution, we want to work with (d − 1)-dimensional faces in R n , thus it turns out that the dual substitution E * n−d+1 (σ), and its concrete geometric realization E d−1 (σ), will be suitable for this task. Our Rauzy fractals will be defined as Hausdorff limits of renormalized patches of polygons generated by iterations of the dual E d−1 (σ). In the irreducible case these fractals coincide with the usual ones, thus our theory is more general.
We introduce some important geometrical and algebraic conditions in order to develop a tiling theory with these objects (see Section 5.2 for precise definitions). We deal with nice reducible substitutions, a condition which implies that E d−1 (σ) induces an inflate-and-subdivide rule on K c , it is positive (as defined in [AFHI11] ) and has exactly the Pisot number as inflation factor. The geometric finiteness property will ensure that the stepped surfaces cover the entire space K c . Finally we define a slight generalization of the strong coincidence condition to ensure that a domain exchange is well-defined on the subtiles of the Rauzy fractals.
Under these conditions, we solve some well-known problems for reducible Pisot substitution posed e.g. in [EIR06] :
• We find geometrical representations for stepped surfaces and related polygonal tilings (Theorem 1 in Section 5).
• We show that our Rauzy fractals form aperiodic self-replicating tilings by just replacing them in the polygonal tiling induced by a stepped surface (Theorem 2 in Section 6). Examples can be found in Figures 1 and 2.
• We get natural periodic tilings by Rauzy fractals, which were missing in the previous works on reducible substitutions (Theorem 3 in Section 6). Our Rauzy fractals turn out to be exactly those extended domains considered in [EI05, BBK06] , with the advantage that they are generated explicitly in a systematic way by the dual substitution E d−1 (σ). Throughout the paper, we apply our results to a one-parameter family of substitutions defined in Section 3.4, which will constitute our main example. One substitution of this family (see Section 2) was explicitly studied with the same approach in [EEFI07] ; a tiling result was obtained and mentioned to hold for the whole family. In Sections 7, we will further relate different definitions for the Rauzy fractals. Indeed, Rauzy fractals can be defined also as the closure of the projection of vertices of the stepped line representing geometrically the fixed point of the substitution. We give a new combinatorial approach which consists in applying a morphism, defined by taking into account the rational dependencies arising in the reducible case, to the stepped line. This morphism turns in some sense the stepped line into an irreducible one, considering only the letters associated with the rationally independent generators (cf. [Fre05] for a similar approach in the framework of model sets for reducible substitutions). Projecting the vertices of this modified stepped line onto K c is an equivalent definition of the Rauzy fractal generated by E d−1 (σ). We investigate then in Section 8 the codings of the domain exchange defined on our new Rauzy fractals. We conclude by showing that, for our family of substitution, (X σ , S) is measurably conjugate to the first return of a toral translation (Theorem 4). We end with Section 9 where some perspectives for future works are presented. 
Hokkaido substitution
Before dealing with the general case, we present here an overview of our constructions and results for a particular substitution, namely, the well-known Hokkaido substitution, associated with the minimal Pisot number:
Precise definitions and statements will be given in the next sections.
The incidence matrix of σ 0 is 
The classical Rauzy fractal of the Hokkaido substitution is made of five subtiles obtained by projecting the vertices of the stepped line into the contracting space of the substitution K c ∼ = R 2 . Precisely, given a fixed point u of σ 0 ,
Since the strong coincidence condition holds for σ 0 , the domain exchange
is well-defined almost everywhere. See the top of Figure 5 . For every unit Pisot substitution satisfying the strong coincidence condition, the substitutive system (X σ , S, µ) is measurably conjugate to the domain exchange (R, E, λ). See [AI01, CS01] for the details in the irreducible setting and [EIR06] for the reducible one.
As described in the introduction, the construction of stepped surfaces and the existence of periodic tilings for this substitution is not clear. To solve these problems we consider, instead of the dual substitution E In fact, E 2 (σ 0 ) acts on oriented two-dimensional faces in R 5 . These faces are represented with a wedge formalism and the substitution rule defined on them is
Faces of U are colored from left to right by red, yellow, green, orange and blue.
We can show that σ 0 is a nice reducible substitution, that is, it satisfies all the necessary hypotheses described in Section 5.2 such that E 2 (σ 0 ) generates stepped surfaces approximating K c . This is illustrated in Figure 3 .
Iterates of E 2 (σ 0 ) on initial sets of faces can be renormalized by the contracting action of M σ on K c . Taking the limit of this operation with respect to the Hausdorff metric allows us to define new Rauzy fractals subtiles (cf. Definition 6.1)
Since iterating E 2 (σ 0 ) on certain sets of faces covers K c , the geometric finiteness condition holds (see Definition 5.13), and we get aperiodic tilings by Rauzy fractals defined by the dual substitution E 2 (σ 0 ) (see Theorem 2). This can be visualized in Figure 4 . We can furthermore construct easily sets of two-dimensional faces which tile periodically K c . Applying the same renormalization process described above, we get periodic tilings by Rauzy fractals (see Figure 11 and cf. Theorem 3).
After having defined a generalization of the strong coincidence condition (see Definition 6.4) and having verified that it holds for σ 0 (see Proposition 6.7), a domain exchange can be defined on the Rauzy fractals R(a ∧ b). The tiling property implies that the considered Rauzy fractals are fundamental domains for the torus T 2 and the domain exchange turns into a translation action on it.
It is left to show the relations between the new Rauzy fractals R(a ∧ b) generated by the dual E 2 (σ 0 ) and the R(a) classically defined by projection of stepped lines as in (2.1). This is done in Section 7. Indeed, we can modify the classical stepped line into another one on three letters. This is due to linear dependencies arising when projecting the stepped line along the neutral space and can be interpreted symbolically by applying the word morphism χ defined in (7.2). We can prove that the fractal domain obtained by projecting down this modified stepped line equals the Rauzy fractal generated by E 2 (σ 0 ) on some initial set of faces (see Proposition 7.3). Using these identifications we can prove that the domain exchange E on the classical Rauzy fractal R = a∈A R(a) is the first return of the toral translation given by the domain exchange on the Rauzy fractal R P = a∧b∈P R(a ∧ b) (see Proposition 7.4 and Figure 5 ). Figure 5 . The domain exchanges (R, E) and ( R, E) for σ 0 . One can see that E is the first return of E on R (see Proposition 7.4): for example, the red subtile R(1) is inside the green R(3); applying twice E on it gives E(R(1)).
It follows from Theorem 4 that the substitutive shift (X σ0 , S) is the first return of a toral translation.
3. General setting and main example 3.1. Pisot substitutions. Let A = {1, 2, . . . , n} be a finite alphabet. A substitution σ is an endomorphism of the free monoid A * sending non-empty words to non-empty words. Its incidence matrix M σ is defined by (M σ ) b,a = |σ(a)| b , for a, b ∈ A, where |w| b is the number of occurrences of the letter b in w ∈ A * . Denote by l :
We say that a substitution σ is primitive if M σ is primitive. By the Perron-Frobenius theorem a primitive matrix has a dominant simple eigenvalue. A Pisot substitution is a substitution such that the dominant eigenvalue of M σ is a Pisot number, i.e. an algebraic integer β > 1 such that its Galois conjugates β other than β itself satisfy |β | < 1. We say that a Pisot substitution is unit if the Pisot number β is a unit, that is, its norm N (β) = ±1. Given a Pisot substitution σ, suppose that the characteristic polynomial of M σ decomposes over Q into irreducible factors as
where f (x) is the minimal polynomial of the Pisot root β. We call f (x) the Pisot polynomial and g(x) := g 1 (x) m1 · · · g k (x) m k the neutral polynomial associated to σ. If g(x) = 1 we say that the substitution σ is irreducible, otherwise we call it reducible. An irreducible Pisot substitution is primitive (see [CS01, Proposition 1.3]), but this is not true in general for reducible Pisot substitutions.
The prefix and suffix graphs of the substitution are defined by having A as set of nodes and edges a p → b, respectively a s → b, whenever σ(a) = pbs, for b ∈ A and p, s ∈ A * .
3.2. Substitutive subshifts. Given a fixed point u ∈ A Z of a primitive substitution σ, let X σ = {S k u : k ∈ Z}, where S : A Z → A Z is the shift S(u i ) i∈Z = (u i+1 ) i∈Z . The symbolic dynamical system (X σ , S) is minimal (every orbit is dense) and uniquely ergodic (there exists a unique S-invariant measure µ).
3.3. Representation space. In this section we define all that is necessary for the representation space where the Rauzy fractals will live.
Let
of right, respectively left eigenvectors for M σ associated with the
where the restriction of M σ to K β is hyperbolic with characteristic polynomial f (x). The Pisot space K β is the direct sum of the eigenspaces associated with the {β
. It has an expanding/contracting splitting K β = K e ⊕ K c , where K e = Ru β and
n is generated by the eigenspaces associated with the roots of the neutral polynomial g(x). Since v β (i) ∈ ker(f ( t M σ )), we deduce that v β (i) ⊥ K n for all i ∈ {1, . . . , r + s}. We equip each of these spaces with its appropriate (according to its nature and dimension) Lebesgue measure λ.
We consider the projections
Notice that π(Z n ) is a full rank lattice in K β and the {π(e i )} n i=1 are redundant generators, as indicated by the following lemma.
Lemma 3.1. Let σ be a unit reducible Pisot substitution. Then the vectors {π(e i )} n i=1 are Z-linearly dependent. Proof. We know that {f (M σ (e i )); i = 1, . . . , n} = {0}, since f (M σ ) is not trivial. Let i 0 such that f (M σ (e i0 )) =: y = 0. Then y ∈ Z n , because M σ has integer coefficients. Thus y = n i=1 c i e i , where the c i ∈ Z are not all 0. It follows that
Indeed, y ∈ K n and all the v β (i) are orthogonal to K n , as mentioned above. This gives the non trivial relation π(y) = n i=1 c i π(e i ) = 0 with integer coefficients.
Since the u β (i) and v β (i) are right and respectively left eigenvectors of M σ associated with β (i) , for i = 1, . . . , r + s, we have that M σ commutes with π, π e and π c , and it is an expansion on K e and a contraction on K c .
Given a measurable set W ⊆ K c , if β is a unit we have
Indeed, M σ is a uniform contraction whose eigenvalues are the Galois conjugates of β, and |β
3.4. Main example. We consider the one-parameter family of unit reducible Pisot substitutions
with associated polynomials
We have by notation n = 5 and d = 3. The incidence matrices are
We will develop this example all along the following sections, applying to it progressively the results that we will obtain. Note that the Hokkaido substitution σ 0 of Section 2 belongs to this family.
3.5. Standing assumptions. For the rest of the paper we will always assume that A = {1, 2, . . . , n} and σ is a primitive unit Pisot substitution with Pisot root β such that deg(β) = d ≤ n.
Higher dimensional duals
We recall the definition and main properties of k-dimensional extensions of a substitution and their dual, first defined in [SAI01] .
A with a 1 < · · · < a k . Let C k be the free Z-module with basis elements in Z n × O k . An element (x, a 1 ∧ · · · ∧ a k ) ∈ C k is called a k-dimensional face and consists of its base point x and of its type a := a 1 ∧ · · · ∧ a k . We shall think of C k as the space of formal finite integer weighted sums of k-dimensional faces. We also define (x, a 1 ∧ · · · ∧ a k ) for more general cases as follows.
•
is the signature of the permutation τ .
Observe that this justifies the wedge product as choice of notation.
For the element 0, the support is the empty set. For a general element of C k , P = N l=1 n l (x l , a l ) with n l ∈ Z \ {0} and a l ∈ O k for all l ∈ {1, . . . , N }, the support is
Given an element P ∈ C k , we denote by {P } the set of faces F = (x, a) with a ∈ O k appearing in P with a non-zero coefficient. We then write F ∈ {P } or simply F ∈ P .
Finally, an element N l=1 n l (x l , a l ) with n l ∈ {−1, 1} for all l ∈ {1, . . . , N } is called geometric. We say that a face (x, a) ∈ Z n × O k is positive or positively oriented, while −(x, a) is negative or negatively oriented.
Notations. Suppose that, for a given
We denote by Per k the set of permutations on {1, . . . , k}. For τ ∈ Per k and a ∈ k i=1 A, the element a τ (1) ∧ · · · ∧ a τ (k) will be written a τ for short. Finally, we denote by l(p) and l(s) the sum of the abelianizations of all prefixes p i appearing in p, suffixes s i in s respectively.
Extensions and their duals.
Definition 4.1. The k-dimensional extension of σ is the linear map on C k
Write (x, a) * for the dual of the element (x, a) ∈ C k . Let C * k be the free Z-module generated by the basis elements (x, a) * . We are interested in the dual of E k (σ).
Proposition 4.2. We have
By definition of the dual of the linear map E k (σ) and by (4.1), we can write
* with σ(b τ ) = pas and rename. Hence we obtain
4.4. Poincaré maps and dual substitutions. The dual maps are abstract objects formally defined on the dual basis, which has no geometric interpretation. We will interpret geometrically duals of faces of dimension k as faces of dimension n − k, in a Poincaré duality flavor (cf. [SAI01, AFHI11] ).
where {a 1 , . . . , a k } and {b 1 , . . . , b n−k } form a partition of {1, 2, . . . , n} with
It was shown in [SAI01] that this map commutes with the boundary and coboundary operators (see Section 4.7). Furthermore ϕ k is invertible. Now we can conjugate the dual maps by ϕ k to obtain explicit geometric realizations.
. In general we have n = #A ≥ d = deg(β) with strict inequality for reducible substitutions. We want to represent the action of the substitution geometrically on K c ∼ = R d−1 , thus it makes sense to consider the action of a dual substitution on (d − 1)-dimensional faces. For this reason we will work with the geometric realization
(note that if σ is irreducible then the dual substitution is E * 1 (σ)). To be more concise we will denoten = n − d + 1. An explicit formula for E d−1 (σ) reads as follows.
Proposition 4.5. Let x ∈ Z n and a = a 1 ∧ · · · ∧ an ∈ On. Then the following holds for the (d − 1)-dimensional face (x, a * ) transverse to a.
where (−1)
Applying now ϕn leads to the sum of all elements
again for τ ∈ Pern and σ(b) = pa τ s. Therefore, since
holds for all i, we get the result.
Similar formulas hold for general E k (σ). Notice that, since the geometric dual substitution E k (σ) is conjugate to E * n−k (σ), it still depends on wedges of n − k letters (see Equation (4.3) for k = d − 1). 4.5. Matrices. We define here abelianizations of the k-dimensional extension E k (σ), of its dual map E * k (σ) and of the geometric realization E k (σ) of the dual map E * n−k (σ) for a substitution σ. To this effect, we order the elements of O k lexicographically and define the following matrices with entries indexed by pairs (b, a) of elements of O k .
Matrix B k for E k (σ). For a ∈ O k , we rewrite (4.1) in such a way that b ∈ O k for all faces appearing in the formula:
Here |·| b can be seen as the number of times a face of a given type b ∈ O k occurs (this number may be negative). Note that B 1 = M σ . More generally, we have
the k-th exterior product of the matrix M σ , obtained by considering all the minors of order k of the matrix M σ . More precisely, the coefficient ( 
and obviously we have the relation
Note that here |·| b counts the number of times a dual face of type b occurs.
Matrix M k for the geometric dual map E k (σ). We finally define the matrix M k associated with the operator E k (σ) by
For this reason, the matrix M k will be written down with respect to the basis {a * ; a ∈ O n−k }, ordered in the same order as the elements of O n−k (see Example 4.6). We are mostly interested in E d−1 (σ) and E d−2 (σ). The matrices M d−1 and M d−2 describe respectively the growth of (d − 1) and (d − 2)-dimensional faces in the images of E d−1 (σ) and E d−2 (σ).
Example 4.6. Let σ : 1 → 12, 2 → 13, 3 → 1 be the Tribonacci substitution. Then
with matrices
The matrix M 2 is written with respect to the basis {1 * , 2 * , 3 * }, and similarly M 1 is written with respect to the basis {(1 ∧ 2)
One can check (4.5) by comparing these matrices with
Main example. We consider the one-parameter family of unit reducible Pisot substitutions defined in Section 3.4. Since #A = 5 and deg(β) = 3 we will consider the geometric dual substitution E 2 (σ t ) conjugate to E * 3 (σ t ). We have
For σ t (t ≥ 0), the dual maps are given explicitly by the following images of the basis {(0, a * ); a ∈ O 3 }, written in the lexicographic order of O 3 .
The associated matrices are 
Furthermore we can choose N to be a diagonal matrix with entries in {1, −1}. A similar approach treating N was considered in [FIR06] .
4.6. Positivity and cancellation. Even if M σ is a non-negative matrix, we have seen that the matrices M * k and M n−k can have negative entries. This implies that cancellation may occur for E * k (σ) and E n−k (σ). There are two types of cancellation, as explained as follows. By definition the abelianization M * k counts the elements occurring in the image of the dual E * k (σ), "forgetting" their base points. In particular, if two elements (x, b) * and −(y, b) * with x = y occur in the image E *
This is an example of "bad cancellation": geometrically, the two elements should not cancel, as they both contribute to the total Lebesgue measure of E n−k (σ)ϕ k (0, a) * . The only "good cancellation" that M * k takes into account is the cancellation of two elements based at the same point and with the same type but opposite orientations. We rather wish to avoid bad cancellation in order to see M * k as a faithful algebraic description of the substitution E * k (σ). We may be able to define O k differently (i.e. without respecting the lexicographic order) in a way that each element of O k is sent by E * k (σ) to a sum of elements of O k . We then say that E * k (σ) is positive (with respect to O k ). If this is the case then M * k is non-negative, no cancellation occurs at all, and E * k (σ) behaves as a substitution. This is the concept of positivity defined in [AFHI11] and which will motivate our hypothesis (P) in Section 5.2.
An easy calculation based on the conjugacy between E * k (σ) and E n−k (σ) shows that if E * k (σ) is positive, then for every a ∈ O n−k , the faces of type b occurring in E n−k (σ)(0, a) are all positively or all negatively oriented. This implies that no cancellation happens neither for E n−k (σ).
4.7. Boundary and coboundary operators. All this can be done as in the classical simplicial homology and cohomology theory (see e.g. [Hat02] ). The following considerations can be found in [SAI01] . There is a boundary operator which associates with a k-dimensional face its boundary consisting in a union of oriented (k − 1)-dimensional faces.
By duality, a coboundary operator
k acting on duals of faces can be defined as well. An explicit formula is given in [SAI01, Proposition 1.1]. Moreover, the Poincaré maps conjugate the boundary and coboundary operators:
An important property is that the boundary and coboundary operators commute with E k (σ) and E * k (σ) respectively. More precisely,
Notice that positivity is not preserved under application of ∂ or ∂ * . To derive geometric properties of the Rauzy fractals associated with a substitution, we will be interested in the geometric realizations E d−1 (σ) and E d−2 (σ) of the duals of a substitution. Note that it follows from Equation (4.9), (4.7) and Definition 4.4 that (4.10)
We will see in Section 5.3 that the formula (4.10) will play a prominent role in describing E d−1 (σ) as an inflate-and-subdivide rule.
Stepped surfaces
In this section, we give the general construction for the stepped surface of a unimodular Pisot substitution. We introduce in Section 5.2 and 5.4 some fundamental properties in order for the stepped surface of the substitution to be well-defined and have the expected properties. We use some terminology of [AFHI11] . Recall that n = #A and d = deg(β) and, from Section 4.1, that a geometric element of C d−1 is an element N l=1 n l (x l , a l ) with n l ∈ {−1, 1} for all l ∈ {1, . . . , N }.
A tiling of K c is a covering of K c by compact sets such that Lebesgue almost every point of K c is contained in exactly one element of the covering.
A stepped surface Γ is a union of (d − 1)-dimensional faces such that π c (Γ) is a (polygonal) tiling of K c .
We look for a stepped surface invariant under (a power of)
We associate to such a geometric element U the following potential candidate for a stepped surface:
5.1. Faces near to K c . Given two vectors z 1 , z 2 ∈ R n we denote by [z 1 , z 2 ) the set {(1 − t) z 1 + tz 2 : t ∈ [0, 1)}.
Proof. We show that an element (y, b)
* for some (x, a) * ∈ S * and σ(b) = pas. We must show that
⇐⇒ π e (x) ∈ [−π e (l(as)), π e l(p)) and this is true since π e (x) ∈ [−π e l(a), 0) ⊆ [−π e (l(as)), π e l(p)).
Remark 5.3. Note that the inclusion {E * n (σ)(S * )} ⊇ S * is much more complicated to show since one needs to control the cancellation of faces originating from the wedge formalism.
Definition 5.4. The set of faces near to K c is S := {ϕn(S * )}.
It follows from Definition 4.4 and Proposition 5.2 that S is invariant under
since the images
On the other hand, if we consider E 2 (σ) then
σ l(5), 3 ∧ 5) + (0, 3 ∧ 4) and the two images are disjoint.
As a second example, we consider the elements (−M σ e 4 , 1 ∧ 3 ∧ 4)
in other words, the two images are not disjoint.
The hypotheses.
The following definition will be fundamental to achieve the next results.
Definition 5.6. We say that σ is a nice reducible substitution if: (S1) The element E d−1 (σ)(U ) is geometric and projects well, for each face U ∈ S. (S2) For any two distinct faces U 1 , U 2 ∈ S such that U 1 +U 2 projects well onto K c , then (S1) and (S2) will assure that E d−1 (σ) satisfies an inflation-and-subdivision rule (see Proposition 5.11) and play a prominent role in Theorem 1.
(P) is the concept of positivity introduced in [AFHI11] together with the primitivity of the matrix. It is thoroughly explained in Section 4.6 and implies, in
is primitive. For (S1) we can look at the definition of E 2 (σ t ) and check that the images of each face are geometric and project well. For (S2) we must check that for every pairs of possible neighboring faces U 1 , U 2 then E 2 (σ t )(U 1 + U 2 ) is geometric and projecting well. This can be readily done for two neighboring faces centered at 0 using again the definition of E 2 (σ t ). On the other hand there could be faces U 1 , U 2 such that their supports intersect in only one point or whose supports are disjoint but with E 2 (σ t )(U 1 ) ∩ E 2 (σ t )(U 2 ) = ∅. For this reason, we must check this disjointness condition for all pair of faces near to K c , i.e. in S, inside the ball B(0, R) where R = 2 max s:σ(a)=pbs {π c (l(s))} 1 − β c where β c = max{|β | : β Galois conjugate of β}. Indeed, two faces whose base points are at a distance greater than R will have necessarily images with disjoints supports. Notice that B(0, R) ∩ {π c (x) : (x, a) ∈ S} is finite since {π c (x) : (x, a) ∈ S} is a Delone set. Thus we have to check only finitely many possibilities. One can check by computation that, for each σ t , E 2 (σ t )(U 1 + U 2 ) is geometric and projects well for any two geometric and projecting well U 1 , U 2 .
5.3. The inflate-and-subdivide rule. Define the absolute value of a matrix M = (m ij ) to be the matrix |M | = (|m ij |).
Lemma 5.8. If σ is a nice reducible substitution then the dominant eigenvalue of
Proof. We deduce from (4.5) and from (P) that
The eigenvalues of n i=1 t M σ are the products ofn distinct eigenvalues of M σ , counted with multiplicity. Since M * n is primitive, it has a dominant eigenvalue, which, by (N), is β i ζ i = β, where the ζ i are the n − d roots of the unimodular neutral polynomial g(x). Indeed, all other products ofn distinct eigenvalues of M σ are less than β, since they would include one Galois conjugate of the Pisot number β.
Lemma 5.9. If σ is a nice reducible substitution then the vector (λ (π c (0, a) We introduce now the important concept of inflate-and-subdivide rule. This is usually defined in the context of tiling spaces, which is slightly different than ours in terms of notations. A tile in R k is defined as a pair T = (F, t) where F = supp(T ) (the support of T ) is a compact set in R k which is the closure of its interior, and t is the type of T . We deal with particular tiles, namely only with faces (x, a) whose support is denoted by (x, a) and whose type is a. The following is the definition of inflate-and-subdivide rule adapted to our notations.
Definition 5.10. Let α be an expanding linear transformation of R k (all its eigenvalues are greater than one in modulus). A geometric dual map ω acting on a subset of C k induces an inflate-and-subdivide rule on R k with expansion α if π k (ω(P )) = α(π k (P )) for every geometric element P which projects well onto R k , and where π k denotes a projection of R n to R k . It induces an imperfect inflateand-subdivide rule with expansion α if π k (ω(P )) = α(π k (P )) but λ(π k (ω(P ))) = λ(α(π k (P ))).
It is clear that E 1 (σ) induces an inflate-and-subdivide rule on K e with expansion M σ | Ke . The following proposition states that the geometric dual map σ π c (P )) = β λ(π c (P )) holds for every geometric element P ⊂ S.
Proof. We start to show that λ(π c E d−1 (σ)(0, a)) = λ(M −1 σ π c (0, a)) for all the faces (0, a). By (S1) and (P), the element E d−1 (σ)(0, a) is geometric and contains exactly
Since this element even projects well, we have that
In the first equality, we used that the projection of a face of type b has measure λ(π c (0, b)), independently of its base point. The second equality follows from Lemma 5.9 and the third equality from (3.1).
Let U 1 , U 2 be two faces of a geometric element P ⊂ S. Then we have
where the first equality is true by (S2), the second by (5.3) and the third by (3.1). Since this is true for any couple of faces appearing in P we have shown the result.
Remark 5.12. The procedure of inflation and subdivision is described precisely by the formula
See Figure 6 for a visualization with d = 3. The support of a geometric element π c P gets inflated by M −1 σ . Every inflated (d−2)-dimensional face F of π c (∂P ) is replaced by π c (E d−2 (F )), which has the same endpoints as π c (∂F ). Notice that cancellation can happen since the matrix M d−2 of E d−2 (σ) can have negative entries. By (5.4) the new boundary of the inflated support equals ∂E d−1 (σ)(P ), which means that the support obtained with the procedure described above can be subdivided in projected supports of elementary faces, and these are exactly those that we get applying E d−1 (σ) on P . Definition 5.13. We say that σ satisfies the geometric finiteness property for a geometric well-projecting U ∈ C d−1 if there exists an integer m ≥ 1 such that
Geometric finiteness has been extensively studied in the irreducible case (see e.g. [ST09, BST10, MT14] ). It is the geometrical interpretation of a certain finiteness property of Dumont-Thomas numeration systems, which was first introduced in the context of beta-numeration in [FS92] .
Main example. Now we prove that our family of substitutions of Section 3.4 satisfies the geometric finiteness property for certain geometric elements.
We use some notions of [BBJS16, Section 3.3]. A geometric element is said to be edge-connected if the supports of any two of its faces are connected by a path of supports of faces F 1 , . . . , F m such that F k , F k+1 share an edge, for all k ∈ {1, . . . , m − 1}. We say that an edge-connected geometric element A surrounds an edge-connected geometric element P if {P } ⊂ {A} and ∂P ∩ ∂A = ∅. If being surrounded is preserved under iterations of the dual substitution E d−1 (σ), then we say that the dual substitution satisfies the annulus property.
Proposition 5.14. The following holds for our family of substitutions:
(1) For every geometric element U we have U ⊆ E 2 (σ t ) 5 (U).
(2) Let U 0 be the sum of three faces centered at 0 whose supports intersect pairwise into an edge (we will call such an element 3-touching in Section 6.3). Then for each i ≥ 0 we have that U i+1 := E 2 (σ t ) 15 (U i ) surrounds U i . Therefore E 2 (σ t ) satisfies the annulus property and the geometric finiteness property for U 0 holds.
Proof. It suffices to prove the statements for σ 0 since the support of E 2 (σ 0 ) is contained in that of E 2 (σ t ), for t ≥ 1, as it can be readily seen in the definition of E 2 (σ t ).
(1) By computation one can see that each face occurs with no additional translation in its image by E 2 (σ) 5 . (2) Again by computation we can check that the basic step of the induction is verified since E 2 (σ 0 ) 15 (U 0 ) surrounds U 0 , for every 3-touching element U 0 (an example of this computation can be seen in Figure 7 ). Furthermore the image of two edge-connected faces is edge-connected.
It remains to show that if U i surrounds U i−1 then U i+1 surrounds U i . Suppose that U i surrounds U i−1 "enough", meaning that the shortest distance between ∂U i and ∂U i−1 is large enough. Then, since E 2 (σ 0 ) acts as an imperfect inflate-andsubdivide rule on K c with inflation M −1 σ | Kc , the shape of U i+1 = E 2 (σ 0 ) 15 (U i ) will be very close to that of
Hence the shortest distance between ∂U i+1 and ∂U i will be bigger than that one between ∂U i and ∂U i−1 , which implies that U i+1 surrounds U i (see Figure 8 on the left for a visualization).
Notice that there exist elements which are not 3-touching but for which the geometric finiteness property nevertheless holds. The geometric element U of Figure 3 is an example. On the other hand, the geometric finiteness property does not hold for any single face (0, a) (see Figure 8 on the right for an example).
The aim of this section is to obtain stepped surfaces for reducible Pisot substitutions. Now we have all the necessary ingredients. Theorem 1. Let σ be a nice reducible substitution satisfying the geometric finiteness property for some U. Then Γ U is a stepped surface invariant under the substitution rule associated with a power of E d−1 (σ). Furthermore π(Γ U ) stays within bounded distance of K c . . By Property (S1), for each face U ∈ U, E d−1 (σ)(U ) is geometric and projects well and by (S2) E d−1 (σ)(U 1 + U 2 ) is geometric and projects well, for any two faces U 1 , U 2 ∈ U. Thus each E d−1 (σ) km (U) projects well onto K c for every k, therefore π c (Γ U ) is a polygonal tiling.
By definition Γ U is invariant under E d−1 (σ) m . Finally we have that π(Γ U ) stays within bounded distance of K c since Γ U ⊂ S.
In the language of [Sol05, Fra08] , π c (Γ U ) forms a pseudo self-affine tiling, since the dual substitution E d−1 (σ) acts as an imperfect inflate-and-subdivide rule on K c . The next property is crucial in other substitution frameworks; see e.g. [Fer06, ABFJ07, BF11] .
Proposition 5.15. Let σ be a nice reducible substitution. Then the image by
Proof. This is a direct consequence of Property (S1) and (S2). Indeed, each face of the stepped surface is replaced after applying E d−1 (σ) by a geometric element which projects well and any two distinct faces U 1 , U 2 ∈ Γ have disjoint images and E d−1 (σ)(U 1 + U 2 ) projects well. We now show that π c (E d−1 (σ)Γ) covers K c . Suppose that it is not the case. Then there exists a point x ∈ K c and a face F ∈ E d−1 (σ)Γ with the property that x ∈ ∂π c (F ) and x / ∈ ∂π c (F ) for every F ∈ E d−1 (σ)Γ distinct from F . Note that this "hole" can not follow from a cancellation of faces in the image E d−1 (σ)Γ because of Property (P). Let G ∈ Γ such that F ∈ E d−1 (σ)(G). In fact, G is unique by (S2). Now, using (S1) and (5.4), we have
However, since Γ is a stepped surface, we can infer the existence of a face G ∈ Γ distinct from G such that x ∈ π c (E d−2 (σ)(∂G )) (as π c (Γ) is a tiling of K c ). Using again (5.4) and (S1), we obtain that
It follows that x ∈ ∂π c (F ) for some F ∈ E d−1 (σ)(G). By (S2), F = F , which contradicts our assumption on x.
Note that an analogous tiling property proved in [AFHI11, Lemma 4.1 and Proposition 4.2] relies on the fact that boundaries of polygons do not self-intersect. This property is insured by our assumptions (S1) and (S2).
Rauzy fractals and tiling results
In this section we define a new class of Rauzy fractals generated by the dual substitution E d−1 (σ). We prove then that, under the geometrical finiteness property, they tile aperiodically and periodically their representation space K c . Some of these methods are similar to those used in the irreducible setting, and we include for sake of completeness some proof sketches.
Nevertheless, there are some important conceptual changes: to tackle reducible substitutions we work with the wedge formalism and with higher-dimensional geometric dual substitutions, thus well-known concepts of Rauzy fractals theory, like e.g. the strong coincidence condition or the domain exchange, must be redefined. a) ) converges in the Hausdorff metric (see also [SAI01] ), this leads to the following natural definition.
Rauzy fractals. Since the sequence of sets
Definition 6.1. The Rauzy fractals are defined as a) ), for any (x, a) ∈ S, where the limit is taken with respect to the Hausdorff metric. Proposition 6.2. We have the set equations
Furthermore, if σ is a nice reducible substitution then the union on the right-hand side is measure disjoint.
Proof. The set equations follow easily by definition of Rauzy fractal. For the measures the following holds
We get the equality since by Lemma 5.8 the Perron-Frobenius eigenvalue of
Theorem 1 and the definition of Γ U imply that Γ U seen as set of colored points (the base points of the faces colored by their type) is a substitution Delone set (see [LW03] (1) They are compact sets with non-zero measure.
(2) They are the closure of their interior.
(3) Their fractal boundary has zero measure.
6.2. Strong coincidence condition. We introduce an important combinatorial condition on the substitution.
Definition 6.4. We say that σ has a coincidence for a 0 , b 0 ∈ On if there exist k ∈ N and c ∈ On such that, for every i = 0, . .
We say that the substitution σ satisfies the (suffix ) strong coincidence condition if σ has a coincidence for every pair a 0 , b 0 ∈ On such that the geometric element (0, a * 0 ) + (0, b * 0 ) projects well. An equivalent formulation holds in terms of prefixes.
Remark 6.5. Notice that in the irreducible case the strong coincidence condition coincides with the one defined in [AI01] . But since we work with E d−1 (σ) which depends on wedges onn letters, we will consider the natural generalization given by the above definition.
Proposition 6.6. Let σ be a nice reducible substitution satisfying the strong coincidence condition. Then, for any well-projecting geometric element U, the subtiles R(a), with (0, a) ∈ U, are pairwise measure disjoint.
Proof. By the strong coincidence condition, for every (0, a * 0 ), (0, b * 0 ) ∈ U, we have that there exist k ∈ N and c
both appear in the k-fold iteration of the set equations of Proposition 6.2 for R(c * ), and furthermore are measure disjoint.
Main example
Proposition 6.7. Every σ t of the family of Section 3.4 satisfies the suffix strong coincidence condition.
Proof. Recall from Definition 6.4 the notion of coincidence. The table of Figure 9 shows the list of a and b with the corresponding k for which σ 0 has a coincidence.
One can check that these are all possible a and b such that the geometric element U = (0, a * ) + (0, b * ) projects well. Thus we conclude that σ 0 satisfies the strong coincidence condition. Observe that if σ 0 has a coincidence, then all σ t for t ≥ 1 will have that coincidence, as one can see from the definition (4.6) of E 2 (σ t ). Indeed, by Definition B.1 there is an edge a * s − → b * if and only if σ(a) = pbs, thus if σ 0 has a coincidence for a 0 , b 0 there are two paths in this graph starting from a 0 and b 0 respectively and ending at the same c, with same suffix abelianization. But since the graph of σ t has the same set of vertices as the graph of σ 0 and a set of edges that includes the set of edges of the graph of σ 0 , the same paths exist in the graph of σ t , for every t. Therefore, for every t ≥ 0, σ t satisfies the strong coincidence condition. Figure 9 . Table of coincidences for σ 0 .
6.3. Aperiodic and periodic tilings. In the following theorem we show that a nice reducible substitution with the geometric finiteness and strong coincidence conditions induces a fractal aperiodic tiling simply replacing the polygonal faces of a stepped surface with the Rauzy fractals.
Theorem 2. Let σ be a nice reducible substitution which satisfies the strong coincidence condition and the geometric finiteness property for the well-projecting geometric element U with faces based at 0. Then the collection {R(a) + π c (x) : (x, a) ∈ Γ U }, where Γ U is defined by (5.1), is a self-replicating tiling of K c .
Proof. Start with the union of the R(a) such that (0, a) ∈ U. By the strong coincidence condition they are measure disjoint. By inflating each of them repeatedly by M −1 σ and applying the set equations (6.1) we get a measure-disjoint union of subtiles. The geometric finiteness property for U ensures that this process of inflation and subdivision on (0,a)∈U R(a) will cover all K c . It remains to prove the measure disjointness of any two
But this is true since R(a) and R(b) are measure disjoint by the strong coincidence condition, and a posteriori the same holds for their inflations by M −k σ . Figure 10. A patch of the self-replicating tiling {R(a) + π c (x) : (x, a) ∈ Γ U } for σ 0 , where U is as in Figure 3 .
One of the main novelties is that we obtain natural periodic tilings by our new Rauzy fractals starting from periodic polygonal tilings.
A periodic element is a geometric element P ⊂ S which, translated by a set of points Λ P ⊂ Z n such that π c (Λ P ) is a lattice, forms a stepped surface. In this case we will call the latter a periodic stepped surface. Examples of periodic stepped surfaces are:
(
2) A touching pair, that is, two faces projecting well whose supports share a
, where a denotes that a does not appear. The associated set is Λ P = d i=2 (e a1 − e ai )Z. Let P be d-touching such that its translations by Λ P induce a polygonal periodic tiling. Let R P := (0,a)∈P R(a) and (0, a) ). Proposition 6.8. Let σ be a nice reducible substitution. For a periodic element P ⊂ S we have that R P + π c (Λ P ) is a periodic covering of K c .
Proof. Since by Proposition 5.15 π c (E d−1 (σ)(P)) + π c (M −1 σ Λ P ) is again a polygonal tiling, we have that Figure 11 . A patch of the periodic tiling R P + π c (Λ P ) induced by the Hokkaido substitution σ 0 of Section 2, for the 3-touching element P = (0, 2 ∧ 3) + (0, 2 ∧ 4) + (0, 3 ∧ 4) and with Λ P = (e 4 − e 2 )Z + (e 4 − e 3 )Z.
for any two faces (x, a), (y, b) ∈ P + Λ P and any positive integer k. Furthermore λ(π c (M
is a periodic tiling, and since R P is the Hausdorff limit of the approximations (0,a)∈P R k (a) it follows that R P + π c (Λ P ) is a covering.
Theorem 3. Let σ be a nice reducible substitution such that the strong coincidence condition and the geometric finiteness property for the periodic element P ∈ S hold. Then R P + π c (Λ P ) is a periodic tiling.
Proof. If the geometric finiteness property for P holds then {R(a) + π c (x) : (x, a) ∈ Γ P } and π c (Γ P ) are tilings with the same translation set, where Γ P is defined by (5.1). This implies that λ(R(a)) = λ(π c (0, a) ), for all a, in particular for those appearing in P, and we know R P + π c (Λ P ) is a covering by Proposition 6.8. Therefore R P + π c (Λ P ) is a tiling.
The following proposition asserts that we get a periodic tiling whenever the boundaries of the approximations converge to the boundary of the Rauzy fractal (cf. [IR06, Theorem 3.3] for the irreducible settings).
Proposition 6.9. Let σ be a nice reducible substitution such that the strong coincidence condition and the geometric finiteness property for the periodic element P ∈ S hold. The collection R P + π c (Λ P ) is a periodic tiling of K c if and only if lim k→∞ ∂R k (a) = ∂R(a), ∀ a ∈ P.
Proof. Assume lim k→∞ ∂R k (a) = ∂R(a). Then, since R k (a) → R(a), we have that for any ε > 0 there exists k = k(ε) such that
By the former, for any z ∈ R(a) \ R k (a) there exists z ∈ B(z, ε) ∩ R k (a), which implies that the line segment from z to z must intersect ∂R k (a). Hence there exists z ∈ ∂R k (a) such that |z − z | < ε, and
where [X] ε = {x : |x − y| < ε for some y ∈ X}. Since the approximations R k (a) have for every k the same measure as the projected faces π c (0, a) and R P + π c (Λ P ) is a covering we have λ(R P )/λ( (0,a)∈P R k (a)) ≥ 1. Thus we get equality if
and lim ε→0 λ([∂R(a)] 2ε ) = 0 since ∂R(a) has measure zero.
and suppose that
and the result follows.
Main example.
Corollary 6.10. Let σ t be a substitution of the family (3.2) and let U be a geometric element which projects well containing a 3-touching element. Then the collection {R(a) + π c (x) : (x, a) ∈ Γ U } is a self-replicating tiling of K c ∼ = C. Furthermore, if π c (U) tiles periodically K c , then R U tiles periodically K c . Hence, R U is a fundamental domain for the torus T 2 and the domain exchange E U projects to a translation on it.
Proof. This is a direct consequence of Theorem 2 and 3, since we showed in Proposition 5.7 that each substitution σ t is a nice reducible substitution, in Proposition 5.14 that σ t satisfies the geometric finiteness property for every 3-touching U, and in Proposition 6.7 that the strong coincidence condition for σ t holds.
6.4. Domain exchange. Let P be d-touching with associated set Λ P and let A P be its alphabet, consisting of the single letters appearing in the types of faces of P. If the strong coincidence condition holds, then the components R(a) of R P are pairwise measure disjoint by Proposition 6.6. Therefore we can define λ-a.e. the domain exchange on R P as (6.2) E P : x → x + π c (e ), x ∈ R(a),
If additionally the geometric finiteness property for P holds, then, by Theorem 3, R P + π c (Λ P ) is a periodic tiling and R P is a fundamental domain for the (d − 1)-dimensional torus K c /π c (Λ P ). Thus, the natural projection of E P on this (d − 1)-dimensional torus is a translation.
We are interested now in codings of the domain exchange E P with respect to the natural partition {R(a) : a ∈ P} of R P . We will investigate the symbolic dynamical systems Ω which codes the orbits of (R P , E P ) and establish connections with the original substitution dynamical system (X σ , S). This will be done in the next section for our one-parameter family of substitutions of Section 3.4.
Modified stepped lines
Being reducible for a substitution means that we have some linear dependencies between the π(e i ), for i = 1, . . . , n (see Lemma 3.1). For each σ t of the family of Section 3.4, we have (7.1)
π(e 1 ) = π(e 3 ) + π(e 4 ), π(e 5 ) = π(e 2 ) + π(e 3 ).
We have a stepped line in R 5 which is the geometrical interpretation of a fixed point u ∈ A N of σ t :
where (x, i) denotes the segment from x to x + e i . Projecting the stepped line into K β ∼ = R 3 the rational dependencies show up, and we get what we call a "reducible" stepped line, made of five different segments. We can change this stepped line using the rational dependencies, i.e. we substitute every π(e 1 ) and π(e 5 ) with their linearly independent atoms π(e 2 ), π(e 3 ) and π(e 4 ) as in the relations (7.1). Combinatorially this is equivalent to applying the morphism We see now that projecting the vertices of the modified stepped line χ(u) onto K c we get the connection with the Rauzy fractal generated by the dual substitution E 2 (σ) applied on the geometric element P = (0, 2 ∧ 3) + (0, 2 ∧ 4) + (0, 3 ∧ 4). Let w = χ(u) and consider the sets
for a ∈ {2, 3, 4}. Let R = a∈{2,3,4} R(a).
7.1.
Relations between different definitions of Rauzy fractal. Our aim is to find relations between our new Rauzy fractals R(a ∧ b), the classical Rauzy subtiles R(a) and the R(a) obtained modifying the stepped line. We need a preparatory lemma.
Lemma 7.1. We have
Proof. Since the computations are rather lengthy and technical, we refer the interested reader to Appendix B.
Remark 7.2. We can carry on the computations for the other R(a ∧ b) in a similar way as above. We obtain
and for the others just use the set equation R(a∧b) = M σ R(a ∧b ) for a∧b ← a ∧b . Similar formulas to express the Rauzy fractals in terms of the subtiles R(a) hold for the entire family of substitutions σ t .
Proposition 7.3. We have R = −E P (R P ), for P = (0, 2∧3)+(0, 2∧4)+(0, 3∧4).
Proof. Using the definition (2.1) of the subtiles R(a) as projections of colored vertices of the stepped line and considering the subtiles R(a), we see from the morphism χ that R(1) ∪ R(3) ∪ R(5) = R(3), (R(1) + π c (e 3 )) ∪ R(4) = R(4), R(2) ∪ (R(5) + π c (e 3 )) = R(2), hold for σ 0 . Therefore, using Lemma 7.1 and the relations (7.1), we get that for each a ∈ {2, 3, 4} R(a) + π c (e a ) = −R(b ∧ c), for {b, c} ∈ {2, 3, 4} \ {a}.
A similar argument works for any σ t after having adapted the decomposition of Lemma 7.1. 7.2. First return. Since the strong coincidence condition holds, we get that the subtiles R(a), for a ∈ {2, 3, 4}, are pairwise measure disjoint. Therefore we can define the domain exchange
By Proposition 7.3 we have ( R, E) = (−R P , E −1 P ). Now we see that ( R, E) can be related to (R, E), where R is the classical Rauzy fractal defined in (2.1). Combinatorially the morphism χ describes the first return of E on R.
Proposition 7.4. E is the first return of E on R.
Proof. From the decomposition of Lemma 7.1 and Proposition 7.3 we see that E( R(4)) = R(4) + π c (e 4 ) = (R(1) + π c (e 3 + e 4 )) ∪ (R(4) + π c (e 4 )) and E( R(2)) = R(2) + π c (e 2 ) = (R(2) + π c (e 2 )) ∪ (R(5) + π c (e 3 + e 2 )). Furthermore R(1), R(3) and R(5) are in R(3) and applying E we translate them by π c (e 3 ). Using the relations π c (e 3 ) + π c (e 4 ) = π c (e 1 ) and π c (e 2 ) + π c (e 3 ) = π c (e 5 ) we get E| R = E.
Remark 7.5. Note that there are other three morphisms that can be obtained by flipping χ(1) or χ(5). The effect of these morphisms on the fixed point of σ 0 change the shapes of the subtiles R(a) and the definition of the domain exchange E but the results of Proposition 7.3 and 7.4 remain true.
Symbolic dynamics
As in Section 7, we let σ be a substitution of the family of Section 3.4. Given a fixed point u of σ, let Ω = {S k χ(u) : k ∈ N}, where χ is the morphism defined by (7.2).
Lemma 8.1. (Ω, S) is minimal and uniquely ergodic.
Proof. We know that (X σ , S), where X σ = {S k u : k ∈ N}, is minimal. This means that every factor of u occurs in u with bounded gaps, and the same happens for χ(u). Thus (Ω, S) is minimal.
By primitivity of σ the system (X σ , S, µ) is uniquely ergodic, so the cone We want to show that the dynamical system (Ω, S, m), where m is the unique S-invariant Borel probability measure on Ω, is measurably conjugate to ( R, E, λ).
Let w = χ(u) and consider the sets
where the notation a [0, ) stands for the word a 0 · · · a −1 ∈ {2, 3, 4} * , and similarly for w [0,N ) . Let R = a∈{2,3,4} R(a). We define the representation map
Lemma 8.2. φ is well-defined, continuous and surjective.
The word w = χ(u) is uniformly recurrent, since u is generated by a primitive substitution and χ does not affect the uniformly recurrence. Thus we have a sequence
Then R(w [0,k) ) + S k ⊂ R for all k ∈ N, and lim k→∞ S k = R with respect to the Hausdorff metric. But this implies that lim k→∞ R(w [0,k) ) = {0}, which proves that φ is well-defined. The map φ is continuous since the sequence ( R(a [0, ) )) ∈N is nested and converges to a single point. The surjectivity follows from a Cantor diagonal argument. −j R(a j ). Hence φ(w ) = φ(w ) for all w , w ∈ φ −1 ( R\ i∈N,K∈Ki ∂K) with w = w , and m(φ −1 ( i∈N,K∈Ki ∂K)) = 0 since we have λ(∂K) = 0 for all K ∈ K i , i ∈ N, by Proposition 6.3, and λ • φ is an S-invariant Borel measure, which equals m by unique ergodicity of (Ω, S). Thus the map φ is injective almost everywhere. , ) ), but this is the same as shifting (a k ) k∈N and applying φ. Thus we checked that
Theorem 4. For each σ t we have the following commutative diagram
where the maps φ defined by (8.2) and the natural projection π 0 :
are measure-theoretical isomorphisms, while χ is the morphism (7.2). Thus (X σt , S) is a first return of a translation on T 2 .
Proof. Notice that the relations (7.1) hold for the whole family of σ t , thus we can use the morphism χ for each σ t . By Proposition 7.3,
R(a) = −E P (R P ), for P = (0, 2 ∧ 3) + (0, 2 ∧ 4) + (0, 3 ∧ 4), and ( R, E) = (R, E −1 P ). Thus, by Corollary 6.10, R is a fundamental domain of T 2 and E projects by π 0 to a translation on T 2 . By Lemma 8.3 φ is a measurable conjugation, thus the words in Ω are natural codings of this toral translation.
Finally, since (X σt , S) is measurably conjugate to (R, E) and E is the first return of E on R by Proposition 7.4, we have that (X σt , S) is a first return of the translation π 0 ( E) on T 2 .
Perspectives
Future works will tackle the following problems.
9.1. Non-projecting-well substitutions and neutral space. Consider the family of substitutions
with characteristic polynomial f (x)g(x) = (x 3 − tx 2 + x − 1)(x + 1). The rational dependency relation is π(e 1 + e 3 ) = π(e 2 + e 4 ). Since n = 4 and d = 3, we deal with E * 2 (σ) and its geometric realization E 2 (σ). We observe from Figure 13 that the substitution σ 2 does not project well. Overlaps of this type can be observed for the whole family. See also [Fur06] for some similar polygonal overlaps obtained in the framework of non-Pisot unimodular matrices. This problem could be solved by considering a different projection onto K c , or by the "retiling" method introduced in [FIR06] . This involves an accurate study of positivity and cancellation, together with manipulations, such as flips, on stepped surfaces, in the spirit of [ABFJ07, BF11] .
The main question is whether we can generalize the constructions of this paper to any reducible Pisot substitution, improving the characterization of the stepped surfaces understanding what happens with respect to the neutral space. Some interesting studies on the role of the neutral space in the geometry and dynamics of reducible substitutions have been initiated in [ABB11] .
9.2. Connections with irreducible substitutions. Figure 14 suggests that we can change projection and view stepped surfaces considering a smaller number of faces. The study of the new combinatorial approach based on morphisms and modified stepped lines of Section 7 deserves more investigations. It is curious to observe that, using the morphisms χ defined in (7.2) andχ obtained from χ by flipping the image of 1, we get a connection between the Hokkaido substitution Can we in general connect the study of the dynamics of a reducible substitution to that of an irreducible one?
We saw in Theorem 4 that for a family of reducible Pisot substitutions (X σ , S) is the first return of a toral translation. Induced dynamics can have different behavior, thus it is natural to ask in which cases these first returns have pure discrete spectrum (see [Rau84] for connections with bounded remainder sets).
9.3. Contact graphs. Further research is motivated by the fact that the existence of polygonal approximations for the Rauzy fractals allows to define contact graphs (see [Thu06, ST09] ) even in the reducible case for the study of the fractal boundaries.
Appendix A. Proof of Lemma 5.9
Lemma A.1. Let n = p + m, M ∈ R n×n and {e i } i=1,...,n be the canonical basis of
Proof. We write
k e j for k ∈ {1, . . . , p}, M = (m ij ) 1≤i,j≤n and compute the determinant:
Remember that ( Here, j = j 1 ∧ · · · ∧ j m ∈ O m such that {j 1 , . . . , j p } ∪ {j 1 , . . . , j m } = {1, . . . , n}, τ is the permutation of {1, . . . , n} satisfying τ (j 1 ) = j 1 , . . . , τ (j m ) = j m and τ (j 1 ) ≤ · · · ≤ τ (j p ) and sgn(τ ) its signature. We denote the set of permutations on {1, . . . , n} by Per n . In this way, we obtain det(M x 1 , . . . , M x p , e a1 , . . . e am ) = 1 ≤ j 1 , . . . , j p ≤ n, #{j 1 , . . . , j p } = p (−1) a+b det(x 1 , . . . , x p , e b1 , . . . , e bm ).
Proof of Lemma 5.9. Let u d+1 , . . . , u n be a basis of K n made of eigenvectors of M σ for the associated eigenvalues ζ d+1 , . . . , ζ n . Also, let v d+1 , . . . , v n be eigenvectors of t M σ for the associated eigenvalues ζ d+1 , . . . , ζ n , normalized to have u k · v k = 1 for k ∈ {d + 1, . . . , n}. Since v 1 , v d+1 , . . . , v n are all orthogonal to the contracting space K c , the following equality holds for every a = a 1 ∧ · · · ∧ a where G p (a) denotes the set of labels of infinite paths in the prefix graph of the substitution ending at a ∈ A (for more details see e.g. [CS01, BS05] ). We can follow as well infinite paths in the suffix graph. If we do this we get instead We can use Dumont-Thomas numeration to describe also the subtiles R(a ∧ b) using the E 2 (σ)-suffix graph that is defined as follows.
Definition B.1. The E 2 (σ)-suffix graph has set of vertices {a * : a ∈ ∧ 3 A}, and there is an edge a * s In Figure 15 the E 2 (σ t )-suffix graph is depicted. Observe that this graph with reversed edges describes the images of every face by E 2 (σ t ). → 2 ∧ 3. Since these are all possible non-trivial paths ending at 2 ∧ 3 we have proven that δ(G s (2 ∧ 3)) = δ(G s (1) ∪ G s (4)) which implies R(2 ∧ 3) = (−R(1) − π c (e 1 )) ∪ (−R(4) − π c (e 4 )) by (B.2).
Since 2 ∧ 3 goes to 3 ∧ 4 by reading a 0 we deduce immediately that all the strings ending at 3 ∧ 4 are equivalent under δ to those in G s (2) ∪ G s (5). Hence by (B.2) we get R(3 ∧ 4) = (−R(2) − π c (e 2 )) ∪ (−R(5) − π c (e 5 )).
Starting from 2 ∧ 5 and going to 2 ∧ 4 passing by 1 ∧ 3 we read 00 and by the above reasonings we get then all possible strings · · · 2 k2 0 5 2 k1 00 belonging to G s (3). → 2 ∧ 4 we get all expansions in G s (5) + 2, where with the latter we mean the set of (s i ) i≥0 ∈ G s (5) such that s 0 = 2. Walking k times through the loop 2 ∧ 4 → 3 ∧ 5 → 2 ∧ 4 and extending to the left with 2 ∧ 5 we get strings 0 2 (02) k . Subtracting v 4 = δ(200.) we get 0 2 (02) k−2 0002 = δ 0 5 2 2k−3 . Walking through the loop 2 ∧ 4 → 3 ∧ 5 → 2 ∧ 5 → 2 ∧ 4 and then once into 2 ∧ 4 → 3 ∧ 5 → 2 ∧ 4 we read the string 020 5 = δ 0 4 2 3 and, after subtracting v 4 , we get 0 5 2 2 . Repeating this loop we get arbitrary large strings ending with an even number of 2s. Thus we have shown we get strings in G s (1) + 4.
So by (B.2) we just proved that R(2 ∧ 4) is made of the domains δ(G s (3)) = −R(3) − π c (e 3 ), δ(G s (5) + 2) = −R(5) − π c (e 5 ) + π c (e 2 ) = −R(5) − π c (e 3 ) and δ(G s (1) + 4) = −R(1) − π c (e 1 ) + π c (e 4 ) = −R(1) − π c (e 3 ), since π c (e 1 ) = π c (e 3 ) + π c (e 4 ) and π c (e 5 ) = π c (e 2 ) + π c (e 3 ).
