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Sum m ary
The tapered inset dielectric guide antenna is a broadband radiating structure for 
use at microwave and millimetre wave frequencies. It is constructed from a tapered 
dielectric-filled slot cut into a ground plane, and is typically fed using rectangular 
waveguide. The structure is simple, rugged, lightweight and inexpensive to m an­
ufacture. The width and orientation of the main radiated beam  is determ ined by 
the slot and ground plane geometry. For example, elevation plane beams from 
near-endfire to near-broadside can be produced.
This thesis is chiefly concerned with the development of analytical and numerical 
methods for predicting the far field radiation patterns of the tapered inset dielectric 
guide antenna. A new analytical m ethod is presented tha t includes, for the first 
time, a full model of the fields on both the slot and ground plane surfaces. Results 
generated by this m ethod compare well with measurements and show improvements 
over results obtained using an earlier analytical method.
Further, an improved numerical m ethod is presented which dispenses with the ap­
proximations used by earlier methods, and additionally models the surfaces of the 
antenna mounting block and feed waveguide. Besides producing accurate radiation 
pattern  predictions, this method provides insight into the operation of the struc­
ture. As such, the im portant role played by the ground plane of antennas with 
certain slot geometries has now been recognised.
A range of experimental results are also presented which study various charac­
teristics of the antenna. The broadband and pure polarisation properties of the 
structure are dem onstrated, and several novel antenna geometries are investigated. 
New types of feed are proposed and evaluated which allow the antenna to integrate 
directly with planar circuitry for the first time. A novel dual polarised antenna is 
described from which some interesting results have been obtained.
P u b lica tio n s A rising  from  th is  W ork
1. A.B. Hannigan, S.R. Pennock, and P.R. Shepherd, “Analysis of Endfire Ta­
pered Slot Antennas” , in Proceedings o f IEEE High Frequency Postgraduate 
Colloquium, Leeds, United Kingdom, September 1997, pages 106-111.
2. A.B. Hannigan, S.R. Pennock, and P.R. Shepherd, “Analysis of Tapered 
IDG Antennas in Finite Ground Planes” , in Proceedings o f 28th European 
Microwave Conference, Amsterdam , Netherlands, October 1998, volume 1, 
pages 36-41.
3. A.B. Hannigan, S.R. Pennock, and P.R. Shepherd, “The Estim ation of Radia­
tion Losses from a Tapered H-Guide: Application to the Analysis of IDG An­
tennas” , in Proceedings o f I  EE  National Conference on Antennas and Prop­
agation,, York, United Kingdom, March 1999, pages 328-331.
4. A.B. Hannigan, S.R. Pennock, and P.R. Shepherd, “Improved Modelling of 
Tapered IDG Antennas” , in Proceedings o f 29th European Microwave Con­
ference, Munich, Germany, October 1999.
A b b rev ia tion s
2D Two Dimensional
ABC Absorbing Boundary Condition
BMM Bounded Mode Matching
CF Correction Factor
CP Contour Path
CPFDTD Contour Path  Finite-Difference Time-Domain
CPW Coplanar Waveguide
DFT Discrete Fourier Transform
FDTD Finite-Difference Time-Domain
IDG Inset Dielectric Guide
IDG-TSA Inset Dielectric Guide Tapered Slot Antenna
LSE Longitudinal Section Electric
LSM Longitudinal Section Magnetic
MLIDG Microstrip Loaded Inset Dielectric Guide
PEC Perfect Electric Conductor





TRD Transverse Resonance Diffraction
TSA Tapered Slot Antenna
TWA Travelling Wave Antenna
VBMM Variable Bounded Mode Matching
VSWR Voltage Standing Wave Ratio
VS ym bols
(3 Propagation Constant
1 Complex Propagation Constant
S Kronecker Delta
£ o Perm ittivity of Free Space




\ 9 Guided Wavelength
X o Free Space Wavelength
H Permeability
Ho Permeability of Free Space
V Singularity Factor
p Charge Density





n Hertzian Vector Potential
Scalar Electric Potential
**  771 Scalar Magnetic Potential
c Velocity of Light in Free Space
k0 Free Space Propagation Constant
5{a} sin (x ) / x
C ontents
1 O verview  1
1.1 In tro d u c tio n ......................................................................................................  1
1.2 Objectives of the T h e s i s ............................................................................... 3
1.3 Thesis S tru c tu re ................................................................................................ 4
1.4 Chapter Summary .........................................................................................  5
2 R ev iew  o f P ast D evelop m en ts 6
2.1 Inset Dielectric G u id e ...................................................................................... 6
2.1.1 In tro d u c tio n ........................................................................................  6
2.1.2 IDG Fields ........................................................................................  8
2.1.3 A pplications......................................................................................... 8
2.1.4 Methods of A n a ly s is ........................................................................ 10
2.2 Tapered Slot A n te n n a s ..................................................................................  16
vii
2.2.1 In tro d u c tio n .........................................................................................  16
2.2.2 Planar Tapered Slot A n te n n a s .......................................................  17
2.2.3 Inset Dielectric Guide Tapered Slot A n te n n a s ...........................  21
2.3 Analysis of Waveguide D iscontinuities.......................................................  24
2.3.1 In tro d u c tio n .........................................................................................  24
2.3.2 Analysis of Transverse Steps in W av eg u id e ................................  25
2.3.3 Differential Equation Techniques (Taper A n a ly sis )....................  27
2.4 Chapter Summary ......................................................................................... 31
3 ID G -T S A  T heory: S ta te  o f th e  A rt 32
3.1 Space Domain Analysis of IDG .................................................................  32
3.2 The Analysis of IDG by F D T D .................................................................  35
3.2.1 In tro d u c tio n .........................................................................................  35
3.2.2 Basic Form ulation...............................................................................  36
3.2.3 Choice of Cell Size and Time S te p .................................................  43
3.2.4 Mesh M odifications............................................................................  44
3.2.5 Fields at Dielectric Boundaries ....................................................  46
3.2.6 S y m m e try ............................................................................................. 47
3.2.7 Absorbing Boundary C ond itions....................................................  47
viii
3.2.8 Special Cells in F D T D ..................................................................... 49
3.3 Modelling of Singularities ..........................................................   51
3.3.1 In tro d u c tio n .........................................................................................  51
3.3.2 A n a ly s is ................................................................................................ 52
3.4 Analysis of the ID G -T SA ............................................................................... 57
3.4.1 In tro d u c tio n .........................................................................................  57
3.4.2 Radiation from an A p e r tu r e ........................................................... 57
3.4.3 The Effect of the IDG-TSA Finite Ground Plane ................... 66
3.4.4 Modified W alter’s M e th o d ..............................................................  68
3.4.5 FDTD Analysis of the IDG-TSA ......................................... 70
3.5 Transitions onto I D G .....................................................................................  75
3.5.1 Experim ental Characterisation of T ransitions............................  76
3.6 Chapter Summary ......................................................................................... 79
4 A n alysis  o f W aveguide D iscon tinu ities: E x istin g  T h eory  80
4.1 The Modes of Dielectric Slab W av e g u id e ................................................  81
4.1.1 Origin of the C o n tin u u m ................................................................  82
4.1.2 Modes of the C o n tin u u m ................................................................  84
4.2 Choice of Method for Taper A n a ly s is .......................................................  85
ix
4.3 The Bounded Mode Matching Method: Existing Theory ...................  87
4.3.1 Basic T h e o r y ...................................................................................... 87
4.3.2 The Mode S p e c t r a ...........................................................................  91
4.3.3 Validation of the Current Im p le m e n ta tio n ...............................  93
4.3.4 Features of the R e s u l ts ..................................................................... 94
4.3.5 The Variable Bounded Mode Matching M e t h o d .....................  97
4.3.6 Analysis of a Dielectric Slab Waveguide S te p ............................  99
4.3.7 Verification of the Results Against Simple T h e o r y ......................100
4.4 Chapter Summary ............................................................................................ 101
5 D evelop m en t o f th e  T heory: In set D ie lectr ic  G uide 103
5.1 The Modelling of IDG as H -G u ide ................................................................. 103
5.1.1 H-Guide Field E xpressions ..................................................................104
5.1.2 Calculation of the Propagation Constants ................................... 110
5.1.3 Solution of the Characteristic E q u a t io n s .......................................112
5.1.4 Fundamental Modes of H -G u id e ........................................................113
5.2 Study of the Fields of I D G ............................................................................... 115
5.2.1 Longitudinal Propagation C o n s ta n t ................................................. 115
5.2.2 Field D is trib u tio n ...................................................................................119
X5.3 Chapter Summary ...........................................................................................127
6 T he A nalysis  o f th e  H -G uide Taper 128
6.1 Bounded H-Guide Field Expressions............................................................ 129
6.1.1 LSE H -G u id e .........................................................   129
6.1.2 LSM H -G u id e ........................................................................................ 132
6.2 H-Guide Step-in-Dielectric Bounded Mode Matching ............................ 137
6.2.1 LSE H-Guide BMM Expressions........................................................ 138
6.2.2 LSE H-Guide BMM R e s u l t s ...............................................................140
6.2.3 LSM H-Guide BMM E x p re s s io n s .....................................................142
6.2.4 LSM H-Guide BMM R e s u lts ...............................................................145
6.3 H-Guide Step-in-Ground Plane Bounded Mode M a tc h in g ......................148
6.3.1 Modification to the Mode M atc h in g ................................................149
6.3.2 LSE H-Guide BMM Expressions.......................................................150
6.3.3 LSE H-guide BMM Results ............................................................. 152
6.3.4 LSM H-Guide BMM E x p re s s io n s .....................................................153
6.3.5 LSM H-Guide BMM R e s u lts ...............................................................155
6.4 Choice of Step for Taper A p p ro x im a tio n ...................................................156
6.5 VBMM Characterisation of H-Guide S t e p s ............................................... 157
xi
6.5.1 L S E ........................................................................................................ 157
6.5.2 L S M ........................................................................................................ 159
6.6 Modelling of the Complete IDG T a p e r ......................................................162
6.6.1 Results for LSM Tapers ................................................................... 164
6.6.2 Results for LSE T a p e rs .......................................................................167
6.7 Chapter Summary ...........................................................................................167
7 D evelop m en t o f an A n aly tica l M eth od  169
7.1 Review and In tro d u c tio n .................................................................................169
7.2 A ntenna D im e n s io n s ....................................................................................... 171
7.3 The Longitudinal Phase Variation of the Aperture F ie ld s ....................172
7.4 A Note on IDG-TSA P o la r isa tio n ................................................................174
7.5 Line Source Method for Obtaining the Radiation P a t t e r n .................... 175
7.5.1 LSM A n te n n a ........................................................................................176
7.5.2 LSE A n te n n a ........................................................................................181
7.6 W alter’s Approximation for the Finite Ground P l a n e ...........................184
7.6.1 Results for LSM A n t e n n a ................................................................ 184
7.6.2 Results for LSE A n te n n a ....................................................................186
7.7 Extension of the Model to Two D im ensions............................................... 189
xii
7.7.1 Empirical Models of the Ground Plane F i e l d s .............................190
7.8 More Accurate Modelling of S ingu larities .................................................. 200
7.8.1 In tro d u c tio n ............................................................................................. 200
7.8.2 Fields in A i r .............................................................................................201
7.8.3 E x a m p le ....................................................................................................203
7.9 Improved 2D IDG-TSA M o d e l.......................................................................206
7.10 Chapter S u m m a r y ...........................................................................................216
8 F D T D  A n alysis  o f th e  ID G -T S A  217
8.1 In tro d u c tio n ........................................................................................................ 217
8.2 The Interm ediate FDTD M o d e l ................................................................... 219
8.3 LSE S t r u c tu r e s ..................................................................................................222
8.4 The Full FDTD M o d e l .................................................................................... 225
8.5 RWG Flange ..................................................................................................... 228
8.6 Radiation from the End and Side Faces, and the F la n g e ........................231
8.7 The Validity of W alter’s Ground Plane A p p ro x im a tio n ........................233
8.8 Special Cells in FDTD IDG A n a ly s is ......................................................... 235
8.8.1 In tro d u c tio n ............................................................................................. 235
8.8.2 A n a ly s is ....................................................................................................235
xiii
8.8.3 R esu lts .....................................................................................................244
8.9 Chapter Summary ...........................................................................................246
9 Further A p p lica tion  o f th e  M odels 247
9.1 Near-Antenna Environment Is su e s ................................................................247
9.1.1 Implications for the Analytical M o d e l............................................250
9.2 Small Variations in Dielectric C o n s ta n t ......................................................251
9.3 Results Over a Broader Angular R a n g e ......................................................253
9.4 IDG-TSA Field Distributions by FDTD .................................................. 258
9.4.1 A Study of the Fields of a Short Shallow ID G -T S A ................ 258
9.4.2 Longitudinal Deep IDG-TSA F ie ld s ................................................263
9.4.3 Aperture F ie ld s .....................................................................................263
9.5 Chapter Summary ...........................................................................................265
10 S tu d y  o f ID G -T S A  C haracteristics 269
10.1 Transitions onto I D G ........................................................................................269
10.1.1 Measured Results - Shallow IDG .................................................. 272
10.1.2 Measured Results - Deep I D G ......................................................... 278
10.2 IDG-TSA Input I m p e d a n c e ..........................................................................279
10.3 IDG-TSA G a i n ................................................................................................. 281
x iv
10.4 The Radiation Behaviour of Shallow Slot F e e d s ..................................... 286
10.5 IDG-TSA Radiation Behaviour with F r e q u e n c y ....................................... 292
10.6 IDG-TSA Polarisation P r o p e r t ie s ................................................................ 297
10.7 Dual Polarised IDG-TSA: Feasibility S tu d y .................................................300
10.8 Higher Frequency O p e ra t io n .......................................................................... 305
10.9 Measured Field Distributions ....................................................................... 308
10.9.1 Shallow Slot R e s u l t s .......................................................................... 309
10.9.2 Deep Slot R e s u lts ................................................................................. 312
lO.lOChapter Summary ........................................................................................... 314
11 C onclusions 316
11.1 In tro d u c tio n .........................................................................................................316
11.2 Review and Concluding R e m a r k s ................................................................ 316
11.3 Further W o r k ..................................................................................................... 320
11.4 Chapter Summary ........................................................................................... 322
A  F D T D  C orrection  Factors 323





Modern microwave systems place many demands on their antenna subsystems. For 
instance, broadband operation is often sought. However, many antenna structures 
operate satisfactorily only over a narrow band due to lim itations and variations in 
input m atch or beam steer with frequency. For example, the input m atch of the 
microstrip patch antenna is quite narrowband, whilst arrays of such elements either 
show a frequency dependent beam angle or require a well designed feed network in 
order to m aintain the required inter-element phase relationships.
In addition to the need for broadband operation, a high degree of polarisation 
control is commonly required. This represents a problem when using the microstrip 
patch antenna. Physically, it is often desirable tha t a radiating element be compact, 
lightweight, rugged, and inexpensive to manufacture.
For applications where a m oderate gain is required, a radiating structure which 
possesses the above mentioned features is the tapered inset dielectric guide antenna. 




A i r  D j e l e c t r i c , , ^ —
Figure 1.1: S tructure of the tapered inset dielectric guide antenna. Top and side 
views.
The antenna consists of a rectangular waveguide connected to a tapered  slot filled 
with dielectric, flush m ounted in a ground plane. The tapered slot can be considered 
as a section of non-uniform inset dielectric guide, IDG. This simple structu re pro­
duces a rugged, inexpensive antenna. Construction using spray m etallised plastic 
com ponents, ra ther than a solid m etal block, would lead to an extrem ely lightweight 
structure. In addition, the antenna presents an aerodynam ic profile when m ounted 
in a surface, a feature frequently dem anded in avionic and autom otive applications.
The design of the taper exerts control over the orientation and w idth of the main 
radiated beam , and the slot dimensions can be altered to give nearly pure po­
larisations. In a narrow deep slot, nearly pure horizontally polarised radiation is 
obtained whilst a wide shallow slot gives nearly pure vertically polarised radiation.
The broadband nature of this antenna has long been established, w ith 2:1 and 4:1 
bandw idths having been reported [1, 2]. The antenna in p u t/o u tp u t is a dielectric- 
filled waveguide, allowing relatively straightforward integration with other circuitry 
for realising com plete systems. The tapered inset dielectric guide an tenna there­
fore represents a viable solution to the problem of antenna selection for m odern 
com munication systems.
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1.2 O bjectives o f th e  T hesis
This thesis focuses on the development of methods of analysis applicable to the 
tapered inset dielectric guide antenna. In previously published work two m eth­
ods have been used to predict the far field radiation pattern  of the structure; an 
analytical m ethod based on the H-guide [3] and the numerical finite-difference time- 
domain (FDTD) m ethod [4]. The H-guide m ethod is based on the assum ption that 
it is possible to represent the field distribution of the dielectric filled slot by that 
of an H-guide. This m ethod has been shown to provide quick, reasonable predic­
tions of the antenna far fields. However, comparison with measured results has 
dem onstrated the superior accuracy of the FDTD m ethod. The penalty for this 
increased accuracy lies in the extended computing times required by this method. 
Furthermore, certain antenna geometries, such as those where the slot flares out in 
width, can become unmanageable in terms of the computing resources required.
Given the foregoing, it is desirable tha t further consideration be given to analytical 
methods, such as the H-guide m ethod, which can rapidly provide accurate results 
and which are suitable for use with a wide range of geometries. This forms the most 
im portant aim of the work carried out for this thesis. A new analytical m ethod has 
been developed based on an improved H-guide model of the antenna structure.
A second objective is to develop the FDTD model of the IDG antenna. The existing 
implementation incorporates an approximate model of the finite ground plane, and 
does not process all parts of the antenna structure. The work presented in this 
thesis aims to remove these limitations and approximations.
A third, related, aim of the work has been to characterise the antenna and inves­
tigate its operation to a greater degree than has been done previously. This is, to 
some extent, necessary as part of the development of the theoretical models and to 
facilitate explanation of the results tha t are obtained from them.
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1.3 T hesis S tructure
The following paragraphs give a brief resume of the contents and structure of the 
remaining chapters of the thesis.
Chapter 2 comprises an introduction to the subject m atter considered in the the­
sis, and presents a survey of the relevant literature. The properties of IDG are 
discussed, and the techniques tha t have been used to characterise it are reviewed. 
A general consideration of tapered slot antennas is then given, and the place of the 
tapered IDG antenna within this category is highlighted. Methods for the analysis 
of waveguide discontinuities are also reviewed.
Building on the contents of Chapter 2, the state of the art in tapered IDG antenna 
theory is considered in detail in Chapter 3. Two methods for uniform IDG analysis 
are described, together with a m ethod for characterising field behaviour close to 
m etal edges. A general theory for aperture antennas is developed, and the two 
methods tha t have been applied to tapered IDG antennas in the past are discussed.
Chapter 5 develops the theory of the H-guide and carries out a study of the fields of 
IDG. The la tter enables the validity of the H-guide model of IDG to be investigated.
As part of the development of an analytical method for the antenna, the power 
losses of the fundam ental mode as it propagates on the IDG taper are sought. 
Chapter 4 considers in detail a mode matching scheme based on a bounded struc­
ture for analysing step discontinuities in waveguides. The technique is extended 
and applied to H-guide steps and tapers in Chapter 6
Chapters 7 and 8 detail the development of the new analytical and numerical 
models of the tapered IDG antenna respectively, and give comparisons between 
theoretical and experimental results. The models are further tested, and compared 
against each other, in Chapter 9, which also considers the effect of siting antennas
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of both polarisations in a mounting surface. FDTD results are used in this chapter 
to reveal the field distribution around the antenna and its m ounting block.
Chapter 10 contains a number of results, most of which are experim ental, studying 
the characteristics of the tapered IDG antenna. New types of feed are proposed 
and evaluated. Antenna input impedance, gain, polarisation properties, and higher 
frequency operation are investigated. A novel dual polarised structure is described 
and some results presented.
Finally, Chapter 11 draws together the foregoing chapters with some concluding 
remarks. The main achievements of the work carried out are highlighted, as are 
those areas where further work could usefully be done.
1.4 C hapter Sum m ary
The tapered IDG antenna has been identified as a viable structure for use in modern 
communication systems. The current situation as regards theoretical analysis of the 
antenna structure has been introduced. A requirement for an improved analytical 
m ethod has been noted. An investigation into the development of such a method 
has been identified as the key objective of the work presented in this thesis.
Chapter 2
R eview  of Past D evelopm ents
The aim of this chapter is to give an introduction to the main subject areas tha t 
are considered in this thesis, and to provide a survey of the relevant literature. The 
chapter is split into three sections which deal with inset dielectric guide, tapered 
slot antennas, and the analysis of waveguide discontinuities respectively.
2.1 Inset D ielectric  G uide
2.1 .1  In trod u ction
The type of antenna under consideration in this thesis is constructed from a length 
of inset dielectric guide (IDG) of non-uniform cross section. Before examining the 
antenna structure itself, it is useful to consider the properties of uniform IDG as a 
transmission medium, and to review the methods tha t have been used to analyse 
it.
The structure of IDG is shown in Fig. 2.1. It consists of a slot filled with dielectric 
m aterial, flush mounted in a ground plane.
2.1 Inset Dielectric Guide 7
Figure 2.1: S tructure of IDG.
IDG is a low loss transm ission medium  suitable for use at microwave and millim etre 
wave frequencies. It is a development of trapped image guide, which consists of 
a dielectric block located in a m etal trough. Trapped image guide combines the 
low losses of image guide with improved field confinement at curved sections [5]. 
However, trapped  image guide is not straightforward to m anufacture. IDG was 
thus proposed as an easy-to-m anufacture, and therefore lower cost, alternative to 
trapped image guide [6]. IDG provides a high degree of field confinement and 
low loss at discontinuities, allowing energy to be directed around reasonably tight 
bends.
IDG can be fabricated in a num ber of ways. The most obvious m ethod is to cut 
a slot in a m etal sheet or block and then fill it with dielectric. E ither low m elting 
point dielectric in liquid form can be poured into the slot, or a dielectric slab can be 
cut to the required dimensions before fitting into the slot. Equally, a plastic mould 
can be used which can be spray-m etallised. O ther options exist for prototyping 
work, especially at lower (i.e. X-band) frequencies. As part of the work for this 
thesis, IDG has been fabricated from plastic sheeting covered with alum inium  foil. 
A wooden block has also been used instead of plastic sheeting.
Thus, the positive physical a ttribu tes of IDG are its strength , simplicity, light 
weight and its ability to be flush m ounted into a surface.
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2 .1 .2  ID G  F ields
In general the modes of IDG are hybrid, having three m agnetic and three electric 
components. However, the analysis of IDG can be significantly simplified if cer­
tain slot geometries are chosen. For wide shallow slots the Longitudinal Section 
Magnetic (LSM) five field approximation may be used. In a narrow deep slot the 
Longitudinal Section Electric (LSE) approximation can be applied [7]. By using 
these slot geometries, nearly pure polarisations can be obtained [8, 9].
2 .1 .3  A p p lica tion s
Since IDG was originally proposed, a number of researchers have investigated vari­
ations on the basic guide structure for use in various applications. The following 
is a review of the most im portant work tha t has been carried out to date:
L in ea r A rra y s : The polarisation properties of IDG can be exploited to produce 
linear arrays with very low cross polarisation. This has been done by laying con­
ducting strips onto the guide surface. Currents are induced in the strips leading 
them  to act as dipole radiators. In [9] transverse strips were laid on a deep slot 
IDG to couple to the fundam ental LSE mode, whilst in [8] longitudinal strips were 
laid on the surface of shallow slot IDG in order to couple with the fundam ental 
LSM mode. This principle has been extended to a two-dimensional LSM polarised 
array [10].
M ic ro s tr ip  L o ad ed  ID G  (M L ID G ): This structure was proposed by Rozzi et 
al. [11]. It consists of a longitudinal strip placed on the air/dielectric interface 
of IDG. The proposal of MLIDG was a result of the work on linear arrays cited 
above. Indeed, the LSM polarised linear array can be considered as consisting 
of a cascade of alternating MLIDG and IDG sections. MLIDG could be used to 
feed such an array, and would seem to be suitable for integration with other planar
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structures such as microstrip. Additionally, it may offer an alternative to microstrip 
at m illimetre wave frequencies. MLIDG supports two types of mode; microstrip- 
type modes due to the presence of two conductors, and dielectric modes similar to 
those of IDG. A rigorous analysis has been carried out in [12]. An extension to the 
MLIDG structure, where a multi-layer, multi-conductor circuit is contained within 
an IDG slot is considered by Izzat et al. in [13].
M u lti- la y e r  S tru c tu re s :  In [14, 15] an investigation into the influence of the di­
electric filling on the IDG monomode bandwidth is carried out. It is dem onstrated 
tha t the monomode bandwidth with a single dielectric filling may be made greater 
than tha t of comparable m etal rectangular waveguide (RWG) by appropriate choice 
of perm ittivity  of the dielectric. Additionally, it is shown th a t by using two dielec­
tric layers in the IDG slot, the monomode bandwidth can be greater than tha t of 
a standard double ridge waveguide. Twin layer IDG, therefore, is an attractive 
medium for wideband applications at microwave and millimetre wave frequencies.
F e r r i te  L o ad ed  ID G : Analysis of a double-layered IDG containing a magnetised 
ferrite has dem onstrated tha t the non-reciprocity of the propagation constants can 
be controlled by varying the relative perm ittivity of the dielectric layer [16]. Such a 
structure is suitable for application in non-reciprocal phase shifters. Further work 
on ferrite loaded IDG in [17] has shown that much higher differential phase shift 
values can achieved using three-layer structures.
C o p la n a r  W av eg u id e  (C P W ) L o ad ed  ID G : This structure was proposed by 
Fan and Pennock in [18], and consists of CPW  placed on the surface of IDG. 
It is claimed tha t this arrangement combines the advantages of CPW  and IDG 
whilst shedding some of the problems associated with CPW . The advantages of 
CPW  loaded IDG over standard CPW include the removal of the need for air 
bridges for ground equalisation, improved mechanical tolerance and heat sinking, 
better field confinement, suppression of surface modes, and a wide range of possible 
characteristic impedances due to the large number of degrees of freedom available
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in the guide design.
C o u p le d  ID G : Various investigations have been carried out into the character­
istics of coupled lines in order to facilitate the design of directional couplers in 
IDG. Pennock et al. [19] have performed an analysis of coupled IDG for the lim it­
ing cases of deep and shallow slots. In [20], Fan and Pennock present an analysis 
tha t removes these limitations. The results of their investigation show that with 
appropriate choice of slot depth, the IDG coupler shows quite broadband flat cou­
pling characteristics. Broadside coupled strip IDG has been investigated in [21] 
and [22]. Fan and Antar have recently considered a num ber of more elaborate 
coupling structures [23, 24].
D e te c to r  D io d e  M o u n tin g : Pennock et al. [25] have shown th a t a detector diode 
can be mounted in deep slot IDG, across the narrow slot dimension, as can be done 
in RWG. Diode performance is comparable with th a t achievable in RWG. Diode 
mounts such as this enable the fabrication of simple receiver front ends entirely 
in IDG (i.e. antenna, coupler, detector/m ixer) without having to introduce lossy 
transitions to other media.
The use of IDG in endfire antennas has been om itted from the above list. This 
particular application is considered in detail in Section 2.2.3.
2 .1 .4  M eth o d s o f  A n alysis
A number of techniques have been employed to analyse the various forms of IDG. 
These are summarised below.
E ffec tiv e  D ie le c tr ic  C o n s ta n t M e th o d : Zhou and Itoh [26] used the effective 
dielectric constant (EDC) method to analyse trapped image line. In their analysis, 
IDG is used as an equivalent structure to trapped image line, though it is not specif­
ically identified as a viable transmission structure by the authors. The transverse
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resonance condition is then applied at the air/dielectric interface of the equiva­
lent structure. Reasonable values for the propagation constant of the fundamental 
mode were obtained using this method.
T ran sv e rse  R eso n a n ce  D iffrac tio n : An im portant feature of IDG is the sin­
gularity in the transverse fields due to the 90° m etal edges of the structure. Any 
accurate analysis must take this feature into account. The transverse resonance 
diffraction (TRD) m ethod [6] was the first rigorous analysis of IDG to be car­
ried out. TRD takes account of the field singularities whereas the EDC technique 
ignores them.
TRD is a space domain variational analysis in which sets of integral equations are 
derived from potential functions by application of the relevant boundary conditions. 
These sets of equations are solved for the propagation constant. This is done using 
Galerkin’s m ethod [27, chapter 7], with the unknown function being expanded by a 
suitable set of basis functions. By using Gegenbauer polynomials as the basis terms, 
the field singularities at the 90° edges are taken into account and convergence is 
rapid. Using this method accurate values for the propagation constants of the first 
few discrete modes were obtained [6].
Following on from the above work, TRD was used by Rozzi and Ma [7] to charac­
terise the continuous modes of LSE and LSM polarised IDG.
The TRD technique has also been used to analyse coupled IDG under LSE and 
LSM polarisations [19], twin-layer IDG [14], and microstrip loaded IDG [12]. Iz- 
zat et al. [13] presented a generalised TRD m ethod for analysing multi-layer, m ulti­
conductor circuits housed within IDG.
C h a ra c te r is t ic  G re e n ’s F u n c tio n  A p p ro ach : In [28], Rozzi and Sewell devel­
oped a m ethod for the derivation of the continuous spectrum  of open waveguides 
of non-separable cross section in full hybrid form. Previous work on the continuum 
of IDG ([7], see above) used an expansion in plane waves of the air space above the
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guide without enforcing satisfaction of boundary and edge conditions on each indi­
vidual spectral component. In [29], the characteristic Green’s function approach is 
applied to the specific geometry of IDG, and the continuous spectrum  is rigorously 
derived.
M o d e  M a tc h in g : Ma et al. [30] have developed a simplified model of IDG to 
which a mode matching technique is applied. The model is based upon the fact 
tha t the transmission of power in IDG is confined mostly around the slot, so tha t if 
lateral m etal walls are placed at some distance away from the slot, the propagation 
characteristics of the guide are little affected. The fields in both the slot and in the 
air can then be expanded in term s of parallel plate modes, and the characteristic 
equation can be obtained using the transverse scattering m atrix  technique [31].
Compared to TRD this analysis is straightforward, and it dem onstrates rapid con­
vergence. The method is able to generate values for the bound mode propagation 
constants tha t are within 1% of those calculated by TRD in [6]. However, the au­
thors concede tha t modelling of the fields above the guide and of the singularities 
at the guide edges is done better by TRD.
It is claimed tha t this technique is easy to modify for variations on the basic IDG 
structure. Indeed, the method has been applied to IDG with a trapezoidal shaped 
slot and the results from this show tha t some m anufacturing variation in the slot 
shape does not make much difference to the guide propagation constants. This is an 
im portant feature of IDG, and is particularly useful when fabricating components 
for use at millimetre wave frequencies.
E x te n d e d  S p e c tra l D o m a in  M e th o d : The spectral domain m ethod for calcu­
lating the propagation constants of microstrip lines was originally proposed by 
Itoh and M ittra [32], and was successfully applied to several microstrip struc­
tures [33, 34]. The method is based on the application of Galerkin’s m ethod in 
the finite Fourier transform (spectral) domain. Itoh later generalised the tech-
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nique [35]. In general terms, there is much similarity between the spectral domain 
and TRD methods. In both cases, sets of integral equations are derived from po­
tential functions. In the (space domain) TRD approach, these integrals are solved 
directly by Galerkin’s m ethod, with the unknown functions being expanded by 
a suitable set of basis functions. In the spectral domain approach, the integral 
equations are Fourier transformed before solution by Galerkin’s m ethod.
More recently, the spectral domain m ethod was extended and used to analyse a 
number of IDG structures, including ferrite loaded IDG [16, 17], coplanar waveguide 
loaded IDG [18] and coupled inset dielectric guides [21, 22, 20, 23, 24]. Work on 
this technique still continues, with further enhancements having been published 
recently by Fan and Antar [36].
F in ite  D ifference T im e D om ain  Techniques: The finite-difference time-domain 
(FDTD) m ethod was introduced by Yee [37], and is a numerical technique used to 
solve electromagnetic scattering problems. The starting points for an FDTD analy­
sis are the two Maxwell curl equations in derivative form in the tim e domain. These 
are expressed in a linearised form as finite-difference equations. This is possible as 
the problem space is broken into many cells. The FDTD algorithm  works on the 
assumption tha t the field behaviour between adjacent cells can be approximately 
described by a linear function. The waves propagating from a source are modelled 
by repeatedly iterating these linearised equations. Time stepping is continued until 
steady state  conditions are reached. Good discussions of the basic FDTD method 
and its applications are given in [38] and [39].
The FDTD equations cannot be applied to the nodes on the outer boundaries of the 
com putational space as certain field components required for the finite-difference 
equations fall outside it and so are unavailable. Absorbing boundary conditions 
must be enforced such tha t outgoing waves are not reflected back into the problem 
space, thereby distorting the solution. There is much literature discussing FDTD 
boundary conditions, for example [40, 41, 42],
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The advantages of FDTD lie in its being both rigorous and very versatile, as well 
as being straightforward to apply. It is applicable to conducting, dielectric or 
magnetic bodies, which may be either homogeneous or inhomogeneous, and which 
may have arbitrary shapes.
Two dimensional FDTD techniques have been used to analyse a wide range of 
structures, with a three dimensional technique having more recently been applied 
to open dielectric structures [43]. Antenna structures have also been modelled [44, 
45, 46].
A three dimensional Finite Difference Time Domain m ethod has recently been 
developed and applied to deep and shallow slot inset dielectric guide, and has 
also been used to characterise the rectangular waveguide to IDG transition [47, 
48]. Good agreement has been noted between FDTD, TRD, and experimental 
results [47]. W hilst the TRD and extended spectral domain methods discussed 
above have been found to give accurate results for IDG structures with uniform 
cross sections, they become rather more awkward to apply for structures with non- 
uniform cross sections, such as flared antennas [3]. This increased difficulty in the 
application of the earlier techniques was the m otivating factor for the development 
of an FDTD code, the flexibility of which is ideal for such applications.
H -G u id e  A n a ly sis : As has been stated, the TRD and extended spectral domain 
methods become more difficult to implement for IDG structures with non-uniform 
cross sections. FDTD gives good results, and is relatively easy to implement for 
such structures, but is very demanding in terms of computing resources, and run 
times can be long. W ith these problems in mind, an approxim ate analytical method 
based on the so-called H-guide has been developed.
The H-guide was first proposed by Tischer [49] as a low loss microwave transmission 
medium which would simplify the m anufacture of complex microwave circuits. The 
structure of H-guide is shown in Fig. 2.2(a), in cross section.










Figure 2.2: (a) S tructure of H-guide, (b) A lternative structure.
The analysis of H-guide was further developed by Tischer [50] and by W alter [51]. 
The modes of H-guide, together with those of the closely related non-radiative di­
electric (NRD) guide are studied in [52]. The H-guide analysis is applicable to a 
reasonable approxim ation to the structu re shown in Fig. 2.2(b), which is effectively 
IDG, so th a t the H-guide analysis can be used to approxim ately characterise IDG. 
The analysis is straightforward and can be perform ed very rapidly by com puter. 
The H-guide analysis, therefore, offers a rapid and reasonably accurate alternative 
to FDTD for use with IDG structures with non-uniform cross sections. Applica­
tion of this m ethod to antenna geometries has been carried out and reasonable 
results have been achieved when compared to FDTD, extended spectral domain, 
and experim ental results [3, 4, 53].
The accuracy of the H-guide model is clearly lim ited by the fact th a t, like the EDC 
technique, the  field singularities are not modelled due to the assum ption th a t there 
are vertical m etal walls on either side of the slot.
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2.2 Tapered S lot A ntennas
2.2 .1  In trod u ction
The tapered IDG antenna is a member of the class of structures known as travelling 
wave antennas (TWAs). A TWA can be defined as an antenna for which the fields 
tha t produce the radiation pattern  may be represented by one or more travelling 
waves [51]. Based on this definition, a variety of structures can be classified as 
endfire TWAs. The simplest of these is the long wire antenna. O ther common 
examples are dielectric rod, corrugated rod, and helical antennas.
Tapered slot antennas (TSAs) are a sub-class of endfire TWAs. In recent published 
m aterial, the term  tapered slot antenna has generally been used to refer to printed 
planar structures. Structural differences aside, the tapered IDG antenna shares 
many characteristics with such planar TSAs. Indeed, for applications where one 
could contem plate the use of a tapered IDG antenna, it is likely th a t a planar TSA 
could also be considered as an alternative solution. To some extent, the current 
research into IDG antennas was m otivated by the recent activity in planar TSA 
research. In order to emphasise and reinforce its relationship to the planar TSA, 
the IDG tapered slot antenna is hereafter referred to as the IDG-TSA.
The objective of this section of the thesis is firstly to review the development history 
of some of the common types of planar TSA and to summarise their properties. 
Secondly, the state  of research into the IDG-TSA is reviewed and its characteristics 
are considered and compared to those of planar TSAs.
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2 .2 .2  P lan ar T apered  Slot A n ten n as
Stru cture
Research interest in planar endfire TSAs was revived by Gibson [54] with the 
introduction of the Vivaldi antenna. This structure consists of an exponentially 
tapered slot cut in a thin m etal film on a dielectric substrate. Some common 
variations on this theme include the linearly tapered slot antenna (LTSA) [55] 
where the exponential taper of the Vivaldi is replaced by a linear taper, and the 
partially constant width slot antenna (CWSA) [56] where a linearly tapered section 
is followed by a constant width section. A range of further taper profiles have been 
investigated experimentally more recently in [57].
A currently popular type of planar antenna is the microstrip patch. One can see 
th a t the planar TSA maintains all the structural advantages of the patch, i.e. low 
profile, light weight, low cost construction, and apparent ease of integrability into 
microstrip systems. Additionally, the planar structure and endfire properties of 
the TSA make it suitable for building into very compact arrays. An im portant 
advantage of the TSA over the patch is the much wider operating bandwidth tha t 
it offers.
M ode o f O peration
In general, a TWA can be classified as a slow wave or a fast wave structure. In 
the slow wave case, the phase velocity vv of the travelling wave is less than the 
velocity c of a plane wave in free space. So vp < c or (3 >  Ro, where /3 and Ro are 
the propagation constants of the travelling wave in the m edium  and in free space 
respectively. For fast wave structures, vp >  c and /? <  Re­
considering for a moment uniform rather than tapered structures, waves travelling
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thereon may be classed as either leaky waves or surface waves. Leaky waves con­
tinuously lose energy to radiation as they move along the medium. Most fast wave 
antennas are leaky wave structures. On the other hand, surface waves propagate 
along an interface between two media without loss of energy. The wave is bound 
to the surface, and only loses energy at discontinuities. A characteristic of surface 
waves is th a t their velocity is less than th a t in the surrounding medium. As such, 
slow wave antennas are usually surface wave structures. The term s leaky wave and 
surface wave are usually applied to uniform structures.
The radiation mechanism of the TSA is not yet fully understood [57]. Opinion is 
divided on whether radiation is based on leaky waves [54] or surface waves [56]. 
Different structures may indeed produce radiation by different means. Certainly, 
those antennas where there is no supporting dielectric substrate m ust be leaky 
wave structures. Indeed, a given tapered structure may support both surface and 
leaky waves as the propagation constant varies along the taper.
P rop erties
One advantageous feature of planar TSAs is their good performance over a wide 
frequency band. Gibson [54] reported satisfactory operation of a Vivaldi antenna 
over a bandwidth extending from 2GHz to 40GHz. In addition to having a wider 
bandwidth than a comparable microstrip patch, reported planar TSAs also display 
narrower beamwidth and higher gain [58]. Despite the planar nature of the TSA, it 
can produce symmetrical radiation patterns. These structures are suitable for use 
at millimetre and sub-millimetre frequencies [59, 60], due in part to their compact 
geometry and ease of integration with other planar devices.
The antenna properties - gain, radiation pattern , cross-polarisation - are dependent 
on the field distribution on the antenna surface. These may be controlled by 
varying the physical properties of the structure, such as the length, width, substrate
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perm ittivity  and thickness, and the taper shape.
A lim itation on the use of the planar TSA in broadband applications is the diffi­
culty of obtaining a sufficiently broadband transition onto the antenna at the feed. 
The feed section of a planar TSA is usually a slot-line. Integration into a system 
often requires a transition to microstrip. Early designs made use of an existing 
microstrip to slot-line transition [61] but this is band-lim ited due to the inclusion 
of a A/4 length of line in the design. Various improved feeds for TSAs have been 
proposed [62], A smooth transition between microstrip and slot-line, via parallel 
strip-line, is achieved by the so-called antipodal Vivaldi antenna [63] whereby m et­
allisations on either side of the substrate are flared in opposite directions in order 
to form the tapered slot. This transition has been shown to perform well and to 
restore wideband characteristics to the combined structure [64].
Another problem area with planar TSAs is the level of cross-polarised radiation. 
The antipodal Vivaldi antenna has been found to exhibit high cross-polarisation, 
a figure of - l ld B  was quoted in [65] whilst variation between -5 and -15dB was 
observed in [64]. The cross-polarisation characteristics of the standard Vivaldi an­
tenna are better than the antipodal structure but are still not good. In [64, 66], 
measured cross-polarised radiation was reported to be generally between -10 and 
-20dB, but sometimes rising to be close to the co-polarised level. In the la tter ref­
erence, the cross-polarisation levels were much higher than FDTD predictions and 
were considered to be due to difficulties in manufacturing a perfectly symmetrical 
antenna and feed arrangement.
More recently, a balanced antipodal Vivaldi antenna has been proposed [64] to 
try  to combat cross-polarisation problems, which are a ttribu ted  to a skew in the 
slot fields close to the throat of the flare. The new structure adds a further di­
electric layer together with an additional layer of metallisation. The structure 
has dem onstrated lower cross-polarisation levels, whilst m aintaining the wideband 
characteristics of the antipodal antenna. Good performance was observed over a 3:1
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band, with approximately equal Eh and H-plane beamwidths and cross-polarisation 
typically below -20dB. W hilst these antennas seem to give good performance, the 
increased complexity of the m anufacturing process must be borne in mind.
M eth od s o f A nalysis
Analytical methods for use with TSAs have been slow to develop, with design 
methods being essentially empirical for a number of years. The analysis of these 
antennas is complex due to the non-uniformity of the fields in the tapered slot.
The m ethod of Janaswamy et al. [67] was the first analytical m ethod to be proposed. 
This two-step m ethod firstly determines the tangential Ehfields in the slot using a 
spectral domain technique, before obtaining the radiated far fields using a Green’s 
function. The continuously varying slot profile is approxim ated by a series of steps, 
so tha t the problem can be considered as a set of uniform lines connected end to 
end. The main problem with this stepped approximation m ethod is th a t it does not 
take into account the finite extent of the ground plane. To overcome this problem, 
a technique based on the moment method (MM) was proposed in [68]. This method 
is accurate for air-dielectric antennas but approximate for those antennas with a 
supporting dielectric substrate.
Ndagijimana et al. [69] have applied a three-dimensional transmission line m atrix 
(TLM) technique to a TSA. This appears to be the first published numerical anal­
ysis of a TSA, and provides some interesting physical insights into the antenna 
operation. However, no comparisons to measurement were made in order to vali­
date the method.
The finite-difference time-domain (FDTD) m ethod has been applied to single and 
double flare Vivaldi antennas, and to single and arrayed ‘quad’ elements by Thiele 
and Taflove [66] and to the balanced antipodal Vivaldi antenna by Langley et 
al. [64]. Good results have been obtained using this m ethod.
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Of the above methods, MM, TLM, and FDTD require significant computing re­
sources and are better suited to shorter structures where run times are less pro­
hibitive. Only the stepped approximation technique can provide reasonably accu­
rate  results rapidly.
2 .2 .3  In set D ie lectr ic  G uide T apered S lot A n ten n a s
Stru cture
The structure of the IDG-TSA has already been introduced (Fig. 1.1). Research 
was carried out in the 1950s by Stephenson and W alter [1] and by Eberle et al. [2] 
into a structure similar to the IDG-TSA. At this stage inset dielectric guide had not 
been ‘invented’ so the antenna was described as being constructed from a tapered 
dielectric loaded rectangular waveguide with a broad wall removed. Both tapered 
depth and flared width structures were examined.
Recently, there has been renewed interest in these structures. As has already been 
mentioned, this is due in part to the general increase in research interest in planar 
antennas. In addition, as applications at millimetre wave frequencies are now more 
common, there will be an increasing requirement for antennas th a t can operate 
at these frequencies. IDG is known to be a suitable transm ission medium for 
millimetre wave frequencies. It is natural, therefore, tha t radiating structures that 
can be integrated with it should be investigated.
Recent work on the IDG-TSA has been carried out by Stoiljkovic et al. both at 
X-band [3, 4] and Ka-band [53] frequencies. The ease of m anufacture of IDG and 
its relative tolerance, in term s of performance, to m anufacturing variations makes 
it particularly attractive as a millimetre wave antenna medium.
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M ode o f O peration
The IDG-TSA is a slow-wave structure. Thus, the structure radiates due to per­
turbation of the surface wave by the discontinuities introduced by the depth taper 
and/or width flare. By tapering the IDG depth down to a point, the discontinuity 
at the end of the slot is minimised and so back radiation is reduced.
P ro p erties
The radiation patterns generated by the IDG-TSAs investigated to date are near- 
endfire in the elevation plane. Pure endfire operation is not possible due to the 
effect of the ground plane. As with the planar TSAs discussed in the previous 
section, the antenna structure by itself is capable of wideband operation. The 
practical bandwidth is lim ited mainly by the characteristics of the feed structure 
and by the discontinuity at the beginning of the slot.
Stephenson and W alter [1] noted tha t the measured radiation patterns differed 
somewhat from those predicted by simple theory. This discrepancy was a ttributed  
firstly to the effect of the finite ground plane and secondly to the discontinuity at 
the feed. To characterise the first of these effects a useful approxim ate theoretical 
model was proposed, and later elaborated upon in [51]. A ttem pts were made to 
reduce the la tter effect by the use of discontinuity minimisers at the feed. These 
investigators constructed a large-aperture antenna which produced a satisfactory 
pencil beam over a 2:1 bandwidth with sidelobes in the horizontal pa ttern  at least 
20dB down. The VSWR was less than 1.4 over the 2:1 band with a discontinuity 
minimiser fitted, or less than 2.2 without.
Eberle et al. [2] further developed the design and obtained a m oderately directive 
pencil beam  over a 4:1 frequency band. Both horizontally and vertically polarised 
forms of the antenna were considered. The pure polarisation properties of IDG
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would lead one to expect these antennas to exhibit low cross-polarisation when 
compared to planar TSAs. Eberle et al. report tha t for a vertically polarised 
structure, cross-polarised radiation was 15dB below the co-polarised component, 
although no figures are given for a horizontally polarised antenna.
The research to date indicates tha t feeding problems with the IDG-TSA are less 
acute than with planar TSAs. The use of discontinuity minimisers in order to 
obtain a reasonably wideband input VSW R has already been mentioned. Equally, 
a rectangular waveguide to deep-slot IDG transition utilising a tapered dielectric 
section has been dem onstrated in [6] to give a VSWR of less than  1.12 at X- 
band frequencies. Also, integration of IDG with other planar structures seems 
feasible [12], raising the possibility of a microstrip feed. It would be possible to 
integrate an IDG-TSA with a complete front-end receiver system fabricated from 
IDG, as IDG couplers [19, 20] are available and detector/receiver diodes can be 
mounted in it [25].
M eth od s o f A nalysis
To date, analytical methods have concentrated on long-aperture, vertically po­
larised structures.
Two theoretical analyses have so far been used to predict the IDG-TSA radia­
tion pattern . In [3] a two-step m ethod is described. In the first step the electric 
field distribution in the slot is obtained, and in the second step the far fields radi­
ated by the equivalent magnetic current in the slot are calculated by breaking the 
aperture into a large number of small rectangular elements. The aperture distri­
bution is determined in one of two ways; either using a spectral dom ain method 
or by approximating the IDG by an H-guide. FDTD has also been applied to the 
IDG-TSA [4, 53].
The above methods include the simple approximate technique proposed by Wal­
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ter [51] to take account of the finite size of the ground plane. Each of the methods 
has appeared to provide reasonable results when compared to m easured data, with 
FDTD being the most accurate but most demanding in term s of computing tim e 
and resources.
These methods form the starting point for the theoretical aspects of the work 
presented in this thesis. Further comment upon them  will be suspended until 
Chapters 7 and 8, where comparison with more recent results will allow greater 
insight into both the characteristics of the IDG-TSA and into the efficacy of the 
methods.
2.3 A nalysis o f W aveguide D iscon tin u ities
2.3 .1  In trod u ction
As part of the development of an analytical m ethod for predicting the characteris­
tics of the IDG-TSA it was considered desirable to assess ways of quantifying the 
mode conversion occurring on the IDG taper. It is im portant to do this in order to 
provide data  on how the am plitude of the first bound mode on the structure decays 
as it passes along the aperture due to transfer of energy to other bound modes and 
to radiation.
The methods available to analyse a waveguide taper can be divided into two broad 
categories. The first set of methods are those tha t have been developed to analyse 
transverse steps in waveguides. These include mode matching and integral-equation 
techniques. Clearly such methods can be used for taper analysis by breaking the 
taper into a cascade of steps. The second set of methods may be referred to as 
differential equation techniques. These methods have been developed specifically 
for application to continuously varying waveguide profiles such as tapers. The next
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two sections review some of the im portant contributions to the development of 
both sets of techniques with the eventual aim of selecting methods suited to the 
analysis of the IDG taper.
2 .3 .2  A n a lysis  o f  T ransverse S tep s in W avegu ide
The waveguide discontinuity problem is very common in microwave engineering and 
so has received much attention over the years. The equivalent circuits of a large 
number of configurations were calculated in the period 1940 to 1950 by a variety 
of analytical techniques [70]. In a small number of cases, exact solutions are avail­
able using the integral-transform technique, but approximations are usually nec­
essary. Of the early approximate techniques the variational and integral-equation 
approaches have proved useful [71, 72].
Problems with these early methods include the complexity of their formulation and 
the difficulty of using them  for the case of a discontinuity where more than one 
propagating mode exists [73]. These techniques were tailored towards producing 
solutions tha t could be obtained by hand calculation. This usually necessitated the 
inclusion of a number of approximations. The availability of reasonably powerful 
digital computers from the mid 1960s onwards allowed less approxim ate techniques 
to be employed which were simpler in their formulation and were able to cope with 
multiple modes, but required long and repetitive calculations to be carried out. A 
class of techniques falling into this category are known as mode m atching methods.
In [74], Clarricoats and Slinn proposed a mode matching m ethod applicable to 
small steps in the dielectric loading of a circular waveguide. Transverse modes are 
m atched at the discontinuity and the orthogonality condition is used to derive two 
infinite sets of equations in the mode amplitudes. These equations are truncated 
for solution on a computer. Clarricoats and Slinn extended the m ethod in [70] to 
a wider range of discontinuities in closed waveguides. M asterm an [73] proposed
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modifications to allow mode matching to be applied to thin irises.
Extension of the mode matching technique to open waveguides, such as the dielec­
tric slab and IDG, is not straightforward. The difficulties arise from the infinite 
cross section of the open guide and from the necessity of including the infinite con­
tinuum  of radiation modes. Mode matching is not therefore ideally suited to the 
open waveguide problem. Certainly, an exact solution does not appear possible. 
However, various approximate methods have been proposed.
Marcuse [75] proposed an approximation to calculate the radiation loss at a small 
step in a monomode dielectric slab waveguide. This is then extended to tapers by 
discretising the boundary. Given the limits of its application, this m ethod provides 
satisfactory results.
Clarricoats and Sharpe applied the mode matching m ethod to a discontinuity in 
a planar surface waveguide in [76]. Their approach assumes th a t the waveguide 
step is surrounded by a finite layer of cladding of a lower perm ittiv ity  than the 
waveguides. By judicious choice of perm ittivities the authors show that coupling 
to radiation is small and can be neglected. Accurate results are obtained using this 
simple m ethod but it becomes invalid if the discontinuity is surrounded by air, due 
to the increased coupling of energy to the radiation spectrum . As such, this method 
is of little  use for antenna structures. Hockham and Sharpe [77] applied an integral- 
equation m ethod to the same problem and their results show agreement with those 
in [76]. However, the integral-equation method is still valid for a step surrounded 
by air. Backward radiation from the junction is neglected in this m ethod. This is 
justified as it is known that the radiation pattern  of this type of discontinuity is 
predom inantly in the forward direction [78].
Mahmoud and Beal [79] extended the mode matching m ethod of Clarricoats and 
Slinn to open waveguides in a more general manner. The infinite integrals in the 
equations produced by the mode matching are converted into discrete summations
2.3 Analysis o f Waveguide Discontinuities 27
by expressing the radiation mode am plitudes in term s of known functions (Laguerre 
polynomials). One advantage of using Laguerre polynomials is th a t their form is 
such tha t they effectively and efficiently model the physical situation. As the order 
of the polynomial increases, its decay with wavenumber becomes slower. Hence, 
the part of the continuous spectrum  corresponding to high values of wavenumber, 
i.e. the evanescent modes with /? imaginary, will be effectively represented by the 
higher order Laguerre functions.
A rigorous analysis of a step discontinuity of arbitrary size in a planar dielectric 
slab was presented by Rozzi [80]. This m ethod is based on an extension of the 
Ritz-Galerkin (RG) variational approach previously expounded by Rozzi in a num ­
ber of papers ([81, 82] for example), which had been developed for application to 
closed systems. In this technique, Laguerre polynomials are chosen as the basis 
functions for the expansion. The m ethod is extended in [83] to cascades of step 
discontinuities.
Brooke and Kharadly [84, 85] proposed a ‘variable bound’ m ethod based on mode 
matching tha t has shown close agreement with the results obtained by Rozzi using 
the RG approach. In this m ethod, the dielectric waveguide step is bounded by 
perfect electric or magnetic conductors, and the continuous spectrum  is thus dis- 
cretised. The equivalence between the modes of the open and bounded structures 
is shown. This technique has the advantage of being m athem atically less complex 
than most other methods, and it provides some degree of physical insight into the 
problem. The method was later used to calculate the radiation pa ttern  produced 
by steps in dielectric waveguides [86].
2 .3 .3  D ifferentia l E q u ation  T echniques (T aper A n a ly sis)
A number of techniques fall into this category. They have been proposed by differ­
ent researchers and carry various names. These include Coupled Mode Theory, the
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Cross Section M ethod, and the Theory of Local Modes. The m ethods are in general 
similar, and have the common feature th a t the analysis results in sets of differential 
equations containing term s th a t may be referred to as coupling coefficients.
An early contribution to the theory was made by Reiter [87], who showed tha t 
the fields in a waveguide with non-uniform cross section can be represented by 
an infinite set of modes. The waveguide can be considered as having an equiv­
alent circuit consisting of an infinite number of transmission lines, each of which 
supports a single mode and which are coupled by transformers. Reiter expressed 
the transverse fields in the waveguide, E* and H*, as a sum of uniform waveguide 
modes corresponding to a uniform waveguide with the same cross section as the 
non-uniform guide at th a t point:
OO
E t( x , y , z )  = Vm(z)em( x , y , z )
7 7 1 = 1
OO
H t( x , y , z )  =  J 2  I m{ z ) hm( x , y , z )  (2 . 1)
m—1
where em and h TO are the uniform waveguide modes, z is the direction of prop­
agation, and the am plitude term s Vm(z) and Im(z) are equivalent voltages and 
currents.
Equations for the transverse fields can be derived from Maxwell’s equations by 
resolving the E  and H  fields and the Hamiltonian operator into longitudinal and 
transverse components. The longitudinal components can then be elim inated from 
Maxwell’s equations to yield:
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Application of orthogonality conditions to these equations eventually leads to the 
following system of differential equations in the unknown equivalent voltages and 
currents [88]:
dV  00
— =  —jPmZmlm +  ^  TmnVn 
dz  i s
^  ym +  £ T nm/ n (2.3)
dz Z m ^
where (3m and Zm are the propagation constant and impedance of the m th  mode. 
The coupling coefficients Tmn describe the coupling between the n th  and m th 
modes, and are defined by the following integral across the guide cross section:
T m n ( z )  = J J s  • en dx dy (2.4)
The set of equations (2.3) are known as the Generalised Telegraphist’s equations.
The above theory was originally proposed for use with closed non-uniform waveg- 
uiding structures. The formulation has been extended to open structures where 
radiation modes also need to be accounted for. Such an extension has been pre­
sented by Snyder [89] and in [90] Marcuse gives a lucid description of coupled 
mode theory for optical waveguides. He performs an expansion of the fields of a 
non-uniform guide in terms of forward and backward travelling waves, rather than 
the equivalent voltage and current representation favoured by Reiter and others. 
These two sets of am plitude terms are related through simple relationships [91].
In parallel with the above work, researchers in the Soviet Union were working 
along similar lines. Katsenelenbaum [92, 93] proposed the cross-section method 
whereby the fields at any point in a non-uniform waveguide are represented by a 
superposition of the fields of a regular waveguide of the same cross section as the 
non-uniform guide at tha t point. The amplitudes of the modes of the uniform
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guides satisfy a set of differential equations, the coefficients of which are referred 
to as coupling coefficients. Given this description of the m ethod, it is clear that 
it is broadly similar to the methods described above. The cross section m ethod is 
discussed in detail in a recent book [94].
The work of Katsenelenbaum was extended in the monograph by Shevchenko [78]. 
In this work, the cross section m ethod is used as the basis for an analysis of open 
waveguides. Rozzi refers to the method of Shevchenko as the local modes approach, 
and has applied it to curved dielectric ridge waveguides [95, 96]. The local modes 
m ethod results in sets of equations similar to those derived by Marcuse in [90], 
which are considered in more detail in Chapter 4.
Various authors have applied coupled mode theory to a num ber of (mostly closed) 
structures. Saad et al. [97] presented a general computer analysis of gradually ta ­
pered waveguides of irregular cross section. In [98] Mirshekar-Syahkal and Davies 
proposed a combination of coupled mode theory and the spectral domain approach 
to analyse general tapered planar transmission lines. In this paper some simplifica­
tions are made which allow a closed form solution for the coupled mode equations 
to be obtained. These simplifications include considering only one forward and one 
backward travelling wave, and assuming tha t the system does not radiate.
A variety of types of waveguide taper and methods of solution for larger sets of 
differential equations are discussed in [91, 99, 100, 88]. Mode coupling in co-axial 
cable with variations in the radius of the conductors is analysed in [101] using the 
m ethod of cross sections, and the coupling coefficients are derived.
In [88], Huting and Webb performed a comparison of differential equation and mode 
matching techniques and came to the conclusion tha t the m ethods give identical 
results for gradual transitions, and similar results for steeper transitions. These 
results were obtained from a study of the Marie transducer, a closed rectangular 
to circular waveguide transition. As the mode matching methods use a stepped
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approximation of the transition, whereas differential equation m ethods assume a 
smooth transition, it was considered th a t the la tter technique may be more gener­
ally applicable to continuous functions.
2.4 C hapter Sum m ary
The following have been identified as being the main areas of interest of this work, 
and key past developments in these areas have been reviewed:
• Inset dielectric guide: research to date has shown this to be a versatile open 
waveguiding structure suitable for use at microwave and millimetre wave 
frequencies.
• Tapered slot antennas: this class of antenna has good physical and radiation 
properties, and operates over a broad bandwidth. In this chapter the tapered 
IDG antenna is identified as a member of this class.
• Analysis of waveguide discontinuities: a review of such m ethods is included 
in this chapter with a view to selecting methods suitable for application to 
an IDG taper.
Chapter 3 
ID G -TSA  Theory: State o f the  
Art
Having introduced a number of areas of interest in Chapter 2, the current chapter 
and Chapter 4 focus on specific aspects of the theory. The theory discussed in 
these two chapters was in general developed by other researchers prior to the start 
of the current work.
In this chapter the analysis of uniform IDG is considered using both space domain 
and FDTD approaches. Secondly, an analytical m ethod for modelling singularities 
is considered, and finally theory tha t can be applied to IDG antenna structures is 
introduced.
3.1 Space D om ain  A nalysis o f ID G
In Chapters 5 and 7 of this thesis, use is made of propagation constant values 
calculated using a rigorous space domain analysis of IDG. This technique, the 
Transverse Resonance Diffraction (TRD) method, was introduced in Section 2.1.4.
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TRD is known to provide accurate values for the propagation constants of the 
bound modes [6].
No development of the TRD m ethod has been carried out as part of the  current 
project. The results used in this work were obtained using the com puter program  
developed by Pennock et al. for their investigation into the bandw idth  character­
istics of single dielectric and layered dielectric IDG [14, 15].
Details of the TRD analysis of IDG are available from a num ber of sources [6, 14, 
102], so only an outline of the m ethod is given here. Referring to the IDG structu re  
of Fig. 3.1, the  full six com ponent hybrid fields can be expressed as a superposition 
of LSE and LSM fields. Thus the hybrid modes can be derived from ^/-directed 
Hertzian vector potentials II ^  and IIe:
n e =  y<pe{x,y)e 3pz 





Figure 3.1: IDG structure for TRD analysis.
The E  and H  fields can be w ritten in term s of these vector potentials [6]. The 
scalars Lpe(x,y)  and (fk(x,y)  m ust be chosen to satisfy the boundary conditions.
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Suitable expressions for these scalars in the air and dielectric regions are given by 
Pennock et al in [14]. Considering only the modes with even parity with respect to 
Ex, the analysis leads to a dispersion equation of the form:
Yn Y u E x(x,0)
=  0
. ^ Y22 _ 8xE z(x,  0)
where Yu are integral adm ittance operators, the forms of which are given in [14], 
and are defined in terms of the potentials given above. This equation expresses 
the condition of continuity of the fields at the air/dielectric interface. Solution of 
equation (3.2) is by Galerkin’s m ethod [6] whereby the fields are expressed in terms 
of a complete set of basis functions:
E x(x,0) = E xi (x )
i-ooo
6xE z(x,  0) =  Y s ZiE'zi(x)
i=0
In order to obtain rapid convergence of the solution to the dispersion equation, the 
following weight function is introduced into the basis functions:
W ( x )  =
This term  takes account of the singularity at the 90° m etal edge of IDG. A choice 
of functions tha t are orthogonal to these weighting functions are the Gegenbauer 
polynomials Cm(x)  [103]. Finally, after taking the inner product of the basis 
functions with equation (3.2), the following determ inant equation is obtained [14]:
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(Dxi i ij Exj ) (ExiYl2l3E'ZJ) ' X
= 0
. (E'ziY2llJEXJ) Z
A search for the zeros of the determ inant gives the solutions for the required propa­
gation constants. It is found tha t the solutions converge quickly, with convergence 
to three significant figures achieved using only two sets of basis functions for each 
of the tangential electric field components at the air/dielectric interface.
3.2 T he A nalysis o f ID G  by F D T D
3.2 .1  In trod u ction
The finite-difference time-domain m ethod was introduced in Section 2.1.4. It has 
been applied by Stoiljkovic et al. both to uniform IDG [48, 47] and to the IDG- 
TSA [4, 53]. The computer code produced by Stoiljkovic formed the foundation 
for the FDTD work carried out during the current project. The original code has 
been considerably extended.
The objective of this section is to describe the operation of the program used to 
analyse uniform IDG. The core of this code can be applied directly to the IDG-TSA 
structure. The modifications and extensions to the code required to do this are 
discussed in Section 3.4.5.
There are a number of papers and several books ([38, 104] for example) dealing with 
the FDTD m ethod, and its basic operation is well known. As such, the following 
sections avoid presenting detailed analysis except where doing so is necessary as a 
basis for work presented in later sections of the thesis.
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3 .2 .2  B asic  Form ulation
The FDTD m ethod was proposed by Yee in 1966 [37]. It is based on the differential 
form of Maxwell’s equations. The m ethod requires tha t both space and tim e be 
discretised such tha t space is divided into a regular lattice of cells with sides of 
length Arc, A y  and Az, and tim e is incremented in steps of At .  The differential 
term s in the Maxwell equations are approximated using finite difference equations, 
and E and H  field components are evaluated at alternative half tim e steps. This 
finally results in a set of six equations for the field components where the current 
value of a component is defined in term s of its value at the last tim e step together 
with the values of some of the components adjacent to it. Such an algorithm is 
amenable to computer implementation.
For the purposes of this work, it is more useful to consider the derivation of the 
FDTD equations from the integral forms of Maxwell’s equations. This is known 
as contour path  FDTD, or CPFDTD [105]. For a uniform grid, CPFDTD gives 
the same set of finite difference equations as Yee FDTD. However, the CPFDTD 
formulation lends itself more readily to the modelling of shaped surfaces and the 
fields around fine m aterial details such as wires, points, and edges. Some of these 
applications of CPFDTD are considered later.
The integral forms of Maxwell’s equations are A m pere’s and Faraday’s laws:
<j -4>
l E " , i - - 5 / s ' ‘h " ' s  <3-5>
Ampere’s law states tha t the sum of H  around a contour C  is equal to the rate of 
change of the electric flux density through the surface S  defined by the contour.
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Faraday’s law can be similarly expressed. These laws can be im plem ented on an 
array of electrically small spatially orthogonal contours [106]. In Fig. 3.2, A m pere’s 
law has been applied for the Ey com ponent, and in Fig. 3.3 Faraday’s law has been 
applied for the  Hy component.
Contour C
Surface S
Figure 3.2: CPFD TD  contour for the Ey com ponent.
If the two structures in Figures 3.2 and 3.3 are joined together the  cell shown 
in Fig. 3.4 is created. This m atches the original Yee cell [37], differences in axis 
labelling excepted, so without having to do any analysis one can see im m ediately 
th a t the Yee and CPFDTD  approaches are equivalent for uniform cells.
To generate the CPFD TD  tim e stepping equations the line and surface integrals 
of A m pere’s and Faraday’s law m ust be replaced by approxim ations [107]:
f F - d l  (3.6)
I F  ■ dS = (3.7)
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Contour C
Surface S
Figure 3.3: CPFD TD  contour for the Hy com ponent.
where F  is the value of the field F th a t lies in the centre of each integral domain. 
For a uniform square grid the integral domains are the cell side length A I in the 
line integral case, and the area (A I)2 for the surface integral. The field value at 
the m idpoint of a contour or at the centre of a surface is therefore assumed to be 
the average field value along the contour or over the surface.
The difference equation for the Ey component in air is derived below. Note tha t 
the field com ponent at the point in space ( i A x , j A y , k A z )  is denoted by ( i j , k )  
and th a t the value of a component F  a t a tim e n A t  is denoted by F n. Letting 
A x  = A y  =  A z  =  A /, A m pere’s law for Ey applied in Fig. 3.2 gives:
( A l ) \ 0f t Ey(i,j,  k) = Al  ( H z{i + I  j ,  + | )
~, //^(z, j, 4- — d (3.8)
after application of the assum ptions of equations (3.6) and (3.7). Introducing the
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Figure 3.4: C PFD TD  cell (Yee cell).
following difference expression for the tim e derivative:
At




Using Fig. 3.3, the expression for Hy is found to be:
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The x  and z  components of the fields can be derived in a similar m anner, starting 
from the contour diagram for each component in turn. The resulting difference 
equations are given here for reference:
[n:+hi,j - k) - +1 k)







Hz + 2( i , j , k )  =  Hz
(3.15)
In order to implement difference equations such as these in com puter code it is 
necessary to define a cell on which the components to be com puted are fixed. Such 
a cell is shown in Fig. 3.5.
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x (I)
y(J)
H Z ( I , J , K )
H \ i ( l , J , K )
E X ( I , J , K )
E Y ( I , J , K )
►  z  ( K )
E Z ( I , J , K )
Figure 3.5: Positions of field com ponents for com putation.
This cell is referred to as the 7, J, K -th  cell so th a t the com puter variable EX (I,J,K ) 
is a shorthand for Ex(i +  j ,  k). The other equivalent notations are:
E Y ( I , J ,  K)  
EZ(I , J , I<)  
HX( I ,  J , K)  
HY(I , J , I<)  
H Z  (I,  J, K)
4" 2 ’
Ez{i,j, k +  - )
+ 2 ’ ^ q)
+  2 ’^’ ^ 2^
+ 2 ’^ +  2 ’ ^
(3.16)
Using this notation, the above difference equations can be rew ritten  in a form 
directly suitable for com puter im plem entation:
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E X { I ,  J, K )  =  E X { I ,  J, K)  +  —  [HZ(I ,  J -  1, A ) -  H Z ( I ,  J , A’)
W ( / ,  J, A ) -  # ^ ( 7 ,  J, A' -  1)]
E Y ( I ,  7, 77) =  £ y (  J, 7, 77) +  —  [HZ( I ,  7, K)  -  H Z ( I  -  1, 7, K )
+7777(7, J , K -  1) -  7777(7, 7, K)]
E Z ( I ,  J , I<) =  E Z ( I ,  7, K )  +  [ H Y ( I  -  1,7,77) -  H Y ( I ,  7, K )€-0 At
+7777(7, 7, 77) -  7 7 7 7 (7 ,7 -1 , 77)]
7, 77) =  7777(7,7, K )  — [£ 2 (7 ,7 , K)  -  E Z { I ,  7  +  1, I<)
+ E Y ( I ,  J , K  + 1) — E Y ( I ,  J, K)}
H Y ( 1 , 7, K )  =  7 7 2 (7 ,7 ,7 7 )-------— [£7AT(7,7,77) -  E X ( 1 , 7,77 +  1)
fio/\l
+ E Z ( I  +  1,7,77) -  £ 2 (7 ,7 ,7 7 )]
H Z ( I ,  7, 77) =  772(7,7,77) -  —  [£ 2 (7 ,7 ,7 7 ) -  £ 2 ( 7  +  1,7,77)
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These expressions are utilised in the programs associated with this research.
3 .2 .3  C hoice o f  C ell S ize and T im e S tep
The cell size must be chosen to be considerably less than  the smallest wavelength 
existing within the modelled structure. The Nyquist sampling theorem  gives a 
theoretical m aximum cell size of A/2 where A is the smallest wavelength. A cell 
size of A/10 is often quoted as being acceptable, although reasonable results have 
been obtained with cell sizes as large as A/4 [38]. For very accurate results, or to 
model certain physical features, a cell size of A/20 or smaller may be necessary. As 
more powerful computers become available smaller cell sizes may be utilised with 
impunity.
From the foregoing it is evident tha t one drawback of the basic FDTD m ethod is 
tha t the cell size must be determined from the wavelength in the most electrically 
dense part of the structure being modelled, which is the dielectric filling in the case 
of IDG. This results in smaller cells than are necessary being used to model the 
rest of the structure, which for IDG includes a considerable volume of free space. 
Equally, if it is required to model complex shapes involving fine details or curves, 
a small cell size must be selected. Various methods have been proposed to obviate 
the need to use a very small cell size for the whole structure [108, 109]. One such 
is considered in the next section.
Once the cell size has been selected, the tim e step is set by stability considerations. 
It must be sufficiently small tha t the wave cannot propagate through more than 
one cell during one tim e step, as this would contravene a basic assumption of the 
FDTD algorithm. The maximum tim e step for stability has been calculated [39] 
and is known as the Courant stability criterion:
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I 1 1 \  2
W xA* <  —— +  - r - z  +  -t—o I (3.23)A x2 A y 2 A z 2
where vmax is the maximum wave phase velocity existing within the modelled struc­
ture. For cubic cells with vmax =  c equation (3.23) becomes:
cA t 1
— s  ^  <M4»
The left hand side of this equation is referred to as the stability factor, s [110]. 
To simplify im plementation, the tim e stepping equations can be rew ritten  in terms 
of the stability factor. The multipliers in the update equations for the E  and 
H  components, equations (3.12) to (3.15), are A t / e A l  and A t / f i A l  respectively. 
These can be expressed in terms of the characteristic impedance of free space Z 0 
as sZ0/e r and s/y,rZ0. Thus, if E  and H  are normalised such th a t Z 0  = 1 then 
the m ultipliers in the time stepping equations become simply s for all components 
of the H  field and for the E  field components in free space, and s / e r for E  field 
components in dielectric. The stability factor s is a program param eter th a t can 
usually be set at 0.5, but may be varied if the stability of the model is suspect.
3 .2 .4  M esh  M od ification s
As discussed in the last section, there may be parts of a structure th a t are best 
modelled using very small cells, such as the non-uniform fields around a disconti­
nuity or the fields inside a dense material. Such accurate modelling is usually only 
needed where it is the field shape, rather than the propagation constant, tha t is 
required. As a rule of thumb, it is generally considered tha t a 10% error in the fields 
leads to a 1% error in the calculated propagation constant. In uniform IDG the 
fields in the dielectric and around the slot edge are of prim ary interest and need to
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be modelled accurately. In order to avoid the tim e and storage penalties involved 
in modelling the whole of the structure with this degree of accuracy, the graded 
mesh algorithm of Choi and Hoefer [108] has been employed in the FDTD imple­
mentations used during this project. This algorithm has been found to perform 
well in general.
The graded mesh algorithm modifies the basic FDTD tim e stepping equations by 
allowing each cell in the lattice to have its dimensions set according to A x  = p A l , 
A y  = qAl  and A z = r A l  where p,q and r are grading factors which can take any 
real positive value. The modifications to the FDTD equations are straightforward 
to derive. For the case of the E y component, equation (3.8) must be modified by 
the grading factors as follows:
pr (A l ) 2 e0 ^ E y( i , j , k )  = r A l  ( t f z(z +  ^ , j ,  k ) -  H z(i -  i , j ,  k)^j
+pAl  ( H x( i , j ,  k ~ \ ) ~  Hx ( h h  k +  (3.25)
So tha t the difference equation becomes:
A t
6 qAI
jtf?+2(z +  \ J , k )  -  H z  + 2 ( i  -  \ , j ,  fc)j
V
(3.26)
The modifications to the other components follow a similar pattern . As is the 
case for standard FDTD, the stability factor must be set using the smallest cell 
dimension tha t exists within the structure. Even though the mesh is irregular, the
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tim e step A t  remains constant throughout. It has been found th a t the interface 
between two regions with different grading factors can cause unwanted reflections 
or even instability of the model, so to ensure tha t this does not happen the cell 
size is increased or decreased gradually.
The uniform IDG FDTD algorithm as implemented uses the smallest cells in the 
dielectric and in the air close to the dielectric surface and slot edge; larger cells are 
used in the rest of the air region.
3 .2 .5  F ield s at D ie lectr ic  B oundaries
The FDTD algorithm assumes tha t field components vary in a linear m anner be­
tween calculation points. If an FDTD cell spans a dielectric interface then this 
assumption of linearity may need to be revised. W hen modelling IDG in FDTD, 
some compensation must be inserted into the algorithm for those cells falling on 
the air/dielectric interface.
Referring to Fig. 3.5, the lattice has been implemented such th a t the E y, E z and Hx 
field components lie on the interface. The Hx update equation (3.14) depends on 
fi, which is constant across the boundary, and on E y and E z which are continuous 
across the boundary as they are tangential to it. Equations (3.10) and (3.13) show 
tha t updates of the E y and E z components require special consideration, as these 
components depend on er.
In [111] Zhang and Mei show that for a regular lattice, where the boundary falls 
mid-way between calculation points, the effect of the dielectric boundary can be 
catered for simply by using the average value of the perm ittiv ity  in the calculation. 
This has been implemented in the IDG FDTD model by defining a multiplier 
2s /(er +  1) to be used for the E y and E z updates on the air/dielectric interface.
Special techniques for handling more complex interfaces than those considered
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by Zhang and Mei have been presented by Railton and McGeehan [112] and 
Paul et al. [43].
3 .2 .6  S ym m etry
The sym m etry of the IDG structure is exploited in order to save computing re­
sources. Only one half of the structure is modelled (i.e. it is divided longitudinally) 
and field sym m etry is enforced at the centre of the structure based on the known 
characteristics of the fields in deep or shallow slot IDG. The advantages of doing 
this are clear in terms of run times and memory requirements. However, the tech­
nique is only valid if the excitation of the structure being modelled is such tha t the 
polarisation is either LSM or LSE. For the case of dual polarisation such symmetry 
cannot be enforced and it would be necessary to model the complete structure.
3 .2 .7  A b sorb in g  B ou n d ary  C ond ition s
As the inset dielectric guide is an open waveguide, the FDTD model of the structure 
must be bounded in some way so tha t it can fit within a lim ited com puter mem­
ory. This boundary condition m ust be set such tha t outgoing waves are absorbed 
(i.e. allowed to pass through) so as to simulate infinite free space. Reflections 
from the outer boundary back into the model must be small enough so as not to 
greatly interfere with the required solution before it reaches steady state. More 
specifically, certain field components at each of the boundaries of the model need 
to be updated using components tha t fall outside the boundary. The job of the 
absorbing boundary condition (ABC) is to provide values for these missing field 
components which give the impression tha t the model is surrounded by free space.
There is a large amount of literature dealing with FDTD absorbing boundary 
conditions. It is not consistent with the objectives of this thesis to a ttem pt a
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review of this literature. In any case, an excellent discussion of the most im portant 
techniques is given in Chapter 7 of Taflove’s book [104].
The FDTD models of uniform IDG and of the IDG-TSA use different ABCs. The 
reason for this is related to the different modes of excitation used for the two 
models. It is convenient to consider both methods in this section. No development 
work was carried out on the ABCs as part of this project, so discussions of them  
are kept to a minimum here.
Considering the IDG-TSA model first, where the excitation is a single frequency 
sinusoid. In this case the first order Mur ABC [40] is used. This m ethod is based 
on the one-way wave equation theory derived by Engquist and M ajda [113]. As 
implied by the name, one way wave equations are partial differential equations 
allowing wave propagation only in certain directions. An example of the update 
equations derived by Mur is given below, for E z at the y = 0 boundary:
’k+\)+cft + Ai {E^+1^ ^k + l) -  £?M,fc+1))
(3.27)
This equation is straightforward to implement within the existing tim e stepping 
structure. The only additional storage requirement is for the previous field value 
at the cell ju st inside the boundary. This ease of implem entation coupled with its 
good performance make the Mur ABCs very attractive. They are still much used 
today, and developments of them  continue to be proposed [114].
The FDTD model of the uniform IDG uses pulsed excitation in order to obtain 
the characteristics of the waveguide across a range of frequencies. In this situation, 
M ur’s 1st order ABC becomes less effective [115]. This is due to the fact th a t the 
velocities of the fields within the model are different for different frequencies because 
of the dispersive nature of IDG. M ur’s first order ABC is only an effective absorber
3.2 The Analysis of IDG by FDTD 49
of waves at one phase velocity or one frequency, and at near-norm al incidence. 
As such, it has been necessary to utilise a dispersive boundary condition for the 
uniform IDG FDTD. The method used is tha t of Zhao et al. [41]. This technique 
has been found to give accurate and stable results.
3 .2 .8  S p ecia l C ells in F D T D
The edges of the IDG slot cause some of the field components to exhibit singular 
behaviour in the immediate vicinity of the edge. This effect is discussed in Sec­
tion 3.3. The CPFDTD formulation is based on the two integral approximations 
of equations (3.6) and (3.7). These assumptions break down around a m etal edge 
where the fields might vary as, say, r -1/3 (where r  is the distance from the edge) 
rather than  being linear. Errors can be introduced into the FDTD solution if the 
non-linearity of these fields is not taken into account.
The most straightforward way of handling singularities in FDTD is simply to de­
crease the cell size. This has severe penalties in term s of storage requirements and 
run times. The use of a graded mesh (refer to Section 3.2.4) to model the fields 
around the edge more carefully is a better approach. This still has the disadvan­
tage of stretching the run time. Given tha t the field behaviour at an edge can be 
predicted using an analytical m ethod such as tha t considered in the next section, 
the best option is to include this data  in the FDTD algorithm. Such techniques 
reduce the errors in the calculation whilst only slightly increasing the run time.
A number of authors have suggested ways in which these special cells can be created. 
Aside from the early work of Mur [116], most researchers have handled the problem 
using contour path techniques [106, 107, 117, 118]. This approach has been adopted 
in the current work. Local field behaviour can easily be catered for in the CPFDTD 
algorithm. Only those cells next to the edge need to have their algorithm modified; 
the rest of the model uses standard cells.
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If the field behaviour at an edge is known in advance in analytical form, then this 
information can be used to modify the assumptions of equations (3.6) and (3.7) 
with correction factors C F S (surface integral) and CFi (line integral) [107]:
So that:
f  F • dS = F A x  A y  CFS (3.28)
«/ s
<f F - d \  = F A l C F i  (3.29)
J  c
f c F - d S  ,
CFS =  --------- (3.30
F A x A y  V ;
CFi = ' dl (3.31)
F A l  V '
These correction factors modify the CPFDTD tim e stepping equations. The Ex 
update equation (3.12) is given here as an example:
A t
e0 SCFs
C F n H ^ i iJ  - I  fc)
- C F l2 H : +*(i , j  + \ , k )  + C F a H l +k(i , j ,  k +  i )  
- C F liHZ+h( i , j , k - ^ ) j (3.32)
where CFin are the correction factors for each of the line integrals. As can be seen, 
implementation is straightforward. Only those components near to the edge tha t 
are most affected by the singularity need be treated if it is desired to keep analysis
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to a minimum.
In [107] this m ethod was applied to a microstrip filter. It was found th a t there was 
a considerable improvement in the accuracy of the model. This leads to savings in 
processor tim e and storage requirements as the desired accuracy can be achieved 
using a larger cell size. Similar conclusions were reached in [117] where an analysis 
of a coplanar line is carried out. Errors in the calculation of the characteristic 
impedance of the coplanar line were halved by the insertion of special cells into the 
CPFDTD.
Possible forms for the singular fields are discussed below. An im plem entation for 
IDG is detailed in Chapter 8.
3.3 M odelling  o f S ingularities
3.3 .1  In trod u ction
As noted above, certain IDG field components exhibit singular behaviour near to 
the slot edges. The objective of this section is to present a theory th a t allows this 
behaviour to be quantified. The motivations for considering this analysis are (a) 
to reduce errors in the FDTD model by incorporating it into the algorithm, (b) to 
allow results from non-corrected FDTD code to be assessed by comparison, and (c) 
to provide a description of the field behaviour tha t can be built into an analytical 
model of the IDG-TSA.
The order of the field singularity is governed by the edge condition [119] which 
requires the energy contained in a small volume around the edge to be finite, even 
if the volume contains singularities of the electromagnetic field. Early analyses, 
such as those of Collin [72] and Meixner [119] used this condition together with 
series expansions of the fields in the tim e varying case to obtain the orders of the
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singularities. A num ber of subsequent authors followed the  m ethod of Meixner, 
extending it to more complex edge configurations [120, 121].
In [122] Andersen argued th a t these earlier analyses based on the tim e varying case 
are over-complex and tha t all the required inform ation may be obtained from the 
static  case. The singular behaviour of the electrom agnetic field near an edge is 
the same as th a t of the static  fields because very close to the edge th e  effects of 
propagation are not im portant as the singular behaviour is a local phenom enon. 
Specifically, the spatial derivatives of the fields are much larger than  the tim e 
derivatives in M axwell’s equations, so the la tte r m ay be ignored [123]. T he work of 
Andersen was extended by Van Bladel [124] to cover a variety of edge configurations. 
It is this la tte r work th a t will be discussed in more detail here.
3.3.2 A nalys is
In addition to considering the problem  to be s ta tic  a further sim plification may 
be m ade as the IDG edge is straight, allowing a two dimensional analysis to be 
performed. The geometry to be considered is shown in Fig. 3.6(a) and the co­




Figure 3.6: (a) IDG edge geometry, and (b) the co-ordinate system  for the analysis.
From electrostatic theory, the following relationships can be recalled:
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„  ( *d$e * 1 d $ e\
E  = - V $ e =  -  f r —  + 4> ~ ^ J  (3.33)
( * d $ m - 1 d $ m \
H  =  - V « m =  - f r — +  ^ - _  j  (3.34)
where <£e and <I>m are the scalar electric and magnetic potentials respectively. The 
scalar potentials satisfy the Laplace equation V 2$  — 0 where $  represents either <I>e 
or 4>m. A general solution of Laplace’s equation in two dimensions can be obtained 
by separation of variables [125] as:
$  =  (Ar1' -f B r  U)(C  cos u<j) +  D  sin v f )  (3.35)
where A, B , C, D  and u are constants. Note tha t the small argum ent approxima­
tion of the Bessel function J u(r) has been used here. The Bessel function is selected 
here over other solutions to Laplace’s equation as it meets the requirements of the 
edge condition discussed above [123].
B o u n d a ry  C o n d itio n s
Before proceeding, it is useful to state the boundary conditions th a t apply at the 
m etal surfaces and the dielectric boundary in Fig. 3.6(a). Assume th a t the circle 
shown in Fig. 3.6(b) is overlaid on Fig. 3.6(a) centred at the slot edge. Close to 
the edge (i.e. r  —> 0) the z directed field components are tangential to the edge, 
whilst the <j> directed components are normal to the edge. The following boundary 
conditions apply:
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• M etal surface:
— Tangential E  is zero, giving ^  =  0
— Normal H  is zero, giving =  0
• Dielectric boundary:
— Normal D  is continuous, requiring to be continuous
— Tangential E  is continuous, requiring $ e to be continuous
— Normal B is continuous, requiring to be continuous
— Tangential H  is continuous, requiring to be continuous
E x p re ss io n s  fo r th e  P o te n tia ls  in  R eg io n s 1 a n d  2
Using the above boundary conditions together with equation (3.35), expressions 
for the potentials in regions 1 and 2 of Fig. 3.6(a) can be produced:
• Dielectric region (Region 1):
E le c tr ic  p o te n tia l:  <£e zero at </> =  0 gives the electric potential as:
$ i e — M v K sin tt(f) (3.36)
M a g n e tic  p o te n tia l:  =  0 at <f> = 0 gives the magnetic potential as:
$im =  N r x cos x f  (3.37)
where the ‘1’ subscripts refer to region 1.
• Air region (Region 2):
E le c tr ic  p o te n tia l:  zero at <j> = ^  gives the electric potential as:
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$ 2e =  A r K sin ^ y  — <frj k
with A  constant. A  is found by enforcing continuity of 4>e at <f> =  |  to give:
$ 2e =  M r K—.— — sin ( ^ -  — </>) ac (3.38)
sm7tk  \  2  J
Knowing tha t is continuous at <f> = ^ leads to the characteristic equation 
for ac:
AC 71"
er tan  ac7t =  — tan —  (3.39)
M a g n e tic  p o te n tia l:  zero at <f) =  gives the form of the magnetic
potential as:
$ 2m =  B r x cos ( y  -  <fj x  
with B  constant. B  is found by enforcing continuity of 4>m at (j) — |  to give:
rQc XZL /  \
$ 2m =  TVr* 2- cos ( i -  -  <t>) X (3-40)
COS 7TX V 2 J
Applying continuity of at f> =  |  leads to the characteristic equation for 
X:
tan =  — tan y- (3-41)
where the ‘2’ subscripts refer to region 2.
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F ie ld  E x p re ss io n s
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The field expressions for the transverse fields in the dielectric region (region 1) are 
obtained from equations (3.33) and (3.34) as:
E r — M n r K~l sin K<f)
E 4  = M n r K~l cos 
Hr = 7Vx^x-1 cos x<f>
H $ = —N x r x _ 1  s m x f  (3.42)
The corresponding low frequency longitudinal fields can be derived from Maxwell’s 
equations giving:
E z — —ju)fiNrx smx<f>
Hz = — jLJ€o€rM r K cos K,<f) (3.43)
The above equations show how the fields transverse to the edge can become infinite
due to the r" -1 variation whereas those tangential to the edge rem ain finite with
an r u variation.
The characteristic equations (3.39) and (3.41) are readily solved using a computer. 
In this case, a modified bisection technique was employed [126]. Throughout this 
work fir is fixed at 1, and x  is calculated as 0.6667. For an eT of 2.3, which is the 
nominal value of relative perm ittivity used in many of the structures built during 
this project, /c is calculated as 0.7455. Thus the transverse E  fields vary as r ~ 0 '2 5 4 5  
near to the edge whilst the transverse H  fields vary as r ~ 0  3333. The variation of k,
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Relative permittivity, er R elative permittivity, e.
Figure 3.7: Variation of /c as er varies from (a) 1 to 10, and (b) 10 to 100.
The results for the lower values of er have been separated out as they are of more 
interest in the current work. The key point to note from the figures is the  m anner 
in which the  degree of the singularity increases as er is decreased.
3.4 Analysis of the ID G -TSA
3.4.1 In t ro d u c t io n
This section deals with theory relating to the analysis of the IDG-TSA th a t was 
developed prior to the current work. This m aterial includes both  non-specific 
theory applicable to the general class of aperture antennas, together w ith more 
specific theory th a t has been applied to IDG antennas in the past.
3.4.2 R a d ia t io n  from  an  A p e r tu r e
The IDG-TSA is an aperture antenna in th a t the sources of the radiation are 
considered to be fields on the antenna surface. This is in contrast to w ire-type
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antennas where the analysis assumes a current distribution to be the source of the 
radiation. In this section, a technique for obtaining an expression for the far field 
radiation pattern  of an aperture antenna is considered. The basis of this method is 
Huygen’s principle, which states tha t any wave front can be considered as a source 
of secondary waves tha t add to produce distant wave fronts [125]. Thus, if the field 
distribution on an antenna aperture is known, it is logical to expect tha t the far 
fields can be uniquely determined from it. The approach used here is based on 
considering the fields as resulting from equivalent current sheets on the antenna 
surface. This requires a consideration of field equivalence principles.
F ie ld  E q u iv a len ce  P r in c ip le s
This theory is well known and is covered comprehensively in the literature ([127, 
128, 129] for example). Only a brief summary is given here. The equivalence 
principle is based on the uniqueness theorem which states th a t a field in a lossy 
region is uniquely specified by the sources within the region plus the tangential 
components of the electric field over the boundary, or the tangential components 
of the magnetic field over the boundary, or the former over part if the boundary 
and the la tte r over the rest of the boundary [128].
By the field equivalence principle, the fields outside an imaginary closed surface are 
obtained by placing over the closed surface suitable electric and magnetic current 
densities tha t satisfy the boundary conditions. The current densities are selected 
so tha t the fields inside the closed surface are zero and outside are equal to the 
radiation produced by the actual sources. Thus the technique can be used to obtain 
the fields radiated outside a closed surface by the sources enclosed within it [27].
Consider the problem shown in 3.8(a) where some arbitrary source, represented 
by the current densities J es and J me, is contained within a surface S  and radiates 
fields E  and H  both inside and outside S.





Figure 3.8: Field equivalence principle (a) Actual problem, and (b) equivalent 
problem.
One can set up a problem equivalent to this where the sources have been removed 
and there are zero fields within S.  It is required tha t the original fields E , H  are 
m aintained outside 5 , so electric and magnetic surface current densities J e and J m 
must exist on S  in order to account for the discontinuity in the fields at S. This 
equivalent problem is depicted in Fig. 3.8(b).
Application of Am pere’s law at the surface S  shows tha t the discontinuity of the 
tangential magnetic field is equal to the surface electric current density [51]:
J„ =  ri x H (3.44)
and application of Faraday’s law gives:
J rn = - n  X E (3.45)
where n  is a unit vector normal to the surface of S  and directed outwards from it.
This is a powerful concept. If a surface can be defined over an antenna aperture
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on which the tangential fields are known, or can be estim ated, then the equivalent 
electric and magnetic current densities can be found. Calculation of J e and J m is 
the first step in finding the far field radiation pattern  of the antenna.
F ie ld s  in  te rm s  o f P o te n tia ls
Maxwell’s equations can be rew ritten to include the magnetic charge density pm 
and current density J m:
V x E  =  — J m — jojB
V x H  =  J e -f 
V • D  -  pe
V - B  =  pm (3.46)
where an e^ut tim e dependence has been assumed. It can be shown th a t the E  
and H  fields can be written in terms of the magnetic vector potential A  and the 
electric vector potential F  [96]:
E  =  - j u >A -  p V ( V  • A) -  x F  (3.47)
H  =  - j w F  -  ^ V ( V  • F) +  - V  x A  (3.48)
where A  and F  are defined as:
f J  f>~jkoR
A  = “ L ^ n r i s  ( 3 J 9 )
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r  T P - j k o R
” - ‘ L ^ n r ds<““>
where R  is the distance from a point on the source to the observation point.
Far F ie ld  A p p ro x im a tio n s
The expressions for the vector potentials can be modified for use in the  far field. In 
the left hand part of Fig. 3.9 consider a point r ' on some arb itrary  source where R  
is the distance from this point to the observation point and r  is the distance from 
the origin to the observation point. Far away from the source, where |r | |r '|,
it can be assumed th a t all radiation paths from the source are parallel w ith each 
other. This assum ption is incorporated into Fig. 3.9.
z
X
Figure 3.9: Illustrating the far field approxim ations. 
From the right hand part of Fig. 3.9 it can be seen that:
d — r — R — r' cos 6 = r  ■ r ' (3.51)
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where r  is a unit vector in the direction of r. Thus an approxim ation for R  in the 
far field is:
R ^ r -  r r '  (3.52)
This approximation is used for the phase terms in equations (3.49) and (3.50). For 
the am plitude term s the approximation R  «  r is valid. Equations (3.49) and (3.50) 
can therefore be written:
A  =  ^  3k°T f  J ee - ’k°i r' dS  (3.53)
47rr Js
ee-jk0r ,
F  =  —------ /  J roe - jfc°[-r dS  (3.54)
47rr Js
Further, in the far field the radial field components have negligible am plitude 
compared to the transverse components, so tha t E r = Hr = 0. By using equa­
tions (3.47) and (3.48) to find the partial H  fields due to J e and the partial E  fields 
due to J m and then summing, it can be shown that [128]:
E e = - j u A o  -jLoZoFj,
E<f, — -jujAj ,  +  j u Z 0 Fe
H e = - Y0 E +
H t  = Y0 E e (3.55)
Equations (3.53) to (3.55) are sufficient to facilitate calculation of the antenna far 
fields assuming that the fields on the various Huygen’s surfaces around the structure 
are known.
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F ar F ie ld  R a d ia tio n  E xpress io n s
The objective of this section is to develop expressions for Eg and E# in the far field. 
He and H$ follow directly from these and are not reproduced here.
Consider an an tenna aperture placed at z = z0 in the xy  plane of the co-ordinate 
system  shown in Fig. 3.10.
z
X
Figure 3.10: Co-ordinate system for derivation of far field radiation expressions.
A general point on the aperture is Q (x ' , y \ zo)  and P  is a point in space, the 
observation point. For the point Q :
r' = x 'x  +  y'y  +  z0 z 
r  =  sin 6 cos <^ x +  sin 6 sin f y  +  cos 6z
so that:
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r  • r 7 =  x'  sin 9 cos <f> +  y' sin 6  sin f  +  z 0  cos 9 (3.56)
From equations (3.53) and (3.54) the 9 and <f) components of A  and F  are as follows:
ll e~ik°r f /
Ag = ----------- /  (Jex cos 9 cos (f) J ev cos 9 sin (j> — J ez sin 9) ^ k°r'r dr
47t r Js
~jk°T f  ■*. - /
/  {—Jex sin <j) -f Jey cos f )  eJ °r'r dr 
JsAt: r
Fg —   /  {Jmx cos 9 cos (f> -(- J my cos 9 sin <f) — Jmz sin 9) ^ k°T'r dr
4 7 rr Js
Js { — J m x  sin <j> +  J m y  cos (j)) ejk°r'r' dr (3.57)e0 e - jkorFa =
Ak r
where J x ,y ,z are the Cartesian components of J . To obtain the desired expressions 
for the Eg and E $ fields due to the aperture at z =  zo, the above are substituted 
into equation (3.55) and the relationships J e =  n x H  and J m =  —n x E  are used 
to convert from an equivalent current to a field notation. After some m anipulation, 
the following relationships are obtained:
j  k0  e ^k® ^
Eg =  —  -------- { fx cos <f) + j y sin f  A Z 0 c o s  9 [gy cos <j> — gx sin f])
4irr
j k 0 e~jk°r
E $ = —  -------- (cos 9 [fy cos <j) — f x sin <j>] -  Z 0 [gy sin <j> + gx cos </>])
4ir r
(3.58)
where the term s f x, f y, gx and gy are the Fourier transforms of the tangential 
electric and magnetic fields over the aperture respectively. The expression for f x 
is:
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/o° roo/  E I (x' ,y ' )e3k’x+’k''y+:lk*z° dx 'dy '  (3.59)-oo J  — oo
where kx = ko sin 9 cos </>, ky = ko sin 0 sin </>, and kz =  ko cos 6 . The form of the 
other Fourier transform  term s is similar. The notation used in equations (3.58) 
and (3.59) is due to Collin [129].
The above analysis relates to an infinite antenna aperture placed at 0 =  zq. It is 
not difficult to extend the analysis to work out the radiation from a six sided box 
surrounding the source, rather than just from this single aperture surface [104]. 
For the underside of the box at z = —z0, the expressions given above may be used 
with the sign of zq reversed, and the integration limits of the expressions of the 
form of equation (3.59) need to be adjusted to reflect the finite size of the box ( — 
to xq and — y0  to y0  in the x and y directions respectively).
Equation (3.56) can be rew ritten for the sides of the box at x = ±xo  and y = ± y 0-
r  • r' =  ±xq  sin 6  cos <f> -\- y' sin 9 sin (f) +  z  cos 9
r • r / =  x f sin 9 cos </> ±  y0 sin 9 sin +  z' cos 9 (3.60)
Using equations (3.55) and (3.57) the E q expression for the sides a t x = ± x 0 can
be derived:
7 Icn 6  ^^  ^
Ee = ------------ (f z cos f  +  Z q \gy sin# +  gz cos 9 sin <f\) (3.61)
47T r
with the Fourier transform terms taking the form:
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f z = [ y° r  E z(y,, z ' )e±jkxXo+jkyy,+jkzZ' dy' dz' (3.62)
J—yO J — Zq
Similarly, for the sides at y = A y  o'.
ikne~ik°r
E q =  —  ------- (f z sin <j) A  Zq [gz cos 6 cos <f) + gx sin 0]) (3.63)
with the Fourier transform  term s taking the form:
f z = r  r  E z(x ' , z ,)e’k’x'±ik>'yo+ik’z' dx 'dz '  (3.64)
J — XQ J — Zq
gx and gz have similar forms and kx, ky and kz are as defined previously. Thus,
the theoretical apparatus has been derived to find the far fields radiated by any
of the six Huygen’s surfaces on a box surrounding an arbitrary source. The main 
difficulty in applying this theory lies in finding forms for the tangential fields that 
are required for integration.
3 .4 .3  T h e E ffect o f  th e  ID G -T S A  F in ite  G round P lan e
Power flow in shallow slot (LSM) IDG is via the Ex and H y field components, and 
via the E y and Hx field components in deep slot (LSE) IDG (refer to Section 7.4). 
Therefore, a shallow slot IDG-TSA has power-carrying components th a t can spread 
out over the antenna ground plane whereas those of the deep slot IDG-TSA are 
zero over the ground plane. This indicates tha t the far field radiation pattern  of the 
shallow slot IDG-TSA may be much affected by the currents flowing on the surface 
of the finite ground plane. This possibility is investigated in the later chapters of 
this thesis.
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Applying equation (3.58) to the IDG-TSA, using the co-ordinate axes defined for 
IDG in Fig. 2.1, gives the following expressions for the elevation and azim uthal 
patterns of the LSM antenna:
E e{(j) = 0) oc f z + g yZosmO (3.65)
E q(0 = 0) oc f z cos (j) +  f y sin <j> (3.66)
In these equations, and throughout the thesis, the elevation angle 6 is measured 
from the aperture surface. The effect of the Hy component on the elevation pattern  
can be seen in equation (3.65), this component is finite over the ground plane as 
well as over the aperture. Equation (3.66) shows tha t the azim uthal pattern  is 
unaffected by currents flowing on the ground plane.
In [1] Stephenson and W alter proposed an approximate analytical m ethod for deal­
ing with the currents flowing on the ground plane in the vertically polarised (LSM) 
case. The m ethod is also discussed in the later book by W alter [51]. The problem 
to be overcome here is tha t of finding a suitable analytical form for the ground 
plane currents. W alter’s method assumes tha t the electric current th a t is set up on 
the ground plane travels with a uniform am plitude and a constant phase velocity 
equal to the velocity of light in free space.
The am plitude of the ground plane fields relative to the aperture fields also needs 
to be established. W alter does this by noting tha t if the aperture were in an infinite 
ground plane, the tangential electric fields in the aperture would produce the same 
far fields as the tangential magnetic fields over the whole surface. If the ground 
plane is large it would seem reasonable to adjust the am plitude and phase of the 
magnetic fields relative to the electric fields such tha t both sources would produce 
the same am plitude and phase at the maximum value of their respective far field
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patterns.
W alter found tha t adjustm ent of the two sources was not critical, and tha t good 
results could be obtained by letting the sources be in phase at the origin and 
adjusting their am plitudes so tha t their pattern  m axim a are equal. In practice, 
this m ethod calculates the antenna far field pattern  by summing the pattern  of a 
line source of magnetic current along the length of the aperture and th a t of a line 
source of electric current along the length of the aperture plus the ground plane, 
with their amplitudes adjusted as specified.
The main effect of the ground plane current in the case of the LSM polarised 
antenna is to tilt the endfire beam upwards from the ground plane. The beam tilt 
angle 9t is a function of both the aperture length L  and the length of the ground 
plane extending beyond the aperture, Lg. For small values of beam  tilt, W alter has 
shown th a t [51]:
i h _  (3.67)
W hilst reasonable results have been obtained using this m ethod, it is clearly rather 
approximate, with the m ajor assumption being that the aperture is situated in a 
large ground plane. It is difficult to establish limits on the validity of the m ethod 
without accurate foreknowledge of the ground plane fields, obtained via some other 
technique.
3 .4 .4  M odified  W alter’s M eth od
This approxim ate analytical m ethod is used by Stoiljkovic in [3]. It will be referred 
to here as modified W alter’s m ethod as it is based largely on the m aterial in Chapter 
2 of W alter’s book [51]. No direct development of this m ethod was carried out
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during the course of this project, so only an outline of the technique is given here. 
The program code for the m ethod is available at the University of Bath, so was 
used during the project for comparison purposes.
The modified W alter’s m ethod consists of two main steps [3]. In the first, the 
longitudinal component of the near-field electric field is calculated. In the second, 
the far fields radiated by the equivalent magnetic current in the slot are calculated 
by breaking the aperture into a number of small rectangular elements.
The tapered geometry of the IDG-TSA is approximated by a large num ber of small 
IDG sections with uniform dimensions connected end to end. To account for the 
step discontinuities, power continuity is enforced at each step. This criterion links 
the undeterm ined multiplicative constants in the expression for the electric field in 
each section, so yielding the field distribution corresponding to a forward travelling 
wave on the aperture.
The shape and propagation constants of the aperture fields are determ ined from 
the H-guide approximation of IDG. H-guide is considered in detail in Chapter 5. 
Once the aperture fields have been calculated, a Huygen’s surface is defined over 
the aperture and the equivalent magnetic current on it is calculated. It is assumed 
tha t the aperture is situated in an infinite ground plane, allowing calculation of 
the far fields from electric fields only. Each of the small elements into which the 
antenna has been broken is considered as a constant am plitude source with linear 
phase excitation. The far fields of each element are calculated analytically and the 
results summed to give the radiation pattern  of the whole structure.
In order to account for the finite size of the ground plane, the approxim ate method 
described in Section 3.4.3 is employed. A number of results obtained using the 
modified W alter’s method are presented in Chapter 7.
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3 .4 .5  F D T D  A n alysis o f  th e  ID G -T S A
The FDTD technique has already been detailed in Section 3.2. Some additions to 
the basic algorithm are required in order to model the IDG-TSA. Chief amongst 
these are a near to far field transform ation and a m ethod for modelling the tapered 
depth of the structure. These additions are discussed below.
N ear to  Far F ield  T ransform ation
A num ber of FDTD near to far field transformations have been proposed. These 
fall into two broad categories; wide band and single frequency transform ation. The 
earliest methods to be proposed were of the single frequency type [130, 131] and are 
useful for situations where the antenna radiation pattern  is required at only a small 
number of frequencies. Single frequency excitation is used and the transform ation is 
carried out in the frequency domain. The storage requirements for single frequency 
transformations are not prohibitive and the FDTD calculation is not significantly 
slowed by the extra processing required.
If the radiation characteristics are required over a range of frequencies a wide band 
technique can be used [132, 133]. For this case, pulsed excitation of the structure 
is used so th a t data at multiple frequencies can be obtained from one FDTD run, 
and the near to far field transform ation is carried out in the tim e domain. The 
storage requirements for these methods can be great, and the FDTD code can be 
slowed down by as much as a factor of two [57].
For the IDG-TSA, a single frequency transformation is used, due to the relative 
ease of implementation and to the comparatively low overhead in term s of storage 
requirements.
Using a single frequency excitation, the far field is found using the m ethod detailed 
earlier in Section 3.4.2. Surfaces are defined on which the equivalent magnetic and
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electric currents are calculated. Radiation from the top surface of the structure is 
obtained using equation (3.58). The integrals of the form of equation (3.59) are 
handled as straightforward summations.
The frequency domain fields required by the far field calculation are obtained using 
a running discrete Fourier transform (DFT) of the tim e domain fields calculated by 
FDTD. The DFT is an efficient way of performing this task; storage requirements 
are for a two dimensional complex array covering each of the Huygen’s surfaces, 
and the overhead of running the DFTs is not great as they need only be run for 





where Hn is the DFT, hk are samples of a function h{t) taken at intervals of A t  at 
times tk — k A t  where k = 0 , 1 , 2 , . . . ,  N  — 1. The DFT of h(tk) is H ( f n) where the 
discrete frequency values are:
f  =  —Jn N A t
where n = — y , . . . ,  y . In single frequency FDTD results are required only at n  =  1 
so tha t / i  =  1 / N A t  is the operating frequency of the model. W ith A t  having been 
fixed, the number of tim e steps over which the DFT is to be taken is therefore 
defined as TV =  l / / i A t .
As an example, consider a 3000 tim e step FDTD run with a minimum cell size of 
0.635mm. These are typical figures [4]. W ith a stability factor of 0.5, the tim e step 
is approximately lps. At 10GHz therefore, the DFT should run for 94 tim e steps 
out of the to tal of 3000. Clearly, these would be the last 94 tim e steps when the
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model should have reached a steady state.
C o n fo rm al M o d ellin g  of th e  ID G -T S A  T a p e r
It is a relatively straightforw ard m a tte r to modify C PFD TD  to take account of the 
tapered depth of the IDG-TSA using the technique of Jurgens et al. [105]. Using 
this Contour P ath  (CP) m ethod, cells next to the tapered surface are d istorted  to 
conform to its profile. All other cells in the model rem ain unchanged.
Referring to the C PFD TD  cell shown earlier in Fig. 3.5 it can be seen th a t the Hy 
and Hz com ponent updates could be affected if the cell is located on a m etal surface 
which slopes in the z direction. The situation with respect to the Hy com ponent 





Figure 3.11: Geom etry for incorporating the taper surface into the  Hy FDTD 
update.
In the figure the sloped floor is shown cutting through the regular cell a t an angle 0. 
The distorted cell is shown using a solid line, the original is shown dotted . The area 
of the distorted cell is A. Note th a t the lower Ez com ponent has been distorted
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to conform to the m etal surface and tha t E tan — 0. Bearing in m ind the usual CP 
assumptions (equations (3.6) and (3.7)), application of Faraday’s law around the 
contour gives:
— ^ +  I)# +  E z(i +  1 , i ,  & +  —)S
(3.69)
The formulation for the Hz component is similar, but in this case the Ex compo­
nents on either side of it are distorted by the same amount because the H z contour 
is located across rather than along the taper.
In the implementation of FDTD used for the IDG-TSA, the taper is first approx­
im ated by a staircase of regular cells before the lowest cells are deformed. The 
staircase is set up such tha t none of the regular cells next to the  taper have a 
side which protrudes by less than half a cell above the taper surface. This ensures 
tha t all the E x points in Fig. 3.11 remain calculable, and so cells are stretched 
rather than  compressed. This avoids having to ‘borrow’ component values from 
neighbouring cells as proposed in [105].
The param eters A, /  and g in equation (3.69) are easily calculated. A is the sum 
of the area of the rectangle (Sg) and the area of the triangle (0 .5[/ — g\8) which 
works out as 0.58 ( f  +  g ). The length g is simply h — z t a n #  and /  is calculated 
similarly. As can be seen, this technique is easily implemented, and doing so means 
th a t the cell size chosen for the model is no longer dictated by the need to produce 
a satisfactory staircase approximation of the taper.
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E x cita tio n
The IDG-TSA FDTD model is fed using a rectangular waveguide through which an 
excitation signal is supplied which has a single frequency sinusoidal tim e variation. 
The field components tha t are excited are E x in the shallow slot (LSM) case and 
E y in the deep slot (LSE) case.
The LSM excitation takes the form cos (i ry /2 W ) where W  is the guide half-width, 
so th a t there is a half wavelength sinusoidal am plitude distribution across the slot 
and a constant distribution in the x  (depth) direction. The LSE excitation has 
the form s i n ( 7 r a : / d )  where d i s  the guide depth, so tha t there is a half wavelength 
sinusoidal distribution across the guide depth and a constant distribution in the y 
(width) direction.
M od ellin g  o f T hree D im en sion al O bjects
The full FDTD model of the IDG-TSA th a t is introduced in Chapter 8 requires the 
modelling of a number of objects in three dimensions; the rectangular waveguide 
feed and its flange, and the antenna mounting block. Care needs to be exercised 
when implementing the FDTD algorithm on the surfaces of such m etal objects, 
and particularly at the corners where two surfaces meet. By examining the FDTD 
cell of Fig. 3.5 it is clear tha t when any side of the cell abuts a m etal surface that 
modifications to the algorithm are required to cater for those field components that 
are shorted out by the surface. If this is not done, gaps or overlaps in the FDTD 
model of the structure are likely, leading to inaccuracies in the results.
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T h e E x istin g  ID G -T S A  F D T D  M od el
As has been mentioned (Section 3.2.1), an FDTD model of the IDG-TSA has been 
built by Stoiljkovic et al. [4, 53]. The existing model includes a num ber of the 
features th a t have been discussed in this chapter, namely,
• a graded mesh
• sym m etry
• first order Mur ABC
• conformal modelling of the taper
The far field radiation pattern  is calculated from the magnetic current on the slot 
surface only. The finite ground plane approximation of W alter (Section 3.4.3) is 
then applied.
3.5 Transitions onto ID G
Two techniques have been used in the past to couple power into inset dielectric 
guide. These are feeding with rectangular waveguide (RWG) and probe feeding. 
Of the two, the former has received the most research interest.
Feeding of deep slot IDG using rectangular waveguide was proposed by Rozzi and 
Hedges in [6]. The depth of the slot needs to be at least one half of the broad 
waveguide dimension for effective coupling. This is due to the sim ilarity of the 
IDG LSE mode to that existing in half an RWG operating in its fundam ental 
mode. W ith a dielectric taper fitted into the feed RWG it was found th a t an SWR 
of better than 1:1.12 could be achieved in the frequency range 8 to 12GHz. Since 
its proposal, this type of feed has been used by various researchers [9].
3.5 Transitions onto IDG 76
RWG feeding of shallow slot guide was considered by Sewell and Rozzi in [29]. 
The S-parameters of the transition were predicted using a rigorous characteristic 
Green’s function approach, and favourable comparisons were m ade to | iSn | mea­
surements. A more complete analysis of the RWG to shallow IDG transition is 
given by Stoiljkovic et al. [47, 48]. In these papers FDTD is used to characterise 
the transition and the results compared to those of Sewell and Rozzi. Both the re­
flection and transmission behaviour of the junction are determ ined experimentally 
using a de-embedding procedure. The salient points of this procedure are given in 
Section 3.5.1 below.
Probe feeding of shallow IDG has been used by Ma et al. [8] for feeding a linear 
array and by Rozzi et al. [12] for feeding microstrip loaded IDG. Both of these 
structures are fed centrally by a coaxial probe pushed up through the guide floor 
into the dielectric. Ma et al. reported an input reflection coefficient of better than 
-lOdB over the 9.6GHz to 11GHz range using this arrangem ent.
3 .5 .1  E xp er im en ta l C h aracterisation  o f  T ran sition s
A m ethod of obtaining the S-parameters of novel transitions is m ade use of in 
Chapter 10 of this thesis. This technique is based upon th a t presented by Pen- 
nock et al. [135]. This m ethod requires measurements to be taken from two sets 
of back-to-back transitions separated by different, known, electrical lengths. If the 
transitions in the back-to-back arrangement are assumed to be the same, then the 
S-parameters of the transition can be uniquely determ ined from these measure­
ments.
A block diagram of back-to-back transitions is shown in Fig. 3.12.
For the sake of the calculation the transitions, C  and D, will initially be assumed 
to be different. The box X  represents the transmission line between the junctions.
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Figure 3.12: Back-to-back transitions: block diagram.
The analysis can be carried out by reference to the signal flow graph of Fig. 3.13.
Figure 3.13: Back-to-back transitions: signal flow graph.
The electric length of the transmission line between the junctions is $ = /31 where 
/ is the line length and /? is its propagation constant, which is assumed to be 
known. The bracketed symbols relate to the determ ination of port 2 param eters. 
By using Mason’s rule the overall S-parameters of this arrangem ent are found to 
be as follows:
n n I 2^1C ^ 22d S\2C^  tn 1 7/->\
5l1 =  5nC +  1 -  (3'70)
C  _  C  , S 2 1 D S 2 2 0 S 1 2 D e
S 2 2  -  S U D  +  j  _  s 22c S 22D e - 2 j e  )
3.5 Transitions onto IDG 78
<?=<? =  S *l 0 S l 2ge ^  / ,  7,N
1 -  S22CS 22De~W  (3'72)
Writing these expressions for two sets of measurements, referred to as A  and B , 
and performing some m anipulation leads to a number of expressions relating the 
S-parameters of the junction to the measured values:
q -  q S 2i a {S h a  -  S n B)e J0A
SllC -  SllA ~  S 21Ae-»* -  S 21Be-»B  (3-73)
S u e =  S u b
S 2 i b ( S u a  — S u b ) c  j °b 
S2\a ^~30a — S 2\Be~30B
(3.74)
SuD  —  S 22A ~
S2i a (S22a — S 22B)e 30A 
S2iAe~j0A ~  S 2iBe~j0B
(3.75)
c, _  o S 2i b (S22A -  S 22B)e 30JB
5llD "  -  S21Be-i '*  (3-76)
S22d S i2c _  S u a  — S u b  , n
S i 2D ~  S21Ae~30A -  S 21Be~30B [6' U)
S 2\d S 22c _  S 22a — S22B n
S u e  ~  S21Ae~30A -  S21Be~30B ^
S 2w S 12d = S 21A( 1 -  S22CS22De~230A)e30A (3.79)
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S2\cS\2D =  £2123(1 — S 2 2 CS2 2 De 2j0s)ej0s (3.80)
If the junctions are different, then these expressions are not sufficient to determine 
their S-parameters. If they are assumed to be the same, however, then the S u  of 
the junction is given by any of equations (3.73) to (3.76) in term s of the measured 
values, and S 22  is given by equation (3.77) or (3.78). Once S 22 has been determ ined 
then equations (3.79) and (3.80) can be used to give £21 £ 12-
Pennock et al. identified limits on the difference in lengths of the two transmission 
lines used in the measurements. It was found tha t a separation difference of less 
than A/2 leads to the most accurate results, with A/4 being the optim um  difference 
required to minimise errors due to inaccurate electrical length data.
3.6 C hapter Sum m ary
Two methods for the analysis of IDG have been discussed; TRD and FDTD. An 
analytical technique for describing field behaviour close to m etal edges has been 
introduced. Equations for the far field radiation from a source in the form of a 
six sided box have been developed. The foregoing theory is applied in the later 
chapters of this thesis.
The methods th a t have been used in the past for IDG-TSA analysis have been 
discussed; modified W alter’s m ethod and FDTD. Rather than  building a complete 
model of the fields on the aperture and ground plane, these earlier m ethods model 
the aperture electric field components only and use an approxim ate m ethod to 
cater for the fields on the finite ground plane.
Chapter 4
Analysis of W aveguide 
Discontinuities: Existing Theory
The analytical model of the IDG-TSA introduced in Section 3.4.4 uses trial and 
error to determ ine the power lost from the fundam ental mode to other modes 
as it travels along the IDG taper. It is desirable to remove this possible source 
of inaccuracy from the model. As such, a method for characterising the mode 
coupling along the taper is considered in this chapter. W hilst the short term  aim 
of considering this technique is to obtain an analysis of the IDG taper th a t is as 
complete as possible, in the longer term  it may be desirable to use the experience 
and knowledge so gained to develop a simple approximation th a t can be inserted 
into analytical IDG-TSA models without significant impact on the run times
Before considering the technique, a section concerning the modes of dielectric slab 
waveguide is included, defining the terminology and the theoretical framework 
utilised in the subsequent sections. Following this is a brief section considering 
the choice of m ethod from those introduced in Section 2.3.
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4.1 The M odes of D ielectric Slab W aveguide
Consider the dielectric
^ N v ia g n e tic  Wall
Figure 4.1: Infinite dielectric slab waveguide geometry.
Propagation is assumed to be in the z direction and the s truc tu re  is of infinite 
extent in the y direction, and the tim e dependence is assum ed to  be of the form 
exp(jut) .  The slab can support T E  modes (Ez = 0) and TM  modes (Hz = 0). 
Only even T E  modes are considered here; the other modes can be trea ted  similarly. 
Applying M axwell’s equations in this case gives:
7z E y  =  — j l o [i H x
dE„
=- j udx
dJ h  = ( j l _
dx  \  j u p
- j u e ) E y (4.1)
slab shown in Fig. 4.1,
where the longitudinal propagation constant is 7* = j (3 and e = e0er. Rearranging 
this equation gives the following wave equation and propagation constant relation­
ship [75]:
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(4.2)
/ 2 2 i 2K  =  w /xe +  7Z (4.3)
Considering even modes only, solution of equation (4.2) and application of bound 
ary conditions as dictated by Fig. 4.1 leads to fields of the form:
S la b : Ey = A co s{kxdx)
A i r : E y = A c o s (k xdd)e~'Yxa(x~d)
where A is a constant.
4 .1 .1  O rigin o f  th e  C ontinuum
Rewriting the propagation constant relationship equation (4.3) in the air and in 
the slab, and letting 7xa = j k xa gives:
A ir  : P2 = k£ — k 2
(4.4)
Slab: (I2 = erk2 - k 2xd 
Consider the conditions leading to real values of ft:
• In air, ft is real if 0 <  k2a < k$. This leads to values of ft in the range
0 <  P2 < k2.
• In the slab, P is real if 0 <  k ld < erkq, leading to values of p  in the range
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The range of (3 for which the waves are bound to the slab is therefore:
hi < P <  trk l
Substituting this range of (3 values back into equation (4.4) above gives the range 
of x directed propagation constants corresponding to the bound modes:
• In air: 0 <  £2a <  (1 — er)&o> giving kxa imaginary for bound modes, i.e.
kxa — Ta­
rn In the slab: 0 <  k*d <  (er — 1 )fcg
The above defines the range th a t should be used for the root finding routine when 
the transcendental equations are being solved for the propagation constants of the 
guided modes. For these ranges, there will be a few discrete solutions.
For 0 <  f32 <  &q, /? is real in the air but not in the slab. This range corresponds to a
continuum of radiation modes, for which 0 <  < kl  and (er — l)k% < k ld < erkl
Consider now conditions leading to imaginary j3:
• In air k .^a > k$ for (32 < 0.
• In the slab k ld > erkl  for /?2 <  0.
These modes are reactive, being attenuated in the direction of propagation. They 
represent energy stored close to the slab. In term s of fc2a, the situation can be 
represented as shown by Fig. 4.2 below.
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Discrete Modes 





Figure 4.2: Illustration of mode spectrum  of dielectric slab guide.
4 .1 .2  M o d es o f  th e  C ontinuum
The wave equation (4.2) can be solved for the radiation modes, i.e. with 0 <  *2. <
kq, to give (in the slab):
E y = B  cos ax
where B  is a constant and a  represents a continuous set of values defined by
a 2 = erkl — (32. In the air, the solution is:
E y = Cejp{x~d) +  De~jp{x~d)
where p2 — k$ — (32. By equating tangential field components at the interface, it 
can be shown tha t D — C* and tha t [75]:
„  B  (  j  • jG =  — cos ad  +  j  — sin ad
 ^ V P j
So tha t in the air:
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E y = Ceipix- d) + C 'e - ’**-®
For both the guided and radiation modes, the other field expressions can be found 
from equation (4.1).
The foregoing has dem onstrated the existence of the three parts of the spectrum  of 
infinite slab guide; the discrete, radiative, and reactive modes. This theory applies 
equally to the H-guide structure considered in Chapters 5 and 6 , but with the 
additional complication of the bounding in the y direction.
4.2 C hoice o f M eth od  for Taper A nalysis
Various methods for analysing waveguide discontinuities were introduced in Sec­
tion 2.3. Most of the differential equation techniques lead to similar sets of equa­
tions. In these approaches, the fields of a non-uniform waveguide at a point are 
expressed as a sum of the fields of the uniform waveguide whose dimensions are 
defined by the cross section of the taper at tha t point. These are so-called local 
normal modes [90, 96]. In the expansion in terms of local normal modes performed 
by Marcuse [90], the transverse fields in the non-uniform guide are expressed as 
a sum m ation of the guided and radiation mode amplitudes of the local uniform 
guide:
N




l / = l
f oo
/ apSpt dp 
Jo
[ O O
/  bpH pt dp 
Jo
(4.5)
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The script letters are the fields of the local normal modes, a and b are am plitude 
coefficients and N  is the number of guided modes supported by the uniform guide. 
Equation (4.5) can be written in compact form as:
E t =  Z  a^ t
V
H t =  (4.6)
V
Based on these equations, Marcuse derived a set of coupled mode equations for the 
forward and backward travelling waves (denoted by *+’ and superscripts):
|  N   ^ N
~o Z + 9 Z au l&nv ~ S»v]
Z u=l Z u-1
\  Z at l R^  -  s^] -  \  Z az \R (4-7)
z I/=l z l/=l





R = [  i  £*utx —T— - z d x d y
J  —oo J  — c- j o o  dz
■oo r o o  d £/ wv/  - £ x n ; r i d x d y-oo J —oo ClZ (4.8)
The difficulty in implementing these equations for a taper lies in the existence of 
the infinite integrals over the radiation spectrum. Various m ethods of solution 
have been proposed for specific geometries [94, 78, 95]. It was considered that 
application of equations (4.7) and (4.8) to the IDG taper would be a difficult task. 
Instead, it was decided to bypass the problem of dealing with the integrals across
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the radiation spectrum  by investigating the use of a mode m atching technique 
based on a bounded structure.
4.3 T h e B oun ded  M ode M atch ing  M ethod: E x­
istin g  T heory
The bounded mode matching (BMM) m ethod was introduced in Section 2.3. It 
is a m ethod for the analysis of single abrupt discontinuities in planar dielectric 
waveguides. The technique was introduced by Brooke and Kharadly in [84] and 
given a more complete exposure in [85].
In this section the basics of the m ethod are discussed and some interm ediate results 
presented before consideration is given to applying the technique to H-guide steps 
and tapers in Chapter 6 .
4 .3 .1  B asic  T h eory
As has been seen, open waveguiding structures require the continuum  of radiative 
and reactive modes to be taken into account as well as the finite num ber of guided 
modes. W hen trying to analyse discontinuities in open waveguide one inevitably 
generates expressions containing infinite integrals across the continuum  such as 
those involved in the coupled mode equations (4.5) and (4.7). These integrals 
are difficult to deal with. The bounded mode m atching m ethod seeks to solve this 
problem by bounding the open waveguide discontinuity with either a perfect electric 
conductor (PEC) or perfect magnetic conductor (PMC). Such an arrangem ent is 
shown in Fig 4.3.
It can be shown that there is a correspondence between the bounded and un-
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Guide A | x Guide B
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Figure 4.3: Bounded step discontinuity in dielectric slab.
bounded structures which allows an approximate solution to the original open 
problem to be generated. Mathematically the BMM method is much more straight­
forward than, say, the rigorous Ritz-Galerkin (RG) approach of Rozzi [80].
The three parts of the spectrum in the open waveguide are surface waves, radiation, 
and attenuated (reactive) radiation. The equivalent modes in the bounded case are 
referred to as slow, fast, and evanescent modes respectively. In [85] it is shown that 
there is a one-to-one correspondence between the mode spectra of the bounded and 
unbounded guides. Specifically, the analysis shows that the fast and evanescent 
modes are functionally identical to the radiative spectrum of the open case, but at 
discrete values of the propagation constant. The slow modes and surface modes 
become functionally identical as the bounding is moved towards infinity, although 
in reality the bounding need only be a small number of free space wavelengths away 
from the waveguide for the modes to be virtually identical.
The correspondence between the open and closed configurations is considered in 
more detail later, though the formal analysis has not been included here as it is 
presented in full in [85]. The analysis holds equally for H-guide; the bounding in 
the y direction does not affect the substance of the argument.
The method proceeds by applying a standard mode matching technique such as 
that proposed by Clarricoats and Slinn [74] to the closed guide of Fig. 4.3. In
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the figure, a mode of unit am plitude is assumed to be incident from waveguide A. 
Mode matching at the interface between the guides A  and B  gives:
oo oo
e“ +  Y j a»en =  T ,  6» em (4-9)
n = 1 ra = 1
oo oo
h? -  £  o»h ; =  £  4 . X  (4.10)
n = l  m = l
where e and h are the transverse fields. The subscript i refers to the incident mode,
the superscripts a and b refer to modes in the A  and B  guides respectively, and n
and m  are mode labels, a and b are the unknown reflected and transm itted  mode 
amplitudes.
The summations in the above mode matching equations can be truncated so that 
N  modes are considered to exist on each side of the discontinuity. Clarricoats
and Slinn proposed solution of the mode matching equations by application of the
orthogonality conditions:
f  e £ x h - * z  dx = 6kiPk 
Jo
[  ebk x h b • z d x  = 8kiPl  (4.11)
Jo
where £# is the separation between the centre of the waveguide and the bounding.
By integrating equation (4.9) and taking the vector cross product with h£, appli­
cation of orthogonality leads to:
SkiP? +  ^ P ak =  E  bmP l \  (4.12)
771 =  1
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where:
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P m k  =  Jo X  h£ • z dx  (4.13)











e l  x hi, • z dx (4.15)
Adding equations (4.12) and (4.14) leads to
£  bm( P i \  + P i t )  =  2Sk P? (4.16)
771 =  1
Solution of this set of simultaneous equations leads to values for the am plitude 
coefficients 6m. The coefficients ak are then obtained from equation (4.14) by 
substitution.
Brooke and Kharadly followed Clarricoats [70] in defining a set of normalised mode 
coefficients as follows:
f Pn V 2
an ~  an J
4-3 The Bounded Mode Matching Method: Existing Theory 91
for m, n  =  1, • • •, N .  By doing this, a check on power conservation can be carried 
out by defining the power error Pe as:
N a N b
pe = i -  y ;  |a„i2 -  y ;  i y 2 (4.17)
71=1 771 = 1
where TV® and iVjJ are the numbers of propagating modes in guides A and B. 
Similarly, an approxim ate value for the power radiated by the discontinuity can be 
obtained by summing the power in the modes with (3 between zero and Uq:
N a N b
Pr= £  l«"|2 +  £  K l 2
n= 7V f+1 m = N b+ l
where N * and JVj are the numbers of slow modes propagating in guides A and B, 
i.e. modes with /? >  ko.
Brooke and Kharadly derived expressions for the orthogonality term s P£ and Pfc 
and the inter-waveguide orthogonality term s P ^ k and P ^  for the even T E  and TM 
infinite dielectric slab guide. These are not reproduced here. However, expressions 
for the H-guide are considered in Chapter 6 .
4 .3 .2  T h e M od e S p ectra
In this section the correspondence of the surface and slow modes of the open and 
closed slab guides is considered, together with the form of the fast mode spectrum .
Fig. 4.4 is a comparison of the closed and open configurations, showing the ratio of
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the slow mode to surface mode propagation constant. The results are for even TE 
modes with PMC bounding, and t\ and t s  are the slab thickness and distance from 
the slab centre to the bounding. It is clear that once ( ts  — t\)  is increased above 
about 1.5A0 the propagation constants for the slow and surface modes are virtually 
identical. Brooke and Kharadly noted that bounding of the TE case with a PEC is 
less satisfactory than bounding with a PMC as the ratio of values displays cut-off 
behaviour. This is not necessarily a problem if the user of the method is aware of 








Figure 4.4: Ratio of the propagation constant of the slow mode to that of the 
surface wave for the grounded slab.
Fig. 4.5 shows the variation of the fast mode propagation constants as teo = ^s/Ao 
is varied for an odd TE guide with PMC bounding. The variation of (3 with tBo 
can be seen to be great, especially for the lower part of the fast mode range. The 
figure shows that by bounding the structure, the continuum of modes in the range 
0 <  (3/ko <  1 has been reduced to a number of discrete modes. The distribution of 
the fast modes over this range is uneven, however, and this has a significant effect 
on the mode matching solution. This is demonstrated in Section 4.3.4 where the 
effect of varying the distance to the boundary is investigated.
Another point to note from Fig. 4.5 is that modes transfer from the evanescent 
region into the fast mode region at regular intervals of tso of about 0.5. Therefore,







Figure 4.5: Variation of fast mode propagation constants w ith tso for a  grounded 
slab guide.
each tim e the bounding distance is increased by Ao/2 a new m ode is added to the 
fast m ode spectrum .
4.3 .3  V a lid a tio n  o f th e  C u rre n t Im p le m e n ta tio n
The m ethod outlined in Section 4.3.1 has been im plem ented as p a rt of the current 
work. Before continuing it is necessary to dem onstrate correct operation of the 
im plem entation by comparison to existing results.
Results have been obtained for an even T E  slab guide step where er =  5.0, =
0.07Ao and t\ =  0.35Ao. The second slow mode of guide B was considered as the 
incident mode. The m agnitude and argum ent of the input reflection coefficient b2 
was m onitored for two values of tgo = Ao and a range of values of N , where N  
is the num ber of modes considered to exist on either side of the discontinuity, as 
defined in Section 4.3.1. The power error Pe for each case was calculated, where 
Pe is as defined in equation (4.17). The results are presented in Tables 4.1 and 4.2. 
Values generated by the current im plem entation are shown against those given by 
Brooke and Kharadly in [85].
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Reference [85] C urrent Work
N N Arg (62) P e M A rg(62) P e
5 0.4237 0 0.5974 0.4237 0 0.5974
10 0.4050 0.5164 0.0136 0.4050 0.5164 0.0136
15 0.4081 0.5490 0.0013 0.4081 0.5497 0.0013
20 0.4081 0.5537 0.0002 0.4081 0.5537 0.0002
25 0.4081 0.5541 2e-5 0.4082 0.5541 8.4e-5
30 0.4082 0.5545 2e-5 0.4082 0.5545 2.6e-5
40 0.4082 0.5546 le-5 0.4082 0.5546 l.le -5
Table 4.1: Results for tgo = 2 .0 .
Reference [85] Current Work
N N Arg(62) P e N A rg(62) P e
5 0.2203 0 8.58 0.2203 0 8.58
10 0.4444 0.2678 0.2330 0.4444 0.2678 0.2330
15 0.4299 0.5490 0.0132 0.4299 0.5492 0.0132
20 0.4265 0.5604 0.0130 0.4265 0.5604 0.0130
25 0.4286 0.5770 0.0061 0.4286 0.5770 0.0061
30 0.4294 0.5934 0.0009 0.4294 0.5934 0.0009
40 0.4294 0.5961 0.0001 0.4294 0.5961 0.0001
Table 4.2: Results for t g 0 =  4.0.
The tables show extremely close agreement between the sets of results. Further 
comparisons are made in the following sections.
4 .3 .4  F eatures o f  th e  R esu lts
The results presented in Tables 4.1 and 4.2 dem onstrate a dependence both on 
the truncation value N  and on the boundary distance t g o- The tables show that 
the solutions converge as N  is increased, but th a t convergence is faster for smaller 
values of the boundary distance. This is illustrated graphically in Fig. 4.6 where the 
power error P e is plotted against N  for three values of t g 0 . These results indicate 
tha t higher order modes are more readily excited as t g o is increased, as more modes
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are needed for convergence for the higher bounding distances. An explanation of 










Figure 4.6: Variation of power error with N for dielectric slab.
Again considering Tables 4.1 and 4.2, it can be seen that the solution converges on 
different values of &2 for the two values of t s o- To investigate this characteristic, 
consider an even TE slab step with er = 5.0, t“ = 0 .2^  and t\ = 0.35Ao with 
the second slow mode from guide B incident on the junction. Fig. 4.7 shows the 
reflection coefficient &2 for a range of tBo- The truncation value N  was fixed at 40 
to keep the power error low.
The results from the current implementation are the solid line in this figure, whilst 
the values used to create the dotted line have been transcribed from a plot given 
in [85]. The agreement is good in terms of the period and peak values of the oscilla­
tion, but the shapes are somewhat different with the Brooke and Kharadly results 
being more sinusoidal. It is not known how many tso points were taken to generate 
the Brooke and Kharadly results. However, if only a moderate number of points 
were taken, and a curve fitting routine was used to construct the characteristic, 
then these results would not seem to be inconsistent with the results of the current 
work, for which 816 points were taken.
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Figure 4.7: Variation of |62| with tso- Current work: ---- , Brooke and Kharadly: -
The results show a significant and oscillatory variation in the reflection coefficient 
as £jso is varied. Some qualitative explanation for the shape of the curve can be 
attem pted. The oscillations can be attributed to the variable density of the fast 
modes across the range 0 < (3 < ko as shown in Fig. 4.5. As the modes vary with 
tgo their contributions to the mode matching solution vary.
It can be seen that the period of the oscillation is approximately 0.5Aq. This can 
be related to the transition of a mode from the evanescent mode region to the fast 
mode region of the spectrum every 0.5Ao as discussed above. Whilst the fast modes 
are very dispersive with tso , Fig. 4.4 shows that the slow modes are little affected 
by changes in tBo- Thus the contribution of the slow modes to the mode matching 
solution is constant, and it is to this that the reasonably constant mean in the 
curve of Fig. 4.7 can be attributed. The slow convergence of the solution can be 
explained by the slow increase in the density of the fast modes in the lower part of 
the spectrum visible in Fig. 4.5.
The magnitude of the scattering coefficient oscillations depends on the degree to 
which the lower part of the fast mode spectrum is excited. For some discontinuities
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these modes are not greatly excited and the m ethod is accurate. However, it is clear 
th a t the accuracy of the m ethod is compromised when significant power is scattered 
into this part of the spectrum. Ideally, tBo should be increased so th a t coverage is 
improved but the slow convergence with £jg0 means th a t a large N  is required for 
a satisfactory solution - it has already been shown tha t convergence is slower for 
large tso- Limited computer resources prevent N  being increased indefinitely, so 
using a large value of t s o may be impractical. A simple extension to the  bounded 
mode m atching approach provides a way around this problem. This is referred to 
as the variable bounded mode matching (VBMM) method. [85].
4 .3 .5  T h e V ariable B ou n d ed  M od e M atch in g  M e th o d
As has been noted, the oscillation shown in Fig. 4.7 is about a reasonably constant 
mean value. According to Brooke and Kharadly the assumption th a t the oscilla­
tions are about a fixed mean value seems to be valid for sufficiently large values of 
tso • Thus, averaging the scattering coefficients over a range of tso  values should 
give a good estim ate of the mean value.
For the example considered in the last section, Table 4.3 lists some averaged re­
sults for various ranges of (where each range is referred to as A£#o), using an 
averaging interval of O.Heo* These results were obtained using the current im­
plem entation, which are again very close to Brooke and K haradly’s results (not 
reproduced here). Rozzi’s results [80] for the same configuration have also been 
included, for both six and ten term  Laguerre polynomial expansions. Comparison 
with Rozzi’s results shows good agreement. Hence it is shown th a t the assumption 
tha t the mean value of the scattering coefficient oscillation approxim ates to the 
required solution is valid.
A full characterisation of a slab guide step provides further comparison w ith Rozzi’s 
results. For a step with er = 5.0, t \  =  0.2^ and t\ = 0.159Aq the following
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A t s  o M M IM
VBMM 0 .9 - 1.4 0.3258 0.1765 0.4728
1.9 - 2.4 0.3262 0.1795 0.4790
3.9 - 4.4 0.3265 0.1808 0.4814
Rozzi 0.3282 0.1834 0.4940
RlO 0.3272 0.1814 0.4820
Table 4.3: Comparison of scattering coefficients calculated using the variable bound 























Table 4.4: Characterisation of a dielectric waveguide step: comparison of variable 
bound to Rozzi’s results.
param eters were used in the calculation: N  = 40, =  1 to 3 made up from 40
steps of 0.05. Table 4.4 shows the results obtained when the step was characterised. 
The table uses Rozzi’s nomenclature for input and output reflection coefficients ( I \  
and r 2) and transmission coefficient (T ).
Rozzi’s results quoted in Table 4.4 are for 20 polynomial expansion term s. Good 
agreement between the results can be seen. This agreement with Rozzi’s results 
dem onstrates tha t the bounded approach is effectively a m ethod of performing a 
numerical integration over the continuous spectrum  of the original problem.
4-3 The Bounded Mode Matching Method: Existing Theory 99
4.3 .6  A n a ly sis  o f a  D ie lec tric  S lab W avegu ide  S tep
As an example of the application of the method, the scattering and radiation 
properties of a step in slab guide (see Fig. 4.3) were analysed using the variable 
bound approach. A range of slab thicknesses t\ were considered. Other parameters 
were as follows: t r — 5.0, t“ =  0.2^, N  = 40, tBo = 0.9 to 1.4 in steps of 0.1.
Guide A supports one slow mode, whilst guide B supports three. The slow mode 
in guide A is labelled as mode 1, those in guide B are labelled as modes 2, 3, and 
4 respectively.
Fig. 4.8 shows the normalised TE slow mode scattering coefficients for a range 
of t \ / \ 0. Note that IS^I refers to the reflection coefficient of the j th  mode with 
respect to the ith  incident mode. Fig. 4.9 shows the total radiated power for the 
configuration, where curve A\ relates to incidence of mode 1, and curves B\, B 2 
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Figure 4.8: Normalised TE slow mode scattering coefficients for a range of t \ / Xo- 
Current w ork:---- , Brooke and K haradly:------- .
The solid lines in Figures 4.8 and 4.9 are results from the current implementation, 
the dotted lines are Brooke and Kharadly’s results. These were transcribed by







0 .2 .4 .6 .8
Figure 4.9: Normalised radiated power. Current work:---- , Brooke and Kharadly: -
hand from [85], so some degree of error must be expected due to this. Even so, the 
results show very good agreement. The Brooke and Kharadly results are, in turn, 
favourably compared to Rozzi’s results in the paper.
4 .3 .7  V erifica tio n  o f th e  R e su lts  A g a in s t S im ple  T h e o ry
Results for the analysis of a small step using the variable-bound approach are 
presented in this section and are verified using the simple theoretical method used 
by Rozzi [80].
For a small step in a slab guide (where the ratio of the guide depths is between 
approximately 0.4 and 1), the main effect of the step is a change in impedance. 
This results in the simple equivalent circuit shown in Fig 4.10 below.
In this case, the moduli of the reflection coefficients for incidence from the left 
(Ti) and incidence from the right ( r 2) are almost identical. For the TE case, for 
example, where Z\ — ^  and Z2 =
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Z1.P1 z2. P2
Figure 4.10: Simple equivalent circuit of step.
r  _  _ r  _  Zi — Z2 _  (32 — (3\ , i
2 “  ' “  Z ! + Z 2 “  & + / ? ,  (4' 18)
As a numerical example consider a step with er = 5.0, =  0.159Ao and t\ =
0 . 1 2 7 2 (i.e. t \ / t “ = 0.8). The parameters used in the VBMM calculation are 
N  = 40 with t]s0 =  1 to 3 in steps of 0.05. The VBMM results are | r x | =  0.0214 
and \F2\ = 0.0216.
Knowing that (3a =  398.4 and /3b = 415.90, the simple theory gives:
r 2 =  - r ,  =  =  0.0215
Pb + Pa
The variable-bound method results are therefore in agreement with those of the 
simple analytical method.
4.4 Chapter Sum m ary
The variable bounded mode matching (VBMM) method for analysis of transverse 
steps in open dielectric slab waveguide has been discussed in detail. The method 
has been implemented as part of the current work, and this implementation has 
been validated by comparison with existing results.
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Comparison to results from an earlier theoretical m ethod shows tha t VBMM effec­
tively discretises the continuous spectrum  and so provides a way of dealing with 
the infinite integrals across the continuum tha t appear in the analysis. Having 
dem onstrated the effectiveness both of the technique and of the current implemen­
tation, the m ethod can now be extended for application to the IDG taper. This is 
considered in Chapter 6 .
Chapter 5
D evelopm ent of the Theory: Inset 
D ielectric Guide
The H-guide model of Inset Dielectric Guide was introduced in C hapter 2 as a 
straightforward analytical alternative to some of the more rigorous, tim e consuming 
methods tha t have been applied to IDG in the past. In the first part of this chapter, 
the H-guide analysis is developed in detail. The second part of the chapter consists 
of a study of the fields of IDG in which the validity of the H-guide model is tested.
5.1 T he M od ellin g  o f ID G  as H -G uide
In this section, expressions for the LSE and LSM modes of the H-guide are devel­
oped and the longitudinal propagation constant is calculated.
The H-guide is introduced in Section 2.1.4. It consists of a dielectric slab sand­
wiched between infinite m etal plates as shown in Fig. 2.2(a). As the fields decay 
away from the slab in an exponential m anner it is reasonable to apply the analy­
sis with infinite plates to the case of finite plates. The analysis presented here is
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lim ited to those H-guide modes th a t exist in the open trough guide depicted below 
in Fig. 5.1. As shown in Fig. 2.2(b), folding down the side plates of this structu re  
results in IDG. The assum ption being m ade here is th a t it is realistic to apply 
the H-guide analysis to this trough guide with the  side plates folded down. The 
validity of this assum ption is investigated in Section 5.2 by com parison to results 






Figure 5.1: Interm ediate structure in H-guide analysis.
5.1.1 H -G u id e  F ie ld  E x p ress io n s
The field expressions for the H-Guide are derived in this section. The H-Guide is 
able to support two types of mode:
• LSM modes, with Hx — 0. These modes can be thought of as TM modes 
w ith respect to the x direction.
• LSE modes, with Ex = 0, or TE  modes with respect to the x direction.
The above modes correspond to those of the shallow and deep slot IDG, as discussed 
in Section 2.1.2 .
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M e th o d  o f A n a ly sis
The H-Guide fields are derived from the Hertzian vector potentials:
St^e(x ,y )e~3pz (5.1)
yLil)h{x,y)e~3pz (5.2)
where ($ is the propagation constant in the longitudinal (z) direction, and x  is a
unit vector in the x  direction.
The fields can be expressed in term s of the Hertzian vector potentials as follows 
[96]:
E  =  k2U e +  V V  • ne — jujfiS7 x Il/j,
H  =  jtoeV x n e +  k2Wh +  V V  • 11^ (5-3)
The scalar potentials satisfy the wave equation:
V?V>e,/i(z, y) +  (er-^o -  y) =  0 (5.4)
where ko is the free space propagation constant and er is the relative perm ittivity  
of the dielectric material.
S o lu tio n  o f th e  S ca la r W ave E q u a tio n
Solution of equation (5.4) is performed by separation of variables [125, chapter 7]. 
In the dielectric region, this leads to the following scalar potential and propagation
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constant relationships:
106
i =  (A  cos kxx  -f- B  sin kxx ) (C  cos kyy D  sin kyy ) (5.5)
k2y +  k2xi = t rk20 -  f  (5.6)
In the air region, separation of variables gives:
il>eth = [Aexp^ X{x — d) +  B e x p —'y ^ x  — d)][Ccos kyy +  D  s in kyy] (5.7)
K  ~ l l  = kl -  p  (5.8)
In the above equations, kxd is the propagation constant in the x  direction in the
dielectric, kxa = j ^ x is the propagation constant in the x  direction in the air region,
ky is the propagation constant across the slot (in the y direction), and A, B , C  and 
D  are constants.
F ie ld  E x p re ss io n s
L S M  M o d e  F ie ld s  The LSM fields are obtained by considering the case where 
ifh = 0. Equation (5.3) thus becomes [123]:
e  =  k2n e +  v v  • n e =  v  x v  x n e 
H  =  jcoeV x n e
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Substituting equation (5.1) into the above yields expressions for the fields:
E y
d2ipe(x ,y )  
dxdy  
dipe(x ,y )
hz  1 dx
Hx = 0
Hy = —j<jj€0€r'y'ipe(x, y)
. d ^ e(x ,y )
Hz = - j u e 0er  —----  (5.9)
where 7  =  j(3. Note tha t the z dependence e ~ ^ z introduced in equations (5.1) 
and (5.2) has been dropped from the above equations. This also applies to all the 
field expressions given below.
The boundary conditions to be applied to the wave equation solutions (5.5) and (5.7) 
are:
• E z = E y =  0 at x = 0
• E x = E z = 0 at y = 0 and y — W
• Fields must decay away from the dielectric slab surface
Application of these conditions gives the following expressions for the fields in the 
slab:
Ex = A d(k2 + /32) cos kxdx sm kyy 
Ey — A dkxdky sm kxdx cos kyy 
E z = j A d(3kxd sin kxdx s m  kyy
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Hx = 0
Hy = A<iLoeQerf3 cos kxdX sin kyy
Hz =  — j A du>eotThy cos kxdx  cos kyy (5.10)
and the fields in the air:
Ex = A a(k2y + (32) e - ^ x- d\ m k yy 
E y =  —Aajxkye-1* ^ ' ^  cos kyy 
E z =  A aj xj s m  kyy 
Hx = 0
Hy =  A aLje0l3 e ~ ^ x~d^  sm kyy
Hz = — j A akyU}e0e~lx(x~d) cos kyy (5-11)
where ky = and A a and Ad are constants for the air and dielectric regions 
respectively.
LSE M od e  Fields The LSE fields are obtained by considering the case where 
"0e — 0. Equation (5.3) thus becomes [123]:
E =  - j io f i0V  x II/,
H  =  k2U h +  V V  ■ II/! =  V x V x II/,
Substituting equation (5.2) into the above yields expressions for the fields:
E x = 0
5.1 The Modelling of IDG as H-Guide 109
Ey ■= juno~fil)h(x ,y )
. di>h{x,y)  





d 2^ h(x ,y )  2
Hx = -------— ---------7  M ^ y )
y dxdy
H.  -  - , « £ l » 2  (5.12)
Applying the boundary conditions as for the LSM case to the wave equation solu­
tions (5.5) and (5.7) gives the following expressions for the fields in the slab:
Ex = 0
Ey = —AdU>Hofi sin kxdx cos kyy 
Ez =  — jAd^fJ-oky s m k xdx s m k y y
Hx =  A d{k2 +  (32) sin kxdx cos kyy 
Hy =  —Adkxdky cos kxdx  sin kyy
Hz = — jAd(3kxd cos kxdx cos kyy (5.13)
and the fields in the air:
Ex = 0
Ey = - A aLJyo(3e ~ ^ x~d^  cos kyy
E z =  - j  A aujfj,0kye~lx(x~d) sm kyy 
Hx = A a(k2y + (32) e - ^ x- ^  cos kyy 
Hy = A a'yxkye~lx x^~d^  sin kyy
Hz = j A a(3jxe~lx(x~d) cos kyy (5-14)
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where ky =
110
5 .1 .2  C a lcu la tion  o f  th e  P ro p a g a tio n  C on sta n ts
The propagation constants for the guide can be calculated either using the trans­
verse resonance m ethod [123] or by equating tangential field components at the 
air/dielectric interface. For the single-dielectric structure considered here neither 
m ethod has a particular advantage over the other, so the m ethod of equating tan ­
gential field components is applied below. However, for a layered dielectric system 
transverse resonance would be the m ethod of choice, as the equivalent circuit rep­
resentation used in this m ethod allows the characteristic equation to be derived 
more efficiently than by equating fields at each interface.
From the previous section (equations (5.6) and (5.8)), the propagation constants 
satisfy the following conditions in the dielectric and air respectively:
kid +  K  +  /92 — er&o
Subtracting these two equations gives:
kld + l l  = { t r - l ) k l (5.15)
F or th e  L S M  case: Equating E y and H z components respectively at x = d
gives:
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^a'Kx — Adkxd Sin kxdd 
A a — erAd cos kxdd
Combining these two equations leads to:
■^t'Ix — kx(£ tan kxdd (5.16)
Equations (5.15) and (5.16) can be solved for the propagation constants. Combin­
ing these equations yields the equation to be solved for kxd as:
2 2 2 . 2 - 2  2 2 2  / r  ieru cos u +  u sin u = v er cos u (5.17;
where u = kxdd and v =  \J(er — 'fk^d2. Once kxd has been found, j x follows from
equation (5.16).
F o r th e  L SE  case: Equating E y and Hz components respectively at x = d gives:
A a = Ad sin kxdd 
AaTjx — kxdAd cos kxdd
Combining these two equations leads to:
'Ix — kxd cot kxdd (5.18)
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Equations (5.15) and (5.18) can be solved for the propagation constants. Combin­
ing these equations yields the equation to be solved for kxd as:
if2 — u2 sin2u =  0 (5.19)
where u =  kxdd and v = y  (er — I)k%d2. Once kxd has been found, 7  ^ follows from 
equation (5.18).
The characteristic equations (5.16) and (5.18) are the same as those for modes of 
the infinite dielectric slab waveguide [96]. In the x  direction:
• LSM H-Guide modes are equivalent to even TM slab waveguide modes.
• LSE H-Guide modes are equivalent to odd TE slab waveguide modes.
5 .1 .3  S o lu tion  o f  th e  C haracteristic  E q u ation s
Equations (5.17) and (5.19) must be solved either graphically or numerically. Graph­
ical methods are only of any real use for fault finding and for gaining additional 
insight into the problem.
There are a number of numerical methods tha t can be used for root finding (see [134] 
for example). The method chosen for use here is a modified bisection m ethod [126]. 
This m ethod makes possible the simultaneous search for several roots, and can be 
applied to a wide variety of functions. No conditions are placed on the function 
other than tha t it be continuous within the interval of interest.
In order to apply a root finding routine, it is necessary to know the interval over 
which the routine is to work. In this application, this range is dictated by the fact 
tha t the roots of interest are those leading to real values of the longitudinal propa­
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gation constant (3. The range of kxd which gives real j3 is discussed in Section 4.1.1 
and is as follows:
0 ^  kxd ^  ko\/cr 1
5 .1 .4  F un d am ental M o d es o f  H -G u ide
LSM : Using the results of Section 5.1.1, and recognising th a t ky = 0 is not a
valid solution, the H-Guide field expressions for the fundam ental mode are, in the 
slab:
Ex =  Adi ^ ( ^ f )  +  Pl'j coskxdixsm
7T 7T
Ey — Ad\kxd\ sin kxdix cos
7r
E z = jAdiPikxdi  sin kxd\X sin —  yW
Hx = 0
7T
Hy = AdiweQtrPi cos kxdix sin —  y
7r 7r
Hz = —j A diU)e0er —  cos kxdix cos — y (5.20)
W W
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where the quantities marked with the additional ‘1’ subscript relate to the  first 
LSM mode, and A ai =  t r Adi cos kxd\d.
L S E : In this case ky is permissible, so tha t the H-Guide field expressions for this
mode are, in the slab:
Ex = 0
E y =  —Adi^HoP\smkxdix 
E z = 0
Hx = Adif f ismkxdix
H y  =  0
Hz — j  Ad\(d\kxdi cos kxd\x (5.22)
and the fields in the air:
Ex = 0
E y = - A alwli0p1e-^*'(-x- d) 
E z = 0
Hx =  A alP l e - ^ - ^
Hy = 0
H z =  (5.23)
where the quantities marked with the additional ‘1’ subscript relate to the first 
LSE mode, and A ai = Adi sin kxd\d.
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This section has two objectives: to study the fields of IDG and to assess the 
validity and accuracy of the H-guide model of IDG as developed in the foregoing 
sections. These objectives are achieved firstly by a consideration of the longitudinal 
propagation constant of IDG and secondly by an examination of its fields.
5.2.1 L o n g itu d in a l  P ro p a g a t io n  C o n s ta n t
Fig. 5.2 shows the normalised fundamental propagation constant (3/k0 for LSM 
H-guide for three guide widths, W.  As expected, the propagation constant drops 
as guide depth d is decreased. As the width is decreased, ky =  7r/W  is increased 
and the characteristic is pulled down. Notice how (3 < ko becomes increasingly 
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Figure 5.2: LSM H-guide propagation constant for various guide dimensions, er =  
2.56.
In Figures 5.3 and 5.4 H-guide results are compared against experiment and results 
from two other theoretical methods, TRD and FDTD. The figures show results for 
the fundamental mode. One shallow slot (LSM) and two deep slot (LSE) geometries 
are considered. In the shallow slot case it can be seen that the H-guide results match
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Figure 5.3: Propagation constant of shallow slot (LSM) IDG with er = 2.08. Guide 
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Figure 5.4: Propagation constant of deep slot (LSE) IDG with er = 2.08. Guide 
dimensions are (a) 10.16mm wide by 10.16mm deep, and (b) 10.16mm wide by 
15.24mm deep.
the other theoretical and the measured results very closely above 9GHz. Below this 
frequency the H-guide results drop off too rapidly and agreement is poor. For the 
deep guides, FDTD and TRD are close to the measured values. The H-guide values 
show a reasonable match but are not as close as was observed for the shallow slot 
above 9GHz.
In Figu res 5.5 and 5.6 H-guide and TRD results are compared for different values 
of the dielectric constant. FDTD results have been om itted here for clarity; the 
close agreement between TRD and FDTD has already been established. As might 
be expected given the previous results, agreement between H-guide and TRD for
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Figure 5.5: Propagation constant of shallow slot (LSM) IDG, 22.86mm wide and 
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Figure 5.6: Propagation constant of deep slot (LSE) IDG with er =  5.8. Guide is 
10.16mm wide and 22.86mm deep.
higher t r is good for both deep and shallow slots. Very poor agreem ent is shown 
for low er where the TRD /3/ko is close to 1 over the whole frequency range.
Consider now the behaviour of the H-guide and TRD  propagation constants along 
a taper where the guide width is held constant but the depth is varied. Results at 
two frequencies are given for both the shallow and deep slot cases in Fig. 5.7, where 
the guide widths are 22.86mm and 10.16mm respectively. For the shallow slot the 
TRD and H-guide results are close until /3/k0 drops to around 1.1 a t which point 
significant deviation begins to occur. Agreement is be tte r in the deep slot case 
where the H-guide has ky = 0 so th a t the excessive lowering of /?/&o th a t occurs in 
the shallow slot case for low /3/k0 does not happen.
5.2 Study of the Fields of IDG 







.1 .2 .3 .4
G uide  d ep th  to  width ratio






.7 0 ,1 .2 .3 .5.4








■§ 1-2 S. co o .g
a .
1.5 2.0 2.5.5 1.0










G uide dep th  to width ratio
2.5
G uide dep th  to width ratio
Figure 5.7: Propagation constant along IDG tapers, er = 2.3.
The above results show tha t the H-guide model of IDG provides quite accurate 
values of the propagation constant both for deep slots and for shallow slots where 
the TRD value is greater than  a threshold value (around 1.1 ko in the above re­
sults). This inaccuracy in the LSM case for low /3/ko is troublesom e as the antenna 
structures with which this work is concerned include sections of IDG w ith this 
characteristic, particularly  towards the end of the tapered slot. As such, for guides 
w ith (3 approaching k0 it is prudent to derive values of /3 using TRD  ra ther than  
the H-guide model. There is a tim e penalty involved in doing this, but it is un­
avoidable if accuracy is to be m aintained. As a guide, approxim ate run tim es for 
the three theoretical models are as follows: FDTD 57 m inutes, TRD  1 m inute 10 
seconds, H-guide 0.1 seconds. These timings were taken on the sam e m achine, an 
HP712 workstation, and relate to the results given in Fig. 5.4(b).
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5 .2 .2  F ield  D istr ib u tio n
In this section plots are presented showing the field distributions at transverse cross 
sections of shallow and deep slot IDG. Accurate FDTD results are presented first 
followed by the H-guide approximations to them . Fig. 5.8 shows the six FDTD 
components of the field in a shallow slot, 22.86mm wide and 10.16mm deep with 
a dielectric constant of 2.3. The space cell size used is 0.635mm (A0/47 at 10GHz) 
so th a t the num ber of cells in the slot is 16 (®) by 36 (y).
In each figure the horizontal axis represents displacement across the slot, with the 
m etal walls falling at ±0.01 lm . A further 0.006m of space on each side of the 
slot is shown. The vertical axis shows the displacement up through the slot, with 
the floor of the slot at zero and the surface of the slot at 0.01m, together with 
an additional 0.006m of space above the guide to show the field behaviour in the 
air. The black rectangles in the lower corners of the plots represent a slice through 
the perfect electric conductor in which the dielectric is set. The guide floor is not 
shown. Note tha t each figure is normalised to the maxim um  of the particular field 
component depicted. No information regarding the relative field m agnitudes can 
be derived from these figures; it is the field shapes ra ther than their absolute values 
th a t are of interest here.
Before commenting on the FDTD results it is useful to reproduce the H-guide 
approximations of these same field components. These are depicted in Fig. 5.9. 
Note tha t there are only five components in this case as the LSM analysis has 
H x = 0. In these results, data is given for the 0.006m of air above the dielectric 
but no data  is given outside the ±0.01 lm  slot width; the field outside these bounds 
is zero in the H-guide analysis. Otherwise, however, these results are directly 
comparable with those of FDTD.
In comparing the two sets of results the effect on the field distributions of the 90° 
m etal edges, modelled by FDTD but not by H-guide, is clear. Local field peaks can
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Figure 5.9: LSM H-guide field components at a cross section.
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be seen around the m etal edges for the FDTD E y, Hx and Hy components. In the 
FDTD results, the Hx component, zero in the H-guide analysis, is dom inated by the 
presence of the corners. Indeed, the fact tha t this component consists merely of two 
singular peaks centred on the edges justifies the five component LSM approximation 
used in both the TRD and H-guide analyses.
Comparing the FDTD and H-guide E y components, the m axim a have been shifted 
in the FDTD results by the edge effects. Similar effects can be seen in the E z and 
H z cases. In general, though, the H-guide fields are similar to those derived by the 
accurate FDTD analysis, particularly lower down in the slot where the influence of 
the edges is reduced.
A similar comparison can be made for an LSE guide, 10.16mm wide and 22.86mm 
deep in this case. Again, a 0.635mm space cell size is used, giving 36 (x) by 16 
(y ) cells in the slot. Fig. 5.10 shows the six components derived by FDTD. The 
fundam ental LSE H-guide mode has only three non-zero components, and these 
are shown in Fig. 5.11.
Here, the three zero components in the H-guide analysis (E x, E z and H y) are shown 
by FDTD to consist purely of reactions to the existence of the m etal corners, and 
the assumption tha t Ex — 0 in the five component LSE approxim ation can be seen 
to be reasonable. In addition to these components, local field m axim a can also 
be observed around the edges in the Ey and Hx components calculated by FDTD. 
However, there is good agreement in terms of the general field shape between the 
FDTD and H-guide representations. It is interesting to note th a t within the slot, 
away from the influence of the edges, FDTD shows the fields to be invariant with 
displacement across the slot as predicted by the H-guide analysis.
It is also of interest to examine the variation of the field components on the 
air/dielectric interface in one dimension. Fig. 5.12 depicts the shallow slot compo­
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Figure 5.10: Deep IDG field components at a cross section by FDTD.
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Figure 5.11: LSE H-guide field components at a cross section.
by FDTD. The shallow slot is 22.86mm wide and the deep slot is 10.16mm wide. 
Clearly, the general features shown here are the same as in the two-dim ensional 
results, but this form at allows the detail to be seen more easily. In these results, no 
norm alisation of the field m agnitudes has been carried out. Thus, the field m agni­
tudes shown are those calculated by FDTD based on the param eters of the  model, 
i.e. the excitation and the num ber of tim e steps. The relative m agnitudes of the 
field com ponents are therefore shown by these results. However, it should be noted 
th a t the FDTD calculation is carried out such th a t Z0 = 1. As well as showing the 
peaks around the slot edges, these plots show the extent to which certain  of the 
field com ponents spread onto the ground plane surface.
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Figure 5.13: Deep IDG fields across air/d ielectric  interface and ground plane.
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with a tim e step of 0.53ps, a space step of 0.3175mm, and a stability factor of 0.5. 
The shallow slot model has 32 (x) by 36 (y ) cells in the half-slot and 71 (a:) by 71 
(y) cells in the air above the half-slot. The deep IDG model has 72 (x) by 16 (y) 
cells in the half-slot and 93 (a;) by 52 (y ) cells in the air above it.
The foregoing indicates tha t agreement between the H-guide and the FDTD, and 
thus the actual, field distribution is in general good. However, the 90° m etal 
edges of the structure cause significant disturbance to the distribution which is 
not modelled by the H-guide analysis. The H-guide results are most accurate lower 
down in the dielectric, away from the edges. For the antenna analysis, however, it is 
the tangential surface fields tha t are of prim ary interest. It is unfortunately the case 
th a t the largest discrepancies between the H-guide and FDTD field distributions 
occur on the plane of greatest interest in the IDG-TSA analysis. This problem is 
given further consideration in Chapter 7.
5.3 C hapter Sum m ary
The analysis of the H-guide has been developed and the degree to which the H-guide 
propagation constant and fields m atch those of IDG has been investigated.
The H-guide propagation constant compares well to measured data  and values 
calculated by FDTD and TRD for most guide geometries. However, considerable 
deviation is seen when the IDG value approaches ko.
The H-guide fields at a transverse cross section are generally similar to the IDG 
fields calculated by FDTD. For IDG-TSA analysis, however, it is the surface fields 
th a t are of prim ary interest and in this there are significant differences between the 
two representations.
Chapter 6
The Analysis of the H -G uide 
Taper
In C hapter 4 it was shown tha t the variable bounded mode m atching (VBMM) 
approach can be used to provide an accurate analysis of scattering at a step in 
infinite even sym m etry TE  or TM dielectric slab waveguide. The objective of this 
chapter is to apply the technique firstly to H-guide steps and then to an H-guide 
taper, with the eventual aim of determining the power loss suffered by the first 
surface mode as it travels along the taper.
Two types of H-guide step are considered. In the first, the discontinuity appears in 
the dielectric, whilst in the second it is in the ground plane. Both LSE and LSM 
H-guide steps are analysed for each step type. As was noted in C hapter 5, the LSE 
H-guide fields exhibit no y dependence so the structure reduces to an odd TE slab. 
In the x direction the LSM H-guide is equivalent to an even TM slab, but the y 
dependence must be taken into account also.
The first section of this chapter presents expressions for the field components of 
bounded LSE and LSM H-guide. Mode matching expressions for H-guide step-
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in-dielectric discontinuities are then given. The mode matching m ethod used by 
Brooke and Kharadly [85] is unsuitable for the step-in-ground plane discontinuity. 
A different formulation is introduced in this chapter to handle these configurations. 
After having verified the VBMM method for each step type, the characteristics of 
H-guide steps with various dielectric thicknesses are investigated. Finally, results 
are presented for the power losses on the H-guide taper and comparisons with 
FDTD results are made.
6.1 Bounded H -G uide Field Expressions
Before generating the orthogonality and inter-waveguide orthogonality expressions 
it is necessary to produce the field expressions for the bounded H-guide whose 
structure is shown in Fig. 6.1 (a) and (b) in both longitudinal and transverse cross 
section. Note that the bounding in the y direction is the same on both sides of the 
steps considered in this chapter - only the guide depth varies.





Figure 6.1: Bounded H-guide (a) Longitudinal section, and (b) Transverse section.
6.1.1 LSE H -G u id e
It was noted in Section 4.3.2 that PMC bounding is most appropriate for TE slabs, 
so only this type of bounding is considered here. The modes of LSE H-guide are
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derived in Section 5.1. The field expressions for the n th  mode in the slab are the 
same as for the open case (equation (5.22)) although A d has been set to 1 for 
convenience and the expressions have been divided by
E yn = sin (kdnx )
B-xti — Sin (kdn'X'S)
U J f l Q
Hzn = COS (kdnx)  (6.1)
Ufio
Bearing in mind the solution to the scalar wave equation (Section 5.1.1) and know­
ing th a t tangential H  field components must be zero at x = t s ,  the fields in the 
air are derived from the potential phn — A ancos [kan(x — £b)]:
Fyn — A an COS [kan(x  ^23)]
Hxn = cos [kan(x -  t B)]
U J f l  0
Hzn =  — gin [kan(x — £s )] (6.2)
OJ/lQ
where A an is a constant, (3n is the longitudinal propagation constant, and kan and 
kdn are the x directed propagation constants in the air and dielectric respectively.
Equating tangential field components at x = t\ leads to expressions for A an and 
the characteristic equation:
x  sin ( W i )
an ~  (4 4 Mcos \kan{ti -  tB)\
(6.4)
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Rewriting equation (5.15):
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* 1  -  kin = (tr -  l ) k 2o (6.5)
Equations (6.4) and (6.5) can be solved by elimination of one of the unknowns and 
by then applying a root finding computer routine such as the modified bisection 
method [126]. Equation (6.4) holds for the fast and evanescent modes as kan is real 
for these modes (refer to Section 4.1.1). For the slow modes kan is imaginary, i.e. 
kan = j^an. For solution, the equations are rearranged to split the tangent terms. 
Thus the equations for solution for the slow and fast modes respectively are:
kdn cos (kdnti)  cosh [^an{t\ -  tB)] ~  lan sinh ['yan(ti ~  *b)1 sin (kdnti)  = 0
kdn COS {kdnl\) COS [&an( l^ ^b)] T kan Sin [&an( l^ ^b)] Sin (kdntl) — 0
(6 .6)
These equations are further rearranged for computer solution. Details of this are 
given in Appendix B.
The above expressions hold for the co-ordinate system  shown in Fig. 6.1, i.e. with 
x  =  0 defined as being at the base of the structure. This arrangement is used for 
the analysis of the step-in-dielectric discontinuity. For the step-in-ground plane 
discontinuity it is convenient to define x = 0 as being at the air/dielectric interface 
so that the ground plane is at x  =  —t\  and the bounding at x  =  This shift in 
reference plane modifies some of the above expressions slightly: in equation (6.1) 
‘x ’ is replaced by lx + ti  and the sign after the first term in equation (6.4) becomes 
a minus. Additionally, the expressions for A an and the characteristic equation use 
Hb in place of lt\ — tB .
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The correspondence between the first slow mode of the PMC bound LSE H-guide 
and the first surface mode of the open guide is demonstrated in Fig. 6.2. These 
results are for a 22.86mm deep guide at 10GHz with an er of 2.3. The correspon­
dence is very close; the greatest deviation between the propagation constants is 
4%. The error becomes negligible (<0.01%) if the bounding is placed more than 
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Figure 6.2: Correspondence of bounded to unbounded discrete LSE mode.
6.1.2 LSM  H -G u id e
The performance of both PEC and PMC bounding of the LSM H-guide needs to 
be investigated as this guide structure has not been considered in previous work.
P E C  B ou n d in g
The LSM field components for the open H-guide are derived in Section 5.1. The 
fields for the n th  mode in the slab are as per the open case, i.e. equation (5.20), 
although for convenience A d has been set to 1:
Exn = {kl +  Pi) cos (kdnx) sin (kyy)
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F y n  =  —  k d n k y  sm (kdnx) cos ( k y i j )
Ezn = j/3nkdn sm (kdnx) sin (kyy)
Hxn - - 0
Hyn = iotQtrfdn cos (kdnx)  sin (kyy)
Hzn =  -  j  Loe0erky cos (kdnx) cos (kyy) (6 .7)
Bearing in mind the solution to the scalar wave equation and knowing tha t tan ­
gential E  field components must be zero at x = tB, the field components in the air
are derived from the potential (pen = A an cos [kan(x — tB)] sin (kyy ):
Fxn — A an{ky -(- /?n ) c o s  [kan(^ x ^ b ) ]  s i n  ( kyy )
Fyn — kankyA an s i n  [kan(x  ^ b ) ]  c o s  ( kyy )
F zn =  j  fdnkanA an s i n  \kan(x  ^ b ) ]  s i n  ( kyy )
Hxn ~  0
Fyn — L*J€o(dnAan COS ^ b )]  S in  (& y£/)
H zn — - j u e 0kyAan cos  [kan{x — t B)] c o s  (kyy)  ( 6 . 8 )
Equating tangential field components at the air/dielectric interface x = t\  leads to 
expressions for A an and the characteristic equation:
c o s (k dnt 1)
A a n  —  C?• r ,  , ( 6*9)cos [kan\t\ tB)\
k d n  t a n  ( ^ d n ^ l )  C7- k a n  t a n  [ & a n ( ^ l  ^ b ) ]  —  0 ( 6 . 10 )
The characteristic equations for the slow and fast modes respectively are:
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kdn sin (kdnt i) cosh [7 ^ 1  -  tB)] +  erj an sinh [jan(ti ~  Ib )] cos (kdnti )  = 0 
kdn Sin (kdnt \ ) COS [kan(ti ^b)] Crkan Sin \kan{l'\ ^b)] COS =  0
(6 .11)
Appendix B describes how these equations are rearranged for computer solution.
Again, the above expressions are modified slightly if x = 0 is shifted to the 
air/dielectric interface. The slab mode expressions use ‘x  +  t\  in place of lx* 
and the expressions for A an and the characteristic equations use LtB > in place of 
Hi — tB . Additionally, the sign after the first term in (6.10) is reversed.
P M C  B ou n d in g
The slab modes are the same as for the PEC case above, but the air modes are 
subject to the boundary condition that tangential H  fields are zero at t = t B. The
potential is thus (pen = A an sin [kan(x — tB)] sin (kyy)  and the air field components
are:
E x n  — A a n ( k y  T  /^n ) sm \kan(x ^ b )]  sin (&yi/)
■Fyn — kankyA an cos \kan(x ^b)] cos (kyy)
Ezn — J  (dnkanAan COS [&an(*£ ^b)] Sin (&yj/)
Hxn - 0
Hyn = LJCo(3nA an sin [kan(x — tB)] sin (kyy)
Hzn — J(■‘J^oky A an sin [^an(^ Ib )] cos (kyy ) (6.12)
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COS i r,\
Aan =  €r~ 77 77 ~ 77 (6.13)sin \kan\t\
The characteristic equations for the slow and fast modes respectively are:
kdn sin (kdnti)  sinh [yan{t\ ~ M l +  an cosh ['yan{ti -  tB)\ cos (kdnti)  = 0 
kdn sm (kdnt !) sm [ k ^ G  -  tB)] + erkan cos [kanfa -  tB)] cos ( k ^ )  = 0
(6.14)
A ppendix B describes how these equations are rearranged for com puter solution.
The correspondence between the first slow modes of both PM C and PEC bound 
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Figure 6.3: Correspondence of P M C /P E C  bounded to unbounded discrete LSM 
mode.
The results are taken at 10GHz for a guide with a dielectric constant of 2.3, a depth 
of 10.16mm and a width of 22.86mm. Note th a t the PM C bound LSM H-guide does 
not display the cut-off characteristics th a t Brooke and K haradly identified in [85] 
w ith respect to the TM slab, to which the LSM H-guide is related. Although the
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deviation is greater for PEC bounding for the smallest values of bounding distance, 
the error is reduced to around 0.02% in both cases for bounding distances of greater 
than 0.5Ao. As such, the choice of which boundary type to use is arbitrary. For the 
rest of this chapter, PEC bounding will be used in conjunction with LSM H-guide.
Fig. 6.4 shows the variation of the fast mode propagation constants as the bound­
ing distance is varied for a guide with the same characteristics as that considered 
in Fig. 6.3. These results demonstrate similar properties to those obtained for the 
TE slab in Section 4.3.2, i.e. an apparent discretisation of the radiative part of the 
spectrum but with an uneven distribution of modes across the range of interest and 
considerable variation with bounding distance. In this case however, the propaga­
tion constant values do not converge on /3 = ko. This is due to the modification to 
the propagation constant relationships introduced by ky, the propagation constant 
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Figure 6.4: Fast mode propagation constants for PEC bounded LSM H-guide.
W ith ky = 0, the analysis of Section 4.1.1 indicates that slow modes exist in the 
range k% < /32 <  erk,Q and that fast modes exist in the range 0 < /32 < k%. With 
finite ky these relationships are modified to k£ < /32 -\-k2 < er fcg and 0 <  /32 + k 2 <  k% 
respectively. The boundary between the slow and fast modes is thus shifted. ‘Slow’ 
modes may be found with propagation constants as low as y j e — ky and the top 
end of the fast mode region is reduced to Jk% — k^ which equates to a (3 of 0.755k0
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in the current example (Fig. 6.4).
The fact that the /3 of the discrete H-guide modes can drop below ko has already 
been identified as a major difference between H-guide and IDG (Section 5.2.1). 
W ith f3 < k0 these H-guide modes must be considered as leaky, or radiative, but 
in the IDG with equivalent dimensions will be greater than ko (assuming that 
cut-off has not occurred) and the mode is still bound to the dielectric to some 
extent. This difference between H-guide and IDG presents a problem. Further 
consideration is given to this later on in Sections 6.5 and 6.6.
6.2 H -G uide S tep-in-D ielectric B ounded M ode  
M atching
Given the transverse fields it is possible to derive the bounded mode matching 
(BMM) orthogonality and inter-waveguide orthogonality expressions defined in 
equations (4.11), (4.13) and (4.15). The following sections relate to the structure 
shown in Fig. 6.5.
Guide A Guide B
<?
Figure 6.5: Step-in-dielectric discontinuity.
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6 .2 .1  LSE H -G u id e B M M  E xp ression s
PMC bounding is used in this case.
P n: These expressions are the same for each waveguide, so the ‘a ’ and ‘b ’ super­
scripts are om itted below. Pn is defined in equation (4.11) and in the case of the 
LSE bounded H-guide is given by:
ftB
Jo
E ny ’ Hnx dx





ti  (1 -  S { 2 kdnt 1}) -  A*n(ti -  tB) (1 +  S {2kan[ti -  iB]})]
where is shorthand for sin{x}/a;
P ^ :  From equation (4.15) this is given by:
P ±  = J ‘B - E ‘n y - H bmxdx
which results in the following expression:
Bbp a b    r'm.
2 (jjp,Q
Ti + AanT2 +  A“ A b T3
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where:
Ti =  % [ s m n -  -  s m n + o « } ]
To =
cos A i — cos A 2 cos A 3 — cos A 4
L a  j_  Lb Ktin. T L a __an a m
t 3  =  -(** -  tB) [5{(fca\ + k i j ( t \  -  *B) } + s m , ,  -
and:
=  (^an d" kdm)t1 — kantB
^2 =  ( t  +  _
^3 =  ( C  ~  — Kn^B
^4 =  (&an — kdm)t1 — kantB
P^fn: From equation (4.13) this is given by:
P j“ =  f tB - E *  • da:m n  J  r a y  n x
139
*b )}]
Evaluation of this integral reveals tha t P ^ n can be w ritten in term s of P^  as:
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6.2 .2  LSE H -G u id e  B M M  R e su l ts
In this section, a small number of BMM results using the above expressions are 
presented. These results are intended to demonstrate the properties of the method 
as applied to this particular type of step, and indicate whether the extension to 
variable BMM is possible.
Firstly, it is necessary to check the convergence of the technique. Fig. 6.6 shows 
the variation of the slow mode reflection coefficient as the number of modes in the 
summation, iV, is increased. The results are for a step where t\ =  0.4Ao
and er = 2.3. It is clear that the results converge very rapidly, with as few as 10 
modes being required to obtain convergence to six decimal places.
1.5200x10 2 200 10 30 40
N um ber of m odes, N
Figure 6.6: LSE H-guide step-in-dielectric convergence of reflection coefficient mag­
nitude with N.
The remainder of the results considered in this section concern a step-down where 
t\  = 2t \  and t\ = 0.3Ao, er =  2.3 and the frequency is 10GHz (i.e. £“=18mm and 
^5=9mm). Both slabs are monomode with f t  = 1.36&o and f t  =  l.lOfco-
An important factor in determining whether BMM is operating satisfactorily is the 
power error, Pe, as defined in equation (4.17). Pe is a measure of the amount of 
power that is added to or subtracted from the closed system in the course of the 
mode matching calculations. Clearly, Pe should ideally be zero. Fig. 6.7 shows the 
variation in Pe as N  is increased for the step defined above. It can be seen that a
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very small power error can be achieved by including only 10 modes on either side 
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Figure 6.7: LSE H-guide step-in-dielectric variation of power error, Pe, with N. 
The bounding is 1.5Ao from the guide.
Fig. 6.8 shows the manner in which power is spread across the transm itted and 
reflected modes at the junction. Approximately 91% of the power incident on the 
left hand side of the junction goes into the first, and only, slow mode (mode 1) on 
the right hand side. A relatively small amount of power is scattered into the other 
modes - logarithmic scales have been used in Fig. 6.8 in order to bring out this 
detail. For these results, 500 modes were considered on both sides of the junction 
and the bounding was placed far away from the guide (IOAq). Modes 2 to 21 in 
each guide are fast modes and modes 22 upwards are reactive.
Considering the higher order modes, the figure shows that the scattered power 
peaks at mode 21 on both sides of the discontinuity, the boundary between the 
fast and reactive sections of the spectrum. Negligible power is scattered into the 
reactive spectrum beyond mode 60.
Fig. 6.9 shows the variation of the slow mode transmission and reflection coefficient 
as the distance to the boundary is varied. These results are similar to those pre­
sented for the even TE slab in Section 4.3.4. The average values of the scattering 
coefficient variations can be seen to be approximately constant, so that this type
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Figure 6.8: LSE H-guide step-in-dielectric spread of power across (a) transm itted 
modes, and (b) reflected modes.
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Figure 6.9: LSE H-guide step-in-dielectric scattering coefficient variation with 
bounding distance: (a) transmission coefficient, and (b) reflection coefficient.
of junction is amenable to the application of VBMM.
6.2.3 LSM  H -G u id e  B M M  E x p re ss io n s
PEC bounding is used in this case.
P n: This is given by the following expression:
f W  r t B
Pn — I I Exn Byn dx dy Jo Jo
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P i P n P i p i
b 2 P n ■ P i P i p br m
E 1 e r €r 1
Table 6.1: Variables for LSM H-guide step-in-dielectric mode m atching expressions.




n ( K  +  P l W  M i ( l  +  5 ' { 2 W i } )  -  A 2a n ( n  -  t B ) (  1 +  S { 2 k a n ( t 1 -  t B ) }
P nm* For the LSM H-guide, equations (4.15) and (4.13) give these term s as:
fW ftB ,
P ±  =  /  /  E a Hlm dx dyn m  I I x n  y m  &Jo Jo
P%n = j T f ‘  E bxrnH “yn dx dy
These terms are slightly different for a step-up ( t \  <  t \ )  than for a step-down 
( £ “ >  t \ ) .  All of the values are calculated from:
P  =
UJCqB i W
( * ?  +  B l )  t r T ,  +  E T i  +  A l n A ba m T 3 (6 .16)
The values of the terms Hi, H2, and E  are given in Table 6.1. 
For t \  >  t \  the terms Ti, T2, and T3 are:
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T i  =  t \  [ $ { ( * £ ,  +  k \ m ) t \ }  +  s m n -  k hd m ) t \ } \ (6.17)
To = A°
sin A i — sin A 2 sin A 3 — sin A 4
(kdn +  kam) (kdu ~  klm)
(6.18)
t 3  = - k  -  t B) [ s m n + -  tB) } + s m n -  kkaj ( n  -  *«»] (6 .19)
A l =  ( k dn  +  ~  K m t - B
A 2 =  ( k dn +  k L ) 4  ~  k L t B
^ 3  =  ( k dn — k km ) t “ +  k ba m t B
A * = i kdn — 1 +  O b
(6.20)
For t “ < t\,  T\ and X3 are obtained from equations (6.17) and (6.19) by switching 
1 1 and t\. For this step geometry, T2 is given by:
T2 = A an
sin A\ — sin A 2 sin A 3 — sin A 4
(k L  +  Kn) (*4n ~  K n)
(6 .21 )
— (kbdm +  kln)t\ — k*ntB
^ 2  =  (kbdm +  -  k-antB
^3  =  (kdm -  K n)t\ +  K J'B
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a * = ( * l +
(6.22)
6.2 .4  L SM  H -G u id e  B M M  R e su l ts
The convergence of the m ethod is shown in Fig. 6.10 for a step w ith t \  =  l.ltfj, 
t\ = 0.25Ao, er =  2.3 and a w idth of 0.7625Ao. Convergence can be seen to be 
considerably slower th a t th a t dem onstrated in th e  LSE case. An explanation for 
this is considered below.
{= 4.225x10
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Figure 6.10: LSM H-guide step-in-dielectric convergence of reflection coefficient 
m agnitude with N .
Most of the remaining results presented in this section concern a step-down discon­
tinuity  where t“ =  1 At\  and t\ =  0.30809Ao, the guide w idth is 0.76253Ao, er = 2.3 
and the frequency is 10GHz. Thus, guide A depth  is 10.16mm, guide B depth  is 
9.24mm and the guide w idth either side of the step is 22.86mm. Both guides are 
monom ode, with /3a =  1.223&0 and /?& =  1.199&0-
Fig. 6.11 shows the power error variation as the num ber of modes in the sum m ation 
is increased. Although the power error here is small in all cases, more modes are 
required than in the LSE case for the oscillations to die away and for Pe to become 
negligible.
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Figure 6.11: LSM H-guide step-in-dielectric variation of power error with N. The 
bounding distance is 1.5Ao.
Fig. 6.12 shows the distribution of power across the transm itted and reflected 
modes. 500 modes and a bounding distance of 10Ao have been used to gener­
ate these results. Mode 1 on either side of the junction is slow, modes 2 to 11 are 
fast, and the rest are reactive. Again, most of the power resides in the transm itted 
slow mode. However, in comparison with the LSE case many more modes need to 
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Figure 6.12: LSM H-guide step-in-dielectric spread of power across (a) transm itted 
modes, and (b) reflected modes.
One possible cause for the slower convergence in the LSM case and the spreading 
of power into many more higher order modes than in the LSE case is the existence 
of singularities in the transverse fields. The LSE mode matching uses the Ey and
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Hx field components whereas LSM uses E x and Hy. The y components are parallel 
to the edge so remain finite close to it. The x components are normal to the edge, 
so the possibility of singularities exists. Theory states that only the electric field 
components are subject to singular behaviour in the presence of a dielectric wedge, 
magnetic field components are unaffected by the change in er as long as y r remains 
constant [123, 124]. Thus no singularities need to be taken account of in the LSE 
case, so rapid convergence may be expected. Singularities exist in the LSM field; 
the mode matching system needs many modes to try to model these.
Fig. 6.13 shows the slow mode scattering coefficient variation with bounding dis­
tance for the step considered above. Fig. 6.14 shows a similar plot for a step-up 
discontinuity where t\  =  0.75t\ and t\ = 0.3389Ao.
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Figure 6.13: LSM H-guide step-in-dielectric (£“ =  l.lt{ ) scattering coefficient vari­
ation with bounding distance: (a) transmission coefficient, and (b) reflection coef­
ficient.
In both cases, the variations display similar features to those presented in Sec­
tion 4.3.4 for the TE slab, but are rather more irregularly shaped. Convergence is 
also very slow. However, in the examples shown, the amplitude of the oscillations 
is not large nor erratic enough to call the validity of the method into question. 
Additionally, the variations appear to be around a reasonably constant mean so 
that taking the mean value to be the value of the scattering coefficient is not un­
reasonable. For instance, in the latter figure the range of the oscillations of the 
transmission coefficient is approximately -0.0043±0.0017 dB, whilst that of the
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Figure 6.14: LSM H-guide step-in-dielectric (£“ =  0.75^^) scattering coefficient 
variation with bounding distance: (a) transmission coefficient, and (b) reflection 
coefficient.
reflection coefficient is approximately -36.5±0.3 dB.
The increased variation and irregularity in Figures 6.13 and 6.14 can be explained 
in part by the (ky + /32) terms that exist in the LSM H-guide mode matching 
expressions. As the bounding distance, tBo, is changed and reactive modes ‘move’ 
through the spectrum, there are values of tso for which (32 and ky are approximately 
equal and opposite. This leads certain coefficients in the system of mode matching 
equations to go to zero, causing sharp peaks and troughs in the power in some of 
the modes. Such behaviour has not been seen previously as BMM has not been 
applied to this type of structure, with variation in two planes.
6.3 H -G uide Step-in-G round P lane B ounded M ode  
M atching
The step-in-ground plane discontinuity is shown in Fig. 6.15 in cross section.
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Guide A Guide B
t:
Figure 6.15: Step-in-ground-plane discontinuity.
6.3.1 M o d if ica tio n  to  th e  M o d e  M a tc h in g
The mode m atching m ethod presented by Brooke and K haradly in [85] cannot be 
used for a structu re where the external cross section of the waveguide changes [70]. 
Brooke and K haradly apply the orthogonality condition on the sam e side (waveg­
uide A) to both equation (4.9) and (4.10). This does not make any change in 
the waveguide cross section explicit - it is assumed to be constant. By applying 
orthogonality on both sides of the junction a form ulation suitable for use with the 
stepped ground plane H-guide structure can be obtained.
The m ethod proceeds by vector post-m ultiplying equation (4.9) by h bk and inte­
grating across the cross section of waveguide A, S a ’
/» OO /» OO /»
/  e“ x h  bh dS+J2*ne“ x h ‘ <iS =  £  /  ej„ x h hk dS  (6.23)
J S * n = 1 S a  m = 1 J S a
The integral on the right hand side of this equation can be extended across Sb , the 
cross section of waveguide B, by adding the following term  [70]:
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This term  is equal to zero as the tangential electric field on the m etal face of 
the discontinuity is zero. Rearrangement of equation (6.23) and truncation of the 
sum m ation to N  modes gives:
(6.24) 
where:
E  =  - p S
P bk =  I e bk x h£ dS
JSb
P :bk =  /  e“ x h [ d S  (6.25)
J S A
Equation (4.10) is treated by pre-multiplying by e£ and integrating across S a - 
Rearrangement and truncation to N  modes leads to:
akPk +  bmPkm ~  &kiPk (6.26)
7TO =  1
P i = j  e l  x h l d S  (6.27)
JSA
Equations (6.24) and (6.26) can be combined as a m atrix  equation of the form 
[A][X] =  [B] and solved using a computer.
6 .3 .2  LSE H -G u ide B M M  E xp ression s
PMC bounding is used in this case.
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Pn = P n2 upo £l(l — S{2kdntl} )  +  APant B{ 1 +  5,{2^an^s})]
The result of the integration in this case is:
Bbp a b  __ r ' m
2 u>fj,o +  JK nA bamtBT2]
T\ =
sin A \ — sin A 2 sin A 3  — sin A 4
L a  __  Lb
d n  d m
L a  I Lb 
™dn ' d m
T2 = [ s { k „  +  +  s{[k:n -  kbam]tB}}
A \ = r.a .a i b  ,b d n  1 K d m l l
a 2 = k L W  ~  A)
A 3 = *L (*i -  *t)
II L a ±a . i b  lb 
K d n Zl  ' d m  1
(6.28)
(6.29)
The above holds for the case where fj <  t\. For t \  > t\  the term s A 2 and A 3  
change:
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A 2 — A 3  — kadn(t\ -  t\)
6.3.3 LSE H -g u id e  B M M  R e su lts
Similar results are presented here as for the LSE guide step-in-dielectric. In fact, 
the step geometry used is the same. For the monomode step-in-ground plane 
configuration it is found that the power error, Pe is negligible under all the test 
conditions that were applied.
Fig. 6.16 shows the variation of the reflection coefficient as N  is increased for 
two values of bounding distance. It can be seen that convergence in this case is 
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Figure 6.16: LSE H-guide step-in-ground plane convergence of reflection coefficient 
magnitude with N.
The spread of power across the transm itted and reflected modes is given in Fig. 6.17 
for the case where N  =  300 and the bounding distance is 10Ao. The fast modes for 
this configuration are numbered 2 to 22. Whilst most of the power, approximately 
71%, resides in the transm itted and reflected slow modes it is clear that significant 
power has also been scattered into a large number of higher order modes. The
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decay of power ais N  is increased is very slow when compared to that seen in the 
step-in-dielectric case, and many more than 300 modes would be needed to see the 
peak of the reflected mode power oscillations drop below 10-5 . This was achieved 
using 60 modes in the step-in-dielectric case. However, the use of TV =  100 in the 
current case takes into account all modes with a normalised power of greater than 
0.001. This degree of accuracy is sufficient for the problem in hand.
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Figure 6.17: LSE H-guide step-in-ground plane spread of power across (a) trans­
m itted modes, and (b) reflected modes. Bounding distance is 10Ao.
The slower convergence and increased amount of power being scattered into the re­
active modes is due at least in part to the existence of singularities in the transverse 
fields. It is known that for a conducting corner the normal components of both the 
E  and H fields can become singular close to the edge [123]. In the step-in-dielectric 
LSE discontinuity there were no singularities, whilst in the present case each of the 
transverse fields involved in the mode matching is subject to this behaviour.
Fig. 6.18 shows the scattering coefficient variations as the bounding distance is 
increased. The behaviour shown is similar to that seen in the cases considered 
earlier.
6.3.4 LSM  H -G u id e  B M M  E x p ress io n s
PEC bounding is used in this case.
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Figure 6.18: LSE H-guide step-in-ground plane scattering coefficient variation with 
bounding distance: (a) transmission coefficient, and (b) reflection coefficient.
The following results are obtained for t* < t\:
u t 0 8 n(kl + B2n)W  r , i
Pn — ~ [M i(l +  S{2kdnt\})  +  A ants { l  +  *S{2A;an^ } ) ]  (6.30)
p a b  _  
n m
u>e0 /3t (k 2 + (B«)2 )Wrv r ' m x  y  K r'n J  )  r p  , aq. 4 b . qn---------------    [erl i  +  A anA arnt B l ;
where:
Tx =
sin A\ — sin A 2 sin A 3 — sin A 4
L a  _  L b
d n  d m K n  +
T2 = [ s{ (K n + kbam)tB} S{(C -
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A\ — ba ia bb +b— dn 1 K'dm11
a 2 =
A 3 _ ba +a _i_ l,b j.b~  dn 1 “I" Kdml l
a 4 (6.31)
For the reverse step (t J > t \ ) the above expressions remain valid except for those 
for A 2 and A 4 which become:
M  = A 4 = k«dn{ t \ - t \ )
6 .3 .5  LSM  H -G u ide B M M  R esu lts
The results given in this section use the same step details as for the LSM H-guide 
step-in-dielectric discontinuity. As for the LSE step-in-ground plane case, the power 
error has been found to be negligible for all the configurations tested.
Reflection coefficient variation with N  is depicted in Fig. 6.19 and convergence 
again proves to be much slower than for the step-in-dielectric discontinuities.
Fig. 6.20 shows the power spread on either side of the junction for N  =  300 and a 
10Ao bounding distance. The characteristics of these results are similar to those of 
the LSE step-in-ground plane case; again, all field components norm al to the metal 
edges are subject to singularities.
Fig. 6.21 shows the scattering coefficient variation with bounding distance. The fea­
tures of these results are as observed for the step-in-dielectric case in Section 6.2.4. 
In this case, the range of the variation of the transmission coefficient is approxi-
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Figure 6.19: LSM H-guide step-in-ground plane convergence of reflection coefficient 
magnitude with N.
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Figure 6.20: LSM H-guide step-in-ground plane spread of power across (a) trans­
m itted modes, and (b) reflected modes. N  = 300, tso = 10Ao.
mately -0.31±0.22 dB and for the reflection coefficient is -15±4 dB.
6.4 Choice of Step for Taper A pproxim ation
Having ascertained that both the step-in-dielectric and step-in-ground plane H- 
guide discontinuities can be analysed using VBMM it was decided that, on balance, 
further work should concentrate on the step-in-ground plane discontinuity. In terms 
of the operation of the BMM there is little to choose between the two configurations; 
the step-in-ground plane discontinuities show lower power error than the step-in-
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Figure 6.21: LSM H-guide step-in-ground plane scattering coefficient variation with 
bounding distance: (a) transm ission coefficient, and (b) reflection coefficient.
dielectric, bu t convergence is slower. Both types of step include field singularities 
th a t do not exist in the real taper. However, a series of ground plane steps seems 
be tte r suited to modelling a tapered IDG antenna than  does a series of steps in the 
dielectric surface.
6.5 V B M M  C haracterisation of H -G uide Steps
The aim of this section is to present VBMM results for the slow m ode transm ission 
and reflection coefficients, and the to tal radiated power from H-guide steps with 
a range of guide thicknesses. The following is concerned w ith steps in the ground 
plane only.
6.5.1 LSE
The results in this section relate to guides with an er of 2.3, and the frequency is 
fixed at 10GHz. Guide A thickness is \ . \ t \  and t\ is varied between 0.22Ao and 
0.65Ao. The lower lim it here represents the slow mode cut-off and the upper lim it is 
the thickest monomode slab. 40 modes are used in the mode m atching sum m ations
6.5 VBMM Characterisation of H-Guide Steps 158
and the boundary distance is varied from 1 to 3 free space wavelengths. Fig. 6.22 
shows the variation of the slow mode transmission and reflection coefficients as the 
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Figure 6.22: LSE H-guide step-in-ground plane scattering coefficient variation with 
guide B thickness: (a) transmission coefficient, and (b) reflection coefficient.
Fig. 6.23(a) shows the total radiated power for the same range of guide B thick­
ness. The radiated power is calculated by summing the power in the forward and 
backward travelling fast modes.
TRD
H -G uide
G uide B th ickness , t> ( j g  G uide ,h ick n ess  <Xo>
Figure 6.23: (a) LSE H-guide step-in-ground plane variation in total radiated power 
with guide B thickness, (b) LSE H-guide and TRD propagation constants.
It is helpful to view these figures in conjunction with Fig. 6.23(b) which depicts the 
longitudinal propagation constant, (3, for the same range of guide thickness. Both 
H-guide and transverse resonance diffraction (TRD) [6] /? values are shown.
Fig. 6.22(a) shows that the transmission across the discontinuity is close to 1 for
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steps thicker than approximately 0.3Ao. As the guide thickness drops below this 
value and (3 drops below l . l k 0, the transmission drops significantly and the ra­
diation from the step increases. This behaviour can be explained by considering 
the extent to which the slow mode is bound to the dielectric. A distance tc  can 
be defined as the height above the guide surface in which 99.99% of the power of 
the slow mode is contained. The expressions developed for BMM can be used to 
calculate tc  and some results are shown in Fig. 6.24.
10
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Figure 6.24: LSE H-guide: first slow mode power concentration.
A curve for the same step with a higher value of dielectric constant has also been 
included in Fig. 6.24 in order to illustrate the increased concentration of the slow 
mode power in the dielectric. For an er of 2.3, it is clear from the figure that 
for guides thinner than 0.3Ao the power in the mode is very loosely bound to the 
dielectric. When the power is spread like this into the air, the slow mode becomes 
less orthogonal with the fast modes and coupling to the fast mode spectrum is 
more likely to occur.
6.5.2 L SM
In this section a discontinuity with t\  = 1.11\ is considered, and t\ is varied between 
0.015Ao and 0.435Aq which corresponds approximately to the monomode range of
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H-guide. 40 modes are used in the summations and the bounding distance is varied 
between 1 and 3 free space wavelengths. The guide width is 0.7625Ao, er is 2.3 and 
the frequency is 10GHz. Slow mode transmission and reflection coefficients, and the 
total radiation from the step as guide B thickness is varied are shown in Figures 6.25 
and 6.26(a). The plots show a gradual decrease in the transmission and increase in 
the radiation as the step thickness increases. The effect of the irregular variation 
of the scattering coefficients discussed in Section 6.2.4 can be observed in these 
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Figure 6.25: LSM H-guide step-in-ground plane scattering coefficient variation with 
















.50 .1 .2 .3 .4
G u ide  th ic k n e ss  (X n )G uide  B th ick n ess , t^ ( k Q)
Figure 6.26: (a) LSM H-guide step-in-ground plane variation in total radiated 
power with guide B thickness, (b) LSM H-guide and TRD propagation constants.
These figures can only be meaningfully viewed in conjunction with the p  plot in 
Fig. 6.26(b). When the guide thickness is less than 0.17Aq the H-guide /? is below
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ko due to the effect of the finite guide width. In Fig. 6.26(a) this mode has been 
treated as if it had (3 > ko so it is not included as radiation - in actuality, once the 
0.17Ao threshold is passed all the modes in the system are radiative. This point has 
been marked on Figures 6.25 and 6.26(a) - to the left of the threshold the results 
must be considered as invalid.
A ttempting to characterise the radiation loss for H-guide less than 0.17Ao thick is 
not necessarily very helpful to the problem in hand. Fig. 6.26(b) shows that for 
this range of geometries the H-guide (3 values are so far removed from the accurate 
TRD values as to be of little use for modelling purposes. To make the VBMM 
model more realistic for those geometries where the H-guide and TRD propagation 
constants diverge significantly, the TRD values can be inserted into the mode 
matching equations. Tests have confirmed that this can be done without having 
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Figure 6.27: LSM step-in-ground plane configuration using H-guide and TRD (3: 
scattering coefficient variation with guide B thickness: (a) transmission coefficient, 
and (b) reflection coefficient. TRD results exist only for t\ < 0.285Ao.
Figures 6.27 and 6.28 repeat the previous results but include in addition results 
based on TRD f3 values for guide thicknesses of less than 0.285Ao, at which point 
the TRD and H-guide (3 values are within 0.05% of each other. The figures show 
that the TRD results track the H-guide results closely until the guide is about 
0.14Ao thick, where the difference in the /3 values has increased to 10%. After this
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Figure 6.28: LSM step-in-ground plane configuration using H-guide and TRD /3: 
variation in total radiated power with guide B thickness. TRD results exist only 
for t\ < 0.285Ao.
point the step behaviour calculated using TRD is very much as was seen for the 
LSE step, with decreasing transmission and increasing radiation as the guide depth 
reduces. Note that no TRD solution exists for guides with a thickness of less than 
0.05Ao.
Finally, it is of interest to look at the extent to which the slow mode power is bound 
to the LSM guide, as was done for the LSE case. Fig. 6.29(a) shows the value of 
tc  for two values of er , and Fig. 6.29(b) compares tc  for LSM and LSE H-guides of 
the same geometry with an er of 2.3. The first of these figures shows the increased 
binding of the power to the dielectric in the case of the higher dielectric constant, 
as expected. The second figure shows that the LSM mode is more closely tied to 
the dielectric than the mode in the comparable LSE guide.
6.6 M odelling of the C om plete IDG  Taper
A model of the IDG taper is to be built from a number of H-guide step-in-ground 
plane discontinuities. It is clear that TRD propagation constants must be used if 
the conditions on the taper are to be accurately represented.
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Figure 6.29: First slow mode power concentration: (a) LSM H-guide, and (b) LSM 
and LSE H-guides.
The model of the taper used here is straightforward; only the first bound mode 
is of interest, so only this mode is modelled. Firstly, the taper is broken up into 
a number of step discontinuities. This is done in such a manner as to make each 
step approximately the same size. A 10% step is aimed for, whereby the depth of 
the thinner guide in any given step discontinuity is not less than 90% of the depth 
of the thicker guide. This leads to an uneven distribution of discontinuities along 
the taper - more at the end than at the beginning. The bound mode propagation 
constants are then calculated for each guide geometry by TRD. VBMM is used 
to generate the scattering (S) parameter matrix for the bound mode for each of 
these discontinuities. Clearly, this involves running VBMM twice for each step to 
account for incidence from both sides. The S-parameter matrices are converted 
to ABCD matrices and inserted into a transmission line model of the taper. This 
model is described in detail in Section 7.3. It is then possible to calculate the power 
loss suffered by the fundamental mode on the taper.
In both the LSM and LSE cases, no TRD solution exists once the taper thickness 
drops below a certain value. It is not obvious how this should be handled in the 
transmission line model. In reality power ceases to be bound to the dielectric at 
this point. As such, one option is simply to term inate the transmission line here. 
Alternatively, the last valid values of TRD (3 and VBMM S-parameter matrix
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may be repeatedly applied to the small number of steps for which no solution is 
available. In the results that follow the first of these two options has been used, so 
that no numerical values are given for the sections of the taper where no solution 
is available. The effect of doing this is most noticeable in the LSE results where 
cut-off occurs further from the end of the taper than in the LSM case.
6.6.1 R e su l ts  for LSM  T ap e rs
Fig. 6.30 shows the first mode power loss for an LSM taper at four frequencies. The 
tapers considered in this section are all 300mm long, 22.86mm wide and 10.16mm 
deep at the start. The depth tapers down to zero at the end of the structure. 
The dielectric constant is 2.3, and TRD propagation constants have been used. 
As expected, the results show that the first mode is more tightly bound to the 
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Figure 6.30: Fundamental mode power along an LSM H-guide taper by VBMM at 
various frequencies.
The results of Fig. 6.30 also indicate that losses from the first third of the taper 
are small, less than 2dB. Thus, this first section of the taper is doing little more 
than carrying power to the more radiative section of the taper; it is acting as a 
transmission line rather than as an antenna. This has implications for the design
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of the IDG-TSA. The irregular variation already observed in the results for single 
LSM H-guide step-in-ground plane discontinuities can be seen here in the ‘stepped’ 
nature of these results.
The validity of the above results can be tested to some extent by comparison with 
results from FDTD. The power flowing along the taper can be calculated by:
P  =  i Re  (  /  E , x H^dS1)  (6.32)
where E* and H* are the transverse fields. W hen applied to the discretised structure 
modelled in FDTD this becomes:
P  ~  \ Re  -  £ * ( • ' , ( 6 . 3 3 )
where A x  and A y  are the lengths of the cell sides in the x and y directions, and 
N x and N y are the number of cells in the x and y directions respectively. Fig. 6.31 
shows comparisons between VBMM and FDTD results at three frequencies. It 
should be noted tha t these figures do not compare like with like. FDTD includes 
all propagating modes in the power calculation whereas VBMM includes only the 
fundam ental mode, both in the slab and in the air. Two FDTD results are shown 
in each of the figures; one represents the power flow in the slab alone whilst the 
other represents the power flow in the slab plus tha t in the air above the slab (to a 
height of 6.35mm). The la tter results encompass some of the power carried by the 
fundamental mode in the air, but will also include a contribution from radiative 
modes. Thus, these comparisons must be considered as a guide only.
Agreement between FDTD and VBMM can be seen to be reasonable, especially for 
the higher frequencies. The FDTD results exhibit a certain amount of ‘stepping’ 
which is due to the staircase approximation of the taper depth; the power calcula-
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Figure 6.31: Fundamental mode power along an LSM taper by VBMM and FDTD.
tions do not use the contour path model of the taper but rather use whole regular 
cells instead.
Performing VBMM for a complete taper is time consuming. For example, consider 
a 300mm long LSM taper at 10GHz. The section of the taper for which TRD 
solutions for the propagation constant exist is broken into 17 junctions, which need 
34 runs of VBMM to characterise them. Taking 100 modes for each guide and 
varying the bounding distance between 1 and 3A0 in 20 steps leads to a total run 
time of 2 hours 19 minutes on a Silicon Graphics Origin 2000 machine. This is 
approximately 8 minutes for each junction.
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6.6.2 R e su l ts  for LSE T a p e rs
Similar results are presented here as were given for the LSM taper above. In this 
case the 300mm long tapers are 10.16mm wide and 22.86mm deep a t the s ta rt, 
with the depth tapering to zero a t the end of the structure. Fig. 6.32 shows the 
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Figure 6.32: Fundam ental mode power along an LSE H-guide taper by VBMM at 
two frequencies.
The results show sim ilar characteristics to the LSM case, although the loss is much 
smaller. Comparisons with FDTD are shown in Fig. 6.33. These results are re­
peated in Fig. 6.34 for the first 80% of the taper only, i.e. for the  section of the 
taper where the mode has not cut off. This allows a comparison to be m ade more 
easily.
The VBMM results can be seen to be very close to those FDTD  results which 
include a section of the air region in the calculation.
6.7 Chapter Sum m ary
The field expressions and characteristic equations of bounded H-guides have been 
derived, and bounded mode m atching has been applied to step-in-dielectric discon-
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Figure 6.33: Fundamental mode power along an LSE taper by VBMM and FDTD 
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Figure 6.34: Fundamental mode power along an LSE taper by VBMM and FDTD 
at (a) 10GHz, and (b) 12GHz. Reduced ranges on displacement axes.
tinuities. A modification to the theory has allowed the method to be successfully 
applied to step-in-ground plane discontinuities. As the H-guide thickness reduces 
along a taper its propagation constant becomes increasingly inaccurate. To over­
come this problem, TRD values are used in the mode matching equations.
A transmission line model of the H-guide taper has been built into which transmis­
sion matrices derived by variable BMM are inserted. The power loss characteristics 
of the first mode have been derived from this, and the results show good agreement 
with FDTD. The results for the tapers studied indicate that only a small amount 
of radiation occurs from the first section of the structure, which does little more 
than carry power to the main radiating section.
Chapter 7
D evelopm ent of an A nalytical 
M ethod
7.1 R eview  and In troduction
In Chapter 3, the state of the art in the analysis of the IDG-TSA was delineated. 
The only analytical method developed to date is the modified W alter’s method. 
This has shown itself able to provide results which are reasonably accurate when 
compared to measured values [3]. A more accurate analysis using FDTD has also 
been developed [4], but this too has the disadvantage of using W alter’s approximate 
m ethod for taking account of the finite ground plane, as described in Section 3.4.3. 
A further drawback with the FDTD analysis is tha t it takes a long tim e to run.
It was with the above in mind tha t the objectives of the work described in the 
current chapter were formulated. These aims are to produce an analytical technique 
for characterising the IDG-TSA that can rival FDTD in term s of accuracy but that 
runs much more rapidly. In addition to this, it was considered desirable to remove 
the least justifiable approximations used by the previous analytical m ethod; namely
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the use of W alter’s approximation for the effect of the finite ground plane, and the 
empirical estim ation of the fundam ental mode losses on the aperture. The aperture 
losses are considered separately in Chapter 6, but the development of the rest of 
the m ethod is considered in the present chapter.
The following sections describe the development of the new analytical method. 
Various interm ediate results have been included in order to validate the method 
and to illum inate certain characteristics of the IDG-TSA. The following stages in 
the construction of the model are discussed:
• The calculation of the longitudinal phase variation of the aperture fields.
• The construction of a simple m ethod to obtain the far field radiation pattern  
of a line source with this longitudinal field dependence.
• The addition to this model of W alter’s approxim ate technique to handle the 
finite ground plane. The effect of doing this is assessed.
• The extension of the model to two dimensions to encompass both the slot 
and the finite ground plane and thus the removal of W alter’s approximate 
technique. This necessitates the modelling of the fields on the ground plane. 
Various forms for these fields are considered.
• The development of a more accurate analysis which provides an analytical link 
between the fields on the slot surface and those on the ground plane surface. 
This model is the most complete model of the IDG-TSA yet developed. It 
is this final version of the method tha t is used to generate the theoretical 
results presented in Chapter 9.
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Name Type Feed 





Long shallow LSM 22.86 x 10.16 300 108 n /a
Long deep LSE 10.16 x 22.86 300 105 n /a
Short shallow LSM 22.86 x 10.16 30 10 n /a
Short deep LSE 10.16 x 22.86 30 10 n /a
Long plastic LSM 22.86 x 10.16 300 115 95
Medium plastic LSM 22.86 x 10.16 30 30 30
Table 7.1: Antenna details. All dimensions are in millimetres.
7.2 A nten n a  D im ensions
The dimensions of the most im portant antennas tha t were constructed as part of 
this work are listed in Table 7.1. W here it is necessary to make reference to one 
of the structures in this chapter and those tha t follow, the name given in the first 
column of the table is used. By this m ethod, needless repetition of the antenna 
details is avoided. The table lists the dimensions of the feed, the length of the 
aperture and the length of the ground plane extending beyond it, as well as the 
length of uniform IDG incorporated at the feed.
The following features are common to all of the structures:
• The dielectric constant of the guide filling is 2.3.
• The total width of the block in which the antenna is set is 90mm.
• The slot width remains constant along the length of the aperture whilst the 
depth tapers to zero at the end of the aperture.
• Aluminium construction is used except where noted.
Note th a t details of the dual polarised structure have been om itted; these are 
considered separately in Section 10.7.
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A note on the plastic antennas: The possibility of constructing IDG-TSAs from 
plastic sheeting has been investigated. After construction the sheeting is covered 
with aluminium foil before dielectric m aterial is cast into the slot. The resulting 
structure is extremely light, low cost, and is still satisfactorily robust. For proto­
typing purposes this type of construction offers a cheap, quick alternative to the 
machining of an aluminium block.
However, it is challenging to m aintain high dimensional accuracy when building 
the antennas by hand like this, and achieving a good connection at the feed has 
proved difficult. Build would become very awkward for smaller antennas designed 
for higher frequency use. In addition to these difficulties, the foiled metalisation 
does not provide the quality of surface finish seen on the m etal antennas.
The plastic structures listed in the table have sections of uniform IDG incorporated 
at the feed end to ease manufacture. The m etal antennas do not include this 
feature.
7.3 T he L ongitudinal P h ase V ariation o f th e  A per­
ture F ields
The phase variation of the aperture fields in the longitudinal (z) direction is ob­
tained by breaking the tapered IDG into a number of short lengths of uniform IDG 
connected in cascade. Each of these elemental lengths is considered as a length of 
transmission line whose longitudinal propagation constant, /?, is calculated using 
the H-guide approximation of IDG discussed in Chapter 5. Only the fundamental 
propagating mode is considered. A transmission (ABCD) m atrix  can be worked 
out for each element. Assuming tha t the line is lossless, this is:
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A B C O S 0 jZosinO
C D j Y 0 s in 6 cos 9
where 6  = /3l is the electric length of the element, / is its physical length and 
Zq = l/Yo  is the characteristic impedance.
By multiplying together the transmission matrices of all the elements and applying 
source and load conditions, the phase variation of the aperture fields can be cal­
culated. Consider an arrangement whereby the IDG taper has been divided into 
T  cascaded longitudinal elements. By multiplying together the elem ental ABCD 
matrices and assuming a source voltage Vs, a source impedance Z s , and a term ina­
tion impedance Zl-, the voltage and current at the input to any element n on the 
line can be shown to be:
_  Z inVs ( A n Z i ,  + B n)
n ~  ( Z s  +  Zin) (A t Z l  +  B t )
Vs (C n  Z L  -f- D n)
n ( Z s + Z i n ) (C T Z L  + C T )
where:
^  _  A t Z l  +  B t  
i n  ~  C T Z L  + Dt
is the input impedance of the term inated cascade of elements as seen from the 
source. The elements A t , B t , C r and D t  are elements of the transmission m atrix 
of the total structure. The elements An, B n, C n  and D n relate to the transmission 
m atrix for n cascaded elements only, where n < T.
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Using the foregoing, a picture of the behaviour of the voltage and current variations 
on the equivalent transmission line can be built up. In general, Z s is set to equal the 
characteristic impedance of the first transmission line element. The load impedance 
Z l is chosen as the impedance of free space, which is a reasonable assumption for 
a section of IDG whose thickness tapers down to zero.
7.4 A  N o te  on ID G -T SA  P olarisation
It has been noted previously (Section 2.1.2) tha t inset dielectric guide can be made 
to exhibit nearly pure polarisation properties by the selection of certain guide ge­
ometries. The fields in shallow slots can be described using the LSM approximation 
whilst the fields in deep slots can be described using the LSE approximation. It is 
difficult to lay down general rules as to what constitutes a ‘shallow’ or ‘deep’ slot 
as a number of param eters are involved in this decision. FDTD and TRD analyses 
can be used to reveal whether a particular slot geometry is predom inantly of one 
type or the other. As an example, for IDG with eT = 2.3 at X-band frequencies, 
a 10.16mm deep, 22.86mm wide guide (2.25:1 widthidepth) is predom inantly LSM 
polarised whereas a 22.86mm deep, 10.16mm wide guide (0.44:1 w idth:depth) is 
predom inantly LSE polarised.
The m ajority of the antennas considered in this thesis are nominally single polari­
sation types, either LSM or LSE; measurements given in Section 10.6 indicate the 
extent to which the polarisations are in fact pure.
In Chapter 5 the field expressions of the H-guide were developed as an approximate 
representation of the fields of IDG. From this analysis, the principal power carrying 
field components for the LSM and LSE cases can be identified. These are shown 
in Fig. 7.1 in which a transverse cross section of each type of guide is depicted.
The polarisation of the IDG-TSA far field is dictated by the components shown in
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Figure 7.1: Illustrating the polarisation properties of deep and shallow slot IDG.
the figure. LSM antennas give vertically polarised radiation whilst LSE antennas 
give horizontally polarised radiation.
If the cross sections shown in Fig. 7.1 are considered as part of an IDG-TSA aper­
ture sited in a ground plane, it is clear that the power carrying components in the 
LSM case (Ex, Hy) can spread onto the ground plane, whilst the Hx and Ey com­
ponents in the LSE case are shorted out by the ground plane. These characteristics 
will be seen to have some bearing on the radiation properties of the LSM and LSE 
polarised IDG-TSA.
7.5 Line Source M ethod for O btaining the R adi­
ation Pattern
As a first step, a simple one-dimensional method was developed in order to obtain 
the elevation plane radiation pattern of the IDG-TSA. Not only does this provide a 
useful reference point for techniques developed subsequently, but it also allows the 
efficacy of W alter’s approximate method for the effect of the finite ground plane to 
be tested.
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In this section the aperture is considered to be a line source and the elevation 
plane pattern  is derived from the tangential fields on the aperture only, with the 
ground plane being ignored. By comparing results from this line source method 
to measured results, the extent of the effect of ground plane fields on the overall 
antenna performance can be qualitatively judged.
The elevation plane radiation patterns are given by equation (3.58) w ritten for the 
IDG co-ordinate axes defined in Fig. 2.1 with <f — 0°. The elevation angle 0 is 
measured from the aperture surface. For the vertically polarised LSM case:
Eo °c f z +  gyZ 0 sin# (7.1)
and for the horizontally polarised LSE case:
E+ oc fyS'mO -  gzZ 0  (7.2)
The constant multipliers in equation (3.58), which depend on the frequency and 
the observation distance, have been om itted in these equations.
7 .5 .1  LSM  A n ten n a
Considering first the LSM case, it is the E z and H y field components th a t are of 
interest. Using equation (5.20), the H-guide representations of these components, 
assuming no variation in the y direction, are:
E z(z) = j(3(z)kx(z ) sm [kx(z)d(z)\
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Hy(z) = u>e0erP(z) cos [kx(z)d(z)\ (7.3)
where d(z) is the guide depth. These characteristics are multiplied by the trans­
mission line phase variation as discussed above. The long shallow antenna is used 
as an example here. The real parts of the calculated E z and Hy fields are shown 
in Fig. 7.2. For calculation, the taper has been broken up into 128 elements, and a 
loss envelope has been imposed on these fields. The power loss of the fundamental 
mode along the taper was considered in the previous chapter, but the method de­
veloped therein has a long run time, over two hours for a typical taper. Inclusion of 
this technique in the methods developed in this chapter would put an unacceptable 
overhead on the run times. For instance, the method described in this section takes 
only a few seconds to run, whilst the complete method introduced at the end of 
this chapter generally runs in just over a minute. As such, the methods presented 
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Figure 7.2: Aperture fields along a 300mm LSM H-guide antenna at 10GHz: (a) 
E z, and (b) Hy.
The individual contributions of the E z and Hy field components to the overall 
pattern, f z and gyZos\nd respectively, together with the total pattern are shown 
in Fig. 7.3.
It can be seen from this figure that the Ez contribution dominates the overall
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Figure 7.3: (a) Ez versus Hy contributions to the calculated radiation pattern for 
an LSM antenna at 10GHz, and (b) the total pattern.
radiation from the aperture at this frequency. This is generally true for this struc­
ture, as evidenced by the plots in Fig. 7.4 which show the individual Ez and Hy 
contributions at 7GHz and 14GHz.
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Figure 7.4: Aperture E z versus Hy contributions to the calculated radiation pattern 
for an LSM antenna at (a) 7GHz, and (b) 14GHz.
In Fig. 7.5 the total theoretical radiation pattern is compared to measured data. 
The comparison is not favourable; the position of the main beam is incorrectly 
predicted, as is the number and position of the sidelobes although the general level 
of the radiation is reasonably well predicted.
One likely cause for the mismatch between the theoretical and experimental data, 
besides the possibility that the H-guide representation of the fields on the aperture
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Figure 7.5: Aperture-only total calculated radiation pattern for LSM antenna at 
10GHz against measured data.
is poor, is that there are fields on the ground plane which are contributing to the 
total pattern to such an extent that they cannot be neglected. A straightforward 
way of testing this hypothesis using the above method is to allow the Hy component 
to continue after the end of the aperture up to the end of the ground plane. There 
is after all no reason why the Hy field should not behave in this manner if it has 
not been entirely attenuated on its passage along the aperture. It is assumed in the 
results that follow that the field has a propagation constant of ko over the ground 
plane and that its initial amplitude is dictated by that which exists at the end of 
the aperture. The loss envelope that is applied to the slot fields is also applied to 
the ground plane fields.
Fig. 7.6(a) shows the calculated Ez and Hy contributions to the total pattern for the 
antenna geometry considered above with Hy allowed to continue onto the ground 
plane. The total pattern is also shown in part (b) of the figure against measured 
data. These results, which are taken at 10GHz should be contrasted with those 
given above in Fig. 7.3(a) and Fig. 7.5.
Note the increase in the number of sidelobes, as expected, plus the change in 
the relative magnitudes of the two components of the total calculated pattern; 


















7.5 Line Source Method for Obtaining the Radiation Pattern 180
(a) 10GHz (b) 10GHz
1.5x10s
0.5x10s
400 20 60 80
O bservation ang le  (degrees)
(c) 8GHz
O bservation  ang le  (deg rees)
(e) 12GHz
0 20 40 60 80








-40 0 20 40 60 80









0 20 40 60 80










800 20 40 60
O bservation  ang le  (deg rees) O b se rv a tio n  an g le  (d eg re e s)
Figure 7.6: (a), (c), (e): Ez versus Hy contributions to the calculated radiation 
pattern for an LSM antenna, (b), (d), (f): The total pattern. Calculation includes 
116mm ground plane extending beyond the aperture
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comparison to measured data is now more favourable, with the number and level of 
the predicted sidelobes being closer to reality. The main beam is still not predicted 
well, though is more satisfying than that generated by the previous method.
Fig. 7.6(c)-(f) show results at 8GHz and 12GHz calculated using this method. In 
both cases the degree of agreement to measured results is at least passable, and 
this method certainly represents an improvement on the aperture-only calculation.
Before moving on, it is interesting to look at the radiation pattern from an Hy 
field component running the length of the antenna structure (aperture plus ground 
plane) with a propagation constant of ko and without the imposition of the H-guide 
field expressions. Such a pattern is shown in Fig. 7.7 at 10GHz. The agreement 
with measured data (i.e. measured from the complete IDG-TSA detailed earlier in 
this section) is good and implies that the contribution to the total elevation pattern 
from the Hy field on the ground plane is very significant.
  Theory (ground plane)
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Figure 7.7: Radiation from a line source running the length of the aperture plus 
ground plane with (3 = ko.
7.5.2 LSE A n te n n a
In this case it is the Ey and Hz components that are of interest when constructing 
the elevation plane radiation pattern. Using equation (5.22), the H-guide represen­
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tation of these components is:
Ey = -Ljfio0 (z )sm [kx(z)d(z)]
Hz = - j (3 (z )kx(z) cos [kx(z)d(z)\ (7.4)
In this section, the long deep antenna geometry is used as an example. The real 
parts of the calculated fields on the surface of this structure are shown in Fig. 7.8. 
In these figures the antenna aperture has been broken up into 128 elements. After 
element 97 there is no solution to the H-guide propagation constant equations; the 
mode has cut off. The aperture fields have been allowed to go to zero after this 
point.
3x10*
0 50 1000 50 100
D isplacem ent along tap e r (cells) D isplacem ent a long ta p e r (cells)
Figure 7.8: Aperture fields along a 300mm LSE H-guide antenna at 10GHz: (a) 
Eyi and (b) Hz.
The individual contributions at 12GHz of the Ey and Hz fields to the total calcu­
lated pattern, f y smO and gzZ0 respectively, are shown in Fig. 7.9(a) and the total 
calculated pattern is shown in part (b) of the figure.
In this case, the individual contributions to the total calculated pattern are approx­
imately equal in magnitude and of similar shape. The total theoretical pattern is 
plotted against measured results in Fig. 7.10.
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Figure 7.9: (a) Ey versus Hz contributions to the calculated radiation pattern for 
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Figure 7.10: Aperture only total calculated radiation pattern for LSE antenna at 
12GIiz against measured data.
The agreement between measured and theoretical values is reasonable, better than 
that observed when this method was applied to the LSM structure. Certainly, the 
predicted number of sidelobes does not differ from those measured so greatly as 
for the LSM case. The implication is, therefore, that the ground plane fields play 
a less pronounced role for the LSE IDG-TSA than for the LSM structure. This 
ties in with the observation made in Section 7.4 that the main power carrying field 
components have the potential to spread onto the ground plane for LSM polarised 
antennas but not for those which are LSE polarised.
For the LSM structure, the above method was modified by extending the H  field
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component over the ground plane. This option is not available here as the Hz 
component has been allowed to go to zero before the end of the aperture due to 
cut-off of the mode.
7.6 W alter’s A pproxim ation  for th e  F in ite  G round  
P lan e
It is convenient at this point to examine the effect of incorporating W alter’s ap­
proxim ation for the finite size of the ground plane into the model described in the 
last section. This approximation is discussed in Section 3.4.3.
Practically, implementation of the m ethod requires tha t the H  components in equa­
tions (7.1) and (7.2) be allowed to propagate along the to tal length of the antenna 
structure, aperture plus ground plane, with a propagation constant /? equal to k0. 
The individual calculated contributions from the E  and H  field components are 
then modified in the far field such th a t their maximum magnitudes are the same 
before being combined. Strictly speaking, these far field components are only equal 
for the case where the antenna is in an infinite ground plane [129]. The results pre­
sented below provide some indication of the validity of assuming this to be true for 
antennas in finite ground planes. In Section 8.7, FDTD is used to investigate this 
assumption further.
7 .6 .1  R esu lts  for LSM  A n ten n a
The results presented in this section relate to the long shallow antenna. Fig. 7.11 
shows theoretical predictions made using the line source m ethod incorporating 
W alter’s ground plane method at six frequencies. Measured data  and predictions 
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Figure 7.11: Line source method with W alter’s approximation for the finite ground 
plane for an LSM antenna. Comparison to measurements and previous theory.
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Considering first the agreement shown between the measured results and the line 
source m ethod, it is clear tha t the assumptions made in the analysis are not unrea­
sonable. The theory predicts the position of the main near-endfire beam  accurately, 
and the num ber and positions of the sidelobes are reasonably well predicted. How­
ever, for the lower frequencies shown, 7 and 8GHz, considerable discrepancies can 
be seen between the theoretical and measured sidelobe level.
It is clear tha t the previous analytical m ethod [3] produces broadly similar results 
to the line source method. For the lower frequencies, however, the line source 
m ethod produces better predictions for the first sidelobes. This improvement can 
only be due to improved modelling of the aperture fields using the transmission 
line model.
7 .6 .2  R esu lts  for LSE A n ten n a
The discussion in Section 7.5 indicated tha t the LSE structure is less suitable for 
the application of W alter’s ground plane method than the LSM structure. This is 
backed up by the results shown in Fig. 7.12 which relate to the long deep antenna. 
W hen compared to measured data, the agreement can be seen to be quite poor. 
Although some of the details of the measured data  are picked out by the theory 
there is much deviation, and predictions of the positions of the m ain beam  are 
particularly inaccurate.
No comparison to an earlier theoretical method is possible in this case as LSE 
antennas have not previously been analysed.
In considering the reasons for the differences between the predicted and measured 
results, it is helpful to look at the individual calculated E y and H z contributions 
in the above results and compare them  to the experim ental values obtained from 
the complete antenna structure. These comparisons are shown in Fig. 7.13 at 8,
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Figure 7.12: Line source method with W alter’s approximation for the finite ground 
plane for a long LSE antenna.
10, and 12GHz.
It is clear that the pattern from the Ey component alone is much closer to the 
measured data than the combined patterns presented in the previous set of figures. 
There is no clear correlation between the Hz component pattern and the measured 
data. It appears, therefore, that the contribution of the Hz field to the overall 
pattern is being overestimated by W alter’s ground plane method.
The conclusions that can be drawn from the above results are that W alter’s ground 
plane method is reasonably effective for the LSM case but of little value for LSE 
structures. In the latter case, more accurate results can be obtained by considering 
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Figure 7.13: Line source method with W alter’s approximation for the finite ground 
plane for an LSE antenna. Individual calculated contributions.
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plane. This is not to say tha t ground plane fields do not play a role in the LSE ra­
diation pattern , but using this approximate m ethod it is not possible to accurately 
estim ate the relative contributions tha t these fields make. These conclusions are 
in line with the comments made in Section 7.4.
7.7 E xten sion  o f th e  M odel to  Tw o D im ensions
In the light of the foregoing conclusions it was decided to extend the line source 
model into two dimensions to model the surface fields on both the aperture and the 
finite ground plane. The aim is to produce radiation pattern  predictions for the 
IDG-TSA without recourse to W alter’s approximation. Although this approxima­
tion can provide reasonable results for the LSM case, it is based on an assumption 
tha t is not universally valid, and it is certainly not satisfactory from the physical 
point of view as it makes no a ttem pt to model the field variations th a t occur on 
the ground plane. It is not suitable for calculating the far field radiation over a 
broad range of elevation angles, i.e. away from the principal planes. In addition, 
W alter’s approximation cannot be used in the LSE case, so some other technique 
must be found to take account of the fields on the ground plane for this type of 
structure.
Producing an analytical model of the IDG-TSA ground plane fields is not straight­
forward; the m anner in which the slot fields act as the source for the ground plane 
fields is unclear. In the following section various options for the transverse varia­
tion of the ground plane fields are considered in order to establish their principal 
features. At this stage, some of the param eters of these field variations are set 
empirically. The results of this investigation are subsequently used to inform the 
consideration of an analytical procedure for linking the ground plane fields to those 
in the slot.
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It was shown in the previous section tha t the LSM antenna radiation pattern  is 
much more affected by ground plane fields than  the LSE pattern . As such, the 
following sections focus on the LSM structure. The LSE structure is reintroduced 
in Chapter 9 once the complete model of the antenna has been developed.
7.7 .1  E m pirical M od els o f  th e  G round P la n e  F ie ld s
For the LSM antenna, three models of the ground plane fields are tested in this sec­
tion. In each case it was found tha t the best results were obtained when plane wave 
propagation is assumed along the antenna (i.e. e~jk°z); cylindrical propagation was 
tried also but in general this caused a deterioration in the results.
M od el 1: F ields constant w ith  y
As a first approximation, it is assumed th a t the tangential ground plane fields (i.e. 
Hy and Hz) do not vary in magnitude in the transverse (y ) direction and vary as 
e~ik°z in the longitudinal direction. An initial approxim ation of the magnitude 
of the H z component on the ground plane is not difficult to decide upon; the H- 
guide field expression is finite, at a maximum, at the slot edge. This value can be 
extended onto the ground plane along the slot, with the final value at the end of 
the slot being allowed to continue onto the section of ground plane tha t extends 
beyond the end of the slot. A plot of the magnitude of the H z component on the 
slot and the ground plane surface of an IDG-TSA, built using this approximation, 
is shown in Fig. 7.14.
In the figure, only the right hand half of the structure is depicted, as the left hand 
half is simply a reflection of this. The half-width of the slot is 11.43mm and it is 
300mm long with 120mm of ground plane continuing beyond the end of the slot. 
The half-width of the complete structure, including the side plates, is 45mm. Note 
the invariance with y of the ground plane fields.
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Displacement across antenna (m)
Figure 7.14: Magnitude of Hz component on antenna surface at 10GHz, calculated 
using H-guide fields with ground plane fields assumed to be invariant with y.
The handling of the Hy component is more difficult but accurate modelling of this 
is critical to the success of the method. Indeed, simulation has shown that small 
changes to the Hy model can have a considerable impact on the predicted radiation 
patterns in the principal planes, whereas the Hz model can be altered significantly 
with little discernible effect on these results.
A plot of the Hy component with magnitude constant in the y direction is shown in 
Fig. 7.15. This relates to the same structure as the Hz plot above. On the ground 
plane a constant magnitude, empirically determined, is set and then modified with a 
loss characteristic similar to that implemented within the slot. This representation 
of the component runs the full length of the structure.
Results at four frequencies for the long LSM antenna using the above model are 
shown in Figures 7.16 and 7.17. Both elevation plane and azimuthal plane results 
are shown. The azimuthal plane results are taken at the elevation angle corre­
sponding to the elevation plane pattern maximum, rather than at zero elevation 
angle as might be expected. The agreement between theoretical and measured data
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dB
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Displacement across antenna (m)
Figure 7.15: Magnitude of Hy component on antenna surface at 10GHz, calculated 
using H-guide fields with ground plane fields assumed to be invariant with y.
in the elevation plane is good, with the position of the main beam being correctly 
predicted. Sidelobes are generally well predicted, with some of the sharp troughs 
in the experimental data being picked out by the theory.
Agreement in the azimuthal plane is quite poor, except at 9GHz, with the beams 
being too narrow at all frequencies. In the figures, comparison is also made to the 
results of modified W alter’s method [3] at 10GHz and 12GHz. There is little to 
choose between the two methods in the elevation plane in terms of agreement with 
measured results. In the azimuthal plane, the modified W alter’s method results 
are generally closer to measurements.
It is clear from the above that the model chosen is reasonably accurate in the 
longitudinal direction but the invariance in the transverse y direction is unrealistic, 
leading to the excessively narrow azimuthal plane beams.
M o d el 2: E x p o n en tia l  decay  w ith  y
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Figure 7.16: Two dimensional H-guide method. Ground plane fields are constant 
in the y direction.
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Figure 7.17: Two dimensional H-guide m ethod a t 12GHz. Ground plane fields are 
constant in the y direction, (a) elevation plane, and (b) azim uthal plane radiation.
the y direction whilst leaving the model unchanged in the longitudinal direction. 
Thus, leaving the  models of Ey and E z unchanged, the Hy and Hz com ponents are 
allowed to drop off exponentially with y over the ground plane. Fig. 7.18 shows 
the Hy com ponent in the case of a rapid and slow decay with y. In practice a rapid 
decay is found to give the most accurate results.
Figures 7.19 and 7.20 show results obtained using this model a t four frequencies. 
In the azim uthal plane comparison to the y-invariant model has been included 
at 9GHz and 12GHz. The elevation plane patterns are little  different from those 
produced using the previous model, but it is clear th a t in the azim uthal plane the 
beam  has widened to give an improved m atch to the m easured results.
M o d el 3: B esse l  function  decay  w ith  y
Model 2 gives reasonable results, but the form of the Hy field com ponent on the 
ground plane is determ ined by purely empirical means. In this section, the shape 
of this com ponent is linked to theory.
In Section 3.3 electrostatic theory is used to exam ine the behaviour of a field at 
a m etal/d ielectric  interface. The general solution of Laplace’s equation given in 
equation (3.35) is expressed in term s of the small argum ent approxim ation of the
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Figure 7.18: M agnitude of Hy component on antenna surface at 10GHz, calculated 
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Figure 7.19: Two dimensional H-guide method. Ground plane fields decay expo­
nentially in the y direction.
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Figure 7.20: Two dimensional H-guide method at 12GHz. Ground plane fields 
decay exponentially in the y direction, (a) elevation plane, and (b) azimuthal 
plane radiation.
Bessel function Jv(k0 r) where r is the radial distance from the slot edge. From 
equation (3.40), the magnetic potential on the ground plane surface (where (f) = 
37t/2) expressed in Bessel function form is:
$2  m  — A J x ( k o r ) (7.5)
where A and x  are constants. Equation (3.34) leads to the following expression for 




where B  is a constant. In Section 3.3.2 the value of x  ls given as 0.6667. If this 
form of the fields is used instead of the exponential decay employed in the previous 
model, the Hy component appears as shown in Fig. 7.21.
Strictly, equation (7.6) is only valid close to the edge, but for the purposes of the 
model it has been allowed to continue beyond this. Again, the magnitude of this 
component on the ground plane can only be set by experiment.
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Displacement across antenna (m)
Figure 7.21: Magnitude of Hy component on antenna surface at 10GHz, calculated 
using H-guide fields with ground plane fields assumed to vary as a Bessel function 
with y.
Figures 7.22 and 7.23 show results obtained using this model. It is not easy to 
judge whether agreement with experiment is better for this model or Model 2; they 
are both reasonably effective, but the link to theory leads the present model to 
be more satisfying from the physical point of view. The comparisons to modified 
W alter’s method [3] at 10GHz and 12GHz show the new model to be generally 
superior, especially in the azimuthal plane.
To summarise, a new method for analysis of the IDG-TSA has been developed 
which includes a model of the fields on the ground plane. Results obtained using 
this method show good agreement to measured values and show some improvements 
upon results generated by the previous analytical method. The new method has 
dispensed with W alter’s approximation for the finite ground plane and has replaced 
it with a more realistic model of the fields.
Whilst the form of the ground plane fields identified above seems to be reasonable, 






























7.7 Extension o f the Model to Two Dimensions 199







(b) Azimuthal plane, 9GHz
0 20 40 60
Observation angle (degrees)








-30 0 20 40 60 80
Observation angle (degrees)


















(d) Azimuthal plane, 10GHz
 W alter
  M easured
  Theory-10














Observation angle (degrees) Observation angle (degrees)
Figure 7.22: Two dimensional H-guide method. Ground plane fields decay as a 
Bessel function in the y direction.
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Figure 7.23: Two dimensional H-guide method at 12GHz. Ground plane fields 
decay as a Bessel function in the y direction, (a) elevation plane, and (b) azimuthal 
plane radiation.
of the fields in the slot as a guide. This is clearly not entirely satisfactory for 
prediction purposes. As such, consideration is given below to a new method which 
creates an analytical link between the ground plane fields and those on the slot 
surface.
7.8 M ore A ccurate M odelling of Singularities
7.8.1 In t ro d u c t io n
The theory introduced in Section 3.3 can be used to develop a more accurate model 
of the IDG field singularities for insertion into the IDG-TSA models. Using this 
method, an analytical link between the fields on the slot surface and those on the 
ground plane surface can be made. By driving them from the known slot fields this 
method does away with the need to determine the magnitude of the ground plane 
fields empirically.
The method used here consists of deriving expressions, in rectangular co-ordinates, 
for the fields near to the IDG edge on the slot surface and on the ground plane
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surface. The great advantage of this theory is th a t it is applicable on either side 
of the slot boundary, thus providing for the first tim e information about the field 
behaviour over the ground plane.
7 .8 .2  F ield s in A ir
Referring back to Fig. 3.6 and utilising the nomenclature and methodology intro­
duced in Section 3.3 expressions for the fields in the air close to the edge can be 
derived:
Er =
S i n  AC7T \  2 J
j s i n  {3ir \
E $ =  —M n r  —— —  c o s  I  f  I n
S i n  K7T \  2 )
V AT X°OS2f  ' j \E z = jLo/i0 N r x ------ - s i n  —  -  (j)) x
COSX7T \  2  J
IT AT v-1 COS *2H r  -  N x r x ------— cos [ —  - ( / ) )  X
c o sx tt  V 2  /
r r  AT v_i COS f  . /37T  \
H# =  N x r x -------------- s i n  —  -  (j> ) x
c o s  x n  \  ^ /
„ s i n  ^  / 3 t t  AH z  =  joJt0M r  - — —  c o s  ( — — <f>jK, ( 7 . 7 )
The above equations apply generally in the air region. From these, the fields on 
the slot surface close to the edge (at <f> = ^ ) can be w ritten down:
E r = M  /cr* 1 sin —
2
AC7T
E<f, = —M/cr*_1 sin —  cot /C7r
X 'K
E z — ju)fj,0 N r x cos — tanx?r
11 X - 1  X71Hr =  ivyr* cos —
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=  7VxrX_1 cos tanx^r
/j
AC7T
H z =  jweoM rK sin —  cot AC7r (7.8)
Similarly, the fields on the ground plane surface close to the edge (at </> =  f ) are:
E r = 0
Efj,
52L
=  M ktk- 1 2
sm ac 7r
E z =  0
H r
cos *2-
— N x r x 1------—
cos x^r
H t =  0
H z
sin —■
=  joje0 M r —— —
sm AC7T
To be of practical use in the IDG-TSA model, equations (7.8) and (7.9) need to be 
converted to rectangular co-ordinates. Thus, on the slot surface:
 1 , ri//l
Ex = M/cr sin —  cot /C7r
2
Ev =  M /crK_1 sin —
y 2
X7T
^  — ju>goNrx cos —  tan  x^r
Hx — — N x r x~l cos tanx^r
TJ jy  r  Y - l  X71"Hy = Jyxr cos ~tt
Lj
K/7T
Hz =  ju>€0 M r K sin —  cot AC7r (7-10)
and on the ground plane surface:
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E r =  —M u r
sm Kir
E y  =  0
E z =  0
Hx =  0
lCo s ?
=  —N x r x ------2_
cos x^r
sin ^
f t  =  joje0M r  ——  7.11
sm k i t
Equations (7.10) and (7.11) are the required results characterising the field be­
haviour around the slot edge on the antenna surface.
7 .8 .3  E xam p le
As an example, consider an IDG edge with t r =  2.3. In this case x  is 0.6667 and 
ac is 0.7455, and equation (7.10) for the fields on the slot surface becomes:
E x = —0.69M r-0'255
Ey =  0 .6 9 M r-°255
E z = K r 0 6 6 7  
NiV  - 0 . 3 3 3
y / f
N
t t  _  - 0 . 3 3 3f t  -  s ’-
f t  =  —0.92Lr°'75 (7.12)
and equation (7.11) for the fields on the ground plane surface becomes:
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E x =  -0 .9 8  Mr~
Ey = 0
E z =  0
Hx =  0
Hv
2 N—  —0 .3 3 3y 3
H z =  1.31Lr°‘75 (7.13)
where K  and L are constants. In Fig. 7.24 the above relationships are displayed 
for the transverse field components. The fields 5mm (i.e. Ao/10 at 10GHz) either 
side of an IDG edge on the guide surface are shown. Zero displacement coincides 
with the edge. Fields on the ground plane are shown on the right hand side of each 
graph, whilst the fields on the slot surface are shown on the left hand side.
Although the fields in the plane of the air/dielectric interface depicted in these 
figures are the main concern of this work, it is of interest to use the above analysis 
to look at the field behaviour in the wider air region rather than  ju st on a horizontal 
cut through it. Fig. 7.25 shows this behaviour, and indicate very clearly the extent 
of the effect of the edge. This data was generated using the Cartesian form of 
equation (7.7), which is reproduced later in the thesis as equation (8.1).
In these figures the IDG surface coincides with the lower horizontal axis, the centre 
of which is the location of the edge. The left hand half of each figure shows the 
field in the air over the dielectric, the right hand half shows th a t over the ground 
plane. D ata is given for the area ‘close’ to the edge, this being 3mm along each of 
the Cartesian axes so that the most distant points depicted are 4.24mm from the 
edge.
As a check on the validity of the m ethod, comparisons can be made to predictions
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Figure 7.24: Behaviour of the x and y directed field components on IDG surface 
near to an edge.
of the field behaviour produced by FDTD. Fig. 7.26 gives results for shallow slot 
(LSM) IDG whilst Fig. 7.27 gives results for deep slot (LSE) IDG.
Again, the fields depicted are those in the plane of the air/dielectric interface, with 
the centre of the IDG coinciding with the zero of the horizontal scale. The half­
width of the shallow slot guide is 11.43mm, that of the deep slot is 5.08mm. It is 
not intended that these plots be used to compare theory and FDTD across the full 
range of the horizontal axis. Instead, comparison should be made in the immediate 
vicinity of the edge. It can be seen that the general shape of the fields on either side 
of the edge is captured by the static theory. That the peaks of the static theory 
results are generally higher than those of FDTD can be attributed to the smaller
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Figure 7.25: Distribution of the x and y directed field components in air by static 
theory.
sampling period used in the generation of the former results. It should be noted 
that the positions on the displacement axes of the field peaks of the static theory 
results in these figures have been adjusted to obtain the best fit with FDTD results, 
where the peaks do not coincide with the IDG edge due to the comparatively small 
number of samples taken across the structure.
7.9 Im proved 2D ID G -T SA  M odel
In this section the IDG-TSA model considered in Section 7.7 is extended by the 
incorporation of the improved singularity modelling described in the foregoing sec-
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Figure 7.26: Shallow slot field components in the plane of the air/dielectric interface 
by static theory and FDTD.
tion. In order to judge the accuracy of this new model, it is necessary first to 
introduce an FDTD result, Fig. 7.28, showing the distribution of the Hy field com­
ponent across the slot and ground plane of a shallow slot antenna. The FDTD 
model used to generate this result is described in Chapter 8, so no details of this 
are given here. Further such results are given in Chapter 9.
Considering then Fig. 7.28; the Hy field component in the plane of the air/dielectric 
interface is shown. Only the right hand half of the structure is depicted, so that 
the left hand vertical axis of the plot coincides with the longitudinal (z) axis of 
the antenna along the centre of the slot. Moving along this vertical axis; the RWG 
feed runs from z =  0 to 2 =  0.1 Ira, the slot ends at z =  0.41m, and the ground
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Figure 7.27: Deep slot field components in the plane of the air/dielectric interface 
by static theory and FDTD.
plane ends at z =  0.54m. On the horizontal (y ) axis, the half width of the slot is
0.012m and the edge of the ground plane is at y = 0.044m. The free space around 
the structure is also modelled (z > 0.54m or y > 0.044m).
In this figure, the field peaks at the slot edge (y =  0.012m) are clearly visible. A 
similar, though much less pronounced effect, can be seen at the edge of the ground 
plane (y = 0.044m).
Fig. 7.29 shows a first attem pt at including the more accurate singularity modelling 
in the IDG-TSA model. The antenna depicted here is the same as that considered 
in the previous figure. Note that the analytical model does not include the feed 
RWG or the ground plane edges. The air region around the antenna structure is
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Figure 7.28: Hy component on surface of long LSM antenna calculated by FDTD. 
Frequency is 10GHz and er =  2.3.
therefore not shown in this figure. The real part of the Hy component is shown.
In the figure, the H-guide field expression is used to model the variation of the 
field within the slot. Close to the slot edge over the dielectric the H-guide field is 
linked to the relevant expression for the singularity. This description is then used 
to characterise the field across the edge itself to a point close to the edge over the 
ground plane. At this point, use of the static field description of the singularity is 
ended and the field is allowed to decay as l / y / y  across the ground plane towards 
the edge of the structure. Comparisons with the surface fields predicted by FDTD 
in Chapter 8, and with the measured fields presented in Section 10.9 indicate that 
the 1 / yjy description is not unreasonable.
In the foregoing, the phrase ‘close to the edge’ is used but is not defined. For the 
purposes of the computer model it is clear that a real distance must be defined 
within which the static field equations are applied on either side of the slot. In this 
work, a distance of the order of Ao/10 or A0/20 is used. These values were decided 
upon after studying a number of results from the FDTD model of the IDG-TSA.
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Figure 7.29: Hy component on surface of long LSM antenna, calculated using the 
new theory. The propagation constant on the ground plane is ko.
The author is not aware of a method by which this limit might be calculated.
The field magnitude existing along the end of the slot is used as the source for 
the distribution on the section of the ground plane extending beyond the slot. 
Following the earlier two dimensional model (Section 7.7) the fields on the ground 
plane in Fig. 7.29 are allowed to propagate at k0  rad/m . Comparing this figure to 
the FDTD result of Fig. 7.28, it is clear that the analytical model has picked out 
some of the key features predicted by FDTD. For instance, the field peak at the 
centre and towards the end of the slot is visible, as is the effect of the slot edge.
However, a problem with this representation of the fields is evident at the slot 
edge where the propagation constant is switched from that of IDG to that of free 
space. If two different propagation constants are to be used in this manner then 
it is inevitable that some phase shift will exist between the slot and ground plane 
fields. However, the discontinuity in this case is unnecessarily large. In general, at 
the end of the aperture the slot propagation constant has reduced to ko. It makes
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sense therefore to adjust the phase of the ground plane fields at this point to be the 
same as the slot fields. The phase discontinuity is thereby minimised. The result 
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Figure 7.30: Hy component on surface of long LSM antenna calculated using the 
new theory. The propagation constant on the ground plane is ko, phase shifted.
In this figure the slot and ground plane fields are in phase, or nearly in phase, from 
approximately half way along the slot to the end of the ground plane. The effect 
of performing this phase shift on the radiated far fields obtained from the model is 
considered later in this section.
Whilst the model of Fig. 7.30 appears more satisfying than that of Fig. 7.29 there 
is still a phase discontinuity across the slot edge for the first section of the slot. 
The FDTD results of Fig. 7.28 indicate constant phase fronts across the edge along 
the whole length of the antenna structure. This feature is studied in more detail 
in Fig. 7.31.
The figure depicts the Hy component, calculated by FDTD, on four longitudinal
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Figure 7.31: Hy field component along antenna surface calculated by FDTD.
cuts taken in the plane of the air/dielectric interface. The cuts are taken along the 
centre of the structure, 14mm offset from the centre (i.e. just outside the aperture, 
whose half-width is 11.4mm) and at 20.3mm and 26.7mm from the centre. The 
plots encompass the full length of the structure from the start of the feed to the 
end of the ground plane. It is clear from these results that the phase shift between 
the first two traces (centre and 14mm) is very small, and increases only slightly as 
the distance from the centre is increased through 20.3mm and 26.7mm. A third 
variation on the analytical model can thus be proposed, as shown in Fig. 7.32, 
where the slot propagation constant is used on the ground plane also.
This plot compares well with the FDTD result of Fig. 7.28 although some of the 
irregular features of the latter result located around the ground plane edges ap­
proximately half way along the structure have not been reproduced. These features 
exist in a region where the field has decayed to a low level, so it is not considered 
that their exclusion from the analytical model is an im portant omission.
Thus, three variations of this model of the ground plane fields have been established 
with (a) the slot propagation constant used on the ground plane, (b) k0 used on 
the ground plane, and (c) k0 used on the ground plane plus a phase shift. The 
effect on the radiation pattern of these variations is shown in Fig. 7.33.
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Figure 7.32: Hy component on surface of long LSM antenna calculated using the 
new theory. The propagation constant on the ground plane is the same as that on 
the slot.
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Figure 7.33: The result of varying the ground plane field model. Long LSM antenna 
at 10GHz. (a) Elevation plane, and (b) azimuthal plane.
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The results given by the by all three versions of the model are similar. However, 
variation (b) gives a narrower elevation plane beam and higher first sidelobes in 
both the elevation and the azimuthal planes. Comparison with measured data 
indicates that these are undesirable features. That this is the least satisfactory 
of the three variations is not unexpected if one considers the previously observed 
discrepancies with the FDTD aperture distribution. This variation of the model 
will therefore be discarded.
As for the remaining two variations on the model, Fig. 7.34 shows elevation plane 
patterns for the long shallow antenna at 10GHz compared to measured data. The 
azimuthal plane patterns for both variations are plotted against measured values in 
Fig. 7.35. In both cases, good agreement between the new theory and measurement 
can be seen. There is little to choose between the two variations of the model, 
although experience has shown that using k0 as the ground plane propagation 
constant generally gives slightly better results. The latter model is thus used to 
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Figure 7.34: The result of varying the ground plane field model: comparison to 
measured data (a) Slot /? on ground plane, and (b) phase shifted ko on ground 
plane.
Fig. 7.36 shows results obtained using the new theory at two frequencies compared 
to those generated by modified W alter’s method [3] and to measured results.
It can be observed that the more realistic modelling of the ground plane fields
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Figure 7.35: The result of varying the ground plane field model: comparison to 
measured data in the azimuthal plane.
(a) Elevation plane, 10GHz (b) Azimuthal plane, 10GHz
M easu red  




-30 0 20 40 60 80
O b serv a tio n  an g le  (d eg rees)
(c) Elevation plane, 12GHz
M easu red  
Modified W alter 
N ew  th eo ry










O b serv a tio n  an g le  (d eg ree s)
(d) Azimuthal plane, 12GHz











O b serv a tio n  an g le  (d eg rees) O b se rv a tio n  a n g le  (d eg re e s)
Figure 7.36: New theory against modified W alter’s method and measurement.
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has paid dividends in terms of improved agreement to m easurement compared 
to tha t achieved by either modified W alter’s m ethod or the m ethod presented in 
Section 7.7. In the elevation plane the new theory and W alter’s m ethod give broadly 
similar results but with the new theory giving improved prediction of the level of 
the first sidelobe. The new theory is considerably better than  W alter’s m ethod in 
the azim uthal plane; the earlier technique only takes the slot E-field components 
into account when calculating this pattern.
The full H-guide model runs reasonably rapidly. A typical run takes a little  over 
a m inute on a Silicon Graphics Origin 2000 machine. If results at a large number 
of angles are demanded, the run tim e can be extended to approxim ately seven 
minutes. In comparison, modified W alter’s m ethod [3] and the line source method 
considered earlier in this chapter take approximately five seconds to run on the 
same machine.
The theoretical m ethod introduced in this section is the most complete analytical 
IDG-TSA model developed to date. As such, the m ethod is used to generate the 
results given in Chapter 9. Besides presenting results for both LSE and LSM 
antennas of various geometries, this later chapter considers possible reasons for the 
discrepancies tha t still exist between prediction and measurement.
7.10 C hapter Sum m ary
The development of a new method for IDG-TSA analysis has been presented. The 
m ethod includes for the first tim e a full model of the slot and ground plane fields, 
having dispensed with the approximation used by the earlier analytical technique. 
A theory has been derived to link the fields on the ground plane to those within 
the slot. Results generated using the new m ethod compare well to theory and show 
improvements over predictions made using the earlier technique.
Chapter 8
FD T D  Analysis of the ID G -T SA
8.1 In troduction
The FDTD model of the IDG-TSA tha t was developed prior to the current work [4] 
is described in Section 3.4.5. It will be recalled tha t this model generated the far 
field radiation pattern  using only the slot electric field components. The effect 
of the slot and ground plane magnetic field components was then accounted for 
using W alter’s ground plane approximation (Section 3.4.3). It is assumed th a t this 
arrangem ent was used in order to minimise the memory and tim e requirements of 
the com putation. However, as has been pointed out in earlier sections, W alter’s 
ground plane approximation does not produce a realistic model of the fields on the 
antenna, and is of little  use where the far fields across a range of elevation and 
azim uth angles are required.
Thus, to produce an improved model of the antenna which will allow greater insight 
into its operation a new FDTD implementation has been developed, using the 
original code of Stoiljkovic et al. [4] as a starting point. The following modifications 
have been incorporated:
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1. The scope of the calculation has been increased to cover the full extent of the 
real ground plane. The code implementing W alter’s ground plane m ethod has 
been removed and replaced by an im plem entation of equation (3.58) which 
calculates the far fields based on all four tangential surface field components.
2. Modifications have been made to allow the calculation to cope with LSE 
polarised structures.
3. In order to investigate the effect of the edges of the m etal block in which the 
antenna is set, and the possible contribution made to the to ta l radiation from 
the structure by the end and side faces of this block, a complete model of the 
structure has been created. This consists of the m etal block modelled as a 
six-sided structure surrounded by air. The feed waveguide is also modelled. 
This model, which will be referred to as the full FDTD model, is in contrast to 
th a t described in point (1) above where the absorbing boundaries are placed 
at the extremes of the ground plane on the top side of the block. There is no 
air gap between the extremities of the ground plane and the ABCs. As such, 
this earlier model is not ‘aware’ of the discontinuity at the ground plane edges 
and will therefore be referred to as the interm ediate FDTD model indicating 
its position between the old (Stoiljkovic) model and the full model.
The full model uses the theory of Section 3.4.2 to generate the far field radi­
ation from the top, end, and sides of the antenna structure.
4. A further modification to the full FDTD model is the addition of the flange 
of the feeding rectangular waveguide.
Having introduced the extensions that have been incorporated into the existing 
FDTD code, the effects of these changes are now investigated through a series 
of graphical results. The physical param eters of the antennas considered in this 
chapter are given in Section 7.2.
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8.2 The Interm ediate F D T D  M odel
In this model, W alter’s ground plane approximation has been eliminated and the 
complete ground plane is modelled. Equation (3.58) is used to generate the far field 
pattern, and the ABCs are placed where in reality the ground plane edges are lo­
cated. Fig. 8.1 shows results comparing the intermediate model to the Stoiljkovic [4] 
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Figure 8.1: Short shallow antenna elevation plane pattern. Intermediate FDTD 
against old model and experiment. Two angular ranges at each frequency.
The figures reproduce the elevation plane data twice with different angular ranges. 
The 0° to 90° range is the usual range of interest, where 0° coincides with the 
aperture surface, as this is where the main beam and major sidelobes are located. 
However, the -90° to 0° range is also interesting and is studied further in Chapter 9.
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This radiation is directed below the plane in which the aperture lies.
Considering the figures, it can be seen tha t the old FDTD model does not produce 
valid results in this downward range; it predicts a peak at around -40° which is 
not apparent in the measured data. This discrepancy is due to the use of W alter’s 
ground plane approximation which uses an analytical form, / 0 exp (— j k 0 z), for 
the magnetic fields on the slot and ground plane. The radiation pattern  of this 
element is superimposed on tha t of the slot electric fields after equalisation of 
the magnitudes of the two patterns. This mirroring about the 0° axis is indeed 
the radiation behaviour of a travelling wave antenna carrying an I 0  exp (— j k 0 z) 
distribution, but it is unfortunately not the behaviour of the IDG-TSA.
The ground plane of the IDG-TSA ensures tha t the structure cannot radiate equally 
both upwards and downwards. Even in the absence of a ground plane, the tapering 
of the slot leads to a peak in the 0° to 90° range. By using both the electric and 
magnetic field components calculated by FDTD to find the far field, the new FDTD 
model allows this behaviour to be predicted more accurately. However, there is still 
a discrepancy between measurement and the new FDTD model results for angles 
less than -20°.
The new FDTD model also shows improvement over the old in the upward direction, 
between 0° and 90° elevation. Both methods m atch measurem ent well up to the 
peak but deviate from it for angles higher than this. However, the old method 
predicts a non-existent sidelobe just below 90°. This is due to inaccurate handling 
of the ground plane fields by W alter’s approximation.
The same configuration is used for both of the above FDTD models, as follows: 
the com putational space is 63 cells long by 71 wide by 71 high. In the slot the cells 
are 0.635mm (A0/47 at 10GHz) in the transverse directions and 1.27mm (A0/24 at 
10GHz) in the longitudinal direction. The total width of the structure modelled is 
44.5mm and there is 44.5mm of space above the aperture surface. The model runs
8.2 The Intermediate FDTD Model 2 2 1
for 3500 tim e steps of duration 0.847ps with a stability factor of 0.4. Note that 
the cell size is chosen so tha t the feed dimensions can be modelled by an integer 
num ber of cells (16 and 18 in the x and y directions respectively).
Both the old and interm ediate models take approxim ately 20 minutes to run on a 
Silicon Graphics Origin 2000 machine. In fact, the old model can be made to run 
rather faster than this by reducing the width of the structure. It is not necessary 
to model the full width of the ground plane, as is done here, as the fields on it are 
not used.
Before closing this subsection two further sets of results are presented which ex­
amine the longitudinal and transverse tim e domain fields in the plane of the 
air/dielectric interface. These results relate to the long shallow antenna and are 
generated using the new FDTD model discussed above, which is 365 cells long in 
the z direction. Fig. 8.2 shows the fields along the centre of the slot and ground 
plane. The results show travelling wave patterns as expected with a reduction in 
am plitude towards the end of the slot due to power being radiated. Note th a t this 
calculation was carried out with Z0 set to unity. It is interesting to observe tha t the 
H y component continues onto the ground plane without apparently being affected 
by the discontinuity at the end of the slot. The Hz component also continues onto 
the ground plane, but in a much less significant manner.
Fig. 8.3 shows the fields across the structure (i.e. in the transverse plane) in the 
plane of the air/dielectric interface at three positions along the antenna; 10 cells 
in front of the feed (solid line), mid-way along the slot (dotted line), and 50 cells 
before the end of the slot (dashed line). Only half the structure is shown, so that 
the zero on the horizontal axes coincides with the centre of the slot. The half width 
of the slot is 11.43mm and tha t of the ground plane is 45mm. The effect of the slot 
edge is highly visible in these plots, and the degree to which the fields spread onto 
the ground plane can be seen to be significant. It is also apparent tha t the fields on 
the ground plane ‘build up’ towards the end of the slot. These plots are intended
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Figure 8.2: Time domain fields along the centre of the air/dielectric interface and 
ground plane.
for comparison with those generated by the full FDTD model in Section 8.4 below.
8.3 LSE Structures
The intermediate FDTD model described above needs only minor modification 
to enable it to calculate the far fields of LSE polarised antennas. These include 
changes to the excitation as outlined in Section 3.4.5, changes to the type of sym­
metry enforced at the guide centre and an extension of the far field calculation 
routine to include E<f> as well as Eg. Fig. 8.4(a) to (c) show FDTD elevation plane 
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Figure 8.4: Long deep slot (LSE) antenna elevation plane radiation patterns by 
FDTD. P art (d) shows the effect of reducing the transverse cell size.
results. Agreement between theory and experim ent is reasonable in all cases.
Fig. 8.4(d) shows the effect at 10GHz of halving the cell size in the transverse (x and 
y ) directions to 0.3175mm (A0/94 at 10GHz) whilst m aintaining the longitudinal 
cell dimension at 1.27mm. It is clear th a t little, if anything, has been gained 
by doing this in term s of improved agreement to  measured data. The run-tim e, 
however, increases from around 3 hours to nearly 28 hours.
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8.4 T he Full F D T D  M od el
As has been seen in Section 8.2, the interm ediate FDTD model provides predicted 
radiation patterns tha t show improved agreement to m easurement when compared 
to the old model. However, there are still discrepancies. One possible cause of 
inaccuracy in the interm ediate model lies in its lack of modelling of the ground 
plane edges. The plots of the fields across the antenna in Fig. 8.3 indicate tha t the 
field spread onto the ground plane is significant enough for there to be finite field 
at the model edges. On the real structure this field will interact w ith the edge in 
some way. Similarly the longitudinal field plot of Fig. 8.2(c) shows th a t there is a 
significant H y component at the end of the structure.
Another possible area of inaccuracy is the omission of any radiation tha t might 
occur from the end face or side faces of the antenna mounting block. The FDTD 
model has thus been upgraded in order tha t these possibilities can be investigated.
These modifications are significant, requiring the addition of the five sides of the 
m ounting block tha t were not previously modelled as well as the additional three 
sides of the feed RWG. The model also includes a volume of the air surrounding the 
antenna. Having established this model it can be used to provide various insights 
into the operation of the antenna. In addition to those given below, a num ber of 
such results are included in Chapter 9.
Fig. 8.5 depicts the structure modelled by the full FDTD code. The figure ad­
ditionally shows the flange of the rectangular waveguide which is considered in 
Section 8.5. The various surfaces referred to in this section and the subsequent two 
sections are labelled in this figure.
An elevation plane result produced using the full model is shown in Fig. 8.6. Com­
parison is made to both the old FDTD model and to experiment. This figure can 
be directly compared with Fig. 8.1(b).













Figure 8.5: The structure modelled by the full FDTD code: (a) top view, and (b) 
side view.
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Figure 8.6: Short shallow antenna elevation plane radiation pattern  at 10GHz. Full 
FDTD model against old model and experiment. Two angular ranges.
Whilst the agreement to measurement is still not perfect, there has been an im­
provement; the main beam predicted by the full model is now very slightly closer 
to measurement, but the largest improvement is in the downward radiation which 
is now in very close agreement to the measured data. These improvements can be 
seen more clearly in Fig. 8.7(a) which compares the intermediate model with the 
full model directly. Part (b) of the figure shows the effect of the radiation from 
the end and side faces. It is clear that without the inclusion of these surfaces that 
the top face radiation predicted by the full model would only be slightly different 
from that predicted by the intermediate model. It is the inclusion of the additional 
surfaces that is the main contributor to the improvement.
CD•O
®  - 1 0  
o
CLa>
-15 M easured  

















  M easu red
 Full m odel, top su rface
  Full m odel, all su rfaces
-25
-50 0 50
O bserva tion  ang le  (d e g ree s) O b se rv a tio n  an g le  (d e g ree s)
Figure 8.7: Short shallow antenna elevation plane radiation pattern at 10GHz. (a) 
Full FDTD model against intermediate model and experiment, and (b) The effect 
of the end and side face radiation.
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For the structure modelled above, the full model has a comparatively long run 
tim e, 1 hour 20 minutes. The model is large, being 100 (z) by 157 (a:) by 120 (y ) 
cells and running for 3000 tim e steps of 0.74ps with a stability factor of 0.35. No 
a ttem pt has been made to speed this particular model up by using larger cells or 
a graded mesh.
The FDTD model considered here consists of an antenna with a 30mm long aper­
ture with 10mm of ground plane extending beyond it. There is 48mm of air between 
the end of the ground plane and the absorbing boundary. The aperture has a halh 
w idth of 11.43mm. The mounting block has a half-width of 45mm and there is a 
further 31mm between the ground plane edge and the absorbing boundary. The 
m ounting block is 37mm deep, with 18mm of air between the underside of the block 
and the absorbing boundary. Above the antenna surface, an air space of 44mm has 
been modelled.
The effect of the side edges of the ground plane is clearly apparent in Fig. 8.8 which 
shows the fields across the surface of the structure. This figure may be compared to 
Fig. 8.3 although in the present case the displacement axes are extended to 76.2mm 
to include the air around the structure. The ground plane edges can be observed 
to be having a significant effect on the fields, with local peaks existing around the 
edges and some resultant modification of the field distribution on the ground plane 
itself. As with the earlier figures, three positions along the antenna are considered; 
10 cells in front of the feed (solid line), mid-way along the slot (dotted line), and 
50 cells before the end of the slot (dashed line).
8.5 RW G Flange
Another factor tha t potentially influences the distribution of the fields on the IDG- 
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Figure 8.8: Shallow IDG-TSA fields by full FDTD model across the plane of the 
air/dielectric interface.
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case this projects 15mm above the aperture surface, is 41mm wide and 4mm deep. 
This has been added to the full FDTD model as a solid m etal box placed before 
the s tart of the dielectric section of the antenna. The run tim e of the model is 
extended slightly (approximately 2.5%) by the inclusion of the flange due to the 
increased num ber of surfaces to be processed and the resultant segmentation of the 
air region above the antenna.
Fig. 8.9 shows the tangential aperture fields in the frequency domain along the 
centre of the structure both with and without the inclusion of the RWG flange 
model. As might be expected, the flange reduces the spread of field backward from 
the RW G /antenna interface. This has consequences for the field distributions on 
the aperture, all of which are considerably modified, with the exception of the E z 
component which unlike the E y component is not shorted out by the flange. A 
further point to note here is the considerable spread onto the ground plane and 
into the air at the end of the structure of the magnetic field, particularly Hy.
The effect of the RWG flange on the far field radiation pattern  is shown in Fig­
ures 8.10 and 8.11. The first of these figures is concerned with radiation from the 
top surface only. W hilst there is some modification to the downward radiation the 
most noticeable change is for observation angles greater than th a t of peak radia­
tion. The existence of the flange has narrowed the main beams to give much better 
agreement to measurement. The result is confirmed in the second figure, showing 
the to tal radiation pattern , where an extremely good m atch to m easurement can 
now be observed.
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Figure 8.9: Full FDTD model with and without RWG flange. Frequency domain 
fields along the centre of the air/dielectric interface and ground plane.
8.6 R adiation from the End and Side Faces, and 
the Flange
The previous sections have demonstrated the effect of including the radiation from 
other surfaces of the antenna. In this section the elevation plane patterns of the 
individual surfaces are presented. Fig. 8.12 shows results for the short shallow 
antenna. Part (a) of the figure shows that of the subsidiary surfaces, the end 
face of the metal block contributes the most to the radiation pattern. As may be 
expected, the flange radiates mainly upwards, the end face downwards. The side 
faces of the structure do not play a significant role.
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Figure 8.10: The effect of the RWG flange on the calculated radiation from the top 
of the antenna at (a) 9GHz, and (b) 10GHz.
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Figure 8.11: The effect of the RWG flange on the total calculated radiation from 
the structure at (a) 9GHz, and (b) 10GHz.
Part (b) of the figure shows the above components in relation to the top face 
radiation. Although only 10% of the top face peak magnitude, the end face peak is 
located at an angle where the top face radiation is low so tha t its effect is significant, 
as has already been seen. Radiation from the flange is less significant as its peak 
is near that of the top face radiation, but it provides a slight modification to the 
main beam shape of the overall structure.
Fig. 8.13 shows similar results for the long shallow structure. In this case the side 
of the block has a much greater relative area than that of the short structure and it 
therefore provides the highest contribution of the subsidiary surfaces to the overall 
pattern. However, it is still the end face and flange that have the greatest overall
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Figure 8.12: Elevation plane patterns for short shallow antenna at 10GHz: (a) 
Side, end, and flange radiation, and (b) Side, end, flange, and top face radiation.
Observation angle (degrees) Observation angle (degrees)
Figure 8.13: Elevation plane patterns for long shallow antenna at 10GHz: (a) Side, 
end, and flange radiation, and (b) Side, end, flange, and top face radiation.
effect as their radiation peaks coincide with lower top face radiation. The peak 
side face radiation coincides with the top face maximum so has negligible effect.
 S id e  of b lock
  RW G flange
  E nd  of block
 T op  of block
8.7 The Validity of W alter’s Ground P lane A p­
proxim ation
FDTD can be used to consider the validity of W alter’s ground plane approximation. 
The technique is based on the assumption that the components of the calculated
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radiation pattern due to the surface electric and magnetic fields have the same 
maximum value. As has been seen this approximate method can work well, both 
as part of a purely analytical method and when combined with FDTD. The results 
in combination with FDTD are particularly good, due to the more accurate electric 
field radiation pattern onto which the analytical magnetic field radiation pattern 
is superimposed. In Fig. 8.14 the individual components, due to Hy and E z, of the 
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Figure 8.14: E~ and Hy contributions to the total pattern calculated by the full 
FDTD model: (a) Short shallow antenna at 9GHz, and (b) long shallow antenna 
at 10GHz.
The individual components are of similar magnitude but are not the same, differing 
by about 15% and 20% for the long and the short antenna respectively in the ex­
amples given. Thus, the earlier theoretical models that rely on this approximation 
incorporate an error of this order when they combine the calculated components 
to give the overall radiated far field.
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8.8 Specia l C ells in F D T D  ID G  A n alysis
8 .8 .1  In trod u ction
Having established the nature of the behaviour of the IDG fields at the slot edges 
in the analysis of Section 7.8, and having observed these effects in the numerical 
results of Chapter 5, it was decided to carry out an investigation into the effect 
of incorporating this field behaviour into special FDTD cells. As was stated in 
Section 3.2.8 the principal aim of doing this is to reduce the num ber of cells needed 
in the FDTD model to achieve a particular degree of accuracy.
In this section, the correction factors given in equations (3.30) and (3.31) are cal­
culated for the IDG edge using the Van Bladel theory detailed in Section 3.3. The 
analysis is three dimensional and has been performed for the cells located next 
to the edge. The following sections give typical examples of the analysis, so tha t 
for many of the field components numerical results only are given. This is done 
because the general method, once established and its common variants identified, 
changes only slightly from node to node.
8 .8 .2  A n a lysis
This analysis relates to the FDTD cell shown in Fig. 3.5. Parts of this figure are 
reproduced in the current section as required for the analysis. The FDTD lattice 
is arranged such th a t the edge is located as shown in Fig. 8.15.
Only the three cells around the edge are shown in the figure, labelled as positions 
1, 2, and 3. These are the only cells for which correction factors are sought as 
the field components located in these cells are the most affected by the presence of 
the edge. Below are four examples of typical calculations for the FDTD correction
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Air
Slot Metal
Figure 8.15: FDTD cells next to the IDG edge.
factors.
The analysis is based on the analytical expressions for the fields close to the edge in 
the air (equation (7.7)) and in the dielectric (equations (3.42) and (3.43)). These 
are expressed in Cartesian co-ordinates below:
In the air:
Et oc i'K 1 sin
Ey oc rK 1 cos
Ez oc rx sin ( ^ -  -  <f>^J x  
Hr oc r x_1 cos
Hy oc r x 1 sin
r( y - < M x  +
l ( iT  ~ (t’ ) x
Hz oc rK cos —  <t> ] k (8.1
and in the dielectric:





Ey oc r K_1 cos (7c — \)<j>
Ez oc r x sin x 4*
Hx oc r x_1 cos (x — 1)^
Hy oc r x_1 sin (x —1 )(/>
Hz oc rK cos ac(f) (8.2)
The above are expressed as proportionalities as it is only the terms depending on 
the radial distance, r, of a field component from the edge and its angle, <f), measured 
from the slot wall that are of interest here.
Cell in P os it ion  1, Hz U p d a te
The Hz update depends on the Ex and Ey components surrounding it. This contour 
is depicted in Fig. 8.16.
Metal edge
Figure 8.16: FDTD cell in position 1: Hz update contour
The cell shown has sides of length A x  and A y  in the x and y directions respectively. 
The length r relates to the Ex2 calculation only.
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E x  i :
This calculation uses the correction factor definition given in equation (3.31). Let 
the calculated average value assigned to the line integral by FDTD be E x\ A x .  The 
analytical expression for the field is given by equation (8.1) as:
E xl(r,(f>) = A r K 1 sin ( 3 i  _ * ) «  +  * (8.3)
where A is a constant, <j> is fixed at 7r and the distance to the edge, r is simply x
so:
Fxi(x) = A x K 1 sin +  1^ 7r (8.4)
It is known tha t at x = A x / 2 the field component has the final calculated value of 
E xi, thus:
1 — Krp~~ ( Ax'&xl \~o~,
A  =  . / .  .x (8-5)
( f  + l) *■
Now the integral of equation (8.4) can be performed:
rAx  K f ^ x -__- 1
I  E x l(x )dx  = Exi y ~ Y j  Jo x K~l dx =  ExlA x  (8-6)
Thus the correction factor is 1/ a c 21_k. For a dielectric constant of 2.3, k, is 0.7455 so 
th a t the correction factor has the value 1.1245. According to equation (3.32) this 
value is used as a multiplier to the relevant E x value in the H z update equation.
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E x  2 :
Again, the calculated field value is denoted by E x2. The analytical field value is 
given by equation (8.1) as above but now:
r  =  (A y 2 x 2 ) 2
K (  x \  ,<j> =  -  +  a rc ta n l — I (8.7)
It is known th a t when:
r = ra = ( A y 2 + A x 2 / 4)*
. 1 7T (  A x  \
9  =  (pa =  2 +  arctan I I (8.8)
the field component has the final calculated value, so that:
The line integral can now be performed, giving the correction factor as:
,1“«
C F  =
A x  sin {^ 2  ~  *^a) K T
r A x
J o
r * - 1 sin
3 %
- j - 4 K T <P dx (8.10)
Given tha t tz is 0.7455 and assuming that the cell is square (A x =  Ay), performing 
the above integration numerically gives the value of the correction as 0.9884. This 
value is independent of the cell size, as indeed was the correction factor for Ex\
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C ell in  P o s itio n  1, Ey U p d a te
The correction required by the Ey surface integration is considered here. From the 
FDTD expressions listed in Section 3.2.2, the Ey update can be seen to depend on 











Figure 8.17: FDTD cell in position 1: Ey update contour (a) front view, and (b) 
side view.
The contour has sides of length A x  and A z. It is clear from the figure that the 
lower half of the surface is in the dielectric region, and the upper half is in the 
air region. The calculation must perforce be carried out in two parts. It should 
be noted that the x =  0 axis is located on the dielectric surface, so that in this 
dimension the integration limits are ±Aa:/2. As before, let Ey be the calculated 
value. Considering first x < 0:
The field is given by equation (8.2) as:
Ey(r, </>, z) = Ar  (B z  +  C) cos (#c — 1)^ (8. 11)
where A, i?, and C are constants. As the integration surface runs parallel with 
the edge, some z dependence must be assumed. The standard FDTD assumption 
of linearity is used, and it will be seen that this term drops out of the subsequent
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arctan [ —— ) 
2 x J (8 .12)
It is known th a t the field value is E y when r = ra = A y /2  and (j) = <f)a =  7r/2 and 
z = za — A z/2 . Thus:
A =
cos (/e -  1)1 ( B z a +  C) (8.13)
The surface integral can now be performed:
/o rAz A z r 1_rvEy(r, 4>, z) dx dz -  r*-1 cos (s  -  1 )4> dx  (8.14)E , z r l ~ Kcos (/c — 1) 2 2
Considering now x > 0: The field is given by equation (8.2) as:
Ey(r, 4>, z)  =  D rK 1 (E z  + F ) cos ( ^  — < K + 4> (8.15)
where D, E,  and F  are constants, r is defined as for x  <  0, and:
7r (  2 x \
(j) = — +  arctan ( J (8.16)
Using the same conditions as were applied in the x  <  0 case, D  is obtained as:
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D =
F  r l ~ K
^ y r  a
COS (ft +  7T(E za +  F)
(8.17)
The surface integral is:
/ T  r  Ey(r, <j>, z) dxdz  =  _EyAzrl  ^  _  A
JO Jo COS yK, T 7T J® \ 2 /
V37r
A y - ^ ' K + dx
(8.18)
The correction factor is given by the sum of equations (8.14) and (8.18) divided by 
A x  Ey. Numerical integration gives the value of the correction factor as 0.9301.
C ell in P o s itio n  3, Hz U p d a te
As a final example, consider the correction factor for the Hz contour integral for 
the configuration shown in Fig. 8.18.
Metal
Figure 8.18: FDTD cell in position 3: Hz update contour.
The Hz node is located in the dielectric and is updated from the Ex and E y com­
ponents surrounding it, as shown. Let the calculated value be denoted by Hz, and 
the Hz node be located at r a,<^ a. The contour sides are of length A x  and Ay.  
Equation (8.2) gives the field as:
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H z(r , <j>) = A r n cos K(f) (8.19)
where A is a constant and:
r  =  (x 2 + y2) 2
</> =  arctan ^ (8.20)
The field is H z at:
ra =
(f)a =  arctan (8.21)
so that:
H  r~K
A = - *- V  (8.22)
COS AC (f)a
Thus, the correction factor is:
r~K f^y f ^ x
C F  = —— —  -------— / / rK cos K,(f) dx dy (8.23)
A x  A y  cos K,<pa Jo Jo
Application of a two-dimensional numerical integration routine to this integral gives 
the value of the correction factor as 0.9983.
All of the correction factors that have been calculated for this configuration are
8.8 Special Cells in FDTD IDG Analysis 244
included in Appendix A.
8 .8 .3  R esu lts
The effect of the correction factors is tested using a uniform IDG code. The program 
averages results from five sets of probes to calculate the guide propagation constant, 
p. For the LSM guides tested it was found tha t the insertion of the correction 
factors into the code made little difference to the calculated propagation constants.
For example, for a 22.86mm wide, 10.16mm deep guide at 8GHz and with t r — 2.3, 
the calculated ft using small (0.635mm) and large (1.27mm) cells w ithout correction 
factors are 1.077190 and 1.083916 respectively. The values including correction 
factors are 1.077094 and 1.083744 respectively. The corrected p  value using the 
larger grid is slightly closer to the more accurate smaller grid values than the 
non-corrected p. This is not significant, however, and does not hold true across 
all frequencies. In general for LSM structures, the corrected and non-corrected P 
values are extremely close.
From this it must be concluded either tha t FDTD is modelling the singularities 
sufficiently well without compensation, or tha t the edge effects have little  bearing 
on the propagation constant value. The results of Section 5.2.1 support the lat­
ter conclusion in tha t for most shallow guide geometries the H-guide and FDTD 
calculated P values are close even though the H-guide model omits the edge effects.
In Fig. 5.4 the LSE H-guide propagation constant is shown to deviate significantly 
from FDTD and TRD values, suggesting that the singularities may play more of a 
role. This seems to be the case, as can be seen in the results of Fig. 8.19.
In this figure a 10.16mm wide, 15.24mm deep LSE guide with er = 2.3 is considered. 
Models with four sizes of cell within the slot have been used, with and without 
correction factors. The cell sizes are 0.3175mm (32 cells wide by 48 deep in the
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Figure 8.19: Effect of FDTD special cells for LSE guide at (a) 8GHz, and (b) 9GHz.
slot), 0.635mm (16 wide by 24 deep), 1.27mm (8 wide by 12 deep) and 2.54mm (4 
wide by 6 deep).
The results show the propagation constants tending towards a given value as the 
cell size is decreased. However, when correction factors are included in the model 
the propagation constant is closer to the ‘final’ value for any given cell size. At 
8GHz, for instance, a cell size of 2.54mm can be used in a modified model to obtain 
better accuracy than is achieved using a standard model with a 1.27mm cell size. 
This leads to a considerable saving in run time.
To quantify this, the details of the two latter models can be compared. The stan­
dard model with 1.27mm cell size takes 4 minutes 6 seconds to run. The number 
of cells in the slot is 4x12x250, in the air 15x25x250, and the model runs for 3000 
time steps of 2.1ps. The modified model with 2.54mm cell size takes 19 seconds to 
run, with 2x6x125 cells in the slot, 8x13x125 cells in the air, and 1500 time steps of 
4.2ps. Savings obtained by using the modified model are therefore of the order of 
a factor of 7 in terms of storage space and a factor of 13 in terms of the run time. 
It should be noted however that this represents a best case saving, as the extent of 
the advantage of using the modified model varies, with frequency, as is clear from 
the results given above.
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8.9 C hapter Sum m ary
Improved FDTD models of the IDG-TSA have been presented. The most complete 
model includes all the faces of the antenna mounting block together with the RWG 
feed and flange. The importance of the radiation from the subsidiary faces of 
the structure has been demonstrated, as has the effect of the RWG flange on the 
aperture distribution. Results generated using the full model are in very close 
agreement with measured results, and are considerably better than  those produced 
by the existing FDTD model which uses W alter’s approxim ation to cater for the 
ground plane fields.
Special FDTD cells have been developed in an a ttem pt to improve the modelling 
of the singularities around the slot edges. Inclusion of these cells in a uniform IDG 
FDTD model produced no significant change in calculated propagation constant 
values for shallow guides, but produced an improvement in the deep slot case. By 
using the correction factors, the model cell size for a given degree of accuracy may 
be increased. This leads to savings in computer tim e and storage requirements, 
with factors of up to 13 times and 7 times respectively having been observed.
Chapter 9
Further Application o f the M odels
This chapter is split into three main sections. In the first, the possible effects on the 
radiation pattern  of installing an IDG-TS A in a surface are considered. This subject 
is returned to later on in the chapter. The effect of small variations in the dielectric 
constant of the slot filling is then examined. In the second section, the wider 
validity of the theoretical models developed in Chapters 7 and 8 is dem onstrated 
by considering results over a wide range of observation angles. Results for novel 
short structures, both shallow and deep, are given. In the final section, a number 
of FDTD results depicting the fields around the IDG-TSA are presented which give 
insight into the operation of the structure. The details of the antennas considered 
in this chapter are listed in Section 7.2.
9.1 N ear-A ntenna Environm ent Issues
The objective of this section is to demonstrate the extent to which the radiation 
pattern  of an IDG-TSA can be modified by the environment in which it is installed. 
T hat the radiation pattern  of the shallow slot IDG-TSA is sensitive to its environ­
ment is already apparent from the FDTD results of C hapter 8. These results show
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significant downward directed radiation and radiation from the subsidiary surfaces 
of the antenna, both of which will be disturbed by flush mounting it in a surface.
The ease with which the elevation pattern of a shallow IDG-TSA can be disrupted 
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Figure 9.1: Measured elevation plane patterns for shallow antennas. Effect of 
masking mounting block end face: (a) Long, and (b) short antenna.
For these measurements two cones of absorbing material are fixed onto the end
face of the antenna, entirely covering it and flush with the aperture surface. This 
prevents the end face from radiating and stops some of the downward radiation 
caused by the end edge of the structure. The reduction in downward radiation is 
clear in the results, and there is a subsequent narrowing of the main forward beam.
Going a stage further, the results of Fig. 9.2 show the effects of placing the antenna 
in a surface constructed from absorbing material.
The absorber is placed all around the edges of the ground plane, flush with it
in order to try to simulate an infinite surface. Absorbing material is an extreme 
example and a metal surface, for instance, would produce very different results, 
but it is illustrative.
In the shallow slot case the downward radiation is now much reduced as the effects 
of the side faces and edges have been removed. In addition, the shape of the main
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Figure 9.2: The effect of a surface of absorbing material on the measured elevation 
plane patterns of long antennas.
beam has been modified and shifted to a higher angle. This effect can to some 
extent be explained by considering the individual FDTD calculated components of 
the elevation pattern as depicted in Fig. 8.14. This figure shows the E z components 
to have a high value, near to maximum, along the axis of the antenna whilst the 
Hy component pattern is tilted off the surface so is zero along this axis. The Ez 
pattern is therefore more susceptible to disturbance by the installation surface. In 
this case, its influence appears to be reduced, allowing the Hy pattern  to dominate 
and increase the beam tilt.
Very little effect is seen in the case of the deep slot structure. Although the down­
ward radiation is reduced the upward radiation is little affected by the absorber
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surface. This is due in part to the fact tha t there is little  radiation along the axis, 
and dem onstrates th a t the ground plane plays a much less significant role for deep 
structures.
The conclusion to be drawn from the above is tha t for accurate prediction of the 
radiation behaviour of the IDG-TSA it is necessary to include details of the sur­
rounding environment in the model. This was to some extent already apparent 
from the work of Chapter 8 where it was found that only by inclusion of a number 
of the IDG-TSA surfaces could measurement be accurately m atched. Extension of 
the theoretical models to include the surrounding environment is potentially prob­
lematic. W hilst the main lim itation in the FDTD case is the size of the model, 
the extension of the H-guide model to include more surfaces, possibly with curved 
profiles, could become very involved.
9 .1 .1  Im p lica tion s for th e  A n aly tica l M o d el
The H-guide model of Section 7.9 does not model the side or end faces of the 
antenna mounting block, nor the edges of the top face. It is possible therefore tha t 
the agreement between theory and measurement achieved in Section 7.9 might be 
improved by comparing to measured values where these effects have been masked 
out to some extent. This is indeed the case, as evidenced by Fig. 9.3.
In these figures the end face of the antenna has been masked with absorber. The 
discrepancy between theory and measurement around the main beam  has been 
reduced and the sidelobe agreement is now very good.
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Figure 9.3: Radiation patterns of a long shallow antenna. End face of mounting 
block is masked in the measured data.
9.2 Sm all Variations in D ielectric C onstant
For most of the work presented in this thesis, IDG with a nominal dielectric con­
stant of 2.3 has been used. It is known that this material does not maintain the 
same dielectric constant across the frequency band of interest [4]. Clearly, a vari­
ation in er will affect the propagation constant and thus the radiation pattern of 
the IDG-TSA. Figures 9.4 and 9.5 show the extent of this variation as calculated 
by the FDTD and H-guide methods.
For the short structure, there is little variation in the upward directed radiation 
when er is changed by ±10% at 8GHz. The impact is much more pronounced
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Figure 9.4: Short shallow antenna elevation plane radiation pattern  by FDTD. 
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Figure 9.5: Long shallow antenna elevation plane radiation pattern by the H-guide 
method. Effect of varying er by 5% at 12Ghz.
at 12GHz. At 8GHz, the propagation constant at the antenna feed is close to ko 
and reduces quickly to k0 as the guide depth reduces. At 12GHz the propagation 
constant is higher and remains above k0 for much of the taper so tha t changes in 
propagation constant due to er variation have a greater net effect.
Varying eT by 5% for the long antenna has little effect on the lower sidelobes but 
produces significant variation in the first and second sidelobes.
Small changes in the dielectric constant are therefore a factor that can have a 
significant bearing on the radiation pattern but the effects are hard to predict. In a 
real IDG-TSA it is likely that er will vary along the taper and that air bubbles in the
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dielectric and irregularities in the surface finish will also exist. These unmodelled 
effects can all serve to degrade the apparent performance of the prediction tools.
9.3 R esu lts Over a Broader A ngular R ange
This section presents four sets of results, one for each of the principal antenna 
geometries, tha t show for the first tim e the performance of the two theoretical 
methods, H-guide and FDTD, over a broad range of observation angles and make 
comparison to measurements. The models used here are the most complete that 
were developed in Chapters 7 and 8 respectively. The results are presented in 
Figures 9.6 to 9.9, grouped as four sets of three plots.
In each plot OdB is defined as the maximum value of th a t particular plot, and the 
contours have been chosen such that the white part of each plot shows the 3dB 
beamwidth. Note also that some of the deep troughs in the theoretical results are 
not repeated in the measurements due to the noise floor of the m easurement system 
having been reached.
In general, agreement between both theoretical methods and experiment is good, 
making allowance for the fact that the non-graded contour system adopted can 
sometimes accentuate small differences between results. A possible cause for dif­
ferences between the H-guide and measured results has already been considered in 
Section 9.1.1. The FDTD results for the short deep antenna do not compare well 
with measurement. A set of results presented in the next chapter, Fig. 10.29, may 
help to explain this. Between 9 and 10GHz, the measured m ain beam undergoes 
a significant shift in position. It is possible that better comparison with measured 
results may be obtained at a lower frequency as inaccuracies in the FDTD model, 
such as an incorrect er or er distribution, or poor modelling of the sharp IDG taper, 
may be causing the theoretical results to be effectively frequency shifted.
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(a) Measured far field
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Figure 9.6: Far field of long shallow antenna at 10GHz.
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Figure 9.7: Far field of short shallow antenna at 10GHz.
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Figure 9.8: Far field of long deep antenna at 10GHz.
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Figure 9.9: Far field of short deep antenna at 10GHz.
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The short antennas considered in this section have not been studied in previous 
work. These elements can be seen to produce single very wide beams. Such struc­
tures may be suitable for application as elements in phased arrays.
9.4 ID G -T S A  F ield  D istr ib u tion s by F D T D
W ith the full FDTD model of Chapter 8 established, it is a straightforward m atter 
to extract from this calculation the tim e or frequency domain fields on any plane 
within the structure. A number of such results are included in this section in order 
to give insights into the mode of operation of the IDG-TSA.
9 .4 .1  A  S tu d y  o f  th e  F ields o f  a Short Shallow  ID G -T S A
In this section the fields in three planes cut through the short shallow IDG-TSA 
FDTD model are presented. The E z and Hy components only are considered as 
these are combined in the calculation to give the elevation plane pattern . All the 
results show tim e domain data  extracted at the end of the FDTD run.
Fig. 9.10 shows the fields on a longitudinal cut through the centre of the structure.
Only the air fields are shown, which leads to the antenna and feed appearing as a 
black silhouette. The feed is 37mm long, the slot ends a t a longitudinal distance of 
66mm and the ground plane ends at 76mm. On the vertical axis the zero coincides 
with the plane of the aperture, and the antenna mounting block is 37mm deep. 
The RWG flange can clearly be seen on the top side of the structure.
An approximation in the FDTD model is apparent in these figures; the external 
vertical dimension of the feed waveguide has been extended so th a t it is as deep 
as the mounting block. The internal dimension is unchanged. This reduces the











-1 6 j  
-201 















0 0.037 0.0660.076 0.11
Disp. along antenna, z (m)
Figure 9.10: Fields on a cut through the centre of a short shallow antenna at 
10GHz, excited from RWG with the flange located at z =  0.037m.
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num ber of surfaces to be modelled and prevents further fragm entation of the air 
space. It is clear from these results that the fields on the underside of the feed 
are not high, so this approximation is likely to have little  detrim ental effect on the 
overall model performance.
These plots show clearly the wave travelling along the antenna surface and the 
power being radiated into space. The RWG flange prevents any significant spread 
of field onto the feed surface. It is interesting to note the extent to which the 
end edge and face of the mounting block play a role in the field distribution. For 
both  field components the propagating wave extends around the end edge, leading 
to the significant downward directed radiation that has already been observed in 
C hapter 8.
The m agnitude of the radiation below the aperture can be seen more distinctly in 
Fig. 9.11.
These figures show the field in a transverse plane 10 cells beyond the end edge of 
the ground plane block. Only the right hand half of the antenna is shown so that 
the zero on the horizontal axis corresponds to the centre of the structure. The 
half w idth of the mounting block is 45mm. It can be observed th a t whilst the 
m ain part of the radiation is upwards there is significant field below the aperture 
plane, particularly in the E z case. As a final illustration for this structure, consider 
Fig. 9.12.
This data  is taken in a longitudinal plane as used in Fig. 9.10 bu t is located just 
in front of the side face of the mounting block. Both components show much field 
below the level of the aperture, with the E z component again being the most active 
in this respect. As well as being affected by the end edge of the ground plane it 
can be seen here how the field is also spilling over its side edges.
The results presented here correspond well with the m easurem ents given in Sec­
tion 9.1 where an antenna was located in a simulated installation surface. These
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Figure 9.11: Short shallow antenna at 10GHz. Fields on a cut 10 cells (6.35mm) 
beyond the end edge of the mounting block.
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Figure 9.12: Short shallow antenna at 10GHz. Fields on a cut 10 cells (6.35mm) 
in front of the side face of the structure.
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m easurements dem onstrate that the radiation pattern  can be noticeably disturbed 
simply by masking the antenna end face, and tha t by masking all the edges a sig­
nificant modification can be brought about. The plots given in this section show 
tha t the absorber used in the experimental work is in fact cutting through areas 
of significant field and underline once more the need to consider the installation 
environment when modelling an IDG-TSA.
9 .4 .2  L ongitud inal D eep  ID G -T S A  F ield s
For the purposes of comparison with the results of the foregoing section two results 
for a short deep IDG-TSA are included in Fig. 9.13. This shows longitudinal cuts 
through the centre of the structure and can be compared directly with Fig. 9.10, 
although the aperture and ground plane lengths are slightly different.
The tendency of the short deep antenna to radiate closer to broadside is evident 
from the results, as well as markedly less radiation below the level of the aperture 
when compared to the shallow slot case. Again, this is consistent with the experi­
m ental results of Section 9.1 where little disruption to the deep IDG-TSA radiation 
pattern  was caused by its installation in a surface.
9 .4 .3  A p ertu re  F ields
In this section the magnetic fields on the aperture surface of the principal antenna 
geometries are presented. The primary objective of doing this is to consider the 
validity of the analytical model of the aperture fields developed in C hapter 7.
Figures 9.14 and 9.15 show time domain magnetic field components on long shal­
low and deep structures. Both these results show the air around the ground plane 
surface, with the deep slot result additionally including 43mm of feed. The hori-
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Figure 9.13: Fields on a cut through the centre of a short deep antenna at 10GHz, 
excited from RWG with the flange located at z = 0.037m.
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zontal axes show the locations of the slot and ground plane ends, the vertical axis 
shows the half widths of the slot and ground plane. It is interesting to note here 
the higher concentration of field within the slot in the deep slot case; the spread of 
field onto the ground plane is much greater for the shallow slot and starts to build 
up soon after the feed. It has already been shown in Chapter 7 how the analytical 
model matches the long antenna distribution reasonably well.
The final three results, Figures 9.16 to 9.18, relate to shorter structures; the medium 
plastic and short shallow and deep antennas. The result for the m edium  plastic 
antenna, for which only the slot and ground plane are shown, conforms reasonably 
closely to the analytical model, with nearly plane wavefronts travelling with the 
slot propagation constant along the ground plane. There is ra ther more deviation 
from the model for the short structures, where the wavefronts on the ground plane 
are more curved. Despite this deviation from the model, the results of Section 9.3 
show th a t the H-guide m ethod still generates reasonable results for these structures. 
This is not inconsistent, as the curvature of the wavefronts in the FDTD results 
becomes most marked only further away from the slot where the field strength has 
decayed considerably.
9.5 C hapter Sum m ary
It has been shown using measurement tha t the radiation characteristics of the 
shallow IDG-TSA are highly sensitive to changes in the environment in which 
it is installed, whereas the deep IDG-TSA is little  affected by such changes. Cuts 
through the fields calculated by FDTD for both antenna types highlight the greater 
role played by the mounting block in the distribution of the fields in the shallow 
slot case. The full H-guide model introduced in Section 7.9 does not include details 
of the mounting block. It has been shown how results generated by this method 
m atch measurement more closely if some of the mounting block surfaces are masked
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Figure 9.14: Long shallow antenna at 10GHz. Time domain Hy on the aperture 
surface.
dB







Figure 9.15: Long deep antenna at 10GHz. Time domain Hz on the aperture 
surface.
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Figure 9.16: Medium plastic antenna at 10GHz. Frequency domain Hy on the 
aperture surface.
out during the measurements.
Thus, the material in this chapter and Chapter 8 indicates that details of the en­
vironment surrounding the antenna must be included in the theoretical models if 
highly accurate predictions are required. Such details are rather more straightfor­
ward to incorporate into FDTD than the H-guide model.
The performance of both the theoretical methods has been tested across a wide 
range of observation angles and agreement with measured values is generally good. 
Results for novel short shallow and deep structures have been presented. These an­
tennas produce single broad beams, so may be suitable for application as elements 
in phased arrays. That said, the deep slot types appear to be more suitable for 
this application than the shallow slot structures as field leakage onto the ground 
plane is much less. Problems with cross coupling between array elements may be 
experienced if short shallow IDG-TSAs are used in an array.
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Figure 9.17: Short shallow antenna at 10GHz. Time domain Hy on the aperture 
surface.
dB
Disp. along antenna, z (m)











C hapter 10 
S tu d y  o f ID G -T S A  
C haracteristics
In this chapter, a number of characteristics of the IDG-TSA are investigated 
through the medium of a variety of measured results. Firstly, transitions onto 
IDG are examined; new methods of feeding the IDG-TSA are introduced and their 
performance compared to RWG. Consideration is then given to the gain, input 
impedance, and radiation behaviour of the antenna with frequency. Previous work 
in this area is restricted to some input impedance, gain, and beam width results 
for long shallow antennas [3, 4]. Further, a first a ttem pt at a novel dual polarised 
IDG-TSA is documented and some encouraging results from this are presented. 
In addition, a practical study of the fields on the antenna surface using probe 
m easurements is given.
10.1 Transitions onto ID G
The small body of published work relating to transitions onto IDG was reviewed 
in Section 3.5. Only the RWG to shallow slot IDG junction has been fully char­
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acterised experimentally [48]. Microstrip feeding of IDG has not previously been 
considered although the laying of metal strips on the IDG surface has been exam­
ined several times, as discussed in Section 2.1.3. In the present section a method of 
feeding IDG with microstrip is proposed. The design is empirical - no theoretical 
model of this junction has been developed - but is based on a knowledge of the 
fields of IDG and on the work carried out by Ma et at. [8, 9].
In [9], transverse metal strips are placed on the surface of deep slot IDG in order 
to couple to the strong electric field component across the slot and so act as dipole 
radiators. In [8], longitudinal strips are placed on the surface of shallow IDG to 
couple to the strong longitudinal electric field component. Thus, in order to feed 
deep slot guide a microstrip line can be laid across the IDG. To feed the shallow 
slot IDG, however, it has been found advantageous to fix the microstrip line onto 
the open end of the IDG rather than to lay the line longitudinally on the guide 
surface as suggested by Ma’s work. This arrangement leads to easier development 
of the junction, as will be seen. A design for a shallow slot microstrip feed board 
is shown in Fig. 10.1.




Screw holeFeed pointTop metalisation 
W\ Rear metalisation
Figure 10.1: A microstrip feed board for shallow slot IDG.
This board is intended for feeding IDG which is 22.86mm wide by 10.16mm deep. 
It consists simply of a length of 50D microstrip line with a section of the metali­
sation on the rear of the board cut away. The rear metalisation contacts with the
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metal face of the IDG end, whilst the cut-away section is in contact with the open 
dielectric end of the guide. The board is screwed onto the IDG using the same 
screw holes as utilised by the RWG feed. In reality the screw holes in the board 
have been enlarged to slots to allow various board positions to be tested. A deep 
slot feed board has been constructed and is very similar to the above, although a 
narrower board is used and the rear metalisation is removed across the full board 
width.
Experimental characterisation of the junction is performed by measuring the S- 
parameters of two sets of back-to-back transitions separated by different lengths of 
IDG, and by then applying a de-embedding procedure as described in Section 3.5.1.
Back-to-back measurements have been made with three types of feed; probe, mi­
crostrip, and RWG. The RWG configurations, both deep and shallow slot, are 
straightforward and need not be recorded, but the probe and microstrip arrange­




Figure 10.2: Shallow slot IDG: back-to-back measurements using probe feeds.
The probe feeds are simply lengths of semi-rigid waveguide with one end stripped 
back to leave the inner conductor exposed. The probes are fitted through holes 












Figure 10.3: Shallow slot IDG: back-to-back measurements using microstrip feed 
boards. Retaining screws are not shown.
10.1.1 M e a su re d  R esu lts  - Shallow  ID G
A number of back-to-back measurements have been taken for shallow slot IDG, 
with four feed arrangements.
1. Rectangular waveguide.
2. Microstrip, as pictured in Fig. 10.3.
3. Probe feed with IDG ends open, as shown in Fig. 10.2.
4. Probe feed with absorbing material covering the dielectric faces at the ends
of the IDG.
The IDG in between the transitions has an tr of 2.08 and is 10.16mm deep by
22.86mm wide. The two lengths of IDG used for the measurements are 279mm
and 285mm long, i.e. a separation of 6mm. It is im portant not to use very short 
lengths of guide between the transitions as this can lead to power coupling between 
the junctions directly, distorting the measurements. Values for the magnitudes of 
S 2 \ and S\\ between 7 and 12GHz have been extracted from the measurements and 
are plotted in Figures 10.4 and 10.5. The RWG results obtained here are similar 
to those presented by Stoiljkovic et al. in [48].
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Figure 10.5: Comparison of measured |5 n | for various transitions onto shallow 
IDG.
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Considering first the results for \S2 i\. As might be expected, the RWG feed is 
much more effective than the others a t getting power into the guide across the 
whole frequency range. For all the feeds, transmission deteriorates below 9GHz. 
Above this threshold, though, RWG transmission is between -ld B  and -2dB (i.e. 
63% to 79%) whereas the next most effective feed, the m icrostrip, is between -3db 
and -4dB (i.e. 40% to 50%). The results for the probe are poor, the best results 
being around 32% transmission for the case where the IDG ends are covered with 
absorbing material.
Looking now at the |*Sii| plots of Fig. 10.5, poor results are again exhibited by the 
probe configuration. The microstrip feed shows the lowest reflection coefficient, 
but in the light of the above transmission results it is clear th a t this junction must 
be radiating to a much greater extent than the RW G/IDG junction. Given the 
ra ther open nature of the m icrostrip/IDG junction, it is encouraging tha t as much 
as 50% of the input power is coupling into the IDG.
Thus, a new way of feeding shallow slot IDG has been identified. W hilst the mi­
crostrip arrangem ent used here is not as efficient as feeding with RWG, its perfor­
mance is sufficiently good to demonstrate the soundness of the technique. Besides 
having the obvious advantage of allowing integration with m icrostrip circuits, the 
use of the microstrip feed allows the IDG-TSA to have dimensions other than those 
m atching standard rectangular waveguide. This feature is utilised in Section 10.7 
where a design for a dual polarised structure is considered.
The board used here is an empirical design. Even without developing a theoretical 
model of the transition, there is the possibility of improving its performance through 
further experimental work using various different profiles for the m etalisation on 
the top of the board instead of the basic 50D line of Fig. 10.1. Indeed, considerable 
variation in IS21I and IS'nl can be achieved simply by varying the vertical position 
of the existing feed board. The extent of this variation is shown in Figures 10.6 
and 10.7 on which the results for six board positions are recorded.
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Figure 10.6: Variation of measured IS21I for microstrip fed shallow IDG achieved 
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Figure 10.7: Variation of measured |6 ii| for microstrip fed shallow IDG achieved 
by moving the feed position.
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In both plots the dark blue trace, labelled ‘O’, relates to the situation where the top 
of the feed board is level with the surface of the IDG. The other traces are referred 
to this position. Note that the microstrip line itself ends 5mm away from the edge 
of the board. The lowest two positions, i.e. those with the least overlap between the 
microstrip and IDG end, can be seen at once to be of little use at these frequencies 
as they provide lower transmission and higher reflection than the other positions. 
For the remaining positions, it is interesting to note that |52i| over 9GHz varies 
only slightly as the board is moved. Under 9GHz, though, considerable variation 
is seen with the ‘-f lm m ’ position appearing to offer improved performance.
A further advantage of the microstrip over the RWG feed is the possibility of using 
the antenna over a broader range of frequencies. Fig. 10.8 shows de-embedded 
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Figure 10.8: Measured (a) |*^ 211, and (b) |5 n | for microstrip to shallow IDG tran­
sition. Extended frequency range.
The board position here has been set to obtain the best results. The figures be­
tween 10 and 20GHz are reasonable, with \Su\ generally lower than -lOdB and IS21I 
around -5dB. Note that the first shallow slot mode does not start to propagate until 
approximately 7GHz so there is little transmission up to this frequency. The results 
are somewhat oscillatory. This could be due to error in the calculated propagation 
constants used in the de-embedding calculations. The cut-in of higher order modes 
at 10 and 17GHz may cause problems in this respect. In [135] Pennock et al.
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conclude that separation differences in the lines used in the back-to-back measure­
ments should be less than Xg / 2  to give the most accurate results, with Xg/4 being 
the optimum difference required to minimise errors due to inaccurate propagation 
constant data. The 6mm separation used here is greater than Xg/2  for frequencies 
above 18.5GHz and greater than Xg/4 for frequencies above 10.6GHz. Pieces of 
IDG with less than 6mm separation are not currently available.
The results of Figures 10.4 and 10.5 indicate that the microstrip to IDG junction 
is radiative. An attem pt has been made to reduce the radiation by building a 
stripline to IDG junction with a structure based on that of the well-known co-axial 
to RWG transition [136, 137]. The new junction consists of two boards pressed 
together to form a 500 stripline mated with the open end of the IDG in a similar 
manner to the microstrip to IDG junction. A 5.5mm shorted length of IDG (i.e. 
Xg/4 at 11.3GHz, with cr = 2.3) is then placed over the stripline to complete the 
junction. The physical structure of this transition is more satisfactory than the 
basic junction described above as better contact between the various components 
can be achieved due to the ‘sandwich’ construction. Only one of these junctions is 
currently available so de-embedding of its S-parameters is not possible. However, 
the effect of using one of these junctions in a back-to-back arrangement with a 
microstrip junction can be compared to the case where both transitions are of the 
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Figure 10.9: Measured (a) |52i|, and (b) | 11 for back-to-back transition onto 
shallow IDG. Effect of replacing one microstrip transition with a stripline transition.
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The use of the stripline junction in the place of one of the microstrip junctions can 
be seen to have generally increased | 5 n | .  This is not necessarily a negative result 
as the 15211 figures show that more of the power entering the junction is transm it­
ted to the other end of the line rather than being radiated. The stripline feed, 
therefore, represents an improvement over the microstrip feed. The extent of this 
improvement is investigated further in the radiation measurements of Section 10.4.
10.1 .2  M e a su re d  R e su lts  - D eep  ID G
The focus of this work has been the feeding of shallow slot IDG. However, microstrip 
excitation of the LSE mode is given some consideration in Section 10.7 where a 
dual polarised structure is considered. In this section, RWG feeding of a deep slot 
is considered. De-embedded S-parameters from back-to-back measurements (with 
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Figure 10.10: Measured (a) |52i |, and (b) |5 ii| f°r RWG to deep IDG transitions.
The guide used here has an er of 2.08 and is 10.16mm wide by 15mm deep. In the 
figure the case with an empty feed waveguide is compared to that with a dielectric 
taper discontinuity minimiser fitted in the guide, the use of which was first proposed 
by Rozzi and Hedges [6]. Without the taper, the transmission and reflection are 
good, better than the shallow slot data given in Figures 10.4 and 10.5. With the 
taper fitted the results are improved, producing a very efficient transition. This
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good match compared to the shallow slot case can be explained by considering the 
FDTD IDG field plots presented in Section 5.2.2. The LSE fields are similar to 
those in one half of a rectangular waveguide, leading to a smooth transition and 
good coupling, whereas no such relationship exists in the LSM case.
10.2 ID G -T SA  Input Im pedance
The results of the previous sections demonstrate that most of the feed transitions 
with which this work is concerned are radiative. As such, measurements of the input 
impedance of IDG-TSAs are less useful than they might be for antennas which 
exhibit minimal feed radiation. Even so, such measurements still provide useful 
information and are a first step in determining whether a particular feed/antenna 
combination is viable.
Fig. 10.11 displays |5 n | data for four shallow slot antennas. Note that this figure 
is concerned only with RWG fed structures. Details of the antennas used here are 
given in Section 7.2.
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Figure 10.11: RWG fed shallow slot IDG-TSA measured input impedances. 
The results shown in the figure show a reasonable match for the long antennas,
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for which |5 n | is lower than -lOdB for frequencies over 9.5GHz. The results for 
the long plastic and long metal antennas are close, demonstrating the usefulness of 
the plastic build technique. The increased variations at higher frequencies for the 
plastic antenna may be due to the reduced uniformity of the structure.
The results for the short metal antenna show a higher reflection coefficient than for 
the long structures, reducing below -lOdB only at 11 GHz. This is to be expected 
as the short structure is a very much sharper discontinuity than the long antenna, 
tapering from 10.16mm deep to zero over 30mm rather than 300mm. The medium 
plastic antenna exhibits better reflection properties than the short metal. This 
improvement is most probably due to the section of uniform IDG included in the 
plastic design which serves to lessen, or distribute, the discontinuity.
Figures 10.12 and 10.13 show |5 n | for the long and short metal antennas for RWG, 
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Figure 10.12: Measured input impedance of long metal shallow antenna with RWG, 
microstrip, and stripline feeds.
All the strip feeds offer lower |5 n | than the RWG feed, but the results of the 
previous section indicate that a higher proportion of the power entering the strip 
feeds is radiated than is the case for the RWG feed. The stripline feed result is
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Figure 10.13: Measured input impedance of short metal shallow antenna with 
RWG, microstrip, and stripline feeds.
encouraging in that this feed is known to couple more power into the IDG than the 
microstrip.
Finally, Fig. 10.14 shows |*S*n | for RWG fed deep slot antennas. The figures also 
show the effect of inserting a dielectric taper into the feed waveguide. Even without 
the taper, the |5 ji | of the long antenna is lower than the shallow case, with the 
taper lowering it still further. The short antenna shows a comparatively poor 
match, even with the taper fitted, due to the sharp discontinuity presented by this 
antenna (which tapers from 22.86mm deep to zero over a length of 30mm).
10.3 ID G -T SA  Gain
Further information on the performance of both the antenna and the feed can be 
obtained by measuring the gain. For instance, as the various antennas considered 
in this section are fed with the same input power, the results give some indication 
of the antenna efficiency. The gain is calculated using the well-known radar equa­
tion. This equation assumes a configuration of two antennas with gain G\ and G2
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Figure 10.14: Measured input impedance of (a) long, and (b) short deep antennas 
with and without a dielectric taper fitted into the feed RWG.
separated by a distance S. The antenna with gain G\ receives power Pr from the 
antenna with gain G2, which transmits power Pt -
S  =  ( s s )  GlC?2 (10' 1)
If the antennas are the same then G\ = G2 = G and:
Pr  (  X V
PT 14 ttS
G2 (10.2)
The transm itted and received powers are measured using a power meter; a Boonton 
Model 4220A RF Power Meter connected to a Boonton Model 51072 Power Sensor. 
The first task is to measure the gain of the X-band horn used as the transm itter 
for the IDG-TSA measurements. Using two such horns the results in Fig. 10.15 
are obtained. Part (a) of this figure shows the horn gain, whilst part (b) shows 
the offset that will later be subtracted from IDG-TSA radiation measurements in 
order to compensate for the gain of the transmit antenna.
Having established G2 in equation (10.1) the gain of any receiving antenna can now 
be measured. Fig. 10.16 shows the gain of three RWG fed shallow antennas; long
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Figure 10.15: (a) Measured gain of waveguide horn, and (b) Offset to be subtracted 
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Figure 10.16: Measured gain of shallow antennas with RWG feed.
and short metal and medium plastic. The long antenna produces a moderate gain 
peaking around 16dB, the short metal antenna produces lower gain, peaking at 
around lOdB. The medium plastic antenna is in fact a much longer structure than 
the short metal antenna, with 30mm of uniform IDG and an additional 20mm of 
ground plane, all of which contributes to the radiation and leads to a higher gain.
The gain of microstrip fed shallow structures is given in Fig. 10.17. As anticipated, 
the microstrip fed structure exhibits lower gain, although the long antenna still 
shows reasonable figures between 9 and 10GHz. The results for the stripline feed 
show a significant improvement on those for the microstrip feed. The measurements
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of Section 10.1.1 suggest tha t the stripline feed is more efficient a t coupling power 
into IDG; the current results dem onstrate clearly th a t this is indeed the case. In 
fact, for a small num ber of frequencies the gain of stripline fed structu res equals or 
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Figure 10.17: M easured gain for shallow antennas with RWG, stripline, and m i­
crostrip feeds: (a) long antenna, and (b) short antenna.
Fig. 10.18 shows the gain of long and short RWG fed deep antennas. The gain 
of these structures is well below th a t shown by their shallow counterparts. In the 
previous section, the high |S'n| of the short deep antenna was noted and this poor 
figure is reflected in the gain results. It will be recalled from C hapter 7 th a t the 
radiation p a tte rn  of the long LSE antenna contains only a few lobes, some of which 
are of similar m agnitude. As such the input power is split between two or more 
beam s so th a t high gain is not to be expected. Some of the features of these results 
can be explained by considering Figures 10.28 and 10.29, where the high degree 
of m obility of the  m ain beams com pared to the shallow slot case (Figures 10.25 
and 10.26) can be seen clearly, together with the existence of three ‘m ain’ beams. 
In the short an tenna gain results, the higher gain at lower frequencies can be seen 
to be linked to a shift in the position of the main radiated  beam . The long antenna 
gain is low at lower frequencies bu t increases m arkedly after 9.5GHz when one of 
the three m ain beams drops away.
In performing the gain measurements, it was necessary to move the antenna posi­
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tion much more frequently for the deep structure than  for the  shallow in order to 
take readings a t the main beam maximum. These frequent realignm ents are visible 
in the more oscillatory nature of the deep slot gain results.
Taper in feed  
Empty feed
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F req u en cy  (GHz) F req u en cy  (GHz)
Figure 10.18: M easured gain for deep antennas w ith RWG feed: (a) long antenna, 
and (b) short antenna.
A potential source of inaccuracy in the m easurem ents for the long antennas lies in 
the fact th a t the  anechoic chamber available for this work m ay be too small for 
m easurem ents to be taken in the Fraunhofer region of the an tennas’ radiation pa t­
tern. An an tenna separation of 2d2/Ao, where d is the greatest apertu re  dimension 
of the antenna, is usually assumed to be required for far-held m easurem ents to be 
taken. This criteria cannot be met for the long antennas. This com m ent can be 
applied equally to the measurem ent of radiation patterns, the  theoretical predic­
tions for which assume far-held operation. However, if the m ain radiating section 
of the long an tenna is considered as being rather less than  the  physical length of 
the aperture, as suggested by the work presented in C hapter 6, then the above may 
not represent a  problem.
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10.4 T he R ad iation  B ehaviour o f Shallow  Slot
Feeds
The transition measurements of Section 10.1.1 indicate th a t the m icrostrip shal­
low IDG feed is much more radiative than  the RWG feed. The stripline feed was 
proposed as a means of reducing this radiation, and back-to-back transition mea­
surements suggested tha t this objective had been achieved. The gain measurements 
presented above support this conclusion. In this section, the behaviour of these 
feeds is scrutinised further using radiation measurements.
For the long and short shallow m etal antennas, elevation plane radiation pattern  
m easurements have been taken over the complete 360° range so th a t the backward 
radiation can be examined. Measurements have been obtained for the RWG, mi­
crostrip, and stripline feeds in 1GHz steps from 8GHz to 12GHz inclusive. The 
results are presented in Figures 10.19 to 10.21 for the long antenna and in Fig­
ures 10.22 to 10.24 for the short antenna.
In these figures 0°, coinciding with the antenna surface, is defined from the right 
hand horizontal axis. Thus, the top right quadrant of each figure shows the forward 
radiation above the plane in which the aperture sits, the lower right quadrant shows 
the forward radiation below this plane. The top left quadrant depicts backward 
radiation directed upwards from the antenna and the lower left quadrant shows 
backward radiation directed below the level of the antenna surface.
The first im portant point to note from the results is the m agnitude of the back­
ward radiation produced by each of the feeds. The m icrostrip feed radiates in this 
direction to a considerable degree. Indeed, in the case of the lower gain short an­
tenna the peak of the forward radiation is only just greater than  th a t of the reverse 
radiation; the 8GHz result is the best example of this.
The RWG radiates the least power backwards but it is interesting to note how


















Figure 10.19: Comparison of long shallow antenna feeds.


















Figure 10.20: Comparison of long shallow antenna feeds.

















Figure 10.22: Comparison of short shallow antenna feeds at 8GHz.

















Figure 10.23: Comparison of short shallow antenna feeds.
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Figure 10.24: Comparison of short shallow antenna feeds.
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effective the stripline feed is at cutting the reverse radiation. Fot both antennas 
the results at 8, 9, and 11 GHz are particularly good in this respect.
As a result of the amount of power that it is spreading behind the antenna, the 
m icrostrip feed produces the minimum peak radiation in the forward direction. 
Conversely, the RWG feed produces, almost uniformly, the m axim um  peak forward 
radiation. Again, though, the stripline feed performs well, particularly at certain 
frequencies. For the long antenna the 8 and 9GHz results are good, there being 
little  to choose between the RWG and stripline feeds in the la tte r case. For the 
short antenna, the stripline feed performs particularly well at 12GHz where its 
peak radiation exceeds tha t of the RWG fed structure, due largely to the slightly 
different beam shape.
So it can be seen tha t the stripline feed offers a viable alternative to RWG. W ith 
further development it is anticipated that the performance of this feeding structure 
could be improved still further.
As an aside, the results in this section highlight one of the difficulties encountered 
when trying to produce theoretical models for prediction of the radiation charac­
teristics of the IDG-TSA; the feed radiation affects the overall radiation pattern  in 
a m anner tha t is very difficult to characterise analytically.
10.5 ID G -T S A  R adiation  B ehaviour w ith  Frequency
In this section measurements depicting IDG-TSA radiation behaviour over the 8 
to 12GHz frequency range are presented. These results are presented here as a 
reference, to highlight general trends that are not apparent from single frequency 
results of the type given in Chapters 7 and 8, and in all previously published work.
For all the results in this section, measurements are spaced at 0.1 GHz intervals.
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In Fig. 10.25(a) the behaviour of the elevation plane radiation pattern of a long
shallow slot IDG-TSA is shown.
Angle (degrees)
Angle (degrees)
Figure 10.25: Long shallow antenna: variation of radiation pattern with frequency, 
incorporating compensation for measurement system gain. Elevation is fixed at 
13° for azimuthal plane data.
(a) Elevation plane
(b) Azimuthal plane
Only the forward radiation is considered, with 0° being defined from the aperture 
surface so that negative angles relate to radiation below the level of the aperture 
and positive angles relate to that above it. These results have had the offset due to 
the gain of the measuring system, as shown in Fig. 10.15(b), removed from them 
so that they reflect the true gain of the IDG-TSA. The antenna gain can be seen to
10.5 ID G -TSA Radiation Behaviour with Frequency 294
reduce after 10GHz. The increase in the number of sidelobes and the reduction in 
the am ount of power being directed into them  is clear from the plot. Fig. 10.25(b) 
shows the azim uthal pattern for the same antenna. These results were measured 
at an elevation angle of 13°, which is at or close to the maximum of the elevation 
pattern .
Fig. 10.26 shows similar plots for a short shallow antenna. The same features are 
in evidence here as were observed above, but here the main beam is much wider 
in both dimensions. In the azimuthal plane there is some oscillation evident in the 
vicinity of the peak value causing the rather broken up effect between 8 and 9GHz.
In Fig. 10.27 the elevation and azim uthal plane 3dB beamwidths are extracted from 
the above data. The short antenna produces a considerably wider beam  than the 
long, with nearly constant dimensions of 40° by 50° from 9.5 to 12GHz. The results 
of Section 10.3 show that the short antenna gain is also nearly constant across 
this frequency range. The long antenna beamwidths are rather more variable, as 
anticipated by the theoretical results of Chapter 7, in Sections 7.6 and 7.7 for 
example. The beamwidths can be seen to be in general agreement with theoretical 
predictions if the results of Section 9.3 are considered, showing radiation patterns 
over a broad angular range.
The variation with frequency of the elevation plane patterns of long and short 
deep slot antennas are studied in Figures 10.28 and 10.29. These show interesting 
features tha t differentiate them  from the shallow slot structures. For the long 
antenna the radiated power is split between two or even three beams, with the 
position of the main beam jum ping to over 30° above 10GHz. The FDTD results 
of Section 8.3 are in general agreement with these results in tha t they show two or 
three main beams whose relative magnitudes vary significantly with frequency. The 
same drawing in of the sidelobes with frequency can be seen here as was observed 
for the shallow structure, but the radiation below the level of the aperture (-90° to 
0°) is much less.





Figure 10.26: Short shallow antenna: variation of radiation pattern with frequency, 
incorporating compensation for measurement system gain. Elevation is fixed at 40° 
for azimuthal plane data.
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Figure 10.27: Measured 3dB beamwidths for long and short shallow antennas: (a) 
elevation plane, and (b) azimuthal plane.
Angle (degrees)
Figure 10.28: Long deep antenna: variation of elevation pattern with frequency, 
incorporating compensation for measurement system gain.
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Angle (degrees)
Figure 10.29: Short deep antenna: variation of elevation pattern with frequency, 
incorporating compensation for measurement system gain.
The short deep antenna exhibits a significant jum p in the position of the main 
beam as the frequency is increased; this time the shift occurs above 9GHz, and in 
this case the gain does not decrease at the top of the frequency band. Although 
FDTD successfully predicts this jum p in the position of the main beam, it was 
noted in Section 9.3 that it does not accurately predict the frequency at which the 
transition takes place.
10.6 ID G -T SA  Polarisation Properties
The pure polarisation properties of IDG have been mentioned already in this thesis, 
in Section 7.4 for example. It has been claimed that shallow slot (LSM) IDG-TSAs 
produce nearly pure vertically polarised radiation whilst deep slot (LSE) IDG-TSAs 
give nearly pure horizontally polarised radiation. In this section measurements 
are presented which justify these claims. Results are given for the ‘extremes’ of 
antenna geometry that have already been considered in the foregoing sections, i.e. 
very short and very long shallow and deep structures. This section deals exclusively

































O bservation  ang le  (d e g re e s)
Figure 10.30: Measured co-polarised and cross-polarised elevation plane patterns 
for a long shallow slot antenna.
with RWG fed structures.
Long and short shallow IDG-TSAs are considered in Figures 10.30 and 10.31 at 8, 
10, and 12GHz.
The figures show the elevation plane radiation patterns measured between -90° and 
90° using transm itting waveguide horns oriented both parallel and perpendicular 
to the long dimension of the slot.
For both geometries, the cross-polarisation when the co-polarised radiation is max­
imum is very low, more than 20dB lower than the co-polarised radiation for the 
long antenna. The results for the short antenna are at least this good; the cross-
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Figure 10.31: Measured co-polarised and cross-polarised elevation plane patterns 
for a short shallow slot antenna.
polarised radiation in this case is at or below the lower limit of the measurement 
system.
A similar set of results are given for long and short deep slot antennas in Fig­
ures 10.32 and 10.33.
For both structures, the cross-polarised radiation at the co-polarised radiation peak 
is generally between 15 and 20dB lower than the co-polarised radiation. Slightly 
worse results, around 13.5dB, are shown by the long antenna at 12GHz. This is due 
to the co-polarised radiated power being split into two ‘m ain’ beams of almost the 
same magnitude, which has the effect of reducing the measured power below -30dB. 
W ith the exception of the latter structure, the IDG-TSA exhibits lower levels of
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Figure 10.32: Measured co-polarised and cross-polarised elevation plane patterns 
for a long deep slot antenna.
cross-polarised radiation than have been reported for the Vivaldi and antipodal 
Vivaldi antennas [64].
10.7 D ual Polarised IDG -TSA: Feasibility Study
Having demonstrated that deep and shallow slot IDG exhibit nearly pure polarised 
radiation, the possibility of using a slot with intermediate dimensions to support 
both polarisations simultaneously is investigated. Ideally, such an antenna should 
produce the same radiation pattern in each polarisation, both with very low cross­
polarisation. Antennas with these characteristics have a number of applications;
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Figure 10.33: Measured co-polarised and cross-polarised elevation plane patterns 
for a short deep slot antenna.
for example, the polarisation diversity provided by such antennas can be used in 
indoor wireless schemes to improve reception.
As part of this feasibility study, an IDG-TSA capable of accepting feeds of both 
vertical and horizontal polarisation was constructed. The antenna was designed 
early on in the project in a relatively unsophisticated manner; this is very much 
a first a ttem pt at a dual polarised structure. Two key physical requirements of 
the antenna - the necessity of fitting two feeds simultaneously, and the need to 
have complete control over the feed dimensions - meant that it was not possible to 
test the prototype until towards the end of the project when microstrip feeds were 
available. Feeding with RWG is not an option in this case.
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Figure 10.34: Dual polarised antenna propagation constants at 10GHz b}' TRD.
The approach taken in the design was as follows. Having noted that the increased 
spread of field onto the ground plane in the shallow slot case produced extremely 
dissimilar patterns for long deep and shallow antennas of the same dimensions, it 
was decided to construct a short structure. Short deep and shallow antennas exhibit 
more similar elevation plane radiation patterns, consisting in the main of one broad 
beam, so it seems possible that a short dual polarised structure could be designed 
to produce similar radiation patterns in each polarisation. To try to achieve this, 
a taper was designed on which the LSE and LSM propagation constants at 10GHz 
are almost equal, as shown in Fig. 10.34.
The figure shows TRD predictions of the LSE and LSM propagation constants 
along a taper with an er of 2.3, broken up into 128 longitudinal elements. In order 
to keep the propagation constants as close as this it was necessary to use a taper 
where the width is varied as well as the depth. The antenna and its dimensions are 
shown in Fig. 10.35 in both top view and cross section. The feed board positions 
are also shown.
To feed the shallow slot mode, a microstrip board such as tha t shown earlier in 
Fig. 10.1 is used. The LSE feed board is placed across the 40mm uniform section 
of IDG prior to the taper, which was provided for this purpose. As discussed in 
Section 10.1 the LSE feed is of a similar design to the LSM feed. Its placement












Figure 10.35: Dimensions of the dual polarised antenna.
across the top surface of the IDG is reminiscent of the microstrip to slot-line tran­
sition [61]. W ith both feeds attached the measured input reflection is as shown in 
Fig. 10.36.
The feeds are positioned here for minimum |5 ii | with the best results in the LSE 
case being obtained with the feed line extending beyond the IDG by approximately 
one quarter of a guided wavelength at 7.5GHz. The LSM input exhibits a reflection 
of around -lOdB across the band. The LSE input is better than this, being lower 
than -15dB across the greater part of the band.
The feeding of shallow IDG with microstrip has already been considered in this 
chapter. Its performance when connected to the dual polarised antenna is similar 
to that seen earlier. However, more difficulty was experienced with the deep slot 
feed. Despite the low |S ii| it was found difficult to excite the deep slot mode in the 
8 to 12GHz range. In fact, in this range the ‘LSE’ feed operates as a reasonably 
effective LSM feed. Only below 8GHz was significant LSE polarised radiation 
excited.
A possible cause for the above problems is revealed by considering the modes of the
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Figure 10.36: Measured input impedance of the dual polarised antenna.
uniform section of IDG. The first LSE mode exists between 5.1 and 12.1 GHz, at 
which point the second mode begins to propagate. However, the LSM single-mode 
region is narrower, between 6.4 and 8.1GHz. The third LSM mode appears at 
13.1 GHz. The cut-in of the second LSM mode at 8.1GHz coincides with the point 
at which the LSE feed performance rapidly degenerates and it begins to excite 
LSM polarised radiation. As it stands, therefore, the LSE feed seems to be more 
effective at exciting the second LSM mode than the fundamental LSE mode. This 
seriously limits the operating bandwidth of this particular antenna.
Despite the foregoing, some dual polarised functionality can be observed, although 
it does not meet the requirement of exhibiting the same radiation pattern  in each 
polarisation. Fig. 10.37 shows the co- and cross-polar radiation measured at 7.5 
and 7.6GHz for both LSE and LSM excitation.
In all cases, the cross-polar radiation at the peak of the co-polar pattern  is between 
10 and 15dB down. This is satisfactory, but if the patterns are combined as in 
Fig. 10.38 at 7.6GHz then the dissimilarity of the patterns is clear. Only around 
60° elevation are the co-polarised patterns of the same magnitude. As the original 
design frequency of the antenna is 10GHz the discrepancy between the patterns 
at 7.5GHz is to be expected; the LSE and LSM propagation constants are quite 
dissimilar at this frequency.
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10.37: Measured elevation plane patterns for the dual polarised antenna. 
LSE feed, (c)-(d) LSM feed.
This study has shown that the IDG-TSA does possess the capability for dual po­
larised operation. The results obtained from the prototype are imperfect but en­
couraging. It is thought that further effort in this area may well yield an IDG-TSA 
with satisfactory dual-polarised performance.
10.8 H igher Frequency O peration
In this section, the possibility of using a microstrip fed IDG-TSA at frequencies 
above X-Band is investigated. It was pointed out in Section 10.1 that the develop­
ment of the microstrip feed opens up the possibility of higher frequency IDG-TSA
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Figure 10.38: Measured elevation plane patterns for the dual polarised antenna at 
7.6GHz. Results for both feeds superimposed.
operation. In Fig. 10.8 the performance of this feed up to 20GHz is shown. These 
results are tolerable, so it is worthwhile to test the operation of the transition in 
conjunction with an IDG-TSA. Measurements up to 21GHz were taken using this 
feed attached to the short shallow IDG-TSA. Results at 15, 17, 19, and 21GHz are 
depicted in Fig. 10.39.
Comparisons with predictions made using the full H-guide model of Section 7.9 
and the simpler line source model used in Section 7.6 are also included. Although 
no gain measurements were taken, comparison with theory shows that the IDG- 
TSA is operating in a reasonably predictable manner at these higher frequencies. 
The fundamental LSM mode at the feed end of the antenna cuts in at 6.7GHz 
so that an operating bandwidth of 3:1 is demonstrated here. Previous bandwidth 
measurements on related structures have claimed operation over 2:1 [1] and 4:1 [2] 
bands. The latter measurements were taken at rather lower frequencies than the 
current work, 2.5 to 10GHz.
It is possible tha t operation above 21 GHz could be achieved, but this could not 
be tested. Indeed, the measurement equipment is well outside its specification at
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Figure 10.39: Elevation plane patterns at higher frequencies for a short shallow 
antenna with microstrip feed.
21 GHz, which may have some bearing on the imperfect match to theory at the 
higher frequencies. Another possible cause for the degraded performance at these 
frequencies is the likelihood that higher order modes are being excited by the mi­
crostrip feed. There is evidence for this in the transition measurements of Fig. 10.8. 
At the feed higher order modes cut in at 9.2, 15.7, 18.2, and 19.6GHz. The theoret­
ical methods only model the fundamental mode, so that deviation between theory 
and measurement should be expected as the frequency is raised. The full H-guide 
model may be particularly affected in this respect as it makes assumptions about 
the transverse variation of the aperture fields. Hence the inclusion of results from 
the simpler line source model.
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10.9 M easured F ield  D istr ib u tion s
A num ber of probe measurements of the fields on the IDG-TSA surface have been 
taken. As well as providing insight into the operation of the structure, these mea­
surements allow at least qualitative verification of aspects of the theoretical models. 
No IDG-TSA surface measurements have been taken previously; in fact the only 
set of comparable measurements of which the author is aware relate to a linear 
tapered slot antenna (LTSA) in [57, Chapter 9].
The m easurements were made using probes constructed from semi-rigid waveguide 
located one or two millimetres from the antenna surface. For electric field probes 
a length of the inner conductor was allowed to continue beyond the end of the 
waveguide, and this length of wire was then orientated with the field component to 
be measured. For magnetic field probes, the length of inner conductor was folded 
back and soldered to the outer conductor to form a loop. M easurements were made 
using a crystal detector and VSWR meter.
It should be noted tha t the results given in this section do not accurately depict 
specific Cartesian field components. Each probe couples to a num ber of these 
components. A probe such as that nominally detecting E z is a good example of 
this. Here the wire of the probe is bent through 90° to align with the E z component, 
so th a t the top section of the probe is in fact at right angles to the desired field.
A source of inaccuracy in these measurements is due to the disturbance tha t the 
probes cause to the fields on the surface of the antenna; performing the measure­
ments requires a m etal object of not inconsiderable size to be inserted into the 
IDG-TSA near field.
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Figure 10.40: Field power measured along the centre of shallow structures, (a)-(b): 
Long antenna, (c)-(d): Short antenna.
10.9.1 Shallow  Slot R e su lts
In Fig. 10.40 are depicted measurements taken along the centre of the antenna.
For the short structure, the end of the slot and ground plane are marked on the 
figures whilst only the slot end is marked in the long antenna results as no mea­
surements were taken off the end of the ground plane for this structure. The results 
show standing wave patterns, as expected, with many peaks for the long antenna 
and few for the short. A reduction in the power along the slot can be observed, 
corresponding to power losses to radiation. In all cases the field continues onto the 
ground plane with significant magnitude.
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tenna.
10.41: Field power measured across the half-width of a short shallow an-
The features of these results correspond well with those displayed by the FDTD 
results given in Chapter 8, Figures 8.2 and 8.9. Further, the results support the 
power loss characteristics calculated by FDTD and VBMM given in Section 6.6.1.
Fig. 10.41 depicts fields measured across the antenna, starting at the guide cen­
tre and working outwards to a point 25mm distant. The half-width of the slot, 
11.43mm, is marked on the plots. These measurements can be compared to the 
surface fields calculated by FDTD given in Fig. 5.12. It is clear tha t the fields have 
an approximately sinusoidal variation within the slot. For the Ex, E z, and Hy com­
ponents therefore, the measurements support the FDTD results. Also, the H-guide 
assumption of a sinusoidal variation across the slot can be seen to be reasonable.
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However, there is some deviation between FDTD and measurement in the case of 
the Ey component, which theory states is zero at the guide centre. The Ey probe 
consists of a short x directed section, a 90° bend, and then a longer y directed 
length of wire. As can be seen in Fig. 5.12 the Ex component is of much larger 
magnitude than Ey. Thus, the power measured by the x  directed section of the 
probe is dominating the y directed measurement causing the Ey probe measurement 
to have a similar shape to the Ex measurement. The E z probe results are also 
affected, though to a lesser extent.
The foregoing can be tested by simulating the probes in FDTD, rather than con­
sidering only the field at a point. This is done in Fig. 10.42 for the transverse Ex 
and Ey components, and for the longitudinal Ex component. Part (a) of the figure 
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Figure 10.42: FDTD simulations of probe measurements for short shallow antenna 
at 10GHz. (a) Across antenna surface, and (b) E x along centre of antenna surface.
Finally, it is interesting to look at how the field decays in the air above the guide. 
Fig. 10.43 shows the Ex component over a long shallow antenna. Starting 1mm 
above the guide, the probe is lifted until its end is 18mm above it.
The field can be seen to decay in an approximately exponential manner. This 
supports the hypothesis that the antenna is a surface wave structure (Section 2.2.2). 
It will be recalled that the H-guide fields derived in Chapter 5 decay exponentially 
in the air region. Note that these measurements were taken towards the feed end
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Figure 10.43: Decay of field power away from the long shallow antenna surface 
measured using an Ex probe.
of a long structure so that the measurements were not swamped by radiation from 
the antenna. The results given earlier in this section and in Chapter 6 indicate 
that there is little radiation from this part of the long antenna.
10.9 .2  D eep  S lot R e su lts
Measurements taken along the centre of long and short deep antennas are shown 
in Fig. 10.44.
These figures show similar standing wave patterns to those seen in the shallow slot 
case above. For the long antenna, no power could be detected on the ground plane 
beyond the end of the aperture, so the results depict the aperture only. For the 
short structure, the end of the slot and the end of the ground plane are marked on 
the figures. Results taken in the transverse direction are given in Fig. 10.45, where 
the half-width of the slot is 5.08mm.
These results should be compared with the components calculated by FDTD in 
Fig. 5.13. There is good agreement between the predicted and measured field 
shapes, although the spread onto the ground plane is more significant in the lat-
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Figure 10.44: Field power measured along the centre of deep structures, (a): Long 
antenna, (b)-(c): Short antenna.
ter case as the measurements were taken approximately 2mm above the antenna 
surface. Again, the Ey and Ez measurements contain an element of the Ex mea­
surement due to the shape of the probes. In this case however, the Ex measurement 
is zero at the guide centre so that the Ey and Ez components within the slot are 
clearly visible in the Ey and Ez probe measurements.
So, in both the deep and shallow slot cases the surface measurements can be seen 
to support the FDTD predictions and the results of the H-guide analysis. The 
measurements demonstrate that the IDG-TSA is indeed a travelling wave struc­
ture, and that ground plane fields play an important role in defining its radiation 
properties.
10.10 Chapter Su m m a ry
(a) Ex probe
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Figure 10.45: Field power measured across the half-width of a short deep antenna.
10.10 Chapter Summary
Various transitions onto IDG have been experimentally investigated. New mi­
crostrip and stripline based transitions have been introduced. As an IDG-TSA feed 
the latter structure performs well, having a lower input reflection coefficient than 
the conventional RWG feed and providing comparable, sometimes better, antenna 
gain. This development allows the IDG-TSA to be integrated with planar circuitry 
and frees the designer from the need to adhere to feed dimensions matching those 
of standard rectangular waveguides.
In order to obtain a broader picture of the characteristics of the IDG-TSA, a 
number of measured results have been presented. These include input impedance,
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gain, and beam width measurements, as well as plots showing the m anner in which 
the radiation characteristics of the structure vary with frequency. The low cross­
polarisation of IDG-TSA radiation has been dem onstrated for the first tim e, and the 
m easurem ents indicate that the IDG-TSA exhibits lower levels of cross-polarisation 
than the Vivaldi and antipodal Vivaldi structures. A novel prototype dual polarised 
IDG-TSA has been constructed from which some encouraging results have been 
obtained.
Higher frequency IDG-TSA operation using the m icrostrip feed has been tested, 
and a 3:1 operating bandwidth has been measured. At these higher frequencies, the 
antenna has been shown to perform in a predictable m anner. Probe measurements 
of the fields on the IDG-TSA surface have been taken. These give insights into the 





In this chapter, the work presented in the thesis is reviewed, its achievements are 
highlighted and any outstanding problems are identified. In the final section, areas 
for possible future study are proposed.
11.2 R ev iew  and C oncluding R em arks
This thesis is chiefly concerned with the development of analytical and numerical 
m ethods for the prediction of the radiation characteristics of the inset dielectric 
guide tapered slot antenna. Experimental investigations into the antenna proper­
ties have supported and informed the theoretical work, as well as providing new 
insight into the properties of the structure.
The early chapters of the thesis, Chapters 2 to 4, provide a review of past develop­
ments in research relevant to the IDG-TSA, and then focus on specific elements of
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the previously developed theory tha t are of particular im portance to the m aterial 
presented in the later chapters. These subsequent chapters detail the various pieces 
of work th a t were carried out for this project, most of which represent a develop­
m ent of, or an addition to, the existing body of work. The main achievements of 
the work presented here are given below, listed in the order in which they appear 
in the thesis:
The H-guide model of IDG has been developed and its validity checked against 
FDTD and transverse resonance diffraction results. The H-guide field distributions 
are similar to those of IDG, and the propagation constants of the two structures 
are close except where the IDG propagation constant approaches th a t of free space. 
The lack of modelling of edge effects in the H-guide analysis means th a t its fields 
least resemble those of IDG in the vicinity of the dielectric surface, which is the 
region of principal interest in the antenna analysis.
The bounded mode matching method has been successfully applied to step discon­
tinuities in LSE and LSM polarised H-guide. A transmission line model of an IDG 
taper has been constructed from these elements. This model predicts the power 
loss of the fundam ental mode on the taper well, showing reasonable agreem ent with 
FDTD results. However, the usefulness of this m ethod is lim ited to th a t part of 
the IDG taper where the propagation constant is greater than  th a t of free space.
A new analytical m ethod for prediction of the IDG-TSA radiation characteristics 
has been developed. This method includes a full model of the slot and ground plane 
fields which incorporates a theory for linking the fields across the slot edge. Results 
generated using the new method show improvements over those produced by the 
previously developed analytical method. FDTD simulation has shown th a t the 
surface field model used by the new analytical model is realistic. The theoretical 
m ethods developed prior to the current work used an approxim ate m ethod to cater 
for the fields on the ground plane. It has been shown here tha t this m ethod cannot 
be used with LSE polarised structures, and FDTD results have dem onstrated that
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it introduces significant error into the calculation when applied to LSM polarised 
structures.
A full FDTD model of the IDG-TSA has been developed which dispenses with 
various approximations and limitations of the existing FDTD code [4]. The new 
model allows the effects on the radiation pattern  of the faces of the mounting 
block and the RWG flange to be investigated. These additional surfaces have been 
shown to have a significant effect, and very close agreement between theory and 
measurem ent has been achieved using this model, as well as an improvement over 
results generated using the earlier code.
Special FDTD cells have been developed in order to model the singularities at an 
IDG edge. For an FDTD model for calculating the propagation constant of uniform 
deep IDG it was found tha t application of the special cells allowed a given degree 
of accuracy to be achieved using larger cells. This leads to savings in computer 
storage requirements and run times. Inclusion of the special cells was found to 
have little  effect on a similar model for shallow slot IDG.
Results from the new analytical and FDTD methods have been compared with 
each other and measured data across a wide range of observation angles for four 
antenna geometries. Agreement between the three sets of da ta  is in general good.
It has been shown by experiment tha t the environment in which a shallow slot IDG- 
TSA is installed has a significant effect on its radiation pattern . Deep slot antenna 
radiation patterns are largely unaffected in this respect. These results indicate 
th a t ground plane currents are a much more significant factor in determ ining the 
radiation pattern  of the shallow slot antenna. For antennas located in a m etal block, 
this hypothesis is supported by field cuts calculated by FDTD which dem onstrate 
th a t th a t the fields interact with the edges and surfaces of the mounting block to 
a much greater extent in the shallow slot case. If this antenna is then installed in 
an infinite surface these fields will be disturbed and the radiation characteristics
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will change. Indeed, predictions made using the new FDTD m ethod show how 
excellent agreement between theory and m easurement can only be obtained by 
including details of the environment in the model.
Various types of transition onto IDG have been evaluated, including new microstrip 
and stripline structures. These new feeds have been used in conjunction w ith the 
IDG-TSA. The microstrip feed is radiative, but the stripline feed olfers better 
performance, close to or better than tha t of the conventional RWG feed. The 
stripline feed allows, for the first time, direct integration of IDG-TSAs with planar 
circuitry, and facilitates a free choice of the dimensions of the IDG at the feed end 
of the antenna.
The pure polarisation properties of the IDG-TSA have been established. Both 
shallow and deep slot structures produce low levels of cross-polarised radiation, 
although performance is degraded in the case of the long deep antenna due to 
the existence of two or three main beams in the radiation pattern . A novel dual­
polarised antenna has been built where a slot of interm ediate dimensions is fed 
using vertically and horizontally orientated microstrip boards. Performance of this 
structure is not perfect, apparently due to the excitation of higher order modes, 
but reasonable dual-polarised operation has been observed over a lim ited range of 
frequencies.
The broadband properties of the IDG-TSA have been dem onstrated. Using a 
m icrostrip feed, a nominally X-band structure has been operated successfully and 
in a predictable m anner up to 21GHz. A bandwidth of approxim ately 3:1 has thus 
been established.
A num ber of the antenna geometries studied in this work have not previously 
been considered, namely the very short deep and shallow structures and the long 
deep antenna. W hilst an examination of the properties of the la tte r has helped to 
dem onstrate the reduced role played by the ground plane fields in the deep slot
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case, it is the short structures that show the most interesting properties. Both the 
deep and shallow short structures produce a single broad main beam, so may be 
useful for array applications. The shallow structure considered here exhibits nearly 
constant beam  dimensions and gain over a 4GHz band. For both of the deep slot 
geometries, measurements of the radiation pattern  over a range of frequencies are 
interesting, showing significant shifts in the main beam  positions w ith frequency.
Probe m easurements of the fields on the IDG-TSA surface have supported aspects 
of both  theoretical models and confirm the antenna’s classification as a slow wave 
travelling wave antenna.
A num ber of the difficulties associated with producing an accurate analytical 
m ethod for the IDG-TSA have become apparent over the course of this work. The 
need to include the complete near-antenna environment has already been men­
tioned; this can be a difficult task. The work on feed structures has shown the 
extent to which radiation from the feed can alter the overall radiation pattern. 
Further, it is clear tha t variations in the dielectric constant and its distribution 
along the taper can have a significant effect on the radiation properties. All of 
these factors can have a deleterious effect on the agreement between measurement 
and theory.
11.3 Further Work
A num ber of the areas studied in this thesis could benefit from further work. The 
most im portant of these are considered below.
Broadband operation of the IDG-TSA has been dem onstrated in this thesis. It is 
known tha t the bandwidth of IDG can be significantly extended by using a layered 
dielectric in the slot [14, 15]. It would be of interest to investigate whether a 
twin layer dielectric filling would produce an IDG-TSA with a very wide operating
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bandwidth. The performance of the microstrip or stripline feeds in conjunction 
with such a structure would also need to be tested. Building a layered dielectric 
into the theoretical models should be straightforward, certainly in FD TD , and the 
H-guide analysis could be modified using the transverse resonance m ethod.
The m easurements taken from the dual-polarised structure reported in this thesis 
are encouraging but not good enough for practical application. Further work here 
could yield much better performance. W hen designing this antenna the  possibility 
tha t the deep slot feed may couple to higher order LSM polarised modes needs 
to be borne in mind. The prospect of extending the monomode bandw idths of 
the fundam ental LSE and LSM modes on the dual-polarised taper using a layered 
dielectric as mentioned above is appealing, and needs to be investigated.
Promising new IDG and IDG-TSA feeds have been introduced in this thesis. The 
designs for these were largely empirical although based on the results of earlier 
work carried out by a number of researchers. There is great scope for improving 
the performance of these feeds, even without developing theoretical models of the 
junctions, by experimental investigation of various microstrip and stripline board 
layouts. At present, straight 50D lines are used.
Currently, the FDTD model of the IDG-TSA has no capability for modelling an­
tennas whose width varies. This would be a straightforward addition, though 
conformal modelling of the slot sides would be required. Modifying the model such 
tha t a dual-polarised antenna could be analysed is a little  more involved, w ith the 
aforementioned modelling of width variations being a first step, but is necessary 
if any serious development of this structure is to be carried out. At present the 
model only includes half of the antenna and enforces either LSE or LSM sym m etry 
at the guide centre. For a dual-polarised model it is likely th a t the entire structure 
would need to be modelled as both symmetries are present. The increased com­
puting power now available means tha t such a model could be successfully run. A 
further complication, however, is the modelling of two microstrip feeds in place of
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the single RWG feed currently employed.
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11.4 C hapter Sum m ary
The work presented in this thesis has been reviewed, and options for further work 
discussed. As a result of this project, the modelling tools for use w ith the IDG- 
TSA have been significantly improved, the m anner in which it operates is now 
much be tter understood, and methods now exist for integrating it w ith microstrip 
circuitry. A num ber of the antennas discussed in this work dem onstrate useful 
properties, whilst others show considerable promise, so it is to be hoped th a t this 
versatile structure can soon find practical application.
A p p en d ix  A
F D T D  C orrection Factors
The following correction factors relate to the arrangem ent shown in Fig. 8.15 with 
er = 2.3. The nomenclature for the FDTD cells is defined in Section 3.2.2 and 
Fig. 3.5. Correction factors for the surface integrals are denoted C F S, and for the 
line integrals CFi
C ells in P o sition  1:
• EX update: CF s = 0.9944717,
CFi[HZ]  =  1.0, CFi[HY] = 1.0245602.
• EY update: CFS = 1.0274641,
CFi[HZ} = 1.0, CFi[HX] = 0.9449408.
• EZ update: C FS = 1.0004539,
CFi [ HY( I  -  1, J, A)] -  0.9748446, CFi[HY(I ,  J, K)] = 1.0245602, 
CFi[HX( I ,  J  -  1, I<)\ = 0.9921049, CFi[HX(I ,  J, K)} = 0.9449408.
• HX update: CFS = 1.19055079,
CFi[EZ] = 1.0, CFilEY)  =  1.1211952.
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• HY update: C FS =  0.9792931,
C F l[EX\  = 0.9884315, C F t[EZ] = 1.0.
• HZ update: C F S = 0.997878,
C F i [ E Y ( I - \ - l , J , K ) ]  = 0.9798906, CFi[EY(I ,J , I<) \  = 1.1211952, 
C Ft[EX{I ,  J  +  1 , K) \  = 1.1211952, CFi[EX( I ,  J, I<)\ =  0.9884315.
C ells in P o sitio n  2:
In this case the E Y , E Z , and 77X components are zero as they are on the ground 
plane surface. Correction factors for the remaining three components are calculated 
as follows:
• EX update: C F S =  0.9606473,
C Ft[HZ] = 1.0, CFi[HY] = 0.9449408.
• HY update: C FS — 1.1905508,
CFi[EZ] =  1.0, CFi[EX] = 1.1211952.
• HZ update: C FS = 0.9983105,
C F i [ E Y ( I +  1, J,I<)\ = 1.0204797, CFi[EY{I ,  J , K)] = 1.0,
C F t[ E X ( I , J +  1,I<)] = 0.9944931, CFi[EX( I ,  J, K)] = 1.1211952.
C ells in P o sition  3:
In this case, only the H Z  update contains components th a t are significantly affected 
by the IDG edge:
• HZ update: CF S = 0.9983105,
C Ft[ E Y ( I + l , J , K ) ]  = 1.1211952, CFt[ E Y ( I , J , K ) ]  = 0.9978608, 
C Ft[ EX( I ,  J  +  1, I<)\ = 1.0, CFi[EX{I ,  J, K)\  = 1.0032511.
A ppendix B
Solution of Bounded H -G uide  
Characteristic Equations
This appendix shows how the characteristic equations for the slow and fast modes 
of the PMC bounded LSE H-guide, equation (6.6), are rearranged for computer 
solution. The procedure for the bounded LSM H-guide equations (6.11) and (6.14) 
is similar, so specific details are not given here.
Slow M odes:
Repeating the slow mode characteristic equation given by equation (6.6):
kin  cos (k i n t i ) cosh {'Un(t\  -  tfj)] -  7an sinh — t B )} sin ( k dnty)  =  0 (B .l)
From equation (6.5):
&  -  kin =  ( *  -  I )**2 (B.2)
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For the slow modes it is known that kan is imaginary, i.e. k an = j ' jan ,  so that:
7«» =  (£r -  l )kl  ~  k,dn
This equation can be used to eliminate 7an from equation (B .l):
kdn cos ( k dnt i )  cosh ( t i  -  t B ) \ J ( t r  -  l ) k l  -  k j n
- \ J ( c r -  1 ) k l  -  k j n sinh ( t x -  t B ) \ J { e r -  1 ) k l  -  k \ n s i n ( ^ n^ )  =  0
(B.3)
This equation is solved for kdn using the modified bisection m ethod [126].
Fast M odes:
Repeating the fast mode characteristic equation given by equation (6.6):
kdn cos ( k dnt \ ) cos \kan { t \  ^b)] T kan sin \kan( t \  ^b)] sin ( k dnt\'J 0 (B.4)
Equation (B.2) gives:
k d n  —  K n  +  ( e r ~  1 ) ^ 0
This equation can be used to eliminate kdn from equation (B.4):
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\Aan + (6r ~  l)&o COS ( t iyJ'k2an + (er -  l)fc^ COS [fcon(*i -  *B)]
+ f c on s i n  [A;a n ( f i  -  t B)\ s i n  [ i \ \J k l n +  ( e r -  l )k ^ j =  0
(B.5)
This equation is used for computer solution.
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