Abstract-Acquiring, representing and modeling human skills is one of the key research areas in teleoperation, programmingby-demonstration and human-machine collaborative settings. One of the common approaches is to divide the task that the operator is executing into several subtasks in order to provide manageable modeling.
I. INTRODUCTION
In today's manufacturing industry, large portions of the operation has been automated. However many processes are too difficult to automate and must rely on humans' supervisory control and decision making, in areas such as the identification of defective parts and process variations [1] . Similar issues also arise in medical applications [2] . When such skills are required, humans still have to perform straining tasks.
Therefore, Human Machine Collaborative Systems (HMCS)
has been used to prevent ergonomic injuries and operator wear, by allowing cooperation between a human and a robotic system in a flexible way.
Learning human skills, using them in HMCS settings or transferring them to robots directly has been a core objective for more than three decades in the area of artificial intelligence robotics and intelligent control Application areas range from teleoperation to programming-by-demonstration (PbD), human-machine collaborative settings, automated visual surveillance and multi-modal human-computer interaction [3] - [12] . It has been widely recognized that the underlying system used for learning, representing, modeling and transferring skills have to deal with highly nonlinear relationships between the stimuli and responses (sensor/actuator systems). * This work has been supported by the Swedish Research Council.
Such a system is strongly dependent on the varying state of the environment, since skills are stochastic properties that can only be measured in the statistical sense.
Learning human skills has been viewed as the problem of extracting specific skill characteristics given training data. In robotics community, Hidden Markov Models (HMMs) have been a popular method used for interpreting a human operator's intention during execution of a teleoperated or humanmachine collaborative task, [3] - [8] . HMMs have also been frequently and successfully used for speech recognition, [13] , handwritten character recognition, [14] and gesture recognition for interpreting sign language, [11] .
The question studied in this paper is, given that the intention of an operator of a teleoperated system can be recognized online in real-time, whether it is possible to improve the task execution by allowing the system to adapt to the operator's need by applying the correct control mode in the transfer step and the similar manner as proposed in [4] , [7] , [8] . To be able to give the correct aid to the operator it is necessary for the HMCS to be able to successfully interpret the operator's intent both online and in real-time. The aim of this paper is therefore to investigate which parameters determine the success of the HMM approach to motion intention recognition as well as present the Layered Hidden Markov Model (LHMM) approach we are currently investigating. This paper is organized as follows: section II describes related work in the area of task modeling and intention recognition and introduces the concept of the layered hidden Markov model. Section III describes simulations performed in order to evaluate the proposed LHMM method. In section IV the results of the simulations are verified on a real systemi. Finally the paper is summarized and conclusions are presented in section V. In our previous work a combination of K-means clustering, SVMs and HMMs was used to automatically extract a set of virtual fixtures given sensor traces of an operator performing a task, segment the task into a number of subtasks, corresponding to a particular fixture and provide online assistance by applying the correct fixture during subsequent task executions, [7] . The output of the HMM was used to adjust the compliance of the virtual fixture so that the fixture was harder when the system was more certain about the current state. This allowed the system to handle task-deviations (i.e. none of the subtasks were executed) by lowering the stiffness of the fixture. However, the subtasks used in [7] was limited to straight lines.
In [3] , Hundtofte et a. used HMMs at the gestem level as opposed to the task level. This means that basic interaction primitives are modeled by a HMM and the task is represented as a network of such HMMs. In our current work we combine gestem classification with task-level modeling by the suggested LHMM approach so to handle more complicated types of tasks. This can be viewed as an extension of the work presented in [7] where the SVM classifiers are replaced by the more expressive HMM classifiers. The work presented above has been concerned with modeling either the motion primitives or the teleoperated/HMCS task. In our current work we are integrating the gestem classification with the higher level task modeling.
Hierarchical Hidden Markov Models (HHMMs) and layered hidden Markov models have been used to model various phenomena that exhibit stochastic structures at several different levels in areas such as speech and text recognition, modeling of group actions in meetings and extracting context from video, [12] [15]- [18] . Zhang et at used a two-layer HMM to model individual and group actions during meetings in [16] . An I-HMM was used to model individual actions. The recognized individual actions was then passed along to the G-HMM that was used to classify group actions. In [12] Hidden Markov models, [13] can be used on two levels for modeling human actions. A HMM can be used to recognize the operator's motion primitives, or gestems as in [3] or to model the mental stages of the operator performing a teleoperation task as in [19] . A gestem-level HMM is used to recognize a primitive motion sequence and a task-level HMM is used to recognize a complete task. A layered hidden Markov model, [12] consists of N levels of HMMs where the HMMs on level N + I corresponds to observation symbols or probability generators at level N see Fig. 1 .
It should be noted here that a LHMM could in practice be transformed into a single layered HMM where all the different models are concatenated together. Some of the advantages that may be expected from using the LHMM over a large single layer HMM is that the LHMM is less likely to suffer from over-fitting since the individual subcomponents are trained independently on smaller amounts of data. A consequence of this is that a significantly smaller amount of training data is required for the LHMM to achieve a performance comparable of the HMM. Another advantage is that the layers at the bottom of the LHMM, which are more sensitive to changes in the environment such as the type of sensors, sampling rate etc, can be retrained separately without altering the higher layers of the LHMM.
III. EXPERIMENTAL EVALUATION WITH SYNTHETIC DATA
To be able to better analyze and reproduce the results we first carry out experiments on synthetic data. A reference task consists of a sequence of motion primitives randomly generated from two groups of motion primitives. The first group contains straight lines of varying directions and lengths and the second group is made up of circle segments with varying starting and ending angles as well as orientation and radius. In this work the symbols are generated by k-means clustering of all the training directions. The number of cluster centers is 25 in all experiments. This number was chosen by an offline examination of the data. We note here that the number of cluster centers is not crucial for the performanec, but using too few clusters will make it hard to distinguish between different motion directions while using too many will make generalization difficult.
Multi dimensiounal 1HMM: The multi dimensional (MuID) HMM assumes independence between the different dimensions of the input data. Thus there will be a B matrix for each dimension of the input data. This means that for a D dimensional HMM the observation symbols are also D dimensional where each dimension d contains values from a finite enumerated set, [19] .
In this work, each dimension is split into 10 equally sized bins and the input directions are projected into these bins generating the observation symbols. As with the number of cluster centers the exact number of bins is not important but it has to be selected to facilitate discrimination and generalization. except that instead of mapping the raw motion directions to symbols, each dimension of the raw input directions are pre-processed by applying the Fourier transform to small overlapping windows, similar to that reported in [8] . In this work a Hamming window of size 6 was used with 50% overlap.
A. Experimental Evaluation
For the LHMM to be successful there must be a robust underlying gestem classifier. Furthermore the LHMM and gestem classifiers must be able to produce good results online with only partial observation sequences. The experimental evaluation in this work consists of evaluating the HMM gestem classifier for the three HMM types described in the begining of this section with respect to the number of gestems, the influence of the number of training samples, the effect of noise on classification performance and the online behavior.
1) The Gestem Classijier: The first experiment evaluated the offline performance of the HMM gestem classifiers with respect to the number of different gestems. The input data was generated as described in Section III, thus some gestems can be very similar. If the gestems are not generated at random but chosen from some set of gestems that are constructed to be easy to distinguish between (such as the letters of the alphabet) the performance could be expected to be better than that reported here. As it can be seen in Fig. 3 (left) To evaluate what amount of noise the gestem classifiers can handle, we tested the classification performance with several synthetic runs generated by varying the value of K in (1) from 0.1 to 0.5. As can be seen in Fig. 4 (left) an acceptable value of K is somewhere between 0.2 and 0.3. The noise sensitivity is highly affected by the similarity of the gestems. If the gestems are similar, the performance decreases almost linearly with increased noise. If the gestems contains few common symbols, the classification performance remains relatively unaffected until the noise starts to dominate (i.e is large compared to the nominal motion). An example of this can be seen in Fig.  4 
(right).
So far, all the experiments have been conducted offline where the whole gestem was available. In order to work in the intended setting, the L1HMM and gestem classifiers must be made to work online with only partially observed gestems. The next experiment evaluated the gestem classifiers online performance. Fig. 5 (left) shows that the gestem classifiers can produce good results after observing only a small fraction (10%-20%) of the gestem. The results here will depend strongly on the similarity between the first parts of the gestems and the success will thus vary depending on the type of task. Another important aspect for online classification is the exact time at which the HMM recursion starts. In this case the exact times where known due to the fact that the test data was syntheticly generated. If the change time for switching between gestems are off there is a risk to observe very unlikely observation symbols and thus the correct HMM can be severely penalized in the beginning of the classification and in worst case never recover. There are ways around this problem, for example using the continuous HMM presented in [4] . In this work, we have used an alternative approach based on a CUSUM test [20] of the change in likelihood of the most probable model.
2) The LHMM: Fig. 5 (right) shows a 2D trajectory that contains four gestems, G {l ,12,13, c The "mental model" of this task is that the gestems should be performed in a sequential-left-to-right (SLR) fashion with the c gestem appearing twice so the task should go through the five different states SI, . ,55 and thus execute the gestems in the following order: 11, cl '12, cl 13 . The gestem is exactly the same in S2 and S4 so one cannot differentiate between these states by simply It can be seen from Fig. 6 (left) that even though the gestem classifiers are sometimes confusing gestem 11 and cl the task-level 1HMM is still capable of determining the correct state. This is because the miss-classifications of the gestem classifiers are consistent with training data and thus the tasklevel 1HMM expects some miss-classifications. Furthermore the discriminant power of the LHMM is much better than that of the H1MM, i.e. the difference between the most probable and the second most probable state is in general much larger for the L1HMM.
IV. EXPERIMENTAL EVALUATION WITH A ROBOT SYSTEM
In order to verify the validity of the proposed approach and to show that the quantitative results obtained with the synthetic data are relevant, we have perfornmed a number of qualitative experiments with a robot manipulator. The robot used is an ActivMedia PowerBot and the manipulator used is made from a number of PowerCube elements and passive links and it is mounted on the mobile base.
The manipulator has a JR3 force-torque sensor mounted between the end-effector and the last link, providing 6 DOF force-torque measurements at the end-effector. has a strong potential to model complex tasks since it is able to perform well even with miss-classifications in the underlying layers. This means that as long as the gestem classifiers produce consistent misclassification during training and testing the layered structure of the LHMM is able to handle this. The LHMM also has a much greater discriminating power than the standard HMM approach.
In our future work we will implement a system similar to that in [7] using a LHMM to solve a larger set of more complicated tasks. A Further extension will be to add more sensing modalities to the system, allowing more general intention modeling.
