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A DICHOTOMY FOR THE WEIERSTRASS-TYPE FUNCTIONS
HAOJIE REN ANDWEIXIAO SHEN
Abstract. For a real analytic periodic function φ : R → R, an inte-
ger b ≥ 2 and λ ∈ (1/b, 1), we prove the following dichotomy for the
Weierstrass-type functionW(x) =
∑
n≥0
λnφ(bnx): Either W(x) is real ana-
lytic, or the Hausdorff dimension of its graph is equal to 2 + logb λ. Fur-
thermore, given b and φ, the former alternative only happens for finitely
many λ unless φ is constant.
1. Introduction
We study the fractal properties of the graphs ofWeierstrass type functions
(1.1) W(x) = W
φ
λ,b
(x) =
∞∑
n=0
λnφ(bnx), x ∈ R
where b > 1, 1/b < λ < 1 and φ(x) : R → R is a non-constant Z-periodic
Lipschitz function. The most famous example, with φ(x) = cos(2πx), was
introduced by Weierstrass, and it is a continuous nowhere differentiable
function, see [10]. The graphs of Weierstrass-type and related functions are
among the most studied objects in fractal geometry since the birth of this
subject, see [5], [8, Section 8.2] and [6, Chapter 5], among many others.
The goal of this paper is to prove the following theorem.
Main Theorem. Let b ≥ 2 be an integer, λ ∈ (1/b, 1) and let φ be a Z-
periodic real analytic function. Then exactly one of the following holds:
(i) W is real analytic;
(ii) the graph of W has Hausdorff dimension equal to
(1.2) D = 2 + logb λ.
Moreover, given b and non-constant φ, the first alternative only holds for
finitely many λ ∈ (1/b, 1).
Kaplan, Mallet-Paret and Yorke [15] proved that in the case that φ is a
trigonometric polynomial, either W is a C1 curve or the box dimension of
the graph ofW is equal toD, without the assumption that b is an integer. Our
theorem is a similar dichotomy with box dimension replaced by Hausdorff
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dimension which is much more difficult to compute. The price we pay
here is the assumption that b is an integer which enables us to approach the
problem from dynamical point of view.
An immediate consequence is the following corollary which in particular
recovers the main theorem in [25].
Corollary 1.1. Let b ≥ 2 be an integer, λ ∈ (1/b, 1) and let φ(x) = cos(2πx+
θ), where θ ∈ R. Then the Hausdorff dimension of the graph of W is equal
to D.
Historical remarks. A map W as in (1.1) has the following remarkable
property
(1.3) W(x) = φ(x) + λW(bx),
so the graph of W exhibits approximate self-affinity with scales b and 1/λ,
and it is natural to conjecture that the Hausdorff dimension of its graph is
equal to D. However, one has to be careful since the function W can be
smooth for certain choices of λ, b, φ. (This is easily seen: for any real ana-
lytic Z-periodic functionW0 and φ(x) = W0(x)−λW0(bx), one hasW
φ
λ,b
(x) =
W0(x).) The pioneering work of Besicovitch and Ursell ([5]) showed that
the Hausdorff dimension of a function of the form
∑∞
n=0 b
−α
n φ(bnx) is equal
to 2 − α provided that bn+1/bn → ∞ and log bn+1/ log bn → 1. (See [1] for
recent advances for maps of such modified form.) A map as in (1.1) is easily
seen to Ho¨lder continuous of exponent 2 − D which implies that the Haus-
dorff dimension of its graph is at most D. Many authors have studied the
anti-Ho¨lder property of these functions [15, 23, 22], with the strongest form
given in [13], see Theorem 2.2. This anti-Ho¨lder property implies thatW is
not differentiable and also that the box and packing dimension of its graph
are equal to D. Moreover, in [22], it is proved that the Hausdorff dimension
of the graph of such aW is strictly greater one. In [20], it was show that the
Hausdorff dimension ofW has a lower bound of the form D − O(1/ log b).
The first example of maps in the form (1.1) for which the graph is shown
to exactly have Hausdorff dimension D was given by Ledrappier [17]. Us-
ing dimension theory for (non-uniformly) hyperbolic dynamical systems
developed in [18] and a Marstrand type projection argument, Ledrappier
proved that the Hausdorff dimension of the graph of a Takagi function (tak-
ing b = 2, φ(x) = dist(x,Z) in (1.1)) is equal to D, provided that the
Bernoulli convolution
∑
n ±(2λ)
−n has Hausdorff dimension one. The last
property, studied first by Erdo¨s [7], was shown by Solomyak [26, 21] to
holds for almost every λ ∈ (1/2, 1). More recently, it has been shown to
hold for λ outside a set of Hausdorff dimension zero in Hochman [12].
Mandelbrot [19] conjectured that the Hausdorff dimension of the graph of
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W is equal to D for φ(x) = cos(2πx) and all λ ∈ (1/b, 1). Pushing Ledrap-
pier’s approach further, this conjecture has been proved for integral b, first
for λ close to 1 in [3] and then for all λ ∈ (1/b, 1) in [25], in which a re-
sult of Tsujii [27] also played an important role. See also [16]. The case
φ(x) = sin(2πx) has also been settled shortly after in [29].
It had been known much earlier that the Bernoulli convolution has Haus-
dorff dimension less than one when 2λ is a Pisot number. So Ledrappier’s
approach has it limitation (as already pointed by himself). Built upon the
celebrated breakthrough [12], it has been shown recently in [4] that the
Hausdorff dimension of the graph of Takagi functions equal to D for all λ,
via analysis on entropy of convolutions of measures.
Let us mention that the box and Hausdorff dimensions of Weierstrass-
type functions with random phases were obtained in respectively [11] and
[14]. See also [24].
See [2] and also [6, Chapter 5] for more remarks on Weierstrass-type
functions.
Main findings. We shall now be more technical and explain the main
findings in this paper. Let Z+ denote the set of positive integers and let N
denote the set of nonnegative integers. Let Λ = {0, 1, ..., b−1}, Λ# =
⋃∞
n=1 Λ
n
and Σ = ΛZ+ . For j = j1 j2 j3 · ·· ∈ Σ, define
(1.4) Y(x, j) = Y
φ
λ,b
(x, j) = −
∞∑
n=1
γnφ′
(
x
bn
+
j1
bn
+
j2
bn−1
+ · · · +
jn
b
)
, x ∈ R
where
(1.5) γ =
1
bλ
∈
(
1
b
, 1
)
.
This quantity appeared in [17] as the slopes of the strong stable manifolds
of a dynamical system which has the graph of W |[0,1) as an attractor. In
both the approaches of [17] and [4], certain separation properties of these
functions Y(x, j) play an important role.
These functions Y(x, j) are indeed related to theWeierstrass-type function
in a more direct way. Using the identity (1.3) one can show that if W is
Lipschitz, then W ′(x) = Y(x, j) holds for Lebesgue a.e. x ∈ R and for any
j ∈ Σ. In particular, we have Y(x, i) ≡ Y(x, j) for all i, j ∈ Σ in this case. See
Lemma 2.1.
Definition 1.1. Given an integer b ≥ 2 and λ ∈ (1/b, 1), we say that a
Z-periodic C1 function φ(x) satisfies
• the condition (H) if
Y(x, j) − Y(x, i) . 0, ∀ j , i ∈ Σ.
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• the condition (H∗) if
Y(x, j) − Y(x, i) ≡ 0, ∀ j, i ∈ Σ.
Surprisingly, nothing happens between these two extreme cases.
Theorem A. Fix b ≥ 2 integer and λ ∈ (1/b, 1). Assume that φ is Z-periodic
and C5. Then exactly one of the following holds:
(i) W
φ
λ,b
is C5 and φ satisfies the condition (H∗);
(ii) W
φ
λ,b
is not Lipschitz and φ satisfies the condition (H).
To prove Theorem A, we introduce a concept called Ck-regulating pe-
riod which is a real number t for which W(x + t) − W(x) is Ck. A key
estimate is that a positive C2-regulating period t is bounded from below in
terms of the C2-norm ofW(x + t) −W(x), provided thatW is not-Lipschitz.
This is obtained from the anti-Ho¨lder property established in [13, 15]. See
Lemma 2.2.
The proof of the main theorem is then completed by the following theo-
rem and a theorem in [25].
Theorem B. If a real analytic Z-periodic function φ(x) satisfies the condi-
tion (H) for an integer b ≥ 2 and λ ∈ (1/b, 1), then
dimH({(x,W
φ
λ,b
(x)) | x ∈ [0, 1)}) = D.
Theorem B is obtained by modifying the argument of [4] where the di-
mension of planar self-affine measures are studied which in particular shows
that the Hausdorff dimension ofW is equal to D in the case φ(x) = dist(x,Z)
and b = 2. The strong separation property (H) and the real analytic assump-
tion compensate the non-linearity we have to face.
Indeed, let µ denote the lift of the standard Lebesgue measure on [0, 1)
to the graph of W |[0,1). By [17], µ and its projections πjµ along the strong
unstable manifold of a dynamical system F (which keeps the graph ofW |[0,1
invariant) are exact dimensional and that dim(πjµ) is equal to a constant α
for typical j ∈ Σ, see §3.1. We need to show that α = 1. The measure πjµ
can be decompose into measures of similar form in smaller scales, see (3.5).
Assuming the contrary, we shall apply Hochman’s criterion on entropy in-
crease ([12]) to obtain a contradiction. An important step is to introduce
a suitable sequence of partitions for the space X of the transformations in-
volved, see (3.8). For the case φ = dist(x,Z), the set X is a subset of A2,1,
the space of affine maps from R2 to R, and a sequence of suitable partitions
were constructed in [4] using a rescaling-invariant metric in the space A2,1.
Although we do not have such a metric in our nonlinear case, we deduce
a strong separation property of maps in X from the condition (H) under
the assumption that φ is real analytic, see §5. With this strong separation
property, we construct a sequence of partitions in X explicitly, see §6.
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Proof of the Main Theorem. By Theorems A and B, we know that either
(1) or (2) holds. To show the last statement, we apply Theorem from [25],
which asserts that for λ close to 1/b (i.e. γ close to 1), the graph ofW
φ
λ,b
has
Hausdorff dimension D > 1. Assume by contradiction that there are infin-
itely many λk ∈ (1/b, 1) such that W
φ
λk ,b
satisfies (i). Then λk are bounded
away from 1 and
Y
φ
λk,b
(x, 000 · · · ) ≡ Y
φ
λk ,b
(x, 100 · · · ),
that is,
(1.6)
∞∑
n=1
γn−1
(
φ′(x/bn) − φ′((x + 1)/bn)
)
= 0
for all λ = λk. For each x ∈ R, the left hand side of (1.6) is a power series
in γ with radius of convergence at least one. It has infinitely many zeros
compactly contained in the unit disk, so
φ′(x/bn) = φ′((x + 1)/bn).
It follows that φ′ is a constant, hence φ is a constant, a contradiction! 
Proof of Corollary 1.1. By the Main Theorem, it suffices to show that W is
not real analytic. Arguing by contradiction, assume that W is real analytic.
Let W(x) =
∑
n∈Z ane
2πinx be the Fourier series expansion of the Z-periodic
real analytic function. Then |an| is exponentially small in |n|. However,
comparing the Fourier coefficients of both sides of the identity (1.3), we
obtain that abk = (λ
k + 1)eiθ/2 for all k ≥ 1, absurd! 
Problems.
(1) Let b > 1 be non-integeral, λ ∈ (1/b, 1) and φ(x) = cos(2πx). Does
W = W
φ
λ,b
has a Ck regulating period, 1 ≤ k ≤ ∞? If the answer is
yes and T > 0 is a Ck regulating period, then we can interpret the
graph ofW |[0,T ) as an invariant repeller of the smooth dynamical sys-
tem (x, y) 7→ (bx mod T, (y−cos(2πx))/λ+W(bx mod T )−W(bx))
and apply the corresponding dimension theory. If the answer is no,
then it would be interesting to study the oscillation of the functions
W(x + T ) −W(x) for T > 0.
(2) Is the D-dimensional Hausdorff measure of the graph of W equal
to zero, even assuming b is an integer greater than one? It is well-
known that the graph of W |J , for any bounded interval J, has finite
D-dimensional Hausdorff measure.
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In [22], the case φ(x) the Rademacher function and b = 2 were
considered. That is
φ(x) =
{
1 if {x} ∈ [0, 1/2),
−1 if {x} ∈ [1/2, 1),
where {x} ∈ [0, 1) denote the fractional part of x. In this case, it was
proved that the D-dimensional Hausdorff measure of the graph of
W |[0,1) is a positive real number if and only if the Bernoulli convo-
lution
∑
n ±λ
n is absolutely continuous with respect to the Lebesgue
measure and its density is in the class L∞. It is conceivable that for
general φ and b, the problem is related to the joint essential bound-
edness of the densities of the occupation measures ofW(x) − Γu(x),
u ∈ Σ. See §3 for the definition of Γu.
Organization. We prove Theorem A in §2. The rest of the paper is
devoted to the proof of Theorem B. In §3, we recall some results from the
Ledrappier-Young theory and state Theorem B’ which is a reduced form of
Theorem B. The rest of the paper is then devoted to the proof of Theorem
B’ and an outline can be found at the end of §3.2.
Acknowledgment. Wewould like to thank the participants of the dynam-
ical systems seminar in the Shanghai Center for Mathematical Sciences, an
in particular, Guohua Zhang for suggesting the name of regulating period.
WS is supported by NSFC grant No. 11731003.
2. The conditions (H) and (H∗)
Throughout we fix an integer b ≥ 2 and λ ∈ (1/b, 1). For a Z-periodic
and continuous function φ : R→ R, define W = W
φ
λ,b
as in (1.1).
Theorem 2.1. Assume that φ is Z-periodic and of class C5. Then exactly
one of the following holds:
(i) W is C5 and φ satisfies the condition (H∗);
(ii) W is not Lipschitz and φ satisfies the condition (H).
Remark 2.1. At the cost of more technicality, the theorem can be proved
under a weaker assumption that φ is C3.
The main idea of the proof is to analyze the regulating periods of W
defined as follows.
Definition 2.1. For each k ∈ Z+, we say that t ∈ R is a C
k-regulating period
of W = Wφ if W(x + t) −W(x) is a Ck function. In this case, we put
(2.1) Ek(t) = sup
x∈R
|(W(x + t) −W(x))(k)| < ∞.
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It is easy to see that for a given k the set of all Ck-regulating periods of
W form an additive subgroup of R. If φ is Ck, then every number of the
form mb−n, where n ∈ Z+ and m ∈ Z, is a regulating period ofW, which are
called trivial regulating period. IfW is Ck, then the subgroup is equal to R.
It is fairly easy to show that if W is Lipschitz and φ is C1 then W is
C1, and the condition (H∗) holds, see Lemma 2.1. Assuming that W is not
Lipschitz, we prove an lower bound of |t| in terms of E(t) (Lemma 2.2) and
show that every regulating period is rational (Corollary 2.1).
Assuming by contradiction that W is not Lipchitz and φ fails to satisfy
the condition (H). We show that violation of the condition (H) yields a non-
trivial regulating period of the form 1/p, where p is an integer greater than 1
and co-prime with b. Given such an integer p, we define a renormalization
(in §2.2) of φ as follows:
Rp(φ) =
∑
k∈Z
ckpe
2πikx,
where cm denotes the m-th Fourier coefficient of φ. The properties that
Wφ is not Lipschitz and φ does not satisfy the condition (H) are inherited
by the renormalization Rp(φ) (Proposition 2.1). Hence we can repeat the
procedure infinitely often. However, this would imply that W is Lipschitz,
a contradiction!
We start with the following easy observation.
Lemma 2.1. If W is Lipschitz and φ is Ck for some k ∈ Z+, then W is C
k
and Y(x, i) ≡ Y(x, j) for all i, j ∈ Σ.
Proof. Assume W is Lipschitz. Then there exists a constant C > 0 such
that for Lebesgue a.e. x ∈ R, W ′(x) exists and |W ′(x)| ≤ C. From W(x) =
φ(x) + λW(bx), we obtain that
W ′(x) = φ′(x) + γ−1W ′(bx), a.e.
It follows that for a.e. x ∈ R, if (x−n) is a backward orbit of x then W
′(x− j)
exists, |W ′(x− j)| ≤ C, and
W ′(x− j−1) = φ
′(x− j−1) + γ
−1W ′(x− j).
Therefore
W ′(x) = −
∞∑
j=1
γ jφ′(x− j) = Y(x, i)
holds a.e. for each i. SoW(x) is an integral of aCk−1 function, henceCk. 
So we need to show that φ satisfies the condition (H) when W is not
Lipschitz. We shall use the following result due to Hu and Lau, see [13,
Theorem 4.1]. See also Kaplan, Mallet-Parret and York [15] for the case
that φ is a trigonometric polynomial.
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Theorem 2.2. Assume that φ is Lipschitz but W is not Lipschitz. Then there
exists c > 0 and κ > 0 such that for any δ ∈ (0, 1) and any x ∈ R there exists
y such that cδ < y − x < δ and |W(y) −W(x)| ≥ κ|y − x|α, where α = 2 − D.
2.1. Regulating periods.
Lemma 2.2 (Key Estimate). Suppose that φ is Lipschitz but W is not Lips-
chitz. Then there exist constants t0 > 0 and C0 > 0 such that if t ∈ R \ {0} is
a C2-regulating period of W, then either |t| > t0 or E2(t)t
D ≥ C0.
Proof. Let c, κ be as in Theorem 2.2 and let K > 0 be such that |W(x) −
W(y)| ≤ K|x − y|α for all x, y ∈ R. We may assume that t > 0. Let
f (x) = W(x + t) −W(x)
and choose x0 such that
|W(x0 + t) −W(x0)| = max
x∈R
|W(x + t) −W(x)| =: ∆.
Note that f ′(x0) = 0. Write x j = x0 + jt for each j ∈ Z.
Claim. There exist constants t1 > 0 and C > 0 such that either t ≥ t1 or
∆ ≥ Ctα.
To prove this claim, let m be a large positive integer such that
(2.2) mα ≥ 2K/(κcα).
Assume that t < 1/m. By Theorem 2.2, there exists y such that cmt <
y − x0 < mt and |W(y) − W(x0)| ≥ κ|y − x0|
α. Let m′ be minimal such that
xm′ ≥ y. Then cm < m
′ ≤ m, and
(2.3) |W(xm′) −W(x0)| ≥ |W(y) −W(x0)| − |W(y) −W(xm′)|
≥ κcαmαtα − Ktα ≥ κ′(mt)α,
where κ′ = κcα/2 and we have used (2.2) for the last inequality. On the
other hand, by maximality of x0, we have
|W(xm′) −W(x0)| =
∣∣∣∣∣∣∣
m′−1∑
j=0
(W(x j+1) −W(x j))
∣∣∣∣∣∣∣ ≤ m′∆ ≤ m∆.
Together with (2.3), this implies that
(2.4) ∆ ≥ κ′tα/m1−α.
Thus the claim holds with t1 = 1/m and C = κ
′/m1−α.
Now let us assume that t ≤ t1, so that ∆ ≥ Ct
α. Let J =
[√
Ctα
(E+1)t2
]
, where
E = E2(t). For any 0 ≤ j ≤ J, since
f (x j) − f (x0) =
∫ x j
x0
∫ x
x0
f ′′(y)dydx,
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we obtain
| f (x j) − f (x0)| ≤
E
2
(x j − x0)
2 =
E
2
j2t2 ≤
Ctα
2
≤
∆
2
,
and hence by | f (x j)| ≥ ∆/2 and f (x j) f (x0) > 0. Therefore, for all 0 ≤ k ≤ J,
|W(xk) −W(x0)| =
k−1∑
j=0
| f (x j)| ≥ k∆/2.
Since
|W(xJ) −W(x0)| ≤ K|xJ − x0|
α ≤ KJαtα,
we obtain
(2.5) ∆ ≤ 2Ktα/J1−α.
Together with ∆ ≥ Ctα, this implies that J is bounded from above, hence
(E + 1)t2−α is bounded away from zero. Thus either t or tDE2(t) is bounded
away from zero. 
Corollary 2.1. If φ is Lipschitz but W is not Lipschitz, then every C2-
regulating period of W is rational.
Proof. Arguing by contradiction, assume thatW has a C2-regulating period
t ∈ R \ Q. Then for each n ≥ 1, tn := dist(nt,Z) is a regulating period, and
E(tn) = E(nt) ≤ nE(t),
so by Lemma 2.2, |tn| has a lower bound of the form Cn
−1/D, where D > 1
and C > 0. This contradicts with Dirichlet’s theorem which asserts that for
each irrational number t and any positive integer Q, there is an integer q
with 1 ≤ q ≤ Q such that dist(qt,Z) < 1/Q. 
Lemma 2.3. Assume that φ is Ck for some integer k ≥ 2 and does not
satisfy the condition (H). Assume also that W is not Lipschitz. Then there is
an integer p > 1 such that (p, b) = 1, and such that 1/p is a Ck-regulating
period of W.
Proof. Since φ does not satisfies the condition (H), there exists i, j ∈ Σ with
i , j and such that Y(x, i) = Y(x, j). Without loss of generality, we may
assume that i1 , j1. Let rn = (i1 + i2b + · · · + inb
n−1)/bn, sn = ( j1 + j2b +
· · · + jnb
n−1)/bn. Then rn , sn for any n ≥ 1. For each n, rn − sn and
tn := dist(rn − sn,Z) are C
k-regulating periods ofW. We first prove
Claim. sup∞
n=1 Ek(tn) < ∞.
Indeed, for each n ≥ 1,
−Y(bnx, i) =
∞∑
m=1
γmφ′(bn−mx+rm) =
n∑
m=1
γmφ′(bn−mx+rm)+γ
n
∞∑
ℓ=1
γℓφ′(b−ℓx+rn+ℓ),
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−Y(bnx, j) =
∞∑
m=1
γmφ′(bn−mx+sm) =
n∑
m=1
γmφ′(bn−mx+sm)+γ
n
∞∑
ℓ=1
γℓφ′(b−ℓx+sn+ℓ),
and hence
(2.6)
n∑
m=0
γmφ′(bn−mx + rm) −
n∑
m=0
γmφ′(bn−mx + sm)
= γn
 ∞∑
ℓ=1
γℓφ′(b−ℓx + sn+ℓ) −
∞∑
ℓ=1
γℓφ′(b−ℓx + sn+ℓ)
 ,
where r0 = s0 = 0. Let
Fn(x) =
n∑
m=0
λmφ(bm(x+ rn))−
n∑
m=0
λmφ(bm(x+ sn)) = W(x+ rn)−W(x+ sn).
Then,
F′n(x) =
n∑
m=0
γ−mφ′(bm(x + rn)) −
n∑
m=0
γ−mφ′(bm(x + sn))
= γ−n
n∑
m=0
γn−m
(
φ′(bmx + rn−m) − φ
′(bmx + sn−m)
)
=
∞∑
ℓ=1
γℓ
(
φ′(b−ℓx + sn+ℓ) − φ
′(b−ℓx + rn+ℓ)
)
,
where the second equality holds because for any 0 ≤ m ≤ n, bnrm ≡
rn−m, b
nsm ≡ sn−m mod 1, and the last equality follows from (2.6). As
Ek(tn) = supx∈R |F
(k)
n (x)|, it is bounded from above by a constant. The claim
is proved.
Note that tn , 0, so by Lemma 2.2, tn is bounded away from zero. Now
take ni → ∞ so that rni → r and sni → s. As the proof of the claim shows,
F′n lies in a compact family of C
k−1 functions, soW(x + r)−W(x + s) is Ck.
Therefore, t = dist(r− s,Z) = limni→∞ tni is aC
k-regulating period ofW. By
Corollary 2.1, t ∈ Q. Since tn is bounded away from zero and for n > m,
bm(rn − sn) = (rn−m − sn−m) mod 1 = ±tn−m mod 1,
we obtain that bm(r − s) < Z for all integers m ≥ 0. Therefore, t does not
have a finite b-adic expansion. So we can write t in the form q1/p1 with
p1 ≥ 1, (q1, p1) = 1 such that p1 has a prime factor p with p ∤ b. As
W(x + 1/p) −W(x) is a finite sum of translations of W(x + r) −W(x + s),
hence Ck, we obtain that 1/p is a Ck-regulating period ofW. 
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2.2. Renormalization. For each C5 function φ : R → R of period 1 and
any integer p > 1, let
R˜pφ(x) =
∑
k∈Z
ckpe
2πikpx,
and
Rpφ(x) =
∑
k∈Z
ckpe
2πikx = R˜pφ(x/p),
where ck is the k-th Fourier coefficient of φ. As ck = O(k
−5), R˜pφ(x) and
Rpφ(x) are C
3 functions.
Let
P(φ) = {p ∈ Z+ : p > 1, (p, b) = 1, 1/p is a C3-regulating period ofWφ}.
For each p ∈ P(φ), we call Rpφ (resp. R˜pφ) a renormalization (resp. pre-
renormalzation) of φ.
The main properties of the renormalization is stated in the following
proposition.
Proposition 2.1. Assume that φ is C5. Let p ∈ P(φ). Then the following
hold:
(1) For Sp(φ) = φ − R˜pφ, W
Spφ is C3 and
sup
x∈R
|(WSpφ)′(x)| ≤ C,
where C > 0 is a constant depending only on φ.
(2) Wφ is Lipschitz if and only if WRpφ is Lipschitz.
(3) φ satisfies the condition (H) if and only if Rpφ satisfies the condition
(H).
(4) If q ∈ P(Rpφ) then pq ∈ P(φ).
We need a lemma to prove the proposition.
Lemma 2.4 (Rescaling). Let τ be a Ck function of period 1 for some k ∈ N,
and let τ˜(x) = τ(px), where p ≥ 2 is an integer with (p, b) = 1. Then,
(i) t is a Ck-regulating period of Wτ if and only if t
p
is a Ck-regulating
period of W τ˜.
(ii) τ satisfies the condition (H) if and only if so does τ˜.
Proof. It is straightforward to check thatW τ˜(x) = Wτ(px) for all x ∈ R, so
W τ˜(x + t/p) −W τ˜(x) = Wτ(px + t) −Wτ(px).
The statement (i) follows. To prove (ii), we observe that for u˜ j, v˜ j ∈ {0, 1, . . . , b−
1}, j = 1, 2, . . ., there exists u j, v j ∈ {0, 1, . . . , b − 1}, j = 1, 2, . . ., such that
p(u˜1 + u˜2b + · · · u˜nb
n−1) = u1 + u2b + · · · + unb
n−1 mod bn,
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p(v˜1 + v˜2b + · · · v˜nb
n−1) = v1 + v2b + · · · + vnb
n−1 mod bn.
Vice versa, since (p, b) = 1, given u1, u2, · · · , v1, v2, · · · , we can find u˜1, u˜2, · · · , v˜1, v˜2, · · ·
so that the above properties hold. Moreover, u1u2 · · · = v1v2 · · · if and only
if u˜1u˜2 · · · = v˜1v˜2 · · · . Since
Y τ˜(x, u˜1u˜2 · · · ) − Y
τ˜(x, v˜1v˜2 · · · ) = p(Y
τ(px, u1u2 · · · ) − Y
τ(px, v1v2 · · · )),
the statement follows. 
Proof of Proposition 2.1. (1) Note W(x) = W R˜pφ(x) + WSpφ(x). For each
m ∈ Z, let am =
∫ 1
0
W(x)e−2πimxdx be the m-th Fourier coefficient of W(x).
Note that ∫ 1
0
W R˜pφ(x)e−2πimxdx =
{
am if p | m
0 if p ∤ m,
and ∫ 1
0
WSpφ(x)e−2πimxdx =
{
0 if p | m,
am if p ∤ m.
Thus for all m ∈ Z,
(1 − e2πim/p)
∫ 1
0
W(x)e−2πimxdx = (1 − e2πim/p)
∫ 1
0
WSpφ(x)e−2πimxdx,
i.e.,∫ 1
0
(W(x+1/p)−W(x))e−2πimxdx =
∫ 1
0
(WSpφ(x+1/p)−WSpφ(x))e−2πimxdx.
ThereforeWSpφ(x+1/p)−WSpφ(x) = W(x+1/p)−W(x) isC3. Furthermore,
|am|, p ∤ m, is of order m
−3. For p | m, the m-th Fourier coefficient of WSpφ
is zero, and for p ∤ m, it is am. Thus W
Spφ(x) is C1. As in Lemma 2.1, we
have (WSpφ)′(x) = −
∑∞
n=1 γ
n(Spφ)
′(x/bn). So WSpφ is C3. Since
|(Spφ)
′(y)| = |
∑
p∤m
cmme
2πimy| ≤
∑
m∈Z
|mcm| =: C0 < ∞,
supx |(W
Spφ)′(x)| ≤ C0γ/(1 − γ) =: C.
(2) Since W R˜pφ(x) = WRpφ(px), WRpφ(x) is Lipschitz if and only if so is
W R˜pφ. By (1), Wφ(x) −W R˜pφ(x) is Lipschitz. So the statement holds.
(3) SinceWSpφ(x) = Wφ(x)−W R˜pφ(x) is Lipschitz, by Lemma 2.1, YSpφ(x, i) ≡
YSpφ(x, j) for any i, j ∈ Σ. So φ satisfies the condition (H) if and only if so
does R˜pφ. By Lemma 2.4 (ii), R˜pφ satisfies the condition (H) if and only if
so does Rpφ.
(4) Since R˜pφ is C
3, by Lemma 2.4 (i), pq ∈ P(R˜pφ). SinceW
Spφ is C3,
this implies that pq ∈ P(φ). 
We shall now complete the proof of Theorem 2.1.
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Completion of proof of Theorem 2.1. If W is Lipschitz, then (i) holds by
Lemma 2.1. Assume now that W is not Lipschitz and let us prove that
(ii) holds. Arguing by contradiction, assume that φ does not satisfies the
condition (H). By Lemma 2.3, P(φ) is not empty.
Given p ∈ P(φ), by Proposition 2.1,WRpφ is not Lipschitz and Rpφ does
not satisfies the condition (H). So by Lemma 2.3, there is q ∈ P(Rpφ).
By Proposition 2.1 (4), pq ∈ P(φ). By definition, p, q ≥ 2, so pq > p.
Therefore, P(φ) is an infinite set.
Let p1 < p2 < · · · be the elements of P . Then clearly W
R˜pkφ(x) → 0
holds for all x ∈ R. By Proposition 2.1 (1), sup |(W R˜pkφ − W)′(x)| ≤ C. It
follows thatW is Lipschitz, a contradiction! 
3. Preliminaries for the proof of Theorem B
In the remainder of the paper, we shall prove Theorem B. So fix an integer
b ≥ 2 and λ ∈ (1/b, 1) and assume that φ is a Z-periodic analytic function
which satisfies the condition (H). We start with recalling some basic facts
from the Ledrappier-Young theory.
A probability measure ω in a metric space X is called exact-dimensional
if there exists a constant α ≥ 0 such that for ω-a.e. x,
lim
r→0
logω(B(x, r))
log r
= α.
In this case, we write dimω = α. By the mass distribution principle, this
implies that for any Borel subset E of X with ω(E) > 0, we have dimH(E) ≥
α.
3.1. Ledrappier’s Theorem. Let µ denote the pushforward of the Lebesgue
measure in [0, 1) to the graph ofW by x 7→ (x,W(x)). To complete the proof
of Theorem B, it suffices to show that dim(µ) ≥ D, since it is well-known
thatW(x) is aC2−D function and hence the Hausdorff dimension of its graph
is at most D.
The graph ofW |[0,1) is invariant under the dynamical system
F : [0, 1) × R→ [0, 1) × R, (x, y) 7→
(
bx mod 1,
y − φ(x)
λ
)
and µ is an invariant probability measure. The Ledrappier-Young’s dimen-
sion theory of dynamical systems applies in this setting, which relates the
dimension of µ with its projection along some dynamical defined flows. We
shall now recall the results obtained in Ledrappier [17].
As before let Λ = {0, 1, . . . , b − 1} and let Σ = ΛZ+ . Let σ : Σ → Σ
denote the shift map (i1i2 · · · ) 7→ (i2i3 · · · ). Let ν denote the even distributed
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probability measure on Λ and let νZ+ denote the product (Bernoulli) measure
on Σ. For each i ∈ Λ, define
(3.1) gi(x, y) =
(
x + i
b
, λy + φ
(
x + i
b
) )
.
Define the ‘inverse’ of F as
G : [0, 1) × R × Σ→ [0, 1) × R × Σ, (x, y, i) 7→ (gi1(x, y), σ(i)).
Then
(3.2) µ =
1
b
b−1∑
i=0
giµ.
Direct computation shows that
Dgi1(x, y)
(
1
Y(x, i)
)
=
1
b
(
1
Y((x + i1)/b, σ(i))
)
.
So Dgingin−1 · · · gi1 contracts the vector (1, Y(x, i)) at the exponential rate
− log b. Let
Γi(x) =
∫ x
0
Y(t, i)dt.
So for each y, x 7→ y+Γi(x) is the integral curve of the vector filed (1, Y(x, i))
which passes through (0, y). For each i ∈ Σ, this defines a foliation in
[0, 1) × R whose leaves are “parallel” to each other. For i ∈ Σ, define
(3.3) πi(x, y) = y − Γi(x), (x, y) ∈ [0, 1) × R.
So πi is the projection of (x, y) into the line x = 0 along the foliation {y +
Γi(x)}y∈R. We call πi the flow projection function with respect to i.
The following result is a part of [17, Proposition 2] which serves as our
starting point to calculate the Hausdorff dimension of the graph ofW.
Theorem 3.1. If φ : R → R is a Z-periodic continuous piecewise C2 func-
tion, then
(1) µ is exact dimensional;
(2) there is a constant α ∈ [0, 1] such that for νZ+-a.e. i ∈ Σ, πjµ is exact
dimensional and dim(πjµ) = α.
(3)
(3.4) dim(µ) = 1 + (D − 1)α.
Therefore, Theorem B is reduced to the following
Theorem B’. Fix an integer b ≥ 2 and λ ∈ (1/b, 1). Assume that φ is a real
analytic Z-periodic function which satisfies the condition (H). Then α = 1,
where α is the constant in Theorem 3.1.
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3.2. A transition formula. We shall follow the strategy in [4], built on [12],
to prove Theorem B’. For i = i1i2 · · · in ∈ Λ
n, write gi = gi1 ◦ gi2 ◦ · · · gin . By
iterating the formula (3.2), we obtain
µ =
1
bn
∑
i∈Λn
gi1 ◦ gi2 ◦ · · · ginµ
and hence for each j ∈ Σ, πjµ decomposes into measures on small scales as
(3.5) πjµ =
1
bn
∑
i∈Λn
πj ◦ giµ.
This resembles the case of self-similar/self-affine measures, as the maps
πjgi satisfies the following transition rule, which implies that each of the
measure in the right hand side of (3.5) is a translated rescaling of a measure
of the form πiµ.
Recall that Λ# =
⋃∞
n=1 Λ
n. For each i = i1i2 · · · in ∈ Λ
#, set
(3.6) i∗ = inin−1 · · · i1.
Lemma 3.1. For any j ∈ Σ and i ∈ Λ#,
(3.7) πj gi (x, y) = λ
|i| πi∗j(x, y) + πjgi (0)
Proof. By induction it suffices to consider the case i = i ∈ Λ. According to
definition, we have
πjgi(x, y) = πj
(
x + i
b
, λy + φ
(
x + i
b
))
= λy + φ
(
x + i
b
)
+
∫ x+i
b
0
∞∑
n=1
γnφ′
(
s
bn
+
j1
bn
+ · · · +
jn
b
)
ds
= λy+λ
∫ x
0
γφ′(
u + i
b
)du+λ
∫ x
0
∞∑
n=1
γn+1φ′
(
u
bn+1
+
i
bn+1
+ · · · +
jn
b
)
du+πjgi (0).

To apply the argument in [4], we need to show the following:
(i) Most of the measures in the right hand side of (3.5) has certain en-
tropy porous property. This will be done in §4 and is similar to the
corresponding part of [4].
(ii) Maps in the space
(3.8) X = { πj ◦ gi
∣∣∣ j ∈ Σ, i ∈ Λ#},
satisfy a suitable separation condition. This will be done in §5 and
our argument uses essentially the real analytic assumption on φ.
This separation property enables us to define a sequence of suitable
partitions in X in §6.
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After these preparations, the proof of Theorem B’ will be given in §7.
3.3. Entropy of measures. We shall recall definition and basic properties
of entropy of measures which is a basic tool for the proof of Theorem B’.
Consider a probability space (Ω,B, ω). A (countable) partition Q is a
countable collection of pairwise disjoint measurable subsets of Ω whose
union is equal toΩ. We use Q(x) to denote the member ofQ which contains
x. If ω(Q(x)) > 0, then we call the conditional measure
ωQ(x)(A) = ωx,Q(A) =
ω(A ∩ Q(x))
ω(Q(x))
a Q-component of ω. We define the entropy
H(ω,Q) =
∑
Q∈Q
−ω(Q) logb ω(Q),
where the common convention 0 log 0 = 0 is adopted. Given another count-
able partition P, we define the condition entropy as
H(ω,Q|P) =
∑
P∈P,ω(P)>0
ω(P)H(ωP,Q).
When Q is a refinement of P, i.e., Q(x) ⊂ P(x) for each x ∈ Ω, we have
H(ω,Q|P) = H(ω,Q) − H(ω,P).
We shall consider the case where there is a sequence of partitions Qi,
i = 1, 2, · · · , such that Qi+1 is a refinement of Qi. In this situation, we shall
write ωx,i = ωx,Qi , and call it a i-th component measure of ω. For a finite set
I of positive integers, suppose that for each i ∈ I, there is a random variable
fi defined over (Ω,Qi, ω). Then we shall use the following notation
Pi∈I(Bi) = P
ω
i∈I(Bi) :=
1
#I
∑
i∈I
ω(Bi),
where Bi is an event for fi. If fi’s are R-valued random variable, we shall
also use the notation
Ei∈I( fi) = E
ω
i∈I( fi) :=
1
#I
∑
i∈I
E( fi).
For example, we have
H(ω,Qm+n|Qn) = E(H(ωx,n,Qm+n)) = Ei=n(H(ωx,i,Qi+m)).
These notations were used extensively in [12] and [4].
In particular, we shall often consider the case Ω = R and B the Borel
σ-algebra. Let Ln denote the partition of R into b-adic intervals of level n,
i.e., the intervals [ j/bn, ( j + 1)/bn), j ∈ Z. Let P(R) denote the collection
of all Borel probability measures in R. For an exact dimensional probability
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measureω ∈ P(R), its dimension is closely related to the entropy, as shown
in the following fact which is [28, Theorem 4.4]. See also [9, Theorem 1.3].
Proposition 3.1. If ω ∈ P(R) is exact dimensional, then
dim(ω) = lim
n→∞
1
n
H(ω,Ln).
These notations Pi∈I(Bi), Ei∈I( fi) will also apply to the case where Ω = X,
B is the collection of all subsets of X, and ω is a discrete measure.
In the following, we collect a few well-known facts about entropy and
conditional entropy.
Lemma 3.2 (Concavity). Consider a measurable space (Ω,B) which is en-
dowed with partitions Q and P such that P is a refinement of Q. Let ω,ω′
be probability measures in (Ω,B). The for any t ∈ (0, 1),
tH(ω,Q) + (1 − t)H(ω′,Q) ≤ H(tω + (1 − t)ω′,Q),
tH(ω,P|Q) + (1 − t)H(ω′,P|Q) ≤ H(tω + (1 − t)ω′,P|Q).
Lemma 3.3. Let ω ∈ P(R). There is a constant C > 0 such that for any
affine map f (x) = ax + c, a, c ∈ R, a , 0 and for any n ∈ N we have∣∣∣H( fω, Ln+[logb |a|]) − H(ω, Ln)∣∣∣ ≤ C.
Lemma 3.4. Given a probability space (Ω,B, ω), if f , g : Ω → R are
measurable and supx | f (x) − g(x)| ≤ b
−n then
|H( fω,Ln) − H(gω,Ln)| ≤ C,
where C is an absolute constant.
4. Entropy porosity
This section is devoted to analysis of entropy porosity of the projected
measures πjµ. This property will be used in applying Hochman’s criterion
to obtain entropy growth under convolution.
Definition 4.1 (Entropy porous). Let ω ∈ P(R). We say that ω is (h, δ,m)-
entropy porous from scale n1 to n2 if
Pωn1≤i≤n2
(
1
m
H(ωx,i,Li+m) < h + δ
)
> 1 − δ.
The main result of this section is the following Theorem 4.1. Before the
statement of the theorem, we need to introduce a notation.
Notation. For each integer n ≥ 0, let nˆ be the unique integer such that
(4.1) λnˆ ≤ b−n < λnˆ−1.
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In particular, 0ˆ = 0. With this notation, there is a constant C0 > 0 such
that for any j ∈ Σ, i ∈ Λnˆ and any m ∈ N,
(4.2)
∣∣∣H(πjgiµ,Ln+m) − H(πi∗jµ,Lm)∣∣∣ ≤ C0.
Indeed, by Lemma 3.1, πjgiµ is equal to the pushforward of πi∗jµ by a map
λ|i|x + c, for some c ∈ R. So the statement follows from Lemma 3.3.
Theorem 4.1. Fix an integer b ≥ 2 and λ ∈ (1/b, 1). Assume that φ :
R → R is a Z-periodic piecewise C2 function such that W = W
φ
λ,b
is not
a Lipschitz function. Then for any ε > 0, m ≥ M(ε), k ≥ K(ε,m) and
n ≥ N(ε,m, k), the following holds: For any j ∈ Σ and u ∈ Λtˆ, t ∈ N,
ν
({
i = (i1i2 · · · ) ∈ Σ :
πjgugi1i2 ···inˆjµ is (α, ǫ,m) − entropy
porous from scale t + n + 1 to t + n + k
})
> 1 − ε.
We shall follow the argument in [4, Section 3] to prove this theorem.
In particular, we shall use (3.5) to decompose a measure πjµ as convex
combination of measures of the form πjgiµ.
4.1. Uniform continuity across scales. Following [4], we say that a mea-
sure ω ∈ P(R) is uniformly continuous across scales if for every ε > 0
there exists δ > 0 such that for any x ∈ R and r ∈ (0, 1], we have
(4.3) ω(B(x, δr)) ≤ εω(B(x, r)).
A family M of measures in P(R) is called jointly uniformly continuous
across scales if for every ε > 0 there exists δ > 0 such that (4.3) holds for
any ω ∈ M, any x ∈ R and any r ∈ (0, 1).
Lemma 4.1. Under the assumption of Theorem 4.1, for any ε > 0 there
exists δ = δ(ε) > 0 such that for any j ∈ Σ and any y ∈ R,
πjµ
(
B(y, δ)
)
< ε.
Proof. Arguing by contradiction, assume that this is false. Since the family
of probability measures πjµ is compact in the weak star topology, it follows
that there exists j ∈ Σ and y0 ∈ R such that πjµ has an atom at y0. This
means that the set
X = {x ∈ [0, 1) : W(x) = Γj(x) + y0}
has positive Lebesgue measure. Let x0 be a Lebesgue density point of X and
let Jn be the b-adic interval of level nwhich contains x0. Then |Jn∩X|/|Jn| →
1 as n →∞.
Let in ∈ Λ, n = 1, 2, . . ., be such that b
nx0 ∈ [in/b, (in + 1)/b). Let in =
i1i2 · · · in. Then for each n, gin maps [0, 1) × R onto Jn × R. By Lemma 3.1,
πjgin(x, y) = λ
nπjn(x, y) + πjgin(0, 0),
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where jn = i
∗
nj. Note that gin(x,W(x)) = (S n(x),W(S n(x)), where
S n(x) =
in + in−1b + · · · + i1b
n−1
bn
+
x
bn
.
Thus for x ∈ S −1n (X ∩ Jn) ⊂ [0, 1), we have
W(x) − Γjn(x) = yn := (y0 − πjgin(0, 0))/λ
n.
Thus
|{x ∈ [0, 1) : W(x) = Γjn(x) + yn}| = |X ∩ Jn|/||Jn| → 1,
as n → ∞. In particular, this implies that the sequence yn is bounded. Let
nk be a subsequence such that jnk → j∞ and ynk → y∞ in respectively Σ and
R. Then for Lebesgue a.e. x ∈ [0, 1), W(x) ∈ Γj∞(x) + y∞. By continuity, it
follows thatW(x) = Γj∞(x) + y∞ is a C
1 function, a contradiction! 
Proposition 4.1. Under the assumption of Theorem 4.1, the family of mea-
sures {πjµ}j∈Σ is jointly uniformly continuous across scales.
Proof. It suffices to prove that there is κ > 0 such that for any j ∈ Σ, any
x ∈ R and any r ∈ (0, 1],
(4.4) πjµ(B(x, κr) ≤
1
2
πjµ(B(x, r)).
To this end, let δ = δ(1/2) > 0 be given by the previous lemma and let
M > δ be a constant such that πjµ is supported in [−M,M] for each j ∈ Σ.
Put κ = λδ/(3M). Given r ∈ (0, 1), choose n = n(r) ∈ N such that
3M ≤ λ−nr < 3λ−1M.
Note that λ−nκr < δ < M.We shall show that for each i = i1i2 · · · in ∈ Λ
n,
(4.5) πjgiµ(B(x, κr)) ≤
1
2
πjgiµ(B(x, r)).
Once this is proved, (4.4) follows from (3.5).
To prove (4.5), we first apply Lemma 3.1 and obtain x(i) ∈ R, such that
for any R > 0,
πjgiµ(B(x,R)) = πi∗j(B(x(i), λ
−nR)).
If |x(i)| ≥ 2M, then B(x(i), λ−nκr) is disjoint from [−M,M] since λ−nκr ≤
M. Thus the left hand side of (4.5) is zero and hence the inequality holds.
Assume now that |x(i)| < 2M. Then
B(x(i), λ−nr) ⊃ [−M,M],
so the right hand side of (4.5) is equal to 1/2. On the other hand,
B(x(i), λ−nκr) ⊂ B(x(i), δ).
Thus the left hand side of (4.5) is at most 1/2 and hence the inequality
holds. 
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Corollary 4.1. α > 0.
Proof. By Proposition 4.1, there is δ > 0 such that πjµ(B(y, δ
n)) ≤ 2−nπjµ(B(y, 1))
for any j ∈ Σ, n ∈ Z+ and y ∈ R. It follows that
lim sup
r→0
log πjµ(B(y, r))
log r
≥ log2 δ
−1 > 0.
Thus α > 0. 
4.2. Entropy porosity of πjµ. In this subsection we complete the proof of
Theorem 4.1.
Lemma 4.2. For any ε > 0,m ≥ M(ε), n ≥ N(ε,m),
inf
j∈Σ
νn
({
i ∈ Λn : α − ε <
1
m
H(πijµ,Lm) < α + ε
})
> 1 − ε.
Proof. Denote hm(j) =
1
m
H(πjµ,Lm). Let us first show that hm is continuous
in j ∈ Σ. Indeed, the supports of supp(πjµ) are uniformly bounded and
j 7→ πjµ is continuous in the weak star topology. Since πjµ has no atom, for
any I ∈ Lm, j 7→ πjµ(I) is continuous. Thus
1
m
H(πjµ,Lm) =
1
m
∑
I∈Lm, I⊆[0,1]
h
(
πjµ(I)
)
is continuous in j, where h(t) = t logb
1
t
is a continuous function in [0,∞).
Since hm converges to α ν
Z+-a.e., the sequence {hm} also converges to α
in measure, i.e.
Ωm :=
{
j ∈ Σ :
∣∣∣∣∣ 1mH(πjµ,Lm) − α
∣∣∣∣∣ < ε
}
satisfies νZ+(Ωm) → 1 as m → ∞. So there exists M(ε) such that when
m ≥ M(ε), νZ+(Ωm) > 1 − ε/2.
Fix such an m ≥ M(ε). As Ωm is an open subset of Σ, there exists N :=
N(m, ε) such that the union XN of the N-th cylinders completely contained
in Ωm has ν
Z+-measure greater than 1 − ε. For each n ≥ N, Xn ⊃ XN . The
lemma follows. 
We shall need the following two lemmas which are respectively Lemma
3.7 and Lemma 3.10 in [4].
Lemma 4.3. For any ε > 0, there exists δ > 0 such that the following
holds. Let m, ℓ ∈ N and k > k(m, ℓ) be given, and suppose that τ ∈ P(R)
is a measure and β > 0 is a constant such that for a (1 − δ)-fraction of
1 ≤ t ≤ k, we can write τ as a convex combination τ = p0τ0 +
∑
i≥1
piτi, τi ∈
P(R), p0 < δ so as to satisfy the following three conditions
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(1) 1
m
H(τi,Lt+m) ≥ β, i ≥ 1.
(2) diam(supp(τi)) ≤ b
−(t+ℓ), i ≥ 1.
(3) τ(I) < δτ(J) whenever I ⊆ J are concentric intervals, |I| = b−ℓ|J| =
b−(t+ℓ).
Assume further that
∣∣∣1
k
H(τ,Lk) − β
∣∣∣ < δ. Then τ is (β, ε,m)-entropy porous
from scale 1 to k.
Lemma 4.4. For every ε > 0 there exists δ > 0 with the following property.
Let ℓ ∈ N and m > m(ε, ℓ), and let τ ∈ P(R) be a measure such that
τ(I) < δ
2
τ(J) whenever I ⊆ J are concentric intervals, |I| = b−ℓ|J| = 2b−(k+ℓ)
for every k ∈ N. Let n > n(m, ℓ) and suppose that τ is (α, δ,m)-entropy
porous from scales n1 to n2 = n1 + n. Then for any f (x) = ax + c, a ∈
R \ {0} and c ∈ R, f τ is (α, ε,m)-entropy porous from scales n1 − [logb |a|]
to n2 − [logb |a|].
Lemma 4.5. Under the assumption of Theorem 4.1, for any ε > 0, there ex-
ists δ > 0 such that if m ≥ M(ε) and k ≥ K(ε,m) and if
∣∣∣1
k
H(πjµ,Lk) − α
∣∣∣ <
δ
2
, then πjµ is (α, ε,m)-entropy porous from scale 1 to k.
Proof. (1) Assume without loss of generality that πjµ is supported in [0, 1]
for all j ∈ Σ. Fix ε > 0. Let δ > 0 be so small that the conclusion of
Lemma 4.3 holds and δ < 2α. Let β = α − δ/2 > 0. By Proposition 4.1,
there exists ℓ ∈ N, such that for any j ∈ Σ, we have
(4.6) πjµ(I) <
δ
2
πjµ(J)
whenever I ⊆ J are concentric intervals with 1 ≥ |I| = b−ℓ|J|.
By Lemma 4.2, when m ≥ M(ε) and n ≥ N(ε,m), we have
(4.7) νnˆ
({
i ∈ Λnˆ : α −
δ
6
<
1
m
H(πijµ,Lm) < α +
δ
6
})
> 1 − δ
Increasing M(ε) if necessary, we may assume that M(ε) > 6max(C0, ℓ)/δ,
where C0 is as in (4.2).
Fix m > M(ε) and assume k > K(ε,m) := N(ε,m)/δ. Let us show that
for any N(ε,m) < n ≤ k, and for t = n − ℓ, the measure τ = πjµ can be
written in the form
∑
piτi with the properties (1)-(3) in Lemma 4.3.
Indeed, since m > 6C0/δ, by (4.2), for any i ∈ Λ
nˆ,∣∣∣∣∣ 1mH(πjgiµ,Ln+m) − 1mH(πi∗jµ,Lm)
∣∣∣∣∣ ≤ C0m < δ6 .
So (4.7) implies that the set
In =
{
i ∈ Λnˆ :
1
m
H(πjgiµ,Lm+n) > α −
δ
3
}
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has cardinality greater than (1 − δ)bnˆ. We define τ1, τ2, . . . to be equal to
πjgiµ with i ∈ In, p1 = p2 = · · · = b
−nˆ and define p0 = 1 − #Inb
−nˆ and τ0
to be the average of πjgiµ for those i ∈ Λ
nˆ \ In. Then τ = p0τ0 + p1τ1 + · · ·
and p0 < δ. Moreover,
(1) For each i = 1, 2, . . .,
1
m
H(τi,Lt+m) ≥
1
m
(H(τi,Ln+m) − ℓ) > α −
δ
2
= β.
(2) Since we assume that all the πjµ are supported in [0, 1] and λ
nˆ ≤ b−n
by definition of nˆ, by Lemma 3.1, each of τ1, τ2, · · · is supported in
an interval of length b−n ≤ b−(t+ℓ).
(3) The property (3) follows from (4.6).
Since ∣∣∣∣∣1kH(τ,Lk) − β
∣∣∣∣∣ ≤
∣∣∣∣∣1kH(τ,Lk) − α
∣∣∣∣∣ + |α − β| < δ,
by Lemma 4.3, we obtain that τ is (β, ε,m)-entropy porous from scale 1 to
k, hence it is (α, ε,m)- entropy porous from scale 1 to k. 
Proof of Theorem 4.1. By Lemma 3.1,
πjgwgi1i2···inˆ = λ
nˆ+|w|πinˆ ···i1w∗jµ + Constant.
So by Lemma 4.4, it suffices to prove that when m > M(ε), k ≥ K(ε,m) and
n ≥ N(ε,m, k), for any h ∈ Σ,
(4.8)
ν
({
i ∈ Σ : πi1i2 ···inˆhµ is (α, ε,m) − entropy porous from scale 1 to k
})
> 1− ε.
Given ε > 0, let δ, M(ε) and K(ε,m) be given by Lemma 4.5. For this δ > 0,
by Lemma 4.2, when k ≥ K(δ) and n ≥ N(δ, k),
ν
({
i ∈ Σ :
∣∣∣∣∣1kH(πinˆinˆ−1···i1hµ,Lk) − α
∣∣∣∣∣ < δ2
})
> 1 − δ.
Therefore, when m ≥ M(ε), k ≥ max(K(ε,m),K(δ)) and n ≥ N(δ, k), (4.8)
holds. 
5. Transversality
In this section, we deduce from the condition (H) some quantified esti-
mates. These estimates will be used to construct a sequence of partitions
L#n of the spaceX in the next section which in turn is used in the last section
to prove Theorem B. The main result of this section is summarized in the
following theorem.
Theorem 5.1. Suppose that a real analytic Z-periodic function φ(x) sat-
isfies the condition (H) for some integer b ≥ 2 and λ ∈ (1/b, 1). Then
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there exist positive integers ℓ0,Q0 and a constant ρ0 > 0 with the following
property. For any u, v ∈ Σ with un , vn,
(5.1) sup
x∈[0,1)
|Γ′u(x) − Γ
′
v(x)| ≥ ρ0b
−Q0n,
and
(5.2)
∑
I∈Lℓ0
I⊂[0,1)
inf
x∈I
|Γ′u(x) − Γ
′
v(x)| ≥ ρ0 sup
x∈[0,1]
|Γ′u(x) − Γ
′
v(x)|.
For the proof, we observe that for any integer k ≥ 0, the family Γ
(k)
u ,
u ∈ Σ, is compact with respect to the topology of uniform convergence in
R. Together with the condition (H), this implies the maps in
(5.3) Fn := {Γu − Γv : un , vn and u j = v j for 1 ≤ j < n}
are uniformly separated with constants depending on n. In order to quan-
tify the dependence of the constants in n, we shall use the following fact
frequently, which can be checked directly by definition of Γ:
If u = (um)
∞
m=1
, v = (vm)
∞
m=1
∈ Σ and u1 = v1, u2 = v2, . . ., un−1 = vn−1 but
un , vn, where n ∈ Z+, then for any k ≥ 1,
(5.4) Γ(k)u,v(x) =
(
γ
bk−1
)n−1
Γ
(k)
σn−1(u),σn−1(v)
(
x + u1 + · · · + un−1b
n−2
bn−1
)
,
where Γu,v = Γu − Γv.
Definition 5.1. For an integer k ≥ 0, we say that a map ψ : [a, b) → R is
k-regular if ψ is Ck and
sup
x∈[a,b)
|ψ(k)(x)| ≤ 2 inf
x∈[a,b)
|ψ(k)(x)|.
Lemma 5.1. There exists a constant ε1 > 0 and a positive integer Q1 such
that for any f ∈ F1,
(5.5) sup
x∈[0,1]
| f ′(x)| ≥ ε1,
and for any x ∈ [0, 1], there exists k ∈ {1, 2, . . . ,Q1} such that
(5.6) | f (k)(x)| ≥ ε1.
Proof. This follows from the fact that F1 is compact with respect to the
topology of uniform convergence in the Ck sense. More precisely, if (5.5)
fails, then there exists fm ∈ F1 such that supx∈[0,1] | f
′
m(x)| < 1/m. Pass-
ing to a subsequence we may assume that there exists f ∈ F1 such that
supx∈R | f
′
m(x) − f
′(x)| → 0. Then f ′(x) = 0 for all x ∈ [0, 1]. Since f is
real analytic and f (0) = 0, this implies that f ≡ 0. However, F1 does not
contain the zero function by the condition (H), a contradiction.
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Similarly, if (5.6) fails, then there exists fm ∈ F1 and xm ∈ [0, 1] such
that | f
(k)
m (xm)| < 1/m, for each m = 1, 2, . . .. Passing to a subsequence, there
exists x0 ∈ [0, 1] and f ∈ F1 such that xm → x0 and maxx∈[0,1] | f
(k)
m (x) −
f (k)(x)| → 0 as m → ∞, for each k = 1, 2, . . .. It follows that f (k)(x0) = 0 for
all k. As f is real analytic, this implies that f ≡ 0, a contradiction. 
Lemma 5.2. Let ε1,Q1 be as in Lemma 5.1. There exist ℓ1 ∈ N such that
for any f ∈ Fn, n = 1, 2, . . ., and any I ∈ Lℓ1 with I ⊂ [0, 1), f : I → R is
k-regular and
sup
x∈I
| f (k)(x)| ≥ ε1
(
γb1−k
)n−1
for some k ∈ {1, 2, . . . ,Q1}.
Proof. For each n = 1, there is a constant C1 > 0 such that for each f ∈ F1,
| f (k)(x)| ≤ C1 for any k = 2, 3, . . . ,Q1 + 1 and any x ∈ [0, 1). So there is an
integer ℓ1 ≥ 1 such that for each f ∈ F1 and each I ∈ Lℓ1 with I ⊂ [0, 1),
f : I → R is k-regular and supx∈I | f
(k)(x)| ≥ ε1 for some k ∈ {1, 2, . . . ,Q1}.
For general n, this follows from (5.4). Indeed, there is u1, u2, . . . , un−1 and
a map f1 ∈ F1 such that
f ′(x) = γn−1 f ′1
(
x + u1 + · · · + un−1b
n−2
bn−1
)
.
For any I ∈ Lℓ1 , there is J ∈ Lℓ1 such that
x ∈ I ⇒
x + u1 + · · · + un−1b
n−2
bn−1
∈ J.
Since f1 is k-regular in J for some k ∈ {1, 2, . . . ,Q1}, f is k-regular in I for
the same k. 
Lemma 5.3. For any integer k ≥ 1, there exist δk > 0 and τk > 0 such
that the following holds. Let ψ : [0, 1) → R be a Ck function such that
|ψ(k)(x)| ≥ 1 for all x ∈ [0, 1). Then there exists a subinterval J of [0, 1) such
that |J| ≥ δk and such that |ψ
′(x)| > τk for all x ∈ J.
Proof. We prove by induction on k. The starting step k = 1 is trivial. Now
assume that the lemma is true for k < m, m ≥ 2. Let us prove it for the case
k = m. Assume without loss of generality that ψ(m)(x) ≥ 1 for all x ∈ [0, 1)
and that ψ(m−1)(1/2) ≥ 0. Then ψ(m−1)(x) ≥ 1
4
for all x ∈ [3/4, 1). Consider
the function ϕ(x) = 4mψ((x + 3)/4). Then ϕ(m−1)(x) ≥ 1 for all x ∈ [0, 1).
By the induction hypothesis, there is a subinterval Jm−1 of [0, 1) such that
|Jm−1| ≥ δm−1 and |ϕ
′(x)| ≥ εm−1 for all x ∈ Jm−1. Put Jm = {(x + 3)/4 : x ∈
Jm−1}, δm = δm−1/4 and τm = (1/4)
m−1τm−1. Then |Jm| ≥ δm and |ψ
′(x)| ≥ τm
for all x ∈ Jm. 
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Lemma 5.4. Assume that f : [a, b) → R is k-regular for some positive
integer k. Then there exists δk > 0, ρk > 0 depending only on k and an
interval J ⊂ [a, b) with |J| > δk(b − a) such that
inf
x∈J
| f ′(x)| ≥ ρk sup
x∈[a,b)
| f ′(x)|.
Proof. Without loss of generality, we may assume that [a, b) = [0, 1) and
sup
0≤x<1
| f (k)(x)| = 1.
(Otherwise, we consider λ1 f (λ2x + c) instead of f for suitable choices of
λ1, λ2 > 0 and c ∈ R.) We may assume that for each 1 ≤ k
′ < k, f : [0, 1)→
R is not k′-regular, i.e.
(5.7) sup
x∈[0,1)
| f (k
′)(x)| > 2 inf
x∈[0,1)
| f (k
′)(x)|,
for otherwise we may work on k′ instead of k. By the mean value theorem,
| f (k−1)(x) − f (k−1)(y)| ≤ |x − y| ≤ 1
for each x, y ∈ [0, 1). By (5.7), we have supx∈[0,1) | f
(k−1)(x)| < 2. But then by
the mean value theorem again
| f (k−2)(x) − f (k−2)(y)| ≤ 2|x − y| ≤ 2
holds for all x, y ∈ [0, 1]. Once again by (5.7), we obtain supx∈[0,1) | f
(k−2)(x)| ≤
4. Repeating the process, we obtain
sup
x∈[0,1)
| f (m)(x)| ≤ 2m,
for each m = 1, 2, . . . , k − 1. In particular,
sup
x,y∈[0,1)
| f ′(x) − f ′(y)| ≤ 2k−1.
On the other hand, by Lemma 5.3, there exists δk > 0, τk > 0 and an interval
J with |J| ≥ δk such that | f
′(x)| > τk for all x ∈ J. The lemma follows by
taking ρk = τk/2
k−1. 
Proof of Theorem 5.1. By Lemma 5.2 and Lemma 5.3, we obtain the first
inequality. By Lemma 5.2 and Lemma 5.4, we obtain the second inequality.

6. The partitions LX
i
of the space X
In this section, we construct a nested sequence of partitions LX
i
of the
space X (3.8) and prove a few key properties of these partitions. The sepa-
ration properties given in Theorem 5.1 plays a central role in the proofs.
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Throughout we fix an integer b ≥ 2 and λ ∈ (1/b, 1) and we assume that
φ : R → R is a real analytic Z-periodic function that satisfies the condition
(H).
Recall that by Lemma 3.1, for any j ∈ Σ and i ∈ Λ#,
πjgi(x, y) = λ
|i|(y − Γi∗j(x)) + πjgi(0).
So each member of X can be written in the form λt(y − ψ(x)) + c, where
t ∈ N, c ∈ R and ψ(x) ∈ Cω(R) with ψ(0) = 0. We shall call |i| the height of
the map πjgi. Define π : X → N × R
M+1 by
λt(y + ψ(x)) + c→
(
t, ψ(
1
M
), ψ(
2
M
), . . . , ψ(1), c
)
,
where M = bℓ0 and ℓ0 comes from Theorem 5.1.
Definition 6.1. For each integer n ≥ 1, LXn consists of non-empty subsets of
X of the following form
π
−1 ({t} × I1 × I2 × . . . × IM × J) ,
where t ∈ N, I1, I2, · · · , IM ∈ Ln, J ∈ Ln+[t logb 1/λ]. The partition L
X
0
consists
of non-empty subsets of X of the following form
π
−1
({t} × R × . . . × R × J) ,
where t ∈ N, J ∈ L[t logb 1/λ].
Lemma 6.1. There exists A > 0 such that any i ≥ 0, each element of LX
i
contains at most A elements of LX
i+1
.
Proof. When i ≥ 1, the statement holds with A = bM+1. Since Γj(x) is
uniformly bounded in [0, 1), j ∈ Σ, for each t ∈ N, there are only finitely
many members of LX
1
whose elements have height t. So enlarging A, we
can guarantee that the statement holds also for the case i = 0. 
Lemma 6.2. There exists R > 0 such that if πjgu and πjgv belong to the same
element of LX
i
, where j ∈ Σ, u, v ∈ Λnˆ, and i ≥ 0, then for any x ∈ [0, 1) and
y ∈ R,
|πjgu(x, y) − πjgv(x, y)| ≤ Rb
−(n+i).
Proof. By definition of the partition LX
i
, we have
|πjgu(0) − πjgv(0)| = O(b
−(n+i))
and
|Γu∗j(k/M) − Γv∗j(k/M)| ≤ b
−i
A DICHOTOMY FOR THE WEIERSTRASS-TYPE FUNCTIONS 27
for each 1 ≤ k ≤ M. Note that the last inequality also holds for k = 0 since
then the left hand side is equal to 0. For each I ∈ Lℓ0 with I ⊂ [0, 1) there
exists 0 ≤ k < M such that I = [k/M, (k + 1)/M). Thus
inf
x∈I
|Γ′u∗j(x) − Γ
′
v∗j(x)| ≤ 2b
−iM.
By Theorem 5.1, it follows that
(6.1) sup
x∈[0,1)
|Γ′u∗j(x) − Γ
′
v∗j(x)| ≤ 2ρ
−1
0 Mb
−i,
hence
(6.2) sup
x∈[0,1)
|Γu∗j(x) − Γv∗j(x)| ≤ 2ρ
−1
0 Mb
−i.
Since
πjgu(x, y) − πjgv(x, y) = −λ
nˆ(Γu∗j(x) − Γv∗j(x)) + πjgu(0) − πjgv(0)
the lemma follows. 
Lemma 6.3. There exists a constant C ∈ Z+ such that for any u , v ∈ Λ
n,
n ≥ 1, and j ∈ Σ, LX
Cn
(πjgu) , L
X
Cn
(πjgv).
Proof. Choose C ∈ Z+ such that
ρ0b
−Q0n > 2ρ−10 Mb
−Cn
holds for all n ≥ 1. Since u and v are distinct elements of Λn, by Theo-
rem 5.1,
sup
x∈[0,1)
|Γ′u∗j(x) − Γ
′
v∗j(x)| ≥ ρ0b
−Q0n > 2ρ−10 Mb
−Cn.
As in the proof of (6.1), we see that πjgu and πjgv cannot belong to the same
element of LX
Cn
. 
Lemma 6.4. For any ε > 0, there exists p > 0 and δ∗ > 0 such that the
following holds if i and k are sufficiently large. If η is a probability measure
supported in an element of LX
i
such that each element in the support of η
has height nˆ and such that
1
k
H
(
η,LXi+k
)
> ε,
then
νiˆ
({
u ∈ Σiˆ :
1
k
H
(
η.
(
δgu(0)
)
,Li+k+n
)
≥ δ∗
})
> p.
Proof. Let M1 = b
ℓ0+1, where ℓ0 is as in Theorem 5.1 and assume iˆ > ℓ0. It
suffices to prove that for each integer 0 ≤ T < biˆ−ℓ0−1, there exists at least
one element x of
XT =
{
T
biˆ
+
j
M1
: 0 ≤ j < M1, j ∈ Z
}
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such that
(6.3)
1
k
H(η.δ(x,W(x)) ,Li+k+n) >
ε
2M1
,
Indeed, once this proved, the desired estimate holds with δ∗ = ε/(2M1) and
p = 1/M1.
So let us fix T . Write x˜ j =
T
biˆ
+
j
M1
, 0 ≤ j < M1 and let z˜ j =
(
x˜ j,W(x˜ j)
)
.
Define F : supp(η)→ RM1 , by
F(Ψ) =
(
Ψ(˜z0),Ψ(˜z1), . . . ,Ψ(˜zM1−1)
)
.
Claim. There exists a constant C˜ such that
H
(
η,LXi+k
)
≤ H
(
Fη,LR
M1
i+k+n
)
+ C˜.
To prove this claim, take I ∈ LR
M1
i+k+n
. It suffices to show that the cardinality
of the set {J ∈ LX
i+k
∣∣∣J ∩ F−1(I) , ∅ and J ∩ supp(η) , ∅} is uniformly
bounded. For any Ψ(m) ∈ supp(η) with F(Ψ(m)) ∈ I, m = 1, 2, writing
Ψ(m)(x, y) = λnˆ(y − Γu(m)(x)) + c
(m), we have
∣∣∣Ψ(2)(˜z j) − Ψ(1)(˜z j)∣∣∣ ≤ b−(i+k+n).
So for each 1 ≤ j < M1,∣∣∣∣(Ψ(2)(˜z j) −Ψ(1)(˜z j)) − (Ψ(2)(˜z j−1) − Ψ(1)(˜z j−1))∣∣∣∣ = O(b−(i+k+n))
which means that
λnˆ
∣∣∣(Γu(2) − Γu(1)) (x˜ j) − (Γu(2) − Γu(1)) (x˜ j−1)∣∣∣ = O(b−(i+k+n)),
i.e. ∣∣∣(Γu(2) − Γu(1)) (x˜ j) − (Γu(2) − Γu(1)) (x˜ j−1)∣∣∣ = O(b−(i+k)).
Therefore,
inf
x∈[x˜ j−1 ,x˜ j)
|Γ′
u(2)
(x) − Γ′
u(1)
(x)| = O(b−(i+k)).
For each element L of Lℓ0 which is contained in [0, 1) there exists 1 ≤ j <
M1 such that [x˜ j−1, x˜ j) ⊂ L. So
inf
x∈L
|Γ′
u(2)
(x) − Γ′
u(1)
(x)| = O(b−(i+k)).
By Theorem 5.1, it follows that
sup
x∈[0,1]
∣∣∣∣∣(Γu(2) − Γu(1))′(x)
∣∣∣∣∣ = O(b−(i+k)).
Since Γj(0) = 0 for each j ∈ Σ, we obtain that
sup
x∈[0,1)
|Γu(2)(x) − Γu(1)(x)| = O(b
−(i+k)).
In particular, λnˆ
∣∣∣(Γu(2) − Γu(1)) (x˜ j)∣∣∣ = O(b−(i+k+n)). Since
Ψ(2)(˜z j) −Ψ
(1)(˜z j) = −λ
nˆ (Γu(2) − Γu(1)) (x˜ j) + c
(2) − c(1),
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we also obtain that ∣∣∣c(2) − c(1)∣∣∣ = O(b−(i+k+n)).
By definition of LX
i+k
, we conclude the proof of the claim.
Since
H
(
Fη,LR
M1
i+k+n
)
≤
M1−1∑
j=0
H
(
η.δ˜z j ,Li+k+n
)
,
the claim implies that for at least one z˜ j we have
1
k
H
(
η.δ˜z j ,Li+k+n
)
≥
ε
M1
−
C˜
kM1
.
So (6.3) follows provided that k is sufficiently large. 
7. Proof of Theorem B’
In this section, we shall apply Hochman’s criterion on entropy increas-
ing to complete the proof of Theorem B’. The basic idea is to introduce a
discrete measure
θjn =
1
bnˆ
∑
i∈Λnˆ
δπjgi ∈ P(X)
for each n ∈ Z+ and analyze the entropy of θ
j
n with respect to the partitions
L#i and also the entropy of
πjµ = θ
j
n.µ
with respect to the partitions Li.
7.1. The entropy of θ
j
n. We start with analyzing the entropy of θ
j
n with
respect to the partitions LX
i
.
Lemma 7.1. For νZ+-a.e. j ∈ Σ,
lim
n→∞
1
n
H
(
θ jn,L
X
0
)
= lim
n→∞
1
n
H(πjµ,Ln) = α.
Proof. Define πn, π : Σ → R
2, by πn(i) = gi1i2···inˆ(0, 0) and π(i) = limn→∞ πn(i).
Then πn − π = O(b
−n), and hence πjπn − πjπ = O(b
−n). Therefore,
H(πjµ,Ln) = H
(
πjπν
Z+ ,Ln
)
= H(πjπnν
Z+,Ln) + O(1).
For ν-a.e. j ∈ Σ, limn→∞
1
n
H(πjµ,Ln) = α, so
lim
n→∞
1
n
H(πjπnν,Ln) = α.
Since H(θ
j
n,L
#
0) = H(πjπnν,Ln), the lemma follows. 
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Lemma 7.2. There exists C ∈ Z+ such that for each j ∈ Σ, we have
lim
n→∞
1
n
H
(
θ jn,L
X
Cn
)
=
log b
log(1/λ)
.
Proof. By Lemma 6.3, there exists C ∈ Z+ such that for all n ≥ 1 and
any two distinct i, k ∈ Λnˆ, πjgi and πjgk lie in distinct elements of L
#
Cn
.
Therefore H(θ
j
n,L
#
Cn) = nˆ log b. Since limn→∞ n/nˆ = logb 1/λ, the lemma
follows. 
From now on, we fix j ∈ Σ so that the conclusion of Lemma 7.1 holds.
We shall write θn = θ
j
n. Let
(7.1) ε0 =
1
C
 log b
log 1
λ
− α
 > 0.
7.2. Decomposition of entropy. In the following lemma, we decompose
the entropy of θn and πjµ into small scales.
Lemma 7.3. For any τ > 0, there exists C0(τ) > 0 such that if k, n are
positive integers with n > C0(τ)k, then
(7.2)
1
Cn
H(θn,L
X
Cn|L
X
0 ) ≤ E
θn
0≤i<Cn
[
1
k
H((θn)Ψ,i,L
X
i+k)
]
+ τ,
(7.3)
1
Cn
H(πjµ,L(C+1)n|Ln) ≥ E
θn
0≤i<Cn
[
1
k
H((θn)Ψ,i.µ,Li+k+n|Li+n)
]
− τ.
Proof. Using Lemma 6.1 and arguing in the same way of [12, Lemma 3.4],
we have
1
Cn
H(θn,L
X
Cn|L
X
0 ) = E
θn
0≤i<Cn
[
1
k
H((θn)Ψ,i,L
X
i+k)
]
+ O
(
k
n
)
.
Therefore, when k and n/k are large enough, (7.2) holds. Similarly, we also
have
1
Cn
H(πjµ,L(C+1)n|Ln) ≥
1
Cn
∑
0≤i<Cn
[
1
k
H(πjµ,Li+k+n|Li+n)
]
− τ.
Note that πjµ = (θn).µ. By concavity of conditional entropy, we have
H(πjµ,Li+k+n|Li+n) = H((θn).µ,Li+k+n|Li+n) ≥ E
θn(H((θn)Ψ,i.µ,Li+k+n|Li+n)).
Thus (7.3) holds. 
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7.3. Proof of Theorem B’. To conclude the proof of Theorem B’, we shall
further decompose the entropy
QΨ0 ,i,n,k :=
1
k
H([(θn)Ψ0,i].µ,Li+k+n|Li+n)
into smaller scales and compare it with
Q˜Ψ0 ,i,n,k =
1
biˆ
∑
u∈Λiˆ
∫
X
1
k
H(Ψguµ,Li+k+n)d(θn)Ψ0 ,i(Ψ),
for each Ψ0 in the support of θn.
Lemma 7.4. For any τ > 0, the following holds provided that k ≥ K1(τ):
For any Ψ0 in the support of θn,
(7.4) QΨ0,i,n,k ≥ Q˜Ψ0 ,i,n,k − τ.
Proof. By concavity of conditional entropy, the left hand side of (7.4) is at
least
1
biˆ
∑
u∈Λiˆ
∫
X
(
1
k
H(Ψguµ,Li+k+n|Li+n)
)
dη(Ψ),
where η = (θn)Ψ0,i. For each Ψ in the support of η and each u ∈ Λ
iˆ,
the measure Ψguµ is supported in an interval of length O(b
−(i+n)), hence
H(Ψguµ,Li+n) is uniformly bounded. The lemma follows. 
The following lemmawill be proved in the next section, using Hochman’s
criterion on entropy increase.
Lemma 7.5 (Entropy Increasing). Assume α < 1. For every ε > 0, there
exist δ∗(ε) > 0 and K2(ε) > 0 such that for each k ≥ K2(ε) there exists
I2(k, ε) with the following property. Assume i ≥ I2(k, ε). If Ψ0 is in the
support of θn and
1
k
H((θn)Ψ0,i,L
X
i+k) ≥ ε,
then
QΨ0,i,n,k ≥ Q˜Ψ0 ,i,n,k + δ∗(ε).
Lemma 7.6. For any τ > 0, k ≥ K3(τ) and n ≥ N3(τ, k), the following
holds:
E
θn
0≤i<Cn
(Q˜Ψ,i,n,k) > (α − τ)(1 − τ).
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Proof. First, we notice that
E
θ
j
n
0≤i<Cn
(Q˜Ψ,i,n,k) =
1
Cn
∑
0≤i<Cn
1
biˆ
∑
u∈Λiˆ
∫
X
1
k
H(Ψguµ,Li+n+k)dθ
j
n(Ψ)
=
1
Cn
∑
0≤i<Cn
1
biˆ
∑
u∈Λiˆ
1
bnˆ
∑
v∈Λnˆ
1
k
H(πjgvguµ,Li+n+k)
=
1
Cn
∑
0≤i<Cn
1
biˆ+nˆ
∑
w∈Λiˆ+nˆ
1
k
H(πjgwµ,Li+n+k).
By Lemma 4.2, for each k ≥ M(τ/2), the following holds for all n large
enough:
inf
j∈Σ
νiˆ+nˆ
({
w ∈ Λiˆ+nˆ :
1
k
H(πw′jµ,Lk) > α − τ/2
})
> 1 − τ.
By Lemma 3.7 and Lemma 3.3, forw ∈ Λiˆ+nˆ, |H(πw∗jµ,Lk)−H(πjgwµ,Li+n+k)|
is uniformly bounded. So when k is large enough, the above displayed in-
equality implies that
inf
j∈Σ
νiˆ+nˆ
({
w ∈ Λiˆ+nˆ :
1
k
H(πjgwµ,Li+n+k) > α − τ
})
> 1 − τ.
The lemma follows. 
Proof of Theorem B’. Arguing by contradiction, assume that α < 1. Let ε0
be given by (7.1) and ε = ε0/2. Let δ∗ = δ∗(ε0/2) be given by Lemma 7.5
and let τ ∈ (0, δ∗) be a small constant to be determined. Fix
k ≥ max(K1(τ),K2(ε),K3(τ)),
where K1(τ) is given by Lemma 7.4, K2(ε) is given by Lemma 7.5 and
K3(τ) is given by Lemma 7.6. Assume that n is large enough. Then the
left hand side of (7.2) tends to ε0 > 0. By Lemma 6.1, for any i ≥ 0, any
LX
i
-component η of θn,
1
k
H(η,LX
i+k
) is bounded from above by a constant.
Thus
ξ0 := P
θn
0≤i<Cn
(
1
k
H((θn)Ψ,i,L
X
i+k) > ε
)
is bounded from below by a positive constant 2p. By Lemma 7.5,
ξ := P
θn
0≤i<Cn
(
QΨ,i,n,k > Q˜Ψ,i,n,k + δ∗
)
≥ ξ0 −
N2(k, ε)
Cn
≥ p.
Therefore, by Lemma 7.6
E
θn
0≤i<Cn
(
QΨ,i,n,k
)
≥ E
θn
0≤i<Cn
(
Q˜Ψ,i,n,k
)
+ξδ∗−(1−ξ)τ ≥ (α−τ)(1−τ)+ξδ∗−(1−ξ)τ.
Choosing τ > 0 small enough, we obtain
E
θn
0≤i<Cn
(
QΨ,i,n,k
)
≥ α + pδ∗/2.
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However, as n → ∞, the left hand side of (7.3) converges to α, a contradic-
tion! 
7.4. Proof of the Entropy Increasing Lemma. In the rest of this section,
we shall prove Lemma 7.5. The following is a version of Hochman’s en-
tropy increasing criterion, see [12, Theorem 2.8] and [4, Theorem 4.1].
Theorem 7.1 (Hochman). For any ε > 0 and m ∈ Z+ there exists δ =
δ(ε,m) > 0 such that for k > K(ε, δ,m), n ∈ N, and τ, θ ∈ P(R), if
(1) diam(supp(τ)), diam(supp(θ)) ≤ b−n,
(2) τ is (1 − ε, ε
2
,m)-entropy porous from scales n to n + k,
(3) 1
k
H(θ,Ln+k) > ε,
then
1
k
H(θ ∗ τ,Ln+k) ≥
1
k
H(τ,Ln+k) + δ.
For η := (θn)Ψ0,i as in Lemma 7.5, we decompose it as follows:
η.µ =
1
biˆ
∑
u∈Λiˆ
η.guµ.
We first show that the entropy of each term in the right hand side can be
represented by entropy of convolutions of line measures.
Lemma 7.7. There is a constant C1 > 0 and for each τ > 0 there exists
K(τ) such that when i ≥ C1k, k ≥ K(τ) the following holds:∣∣∣∣∣1kH(η.guµ,Li+k+n|Li+n) − 1kH((η.δgu(0)) ∗ (Ψ0guµ),Li+k+n)
∣∣∣∣∣ < τ.
Proof. Write z0 := gu(0) = (x0, y0). Define F,G : supp(η) × supp(guµ)→ R
by
F(Ψ, z) = Ψ(z), G(Ψ, z) = Ψ(z0) + Ψ0(z) − Ψ0(z0).
Note that F(η × guµ) = η.guµ and G(η × guµ) is a translation of the convo-
lution of η.δz0 and Ψ0.guµ. By Lemma 6.2, η.δz0 is supported in an interval
of length O(b−(i+n)). The same is also true for Ψ0.guµ, and hence for the
measure G(η × guµ). It follows that H(G(η × guµ),Li+n) is bounded from
above by a constant. Thus it is enough to show that
F(Ψ, z) −G(Ψ, z) = O(b−(i+k+n))
under the assumption that i/k is large enough.
To this end, writeΨ(x, y) = λnˆ(y−Γv(x))+c andΨ0(x, y) = λ
nˆ(y−Γv0(x))+
c0. Then for z = (x, y), we have∣∣∣F(Ψ, z) −G(Ψ, z)∣∣∣ = λnˆ∣∣∣ ∫ x0
x
(Yv − Yv0)(s)ds
∣∣∣ = b−n · O(|x − x0|).
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Note that |x − x0| ≤ b
−iˆ = O(b−
log b
log 1/λ i). So when i/k is sufficiently large,
|x − x0| = O(b
−(i+k)), and hence |F(ψ, z) −G(ψ, z)| = O(b−(i+k+n)). 
The measure η.δgu(0) plays the role of θ, and Ψ0guµ plays the role of τ
in Hochman’s theorem. Lemma 6.4 shows that for a definite amount of u,
η.δgu(0) has definite entropy.
Proof of Lemma 7.5. First, by concavity of conditional entropy,
1
k
H(η.µ,Li+k+n |Li+n) ≥ b
−iˆ
∑
u∈Λiˆ
1
k
H(η.guµ,Li+k+n|Li+n).
By Lemma 7.7, for any τ > 0,
(7.5)
1
k
H(η.µ,Li+k+n |Li+n) ≥
1
biˆ
∑
u∈Λiˆ
1
k
H((η.δgu(0)) ∗ (Ψguµ),Li+k+n) − τ
holds for each Ψ in the support of η, provided that k is large enough and
i ≥ C1k. By [12, Corollary 4.10], increasing K(τ) if necessary, we have
(7.6)
1
k
H((η.δgu(0)) ∗ (Ψguµ),Li+k+n) ≥
1
k
H(Ψguµ,Li+k+n) − τ,
for any Ψ and u.
Next, let us prove the following
Claim. There exist p, δo > 0 and for each k large enough, there exists
I(ε, k) such that the following holds when i ≥ I(ε, k). For each Ψ ∈ supp(η),
there is a subset ΩΨ of Λiˆ with νiˆ(ΩΨ) > p such that for u ∈ ΩΨ, we have an
entropy growth:
(7.7)
1
k
H((η.δgu(0)) ∗ (Ψguµ),Li+k+n) ≥
1
k
H(Ψguµ,Li+k+n) + δo.
Take ξ = min(1 − α, δ∗, p), where δ∗ = δ∗(ε) and p = p(ε) are as in
Lemma 6.4. So the set
Ω0 =
{
u ∈ Λiˆ :
1
k
H(η.δgu(0),Li+k+n) > ξ
}
satisfies νiˆ(Ω0) > p, provided that i, k are large enough. By Theorem 4.1,
there exists m, and for each k large enough there exists Ik such that when
i ≥ Ik, for any Ψ in the support of η, we have ν
iˆ(ΩΨ
1
) > 1 −
ξ
2
, where
ΩΨ1 = {u ∈ Λ
iˆ : Ψguµ is (α, ξ/2,m)− entropy porous from scale n+i to n+k+i}.
Thus νiˆ(ΩΨ) ≥ p/2, where ΩΨ = ΩΨ1 ∩Ω0. As we have seen before, for any
u ∈ Λiˆ, the measures η.δgu(0) and Ψguµ are supported in intervals of length
O(b−(i+n)). Applying Theorem 7.1 (with ξ in the place of ε, i+n in the space
of n), we complete the proof of the claim.
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Let us now complete the proof of Lemma 7.5. By (7.6) and (7.7), we
have
1
biˆ
∑
u∈Λiˆ
1
k
H(η.guµ,Li+k+n) ≥
1
biˆ
∑
u∈Λiˆ
1
k
H(Ψguµ,Li+k+n) + pδo − τ.
By (7.5), this gives us
1
k
H(η.µ,Li+k+n |Li+n) ≥
1
biˆ
∑
u∈Λiˆ
1
k
H(Ψguµ,Li+k+n) + pδo − 2τ.
Integrating over Ψ with respect to η gives us
1
k
H(η.µ,Li+k+n |Li+n) ≥ Q̂Ψ0 ,i,n,k +
pδo
2
,
provided that we had chosen τ small enough. 
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