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5 0 M M A I R E 
A l'origine nous nous avions proposé programmer sur 
CAB-5DO la méthode de synthèse de Gloushkov pour la classe 
des automates asynchrones du type machine transfert, d'où 
le titre de la thèse. 
A sa place nous avons resous le même problême â l'ai-
de d'une méthode algorihmique originale» 
Après une introduction on définit la nouvelle métho-
de , valable pour les machines asynchrones, ainsi que quel-
ques propriétés intéréssantés des expressions itérées ( en 
particulier de l'événement universel )» Dans la suite on 
établit les organigrammes générales de synthèse et l'orga-
nisation du travail sur machine. 
Après la conclusion, où l'on résume les avantages de 
nôtre méthode, il y a txoisPnnexes, dans le premier desquels 
on fait d'une façon pratique le point sur ces avantages par 
rapport à la méthode de Gloushkov
 f dans.le deuxième on 
groupe des organigrammes très détaillés, les programmes co-
rrespondants et quelques résultats > et dans le troisième 
le programme traduit en fortran IV qui a été mis au point 
sur le calculateur IBM 360/44 du l . E. R. A. ( Centre d'Etudes 
et Récherches en Automatisme). 
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C H A P I T R E I 
INTUDUCTIÙN DU PROBLEME 
1.1.- Généralités 
1.11.- La s y n t h èse de s., tables 
Lors de la conception d'une machine séquentielle 
on connaît une correspondance entre certaines séquences d'en 
trée et cetaines séquences de sortie. Il faut, à partir de 
là, trouver la table de flucnce qui amènera ensuite à la 
table d'excitation et à la table de sortie. Ceci est la syn-
thèse des tables, qui est normalement réalisée en deux sta-
des bien différenciés: passage â la table de flucnce et ré-
duction des états internes. 
re 1.1 ) du chemin suivi dans la synthèse d'un système sé-
quentiel : 




Pour faire le premier passage ( données -<->• table de 
fluence ) une méthode commode consiste â employer les expre-
ssions régulières suivant un algorithme du à Gloushkov. 
L'efficacité de cette méthode ( lorsqu'on la considère au 
point de vue de la vitesse du travail et du la diminution 
du risque d'erreur ) doit etre considérablement augmentée 
par l'utilisation d'une machine numérique. 
Le but de notre thèse est d'automatiser ce passage 
pour un certain type d ' expression régulière; que nous préci-
serons plus loin. La machine numérique utilisée est la CAB-
5 00. 
1.12.- Aperçu sur, les diverses méthodes .de sv/nthêse 
Depuis quelques années ( réf. 1 ) une partie 
très .importante de l'effort dans la théorie des automates 
finis a été dirigée vers le développement des algorithmes' 
qui peuvent être programmés sur calculateur digital. 
Au début ce furent seulement des machines spé-
ciales conçues surtout pour l'analyse des systèmes logiques. 
Le succès de ces machinas stimula la recherche des program-
mas sur calculateur numérique en vue de la conception des 
circuits combinatoires, et plus tard des circuits séquen-
tiels. On comprend bien que cette tendance a été dans une 
certaine mesure préparée et favorisée par plusieurs facteurs, 
les uns attachés aux autres: d'abord la complexité croissante 
des problèmes à résoudre, puis le perfectionnement de le 
technologie et la diminution du coût des composants, ce qui 
amène â la construction pratique des réseaux beaucoup plus 
importants, donc à des calculateurs de plus en plus puissants 
et rapides» 
Ceci veut dire que le théoricien s'est vu contraint 
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à chercher des algorithmes efficaces, des procédés systéma-
tiques qui permettent de laisser à une machine numérique 
le lourd volume de travail du traitement d'un système logi-
que. 
Parmi lue algorithmes proposés ( réf. 2 ) pour le pro-
rn i e r s t a de de .1 o s y n thèse des tables , ceux dûs à Ginsburg
 f 
Aizcrman, Moisil-Ioanin et Gloushkov, ce dernier présente 
un a v a n t a c o con siddrablo par rapport aux trois autres, c ' e s t 
qu 'il est aussi bien v a 1 a b 1 e pour .1 es systèmes s y n c h r o n e s 
que pour les asynchrones. Au contraire les deux premiers 
ne sont valables que pour les machines synchrones et la mé-
thode de î-ioisil seulement pour les asynchrones. 
Au point de vue programmation la méthode de Gloushkov 
est aussi plus avantageuse que celles de Gisburg et F] ois il 
puisqu'elle amène â un encombrement moins important des mé-
moires. La méthode d'Aizerman serait meilleure à ce point de 
vue si elle pouvait permettre de réaliser des machines eo-{ > 
rrespondant â des événements du type R = i | P, très fre-
^ J 
quents dans la technique, ainsi que les avènements condui-
sant a des machines asynchrones. 
Toutes ces méthodes ont quand même deux choses en com-
mun, en ce sens qu'elles deviennent impraticables traitées 
à la main dès que le problème est d'ordre industriel ( à 
partir de quinze variables ), d'où la nécessité de leur au-
tomatisation par calculateur et qu'elles supposent que les 
spécifications sont exprimées sous la forme normale. 
1.2,- Spécifications du problème sous forme normale 
On peut écrire les équations générales d'un système 
séquentiel sous la forme: 
/ Z = F ( X , Q ) 
n n n 
. Q , = G-( X , Q ) ( n-i-r n ' n 
où X , L tit Q représentent rusp ctivemcnt les vcctcurs 
n n n 1 
d'entrées de sortie et d'état interne à l'instant n* 
La première- étape de la synthèse consiste à passer 
d'un certain nombre de relations entre les alphabets d'entrée 
et de sortie ( X ) et ( Z ) à la détermination de ( Q ), F 
et G, obtenues souvent sous forme de. tables • 
On dira que ces relations de départ sont données sous 
forme normale lorsqu'elles sont représentées par des corres-
pondances entre des séquences temporelles d'un certain nom-
bre- de vecteurs , d'entrée et le même nombre de vecteurs de 
sortie » 
Ainsi une correspondance entre ( X) = ( X^* X^? X^ ) 
et ( Z ) = ( Z^, Z^ ) peut être par exemple: 
X^X^X^X^Xg séquence d'entrée ( instants 0, 1, 2, 
3, 4 et 5 ) 
Z^Z-^Z^Z^Z^ séquence de sortie ( instants 0, 1, 2, 
3 , . 4 ^t 5 ) 
Intéressons nous maintenant spécialement â un type -par-
ticulier de séquence d ' entrée : c'est la séquence itérée, 
qui consiste en l'applieat i o n à la machine z Sr o fois, u n e 
fois,».» m fois.., d'une merne suite d'entrées, ( ) 
On note cette suite d'entrées entre deux accolades ^  i 
( 1 l J 
Ainsi ( P ) = i X„X, Xn (, signifie qu'on peut appliquer 1 ^J 
â la machine 
- ou bien rien du tout ( séquence de longueur 
nulle désignée par \ ) 
- ou bien ^ X ^ X ^ 
- ou bien X X X„ X„X X_ c 1 Z c. -L 
- ou bien X ^ X X2 X1 X2 X2 XJ X2 
rn fois 
— ou b i u n X2 X1 X X ^  X2 • . . . • X p X j_X 2 • • • 
L'énoncé du problème sous forme normale doit être 
donné de façon non contadictoire. 
1 . 3 A l g è b r e dos expressions régulières 
1.31.- Defin.itIgns pt proprié16s. 
Supposons u n a m a c h i n e séquentiel 1 e s , dont i os al p h a -
bets d'entrcu et du sortie sont ( X^X^X^ ) et ( Z^Z^ ) et 
qui réalise la correspondance suivante entre des séquences 
d'entrées et de sorties? 
X. X_ X X X X_ X 1 2 1 d 1 3 2 
D -
Z1 Z2 Z2 Z1 Z2 Z2 Z1 
Les expressions 
R ( Z, ) = X. V X,XnX,Xn V X,XnX, X„X,X„X„ 1 1 1 2 1 3 1 2 1 3 1 3 2 
R ( Z„ ) = X^X- V X.X„X, V XtX^X.X^X, V X^X-X-.X-X.X-
2 1 2 1 2 J . 1 2 1 3 1 1 2 1 3 1 3 
( ou le symbole V signifie " ou Lien " ) expriment d'une fa-
çon séparée le fait de la réalisation de tous les vecteurs 
de 1 'alphabet do sortie pour plusieurs séquencus passibles 
des vecteurs d'entrée. 
Une expression du type R { Z ) s'appelle expression 
régulière. 
( Dans la suite nous remplacerons le signe V par un sig-
ne + , qui est plus maniable ; on désignera toujours les varia-
bles d'entrée par des X indexées et d'autres lettres, telles 
que P, Q, etc..., réprésenteront des expressions régulières 
ou des parties dus expressions régulières ). 
Ainsi on pourra écrire le première des relations ci-des-
sus.de la façon suivante; 
R ( Z x ) = P x + P lP 2 + P lP 2P 3 
avec Px = X 1 ? P 2 = X ^ ; P3 = X ^ ^ 
/ 
De_fin.ition . - La séquence de longueur nul.Le est celle qui 
„ 10 _ 
précédant ou sUiva n t u n G se q u C„ n co q u o Iconqu c P n v; m o d i f i u e n 
rien celle-ci, Donc P À= A P = P. 
Introduisons maintenant un nouvel ensemble 
/ i i - I X. + X„ + . . .+ X,,] 
^ J { 1 2 " J 
q ui , dévu1o p p6 , devient: 
I i ] = /(,+ ( + x2 + ... + xf| ) + ( Xj_ + x2+ ... + xH )2 
+ > . • Jr ( X, + X„ + . • • -f X. I ) + • . • — 1 2 iV 
aO 
— ( X, + Xn + . . . -i- XH ) 
" 1 c I Vf 
w Z" o-
Dr, ( X + X + . .. + X )1,1 représente l'ensemble de toutes 
1 2 
les séquences de longueur m qu'il est possible d'appliquer1 
a l'aide de l'alphabet ( X ) = ( X,XM . , . X„, ). Par conséquent ( } / H 
i i | représente l'ensemble des sequencas de longueur quel-
conque qui: l'on peut appliquer à partir de 1 'alphabet d'en-
trée ( X ) » On l'appelle événement universel,, 
1.1 y a encore u n a u t r c e n s e m b 1 e j/j des séquences i n d c t c r -
m i n é e s o u i n t e r d i t es q u i. nous in té r c: s s e moins « M a i s ce qui 
est important c'est de résumer quelques propriétés de l'al-
gèbre des expressions régulières dans le tableau suivant, 
emprunté textuelle me n t à l'ouvrage cité en référence 2 ( P e-
rrin et al. ). 
P + Q = Q + P 
P + ( Q + S ) = ( P + Q ) + S 
P + P = P 
P ( Q5 ) = ( PQ ) S 
P ( Q + S ) = PQ + PS 
( P + Q ) 5 = PS + QS 
- II 
M p - l F ) 
X P = P/( = P P0= 0 
(A} - A 




Toutes les réglés d'indexation de Gloushkov découlent 
de ces propriétés-ci, ainsi qu'on verra dans un instant? à 
l'aide d'un e xe mp1e. 
Au passage signalons que dans le chapitre 3 on va pro-
poser une n o u v e11e notation pour les e x p r c s s i o n s itérées, 
1,32,- Application au systèmes asynchrones 
Jusqu'à maintenant on n'a rien dit mais on a s o u s e n t e n-
du qu'il s'agissait toujours des variables d ' entré,-' synchro-
nes, Or, si l'on veut appliquer 1 'algèbre des expressions 
régulières au cas d'une machin^ asynchrone il faut d'abord 
trouver une façon valable de représentation des vecteurs 
asynchrones » 
Rappelons qu'un système est dit a s y n c h r on e d ans le cas 
où une modification des variables ( X) d'entrée peut en t r a î-
ner une ou une cascade de modifications transitoires qui, 
par passage par un ou plusieurs états instables intermédiai-
res, n'amèneront le système dans un nouvel état stable qu'a-
près un temps essentiellement variable selon les modifica-
tions commandées ( réf. 3 ) „ 
En terni,s d'équation cola peut s'exprimer: 
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G ( X , Q ) = G ( X X , Q ) 
n n n n n 
Donc la diffrerence essentielle entre systèmes synchro-
nes et asynchrones est liée à l'existence d'états stables 
dans ce deuxième t y pu de s y s t è m es. 
La réprésentation d'une commande- asynchrone par C = X^  X J 
doit être valable. 
En effet, 
c -- xi XÎ = X + XX + XXX -f .. . + XX. . .X + . . . 
1 / ^ , 
ce qui veut dire que la commande peut être appliquée pendant 
1 2 A » 3 ... . m^, ... ( ^  étant le temps de réaction du 
circuit ) : donc celui-ci peut évoluer de lui même. 
Alors la séquence la plus générale serait 
C - ...X, \ X. 1 X,... ( avec la condition i 4 i ) 
i ( i / J ' 
où l'on peut démontrer très facilement par les règles d'ex-
tension d'indices du Gloushkov l'existence d'états stables 
dans la table de fluence. 
1.4.- Synthèse des tables par la méthode de Gloushkov 
• • ii 'T i .n i i «i i . i» n Mm r un -i i i i nr • m .i m ii.ui" ii 'i il i mi. ii > i •• i i n i » - "mi i, », «m • inimi un i i • n-nri - il i «i'- iriiimii ii • i-, ry i, i-
Mous sommes maintenant en mesure, avant do conclure 
ce chapitre du préciser davantage et les lignes générales 
de la méthode de Gloushkov et le problèrne que nous allons 
envisager. 
Reprenons le schéma d l a figure 1.1 et y détaillons 
la manière dont Gloushkov résout la synthèse des tables à 
partir de la forme normale de l'énoncé ( figure 1.2 ). 
( Les opérations encadrées sont celles qui correspon-
dent au procédé de Gloushkov ). 
Spécifications du s y s t è rn c 
sous f o r mo no rm a1o 





Indexation do R ( Z. ) \"/ i 
AL^ . ...„ _ 
Pas s a g e à la t a b 1 l é b a u c h e 
i 
Passage a le j table- de fluence dans 
la forme de machin e de M o o r e 




Equations réalisant le système séquentiel 
FIG. 1.2 
1.41".- Problème envisagé 
Mous allons programmer les échelons 2G, 3G et 4G, c'est 
â dire que l'on supposera déjà réalisée l'étape 1G. 
On considérera un problème donné sous la forme 
avec 
R ( Z ) = 
• A v 
( P1 + P2 + 9 ' ' + Pm } 
ou p = pj x. f x. : 
m A 1 J t j; 
de longueur non déterminée et non ordonnée des variables 
{^signifie une séquence 
A ' 
d ' entrée. 
Il s'agit donc d'un automate asynchrone du type machi-
ne transfert qui réalise la reconnaissance de plusieurs sé-
quences d'entrée au moment du elles se présent. C'est le 
cas, par exemple, de la commande de machines-outils. 
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Remarque . - Le cas plus gener ci 1 de t r a i t e m c n t ci e plu-
sieurs expressions de la forme R ( Z ) ci-dessus, autrement 
dit d'une machine avec un alphabet de sortie supérieur à 1, 
ne soulève aucune difficulté de principe. Ï1 s'agirait seule-
m e n t d ' i ntrodu i r d a n s 1 e p r o g r a rn m une s i ni p 1 e compara i s a n 
entre toutes les expressions du problème. 
JLJiJLILXXJlJLJui 
LA METHODE DE GLOUSHKCV ET LES SYSTEMES ASYNCHROMES 
La but initial du programmer la méthode de Gloushkov a 
été changé au cours de nos travaux. Nous avons trouvé un al-
gorithme efficace, plus simple, et puisque il nous paraît 
valable, nous l'u .tiliserons a la place de celui-là. 
Cet algorithme est dérivé d;: celui de Gloushkov» C'est 
à cause de ça quu ce chapitre a pour but de tirer sur un 
exemple quelques remarques utiles qui introduisent le chapi-
tre suivant. Cet exemple va nous permet tri: aussi mettre en 
relief les avantages de 1 'algorithme qu'on propose• 
2.1.- Application à un exemple du même type que le problè-
me.. envisagé 
( on peut trouver un exposé de la méthode dons l'ouvrage 
cité do-MM. Perrin, Denouette et Daclin ( réf. 2 ) ) . 
Prenons un exemple simple à 5 variables asynchrones, au-
quel nous allons appliquer le procédé de Gloushkov jusqu'à 
l'obtention de la table de flu^ncc. 
R(Z) ! x. x. + ! x3 +j x 4 Xi x. 
» 
H X l 
X 
0 1 0 2 0 3 0 4 fÔ 50 
1 1 1 1 jl 1 
2 2 2 2 j 2 2 
3 3 3 3 1 o iJ 
n O 
4 4 4 4 !4 4 
5 5j 5 [5 [5. 5 
o) 6 [6j 7 «O 
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_i f 













On obtient à partir de 1'expression indexée la table de 
la figure 2.1; 
Z X1 X2 X3 X4 X5 
0 - 1,6 2,8 3 4 5 a 
1 1,6 2 , 8 3 4 5 b 
2 - 1,6 2 , n 3 4 5 c 
3 - 1,6 2,8 3 4 5 d 
4 - 1,6 2 , 8 3 4 5 e 
5 „ 1,6 2 , 8 3 4 5 f 
1,6 Z 1,6,7 2 , 8 3 ,12 4,14 5 g 
2,8 _ 1,6,10 2,8,9 3 4 5 h 
3 ,12 Z 1,6 2,8 3 ,13 4 5 i 
4 ,14 _ 1,6 2,-8 3 4,15 5,16 j 
1,6,7 Z 1,6/7 2,8 3 ,12 4,14 5 k 
2,8,9 - 1,6,10 2,8,9 3 4 5 1 
1,6 ,10 z 1,6,7,11 2 , 8 3,12 4,14 5 L— J 
m 
3 ,13 z 1,6 2,0 3 ,13 4 5 n 
4,15 - 1,6 2 , 8 3 4,15 c. 1 /T
1 
J ^  J. u o 
5,16 z 1,6 2,8 3 4 5 ,17 P 
1,6,7,11 i, .'.Z 1,6,7,11 2 , 8 3 ,12 4,14 5 q 
5,17 z 1,6 2 , 8 3 4 5 ,17 
F 10 . 2.1 
Première table " ébauche " 
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Cette première table peut se simplifier» En effet; 
- Les 6 premières lignes sont identiques. Posons donc 
0 = 1 = 2 s 3 S- 4 a 5 = 1 
- Les lignes g et k sont identiques. Donc 1,6 S 1,6,7 
donc 6 S 7 - 2_ 
-Les lignes h et 1 le sont aussi — 2 , Q S 2,3,9 —as> 
8 s
 9 = 3 
- Les lignes m ,.t q sont les mêmes-—ïs-IQ S 11 = 4. 
- De me me pour les lignes i et n, j et o, p et r 
12 5 13 = 5 
14 3 15 = 6 
16 = 17 = I 
La table " ébauche " devient la table de la fiqure 2.2: 
Z X1 X2 X3 X 4 
1 1 - 1,2 1,3 1 1 
1,2 Z 1,2 1,3 1,5 1,6 1 
1,3 
-
1,2,4 1,3 1 1 
1,5 Z 1,2 1,3 1,5 1 
1,6 
1 
1,7 1,6 _ 1,2 1,3 1 
1,2,4 z 1,2,4 1,3 1,5 1,6 1 
1,7 z 1,2 1,3 1 1 1,7 
FIG. 2.2 
qui peut encore se réduire si 1 
et 6 sont égales si les classes 
le sont ( figure 2. „ 3 ) s 





) et ( 1,2,4 
— 18 — 
! 
Z X1 X2 X3 X4 X5 
1 - 1,2 1,3 1 1 1 
1,2 Z 1,2 1,3 1,5 1,6 1 
1,3 „ 1
 f 2 1,3 1 1 1 
1,5 Z 1,2 1,3 1,5 1 1 
1,6 
1 
1,2 1,3 1 1,6 1,7 
1,7 z 1,2 1,3 1 1 1,7 
F" jL Cj 3 
Evidemment on pourrait aussi identifier les états 1 
et 1,3. Nous ne le faisons pas car il s'agit la d'un cas 
trop particulier et il ne nous intéressé pas pour le moment 
de le détacher ( voir paragraphe 3.5 ). 
On obtient f±TTt!lement la table de la figure 2.4. 
Z X1 X2 X3 X4 X5 
A B C A A A 
B Z B C D E A 
C 
-
B C A A A 
D Z B c D A A 
E _ B c A E F 
F z B 
„ -V , -,, r 
C A A F 
î 
Fin » 2.4 
Table de fluence 
2.1.1.— Quelques conclusions pratiques 
AN-i^-I 11-i i i, fi.. •, i n iir , nu. ov n . .n.i.i.'n n fii » -i —• 111 T m »; n • • r > i * t, .-n.. - -nr*—'•W-T— -'r-
Cet exemple de résolution complète d'un problème per-
met de tirer un certain nombre de conclusions à propos de 
la méthode de Gloushkov. Quelques unes sont générales, d'au-
tres attachées au problème envisagé. Les voici: 
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1) Conséquences générales: 
a) L'indexation ( mémo pour un petit problème ) est 
lourde quand on la fait à la main et il faut faire très 
attention pour ne pas se t r o mpc r » 
b) Lors de l'application de la méthode a une expression 
avec des•parenthèses d'itération on tombe directement sur 
des tables redondantes. Ceci traduit la propioté suivante: 
Les 1 lignes correspondantes è la réception d'une séquence 
itérée simple do longueur 1 manifestent la propriu te de 
superposition indéfinie dans le temps. 
En particulier, pour un automate asynchrone traité de 
cette façon-ci, la première table " ébauche " n'est pas du 
tout physique, en ce sens qu'il ne présente pas un état sta-
ble pour chaque état de départ. Tout est mêlé, si l'on peut 
d ire . 
c) La première table " ébauche " a un nombre de lignes 
égal è l'indice de plus grand poids plus un» 
2) Conséquences dues au problème envisagé: 
d) Chaque case de la première table " ébauche f' peut 
avoir un nombr~ d'indicé V " ! au nombr.. des vect'urs de 
la .séqu .ne. 1.: plue longu plus un» 
e) Tous les indices qui apparaissent dans l'événement 
universel appartiennent au mémo ensemble. Si l'on note cet 
ensemble par un seul chiffre ( un 1 par exemple ) on voit 
bien que, â ce moment-là, l'événement universel sera rdpre-
senté dans la table " ébauche " par un 1 dans toutes les 
cases de la première ligne. Et ceci paraît logique puisque 
après tout la fonction du dit événement est de placer le dé-
but do la reconnaissance à un instant tj indéterminé. 
f) Les indices qui apparaissent pour la première fois 
dans la parenthèse normale peuvent se simplifier deux à 
deux . 
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2.2.- Programmation du problème 
Toi que lu problomo est pose il faut donc prévoir les 
phases suivantes pour la programmation: 
- indexation de l'expression régulière 
- repérage et indexation des endroits fondamen-
taux 
- repérage et indexation des endroits non fonda-
mentaux 
- passage â la table de f1u e n c e 
- classement des indices en fondamentaux et ante» 
fondamentaux 
- obtention de la table " ébauche " 
- simplification de la table î! ébauche " et passage 
â la table de fluoncu. 
A noter dans ces grandes lignes que le programme d'in-
dexation doit être théoriquement beaucoup plus difficile 
que le programme de la table. Il doit suivre fidèlement les 
six réglés d'extension d'indices de Gloushkov. Pour le pro-
gramme de la table il ne s'agit finalement que di'un classe-
ment de nombres. 
En particulier il faudrait associer à chaque endroit 
N + 1 mémoires de la machine ( N est le nombre des vecteurs 
de l'alphabet d'entrée ), donc variable pour chaque problè-
me, pour ranger les indices des endroits antéfondamentaux 
de .l'événement universel et homogénéiser le traitement. 
Ce ci 3rno ne â un gaspillage considérable des mémoires de la 
machine et à une perte de temps puisqu'il faut les explorer 
toutes à chaque coup. 
Il faudrait aussi remplacer les accolades par un autre 
symbole que la machine puisse reconnaître. 
Nous avons écrit un organigramme très détaillé seulement 
pour l'indexation c] u i riB c o tn p o x* x o r a i t dans les meilleurs des 
cas pas moins de 45 0 - 500 instructions en langage- machine 
pour CAB - 5 0 0» Finalement nous l'avons abandonné. 
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En effet, les conséquences e) et f) du paragraphe; 2,11 nous 
ont poussé a abandonner le chemin classique de G1 o u s h k o v 
au profit de quelques modifications que nous allons intro-
duire dans le chapitre 3, Ces modifications auront à notre 
avis des avantages absolument remarquables pour la synthèse 
des automates asynchrones par la méthode des expressions ré-
gulières , pour l'algèbre des itérations dans certains cas 
et en particulier pour la programmation de notre problème. 
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C H A P I T R E III 
QUELQUES CONTRIBUTIONS A LA THEORIE DES AUTOMATES 
Ce chapitre et les suivants présentent deux aspects si-
multanés: d'une part la proposition et réalisation sur ma-
chine d ' u n a nouvelle; méthode algorithmique et 1 'exposé de 
quelques autres propriétés. D'autre part sa comparaison 
avec la méthode de Gloushkov, 
3,1,- Unei nouvelle notation des expressions i t é r é e s . 
Si l'on admet ( réf, 4 ) que: 
P° = séquence de longueur nulle 
P 1 = P 
P2 = P.P 
P3 = P.P.P 
9 • • 
P — e P « « « • P 
n tors 
et que ^ P j = P' 
nous proposons d'admettre aussi ce qui suit: 
p i p i = P 1* 
i •» ( Y ' #a \ P | P = P 
k j 
Ceci permet d'écrire autrement les propriétés des expre-
ssions itérées du paragraphe 1,31: 
p Jt _ p ° p ^  ^ 
p 1 ^  _ p 
P* + f-' = \ M 
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3 . .11. - Cas p a r t i e u 1 i
 v„ r s 1 e s v a r 1 a b 
Elias s'exprimeront comme ci-dessous 
{ ) i i? 
x J x j x 
l / 
De notre point de vue l'élimination des accolades se-
rait arbitraire si elle n 'iStaii pas valable au moment d ' a p p 1 i < 
quer le procédé d'indexation de Gloushkov ou un algorithme; 
qui amène aux mêmes résultats. 
3.2.- P r o p o s i t i o n d >un nouvel algorithme dérivé de celui do 
Gloushkov .pour les machines asynchrones 
En appliquant les règles d'indexation à une commande 
asynchrones X. / X. I on arrive è i ( -^j 
! xj/jx. 
! ' N 
I p + l ! D + l 
où p et p + 1 appartiennent au meme ensemble d'indices puis-
qu'ils amènent par application des mêmes vecteurs d'entrée 
au même état de la machine ( voir conséquence f) du paragra-
phe 2,11 ) 
Mous avons donc le droit d'écrire 
i x 1 * ! | x. U | x. J î 
i U N 
n pfp~l P + lj"ir~! n p 
/p + lj jp + l| 
avec la signification explicitée sur le graphe de la figu-
3C L> 3 Q 1 g 
*J i f \ 
y—s X.




Cet algorithmes est beaucoup plus souple que celui de 
Gloushkov parce que; 
- Il ne fait pas de distinction entre des endroits 
fondamentaux et antéfandamentaux„ Ou si l'on préféré chaque 
endroit devient une fusion de deux, 
- Il place le traitement des problèmes asynchrones au 
même rang de simplicité que celui des problèmes synchrones. 
En particulier l'indexation se fait exactement de la même 
façon dons les deux ces, 
- Au passage à la table, dans la formation de laquelle 
il faut tenir compte de la signification énoncée plus haut, 
on tombe directement sur une table non redondante très ré-
duite, Cette table a, en plus, un sens physique car on y 
trouve un état stable par ligne. 
- Sa souplesse permet facilement d'exploiter plus è 
fond dans 1 'indexation quelques propriétés de l'algèbre des 
expressions régulières ( voir 3,4 ) qui réduis ont davanta» 
g e .1 r: table, 
- Dqn s le cas le plus général il est toujours suscepti-
ble d'être amené â la manipulation d'un seul indice par en-
droit » 
Une conséquence générale de tout ce qui vient d'être 
dit est l'élargissement considérable des limites des problè-
mes susceptibles d'être traités à la main aussi bien que 
par calculateur, 
I 3,22.- Généralisation à une expression, do l_a, forme. P 
qui sont placés à l'endroit homologue de l'expression non 
f itérée. Ceci découle de la propriété P P P. 
Dans une expression de le forme P 
de l'expression itéree appartient au même 
: >• chaque indice 
l i 
ensemble que ceux 






* i Çïif 
où les indices de l'ensemble f i n a l f o n t partie de l'ensem-
ble des indices de tous les endroits initiaux de l'expre-
ssion r e g u1i ù r e P. Par conséquent, 1 'indexation deviendra? 
- Application des règles d'indexation de Gloushkov 
ou application de' 1 ' a1gorithme du paragraphe 3.2 si 
c'est le cas â 1 ' i n t e r i e u r de .l'expression P . 
- Ensuite étendre chaque indice final â l'endroit ini-
tial correspondant. 
Nous rejetons en annexe un exemple d'application de 
ce que nous venons de dire. 
Remarque . -
Cette généralisation est valable pourvu que tous les 
indices de l'expression P n'appartiennent pas à d'autres en-
sembles que ceux y définis*.. 
3.3.- Autres propr.i.étést des,. ._e.xp.res sions Itérées 
Dans une expression i 
« ( l r, 
! t. 
P on peut trouver un ou plu 
i •> 
sieurs indices de qui appartiennent à l'ensemble initial o( 
Aux indices qui remplissent cette condition on peut asso 
cier un même numéro, ce qui simplifie au départ la table» 
En particulier, dans certains cas tous les indices des 
endroits finals peuvent faire partie de l'ensemble initial 




R(Z) = i(!x ijxJ + X1)x2|x3i.-jX3JX? 
| t j | j j | j | j j 
• 0 1 2 0 1 2 3 0 4 
2 2 2 
3 3 3 






devient j, en faisant ( 0,3,6 ) —s> B , 1——>1, 2 — 2 , 4 — 3 et 
5 — V 4 s 
R U ) = i| X1 X2 Ix 1 
v ! v 
2 i a3 +lXn X„ i 3 2 
X. h 
0 0 1 2 0 1 2 0 0 3 4 0 0 
2 2 2 2 
Dans cet exemple on réduit au départ de deux lignes 
une table qui en a sept» 
A noter que ceci peut se faire systématiquement, 
3 « 3 1 e ' 






c< oC cà 
Cette propriété peut être intéressant dans certains 
( Voir annexe ) 
3,32 Evénement univers 
i" "Vf 
C'est aussi un cas particulier, mais là les indices 
de tous les endroits appartiennent au même ensemble. Il n'y 
a pas de condition limitative. 
Cette p ro p r i é t é tout â fait générale, qui avait été 
déjà empiriquement amorcée dans le point e) du paragraphe 
2,11, place l'événement universel sous un nouveau jour que 
nous résumons comme suit: 
- Il amène à une table non initiale ( instant indéter-
miné ) 
- 5a poeésence se notera par un 1 dans toutes les cases 
de la première ligne ( correspondant a l'état 1 ) de 
la table " ébauche î;, 
- Pour garder présent dans l'esprit qu'on manipule un 
problème avec événement universel il peut être utile 
de le conserver dans l'écriture sous la form u s u i v 9 ne 




- Mais.si es n'est pas nécessaire en peut même s'en 
passer tranquillement et ne pas l'écrire ( c'est le 
cas de notre problème ) » 
3.4»- I n d e x a t l o n d a n s l e s en s, in ve_rs e 
Avant de passer à la résolution d'un exemple nous allons 
profiter d'une propriété de l'algèbre des expressions régu-
lières pour introduire 1 'indexation en sens inverse» En effet, 
lorsqu'on a une expression régulière sous la forme ( P^ + P^ 
-!- ... -f- P . + ... + ! • ) où P . = Q a . ( cas synchrone ) ou 
J ^ J ™ J ' J 
bien P . X , ( cas asynchrone ) et qu'il existe des pai-
J <3 
res de paquets qui peuvent se mettre sous la forme R5 + MS 
= ( R + M )5 on aboutit à la conséquence pratique suivantes 
En comparant entre eux tous les paquets lettre par let-
tre et en sens inverse ( de la droite vers la gauche ) on 
peut associer les mêmes indices aux endroits qui suivent 
des lettres identiques. Ceci en ce qui concerne les machines 
asynchrones. Pour les machines synchrones c'est la même cho-
se mais appliquée aux endroits qui suivant et qui précèdent 
les lettres identiques, t^w 
Puisque, dans une grande mesure, l'indexation normale 
ou dans le sens direct est basée sur la propriété 5R + 5M = 
5( R + M ) d'où découle finalement un regroupement partiel 
et une diminution du nombre d'indices utilisés ( donc une 
réduction au départ de la machine ) il nous paraît assez 
raisonnable d'indexer aussi dans le sons contraire pour ré-
duire davantage ce nombre» 
Comme illustration à c u q u nous venons do dire considé-
rons une expression régulière quelconque du type qui nous in-
téresse i 
i 1 ^ v i 1 ! 1 I 1 -st* 
+ X3 x r X2 X4 
-i S 
1 12 13 14 uf 'jX 6 
• 5 '6 
Cg problème, qui traité par la méthode de Gloushkov 
aurait abouti â un-.: tabli ébauche " de 3 6 lignes 
par notre méthode aboutit a une de 17 lignes et en indexant 
en plus dans le sens inverse â une de 11 lignes» 
3.5.- A p p 1 i c a t i o n i e x e m pie, d u rn è me t y p e 
V i s a q é 
le problème en-
•n reprend l'exemple du paragraphe 2.1 que l'on va trai-
ter par la méthode qu'on vient de proposer. Nous nous passons 
de l'écriture de i". Alors l'expression s'écrit 
I x ^ U x ^ 
i 1 i ! ^ 
î ! i 





X 1* , l y!"*! yl-tf 
+
 r i 1 4 
3 / 1 
'2 
On obtient la table 3,2 
5 1 
X 1* 
Z X1 X2 X3 X4 X5 
1 1,2 1,3 1 1 1 
1,2 Z {1,2 J 1,3 1,5 1,6 1 
1,3 _ 1,2 (173) 1 1 1 
1,5 Z 1,2 • 1, 3è ^ 7 5 ) 1 1 
1,6 _ 1,2 1,3 1 1,7 
1,7 z 1 2 1, 3 J. 1 
Fia. 3 , 2 
La comparaison est concluante. On peut foire l'indexa-
tion sans erreur et on aboutit d'un seul coup è une table 
minimale dans la plupart des cas, presque minimale dans.: quel 
ques uns® D'ailleurs, dans la pratique du travail, on peut 
éviter 1 1 utilisation des exposants si l'on veut. 
Remarque.-
On aurait pu dans ce cas appliquer la propriété du pa-
ragraphe 3.31. voyons comment: 
Les deux premiers paquets deviennent 
car l'indice 3 n'apparaît nulle part ailleurs dans l'expies 
sion. Ceci explique la possibilité de faire encore ( 1,3 ) 
—->-1. En annexe on trouvera un cas très curieux mais vrai-
ment trop peu probable» 
1 2 1 3 2 1 1 3 1 2 1 1 2 
3 
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C H A P l J R E .IV 
'RGGRAMMATION 
4 . 1. - Données du problème 
- Expression régulière sous la forme P. + P„ + »•» + P . • 
, Xtf iji-
Les variables asynchrones seront notées X^ — A; X^ " 
— ^  J "Ij C « « e 
- N, nombre des vecteurs de l'alphabet et 'entrée. 
- c , nombre des paquets de séquences. 
max 
- n , nombre des symboles de l'expression. 
max 
4.2.- Ocjcupjatjiojx .des. mémoires jd_u _c aie ul a tcur CAB-5.QQ 
Bloc A ( 43,0 ) A^ = A+l, A^ • . • A — ^ expression régu-
max , . -v liere 
» B ( 50,0 ) Bj^  = B + l, B? . . . B^ > indices 
m a x +1 
» C ( 52,0 ) C-, = C-i-1 , Cn ... C indices finals i 2 c 
max 
" D ( 53,0 ) D... = D+l, Dm ... D , „ . ... - -=>. Table 
' 1 2 d(tvl+2) + g 
» E ( 52,20 ) Ex - E+l, E 2 ... Eq ... ^ Indices codi-
fies de chaque case do la table 
" F* ( 52,50 ) F = F+l, F 2 ... ... Indices deco-
d i f i e s de chaque E 
c 
!l
 L ( 52,80 ) Lj = L+l, L2 ... L^ ... L^ —.^Vecteurs 
d 'entrée 
11
 Q ( 52,110 ) Qq = Q, Q^ = Q+l, Q^ ... Diverses 
Hémoires 43,51; 43,52; ... 43,82 »» Puissances de 2 
Au total on a besoin de 2n + 2c -f 33M + 75 mémoi-
max max 
rcs de la machine. 
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4 , 3 . - _Pr_ogramme. d'indexât^ 
Indexer p a q u e t 
Lndroit initial 1 
p - c 
Comparer lettre par lettre 
les paquets ^ et fX. 
n o n/ 
^ Egaux 
oui 
Copier les indices 
3 Z 
ex; c<+-l f 
OUI 
Indexer les endroits encore j 
vides avec l'indice le p J. u s 
élevé augmenté d'une unité 
et succèsifs ^ 
/7iT, a 1 expression régulière 
non 
+ i | 




o u v 
— — t -
V 
f7< = C 
"
 s






Comparer lettre par lettre 
en commençant pour celles de 
droite, les paquets cX. e t p> 
oui 
e n n u x 








Remplacer les indices du p a-
quetyâî par ceux du paquet C\ 
Jk. 
Renvoi au p r o n r a m m e table 
(0) 
4.31.- Symboles utilisés dans.lG_mjxro-gr£anigr^^ 
La programmation a été faite en langage machine ( réf 
5 ) ( voir annexe ), 
n.s„de r e.g i.s t.re. .symbole, signification 
R^ c comptage des paquets 
R n progression symbole par symbo-
le dans l'indexation 
R0 f dernier indice utilisé 
Rc n 5 max 
d comptage des paquets C\ n v6 
R^ k progression symbole par symbo-
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le dans la comparaison 
R i comptage des symboles explorés 
Les parties de l'organigramme qui sont en pointillé 
sont indépendantes du programme d'indexation» On les a incor-
porées dedans mais Userait aussi bien les p-lacer dans le 
programme de la table. 
Le programme d'indexation est valable aussi pour les 
problèmes synchrones. Il n'a aucune limite de fonctionnement 
si ce n'est la capacité de mémoires de la machine® 
4 » 4 » - Programme de la table. Macro-organigramme. 
Pour aboutir â une utilisation compacte des mémoires 
de la machine nous nous sommes servis d'une astuce que nous 
a été communiquée par M, J, P» Perrin du C.L.R.A et qui con-
siste â ranger dans une seule mémoire tous les indices d'une 
même classe ou ce qui revient au même tous les indices d'une 
case de la table. On établit la correspondance suivante: 
D ,„ 2° 
1 — 2 1 
2 z 2 
« « » 
n — 
0 » • e 
2 P 
e 9 a e « s 6 
as Taçon qu-un xndice n sera représenté par un bit dans la 
position n des 32 qui possédé une mémoire» Ainsi par exemple 
la classe 1,2,6 se placera dans une mémoire codée comme voi-
ci 
1 2 6 
et elle sortira un numéro 2 + 2 ~ -I- 2 = 7D» Donc on obtien-
dra directement la table de fluence. 
Pour la colonne de la sortie la machine sortira 0 ou 1 
selon 1 ' CVÉtlU ment non réalisé ou réalise. 
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Les parties du programme correspondant au rangement' des 
puissances de 2 et des variables ont été incluses dans le 
programme d'indexation au lieu de le faire dans le prograrn-
mc de la table» 
Il est évident qu'on introduit une limitation du point 
de vue du volume du problème à traiter» Losprogramme de la 
table se limite à traiter les problèmes jusqu'à un indice 
maximum égal è 31. Nous avons prévu dans le programme d'in-
dexation un tcstidu sécurité. 
|Range m e n t des puissances de 2 
r 
Range m ont des variables j 
i 
j Rempl i s s a g e de la première ligne de la 
! table avec des classes d'indices codées 
Transférer en mémoi 
ces non c n c o r e util 
départ 
re les classes d'indi 




en t - il ) 
- N 
oui 
' . . . . . . _ _ 
Decodage et transfert en mémoire des in-
dices des classes précédemment trouvées 
\ i 
la partie stable do l'algorithme 
Remplissage des lignes par application 
de la partie transitoire de l'algorithme 
r Fin 
Le programme se met on fin. Il faut demander à la machi-
ne d'écrire la table. 
4 .41.- Symbole s utilisas dans lu micro-organigramme 
( Voir annexe ) 




c , x. 
rn 
divers comptages 
progression symbole par symbole 
et indice par indice 
comptage pour l'exploration et 
rangement des indices décodés 
r e p e r a g e des cases de c h a q u e 
1 i g n e 
c o rn p t a g o pour le rangement et 
l'exploration des classes d'in-
dices codées. 
comptage et repérage des lignes 
de la table 
comptage pour l'exploration des 
o t a t s a' c d é p a r t 
comptage pour l'exploration des 
variables. 







m a x 
d ( programme table 
N + 2 
e 
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CONCLUSION 
5,1»- Sur le plan théorique nous avons proposé un nouvel 
algorithme pour le traitement des automates asynchrones qui, 
pensons nous, grâce à sa simplicité doit pouvoir remplacer 
1 a m é t h o d e de Gloushkov . E n p a r t i c u J. i e r l'indexation devient 
tout à fait semblable â celle des problèmes synchrones. 
Nous améliorons aussi cette indexation en j. n t r o d u i s a n t 
ce que nous appelons l'indexation dans le sens inverse qui, 
comme nous venons de dire, est à la fois applicable aux pro-
blèmes du type asynchrone et synchrone. 
Tout ceci fait aboutir d'un seul coup à une table mini-
male ou quasiminimale. On peut se passer, donc, des ennuyeu-
ses opérations de réduction du nombre des lignes de la ta-
ble. 
Tous ces résultats débordent, pensons-nous, largement 
les limites que nous nous étions fixés dans le titre de cet-
te thèse. Ils sont généraux. 
5,2.- Nous avons trouvé en plus d'autres résultats théori-
ques dans le cadre des expressions itérées qui peuvent dans 
certains cas être fort utiles, ainsi que nous le montrons 
en annexe. 
En particulier nous pensons avoir ramené l'événement 
universel à la place qui lui convient, beaucoup moins impor-
tante qu'elle ne le paraissait. 
Les résultats que nous résumons dans ce paragraphe sont 
communs aux systèmes synchrones et asynchrones. 
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5.3.- Pour laprogramrnation qui était finalement le but de 
notre thèse, nous avons suivi la méthode proposée. Les pro-
grammes sont énormément plus simples que ceux qui résultent 
de l'application de la méthode de Gloushkov. Les accolades 
et l'événement universel ont disparu, le nombre des autres 
symboles s'est réduit de moitié et chose importante, il n 'c 
xiste qu'un seul indice par endroit. 
Le programme d'indexation est aussi valable pour un 
système synchrone. 
Dans le programme de la table il n'a pas été nécessai-
re. d'introduire une réduction du nombre de lignes puisqu'il 
amène directement â une table de fluoncc minimale ou pres-
que minimale. 
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A N N. E X E I 
EXERCICES COMPARES 
Nous allons donner les exercices résous d'abord par la 
méthode de Gloushkov, ensuite au moyen de l'algorithme et 
des simplifications du chapitre III « 
a ) 
R (Z) ( Xl{( X. X 2 
,1 2 1 3 3 











9 9 10 9 11 
10 10 
+ 
















13 14 13 15 15 16 15 
14 14 16 16 
f 
Cet expression, de la forme P { P ^ 




o xi x 2 X3 
0 
- 5 1 _ -
1 „ 2 3 
2 _ _ 2 3 
3 Z 13 9 4 -
4 Z 13 9 4 ~ 
5 _ 6 _ 7 
6 6 - - 7 
7 z 13 9 _ 8 
B z 13 9 _ 8 
9 _ 10 11 
10 „ - 10 11 -
II z 13 9 12 _ 
12 z 13 9 12 -
13 _ 14 _ _ 15 
14 - 14 ' - - 15 
L5 z 13 9 _ 16 
16 z 13 9 -
- . „ 
r
 16 ; i 
première table 




. J . 
X2 | X3 
0 
- 3 i j 
1 - - 2 -
2 Z 7 5 -
3 - @ ~ - | 4 
4 Z 7 5 
5 „- - 6 ^ j 
6 z 7 5 r w ^ 
F f 
7 _ © „ ] 8 j 
o 
0 z 7
 ; 5 
r . . - * - ^ - î 
-- i © ! 
deuxième table 
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La deuxième table peut se réduire avec les démarchés 
suivantes i 
- la ligne du 2 est égale à celle du 6 si 2 = 6 
- la ligne du 4 est égale à celle du 8 si 4 = B 
- la ligne du 3 est égale à celle du 7 si 3 = 7 et 
4 = 8 
- la ligne du 1 égale à celle du 5 si 1 = 5 et 2 = 6 
On aboutit donc à la table réduite 
Z V A 
o 
xi x. 
0 - 3 1 -
-
1 _ © 2 -
2 ~7 L. 3 1 © -
3 
- © - - 4 
4 Z 3 1 - © 
1) L'expression du problème devient la suivante 
R(Z) = P 1* .1* X X 1"* + 
11 
s JL 
x * x j * | ) ! 
3 
qui amène directement a la table 
Z X X, X„ X 
a 1 2 
0 3 1 
- 1 -
1 - _ @ 2 _ 
2 Z 3 1 ( D _ 
3 „ © _ 4 
4 V u 3 1 
" ^ i © 
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b) 
Tiré de réf. 2, pp 95 - 97 du même volume, 
R ( Z )
 = ( X o } X l \ X 1 j X o j X o K { X l ] J X 0 { X o } X 4 X l } X o [ X o } X 4 X : 
Les auteurs donnent la première table que l'on peut ob 
tenir en appliquant le procédé de Gloushkov» 
1 Z X 
o X1 
A - B C 




D - E D 
E - E D 
F - F G 
G z d H 
H z J H 
d — l< L 




M - P M 
P 
- R S 
R ~ R 5 
S z K T 





1 - © 2 
2 - 3 © 
3 _ 4 
4 z 5 t'4) 
5 - © 6 
6 „ 7 © 
7 - © "8) 
8 z 5 ( D 
qui n'est simplifiable 
que si 4 = 8 




- v±J 2 
2 „ 3 C O 
3 - ® 4 
4 z 1 © 
- 4 2 -
i 
Z X Q X1 
! i ! -1- - © 2 
1 2 - 3 0 
; 3 _ © 4 
r~ 




h ( Z ) X. + iX„ X ! 3 
! ! 
x j f 
/ ' 
0 3 0 0 
1 1 1 
2 2 2 
3 3 3 
4^4 
Î î i ( \ 
! + x
2 | 
xn L- | xi ! f )r 
5 4 
5 Î2J 







4 5 *4 10 10 















0 ! - 1,4 2,6 3 1 j 
l ! -i 1,4 2,6 m 
2 1 4 2,6 n 3 1 
3 U 1,4 2 , 6 3 1 j 
' 1,4 ] Z 13 4 , 5 2., 6 3,10 \ 
2,6 1.4,8 2,6,7 n J 
- 1., 4 , 5 .î Z 1,4,5 2,6 3 ,10 
3 ,10{z 1,4 2,6 3 ,11 
2,6, 7 p " 1,4,8 2,6,7 3 
1, 4 , 8 j Z 1 , 4 , 5 , 9 2,6 3 ,10 
3,11jz j 1,4 2,6 3,11 





v ! v A
 n ? A _ 
1
 :l 2 
B A A 
B 
r i — " 
z xi X2 X3 
1 1 - 1,2 1,3 1 
... 1,2 z 1 y 2 1,3 1,5 
1,3 - 1,2,4 1,3 1 
1 5 Z i 1,2 1,3 1,5 
1,2,4 
i 
Z | 1, 2 , 4 1,3 1,5 
On remarque que Q = 1 = 2 = 
3 
( 1,4 ) = ( 1,4,5 ) 
( 2,6 ) = ( 2,6,7 ) —=3»6 = 7 
( 3,10 ) ( 3,11 ) puisque 
4 = 5 - 10 = 11 
( 1,4,8 ) ( 1,4,5,9 ) puis-






3 — > 1 
5 — 2 
g 4 
11—5- 5 
On remarque que ( 1,2 ) = 
( 1,5 ) et que ligne ( 1,2) 
= ligne ( 1,2,4 ) si ( 1,2) 
= ( 1,2,4 h 
Donc ( 1,2 ) = ( 1,5 ) = 
( 1,2,4 ) = B. A co moment-
là 1 serait identique à 
( 1,3 ) — > 1 - 1 , 3 = A 
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Celui-ci est vraiment un cas trop particulier où 1 'on 
peut appliquer en plus de 1 ' a 1 g o r i t h m c pour J. c s variables 
asynchrones, de la propriété de l'événement universel et 
de l'indexation dans le sens inverse, la propriété du para-








x i M" 






xi ! + 
yl* y - ^ L { Y 1 # 
2 X1 | +! xi X 
1*1 
2 1 2 1 
Z xi X2 X3 
1 - 1,2 1 1 
1,2 Z 1,2 1 1,2 
Z X1 X2 X3 
A _ B A A 
B Z B 
— 
A B 
45 ANNEXE II 
ORGANIGRAMME, 
Programme de placement 
des puissances de 2 
INDEXATION 
— 
c~o; n=l; f-1 
f — Jn 
v 






 > 31 ) 
A oui 
Ecrire 31 
P I N | 
Ta 
V L- n i 
non jîfo-. 
non, / 
n= n, max ^J 
oui 
f — > B n-)-J | 
Z I 
n — » nfl 
T 
c C - f - 1 
il 
i 1 — > B nfl 
à = ot k =o 
_ J L _ 
1 . — > Q q 
1 = 0 t/ 
(C)(D)(.D) 
U) (C) i .;(::) 
I ! ! k-^k-r 1 ; i — + 1 ; n—*n-i-1 j f 




-.non / ) . A, y 
i oui 
!l Bk+^[ Bn+lj 
r^-M'' U 9 ] 2 1 
i 1 y 9 j 
oui /""rTi * 
«e 4 { iW j= f 
k ——s- k -f 1 
I n —-> 11 * i 
d —s» d -f 1 
JL 
1 
, \ non d = c 
li o u i A 
j j-;—> tv -J- | iig | 
" ' r z i i î 
0 — q7 
- m 
0 ; k = 1 ! 
^ (t-Ak] = i ) 
- -
t non 
ou_i_( k = nm!_ ) Xmax 
non 
k ——^ k -j- 1 
(A) (C) (B) 
«su. 
j k-*k -i ; e-»e-i-1 ; d=o ; n=nt;1 p 
1 = 0 
non 
( M - [.Ak]) 
4 oui 








1 ; c = 1 
o u i if-: 
t Î A 
...J& 
• j- : 
— n o n â IL..., 
k 1;- + 1 \ 
t 
"•1 
î % —> cc 
c c -f- 1 j 
OUI , 
c = c max 
||%axi-lj~* Ce | 





Ranger les variables 
dans des mémoires 
El : ( ï-^i > L n ) 
izzirrr 
d = o 
P(memoire 43,51)|| l'+l"!—* Di 
D' 
1 = 1 
.,°HiJ î A \ i n s L L i J ) 
non i 
l oui J* 




y n -s» n -f 1 
(A) 






U ) (B) 
n—yti+l ; c=2 ! 
OUI, ) i 
» Bn i = c 
V 
1 
c —-* c -f- 1 ; 
jjP+cj—tt D24-I j 
i' • ? r, 
r t ° — ^ 2 + 1 
:î „ 
) Faire jj? + lj + D 2 .j. 
oui / 
1 = N 
non 
1 — > 1 + 1 




OUI / g N 4- 2 
, non 
à\ A 
+ 1 I 
""Il 
Z i 
m = o 
non, 
. J è . 
\ 
j r ( N-f 2 ) -t-g 1 ' 
oui r , 
—; m = d 
v 
(A) (3)(C) \s/ 
m(Ni2 ) - f l j ? fis : 
i Tï 





m f m » m 4- 1 
(D)(]3) (FHG) 
A A l'X 
i e e 4- 1 S 
D 
r ( N-j- 2 ) -i- g j — 
OUI 
'•( g = N + 2 
g — g + 1 
n: 
oui f ' : "\ 
r -- (I - 1 ) 
non 
\v 
r — r -f 1 
; * 
e = o 
4 o ui 
F I N ! 
x 
o ; c 
Ex X ! P t cj ; 
oui 
ai3 = P + ci 
. _ _ 
4 
oui 
r -«S — c = 31 s 1 
C C f 1 
f + i 
m â 





n E • t ï XJx • r>d(N-f2) 4- 1 
P = 1 
c = 1 
OUI 
—Y-














i O Dd(N + 2) -f 2 ! 
j j D24.1l ~ * Dd(N4-2)+l+2 j 
n — 1 





n = n 
n 
max j 
T' —— ' 
non_ 
5» n +• 1 ' i 
, .. 
n n 4- 1 
! ! 
oui/ fia -"i _ ftp "i \ 
* - y t > J - tx'PJ ; 
_ non 
oui/'' 




(A) (P) (C)(3)(G) 
! | a l M l i i i | M 
; non/*"?". r^" 




J ™ . . . f 
. 
1 = N ) 
v non 
1 j» 1 + 1 j 
i. 
•;Ajouter _sans effacement j 
Ui 
n = 1 
oui -..Ht-
"< L An] = L L l ] ) i 
j 4/ non 
! oui " ' " 
f n = nmax j 
/taon 
! n 3>- n + 11 
" " T T ' Z m i 








; , ; 
n + 1 ; 
t i P d ^ i i i f l i 1 + 2 J ^ L 3 n + i l j 
° K l R 1 3 ] = f - [Bn+ll] ) 
non 
i i „ Ajouter sans effacer j
 A 
+
 L® nf f|J——^  Pâ ( N-+ 2 ) +1+2 | 
oui 
(A) 
1 = N 
non (D)(C)(b)(G; 
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( A ) 
•f 
1 1 + 1 
oui / ' 




P 4- 1 ! 
t: 
OUI • " "x 
_—«g—{
 x = e ï 
I ,„ , „.„_„.»'' 
: jt non 
d ——s» cl •+ 1 
z x n 
x — x 4- 1 J 


























A 3 VI 
A9EV31 
S9R3 






























A 8 VI 
A 2 VI 
A15ER2 
V4TM4 8
 ? 0+ 














Al 5 VI 
A9 EM5 0 , 0+ 
A15EV1 
A15R2 
T 9 M 5 0 , 0 + 
R V 4 4 ,4 0 • 
A15ER7 
V4TM4 8,0 + 
R V 4 5
 ? 6 2 Z13 
X 
A 7 VI 
RV44,64 
A 6 VI 
V6TR1 








A1E V 0 


























A9 EH50,0 + 




- 5 6 





S 2 VI 
A15ER2 
V4TM4B,û+ 
R V 4 4
 ? 12 7 Z13 
X 
R V 4 4 , 9 9 
S 2 VJ. 
A15ER2 
V4TM4B , [] + 










R V 4 4 , 9 0 








R V 4 5 , 2 0 Z13 
X 


























R V10 , 0 P 9 
X 









T 9 l'-i 5 2
 ? 119 
A6EV0 
R V/ 4 4 , 3 S 
A9EM5 2,119 
59 R8 
RV44 ,64 P9 
T 8 M 5 2,119 
R V 4 4 , 6 4 
52R8 
RV44,70 
A 2 M 5 2,119 
RV44 ,23 
Exemples traités à la machine 
Exemple I.-
R(Z) - ACDE + ACD + DB + DCADi 
Résultats t 
50 ,10M 
E5 0,1D E 5 2 ,1D 
50,1M 1 52,1M 5 
5 0,2M 2 52,2 M 4 
5 0,3M 3 5 2,3 M 7 
5 0,4 f'1 4 52,4M 7 
5 0, 5Fi 5 
50, 6Fi 1 
5 0 , 7 M 2 Donc les i n d i c e s de tous les 
5 0,8M 3 endroits sont les suivants: 
5 0,9 M 4 y 4 j 
50,11C 6,7. 
5 0,lin 6 
et les endroits finals: 
50,12M 7 
5 0,13 M 1 
5 0,14f-1 6 
5 0,15 M G 
5 0,16 M 9 
5 0,17 M 6 
5 0,IBM 7 
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Exemple II.-
R(Z ) = BDFGC + 
Résultats : 
E5 0,1D 
5 0,1M 1 
5 0,2 M 2. 
5 0, 3M 3 
5 0,4M 4 
5 0,5 M 5 
5 0,6M 6 
5 0,7M 1 
50,8M 7 
5 0, 9M 8 
5 • , 10 M 5 
E 5 0 ,11D 
50,11H 6 
5 0,12 M 1 
5 0 ,13 M 2 
5 0 ,14 M 3 
5 0,15 M 1 
5 0 ,16 M 7 
5 0,17M 8 
5 0,18 M 9 
5 0,19 M 10 
5 0,, 2 0M 2 
E 5 0 , 21M 3 
A BEE + BD. + ABGCBD 
E52,1D 
52,1M 6 
5 2,2 M 6 
5 2 , 3 M 3 
52,4M 3 
Indices de tous les endroits: 
7 f 
Endroits finals; 
On a vérifié aussi avec d'autres exemples le bon 
fonctionnement du programmes 
Nota»- Nous ne donnons pas le texte de la partie table du 
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programme car il n'a pas fonctionné complètement à cause 
pensons-nous , d'un faux test qui était situé dans la troi-
sième case ( paçj. 49 ) du l'organigramme. Par des raisons 
d i f f e r e n 11: s o n en a abandon n é s les essais» 
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AJOL E X E, _I.I1 
PROGRAMME EN LANGAGE FORTRAN IV 
On a finalement récrit le programme en langage Fortran 
IV, Ceci apporte, par rapport au programme précèdent, 
les modifications ci-dessous. 
A » 11. - A v anta^es. 
- Il est utilisable pour n'importe quelle ma-
chine a calculer qui possédé un p p o o x* s mme compilateur 
Fo rtran. 
- Il ne présente en soi aucune limitation quant 
à la taille du problème à traiter» Seule la capacité de 
1a machine est 1im i t a t i v e. 
- Il a aussi, bien sûr, l'avantage inherent à 
tout langage symbolique, à savoir qu'il est bien plus 
compréhensible s'il trouve un lecteur intéressé. D'une 
façon delibérée nous avons choisi une natation des varia-
bles très lourde, mais nous le crevons, très parlante. 
A.. 12 In c o n y e n_i e rit 
- Il faut réserver à l'avance le nombre des 
mémoires ( instruction N ï i : EN 5 I C . ) dont beaucoup peuvent 
rester inutilisées. Niais comme les cartes perforées sont 
permutables, l'on peut toujours choisir u n nombre adapté 
au problème en cours. 
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A , 2 . - Donn scs 
NV/ECT nombre des vecteurs de l'alphabet d'entrée 
MPAQU = nombre des paquets de séquences 
HAXSEQ = nombre des vecteurs de la séquence la plus 
Ion eue 
NMAXI = nombre des symboles de l'expression régulière 
IPLUS = le symbole plus ( +++, pour une question de 
format ) 
LDU.SiN ( I ) , I = 1 , NMAXI = l'expression régulière de no-
tre problème 
LETTRE (L) , L = 1, LJV/ECT = les vecteurs ou lettres de 
l'alphabet d'entrée ( XD1, X02, . . „ ) 
A .3.- Svrnboles utilises dans la pa_rtie i n d e x aj; i_on_ 
La partie indexation du programme Fortran suit fi-
delement la par tie homologue du programme n langage ma-
chine, en faisant les transcriptions suivantes des noms 
des variables: 
NMAXI = n 
max 
MVEèT = N 
NPAQU = c max 
LETTRE(L) = L 
LDD.'ii-j ( ï) = A 
n 
IPDEX(I) = B 
n 
11JDEXF(IPAQU1) = C 
c 
ÏPAQU1 = c 
IPAQU2 = d 
15 Y M E1 = k 
ISYMB2 = i 
- 6,2 
INDICE = f 
HEDÛI9 = Q 
f '"! I ; ' ' T O , , 11 Cj-U! J. u = l-i 
H E i i U ï 7 = Q 
A.4.- 5ymbples_ u t ilis ésr dans la partie. table. 
Cette partie est bâtie dans le m N rn e esprit que son 
homologue du programme CAB-50D mois diffère assez dans 
.1 es d é t a à. 1 s . 
Les correspondances avec les symboles de l'organi-
gramme de 1 'annexe II sont les suivantes: 




I A NT E F( K, KCGLNN) ~~ E 
e 
IANTEF(IK, KCGLNN) — E 
X 
D n o b ti e n t une table par classes d'indices comme su 
ÏANTEF(LIGNE, 1 ISORTI j I FUND(L,LIGNL,LCGLNN) 
LCULNN) 
LIGNE 1 
LIGNE 2 ! 
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I AN TEr (LI GNt,LeGL, :N ) = classes d'indices des endroits 
a n 16 f o n ci a m e n taux 
I S i.: RT ï (LIGNE ) = sortie 
I F C N D ( L
 f LI G ; v E , L C U L N ) = classes d'indices des endroits 
f o n d a m e n t a u x 
A partir de c^tto t a b1u on obtient CLJJ o codifiée par 
tats
 t avec cet 'arrangement ; 
LAN TEF(LIGNE) = états actuels 
I SORTI(LI GME) =s ortie 
I F 0 N D ( L , L à G M E , 1 ) = états suivants ( on relut i. 1 i se ces 
m é ."il oires par ' un souci d'épargne ) 
Les mémoires l-'l ( f i IN ) servent à arranger par ordre crois 
ant les indices d'une classe antéf on darn en talc . 
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A . 5 . - Pro^ramtïiB, 
C PROGRAMME INDEXATION EXPRESSIONS REGULIERES 
DIMENSION LAN TE F(40) 
DIMENSION LDONN(40),LETTRE(5),INDEX(40),INDEXE( 
IA N T E F(4 0,5),I SORTI(40)» IFOND(5 »40, = ) ( 5 ) 
RE AD ( 5 ,1001 ) NV/ECT , N PAQO, M AXS £Q , NMAXI , IPLUS 
1001 FORMAT(312,15,A3) 
READ(5 ,1002 ) (LDONN( I ) ,1 = 1,NMAXI) 
1002 FORMAT(24A3) 






IN DIC E = IN D10 E+l 
I F ( LD 0N N ( I ) - I P L-US ) 7 ,10 , 7 
7 IF ( N M A XI -1 ) 8 , 8 , 6 
6 1=1+1 
GO TO 1 
8 INDEX(1 + 1) = IN ÛI0 E 







16 IS YME1= ISYME1+1 
IS Y M B 2 = IS Y M B 2 +1 
I =1 + 1 




















IF ( I - N M A XI ~ 1 ) 17 , 2 4 , 2 4 
I F ( L Oui j N ( I ) - LDONN ( 15 YriBl ) ) 19 , 18 ,19 
INDEX(I+1)=INDEX(I5YMB1+1) 
GO TN 16 
IF (Î1EM0I9-I5YMB2 )2ù ,21, 21 
(M E h D 19 = .15 Y M B 2 
IF(LDGNN(I5YhBl)-IPL0S)25,22,25 
15 Y M B1 = 1S Y i' i B1 +1 
GC TO 21 
I = Ï~ISYF,B2 
I P A Q O 2 = I P A Q U 2 -f 1 
IF(IPAQU2-IPAQU1)15 ,23,23 
1 = 1 + ME MG 19 
G G TU 7 
MEMO 17=0 
IPAQU1=0 
IS YHB1. = 1 
IF(LDONN(ISYMB1)-IPLUS)27,3 5,27 
IF ( ISYMB1-NMAXI)3 3 , 5 0 , 5 C 
15 Y M B1 = 15 Y Ni B1 +1 
GO TO 31 






IF ( LDONN ( I )~L.DuNN ( ISYF.B1 ) )42 , 38 ,42 
15 Y h B 2 = ï 5 Y M B 2 +1 
INDEX(I+1)=INDEX(ISYNB1+1) 
15 Y M B1 = 15 Y H B J. -1 
IF ( I5YMBl~MEr;0 17)42 ,42 ,39 



















1S Y M B1 = IS Y ! • i B1 + IS Y Ni B 2 
I P A Q U 2 = I P A Q U 2 +1 
IF(ÏPAQU2+ÏPAQU1-NPAQU)44,45,46 
GO TO 36 
MEMO 17=MEM0I 8 
I5YMBl=ISYMBl+2 
GJ TO 31 
15YMB1=1 
IPAQ01=1 
I F ( L D 0 N N ( I S Y M B1 ) -1 P L U S ) 5 2 , 5 3
 ? 5 2 
I 5 YMB1=I 5 Y îi B1+1 
GO TO 51 
1NDEXF(IPAQ01)=INDEX(I3YKB1) 
I P A Q U1 = I P A Q U1 +1 
IF ( I P A Q 01 - f\l P A Q U ) 5 2 , 5 4 , 5 4 
INDEXF( IPAQ01) = INDEX(NMAXi + l) 
F 0 ri M A T ( ' INDEXATION '//6(2X, A3, 2X, 12)//) 
WRITE(6,10 04)(LDuNN(I),INDEX(I+l),1=1,NMAXI) 
IANTEF(1,1)=1 
DO 56 L=1,NVECT 
1F C N D ( L, 1,1 ) = 1 
MMM = Nf i AX1 + 1 
DO 5 7 LIGNE=1,MMM 
I50RTI(LIGNE)=0 
DO 57 L COLN N=2,M A X 5 E Q 
IANTEF(LIGNE,LCDLNN)=0 
DO 5 7 L=1,NVECT 
IFOND( L, LIGNE,..LCGLIJN )=0 
LIGNE=1 

























IF ( I - N H A XI ) 6 3 , 7 8 , 7 3 
1 = 1+1 
GO TO 61 
I F ( IN )J L X ( I ) ™ 1 ) 6 2 , 6 5 , 6 2 
1 = 1 + 1 
I F L r i D ( L , LI G PJ c , 2 ) = I Pi iJ E X ( ï ) 
CENT! UE 
LGNRT1=1 
l<=L I GN E 
L ï GN E = LI GME+1 
MEP'iO 16 = L I G[JE 
L=1 
ï F ( IFON D(L, L GP\! R T1 , 2 ) ) 9 0 , 8 8 , 9 0 
IF ( L- N V E C T ) 8 9 ,10 0, 1 u u 
L = L+1 
GO TO 87 
LGN R T2 =1 
DO 92 LC0LNN = 2 , i"iAX51EQ 
IF(ï F 0 N D(L,L G N R T1,L 0 0 LN N)-1A N T E F(LGNRT2,LCOLNN))95, 
9 2,95 
CONTINUE 
GO TO 97 
IF ( L G i'J R T 2 - LI G N L+1 ) 9 4 , 9 3 , 9 3 
LGNRT2=LGNRT2+I 
Gu Tu 91 
K=!<+1 
DO 96 LCOLNN=i, fiAXSEQ 
KCOLPJ N=LG0LNN 
I AN TE F(K,KCOLNN)=IFOND(L,LGNRT1,LCuLNN) 
IF ( L-N V E C T ) 9 9 ,1 û 0 ,10 G 
L=L+1 
GO TO 87 
IF ( LGN RT1--LIGNE + l ) 101,102,102 
L G N R T1 = L G N R T1 + .1 
GO TO 0 6 
102 IF(K-LIGNE + 1) 12 0 ,10 3,120 
103 W i ; IT E ( 6 j 10 0 6 ) ( LI GiVE? ( IA i vTEF ( L I G N E , LCOLNN ) , L C O L N N » ! , 
f-i A X 3 E Q ) ,I Su R T I ( L i ON E) , ( (I F O N D ( L , LihlïE, LCOLNN ) » 
L C G L N N = 1 j M A X S E Q ) , L = 1, N V E C T ) ,LISNE=1, INDICE ) 
ICO6 F u R h A T ( / / ' TABLE PAR CLASSES D , I N D I C E S ' / / 2 G ( 2 X , 1 2 ) / / ) 
DO 73 L.IGNE=1, I N D I C E 
IF(IANTEF(LIGNE,l))70,7I,70 
70 LANTEF(LIGNE)=LIGNE 
GO TO 73 
71 LANTEF(LIGNE)=G 
73 CONTINUE 
DO 72 JM=I?INDICE 
DO 72 LIGNE=1,INDICE 
DO 72 L=lfNVECT 
DO 74 LCOLNN=1, MAXSEQ. 
IF ( I AN TE F (Un,LCU LNN ) -1 FoND (L,LIGNE,LCOLNN) ) 72 , 74 , 72 
74 CONTINUE 
I F O N D ( L , L I G N E , 1 ) = L A U T E F ( J M ) 
72 CONTINUE 
WRITE(6 ,10 08 )(LANTEF(LIGNE),1 SORTI(LIGNE),(I FOND(L, 
LIGNE,1) ,L=1,NVECT) ,L.IGNE=1, INDICE) 
1008 FOR ii A T ( / / 1 TABLE PAR ETATS '//7 ( 3X, 12 )//) 
S T O P 
12 0 I l<=LI GNE 
121 Du 123 L=l,NVECT 
DO 123 L C 0 LN N=1,MAX S E Q 
12 3 IFOND(L,LIGNE,LCOLNN)=ÏFCND(L,l,LCOLNN) 
l< C 0 L N N =2 
124 IF ( I A N TE F ( IK, KCULNN ) ) 125 ,(16 7) 12 5 
125 DO 126 IP A Q U1 = 1,N P A Q U 
IF ( I AN TEF ( I !.C, KCOLNN ) - IND EX F ( I PAQU1 ) ) 126 ,128,126 
126 CONTINUE 
GO TO 130 
6 9 -
128 I S G R T I ( L I G N E ) = 1 
1 3 0 L = 1 
122 Du 1 3 7 L C 0 L N N = 1 , K A X S E Q 
IF(ïAN T E F ( I K , K O G L N N ) - I F O N D ( L , L I G N E , L C G L N N ) ) 1 3 7 , 1 5 , , ,137 
1 3 7 C 0 N "T IT J U E 
12 7 1=1 
1 3 1 I F ( L D O N N ( I ) - L E T T R E ( L ) ) 1 3 2 » 13 5,13 2 
132 ï F ( I-NIGAX I )133, 1 5 0 , 1 5 0 
13 3 1 = 1 + 1 
GO TO 1 3 1 
1 3 5 1 = 1 + 1 
IF ( INDEX ( I ) -1 AN TE F ( I K, l< GO LNN ) ) 136 ,13 3 , 1 3 6 
13 6 I F ( I - N H A X I - 1 ) 1 3 1 , 1 5 0 , 1 5 0 
138 DO 1 4 0 L L D LN N = 2 , M A X 5 E Q 
I F ( I F O N D ( L , L I G N E , L C G L N N ) ) 1 4 0 , 1 4 1 , 1 4 0 
1 4 0 C O N T I N U E 
1 4 1 I F O N D ( L , L I G N E , L C G L N N ) = I N D E X ( I ) 
1 5 0 I F ( L - N V E C T ) 1 5 1 , 1 5 2 , 1 5 2 
1 5 1 L = L + 1 
GO TO 1 2 2 
152 L = 1 
153 1=1 
1 5 4 I F ( L D O N N ( I ) - L E T T R E ( L ) ) 1 5 5 , 15 7, 155 
155 I F ( I - N M A X I ) 2 5 6 , 1 6 4 ,164 
156 1 = 1 + 1 
GD "TO 154 
15 7 I F ( I N D E X ( I ) - ! A N T E F ( I K , K C G L N N ) ) 1 5 8 , 1 6 G , 1 5 8 
158 1F(I-N MAX 1 ) 1 5 9 , 1 6 4 , 1 6 4 
159 1 = 1 + 1 
GO TO 1 5 4 
1 6 0 DO 162 L C 0 L N N = 2 , N A X S E Q 
IF ( IF ù N D ( L, LIG N E , L G G L N N ) -1N D E X ( I + 1 ) ) 1 6 1 , 1 6 4 ,161 
1 6 1 IF( I F O N D ( L , L I G N E , L C O L N N ) ) 1 6 2 , 1 6 3 , 1 6 2 
1 6 2 C O N T I N U E 
70 -
1 6 3 IF ON D ( L, LIG N E , L C 0 LNN ) = I N D E X ( 1 + 1 ) 
1 6 4 IF ( L- i' ! V E C T ) 16 5 ,16 6 , 16 6 
16 5 L = L + 1 
G 0 T 0 15 3 
166 K C 0 L N N = K C D L N N + 1 
G 0 T 0 12 4 
1 6 7 ' DO 1 8 0 L=1 ,N V E C T 
I PET I.T=ï F O N D ( L , L1" GN E , 2 } 
MIN=1 
M(MIN)=1 
17 4 DO 16 8 L C 0 L N N = 2 , h A X 5 E Q 
I F ( I F O N D ( L , L I G N E , L C O L N N ) ) 175 , 1 6 8 , 1 7 5 
1 7 5 I F ( I F O N Û ( L , L I G N E , L C O L N N ) - I P E T I T ) l 6 9 , 1 6 9 , 1 6 8 
16 9 I P E U T = I F O N D ( L, L I G N E , LCULNîv ) 
I C O L N N = LCGLNi\! 
16 8 C O N T I N U E 
I F O N D ( L , L I G N E , I O O L N N ) = 0 
M I N = M I N + l 
M ( t"! ï ; ; } — I P E T ï T 
I F ( M ( M I N - l ) - H ( H I N ) ) 1 7 1 , 1 7 0 , 1 7 0 
1 7 1 GO TO 1 7 4 
170 M(MIN)= 0 
DO 176 L C O L N N = 2 , M IN 
1 7 6 I F O N D ( L , L I G N E , L C O L N N ) =H ( L C 0 L ;\ï N ) 
uM"i IN-i-l 
DO 1 8 0 L C O L N N = U , M A X S E Q 
1 8 0 I F O N D ( L , L I G N E , L C 0 L N N ) = 0 
1 8 1 I F ( I K-1< ) 18 2 , 18 3 , 1R 3 
1 8 2 L I G N E = LIGÎJE+1 
IK=IK+1 
GO TO 1 2 1 
1 8 3 LGN R T 1 = N E N 0 1 6 
GO TO 8 5 
END 
