Abstract-This paper provides new constructions and lower bounds for subspace codes, using Ferrers diagram rank-metric codes from matchings of the complete graph and pending blocks. We present different constructions for constant dimension codes with minimum injection distance 2 or k − 1, where k is the constant dimension. Furthermore, we present a construction of new codes from old codes for any minimum distance. Then, we construct nonconstant dimension codes from these codes. Some examples of codes obtained by these constructions are the largest known codes for the given parameters.
I. INTRODUCTION

L
ET F q be the finite field of size q. Given two integers k, n, such that 0 ≤ k ≤ n, the set of all k-dimensional subspaces of F n q forms the Grassmannian over F q , denoted by G q (k, n). It is well known that the cardinality of the Grassmannian is given by the q-ary Gaussian coefficient
The set of all subspaces of F n q is denoted by P q (n). It holds that P q (n) = n k=0 G q (k, n). Both the subspace distance, defined as
and the injection distance, defined as
for any two distinct subspaces X and Y in P q (n), are metrics on P q (n), and hence also on G q (k, n).
Note that for X, Y ∈ G q (k, n) it holds that d S (X, Y ) = 2d I (X, Y ).
We say that C ⊆ G q (k, n) is an (n, M, d, k) q code in the Grassmannian, or constant-dimension code, if M = |C| and the minimum injection distance of the code is min{d
for X, Y ∈ G q (k, n), the minimum subspace distance of a constant-dimension code is twice the minimum injection distance of the code, thus one can equivalently use the subspace distance instead of the injection distance. Both notations, with the injection or with the subspace minimum distance, can be found in the literature. Furthermore, we call C ⊆ P q (n) an (n, Subspace codes, and constant dimension codes in particular, have drawn significant attention in the last six years due to the work by Köetter and Kschischang [1] , where they presented an application of such codes for error correction in random network coding. Constructions and bounds for constant dimension codes were given e.g. in [2] - [14] . For non-constant dimension codes some results can be found in [3] , [5] , [10] , [15] , and [16] .
One notes that the codes obtained by a simple construction based on lifting of maximum rank distance (MRD) codes [17] are almost optimal, i.e., asymptotically attain the known upper bounds [1] , [5] . However, it is of interest to provide constructions of constant dimension codes which are larger than the lifted MRD codes. The first step in this direction was done in [3] , where the multilevel construction was presented. This construction generalizes the lifted MRD codes construction by introducing a new family of rank-metric codes having a given shape of their codewords, namely, Ferrers diagram rankmetric codes. Further, some other constructions were presented in [2] , [4] , [5] , [8] - [10] , [13] , and [14] . Most of them provide constant dimension codes which contain a lifted MRD code as a subcode. Another type of constructions includes orbit or cyclic codes [5] , [11] , [18] . In [4] , an upper bound on the cardinality of codes which contain a lifted MRD code was presented for some sets of parameters. For constant dimension k = 3 this bound was attained by using a generalization of a pending dots based construction, presented in [14] .
In this paper, we continue with this direction of constructing large constant dimension codes which contain lifted 0018-9448 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
MRD codes. We present new families of codes which have the largest known cardinality. The ideas for these constructions generalize the ideas presented in [3] , [4] , [14] , and [17] . First, we present new (n, M, k − 1, k) q codes. These codes have the second largest possible injection distance k − 1 (codes having the largest possible injection distance k are called (partial) spread codes and were considered in [12] , [19] , and [20] ). This case corresponds to the largest error correction, where the code cardinality can be improved. Our new codes are based on a two-dimensional generalization of pending dots, which we call pending blocks. Based on this approach we construct (n, M, k − 1, k) q codes of cardinality
Note that our new construction requires the field size q to be large enough, namely, q 2 + q + 1 ≥ n − k 2 +k−6 2
. For smaller fields however, we slightly modify the construction and obtain codes that have almost the same cardinality as in (3) .
Next, we focus on codes with the smallest non-trivial injection distance d I = 2 (a code with the smallest possible distance d I = 1 is the trivial code which contains the whole Grassmannian). It was shown in [4] that the gap between the cardinality of a lifted MRD code and the known upper bounds increases for smaller values of the minimum distance. Thus the minimum distance d I = 2 corresponds to the case where the most significant improvement in the code cardinality is possible. We start with the multilevel construction of [3] . The main drawback of this construction is that it depends on the choice of the underlying constant weight code, but the best choice for such a code is still unknown. As a consequence, the cardinality of constant dimension codes obtained by the multilevel construction can not be written in a general form. We consider a specific choice of a constant weight code for the multilevel construction. This constant weight code is based on an one-factorization of a complete graph. The cardinality of the proposed (n, M, 2, k) q code can be derived and recursively gives the lower bound
(q 2(k−2) −1)(q 2(n−ik−1) −1)
Then, we combine the idea of one-factorization based constant weight codes with the pending blocks construction and present a new family of (n, M, 2, k) q codes. Here, we use the one-factorization of a specific node labelling of the complete graph to provide codes with large cardinality.
In addition, we present a simple way to construct a new constant dimension code from an old one, with the same minimum distance. Surprisingly, for some parameters this construction provides the largest known codes (see Table II in Section VI). In particular, we derive the following recursive formula for the maximum cardinality of a constant dimension code, for any n ≥ 3k and n ≥ ≥ k:
We compare our constructions with other known constructions of constant dimension codes. For this we first analyze the difference of the cardinalities of our first three constructions with the cardinality formula of the multicomponent construction [8] , [21] , which is the largest known general construction with a closed cardinality formula. We show that the improvement of our construction compared to the multicomponent construction grows exponentially in the dimension n of the ambient space, for the relevant cases with d = 2 or d = k − 1. Next we compare our constructions for some parameter sets with the multilevel construction. This construction does not have a closed cardinality formula, but gives rise to the largest known constant dimension codes for many parameter sets. One can see that in some cases our constructions beat the multilevel construction, while in other cases they do not (see Tables I and II in Section VI) .
Finally, we consider non-constant dimension codes. We use the constant dimension codes constructed in this paper as well as the largest codes from [3] and [4] and apply the puncturing method [3] to obtain large codes for both the subspace and the injection metric.
The rest of this paper is organized as follows. In Section II we introduce the necessary definitions and two known constructions which will be the starting points to our new constructions. In Section III we introduce the notation of pending blocks and present a construction for an (n, M, k − 1, k) q code. In Section IV we consider properties of Ferrers diagrams arising from matchings of complete graphs and discuss the constructions for (n, M, 2, k) q codes. In Section V we present a construction of a new code from a given one. Section VI presents the comparison between the new codes obtained in the paper and some previously known codes. We consider constructions of non-constant dimension codes in Section VII and conclude with Section VIII.
II. PRELIMINARIES AND RELATED WORK
In this section we briefly provide the definitions and previous results used in our constructions. More details can be found in [3] , [4] , and [14] .
A. Representations of Subspaces and Multilevel Construction
Let X be a k-dimensional subspace of F n q . We represent X by the matrix RE(X) in reduced row echelon form, such that the rows of RE(X) form a basis of X. The identifying vector of X, denoted by v(X), is the binary vector of length n and weight k, where the k ones of v(X) are exactly in the positions where RE(X) has the leading coefficients (the pivots). All the binary vectors of length n and weight k can be considered as the identifying vectors of all the subspaces in G q (k, n). These
where each class, also called a cell of G q (k, n), consists of all subspaces in G q (k, n) with the same identifying vector.
Recall that the Hamming metric on F n q is defined as Proposition 1 ([3] , [10] , [16] 
The Ferrers tableaux form of a subspace X, denoted by F (X), is obtained from RE(X) first by removing from each row of RE(X) the zeros to the left of the leading coefficient; and after that removing the columns which contain the leading coefficients. All the remaining entries are shifted to the right. The Ferrers diagram of X, denoted by F X , is obtained from F (X) by replacing the entries of F (X) with dots.
Given F (X), the unique corresponding subspace X ∈ G q (k, n) can easily be found. Also given v(X), the unique corresponding F X can be found. When we fill the dots of a Ferrers diagram by elements of F q , we obtain a
Example 2: Let X be the subspace in G 2 (3, 7) with the following generator matrix in reduced row echelon form:
Its identifying vector is v(X) = 1011000, and its Ferrers tableaux form and Ferrers diagram are given by 0 1 1 0 1 0 1 0 1 1,
respectively. In the following we will consider Ferrers diagram rank-metric codes, which are closely related to constant dimension codes. For two m × matrices A and B over F q the rank distance, d R (A, B), is defined by
Proposition 3 ([3] , [10] 
≥ m, with a full m × diagram F , which attain the bound of Theorem 4 [22] , [23] .
It was proved in [3] that for general diagrams the bound of Theorem 4 is attained for d = 1, 2:
Some special cases, when this bound is attained for d > 2, can also be found in [3] .
For a codeword A ∈ C F ⊆ F k×(n−k) q let A F denote the part of A related to the entries of F in A.
Definition 6: Given an FDMRD code C F , a lifted FDMRD code C F is defined as follows:
This definition is the generalization of the definition of a lifted MRD code [17] ). The following theorem [3] is the generalization of the result given in [17] .
The multilevel construction [3] for constant dimension codes is based on Proposition 1 and Theorem 7:
Multilevel Construction: First, a binary constant weight code of length n, weight k, and Hamming distance 2d is chosen to be the set of the identifying vectors for C. Then, for each identifying vector a corresponding lifted FDRM code with minimum injection distance d is constructed. The union of these lifted FDRM codes is an (n, M, d, k) q code.
B. One-Factorization of Complete Graphs and the Pending Dots Construction
In the construction provided in [4] , for k = 3 and d = 2, in the stage of choosing the identifying vectors for a code C, a set of vectors with minimum (Hamming) distance 2d − 2 = 2 is allowed, by using a method based on pending dots in a Ferrers diagram [14] , which will be explained in the following.
The pending dots of a Ferrers diagram F are the leftmost dots in the first row of F whose removal has no impact on the size of the corresponding Ferrers diagram rank-metric code. The following lemma follows from [14] . 
The following results from the area of graph theory will be useful in the following code constructions. We denote by K m the complete graph with m nodes. A matching of K m is a set of non-adjacent edges of K m . A perfect (resp. nearly perfect) matching is a matching that covers all (resp. all but one) nodes of K m . A one-factorization (OF) (resp. near one-factorization (NOF)) of K m is a partition of all edges into perfect (resp. nearly perfect) matchings of K m . If one labels all nodes of K m with the numbers from 1, . . . , m, then one can easily see the 1 − 1-correspondence between the edges of the graph and the weight-2 vectors of F m 2 by assigning the two ones of the vector in the coordinates labelled by the numbers of the two nodes in the graph which are connected by the corresponding edge.
The following lemma, which follows from a one-factorization and near-one-factorization of a complete graph [24] , [25] , will be used in our constructions.
Lemma 10: Let D be the set of all binary vectors of length m and weight 2. [4] will be used as the base step of our recursive construction proposed in the sequel.
Pending Dots Construction: Let n ≥ 8 and q 2 + q + 1 ≥ , where = n−4 for odd n and = n−3 for even n. In addition to the lifted MRD code (which has the identifying vector v 0 = (11100 . . . 0)), the final code C will contain the codewords with identifying vectors of the form (x||y), where the prefix x ∈ F 3 2 is of weight 1 and the suffix y ∈ F n−3 2 is of weight 2. By Lemma 10, we partition the set of suffixes into classes P 1 , P 2 , . . . , P and define the following three sets:
Elements with the same prefix and distinct suffixes from the same class P i have Hamming distance 4. When we use the same prefix for two different classes P i , P j , we assign different values in the pending dots of the Ferrers tableaux forms. Then the corresponding lifted FDMRD codes of injection distance 2 are constructed, and their union with the lifted MRD code forms the final code C of size q 2(n−3) + n − 3 2 q .
In the following sections we will generalize this construction in various ways and obtain codes for any k ≥ 4 with minimum injection distance d = 2 or with d = k − 1, or equivalently minimum subspace distance 2d = 4 or with 2d = 2(k − 1).
In this section we provide a recursive construction for (n, M, k −1, k) q codes, which uses the Pending Dots construction described in Section II as an initial step. Codes obtained by this construction contain a lifted MRD code. The upper bound on the cardinality of such codes is derived in [4] and given in the following theorem.
Theorem 11 ([4] 
which is attained by the Pending Dots construction. Our recursive construction provides a new lower bound on the cardinality of such codes for general k.
To present the construction we first need to extend the definition of pending dots of [14] to a two-dimensional setting, which we will do in the following subsection.
A. Pending Blocks
Definition 12: Let F be a Ferrers diagram with m dots in the rightmost column and dots in the top row. We say that the 1 < leftmost columns of F form a pending block (of length 1 ) if the upper bound on the size of FDMRD code C F from Theorem 4 is equal to the upper bound on the size of C F without the 1 leftmost columns.
Example 13: Consider the following Ferrers diagrams: Note that a pending block is also a quasi-pending block. We can now generalize Lemma 8 from pending dots to pending blocks. 
Proof: Since the quasi-pending blocks are in the same position, the first h pivots of RE(X) and RE(Y ) are in the same columns. To compute the rank of RE(X) RE(Y ) we permute the columns such that the h first pivot columns are to the very left, then the columns of the pending block, then the other pivot columns and then the rest:
Now we subtract the lower half of the obtained matrix from the upper half and write the result in the lower half of the new matrix to get
The additional pivots of RE(X) and RE(Y ) (to the right in the above representation) that were in different columns in the beginning are still in different columns, hence it follows that
This theorem implies that for the construction of an (n, M, d, k) q code, by filling the (quasi-) pending blocks with a suitable Ferrers diagram rank metric code, one can choose a set of identifying vectors with lower minimum Hamming distance than 2d.
B. The Construction
The following two lemmas will be useful for our construction.
Lemma 16: Proof: Naturally, the last column of the Ferrers diagram has at most k many dots. It holds that any column has at most as many dots as the last one. Since there are k − 2 many ones in the first n 1 positions of v, it follows that there are n − n 1 − 2 zeros in the last n − n 1 positions of v. Thus, there are at least n − n 1 − 2 many dots in any but the lower two rows of the Ferrers diagram arising from v. Therefore, if n − n 1 − 2 ≥ k ⇐⇒ n − k − 2 ≥ n 1 the Ferrers diagram arising from v has more than or equally many dots in any of the first k − 2 rows than in the last column, and hence than in any column.
From Theorem 4 we know that the bound on the dimension of the FDRM code is given by the minimum number of dots not contained in the first i rows and last k − 2 − i columns for i = 0, . . . , k − 2. If we start with i = k − 2 we get that the dimension of the code is at most the number of dots in the last two rows of the diagram. Inductively, if we decrease i by one, we add a row (of the first k − 2 rows) and erase a column of the previous diagram, which results in more points, hence the minimum is attained for i = k − 2.
Remark 17: If an m× -Ferrers diagram has d −1 rows with dots each, then the construction of [3] provides respective FDMRD codes of minimum distance d attaining the bound of Theorem 4.
We need yet another special case of Ferrers diagrams where we can attain the upper bound on the dimension of the code size.
Lemma 18: For an m × -Ferrers diagram where the j th row has at least x more dots than the ( j + 1)th row for 1 ≤ j ≤ m − 1 and the lowest row has x many dots, there is a FDMRD code with minimum rank distance m and cardinality q x .
Proof: The construction is as follows: For each codeword take a different w ∈ F x q and fill the first x dots of every row with this vector, whereas all other dots are filled with zeros. The minimum distance follows easily from the fact that the positions of the w's in each row have no column-wise intersection. Since they are all different, any difference of two codewords has a non-zero entry in each row and it is already row-reduced.
The cardinality is clear, hence it remains to show that this attains the bound of Theorem 4. Plugging in i = k − 1 in Theorem 4 we get that the dimension of the code is less than or equal to the number of dots in the last row, which is achieved by this construction.
We now have all the machinery to describe the new construction for (n,
and q 2 + q + 1 ≥ , where 
For k ≥ 4 we define:
2 . Furthermore we define:
such that the prefixes of the vectors in 
We fill each of these pending blocks with a different element of a suitable FDMRD code with minimum rank distance k −3 and size q 3 , according to Lemma 18. Note, that the initial conditions always imply that q 3 ≥¯ .
• All Ferrers diagrams that correspond to the vectors in A k 2 have a common pending block with k − 2 rows and
Every vector which has a suffix y from the same P i will have the same value a i ∈ F q in the first entry in each row of the common pending block, such that the vectors with suffixes from the different classes will have different values in these entries. (This corresponds to a FDMRD code of distance k − 2 and size q.) Given the filling of the first entries of every row, all the other entries of the pending blocks are filled by a FDMRD code with minimum distance k − 3, according to Lemma 18.
• All Ferrers diagrams that correspond to the vectors in A k 3 have a common pending block with k − 2 rows and
The filling of these pending blocks is analogous to the previous case, but for the suffixes from the different P i -classes we fix the first two entries in each row of a pending block. Ferrers Tableaux Forms: On the dots corresponding to the last n − s − 2 columns of the Ferrers diagrams for each vector v j in a given A k i , 0 ≤ i ≤ 3, we construct a FDMRD code with minimum distance k − 1 (according to Remark 17) and
Code: The final code is defined as
Theorem 19: The code C k obtained by Construction A has minimum injection distance k − 1 and cardinality
Proof: We will first prove the cardinality by induction on k. Observe that the only identifying vector that contributes additional codewords in C k compared to C k−1 is v k 00 , since for all the other identifying vectors, the additional line of dots of the corresponding Ferrers diagrams does not increase the cardinality due to Lemma 16, and thus |C k | = |C k−1 |+q 2(n−k) for any k ≥ 4. Solving this recursively results in the above formula.
Next we prove that the minimum injection distance of
• If the suffixes of X and Y of length n − 3 belong to the same class
corresponding to the common pending blocks. Then by Theorem 15,
• If the suffixes of X and Y of length n − 3 belong to different classes
and q 2 + q + 1 ≥ , where
). Then [3] ). We now illustrate the construction: First, we partition the set of suffixes y ∈ F 7 2 of weight 2 into 7 classes, P 1 , . . . , P 7 of size 3 each. The identifying vectors of the code are partitioned as follows:
To demonstrate the idea of the construction we will consider only the set A 5 2 . All the codewords corresponding to A 5 2 have the following common pending block B:
If the suffix y ∈ P 2 , or y ∈ P 3 then to distinguish between these two classes we assign the following values to B, respectively:
For the identifying vectors with the suffixes y from P i , i = 2, 3, we construct a FDMRD code of distance 2 for the remaining dots of B (here, a = 0 or a = 1), as follows: For small alphabets, when q 2 + q + 1 < , we use as the initial step for the recursion the Modified Pending Dots construction (Construction II in [4] ), where the last n − 3 coordinates of the identifying vectors are partitioned into sets of size q 2 + q + 2 and then the same idea for the construction of the identifying vectors is applied in each such set. This Modified Pending Dots construction generates an (n, M, 2, 3) q constant dimension code with M = q 2(n−3) +
. Then the size of an (n, M, k − 1, k) q constant dimension code C k obtained from the modified recursive construction is given by
where
. Then, we obtain the following corollary.
and q 2 + q + 1 < , where
). Then
.
In the following, we compare the size of the codes obtained from Construction A (and its modification for small alphabets) to the bound in Theorem 11. In particular, we are interested in an estimation of the function F(n, k, q) defined by F(n, k, q) :=
. The following bound on A q (n, d, k) was established in [5] , [26] , [27] :
One can show that F(n, k, q) is an increasing function in k and q and that for k ≥ 10, n ≥
, it holds that F(n, k, 2) ≥ 0.99. Hence, Construction A asymptotically attains the bound of Theorem 11 for any k and q. In fact it gets very close to the bound already for small values of k and q. In comparison, the lifted MRD construction attains the bound asymptotically as well, but is much further away from the bound for small parameters.
The comparison between the cardinality of codes obtained by Construction A and other known codes is given in Section VI, Table I. IV. CONSTRUCTIONS FOR (n, M, 2, k) q CODES In this section we present two constructions for (n, M, 2, k) q codes with k ≥ 4 and n ≥ 2k + 2. These constructions will then give rise to new lower bounds on the size of constant dimension codes with minimum injection distance 2 (or equivalently subspace distance 4). The first one (Construction B), which is a modification of the multilevel construction from [3] , is based on a specific choice of a set of identifying vectors obtained from matchings and the complement of matchings of the corresponding complete graphs and is given for general k ≥ 4. The second one (Construction C) combines the results on pending blocks and Ferrers diagrams arising from different (nearly) perfect matchings of the complete graph. Since it improves the first construction only for the parameters k = 4 and k = 5, it will only be explained for these two cases.
A. A Special Instance of the Multilevel Construction
The multilevel construction (see Section II) is a general code construction which usually provides large codes. However, it does not give rise to a general formula for the cardinality of the arising codes, since this construction depends on the specific choice of a related constant weight code. In the following, we will use a specific (nearly) perfect matching and the complement of a matching of complete graphs of sizes n − k and k, respectively, to produce a good choice of the constant weight code for the multilevel construction and to get a closed formula for the constant dimension code cardinality.
We first need the following result, which is similar to Lemma 16. Remark 25: The elements of O n−k andŌ k form a (nearly) perfect matching of K n−k and the complement of a (nearly) perfect matching of K k , respectively.
Construction B: Let n ≥ 2k + 2. We use the following sets of identifying vectors for the multilevel construction:
where the prefixes are the different elements fromŌ k (except for A k 0 ). Then we construct the corresponding lifted FDMRD codes with injection distance 2. Note that the code corresponding to A k 0 is the conventional lifted MRD code. Furthermore we add the largest known (n − k, M, 2, k) q code, with k zero columns appended in front of every codeword.
Theorem 26: The code from Construction B has minimum injection distance 2 and cardinality
where (i ) = 1 if i odd and (i ) = 0 if i even. Proof:
The minimum distance for elements with different identifying vectors follows by Proposition 1 from the Hamming distance of the identifying vectors, which is always at least 4. For elements with the same identifying vector it follows from the minimum rank distance of the FDMRD code, by Proposition 3.
The cardinality can be shown as follows. From Theorem 5, Lemma 23 and Corollary 24 we know that the number of dots not in the first row of the FD is the dimension of the FDMRD code. Hence, the subcode arising from A k 0 has dimension (k − 1)(n − k). The number of matrix fillings for the height-2 Ferrers diagrams corresponding to O n−k is equal to n−k 2 −1 i=0 q 2(2i+ (n−k)) (where the empty matrix is also counted). The number of fillings for the Ferrers diagrams corresponding toŌ k without the first rows is equal
. Hence the formula follows.
Corollary 27: Let n
Proof: From Theorem 26 it follows that the value for
Solving the sums and then using the equality 4
we get that this expression is equal to
This expression takes its minimum for (n−k) = (k−1) = 1, hence
Applying this bound recursively yields the desired formula.
Remark 28:
Here we derived a closed cardinality formula for the special instance of the multilevel construction for d = 2. Note that one can also apply this idea to obtain a bound on the cardinality for constant dimension codes with other values for the minimum injection distance.
B. New (n, M, 2,4) q -and (n, M, 2,5) q Codes From OneFactorizations and Pending Dots
The construction presented in this subsection is based on a one-factorization of a complete graph which is used to construct a set of identifying vectors for the proposed codes, by generalizing the Pending Dots construction to k > 3. However, in contrast to the Pending Dots construction, here we use not all but specifically chosen perfect matchings which result in a large constant dimension code. First, we consider one-factorizations and the Ferrers diagrams arising from them.
1) Ferrers Diagrams From One-Factorizations of the Complete Graph:
We will now present some results on Ferrers diagrams arising from the weight-2 vector representation of matchings of the complete graph K n . To do so we will use some graph theoretic results (see [24] , [25] ) that will be useful for our choice of identifying vectors later on. We start by with the existence proof of (near) one-factorizations, (see also Lemma 10 in Section II), since we need the idea of this proof for our following results.
Theorem 29 ([24], [25]): 1) If n is odd there always exists a near one-factorization (NOF) of K n . 2) If n is even there always exists a one-factorization (OF)
of K n . Proof: 1) If n is odd we can draw the nodes of K n as a circle.
Then we can choose one edge and all its parallels, which will give us a nearly perfect matching of K n . We can repeat this step for any edge that is not covered yet and get a NOF of K n . 2) If n is even we can use n−1 nodes of K n as a circle, just like before, and use the remaining node as the center of the circle. Then we use again the set of parallel edges plus the edge that connects the remaining node on the circle with the center of the circle, which is a perfect matching. The set of all these different perfect matchings is an OF of K n . Then one can easily count the number of elements in the sets of a NOF or an OF of K n (see also Lemma 10):
Lemma 30: 1) For a given odd n the NOF of K n has n many nearly perfect matchings and each one of them contains n−1 2
elements. 2) For a given even n the OF of K n has n −1 many perfect matchings and each one of them contains n
2 elements. As in Section II, we denote the different (nearly) perfect matchings of a (near) one-factorization in the vector representation by P i and call them classes.
In the following construction we want to use the matchings which contribute the largest possible FDRM codes. So we need the following lemma, which gives the sizes of the corresponding Ferrers diagrams and, as a consequence, the cardinality of the FDRM codes. We use the construction of matchings described in the proof of Theorem 29. We denote n := n − k and label all the outside nodes counter-clock-wise from 1 to n − 1 if n is even, and from 1 to n if n is odd. If n is even, the center node is labeled by n and we name P i the perfect matching that contains the edge (n , i ) as the center edge (i.e. all other edges are orthogonal to this one). If n is odd, there is no center node and we name P i the nearly perfect matching that corresponds to the matching that does not cover node i .
Lemma 31: For a given P i , the size of the respective FDRM code with rank distance 1 (i.e. the number of different matrix fillings for the corresponding Ferrers diagrams) is given by
• n
and n is even,
2 and n is odd,
2 and n is odd. Proof: Can be found in Appendix A.
2) Code Construction:
We will now describe a construction for constant dimension codes with k = 4 and k = 5. The idea in both cases is similar to the multilevel construction: To construct the identifying vectors, we start with (1 . . . 10 . . . 0) and then construct sets of identifying vectors with prefixes of length k and weight k − 2, and suffixes of length n := n − k and weight 2. The suffixes will be chosen from some of the (nearly) one-factors P i of K n−k . We choose the prefixes and suffixes that contribute the largest FDRM codes, using Lemma 31. In addition, we use pending dots to allow for a choice of identifying vectors with a smaller Hamming distance.
Construction C-4: Let n ≥ 10 and n = n − 4. Hence, n is even if and only if n is even. We use the following sets of identifying vectors
and construct the corresponding lifted FDMRD codes with injection distance 2, where we use the pending dot in A 4 3 . Note that the code corresponding to A 4 0 is the conventional lifted MRD code. Furthermore, we add the largest known (n − 4, M, 2, 4) q code, with 4 zero columns appended in front of every codeword, to obtain a constant dimension code C 4 .
Theorem 32: The code C 4 obtained by Construction C-4 has minimum subspace distance 4 and cardinality given by
, 4) if n is even, and
if n is odd. Proof: The minimum distance for elements with different identifying vectors follows from the Hamming distance of the identifying vectors, together with the pending dots, i.e, from Proposition 1 and Lemma 8. For elements with the same identifying vector it follows from the minimum rank distance of the FDMRD code, by Proposition 3.
The proof for the cardinality can be found in Appendix B.
Example 33: Let q = 2, n = 10. 24 + 2290845.
Construction C-5: Let n ≥ 12 and n = n − 5. Hence, n is even if and only if n is odd. We use the following sets of identifying vectors
and construct the corresponding lifted FDMRD codes with injection distance 2, where we use the pending dot in A 5 5 . Note that the code corresponding to A 5 0 is the conventional lifted MRD code. Furthermore, we add the largest known (n − 5, M, 2, 5) q code, with 5 zero columns appended in front of every codeword to obtain a constant dimension code C 5 .
Theorem 35: The code C 5 obtained by Construction C-5 has minimum subspace distance 4 and cardinality given by
• q 4(n−5) + (q 2n−10 + q 2n−14 )(q 2n−14 + (
The minimum distance for elements with different identifying vectors follows from the Hamming distance of the identifying vectors, together with the pending dots, by Proposition 1 and Lemma 8. For elements with the same identifying vector it follows from the minimum rank distance of the FDMRD code, by Proposition 3.
Remark 36: One can easily generalize Constructions C-4 and C-5 to larger values of k by choosing the prefixes for the sets A k i as follows: Choose an OF (or NOF) of K k , look at its vector representation and add the all-one vector to all these vectors (i.e. bitflip all coordinates). Thus, the prefixes in a given set A k i form a code with constant weight k − 2 and minimum Hamming distance 4 in F k 2 . But one can then prove that there is no such set with pending dots in all its elements. Hence, this generalization would not improve the multilevel construction from [3] . This is why we only describe the construction for k = 4 or k = 5 in this work.
The comparison between the multilevel construction and the codes obtained by Constructions B and C can be found in Section VI, Table II . One can see that Constructions C-4 and C-5 improve Construction B, but remember that Construction B works for general k and thus for more parameters than Construction C-4 or C-5. Furthermore, Construction C-4 yields larger codes than the multilevel construction and hence results the largest known codes for some parameter sets. On the other hand, Construction C-5 does not improve the cardinality of the codes arising from the multilevel construction. The advantage still is that we have a closed formula for all constructions explained in this section, in contrast to the multilevel construction.
In the following we discuss a way for constructing a new constant dimension code with minimum injection distance d (or subspace distance 2d) from a given one. This approach is fairly simple, but surprisingly, for some families of parameters it provides the largest known codes.
be an integer such that ≥ k, and let C be an [F , (k 
Proof: Since |C| = q (k−d+1) , it follows from Theorem 4 that M = Mq (k−d+1) . To prove the minimum distance we distinguish between two cases:
since all the ones of the identifying vectors of the codewords from C appear in the first k coordinates. Hence, by Proposition 3,
, where 0 is a k × n zeros matrix,
We take the (8, 2 12 + 701, 2, 4) 2 code C constructed in [4] and apply on it Construction D with = 4. Then the new code C has cardinality |C | = 2 24 + 701 · 2 12 = 2 24 + 2871296 and has parameters (12, |C |, 2, 4) 2 . The largest previously known code of these parameters of size 2 24 + 2290845 was obtained in [3] .
Like in the constructions before we can then also add codes of shorter length with zeros appended in front to these codes. Hence we get a new lower bound as follows.
Corollary 39: Let n ≥ 3k. Then for any positive integer , such that n ≥ ≥ k, it holds that
In particular, for = k, we get
and, for = n − k, we get
which, if recursively solved, corresponds exactly to the formula of the multi-component lifted MRD codes from [21] . Remark 40: Note that Construction D is related to the interleaved rank-metric codes (see [28] ). In particular, the code obtained in Construction D can be considered as a lifted Ferrers diagram interleaved code, where to the FDRM code raised from the first n coordinates is appended another FDRM code with the same minimum rank distance and with a full rectangular k × Ferrers diagram. Then, this construction can be considered as a generalization of an interleaved construction, since every code can be used as the initial step of construction.
VI. COMPARISON OF CONSTANT DIMENSION CODE SIZES
In this section we compare the cardinalities of our new code constructions to other known constant dimension code constructions. Since Constructions A-C are defined for d = k − 1 and d = 2 we will only cover these two cases. The largest previously known general construction with a closed cardinality formula is the multicomponent construction [8] , [21] . This construction is a special case of the multilevel construction of [3] (see Section II), where we require the k ones in the identifying vectors to be in one block of length k. Then the arising Ferrers diagrams are full rectangles and can be filled with an MRD code. A closed cardinality formula for this construction was derived in [21, Th. 2.9] as
In the following lemma we compare our Construction A with the multicomponent construction and give a lower bound on the difference between the respective cardinalities. The proof of the lemma can be found in Appendix C.
Lemma 41: Let n ≥ 
In the following lemma we provide a comparison between Construction B and Construction C. For simplicity, we only consider the case k = 4, q = 2 and even n, but for k = 5 and general q, n the statement is similar. The proof of the lemma can be found in Appendix E. If we do not require a closed cardinality formula, the largest known codes for most parameter sets arise from the multilevel construction with a lexicode as the set of identifying vectors [3] . Tables I -II show some examples of code cardinalities of the different constructions from this paper compared to the multilevel construction and the multicomponent construction. The bold value for each line shows the largest cardinality for the given parameters.
For Construction A we use the cardinality formula of Theorem 19, for Construction B the formula of Theorem 26.
For the values of Construction C we use the formulas of Theorems 32 and 35, for k = 4 and k = 5 respectively. For Construction D we use the respective multilevel codes (see [3] ) of length 2k (i.e., = n − 2k), and the (8, 4797, 2, 4) code from [4] , as the old code from which we construct a new code. The cardinality formula for Construction D can be found in Theorem 37.
All the (n, M, d, k) q codes presented in these tables contain a lifted MRD code of size q (n−k)(k−d+1) , so the cardinalities of the constructed codes are written in the form
One can see that Construction A always results in the largest cardinality for a valid set of parameters (remember that Construction A is only defined for d = k − 1). Furthermore, Construction C-4 beats the multilevel construction, whereas Construction C-5 does not for the parameter sets we used. Moreover, Construction D yields the largest known (12, 2, 4) 2 and (13, 2, 4) 2 codes. Note that Construction D is not defined for the parameters (n, k) ∈ {(10, 4), (11, 4) , (12, 5) , (13, 5) }, since = n − 2k < k in these cases. Overall, our new constructions presented in this paper beat the known constructions for many sets of parameters. Note that, by construction, we cannot expect Construction B to improve on the cardinality of the multilevel construction. We still wanted to describe this construction to derive a closed cardinality formula, in contrast to the multilevel construction, for which no such formula exists.
VII. NON-CONSTANT DIMENSION CODES
In this section we consider codes in P q (n) which are not constant dimension codes. Constructions of such codes were considered for the subspace metric in [3] and [16] and for the injection metric in [16] . A code in the projective space can be considered as a union of constant dimension codes with different dimensions. Moreover, a construction of a code in P q (n) can be done in a multilevel manner, i.e., first, the identifying vectors of the subspaces are chosen and then the corresponding lifted Ferrers diagrams rank-metric codes are constructed [3] , [16] . For this recall Proposition 1, which states that for any X, Y ∈ P q (n),
One can easily see that the largest constant dimension component of the final code is of dimension k = n 2 . Hence, to construct a code in the projective space one can start by first choosing a constant dimension code with the minimum injection distance d in G q ( n 2 , n), then add codes with the same minimum distance in G q (
The union is a projective space code in P q (n) with minimum distance d. This is independent of the underlying metric, i.e., it works for both the subspace and the injection distance.
We will show that by using the codes (lower bounds) obtained in the previous sections, one can provide new large codes in the projective space (and hence new lower bounds), for both the subspace and the injection metric. To provide large codes in projective spaces we use the puncturing approach, presented in [3] . Although the puncturing method was proposed for the subspace metric, we show that when applied on large constant dimension codes, it results in large codes also for the injection metric. This shows that puncturing is a powerful method to construct large codes for the injection metric as well.
First, we briefly describe the puncturing method presented in [3] . Let X ∈ G q (k, n) be a subspace which does not contain the i th unit vector vector e i ∈ F n q . The i -coordinate puncturing of X, denoted by i (X), is the subspace in G q (k, n − 1) obtained from X by deleting the i th coordinate from each vector of X. Let 1 ≤ τ ≤ n be the unique zero position of v(Q), for a given Q ∈ G q (n − 1, n) and let v ∈ F n q such that v / ∈ Q. Let C be an (n, M, d) S q code in P q (n) of subspace distance d, such that there exist codewords X 1 , X 2 ∈ C with X 1 ⊆ Q and v ∈ X 2 . Then the punctured code C Q,v , defined by
is a code in P q (n − 1) with minimum subspace distance d − 1, i.e., an (n − 1, , n) , then the punctured code contains subspaces of dimensions k and k − 1.
The following lemma considers the minimum injection distance of a punctured code of a constant dimension code.
Lemma 44: 
The lower bound on the cardinality of the punctured code is given in the following theorem [3] :
Now we present a construction for codes in the projective space. This construction generalizes the constructions for non-constant dimension codes from [3] and [16] . − 1 and has minimum subspace distance 2d − 1 and minimum injection distance d, by Lemma 44.
Construction of Codes in Projective Space
• For the injection metric, we add to C the codewords of the largest known constant dimension codes with
. The resulting code C I is a code in P q (n) with minimum injection distance d.
• For the subspace metric, we add to C the codewords of the largest known constant dimension codes with [15] minimum subspace distance 2d from G q (
and from
. The resulting code C S is a code in P q (n) with minimum subspace distance 2d − 1. Remark 46: The cardinality of the code obtained by the above construction is lower bounded by using the results from the previous sections and by Theorem 45.
We illustrate the idea of the construction for projective space codes based on the puncturing method, for both the subspace and the injection metric, in the following example.
Example 47: Let q = 2 and n = 11. First, let C ∈ G 2 (6, 12) be a constant dimension code with minimum injection distance d I = 2 and size 1196288829, obtained by the multilevel construction [3] . By puncturing it, we can obtain a code in P 2 (11) of size at least 36808900 (by Theorem 45), which includes subspaces of dimensions 5 and 6 of F 11 2 , and has minimum subspace distance d S = 3 and minimum injection distance d I = 2. 1) We add the codewords of constant dimension codes with minimum injection distance 2 from Table III shows some examples of cardinalities of our codes based on puncturing (for both the subspace and the injection metric) in P q (n) compared to the codes of [15] (for the injection metric), for q = 2. To make the comparison easier we present the cardinalities in the logarithmic form.
One can see that for odd n our codes are larger than the known ones, while for even n this is not the case.
VIII. CONCLUSION AND OPEN PROBLEMS
In this work we presented new constructions for constant dimension codes, and based on these also new constructions for non-constant dimension codes. To do so we used the known techniques of the multilevel construction and pending dots, as well as new results on Ferrers diagrams arising from matchings of the complete graph. Moreover, we derived a way of constructing new codes from old codes. The new constructions give rise to the largest known codes for most sets of parameters, as shown in the tables of Section VI and VII. This means that these codes have the best known transmission rate for a given error-correction capability.
For future research it would be interesting to derive bounds analogous to the one of Theorem 11 for other values of d, and see if any of our constructions attain such a bound (asymptotically). Furthermore, we would like to develop results of Ferrers diagrams rank metric codes related to the complete graph for codes of minimum rank distance d = 2, and investigate if we could use such results for constant dimension code constructions with minimum injection distance d (and respective non-constant dimension codes).
Another open question is how these codes can be decoded efficiently. Due to their similarity to the multilevel construction the codes constructed by our new constructions can be decoded with an analogous decoding algorithm but the structure of the identifying vectors might be useful and could be exploited for a more efficient algorithm.
APPENDIX
A. Proof of Lemma 31
Proof: We will prove the first statement for n even and i ≤ n 2 . The other statements can be proven analogously. Let us look at the graph of the proof of Theorem 29 again, labeled as mentioned before. Choose some center edge (n , i ) where i ≤ n 2 . Remember that (n , i ) corresponds to the length n binary vector with a 1 in positions i and n and zeros elsewhere. Hence the arising Ferrers diagram has only one row with exactly (n − i − 1) many dots.
Now we look at all edges whose smaller entry i satisfies 1 ≤ i < i . Such an edge will always be of the form (i − j, i + j ) for 1 ≤ j < i , thus there are (i −1) of these edges. One can see by induction that all of these edges give rise to Ferrers diagrams of the same size, since a FD corresponding to (x − 1, y + 1) can be obtained from the FD corresponding to (x, y) by adding a point in the first row and deleting a point in the second row. We can count the dots e.g. in the FD corresponding to (1, 2i − 1): There are n − 2 dots in the first row and n − (2i − 1) in the second, hence a sum of 2n − 2i − 1 dots for the whole FD.
The edges that are left are of the form (
With the same argument as in the paragraph before, all of these FD have the same number of dots and there are n 2 − i many of them. We can count the dots in the FD arising from (i, n − 1 + i ): There are n − 1 − i dots in the first row and n − (n − 1 + i ) in the second, hence a sum of n − 2i dots for the whole FD.
B. Proof of the Cardinalities in Theorems 32 and 35
Proof: We derive the cardinalities of each component of the set of identifying vectors from Theorems 32 and 35.
Let n be even. The FDRM code with rank distance d = 2 arising from the identifying vectors of
2 − i )q n−2i−6 + q n−i−6 ) .
• A 5 1 has cardinality (q 2n−10 + q 2n−14 )(q 2(n−7) + ( n−8
2 )q (n−9) • A 5 1 has cardinality (q 2n−10 + q 2n−14 )(q 2n−14 + ( n−9
2 )q (n−8) + q n−9
2 ).
• A 5 2 has cardinality (q 2n−11 + q 2n−13 )( n−9 2 q (n−9) + q (2n−15) + q n−8 ).
• A 5 3 has cardinality (q 2n−12 + q 2n−13 )(q 2n−16 + ( n−11
2 )q (n−10) + q n−11
• A 5 4 has cardinality (q 2n−12 + q 2n−14 )( n−11 2 q (n−11) + 2q (2n−17) + q n−9 ).
• A 5 5 has cardinality (q 2n−14 + q 2n−12 ) × and the statement of the lemma follows for k = 4.
D. Proof of Lemma 42
Proof: By equation (6) 
