Generalized con uent Cauchy and Cauchy-Vandermonde matrices are introduced. These two kinds of matrices generalize the ordinary Cauchy and Cauchy-Vandermonde matrices with multiple nodes studied earlier by various authors. By using displacement structure theory fast inversion formulas for these matrices are derived. The tangential interpolation interpretations for associated linear systems with such matrices are given. The fast algorithm for solving this kind of linear systems are also considered.
Introduction
The matrix of the form with = ( 1 ; : : : ; k+m ) T and Á as above. The Cauchy-Vandermonde matrix possesses an ideal structure, which means that it is also a CV matrix under permutations of columns and rows, therefore, pivoting technique and recursive method can be applied to a Cauchy-Vandermonde system. Recursion solution and fast algorithm for Cauchy-Vandermonde system have been presented in [2, 10, 17] . The inverse of a Cauchy matrix is still almost a Cauchy matrix. Moreover, many classical matrices such as Toeplitz, Hankel, and Toeplitz-plus-Hankel matries, etc., can be transformed into Cauchy-type matrices with the help of discrete Fourier and real trigonometric (sine, cosine) transformations; see, e.g., [5, 6, 8] .
Most importantly, Cauchy and CV matrices are two important classes of displacement structure matrices. The concept of displacement structure matrix was ÿrst introduced by Kailath et al. in [12] (see also, [11] ). It originated from the study of Toeplitz and Hankel matrices. For instance, Toeplitz matrix is almost invariant under the shifting along the main diagonal. Simply speaking, let F; A be two given n × n matrices, which usually have simple structure (for example, diagonal or triangular), the Sylvester-type displacement equation is deÿned by
where G is n × r and B is r × n. If rn or independent of n, then R is said to be a displacement structure matrix with respect to the operator ∇ {F; A} (·) deÿned by (1.6), r is called the displacement rank of R and matrix pair {G; B} is called generator of R. For the details of displacement structure theory we refer the reader to the book of Heinig and Rost [9] and the survey paper of Kailath and Sayed [13] . It is easily checked that Cauchy matrix C(c; d) deÿned as in (1.1) is the unique solution of the following Sylvester-type matrix equation
where
are the diagonal matrices corresponding to node sequences c = (c 1 ; : : : ; c n ) and d = (d 1 ; : : : ; d k ), respectively. Thus, in the sense of displacement structure theory mentioned above, Cauchy matrix C(c; d) is a displacement structure matrix with respect to operator ∇ {D(c);D(d)} (·) and has displacement rank one.
Cauchy and CV matrices have been generalized in two directions. The ÿrst one is called Con uent Cauchy and Cauchy-Vandermonde matrices in the case of c i and d j having multiple nodes. In detail, let c i and d j be distinct pairwise for all i = 1; : : : ; p; j = 1; : : : ; q, and have multiplicities i and j , respectively, the con uent Cauchy and CV matrices are also denoted by C(c; d) and C m (c; d) and deÿned as
(1.8a)
where V m (c) is the con uent Vandermonde matrices corresponding to node sequence c = {(c i ;
deÿned by
. . .
Con uent Cauchy and CV matrices have been studied by various authors. For example, in [16, 15, 3, 18] inversions, factorizations and Hermite rational interpolation formulas for Con uent Cauchy and CV matrices were presented by direct computation method. In [19] by using displacement structure approach the author derived quite naturally the inversion representations and fast algorithm for these two matrices.
The second extension of Cauchy and CV matrices are called generalized Cauchy and CV matrices. For two given matrices Z = col(z (1.10) see, [7] ; where z i ; y j are column vectors of length r. Henceforth, col(a i )(row(a i )) denotes a column (row) vector with a i as its components. Generalized Cauchy matrix may be regard as a generalization of L oewner matrix of the form
If let Z be partitioned into the form as
, then it is not di cult to verify that a relationship between generalized Cauchy and classical Cauchy matrices is satisÿed:
Also, generalized Cauchy matrix is connected with so-called tangential or constrained rational interpolation with ÿxed poles. Indeed, if we construct a vector rational function as following:
then tangential interpolation problem
is equivalent to solve linear system of equations
where and Á are deÿned as in (1.4) .
In the present paper, we continue the investigations for Cauchy and CV matrices. We consider the common generalizations of both con uent Cauchy and CV and generalized Cauchy and CV matrices, which are called generalized con uent Cauchy and CV matrices. We investigate their four aspects of properties: displacement structure, inversion representation, interpolation interpretation and fast algorithm. Let us conclude this section by giving an outline of this paper. In Section 2, the displacement structures, inversion formulas and tangential interpolation interpretations are presented for generalized con uent Cauchy and CV matrices. In Section 3, the criteria of invertibility for these two matrices are given and in the last Section 4 the fast algorithm for solving associated linear system is considered.
Generalized con uent Cauchy and Cauchy-Vandermonde matrices
In this section, we ÿrst give the deÿnitions of generalized con uent Cauchy and CauchyVandermonde matrices. Then we present the displacement structures, inversion formulas and interpolation interpretations for these two matrices.
Let us begin with a few words on our notations, which we shall use throughout the rest of the paper. Let be two sequences of interpolation nodes with all c i ; d j distinct pairwise and
be two ÿxed complex matrices, where z ik ; y jl ∈ C r for all i; j; k; l. We assume that r is independent of or very small compared with n 1 and 
is the Jordan canonical form corresponding to d. Lastly, let
be i × i reverse or antiidentity matrix and deÿne
In the same way,
is deÿned and we have
With the data we associate two classes of matrices.
Deÿnition 2.1. We call the n 1 × n 2 block matrix
(2.6) generalized con uent Cauchy matrix corresponding to the data = (c; d; Z; Y ), where
for m ¿ 1 be the generalized Vandermonde matrices, and C m = C m ( ) consisting of a Cauchy part and a Vandermonde part, which are deÿned by
Deÿnition 2.2. The matrices C m ( ) of form (2.8) will be called generalized con uent CauchyVandermonde matrices, corresponding to the data .
The following two remarks are important and easily checked.
Remark 1.
In the case when r = 1,
, we obtain the con uent Cauchy and Cauchy-Vandermonde matrices deÿned as in (1.8a)-(1.8b) and (1.9a)-(1.9c), respectively. Therefore, we may write that Remark 2. The transpose of the generalized con uent CV matrix C m ( ) is given by
Thus, the transpose of a generalized con uent CV matrix is also a generalized con uent CV matrix, and in many situations it is su cient to consider one of the cases m ¿ 0 and −m ¡ 0.
(I) Displacement structure: Firstly, we need the following lemma for the solution of Sylvester equation.
Lemma 2.3. Suppose that J (!) and J (z) are the m × m and n × n lower triangular Jordan blocks, respectively, and
is an m × n matrix and ! = z. Then the Sylvester matrix equation
has the unique solution X = (X kl ) m−1; n−1 k=0; l=0 given by
For the details of the proof of Lemma 2.3 one can refer to [1] or [19] . We note that when ! = z the uniqueness of solution of Eq. (2.9) is a well-known fact, since the spectra of J (!) and J (z) have no common, and if !; z have negative and positive real parts, respectively, then the solution of Eq. (2.9) can be explicitly given by Proof. The uniqueness is an obvious fact, it is su cient to check that C( ) given in Deÿnition 2.1 is the solution of Eq. (2.12). According to the block structures of J (c); J (d) and C( ), Eq. (2.12) is equivalent to the following systems of equations:
for j = 1; : : : ; p and j = 1; : : : ; q. Note that
Then by Lemma 2.3, the unique solution of Eq. (2.13) is given by
k=0; l=0 ; where
Thus, C( ) = (C ij ) p; q i; j=1 is just the solution of Eq. (2.13). This completes the proof. Theorem 2.5. The generalized con uent Cauchy-Vandermonde matrix C m ( ) deÿned as in Deÿ-nition 2.2 satisÿes the Sylvester-type equation
In other words,
Proof. We have
Since V m (c; Z)E − Y T = ZY T , then by Theorem 2.4, we obtain Proof. Multiplying Eq. (2.12) by C( ) −1 from the left and right, yields
Hence, by using facts (2.4), (2.5) and Eqs. (2.18), we obtain or equivalently,
This completes the proof.
Theorem 2.7. Let C m ( ) be a generalized con uent Cauchy-Vandermonde matrix deÿned by Deÿnition 2.2, and let
where x jl ; w ik ∈ C r (i = 1; : : : ; p; j = 1; : : : ; q) and X j ∈ C r×r (j = 1; : : : ; m), be the solutions of the following two linear systems of equations:
respectively. If n 1 = n 2 + mr and C m ( ) is nonsingular, then the inverse C m ( ) −1 is given by
Proof. It follows from Eqs. (2.14) and (2.21) that
Now let C m ( ) −1 be partitioned into the form
where B has size n 2 × n 1 , and B has size mr × n 1 , then we have
and
Eq. (2.23) can be rewritten as Theorem 3.1. Let C = C( ) be given by Deÿnition 2.1.
(1) If the system
is solvable and the pair (J (c); Z) is controllable, then C has full row rank and is right invertible, and for su ciently large k
is solvable and the pair (J (d); Y ) is controllable, then C has full column rank and is left invertible, and for su ciently large k 
for all s = 0; 1; : : : : Thus,
Since by assumption V k (c; Z) has full row rank n 1 for su ciently large k, it is right invertible for such k. According to a well-known fact that rank(AB) 6 min{rank A; rank B}, (3.6) implies rank V k (c; Z)=n 1 6 rank C 6 n 1 (C ∈ C n1×n2 ), and therefore rank C =n 1 and C has full row rank. Formula (3.2) follows immediately from Eq. (3.6).
(2) The proof is much the same way as that of (1) (1) If the system
is solvable and the pair (J (c); J (c) m Z) is controllable, then C m has full row rank, and for su ciently large k,
is solvable and the pair (J (d); Y ) is controllable, then C m has full column rank, and for su ciently large k, Proof.
(1) Note that Eqs. (2.14) and (3.7) imply that
for all s = 0; 1; 2; : : : : Thus,
The rest of the proof is the same as that of Theorem 3.1 (1), and obviously Eq. (3.11) implies Eq. (3.8).
(2) From Eqs. (2.14) and (3.9) we get
for s = 0; 1; : : : : The last equality means that
is left invertible and thus the left-hand side of Eq. (3.12) has rank n 2 + mr, i.e., it has full column rank. Hence, C m also has full column rank and is left invertible. According to the facts
formula (3.10) follows immediately from Eq. (3.12). Assertion (3) follows from (1) and (2).
Fast algorithm for solving associated linear systems of equations
As we have seen in Sections 2 and 3 that we have to solve linear systems of equations with generalized Cauchy and CV coe cient matrices [see, Eqs. (2.18) and (2.21)] when we solve rational tangential interpolation problems and derive their inversion formulas. Since generalized Cauchy and CV matrices satisfy a class of displacement structure equations [see, Eqs. (2.12) and (2.14)] and these equations are special cases of the following Sylvester-type displacement equation
where 1 and A 1 are two given n × n lower and upper triangular matrices and G 1 ∈ C n×r and B 1 ∈ C r×n , we may use the algorithm given in [4] to solve these linear systems. The idea of the algorithm is to derive quickly the LU factorization by using displacement equations, therefore, which is a generalized Gaussian elimination. Classical Gaussian elimination deals with directly matrix itself and its Schur complement recursion, in displacement structure method Schur complement recursion is replaced by generator recursion. The later method is specially suitable for solving linear systems of equations with the same coe cient matrix and di erent right-hand side vectors. The overall complexity of the above algorithm is O(n 2 ) arithmetic operations, therefore it is a fast algorithm. Finally, we point out that we may also consider block LU factorization when c or d has multiple nodes. In this case, the ÿrst step of the above algorithm is modiÿed to solve two block triangular linear systems, accordingly the second step is modiÿed to write down the ÿrst m columns of L and ÿrst m rows of U .
