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Abstract
Disjunctive Answer Set Programming (ASP) is a powerful declarative programming paradigm whose main
decision problems are located on the second level of the polynomial hierarchy. Identifying tractable fragments
and developing efficient algorithms for such fragments are thus important objectives in order to complement the
sophisticated ASP systems available to date. Hard problems can become tractable if some problem parameter is
bounded by a fixed constant; such problems are then called fixed-parameter tractable (FPT). While several FPT
results for ASP exist, parameters that relate to directed or signed graphs representing the program at hand have
been neglected so far. In this paper, we first give some negative observations showing that directed width mea-
sures on the dependency graph of a program do not lead to FPT results. We then consider the graph parameter
of signed clique-width and present a novel dynamic programming algorithm that is FPT w.r.t. this parameter.
Clique-width is more general than the well-known treewidth, and, to the best of our knowledge, ours is the first
FPT algorithm for bounded clique-width for reasoning problems beyond SAT.
1 Introduction
Disjunctive Answer Set Programming (ASP) [10, 29, 44] is an active field of AI providing a declarative formalism
for solving hard computational problems. Thanks to the high sophistication of modern solvers [28], ASP was
successfully used in several applications, including product configuration [52], decision support for space shuttle
flight controllers [2], team scheduling [49], and bio-informatics [33].
Since the main decision problems of propositional ASP are located at the second level of the polynomial
hierarchy [24, 54], the quest for easier fragments are important research contributions that could lead to improve-
ments in ASP systems. An interesting approach to dealing with intractable problems comes from parameterized
complexity theory [22] and is based on the fact that many hard problems become polynomial-time tractable if
some problem parameter is bounded by a fixed constant. If the order of the polynomial bound on the runtime is
independent of the parameter, one speaks of fixed-parameter tractability (FPT). Results in this direction for the
ASP domain include [43] (parameter: size of answer sets), [42] (number of cycles), [5] (length of longest cycles),
[4] (number of non-Horn rules), and [26] (backdoors). Also related is the parameterized complexity analysis of
reasoning under subset-minimal models, see, e.g., [41].
As many prominent representations of logic programs are given in terms of directed graphs (consider, e.g., the
dependency graph), it is natural to investigate parameters for ASP that apply to directed graphs. Over the past two
decades, various width measures for directed graphs have been introduced [3, 6, 35, 37, 50]. These are typically
smaller than, e.g., the popular parameter of treewidth [7]. In particular, all these measures are zero on directed
acyclic graphs (DAGs), but the treewidth of DAGs can be arbitrarily high. Moreover, since these measures are
based on some notion of “closeness” to acyclicity and the complexity of ASP is closely related to the “cyclicity”
of the rules in a program, such measures seem promising for obtaining efficient algorithms for ASP. Prominent
applications of directed width measures include the k-Disjoint Path Problem [37], query evaluation in graph
databases [1], and model checking [9].
Another graph parameter for capturing the structural complexity of a graph is clique-width [15–17]. It applies
to directed and undirected graphs, and in its general form (known as signed clique-width) to edge-labeled graphs.
It is defined via graph construction where only a limited number of vertex labels is available; vertices that share
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the same label at a certain point of the construction process must be treated uniformly in subsequent steps.
Constructions can be given by expressions in a graph grammar (so-called cwd-expressions) and the minimal
number of labels required for constructing a graph G is the clique-width of G. While clique-width is in a certain
way orthogonal to other directed width measures, it is more general than treewidth; there are classes of graphs
with constant clique-width but arbitrarily high treewidth (e.g., complete graphs). In contrast, graphs with bounded
treewidth also have bounded clique-width [12, 15].
By means of a meta-theorem due to Courcelle, Makowsky, and Rotics [18], one can solve any graph problem
that can be expressed in Monadic Second-Order Logic with quantification on vertex sets (MSO1) in linear time
for graphs of bounded clique-width. This result is similar to Courcelle’s theorem [13, 14] for graphs of bounded
treewidth, which has been used for the FPT result for ASP w.r.t. treewidth [31]. There, the incidence graph of a
program is used as an underlying graph structure (i.e., the graph containing a vertex for each atom a and rule r
of the program, with an edge between a and r whenever a appears in r). Since the formula given in [31] is in
MSO1, the FPT result for ASP applies also to signed clique-width.
Clique-width is NP-hard to compute [25], which might be considered as an obstacle toward practical ap-
plications. However, one can check in polynomial time whether the width of a graph is bounded by a fixed k
[40, 47]. (These algorithms involve an additive approximation error that is bounded in terms of k). Recently,
SAT solvers have been used to obtain sequences of vertex partitions that correspond to cwd-expressions [34] for
a given graph. For some applications, it might not even be necessary to compute clique-width and the underlying
cwd-expression: As mentioned in [27, Section 1.4], applications from the area of verification are supposed to
already come with such an expression. Moreover, it might even be possible to partially obtain cwd-expressions
during the grounding process of ASP.
This all calls for dedicated algorithms for solving ASP for programs of bounded clique-width. In contrast
to treewidth where the FPT result from [31] has been used for designing [36] and implementing [45] a dynamic
programming algorithm, to the best of our knowledge there are no algorithms yet that explicitly exploit the fixed-
parameter tractability of ASP on bounded clique-width. In fact, we are not aware of any FPT algorithm for
bounded clique-width for a reasoning problem located on the second level of the polynomial hierarchy (except
[23] from the area of abstract argumentation).
The main contributions of this paper are as follows. First, we show some negative results for several directed
width measures, indicating that the structure of the dependency graph and of various natural directed versions of
the signed incidence graph does not adequately measure the complexity of evaluating the corresponding program.
Second, concerning signed clique-width, we give a novel dynamic programming algorithm that runs in poly-
nomial time for programs where this parameter is bounded on their incidence graphs. We do so by suitably
generalizing the seminal approach of [27] for the SAT problem. We also give a preliminary analysis how many
signs are required in order to obtain FPT.
2 Preliminaries
Graphs. We use standard graph terminology, see for instance the handbook [21]. All our graphs are simple.
An undirected graph G is a tuple (V,E), where V or V (G) is the vertex set and E or E(G) is the edge set. For
a subset V ′ ⊆ V (G), we denote by G[V ′], the induced subgraph of G induced by the vertices in V ′, i.e., G[V ′]
has vertices V ′ and edges { {u, v} ∈ E(G) | u, v ∈ V ′ }. We also denote by G \ V ′ the graph G[V (G) \ V ′].
Similarly to undirected graphs, a digraph D is a tuple (V,A), where V or V (D) is the vertex set and A or
A(D) is the arc set. A strongly connected component of a digraph D is a maximal subgraph Z of D that is
strongly connected, i.e., Z contains a directed path between each pair of vertices in Z . We denote by UND(D)
the symmetric closure of D, i.e., the graph with vertex set V (D) and arc set { (u, v), (v, u) | (u, v) ∈ A(D) }.
Finally, for a directed graph D, we denote by DI(G), the undirected graph with vertex set V (G) and edge set
{ {u, v} | (u, v) ∈ A(D) }.
Parameterized Complexity. In parameterized algorithmics [22] the runtime of an algorithm is studied with
respect to a parameter k ∈ N and input size n. The most favorable class is FPT (fixed-parameter tractable)
which contains all problems that can be decided by an algorithm running in time f(k) · nO(1), where f is a
computable function. We also call such an algorithm fixed-parameter tractable, or FPT for short. Formally, a
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Figure 1: Propagation of hardness results for the considered width measures. An arc (A,B) indicates that any
hardness result parameterized by measure A implies a corresponding hardness result parameterized by B.
parameterized problem is a subset of Σ∗×N, where Σ is the input alphabet. Let L1 ⊆ Σ∗1×N and L2 ⊆ Σ∗2×N
be two parameterized problems. A parameterized reduction (or FPT-reduction) from L1 to L2 is a mapping
P : Σ∗1 × N → Σ
∗
2 × N such that: (1) (x, k) ∈ L1 iff P (x, k) ∈ L2, (2) the mapping can be computed
by an FPT-algorithm w.r.t. parameter k, and (3) there is a computable function g such that k′ ≤ g(k), where
(x′, k′) = P (x, k). The class W[1] captures parameterized intractability and contains all problems that are FPT-
reducible to PARTITIONED CLIQUE when parameterized by the size of the solution. Showing W[1]-hardness for
a problem rules out the existence of an FPT-algorithm under the usual assumption FPT 6= W[1].
Answer Set Programming. A program Π consists of a set A(Π) of propositional atoms and a set R(Π) of
rules of the form
a1 ∨ · · · ∨ al ← al+1, . . . , am,¬am+1, . . . ,¬an,
where n ≥ m ≥ l and ai ∈ A(Π) for 1 ≤ i ≤ n. Each rule r ∈ R(Π) consists of a head h(r) = {a1, . . . , al}
and a body given by p(r) = {al+1, . . . , am} and n(r) = {am+1, . . . , an}. A set M ⊆ A(Π) is a called a model
of r if p(r) ⊆M and n(r) ∩M = ∅ imply h(r) ∩M 6= ∅. We denote the set of models of r by Mods(r) and the
models of Π are given by Mods(Π) =
⋂
r∈R(Π)Mods(r).
The reduct ΠI of a program Π with respect to a set of atoms I ⊆ A(Π) is the program ΠI with A(ΠI) =
A(Π) and R(ΠI) = {r+ | r ∈ R(Π), n(r) ∩ I = ∅)}, where r+ denotes rule r without negative body, i.e.,
h(r+) = h(r), p(r+) = p(r), and n(r+) = ∅. Following [29], M ⊆ A(Π) is an answer set of Π if M ∈
Mods(Π) and for no N ( M , we have N ∈ Mods(ΠM ). In what follows, we consider the problem of ASP
consistency, i.e., the problem of deciding whether a given program has at least one answer set. As shown by Eiter
and Gottlob, this problem is ΣP2 -complete [24].
Graphical Representations of ASP. Let Π be a program. The dependency graph of Π, denoted by DEP(Π), is
the directed graph with vertex setA(Π) and that contains an arc (x, y) if there is a rule r ∈ R(Π) such that either
x ∈ h(r) and y ∈ p(r) ∪ n(r) or x, y ∈ h(r) [26]. Note that there are other notions of dependency graphs used
in the literature, most of them, however, are given as subgraphs of DEP(Π). As we will see later, our definition
of dependency graphs allows us to draw immediate conclusions for such other notions.
The incidence graph of Π, denoted by INC(Π), is the undirected graph with vertices A(Π) ∪ R(Π) that
contains an edge between a rule vertex r ∈ R(Π) and a atom vertex a ∈ A(Π) whenever a ∈ h(r)∪ p(r)∪n(r).
The signed incidence graph of Π, denoted by SINC(Π), is the graph INC(Π), where addionally every edge of
INC(Π) between an atom a and a rule r is annotated with a label from {h, p, n} depending on whether a occurs
in h(r), p(r), or n(r).
3
3 Directed Width Measures
Since many representations of ASP programs are in terms of directed graphs, it is natural to consider parameters
for ASP that are tailor-made for directed graphs. Over the past two decades various width measures for di-
rected graphs have been introduced, which are better suited for directed graphs than treewidth, on which they are
based. The most prominent of those are directed treewidth [37], directed pathwidth [3], DAG-width [6], Kelly-
width [35], and D-width [50] (see also [20]). Since these width measures are usually smaller on directed graphs
than treewidth, it is worth considering them for problems that have already been shown to be fixed-parameter
tractable parameterized by treewidth. In particular, all of these measures are zero on directed acyclic graphs
(DAGs), but the treewidth of DAGs can be arbitrary high. Moreover, since these measures are based on some
notion of “closeness” to acyclicity and the complexity of ASP is closely related to the “cyclicity” of the logical
rules, one would consider such measures as promising for obtaining efficient algorithms for ASP.
In this section, we give results for directed width measures when applied to dependency graphs as defined in
Section 2. To state our results in the most general manner, we will employ the parameter cycle-rank [11]. Since
the cycle-rank is always greater or equal to any of the above mentioned directed width measures [32, 38], any
(parameterized) hardness result obtained for cycle-rank carries over to the aforementioned width measures for
directed graphs.
Definition 1. Let D = (V,A) be a directed graph. The cycle-rank of D, denoted by cr(D), is inductively
defined as follows: if D is acyclic, then cr(D) = 0. Moreover, if D is strongly connected, then cr(D) =
1 + minv∈V cr(D \ {v}). Otherwise the cycle-rank of D is the maximum cycle-rank of any strongly connected
component of D.
We will also consider a natural “undirected version” of the cycle-rank for directed graphs, i.e., we define the
undirected cycle-rank of a directed graphD, denoted by cr↔(D), to be the cycle-rank of UND(D). It is also well
known (see, e.g., [30]) that the cycle-rank of UND(D) is equal to the treedepth of DI(D), i.e., the underlying
undirected graph of D, and that the treedepth is always an upper bound for the pathwidth and the treewidth of
an undirected graph [8]. Putting these facts together implies that any hardness result obtained for the undirected
cycle-rank implies hardness for pathwidth, treewidth, treedepth as well as the aforementioned directed width
measures. See also Figure 1 for an illustration how hardness results for the considered width measures propagate.
Finally, we would like to remark that both the cycle-rank and the undirected cycle-rank are easily seen to
be closed under taking subgraphs, i.e., the (undirected) cycle-rank of a graph is always larger or equal to the
(undirected) cycle-rank of every subgraph of the graph.
Hardness Results
We show that ASP consistency remains as hard as in the general setting even for instances that have a dependency
graph of constant width in terms of any of the directed width measures introduced.
For our hardness results, we employ the reduction given in [24] showing that ASP consistency is ΣP2 -hard in
general. The reduction is given from the validity problem for quantified Boolean formulas (QBF) of the form:
Φ := ∃x1 · · · ∃xn∀y1 · · · ∀ym
∨r
j=1Dj where each Dj is a conjunction of at most three literals over the variables
x1, . . . , xn and y1, . . . , ym. We will denote the set of all QBF formulas of the above form in the following by
QBFDNF2,∃ .
Given Φ ∈ QBFDNF2,∃ , a program Π(Φ) is constructed as follows. The atoms of Π(Φ) are x1, v1, . . . , xn, vn,
y1, z1, . . . , ym, zm, and w and Π(Φ) contains the following rules:
• for every i with 1 ≤ i ≤ n, the rule xi ∨ vi ←,
• for every i with 1 ≤ i ≤ m, the rules yi ∨ zi ←, yi ← w, zi ← w, and w ← yi, zi,
• for every j with 1 ≤ j ≤ r, the rule w ← σ(Lj,1), σ(Lj,2), σ(Lj,3), where Lj,l (for l ∈ {1, 2, 3}) is the
l-th literal that occurs in Dj (if |Dj | < 3, the respective parts are omitted) and the function σ is defined by
setting σ(L) to vi if L = ¬xi, to zi if L = ¬yi, and to L otherwise.
• the rule ← ¬w (i.e., with an empty disjunction in the head).
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x1 v1
x2 v2
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Figure 2: The symmetric closure of the dependency graph of the program Π(Φ) for the formula Φ :=
∃x1∃x2∀y1∀y2(x1 ∧ ¬y2) ∨ (¬x2 ∧ y2). Here Π(Φ) contains the rules xi ∨ vi ←, yi ∨ zi ←, yi ← w, zi ← w,
for every i ∈ {1, 2} and the rules w ← x1, z2, w ← v2, y2.
It has been shown [24, Theorem 38] that a QBFDNF2,∃ formula Φ is valid iff Π(Φ) has an answer set. As checking
validity of QBFDNF2,∃ formulas is ΣP2 -complete [53], this reduction shows that ASP is ΣP2 -hard.
Lemma 1. Let Φ be a QBFDNF2,∃ , then cr↔(DEP(Π(Φ))) ≤ 2.
Proof. Figure 2 illustrates the symmetric closure of DEP(Π(Φ)) for a simple QBFDNF2,∃ formulaΦ. As this example
illustrates, the only arcs in UND(DEP(Π(Φ))) not incident to w are the arcs incident to xi and vi and the arcs
incident to yj and zj , for 1 ≤ i ≤ n and 1 ≤ j ≤ m. Hence, after removing w from UND(DEP(Π(Φ))), every
strongly connected component of the remaining graph contains at most two vertices and each of those has hence
cycle-rank at most one. It follows that the cycle-rank of UND(DEP(Π(Φ))) and hence the undirected cycle-rank
of DEP(Π(Φ)) is at most two.
Together with our considerations from above, we obtain:
Theorem 1. ASP consistency is ΣP2 -complete even for instances whose dependency graph has width at most
two for any of the following width measures: undirected cycle-rank, pathwidth, treewidth, treedepth, cycle-rank,
directed treewidth, directed pathwidth, DAG-width, Kelly-width, and D-width.
Observe that because the undirected cycle-rank is closed under taking subgraphs and we chose the “richest”
variant of the dependency graph, the above result carries over to the other notions of dependency graphs of ASP
programs considered in the literature.
The above result draws a very negative picture of the complexity of ASP w.r.t. restrictions on the dependency
graph. In particular, not even structural restrictions of the dependency graph by the usually very successful
parameter treewidth can be employed for ASP. This is in contrast to our second graphical representation of
ASP, the incidence graph, for which it is known that ASP is fixed-parameter tractable parameterized by the
treewidth [36]. It is hence natural to ask whether the same still holds under restrictions provided by one of the
directed width measures under consideration. We first need to discuss how to obtain a directed version of the
usually undirected incidence graph. For this, observe that the incidence graph, unlike the signed incidence graph,
provides merely an incomplete model of the underlying ASP instance. Namely, it misses the information about
how atoms occur in rules, i.e., whether they occur in the head, in the positive body, or in the negative body of a
rule. A directed version of the incidence graph should therefore use the additional expressiveness provided by the
direction of the arcs to incorporate the information given by the labels of the signed incidence graph. For instance,
a natural directed version of the incidence graph could orient the edges depending on whether an atom occurs in
the head or in the body of a rule. Clearly, there are many ways to orient the edges and it is not a priori clear which
of those orientations leads to a directed version of the incidence graph that is best suited for an application of the
directed width measures. Every orientation should, however, be consistent with the labels of the signed incidence
graph, i.e., whenever two atoms are connected to a rule via edges having the same label, their arcs should be
oriented in the same way. We call such an orientation of the incidence graph a homogeneous orientation.
Lemma 2. Let Φ be a QBFDNF2,∃ , then the cycle-rank of any homogeneous orientation of the incidence graph of
Π(Φ) is at most one.
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Proof. Let D be a homogeneous orientation of INC(Π(Φ)) and let G = SINC(Π(Φ). First observe that in
G \ {w} every rule vertex is either only incident to edges with label h or to edges of label p. Hence, as D is a
homogeneous orientation, we obtain that every rule vertex of D \ {w} is either a source vertex (i.e., having only
outgoing arcs) or a sink vertex (i.e., having only incoming arcs). So D \ {w} cannot contain a cycle through a
rule vertex. However, since there are no arcs between atom vertices in D, we obtain that D \ {w} is acyclic,
which shows that the cycle-rank of D is at most one.
We can thus state the following result:
Theorem 2. ASP consistency is ΣP2 -complete even for instances whose directed incidence graph has width at
most one for any of the following width measures: cycle-rank, directed treewidth, directed pathwidth, DAG-width,
Kelly-width, and D-width.
4 Clique-Width
The results in [31] imply that bounding the clique-width of the signed incidence graph of a program leads to
tractability.
Proposition 1. For a programΠ such that the clique-width of its signed incidence graph is bounded by a constant,
we can decide in linear time whether Π has an answer set.
This result has been established via a formulation of ASP consistency as an MSO1 formula. Formulating
a problem in this logic automatically gives us an FPT algorithm. However, such algorithms are primarily of
theoretical interest due to huge constant factors, and for actually solving problems, it is preferable to explicitly
design dynamic programming algorithms [19].
Since our main tractability result considers the clique-width of an edge-labeled graph, i.e., the signed in-
cidence graph, we will introduce clique-width for edge-labeled graphs. This definition also applies to graphs
without edge-labels by considering all edges to be labeled with the same label. A k-graph, for k > 0, is a graph
whose vertices are labeled by integers from {1, . . . , k} =: [k]. Additionally, we also allow for the edges of a
k-graph to be labeled by some arbitrary but finite set of labels (in our case the labels will correspond to the signs
of the signed incidence graph). The labeling of the vertices of a graph G = (V,E) is formally denoted by a
function L : V → [k]. We consider an arbitrary graph as a k-graph with all vertices labeled by 1. We call the
k-graph consisting of exactly one vertex v (say, labeled by i ∈ [k]) an initial k-graph and denote it by i(v).
Graphs can be constructed from initial k-graphs by means of repeated application of the following three
operations.
• Disjoint union (denoted by ⊕);
• Relabeling: changing all labels i to j (denoted by ρi→j);
• Edge insertion: connecting all vertices labeled by i with all vertices labeled by j via an edge with label ℓ
(denoted by ηℓi,j); i 6= j; already existing edges are not doubled.
A construction of a k-graph G using the above operations can be represented by an algebraic term composed of
i(v), ⊕, ρi→j , and ηℓi,j , (i, j ∈ [k], and v a vertex). Such a term is then called a cwd-expression defining G. For
any cwd-expression σ, we use Lσ : V → [k] to denote the labeling of the graph defined by σ. A k-expression is
a cwd-expression in which at most k different labels occur. The set of all k-expressions is denoted by CWk.
As an example consider the complete bipartite graph Kn,n with bipartition A = {a1, . . . , an} and B =
{b1, . . . , bn} and assume that all edges of Kn,n are labeled with the label ℓ. A cwd-expression of Kn,n using
at most two labels is given by the following steps: (1) introduce all vertices in A using label 1, (2) introduce all
vertices in B using label 2, (3) take the disjoint union of all these vertices, and (4) add all edges between vertices
with label 1 and vertices with label 2, i.e., such a cwd-expression is given by ηℓ1,2(1(a1)⊕ · · · ⊕ 1(an)⊕ 2(b1)⊕
· · · ⊕ 2(bn)). As a second example consider the complete graph Kn on n vertices, where all edges are labeled
with label ℓ. A cwd-expression forKn using at most two labels can be obtained by the following iterative process:
Given a cwd-expression σn−1 for Kn−1, where every vertex is labeled with label 1, one takes the disjoint union
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ηh1,2 ⊕
1(x)
2(r)
3(s)
3(y)
r
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Figure 3: A parse tree (top) of a 3-expression for SINC(Π) (bottom), where Π is the program consisting of the
rules x← ¬y and ← x,¬y
of σn−1 and 2(v) (where v is the vertex only contained in Kn but not in Kn−1), adds all edges between vertices
with label 1 and vertices with label 2, and then relabels label 2 to label 1. Formally, the cwd-expression σn for
Kn is given by (ρ2→1(ηℓ1,2(σn−1 ⊕ 2(v2))).
Definition 2. The clique-width of a graph G, cwd(G), is the smallest integer k such that G can be defined by a
k-expression.
Our discussion above thus witnesses that complete (bipartite) graphs have clique-width 2. Furthermore, co-
graphs also have clique-width 2 (co-graphs are exactly given by the graphs which are P4-free, i.e., whenever
there is a path (a, b, c, d) in the graph then {a, c}, {a, d} or {b, d} is also an edge of the graph) and trees have
clique-width 3.
We have already introduced the notion of incidence graphs (resp. signed incidence graphs) of a program in
Section 2. We thus can use cwd-expressions to represent programs.
Example 1. Let Π be the program with A(Π) = {x, y} and R(Π) = {r, s}, where r is the rule x ←
¬y and s is the rule ← x,¬y. Its signed incidence graph SINC(Π) can be constructed by the 3-expression
ηn3,2
(
ρ3→2
(
ηp1,3(η
h
1,2(1(x)⊕ 2(r))⊕ 3(s))
)
⊕ 3(y)
)
, as depicted in Figure 3.
Since every k-expression of the signed incidence graph can be transformed into a k-expression of the unsigned
incidence graph (by replacing all operations of the form ηℓi,j with ηαi,j , where α is new label), it holds that
cwd(INC(Π)) ≤ cwd(SINC(Π)).
Proposition 2. Let Π be a program. It holds that cwd(INC(Π)) ≤ cwd(SINC(Π)), and there is a class C of
programs such that, for each Π ∈ C, cwd(INC(Π)) = 2 but cwd(SINC(Π)) is unbounded.
For showing the second statement of the above proposition, consider a program Πn that has n2 atoms and
n2 rules (for some n ∈ N), such that every atom occurs in every rule of Πn. Because the incidence graph is a
complete bipartite graph it has clique-width two and moreover it contains a grid G of size n × n as a subgraph.
Assume that Πn is defined in such a way that an atom a occurring in a rule r is in the head of r if the edge between
a and r occurs in the grid G and otherwise a is in the (positive) body of r. Then, the clique-width of SINC(Πn)
is at least the clique-width of the n × n grid G, which grows with n [39]. Hence, the class C containing Πn for
every n ∈ N shows the second statement of the above proposition.
4.1 Algorithms
In this section, we provide our dynamic programming algorithms for deciding existence of an answer set. We
start with the classical semantics for programs, where it is sufficient to just slightly adapt (a simplified version of)
the algorithm for SAT by [27]. For answer-set semantics, we then extend this algorithm in order to deal with the
intrinsic higher complexity of this semantics.
Both algorithms follow the same basic principles by making use of a k-expression σ defining a program Π
via its signed incidence graph in the following way: We assign certain objects to each subexpression of σ and
manipulate these objects in a bottom-up traversal of the parse tree of the k-expression such that the objects in
the root of the parse tree then provide the necessary information to decide the problem under consideration. The
size of these objects is bounded in terms of k (and independent of the size of Π) and the number of such objects
required is linear in the size of Π. Most importantly, we will show that these objects can also be efficiently
computed for bounded k. Thus, we will obtain the desired linear running time.
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4.1.1 Classical Semantics
Definition 3. A tuple Q = (T, F, U) with T, F, U ⊆ [k] is called a k-triple, and we refer to its parts using
QT = T , QF = F , and QU = U . The set of all k-triples is given by Qk.
The intuition of a triple (T, F, U) is to characterize a set of interpretations I in the following way:
• For each i ∈ T , at least one atom with label i is true in I;
• for each i ∈ F , at least one atom with label i is false in I;
• for each i ∈ U , there is at least one rule with label i that is “not satisfied yet”.
Formally, the “semantics” of a k-triple Q with respect to a given program Π is given as follows.
Definition 4. Let Q ∈ Qk and Π be a program whose signed incidence graph (V,E) is labeled by L : V → [k].
A Π-interpretation of Q is a set I ⊆ A(Π) that satisfies
QT = {L(a) | a ∈ I},
QF = {L(a) | a ∈ A(Π) \ I}, and
QU = {L(r) | r ∈ R(Π), I /∈ Mods(r)}.
Example 2. Consider again program Π from Example 1 and the 3-expression σ from Figure 3. Let Q be the
3-triple ({1}, {3}, {2}). Observe that {x} is a Π-interpretation of Q: It sets x to true and y to false, and
Lσ(x) ∈ QT and Lσ(y) ∈ QF hold as required; the rule s is not satisfied by {x}, and indeed Lσ(s) ∈ QU . We
can easily verify that no other subset of A(Π) is a Π-interpretation of Q: Each Π-interpretation of Q must set x
to true and y to false, as these are the only atoms labeled with 1 and 3, respectively.
We use the following notation for k-triples Q, Q′, and set S ⊆ [k].
• Q⊕Q′ = (QT ∪Q′T , QF ∪Q
′
F , QU ∪Q
′
U )
• Qi→j = (Qi→jT , Q
i→j
F , Q
i→j
U ) where for S ⊆ [k],
Si→j = S \ {i} ∪ {j} if i ∈ S and Si→j = S otherwise.
• QS,i,j = (QT , QF , QU \ {j}) if i ∈ S; QS,i,j = Q otherwise.
Using these abbreviations, we define our dynamic programming algorithm: We assign to each subexpression
σ of a given k-expression a set of triples by recursively defining a function f , which associates to σ a set of
k-triples as follows.
Definition 5. The function f : CWk → 2Qk is recursively defined along the structure of k-expressions as follows.
• f(i(v)) =
{{(
{i}, ∅, ∅
)
,
(
∅, {i}, ∅
)}
if v is an atom node{(
∅, ∅, {i}
)}
if v is a rule node
• f(σ1 ⊕ σ2) = {Q⊕Q′ | Q ∈ f(σ1), Q′ ∈ f(σ2)}
• f(ρi→j(σ)) = {Qi→j | Q ∈ f(σ)}
• f(ηhi,j(σ)) = f(η
n
i,j(σ)) = {Q
QT ,i,j | Q ∈ f(σ)}
• f(ηpi,j(σ)) = {Q
QF ,i,j | Q ∈ f(σ)}
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Example 3. Consider again programΠ from Example 1 and the 3-expression depicted in Figure 3. To break down
the structure of σ, let σ1, . . . , σ6 be subexpressions of σ such that σ = ηn3,2(σ1), σ1 = σ2⊕3(y), σ2 = ρ3→2(σ3),
σ3 = η
p
1,3(σ4), σ4 = σ5⊕3(s), σ5 = η
h
1,2(σ6) and σ6 = 1(x)⊕2(r). We get f(1(x)) =
{
({1}, ∅, ∅), (∅, {1}, ∅)
}
and f(2(r)) =
{
(∅, ∅, {2})
}
. These sets are then combined to f(σ6) =
{
({1}, ∅, {2}), (∅, {1}, {2})
}
. The
program defined by σ6 consists of atom x and rule r, but x does not occur in r yet. Accordingly, the k-triple
({1}, ∅, {2}) models the situation where x is set to true, which does not satisfy r (since the head and body of r
are still empty), hence the label of r is in the last component; the 3-triple (∅, {1}, {2}) represents x being set to
false, which does not satisfy r either. Next, σ5 causes all atoms with label 1 (i.e., just x) to be inserted into the head
of all rules with label 2 (i.e., just r), and we get f(σ5) =
{
({1}, ∅, ∅), (∅, {1}, {2})
}
. We obtain the first element
({1}, ∅, ∅) = QQT ,1,2 from Q = ({1}, ∅, {2}) by removing the label 2 from QU because 1 ∈ QT . The idea is
that the heads of all rules labeled with 2 now contain all atoms labeled with 1, so these rules become satisfied
by every interpretation that sets some atom labeled with 1 to true. Next, σ4 adds the rule s with label 3 and we
get f(σ4) =
{
({1}, ∅, {3}), (∅, {1}, {2, 3})
}
. The edge added by σ3 adds all atoms with label 1 (i.e., just x) into
the positive body of all rules with label 3 (i.e., just s), which results in f(σ3) =
{
({1}, ∅, {3}), (∅, {1}, {2})
}
.
Observe that the last component of the second element no longer contains 3, i.e., setting x to false makes s true.
Now the label 3 is renamed to 2, and we get f(σ2) =
{
({1}, ∅, {2}), (∅, {1}, {2})
}
. Note that now r and s are
no longer distinguishable since they now share the same label. Hence all operations that add edges to r will also
add edges to s and vice versa. In σ1, atom y is added with label 3 and we get four 3-triples in f(σ1): From
({1}, ∅, {2}) in f(σ2) we obtain ({1, 3}, ∅, {2}) and ({1}, {3}, {2}), and from (∅, {1}, {2}) in f(σ2) we get
({3}, {1}, {2}) and (∅, {1, 3}, {2}). In σ, we add a negative edge from all atoms labeled with 3 (i.e., just y) to all
rules labeled with 2 (both r and s). From ({1, 3}, ∅, {2}) in f(σ1) we now get ({1, 3}, ∅, ∅), from ({3}, {1}, {2})
we get ({3}, {1}, ∅), and the 3-triples ({1}, {3}, {2}) and (∅, {1, 3}, {2}) from f(σ1) occur unmodified in f(σ).
As we will prove shortly, for each k-triple Q in f(σ), there is a Π-interpretation of Q. So if there is a k-triple Q
in f(σ) such that QU = ∅, then Π has a classical model due to the definition of QU . For instance, ({1, 3}, ∅, ∅)
has a Π-interpretation {x, y}, which is obviously a model of Π.
We now prove correctness of our algorithm:
Lemma 3. Let Π be a program and θ be a k-expression for SINC(Π). For every set I ⊆ A(Π), there is a k-triple
Q ∈ f(θ) such that I is a Π-interpretation of Q, and for every k-triple Q ∈ f(θ) there is a set I ⊆ A(Π) such
that I is a Π-interpretation of Q.
Proof. We prove the first statement by induction on the structure of a k-expression θ defining Π. Let σ be a
subexpression of θ, let Πσ denote the program defined by σ, and let I ⊆ A(Πσ).
If σ = i(r), for r ∈ R(Π), then A(Πσ) = ∅, so I = ∅. Moreover, R(Πσ) consists of an unsatisfiable rule (its
head and body are empty). Hence I is a Πσ-interpretation of (∅, ∅, {i}) in f(σ).
If σ = i(a), for a ∈ A(Π), then A(Πσ) = {a} and R(Πσ) = ∅. If I = ∅, then I is a Πσ-interpretation of the
k-triple (∅, {i}, ∅) in f(σ). Otherwise I = {a} and I is a Πσ-interpretation of the k-triple ({i}, ∅, ∅) in f(σ).
If σ = σ1⊕σ2, let i ∈ {1, 2}, Πi = Πσi and Ii = I ∩A(Πi). By definition of Πi, it holds thatA(Π) = A(Π1)∪
A(Π2), R(Π) = R(Π1) ∪R(Π2) and I = I1 ∪ I2. By induction hypothesis, Ii is a Πi-interpretation of some k-
tripleQi in f(σi). By definition of f , there is a k-tripleQ in f(σ) withQT = Q1T ∪Q2T , QF = Q1F ∪Q2F and
QU = Q1U ∪ Q2U . This allows us to easily verify that I is a Πσ-interpretation of Q by checking the conditions
in Definition 4.
If σ = ρi→j(σ′), then Πσ = Πσ′ and, by induction hypothesis, I is a Πσ′ -interpretation of some k-triple Q in
f(σ′). By definition of f , the k-triple Qi→j in f(σ) is the result of replacing i by j in each of QT , QF and QU .
Hence we can easily verify that I satisfies all conditions for being a Πσ-interpretation of Qi→j .
If σ = ηℓi,j(σ′), for ℓ ∈ {h, n}, thenA(Πσ) = A(Πσ′ ). Hence, by induction hypothesis, I is a Πσ′ -interpretation
of some k-triple Q′ in f(σ′). We use Q to denote the k-triple Q′Q′T ,i,j , which is in f(σ). Since QT = Q′T ,
QF = Q
′
F and Lσ = Lσ′ , I satisfies the first two conditions for being a Πσ-interpretation of Q. It remains to
check the third condition.
For every j′ ∈ [k] \ {j} it holds that j′ ∈ QU if and only if j′ ∈ Q′U . By induction hypothesis, the latter is
the case if and only if there is a rule r′ ∈ R(Πσ′ ) such that Lσ′ (r′) = j′ and I /∈ Mods(r′). This is equivalent
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to the existence of a rule r ∈ R(Πσ) such that Lσ(r) = j′, h(r) = h(r′), p(r) = p(r′), n(r) = n(r′) and
I /∈ Mods(r), since SINC(Πσ) only differs from SINC(Πσ′) by additional edges that are not incident to r due to
j′ 6= j.
It remains to check that j ∈ QU if and only if there is a rule r ∈ R(Πσ) such that Lσ(r) = j and I /∈
Mods(r). First suppose toward a contradiction that j ∈ QU while I is a model of every rule r ∈ R(Πσ) such
that Lσ(r) = j. Since QU ⊆ Q′U , also j ∈ Q′U and by induction hypothesis there is a rule r′ ∈ R(Πσ′ ) such
that Lσ′(r′) = j and I is not a model of r′. There is a corresponding rule r ∈ R(Πσ), for which Lσ(r) = j,
h(r′) ⊆ h(r), n(r′) ⊆ n(r) and p(r′) = p(r) hold. Since I is a model of r but not of r′, I contains some atom
labeled with i (by both Lσ′ and Lσ) because all atoms in h(r) \ h(r′) and n(r) \ n(r′) are labeled with i. By
induction hypothesis, this implies i ∈ Q′T , which leads to the contradiction j /∈ QU by construction of f .
Finally, suppose toward a contradiction that j /∈ QU and there is a rule r ∈ R(Πσ) such that Lσ(r) = j
and I /∈ Mods(r). The rule r′ corresponding to r in Πσ′ with Lσ′ (r′) = j is not satisfied by I either, since
h(r′) ⊆ h(r), n(r′) ⊆ n(r) and p(r′) = p(r). By induction hypothesis, this entails j ∈ Q′U . Due to j /∈ QU ,
it holds that i ∈ Q′T , so there is an a ∈ I with Lσ′ (a) = Lσ(a) = i. Due to the new edge from a to r, either
a ∈ h(r) or a ∈ n(r). This yields the contradiction that I is a model of r.
The case σ = ηpi,j(σ′) is symmetric.
The proof of the second statement is similar.
We can now state our FPT result for classical models:
Theorem 3. Let k be an integer and Π be a program. Given a k-expression for the signed incidence graph of Π,
we can decide in linear time whether Π has a model.
Proof. Let k be a constant, Π be a program and σ be a k-expression of SINC(Π). We show that there is a model
of Π if and only if there is a k-triple Q in f(σ) with QU = ∅: If Π has a model I , then I is a Π-interpretation of
a k-triple Q in f(σ), by Lemma 3, and QU = ∅ by Definition 4. Conversely, if there is a k-triple Q in f(σ) with
QU = ∅, then there is a Π-interpretation I of Q, by Lemma 3, and QU = ∅ implies that I is a model of Π by
Definition 4. Finally, it is easy to see that f(σ) can be computed in linear time.
4.1.2 Answer-Set Semantics
For full disjunctive ASP we need a more involved data structure.
Definition 6. A pair (Q,Γ) with with Q ∈ Qk and Γ ⊆ Qk is called a k-pair. The set of all k-pairs is given by
Pk.
Given a k-pair (Q,Γ), the purpose of Q is, as for classical semantics, to represent Π-interpretations I (that
in the end correspond to models). Every k-triple in Γ represents sets J of atoms such that J ⊂ I . If, in the end,
there is such a set J that still satisfies every rule in the reduct w.r.t. I , then we conclude that I is not an answer
set.
Definition 7. Let Q ∈ Qk, let Π be a program whose signed incidence graph (V,E) is labeled by L : V → [k],
and let I ⊆ A(Π). A ΠI -interpretation of Q is a set J ⊆ A(Π) such that
QT = {L(a) | a ∈ J},
QF = {L(a) | a ∈ A(Π) \ J}, and
QU = {L(r) | r ∈ R(Π), n(r) ∩ I = ∅, J /∈ Mods(r
+)}.
We can now define our dynamic programming algorithm for ASP:
Definition 8. The function g : CWk → 2Pk is recursively defined along the structure of k-expressions as follows.
• g(i(v)) =
{(
({i}, ∅, ∅),
{
(∅, {i}, ∅)
})
,
(
(∅, {i}, ∅), ∅
)}
if v is at atom node
• g(i(v)) =
{(
(∅, ∅, {i}), ∅
)}
if v is a rule node
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• g(σ1 ⊕ σ2) = {
(
Q1 ⊕ Q2, RQ1,Q2,Γ1,Γ2 | (Qi,Γi) ∈ g(σi)
)
}, where RQ1,Q2,Γ1,Γ2 =
{
S1 ⊕ S2 | Si ∈
Γi
}
∪
{
Q1 ⊕ S | S ∈ Γ2
}
∪
{
S ⊕Q2 | S ∈ Γ1
})
• g(ρi→j(σ)) = {
(
(Qi→j , {Ri→j | R ∈ Γ}
)
| (Q,Γ) ∈ g(σ)}
• g(ηhi,j(σ)) = {
(
QQT ,i,j , {RRT ,i,j | R ∈ Γ}
)
| (Q,Γ) ∈ g(σ)}
• g(ηpi,j(σ)) = {
(
QQF ,i,j , {RRF ,i,j | R ∈ Γ}
)
| (Q,Γ) ∈ g(σ)}
• g(ηni,j(σ)) = {
(
QQT ,i,j , {RQT ,i,j | R ∈ Γ}
)
| (Q,Γ) ∈ g(σ)}
Note the use of QT in RQT ,i,j in the definition of g(ηni,j(σ)): Whenever an interpretation I represented by Q
sets an atom from the negative body of a rule r to true, the rule r has no counterpart in the reduct w.r.t. I , so, for
each subset J of I , we remove r from the set of rules whose counterpart in the reduct is not yet satisfied by J .
Example 4. Let Π be the program consisting of a single rule ← ¬x, which we denote by r, and let σ =
ηn1,2(1(x) ⊕ 2(r)). Let (Q,Γ) be the k-pair in g(1(x)) with Q = ({1}, ∅, ∅) and Γ = {(∅, {1}, ∅)}. The k-triple
Q represents the set of atoms {x}. Since this set has the proper subset ∅, there is a k-triple in Γ that indeed
corresponds to this subset. Now let (Q,Γ) = ((∅, {1}, ∅), ∅) be the other k-pair in g(1(x)). Here Q represents
the empty set of atoms, which has no proper subsets, hence Γ is empty. For the single k-pair ((∅, ∅, {2}), ∅) in
g(2(r)), the situation is similar. Next, at g(1(x) ⊕ 2(r)), we combine every k-pair (Q1,Γ1) from g(1(x)) with
every k-pair (Q2,Γ2) from g(2(r)) to a new k-pair. For instance, consider Q1 = ({1}, ∅, ∅) and Γ1 = {S},
where S = (∅, {1}, ∅), as well as Q2 = (∅, ∅, {2}) and Γ2 = ∅. By definition of g, we obtain a new k-pair
(Q,Γ), where Q = Q1 ⊕Q2 = ({1}, ∅, {2}), and Γ contains the single element Q2 ⊕ S = (∅, {1}, {2}). Recall
that the purpose of Q is to represent sets of atoms I , and each element of Γ shall represent proper subsets of I;
in this case, Q represents {x}, and the element Q2 ⊕ S in Γ represents the proper subset ∅. Next, at g(σ) we
introduce a negative edge from x to r. From the k-pair (Q, {S}) in g(1(x)⊕ 2(r)), where Q = ({1}, ∅, {2}) and
S = (∅, {1}, {2}), we obtain the k-pair (Q′, {S′}) in g(σ), where Q′ = QQT ,i,j = ({1}, ∅, ∅) (i.e., the label 2
from QU has disappeared) and S′ = SQT ,i,j = (∅, {1}, ∅). Here 2 has disappeared from SU because the reduct
w.r.t. all sets of atoms represented by Q′ no longer contains any rule labeled with 2. Note that the classical model
{x} represented by Q′ is no answer set even though Q′U = ∅. The reason is that S′ witnesses (by S′U = ∅) that
∅ ∈ Mods(Π{x}).
We now prove correctness of the algorithm from Definition 8.
Lemma 4. Let Π be a program and θ be a k-expression for SINC(Π). For every set I ⊆ A(Π) there is a k-pair
(Q,Γ) ∈ g(θ) such that (i) I is a Π-interpretation of Q and (ii) for every set J ⊂ I there is a k-triple R ∈ Γ
such that J is a ΠI -interpretation of R. Moreover, for every k-pair (Q,Γ) ∈ g(θ) there is a set I ⊆ A(Π) such
that (i’) I is a Π-interpretation of Q and (ii’) for each k-triple R ∈ Γ, there is a set J ⊂ I such that J is a
ΠI -interpretation of R.
Proof. Observe that for each (Q,Γ) in g(θ) it holds that Q ∈ f(θ), and for each Q in f(θ) there is some (Q,Γ)
in g(θ). Hence we can apply the same arguments as in the proof of Lemma 3 for (i) and (i’). In addition, similar
arguments can be used within each of the distinguished cases for (ii) and (ii’). We use induction on the structure
of a k-expression θ defining Π. Let σ be a subexpression of θ, let Πσ denote the program defined by σ, and let
I ⊆ A(Πσ).
If σ = i(r), for r ∈ R(Π), then A(Πσ) = ∅, so I = ∅. As in the proof of Lemma 3, we can show that I is a
Πσ-interpretation of the k-triple Q = (∅, ∅, {i}). Since I has no proper subsets, condition (ii) holds trivially for
the k-pair (Q, ∅) in g(σ).
If σ = i(a), for a ∈ A(Π), then A(Πσ) = {a} and R(Πσ) = ∅. If I = ∅, then I is a Πσ-interpretation of the
k-tripleQ = (∅, {i}, ∅) and (ii) holds trivially for the k-pair (Q, ∅) in g(σ). Otherwise I = {a} holds. Let (Q,Γ)
be the k-pair in g(σ) for which Q = ({i}, ∅, ∅) and Γ = {(∅, {i}, ∅)} hold. Clearly I is a Πσ-interpretation of Q.
The only proper subset of I is ∅, which is a ΠIσ-interpretation of the only element of Γ.
If σ = σ1 ⊕ σ2, let Πi = Πσi and Ii = I ∩ A(Πi), for any i ∈ {1, 2}. By definition of Πi, it holds that
A(Π) = A(Π1) ∪ A(Π2), R(Π) = R(Π1) ∪ R(Π2) and I = I1 ∪ I2. Let J ⊂ I and, for i ∈ {1, 2}, let
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Ji = J ∩ A(Πi). Observe that J1 ⊆ I1 and J2 ⊆ I2, and at least one inclusion is proper. We distinguish three
cases:
• If J1 ⊂ I1 and J2 ⊂ I2, then, by induction hypothesis, for any i ∈ {1, 2} there is a k-pair (Qi,Γi) in g(σi)
such that Ii is a Πi-interpretation of Qi and there is a k-triple Ri ∈ Γi such that Ji is a ΠIii -interpretation of Ri.
By definition of g, there is a k-pair (Q,Γ) in g(σ) such that Q = Q1 ⊕ Q2 and there is a k-triple R in Γ such
that R = R1 ⊕ R2. We can easily check that I is a Πσ-interpretation of Q and that J is a ΠIσ-interpretation of
R.
• If J1 ⊂ I1 and J2 = I2, then, by induction hypothesis, there is a k-pair (Q1,Γ1) in g(σ1) such that I1 is a
Π1-interpretation of Q1 and there is a k-triple R1 ∈ Γ1 such that J1 is a ΠI11 -interpretation of R1. Also, there is
a k-pair (Q2,Γ2) in g(σ2) such that I2 is a Π2-interpretation of Q2. By definition of g, there is a k-pair (Q,Γ)
in g(σ) such that Q = Q1 ⊕Q2 and there is a k-triple R in Γ such that R = R1 ⊕Q2. We can easily check that
I is a Πσ-interpretation of Q and that J is a ΠIσ-interpretation of R.
• The case J1 = I1, J2 ⊂ I2 is symmetric.
We omit the cases σ = ρi→j(σ′), σ = ηhi,j(σ′) and σ = η
p
i,j(σ
′), as they are do not offer much additional insight,
given the proof of Lemma 3 and the following case.
If σ = ηni,j(σ′), then there is again a k-pair (Q′,Γ′) in g(σ′) such that (i) I is a Πσ′ -interpretation of Q′ and (ii)
for each J ⊂ I there is a k-triple R in Γ′ such that J is a ΠIσ′ -interpretation of R. Let (Q,Γ) be the k-pair in
g(σ) for which Q = Q′Q′T ,i,j and Γ = {RQ′T ,i,j | R ∈ Γ′} hold. As before, I is a Πσ-interpretation of Q. Let
J ⊂ I , let R′ be the k-triple in Γ′ such that J is a ΠIσ′ -interpretation of R′, and let R = R′Q
′
T
,i,j
. As before, J
satisfies the first two conditions for being a ΠIσ-interpretation of R. It remains to check the third condition.
For all labels except j, we proceed as before. We now check that j ∈ RU if and only if there is a rule
r ∈ R(Πσ) such that Lσ(r) = j, n(r) ∩ I = ∅ and J /∈ Mods(r+). First suppose toward a contradiction that
j ∈ RU while J ∈ Mods(r+) for each r ∈ R(Πσ) such that Lσ(r) = j and n(r) ∩ I = ∅. Since RU ⊆ R′U ,
also j ∈ R′U and by induction hypothesis there is a rule r′ ∈ R(Πσ′ ) such that Lσ′ (r′) = j, n(r′) ∩ I = ∅
and J is not a model of r′+. There is a corresponding rule r ∈ R(Πσ), for which Lσ(r) = j, h(r′) = h(r),
p(r′) = p(r) and n(r′) ⊆ n(r) hold. Since J is a model of r+ but not of r′+ (and these rules are identical), there
is an a ∈ n(r) ∩ I with Lσ(a) = i. From a ∈ I it follows by induction hypothesis that i ∈ Q′T , but this leads to
the contradiction j /∈ RU .
Finally, suppose toward a contradiction that j /∈ RU and there is a rule r ∈ R(Πσ) such that Lσ(r) = j,
n(r) ∩ I = ∅ and J /∈ Mods(r+). Let r′ be the rule corresponding to r in Πσ′ . For this rule it holds that
Lσ′(r′) = j and n(r′) ⊆ n(r), so n(r′)∩ I = ∅. The set J does not satisfy r′+ either, since h(r′+) = h(r+) and
p(r′+) = p(r+). By induction hypothesis, this entails j ∈ R′U . Due to j /∈ RU , it holds that i ∈ Q′T , so there is
an atom a ∈ I such that Lσ′ = Lσ(a) = i. Due to the new edge from a to r, a ∈ n(r) holds, which contradicts
n(r) ∩ I = ∅.
The other direction is similar.
Hence we get an FPT result for answer-set semantics:
Theorem 4. Let k be a constant and Π be a program. Given a k-expression for the signed incidence graph of Π,
we can decide in linear time whether Π has an answer set.
Proof. Let k be a constant, Π be a program and σ be a k-expression of SINC(Π). Using the same ideas as for
Theorem 3, we can easily show that there is an answer set of Π if and only if there is a k-pair (Q,Γ) in g(σ) such
that QU = ∅ and RU 6= ∅ for every R ∈ Γ. Again, it is easy to see that g(σ) can be computed in linear time.
4.2 The Role of Signs for Results on Clique-Width
We have shown that ASP parameterized by the clique-width of the signed incidence graph is FPT. Because
the clique-width of the (unsigned) incidence graph is usually smaller than (and always at most as high as) the
clique-width of the signed incidence graph (Proposition 2), an FPT result w.r.t. the clique-width of the (unsigned)
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incidence graph would be a significantly stronger result. It is therefore natural to ask whether ASP is already FPT
w.r.t the clique-width of the unsigned incidence graph. A similar situation is known for the satisfiability problem
of propositional formulas (SAT), which was first shown in [27] to be FPT parameterized by the clique-width of the
signed incidence graph, and the authors conjectured that the same should hold already for the unsigned version.
Surprisingly, this turned out not to be the case [46]. In comparison to SAT, the situation for ASP is similar but
slightly more involved. Whereas there are only two potential signs for SAT (signaling whether a variable occurs
positively or negatively in a clause), ASP has three signs (h, p, n). So how many signs are necessary to obtain
tractability for ASP? To settle this question, let SINCL(Π), for L ⊆ {h, p, n}, be the (“semi-signed”) incidence
graph obtained from SINC(Π) by joining all labels in L, i.e., every label in L is renamed to a new label, which
we denote by α. We will show below that joining any set L of labels other than {h, n} leads to intractability for
ASP parameterized by the clique-width of SINCL(Π). Together with our tractability result w.r.t. the clique-width
of SINC(Π) (Theorem 4), this provides an almost complete picture of the complexity of ASP parameterized by
clique-width. We leave it as an open question whether ASP parameterized by the clique-width of SINC{h,n}(Π)
is FPT.
Theorem 5. Let L ⊆ {h, p, n} with |L| > 1 and L 6= {h, n}, then ASP is W[1]-hard parameterized by the
clique-width of SINCL(Π).
Proof. We show the result by a parameterized reduction from theW [1]-complete problem PARTITIONED CLIQUE [48].
Instance: A k-partite graph G = (V,E) with partition V1, . . . , Vk where |Vi| = |Vj | for every i, j
with 1 ≤ i, j ≤ k.
Parameter: The integer k.
Question: Does G have a clique of size k?
Recall that a k-partite graph is a graph whose vertex set can be partitioned into k sets such that there are no edges
between vertices contained in the same set. To prove the theorem it is sufficient to show that the result holds
for L being any combination of two labels other than {h, n}. In other words, it suffices to show the result for
L = {h, p} and L = {p, n}. Because the reduction for the case that L = {h, p} is very similar to the reduction
from PARTITIONED CLIQUE to SAT given in [46, Corollary 1], we omit its proof here and only give the proof for
the case that L = {p, n}. Let L = {p, n} and G, k, V1, . . . , Vk be as in the definition of PARTITIONED CLIQUE
and assume that the vertices of G are labeled such that vji is the i-th vertex contained in Vj . We will construct
a program Π in polynomial-time such that G has a clique of size k if and only if Π has an answer set, and the
clique-width of SINCL(Π) is at most k′ = 2k + k2.
The program Π contains one atom vji for every vertex v
j
i of G, and the following rules:
(R1) For every j with 1 ≤ j ≤ k, the rule: vj1 ∨ · · · ∨ vjn ←.
(R2) The rule:
← vj1i1 , v
j2
i2
,¬vj11 , . . . ,¬v
j1
i1−1
,¬vj1i1+1, . . . ,¬v
j1
n ,
¬vj21 , . . . ,¬v
j2
i2−1
,¬vj2i2+1, . . . ,¬v
j2
n
for every {vj1i1 , v
j2
i2
} /∈ E(G) with 1 ≤ j1, j2 ≤ k and 1 ≤ i1, i2 ≤ n.
We first show that G has a clique of size k if and only if Π has an answer set. Toward showing the forward
direction, let C be a clique of size k of G. We claim that C is also an answer set of Π and first show that C is
indeed a model of Π. Because C contains exactly one vertex from every Vi, all rules of type (R1) are satisfied by
C. Moreover, the same holds for all rules of type (R2), because there is no pair u, v ∈ C with {u, v} /∈ E(G)
and hence the body of every such rule is always falsified. This shows that C is a model of Π. Finally, because all
the rules of type (R1) are also contained in the reduct ΠC of Π, we obtain that C is an answer set of Π.
Toward showing the reverse direction, let C be an answer set of Π. We claim that C is also a clique of G of
size k and first show that C contains exactly one variable from every Vi. Because of the rules of type (R1) (which
will also remain in the reduct ΠC ), it holds that C contains at least one variable corresponding to a vertex of Vi
for every i with 1 ≤ i ≤ k. Assume for a contradiction that C contains more than one variable from some Vi.
Then for every j with j 6= i, C has to contain at least three variables from Vi ∪ Vj . Consequently, every rule of
type (R2) corresponding to a non-edge of G incident to a vertex in Vi does not appear in the reduct ΠC of Π,
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which shows that C is not an answer set (minimal model) of ΠC . This shows that C contains exactly one variable
from every Vi. Now, suppose for a contradiction that C is not a clique of G of size k. Then there are u and w in
C with u ∈ Vi and w ∈ Vj such that {u,w} /∈ E(G). Hence, there is a rule of type (R2) (corresponding to the
non-edge {u, v}), which is violated by C, a contradiction to our assumption that C is model of Π.
It remains to show that the clique-width of SINCL(Π) is at most k′ = 2k + k2. We show this by providing
a k′-expression for SINCL(Π). We start by giving the terms that introduce the vertices of SINCL(Π): (1) We
introduce every atom vertex vji of SINCL(Π) with the term j(v
j
i ). (2) For every rule vertex r of the form (R1)
corresponding to a rule vj1 ∨ · · · ∨ vjn ←, we introduce the term l(r) where l = k + j. (3) For every rule vertex
r of the form (R2) corresponding to a non-edge between Vi and Vj with 1 ≤ i < j ≤ k, we introduce the term
l(r), where l = 2k + k(i − 1) + j. We then combine all these terms using the disjoint union operator ⊕. Now
it only remains to show how the edges between the rule and the atom vertices of SINCL(Π) are added: First,
for every j with 1 ≤ j ≤ k, we add the edges between the rule vertices of the form (R1) and the atom vertices
contained in those rules using the operator ηℓj,k+j , where ℓ = h. Second, for every i and j with 1 ≤ i < j ≤ k,
we add the edges between the rule vertices of the form (R2) and the atom vertices contained in those rules using
the operators ηαi,2k+k(i−1)+j and ηαj,2k+k(i−1)+j .
5 Conclusion
In this paper, we have contributed to the parameterized complexity analysis of ASP. We first gave some negative
observations showing that most directed width measures (applied to the dependency graph or incidence graph
of a program) do not lead to FPT results. On the other hand, we turned a theoretical tractability result (which
implicitly follows from previous work [31]) for the parameter clique-width (applied to the signed incidence graph
of a program) into a novel dynamic programming algorithm. The algorithm is applicable to arbitrary programs,
whenever a defining k-expression is given. The algorithm is expected to run efficiently in particular for small k,
i.e., programs for which the signed incidence graph has low clique-width.
Future work includes solving the remaining question whether ASP parameterized by the clique-width of
SINC{h,n}(Π) is FPT or not. Another open question is whether ASP parameterized by the clique-width of the
unsigned incidence graph is in the class XP (as is the case for SAT [51]).
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