Abstract Searching and organizing growing digital music collections requires a computational model of music similarity. This paper describes a system for performing flexible music similarity queries using SVM active learning. We evaluated the success of our system by classifying 1210 pop songs according to mood and style (from an online music guide) and by the performing artist. In comparing a number of representations for songs, we found the statistics of melfrequency cepstral coefficients to perform best in precisionat-20 comparisons. We also show that by choosing training examples intelligently, active learning requires half as many labeled examples to achieve the same accuracy as a standard scheme.
at every stage the system supplies its best estimate of appropriate songs. Since it takes a significant amount of time to listen to each song returned by a search, our system attempts to minimize the number of songs that a user must label for a query.
Active learning has two main advantages over conventional SVM classification. First, by presenting the user with and training on the most informative songs, the algorithm can achieve the same classification performance with fewer labeled examples. Second, by allowing the user to dynamically label the set of instances, a single system may perform any number of classification and retrieval tasks using the same precomputed set of features and classifier framework. For example, the system may be used to search for female artists, happy songs, or psychedelic music.
This flexibility depends on the information the acoustic feature vectors make explicit, leading to our comparison of various features for these tasks. On a collection of 1210 pop songs, the features that produced the most accurate artist classifier were the statistics of MFCCs calculated over entire songs. These same features achieved the best precision on the top 20 ranked results for music categorizations culled from allmusic.com.
We have also developed an automatic tester for our SVM active learning system, showing that an SVM active learner trained with half as many examples can perform as well as a normal SVM or, alternately, can increase its precision by ten percentage points with the same number of labeled examples.
Music similarity
The idea of judging the similarity of music by a direct comparison of audio content was proposed by Foote [13] . For computational simplicity, his system used discrete distributions over vector-quantizer symbols and was evaluated on a database of a few hundred 7-s excerpts. Logan and Salomon [21] was able to compare continuous distributions over thousands of complete songs, using the Earth Mover's Distance to calculate dissimilarity between mixtures of Gaussians. There have followed a number of papers refining the features, distance measures, and evaluation techniques, including our own work [3] [4] [5] 12 ]; Aucouturier and Pachet [2] provides an excellent review, where they characterize these approaches as "timbre similarity" to emphasize that they are based on distributions of short-term features and ignore most temporal structure.
Particular tasks for music similarity are largely defined by the availability of ground truth. Tzanetakis and Cook [30] popularized the use of genre classification, whereas Whitman et al. [31] proposed artist identification as a more interesting task, with the attraction of having largely unambiguous ground-truth. Here, we consider versions of both these tasks.
Most work has sought to define a low-dimensional feature space in which similarity is simply Euclidean distance, or measured by the overlap of feature distributions. Here, we use a more complex classifier (the SVM) on top of an implicit feature space of very high dimension; the related regularized least squares classifier was used for music similarity by Whitman and Rifkin [32] . The Fisher Kernel technique we use was introduced for audio classification by Moreno and Rifkin [22] .
Relevance feedback
While the idea of relevance feedback had been around for a number of years, Tong and Koller [28] first described using support vector machines for active learning. Tong and Koller [29] discussed the version space of all possible hyperplanes consistent with labeled data along with methods for reducing it as quickly as possible to facilitate active learning. Refs. [27, 28] applied SVM active learning to text and image retrieval.
Recently, improvements in SVM active learning have been made in the areas of sample selection, scalability, and multimodal search. Chang et al. [7] described a number of methods for selecting the most informative database items to label, with the angle diversity selection criterion producing the best active retrieval results. The same paper describes a multimodal search in which the user can limit the pool of images to search by supplying relevant keywords. In order to scale to large databases, Lai et al. [19] describes methods for disambiguating search concepts and using a hierarchical data structure to more efficiently find data points.
Hoashi et al. [15, 16] used relevance feedback for music retrieval, but their approach suffers from some limitations. Their system was based on the TreeQ vector quantization from Ref. [13] , with which they must re-quantize the entire music database for each query. Relevance feedback was incorporated into the model by modifying the quantization weights of desired vectors. Our approach calculates the features of a song offline and uses SVM active learning, which has a strong theoretical justification, to incorporate user feedback. 
SVM active retrieval
SVM active learning combines the maximum margin classification of SVMs with ideas from relevance feedback. See Fig. 1 for a summary of the active learning algorithm, which lends itself to both direct user interaction and automated testing.
Support vector machines
The support vector machine (SVM) is a supervised classification system that minimizes an upper bound on its expected error. It attempts to find the hyperplane separating two classes of data that will generalize best to future data. Such a hyperplane is the so called maximum margin hyperplane, which maximizes the distance to the closest points from each class.
More concretely, given data points {X 0 , . . . , X N } and class labels {y 0 , . . . , y N }, y i ∈ {−1, 1}, any hyperplane separating the two data classes has the form
Let {w k } be the set of all such hyperplanes. The maximum margin hyperplane is defined by
and b is set by the Karush Kuhn Tucker conditions [6] where
For linearly separable data, only a subset of the α i s will be non-zero. These points are called the support vectors and all classification performed by the SVM depends on only these points and no others. Thus, an identical SVM would result from a training set that omitted all of the remaining examples. This makes SVMs an attractive complement to relevance feedback: if the feedback system can accurately identify the critical samples that will become the support vectors, training time and labeling effort can, in the best case, be reduced drastically with no impact on classifier accuracy.
Since the data points X only enter calculations via dot products, one can transform them to another feature space via a function (X). The representation of the data in this feature space need never be explicitly calculated if there is an appropriate Mercer kernel operator for which
Data that is not linearly separable in the original space, may become separable in this feature space. In our implementation, we selected a radial basis function (RBF) kernel
where D 2 (X i , X j ) could be any distance function. See Table 1 for a list of the distance functions used in our experiments and Sect. 4 for a discussion of them. Thus, the space of possible classifier functions consists of linear combinations of weighted Gaussians around key training instances [9] .
Active learning
In an active learning system, the user becomes an integral part of the learning and classification process. As opposed to conventional (passive) classification where a classifier is trained on a large pool of randomly selected labeled data, an active learning system asks the user to label only those instances that would be most informative to classification. Learning proceeds based on the feedback of the user and relevant responses are determined by the individual user's preferences and interpretations. The duality between points and hyperplanes in feature space and parameter space enables SVM active learning. Notice that that Eq. (1) can be interpreted with X i as points and w k the normals of hyperplanes, but it can also be interpreted with w k as points and X i as normals. This second interpretation of the equation is known as parameter space. Within parameter space, the set {w k } is known as version space, a convex region bounded by the hyperplanes defined by the X i . Finding the maximum margin hyperplane in the original space is equivalent to finding the point at the center of the largest hypersphere in version space [29] .
The user's desired classifier corresponds to a point in parameter space that the SVM active learner would like to locate as quickly as possible. Labeled data points place constraints in parameter space, reducing the size of the version space. The fastest way to shrink the version space is to halve it with each labeled example, finding the desired classifier most efficiently. When the version space is nearly spherical, the most informative point to label is that point closest to the center of the sphere, i.e., closest to the decision boundary [29] . In pathological cases, this is not true, nor is it true that the greedy strategy of selecting more than one point closest to a single decision boundary shrinks the version space most quickly.
In practice, however, we find that these simple strategies perform well. Chang et al. [7] describes a number of heuristics for finding the most informative points to label and determines that the angle diversity strategy performs best. Angle diversity balances closeness to the decision boundary with coverage of the feature space, while avoiding extra classifier retrainings. The sparseness of our songs in feature space might obviate the need for an explicit enforcement of diversity in the examples chosen for labeling.
Since the user only seeds the system with positive examples, the first set of songs to be labeled cannot be chosen by a classifier. While there are many methods for choosing these first songs, we find the simplest, random selection, to work well in practice. Since positive examples are relatively rare in the database, many of the randomly chosen examples will be negative. Other selection methods include choosing songs that maximally cover the feature space, songs farthest from the seeds, songs closest to the seeds, and so forth.
Any active retrieval system may suffer from certain limitations. The small training set means that performance could suffer from poor seeding or insufficient sampling of the data.
Audio feature components
Since the flexibility of an SVM active learner depends on the descriptive power of the features on which it operates, we experimented with a number of features for song representation. All of these features have the property that they reduce every song, regardless of its original length, into a fixedsize vector. They are all based on Gaussian mixture models (GMMs) of mel-frequency cepstral coefficients (MFCCs).
Mel-frequency cepstral coefficients
MFCCs are a short-time spectral decomposition of audio that convey the general frequency characteristics important to human hearing. While originally developed to decouple vocal excitation from vocal tract shape for automatic speech recognition [24] , they have found applications in other auditory domains including music retrieval [13, 20] .
In order to calculate MFCCs, the signal is first broken into overlapping frames, each approximately 25 ms long, a time scale at which the signal is assumed to be stationary. The log-magnitude of the discrete Fourier transform of each window is warped to the Mel frequency scale, imitating human frequency and amplitude sensitivity. The inverse discrete cosine transform decorrelates these "auditory spectra" and the so called "high time" portion of the signal, corresponding to fine spectral detail, is discarded, leaving only the general spectral shape. The MFCCs we calculated for the songs in our database contain 13 coefficients each and, at a rate of 100 per second, a typical five minute song will generate 30,000 temporal frames.
Gaussian mixture models
Certain features were based on a single Gaussian mixture model trained on samples from all of the songs in the training set, while others built individual GMMs for each song. In the former case, we trained a GMM with diagonal covariances on 0.2% of the MFCC frames selected at random from every song.
In order to estimate the correct number of Gaussians for our mixture, we measured the log-likelihood of models with different numbers of Gaussians on our validation dataset. Results of this test can be seen in Fig. 2 . The three lines in that figure correspond to three different methods for collecting training samples. While keeping the total number of samples the same, the number of songs sampled and the number of samples per song was varied. From the figure it is clear that the model that best fits the data is a mixture of 
Note. See text for explanation of variables somewhere between 50 and 100 Gaussians, independent of the number of songs used in training. This result probably does not hold beyond the case of pop music MFCCs modeled with Gaussian Mixtures, but it is interesting to see such a consistent result even for this case. The jumps in likelihood for GMMs with more Gaussians are due to overfitting of certain sound files that were broken in a characteristic way.
Audio features
See Table 1 for a summary of features evaluated in the experiments. Each feature uses its own distance function in the RBF kernel of Eq. (6). We go into detail on each of them in the following sections. The first three use Gaussian models trained on individual songs, while the second three relate each song to a global Gaussian mixture model of the entire corpus. Both of these approaches only model stationary spectral characteristics of music, averaged across time, and ignore the higher-order temporal structure.
In the following sections, X denotes matrices of MFCCs, x t denotes individual MFCC frames. Songs are indexed by i and j, GMM components by k. MFCC frames are indexed in time by t and MFCC frames drawn from a probability distribution are indexed by n.
MFCC statistics
This first feature is based on the mean and covariance of the MFCC frames of individual songs. In fact, it models a song as just a single Gaussian, but uses a nonprobabilistic distance measure between songs. The feature itself is the concatenation of the mean and the unwrapped covariance matrix of a song's MFCC frames. These features are commonly used in speech processing, e.g., for segmenting a recording according to speaker turns [8, 14] . These low order statistics can only represent simple relationships between MFCCs, but our experiments show that they contain much useful information about artists, styles, and moods.
The feature vector is shown in Table 1 , where the vec(·) function unwraps or rasterizes an N × N matrix into a N 2 ×1 vector. Feature vectors are compared to one another using a Mahalanobis distance, where the µ and variables are diagonal matrices containing the variances of the feature vectors over all of the songs.
Song GMMs
The second feature listed in Table 1 , models songs as single Gaussians. The maximum likelihood Gaussian describing the MFCC frames of a song is parameterized by the sample mean and sample covariance. To measure the distance between two songs, one can calculate the Kullback-Leibler (KL) divergence between the two Gaussians. While the KL divergence is not a true distance measure, the symmetrized KL divergence is, and can be used in the RBF kernel of Eq. (6) [23] .
For two distributions, p(x) and q(x), the KL divergences is defined as,
There is a closed form for the KL divergence between two
where d is the dimensionality of the Gaussians. The symmetrized KL divergence shown in Table 1 is simply
The third feature models songs as mixture of Gaussians learned using the EM algorithm and still compares them using the KL divergence. Unfortunately, there is no closed form for the KL divergence between GMMs, so it must be approximated using Monte Carlo methods. The expectation of a function over a distribution, p(x), can be approximated by drawing samples from p(x) and averaging the values of the function at those points. In this case, by drawing samples
The distance function shown in Table 1 for the "KL 20G" features is the symmetric version of this expectation, where appropriate functions are calculated over N samples from each distribution. We use the Kernel Density Estimation toolbox from Ref. [17] for these calculations. As the number of samples used for each calculation grows, variance of the KL divergence estimate shrinks. We use N = 2500 samples for each distance estimate to balance computation time and accuracy.
Anchor posteriors
The fourth feature listed in Table 1 compares each song to the GMM modeling our entire music corpus. If the Gaussians of the global GMM correspond to clusters of related sounds, one can characterize a song by the probability it came from each of these clusters. This feature corresponds to measuring the posterior probability of each Gaussian in the mixture, given the frames from each song. To calculate the posterior over the whole song from the posteriors for each frame,
This feature tends to saturate, generating a nonzero posterior for only a single Gaussian. In order to prevent this saturation, we take the geometric mean of the frame probabilities instead of the product. This does not give the true class posteriors, but only a "softened" version of them
Since they are not proper probability functions, there is little justification for comparing them with anything but the Euclidean distance.
Fisher kernel
The final two features are based on the Fisher kernel, which [18] described as a method for summarizing the influence of the parameters of a generative model on a collection of samples from that model. In this case, the parameters we consider are the means of the Gaussians in the global GMM. This process describes each song by the partial derivatives of the log likelihood of the song with respect to each Gaussian mean. From [22] ,
where P(k | x t ) is the posterior probability of the kth Gaussian in the mixture given MFCC frame x t , and µ k and k are the mean and variance of the kth Gaussian. This process then reduces arbitrarily sized songs to 650 dimensional feature vectors (50 means with 13 dimensions each).
Since the Fisher kernel is a gradient, it measures the partial derivative with respect to changes in each dimension of each Gaussian's mean. A more compact feature is the magnitude of the gradient with respect to each Gaussian's mean. While the full Fisher kernel creates a 650 dimensional vector, the Fisher kernel Magnitude is only 50 dimensional. 
Experiments
In order to thoroughly test the SVM active music retrieval system, we compared the various features to one another and, using the best feature, examined the relationship between precision-at-20 and number of examples labeled per active retrieval round.
Dataset
We ran our experiments on a subset of the uspop2002 collection [5, 11] . To avoid the so called "producer effect" [31] in which songs from the same album share overall spectral characteristics that could overwhelm any similarities between albums, we designated all of the songs from an album as training, testing, or validation. To be able to separate albums in this way, we chose artists who had at least five albums in uspop2002, three albums for training and two for testing, each with at least eight tracks. The validation set was made up of any albums the selected artists had in uspop2002 in addition to those five and was used for tuning model parameters. In total there were 18 artists (out of 400) with enough albums, see Table 2 for a complete list of the artists and albums included in our experiments. In total, we used 90 albums by those 18 artists, containing 1210 songs divided into 656 training, 451 testing, and 103 validation songs.
Evaluation
Since the goal of SVM active learning is to quickly learn an arbitrary classification, any binary categorization of songs can be used as ground truth. The categories we tested our system on were AMG moods, AMG styles, and artists. The All Music Guide (AMG) is a website and book that reviews, rates, and categorizes music and musicians [1] . Two of our ground truth categorizations came from AMG, the "mood" and "style" of the music. In their glossary, AMG defines moods as "adjectives that describe the sound and feel of a song, album, or overall body of work," for example acerbic, campy, cerebral, hypnotic, rollicking, rustic, silly, and sleazy. While AMG never explicitly defines them, styles are sub-genre categories such as "punk-pop," "prog-rock/art rock," and "speed metal." In our experiments, we used styles and moods that included 50 or more songs, which amounted to 32 styles and 100 moods. See Table 3 for a list of the most popular moods and styles. Due to the diversity of the 18 artists chosen for evaluation, some moods contain identical categorizations of our music, leaving 78 distinct moods out of the original 100. For the same reason, 12 of the 32 styles contain all of the work of only a single artist.
While AMG in general only assigns moods and styles to albums and artists, for the purposes of our testing, we assumed that all of the songs on an album could be described by the same moods and styles, namely those attributed to that album. This assumption does not necessarily hold, for example with a ballad on an otherwise upbeat album. We are looking into ways of inferring these sorts of labels for individual songs from collections of album labels and a measure of acoustic similarity.
Artist identification is the task of identifying the performer of a song given only the audio of that song. While 
Experiments
The first experiment compared the features on passive artist, mood, and style retrieval to determine if one clearly dominated the others. For the artist ground truth, the system predicted the unique performing artist (out of the possible 18) for each song in the test set, after training on the entire training set. Instead of a binary SVM, it used a DAGSVM to perform the multi-class learning and classification [26] . We provide these results to compare against other authors' systems and to compare features to one another, but they are not directly applicable to the SVM active learning task, which only learns one binary categorization at a time.
For the mood and style ground truth and for the active retrieval tasks, we evaluated the success of retrieval by the precision on the top 20 songs returned from the test set. In order to rank songs, they were sorted by their distance from the decision boundary, as in Ref. [27] . Precision-at-20 focuses on the positive examples of each class, because for sparse categories a classifier that labels everything as negative is quite accurate, but neither helpful in retrieving music nor interesting. Scores are aggregated over all categories in a task by taking the mean, for example, the mood score is the mean of the scores on all of the individual moods.
One justification for this evaluation metric is that when searching large databases, users would like the first results to be most relevant (precision), but do not care whether they see all of the relevant examples (recall). We chose the number 20 because the minimum number of songs in each ground truth category was 50, and the test set contains roughly 40% of the songs, giving a minimum of approximately 20 correct results in each test category. This threshold is of course adjustable and one may vary the scale of the measured performance numbers by adjusting it. It also happens that these features' precision-at-20 scores are quite distinct from one another, facilitating meaningful comparison.
The second experiment compares different sized training sets in each round of active learning on the best-performing features, MFCC Statistics. Active learning should require fewer labeled examples to achieve the same accuracy as passive learning because it chooses more informative examples to be labeled first. To measure performance, we compared mean precision on the top 20 results on the same separate test albums.
In this experiment we compared five different training group sizes. In each trial, an active learner was randomly seeded with five elements from within the class, corresponding to a user supplying initial exemplars. The learner then performed simulated relevance feedback with 2, 5, 10, and 20 songs per round. A final classifier performed only one round of learning with 50 examples, equivalent to conventional SVM learning. The simulations stopped once the learner had labeled 50 results so that the different training sets could be compared.
User interface
In addition to testing the system with fixed queries, we also developed a graphical interface for users to interact with the system in real time with real queries. A few colleagues were encouraged to evaluate the system (on a different database of songs) with queries of their choosing, including jazz, rap, rock, punk, female vocalists, etc.
The graphical user interface is displayed in Fig. 3 . The user selects a representative seed song to begin the search. The system presents six songs to label as similar or dissimilar to the seed song according to the categorization the user has in mind. A song may be left unlabeled, in which case it will not affect the classifier, but will be excluded from future labeling. Labeled songs are displayed at the bottom of the interface, and the best ranked songs are displayed in the list to the right. At any time, the user may click on a song to hear a representative segment of it. After each classification round, the user is presented with six new songs to label and may perform the process as many times as desired.
Results
The results of the feature comparison experiment can be seen in Table 4 . In general, the MFCC statistics outperform the other features. In the mood identification task, the Fisher kernel's precision-at-20 is slightly higher, but the results are quite comparable. The single Gaussian KL divergence features worked well for multi-class classification, but less well for the binary tasks which are more relevant to active learning.
The results of the active retrieval experiments can be seen in Fig. 4 . The figure shows that, as we expected, the quality of the classifier depends on the number of rounds of relevance feedback, not only on the absolute number of labeled examples. Specifically, a larger number of retrainings with fewer new labels elicited per cycle leads to a better classifier, since there are more opportunities for the system to choose the examples that will be most helpful in refining the classifier. This shows the power of active learning to select informative examples for labeling. Notice that the classifiers all perform at about the same precision below 15 labeled examples, with the smaller examples-per-round systems actually performing worse than the larger ones. Since the learner is seeded with five positive examples, it may take the smaller sample size systems a few rounds of feedback before a reasonable model of the negative examples can be built.
Comparing the ground truth sets to one another, it appears that the system performs best on the style identification task, achieving a maximum mean precision-at-20 of 0.691 on the test set, only slightly worse than the conventional SVM trained on the entire training set which requires more than 13 times as many labels. See Table 5 for a full listing of the precision-at-20 of all of the classifiers on all of the datasets after labeling 50 examples. On all of the ground truth sets, the active learner can achieve the same mean precision-at-20 with only 20 labeled examples that a conventional SVM achieves with 50.
Discussion and future work
As expected, labeling more songs per round suffers from diminishing returns; performance depends most heavily on the number of rounds of active learning instead of the number of labeled examples. This result is a product of the suboptimal division of the version space when labeling multiple songs simultaneously. Small feedback sets, however, do suffer from the initial lack of negative examples. Using few training examples per round of feedback can actually hurt performance initially because the classifier has trouble identifying examples that would be most discriminative to label. It might be advantageous, then, to begin training on a larger number of examples-perhaps just for the "special" first round-and then, once enough negative examples have been found, to reduce the size of the training sets in order to increase the speed of learning.
It is also interesting that the KL divergence features did not perform as well as either the Fisher kernel or the MFCC statistics. This is especially surprising because KL divergence between single Gaussians uses exactly the same feature vector to characterize each song as MFCC statistics and is more mathematically justified. Even more surprising is the performance degradation of GMMs with 20 components as compared to single Gaussians. This discrepancy could be due to inadequate Monte Carlo sampling when measuring the KL divergence between GMMs. More likely, however, is that the off-diagonal elements in the single Gaussian's full covariance matrix aid discrimination more than being able to use a mixture of diagonal covariance Gaussians.
We have also created a java demonstration of an alternative interface to the system, an automatic playlist generator. A screen shot can be seen in Fig. 5 , and the demo can be downloaded from our website. 1 This playlist generator seamlessly integrates relevance feedback with normal music-listening habits, for instance by interpreting the skipping of a song as a negative label for the current search, while playing it all the way through would label it as desirable. The classifier is retrained after each song is labeled, converging to the best classifier as quickly as possible.
Using this playlist generator can give quite startling results as the system accurately infers the user's criteria. It also highlights how neatly the active learning paradigm matches a music listening activity in two ways. First, the the user's labels can be obtained transparently from their decision to skip a song. And second, for music, listening to the selected examples is not just a chore undertaken to supervise classifier training, but can also be the goal of the process.
MFCC statistics serve as a flexible representation for songs, able to adequately describe musical artists, moods, and styles. Moreover, we have shown that SVM active learning can improve the results of music retrieval searches by finding relevant results for a user's query more efficiently than conventional SVM retrieval. In addition to music recommendation and music similarity, he is interested in computational models of sound and hearing and machine learning.
