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Abstract
The lexicographic order is not representable by a real-valued function, contrary to many other
orders or preorders. So, standard tools and results for well-posed minimum problems cannot be used.
We prove that under suitable hypotheses it is however possible to guarantee the well-posedness of a
lexicographic minimum over a compact or convex set. This result allows us to prove that some game
theoretical solution concepts, based on lexicographic order are well-posed: in particular, this is true
for the nucleolus.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we study the lexicographic order from the point of view of well-posedness.
Let us start by recalling the definition of well-posedness for a real valued function. For a
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J. Math. Anal. Appl. 314 (2006) 412–422 413function f :X → R, where X is a topological space, Tikhonov well-posedness (T -wp)
(see [4,13,27]) means that:
(1) there exists a unique minimum point;
(2) every minimizing sequence converges to the minimum point.
This definition can be extended to various contexts: variational inequalities [9,10,12,
23], saddle points [3] and Nash equilibrium problems [18,20]. In all of these cases the
starting point is a pertinent extension of the idea of minimizing sequence seen as a concept
of approximate solution.
Other extensions are possible, through variation in the convergence condition: for ex-
ample, generalized Tikhonov well-posedness (uniqueness of the solution is not requested
any more, only convergence of a subsequence is asked for [6]), Tikhonov well-posedness
as convergence of the set of approximate solutions to the set of solutions [2].
Motivated by considerations arising from economic theory, it has been investigated
whether T -wp for a function could be seen as an “ordinal” concept, i.e. it does not depend
on the function but only on the total preorder represented by the function (the function
f :X → R induces the preorder f on X defined as x f y ⇔ f (x)  f (y)). Note that
we may have many different functions that represent the same preorder [18,19].
This line of investigation naturally leads to the question whether it is possible to intro-
duce the definition of T -wp directly for preorders [19].
Formally, given a total preorder  on a topological space X, a sequence (xn)n∈N of
elements of X is said to be minimizing if, for all x¯ ∈ X s.t. x¯ is not a minimum for  on X,
then xn  x¯ eventually.
From this, we get immediately the definition of sequentially T -wp for a preorder: we
ask that minimizing sequences converge to the unique minimum of  on X.
The relationship between T -wp for a preorder and T -wp for a representing function has
been investigated in [18,19], together with similar issues for Nash equilibrium problems
[14,15].
An interesting case study is given by the lexicographic order L, since it cannot be
represented by any real-valued function; moreover, it is an interesting order, which is used
in various fields; in this paper we shall focus on the nucleolus, a game theoretical solution
concept, that is defined through an appropriate use of the lexicographic ordering.
We shall first investigate some issues related to T -wp for L. In particular, we shall
prove that L is T -wp for convex and also for compact subsets of Rn.
Then, we shall state a result which will allow us to guarantee T -wp for the nucleolus
and some related solution concepts.
We believe that this line of investigation could deserve some interest for at least two
reasons:
– T -wp is a property which adds to the classical existence and uniqueness;
– T -wp is often connected with stability of solutions for a problem w.r.t. perturbations
[11,21].
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at least utility theory (to describe priorities among “incommensurable” factors in the eval-
uation of alternatives) and distributive justice, according to a lexicographical interpretation
of the social priorities (on which are based some formal interpretations of [22]). It could
be of some interest to extend the present line of investigation to these issues.
The organization of the paper is as follows. Section 2 is devoted to the definitions and
results related to well-posedness for preorders; in Section 3 we extend the results to the
case of the lexicographic order; in Section 4 we recall some elements of game theory and
prove that the nucleolus is well-posed; finally in Section 5 we extend the previous results
to other game theoretical solution concepts based on lexicographic order.
2. T -wp for preorders
We shall use, for sequences and subsequences, the more friendly notation xn (instead of
(xn)n∈N), and similarly for nets and subnets.
Next we give some formal definitions.
Definition 2.1. Let X be a set, a relation  on X is a preorder if it is reflexive and transitive;
it is total if x  y or y  x, ∀x, y ∈ X. For a total preorder we define x  y if it is not true
that x  y.
Definition 2.2. Let X be a set endowed with a total preorder . A sequence xn, xn ∈ X, is
said to be minimizing if ∀x¯ ∈ X, s.t. x¯ is not a minimum for  on X, xn  x¯ eventually.
Definition 2.3. Let X be a set endowed with a total preorder . A net xν , xν ∈ X, is said
to be minimizing if ∀x¯ ∈ X s.t. x¯ is not a minimum for  on X, xν  x¯ eventually.
Definition 2.4. Let X be a topological space endowed with a total preorder .  is said to
be lower (respectively, upper) semi-continuous if the set {x ∈ X s.t. x  x¯} (respectively,
{x ∈ X s.t. x  x¯}) is open in X, ∀x¯ ∈ X.
Definition 2.5. Let X be a topological space endowed with a total preorder .  is said to
be continuous if it is both lower and upper semi-continuous.
The following theorem is an obvious generalization of the Weierstrass theorem for con-
tinuous functions.
Theorem 2.1. Let X be a topological space endowed with a total lower semi-continuous
preorder  and E ⊆ X be a compact, non-empty subset; then  has a minimum on E.
The proof is a direct application of the finite intersection property for closed subsets of
a compact topological space.
Definition 2.6. Let X be a topological space endowed with a total preorder .  is said to
be (sequentially) Tikhonov well-posed on X if:
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– every minimizing net (sequence) converges to the minimum.
It is clear from the definition that T -wp implies sequential T -wp. The converse is not
generally true, contrary to what happens for the T -wp of minimum problems for real-
valued functions.
Example 2.1. In [19] it is shown that on [0,Ω], where Ω is the first uncountable ordinal,
the usual (total) order is sequentially T -wp, but not T -wp, with respect to the discrete
topology.
Theorem 2.2. In the hypotheses of Theorem 2.1 if the minimum is unique, then it is well-
posed on E.
Proof. Let x0 be the unique minimum for the preorder. Let xµ be a subnet of a minimizing
net xν , with xµ → x¯, x¯ 	= x0. There are two possible cases.
(1) There exists no element xˆ ∈ E, x0  xˆ  x¯; in this case xµ = x0 eventually, so xµ
cannot be eventually in {x ∈ X s.t. x  x0}, an open neighborhood of x¯. Contradiction.
(2) There exists an element xˆ ∈ E, x0  xˆ  x¯; in this case xµ  xˆ and so cannot be
eventually in {x ∈ X s.t. x  xˆ}, an open neighborhood of x¯. Contradiction.
So, from any subnet of the minimizing net xν , it is possible (for compactness) to extract a
converging subnet, and any such converging subnet is converging to x0, so xν → x0. 
We suppose that two sets X and Y , a map ϕ :X → Y and a total preorder  on Y (it is
sufficient that  is defined on ϕ(X)) are given.
Definition 2.7. Let  be a relation on X defined as
x′  x′′ ⇔ ϕ(x′)  ϕ(x′′).
Lemma 2.1. The relation  is a total preorder on X and it is: x′  x′′ ⇔ ϕ(x′) ϕ(x′′).
Lemma 2.2. If xν is a minimizing net for  on X, then ϕ(xν) is a minimizing net for  on
ϕ(X).
Proof. Let yν = ϕ(xν) and let y ∈ ϕ(X) be a non-minimal element for  on ϕ(X). Let
x ∈ X be s.t. ϕ(x) = y. By definition of  (and by Lemma 2.1) we have that x is not
minimal for . So, by definition of minimizing net, we have that xν ≺ x eventually. This
means that ϕ(xν) = yν  y = ϕ(x) eventually. So ϕ(xν) is a minimizing net for  on
ϕ(X). 
We cannot guarantee that ϕ(xν) is a minimizing net for  on Y :
Example 2.2. Let X = [0,+∞[, Y =R, = and ϕ the immersion of X in Y .
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Moreover we cannot guarantee that ϕ(xν) is a minimizing net for  on Y , even if there
exists a unique minimum x0 for  on X and ϕ(x0) is the unique minimum for  on Y :
Example 2.3. Let X = {0} ∪ ]1,+∞[, Y = [0,+∞[,  =  and ϕ the immersion of X
in Y . The sequence xn = 1+ 1n is minimizing for  on X but yn = 1+ 1n is not minimizing
for  on Y .
Now we suppose that X and Y are topological spaces and that ϕ is continuous. Our aim
is to deduce the well-posedness of  on X from the well-posedness of  on ϕ(X), a fact
which is not true, in general.
Example 2.4 (The minimum of  is not unique). Let X = [−1,1], Y = R,  =  and
ϕ(x) = 1 − |x|. Trivially  is well-posed on ϕ(X) = [0,1], but  is not well-posed on X,
as there are two minimum points (x = −1 and x = 1).
Example 2.5 (X is not compact). Let X = [0,+∞), Y = [0,1],  =  and ϕ(x) as in
Fig. 1.
Trivially  is well-posed on ϕ(X) = [0,1], but  is not well-posed on X, as xn = n is
a minimizing sequence on X.
Now we can state the main result (it can be proved also a topological version, assuming
that Y is Hausdorff).
Theorem 2.3. Let X and Y be metric spaces, ϕ :X → Y a continuous map and  a total
preorder on ϕ(X) ( could be a restriction on ϕ(X) of a total preorder on Y ). We assume
that
(1) X is compact;
(2)  is well-posed on ϕ(X);
(3) if y0 is the unique minimal element for  on ϕ(X), then there exists a unique element
x0 ∈ X s.t. ϕ(x0) = y0.
Then  is well-posed on X.
Proof. Note that x 	= x0 ⇔ x0 ≺ x. In fact “⇐” is trivial by the reflexivity of ; for “⇒”
note that x0 is the unique minimal element for  on X. To prove this, suppose that there
exists x1, another minimal element for  on X: so, x1  x, ∀x ∈ X, and, consequently,
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assumption (3), x1 = x0.
Let us consider a minimizing sequence xn for  on X. Note that also yn = ϕ(xn) is a
minimizing sequence for  on ϕ(X).
Let y ∈ ϕ(X) be a non-minimal element for  on ϕ(X), then y0 ≺ y.
Let x be s.t. ϕ(x) = y; by Lemma 2.1 we have x0 ≺ x. Then xn ≺ x eventually, as xn is
a minimizing sequence and x is not a minimal element for  on X.
So, ϕ(xn) ϕ(x) eventually, that is: yn  y, i.e. yn is a minimizing sequence for  on
ϕ(X) and, by assumption (2), yn → y0.
On the other hand X is compact, so there exists a subsequence of xn, denoted again
by xn, that converges to an element x¯ ∈ X.
Now we have to prove that x¯ = x0, because in this case also the given sequence xn
converges to x0. So we suppose that xn → x¯, where x¯ 	= x0.
By the continuity of ϕ we have that ϕ(xn) → ϕ(x¯). On the other hand x¯ 	= x0 ⇒ ϕ(x¯) 	=
ϕ(x0), by assumption (3). This contradiction implies that ϕ(xn) is minimizing for  on
ϕ(X) and consequently ϕ(xn) → ϕ(x0). By the uniqueness of the limit element for ϕ(xn)
the result holds. 
3. T -wp for the lexicographic order
We start recalling the definition of lexicographic order.
Definition 3.1. The lexicographic order L in X =Rn is defined as
x <L y ⇔ ∃i  n s.t. xj = yj for j < i, and xi < yi.
Obviously x L y ⇔ NOT(y <L x).
Recall that the lexicographic order is not continuous with respect to the Euclidean topol-
ogy in Rn and it is not representable by a real function, so we cannot use Theorem 2.2.
The lexicographic order offers the possibility to put in evidence some differences be-
tween well-posedness for real-valued functions and preorders. For example, in general,
when a function f :X → R is well-posed on X, with minimum x0 then it is well-posed
also on all the subsets Y ⊆ X, s.t. x0 ∈ Y (notice the “independence from irrelevant alter-
natives” flavor of this fact); the same property does not hold for the lexicographic order, as
in the following example.
Example 3.1. Consider the set X = {(x1, x2) | x1  0, x2  0} in Fig. 2a that has x0 ≡ 0
as unique lexicographic minimum and for which well-posedness trivially holds; the set
Y = {(x1, x2) | x1  β(x2), x2  0} in Fig. 2b is a subset of X, contains x0 as unique
lexicographic minimum, but well-posedness no longer holds; for example, consider the
minimizing sequence si along the boundary β that does not converge to x0.
First we prove that well-posedness holds if the set is compact.
Theorem 3.1. Let E ⊆Rk be a compact, non-empty subset; then L is well-posed on E.
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Proof. Using the projections on the coordinate axes we can guarantee that the minimum
exists (and is unique, since L is an order); let 0 be this minimum. Take a subsequence
from a minimizing sequence and assume that it converges to x¯. Assume that 0 <L x¯. So,
x¯ has at least one coordinate which is strictly positive. Let k be the index of the first positive
coordinate of x¯, i.e. x¯ = (0, . . . ,0, x¯k, . . . , x¯n) (particular case: x¯ = (x¯1, . . . , x¯n)).
We consider two cases:
(1) ∃xˆ ∈ E \ {0} s.t. xˆk < x¯k (so, in particular, xˆ <L x¯). Hence, a minimizing sequence,
cannot have a subsequence converging to x¯, since it must satisfy xn <L x¯, and so has
at least one coordinate (the kth) which is “far” from the corresponding coordinate of x¯.
(2) There exists no xˆ ∈ E \ {0} s.t. xˆk < x¯k . So, it is xk  x¯k for all x ∈ E \ {0}. Consider
Z = (E \{0})∩{x: xk  x¯k} that is clearly compact and not empty. Let x˜ the minimum
of <L on Z; we have x˜ >L 0 and there is no xˆ ∈ E \ {0} s.t. 0 < xˆ < x˜.
Hence, minimizing sequences must be eventually 0. Contradiction. 
Next we prove a similar result for convex sets.
Theorem 3.2. Let K ⊆Rk be a convex, closed, non-empty subset and suppose that K has
a minimum with respect to the lexicographic order L, then this minimum is well-posed
on K .
Proof. Without loss of generality we suppose that the minimum is the origin 0. We prove
that each minimizing sequence xn ∈ K converges to 0. First we suppose that the sequence
xn is bounded. We prove the result by induction on the dimension k of the space.
Initial step. Let k = 1. We suppose that xn is minimizing, i.e. ∀c ∈ K s.t. 0 <L c,∃n¯ s.t.
xn <L c, ∀n > n¯; by the convexity of K we have that ∀m ∈ N, 1 c ∈ K and then therem
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coincides with the usual order in R).
Iterative step. Now we suppose that the result holds for k and prove that it holds for k+ 1.
In this case 0 = (0,0−1) (by 0−1 we denote the origin in Rn−1). A subsequence xni ∈ K
converges to x¯ = (x¯1, x¯−1). x¯1 = 0 trivially, then xni = (xni1 , xni−1) → (0, x¯−1). Now we
want to prove that x¯−1 = 0−1. In fact let K ′ = {x ∈Rk | (0, x) ∈ K}.
K ′ is convex, 0−1 ∈ K ′ and 0−1 is the lexicographic minimum on K ′. If x¯−1 	= 0−1,
then xni1 = 0 for ni > n¯ (in fact xni <L (0, x¯−1) ⇒ xni1 = 0) and then for ni > n¯, xni−1 ∈ K ′
with xni−1 minimizing. By inductive hypothesis x
ni
−1 → 0−1.
Analogously we can prove that each subsequence of xn has a subsequence converging
to 0. This implies that xn → 0.
If xn is unbounded, yn = xn‖xn‖ would be a bounded minimizing sequence, which should
converge to 0, but ‖yn‖ = 1: contradiction. 
4. T -wp for the nucleolus
Now we have the tools to prove the well-posedness of the nucleolus. Let us recall some
game theoretical definitions.
A cooperative game with transferable utility (TU-game) is a pair G = 〈N,v〉, where
N is the set of players, finite (with n = card(N)), and v : 2N → R is the characteristic
function, which assigns to each coalition S ⊂ N a real number v(S) representing its worth
in the game independently from the players not in S, with the condition v(∅) = 0. An al-
location is an n-dimensional vector x; an allocation is said to be a pre-imputation if it
corresponds to a possible division of the value v(N) among all the players when they co-
operate, so
∑
i∈N xi = v(N) and xi is the amount that player i receives. An imputation is
a pre-imputation x that is individually rational, i.e. xi  v({i}) for each i ∈ N . In order to
avoid that a player, or a subset of players, can recede from a proposed imputation x, and
consequently the grand coalition N is not formed the following conditions are added:
x(S) v(S), ∀S ⊂ N,
where x(S) =∑i∈S xi . The set of all imputations satisfying the previous conditions is
called the core of the game G and it is denoted by C(v). Of course it is possible that a game
has empty core. An interesting solution concept that always exists is the nucleolus that
belongs to the core, if it is non-empty. This solution was introduced by Schmeidler [26] as
the imputation ν that generates the lexicographic minimum on the set of imputations of the
vectors θ(x) whose components are the excesses of all the coalitions w.r.t. the imputation
x in a non-increasing order, where the excess of a coalition S w.r.t. an imputation x is
e(x,S) = v(S) − x(S).
In other words θ(ν)L θ(x) for each imputation x and the nucleolus is the imputation that
minimizes the maximum excess.
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tors θ on the set of pre-imputations.
In order to be more clear we can add that when the imputation x is selected, the excess
of a coalition S is a measure of its “loss,” if e(x,S) is positive or of its “award,” if negative;
consequently the nucleolus coincides with the imputation that gives the minimal loss to the
coalition that loses more or the maximal award to the coalition that gains less.
If the set of the imputations is non-empty, also the nucleolus is non-empty and it is
unique (e.g., see [17]); so we have the following
Theorem 4.1. If the nucleolus is not empty, then it is well-posed.
Proof. Let X be the imputation set, Y = R2n ,  the lexicographic order L and ϕ the
map that assigns to each imputation the vector of the corresponding 2n excesses, in non-
decreasing order. Trivially ϕ is continuous. The uniqueness of the minimal element for
L on ϕ(X) is guaranteed by the uniqueness of the nucleolus. So by Theorem 3.1, L is
well-posed on ϕ(X), because ϕ(X) is a compact subset of R2n . So well-posedness of the
nucleolus follows directly from Theorem 2.3. 
Remark 4.1. Kohlberg in [8] has proved that the nucleolus over a set K can be found
solving a linear programming problem, if the set K is a polytope. Of course, such a linear
program is trivially T -wp, since it has a unique optimal solution and is defined on a com-
pact subset of a finite dimensional euclidean space. From this it does not follow directly
the T -wp of the original problem that defines the nucleolus, since there is no guarantee
that the minimizing sequences remain unchanged.
5. Other game theoretical applications of the lexicographic order
Here we investigate the well-posedness for other solutions of game theory, based on the
lexicographical order.
We start with three solutions strictly related to the nucleolus, that satisfy the following
hypotheses.
Each of them is defined as {x ∈ X | f (x) is lexicographic minimum on f (X)}, where
f is a suitable continuous function; by Theorems 2.3 and 3.1, if there is a unique element
x0 ∈ X s.t. f (x0) is lexicographic minimum on f (X) then the solution is well-posed.
• Per-capita nucleolus, defined in [28], where the excess of a non-empty coalition is
divided by the cardinality of the coalition itself; this allows to have a better comparison
of the excesses of the different coalitions taking into account how many players are
“damaged” or “rewarded” by the maximum excess. In this case, if x ∈ X, f (x) is
the vector whose components are the excesses of the 2N − 1 non-empty coalitions
S ⊆ N divided by the cardinality of S, arranged in decreasing order. Uniqueness of the
minimum can be derived repeating the proof of Theorem XIII.3.4 in [17].
• Lexicographic solution [25]; given a pre-imputation x the measure of the dissatis-
faction of player i ∈ N is given by the index wi(x) =∑ e(x,S), then theS⊆N,Si
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tain the dissatisfaction indices in a non-increasing order; in [16] the uniqueness of this
solution is proved. This solution coincides with the least square nucleolus [24]. In this
case f coincides with wˆ.
• Nucleon, introduced in [5] for non-negative games, i.e. v(S)  0, ∀S ⊆ N ; given a
pre-imputation x, they define the satisfaction ratio for each coalition S, with S 	= ∅,





if v(S) > 0,
+∞ if v(S) = 0.
Next, they construct the relative satisfaction vector α(x), whose components are the
satisfaction ratios ordered according to non-decreasing values. Finally (see Proposi-
tion 2 in [5]) they define the nucleon as the set of pre-imputations that lexicographically
maximize the vectors α(x) for all the pre-imputation vectors x. They give also suit-
able conditions under which the nucleon is a singleton and in this case well-posedness
comes out. In fact, let n¯  2N be the number of coalitions S ⊆ N s.t. v(S) 	= 0; we
define f as the vector that contains the first n¯ components of α(x), i.e. the finite ones.
Finally we refer to two solutions related to the core, so that they are defined on the class of
games with non-empty core:
• Leximin stable allocation, that was defined in [1], referring to the Rawlsian criterion
(maximize the reward of the worst off player), as the lexicographic minimum of the
core allocations, after the rearrangement of the components in a non-decreasing order.
• Leximax allocation [7], that represents the natural counterpart of the leximin solution,
where the lexicographic maximum of the (reordered) core allocations is selected.
In this case we note that they are defined on the core that is compact (and convex) while
f (x) is the reordering of the components of x.
Theorem 5.1. The leximin allocation is unique.
Let C be the core of the game and f the function that rearranges the components of
x ∈ C in a non-decreasing order. An argument similar to that in Lemma XIII.3.3 in [17]
proves that f is strictly quasi-convex; as the core is non-empty, compact and convex, the
thesis follows.
A similar theorem holds for the leximax allocation.
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