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Abstract
In this work, we consider a one species population dynamics model with character
dependence, spatial structure and a nonlocal renewal process arising as a boundary condition.
The individual interaction are based on Boltzmann kinetic-type modeling. Using ﬁxed point
arguments and the div-rot lemma, we prove that our model admits a unique global
nonnegative solution.
r 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
This paper deals with the analysis of a spatial structured and character
dependence, large population of anonymous interacting individuals with binary
interactions, similar to those used in kinetic theory. The ﬁrst model of this type was
proposed by Jager and Segel [6], with the aim of studying the evolution of a physical
state, called dominance, which characterizes certain population of insects. When no
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diffusion is considered, Bellomo and coworkers in a series of papers analyzed and
extended the previous model to more general situations similar to those encountered
in Boltzmann kinetic equations, c.f. [3] and the references therein.
Let u ¼ uðx; t; xÞ be the distribution of individuals having character xA½0; 1 at
time tX0 and location x in O; a bounded open set in Rd ; dAf1; 2; 3g; having a
suitably smooth boundary G: Let bðxÞX0 be the natural transition-rate from
character x to the standard character 0: We assume that the ﬂux of population takes
the form kruðx; t; xÞ with k > 0 and r the gradient vector with respect to the spatial
variables. To render simple the exposition within this paper we assume that the direct
action bðtÞ ¼ @x=@t; over the distribution u; is constant and equal to one. Thus, the
evolution of the distribution u is governed by the partial differential equation
@tu þ @xu 
 kDxu ¼ Qðu; uÞ; ðx; t; xÞAO ð0;TÞ  ð0; 1Þ; ð1Þ
where
Qðu; uÞ ¼ Qþðu; uÞ 
 Q
ðu; uÞ
denotes binary interactions, c.f. [3,6]. The gain and loss terms have the following
expressions:
Qþðu; uÞðx; t; xÞ ¼
Z 1
0
Z 1
0
oðx1; x2Þcðx1; x2; xÞuðx; t; x1Þuðx; t; x2Þ dx1 dx2;
Q
ðu; uÞðx; t; xÞ ¼ uðx; t; xÞ
Z 1
0
oðx; x1Þuðx; t; x1Þ dx1:
The return to the standard character is given by the renewal equation
uðx; t; 0Þ ¼
Z 1
0
bðxÞuðx; t; xÞ dx; xAO; t > 0: ð2Þ
We assume no ﬂux boundary conditions corresponding to an isolated population
@u
@Z
ðx; t; xÞ ¼ 0; xAG; t > 0; 0oxo1: ð3Þ
Here, Z is the unit outward normal to O on G and @@Z the normal derivative.
In Jager and Segel model [6], the state variable x corresponds to ‘‘dominance’’
characterizing some populations, thus c models the exchange of dominance due to
the encounters modeled by the term o: Our model in this framework simulates the
dominance behavior of a spatial diffusing population where individuals interact
together according to their ‘‘dominance’’. When the state variable x denotes the
‘‘social state’’ thus our model simulates the social behavior of a population
structured in different social classes which interact together, with respect to their
social state, in a spatial domain O: The last application we can give consists in an
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epidemiological model where the state variable x denotes the rate of infectivity.
Thus, our model simulate the epidemiological behavior of a population where
individuals are in different stages of infectiveness and interacting together, they
transmit their infectivity.
The research for this kind of population diffusion problems when no gain term
exists (i.e here Qþ ¼ 0 and Q
 corresponds to mortality term), was initiated in 1974
by Gurtin and MacCamy [5], and subsequently developed by several researches, c.f.
[9,7,2], and the references therein.
Our main result can be stated as follows.
Theorem 1.1. For any prescribed initial data satisfying hypothesis ðH0Þ below, for b;o
and c as in ðH1Þ; ðHoÞ and ðHcÞ problem (1)–(3) admits a unique nonnegative global
solution.
2. Assumptions and deﬁnitions
Let O be a bounded open set in Rd with a smooth boundary G so that locally O lies
on one side of G: The initial data u0 veriﬁes
ðH0Þ u0AL2ðO ð0; 1ÞÞ-L1ð0; 1; LNðOÞÞ;
u0ðx; xÞX0 a:e: in O ð0; 1Þ:
The renewal probability function b satisﬁes
ðH1Þ bALNð0; 1Þ; bðxÞX0 a:e: in ð0; 1Þ:
The probability and rate of encounter between an individual in the state x1 and an
individual in the state x2 is denoted by oðx1; x2Þ: We have oðx1; x2Þ ¼ oðx2; x1Þ and
we assume
ðHoÞ oX0; oALNðð0; 1Þ2Þ and @
@x1
oðx1; x2ÞAL2ðð0; 1Þ2Þ:
The probability density that after an encounter between an individual in the state x1
and an individual in the state x2; the individual ends up in the state x; is denoted by
cðx1; x2; xÞ: We have
Z 1
0
cðx1; x2; xÞ dx ¼ 1 ð4Þ
and we assume that
ðHcÞ cX0; cALNðð0; 1Þ3Þ and @
@x1
cðx1; x2; xÞAL2ðð0; 1Þ3Þ:
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For (1)–(3) we use the notion of solutions considered in [4], built on the ﬁrst-order
Sobolev space H1ðOÞ and its topological dual space ½H1ðOÞ0: These are measurable
functions u :O ð0;TÞ  ð0; 1Þ-R such that uAL2ðð0;TÞ  ð0; 1Þ; H1ðOÞÞ and
@tu þ @xuAL2ðð0;TÞ  ð0; 1Þ; ½H1ðOÞ0Þ:Denote by /; S the duality pairing between
H1ðOÞ and its dual space ½H1ðOÞ0: For any wAL2ðð0;TÞ  ð0; 1Þ; H1ðOÞÞ one has
Z
ð0;1Þð0;TÞ
/ð@t þ @xÞu;wS dt dxþ k
Z
ð0;1Þð0;TÞO
ru  rw dx dt dx
¼
Z
ð0;1Þð0;TÞO
Qw dx dt dx: ð5Þ
Then, the initial conditions make sense in L2ðO ð0; 1ÞÞ and L2ðO ð0;TÞÞ:
3. Some preliminary results
3.1. The linear model
Let us recall some results concerning the inhomogeneous linear problem
@tu þ @xu 
 kDxu þ mðx; t; xÞu ¼ g in O ð0;TÞ  ð0; 1Þ;
uðx; 0; xÞ ¼ u0ðx; xÞ on O ð0; 1Þ;
uðx; t; 0Þ ¼ R 10 bðxÞuðx; t; xÞ dx on O ð0;TÞ;
@u
@Z
ðx; t; xÞ ¼ 0 on G ð0;TÞ  ð0; 1Þ:
8>>>><
>>>:
ð6Þ
The variable x in this case represents the chronological age. The functions bðxÞ and
mðx; t; xÞ represent the birth and death process, respectively. We assume that m and g
satisfy the following hypotheses:
ðH2Þ mALNðO ð0;TÞ  ð0; 1ÞÞ
mðx; t; xÞX0 a:e: in O ð0;TÞ  ð0; 1Þ;
ðH3Þ gAL2ðO ð0;TÞ  ð0; 1ÞÞ
gðx; t; xÞX0 a:e: in O ð0;TÞ  ð0; 1Þ:
Under these hypotheses, we have the following basic lemma.
Lemma 3.1. There exists a unique nonnegative solution uAL2ðO ð0;TÞ  ð0; 1ÞÞ of
(6).
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If
u01; u02 satisfy ðH0Þ;
b1; b2 satisfy ðH1Þ;
m1; m2 satisfy ðH2Þ;
g1; g2 satisfy ðH3Þ;
8>><
>>:
ð7Þ
and if
b1pb2; m1Xm2; g1pg2; u01pu02;
then
0pu1ðx; t; xÞpu2ðx; t; xÞ a:e: in O ð0;TÞ  ð0; 1Þ;
where ui is the solution of (6) corresponding to ðb; m; g; u0Þ :¼ ðbi; mi; gi; u0iÞ; iAf1; 2g:
The proof of this lemma can be found in [4] or in [2].
3.2. An auxiliary linear problem
This section is devoted to the problem:
@tu þ @xu 
 kDxu þ lu þ mðx; t; xÞuðx; t; xÞ
¼ R 10 f ðx; t; x; x1Þuðx; t; x1Þ dx1 in O ð0;TÞ  ð0; 1Þ;
uðx; 0; xÞ ¼ u0ðx; xÞ on O ð0; 1Þ;
uðx; t; 0Þ ¼ R 1
0
bðxÞuðx; t; xÞ dx on O ð0;TÞ;
@u
@Z
ðx; t; xÞ ¼ 0 on G ð0;TÞ  ð0; 1Þ:
8>>>>><
>>>>>:
ð8Þ
We have the following result.
Theorem 3.1. For each fALNþ ðO ð0;TÞ  ð0; 1Þ2Þ; if
l > 2jjbjj2L2ð0;1Þ þ jjf jjLNðOð0;TÞð0;1Þ2Þ ð9Þ
problem (8) admits a unique nonnegative solution. Moreover, if
u01; u02 satisfy ðH0Þ;
b1; b2 satisfy ðH1Þ;
m1; m2 satisfy ðH2Þ;
f1; f2 in L
N
þ ðO ð0;TÞ  ð0; 1Þ2Þ
8>>><
>>:
ð10Þ
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and if
b1pb2; m1Xm2; f1pf2; u01pu02;
then
0pu1ðx; t; xÞpu2ðx; t; xÞ a:e: in O ð0;TÞ  ð0; 1Þ;
where ui is the solution of (8) corresponding to ðbi; mi; fi; u0iÞ; iAf1; 2g:
Proof. We denote by L : L2þðO ð0;TÞ  ð0; 1ÞÞ-L2þðO ð0;TÞ  ð0; 1ÞÞ the map-
ping given by
Lðu˜Þ ¼ u;
where u is the solution of
@tu þ @xu 
 kDxu þ lu þ mðx; t; xÞuðx; t; xÞ
¼ R 10 f ðx; t; x; x1Þu˜ðx; t; x1Þ dx1 in O ð0;TÞ  ð0; 1Þ;
uðx; 0; xÞ ¼ u0 on O ð0; 1Þ;
uðx; t; 0Þ ¼ R 1
0
bðxÞuðx; t; xÞ dx on O ð0;TÞ;
@u
@Z
ðx; t; xÞ ¼ 0 on G ð0;TÞ  ð0; 1Þ:
8>>>>><
>>>>>:
ð11Þ
We observe that L is well deﬁned by Lemma 3.1. For any u˜1; u˜2AL2þðO ð0;TÞ 
ð0; 1ÞÞ; we let w ¼ Lu˜1 
 Lu˜2; w is the solution of
@tw þ @xw 
 kDxw þ lw þ mðx; t; xÞwðx; t; xÞ
¼ R 10 f ðx; t; x; x1Þðu˜1 
 u˜2Þðx; t; x1Þ dx1 in O ð0;TÞ  ð0; 1Þ;
wðx; 0; xÞ ¼ 0 on O ð0; 1Þ;
wðx; t; 0Þ ¼ R 1
0
bðxÞwðx; t; xÞ dx on O ð0;TÞ;
@w
@Z
ðx; t; xÞ ¼ 0 on G ð0;TÞ  ð0; 1Þ:
8>>>>><
>>>>>:
ð12Þ
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Multiplying the ﬁrst equation in (12) by w and integrating over O ð0; tÞ  ð0; 1Þ; we
get after a few calculations that
Z
Oð0;1Þ
w2ðx; t; xÞ dx dxþ l
Z
Oð0;tÞð0;1Þ
w2ðx; s; xÞ dx ds dx
p
Z 1
0
b2ðxÞ dxþ 1
2
jjf jjLNðOð0;TÞð0;1Þ2Þ
 

Z
Oð0;tÞð0;1Þ
w2ðx; s; xÞ dx ds dx
þ 1
2
jjf jjLNðOð0;TÞð0;1Þ2Þ
Z
Oð0;tÞð0;1Þ
ðu˜1 
 u˜2Þ2ðx; s; xÞ dx ds dxÞ: ð13Þ
If l satisﬁes (9), then L deﬁnes a contraction mapping. Using the Banach Fixed
Point Theorem, we are guaranteed the existence of a unique nonnegative solution.
For the second part of the theorem, if bi; mi; fi; u0i; ðiAf1; 2gÞ satisfy the
hypotheses, then for
giðx; t; xÞ ¼
Z 1
0
fiðx; t; x; x1Þu˜ðx; t; x1Þ dx1; iAf1; 2g;
ui;u˜ is solution of ð6Þ corresponding to bi; mi; gi; u0i: Using the comparison result in
Lemma 3.1, we conclude that for any u˜AL2þðO ð0;TÞ  ð0; 1ÞÞ;
u1;u˜ðx; t; xÞpu2;u˜ðx; t; xÞ; a:e: in O ð0;TÞ  ð0; 1Þ:
We have already proved that there exists an unique ﬁxed point u2 of L ¼ L2 when
ðb; m; f ; u0Þ :¼ ðb2; m2; f2; u02Þ: Since the set
C ¼ fuAL2þðO ð0;TÞ  ð0; 1ÞÞ : 0puðx; t; xÞpu2ðx; t; xÞg
is closed; L1 has a unique ﬁxed point u1AC: So,
0pu1ðx; t; xÞpu2ðx; t; xÞ; a:e: in O ð0;TÞ  ð0; 1Þ
and the conclusion follows. &
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4. Existence and uniqueness of nonnegative solutions
4.1. Conditioning of the problem
For the computations in the following sections, we prefer to work with u˜ ¼ e
ltu
satisfying the following system:
@tu˜ þ @xu˜ 
 kDxu˜ þ lu˜ ¼ eltQðu˜; u˜Þ in O ð0;TÞ  ð0; 1Þ;
u˜ðx; 0; xÞ ¼ u0ðx; xÞ on O ð0; 1Þ;
u˜ðx; t; 0Þ ¼ R 10 bðxÞu˜ðx; t; xÞ dx on O ð0;TÞ;
@u˜
@Z
ðx; t; xÞ ¼ 0 on G ð0;TÞ  ð0; 1Þ;
8>>><
>>>>:
ð14Þ
where l is a nonnegative real number to be speciﬁed next.
4.2. Regularization of the conditioned problem
For each positive e; we introduce the regularized interaction operator Qe by setting
Qeðu; uÞðx; t; xÞ ¼Qþe ðu; uÞðx; t; xÞ 
 Q
e ðu; uÞðx; t; xÞ
¼ Q
þðu; uÞðx; t; xÞ
1þ ejueðx; t; Þj1;ð0;1Þ

 Q

ðu; uÞðx; t; xÞ
1þ ejueðx; t; Þj1;ð0;1Þ
: ð15Þ
We can rewrite the loss term Q
e under the form
Q
e ðu; uÞðx; t; xÞ ¼ meðx; t; x; uÞuðx; t; xÞ; ð16Þ
where
meðx; t; x; uÞ ¼
R
0
1oðx; x1Þuðx; t; x1Þ dx1
1þ ejuðx; t; Þj1;ð0;1Þ
:
Let us now consider the regularized and conditioned problem
@tu˜e þ @xu˜e 
 kDxu˜e þ lu˜e
þ eltmeðx; t; x; u˜eÞu˜eðx; t; xÞ
¼ eltQþe ðju˜ej; ju˜eÞjÞ in O ð0;TÞ  ð0; 1Þ;
u˜eðx; 0; xÞ ¼ u0ðx; xÞ on O ð0; 1Þ;
u˜eðx; t; 0Þ ¼
R 1
0 bðxÞu˜eðx; t; xÞ dx on O ð0;TÞ;
@u˜e
@Z
ðx; t; xÞ ¼ 0 on G ð0;TÞ  ð0; 1Þ:
8>>>>>><
>>>>>>>:
ð17Þ
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Then we have:
Theorem 4.1. For each e > 0; if l satisfies (26) then problem (17) admits a unique
nonnegative solution in L2ðO ð0;TÞ  ð0; 1ÞÞ:
The proof will follow by a sequence of lemmas.
4.3. A priori estimates
It is obvious from Theorem 3.1 that for l satisfying (9) any solution of (17) is
nonnegative.
On the other hand, multiplying Qðu; uÞ by a regular function j; integrating on O
we get the following main property for Q;
Lemma 4.1.Z 1
0
jðxÞQðu; uÞðxÞ dx ¼
Z 1
0
Z 1
0
Z 1
0
½jðxÞ 
 jðx2Þcðx1; x2; xÞ
¼oðx1; x2Þuðx1Þuðx2Þ dx1 dx2 dx: ð18Þ
In particular, choosing jðxÞ ¼ 1 in (18) we getZ 1
0
Qðu; uÞðxÞ dx ¼ 0: ð19Þ
Now, consider the system satisﬁed by zðt;xÞ ¼ R 10 u˜eðt; x; xÞ dx
@tz 
 kDxz þ lz þ u˜eðx; t; 1Þ ¼
R 1
0
bðxÞu˜eðx; t; xÞ dx in O ð0;TÞ;
zðx; 0Þ ¼ R 10 u0ðx; xÞ dx on O;
@z
@Z
ðx; tÞ ¼ 0 on G ð0;TÞ;
8>>><
>>:
ð20Þ
we have
Lemma 4.2. Any solution z of (20) is such that supt>0 jjzð; tÞjjLNðOÞoK; where K is a
constant that depends on u0; but not on e:
Proof.
 L1 uniform bound for (20):
Integrating the ﬁrst equation in (20) over O and using our positivity result yields
d
dt
jjzð; tÞjjL1ðOÞ þ ljjzð; tÞjjL1ðOÞpjjbjjLNð0;1Þjjzð; tÞjjL1ðOÞ:
So for l > jjbjjLNð0;1Þ; we have supt>0 jjzð; tÞjjL1ðOÞojju0jjL1ðOð0;1ÞÞ:
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 LN uniform bound for (20):
Multiplying the ﬁrst equation in (20), by z2
k
1 and integrating over O we obtain
d
dt
1
2k
Z
O
z2
k
dx ¼ k
Z
O
ðDzÞz2k
1 dx 
 l
Z
O
z2
k
dx



Z
O
uðx; t; 1Þz2k
1ðx; tÞ dx
þ
Z
O
Z 1
0
bðxÞu˜eðx; t; xÞ dxz2k
1 dx
p
 2
k 
 1
22k
2
k
Z
O
jrz2k
1 j2 dx þ jjbjjLNð0;1Þ
Z
O
z2
k
dx: ð21Þ
From this one may follow the arguments in the proof of ([1, Theorem 3.1, p. 208]) to
obtain an LNðOÞ uniform bound independent of t and of e: &
Lemma 4.3. For each e > 0; we have the following estimates for problem (17):
Z
O
Z 1
0
u˜2e ðx; t; xÞdx dxpC a:e: tAð0;TÞ;
Z
O
Z T
0
Z 1
0
jru˜ej2ðx; t; xÞ dx dxpC;
where C is a constant independent of e:
Proof. Multiplying the ﬁrst equation in (17) by u˜e and integrating by parts over
O ð0; tÞ  ð0; 1Þ we obtain
1
2
Z
O
Z 1
0
u˜2e ðx; t; xÞ dx dx þ k
Z
O
Z t
0
Z 1
0
jru˜ej2 dx dt dx
þ l
Z
O
Z t
0
Z 1
0
u˜2e dx dt dx
pjjbjj2L2ð0;1Þ
Z
O
Z t
0
Z 1
0
u˜2e dx dt dx
þ CT
Z
O
Z t
0
Z 1
0
u˜e dx
 3
dt dx: ð22Þ
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Then using Lemma 4.2 for l > jjbjj2L2ð0;1Þ; one obtains the estimates for Lemma
4.3. &
We now compute the proof of Theorem 4.1.
Proof. Denote by L :L2þðO ð0;TÞ  ð0; 1ÞÞ-L2þðO ð0;TÞ  ð0; 1ÞÞ; the mapping
given by
Lð %uÞ ¼ u˜e;
where u˜e is solution of
@tu˜e þ @xu˜e 
 kDxu˜e þ lu˜e
þ meðx; t; x; %uÞu˜eðx; t; xÞ
¼ R 10 f eðx; t; x; x2; %uÞu˜eðx; t; x2Þ dx2 in O ð0;TÞ  ð0; 1Þ;
u˜eðx; 0; xÞ ¼ u0ðx; xÞ on O ð0; 1Þ;
u˜eðx; t; 0Þ ¼
R 1
0 bðxÞu˜eðx; t; xÞ dx on O ð0;TÞ;
@u˜e
@Z
ðx; t; xÞ ¼ 0 on G ð0;TÞ  ð0; 1Þ
8>>>>>>><
>>>>>>>:
ð23Þ
and
meðx; t; x; %uÞ ¼
R 1
0 oðx; x1Þ %uðx; t; x1Þ dx1
1þ ejj %uðx; t; ÞjjL1ð0;1Þ
;
f eðx; t; x; x2; %uÞ ¼
R 1
0 oðx1; x2Þcðx1; x2; xÞ %uðx; t; x1Þ dx1
1þ ejj %uðx; t; ÞjjL1ð0;1Þ
:
The mapping L is well deﬁned by Theorem 3.1, and by the comparison results in this
theorem, one obtains that for any %uAL2þðO ð0;TÞ  ð0; 1ÞÞ
0pu˜eðx; t; xÞpuˆðx; t; xÞ a:e: in O ð0;TÞ  ð0; 1Þ;
where uˆ is the solution of (8) corresponding to m  0; bðxÞ ¼ jjbjjLNð0;1Þ; f ðx; t; xÞ ¼
jjf ejjLNðOð0;TÞð0;1ÞÞ; u0ðx; xÞ ¼ jju0jjLNðOð0;1ÞÞ: Note that uˆ is bounded in
LNðO ð0;TÞ  ð0; 1ÞÞ; From arguments similar to those given in Lemma 4.2, we
prove that
R 1
0 uˆðx; t; xÞ dx is bounded in LNðO ð0;TÞÞ; and using Lemma 3.1, we
conclude.
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For any %u1; %u2AL2þðO ð0;TÞ  ð0; 1ÞÞ; 0p %uipuˆ; iAf1; 2g; a.e. in O ð0;TÞ 
ð0; 1Þ; we set w ¼ L %u1 
 L %u2; w is the solution of
@tw þ @xw 
 kDxw
þ lw þ meðx; t; x; %u1ðx; t; xÞÞwðx; t; xÞ
¼ ðmeðx; t; x; %u2ðx; t; xÞÞ

 meðx; t; x; %u1ðx; t; xÞÞÞu˜e;2ðx; t; xÞ
þ R 10 f eðx; t; x; x2; %u1Þwðx; t; x2Þ dx2
þ R 10 ðf eðx; t; x; x2; %u1Þ

 f eðx; t; x; x2; %u2ÞÞu˜e;2ðx; t; x2Þ dx2 in OT  ð0; 1Þ;
wðx; 0; xÞ ¼ 0 on O ð0; 1Þ;
wðx; t; 0Þ ¼ R 10 bðxÞwðx; t; xÞ dx on OT ;
@w
@Z
ðx; t; xÞ ¼ 0 on GT  ð0; 1Þ;
8>>>>>>>>>>>><
>>>>>>>>>>>>:
ð24Þ
where OT ¼ O ð0;TÞ and GT ¼ G ð0;TÞ: Multiplying by w and integrating over
O ð0; tÞ  ð0; 1Þ; we get after a few calculations thatZ
Oð0;1Þ
w2ðx; t; xÞ dx dxþ l
Z
Oð0;tÞð0;1Þ
w2ðx; s; xÞ dx ds dx
p
Z 1
0
bðxÞ2 dxþ jjuˆjjLNðOTð0;1ÞÞ þ jjf ejjLNðOTð0;1Þð0;1ÞL2ðOTð0;1ÞÞÞ
 

Z
Oð0;tÞð0;1Þ
w2ðx; s; xÞ dx ds dx
þ 1
2
ðLuˆ þ MuˆÞjjuˆjjLNðOTð0;1ÞÞ

Z
Oð0;tÞð0;1Þ
ð %u1 
 %u2Þ2ðx; s; xÞ dx ds dx; ð25Þ
where Luˆ and Muˆ are, respectively, the Lipschitz constant for me; with respect to the
fourth variable, and f e with respect to the ﬁfth variable. If
l > 2 max jjbjj2L2ð0;1Þ þ jjuˆjjLNðOTð0;1ÞÞ

þ jjf ejjLNðOTð0;1Þ2L2ðOTð0;1ÞÞÞ;
1
2
ðLuˆ þ MuˆÞjjuˆjjLNðOTð0;1ÞÞ

; ð26Þ
then L deﬁnes a contracting mapping from
C ¼ fuAL2ðOT  ð0; 1ÞÞ; 0puðx; t; xÞp %uðx; t; xÞ a:e: in OT  ð0; 1Þg
into itself. Using the Banach Fixed Point Theorem, the existence of a unique
nonnegative solution follows. &
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5. Passage to the limit and proof of the main result
5.1. Weak convergence of the loss term
Let now ðu˜eÞ be a sequence of nonnegative solutions of the regularized problem,
there exist a subsequence (still denoted ðu˜eÞ) such that u˜e,u˜ weakly in L2ðO
ð0;TÞ  ð0; 1ÞÞ with u˜X0 a.e. The following holds true
Q
e ðu˜e; u˜eÞ,Q
ðu˜; u˜Þ ð27Þ
weakly in L2ðO ð0;TÞ  ð0; 1ÞÞ: To establish this weak convergence, we ﬁrst write
R 1
0 oðx; x1Þu˜eðx; t; x1Þ dx1
1þ ejju˜eðx; t; ÞjjL1ð0;1Þ
u˜eðx; t; xÞ
¼
Z 1
0
oðx; x1Þu˜eðx; t; x1Þ dx1u˜eðx; t; xÞ

 e jju˜eðx; t; ÞjjL1ð0;1Þ
1þ ejju˜eðx; t; ÞjjL1ð0;1Þ
Z 1
0
oðx; x1Þu˜eðx; t; x1Þ dx1u˜eðx; t; xÞ: ð28Þ
For each test function j in DðO ð0;TÞ  ð0; 1ÞÞ; we have
Z
O
Z t
0
jju˜eðx; t; ÞjjL1ð0;1Þ
1þ ejju˜eðx; t; ÞjjL1ð0;1Þ
Z 1
0
Z 1
0
oðx; x1Þ
					
 u˜eðx; t; x1Þu˜eðx; t; xÞjðx; t; xÞ dx1 dx dt dx
					
pC supt;xjju˜ejj3L1ð0;1Þ ð29Þ
and by Lemma 4.2, one concludes that the last term in (28) goes to zero as e goes to
zero.
Consider now the couple ðUe;VeÞ deﬁned below
Ue ¼

ru˜e
u˜e
u˜e
:
:
:
u˜e
0
BBBBBBBBBBB@
1
CCCCCCCCCCCA
; Ve ¼
0
:
:
:
0R 1
0 oðx; x1Þu˜eðx; t; x1Þ dx1
0
0
BBBBBBBBBBBB@
1
CCCCCCCCCCCCA
; ð30Þ
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then
jjDivðUeÞjjL2ðOð0;TÞð0;1ÞÞpjjeltQðu˜e; u˜eÞjjL2ðOð0;TÞð0;1Þ;
using Lemma 4.3, one concludes that jjDivðUeÞjjL2ðOð0;TÞð0;1ÞÞ is bounded by a
constant independent of e: On the other hand, we have that
RotðVeÞ ¼
0
:
:
:
0
R 1
0
oðx; x1Þ
@u˜e
@xd
ðx; t; x1Þ dx1

 R 10 @o@xðx; x1Þu˜eðx; t; x1Þ dx1
0
BBBBBBBBBBBBBBB@
1
CCCCCCCCCCCCCCCA
ð31Þ
then
jjRotðVeÞjjL2ðOð0;TÞð0;1ÞÞdþ2pCjju˜ejjL2ðð0;TÞð0;1Þ; H1ðOÞÞ: ð32Þ
with C ¼ CðjjojjL2ðð0;1Þ2Þ; jj@o@xjjL2ðð0;1Þ2ÞÞ: Using Lemma 4.3 once again, one concludes
that jjRotðVeÞjjL2ðOð0;TÞð0;1ÞÞdþ2 is also bounded by a constant independent of e:
Then using the Div–Rot Lemma [8], one deduce that
Z 1
0
oðx; x1Þu˜eðx; t; x1Þ dx1u˜eðx; t; xÞ
converges weakly to
Z 1
0
oðx; x1Þu˜ðx; t; x1Þ dx1u˜ðx; t; xÞ;
where u˜ denotes the weak limit of the sequence u˜e:
5.2. Weak convergence of the gain term
The following is true
Qþe ðu˜e; u˜eÞ,Qþðu˜; u˜Þ ð33Þ
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weakly in L2ðO ð0;TÞ  ð0; 1ÞÞ: To establish this weak convergence, we ﬁrst
write
R 1
0
R 1
0 oðx1; x2Þcðx1; x2; xÞu˜eðx; t; x1Þu˜eðx; t; x2Þ dx1 dx2
1þ ejju˜eðx; t; ÞjjL1ð0;1Þ
¼
Z 1
0
Z 1
0
oðx1; x2Þcðx1; x2; xÞu˜eðx; t; x1Þu˜eðx; t; x2Þ dx1 dx2

 e jju˜eðx; t; ÞjjL1ð0;1Þ
1þ ejju˜eðx; t; ÞjjL1ð0;1Þ

Z 1
0
Z 1
0
oðx1; x2Þcðx1; x2; xÞu˜eðx; t; x1Þu˜eðx; t; x2Þ dx1 dx2: ð34Þ
For each test function j in DðO ð0;TÞ  ð0; 1ÞÞ; we have
Z
O
Z t
0
jju˜eðx; t; ÞjjL1ð0;1Þ
1þ ejju˜eðx; t; ÞjjL1ð0;1Þ
Z
½0;13
oðx1; x2Þcðx1; x2; xÞu˜eðx; t; x1Þ
					
 u˜eðx; t; x2Þjðx; t; xÞ dx1 dx2 dx dt dx
					pC supt;x jju˜ejj3L1ð0;1Þ; ð35Þ
where C is a constant depending on jjojjN; jjcjjN; jjjjjN: By Lemma 4.2, one
concludes that the last term in (34) goes to zero with e:
Consider now the ﬁrst term on the right-hand of equality (34); Then for each test
function j in DðO ð0;TÞ  ð0; 1ÞÞ; we have
Z
O
Z T
0
Z
½0;13
oðx1; x2Þcðx1; x2; xÞ
 u˜eðx; t; x1Þu˜eðx; t; x2Þjðx; t; xÞ dx1 dx2 dx dx dt
¼
Z
O
Z T
0
Z
½0;13
u˜eðx; t; x1Þcðx1; x2; xÞ
 jðx; t; xÞ dx oðx1; x2Þu˜eðx; t; x2Þ dx2 dx1 dx dt: ð36Þ
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For We deﬁned by
We ¼
0
:
:
:
0R 1
0
R 1
0 cðx1; x2; xÞjðx; t; xÞ dxoðx1; x2Þu˜eðx; t; x2Þ dx2
0
0
BBBBBBBBBBBB@
1
CCCCCCCCCCCCA
; ð37Þ
we have
RotðWeÞT
¼ 0;y; 0;
Z 1
0
Z 1
0
cðx1; x2; xÞ
@
@xd
jðx; t; xÞ dx oðx1; x2Þu˜eðx; t; x1Þ dx1

þ
Z 1
0
Z 1
0
cðx1; x2; xÞjðx; t; xÞ dx oðx1; x2Þ
@
@xd
u˜eðx; t; x1Þ dx1;


Z 1
0
Z 1
0
@
@x1
cðx1; x2; xÞjðx; t; xÞ dx oðx1; x2Þu˜eðx; t; x2Þ dx2


Z 1
0
Z 1
0
cðx1; x2; xÞjðx; t; xÞ dx
@
@x1
oðx1; x2Þu˜eðx; t; x2Þ dx2

: ð38Þ
Then
jjRotðWeÞjjL2ðOð0;TÞð0;1ÞÞdþ2pCjju˜ejjL2ðð0;TÞð0;1Þ;H1ðOÞÞ; ð39Þ
with C ¼ Cðjjojj
L2ðð0;1Þ2Þ; jj @@x1 ojjL2ðð0;1Þ2Þ; jjcjjL2ðð0;1Þ3Þ; jj @@x1 cjjL2ðð0;1Þ3ÞÞ: Using Lemma
4.3, one concludes that jjRotðWeÞjjL2ðOð0;TÞð0;1Þ3Þ is bounded by a constant
independent of e: Then using the Div–Rot Lemma for the couple ðUe;WeÞ one
deduce that
Z
O
Z T
0
Z 1
0
Z 1
0
Z 1
0
oðx1; x2Þcðx1; x2; xÞ
 u˜eðx; t; x1Þu˜eðx; t; x2Þ dx1 dx2 jðx; t; xÞ dx dt dx
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converges to
Z
O
Z T
0
Z 1
0
Z 1
0
Z 1
0
oðx1; x2Þcðx1; x2; xÞ
 u˜ðx; t; x1Þu˜ðx; t; x2Þ dx1 dx2 jðx; t; xÞ dx dt dx:
We are now able to pass to the limit in (17), and prove the main result.
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