We study distributionally robust chance-constrained programming (DRCCP) optimization problems with data-driven Wasserstein ambiguity sets. The proposed algorithmic and reformulation framework applies to distributionally robust optimization problems subjected to individual as well as joint chance constraints, with random right-hand side and technology vector, and under two types of uncertainties, called uncertain probabilities and continuum of realizations. For the uncertain probabilities case, we provide new mixed-integer linear programming reformulations for DRCCP problems and derive a set of precedence optimality cuts to strengthen the formulations. For the continuum of realizations case with random right-hand side, we propose an exact mixed-integer second-order cone programming (MISOCP) reformulation and a linear programming (LP) outer approximation. For the continuum of realizations case with random technology vector, we propose two MISOCP and LP outer approximations. We show that all proposed relaxations become exact reformulations when the decision variables are binary or bounded general integers. We evaluate the scalability and tightness of the proposed MISOCP and (MI)LP formulations on a distributionally robust chance-constrained knapsack problem.
Introduction

Problem Setting
Data-driven prescriptive analytics has been receiving growing attention along the emergence of data-centric environments. The continuously increasing availability of data provides great opportunities but also raises concerns revolving around data veracity IBM (2017), leading for example to question whether the available data can provide an exact characterization of the sources of uncertainty and their probability distribution.
Distributionally robust optimization (see, e.g., Delage and Ye (2010) and Wiesemann et al. (2014) ) has been shown to be a most suitable modeling paradigm to account for such uncertainty.
The objective of this paper is to investigate a class of data-driven distributionally robust chanceconstrained programming models, in which the stochastic constraints are satisfied with a specified proba-1 bility level across all possible probability distributions within an ambiguity set. The generic formulation of the distributionally robust chance-constrained problem DRCCP studied here is:
s.t. inf P∈D P {ξ : h(x, ξ) ≥ 0} ≥ 1 − (1b)
where x ∈ R M is a vector of decision variables, X is a feasible region defined by deterministic constraints, and ∈ (0, 1) is a fixed probability level. The random variable ξ is defined on a probability space (Ω, F, P), in which Ω represents the sample space of the random variable ξ with a sigma algebra F, and P denotes the associated probability measure supported on Ω. The DRCCP model seeks a solution x ∈ X that minimizes a convex cost function g(x) while ensuring, via the ambiguous chance constraint (1b), that the worst-case probability of the event {h(x, ξ) ≥ 0} is at least equal to 1 − within the ambiguity set D. Utilizing the complement rule, the ambiguous chance constraint (1b) is equivalent to:
The equivalence between a chance constraint and an expectation one with indicator function allows the rewriting of (2) as:
where 1 {h(x,ξ)<0} denotes the indicator function taking value 1 if h(x, ξ) < 0 happens and 0 otherwise.
Throughout this paper, we focus on the DRCCP model with two uncertainty types considered (see Pflug and Pohl (2017) ):
1. Uncertain probabilities: The underlying probability distribution has a finite support and its atoms are those of the reference distribution. The mass probability of each atom is allowed to vary and unknown.
Continuum of realizations:
The random variable ξ can have a continuum (infinite number) of realizations.
The following is assumed regarding the structure of the uncertain vector ξ, the ambiguity set D, and the set defined by the inequality h(x, ξ) < 0:
• The random vector ξ is supported on a bounded and convex set Ω.
• The ambiguity set is constructed via a data-driven approach based on the Wasserstein metric, i.e., the ambiguity set D is supposed to contain all the underlying probability distributions P belonging to a
Wasserstein ball centered at the empirical distribution consisted of a finite number of data samples.
• The stochastic function h(x, ξ) is affine in both x and ξ. Two functional forms for the stochastic inequalities defining {ξ : h(x, ξ) < 0} are specified 1 :
1. Linear random right-hand side: {ξ : h(x, ξ) < 0} = {ξ : a T x < ξ}, where a ∈ R M is deterministic and ξ ∈ R is the random right-hand side.
2. Linear random technology vector: {ξ : h(x, ξ) < 0} = {ξ : ξ T x < b}, where ξ ∈ R M is the random technology vector.
Literature Review
Approaches based on moments and statistical distances are commonly used to build ambiguity sets in distributionally robust optimization (DRO). Moment-based ambiguity sets include the underlying distributions that have moment similarities (e.g., mean, variance) with the true probability distribution and often yield to computationally tractable conic formulations, see, e.g., Calafiore (2007) , Delage and Ye (2010) , Zymler et al. (2013) , Cheng et al. (2014) , Yang and Xu (2016) , Hanasusanto et al. (2017) and the references therein.
We now proceed to review distributionally robust chance-constrained (DRCC) studies with statistical ambiguity sets considering the type of uncertainty (uncertain probability vs. continuum or realizations), the form of the random inequalities (linear vs. nonlinear), and the type of the obtained formulation (reformulation vs. approximation). We give particular attention to studies based on the Wasserstein metric. Erdogan and Iyengar (2006) consider a linear random technology vector and construct an ambiguity set based on the Prohorov-metric. They obtain an approximated robust solution from a sampling problem, where each constraint in the ambiguity set corresponds to one sample data drawn from the reference distribution. Jiang et al. (2016) investigate the distributionally robust chance-constrained unit commitment problem with renewable energy with an ambiguity set in which the L 2 norm distance between the mass probabilities of the underlying and reference distributions is bounded from above. They study the uncertain probability case in an individual linear chance constraint with random right-hand side, reformulate the problem as a mixed-integer second order cone problem, and derive valid inequalities. Considering joint distributionally robust chance constraints, Jiang and Guan (2015) and Hu and Hong (2013) derive tractable reformulations for the family of φ-diverge probability metric (e.g., Kullback-Leibler (KL) divergence, Hellinger distance, etc.). These studies show that a distributionally robust chance constraint is equivalent to a classical chance constraint under the reference distribution with a re-scaled reliability level, and cover the cases of linear uncertainty in the right-hand side and technology matrix.
A reason for the widespread use of Wasserstein ambiguity sets in DRO is that they enjoy the finite sample guarantee property Esfahani and Kuhn (2018) , which signifies that the Wasserstein ambiguity set can be constructed to contain the true probability distribution with a high probability level and can provide an upper bound on the out-of-sample performance of the distributionally robust solution. DRO studies on
Wasserstein ambiguity sets can be categorized, as noted by Pflug and Pohl (2017) , with respect to the types of uncertainties presented in Section 1.1. See Pflug and Wozabal (2007) , Postek et al. (2016) , Ji and Lejeune (2017) for the uncertain probability case and Pflug et al. (2012) , Zhao and Guan (2018) , Gao and Kleywegt (2016) , Esfahani and Kuhn (2018) for the continuum of realizations uncertainty type, in which the underlying probability distribution can take infinitely many possible values.
Wasserstein ambiguity sets have been primarily used to study DRO expectation constraints. For example, in the uncertain probability case, Ji and Lejeune (2017) seek to maximize the worst-case expected fractional functions representing reward-risk ratios. The proposed reformulations derive the support function of Wasserstein ambiguity set and the concave conjugate of the ratio functions. As for the continuum of realization case, Esfahani and Kuhn (2018) utilize convex duality to derive reformulations of the worst-case expectation of a loss function representable as pointwise maxima. Blanchet et al. (2018) study the distributionally robust mean-variance portfolio optimization problem with Wasserstein ambiguity by reformulating the problem into an empirical variance minimization problem with a regularization term.
A few recent studies on distributionally robust chance constraints with Wasserstein ambiguity sets tackle problems with linear chance constraints in the continuum of realizations case. Duan et al. (2017) study a distributionally robust chance-constrained optimal power flow problem with Wasserstein ambiguity set. They construct a deterministic robust constraint to approximate the distributionally robust individual chance constraint and utilize a bisection search method to find the worst-case expectation of a quadratic cost function. Xie and Ahmed (2018) propose a bicriteria approximation scheme to solve a specific type of distributionally robust chance-constrained covering problems with Wasserstein ambiguity sets. This approach guarantees to find a solution that violates the stochastic inequalities with a probability that is upper-bounded by the original probability level multiplied by a constant called violation ratio. While the paper was under review, we became aware of two independent studies by Xie (2018) and Chen et al. (2018) closely related to ours.
Both studies propose reformulation and approximations for DRCCP with Wasserstein ambiguity set under the continuum of realizations case which implicitly assumes that all atoms in the constructed worst-case distribution are equally likely, but they do not consider the case of uncertain probabilities. Our study is in that respect the most encompassing in the sense that it covers distributionally robust joint and individual chance constraints, with random right-hand side and random technology matrix, and in the uncertainty cases characterized by uncertain probabilities and continuum of realizations. Xie (2018) uses the dual form of the worst-case expectation constraint with indicator function to reformulate the distributionally robust chance constraint with Wasserstein metric. The resulting reformulation admits a Conditional Value-at-Risk (CVaR) representation. Xie applies his approach to single and joint chance constraints with linear uncertainties in the right-hand side or in the technology matrix. He shows that DRCCP is mixed-integer representable by introducing big-M parameters and additional binary variables.
He also proposes an outer approximation with a Value-at-Risk constraint and three inner approximation methods. For DRCCPs with binary decision variables, he develops a set of reformulations derived by exploiting the submodular structure of the problem. Chen et al. (2018) reach the same CVaR representation as Xie (2018) using a different proof scheme that utilizes the structural information of the worst-case probability distribution. They provide exact mixed-integer conic reformulations for problems with individual and joint chance constraints with random right-hand side and for individual chance constraints with random technology matrix. When the Wasserstein ambiguity set is constructed via l 1 -norm or 1 ∞ norm, their proposed mixed-integer conic program reduces to a mixed-integer linear program (MILP). They also show that approximation methods based on CVaR and Bonferroni inequalities do not perform well. In the continuum of realizations case studied by Xie (2018) and Chen et al. (2018) , the early stage of our reformulation framework is similar to Xie (2018) and Chen et al. (2018) by using the worst-case expectation of the indicator function to represent the chance constraints. Our approaches differ from theirs in the later stages, when we rely on a second-order cone reformulation approach and on the McCormick envelop to tackle the bilinear terms involved in the reformulation. This allows us to provide exact reformulations and approximations taking the form of mixed-integer second-order cone programming (MISOCP) and (mixed-integer) linear programming problems.
Contributions, Structure, and Notations
We derive new tractable reformulations for several variants of the DRCCP problem with Wasserstein ambiguity under different (i) types of uncertainties (i.e., uncertain probabilities vs. continuum of realizations), and (ii) forms of stochastic inequalities (i.e., right-hand side vs. technology vector). We rely on conic duality theory and the dual form of the worst-case expectation of an indicator function to subsequently derive mixed-integer linear or conic reformulations/approximations for the distributionally robust chance constraint. In the uncertain probability case, we provide mixed-integer linear programming reformulations for DRCCP problems with random right-hand side and technology vector. We also derive two sets of precedence valid inequalities that strengthen the formulations. In the continuum of realizations case, we propose an exact mixed-integer second-order cone programming (MISOCP) reformulation and a linear programming (LP) relaxation for chance constraints with random right-hand side, while, for chance constraints with random technology vector, we propose two MISOCP and LP relaxations. All of our proposed MIS-OCP or LP relaxations are shown to be equivalent to the true formulation when the decision variables are bounded integers. We carry out numerical experiments on instances of the distributionally robust chanceconstrained knapsack problems to show the effectiveness of the proposed MISOCP and (MI)LP reformulation/approximation framework.
The rest of the paper proceeds as follows. Section 2 sketches the construction of Wasserstein ambiguity sets. Section 3 and 4 derive the reformulation and approximation methods for the DRCCP problems with individual chance constraints in the uncertain probabilities and continuum of realizations cases. Section 5 extends the solution framework for individual chance constraints to joint chance constraints. The results of the computational experiments are reported in Section 6. Section 7 concludes.
Notation. We denote by R + and R ++ the set of non-negative and positive real numbers, respectively. The round-up and round-down of a real number a are respectively a and a and e denotes the unit vector. Let D be the ambiguity set, P ∈ D be an underlying probability distribution, P 0 be the reference (empirical) distribution, and Q represent the true and unknown probability distribution. Let p j = P (ξ = ξ j ), ∀j ∈ N denote the probability associated with realization j and P(Ω) represent the space of all probability distributions P supported on Ω. We denote by δ ξ the Dirac distribution concentrating unit mass at ξ. We define the characteristic function as χ Ω (ξ) = 0, if ξ ∈ Ω; = ∞, otherwise. We use the index sets N = {1, . . . , N }, M = {1, . . . , M }. For a given norm ||·|| on R M , the dual norm ||·|| * is defined by ||v|| * = sup{v 
Preliminaries on Wasserstein Ambiguity Set
To be self-contained, we briefly present some key concepts involved in the construction of Wasserstein ambiguity sets. The Wasserstein metric between two probability distributions is defined as the minimum mass transportation cost incurred by moving one distribution to another, where the unit cost is defined as the norm distance between two atoms 2 . Throughout this paper unless stated otherwise, we restrict our attention to the 1-Wasserstein distance based on the l 1 norm.
probability distributions P, P 0 ∈ P(Ω) is defined by:
Π is a joint distribution of ξ, ξ 0 with marginals P and P 0 .
For a discrete distribution problem, the Wasserstein metric is given by:
where π ij represents the probability mass transported from ξ 0 i to ξ j , p 0 i and p j respectively denote the probability of atom ξ 0 i and of ξ j .
The Wasserstein ambiguity set D W is a ball of radius θ centered around the empirical distribution P 0
where P 0 is constructed with N i.i.d samples:
refers to the Dirac distribution concentrating unit mass at realization ξ 0 i . For the selection of the radius θ of Wasserstein ambiguity set, we refer to Ji and Lejeune (2017) for more detailed discussions.
As previously demonstrated (Gao and Kleywegt 2016 , Theorem 1), strong duality holds true when the Wasserstein ambiguity set is constructed via a data-driven approach as in (6), which allows the rewriting of the worst case expectation sup P∈D E P 1 {h(x,ξ)<0} as:
We utilize this duality result to derive exact reformulations or approximate formulations for the two uncertainty types: uncertain probabilities in Section 3 and continuum of realizations in Section 4.
Wasserstein DRCCP -Case with Uncertain Probabilities
We first focus on the case with uncertain probabilities in which the distance between atoms is a constant.
To ease the notations, we set c ij = ||ξ j − ξ 0 i ||, ∀i, j ∈ N : i = j to denote the unit cost of transporting the probability mass from atom ξ 0 i to another one ξ j . We recall that: 1) the probabilities of the atoms of the underlying probability distribution are allowed to vary and are defined as decision variables and 2) the atoms of the underlying distribution are known and identical to those of the empirical distribution.
We denote by 1 {h(x,ξj)<0} the indicator function when ξ is realized as ξ j which occurs with probability 
Proof. The value of the worst-case expectation can be obtained from:
Using the equality constraints (9d), we first remove p j from (9a) and from problem (9) altogether. Denoting by λ ≥ 0 and v i , i ∈ N the dual variables corresponding to (9b) and (9c), respectively, we use Lagrangian duality to reformulate problem (9) as:
Equations (10b) and (10c) 
where the index j(i k ) identifies the atom ξ j that has k-th smallest distance to ξ 0 i . The inequalities
are optimality cuts for Z U P .
Proof. Using the above notation for the ordered vector of distances, we rewrite (8c) as
We distinguish two cases depending on the value of λ:
For any given i ∈ N with fixed values of λ and v i , due to the ascending ordering of distances defined by (11) and constraints (13), it follows that, if w j(i k ) = 0, w j(i k−1 ) must take value of 0 for k ≥ 2.
This validates the precedence constraints (12) when λ > 0.
(ii) λ = 0: The constraints (8c) reduce to
(ii.1) If v i < 0, the feasible set is empty.
(ii.2) If 0 ≤ v i < 1, the proof is the same as in (i).
(ii.3) Consider now the case v i ≥ 1 in which the constraints (14) do not impose any restriction on the variables w j(i k ) : all the 0-1 components of the N -dimensional cube {0, 1} N are feasible. It can easily be seen that it is sufficient to only consider the solution in which all components of the vector w are equal to 0 (thereafter denoted w 0 ), since the feasible set associated with the solution vector w 0 strictly includes the feasible set of all the other solutions in which one or more components of w has a non-zero (i.e., 1) value.
Indeed, the feasible set Z U P associated with w 0 is the set Z U P 0 defined below:
On the other hand, the feasible set Z U P of any other feasible integer solution w ∈ {0, 1} N , w = w 0 (in which at least one component of w takes value 1) is the set Z U P :
with N 1 denoting the subset of components w j of w taking value 1.
Comparing (15c) on one hand with (16c) and (16d) on the other hand, it is straightforward to see that
Therefore, considering w 0 only and optimizing accordingly over Z U P 0 is sufficient to reach the optimal solution, which in turn implies that cutting off any of the feasible solutions w will not preclude from reaching the optimal value of the problem.
The precedence inequalities (12) just do that and cut off all vectors w ∈ {0, 1} N in which there is at least one pair (w j , w j+r ), r ≥ 1, (j + r) ∈ N of components such that: (w j , w j+r ) = (1, 0). Therefore, the precedence inequalities (12) cut off integer feasible solutions, but do not cut any feasible integer solution that will prevent from finding the optimal value of the problem. Hence, they qualify as optimality cuts, which is the result we set out to prove.
When λ > 0, the precedence constraints (12) do not cut any integer solution feasible for the system (8a)-(8d), but cut fractional solutions that would be feasible for the continuous relaxation of the set of mixed-integer linear inequalities (8a)-(8d). The precedence constraints (12) can be added to the formulation to tighten the continuous relaxation as illustrated by the following example. Consider a case with three data points and distances c 12 = 1, c 13 = 2. Let i = 1, λ = 0.5, and v 1 = −0.2. The constraints (8c) read w 2 ≤ λ · 1 + v 1 = 0.3 and w 3 ≤ λ · 2 + v 1 = 0.8, which means that (w 2 , w 3 ) = (0.25, 0.15) is a feasible solution for the continuous relaxation of the system (8a)-(8d). However, adding (12) imposes w 2 ≤ w 3 and cuts this fractional solution, thereby tightening the feasible area of the continuous relaxation of (8a)-(8d).
When λ = 0, the precedence constraints (12) cut some integer feasible solutions without preventing the finding of the optimal value.
In the next subsections, we consider two functional forms for the stochastic inequalities defining the set {ξ : h(x, ξ) < 0} and define for each the specific formulation of the set Z U P in Theorem 1. Note that the precedence cuts (11)- (12) derived above are valid for the two considered functional forms (i.e., random right-hand side in Section 3.1 and random technology vector in Section 3.2) and can be added to strengthen each of the formulations presented in the next two subsections.
Random Right-Hand Side
We now consider stochastic inequalities with linear random right-hand side. The set {ξ : h(x, ξ) < 0} is defined by {ξ : a T x < ξ} with ξ ∈ R. Corollary 1 follows from Theorem 1. COROLLARY 1. (Linear Uncertainty with Random Right-Hand Side) Let L x , U x ∈ R M be the vectors of lower and upper bounds for x, respectively. Let > 0 be an infinitesimal positive number and S j be a positive constant defined as:
The distributionally robust chance constraint
can be reformulated with the set of mixed-integer linear inequalities Z U P R :
In the uncertain probability case, the mixed-integer linear programming problem
is equivalent to DRCCP for linear inequalities with random right-hand side.
Proof. Theorem 1 allows the reformulation of (17) with the set of constraints (8a)-(8d), in which (8d) can then be replaced by (18a) and (18b). Each inequality (18a) ensures that the corresponding binary vari-
We derive in Theorem 2 a tightened formulation for the set Z U P R in Corollary 1. Let be an infinitesimally small number. THEOREM 2. (Strengthened Formulation) Assume without loss of generality that the ξ j , j = 1, . . . , N are indexed in such a way that
The set Z U P R can be reformulated and tightened as follows:
Proof. Due to the ascending ordering (20) of the atoms and constraints (18a), it follows that 1) for j ≥ 2, if w j must take value 0, then w j− , = 1, . . . , j cannot take value 1, and 2) if w j = 1, then w j+1
can also take value 1 for j ≥ 1. Both conditions are enforced by the precedence constraints (21a), which validates them.
We have now to demonstrate that (21b) are valid for Z U P R . The probability of atom ξ j is p j = i∈N π ij (see (9d)), and it ensures that the cumulative probability of atoms ξ j is j k=1 i∈N π ik due to (20) . For the chance constraint (1b) to hold with probability at most , the binary variable w j associated to each atom whose cumulative probability is equal or below must take value 0, which is enforced by (21b). The inequalities (21b) do not impose any restriction on the variables w j associated with atoms with cumulative probability j k=1 i∈N π ik > 1 − and are thus valid. We emphasize here the need to introduce binary variables in the formulations presented in Corollary 1 and Theorem 2. Using the atoms' ordering defined by (20) can at first glance give the impression that the individual chance constraint (17) can be reformulated without binary variables and with one linear inequality a T x < ζ * = ξ j * − , where ζ * is the smallest ζ that satisfies the distributionally robust chance constraint sup P∈D P {ξ : ζ < ξ} ≤ , and ξ j * is the atom such that j * is the smallest index value for which j * j=1 p j ≥ 1 − and is a very small positive number. One may argue that the optimal value of ζ * can be found independently from the decision variable x and without solving the reformulated distributionally robust problem. This would be true with traditional individual chance constraints having random right-hand side, in which setting the probabilities p j are known and the value of j * and ξ j * can be determined prior optimizing. In this case, ξ j * can be defined as a fixed parameter and a T x ≤ ξ j * − is a linear (continuous) inequality. However, in the DRO setting, the value of ζ can only be found from the worst-case probability distribution P of ξ contained in the ambiguity set D. To be more specific, in the DRCCP problem with uncertain probabilities case, the probabilities of the atoms defining the worst-case probability distribution are unknown a priori, and they are regarded as decision variables whose values are uncovered by solving the optimization problem. The optimal value of ζ cannot be found prior to solving the DRO problem and without knowing the worst-case probability distribution. The value of ζ * is indeed not dependent on x, but depends on other decision variables, i.e., the uncertain probabilities p j . The optimal value of ζ * thus cannot be fixed a priori, but has to be uncovered by solving the reformulated DRO problem. In sum, the uncertain probabilities p j is a decision variable and the finding of its value requires the introduction of the binary variables w j in Corollary 1 and Theorem 2's formulations. The binary variables are also needed to ensure that the distance between the derived worst-case and the given nominal distributions does not exceed the radius of the Wassertsein ambiguity ball.
Random Technology Vector
We now consider a linear stochastic inequality with uncertainty in the technology vector. The set
COROLLARY 2. (Linear Uncertainty in Random Technology Vector) Let > 0 be an infinitesimal positive number and S j be a positive number:
can be reformulated with the following set of mixed-integer linear inequalities Z U P L :
is equivalent to DRCCP for linear uncertainty in the technology vector.
Proof. Theorem 1 allows the reformulation of (22) 
Wasserstein DRCCP -Case with Continuum of Realizations
We now consider the case when the random variable ξ can have a continuum of realizations (i.e, ξ can be varied to uncountably many possible values). The atoms ξ of the underlying distribution are unknown, instead of the probabilities p which were the unknowns in the uncertain probability case (Section 3). We propose exact reformulations for chance-constrained models with random right-hand side and outer approximations for those with random technology vector. We also define under which conditions the true and the approximation problems are equivalent.
We first recall the approach proposed by Esfahani and Kuhn (2018) to reformulate the worst-case expectation problem introduced earlier. 
represent a pointwise maximum function, and the negative constituent functions
, ∀k ∈ K are proper, convex and lower semi-continuous. Let s i , ∀i ∈ N be a set of auxiliary variables. For any given θ ≥ 0, the worst-case expectation sup
with continuum of realizations is equal to the optimal value of the following problem:
where x, λ, z, v and s are decision variables, λ ≥ 0 is the dual variable for the Wasserstein distance
is the dual norm, and σ Ω is the support function of the uncertainty set Ω.
We refer the reader to Esfahani and Kuhn (2018) for the proof of Theorem 3.
Lemma 1 represents the indicator function as a pointwise maxima. This will allow us to employ Theorem 3 to subsequently reformulate the distributionally robust chance constraint.
LEMMA 1. The indicator function 1 {h(x,ξ)<0} can be rewritten as the pointwise maximum of a finite number of concave functions, which is defined as
in which
is the characteristic function of the convex set defined by h(x, ξ i ) < 0.
Proof. We first utilize the complement rule to represent the indicator function 1 {h(x,ξ)<0} : From (27), the equivalence between 1 {h(x,ξ i )<0} and (26) is immediate:
Since the characteristic function χ {h(x,ξ i )<0} of a convex set is convex (see Boyd and Vandenberghe (2004) ),
are concave, and l(x, ξ i ) = max{l
i } represents a finite maxima of concave functions.
The above representation of the indicator function 1 {h(x,ξ)<0} is now used to reformulate the worst-case expectation sup P∈D E P 1 {h(x,ξ)<0} .
The next theorem combines Lemma 1 and Theorem 3 to provide the deterministic reformulation of the distributionally robust chance constraint (1b) in the continuum of realizations case. THEOREM 4. (DRCCP Reformulation for Continuum of Realizations) Suppose the uncertainty set Ω is closed and the set {h(x, ξ) < 0} has a non-empty intersection with the uncertainty set Ω. Let the indicator loss function defined by (26). For any given θ ≥ 0, the distributionally robust chance constraint (1b) with continuum of realizations can be reformulated with the following set of inequalities Z CR :
Proof. Substituting (25a) for sup P∈D E P 1 {h(x,ξ)<0} gives (29a). Non-negativity imposed on λ gives
The constraints involving k = 2 can then be disregarded. We suppress the index k to ease the notation, and obtain (29d) and (29e) directly from (25b) and (25c).
To further specify the reformulation, we need to determine the conjugate function [−l (k) ] * of the loss function l(x, ξ) and the support function σ Ω depending on the form of Ω defined as: Ω = {ξ : Cξ ≤ d}.
Recall that ξ denotes a scalar in models with random right-hand side and is a M -dimensional vector in models with random technology vector. In a similar abuse of notation, C ∈ R + , d ∈ R, and Ω is a halfspace in models with random right-hand side, while in models with random technology vector, C ∈ R r×M + is a matrix, d ∈ R r is a vector, and the support Ω is a polytope.
In the next subsections, we consider two functional forms for the stochastic inequalities defining the set {ξ : h(x, ξ) < 0} and define for each the specific formulation of the set Z CR in Theorem (4). We first give a generic reformulation with bilinear terms. Next, we derive a mixed-integer conic programming reformulation (resp., outer approximation) for models with random right-hand side (resp., random technology vector). Finally, we define the conditions under which the outer approximation for the model with random technology matrix is equivalent to DRCCP.
Random Right-Hand Side
We study first the case with linear uncertainty in the right-hand side: {ξ : h(x, ξ) < 0} = {ξ : a T x < ξ}, with ξ ∈ R, C ∈ R + and d ∈ R. To ease the notation, we introduce a user-defined small positive number δ such that a T x + δ ≤ ξ. Here too, we introduce binary variables in the proposed reformulation. Corollary 3 follows from Theorem 4.
COROLLARY 3. (Linear Uncertainty in Right-Hand Side) The distributionally robust chance constraint
can be reformulated with the set of constraints Z CR R :
In the continuum of realizations case, the problem
is equivalent to DRCCP for linear uncertainty in the right-hand side.
Proof. The uncertainty set is defined by Ω = {ξ ∈ R : Cξ ≤ d}. We obtain the support function σ Ω (v i ):
where v i ∈ R, and γ i ∈ R + is the dual variable corresponding to
The set {ξ : h(x, ξ) < 0} is given by {ξ : a T x < ξ}. Introducing δ, the set becomes {ξ :
where β i ∈ R − is the dual variable of constraint ξ i ≥ a T x+δ, ∀i ∈ N . Thus we have
where z i ∈ R, ∀i ∈ N . Substituting (32), (33) and z i into Z CR gives the constraints defining Z CR R . The above problem includes bilinear terms involving the decision variables x and β i in (31a) and is non-convex. We propose an MISOCP reformulation in Theorem 5. 
The distributionally robust chance constraint (30) can be reformulated with the set of constraints Z CR RSO :
In the continuum of realizations case, the mixed-integer second-order cone programming problem
Proof. The set of constraints Z CR RSO is derived from Z CR R . Since all training samples from the empirical distribution belong to the uncertainty set, which implies d − Cξ 0 i ≥ 0, ∀i ∈ N , and C ∈ R + , it is optimal to set γ i = 0 in (31a) and (31b), which gives:
Since the dual norm of the l 1 -norm is the l ∞ -norm (see Boyd and Vandenberghe (2004) ), we obtain:
The variable β i is non-positive (see (31d)) since it is the dual variable for constraint ξ i ≥ a T x+δ. Integrating (35c) and (31d) gives (34c).
Since θ is a non-negative constant and λ ≥ 0 (29b), it follows that, for any given λ and θ, each term s i must be as small as possible for (29a) to hold, and therefore β i (a T x + δ − ξ 0 i ) must be minimal (but no smaller than -1 since s i ≥ 0). This leads us to distinguish two scenarios for each constraint (35a) and its
by enforcing β i = 0, allowing for s i = 1, which is the smallest value that s i can take under scenario (ii).
We now define a binary variable w ∈ {0, 1} N and a nonnegative variable y ∈ R N + , and incorporate linear (34e)-(34h) and second-order cone (34i) constraints to force each variable w i and β i to take their ideal value defined by:
Each w (ii) If a T x − ξ 0 i < 0, we have w i = 0 from (34g), y i = 0 from (34h), and β i can take value 0. It follows that (36) holds under (ii).
Constraint (34a) is obtained by substituting
by −w i due to (36). The constraint (34d) holds if the aggregate probability of the satisfied atoms must be at least equal to 1 − , which is required for the distributionally robust chance constraint. Therefore, (34d) is valid and can be added to strengthen the formulation.
Note that we multiply y i by 2 in (34f) and (34g) to obtain the canonical form of a rotated second constraint in (34i).
Next, we propose an LP outer approximation of the distributionally robust chance constraint (30) obtained using the McCormick envelop relaxation of the bilinear term β i x. Lemma 2 specifies the conditions under which the LP outer approximation is an equivalent reformulation. 
Proof. We employ a procedure similar to that used in Theorem 5 to tackle the dual norm in (31b) and obtain (34c). We next utilize the McCormick envelop to relax the bilinear term β i x m in (31a). We introduce the auxiliary variables φ mi := x m β i , ∀i ∈ N , m ∈ M, and (37a) is equivalent to (31a
and β ∈ [L β , 0] are bounded, we can derive the McCormick inequalities (37b)-(37e) to represent the bilinear term x m β i .
We emphasize here that there are major differences between the formulations presented in Theorems 5 and 6. Theorem 5 presents a mixed-integer second-order cone programming scheme that equivalently reformulates the bilinear term β i (a T x − ξ 
If x ∈ {0, 1}
M is binary, the McCormick envelop relaxation provides an exact reformulation for each bilin-
M is a general integer variable, we can rewrite x as a sum of binary variables and apply McCormick's approach to each resulting term.
We explain in Theorem 7 how to set the lower bound for the the dual variable β.
THEOREM 7. Let τ > 0 be an infinitesimal non-negative number. The lower bound L β i of the dual variable β i is:
where κ * is the optimal objective value of the linear programming problem:
Proof. Since d − Cξ 0 i ≥ 0, ∀i ∈ N and C ∈ R + , we know from Theorem 5 that it is optimal to set γ i = 0 in (31a) and (31b), which gives (35a) and (35b). We distinguish two scenarios depending on the
and the lower bound of β i can then be obtained by solving any of the two equivalent problems
with the right-side maximization problem taking the form of an LP problem.
(
It is further shown in the proof of Theorem 5 that β i = 0 is optimal in this case.
Random Technology Vector
We next present the reformulation for the case with linear uncertainty in the technology vector, in which the explicit form of the set {ξ : h(x, ξ) < 0} is {ξ : ξ T x < b} with ξ ∈ R M , C ∈ R r×M + , and d ∈ R r . Let δ be an infinitesimal positive number such that ξ T x ≤ b − δ .
COROLLARY 4. (Linear Uncertainty in Random Technology
Vector) The distributionally robust chance
can be reformulated with the set of constraints Z CR L :
is equivalent to DRCCP under linear uncertainty in the random technology vector.
Proof. The support function σ Ω (v i ) is derived as in (32) in Corollary 3. Since ξ is here a M -dimensional vector, the support function σ Ω (v i ) reads:
where γ i ∈ R r + is the dual variable vector corresponding to constraints
where η i ∈ R is the dual variable for constraint x T ξ i ≤ b − δ , ∀i ∈ N . Thus we have z i = xη i + C T γ i , where x, z i ∈ R M . Substituting (41), (42) and z i into Z CR gives the set of constraints defining Z CR L .
As for the case with linear uncertainty in the right-hand side, problem in Corollary 4 includes bilinear terms involving x and η i in constraint (40a) and is non-convex. The complexity of Z CR L is further compounded by the presence of additional bilinear products xη i appearing in the dual norm term in (40b).
Theorem 8 provides a mixed-integer second-order cone relaxation of the distributionally robust chance constraint with random technology matrix and continuum of realizations uncertainty type. 
The distributionally robust chance constraint (39) with continuum of realizations can be relaxed by the set of constraints Z CR CSO :
given that the scenarios of the empirical distribution all belong to the uncertainty set and C ∈ R r×M + , it is optimal to set γ i = 0 in (40a) and (40b), which can hence be rewritten as:
We decompose the remaining part of the proof into two steps. We first derive the mixed-integer secondorder cone programming formulations to represent constraints (44a) before linearizing the bilinear terms in (44b) using the McCormick inequalities McCormick (1976).
Step 1. Mixed-integer second-order cone representation. Recall that b = b − δ . Hence, the term (44a) and distinguish two scenarios:
, which allows for s i = 0.
i ) = 0 with η i = 0, allowing for s i = 1, i.e., the smallest possible value for s i given the non-negativity of η i and (b − x T ξ 0 i ) under scenario (ii). We now introduce a vector of binary w ∈ {0, 1} N and nonnegative y ∈ R N + variables. The binary variables are used to replace the term −η i (b − x T ξ 0 i ). Based on (i) and (ii), we incorporate a set of second-order cone constraints that force each binary variable w i to take the optimal values presented below, namely:
Each binary variable w i can be interpreted as indicative of whether or not a given solution x satisfies the
43f) forces w i = 0 which, in turn, leads to y i = 0 due to (43g).
2 , we can replace the right-hand side of (46) 
, and η i (b − x T ξ 0 i ) in the left side of (43a) is then smaller than -1, which allows its replacement by −w i .
Owing to the definition of w i (45) which takes value 1 when b − x T ξ 0 i < 0 and 0 otherwise and to the requirement that the aggregate probability of the satisfied atoms must be at least equal to 1 − , (43c) is valid and can be added to strengthen the formulation.
Step 2. McCormick envelop relaxation. The dual of the l 1 norm is the l ∞ norm; thus, (44b) becomes ||xη i || * = max 
If x ∈ {0, 1}
M is a general integer variable, we rewrite it as a sum of binary variables and apply McCormick's approach to each resulting term.
We explain in Theorem 10 how to set the upper bound for the the dual variable η.
THEOREM 10. Let τ ≥ 0 be a user-defined small non-negative number. The upper bound U η i of the dual variable η i is:
, we know from Theorem 8 that it is optimal to set γ i = 0 in (40a) and (40b), which gives (44a) and (44b). We distinguish two scenarios depending on the
and the upper bound of η i can then be obtained by solving any of the two equivalent problems
with the right-side minimization problem taking the form of a LP problem.
It is further shown in the proof of Theorem 8 that η i = 0 is optimal in this case.
Extension to Distributionally Robust Joint Chance Constraints
In this section, we extend our proposed framework to distributionally robust optimization problems with joint chance constraints. The generic formulation of the distributionally robust joint chance-constrained problem DRJCCP is:
x ∈ X
The DRJCCP model seeks a solution x ∈ X that minimizes a convex cost function g(x) while ensuring, via the ambiguous joint chance constraint (50), that the worst-case probability of the joint event {h t (x, ξ) ≥ 0, ∀t ∈ T } exceeds the predefined probability threshold 1 − within the ambiguity set D. Constraint (50) represents the joint chance constraint when T ≥ 2 and reduces to a single chance constraint if T = 1.
Utilizing the complement rule, the joint chance constraint (50) is equivalent to
Owing to the equivalence between a chance constraint and an expectation one with indicator function, we rewrite (51) as:
where 1 {h t (x,ξ)<0, ∃t∈T } denotes the indicator function taking value 1 if h t (x, ξ) < 0, ∃t ∈ T and 0 if h t (x, ξ) ≥ 0, ∀t ∈ T .
DRJCCP -Case with Uncertain Probabilities
Analogous to Theorem 1, we give the reformulation for joint chance constraint under the uncertain probabilities case in Theorem 11.
THEOREM 11. (DRJCCP Reformulation for Uncertain Probabilities) Let w jt = 1 {ht(x,ξj)<0} , ∀j ∈ N , t ∈ T . For any θ ≥ 0, the distributionally robust chance constraint (51) with uncertain probabilities can be reformulated with the set of mixed-integer linear inequalities Z
Employing similar procedure in the proof of Theorem 1, we use Lagrangian duality to reformulate the above problem as:
Note that
We thus can rewrite the constraint
equivalently as
We define a new set of binary variables w jt such that
By substituting (55f) into the constraint (55e), we obtain the following equivalent constraint
Using (55b) to replace the worst-case expectation sup (52) gives (53a). Introducing the linkage between w j and 1 {h(x,ξj)≤0} leads to (53b).
The key difference between the reformulations of joint and individual chance constraints is due to (53b), which stipulates that N T equality constraints must hold instead of N in the individual chance constraint case. The reformulation technique for individual chance constraints presented in Section 3 can otherwise be directly generalized to the joint case with appropriate notational modifications.
DRJCCP -Case with Continuum of Realizations
We now extend the reformulation framework presented in Section 4 for individual chance constraints under continuum of realizations case to the case of joint chance constraint. In order to do so, we introduce Lemma 4 that represents the indicator function corresponding to the joint chance constraint as a pointwise maximom.
LEMMA 4. The indicator function 1 {h t (x,ξ)<0,∃t∈T } can be rewritten as the pointwise maximum of a finite number of concave functions:
is the characteristic function of the (open) convex set defined by h(x, ξ i ) < 0.
Proof. We note that
With the definition of characteristic function (56b), we have
We thus can rewrite (57a) as follows:
Since the characteristic function χ {h t (x,ξ i )<0} of a convex set is convex (Boyd and Vandenberghe 2004) ,
are concave, and l(x, ξ i ) = max
} is the finite maxima of concave functions.
The next theorem generalizes the reformulation proposed in Theorem 4 for individual chance constraints to the joint chance constraint setting. case.
THEOREM 12. (DRCCP Reformulation for Continuum of Realizations) Suppose the uncertainty set Ω is closed and the set {h(x, ξ) < 0} has a non-empty intersection with the uncertainty set Ω. Let the indicator loss function defined by (56a). For any given θ ≥ 0, the distributionally robust chance constraint (52) with continuum of realizations can be reformulated with the following set of inequalities Z JCR :
Under the continuum of realizations case, the difference between the reformulation for joint chance constraints and that for individual ones stems from the representation of the indicator function, which, in turn, impacts significantly the dimension of the constraint set. For individual chance constraints, the indicator function is defined as the maximum of two concave functions (see (26)), while, for joint chance constraints, the indicator function is defined as the pointwise maximum of T + 1 concave functions (see (56a)). The reformulation proposed in Theorem 4 for individual chance constraints can thus be directly generalized for joint ones (see Theorem 12). The key difference is due to constraints (58a) and (58b) which require that N T inequality constraints must hold for the joint chance constraint to hold true (instead of N for individual chance constraints).
Computational Tests
Experimental Design
In this section, we conduct a series of numerical experiments to evaluate the computational efficiency of the proposed solution framework (Section 6.2) and show how to choose a proper value for the Wasserstein radius θ via cross-validation (Section 6.3). In doing so, we study a distributionally robust multidimensional knapsack problem (DRMKP) (see Cheng et al. (2014) ) with joint chance constraints and in the continuum 
To fit the distributionally robust chance constraint (59b) into our modeling and solution framework, we first reformulate (59b) as:
which, definingξ = −ξ andb = −b, is equivalent to:
We shall utilize Theorems 8 and 9 to reformulate the above chance constraint (60).
The problem instances are created as follows. The random weights ξ are generated from a uniform distribution ξ ∼ U (5, 15) and the item values are sampled from another uniform distribution g ∼ U (0, 20).
We consider a number of knapsacks T = {1, 5} (in which the chance constraint reduces to an individual one when T = 1), a number of items M = {10, 20} with data sample size N = {100, 1000}, a risk tolerance level ∈ {0.05, 0.10}, and a Wasserstein radius θ ∈ {0.01, 0.03}. We define the knapsack capacity as b = 10 × M . We create a total of 32 problem instances by considering the above combinations of values for the parameters. For the continuous DRMKP, we solve the MISOCP and LP outer approximations for each instance; for the binary DRMKP, we solve the MISOCP and MILP exact reformulations.
We use AMPL to formulate all problems. Each problem instance is solved with Gurobi 9.0 solver on a 64-bit laptop with Intel(R) Core(TM) i7-6600 CPU processor at 2.60GHz with 16GB RAM. We set the time limit to 3600 seconds. For each instance, we report the solution time and objective value obtained with each model.
Numerical Demonstration of Computational Efficiency
In this subsection, we assess the computational efficiency of the exact MISOCP and MILP reformulation to solve the binary DRMKP problems and of the relaxed MISOCP and LP approximations to solve the continuous DRMKP problems. For the binary DRMKP problem, the MISOCP and MILP reformulations are equivalent to the DRO problem and give the same solution (if solved within the time limit). Note also that for any given problem instance, the optimal solution of the continuous DRMKP problem can be regarded as an outer approximation of the corresponding binary DRMKP problem. The optimal value of the MISOCP and LP relaxations of the continuous problem provides therefore an upper bound (since these are maximization problems) on the optimal value of the binary problem. We will also assess in this subsection the tightness of the MISOCP and LP relaxations.
We denote by g * the optimal objective value of the binary DRMKP problem that can be obtained by solving one of the exact (i.e., MISOCP or MILP) reformulation. Let g * SO and g * LP denote the optimal value of the continuous DRMKP problem obtained by solving the MISOCP and LP relaxation of the continuous DRMKP problem, respectively. Let GAP SO (resp. GAP LP ) represent the optimality gap between the solution of the MISOCP (resp. LP) relaxation model (continuous DRMKP) and the solution of the ("true model") binary DRMKP problem, which is computed as:
The numerical results for the DRMKP problem instances with single (T = 1) and joint (T = 5) chance constraints are displayed in Table 1 and 2, respectively. In these tables, we use "MISOCP", "MILP", time needed for MISOCP-Approx (6.28s vs. 130.42s). As a summary, the four formulations are ranked as follows in terms of computational efficiency: LP-Approx MILP MISOCP-Approx MISOCP.
The number of items M and data points N have both a strong impact on the solution time for each formulation. The solution time of the four formulations is monotone increasing with the M and N . The number of data points N affects more the solution time of the MISOCP, MILP and MISOCP-Approx formulations than it does for the LP-Approx formulation. When N is equal to 1000, the average solution time for MISOCP (resp., MILP and MISOCP-Approx) increases by 106 (resp., 82 and 120) times compared to the time needed for instances with N = 100. However, when N increases from 100 to 1000, the solution time for LP-Approx only increases by factor of 3.31 (from 2.36s to 10.19s). The rationale behind this is that the number of binary variables involved in the MISOCP, MILP and MISOCP-Approx formulations is equal to the number of data points N , while the LP-Approx does not include any binary variable. Clearly, the impact of N on the solution time is relatively minor on the LP-Approx formulation, which is the one that scales best for large number of data points. In terms of (approximation) tightness, the optimality gap GAP SO ranges from 0.40% to 4.81% with an overall average of 1.97% across all instances, while the optimality gap GAP LP ranges from 3.64% to 8.00% with an overall average of 6.12%. This demonstrates that the two outer approximation formulations can find high-quality solutions close to the optimal one. Comparing the two approximated approaches, the MISOCP-Approx yields a tighter approximation than that provided by LP-Approx method across all problem instances. The tightness of the MISOCP-Approx is due to the extra second-order cone constraints
CSO . In summary, while the MISOCP-Approx formulation is tighter than the LPApprox one (i.e., 1.97% vs 6.12% average optimality gap), LP-Approx is quicker to solve than MISOCPApprox (6.28 sec. vs. 130.42s average solution time) and scales better. Table 2 displays the results for DRMKP with joint chance constraint (T = 5). All binary DRMKP models, except for one instance, can be solved to optimality within 46 minutes (2760 seconds). Among the instances solved to optimality, the MISOCP reformulation of the instance with 10 items and 1000 data points takes the longest time to solve, i.e., 2712.12s. For the problem instance with 20 items and 1000 data points, none of the four reformulation and approximation methods proves optimality within the one hour time limit. For the exact reformulation methods, the MILP reformulation solves the problem instance faster than the MISOCP reformulation. On average, the MILP reformulation takes 64% of the time needed to solve the MISOCP reformulation (1018.46s vs. 1586.94s). The pattern observed for single chance constraints applies to joint chance constraints in the sense that the solution time of the four formulations is monotone increasing with M and N . We note that none of the four formulations is able to solve the instance M = 20 and N = 1000 to optimality within 3600s, which has a major impact when computing the average solution time and could possibly bias the results. For problem instances with 10 items, when N is equal to 1000, the average solution time for MISOCP (resp., MILP, MISOCP-Approx and LP-Approx) increases by 127 (resp., 128, 146 and 155) times compared to the time needed for instances with N = 100. However, the LP-Approx method is still the formulation that scales best for large number of data points, since, for all instances solved, the LP-Approx formulation takes the smallest solution time.
Results for Joint Chance Constraints
Regarding tightness, the optimality gap GAP SO ranges from 2.37% to 4.45% with an overall average of 3.05% across all instances, while the optimality gap GAP LP ranges from 6.04% to 11.33% with an overall average of 7.90%. This demonstrates that the two outer approximation formulations can find goodquality solutions, close to the optimal one, though the gap ranges is larger compared to the ones obtained in the individual chance constraint case. Comparing the two approximated approaches, similar patterns are extended from the DRMKP with individual chance constraint to the joint one. The MISOCP-Approx gives a tighter approximation than that provided by LP-Approx across all instances. While the MISOCP-Approx formulation is tighter than the LP-Approx one (i.e., 3.05% vs 7.90% average optimality gap), LP-Approx is quicker to solve than MISOCP-Approx (1014.30s vs. 1499.00s average solution time) and scales better.
Selection of Wasserstein Radius via Cross-Validation
The size of Wassserstein radiues θ can have a significant impact on the out-of-sample performance of the DRO solutions. In this subsection, we use the binary DRMKP problem with single chance constraint to numerically illustrate how to choose a proper Wasserstein radius θ via cross-validation. We employ the holdout method (i.e., two-fold cross-validation) to evaluate the out-of-sample performance. We follow a procedure similar to the one used by Esfahani and Kuhn (2018) and proceed as follows:
1. The sample ξ 0 of random weights is generated from a uniform distribution U with a sample size N .
We then partition the generated N samples into a training dataset of size N T and a validation dataset of size
2. Using the training dataset, we solve the binary DRMKP problem to optimality with the exact MILP reformulation for a finite number L of candidate radius θ ∈ {θ 1 , θ 2 , . . . , θ L }. For each candidate radius θ l , we obtain a solution x (θ l ) .
3. Using the validation dataset, we evaluate the out-of-sample performance (i.e., violation probability of the uncertain constraints) of x (θ l ) via sample average approximation. That is, we apply our solution x (θ l ) to the validation dataset with sampled weights ξ 0 ∈ N V , and check if the constraint ξ 0T i x < b is violated or not under sample ξ 0 i , and compute the overall violation probability across samples in the validation set. 4. We repeat the procedure (Steps 1 to 3) K times with independent runs and output the α-percentile of the estimated violation probabilities. The level of α is a user-defined value, which implies that approximately with probability at least α (e.g., 0.90), the solution to the DRMKP model from the training dataset is also feasible in the validation dataset.
5. We set the best radius θ * to the smallest candidate value θ l such that its α-percentile violation is below the target violation level (e.g., 0.05). Report x (θ l ) as the optimal data-driven solution to the DRMKP problem.
In our computational experiments, we set N = 2000 with N T = 1000 and N V = 1000, the random samples ξ 0 are generated from the uniform distribution U (5, 15). We consider a total of 10 candidate radius θ ∈ {0.01, 0.02, . . . , 0.10}, and a target risk tolerance level = 0.05, with a number of K = 10 independent runs for each candidate radius. Table 3 displays the numerical results on the selection of a proper Wasserstein radius via cross-validation. We use the notation ρ k to denote the violation probability in the kth run. We report the 90-percentile of the violation probability for each radius candidate θ l and denote it by "90-Per".
The results in Table 3 indicate that the best size for the radius of the Wasserstein ambiguity ball is θ * = 0.03, which is the smallest radius candidate whose 90-percentile violation probability (0.047) is below the target risk level at = 0.05. Out of the 100 validation tests (10 candidate radius and 10 runs for each), there are only 9 cases when the violation probability exceeds the target risk level of 0.05. The 90-percentiles of violation probability of Wasserstein radius candidates θ ∈ {0.03, 0.04, 0.06, 0.07, 0.08, 0.09} are below the target risk level. For the binary DRMKP models, by choosing the Wasserstein radius properly, the violation probability on the validation dataset is often smaller than the target risk level. This demonstrates the robustness of the proposed distributionally robust multi-item knapsack problem with chance constraints. 
Conclusion
We investigate distributionally robust chance-constrained programming with data-driven Wasserstein ambiguity sets. We consider two types of Wasserstein uncertainty sets (i.e., with uncertain probabilities and continuum of realizations), two types of distributionally robust chance constraints (i.e., individual and joint), and two types of stochastic functions (i.e., with linear random right-hand side and linear random technology matrix). For the uncertain probabilities cases, we provide new exact mixed-integer linear reformulations for both functional forms. For the continuum of realizations cases, we provide exact mixed-integer second-order cone program (MISOCP) reformulation and a linear program (LP) outer approximation for the linear random right-hand side. We also derive an MISOCP and LP outer approximation for the random technology case. All proposed outer approximations are exact reformulations if the decisions are bounded integer variables. The computational tests conducted on a distributionally robust multi-item knapsack problem (DRMKP) with random technology and continuum of realizations attest the scalability of the proposed reformulation/approximation methods. The proposed MILP reformulation with binary variables displays great computational efficiency, while the MISOCP approximation method provides a tight relaxation of the exact reformulation than the LP relaxation. We also discuss how to choose a proper Wasserstesin radius via cross-validation.
