This paper proposes an integration and modular organization of the complex regulatory networks involved in the mammalian cell cycle, apoptosis and related intracellular signaling cascades. A common node linking the cell cycle and apoptosis permits the possibility of coordinate control between the initiation of these two cellular processes. From this node, pathways emanate that lead to the activation of cyclin-dependent kinases (in the cell cycle) and caspases (in apoptosis). Computer simulations are carried out to demonstrate that the proposed network architecture and certain module-module interactions can account for the experimentally observed sequence of cellular events (quiescence, cell cycle and apoptosis) as the transcriptional activities of E2F-1 and c-Myc are increased. Despite the lack of quantitative kinetic data on most of the pathways, it is demonstrated that there can be meaningful conclusions regarding system stability that arise from the topology of the network. It is shown that only cycles in the network graph determine stability. Thus, several positive and negative feedback loops are identified from a literature review of the major pathways involved in the initiation of the cell cycle and of apoptosis.
INTRODUCTION
This paper presents an attempt at organizing the increasingly complex details in the regulation of the mammalian cell cycle and programmed cell death (apoptosis). It begins with observations (discussed below) that certain signaling pathways affecting the cell cycle are linked to pathways affecting apoptosis. These observations are not entirely unexpected as the 'decision' to eradicate a cell should somehow be coupled with how fast cells are dividing (to prevent tumors, for example, if the rate is unduly high) or with how many cells are needed in a given tissue of a developing multicellular organism. Given this cell cycle-apoptosis link, one can then offer a classification of signaling pathways according to the four cases shown in (Fig. 1 ) Signaling pathways that do not affect the cell cycle and apoptosis are not considered in this figure. Note that the four nodes in (Fig. 1 ) (symbolized by a circle, a triangle, a square and a hexagon) are generally not identical. Case I, in which both the cell cycle and apoptosis machineries are potentiated, could be exemplified by upstream signaling pathways that activate transcription factors such as E2F-1, c-Myc, c-Fos and others (many proto-oncogenes, in addition to their proliferative role, have the ability to induce apoptosis when overexpressed; see ref. 1 for a review). Case II may involve upstream signaling pathways such as those involving the protein kinase Akt which acts both as a proliferative and a survival (i.e., apoptosis-inhibiting) factor. 2 The MAPK cascade is another example of a signaling pathway belonging to case II that has both proliferative and anti-apoptotic function. 3 Along with case I, case II may also be active in normal cells since apoptosis can be induced under serum starvation (reviewed in ref. 1) . Cell cycle checkpoints would trigger signals belonging to case III in which the cell cycle is arrested and apoptosis is triggered. Case IV signals suppress both the cell cycle and apoptosis, a state characteristic of senescent cells. A good example of a case III node would be the tumor-suppressor protein p53. An example of a case IV node would be the CDK inhibitor p21Cip1 which can arrest the cell cycle as well as inhibit apoptosis (reviewed in ref. 4 ). There are instances where certain combinations of the cases in (Fig. 1) are not separable and an upstream signaling pathway may be common to more than one node. For instance, there are reports (reviewed in ref. 5 ) that the Ras/MAPK pathway can upregulate both cyclin D1 (proliferative) and p21Cip1 (anti-proliferative) -a mixture of cases II and IV.
The network analysis presented in this paper mainly focuses on case I but will also touch on case II because the latter also involves induction of the cell cycle. The analysis starts with the premise that the complex network is separable into modules. We then identify the module-module interactions because it is these interactions that are crucial in the coordination between the cell cycle and apoptosis. By coordination we mean the sequence of initiating the cell cycle first and then triggering apoptosis if proliferative factors become deregulated. Examples of these module interactions are shown schematically in ( Fig. 2A) (interactions are labeled a, b, b' , or c). We will demonstrate that the dynamics of the modular network ( Fig. 2A) can explain certain experimentally observed behaviors. Specifically, we are suggesting that transcription factors such as E2F-1 and c-Myc are key members of the node in (Fig 2A) . We will provide computer simulations as proofs-of-concept for the ability of the abstract modular network to explain experimentally observed coordination between entry into the cell cycle and of apoptosis. In the next section, we briefly summarize a result from the linear stability analysis of dynamical systems stating that only cycles in the 'qualitative network graph' (defined below) contribute to the stability of the network. This is the reason why we have explored the relevant literature to identify possible cycles in the regulatory networks involved in the initiation of the cell cycle and of apoptosis.
QUALITATIVE NETWORKS
The networks we are considering here are qualitative networks. These are similar to the pathways drawn by molecular biologists when they summarize coupled activation and/or inhibition interactions. Formally, we define a 'qualitative network' (qNET) as a set of modules and their interactions. The word 'qualitative' is used to depict the situation where only qualitative information are known, such as 'X activates Y' or 'W inhibits Z' (these interactions are represented in the network graph as X→Y and W --| Z, respectively). The definition of a 'module' depends on the level of abstraction one is considering; for example, a module could be a specific molecule, a complex, or it could be a set of interacting molecules involved in a subnetwork. Basically, the number of modules depends on how one subdivides the network into units with separable functions. In the present study, these functions include the cell cycle machinery (cyclin-dependent kinases), apoptosis (caspases) and intracelula signaling pathways.
There are already some meaningful conclusions that can be made despite the qualitative nature of qNETs. In the Appendix, we show that network stability is determined by k-cycles in the graph. In many cases one can already predict the stability of a qNET from the existence of destabilizing cycles despite the lack of quantitative kinetic parameters. This is the primary reason why it is useful to identify feedback cycles (positive or negative) in regulatory networks especially when the aim is to predict switching behavior. Switches often arise when there is instability.
KEY COMPONENTS OF THE NODE BELONGING TO CASE
Unless otherwise stated, we will specifically use the term 'node' to mean the middle module in each of the cases shown in Figure 1) ; the inputs to a node come from upstream signaling pathways and the outputs are pathways to the cell cycle and apoptosis. We shall focus on cases where signaling pathways induce the cell cycle -i.e., cases I and II. We will not consider cases III and IV further.
There are many candidate nodal genes involved in case I of Figure  1 . Many genes that are reputed to be proliferative-e.g., c-myc, c-fos, e2f-1, cyclin D1 and viral oncoprotein E1A-are also associated with increased apoptosis in cells in serum-starved cultures. 1, 5 E2F-1, a member of the E2F family of transcription factors, is a particularly good example of case I. E2F-1 is oncogenic as it can stimulate excessive proliferation when overexpressed. E2F-1 protein can induce the expression of its corresponding gene, 6 thus establishing a positive feedback loop. Surprisingly, E2F-1 also acts as a tumorsuppressor because its loss of function in mice has been shown to lead to carcinogenesis. 7, 8 E2F-1 seems to provide a crucial contribution to the induction of apoptosis without which cell suicide becomes an insufficient failsafe mechanism to guard against tumorigenic cells. 9 Another good example of case I node is c-Myc, a transcription factor that is closely linked in a regulatory network involving E2F-1. Evidence has been presented that E2F-1 upregulates c-Myc. [10] [11] [12] In turn, c-Myc induces transcription of several cell cycle-related genes including E2F-1, E2F-2 and E2F-3. 13, 14 These observations suggest a synergy in the feedback regulations between the E2F-1 and c-Myc, influencing both the cell cycle and apoptosis; this synergy is the basis of our claim that E2F-1 and c-Myc are key components of the node in case I of Figure 1 .
CELL CYCLE AND APOPTOSIS MODULES
We view the core regulatory networks for the initiation of the cell cycle (G 1 /S progression) and of apoptosis as separate modules. The cycle module (Figs. 1 and 2A) represents the cyclin-dependent kinase (CDK) regulatory network. The die module is assumed to correspond to the regulatory network involving procaspases and the caspase activation cascade associated with apoptosis. We now briefly discuss some details of these two modules.
The Cell Cycle Module (G 1 /S). Although we are referring to the entire cell cycle (all phases) in Figure 2A , we will focus on the G 1 /S transition here since we are primarily interested in the initiation of DNA replication. Aguda and Tang 15 have previously analyzed the kinetic origins of an intrinsic switching behavior associated with post-translational interactions among CDK2, the phosphatase Cdc25A and the CDK inhibitor p27Kip1. Several experiments [16] [17] [18] have provided evidence that seem to support the Aguda-Tang model; in agreement with this model, we adopt the proposal that the G 1 /S module is essentially controlled by the CDK2-Cdc25A-p27Kip1 subnetwork as shown in Figure 3 . The most important features of this G 1 /S model are:
1. the repression of the E2F transcription factors by the retinoblastoma protein, Rb, 2. inhibition of Rb via its phosphorylation by cyclin D/CDK4 (or CDK6), 3. initial release of E2F leading to activation of cyclin E/CDK2, 4. a positive feedback activation loop between CDK2 and Cdc25A and 5. a mutual inhibition (which is also a positive feedback loop) between p27Kip1 and CDK2.
Justification for these features were discussed by Aguda and Tang. 15 A STRUCTURAL ANALYSIS OF THE QUALITATIVE NETWORKS REGULATING THE CELL CYCLE AND APOPTOSIS die  cycle  die  cycle  die  cycle  cycle  die   I  II  III  IV It has also been demonstrated that c-Myc induces a pathway parallel to the Rb/E2F pathway that leads to the activation of cyclin E/CDK2. 19 This is depicted schematically in Figre 3 with the (dashed) transcriptional induction of cyclin E, cyclin D and Cdc25A, among others. 20, 21 The Apoptosis Module (Caspase Cascade). We are proposing that the essential structure of the network for the activation of executioner caspases (e.g., caspase-3, -6, -7) is shown on the leftmost module in (Fig. 3) This structure is consistent with the detailed mathematical model previously analyzed by Fussenegger, Bailey and Varner, 22 and discussed by Zheng & Flavell. 23 The structure of the apoptosis module in (Fig. 3 ) is also consistent with recent experimental results. 24, 25 The module shows two major apoptotic pathways, namely, intrinsic (mitochondrial) and extrinsic (receptor-mediated). The intrinsic pathway involves the formation of the apoptosome complex composed mainly of procaspase-9, cytochrome c and Apaf-1. The extrinsic pathway involves formation of a deathinducing signaling complex (DISC) upon docking of FasL (Fas Ligand) on death receptors, aggregation of these receptors, recruitment of FADD and procaspase-8 molecules. Coupling between the extrinsic and intrinsic pathways exists, for example, through Bid (activated by caspase-8) which induces release of cytochrome c from mitochondria.
The formation of DISC is crucial for the extrinsic pathway of apoptosis. For the intrinsic pathway, the release of cytochrome c is regulated by pro-and anti-apoptotic Bcl-2 family members. Towards the end of the caspase cascade, active caspases could be actively inhibited by proteins called IAPs (inhibitors of apoptosis). We think that the positive feedback loop between executioner caspases and cytochrome c release is essential in the irrevocable switch to apoptosis. 26 This is in agreement with a recently proposed view that intrinsic and extrinsic pathways are "conceptually similar pathways in which mitochondria act as amplifiers of caspase activity rather than initiators of caspase activation". 25 
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Cell Cycle 2003; Vol. 2 Issue 6 Figure 2A shows an elaboration of case I (Fig. 1 ) that includes the interactions among the modules, namely, a positive feedback loop a from the cell cycle machinery to the node, a negative feedback loop b from the cell cycle to the mitogen-induced signaling pathway before the node, a negative feedback loop b' from the cell cycle to the node and a pathway c from the cell cycle that enhances apoptosis. We now discuss the details of these module-module interations.
MODULE INTERACTIONS
Positive Feedback. The positive feedback loop between the cycle module and the node primarily involves the de-repression of E2F transcription factors from the retinoblastoma (Rb) protein due to the latter's phosphorylation by the CDKs. The activation of the E2Fs can be considered autocatalytic in the sense that their release from Rb inhibition leads indirectly to the activation of G 1 CDKs (e.g., CDK4, CDK6, CDK2) which further phosphorylate and inactivate Rb thereby releasing more E2Fs. In addition, there is also a positive feedback loop involved in the expression of E2F-1 since this protein induces expression of its corresponding gene. 6 The Aguda-Tang model 15 of the G 1 /S transition in the mammalian cell cycle demonstrates that various positive feedback loops in the network can be responsible for the timing and sharp switching behavior in CDK activity upon entering S phase. These feedback loops include post-translational interactions among CDK2, the phosphatase Cdc25A and the CDK inhibitor p27Kip1 as depicted in Figure 3 .
Negative Feedback. Negative feedback loops in dynamical systems have the ability of generating damped or even sustained oscillations. We suggest that the experimental observations 27-29 of multiple peaks of Ras and/or MEK/ERK activities indicate the existence of a negative feedback loop shown as b in Figure 2A . Indeed, Lee et al 29 have proposed that a negative feedback loop emanates from the Rb pathway and targets Ras activation at the level of the guanine-nucleotide exchange factor, but no mechanistic details have been reported so far. The presence of this negative feedback is noteworthy because it could represent a cellular response against excessive stimuli that may endanger the cell. This negative feedback loop also may have the essential function of cutting off the apoptotic pathway before sufficient caspase activity is attained to trigger apoptosis (the feasibility of this idea is demonstrated below using computer simulations). In addition, there are negative feedback loops along signaling pathways such as the Ras/MAPK pathway. 30 Another negative feedback loop is shown as b' in Fig 2A, from the cell cycle to the node. An example of b' would be the phosphorylation by cyclin A/CDK2 of DP-1 (a heterodimer partner of E2Fs) that turns off E2F-1 transcriptional activity. 8, 31 
FROM THE NODE TO APOPTOSIS
Some important pathways between the node and apoptosis are shown in Figure 3 . Notable among these is the participation of the tumor suppressor protein p53-via its transcriptional induction of genes, such as Bax, that antagonize Bcl-2. A direct link between apoptosis and the node is the ARF-Mdm2-p53 pathway. Both E2F-1 and c-Myc are known to induce transcription of ARF, a protein that indirectly stabilizes p53. p53 induces transcription of the CDK inhibitor p21Cip1. Recently, along with E2F-1, p53 has also been shown to induce transcription of Apaf-1 and some of the caspases. [32] [33] [34] It is also interesting to note that p21Cip1 indirectly inhibits apoptosis perhaps via the mitochondrial pathway. 4 A recent report further suggests that c-Myc induces the switch to apoptosis by repressing the expression of p21Cip1. 35 A direct link between the node and apoptosis could involve suppression of the protein and RNA levels of Bcl-2 by c-Myc and E2F-1. 36 E2F-1 can also enhance A STRUCTURAL ANALYSIS OF THE QUALITATIVE NETWORKS REGULATING THE CELL CYCLE AND APOPTOSIS Figure 2B . The rate expressions and parameters are given in Table 1 except for the values of ksd2 which are shown on the top right corner of each of the four panels. The time course of the signal (sig), C2 and A2 are generated from the numerical integration of the differential equations given in Table 1 C2 corresponds to an active cell cycle factor and A2 corresponds to an active apoptosis factor. The differential equations in Table . 1 were integrated using the BerkeleyMadonna software (http://www.berkeleymadonna.com).
Case-II signal
Case-I signal sig apoptosis, independent of its transcriptional activity, by inhibiting NF-κB through binding with the latter's p65 subunit. 37 Cell Cycle-mediated Apoptosis. Enhancement of apoptosis by the cell cycle (c in Fig. 2A ) is suggested by reports, for example, linking BAD-mediated apoptosis with Cdc2 and activation of Caspase 2 by cyclin D3. 38, 39 Earlier, Sofer-Levi & Resnitzky 40 showed that ectopic expression of cyclin D1 can induce apoptosis. These pathways could be interpreted as failsafe mechanisms that kill cells with potential for uncontrolled proliferation.
UPSTREAM SIGNALING PATHWAYS
An attempt to review the broad field of intracellular signal transduction pathways relevant to the initiation of the cell cycle has been made by Aguda; 41 we refer the interested reader to this review for more references. Notable among the signaling pathways are those initiated by the membrane protein Ras and its effector pathways such as MAPK and PI3K/Akt pathways. As summarized in the aforementioned review, direct connections have been made between Ras effector pathways and the regulation (both at the transcriptional and post-translational levels) of G1 cyclin/CDKs such as cyclin D1/CDK4,6 and cyclin E/CDK2. In addition, pathways emanating from tyrosine kinases such as Src and JAKs that lead to the expression of immediate-early genes (e.g., c-myc) which eventually contribute to the regulation of CDK2 and CDK4 are now being elucidated (reviewed in ref. 41) .
It is interesting to consider the combined upstream signaling pathways corresponding to cases I and II of Figure 1 . In Figure 4 , we show a superposition of these two cases. Oncoproteins Ras and Akt can generate signals that induce proliferation as well as inhibit apoptosis. 2 An interesting scenario derived from Figure 4 is the way case II-signaling can subjugate case-I signaling. A case-II signal enhances the frequency of the cell cycle with concomitant strengthening of the negative feedback loop (dashed curve in Fig. 4) ; subsequently, the case-I pathway is weakened along with its pro-apoptotic contribution. In the end, only the case-II signaling pathway is operational.
COMPUTER SIMULATIONS
We now present a proof-of-concept that the modular network structure shown in Figure 2A is capable of generating a situation where there exists an optimal range of signal strengths that induces the cell cycle, suboptimal strengths that lead to quiescence and superoptimal strengths that lead to apoptosis. For our computer simulations, we assume that the input/output response curves of the modules are either ultrasensitive (for the signal, die and cycle modules) or hyperbolic (for the node) as shown in Figure 2A . One way to generate ultrasensitive response curves is to employ the 'zeroth-order ultrasensitive' property of cyclic enzyme reactions when the Michaelis constants are close to zero. 42 The ultrasensitive character of the MAPK cascade has been demonstrated both by experiments and by kinetic model simulations (e.g., see ref. 43) .
A sample implementation of the modular network in Figure 2A is shown in Figure 2B where an explicit kinetic model is depicted. The mathematical details of this model are listed in Table 1 . The positive feedback loop a in Figure 2A is represented in the expression of rate v2 in Table 1 . The negative feedback loop b in Figure 2A is included in the degradation rate, vms, of the signal and the negative feedback loop b' is included in the degradation rate, vm2, of the nodal component symbolized by G2. The cell cycle-dependent pro-apoptotic process c is included in v4, the rate of activation of an apoptotic factor A2.
A series of computer simulations for increasing signal strengths (implemented by decreasing a cell cycle-dependent signal-degradation parameter, ksd2, involved in the rate vms) is shown in Figure 5 . As ksd2 is decreased from 0.15 to 0.01, the peak of the signal increases (curves labeled 'sig' refer to 'signal' in Table 1 ). No cell cycle oscillations (curves labeled 'C2' referring to C2 in Table 1 ) are observed at first and then a certain range of ksd2 gives sustained oscillations (exemplified by the second panel where ksd2=0.081). Apoptosis is eventually triggered when the signal gets sufficiently high as exemplified by curve 'A2' (referring to A2 in Table 1 ) for ksd2 = 0.01 (lowermost panel). Note that the value of km2a is nonzero; if it were set to zero, sustained oscillations can still be achieved by increasing ksd2 (simulations not shown; for example, if km2a = 0, oscillations occur for ksd2 = 0.091; oscillations suddenly disappear for ksd2 = 0.09). We have interpreted the oscillations here to represent CDK oscillations involved in the cell cycle. In fact, this simple model is similar to one of the pioneering schematic models of mitotic oscillations proposed by Goldbeter and coworkers. 44, 45 One can also readily demonstrate the importance of the negative feedback loops (b or b' in Fig. 2A ) in the sequential timing of the cell cycle and apoptosis. Without a negative feedback loop, apoptosis will always be triggered and no CDK oscillations can be observed. Rate Expressions
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CONCLUDING REMARKS
A 'top-down' approach was used in this work to organize the complex details of regulatory pathways involved in the cell cycle and apoptosis. The organization is based on a modular network architecture that assumes separable machineries of the cell cycle (cyclin/ CDKs), apoptosis (caspases) and upstream signal transduction pathways. We have highlighted reports describing interactions between the modules. The peculiar ability of proto-oncogenes (e.g., c-myc and e2f-1) to induce proliferation as well as apoptosis suggests a common node potentiating both processes. Interactions between modules include a positive feedback loop such as a in Figure 2A , which could serve to trigger the cell cycle ahead of apoptosis and negative feedback loops such as b or b' that could serve to quench the caspase cascade and inhibit apoptosis; such would be the scenario occurring if case I in Figure 1 is the only mechanism available for the cell. As we have demonstrated in our computer simulations, whether or not apoptosis is triggered depends on the strength of the signal (demonstrated by the switch in A2 between the two bottom panels of Fig. 5 ). Cell survival in this case relies on the existence of negative feedback loops from the cell cycle that attenuate mitogenic signaling. In the event that the normal balance between proliferation and death is compromised, e.g., when cells are hyperproliferating, path c in Figure 2A serves to restore the balance (for without path c, overproliferation also enhances the negative feedback loops b and b' thereby inhibiting, instead of inducing, apoptosis). However, this scenario does not explain the observation that serum-starved cells undergo apoptosis, which leads us to the proposal that cases I and II (in Fig.  1 ) must both be operational in a normal cell and that these two cases are coupled via the gene expression node (transcription factors in Fig. 4 ). Are the negative feedback loops (b and b' in Fig. 2A ) essential for the inhibition of apoptosis by contributing to survival signals represented by case II in Figure 1 ? It is clear that the relative strengths of the contributions from cases I and II will influence the outcome of the competition between survival and death.
Although the primary aim of this paper is to explore the general consequences of the interactions between modules representing the cell cycle, apoptosis and upstream signaling, we have also made proposals for the key internal details of these modules. For the cell cycle module, we claim that entry into S phase could be marked by the switch-like activation of cyclin E/CDK2 generated by positive feedback interactions with Cdc25A and p27Kip1. 15 However, the role of CDK2 in S-phase entry has recently been challenged, 46, 47 and further investigation of this issue is warranted. For the commitment to apoptosis, we suggest the hypothesis that the positive feedback loop between the apoptosome and executioner caspases is key to triggering apoptosis. We hope that our analysis of the essential structures of these regulatory networks will contribute to the organization of the increasingly detailed and complex picture of cell proliferation and death. We expect that the detailed qualitative network presented in (Fig. 3) will be useful for future quantitative analyses of the system. In addition, cell differentiation pathways and their links with the cell cycle and apoptosis will be studied using the method of analysis presented in this paper. Blagosklonny 48 have started paving the way towards this direction.
