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Picard groups in rational conformal field theory
Ju¨rg Fro¨hlich, Ju¨rgen Fuchs, Ingo Runkel, and Christoph Schweigert
Abstract. Algebra and representation theory in modular tensor categories
can be combined with tools from topological field theory to obtain a deeper
understanding of rational conformal field theories in two dimensions: It al-
lows us to establish the existence of sets of consistent correlation functions,
to demonstrate some of their properties in a model-independent manner, and
to derive explicit expressions for OPE coefficients and coefficients of partition
functions in terms of invariants of links in three-manifolds.
We show that a Morita class of (symmetric special) Frobenius algebras A in
a modular tensor category C encodes all data needed to describe the correla-
tors. A Morita-invariant formulation is provided by module categories over C.
Together with a bimodule-valued fiber functor, the system (tensor category +
module category) can be described by a weak Hopf algebra.
The Picard group of the category C can be used to construct examples of
symmetric special Frobenius algebras. The Picard group of the category of
A-bimodules describes the internal symmetries of the theory and allows one
to identify generalized Kramers-Wannier dualities.
1. Modular tensor categories and topological field theories
The structure of a modular tensor category appears in a variety of represen-
tation theoretic problems in mathematical physics. For the purposes of this con-
tribution, by a modular tensor category we understand an abelian, semi-simple
C-linear tensor category C that comes with a braiding, i.e. a collection of functorial
isomorphisms
cX,Y : X ⊗ Y
∼=
−→ Y ⊗X ,
for any pair X,Y of objects of C, and a twist, i.e. a collection of functorial isomor-
phisms
θX : X
∼=
−→ X
for any object X of C, such that the following axioms hold: First,
θX⊗Y = cY,X ◦ (θY ⊗ θX) ◦ cX,Y ;
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second, there is a compatible duality; third, there are only finitely many isomor-
phism classes of simple objects – a set of representatives of which we denote by
{Ui}i∈I – and the tensor unit 1=U0 is simple. Finally, the braiding is maximally
non-degenerate in the sense that the matrix
sij = tr cUi,Uj ◦ cUj ,Ui
(i, j ∈ I) is invertible.
Modular tensor categories arise in various contexts. For example, the repre-
sentation categories of the following algebraic structures can be modular tensor
categories: weak quantum groups, conformal nets of von Neumann algebras on the
real line, and vertex algebras. In view of the role of the two latter structures in
two-dimensional conformal quantum field theory (CFT) (see e.g. [6, 21]), it follows
in particular that modular tensor categories constitute the axiomatization of the
chiral data – in essence, the monodromy of the conformal blocks – of rational CFTs.
Recently, quite a few results have been obtained that characterize cases when
representation categories are modular:
• If H is a connected C∗ weak Hopf algebra, then the category of unitary repre-
sentations of its double is a unitary modular tensor category [28].
• Similarly, the representation category of a connected ribbon factorizable weak
Hopf algebra over C (or, more generally, over any algebraically closed field k)
with a Haar integral is modular [28].
• If a finite-index net of von Neumann algebras on the real line is strongly addi-
tive (which for conformal nets is equivalent to Haag duality) and has the split
property, its category of local sectors is a modular tensor category [23].
• Finally, according to the results of [22], if a self-dual vertex algebra that obeys
Zhu’s C2 cofiniteness condition and certain conditions on its homogeneous sub-
spaces has a semi-simple representation category, then this category is actually
a modular tensor category.
The definition of a modular tensor category was motivated [36] by the fact that
it allows for the construction of a three-dimensional topological field theory (TFT).
Such a TFT furnishes a modular functor, i.e. it assigns finite-dimensional vector
spaces to two-manifolds – more precisely, to extended surfaces – and linear maps
to cobordisms.
An extended surface (for a given tensor category C) is a closed oriented two-
dimensional manifold X with finitely many embedded (germs of) arcs labelled by
objects of C, together with the choice of a Lagrangian subspace in H1(X,R). There
is a natural notion of morphisms of extended surfaces. Given two extended sur-
faces X and Y, a cobordism M from X to Y is an oriented three-manifold with an
embedded ribbon graph such that ∂M=X⊔ (−Y).
The complex vector spaces H(X) – called the state spaces of the TFT, or the
spaces of conformal blocks – assigned to extended surfaces X obey H(∅)=C and the
multiplicativity property H(X⊔Y)=H(X)⊗CH(Y). A modular functor associates
to each morphism f : X→Y of extended surfaces a linear map f♯: H(X)→H(Y),
while to a cobordism (M, ∂−M, ∂+M) it assigns a linear map
Z(M, ∂−M, ∂+M) : H(∂−M)→ H(∂+M) .
In particular, a cobordism of the form Z(M, ∅, ∂M) gives rise to map C→H(∂M).
Put differently, a ribbon graph in a three-manifold M allows one to specify a vector
in the space of conformal blocks on the boundary ∂M.
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The axioms for the linear maps Z – naturality, multiplicativity, normalization
of the cylinder, and functoriality – have two important consequences:
• Each space H(X) of conformal blocks carries a projective representation of the
mapping class group Map(X).
• By gluing two arcs which are labelled by simple objects Uj and Uj
∨ via a tube with
embedded Uj-ribbon, one obtains isomorphisms
⊕
j∈I H(Xj)
∼=
−→H(X′), called
factorization rules .
To formulate a TFT one employs a cobordism category of topological manifolds.
The use of the term conformal block therefore needs to be justified. Given a
conformal vertex algebra V and an m-tuple (Hλ1 ,Hλ2 , ... ,Hλm) of V-modules,
conformal blocks are constructed [8] as vector bundles B(λ1, λ2, ... , λm) with a
projectively flat connection over the moduli spaceMg,m of complex curves of genus
g withmmarked points. The monodromy data of conformal blocks on CP1 can then
be used to equip the representation category Rep(V) with additional structure like
a tensor product (fusion) and a braiding. In certain cases, e.g. the ones described in
[22], this endowsRep(V) with the structure of a modular tensor category. From this
modular tensor category, one obtains representations of the mapping class groups.
It is an important open conjecture that these representations are isomorphic to the
ones provided by the monodromies of the vector bundles B. We will assume that this
conjecture holds true; this allows us to pass tacitly between topological categories
of topological two-manifolds and categories of conformal or complex manifolds.
The vector bundles of conformal blocks are – up to the choice of local coordi-
nates, a subtlety we ignore for the purposes of this contribution – constructed as
subbundles of the trivial bundle
Mg,m × (Hλ1 ⊗C Hλ2 ⊗C · · · ⊗C Hλm)
∗.
Applying a flat section of the subbundle to an m-tuple of vectors vi ∈Hλi therefore
yields a multivalued function on Mg,m. A central question, to be addressed in the
next section, is how these multivalued functions are related to physical correlation
functions of the conformal field theory.
2. Geometry for correlators
To describe the correlators of a local conformal field theory on a surface X –
which may have a non-empty boundary and, for the moment, is supposed to be
oriented – we associate to X its (oriented) double Xˆ. The double Xˆ comes with an
orientation reversing involution σ such that X = Xˆ/{1, σ}. If we work in a geometric
category, i.e. if X is supposed to be a conformal manifold, then the double has a
complex structure and σ is anti-conformal.
Correlators on X are specific vectors C(X) in the spaces H(Xˆ) (this is known as
the ‘principle of holomorphic factorization’; it has been derived [37] for important
classes of rational CFTs like (gauged) WZW models by introducing a background
gauge field on the world sheet). These particular elements of H(Xˆ) satify two types
of conditions:
• The vectorC(X)∈H(Xˆ) is required to be invariant under the mapping class group
Map(X), which can be identified with the subgroup of Map(Xˆ) that commutes
with σ. (Recall that Map(Xˆ) acts projectively on H(Xˆ).)
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• The correlators must obey factorization constraints. We do not write down these
explicitly here; in short, the image of a correlator under an isomorphism that is
given by the factorization rules for the conformal blocks on the double is again a
correlator. (See [17] for precise statements and proofs.)
In view of the properties of TFT discussed above, it is natural to look for an ori-
ented three-manifold MX with boundary ∂MX=Xˆ such that C(X) :=Z(MX, ∅, Xˆ)(1)
is the correlator. The following ansatz turns out to be successful: take the product
of the double Xˆ with the interval [−1, 1] and mod out by the orientation preserving
Z2 action for which the non-trivial element acts like σ on Xˆ and like t 7→−t on the
interval:
MX =
(
Xˆ× [−1, 1]
)
/ (σ, t 7→−t) .
This so-called connecting manifold [7] has boundary ∂MX=Xˆ; there is a natural
embedding ι: X→MX acting as x 7→ [x, 0], which shows that X is a retract of MX.
For example, when X is a disk, MX is a full ball.
To specify a correlator C(X)∈H(Xˆ), the three-manifold MX must be endowed
with a ribbon graph. Points in the interior of X have two pre-images in Xˆ, points
on ∂X only one. For each field insertion point p we place a ribbon along the distin-
guished interval in MX that joins ι(p) to the pre-image(s) of p; we also put ribbons
along the boundary of ι(X). All ribbons are labelled by objects of C, in a manner to
be described in the next section. Finally, we triangulate ι(X), in such a manner that
only trivalent vertices occur. (Faces can have an arbitrary number of edges; thus,
properly speaking, we are dealing with the dual of a triangulation.) Each marked
point ι(p) for p in the interior of X must lie on an edge of the triangulation TX.
We place ribbons along the edges of TX. This gives in particular rise to trivalent
and quadrivalent intersections, at which we put coupons on which the ribbons end
– trivalent for vertices of the triangulation and for the points ι(p) with p∈ ∂X, and
quadrivalent for the points ι(p) with p in the interior of X.
For each of the coupons an element in the appropriate morphism space must
be chosen. For the part of the triangulation that lies in the interior of ι(X) this
is done as follows. Choose an object A of C. On each edge we place two ribbons
labeled by A which start at one of the vertices and have orientation pointing away
from that vertex, and join them with a suitable morphism Φ in Hom(A,A∨), to
be specified below. At each vertex we need an element in Hom(1, A⊗A⊗A). A
comparison of this situation with the analysis of so-called lattice TFTs [20, 1],
where C is the category of finite-dimensional C-vector spaces, leads us to expect
that A is a generalization of a Frobenius algebra to more general tensor categories C.
As we will see, this allows us to give a model-independent approach to correlators
of rational CFTs that is based on a combination of TFT in three dimensions and
of non-commutative algebra in tensor categories.
3. Frobenius algebras in modular tensor categories
It is in fact not hard to generalize many notions of algebra and representation
theory from vector spaces (or modules over commutative rings) to more general
tensor categories. A (unital, associative) algebra A ≡ (A,m, η) in a tensor cate-
gory C, for example, is an object A of C together with a multiplication morphism
m∈Hom(A⊗A,A) that obeys
m ◦ (idA ⊗m) = m ◦ (m⊗ idA)
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and together with a unit morphism η ∈Hom(1, A) such that
m ◦ (η ⊗ idA) = idA = m ◦ (idA ⊗ η) .
A (coassociative, counital) coalgebra (A,∆, ε) is defined analogously. A Frobenius
algebra in C is an algebra that is also a coalgebra, with the additional property that
the coproduct ∆∈Hom(A,A⊗A) is a morphism of A-bimodules.
The Frobenius algebras of interest to us possess two more properties. First,
as in most applications in representation theory, they are symmetric: denote by
dA ∈Hom(1, A⊗A
∨) and d˜A ∈Hom(1, A
∨⊗A) the two coevaluations of the cate-
gory C (which we assume to be sovereign). There are two natural isomorphisms –
in fact isomorphisms of A-bimodules –
Φ1 := ((ε ◦m)⊗ idA∨) ◦ (idA⊗ dA), Φ2 := (idA∨ ⊗ (ε ◦m)) ◦ (d˜A⊗ idA)
in Hom(A,A∨); in a symmetric Frobenius algebra, these two isomorphisms coincide.
It is the morphism Φ ≡ Φ1=Φ2 that we use along the edges of the triangulation of
ι(X). Second, our Frobenius algebras are special , which means that ∆ is a right-
inverse of the multiplication – this generalizes the notion of a separable algebra over
a field – and that ε ◦ η= dim(A) id1.
It can be shown [13] that in a rational CFT the operator product (OPE)
for boundary fields that preserve a given boundary condition leads to a symmetric
special Frobenius algebra in the modular tensor category C that describes the chiral
data of the CFT. The main ingredients are the associativity of the OPE and the
non-degeneracy of the two-point correlation function of two boundary fields on a
disk, which furnishes the non-degenerate invariant bilinear form. It should also be
appreciated that a Frobenius algebra obtained this way from boundary fields in
CFT is not necessarily (braided-)commutative, and that the underlying boundary
condition is not required to be ‘elementary’.
With this in mind, the main insight of our construction can be summarized
as follows [12]. For given chiral data C, a full local CFT – which we denote as
CFT(A) – can be constructed from a symmetric special Frobenius algebra A in
C. This Frobenius algebra is the algebra of boundary fields (or, in string theory
terminology, of open string states) for a single boundary condition.
As for other boundary conditions than the one used to define A, the analysis
of boundary OPEs involving also boundary condition changing operators shows
[13] that they correspond to modules over the Frobenius algebra A. Here mod-
ules are defined in the obvious way: a (left) A-module is a pair M ≡(M˙, ρM )
consisting of an object M˙ of C and a morphism ρM ∈Hom(A⊗ M˙, M˙) such that
ρM ◦ (m⊗ idM˙ )= ρM ◦ (idA⊗ ρM ) and ρM ◦ (η⊗ idM˙ )= idM˙ . Many aspects of rep-
resentation theory can be generalized, see e.g. [30, 24, 19] (in fact, some peculiar
aspects can only be seen in a braided setting, compare [9]). For instance, there is a
notion of induced module, reciprocity theorems hold, every simple module appears
in the decomposition of an induced module, and one can show that the module
category of a special Frobenius algebra in a semi-simple tensor category is again
semi-simple.
These observations supply us with the first few entries in a dictionary relat-
ing physical concepts to algebraic notions: boundary conditions are A-modules,
‘elementary’ boundary conditions are simple A-modules; a direct sum of simple
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A-modules amounts to introducing boundary conditions with Chan-Paton multi-
plicities. For our construction of a ribbon graph in the connecting manifold MX,
we conclude that ribbons labelled with the object underlying a boundary condition
are to be placed along the boundary segments of ι(X).
This dictionary can be extended, and this extension at the same time completes
our labeling of the ribbons in the connecting manifold MX. A boundary field Ψ
MN
U
that changes the boundary condition from M to N has a single chiral insertion U
and a trivalent vertex at the boundary of ι(X) that must be labeled by an element
of HomA(M ⊗U,N), whereM ⊗U carries the obvious structure of a left A-module
and HomA denotes morphisms of left A-modules.
Field insertions p in the interior of X have two pre-images. Bulk fields are
thus labeled ΦUV : the two ribbons in MX that originate from the pre-images of
p are inward-pointing and are labeled by U and V , respectively. Further, these
ribbons hit the A-ribbon that is placed on the edge of the triangulation TX passing
through ι(p), and the corresponding quadri-valent vertex is labeled by an element
of HomA|A(U ⊗
+A⊗− V,A), a morphism of A-bimodules. Here the superscripts
± indicate that the object U ⊗A⊗V is given the following structure of an A-
bimodule: the left action is (idU ⊗m⊗ idV ) ◦ (c
−1
U,A⊗ idA⊗V ), while the right A-
action is (idU ⊗m⊗ idV ) ◦ (idU⊗A⊗ c
−1
A,V ).
It is natural to not only consider the special A-bimodule A itself, but allow
for arbitrary A-bimodules B as well. They correspond to (tensionless) conformal
defect lines which can be added to the triangulation. Defect fields can change such
defects; the corresponding quadri-valent vertices for a change of defect from B1 to
B2 are labeled by A-bimodule morphisms in HomA|A(U ⊗
+B1⊗− V,B2).
Using the ansatz for obtaining the correlators in terms of three-manifolds with
embedded ribbon graphs described above, factorization and invariance under the
action of the mapping class group Map(X) can be proven [17]. Also, other mathe-
matical objects defined previously in the discussion of rational conformal field the-
ory, like the so-called classifying algebra or NIMreps, are recovered naturally and
their properties can be established rigorously [13]. It is worth emphasizing that
our formalism provides a unified treatment of all modular invariant torus partition
functions – both those of simple current type and exceptional modular invariants.
Note that we have started from a single arbitrary boundary condition to con-
struct the (symmetric special) Frobenius algebra A. A different boundary condition
will, in general, give us a different Frobenius algebra A′. But as it turns out, for a
given CFT any two such Frobenius algebras are Morita equivalent and, moreover,
Morita equivalent Frobenius algebras give equivalent correlators; we express this as
CFT(A′)∼=CFT(A).
Finally, we mention that our construction can be extended [14] to the situation
that X is not oriented, and possibly not even orientable. In that case, the Frobenius
algebra A must be equipped with the additional structure of a Jandl algebra. For
a Jandl algebra A there is an isomorphism of algebras σ: Aopp→A which squares
to the twist, σ2= θA. In the special case that C is the category of vector spaces,
the structure of a Jandl algebra reduces to a (symmetric special Frobenius) algebra
with an involution.
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4. Relation to other structures
Next we wish to describe the relation of the approach to rational CFT based on
symmetric special Frobenius algebras to other algebraic structures whose relevance
to the problem has been suggested.
As a first step, we notice that the category CA of left modules over an algebra
A in a tensor category C carries the structure of a so-called module category [30, 4]
over C: there is a “mixed” tensor functor
⊗ : CA × C → CA
with an associativity constraint that satisfies generalized triangle and pentagon
axioms. Morita equivalent algebras can be characterized [29] by the fact that they
yield equivalent module categories.
For a symmetric special Frobenius algebra in an abelian semi-simple tensor
category, the module categoryM= CA is abelian and semi-simple. We can therefore
find a complex semi-simple algebra R whose representation category Mod(R) is
equivalent, as an abelian category, toM. Obviously, R is a direct sum of full matrix
algebras whose number of minimal ideals equals the number of simple objects in
M. Since only the number of minimal ideals, but not their dimension, matters, R
is a non-canonical object. In any case, this equivalence endows Mod(R) with the
structure of a module category over C.
Next, recall the elementary fact that an abelian group M is a module over a
ring S iff there is a morphism of rings from S into End(M). An analogous theorem
is valid for categories [29]; the ring S is replaced by the tensor category C, the
module M by the module category M, and morphisms of rings by fiber functors,
i.e., in the setting we are interested in, by monoidal functors. If M∼=Mod(R)
as an abelian category, then the bimodules Bimod(R) play the role of End(M),
and we have a natural bijection between fiber functors from C into Bimod(R) and
structures of a module category over C on Mod(R).
Thus in the situation of interest to us we obtain a bimodule-valued fiber functor
ωR : C → Bimod(R) .
One would now like to apply familiar arguments from Tannaka theory to the alge-
bra HR :=End(ωR) of endomorphisms of the fiber functor to endow it with some
structure that generalizes Hopf algebras. This can indeed be done [35], provided
that separability data for R are chosen, i.e. a right-inverse of the multiplication
and a left-inverse of the unit. (Except for the case that all minimal ideals of R are
one-dimensional, there is no canonical separability structure.) It turns out that HR
can then be endowed with the structure of a weak Hopf algebra and thatMod(HR)
is equivalent, as a tensor category, to C.
This construction has a converse: any weak Hopf algebra H gives rise to the
tensor category C :=Mod(H) of left H-modules and a module categoryM over C:
A weak Hopf algebra contains two commuting associative unital subalgebras Hs
and Ht which are related by the antipode. Since the antipode is an anti-morphism
of algebras, Ht can be identified with the opposite algebra of Hs. By restriction to
Hs and Ht, any left H-module can be seen to be an Ht-bimodule, and hence we
have found a tensor functor from C to Bimod(Ht). The general result mentioned
above now implies that the category Mod(Ht) is a module category over C.
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Now indeed, as has been argued in [3, 32], the structure of a weak Hopf algebra
(called Ocneanu double triangle algebra) can be abstracted from a rational CFT
and its boundary conditions. The discussion above shows that this algebra is not
canonical; there are infinitely many non-isomorphic weak Hopf algebras which lead
to equivalent module categories and hence to one and the same CFT. It is also
worth mentioning that in this description the braiding on C must be expressed in
terms of an R-matrix for the weak Hopf algebra, a structure that is not as well
amenable to explicit computations as our pictorial calculus using ribbon graphs.
Still, this approach can provide non-trivial insight; for instance, using the fact
that Davydov–Yetter cohomology of the pair M, C can be expressed in terms of
Hochschild cohomology of any of the Hopf algebras HR, it was shown in [5] that
rational conformal field theories cannot be deformed within the class of rational
conformal field theories.
Given a module category M∼= CA over a tensor category C, immediately a
third category enters the game the tensor category C∗∼=ACA of A-bimodules. In
our situation the latter category is actually equivalent to the category of module
functors M→M and thus does not depend on the choice of A in a Morita class.
In contrast to M the category C∗ is a tensor category, with tensor unit A. While
in our case C is braided, C∗ is not braided, in general. Indeed, the objects of C∗
have the physical interpretation of tensionless defect lines whose fusion [31, 32]
is described by the tensor product on C∗, and there is no reason for the fusion of
defects to be commutative.
In the present situation we then deal with four bifunctors [29]: the tensor
products of C and C∗, the defining operation M×C→M of the module category
M, and a functor
C∗ ×M→M
acting on objects as (B,M) 7→B⊗AM . There are five associativity constraints:
one for each of the tensor categories C and C∗, and three mixed constraints for the
threefold products M×C ×C, C∗×C∗×M (stating that M is a module category
over both C and C∗) and C∗×M×C. Associativity of higher products is ensured
by six axioms of pentagon type [29, Section 4.3]. It should be emphasized that
the braiding on C – which is a crucial structure in the application to CFT – is not
accounted for in this setup.
Other notions that have been discussed in this context are graphs and cells
[32]. The term ‘cell’ is motivated by the following visualization of the structure
described above in terms of oriented simplices in three dimensions. Vertices can
be coloured “black” or “white”. This gives three types of edges: those joining two
black vertices are to be labelled by simple objects of C, those joining two white
vertices by simple objects of C∗. An edge joining a white vertex to a black one is
labelled by a simple object of M. (In principle, one can also admit edges joining a
black vertex to a white vertex. If the module categoryM is realized as a category
of left A-modules, then one should label these edges by right A-modules.)
These edges can form triangles; one only needs to consider triangles for which
the edges are oriented in such a way that the boundary does not form a closed
oriented path. The corresponding composition of two objects to a third object is
naturally interpreted as a (possibly mixed) tensor product. Concretely, we have
the following possibilities:
PICARD GROUPS IN RATIONAL CONFORMAL FIELD THEORY 9
W
V
U
∈ HomC(U ⊗V,W ) “chiral coupling”
N
U
M
∈ HomM(M ⊗U,N) “boundary field”
N
M
B
∈ HomM(B⊗AM,N) “fusion of a defect line B
to the boundary”
D
C
B
∈ HomC∗(B⊗A C,D) “coupling of defect lines”
The triangles are to be labelled with elements of a basis of the morphism space that
is given in the table. The interpretation of these morphism spaces in conformal field
theory is also indicated in the table. As is familiar from Ponzano–Regge calculus,
6j-symbols with respect to these bases are described in terms of scalars associated
to tetrahedra whose faces are triangles of the types shown above. According to the
labelling of the vertices, there are then five types of tetrahedra. In this description,
all the six pentagon axioms are interpreted as follows: Glue two tetrahedra along a
common face, and cut them again along an additional edge that connects the two
vertices not belonging to that face, which results in three tetrahedra.
These observations are conceptually clarified when using the language of two-
categories (see e.g. section 4 of [26] for an introduction). The relevant two-category
has two objects • and ◦, corresponding to the black and white vertex. The mor-
phism sets of a two-category are categories; the endomorphism sets, in particular,
are tensor categories. Thus the tensor category C can be identified with the endo-
morphism set of •, and the tensor category C∗ with the endomorphism set of ◦. For
x, y∈ {•, ◦}, the category Hom(x, y) is naturally a left-module category over the
tensor category End(x) and a right-module category over End(y). Moreover, the
category Hom(◦, •) is just M, while Hom(•, ◦) is the category of right A-modules.
The whole situation can be understood as a category-theoretic analogue of a
Morita context (compare [27]). In fact, applying the K0 functor gives us a Morita
context of complex algebras: the Grothendieck groups of the tensor categories C
and C∗ are even rings, K0(C) being a commutative ring. K0(M) is a right module
over the ring K0(C) and a left module over the ring K0(C∗). Thus it plays the role
of an interpolating bimodule.
The problem of finding an “inverse” of the K0 functor for a given algebraic
structure is known as categorification. In the case at hand, it is equivalent to the
problem of finding consistent values for all tetrahedra. In many respects, cate-
gorification seems to behave like a cohomology theory. Indeed, as described in
the next section, on the Picard subcategory of C it reduces to questions about the
cohomology of abelian groups.
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5. Picard groups
One might worry at this point whether there are interesting examples of sym-
metric special Frobenius algebras. In every modular tensor category, the tensor
unit 1 provides such an example; the corresponding full CFT is also known as
the “Cardy case”. A larger class of examples is provided by the following general
construction.
In a tensor category with duality, the isomorphism classes of invertible objects,
i.e. of objects such that V ⊗V ∨∼=1, form a group, the Picard group Pic(C). We
denote a set of representatives of these isomorphism classes by {Lg | g∈Pic(C)},
with Le= 1. If the category C is braided, then the Picard group is abelian. In the
physics literature, the invertible objects are known as simple currents [33].
Technically, it is convenient to consider the full subcategory Pic(C) of direct
sums of invertible objects in C . The Grothendieck group of this Picard subcategory
is just the group ring of the Picard group,
K0(Pic(C)) ∼= ZPic(C) .
In this situation, categorification amounts to the following task: given a group G,
find a category C, such that K0(C)=ZG. This problem has a close cousin that is
of independent interest: given an abelian group G, find a braided tensor category
such that K0(C)=ZG. As it turns out, both problems possess nice answers in
terms of suitable cohomology theories. Inequivalent categorifications of a group
G correspond to elements of H3(G,C×) in group cohomology, while inequivalent
braided categorifications of an abelian group G are described by Eilenberg and Mac
Lane’s abelian group cohomology H3ab(G,C
×) (see [15] for more explanation and
references).
It is an important result that elements ofH3ab(G,C
×) are in natural bijection to
quadratic forms on G with values in C×. In fact, the braided tensor structure of the
Picard category Pic(C) is characterized by the twist of C, which gives a quadratic
form g 7→ θg ≡ θLg on Pic(C). (The value θgh/(θgθh) of the associated bilinear form
on Pic(C) is called the (exponentiated) monodromy charge of Lg with respect to
Lh.) As a consequence, for Picard categories the chiral data are particularly well
accessible; this is one of the sources of the power of simple current methods in CFT
(see e.g. [33, 34, 18, 2]).
We are now in a position to construct non-trivial examples of symmetric special
Frobenius algebras. We call such an algebra simple iff it is simple as a bimodule over
itself. (For the associated full CFT, simplicity amounts to the property that the
CFT has a unique vacuum.) A stronger condition is that such an algebra is simple
as a left module over itself; in that case we call the algebra haploid . Now from
Frobenius-Perron theory, one can derive the estimate dimCHom(U,A)≤ dim(U).
for haploid Frobenius algebras. This estimate is particularly stringent for those
algebras for which any simple subobject U is invertible and hence has dim(U)= 1:
in these algebras the multiplicity of any simple subobject is either 0 or 1. We call
such a haploid symmetric special Frobenius algebra a Schellekens algebra.
The associativity constraint of C gives a three-cochain ψ on Pic(C). All Schel-
lekens algebras in a modular tensor category C can be constructed by finding a
subgroup H of the Picard group Pic(C) and a two-cochain ω: H ×H→C× with
the property that dω=ψ|H . It turns out that this can be done if and only if for
every h∈H the twist obeys (θh)
Nh =1, where Nh is the order of h.
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Since the two-cochain ω depends on various gauge choices, it is somewhat awk-
ward to work with ω. It is therefore helpful to remember that for an abelian groupG
the second cohomology group H2(G,C×) – which classifies twisted group algebras –
is canonically isomorphic to the group AB(G,C×) of alternating bihomomorphisms
on G with values in C×. The isomorphism sends a representative ω of a cohomology
class to its commutator two-cocyle ξ, which is defined by ξ(g, h) :=ω(g, h)/ω(h, g).
In the braided setting we are interested in, the notion of alternating biho-
momorphism must be generalized; the relevant generalization is the notion of a
Kreuzer–Schellekens bihomomorphism (KSB) Ξ, obeying
Ξ(g, h) Ξ(h, g) =
θg θh
θgh
.
Here the right hand side is not equal to 1 any more, but rather is expressed in terms
of the twist, i.e. of the quadratic form that characterizes the Picard category.
The crucial observation is now that the multiplication on a Schellekens al-
gebra A supplies us with a KSB ΞA on the support of A, i.e. on the subgroup
H(A) := {g∈G | dimCHom(Lg, A)> 0} of Pic(C), via the following relation which
we display graphically:
Lg
A
m
Lh
=: ΞA(h, g)
Lg
A
m
Lh
Here m is the multiplication morphism of A, and the triangles indicate non-zero
morphisms from simple objects into A. The two graphs are thus morphisms in the
one-dimensional space Hom(Lg ⊗Lh, A) and hence proportional.
Conversely, one can show [15] that a Schellekens algebra is uniquely character-
ized by its support H and a KSB on the group H . Hence, Schellekens algebras are
a generalization of twisted group algebras to the braided setting.
It is now a central goal to express as many quantities of a local CFT built
from a Schellekens algebra as possible in terms of the KSB and other computable
quantities. This way, one obtains proofs for various simple current formulae that
had been conjectured in the literature.
One example is the Kreuzer–Schellekens formula [25] for the torus partition
function, which reads
Zij(A) =
1
|H(A)|
∑
g,h∈H(A)
χUi(h) · ΞA(h, g) · δ¯,gi ,
where for each simple object U of C, χU – also called the monodromy charge of
U – is the character of H(A) given by χU (g) := θLg⊗U/(θgθU ). (Note that for any
simple U and any g∈Pic(C), Lg ⊗U is again a simple object. Thus the Picard
group Pic(C) acts on the set of isomorphism classes of simple objects of C.)
Elementary boundary conditions are simple A-modules, which are obtained
from the decomposition of induced A-modules. One finds that a simple A-module
M ≡MOU ,ψ is described by an orbit OU of the action of Pic(C) on the isomorphism
classes of simple objects and an irreducible representation ψ of the twisted group
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algebra CǫUSU . Here SU is the stabilizer of the action of Pic(C) on the simple object
U , and the twist of the group algebra is characterized by the alternating bihomo-
morphism ǫU (g, h) :=ΦU (g, h) · ΞA(h, g), where ΦU is a certain gauge independent
6j-symbol. This way, one reproduces the results of [11] for the labelling of bound-
ary conditions. Similar formulae can be derived [15] for defect lines, boundary
states and other quantities in the theory.
It is natural to consider the Picard group Pic(ACA) of invertible bimodules as
well. This group has a nice physical interpretation [10]: the corresponding defects
B act by internal symmetries on the correlators of the theory; explicitly:
(i) A boundary condition described by a left module M is mapped to the one
described by the left module
B⊗AM =:
BM.
(ii) A boundary field ΨM1,M2U is mapped to a boundary field Ψ
BM1,
BM2
U , where
the degeneracy spaces are related by the obvious maps Hom(M1⊗U,M2)
→Hom((B⊗AM1)⊗U,B⊗AM2).
(iii) The action on bulk fields is given by
A
AU
V
φ
A
AU
V
φ
B
ρl
ρl
ρr
ρr
7−→
which defines an endomorphism of the vector space HomA|A(U ⊗
+A⊗− V,A).
Here the morphisms ρl/r denote the left and right action of A on B, respec-
tively.
With the ansatz for CFT correlators described in sections 2 and 3, it is easy to
check that this action preserves the correlation functions: without changing the
value of the correlator, one can insert in ι(X) an unknot ribbon labeled by B. Since
B∨⊗AB∼=A, one can use contour deformation arguments familiar from complex
analysis. This way, B-loops will run parallel to each boundary component and
encircle bulk insertions. Everything is still connected by a network of A-ribbons,
so that all tensor products are to be taken over A. This gives precisely the trans-
formation rules presented above.
It is therefore appropriate to identify elements of Pic(ACA) with internal sym-
metries of the theory. This is confirmed by the computation of this Picard group
for concrete models: for the critical Ising model one obtains Z2, with the non-trivial
element corresponding to a global flip of the Ising spin, while for the critical 3-state
Potts model one obtains the symmetric group S3 that permutes the three possible
values of the Potts spin.
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6. Order-disorder duality from bimodules
The discussion above shows that any bimodule in Pic(ACA) describes a sym-
metry of CFT(A) that takes the form of equalities between different correlators of
CFT(A). Let us see how this construction gets modified if instead we take a defect
labelled by an arbitrary bimodule B ∈Obj(ACA). As it turns out, even in this much
more general situation we get equalities between (sums of) correlators.
To see this, we start from the correlator for a given world sheet X and insert
in ι(X) a small annular ribbon labelled by B. This changes the correlator by a
factor dimC(B˙)/dimC(A), which is the dimension of B as an object of ACA. The
B-loop divides X in regions “outside” and “inside” the loop. Now deform the loop
until the “outside” area has shrunk to zero (here we assume X to be connected).
It is not difficult to check that by this procedure of “applying the defect B to the
world sheet X” one recovers the action on boundary conditions and boundary fields
described in (i) and (ii) above.
However, in addition there are two new effects. First, if X has a non-contractible
cycle, additional defect lines labelled by B⊗AB
∨≡B(B∨) appear. For instance, for
X an annulus with boundary conditions M and N one gets
M
N
=
1
d
M
B
N
=
1
d
M
NB
=
1
d
BM BN
B(B∨)
α β
with d=dimC(B˙)/dimC(A) and suitable module morphisms α∈HomA(BM,B(B∨)
⊗ABM) and β ∈HomA(B(B∨)⊗A BN,BN). Second, when taking the defect past a
bulk field Φ, in general one turns the bulk field into a disorder field Θ, according
to
B ΦUV
=
ΘUV
B
B
α
B(B∨)
with ΘUV ∈HomA|A(U ⊗
+A⊗− V,B) a morphism of A-bimodules describing a dis-
order field, and α∈HomA|A(
B(B∨)⊗AB,B) a coupling of defect lines. Applying a
generic defect B to a world sheet thus yields an equality between a correlator of
bulk fields and a correlator of disorder fields.
For this relationship to constitute an actual order-disorder duality symmetry,
we must also be able to turn the disorder correlator back into a correlator of bulk
fields. In other words, we need the existence of another defect B′ such that first
taking B past some bulk field Φ and afterwards taking B′ past the resulting disorder
field Θ results in a sum of bulk field Φβ ; pictorially,
B′
ΦUV
B
=
B′
ΘUV
B
α
B(B∨)
=
∑
β
Φβ
UV
B′ B
β α
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One can prove that such a bimodule B′ exists iff
B∨⊗AB ∈ Obj(Pic(ACA)) ,
in which case one can takeB′=B∨. This generalizes the condition B∨⊗AB∼=A that
must hold for the symmetry generating bimodules discussed in the previous section.
We call a defect line labelled by a bimodule B obeying B∨⊗AB ∈Obj(Pic(ACA))
a duality defect . Applying a duality defect to a world sheet results in a Kramers–
Wannier like duality, and indeed one reproduces known dualities in this way [10].
The concept of a duality defect can still be generalized further. Consider two
simple symmetric special Frobenius algebras A1 and A2. Objects B of the category
A1CA2 of A1-A2-bimodules label tensionless conformal interfaces between CFT(A1)
and CFT(A2) [13]. Furthermore, one checks that if B
∨⊗A1B ∈Obj(Pic(A2CA2))
and B⊗A2B
∨ ∈Obj(Pic(A1CA1)), then B gives rise to an order-disorder duality
symmetry as above, equating this time an order correlator (i.e. involving no defect
fields) of CFT(A1) to a disorder correlator of CFT(A2) and vice versa.
As an illustration, take A1= 1 (so that CFT(A1) is the Cardy case) and let A2
be a Schellekens algebra. Set B=A2, which becomes an A1-A2-bimodule by taking
the trivial action of A1 for the left action and the product of A2 for the right action.
Then B⊗A2B
∨∼=A2 is in Pic(A1CA1)≡Pic(C) by definition, and one can also show
that B∨⊗A1B=B
∨⊗B is in Pic(A2CA2). Thus we can conclude that the correlators
of any simple current CFT are related to the correlators in the corresponding Cardy
case by an order-disorder duality.
7. Conclusions
We have developed a rigorous algebraic approach to correlation functions in
rational conformal field theory. One aspect of this approach we have not emphasized
in this contribution is its computational power. Indeed, in the construction of a
rational conformal field theory for known chiral data, there is only a single non-
linear constraint to be solved: associativity of the multiplication of the Frobenius
algebra. The rest of the algorithm is linear and allows, in the end, to find model-
independent expressions for interesting CFT quantities like OPE coefficients [16]
or coefficients of partition functions [13, 14] in terms of invariants of knots and
links in three-manifolds.
The algebraic approach we have presented in this contribution allows to trans-
late old physical problems to standard problems in algebra and representation the-
ory. We conclude by summarizing this in the following table:
Physical problem −→ Algebraic problem
Classification of CFTs −→ Morita classes of algebras in C
based on chiral data C (Many examples from Picard group of C)
Classification of −→ Classification of
boundary conditions
defects } {
left modules
bimodules
Internal symmetries −→ Picard group of ACA
Dualities −→ Duality defects
Deformation of CFTs −→ Deformation of algebras (and of categories)
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ADE classification of ŝl(2) conformal field theories, Adv.Math. 171 (2002), 183–227
[math.QA/0101219]
[25] M. Kreuzer and A.N. Schellekens, Simple currents versus orbifolds with discrete torsion
– a complete classification, Nucl. Phys. B 411 (1994), 97–121 [hep-th/9306145]
[26] R.J. Lawrence, An introduction to topological field theory, Proc. Symp. Pure Math. 51
(1996), 89–128
16 JU¨RG FRO¨HLICH, JU¨RGEN FUCHS, INGO RUNKEL, AND CHRISTOPH SCHWEIGERT
[27] M. Mu¨ger, From subfactors to categories and topology I. Frobenius algebras in
and Morita equivalence of tensor categories, J. Pure Appl. Alg. 180 (2003), 81–157
[math.CT/0111204]
[28] D. Nikshych, V. Turaev, and L. Vainerman, Quantum groupoids and invariants of knots
and 3-manifolds, Topology and its Appl. 127 (2003), 91–123
[29] V. Ostrik, Module categories, weak Hopf algebras and modular invariants, Transform.
Groups 8 (2003), 177–206 [math.QA/0111139]
[30] B. Pareigis, Non-additive ring and module theory I. General theory of monoids; II. C-
categories, C-functors, and C-morphisms; III. Morita theorems, Publ.Math. Debrecen
24 (1977), 189–203; 24 (1977) 351–361; 25 (1978) 177–186
[31] V.B. Petkova and J.-B. Zuber, Generalized twisted partition functions, Phys. Lett. B
504 (2001), 157–164 [hep-th/0011021]
[32] , The many faces of Ocneanu cells, Nucl. Phys. B 603 (2001), 449–496
[hep-th/0101151]
[33] A.N. Schellekens and S. Yankielowicz, Extended chiral algebras and modular invariant
partition functions, Nucl. Phys. B 327 (1989), 673–703
[34] , Simple currents, modular invariants, and fixed points, Int. J.Mod. Phys. A 5
(1990), 2903–2952
[35] K. Szlacha´nyi, Finite quantum groupoids and inclusions of finite type, Fields Institute
Commun. 30 (2001), 393–407 [math.QA/0011036]
[36] V.G. Turaev, Modular categories and 3-manifold invariants, Int. J.Mod.Phys. B 6
(1992), 1807–1824
[37] E. Witten, On holomorphic factorization of WZW and coset models, Commun.Math.
Phys. 144 (1992), 189–212
Institut fu¨r theoretische Physik, ETH Zu¨rich, CH–8093 Zu¨rich
E-mail address: juerg@itp.phys.ethz.ch
Institutionen fo¨r fysik, Karlstads Universitet, Universitetsg. 5, S–65188 Karlstad
E-mail address: jfuchs@fuchs.tekn.kau.se
Max-Planck-Institut fu¨r Gravitationsphysik, Am Mu¨hlenberg 1, D–14476 Golm
E-mail address: ingo@aei.mpg.de
Fachbereich Mathematik, Universita¨t Hamburg, Bundestraße 55, D–20146 Hamburg
E-mail address: schweigert@math.uni-hamburg.de
