A qualitative difference between the electric and magnetic responses of matter to external fields is pointed out and is explained as being due to the different nature of the corresponding microscopic dipoles. The classical explanation of diamagnetism is reviewed and elaborated. Various approaches to Larmor's theorem are discussed. Some results of Marsh concerning the magnetic field of rotating charge distributions are extended and applied to the problem. The Langevin formula for the diamagnetic susceptibility is arrived at as well as a formula for the induced field at the nucleus. The general theorem that the field outside a spherical multipole density is a pure multipole field is presented.
Introduction
This article tells the story of diamagnetism. One reason for telling it is that the diamagnetic response is the most common response of matter to a magnetic field and yet the explanation, which is fairly subtle, is rarely given with sufficient care in textbooks. Another reason is that it gives one the opportunity to go into many interesting and intricate aspects of electromagnetism en route, and to apply these in a fruitful way. In order to put things into perspective general aspects of electric and magnetic susceptibilities are first discussed. Then follows a qualitative overview of how diamagnetism arises. After that the two crucial phenomena, the rotation of atoms in magnetic fields and the production of a magnetic field by these rotating atoms, is studied in detail. In far greater detail, in fact, than is needed for understanding diamagnetism as such but their intrinsic interest motivates this digression. The last part of the main text shows how things add up to a formula for the diamagnetic susceptibility.
Most of the main text should be accessible to almost anyone associated with physics on the university level. many detailed derivations and proofs have been placed in appendices which may require mathematics at the advanced undergraduate level. This, however, does not mean that they contain boring technical details of little interest. On the contrary they are the raison d'&tre of this article and contain much of what is new in it. The result of which the author is most proud is given in Appendix D.
On electric and magnetic susceptibilities
In vacuum one only needs two vector fields, e and 6 , to describe electric and magnetic phenomena and these are easily defined operationally through the force F = qe + (q/c)v x b on a test charge q. In material media this description is, in principle, still valid on the microscopic level but in practice only certain averages will be of interest on the macroscopic level. It turns out that one then needs two more vector fields, e.g. the electric P and magnetic M polarizations, so defined that they are zero in the vacuum outside the material. Inside the material they represent the average of the appropriate dipole moment densities. The spatial averages of the microscopic fields e and b become the macroscopic E and B. One further defines the fields D and H as follows D = E + 4zP, H = B -4nM.
(1) For further discussion of these sometimes rather subtle points I must refer the reader to Van Vleck [l], Landau and Lifshitz [2] or Jackson [3] (Gaussian units as in these references are used here). A more recent discussion by Brusin [4] gives a topological approach which explains the need for the extra vector fields on the macroscopic level.
The electric xe and magnetic xm susceptibilities are defined through P = xeE,
(2) and our concern here will be with static susceptibilities. Compared to eq. (1) these definitions do not seem logical but a certain symmetry is restored if the second of the equations (1) is rewritten as B = H + 4zM. In the literature one finds a certain notational confusion related to the sign difference between the two equations (l), in particular the microscopic magnetic field is often denoted h. There is a very physical reason for this sign difference which does not seem to have been much discussed so it may be worth spending some words on it. The potential energy of an electric dipole d is given by U = -d . E and that for a magnetic dipole m is U = -m -B so that dipoles minimise their potential energy when they align themselves parallel with the external field. The normal behaviour of a piece of material containing dipoles thus ought to be that the dipoles align themselves with the external field in which we place the material. Indeed this is what happens for dielectrics and ferroelectrics in the electric case and for paramagnetic and ferromagnetic materials in the magnetic case which thus all have positive susceptibilities x as given by equations (2) (the only exception is in fact diamagnetism which will be discussed below). As seen from outside the material the electric and magnetic cases thus seem completely analogous and symmetric. Inside the material these cases however are completely different. Inside electrically polarised matter the external field is screened by induced surface charges and the net field is reduced. This is so because an electric dipole is really two monopoles some distance apart so that the field between them is opposite to the dipole direction. Inside magnetically polarised matter the ordered dipoles set up surface currents which in the para-or ferromagnetic cases are such that the external field is strengthened inside the material. This constrasts with the electric case and the difference is that the magnetic dipole does not have an inside with a reversed field direction; instead it is a small current circuit which in its middle has maximum field strength in the dipole direction.
Materials which, when placed in a magnetic field, aquire an induced magnetisation opposing the external field are called diamagnetic. They thus have a negative susceptibility zm. In fact one can show that the electric susceptibility is always positive (Landau and Lifshitz [2] , Section 14) but for the magnetic case both signs can occur, as mentioned, and the reason for this has recently been elucidated by Sanders [5] . Paramagnetism, as already indicated, corresponds to the ordering of the magnetic dipoles of the material in the direction of the external field. This phenomenon consequently is typical of materials with unpaired electronic spin and/or orbital angular momentum and the alignment of the dipoles is hindered by the disordering thermal motion. A good and simple explanation of the phenomenon of paramagnetism can thus be found in textbooks on statistical physics as for example Reif [6] and Baierlein [7] and the theory is also easily checked experimentally (Hill [8] ). Diamagnetism on the other hand is very rarely well explained in textbooks so this will be the task below.
The qualitative explanation of diamagnetism; classical
To start with we now limit ourselves to the study of systems consisting of closed shell atoms or ions such as ionic crystals and matter made up of noble gas atoms. These are all diamagnetic. So are systems of closed shell molecules and some, but not all, metals and for similar reasons, but the theory in these cases gets more complicated without changing the qualitative picture.
For a system of spherical atoms the phenomeon of diamagnetism can be understood as follows. First the external magnetic field, which will always be weak compared to the forces within the atom, perturbs the motion of the electrons in the atom in such a way that the net result is an overall slow rotation of the atom. This phenomenon is called Larmor precession after a nineteenth century English physicist and it will be carefully discussed in the next section. The rotation of the electronic charge cloud (or density) of the atom is a rigid rotation with angular velocity vector w parallel to the magnetic field Band proportional to it. As a result of this rotation a circulating current density arises and according to the law of Biot-Savart these currents will be sources of a magnetic field. The precise form of this field will be derived in Section 5 below but, as one might suspect, it will be a dipole field (outside the current density of the atom). The negative charge of the electron causes the dipole vector to point in the opposite direction to a. The net effect of all the dipoles in the medium is thus to reduce the average field and we have diamagnetism! (For anti-atoms with positrons w would point in the opposite direction to B so this would not affect the end result.)
Note that the picture just outlined has made use of neither statistical physics nor quantum mechanics and yet, as will be shown, it is capable of giving quantitative results which compare favorably with experiment if only good atomic electronic charge densities are known. In fact this picture of diamagnetism arose long before the birth of quantum mechanics and is essentially due to work by Langevin in 1905. It is, however, rarely given in a convincing way in modern textbooks and contra quantum points of view
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quite recently the statement "Diamagnetism does not exist as a classical phenomenon" (O'Dell and Zia [9]) appeared so it seems to be forgotten.
The fact that the electronic charge density requires quantum mechanics for its calculation can hardly justify the claim that quantum mechanics is needed for the understanding of diamagnetism. Some support for such a standpoint is, on the other hand, given by the so called Bohr-Van Leeuwen theorem (see Van Vleck [I] ) which states that if classical mechanics and Maxwell-Boltzmann statistics are used consistently the magnetic susceptibility will always be zero. A more detailed analysis shows that this is so because the two opposing effects giving rise to para-and diamagnetism will be equal in magnitude but have opposite sign. Thus both phenomena exist classically but to get a net effect one must either modify point particle classical mechanics or refrain from complete thermal equilibrium. At this point it is, of course, simplest to just accept quantum mechanics and use it to understand the existence of closed shell atoms and then use the old classical point of view from thereon.
Quantum mechanics gets around the Bohr-Van Leeuwen theorem by way of energy quantisation. The energies required to excite a closed shell atom to states with magnetic dipole moment are so large that these degrees of freedom are effectively frozen in at ordinary temperatures. If, on the other hand, there is angular momentum the energy level splitting between different magnetic multiplet levels is quite small (in fact zero in the case of zero external magnetic field) so statistical mechanics gives a strong temperature dependence already at low temperatures typical of paramagnetism.
The rotation of atoms in external magnetic fields:
Consider a system of charged particles, all with the same charge to mass ratio q/m, moving in a central external field. An atom is such a system if q = -e and the external field is the field from the nucleus. When such a system is placed in a weak constant magnetic field B, it will, according to Larmor's theorem, acquire a rigid rotation with angular velocity three routes to Larmor precession
superposed on its unperturbed motion. Weak here means that the Lorentz forces from B on the particles of the system are small compared to the forces already acting on them from each other and from the central field. It also means that terms proportional to B 2 , or w 2 , can be neglected. Note that this always is the case in diamagnetic applications; when magnetic forces become comparable to the Coulomb forces inside atoms matter starts breaking down. Let us now derive this theoreom. The following proof is similar to that given in Symon [ I O ] , possibly simpler. To appreciate it only familiarity with motion in rotating frames is needed. The field B adds the Lorentz force to the equations of motion so that these become
where Fi stand for the other forces on particle i. Assume now that we have no field B but that we view the system from a (non-inertial) frame, or reference system, which rotates with angular velocity &2 (compared to an inertial frame). We take this angular velocty to be so small that terms proportional to R2 (the centrifugal force) can be neglected and we also assume that it is constant. The equations of motion in this system become
i.e. in addition to the real forces the fictitious Coriolis force appears. Comparing with eq. (4) we see that the two sets of equations are identical if R = qB/(2mc). What then is the motion corresponding to eq. (5) as compared to the original, unperturbed motion? Since the system does not actually rotate (if it did not alredy do so in the inertial system) it will, in the rotating system, seem to rotate with angular velocity o = -R just as an object at rest in one system will, when seen from a system with velocity z), seem to move with velocity -U . But now the effect of the magnetic field in eq. (4) is clear: it will result in a rotation (sometimes called precession) with angular velocity o as given by eq. (3).
The word precession is used because if the system has non-zero angular momentum L this will be associated with a magnetic dipole moment m = qL/(2mc) which leads to a torque on the system when the external magnetic field is applied. This torque causes the vector L (or m) to precess around the direction of the external field B, again with the angular velocity (3) found above (Landau and Lifshitz [ 111, Sections 44-45), as we will now see. The torque is given by
(4) Choosing the z-axis along B so that B = B2 and putting w = qB/(2mc) this gives for the components of L
Defining the complex function L, = L, + iL, the two first
(8) This means that L rotates around the z-axis (B) with angular velocity vector given by eq. (3). Since the phenomenon is independent of the magnitude of L it must remain even if the magnitude of L goes to zero, as it may classically. This gives us another, independent path to the Larmor result.
In quantum mechanics one learns that angular momentum is quantised so one might think that a slow rotation of an atom is a meaningless idea in that context. However angular momentum is only conserved for a free atom; in a magnetic field only the component of L along the field is conserved. If one replaces the components of L in eq. (8) with their expectation values one, in fact, obtains a well known quantum mechanical result (Slater [12] , Section 11-2). The magnitude of L is, however, not a continuous variable in quantum mechanics so there might still be some gnawing doubts about the quantum mechanical validity of Larmor's theorem for closed shell atoms. This motivates the following approach to Larmor precession. The velocity operator for a particle is, in the absence of a magnetic field, 8 = j / m . In a magnetic field one must add A6 = -(q/mc)A to the velocity operator where A is the vector potential. For a constant field B the vector potential can be choosen as A = (1/2)B x r. The change in the velocity operator is thus given by
and comparing this with v = o x r for the velocity of a particle at r when there is an angular velocity o, we see that indeed the change in the velocity operator corresponds to a superposed rotation with o given by eq. (3) (Landau and Lifshitz [13] , Section 113, problem 4). To summarise, no less than three quite different paths have led us to the same formula (3) for the rotation of an atom in an external magnetic field. The two latter of these also hold quantum mechanically.
The magnetic field produced by a rotating atom
Now that we have established the angular velocity of the rotating closed shell atoms the next step towards the susceptibility is to find the magnetic field produced by the resulting currents. In the end one only needs the dipole moment vector of the asymptotic field but, since it is possible to find a closed form formula for the field as a whole and since the technique for doing this is of general interest, this is what we'll do.
Marsh [14] has derived some formulas for the magnetic field from a rotating charge distribution that suit our diamagnetic problem quite well. We now consider the atom to be spherically symmetric charge density e(r) rotating with angular velocity (3) where q = -e and m the mass of the electron. This rotating charge distribution gives rise to a magnetic field and Marsh showed (to make this article selfcontained the derivation is given in Appendix A) that the vector potential of this field can be written (Gaussian units, remember)
F(r) = m r ) / r 2 ] t ,
(
where, in our spherically symmetric case,
Here i is a unit vector in the radial direction, i.e. r = ri. The function f ( r ) can be expressed in terms of the electrostatic potential 4 ( r ) = e(r')/lr -r'ld V' from the electrons and is given by
Using B = V x A one finds from eq. (IO) (Marsh [14] , 14) since the field at r from a dipole m at the origin is given by Here the second expression gives the dipole field as the negative gradient of its potential. The vector (15), however, depends on r so the field is not really a pure dipole field as long as this is the case. Should the charge density e become zero outside some finite radius then the first line in eq. (14) becomes zero andf(r) becomes constant so a pure dipole field is obtained as is now proved. Assume that e(r) = 0 for r > a and denote the total charge Q so that (in an N-electron atom Q = -Ne) Q = I e(r) dV = 4a e(r)? dr.
Then, for r > a the potential 4 will have Coulomb character, i.e. $(r) = Q/r (due to the spherical symmetry, see Appendix D) and E(r) = Q/r2 so that we find (d/dr)[r$(r)] = 4(r) -rE(r) = 0 for r > a. (18) According to eq. (12) this implies that f ( r ) is constant equal tof(a) for r > a and it also implies that the first term in eq. (14) is zero. Thus we have a pure dipole field outside the charge distribution with m = f ( a ) o / c .
One should note that the charge density of a real atom does not become zero at a finite radius but rather decreases exponentially. For practical purposes one can consider the charge density to be zero after a few atomic radii but it is, nevertheless, pleasing to have formula (14) valid for all values of the radius. For example one might be interested in the induced magnetic field at the nucleus (r = 0). It is calculated in Appendix. B.
The induced dipole moment and the diamagnetic
The induced dipole moment of an atom rotating with angular velocity o was in the previous section found to be given by 19) where the function f is defined in terms of the electrostatic potential 4(r) of the electrons through formula (12) and a is some radius at which one can consider the charge density of the atom to be zero. It is not immediately obvious from formula (19) which features of the atomic charge density that determine the magnitude of m. A more direct approach to the magnetic moment can be based on the formula m = 1/(2c) j r x j dV (20) (Panofsky and Phillips [15] , p. 130) where j is the current density. In our case we have
and use of this and spherical coordinates makes it possible to calculate from the integral in eq. (20) the following formula for the magnetic dipole moment (Singh and Raghuvanshi D61) m = o/(3c) j e(r)r2 dV.
Ser2 dV = 4nIie(r)r4dr = Q ( r 2 ) (22) Here the integral represents the second moment of the charge density which also can be written in one of the following ways (23) where the average ( r 2 ) is assumed to be calculated with the probability distribution @/e.
One can fairly easily derive the form (22) for the magnetic moment from formula (1 9) by using an explicit expression for # in terms of integrals involving e. This purely mathematical exercise is presented in Appendix C. Note that the present Physica Scripta 40 method for finding m does not give the field B, even outside the charge distribution, since it does not show that there is only a dipole term; higher multipoles might, in principle, contribute. It is a wellknown fact presented in many textbooks that the field from a homogeneously magnetised (or polarised dielectric) sphere is a pure dipole field outside the sphere. One book (Griffiths [17] , p. 205) in fact calculates the field from a rotating charged spherical shell and finds a pure dipole field outside it in accordance with the result in the previous section. Formula (22) shows that the total dipole moment can be considered as arising from the spherically symmetric dipole density p(r) = oe(r)?(3c) so that m = j p(r) dV. Thus one gets a pure dipole field also in the more general case of a spherically symmetric dipole density, a fact which as far as I know, does not appear in the literature. In fact it is proved in Appendix D below that the field outside a spherically symmetric multipole density is a pure multipole field. For the case of the dipole one gets the result just discussed as a direct consequence of this theorem. For the monopole case one gets the wellknown result of Newton that the gravitational field outside a spherical body is the same as from a point particle at the center.
After this digression, let us return to our pursuit of the diamagnetic susceptibility. The induced dipole moment of an atom in an external magnetic field B is obtained from formula (3), with q = -e, inserted into eq. (22) which using eq. (23), with Q = -Ne (the total charge of the N electrons in the atom), gives
(24)
Now we are almost done. Recall that the magnetic polarisation M in eq. (1) is the average dipole density so that, if n is the number of atoms per unit volume, then M = nm as long as there is only one kind of atom. If there is more than one kind the appropriate weighted average must be used. We have now expressed M as a constant times B M = X B (25)
with What we want is something times H . However, using B = H + 4aM one easily finds from M = XB that
where the approximation is due to the fact that x is small compared to unity, normally something like low6. Formula (26) [or eq. (27) ] is the final result of our study of the diamagnetic susceptibility. If n, the number of atoms per unit volume, instead is interpreted as Avogadro's number the quantity in eq. (26) becomes the so called molar susceptibility. When one compares eq. (26) with versions of it in other books (e.g. Landau and Lifshitz [13] , Section 113)) one often finds that what here is written as N ( r 2 ) is given as X (<> where the sum is over the electrons of the atom and the bracket stands for quantum mechanical expectation value. That these two expressions are equal is shown in Appendix E.
In most cases formula (26) gives good agreement with experiment. The case of inert gas solids is discussed in Kubo and Nagamiya [18] . See also Van Vleck [l].
Conclusions; what's new?
In many substances there is a subtle interplay between paraand diamagnetic effects and the simple atomic point of view adopted in my presentation is not sufficient. These matters are discussed in many textbooks on solid state physics. The complications that molecules lead to can be studied in the book by Atkins [19] (Chapter 14) .
Considered as a derivation and explanation of diamagnetism this article must seem rather long compared to the space alloted to this task in most books. It differs from the usual presentations (counting only those that are correct and acceptable) mainly in that it gives a thorough presentation of the central concept of Larmor precession and in giving a complete calculation of the magnetic field from the rotating atoms; as far as I know formula (14) is a new result. The derivations presented in Appendices B and C are also new. The result concerning the field from a spherically symmetric multipole density in Appendix D is probably the most elegant (new?) result in this article. The qualitative difference between the electric and magnetic cases as regards the response of matter, discussed in Section 2, is not presented in quite this way anywhere else. Since it does seem to have led to some, at least notational, confusion I felt that it deserved some attention.
Appendix A. The superpotential of Marsh and the
Here we derive formulas (10)- (12) in the text, originally found by Marsh [14] . See also Marsh [20] .
By inserting the expression (21) for the current density in the expression for the vector potential Now assume spherical symmetry: e = e@). Since the electric field E = (-d4/dr) i then is radial (A8) gives zero and
(A91 a result which can be used in Gauss theorem:
(A 10)
By choosing a spherical volume bounded by a sphere of radius r this theorem gives, using eq. (A9),
where F(r) is the radial (and only) component of F( = Fi).
This formula immediately gives eqs.
( 1 1) and (12) as desired.
Appendix B. The induced magnetic field at the nucleus
An interesting limiting case of eq. (14), namely the case r = 0, is worth noting since this gives the induced field at the nucleus, a quantity of interest in NMR. For this one needs the result
which follows, e.g. from I'Hospital's rule. Use of this in formula (1 4) gives the result B(0) = 2/(3c) (B2) for the field produced at the nucleus as a result of the rotation of the atom. We rename this quantity Bind(0) and get after insertion of formula (3), with q = -e, Bind@) = e4(0)/(3mc2)B.
(B3) This formula, which is sometimes called the Lamb equation can be calculated fairly simply in other ways (Landau and Lifshitz [13] , Section 113, Problem 4, see also McLauchlan [22] , p. 44) but it follows from the present formalism without much extra effort. Note that for electrons 4(0) is negative so that the induced field is in the opposite direction to B. Note also that formula (C3) can be used to express +(O) in terms of e, the charge density.
Appendix C. Connection between two formulas for the dipole
Here we derive formula (22) from the expression (19) for the dipole moment of the rotating atom. It is obvious from the form of these two formulas, considering (23) , that it suffices to show that moment f ( a ) = (443) 1 ; e(r)r4 dr. In our case we assume e to be zero for r > a so the upper integration limit in the second integral can be replaced with a. Using the rules for differentiating integrals this formula easily gives Here we now interchange the order of integration and get (C6) Doing the r-integration one sees that this is indeed (Cl). QED.
4(r)
=
Appendix D. The field outside a spherical multipole density
The purpose of this appendix is to prove the statement in its title. We define the multipole of order 1 so that the potential at r = ( x , y , z) of a point multipole qabc at r' is given by is a pure multipole field 4/(r) = gobc (a'/aY8ybazc)l/lr -r'l.
(D1)
Here summation over a, b, c = 0, 1,2,. . . , 1 with the restriction U + b + c = 1, is implied. These multipoles are called rectangular multipoles since they are expressed in Cartesian coordinates. If spherical coordinates are introduced multipoles can be expressed in terms of spherical harmonics. For the connection between these and rectangular multipoles see Anderson and Streib [21] . For 1 = 0 we have a monopole and qm = q, a point charge. For 1 = 1 the field is that of a dipole with qlo0 = -m x , qolo = -m y , qool = -mz, see eq. (16). For 1 = 2 the field is called a quadrupole field.
For a distribution (or density) Qabc(r) of multipoles (of some fixed order 1) we calculate the field using the superposition principle 4,(r) = j dV' Qdc(r') (~'/aY8yb8z')l/lr -r'). (D2)
The differentiation operator can now be moved out of the integral so that we can write 4/(r) = (a'/ax.ayb8zc> @obc(r) (D3) where @abc(r) = [dV' Qabc(r')/lr -r'l.
034)
Assume now that the multipole density is spherically symmetric, i.e. that each component of the tensor Qabc(r) only depends on r, the distance from the center of the sphere. The integral (D4) then becomes formally identical to the one in eq. (C2) and one realises that if Qobc(r) is zero for r > a then outside this radius we have $/(r) = LldV' Qdc(r') (8'/ax'ayb~zc) l/r J and this is just eq. (Dl) for a point multipole at r' = 0. Newton's old result that the field outside a spherical body is equivalent to the field from a point source (of integrated strength) at the center of the sphere is therefore true not only for a body of monopole sources but also for a body higher 1 (>O) multipole sources. The fact that the field outside a homogeneously magnetised sphere is a pure dipole field is a trivial consequence of this theorem since this corresponds to a constant dipole density within the sphere.
Physica Scripta 40
Appendix E. The second moment of the charge density and In this appendix it is shown that the quantity N ( 9 ) defined in eq. (23) (with Q = -Ne, the total charge of the N electrons) as, essentially, the second moment of the charge density @, is equal to Z (e) where the sum is over the electrons of the atom and where the bracket stands for quantum mechanical expectation value.
Let us write the N-electron wavefunction: $ ( r l , r,, . . . ,   rN) . The expectation value of 6 is defined as the expectation value of # (6) = j y * ( r l , r 2 , * r N ) 6 ( r l , r 2 , * . * ? r N )
x dV, dV,,. . ., dVN.
(El) Note, however, that the probability distribution defined by Y*Y is symmetric under interchange of the electrons since these are identical particles so that this quantity must be independent of the number of the electron. I.e. all terms in the sum Z (e) must be equal and thus the sum can be replaced by N ( $ ) . There remains to show that eq. (El) can be expressed in terms of the charge density in the right way.
The charge density of the N-electron system is defined as @(r) = Q y* (r, rz,. . . Y N ) y(r3 rz,. . 7 V N )
x dV, dV,,. . ., dV,, (E21 i.e. one integrates the 3N-dimensional probability distribution over all electron position vectors except one. If we now multiply eq. (E2) with 9 and integrate over dV we, in fact, get the right-hand side of eq. (El) multiplied by Q (remember that rl is a dummy variable and can be renamed r):
033)
This is the desired equality.
