The (n, k)-star graph is a generalization of the n-star graph. It has better scalability than the n-star graph and holds some good properties compared with the hypercube. This paper focuses on the design of the fault-tolerant routing algorithm for the (n, k)-star graph. We adopt the idea of collecting the limited global information used for routing on the n-star graph to the (n, k)-star graph. In the preliminary version of this paper, we built the probabilistic safety vector (PSV) with modified cycle patterns and developed the routing algorithm to decide the fault-free routing path with the help of PSV. Afterwards, we observed that the routing performance of PSV gets worse as the percentage of fault nodes increases, especially it exceeds 25%. In order to improve the routing performance with more faulty nodes, an adaptive method of threshold assignment for the PSV is also proposed. The performance is judged by the average length of routing paths. Compared with distance first search and safety level, PSV with dynamic threshold gets the best performance in the simulations.
Introduction
Interconnection networks play an important role in illustrating the performance of a parallel multi-computer system. The hypercube is one of the famous interconnection networks. The n-star graph [1, 10] , denoted as S n , has been recognized as an alternative to the hypercube. There is a large gap between the number of nodes from S n to S n+1 . The (n, k)-star graph, denoted as S n,k , the generalized version of S n , was proposed by Chiang and Chen [4] . S n,k has better scalability and it preserves many attractive properties of S n , such as node symmetry, distance, diameter, hierarchical structure, and fault-free shortest routing [1, 4, 12] . Recent research results on broadcasting [11] , topological properties [5] , fault-tolerant connectivity [9, 15] and weak-vertex-pancyclicity [3] demonstrate that S n,k is a very powerful network.
In interconnection networks, routing refers to the process of selecting a path of unicast, which sends a message from a single source to a single destination through some intermediate nodes. For the reason of efficiency, the length of the path decided by the routing algorithm should be as short as possible. A node is said to be faulty if it malfunctions. It can be viewed as that this node and its incident edges are removed from the graph. When some nodes are faulty in a graph, the fault-free shortest routing may not be available.
In this paper, we try to design an algorithm to perform routing on a faulty S n,k . When node u wants to send a message to destination v or receives from node t a message which is sent to destination v, this routing algorithm will decide which neighbor to route the message through. Then u will send the message to this neighbor. To avoid the routing loop between nodes, we only consider the neighbors that have not been visited. If there exists no available neighbor, u will ignore the message or send the message back to t. If destination v is reachable, the routing path is composed of all nodes that the message travels. The length of the routing path is one of the criteria for measuring the performance of a routing algorithm.
A routing algorithm can make the decision based on one of the three types of information, local information, global information and limited global information. Local information is that each node only knows the states of its neighbors. One can design a greedy algorithm, such as distance first search (DFS), based on local information. Global information is to take care of the state of the whole graph. With the global information, the Floyd-Warshall algorithm [6] can solve the allpairs shortest path problem on a graph with time complexity O(|V | 3 ), where V denotes the node set, and then we can perform the optimal routing for each pair of nodes. However, it is not efficient while the size of the graph is large. Limited global information considers a limited amount of global information. Each node requires a process for collecting the fault information of its neighbors.
The main challenge in this paper is to design a near-optimal routing algorithm on S n,k with low complexity. Several fault-tolerant routing algorithms on S n have been proposed [2, 8, 14] . It requires some new approaches to record the accessibility of each node to assist us for routing on S n,k . A fault-tolerant routing algorithm, based on the modified cycle patterns of S n,k and the probabilistic safety vector (PSV), is proposed in the preliminary version of this paper. With more simulation cases, we observe that the routing performance of the PSV gets worse as the percentage of fault nodes increases, especially it exceeds 25%. The PSV values will decrease dramatically if the percentage of faulty nodes becomes higher. If most PSV values are less than the fixed threshold, the threshold becomes useless for finding better routing paths. Thus, an improved PSV algorithm based on the adaptive threshold assignment is proposed in this paper. According to the simulation experiments, the improved PSV algorithm gains better routing lengths than the PSV and other algorithms for various percentages of faulty nodes.
The rest of this paper is organized as follows. In Sec. 2, we give an introduction to the properties of S n,k and a previously proposed routing algorithm for S n , which can be applied to S n,k . Section 3 presents the main body of our method. We extend the probabilistic safety vector of S n by adding new cycle patterns to perform routing on S n,k and propose an adaptive heuristic fault-tolerant routing algorithm to improve the routing performance. In Sec. 4, we show the experimental results of our method and some comparisons with other methods. In Sec. 5, we give the analysis of the probabilistic safety vector. Finally, we give a conclusion in Sec. 6.
Preliminaries

The n-star and (n, k)-star graphs
The definition of n-star graph, abbreviated as S n , was proposed by Akers et al. [1] . Each node in S n is identified by a distinct permutation of the set {1, 2, · · · , n}. Nodes u = u 1 u 2 · · · u n and v are adjacent if we can get v by swapping the first symbol of u with another symbol, that is v = u i u 2 · · · u i−1 u 1 u i+1 · · · u n . Figure 1 shows S 4 as an example.
The (n, k)-star graph [4] , denoted as S n,k , is a generalized version of the n-star graph. Similarly, each node of S n,k is identified by a distinct permutation with length k selected from {1, 2, · · · , n}, where n and k, 1 ≤ k ≤ n − 1, are the numbers of available symbols for selection and being selected, respectively. A node u of S n,k 726 C.-W. Chiu et al. is denoted by label u 1 u 2 · · · u k , where u i ∈ {1, 2, · · · , n} for 1 ≤ i ≤ k, and u i = u j for 1 ≤ i < j ≤ k. In a node u, the symbols belonging to u are internal symbols, and the others are external symbols. For example, permutations 7352 and 1583 are two nodes in S 8,4 . In node 7352, internal symbols are 2, 3, 5 and 7; external symbols are 1, 4, 6 and 8. The adjacency in S n,k is more generalized than that in S n . In S n,k , nodes u = u 1 u 2 · · · u k and v are adjacent if it satisfies one of following cases. Case 1:
In the definition of edges, Case 1 is similar to S n . In Case 1, since all symbols of u are the same as those of v, edge (u, v) is called an internal edge. In Case 2, since the first symbol of v is an external symbol of u, edge (u, v) is called an external edge. For example, the diagram of S 4,2 is shown in Fig. 2 . The edge from 42 to 24 is an internal edge, while the edge from 42 to 32 is an external edge.
A graph is called a regular graph if the degrees of all nodes are identical. S n and S n,k are both regular graphs with degree n − 1. If node u is adjacent to node v, we say that node u is a neighbor of node v. For the completeness, we denote the neighbor of node u as u (α) , where α ∈ {1, 2, · · · , n} \ {u 1 }. For example, in Fig.  3 , consider u = 4635 in S 7,4 . The neighbors of u are u
= 6435 and u (7) = 7635. Note that for u = 4635, there is no u (4) since 4 is the first symbol of u. In this figure, the thin and bold lines represent internal and external edges of u, respectively. According to the definition of S n,k , the following properties have been proved [4] .
Property 1. [4]
There are n! and n! (n−k)! nodes in S n and S n,k , respectively. S n,k has better scalability than S n .
Property 2.
[4] S n,1 is isomorphic to the complete graph, n-clique, and S n,n−1 is isomorphic to S n . 
Permutation cycles of (n, k)-star graphs
In S n,k , one path can be represented by one or more cycles [4] . For source u = u 1 u 2 · · · u k and destination v, a cycle is defined as γ = {s 1 , s 2 , · · · , s l }, where γ ⊂ {u i |1 ≤ i ≤ k} and l is the length of the cycle. If all symbols in γ are internal symbols of v, we say γ is an internal cycle and denote it with a pair of parentheses, (s 1 s 2 · · · s l ). If γ has an external symbol of v, we put it as the last symbol s l , and we put a desired symbol t after s l , where t belongs to v and it will be placed at the position of symbol s 1 of u. Such a γ is called an external cycle, and it is denoted by a pair of angle brackets, s 1 s 2 · · · s l , t . Note that there is at most one external symbol in a cycle. For example, consider source u = 21745 and destination v = 14526 in S 7,5 , the cycles are 14526 21745 = (241) 57, 6 = 57, 6 (241). The cycle notations can be explained as follows. The destination of symbol 2 now is occupied by symbol 4. Besides, the destinations of 4 and 1 are occupied by 1 and 2, respectively. Thus, (241) forms an internal cycle. Similarly, the destinations of 5 and 6 are occupied by 7 and 5, respectively. Here, 7 is an external symbol of destination node v and 6 is the desired symbol. So, this external cycle is represented by 57, 6 .
As another example, from 2735914 to 8596321 in S 9,7 , the cycles are As one can see, the first two routing steps in path 1 and the last two routing steps in path 2 correspond to the internal cycle (241), and the remaining routing steps correspond to the external cycle 57, 6 . It is clear that the path length from 21745 to 14526 is 6. Chiang and Chen [4] proposed a method for generating permutation cycles from the smallest-indexed source I k =123 · · · k to any destination v. With slight modification, we can generate the permutation cycles from an arbitrary source u to any destination v in S n,k , as described in Algorithm 1.
Algorithm 1: Permutation cycle generation from source u to destination v in S n,k .
Output (CX) as an internal cycle;
CX.append(cur ); Output (CX,CY ) as an external cycle;
The distance computation of (n, k)-star graphs
The distance between two nodes u and v, denoted as d (u, v) , is the length of the shortest path from u to v. The distance of two nodes in a fault-free S n,k is Fault-Tolerant Routing with Safety Vector on S n,k 729 
is given as follows [4] :
where c is the number of cycles, m is the number of misplaced symbols, and e equals 0 or 1 if there exists no external cycle or otherwise, respectively. Note that u 1 and v 1 are the first symbols of u and v, respectively. For example, in S 7,5 , from 21745 to 14526, 14526 21745 = (241) 57, 6 , we get c = 2, m = 5, e = 1, and u 1 = v 1 . Then we get d(21745, 14526) = 6 by Eq. (1) . Note that the distance of two nodes in a fault-free S n can also be computed by Eq. (1) with e = 0.
The longest distance for all pairs of nodes in S n,k is called the diameter of S n,k , which is denoted as D(S n,k ) and it can be computed as follows [4] :
For routing from node u to node v in a fault-free S n,k , the neighbors of u can be classified into three kinds as follows. The neighbors of u on the shortest paths to v are called preferred neighbors. The distance from one preferred neighbor of u to v is d(u, v) − 1. The neighbors of u with the same distance to v are called semipreferred neighbors. The neighbors of u with distance d(u, v) + 1 to v are called non-preferred neighbors. For example, in Fig. 2 , for routing from node 14 to node 23, node 34 is a preferred neighbor, nodes 41 and 24 are semi-preferred neighbors; for routing from node 12 to node 31, node 21 is a preferred neighbor, nodes 32 and 42 are non-preferred neighbors. Table 1 shows the comparison of S n and S n,k for the properties of size, degree and diameter, where size means the number of nodes contained in the graph. 
Routing on S n,k with distance first search (DFS)
For routing a message from node u to node v in S n,k with some faults, because the distance of u and v in a fault-free S n,k can be computed immediately by Eq. (1), the heuristic is to route the message through the nearest neighbor of v. With the local information of the neighbors, we can design a greedy distance first search (DFS) algorithm to perform the routing task for each node in S n,k . In this DFS algorithm, a non-visited neighbor is selected according to its distance to destination. That is, the neighbor selection rule will follow the priority order: preferred neighbors, semi-preferred neighbors, and non-preferred neighbors.
Routing on S n,k with safety levels (SL)
In an interconnection network with some faults, suppose that each node is allowed to communicate with its neighbors before routing, and it can collect the limited global information as its routing ability. The safety level can be used to represent the routing ability of each node in a hypercube [13] . With the same concept, the safety level can also be applied to performing routing on S n [14] . The safety level of a node u, denoted as σ(u), ensures that every node v, from u, with distance less than or equal to σ(u) can be reached via the shortest path. It can be computed iteratively as follows [14] :
The routing algorithm [14] for a node u ∈ S n based on its safety level is to determine whether its neighbors can provide the shortest path to the final destination. If there exists a neighbor that guarantees the shortest path, this neighbor will be selected; otherwise we select the neighbor with the least distance to the destination and the maximal safety level. For performance comparison, we also implement the concept of routing ability with safety levels in S n,k .
3. Fault-Tolerant Routing on the (n, k)-Star Graph 3.1. The modified cycle pattern As mentioned in Sec. 2.2, the routing paths from a source node to a destination in S n,k can be represented by one or more cycles [4] . In S n , Yeh et al. defined a cycle pattern for containing a class of permutation cycles so that the routing paths can be categorized into various cycle patterns [14] . However, the cycle patterns in S n,k are different from that in S n . The original representation used in S n is not enough to represent the external cycles in S n,k . We add a new symbol Y to describe the external cycles in S n,k . From a source u to a destination v in S n,k , we define a modified cycle pattern for containing a class of cycles, which is composed of some internal cycles and some external cycles. A cycle is represented by at most one A, some Xs and some Y s, where A, X, and Y denote the first symbol, any other internal symbol and any other external symbol of the destination v, respectively. The representation is given as follows:
Rule 1: An internal cycle γ i = (s 1 s 2 · · · s l ) belongs to (XXX · · · XA) if some s i , 1 ≤ i ≤ l, is the first symbol of v; it belongs to (XXX · · · XX) otherwise. Note that a cycle (s 1 ) of single symbol belongs to (X), which is omissible since the only one symbol is already at its destination position.
Rule 2: An external cycle γ e = s 1 s 2 · · · s l , t , belongs to XXX · · · XY A if some s i , 1 ≤ i ≤ l, is the first symbol of v; it belongs to XXX · · · XXY otherwise. Note that symbol t is ignored.
Here, some examples are given for illustration. In S 4,2 , from node 21 to node 32, we have Now we present the connection structure of S n,k , which is a directed graph G n,k with cycle patterns as its vertex set. The definition of preferred cycle patterns (PCP) of a cycle pattern is the same as that in S n [14] . For two cycle patterns P 1 and P 2 , if d(P 2 ) = d(P 1 ) − 1 and there exist two source nodes to the same destination via the shortest path in S n,k which can be represented by P 2 and P 1 , then P 2 is called a preferred cycle pattern of P 1 . This relationship is denoted as P 2 ∈ P CP (P 1 ), or alternatively P 1 ∈ P CP −1 (P 2 ). In G n,k , P 1 has a directed edge to P 2 if P 2 ∈ P CP (P 1 ).
As examples, the connection structures of cycle patterns in S 4 , S 4,2 and S Given a node u and a cycle pattern P , a preferred neighbor pattern is denoted as u (α) ⊖ P ′ where u (α) is a neighbor node of u and P ′ ∈ P CP (P ). Let Ω(u, P ) denote the set of all possible preferred neighbor pattern sets of node u and cycle pattern P . For example, consider node u = 12 in S 4,2 and the connection structure of cycle patterns in Fig. 4(b) . The neighbors of node u are u 
The probabilistic safety vectors
In S n,k , similar to S n , nodes with the same cycle pattern have similar fault-free shortest paths. The probabilistic safety vector (PSV) is used to store the routing abilities of all cycle patterns for each node. Before the routing process is performed in S n,k , each node exchanges the PSV with its neighbors iteratively. The value of cycle pattern P in the PSV of node u is denoted as P SV (u)[P ], which can be computed by the following steps:
Step 1: Initially, P SV (u)[P ] = 1, if P = (A) and u is fault-free; 0, if u is faulty.
Step 2: For each P , d(P )= 1 to D(S n,k ), compute As examples, Table 2 shows the PSV of each node in S 4,2 with two faulty nodes, 24 and 43, as shown in Fig. 6 . For example, suppose node 21 is a source for routing. Since 
Routing with probabilistic safety vectors
In S n , one node may have two kinds of neighbors, preferred and non-preferred. However, in S n,k , one more kind of neighbor, semi-preferred, exists. Thus, the routing algorithm with PSV for S n,k has to be redesigned. In Algorithm 2, we first guarantee the optimal routing path by checking the routing abilities of cycle patterns in preferred neighbors, and then check the semi-preferred and the non-preferred neighbors sequentially. Then, since nothing can be sure in the final situation, we select the neighbor with the shortest distance and the best routing ability as a heuristic.
For example, consider the routing from node 14 to node 23 in Fig. 6 , and suppose that the threshold θ = 0.5. The process of the PSV routing is shown in Table  3 . The neighbors of node 14 are nodes 34, 41, and 24, which are the preferred neighbor, semi-preferred neighbor, and a faulty node, respectively. P (34, 23) = XY , P (41, 23) = Y Y . First, we check P SV (34)[ XY ] = 0.22, which is less than θ and then it is not selected. Second, we check P SV (41)[ Y Y ] = 0.78, which is greater than θ, so we route the message to node 41. In Table 3 , the neighbor marked with an underline is chosen by the PSV routing algorithm. Collecting the chosen neighbors, we obtain the routing path (14, 41, 31, 13, 23), whose length is 4.
Experimental Results
Simulations with fixed threshold
We provide the simulations of routing ability in some (n, k)-star graphs for the three methods, distance first search (DFS), safety level (SL) and probabilistic safety vector (PSV), and then compare the results with the optimal solution (OPT) obtained by Algorithm 2: PSV routing algorithm on S n,k .
Input: Source u, destination v, threshold θ, and PSV Output: u
Fault-Tolerant Routing with Safety Vector on S n,k 735 Table 3 . The PSV routing path from node 14 to node 23 of Fig. 6 , where the underlined neighbor is selected.
Label of
Non using the Floyd-Warshall algorithm [6] , whose time complexity is O(|V | 3 ), where V denotes the node set in S n,k . Note that the Floyd-Warshall algorithm can always find the shortest path between every pair of nodes, but it needs the global information of the graph.
In the simulation program, we build a set of node objects to constitute S n,k . Each node object contains data fields for storing node label, pointers to its neighboring nodes with their edge types and data vectors of SL and PSV. We can perform the simulation experiments by setting various scale of faulty nodes randomly. We first set the threshold θ = 0.5 for the PSV value, which means the probability of successful routing with the fault-free shortest path is approximately 0.5. The simulation is performed on a PC with 3.4GHz CPU and 4GB memory.
In the first experiment, we focus on S 5,3 , which contains 60 nodes. We consider the cases of 0, 5, 10, 15, 20, 25 and 30 faulty nodes, and randomly generate 500 graphs for each case. We discard the unreachable paths in this simulation. The result is shown in Table 4 (a). For each graph, the average routing length of method M between every pair of nodes is recorded, which is denoted as L(M ). The error rate
is shown inside the parenthesis following L(M ), which makes it easier for us to compare the routing abilities of these methods.
The second experiment considers S 6,3 , which contains 120 nodes. We consider the cases that the number of faulty nodes varies from 0 to 40 with step 5, and randomly generate 200 graphs for each case. The result is shown in Table 4 (b). When the percentage of faulty nodes is less than 12% in S 6,3 , L(P SV ) is very close to L(OP T ).
In the third experiment, we consider S 7,4 , which contains 840 nodes. We consider the cases of 0, 20, 40, 60, 80, 100, 150, 200 and 250 faulty nodes, and randomly generate 100 graphs for each case. For each graph with method M , we randomly select 1000 pairs of nodes, and then compute the average length L(M ) of reachable paths. The result is shown in Table 4 (c). Although the size of S 7,4 is large, PSV still gets better result than DFS and SL. Table 5 shows the comparison of the average preprocessing time of each node to gather the routing information and the average routing time from u to v of each node-pair (u, v) of various methods. We can observe that the PSV method requires more time for checking more status than other methods. Hence it can obtain smaller average routing length than DFS and SL methods.
Dynamic threshold assignment for the PSV
In the experimental results in Sec. 4.1, we can see that the result of PSV is not so good when the percentage of faulty nodes exceeds 25%. When the number of faulty nodes grows, the values in probabilistic safety vectors will decrease, and the threshold θ = 0.5 in the routing algorithm is no longer suitable. After a series of experiments were done for trying good thresholds, we find that the trend of the threshold with the best result is similar to a decreasing function. Table 6 . We randomly generate 50 graphs for each number of faulty nodes. For each case of the threshold, we randomly select 1000 pairs of nodes, and then compute the average length L(P SV ) of reachable paths. In Table 6 , the performances with different thresholds are comparable under low percentages of faulty nodes. We observe that the better thresholds are about 0.25, 0.2 and 0.2 while the percentages of faulty nodes are 29%, 41% and 45%, respectively. The trend of the threshold with the best result is approximately proportional to 0.33 × |V \F | |V | , where V and F denote the sets of all nodes and faulty nodes, respectively.
Thus, we define the following formula for deciding the threshold for each S n,k , # of where λ is a constant less than 0.5, V and F are the sets of all nodes and faulty nodes, respectively. The degree and diameter of S n,k are proportional to the values of n and k. If the percentage of faulty nodes is large, the routing probability decreases while the routing length or diameter increases. And a node of large degree has better chance to find a good routing path. A heuristic is to set the constant λ to 0.5× n n+k . We are not sure whether the threshold decided by the formula is the best, but we find that it is better than the fixed threshold 0.5 based on the simulation experiments. The PSV algorithm with dynamic threshold is denoted as PSV+.
We perform experiments of the five methods, OPT, DFS, SL, PSV and PSV+, on S 6,4 , which contains 360 nodes. The constant λ is set to 0.3 in the experiments here. For each method, we consider the cases that the number of faulty nodes varies from 0 to 120 with step 10, and we randomly generate 20 graphs for each number of faulty nodes. For each graph, we randomly select 1000 pairs of nodes, and record the average routing length of the optimal solution, L(OP T ), and each method, L(M ). Then we plot the average routing length of each method, as shown in Fig. 7 . We can see that there is a large improvement from PSV to PSV+ when the number of faulty nodes is more than 90 (25%).
We perform another experiments of the five methods, OPT, DFS, SL, PSV and PSV+, on S 8,5 , which contains 6720 nodes. The constant λ is set to 0.307 in these experiments. We consider the cases that the number of faulty nodes varies from 0 to 3000 with step 100, and randomly generate 10 graphs for each number of faulty nodes. For each graph, we randomly select 1000 pairs of nodes, and plot the average routing length of the optimal method (OPT), DFS, SL, PSV and PSV+, as shown in Fig. 8 .
In Figs. 7 and 8 , we can see that the safety level does not work well when the number of faulty nodes grows. The neighbor decided by distance first search (DFS) is even better than that based on the safety level. The probabilities of PSV decrease as the number of faulty nodes increases. The potentially optimal path with low PSV will be ignored by the fixed θ = 0.5 in the routing algorithm. It can observed that the routing performance of PSV gets worse as the percentage of fault nodes increases, especially it exceeds 25%. However, the probabilistic safety vector still work well after we dynamically assign the threshold for our algorithm. Table 7 shows the comparison of the average preprocessing time of each node to gather the routing information and the average routing time from u to v of each 740 C.-W. Chiu et al. node-pair (u, v) of various methods. We can observe that the preprocessing time and routing time are proportional to the size of S n,k and the routing length. While the percentage of fault nodes increases especially it exceeds 25%, PSV makes bad decision and the lengths of routing path are also increasing. Then PSV may not find a good routing path under this situation. Instead of the fixed probability threshold, PSV+ applies the adaptive threshold to getting good routing path and to saving the routing time.
Analysis of the Probabilistic Safety Vector
Let ψ(n), ψ(n, k) denote the length of the probabilistic safety vector of S n and S n,k , respectively, which describe the number of all distinct cycle patterns. In S n , ψ(n) can be calculated by the function n k=0 p(k) [14] , where p(k) is the number of partitions of k [7] . For example, the partitions of 4 are 4, 3 + 1, 2 + 2, 2 + 1 + 1 and 1 + 1 + 1 + 1, so p(4) = 5. We get ψ(4) = p(0) + p(1) + p(2) + p(3) + p(4) = 1 + 1 + 2 + 3 + 5 = 12.
In S n,k , it is hard to calculate ψ(n, k) immediately. In our experiments, we implement a function computePattern to check the cycle pattern of a source to each node. In Property 2, S n,1 is isomorphic to the complete graph, and S n,n−1 is isomorphic to S n . Thus, we do not have to compute ψ(n, 1) and ψ(n, n − 1). ψ(n, n) is given as ψ(n) in S n . We show some values of ψ(n, k) in Table 8 .
We get the following property of the length of the probabilistic safety vector in S n,k .
Property 3.
If n > 2k, ψ(n, k) is equal to ψ(2k, k).
The reason is that the number of external symbols is n − k. If n > 2k, then n − k > k, which means the number of possible external cycles has reached the upper bound k, and no more new cycle pattern can be constructed. The sequence of ψ(2k, k) = {7, 18, 41, 85, 166, 308, · · ·} is interesting but its general form is still unknown.
A routing algorithm is able to make the decision based on the held information in each node. The Floyd-Warshall (OPT) algorithm can find the optimal routing path but it requires a centralized controller to maintain the global state of this network. The DFS (distance first search) can find the next routing node by calculating the distance from the node labels of destination and neighbors. It is a local information routing strategy and each node does not know the faulty state of other nodes. Hence the OPT and DFS methods keep no information about other nodes. In the preprocessing stage each node will gather the information for routing. Then each node uses the gathered information to decide the next routing node in the routing stage.
Note that each node only gathers the information from its neighbors in SL and PSV methods. Hence LS and PSV methods are based on the limited global information for routing. The time required for requesting the information of neighbors to compute the PSV of each node is O(nψ(n, k)), and the space for storing the PSV for each node is O(ψ(n, k)). In our observation, ψ(n, k) grows slowly when the size of S n,k becomes large. The time complexity for our algorithm to route through one path of length L is O(nL), which is the same as that for DFS and SL. The space and time complexities of each node on S n,k is shown in Table 9 , where D and V denote the diameter and the node set of S n,k , respectively. 
Conclusion
In this paper, we apply the idea of collecting the limited global information used for routing on the n-star graph to the (n, k)-star graph. We modify the cycle patterns of star graph S n , and propose the routing algorithm for S n,k based on the probabilistic safety vector (PSV). This paper improves the performance of routing on S n,k with more faulty nodes. Based on the observation on the routing performance of various faulty scales, we propose a heuristic formula for dynamically assigning threshold values in our algorithm. Compared with the distance first search algorithm (DFS) and the safety level algorithm (SL), the average routing length of our method is the best. In the future, it is worth to discuss the relationship between faulty states and the probabilistic safety vector model. It may guide a better way for the modification of the PSV model to get better routing performance.
