This paper analyses a discrete-time Geo/G/1 retrial queue with batch arrivals in which individual arriving customers have a control of admission. We study the underlying Markov chain at the epochs immediately after the slot boundaries making emphasis on the computation of its steady-state distribution. To this end we employ numerical inversion and maximum entropy techniques. We also establish a stochastic decomposition property and prove that the continuous-time M/G/1 retrial queue with batch arrivals and control of admission can be approximated by our discrete-time system. The outcomes agree with known results for special cases.
Introduction
Queueing systems with repeated attempts have been widely used to model many problems in telecommunication and computer systems. The essential feature of a retrial queue is that arriving customers who find all servers busy are obliged to abandon the service area and join a retrial group (called orbit) in order to try their luck again after some random time. For a detailed review of the main results and the literature on this topic the reader is referred to [1] [2] [3] [4] [5] . In addition, a comprehensive discussion of similarities and differences between retrial queues and their standard counterparts was carried out by Artalejo and Falin in [6] .
Retrial queues were initially investigated in continuous time, but some years ago Yang and Li [7] extended the study to the discrete-time systems. In spite of the importance of the discrete-time retrial queues, little is still known about them; in fact, the only published works on this topic are [7] [8] [9] [10] [11] [12] [13] . However, since the publication of [14] , discrete-time queues have been discussed extensively by different researchers, see for example [15] [16] [17] [18] . Besides, the interest in discrete systems has suffered a spectacular growth with the advent of the new technologies. A fundamental incentive to study discrete-time queues is that these systems are more appropriate than their continuous-time counterparts for modelling computer and telecommunication systems, since the basic units in these systems are digital such as a machine cycle time, bits and packets, etc. Indeed, much of the usefulness of discrete-time queues derives from the fact that they can be used in the performance analysis of Broadband Integrated Services Digital Network (BISDN), Asynchronous Transfer Mode (ATM) and related computer communication technologies wherein the continuous-time models do not adapt [15, 18] .
In this paper we deal with a discrete-time Geo [X] /G/1 retrial queue where individual arriving customers have a control of admission. The applicability of a batch retrial queue relates to the performance evaluation of Local Area Networks operating under transmission protocols like the CSMA/CD (Carrier Sense Multiple Access with Collision Detection) [19] . In this context, messages which are transmitted could consist of a random number of packets. If, upon arrival, the channel is free, one packet is randomly chosen to be transmitted and the rest of them are stored in the orbit; otherwise, if the channel is occupied, all the packets are stored in the orbit and will try the retransmission after a random period of time. On the other hand, with respect to the control of admission, this work is an attempt to extend the existing control mechanisms for the admission of customers in the continuous-time queues [20] to discrete-time systems.
It should be noted that the analysis of most of the discrete-time retrial models is based on the methodology developed by Yang and Li [7] . In [7] , solutions are given in terms of partial generating functions. A recursive scheme for the computation of the stationary distribution is also proposed but it is given in terms of multiple infinite series. Consequently, the authors show the applicability of their scheme only in the special case where the service times are geometric distributed. The investigation of the queue length moments was reduced to the first order case, i.e., the expected number of customers in orbit. In this paper, we also will use the methodology of Yang and Li but our goal is to make progress on the numerical calculation of the stationary probabilities. To reach this objective we propose to employ two computational techniques: (i) Numerical inversion based on the Fast Fourier Transform [21] , and (ii) Maximum entropy approximations based on the knowledge of some mean value constraints [22] [23] [24] . We will obtain a numerically tractable expression for the second order moment as a prerequisite for the use of the maximum entropy approach.
The remainder of the paper is structured as follows. In the next section, the mathematical description of the model is introduced. In Section 3, we analyse the Markov chain associated with the system and obtain the distributions of the orbit and system sizes. The analysis includes a generating function solution, expressions for the first two moments and a first recursive approach. The numerical discussion of the computation of the stationary probabilities based on the numerical inversion and the maximum entropy approaches is postponed to Section 6. Previously, in Section 4, we find a stochastic decomposition law and as consequence we give upper and lower estimates of the distance between the steady-state distributions for our queueing system and its corresponding standard system. Section 5 examines the relationship between our discrete-time system to its continuous-time counterpart. Some details concerning the computation of the maximum entropy probabilities are indicated in Appendix A.
The mathematical description
We consider a single-server discrete-time queue where the time axis is divided into equal intervals (called slots). It is assumed that all queueing activities (arrivals, departures and retrials) occur at the slot boundaries and therefore they may happen at the same time. For mathematical convenience, we will suppose that the departures occur at the moment immediately before the slot boundaries, whereas arrivals and retrials occur at the moment immediately after the slot boundaries. Thus, we will discuss the model for the early arrival system (EAS) policy. Details on the EAS discipline and related concepts can be found in [16, 25] .
Batches of customers arrive at the system according to a geometrical process with probability p. The number of individual external customers arriving in each batch is k P 1 with probability c k and a 2 (0, 1] is the individual admission probability for each customer. Hence, the probability that a group of size n P 0 joins the system is given by
We will denote by c(z) and a(z) the probability generating functions of the sequences fc k g 1 k¼1 and fa n g 1 n¼0 respectively. From the above equalities, we can easily obtain the following relation:
Moreover, we will denote by a k and c k the corresponding kth factorial moments. The rate p Ã = p(1 À a 0 ) will designate the probability that in a slot a batch of customers arrives and at least a customer of the batch is admitted to the system, and p Ã ¼ 1 À p Ã . It should be pointed out that this Bernoulli admission mechanism can be regarded as a scheme to model situations where a proportion of the arriving packets are corrupted and accordingly they must be deleted.
The policy for those admitted customers is that if the server is idle then one customer starts his service immediately and the rest enter the retrial group, whereas all the admitted customers go to the retrial group when the server is busy. The discipline to access a repeated customer to the server is governed by a geometrical distribution with probability 1 À r, where r is the probability that a repeated customer does not make a retrial in a slot. If more than one customer retries at the same slot when the server is unoccupied, any of them is randomly chosen to be served and the others must return to the orbit. In case of simultaneous coalescence of primary admitted customers and retrials, one of them occupies the server and the rest join the orbit. Obviously, the identity of the selected customer does not modify the system state distribution. The service times follow a general distribution fs i g 1 i¼1 with probability generating function S(x) and nth factorial moments b n . It is assumed that the input flow, the batch sizes, the intervals between successive repeated attempts and the service times are mutually independent.
In order to avoid trivial cases, we will suppose 0 < p < 1 and 0 6 r < 1. The load of the system is given by q ¼ p a 1 b 1 .
The Markov chain
At time m + (the instant immediately after the m-th slot), the system can be described by the process
where C m symbolizes the server state (0 if the server is idle or 1 if the server is busy) and N m is the number of repeated customers. If C m = 1, n m represents the remaining service time of the customer currently being served.
It can be shown that fX m ; m 2 Ng is a Markov chain of our queueing system and its state space is S ¼ fð0; kÞ : k P 0; ð1; i; kÞ : i P 1; k P 0g:
It is not difficult to see that fX m ; m 2 Ng is irreducible and aperiodic.
The first question to be studied is the condition for the positive recurrence of the Markov chain. For this purpose, we will use FosterÕs criterion where the choice of the test function is essential. Proof. FosterÕs criterion establishes that an irreducible and aperiodic Markov chain X m with state space S is ergodic if there exists a non-negative function f(s), s 2 S, called test function, and e > 0 such that the mean drift
is finite for all s 2 S and x s 6 Àe for all s 2 S except perhaps a finite number.
In our case, we consider the following test function on the state space
& In order to obtain the mean drifts, it is necessary to specify the relations:
ð1; i; k þ lÞ with probability pa lþ1 s i ; i P 1; l P 0;
ð1; i; k À 1Þ with probability p Ã ð1 À r k Þs i ; i P 1;
ð0; kÞ with probability p Ã r k ; 8 > < > :
kÞ with probability p Ã ;
ð1; i À 1; k þ lÞ with probability pa l ; l P 1:
& Therefore, the mean drift is given by
if s 2 fð0; kÞ : k P 0; ð1; 1; kÞ : k P 0g;
q À 1 i fs 2 fð1; i; kÞ : i P 2; k P 0g:
is positive and for all states s 2 S we have
• if s 2 {(1, i, k) : i P 2, k P 0}:
Thus, x s < Àe for all states except for a finite number. Therefore, q < 1 is a sufficient condition for the positive recurrence of the Markov chain. At the end of the proof of the Theorem 2, we will show that this condition is also necessary. h
Our next objective is to study the stationary distribution of the Markov chain fX m ; m 2 Ng, which will be denoted by
The evolution of the chain is governed by the one-step transition probabilities given by
• if i P 1, k P 0: The Kolmogorov equations together with the normalization condition for the stationary distribution are given by
where d a,b denotes KroneckerÕs delta.
To resolve the system of Eqs. (1)- (3), we define the following generating functions:
and we enunciate a lemma, whose proof is easily obtained and accordingly omitted.
Lemma 1 (1)
The inequality S(x) 6 x holds for 0 6 x 6 1.
(2) If q < 1, the inequality Sð p þ paðzÞÞ > z holds for 0 6 z < 1, where
The following result provides us the solution of the Kolmogorov equations in terms of the preceding generating functions. The proof follows the methodology given by Yang and Li [7] . Theorem 2. If q < 1, the stationary distribution of the Markov chain fX m ; m 2 Ng has the following generating functions:
where
Proof. To solve the Kolmogorov equations (1)- (3), we need to define the next auxiliary generating functions
Multiplying Eqs. (1) and (2) by z k and summing over k yields
Multiplying both sides of Eq. (5) by x i and summing over i leads to
Putting x ¼ p þ paðzÞ in the previous equation gives
Using the Lemma 1 and taking into account the limit
we observe that if q < 1 then the generating function u 1,1 (z) is well-defined in [0, 1) and can be extended by continuity in 1. Substituting Eq. (7) into Eq. (6), we get
In order to find out u 0 (z), we substitute u 1,1 (rz) into Eq. (4) 
Letting z = 1 in the preceding equation, we achieve
; where u 0 (1) = 1 À q is calculated from the normalization condition u 0 (1) + u 1 (1, 1) = 1.
To conclude this proof it will be enough to prove that the infinite product in Eq. (9) converges if q < 1. That is why we will rewrite the auxiliary function G(z) as
Using Lemma 1, it is easy to show that if q < 1 then
Regarding Eq. (10), the infinite product in Eq. (9) can be written as
It is well-known that the infinite product in previous equation is convergent if the series
Lastly, since u 0 (1) > 0, we have that q < 1 is a necessary condition for the ergodicity of the Markov chain. h
Corollary 1
(1) The marginal generating function of the orbit size when the server is idle is given by u 0 ðzÞ:
The marginal generating function of the orbit size when the server is busy is given by
The probability generating function of the orbit size (i.e., of the variable N) is given by
(4) The probability generating function of the system size (i.e., of the variable L) is given by
Remark 1. It is held the relation UðzÞ ¼ WðzÞSð p þ paðzÞÞ.
Remark 2. The stationary distribution of the server state u 0 ð1Þ ¼ 1 À q; u 1 ð1; 1Þ ¼ q hinges on the service times distribution only through its mean b 1 and is independent of the interretrial times distribution.
Corollary 2
(1) The probability that the server is idle is u 0 (1) = 1 À q.
(2) The probability that the server is busy is u 1 (1, 1) = q.
The mean orbit size is given by
(4) The mean system size is given by 
The proof of both corollaries is cumbersome but standard from Theorem 2 and thus overlooked. The above formulas (6) will be helpful in Section 6 for constructing the maximum entropy approximation of the stationary probabilities.
Remark 3. To obtain numerical approximations of the previous performance characteristics we have to estimate the series
where, for each e > 0, n 0 (e) is chosen such that r n 0 ðeÞþ1 < e.
The following corollary provides recursive formulas for the stationary probabilities of the Markov chain fX m ; m 2 Ng. Its proof is a generalization of the arguments given in [7] .
Corollary 3. If q < 1, then we have:
(1) The stationary probabilities of the system state are given by
where p 1;k ¼ P 1 i¼1 p 1;i;k and the coefficients b m and d m are given by
A mÀn B j p jÀl p lþ1 a ðlÞ n ; m P 1;
and fa ðlÞ n g 1 n¼0 denotes the lth fold convolution of the sequence fa n g 1 n¼0 .
(2) Let w k = p 0,k + p 1,k , k P 0, be the stationary probability of the number of customers in orbit. Then, we have
, k P 0, be the stationary probability of the total number of customers in the system. Then, we have
The recursive formulas in Corollary 3 are expressed in terms of multiple infinite series involving the convolutions fa ðlÞ n g 1 n¼0 . At the light of these expressions it seems very difficult, or indeed impossible, to get simplifications leading to a tractable computational scheme even for the case of simple service times particularizations. This drawback will be solved in Section 6 by employing numerical inversion of the generating functions u 0 (z) and u 1 (1, z), and maximum entropy methodologies.
Remark 4 (Special cases). This observation judges three particular cases: the case of a batch arrival queue with control of admission and random service discipline, the case of a Geo [X] /G/1 retrial queueing system and the case of a Geo/G/1 retrial queue.
(a) When r = 0, then G(r k z) = 1, k P 1 and u 0 (z) = 1 À q. Consequently, U(z) changes into
which is the probability generating function of the number of customers in the Geo [X] /G/1/1 queueing system with control of admission. This result is not surprising since when r = 0, the repeated customers make retrials at every slot boundaries until they receive their services. This model is equal to the Geo [X] /G/1/1 with control of admission and random service discipline, since the system size distribution is independent of the service discipline.
(b) When a = 1, our model becomes a discrete-time Geo [X] /G/1 retrial queue and the generating functions of the Theorem 2 change into where
which agree with the generating functions of the Theorem 1 in [7] .
Stochastic decomposition
This section investigates the stochastic decomposition property of the system size distribution, which permits the system to be analysed by considering severally the distribution of the system size without vacations and the additional system size due to vacations. This significant outcome was first established by Fuhrmann and Cooper [26] for a versatile class of M/G/1 queueing systems. Yang and Templeton [5] studied the stochastic decomposition applied to retrial queues, whose applications were discussed afterwards by Artalejo and Falin [27] and Yang et al. [28] .
In general, the stochastic decomposition connects one performance measure for the system with vacations to the corresponding one for the equivalent model without vacations. Expressly, the stochastic decomposition property asserts that the system size distribution can be represented as the sum of two independent random variables: one of which is the corresponding random variable of the system size of the queueing model without vacations and the other is the system size due to the vacations effects.
In our case the probability generating function of system size can be written as
where the first fraction is the probability generating function of the number of customers in the standard Geo [X] /G/1/1 queue with control of admission and the second fraction is the probability generating function of the number of customers in the model under study given that the server is idle.
This outcome is summed up in the following theorem.
Theorem 3. The total number of customers in the system under consideration (L) can be represented as the sum of two independent random variables, one of which is the total number of customers in the standard Geo [X] /G/1/1 queueing system with control of admission (L 0 ) and the other one is the number of customers in the model under study given that the server is idle (M). That is, L = L 0 + M.
It is not unexpected that our discrete system fulfils this property, since our model can be considered as a classical queue with server vacations. In this vacation model, the server begins a vacation when a service ends and there is neither arrival nor retrial. The vacations time depends on the arrival process, the orbit size and the interretrial times. Vacations stop whenever the server randomly chooses one of the repeated customers or an external customer arrives. Under these considerations, the stochastic decomposition law observed earlier for our system is consistent with the one reported by Fuhrmann and Cooper [26] for the M/G/1 vacation models.
On the other hand, excluding the term
, which is independent of r, is the mean system size in the Geo [X] / G/1/1 queueing system with control of admission. Consequently, the term
represents the effect of the retrial policy and is the mean orbit size given that the server is idle. Let us indicate that this remark was expected once we had proven the stochastic decomposition law.
Theorem 4. The following inequalities hold
The proof of the preceding theorem follows the steps given in the paper [27] and accordingly it is omitted.
Finally, let us comment that the distance P 1 j¼0 j P ½L ¼ j À P ½L 0 ¼ j j between the distributions of the variables L and L 0 decreases as r goes to zero. Besides, the importance of the previous theorem is to give lower and upper estimates for the distance between both distributions.
Relation to the continuous-time system
In this section, in order to unify the results of both the discrete-time and the corresponding continuous-time models, we give below a succinct proof as to how to get the continuous-time results from those of the discrete-time ones. Using appropriate limits, we can get the results of the continuous-time M [X] /G/1 retrial queue with control of admission derived in [29] from those derived here. To this objective, time axis is divided into small intervals of equal length, thus the approximation approaches the exact value when the length of the intervals tends to zero.
We regard the continuous-time M [X] /G/1 retrial queue with control of admission in which batches of customers arrive according to a Poisson stream with rate k. The interretrial times of a repeated customer are independent random variables exponentially distributed with parameter c. The service times follow a general law with distribution function B(x), Laplace-Stieltjes transform b(s) and finite mean l
À1
. It is assumed that interarrival times, batch sizes, interretrial times and service times are mutually independent.
If we suppose that time axis is divided into equal intervals of length D, the continuous-time model can be approximated by our discrete-time model considering
where D is sufficiently small so that p and r are probabilities.
We will show that lim D!0 UðzÞ is the probability generating function of the system size in the M [X] /G/1 retrial queue with control of admission. It is easy to see the following equalities using the definition of the Lebesgue integral:
From Eqs. (8) and (10) Taking into account the stochastic decomposition law together with the previous outcomes, we have
which coincides with the formula (3.17) of the probability generating function of the system size in the M [X] /G/1 retrial queue with control of admission [29] .
Numerical examples
In this section, we present some numerical examples on the performance measures derived in Section 3 making emphasis on the computation of the stationary probabilities.
Firstly, we will consider the arrival rate p = 0.1 and service times geometric distributed with mean b 1 = 2. For simplicity, it is also assumed that the batch size follows a geometrical distribution. For the numerical evaluation, we will use the approximation explained in Remark 3, where e = 10 À8 . Of course, the values of the parameters satisfy the stability condition q < 1. Fig. 1(a) and (b) depict the behaviour of the mean number of repeated customers against the parameter a. As was expected, E[N] is increasing as function of a. In Fig. 1(a) , we present three curves corresponding to c 1 ¼ 2; 3; 4. As is to be expected, E[N] increases with increasing values of the parameter c 1 . Fig. 1(b) studies how the retrial rate affects the mean orbit size. This graphic corroborates that the expectation E[N] increases with increasing values of r. It should be pointed out that the mean orbit size in the standard Geo [X] /Geo/1/1 queue with control of admission provides a lower bound for the corresponding mean value in our queueing system.
In Tables 1 and 2 we consider the Geo [X] /Geo/1 retrial queue with batch distribution h 2 [0, 1) . The system parameters are p = 1/6, q = 0.5, h = 0.4 and a = 0.9 so the traffic load is q = 0.5. Both tables defer on the retrial parameter which is r = 0.9 (low retrial probability) and r = 0.1 (high retrial probability), respectively.
We carry out the numerical inversion of the partial generating functions u 0 (z) and u 1 (1, z) using the Fast Fourier Transform (FFT) method. The method is based on the computation of the generating functions over 2 m complex arguments z 0 s, where 2 m satisfies that the tail of the distribution is lesser than a prespecified value e 0 . We have chosen e 0 = 10
À2
, then m is calculated with the help of ChebychevÕs inequality. At this point we notice that the resulting inverted probabilities e p j;k are Table 1 p = 1/6, q = 0.5, r = 0.9, h = 0.4, a = 0.9 based on some complex numbers which are calculated by replacing the generating functions u 0 (z) and u 1 (1, z) by the corresponding power series representations over the finite domain {0, . . . , 2 m À 1}. From this point of view, the probabilities e p j;k estimate p j,k . However, the FFT method is presented in the literature as a very powerful method to recover numerically the values of the unknown probabilities [21, 30] . In fact, the accuracy can always be improved by decreasing the value of e 0 . In this sense, we may consider e p j;k as the ''true'' probabilities. To compute u 0 (z) we observe on the light of Remark 3 that it can be reexpressed as follows:
Then, u 1 (1, z) is computed from formula (2) in Corollary 1. The above formula for p 0,0 can be computed and compared with e p 0;0 . In the case of the numerical examples presented along this section, we have observed that e p 0;0 fits at least the first seven decimal digits of p 0,0 . This fact illustrates that the probabilities e p j;k are remarkably accurate.
The inverted probabilities e p j;k have been summarized in the first two columns of each table. It should be noted that to increase r has the effect of distributing sparsely the probability mass. Consequently, the sequence fe p 1;k g 1 k¼0 in Table 1 has a mode at the point k Table 2 corresponding to r = 0.1. By using information theoretic techniques based on the principle of maximum entropy is possible to find an estimation for the stationary probabilities subject to a few mean value constraints [24] . The maximum entropy distribution is the one which adds the less extraneous information beyond those supplied by the given constraints. A simple approach to the principle of maximum entropy presents this method as a possible approximation of any structurally complex system but it can also be viewed as a philosophical alternative to the classical queueing solutions. For the applications of the principle of maximum entropy to the M/G/1 retrial queue we refer to the Refs. [22, 23] .
In case that we consider only the expected orbit size as constraint, the maximization of the ShannonÕs entropy functional
leads to the explicit solution [23] b p
This first order solution is decreasing so it cannot exhibit a mode at the point k
The estimation can be improved by adding the knowledge of the second moment as a constraint. The consideration of more than a single constraint drives to an optimization problem which can be carried out with the help of the method of LagrangeÕs multipliers [22, 23] . In Table 1 , we observe how the second order solution fb p In Tables 3 and 4 we turn our attention to the system Geo [X] /D/1 with retrials. We assume that each service time demands exactly one slot so D = 1. Now the retrial probability is r = 0.8 in both tables. In contrast, we choose the system parameters to get q = 0.75 in Table 3 and q = 0.25 in Table 4 . A higher value of q implies a sparse distribution. In this sense, we note in Table 3 As a final remark we observe that our numerical results have been illustrated for two specific choices of the service time distribution. However, it is not restrictive. The maximum entropy approach only needs the knowledge of constraints independently of the underlying service time and/ or batch size distributions. On the other hand, the numerical inversion can be performed for any service time and batch size distributions. We just need to specify the generating functions S(x) and c(z) in our FORTRAN codes. where z 0 is any arbitrary fixed point in the interval (0, 1).
Step 1. Compute the constraints F i , 1 6 i 6 3 (see Corollary 2 and Remark 3).
Step 2. For some prespecified e 0 (say e 0 = 10
), employ ChebychevÕs inequality in order to find an integer 2 m such that P 1 k¼2 m p 0;k 6 e 0 . (We construct the maximum entropy solution on the same domain that the inverted probabilities e p 0;j .)
Step 3. Solve the following system on the unknowns k i :
ðF n ðkÞ À F n Þk n ( ) ¼ 0; 1 6 i 6 3:
(We employ the method of LagrangeÕs multipliers to maximize the ShannonÕs entropy functional. The interested reader is referred to papers [22] [23] [24] and the references therein.) Step 4. Compute the multiplier k 0 from the normalization condition u 0 (1) = 1 À q:
F n ðkÞk n ( )
:
Step 5 
