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We prove that, for solutions of the Navier–Stokes equations of
two-dimensional, viscous, compressible ﬂow, curves which are
initially transverse to the spatial boundary and across which
the ﬂuid density is discontinuous become tangent to the boundary
instantaneously in time. This effect is seen to result from the strong
pressure gradient force, which in this case includes a vector
measure supported on the curve, together with the fact that
singularities in this system are convected with the ﬂuid velocity.
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1. Introduction
In this paper we prove a ﬁne-structure property of solutions of the Navier–Stokes equations of two-
dimensional, viscous, compressible ﬂow posed in the upper half-space of R2. Speciﬁcally, we consider
initial data for which the density is discontinuous across a continuous curve intersecting the bound-
ary and we prove that this discontinuity curve becomes tangent to the boundary instantaneously in
time. This effect is seen to result from the strong pressure gradient force, which in this case includes
a vector measure supported on the curve, together with the fact that singularities in this system are
convected with the ﬂuid velocity.
The Navier–Stokes equations express the conservation of mass and the balance of momentum:
{
ρt + div(ρu) = 0,(
ρu j
)
t + div
(
ρu ju
)+ P (ρ)x j = μu j + (λ + μ)divux j , j = 1,2, (1.1)
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are the unknown functions of x and t representing density and velocity, P = P (ρ) is the pressure,
μ and λ are positive viscosity constants, and div and  are the usual spatial divergence and Laplace
operators. The system (1.1) is solved subject to initial conditions
(
ρ(·,0),u(·,0))= (ρ0,u0) (1.2)
and boundary conditions
u1x2 = αu1, u2 = 0, x ∈ ∂H2, (1.3)
where α is a nonnegative constant. The so-called Navier boundary conditions (1.3) express the con-
dition that, on the boundary, the ﬂuid velocity is proportional to the tangential component of the
stress. A detailed discussion of this condition and the derivation of the speciﬁc form (1.3) is given in
the introduction to Hoff [8].
The initial boundary value problem (1.1)–(1.3) is known to be well-posed in spaces of smooth
functions for small time; see [13,14], or [17], for example. Smooth solutions are not suitable for our
purposes, however, because their regularity precludes the singularities to be studied. On the other
hand, very general weak solutions with large initial data, global in time, are known to exist (Li-
ons [12]), but these solutions are insuﬃciently regular to allow for the sort of detailed, localized
analysis required here. It therefore appears that the most suitable class in which to the study the
propagation of singularities is that given in [6] and [8] for initial data with bounded density and
small energy: densities remain bounded and velocities become locally Hölder continuous in positive
time, but discontinuities in density and velocity gradient persist. Actually, we shall show that the
small energy assumption can be replaced by a small time assumption, and this will suﬃce for our
purposes.
To be more speciﬁc, it was shown in [7] that if the initial density is discontinuous across a Hölder
continuous surface of codimension one, then the same will be true for the density in positive time,
and the singularity surface will be convected with the ﬂuid and will retain its Hölder regularity (but
with exponent decreasing in time). In the present paper we examine a qualitative geometric phe-
nomenon in two space dimensions associated with the intersection of such a discontinuity curve
with the spatial boundary, where the ﬂow is constrained by the particular boundary condition (1.3).
Speciﬁcally, we consider ﬂow in the upper half-space H2 of R2 and show that, when such a discon-
tinuity curve is initially transverse to the boundary and when the ﬂuid density is strictly greater on
one side of the discontinuity curve than on the other locally near the contact point, then the disconti-
nuity curve becomes tangent to the boundary instantaneously in time. This extends earlier work [10]
in which similar phenomena were studied both for the Euler equations of incompressible ﬂow and
for a model system of compressible ﬂow in which the acceleration terms were omitted.
The mechanism enforcing this instantaneous tangency may be understood as follows. Suppose that
the initial density has a jump discontinuity across an interface in the ﬁrst quadrant of the plane, in-
tersecting ∂H2 at the origin. Suppose also that, locally near the origin, the initial density is strictly
larger in the region to the left of the interface than in the region to the right. The negative of the
pressure gradient, which is the dominant force in the problem, understood in the sense of distribu-
tions, then includes a vector measure normal to the interface and directed from the region of high
density to the region of low density, that is, downward and to the right. Since the interface is trans-
ported by the ﬂow, it will be accelerated downward and to the right as well. Sharp estimates for the
velocity near the contact point will therefore be crucial. Now, if the acceleration term ρu˙ in (1.1) is
suﬃciently regular for t > 0 near the contact point, then near the interface the velocity u will be
given approximately by the balance of forces relation
(λ + μ)∇ divu + μu = ∇ P (1.4)
D. Hoff, M. Perepelitsa / J. Differential Equations 253 (2012) 3543–3567 3545together with the boundary conditions (1.3). Detailed analysis of solutions of this elliptic problem re-
veals a logarithmic singularity in ∇u near the contact point arising from the singular nature of ∇ P .
The result is that the ﬂuid ﬂow squeezes the interface toward the boundary at a singular (not inte-
grable in time) rate, leading to the instantaneous formation of a cusp. The mathematical details of the
analysis of this singular behavior are somewhat intricate and are discussed further below, following
the statements of Theorems 1.1 and 1.2.
We now give a precise formulation of our results. First, we say that (ρ,u) is a weak solution of
(1.1)–(1.3) on H2 ×[0, T ] if ρ and u are suitably integrable, if u2(x, t) = 0 for (x, t) ∈ ∂H2 × (0, T ], and
if
∫
H2
ρ(x, ·)ϕ(x, ·)dx
∣∣∣∣
t2
t1
=
t2∫
t1
∫
H2
(ρϕt + ρu · ∇ϕ)dxdt (1.5)
for all times t1, t2 ∈ [0, T ] and all ϕ ∈ C1(H2 × [t1, t2]) with supp ϕ(·, t) contained in a ﬁxed compact
set for t ∈ [t1, t2]; and
∫
H2
(ρu)(x, ·) · ϕ(x, ·)dx
∣∣∣∣
t2
t1
−
t2∫
t1
∫
H2
[
ρu · ϕt + ρ(∇ϕu) · u + P (ρ)divϕ
]
dxdt
= −αμ
t2∫
t1
∫
∂H2
u1ϕ1 dSx dt −
t2∫
t1
∫
H2
[
μu jxkϕ
j
xk + (λ + μ)(divu)(divϕ)
]
dxdt (1.6)
for all times t1, t2 ∈ [0, T ] and all ϕ = (ϕ1,ϕ2), where ϕ1 and ϕ2 are as in (1.5) with ϕ2 = 0 on ∂H2
(summation over repeated indices is understood throughout). These weak forms result in the usual
way by formally multiplying the differential equations (1.1) by test functions, integrating by parts, and
applying the boundary condition (1.3). Observe that the requirement in (1.3) that u1x2 = αu1 on ∂H2 is
a natural boundary condition and is reﬂected in the weak form (1.6), whereas the tangency condition
u2 = 0 on ∂H2 is an essential boundary condition imposed on the solution u and on the test function
ϕ in (1.6).
We assume throughout that λ and μ are positive constants and that P is a positive, strictly increas-
ing C2 function of ρ on (0,∞), and we ﬁx a positive reference density ρ˜ and a number q0 ∈ [1,2).
All constants and existence times appearing in the statements below will depend on λ, μ, P , ρ˜ and
q0 implicitly; this dependence will not be cited further.
We assume that the initial data satisfy the following:
‖ρ0 − ρ˜‖L2 + ‖ρ0 − ρ˜‖Lq0 + ‖u0‖H1  C0, (1.7)
C−10  ρ0(x) C0 for almost all x, (1.8)
u20 = 0 a.e. on ∂H2, (1.9)
where C0 is a positive constant which need not be small. In particular, u0 ∈ H1(H2) and therefore has
a trace in L2(∂H2), so that the tangency condition (1.9) is meaningful.
The following gives a local-in-time existence theorem suitable for our purposes and will be proved
in Section 2:
Theorem 1.1. Let C0 be a given positive number. Then there is a constant C(C0) and a positive time T (C0)
such that, given initial data (ρ0,u0) satisfying (1.7)–(1.9), there is a corresponding weak solution (ρ,u) to
(1.1)–(1.3) satisfying the following:
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u is Hölder continuous on compact sets inH2 × (0, T ], (1.11)
sup
0tT
(∥∥ρ(·, t) − ρ˜∥∥2L2(H2) + ∥∥u(·, t)∥∥2H1(H2))
+
T∫
0
∫
H2
(|u˙|2 + t|∇u˙|2)dxdt  C, where u˙ = ut + u · ∇u, (1.12)
sup
0tT
∥∥ρ(·, t) − ρ˜∥∥Lq0 (H2)  C, (1.13)
C−1  ρ  C a.e., (1.14)
and the distribution derivative ut ∈D ′
(
H
2 × (0, T )) is realized as a locally bounded function
(0, T ) → L2 satisfying ∥∥ut(·, t)∥∥L2(H2)  C/t, a.e. (0, T ). (1.15)
We remark that the above existence result is formulated speciﬁcally for the purpose of describing
the instantaneous tangency phenomenon of interest here. Existence of solutions with similar reg-
ularity properties can be obtained under considerably weaker assumptions on the initial data, the
pressure law P , and the viscosity λ; see [8].
To formulate our main result we need to know that the integral curves of the velocity ﬁeld u are
well-deﬁned. Speciﬁcally, we show in Section 2 that the log-Lipschitz constant with respect to x of
the velocity u will be integrable in time. This insures that the integral curves Xt[y], deﬁned by
Xt[y] = y +
t∫
0
u
(
Xs[y], s)ds,
are uniquely deﬁned for each y, that the ﬂow maps Xt : H2 → H2 are surjective, and that, as a
consequence of (1.3), ∂H2 is invariant under the ﬂow.
We now restrict attention to initial data (ρ0,u0) satisfying the hypotheses of Theorem 1.1 and for
which ρ0 is piecewise Hölder continuous. Speciﬁcally, we assume that ρ0 ∈ Cα(Ω±0 ), where Ω±0 are
open, connected, disjoint sets such that H2 = Ω+0 ∪ Ω−0 and ∂Ω+0 ∩ ∂Ω−0 is a continuous curve Γ0
intersecting ∂H2 at the origin. For a general point x = (x1,0) ∈ ∂H2 and for μ ∈ (0,∞) we deﬁne the
wedge Wμ(x) by
Wμ(x) =
{
y ∈H2: y1  x1 and 0 y2 μ(y1 − x1)
}
,
and we assume that there is a ball B0 of nonzero radius centered at the origin such that Γ0 ∩ B0 is
contained in Wm0 (0) − Wm′0 (0) for some 0 <m′0 <m0 < 1. We agree that Ω
−
0 is the set to the right
of the origin. The following is then the main result of this paper:
Theorem 1.2. Assume that (ρ0,u0) satisﬁes the hypotheses of Theorem 1.1, that ρ0 is Hölder continuous in
sets Ω+0 and Ω
−
0 separated by a continuous curve Γ0 with Γ0 ∩ B0 ⊂ Wm0 (0) − Wm′0 (0) for some 0 <m′0 <
m0 < 1 as described above, and that
inf
Ω+0 ∩B0
ρ0 > sup
Ω−∩B0
ρ0. (1.16)
0
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the conclusions of Theorem 1.1 and for which the transport Γt ≡ Xt[Γ0] of the discontinuity curve becomes
tangent to the boundary of H2 instantaneously in time in the following sense: given any number μ > 0 and
any time t ∈ (0, T ], there is a ball B of positive radius centered at the contact point Xt[0] such that Γt ∩ B lies
below and to the right of the line through Xt[0] with slope μ.
The starting point of the proof is a decomposition of the velocity u into its regular and singular
parts, u = ur +us. Here us is the solution of the elliptic system (1.4), modulo constants, and ur reﬂects
the contribution to u from the term ρu˙ in (1.1) (see (2.28) and (2.29) below for the speciﬁc systems
deﬁning ur and us). The regular part ur is shown to be Lipschitz continuous in x with Lipschitz
constant integrable in time. This implies that ur is negligible with respect to us , which is only log-
Lipschitz continuous in x, and which therefore dominates the ﬂow near the contact point. Concerning
the dominant component us , a careful analysis of its Green’s function representation in terms of
∇ P (ρ) shows that u1s and u2s have speciﬁc signs, namely u1s > 0 > u2s , locally near the contact point,
provided that Γt is known to be contained in a certain wedge-like region attached to the contact
point. Assuming this, we can then estimate the magnitudes of u1s and u
2
s as follows. First we construct
a model curve Γ˜t which is transported from Γ0 by a model velocity, constructed so as to dominate
the ﬁeld transporting Γt in exactly the right way. The result is that Γ˜t intersects ∂H2 at the same
point as does Γt and remains on one particular side of Γt . This construction then enables us to obtain
very explicit estimates for the magnitudes of u1s and u
2
s by bounding the integrals in their Green’s
function representations by integrals over regions bounded by Γ˜t , which is known explicitly, rather
than by Γt , whose geometry is as yet unknown. These estimates for us reﬂect its essential behavior
jointly in x and t for x near the contact point and t near zero, and show that the interface is being
rotated downward and to the right toward ∂H2 at a singular rate, thus leading to the instantaneous
tangency.
As indicated above, this analysis can be carried out only if Γt is known to be contained in the
aforementioned favorable wedge-like region. This will be true at the initial time by hypothesis, but
it cannot be guaranteed even for small time merely by continuity: even if Γ0 were C1, its transport
in positive time would be Hölder continuous at best and would therefore lack any differentiable
structure. In particular, there is no meaningful angle between Γt and ∂H2 which is known a priori to
be continuous in time. To circumvent this diﬃculty we introduce solutions (ρε,uε) of an approximate
system
{
ρε,t + div(ρεvε) = 0,(
ρεu
j
ε
)
t + div
(
ρεu
j
εvε
)+ P (ρε)x j = μu jε + (λ + μ)divuε,x j , (1.17)
in which the transport velocity vε is obtained from uε by averaging over past times:
vε(x, ·) = uε(x, ·) ∗ kε, kε(t) = ε−1k
(
ε−1t
)
. (1.18)
The convolution here is with respect to time and k(t) is a smooth nonnegative function of unit mass
supported on [−2,−1] (we take uε to be zero for negative t). This device enables us to carry out the
analysis inductively on time intervals (0,nε]: if the singular part of uε satisﬁes the desired bounds
on (0,nε], then the singular part of vε will satisfy those bounds on (0, (n + 1)ε], and this in turn
will show that Γε,t is in the desired wedge on (0, (n+ 1)ε]. This is precisely what is needed to apply
the analysis of the preceding paragraph, which then shows that uε satisﬁes the desired bounds on
(0, (n+1)ε], as required. The approximate interfaces Γε,t are thus shown to exhibit tangency for times
t > O (ε), with rates which are independent of ε. The solution of Theorem 1.2 is then obtained in the
limit as ε → 0, the instantaneous tangency property being retained in the limit.
Our requirement in Theorem 1.2 that the slope m0 of the initial curve Γ0 be less than one is more
restrictive than in [10], where a similar result is proved for a model system under the weaker assump-
tion that m0 < ∞. We conjecture that the result of Theorem 1.2 holds as well for the Navier–Stokes
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ways from that of [10], is less amenable to the device applied there to deal with larger slopes. Con-
sideration of that case would add a layer of technical complexity well beyond the scope of the present
paper.
The plan of the paper is as follows. First in Section 2 we prove a general existence result for
solutions (ρε,uε) of (1.17), (1.18), (1.2), (1.3) and we derive various bounds for these solutions which
are independent of ε. The solutions (ρ,u) of (1.1)–(1.3) described in Theorem 1.1 are then obtained in
the limit as ε → 0. This existence theory is based on certain a priori bounds for local-in-time smooth
solutions, whose existence is derived by a straightforward but very technical application of analytic
semigroup theory. The aforementioned a priori bounds are intrinsic to the problem at hand and so
are detailed in Section 2. The semigroup application is not, and therefore will be only sketched in
Appendix A. The proof of our main result, Theorem 1.2, is given in Section 3. Some of the explicit
computations in this proof will be carried out only for the case that α = 0. This will remove a layer
of technical complexity in what will still be a very technical argument, but with no omission of
important conceptual elements. See the remarks at the end of Section 3 for a brief discussion for the
case α = 0. Finally in Appendix B, we describe brieﬂy how our analysis can be applied to establish the
spontaneous formation of cusps in density patches with corner points, away from spatial boundaries.
2. Existence and regularity of solutions
In this section we prove existence of solutions, both for the approximating system (1.17), (1.18),
(1.2), (1.3), as well as for the Navier–Stokes system (1.1)–(1.3). We shall assume throughout that λ, μ,
and ρ˜ are positive constants, that q0 ∈ [1,2), and that P is a positive, strictly increasing C2 function
of ρ on (0,∞). All constants and existence times below will depend implicitly on these quantities
without further mention, and we will make repeated use of the following standard inequality for
functions u ∈ H1(H2):
∫
|u|p  Cp
( ∫
|u|2
)( ∫
|∇u|2
)(p−2)/2
, p ∈ [2,∞). (2.1)
The following is our main existence result and includes Theorem 1.1 as a subcase:
Theorem 2.1. Let C0 be a given positive number. Then there is a positive time T = T (C0) and a constant
C = C(C0) such that, given ε > 0 and given initial data (ρ0,u0) satisfying (1.7)–(1.9) with constant C0 , there
is a corresponding weak solution (ρε,uε) of the system (1.17), (1.18), (1.2), (1.3) deﬁned on H2 × [0, T ]
satisfying the conclusions (1.10)–(1.15) of Theorem 1.1 with constant C(C0). The moduli of continuity asserted
in (1.10) and (1.11) are independent of ε, and for each p ∈ [2,∞) there is a constant C(C0, p) such that
∥∥∇ Fε(·, t)∥∥Lp(H2)  C(C0, p)(∥∥u˙ε(·, t)∥∥Lp(H2) + 1), a.a. t ∈ [0, T ], (2.2)
where Fε = (λ + 2μ)divuε − P (ρε,uε) + P (ρ˜) and u˙ε = uε,t + ∇uεvε. Exactly the same result holds for
the system (1.1)–(1.3).
We give the proof only for the approximating system (1.17)–(1.18), (1.2), (1.3). The proof for the
system (1.1)–(1.3) is essentially identical, a few of the details being somewhat simpler. Alternatively,
the solutions of Theorem 1.1 can be obtained in the limit as ε → 0 of the solutions described above
for ε > 0. The limiting argument is straightforward and will be detailed in the proof of Theorem 1.2 in
Section 3, where the instantaneous tangency phenomenon is established for the approximate solutions
and is shown to be retained in the limit.
We begin with the following local existence result for smooth solutions with smooth initial data:
Lemma 2.2. Let C1 > 0 and ε > 0 be given. Then there is a time T1 = T1(C1, ε) and a constant M(C1, ε) such
that: given initial data (ρ0,u0) satisfying
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C−11  ρ0(x) C1, x ∈H2, (2.4)
u20 = u10,x2 − αu10 =
(
Lu0 − ρ0(∇u0)u0 − ∇ P (ρ0)
)2 = 0 on ∂H2, (2.5)
where L is the Lamé operator L = μ + (λ + μ)∇ div, there is a corresponding solution (ρ,u) = (ρε,uε) of
the system (1.17), (1.18), (1.2), (1.3) deﬁned on H2 × [0, T1] satisfying the bounds
M−1  ρ(x, t) M, (x, t) ∈H2 × [0, T1], (2.6)
sup
0tT1
(∥∥ρ(·, t) − ρ˜∥∥H3 + ∥∥ρt(·, t)∥∥H1 + ∥∥u(·, t)∥∥H3 + ∥∥ut(·, t)∥∥H1) M, (2.7)
T1∫
0
(‖u‖2H4 + ‖ut‖2H2 + ‖utt‖2L2)dt  M, (2.8)
sup
0tT1
∥∥ρ(·, t) − ρ˜∥∥Lq0  M. (2.9)
Proof. The proof is based on analytic semigroup theory and iteration; a fairly detailed sketch is given
in Appendix A. 
Next we derive certain a priori bounds for the smooth solutions of Lemma 2.2, bounds which are
to be independent of the initial H3 regularity:
Lemma 2.3. Let C0 be a given positive number. Then there is a positive time T = T (C0) and a constant C =
C(C0) such that: if (ρ0,u0) is given satisfying the conditions (1.7)–(1.9) with constant C0 and conditions
(2.3)–(2.5) with constant C1 , and if for some ε > 0 and T  T (C0) (ρ,u) = (ρε,uε) is a smooth solution on
H
2 × [0, T ] of (1.17), (1.18), (1.2), (1.3) in the sense of Lemma 2.2 with initial data (ρ0,u0), then
C(C0)
−1  ρ(x, t) C(C0), (x, t) ∈H2 × [0, T ], (2.10)
sup
0tT
(∥∥u(·, t)∥∥2H1 + ∥∥ρ(·, t) − ρ˜∥∥2L2 + t∥∥u˙(·, t)∥∥2L2)+
T∫
0
∫
H2
(|u˙|2 + t|∇u˙|2)dxdt
 C(C0); (2.11)
and for p ∈ [2,∞),
∥∥∇ F (·, t)∥∥Lp(H2)  C(C0, p)(∥∥u˙(·, t)∥∥Lp(H2) + 1), a.a. t ∈ [0, T ]. (2.12)
Proof. Let (ρ,u) be the smooth solution in the statement and assume for the time being that there
are positive densities ρ and ρ such that ρ  ρ(x, t)  ρ for all x and for t  T . The following
a priori bounds can then be derived by routine energy methods as in [6] together with the bound∫ T
0
∫
H2
|∇v|r dxdt  ∫ T0 ∫H2 |∇u|r dxdt for various r and the important fact that u˙2 is zero on ∂H2,
which follows from (1.3):
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0tT
∫
H2
∣∣u(x, t)∣∣2 dx+
T∫
0
∫
H2
|∇u|2 dxdt  MC,
sup
0tT
∫
H2
∣∣∇u(x, t)∣∣2 dx+
T∫
0
∫
H2
|u˙|2 dxdt  M
[
C +
T∫
0
∫
H2
(|u|3 + |∇u|3)dxdt
]
,
sup
0tT
t
∫
H2
∣∣u˙(x, t)∣∣2 dx+
T∫
0
∫
H2
t|∇u˙|2 dxdt  M
[
C +
T∫
0
∫
H2
t
(|u|4 + |∇u|4)dxdt
]
. (2.13)
Here C = C(C0) is as in the statement of the lemma and M = M(ρ,ρ). (We note that the rates
of regularization in the initial layer near t = 0 are more favorable here than in the corresponding
bounds in [6], owing to the stronger assumption here that u0 ∈ H1 whereas in [6] u0 ∈ L2.)
The next step is to show that the integrals on the right sides in (2.13) can be absorbed into the
left sides, and to do this we introduce the vorticity ω = u1x2 − u2x1 and recall the deﬁnition of the ﬂux
F = (2μ + λ)divu − P (ρ) + P (ρ˜). The two momentum equations in (1.17) can then be written
{
ρu˙1 = Fx1 + μωx2 ,
ρu˙2 = Fx2 − μωx1 ,
which gives a Helmholtz decomposition of the acceleration density ρu˙. From these and from the
boundary conditions (1.3) we then compute that F and ω satisfy the following elliptic systems at
each ﬁxed time:
{
F = div(ρu˙), x ∈H2,
Fx2 = αμu1x1 on ∂H2,
(2.14)
and
{

(
μω − αu1)= (ρu˙1)x2 − (ρu˙2)x1 − α div(∇u1), x ∈H2,
ω − αu1 = 0 on ∂H2.
(2.15)
We shall derive bounds for F and ω in W 1,p for p > 2 in terms of norms of ρu˙. First, a routine
energy estimate applied to (2.14) shows that
‖∇ F‖L2  M
(‖u˙‖L2 + ‖u‖H1) (2.16)
(a standard trace-type argument is used for the boundary integral). Next we let χR be a smooth
function supported in BR+1(0) which equals one on BR(0) and we introduce a modiﬁed ﬂux FR
deﬁned by
{
FR = div(χRρu˙), x ∈H2,
(FR)x2 = αμχRu1x1 on ∂H2.
Exactly the same energy method used to derive (2.16) but applied to F − FR shows that ∇ FR → ∇ F
in L2 as R → ∞. Next, one easily checks that (χRρu˙)(·, t) ∈ Lp1 ∩ Lp2 for particular p1 < 2 < p2,
justifying the representation
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∫
H2
∇xG(x, y) · (χRρu˙)(y, t)dy + αμ
∫
∂H2
G(x, y)
(
χRu
1
x1
)
(y, t)dS y, (2.17)
where G is the Neumann–Green’s function for the upper half-space H2 (justiﬁcation is required
because ∇G ∼ 1/|x − y|). Now, the second derivatives of G are Calderon–Zygmund operators (see
[2, pp. 222–224], for example) and therefore the Lp norm of the gradient of the ﬁrst integral on the
right side above is bounded by C(p)‖ρu˙‖Lp for p ∈ (1,∞). We can write the boundary integral in
(2.17) as the integral over H2 of the derivative with respect to y2 of the integrand multiplied by
a cutoff function of y2. Integrating by parts in the y1 direction where necessary, we can then ex-
press this boundary integral as the sum of integrals over H2 of ﬁrst derivatives of G multiplied either
by components of u or by ﬁrst derivatives of u, plus lower-order terms. The same argument as for
the ﬁrst integral in (2.17) then applies to give a bound in Lp for the gradient of the boundary in-
tegral. Combining, we thus obtain a bound for ‖∇ FR‖Lp which is independent of R . Recalling that
∇ FR → ∇ F in L2, we conclude that
∥∥∇ F (·, t)∥∥Lp(H2)  M(∥∥(ρu˙)(·, t)∥∥Lp(H2) + ∥∥∇u(·, t)∥∥Lp(H2)) (2.18)
where the constant M may depend additionally on p. A similar but easier argument applied to (2.15)
shows that
∥∥∇ω(·, t)∥∥Lp(H2)  M(∥∥(ρu˙)(·, t)∥∥Lp(H2) + ∥∥∇u(·, t)∥∥Lp(H2)) (2.19)
as well. To relate these two bounds to the velocity u we compute from the deﬁnitions of F and ω
that {
(λ + 2μ)u j = Fx j + (λ + 2μ)ω j,kxk + P (ρ)x j , x ∈H2,
u1x2 = αu1, u2 = 0 on ∂H2,
where now ω1,2 = −ω2,1 = ω. It follows that
∥∥∇u(·, t)∥∥Lp(H2)  M(∥∥F (·, t)∥∥Lp(H2) + ∥∥ω(·, t)∥∥Lp(H2) + 1). (2.20)
We take p = 4 in (2.20) and apply (2.1) to bound the L4 norms on the right, making use of (2.18) and
(2.19) with p = 2. The result is that
∥∥∇u(·, t)∥∥L4(H2)  M(∥∥u˙(·, t)∥∥1/2L2(H2)∥∥∇u˙(·, t)∥∥1/2L2(H2) + ∥∥∇u˙(·, t)∥∥1/2L2(H2) + ∥∥∇u(·, t)∥∥L2(H2) + 1).
In a similar we ﬁnd that
∥∥∇u(·, t)∥∥L3(H2)  M(∥∥u˙(·, t)∥∥2/3L2(H2)∥∥∇u˙(·, t)∥∥1/3L2(H2) + ∥∥∇u˙(·, t)∥∥1/2L2(H2) + ∥∥∇u(·, t)∥∥L2(H2) + 1).
Routine estimates then show that the integrals on the right sides of (2.13) can be absorbed into the
left sides, and therefore that the bounds in (2.13) hold with the right sides replaced by M(ρ,ρ)C(C0).
It remains to obtain pointwise bounds for ρ and to couple these to the bounds in (2.13). To do this
we let x(t) be an integral curve of the convecting ﬁeld v and we write the mass equation in (1.17) in
the form ddt logρ(x(t), t) = −div v , so that
log
ρ(x(t), t)
ρ0(x(0))
= −
t∫
div v
(
x(s), s
)
ds. (2.21)0
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t∫
0
∥∥div v(·, τ )∥∥L∞ dτ 
t∫
0
∥∥divu(·, τ )∥∥L∞ dτ ,
and to bound the latter integral we take p = 3 in (2.18) and recall the deﬁnition of F to obtain
‖divu‖L∞  C
(∥∥P (ρ) − P (ρ˜)∥∥L∞ + ‖F‖W 1,3)
 MC
(
1+ ‖u˙‖L3
)
 MC
(
1+ ‖u˙‖2/3
L2
‖∇u˙‖1/3
L2
)
.
Applying (2.13), we can then bound the integral on the right side of (2.21) by
MC
(
t +
t∫
0
τ−1/3
∥∥u˙(·, τ )∥∥2/3L2 (τ∥∥∇u˙(·, τ )∥∥L2)1/3 dτ
)
 MCt1/6
for t  1, say, so that
∣∣∣∣log ρ(x(t), t)ρ0(x(0))
∣∣∣∣ M(ρ,ρ)C(C0)t1/6. (2.22)
Recalling now the hypothesis (1.8), we take ρ = C0/2 and ρ = 2C0, thus ﬁxing the constant MC in
(2.22) in terms of C0. An easy open–closed argument together with (2.13) then shows that there is a
time T (C0) such that the bounds in (2.10)–(2.12) hold up to time T as long T  T (C0). 
Proofs of Theorems 1.1 and 2.1. The proof of Theorem 2.1 is somewhat long and technical but mostly
routine. Brieﬂy, the given initial data (ρ0,u0) is expressed as the limit as δ → 0 of approximate initial
data (ρδ0,u
δ
0) satisfying the hypotheses (1.7)–(1.9) with constant C0, which is independent of δ, as well
as the hypotheses (2.3)–(2.5) with constant Cδ1, which does depend on δ. Lemma 2.2 then applies to
show that there is a corresponding smooth solution (ρδ,uδ) deﬁned up to a time depending on δ, and
Lemma 2.3 shows that the norms in (2.10) and (2.11) of this solution do not blow up before a time
T (C0), which is independent of δ. These bounds are then applied in a sequence of estimates showing
that the H3 norms in (2.3)–(2.5) remain ﬁnite as long as the smooth solution exists and before time T .
An open and closed argument is then applied to prove that the smooth solution (ρδ,uδ) exists on all
of [0, T ], and the bounds in (2.10) and (2.11) provide the compactness required to extract the limiting
solution (ρ,u) of Theorem 2.1 in the limit as δ → 0. We refer the reader to Suen and Hoff [16], in
which the entire argument is carried out in detail for a closely related MHD system in R3. The Lq0
bound (2.9) is obtained exactly as for the smooth solution of Lemma 2.2, except that the constant M
is replaced by the constant C(C0); the proof is sketched at the very end of Appendix A. This completes
the proof of Theorem 2.1 with T (C0) in place of T (C0), and Theorem 1.1 follows as noted above just
after the statement of Theorem 2.1. 
In the following theorem we give more precise estimates for the velocities uε and vε . We restrict
to the case α = 0, but see the remarks at the end of Section 3 concerning the general case.
Theorem 2.4. Let C0 > 0 be given, assume that α = 0, and let (ρε,uε) be the solution of (1.17)–(1.18) on
H
2 × [0, T ] described in Theorem 2.1 for given initial data (ρ0,u0) and for given ε > 0.
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The singular part uε,s is given by
u1ε,s(x, t) = −μ0
∫
H2
(
∂y1
[
H(x, y) + H(x, y∗)])[P(ρ(y, t))− P (ρ˜)]dy,
u2ε,s(x, t) = −μ0
∫
H2
(
∂y2
[
H(x, y) − H(x, y∗)])[P(ρ(y, t))− P (ρ˜)]dy, (2.23)
where μ0 = (λ + 2μ)−1 , H = (2π)−1 log |x− y| is the fundamental solution of the Laplace operator
on R2 , and y∗ is the reﬂection of y in the y1-axis. Also, uε,s is log-Lipschitz continuous:
∣∣uε,s(x, t) − uε,s(y, t)∣∣ Cη(|x− y|) (2.24)
where η(s) = s(1− log s) for s ∈ (0,1] and η(s) = s for s 1. The regular part uε,r of uε satisﬁes
∥∥∇uε,r(·, t)∥∥L∞  aε(t), a.a. t, (2.25)
where the function aε ∈ L1((0, T )) is determined by C0 and ε and satisﬁes
t∫
0
aε(τ )dτ  Ct1/3. (2.26)
The constant C here and in (2.24) depends only on C0 and in particular is independent of ε.
(b) If vε(t) is the corresponding convecting velocity in (1.18) for the solution in (a) and if x0(t) = xε0(t) is the
transport at time t of the origin by the velocity ﬁeld vε , then for t ∈ [0, T ] and x ∈ W2m0 (x0(t)),
v1ε(x, t) − v1ε
(
x0(t), t
)
 C
[
η
(∣∣(x− x0(t))1∣∣)+ (aε ∗ kε)(t)∣∣(x− x0(t))1∣∣],
v2ε(x, t)−C
[
η(x2) + (aε ∗ kε)(t)x2
]
,
where C is as in (a).
Proof. We write (ρε,uε) = (ρ,u), suppressing the subscript throughout. First, recalling the deﬁnition
F = (λ + 2μ)divu − P (ρ) + P (ρ˜), we obtain from the momentum equation in (1.17) that
μu = ρu˙ − μ0(λ + μ)∇ F + μμ0∇ P (ρ) (2.27)
in the sense of distributions. This suggest that we deﬁne the singular part us of u by
us = μ0∇
[
P (ρ) − P (ρ˜)], x ∈H2,
u2s =
(
u1s
)
x2
= 0 on ∂H2. (2.28)
The representations for u1s and u
2
s in (a) then follow. We note again, however, that because ∇H(x) ∼
1/|x| near both zero and inﬁnity, it is necessary for integrability that P (ρ(·, t)) − P (ρ˜) ∈ Lp1 ∩ Lp2 for
some p1 < 2 < p2. The bounds in (1.12)–(1.14) show that this is indeed the case and together with
Young’s inequality [4, Proposition 8.9], show also that us(·, t) ∈ Lq(H2) for large q. In particular, us(·, t)
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from the L∞ bound for ρ in (1.14) and standard facts about Newtonian potentials (see Bahouri and
Chemin [1], for example). Next we deﬁne the regular part ur of u by ur(·, t) = u(·, t)− us(·, t), so that
from (2.27) and (2.28),
μur = ρu˙ − μ0(λ + μ)∇ F , x ∈H2,
u2r =
(
u1r
)
x2
= 0 on ∂H2. (2.29)
We can apply odd and even reﬂections, corresponding to the Neumann and Dirichlet boundary condi-
tions satisﬁed by u1r and u
2
r , to extend the above differential equation weakly to all of R
2. Then since
ur(·, t) is a tempered distribution we can take Fourier transforms and apply a standard multiplier
theorem (Stein [15, p. 96]) together with the bound in (2.2) to obtain that, for p ∈ [2,∞), there is a
constant M(p) such that
∥∥D2xur(·, t)∥∥Lp  M(p)[∥∥ρu˙(·, t)∥∥Lp + C(C0)].
Taking p = 3, we therefore obtain that, at time t ,
‖∇ur‖L∞  C‖∇ur‖W 1,3  C
(‖∇ur‖L2 + ∥∥D2xur∥∥L2 + ∥∥D2xur∥∥L3)
 C(C0)
(
1+ ‖u˙‖L2 + ‖u˙‖L3
)
≡ a(t). (2.30)
The most singular of the three terms in the above deﬁnition of a(t) is ‖u˙‖L3 ; ignoring the other two,
we apply the bounds in (1.12) to obtain that
t∫
0
a(τ )dτ  C
t∫
0
( ∫
H2
|u˙|2 dx
)1/3(
τ
∫
H2
|∇u˙|2 dx
)1/6
τ−1/6 dτ
 C(C0)t1/3, (2.31)
which proves (2.26). Observe that, since u depends on ε, so does a; the constant in (2.26) is inde-
pendent of ε, however. (Notice also that the above computation is exactly the same as that occurring
in the derivation of pointwise bounds for ρ in Lemma 2.3.) This completes the proof of (a), and the
bounds in (b) follow from the deﬁnition (1.18) of v in terms of u, the bounds in (a) for ur and us , and
the fact that, for x ∈ W2m0 (x0(t)), |x− x0| C(m0)|(x− x0)1| (recall the assumption that m0 < 1). 
3. Instantaneous tangency: proof of Theorem 1.2
In this section we prove the instantaneous tangency result Theorem 1.2. Thus let initial data
(ρ0,u0) be given as in the hypotheses of Theorem 1.2 with C0 as in (1.7)–(1.9) and let (ρε,uε) be
the corresponding approximate solutions deﬁned in (1.17)–(1.18). These solutions are deﬁned up to
a positive time T (C0) and satisfy the conclusions and bounds in (1.10)–(1.15) and (2.23)–(2.26) with
constant C(C0); both T (C0) and C(C0) are independent of ε. We assume throughout that α = 0, but
see the remarks at the end of this section concerning the general case.
We let Γε,t be the curve {zε(s, t): s  0}, which is the transport by the velocity vε of the initial
curve Γ0, as in Section 1; that is, zε(s, t) = Xtε[z(s,0)]. We also deﬁne sets
Ω±ε,t = Xtε
[
Ω±0
]
,
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0<m′0 <m0 < 1. We choose another slope m′′0 ∈ (m0,1) and then ﬁx a number M  1/(1−m′′0). Thus
0<m′0 <m0 <m′′0 < 1 and M 
1
1−m′′0
. (3.1)
All constants and existence times appearing in this section will depend on m0, m′0, m′′0, and M with-
out further mention. Various estimates will be given in this section near the point xε0, frequently
abbreviated x0, which is the point at which Γε,t intersects ∂H2, that is,
xε0 = Xtε[0].
Finally, the time of existence T (C0) may be reduced independently of ε as required. All these no-
tations will be in force throughout this section and we assume without loss of generality that the
ball B0 in (1.16) has radius two. The proof will be broken into a sequence of lemmas in which we
identify both the essential region of integration and the dominant terms in the integrands in the
representations in Theorem 2.4(a).
Lemma 3.1. The map (x, t) → Xtε[x] is continuous from H2 × [0, T (C0)] to H2 and the function zε is con-
tinuous for (s, t) ∈ [0,∞)2 . Also, for t ∈ [0, T (C0)] the approximate density ρε(·, t) is separately Hölder
continuous on Ω+ε,t and Ω
−
ε,t . All Hölder exponents and moduli of continuity in these statements are inde-
pendent of ε, and the existence time T (C0) can be reduced independently of ε so that
inf
Ω+ε,t∩B0
ρε(·, t) > sup
Ω−ε,t∩B0
ρε(·, t) (3.2)
where B0 is the ball of radius two centered at xε0(t).
Proof. These results are all straightforward consequences of the decomposition uε = uε,r + uε,s of
Theorem 2.4(a), the bounds in (1.12), (2.24), and (2.25) for u, uε,r and uε,s , and the bound (2.22)
for the evolution of ρε along integral curves of uε , which holds for smooth solutions and which is
retained by limiting weak solutions. See Hoff and Santos [11, Theorem 2.5], for complete details and
for related results. 
As we shall see, the integral representations for uε,s in Theorem 2.4(b) above will be reduced to
integrations over Ω−ε,t intersected with a ball centered at xε0(t). Estimates for uε,s(t) will therefore
depend on the location of Ω−ε,t and thus on its bounding curve Γε,t . On the other hand, Γε,t is
convected by the velocity ﬁeld vε , which is determined from uε , the dominant part of which is uε,s .
There is therefore a coupling between uε,s(t) and Γε,t . To resolve this coupling we compare Γε,t with
a computable “model curve” Γ˜ε,t , whose construction is motivated by the bounds in Theorem 2.4(b),
and which is deﬁned as follows. Let c0 be strictly greater than the constant C(C0) in Theorem 2.4(b),
deﬁne a model velocity v˜ε by
v˜1ε(x, t) = v1ε
(
xε0(t), t
)+ c0[η(∣∣(x− xε0(t))1∣∣)+ aε(t) ∗ kε(t)∣∣(x− xε0(t))1∣∣],
v˜2ε(x, t) = v2ε
(
xε0(t), t
)− c0η(x2),
where η and aε(t) are as in the statement of Theorem 2.4(a), and ﬁnally let Γ˜ε,t be the transport at
time t by the velocity ﬁeld v˜ε of the line Γ˜0 through the origin with slope m′0.
In the next lemma we prove that, near xε0(t), Γε,t remains above and to the left of Γ˜ε,t . For the
time being this geometric bound will be contingent on other bounds, yet to be proved. The global
and uncontingent version will be given later in Lemma 3.5.
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Γε,t ∩ B1/32(xε0) is above and to the left of Γ˜ε,t for t ∈ [0, t0].
Proof. We suppress the subscript ε throughout and write Γt = {z(s, t): s  0} and Γ˜t = {z˜(s, t):
s  0}. First, by the results of Lemma 3.1, we may restrict T independently of ε so that, if z(s, τ ) ∈
B1/32(x0(τ )) for some τ  T and some s, then z(s, t) ∈ B1/16(x0(t)) for all t  T ; similarly for z˜(s, t).
We may also stipulate that Γ˜t ∩ B1/16(x0(t)) ⊂ W2m0 (x0(t)) for t  T .
Next, the bounds in Theorem 2.4(b) together with the above deﬁnition of v˜ show that
d
dt
(
z˜1(s˜, t) − z1(s, t)
)= v˜1(z˜, t) − v1(x0, t) − v1(z, t) + v1(x0, t)
 c0
[
η(z˜1 − x01) + a(t) ∗ kε(t)(z˜1 − x01)
]
− C[η(z1 − x01) + a(t) ∗ kε(t)(z1 − x01)].
Now suppose that z˜(s˜, t1) = z(s, t1) ∈ B1/32(x0(t1)) for some nonzero s and s˜ and some t1  t0.
It would then follow that z˜1(s˜,0) < z1(s,0) because otherwise the right-hand side above would
be positive at t = 0 (because c0 > C ) and therefore on all of [0, t1]. This would imply that
z˜1(s˜, t1) − z1(s, t1) > 0, however, contrary to our supposition that z˜(s˜, t1) = z(s, t1). This same ar-
gument applied to z˜2 − z2 reverses the signs and shows that z˜2(s˜,0) − z2(s,0) > 0. But these two
inequalities contradict the assumption of Theorem 1.2 that Γ0 ⊂ Wm0 − Wm′0 , which implies in par-
ticular that Γ0 is above and to the left of Γ˜0. The curves Γt and Γ˜t therefore do not intersect in
B = B1/32(x0(t)) for t  t0 (except at x0(t)) and so Γt ∩ B remains above and to the left of Γ˜t ∩ B for
these t . 
Next we will derive estimates for the dominant part uε,s of the velocity ﬁeld. We begin with a
reduction of the region of integration in the integrals in Theorem 2.4(a):
Lemma 3.3. Let t ∈ [0, T (C0)] and x ∈ B1/8(xε0(t)) and write x0 = xε0(t). Then
u1ε,s(x, t) − u1ε,s(x0, t) = −μ0
∫
Ω−ε,t∩B1/4(x0)
∂y1
[
H(x, y) + H(x, y∗)− H(x0, y) − H(x0, y∗)]
× [P(ρε(y, t))− P(ρε(x0+, t))]dy + O (|x− x0|) (3.3)
and
u2ε,s(x, t) = −μ0
∫
Ω−ε,t∩B1/4(x0)
∂y2
[
H(x, y) − H(x, y∗)][P(ρε(y, t))− P(ρε(x˜+, t))]dy
+ O (x2), (3.4)
where x˜ ≡ x˜ε(t) is x if x ∈ Ω+ε,t and is the point of Ω+ε,t nearest x otherwise, and ρε(x˜+, t) and ρε(x0+, t)
denote limits at x˜ and x0 from inside Ω
+
ε,t . The constants implied by the symbol O are independent of ε.
Proof. We suppress the subscript ε and give the proof for u2s , the proof for u
1
s being similar. First con-
sider the contribution to the integral in the representation (2.23) for u2s from the set H
2 ∩ B1/4(x0)c :
this is a smooth function of x ∈ B1/8(x0) which is zero at x2 = 0, and consequently is O (x2). We
may therefore replace the region of integration by H2 ∩ B1/4(x0). Next, if the term P (ρ˜) in (2.23) is
replaced by P (ρ(x˜+, t)), then the resulting change in the integral will be
D. Hoff, M. Perepelitsa / J. Differential Equations 253 (2012) 3543–3567 3557O (1)
∫
H2∩B1/4
∂y2
[
H(x, y) − H(x, y∗)]dy = O (1) ∫
H2∩∂B1/4
[
H(x, y) − H(x, y∗)]n2(y)dS y
(n(y) is the outer normal) which again is a smooth function of x ∈ B1/8(x0) vanishing at x2 = 0, and
so is O (x2). Thus for x ∈ B1/8(x0),
u2s (x, t) = −μ0
∫
H2∩B1/4(x0)
(
∂y2
[
H(x, y) − H(x, y∗)])[P(ρ(y, t))− P(ρ(x˜+, t))]dy
+ O (x2). (3.5)
To complete the proof we have to show that the contribution from Ω+t is O (x2). Thus ﬁx x ∈ B1/8(x0)
and deﬁne sets A1 = Ω+t ∩ B1/4(x0) ∩ B2x2 (x) and A2 = Ω+t ∩ B1/4(x0) ∩ B2x2 (x)c . The contribution
from A1 is easily seen to be O (x2), because A1 is a small set; and for y ∈ A2 we have from the
Hölder continuity of ρ(·, t) in Ω+t (see Lemma 3.1) that
∣∣P(ρ(y, t))− P(ρ(x˜+, t))∣∣ C |y − x˜|γ  C |y − x|γ
for some γ > 0, because x˜ is either x or is the point of Ω+t closest to x. Applying this bound in the
integral in (3.5) over the set A2 and estimating the derivatives of H in a straightforward way, we
then ﬁnd that this contribution is O (x2) as well. The region of integration in (3.5) may therefore be
reduced to Ω−t ∩ B1/4(x0). 
In the following lemma we give a further reﬁnement of the region of integration in (3.3) and (3.4)
and we write the integrands explicitly:
Lemma 3.4. Assume that for some particular t ∈ [0, T (C0)], Ω−ε,t ∩ B1/4(x0) ⊂ W2m0 (x0), where x0 = xε0(t).
Then for x ∈ W2m0 (x0) ∩ B1/8(x0),
u1ε,s(x, t) − u1ε,s(x0, t) = −μ0
(
(x− x0)1
) ∫
Ω−ε,t∩B1/4(x0)∩Ecx
[(y1 − x1)2 − (y2 − x2)2]
π |x− y|2|x− y∗|2 P˜1(y, t)dy
+ O (∣∣(x− x0)1∣∣) (3.6)
and
u2ε,s(x, t) = μ0x2
∫
Ω−ε,t∩B1/4(x0)∩Ecx
[(y1 − x1)2 − (y2 − x2)2]
π |x− y|2|x− y∗|2 P˜2(x, y, t)dy
+ O (x2 log[1+ ∣∣(x− x0)1∣∣/x2]), (3.7)
where Ex = ([x01, x01 +M(x1 − x01)]× [0,∞))∪ ([x01, x01 + 2]× [0, x2]) and M is as in (3.1), and P˜1(y, t)
and P˜2(x, y, t) are the second brackets in the integrals on the right sides of (3.3) and (3.4) respectively. The
constants implied by the symbol O are independent of ε.
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1
s being similar. First, by
direct computation we obtain from (3.3) that
u2s (x, t) = μ0x2
∫
Ω−t ∩B1/4(x0)
[(y1 − x1)2 + x22 − y22]
π |x− y|2|x− y∗|2 P˜2(x, y, t)dy + O (x2). (3.8)
Observe that the integrand here is bounded by C/|x− y||x− y∗|. We show ﬁrst that the subset of the
region of integration for which y2  x2 can be removed modulo an O (x2) error. We subdivide this set
into three subregions, the ﬁrst of which is Ω−t ∩ B1/4 ∩{y: |y− x| x2/2}. Here we write the integral
in polar coordinates about y = x and perform an easy integration to obtain the desired bound. Next
we ﬁx θ ∈ (0,1) so that the rectangle [x1 − θx2, x1 + θx2] × [(1− θ)x2, x2] is contained in the set that
was just removed and we estimate the integral over the two subsets Ω−t ∩ B1/4 ∩ {y: y2  (1− θ)x2}
and Ω−t ∩ B1/4 ∩ {y: |y1 − x1|  θx2, (1 − θ)x2  y2  x2}. The integrand in (3.8) is bounded by
C/[(y1−x1)2+x22] in the ﬁrst of these sets and by C/(y1−x1)2 in the second. Elementary integrations
then show that these two sets can be removed from the region of integration up to allowable errors.
Finally we remove the set Ω−t ∩ B1/4 ∩ {y: x01  y1  x01 + M(x1 − x01)}. First, the intersection
of this set with Bx2/2(x) may be removed just as at the beginning of this argument, and for the
remaining set we apply our assumptions that x ∈ W2m0 (x0) and Ω−t ⊂ W2m0 (x0), which imply that
x2  2m0(x1 − x01) and similarly for y in the domain of integration. The remaining integral is then
bounded by C
∫ C(x1−x10)
x/2
x2 dr
r+x2 , where r = |y − x|, and this is easily seen to be an allowable error. This
establishes the representation in (3.7) for u2s except for a change in the integrand. The difference is
bounded by
Cx22
1/4∫
x/2
x01+1/4∫
x01+M(x1−x01)
dy
(y1 − x01)2 .
Applying the fact that x2  2m0(x1−x01), we ﬁnd that this difference is an allowable error as well. 
We now combine the results of Lemmas 3.2 and 3.5 to achieve the required global control of Γε
and our ﬁnal representation for the convecting velocity vε .
Lemma 3.5.
(a) Let t ∈ [0, T (C0)]. Then Γε,t ∩ B1/16(xε0(t)) ⊂ Wm′′0 (xε0(t)) and Γε,t ∩ B1/32(xε0(t)) lies above and to
the left of the model curve Γ˜ε,t .
(b) The representations in (3.6) and (3.7) hold for all t ∈ [0, T (C0)] and all x ∈ Γε,t ∩ B1/32(xε0(t)).
(c) There is a strictly positive constant c1 and a constant C , both determined by C0 and both independent of ε,
such that, for (x, t) as in (b) and x0 = xε0(t),
v1ε(x, t) − v1ε
(
x0(t)
)
 c1(x− x0)1
(
J (x, ·) ∗ kε
)
(t) − C(x− x0)1
[
(aε ∗ kε)(t) + 1
]
(3.9)
and
v2ε(x, t)−c1x2
(
J (x, ·) ∗ kε
)
(t) + Cx2
[
(aε ∗ kε)(t) + log
(
1+ x1 − x01
x2
)]
, (3.10)
where
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J (x, t) =
∫
Ω−ε,t∩B1/4(x0)∩Ecx
[(y1 − x1)2 − (y2 − x2)2]
π |x− y|2|x− y∗|2 dy (3.11)
for t  0 and J (x, t) = 0 for t < 0.
Proof. Again we suppress the subscript ε and restrict T independently of ε so that if Xt0 [y] ∈
B1/16(x0(t0)) for some t0  T , then Xt[y] ∈ B1/8(x0(t)) for all t  T . We suppose that x(t) = Xt[x(0)]
is a point on Γt with x(t0) ∈ Γt ∩ B1/16, as in the hypothesis, so that x(t) ∈ B1/8 for all t  T .
Since the transport velocity v is zero for t  ε, it follows that, for these t , Ω−t = Ω−0 and therefore
Ω−t ∩ B1/4 ⊂ Wm′′0 by our assumptions on the initial data. The conclusions in (a) and (b) then hold
for t  ε by Lemmas 3.2 and 3.4. We now proceed by induction. Suppose that (a) and (b) hold for
t ∈ [0,nε] for some n  1 and nε < T . The representations (3.6) and (3.7) are then valid for these
t and the region of integration in the integrals is contained in both the set Ecx(t) of Lemma 3.4 as
well as the wedge Wm′′0 . Fig. 1 together with the lower bound on M in (3.1) show that y1  x1 and
|y2 − x2|  y1 − x1 in these integrals; and since P˜1 and P˜2 are both strictly negative by (3.2) and
our assumption that P is increasing, we conclude that the ﬁrst term on the right side of (3.6) is
nonnegative and that the ﬁrst term on the right side of (3.7) is nonpositive. Thus for t ∈ [0,nε],
u1s (x, t) − u1s (x0, t)−C(x1 − x01),
u2s (x, t) Cx2 log
[
1+ x1 − x01
x2
]
,
for a constant C which is independent of ε and n (we have used here the fact that |x − x0| 
C(x1 − x01) for x ∈ Wm′′0 ). Now recalling the deﬁnition (1.18) of v and applying (2.25), we obtain
that for t ∈ [0, (n + 1)ε],
v1(x, t) − v1(x0, t)−C(x1 − x01) − (a ∗ kε)(t)(x1 − x01),
v2(x, t) Cx2 log
[
1+ x1 − x01
x2
]
+ (a ∗ kε)(t)x2.
Thus
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dt
[
x1(t) − x01(t)
]= v1(x, t) − v1(x0, t)
−C(x1 − x01) − (a ∗ kε)(t)(x1 − x01),
and since u2r (x
⊥, t) = 0, where x⊥ = (x1,0) ∈ ∂H2,
dx2(t)
dt

(
u2s (x, ·) ∗ kε
)
(t) + ((u2r (x, ·) − u2r (x⊥, ·)) ∗ kε)(t)
 Cx2 log
[
1+ x1 − x01
x2
]
+ (a ∗ kε)(t)x2.
We now deﬁne m(t) = x2(t)/[x1(t) − x01(t)] and compute from the above bounds that
dm
dt
 C
[
log
(
1+m−1)+ (a ∗ kε)(t) + 1]m
 C
[− logm + (a ∗ kε)(t) + 1]m
as long as m(t)m′′0 < 1, which is true for small time. Dividing by m, we then obtain a linear differ-
ential inequality for logm which is easily integrated and which together with (2.26) gives the bound
logm(t) e−Ct logm(0) + Ct1/3.
Since m(0)m0 <m′′0, it follows from a standard open–closed argument that, if T is further restricted
independently of ε (and of the particular trajectory x(t) ∈ Γt ), then m(t)m′′0 for t  (n + 1)ε and so
x(t) ∈ Wm′′0 for t  (n + 1)ε. Also, as noted at the beginning of this proof, x(t) ∈ B1/8 for t  (n + 1)ε
as well. Thus x(t) ∈ B1/8 ∩ Wm′′0 for all t  (n + 1)ε. Since x(t) was taken to be an arbitrary point of
Γt ∩ B1/16, we have that Γt ∩ B1/16 ⊂ Wm′′0 (x0(t)) for t  (n + 1)ε. Lemma 3.2 now applies to show
that Γt ∩ B1/32 is above and to the left of the model curve Γ˜t for t  (n + 1)ε, and Lemma 3.4 shows
that (b) holds for these t . This completes the induction step and proves that (a) and (b) hold on all of
[0, T ]. Part (c) follows immediately from (b) and the deﬁnition (1.18). 
As we shall see, the dominant terms in (3.9) and (3.10) above are those involving J , which will
be large and positive. This means that the velocity ﬁeld vε convects the discontinuity curve Γε,t
rapidly downward and to the right relative to the contact point xε0, and this is the mechanism by
which instantaneous tangency occurs. To make this quantitatively precise we need a sharp estimate
for J (x, t) jointly in (x, t) for x and t near zero. This is derived in a fairly delicate calculus analysis,
identical to that given in [10], Lemma 3.5 and the discussion following. We quote the result:
Lemma 3.6. Let J be as above in (3.11).
(a) There is a positive constant c2 depending on C0 but independent of ε such that for t ∈ [0, T (C0)] and
zε(s, t) ∈ Γε,t ∩ B1/32(xε0(t)),
J
(
zε(s, t), t
)
 g
(
max
{
M
(
zε(s, t) − x0
)
1, zε,2(s, t)
}
, t
)
where x0 = xε0(t), M is as in (3.1), and
g(s, t) = 1− s
2(1−e−c2t )
ec2t − 1 .
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of ε, such that t0(s) → 0 as s → 0 and such that, for s ∈ [0, s] and t ∈ [t0(s), T ],
t∫
0
g
(
max
{
M
(
zε(s, τ ) − xε0(τ )
)
1, zε,2(s, τ )
}
, τ
)
dτ  14 log
[
t/t0(s)
]
.
We now apply these estimates to complete the proof of Theorem 1.2:
Proof of Theorem 1.2. We suppress the subscript ε and denote by m(s, t) the slope of the line joining
the contact point x0(t) to a point z(s, t) ∈ Γt close to the contact point:
m(s, t) = z2(s, t)/
[(
z(s, t) − x0(t)
)
1
]
.
Then since zt = v(z, t) we can apply the bounds in (3.9) and (3.10) to compute that
mt(s, t)−2c1m
(
J
(
z(s, t), ·) ∗ kε)(t) + Cm[1+ log (1+m−1)+ 2(aε ∗ kε)(t)].
Now by Lemma 3.5(a), m(s, t)m′′0 < 1 so that the log term here is bounded above by −C logm. Di-
viding by m, we then obtain a linear differential inequality for logm. Before integrating this inequality
we compute from (2.26) that
t∫
0
aε ∗ kε 
t∫
0
aε  Ct1/3,
and we stipulate that ε < t/4 and 2t0(s) < t , so that
t∫
0
J ∗ kε 
t/2∫
0
J  14 log
[
t/
(
2t0(s)
)]
,
by Lemma 3.6. Integrating the differential inequality for logm, we then ﬁnd that for these values of ε
and t0(s),
m(s, t) C
[
2t0(s)
t
]c1/2
(3.12)
for a new constant C which we ﬁx. Now let t ∈ (0, T ] and μ > 0 be given as in the statement of
Theorem 1.2. Then since t0(s) → 0 as s → 0 by Lemma 3.6(b), we can choose s0 ∈ (0, s] so that, for
s ∈ [0, s0],
0 2t0(s)min
{
t, (μ/C)2/c1t
}
and z(s, t) is as close to the contact point as required. It then follows from (3.12) that, for such s,
m(s, t)μ provided that ε < t/4. This proves the tangency statement in Theorem 1.2 for the solution
(ρε,uε) for times t > 4ε: given μ > 0 and a positive time t , there is a ball B of positive radius
centered at xε0(t) such that for ε < t/4, Γε,t ∩ B lies below and to the right of the line through
xε0(t) with slope μ. It is important to note that, by Lemma 3.1, the parameterizations zε(s, t) are
equicontinuous in s and t , so that the radius of the ball B may be taken to be independent of ε.
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the solutions (ρε,uε) satisfy the bounds in (1.10)–(1.15) with all constants and moduli of continuity
independent of ε. Routine arguments then show that the velocities {uε} are uniformly pointwise
bounded and equicontinuous on compact sets in H2 × (0, T ]. There is therefore a subsequence uε j
which converges uniformly, say to u, on these compact sets. It follows easily that the approximate
velocities vε converge to u as well. Convergence of the densities ρε is a more delicate matter, but the
techniques and results are by now well-established (see Lions [12] or Feireisl [3], for example) and
show that there is a further sequence, still denoted by ε j , such that ρε j (·, t) converges in Lploc(H2),
say to ρ(·, t), for every time t ∈ [0, T ] and every p ∈ [1,∞). (We note, however, that a much simpler
argument is available here because the densities ρε are uniformly piecewise Hölder continuous.) It
then follows easily that (ρ,u) is a weak solution of the system (1.1)–(1.3) in the sense of (1.5) and
(1.6) and that (ρ,u) inherits the bounds and properties in (1.10)–(1.15).
Next, by a computation similar to but simpler than that in (2.30) and (2.31) we can show that
t∫
0
∥∥uε(·, τ )∥∥L∞ dτ  Ct
for a constant C which is independent of ε. It follows from this, from the deﬁnition of Xtε[y] as
the integral curve of uε , and from the aforementioned uniform Hölder continuity of {uε} that, for a
further subsequence, still denoted by ε j , Xtε j [y] converges uniformly on compact sets in H2 × [0, T ],
say to Xt[y], and that
Xt[y] = y +
t∫
0
u
(
Xτ [y], τ )dτ .
In particular, z(s, t) ≡ Xt[z(s,0)] parameterizes the curve Γt ≡ Xt[Γ0], which is the intersection of the
boundaries of Ω+t ≡ Xt[Ω+0 ] and Ω−t ≡ Xt[Ω−0 ]. Most important, the pointwise uniform convergence
of zε(·, t) = Xtε[z(·,0)] to z(·, t) = Xt[z(·,0)] proves that the discontinuity curve Γt satisﬁes the instan-
taneous tangency property described above, in which all constants and quantiﬁers are independent
of ε. This completes the proof of Theorem 1.2. 
Remark on the case α = 0: Certain technical but relatively inconsequential changes in the proof must
be made for the case that the constant α in the boundary condition (1.3) is not zero. First, given any
positive number δ we can choose a positive number σ so that |eαs − 1| δ for 0 s  σ . We then
construct a function ϕ : [0,∞) → [0,∞) satisfying
ϕ′(0) = −αϕ(0),
(1− δ)ϕ(s2) ϕ(s1) (1+ δ)ϕ(s2), 0 s1, s2  σ ,
ϕ(s) = 0, s 2σ .
We also choose a smooth function ψ of s which is one for |s|  σ and zero for |s|  2σ and then
deﬁne
w(x1, x2, t) ≡ ψ(x1)ϕ(x2)u(x1, x2, t),
again suppressing ε. w(x, t) then satisﬁes the boundary conditions (1.3) with α = 0 for x ∈
Bσ (0) ∩ ∂H2, and we can therefore apply the analysis of Lemmas 3.3–3.6 to w provided that we
replace B1/2k (x0) with Bσ/2k (x0) in the various statements. The only signiﬁcant change is that the
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which remains strictly negative, as required, provided that δ is chosen suﬃciently small. Translating
the results back to u, we then ﬁnd that the estimates and representations in Lemmas 3.4 and 3.6
remain unchanged except for the possible addition of error terms of the same magnitudes as those
already included and a possible decrease in the size of the positive constant c1 in (3.9) and (3.10).
The remainder of the proof is unchanged.
Appendix A. Local existence of smooth solutions – proof of Lemma 2.2
In this section we outline the proof of local existence of H3 solutions of the approximate system
(1.17), (1.18), (1.2), (1.3). The proof applies semigroup theory, iteration, and energy estimates in a fairly
straightforward way but the speciﬁc details are quite technical and lengthy. We therefore give the
major steps but leave to the interested reader the routine checking of details. A complete exposition
of a parallel local existence result is given in Hoff [9] for a bounded domain in R3. In that case a
spectral theory is available for the Lamé operator, thus enabling a construction based on Galerkin
approximations, somewhat less technical than the semigroup approach applied here.
We ﬁx initial data (ρ0,u0) satisfying the hypotheses of Lemma 2.2. Certain technical details of the
proof, which are not presented here, require us to ﬁx an index p > 2; once this choice has been made,
Hölder exponents β,γ ∈ (0,1) are then determined. All constants and existence times appearing be-
low will depend implicitly on N , ε, β , γ , p, and C1, but our exposition will be insuﬃciently detailed
for the roles of β , γ , and p to emerge.
The required solution will be constructed by iteration in sets ΣM,T1 and Σ
M1,M2,M3,T
2 , which are
deﬁned as follows:
Deﬁnition A.1. Let positive numbers M , M j , j = 1,2,3 be given and let T > 0. Then ΣM,T1 is the set
of maps ρ : [0, T ] → H3(H2) such that ρ − ρ˜ ∈ C([0, T ]; H2(H2)), ρt ∈ C([0, T ]; H1(H2)), ρ(·,0) = ρ0,
ρ > 0, and
sup
0tT
(∥∥ρ(·, t)∥∥L∞ ,∥∥ρ−1(·, t)∥∥L∞ ,∥∥ρ(·, t) − ρ˜∥∥H3 ,∥∥ρt(·, t)∥∥H1) M
and
sup
0t1t2T
∥∥ρ(·, t2) − ρ(·, t1)∥∥W 1,p(H2)  M|t2 − t1|β.
Next, ΣM1,M2,M3,T2 is the set of bounded maps u = (u1,u2) : [0, T ] → H3(H2) such that u(·,0) = u0,
u2(·, t) = 0 on ∂H2, u ∈ C([0, T ]; H2(H2)), the distribution derivative ut ∈ C([0, T ]; L2(H2)) and is a
bounded map from [0, T ] to H1(H2), and
sup
0tT
∥∥u(·, t)∥∥2H1 +
T∫
0
∥∥ut(·, t)∥∥2L2 dt  M1,
sup
0tT
∥∥u(·, t)∥∥2H2 +
T∫
0
∥∥∇ut(·, t)∥∥2L2 dt  M2,
sup
0tT
(∥∥u(·, t)∥∥2H3 + ∥∥ut(·, t)∥∥2H1)+
T∫
0
(∥∥u(·, t)∥∥2H4 + ∥∥ut(·, t)∥∥2H2 + ∥∥utt(·, t)∥∥2L2)dt  M3.
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the mass equation in (1.17):
Lemma A.2. Given positive numbers M1,M2, and M3 and given M > C1 , there is a positive time
T1(M,M1,M2,M3) such that, given T > 0 and u ∈ ΣM1,M2,M3,T2 , there is solution ρ ∈ ΣM,T∧T11 of the
system
ρt + div(ρv) = 0, (x, t) ∈H2 × (0, T ∧ T1),
ρ(·,0) = ρ0,
where v is derived from u as in (1.18).
Proof. Existence follows by straightforward application of standard techniques for ﬁrst-order equa-
tions, and the required ΣM,T1 -bounds are derived by routine energy methods. There is a subtle point
concerning regularity, however, and this is discussed in the proof of a nearly identical result, Theo-
rem 3.2 of [9]. 
The next step is to show that, given ρ ∈ Σ1, there is a corresponding solution u ∈ Σ2 of the
second equation in (1.17). This will require a more involved analysis, beginning with consideration of
a general equation wt = ρ−1Lw − w + f , where L is the Lamé operator L = μ + (λ + μ)∇ div. We
pose the initial value problem for this equation in the space
V = {w = (w1,w2) ∈ H1(H2): w2(x) = 0 for x ∈ ∂H2},
which is a Hilbert space with the usual H1 inner product. We also deﬁne a vector subspace D of V
by
D = {w ∈ V : w ∈ H3 and w1x2 − αw1 = (Lw)2 = 0 on ∂H2}.
Finally given ρ ∈ ΣM,T1 for positive M and T , we deﬁne the operator
A(t) = I − ρ(·, t)−1L
where I is the identity. It is easy to check that D is dense in V , that each A(t) is a closed operator
on D satisfying the usual resolvent condition (due in part to the inclusion of the identity in the
deﬁnition of A(t)), and that
∥∥[A(t) − A(τ )]A−1(s)∥∥V→V  C |t − τ |β
for t, τ , s ∈ [0, T ] and for a constant C = C(M). Following the exposition in Friedman [5, pp. 108–134],
we conclude the following:
Lemma A.3. Assume that ρ ∈ ΣM,T1 for positive M and T , that w0 ∈ D , and that f ∈ Cγ ([0, T ]; V ). Then
there is a w ∈ C1([0, T ]; V ) with w(·, t) ∈D for t ∈ [0, T ] satisfying
wt + A(t)w = f , t ∈ (0, T ],
w(·,0) = w0.
The time derivative here is understood in the sense of limits of difference quotients in V .
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at t = 0. To prove this we apply the discussion in [5, Section 3.7] to prove regularity at t = 0 of the
contribution to w from the Duhamel integral of the fundamental solution applied to f ; and we use
the fact that w0 ∈ D together with a shift to prove regularity for the contribution to w from the
initial data. 
The following reformulation will be more directly applicable:
Lemma A.4. Let M > C1 and T > 0 be given. Then there is a constant C = C(M, T ) such that: given ρ ∈ ΣM,T1
and given f ∈ Cγ ([0, T ]; H1(H2)) satisfying f (·,0) ∈ H2(H2) and
T∫
0
(‖ ft‖2L2 + ‖ f ‖2H2)dt < ∞,
and given w0 ∈ H3(H2) satisfying w20 = w10,x2 − αw10 = 0 on ∂H2 as well as the compatibility condition
(Lw0 + ρ0 f (·,0))2 = 0 on ∂H2 , there is a solution w : [0, T ] → H3(H2) of the problem
ρwt = Lw + ρ f , (x, t) ∈H2 × (0, T ),
w(·, t) = w0
such that w ∈ C([0, T ]; H2(H2)) and wt ∈ C([0, T ]; L2(H2)). The solution w satisﬁes the following bounds:
sup
t
∥∥w(·, t)∥∥2H1 +
T∫
0
∫
H2
|wt |2 dxdt  C
(
‖w0‖2H1 +
∥∥ f (·,0)∥∥2L2 +
T∫
0
∫
H2
| f |2 dxdt
)
,
sup
t
∥∥w(·, t)∥∥2H2 +
T∫
0
∫
H2
|∇wt |2 dxdt
 C
(
‖w0‖2H2 + sup
t
∥∥ f (·, t)∥∥2L2 +
T∫
0
∫
H2
(| f |2 + | ft |2 + |∇ f |2)dxdt
)
,
sup
t
(∥∥w(·, t)∥∥2H3 + ∥∥wt(·, t)∥∥2H1)+
T∫
0
(‖w‖2H4 + ‖wt‖2H2 + ‖wtt‖2L2)dt
 C
(
‖w0‖2H3 +
∥∥ f (·,0)∥∥2H2 + sup
t
∥∥ f (·, t)∥∥2H1 +
T∫
0
(‖ f ‖2H2 + ‖ ft‖2L2)dt
)
.
Proof. First, the dissipative term w in the differential equation in Lemma A.3 is eliminated by mul-
tiplying by the integrating factor et . Next, the requirement in Lemma A.3 that f (·, t) be tangent to
the boundary, which is included in the hypothesis that f (·, t) ∈ V , is eliminated by a cutoff argu-
ment; this accounts for the additional assumption that f (·,0) ∈ H2, which is required to preserve the
desired regularity at t = 0. The ﬁrst two sets of estimates above are proved by straightforward but
lengthy energy methods; the third is similar but requires a difference quotient argument because the
existence of certain higher derivatives is not known in advance. Finally, the requirement in Lemma A.3
that Lu0 be tangent to the boundary, which is included in the assumption that w0 ∈ D , is replaced
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the inhomogeneity f and the unknown w , together with a rather lengthy check that all the above
bounds are retained in the resulting change of variables. 
We can now state the analog of Lemma A.2 with the roles of density and velocity reversed:
Lemma A.5. Given M > C1 there is a positive number M such that if M1 , M2, and M3 are given, all larger
than M, then there is a positive time T2 = T2(M,M1,M2,M3) such that: given ρ ∈ ΣM,T1 and given u ∈
Σ
M1,M2,M3,T
2 and letting v be derived from u as in (1.18), there is a solution u ∈ ΣM1,M2,M3,T2∧T2 to the
problem
ρut = Lu − ρ
(
(∇u)v + ∇ P (ρ)/ρ), (x, t) ∈H2 × (0, T ],
u(·,0) = u0.
Proof. The proof is a straightforward application of Lemma A.4 with f = −ρ((∇u)v + ∇ P (ρ)/ρ)
together with a very careful accounting of bounds for u in terms of the assumed bounds for ρ and u
via the estimates of Lemma A.4. 
Proof of Lemma 2.2. The existence of solutions of (1.17), (1.18), (1.2), (1.3) now follows by iterating
the maps u → ρ and (ρ,u) → u in Lemmas A.2 and A.5 in ΣM,T1 ×ΣM1,M2,M3,T2 for suitable choice of
M , M1, M2, M3, and T . The details are nearly identical to those carried out in the proof of Lemma 3.8
of [9]. Finally the Lq0 bound (2.9) is proved by letting x(y, t) denote the integral curve of v deﬁned by
x˙ = v(x, t), x(y,0) = y and making the change of variables x = x(y, t) in the integral deﬁning the Lq0
norm. Observe that the determinant of the matrix dxdy is ρ0(y)/ρ(x(y, t), t), which is bounded above
and below away from zero, as is |ρ0(y) − ρ˜|/|ρ(x(y, t), t) − ρ˜|, because
d
dt
ρ
(
x(y, t), t
)= ρ divu,
and ρ divu is pointwise bounded. 
Appendix B. A density patch with a corner singularity
In this section we consider the initial value problem for the Navier–Stokes equations (1.1) in the
whole space R2. We take initial data satisfying conditions (1.7) and (1.8) with H2 replaced by R2 and
we assume symmetry with respect to the line x2 = 0:
ρ0
(
x∗
)= ρ0(x), u10(x∗)= u10(x), u20(x∗)= −u20(x),
where x∗ is the reﬂection of x across the line x2 = 0. Additionally, we assume that ρ0(x) restricted
to the upper half-plane H2 has a “patch” structure as in the hypotheses of Theorem 1.2; that is, the
density patch has an acute corner singularity with a larger value of the density on the outside. We
then have the following corollary to Theorem 1.2:
Corollary. There is a positive time T > 0 and a weak solution of (1.1), (1.2) on R2 × [0, T ] satisfying the
conclusions of Theorem 1.2 with H2 replaced by R2 and for which the transport of the corner point of the
density patch described above becomes tangent to the line of symmetry x2 = 0 instantaneously in time.
The corollary follows directly from Theorem 1.2 because solutions of (1.1)–(1.3) with α = 0 can be
extended to solutions on all of R2 with the above symmetry properties.
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