ABSTRACT In this paper, the problem of iterative learning control with time delay is studied for linear timeinvariant (LTI) systems in the frequency domain. In terms of the LTI systems, which are formulated as one type of open-loop stable and minimum-phase systems with relative degree equaling to one, three different learning control schemes are proposed, such that the convergence of the tracking error can be guaranteed. The first scheme using the D-type algorithm with prediction can achieve wide convergence range. The second scheme applies an algorithm named A-type, which decreases noise. The third scheme is an improvement of the second one, which is a new type (AP-type) combination of the A-type and P-type ones. Moreover, for the systems with open-loop instability, non-minimum phase, and relative degree non-one, the convergence of the tracking error can still be ensured. Finally, some simulation examples are given to show the effectiveness of the proposed three control algorithms.
I. INTRODUCTION
The prototype of iterative learning control (ILC) was proposed in [1] . Subsequently, Arimoto et al. [2] , Casalino and Bartolini [3] , and Craig et al. [4] proposed the method of learning control that focuses on the iterative trajectory tracking problem. Thereafter, ILC arouses wide attention, and a large amount of research results and monographs on ILC have been reported [5] - [7] . Compared with the problems of stability and stabilization [8] , [9] , the problem of ILC becomes one of the most active problems in intelligent systems and advanced control [10] , [11] . In the history of ILC development, there are mainly three methods. The first is the contraction mapping (CM) method, which is the basis of ILC theory. Most of the research results on the initial value problem are mainly based on the CM method (see e.g., [12] , [13] ). The second is the method based on two-dimensional (2-D) theory. According to the 2-D theory, the time domain and the iteration domain are simultaneously considered in control systems [14] , [15] . For example, for discrete-time nonlinear systems with time delays [16] , [17] , the robust ILC based on 2-D linear inequality were addressed in [15] , and the proposed two-gain ILC has a rectifying to iterative initial errors and external disturbances. The third is the energy function method. In recent years, fruitful results have been achieved for nonlinear systems based on the energy function method [18] .
The output tracking control was stressed at the beginning work in [2] , and the so-called D-type and P-type learning algorithms with convergence analysis were firstly formulated. Up to now, most of the research work on linear type ILC apply either D-type or P-type learning laws. In D-type learning law [12] , the input update utilizes the derivative signals of the previous error signal, but the tracking error differentiation is needed, which may bring in noises. Another class of learning controls applied in [15] , [19] , and [20] , is called P-type. It only requires the measurement of state variables, and the state variables are normally available and less noisy. When the P-type learning law is used together with D-type learning law, it results a PD-type leaning laws, which can be effective in ensuring the convergence of the tracking errors (see [21] ). Notably, the work in [22] proposed a PD-type learning control approach to a class of nonlinear multiple time-delay dynamic systems with external disturbances and output noises [23] . However, no anticipatory information of tracking errors were considered in all the aforementioned learning controls. In order to solve this problem, Wang [24] presented an anticipatory learning control scheme (A-type), based on the fact that an input u(t) at time t to a dynamic system is causally paired with its output y(t + ) at time t + . A-type ILC scheme has the anticipative nature and only requires possible measurements with low noise levels. Benefiting the virtue of the A-type ILC, the design and analysis of ILC in the frequency domain have also attracted much attention as in the ones in time domain, see e.g., [25] - [29] and references therein.
Meanwhile, as it is well known, the frequency analysis plays a crucial role in ILC applications, since the convergence condition can be relaxed from the infinite frequency bandwidth to a finite frequency bandwidth. To this end, in [28] and [29] , the fractional order ILC schemes were developed in frequency domain. Then in [30] , frequency domain analysis and design of A-type ILC were addressed for single-input single-output (SISO) linear system, in order to provide an engineering design procedure and a guideline for self-tuning for A-type ILC. However, as is known to all, the delay is literally indispensable in practical systems [31] , [32] . In all the above mentioned research results, for studied systems with time delays, such as the ones in [12] , [14] , [15] , [22] , [33] , and [34] , only the work [15] presented the learning control against the delay. In [35] , Liu et al. design five iterative learning control schemes for noninstantaneous impulsive fractional-order systems with randomly varying trial lengths. In [36] , a learning-based predictive control (LPC) scheme is proposed for adaptive optimal control of discrete-time nonlinear systems under stochastic disturbances. Based on a nonlifted iterative dynamic linearization formulation, a novel data-driven higher order optimal iterative learning control (DDHOILC) is proposed for a class of nonlinear repetitive discrete-time systems in [37] . However, the designed learning control is just related to the smallest delay in multiple input delays. Note that most of the designs of learning control are independent of delays. This is mainly because the delays in the learning control update are difficult to be compensated. Moreover, the general P-type, D-type and PD-type ILCs can not be trivially extended to handle the delays existing in linear and nonlinear systems. Hence, it is a challenging task to solve the convergence problem of ILC tracking errors for the systems with time delays, especially by frequency domain analysis method. In view of the frequency characteristic and the practical engineering significance, therefore, it is worthy to investigate the convergence problem for such a control system in frequency domain. To our best knowledge, there are few results reported to address these issues.
Motivated by the above discussions, we consider the iterative learning control problem of linear systems with time delays in frequency domain. By proposing three different design schemes, less conservative results can be obtained. The main contributions can be presented in two aspects. On one hand, for an open loop stable and minimum-phase time-delay system with relative degree equaling to one, a new iterative learning control is designed as the prediction in the control laws to deal with the delays in the desired ILC. On the other hand, the new iterative control scheme can be applied to a class of linear systems with open loop instability, nonminimum phase and relative degree non-one. First, a modified A-type learning algorithm is proposed, by designing a big parameter¯ , the delays can be compensated. The designed scheme applies D-type learning law with prediction and it can work with all frequencies ω ∈ [0, ∞). Due to high frequency noise, D-type learning law is not practical for engineering application. To deal with the problem, we use the A-type learning law to design the D-type learning law with prediction, by which the robustness to high frequency noise is improved with reduced convergence region. To improve the convergence performance, the third scheme is developed, which is a new type (AP-type) learning law combining of A-type and P-type learning laws. By introducing another P-type to the loop, it is possible to increase convergence region by an extra degree of freedom. The convergence conditions of these three control laws are derived in the frequency domain, and the design procedures are explicitly presented. Furthermore, the time delays considered simply as a constant in this paper, and it can be extended to iteration varying with an upper bound. Particularly, for the systems with open loop instability, non-minimum phase and relative degree non-one, the tracking error still can be ensured to be convergent by means of these three learning control schemes. Finally, through numerical simulation examples, the convergence conditions of tracking error are validated.
The rest of this paper is organized as follows. The problem formulation is presented in Section II. Design and Analysis of D-type, A-type and AP-type ILCs are established in Section III. Simulation results are described in Section IV. Finally, conclusions are drawn in Section V.
II. PRELIMINARIES AND PROBLEM FORMULATION
Consider the following SISO linear time invariant (LTI) state space equation [30] :
where ω i and υ i represent deterministic state and output disturbances, respectively, that appear every repetition. The Laplace transform of the output y i (t) for the i-th repetition is,
where G p (s) = C(sI − A) −1 B is the input-output transfer function, and x i (0) ∈ R is the initial state position that is assumed to be the same for each repetition. The frequency response can be expressed as
|G p (ω)| and G p (ω) being its magnitude characteristics and phase characteristics, respectively. The iterative controller with a structure of compensator is given as,
where¯ is the lead time and k is the learning gain. The main result on convergence analysis of [30, eq. (1)] is summarized in the following proposition.
Proposition 1:
Consider the ILC system with dynamics (1) and iterative learning controller (3), for given |G p (ω)| and G p (ω), there exist¯ > 0 and k > 0 such that inequality (4) holds, then the tracking error is convergent.
In [30] , how to ensure inequality (4) to be held has been discussed. We build on [30] and extend it to the time-delay systems, especially, if the delay is unknown, given the upper bound, the delay may be iteration varying.
As sequel, we consider the SISO LTI systems with delays as follows:ẋ
where i is the iteration index and τ is the time delay. Remark 1: Delays are very common in industrial processes and chemical processes [38] . For example, the gas chromatograph is modeled by a simple first-order system with some delays in [39] . As a typical chemical process, the thermostatic oven can be modeled as a first-order system with a considerably large delay (see [40] , and reference therein). Actually, for the above equation (5) with input delay, output delay can be considered as well. We will focus on the input delay in this paper. The control schemes designed later can be extended to the case with output delay.
In equation (5), if we take 
For G p (t), the input is u(t) and the output is y(t). Given the desired output trajectory y d (t), t ∈ [0, T ], suppose that a unique desired input u d (t) can be found such that
where g p (t) indicates the impulse response. The tracking error is given as
Under the zero initial conditions, taking Laplace transformation on the above error equation (8), it can be rewritten as
where
Assume G p (jω) is measurable, and the frequency ω and the phase characteristic G p (jω) satisfy the following conditions:
where ω max and ω min indicate the max value and min value of the frequency, respectively. (2) is openloop stable, minimum-phase and with relative degree one.
Remark 2: Assumption 1 is applicative for many control systems. See some discussions, such as on SCARA robots, referring to [30] . Based on Assumption 1, in this work, the control objective is that for some given y d ∈ C[0, T ], 1 we can find a sequence of control input u i such that
III. MAIN RESULTS
This section will presents three algorithms based on some typical ILC leaning laws. For the convenience of unity notation, in the following Algorithms 1-3,¯ j (j = 1, ..., 3) indicate the lead time to compensate the delay.
A. ALGORITHM 1: D-TYPE LEARNING ALGORITHM WITH PREDICTION
Firstly, we apply the D-type learning algorithm with prediction. The learning update law is taken as follows
where k is a learning gain. Under zero initial conditions, taking Laplace transformation on equation (10) , it follows that
By using (6) and (11), we have
On the other hand,
. Thus, it can be obtained that
According to the methodology in [29] and [30] , the condition of the convergence of the tracking error frequency is given by
Note that the frequency-domain convergence condition is a sufficient condition for convergence, though learning control deal with the finite-time convergence problem. The convergence condition can be given as Theorem 1: Consider the dynamics (6) and the iterative learning control (10) . (16) 
Proof: See Appendix.C. Remark 4: D-type algorithm is applicable for a class of systems which pursue the wide frequency region. Although the D-type algorithm is generally applied in practical engineering for its wide frequency region, it may bring in noise. In the implementation of the algorithm, we can introduce a low pass filter [41] to cut off the high frequency signals. In order to reduce noise, we develop an A-type algorithm as presented in Corollary 2.
B. ALGORITHM 2: A-TYPE LEARNING LAW
The following A-type learning law is considered:
where q is a learning gain, and¯ 2 is the prediction of system. Under zero initial conditions, taking the Laplace transformation, it follows that
on equation (17) . From (6) and (18), it follows that
In view of
, thus we can obtain that
Similar to the analysis procedure of above D-type learning law, we can conclude that if the condition
holds, the convergence of the tracking error frequency can be ensured.
Let 2 ¯ 2 − τ . The convergence condition (21) thus can be transformed as
The second result is given in the following Corollary 2. 
then the tracking error e i (t) is convergent.
Proof: See Appendix.C. Remark 5: Compared to Theorem 1 and Corollary 1, the ILC presented in Corollary 2 can achieve better learning performance, such as quicker convergence speed. It comes at the cost of that, the frequency region ω is reduced from all frequencies to a finite range. A-type algorithm is applicable for a class of system which is sensitive to high frequency noise. To improve the convergence properties, extra freedom will be considered the ILC (see the learning control law (24)), as we are free to choose some learning gains (k A and k P presented in Corollary 3).
C. ALGORITHM 3: AP-TYPE LEARNING LAW
Based on the A-type learning law above, the AP-type one is presented as follows:
where k A and k P are learning gains, and¯ 3 is the prediction of system. Under zero initial conditions, for the equation (24), taking Laplace transformation,
and then using equation (6) with equation (25), we can derive
Recalling the analysis procedure of Algorithms 1-2 above, the condition of the convergence of the tracking error frequency can be updated as follows:
As a result, the criterion for checking the convergence of the tracking error can be presented in the following corollary.
Corollary 3: Consider the transfer function G p (s) in 2 fulfilling Assumption 1 and the iterative learning control (24) .
then the tracking error is convergent.
Proof: See Appendix.D.
Remark 6:
The learning algorithm presented in Corollary 3 can achieve better convergence range, compared with the one in Corollary 2. The learning gains k A and k P can be tuned according to Corollary 3. Actually, Corollary 2 is a special case of Corollary 3, by setting k P = 0 in Corollary 3. Corollary 3 is an A-type algorithm equivalent to Corollary 2. AP-type algorithm is applicable for a class of systems which pursue both robustness to high frequency noise and wide convergence region.
Remark 7: The derived results in this section are based on the system with constant time delay τ . Actually, the designed learning algorithms are also practical and effective for the case when the time delay is a time-varying one with its the upper bound known [17] . The iterative varying delays can also be disposed. The effectiveness is given in the following simulation.
Remark 8: In this work, we consider the class of LTI systems with open loop stable, minimum phase and relative degree one. However, for the systems with open loop unstable, non-minimum phase and relative degree non-one, the track error still can be ensured to be convergent by the aid of the three control schemes proposed in this paper. 
IV. SIMULATION
The section provides some simulation results to illustrate the effectiveness of the presented algorithms. Firstly, we consider the system with open loop stable, and the minimum phase transfer function G p (s) = (s+1) (s+2)(s+3) with relative degree one. The three learning control algorithms, i.e., D-type algorithm (10), A-type algorithm (17) and AP-type algorithm (24) , are used in simulations. We choose the finite time interval T = 1, The convergence of tracking error for system (6) for the three learning schemes are presented in Figs. 2 and 3 , from which it can be seen that the best convergence performance is obtained in AP-type algorithm. In Figs. 4 and 5 , all the VOLUME 7, 2019 FIGURE 5. The tracking error |e i | max of system (6) with iteration-varying delays by D-type, A-type and AP-type update laws. frequency ω lbω is the frequency at which 2 cos( 2 ω+G p (jω)) crosses q|G p (jω)|, and it is about 62Hz. Compared with the simulation results in [30] , the learnable bandwidth frequency ω lbω can be increased from 36 Hz to 62 Hz with the increased 2 from 0.02 to 0.05.
V. CONCLUSION
This paper has presented three different learning control schemes for linear systems with time delays in frequency domain. An A-type learning algorithm has been designed as the prediction in the control laws, to deal with the delays in the ILC for minimum-phase systems with open loop stable and relative degree one and the delays completely known. The first scheme applies D-type learning algorithm with prediction and it can work with all frequencies. A-type learning algorithm has been used in to get D-type learning algorithm with prediction, by which the robustness to high frequency noise can be improved. To further improve the convergence performance, the third scheme based on AP-type learning algorithm has been developed. By introducing a P-type learning algorithm to the loop, it is possible to increase convergence region by an extra degree of freedom. It has been shown that AP-type learning algorithm can help to achieve better convergence performance than A-type and D-type ones.
APPENDIX
The proofs of Theorem 1 and Corollaries 1-3 are detailed as follows.
A. PROOF OF THEOREM 1
Firstly, the frequency response can be expressed as G p (jω) = |G p (jω)|e j G p (jω) with |G p (jω)| and G p (jω) being its magnitude characteristic and phase characteristic, respectively. In the same way, we calculate the following magnitude characteristic and phase characteristic as jkω = |kω|e j90
. Then, we have
where 1 ¯ 1 − τ . Thus, the convergence condition (14) becomes 1 − |kω||G p (jω)|e
Since e jα = cos α + j sin α, the above inequality can be rewritten as 1 − |kω||G p (jω)| cos(90
Further, using the norm definition and taking the square on both sides of the above inequality, it follows that 1 − |kω||G p (jω)| cos(90
namely, 1 − 2|kω||G p (jω)| cos(90
). In view of the property of magnitude characteristic, it is easily obtained that
To guarantee the convergence, the following condition should be satisfied:
cos(90
which is equivalent to −90
• < 90
In view of Assumption 1, we can calculate the phase of
Thus, if we choose 1 = 0 in equation (16), for any ω ∈ [0, ∞), inequality cos(90 • + 1 ω + G p (jω)) > 0 always holds, that is to say, the convergence of the tracking error can be guaranteed. It completes the proof.
B. PROOF OF COROLLARY 1
From the proof procedure of Theorem 1, it can be obtained −180
•
In order to calculate¯ 1 , two discussions are presented based on equation (34) . When ω = ω max ,¯ 1min =
C. PROOF OF COROLLARY 2
Similar to the proof of Corollary 1, to guarantee the convergence, the following condition should be satisfied,
For given
For given ω ∈ [ω min , ω max ], ω G min = 0 and τ ∈ [τ min , τ max ]. Two discussions are given as follows.
When ω = ω min , from inequality (35) it can be obtained that
• .
Accordingly, we havē
When ω = ω max , from inequality (35) it follows that,
Then, we have,
there exists¯ 2 ∈ (¯ 2min ,¯ 2max ) such that inequality cos( 2 ω + G p (jω)) > 0 holds, and accordingly, the convergence of the tracking error can be guaranteed. The proof is completed. VOLUME 7, 2019 D. PROOF OF COROLLARY 3 Let 3 ¯ 3 . In the same way, we calculate the following magnitude characteristic and phase characteristic:
Let (cos( 3 ω) + k P ) 2 + sin 2 ( 3 ω) = r, e¯ 3 jω + k P = re jθ , and arctan sin( 3 ω) cos( 3 ω)+k P = θ . Then, the convergence condition of inequality (27) can be transformed as
The above equation is equivalent to
Using the norm definition and taking the square on both sides, the above inequality is equivalent to
i.e.,
In view of the property of magnitude characteristic, it is easily obtained that
Similar to the proof of the above Corollaries 2 and 3, to guarantee the convergence, the following condition should be satisfied,
For given ω ∈ [ω min , ω max ], ω G min = 0, τ ∈ [τ min , τ max ] and G p (jω) ∈ [ω G min , ω G max ]. Two discussions are given as follows.
When ω = ω max , from inequality (40), we have In virtue of the above definitions as arctan sin( 3 ω) cos( 3 ω)+k P = θ and (cos( 3 ω) + k P ) 2 + sin 2 ( 3 ω) = r, we obtain
and r = sin( 3 ω) sin θ .
According to inequality (28) , then, it can be derived that 0 < k A < 2 |G p (jω)|r . From equations (41) and (42), we take
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