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A curve baa often· bean thou.gilt ot as the •p&th o:t a 
- -~ · contimtous moving point". This concept of a cur~e is again 
.. ,.,. -- -
associated with the intuitive notion of nthinnass•. However, the 
' .. 
path of a continuously moving point is not a thin or curve-like 
set. This fact was shown by Peano in 1890 and someiJhat later by 
E. H. Moore, who demonstrated the remarkable result tli.at a square 
plus its interior can be exhibited as the continuous i.iiiage of the 
unit interval [ODl] o In other i1ords9 it is possible to find a 
pair of parametric continuous equations x a x(t) and y ~- y(t) 
with domaix! I O [091] such that as t varies from O to 19 the point 
P[x(t) 9y(t)] moves continuous.ly through each point of the 11nit 
square Ixl:. '~ . 
A still more striking finding in this direction is the 
walL-lmown theorem proved independently by Hahn and Mazurld.ew.l.cz 
about 1913. This theorem states that in order for a point set X 
to be e:xpressible as the continuous image of the unit interyal [011), 
~t. ~s nec,easary and sufficient that X be a Peano Conti.mmm (i.e., a 
compact, connected, and locally connected ·metric space)• Obviously 
not only a square, but also a cube, an n-dimensional intervals an 
locally connected, compact and metric. Thus any such set X can be 
expressed as the path of a continuously moving point in tlfe sense 
that -we can define continuous .functions Jti "' :ii:i ( t) , · t E. [ 0, 1] ., 
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· with coordinates (x1, 22• ••• , 17n) moves c()n~inuously·thr<ru.ghc all 
the points or x • 
.... ·..,; .... 
. To speak more precisely about curves and ares, we shall 
am.ploy ~ot.io~ cmt -_ of· pqint s~t. topology: the notiQn of a metriQ 
space; of compactness J of connectedness J and of ordering. We shall-
1~v· 
.... ~ 
discuss each of these topological concepts individually in the first 
four chapters of this thesis. Finally, in Chapter V we shall define 
a curve from a topological point of view and show that the Peano 
Continuum is actually a curve. 
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CHAPrER I -
-DI·RIC SPAC!S 
There are many topolog:i cal spaces in lff\.ich the topology is 
derived from a not-ion of distance. Such a topology gives ripe to __ -
. 
. ' •· - . 
the concept of a metric. In this chapter we shall briefly discuss 
basic concepts of metric spaces. Theorems in this chapter are 
mostly reference and supporting materials for later chapters, 
hence they are, in general, stated idthout proof. 
Definition 1.1. A metric for a set X is a function e on the ,w 
cartesian product XxX to the non-negative reals such that for all 
p~ints x, y, z of x, 
(i) ecx,y) = ~ (y.x) 
(ii) e (x.,y) + e (y,z) > e {x,z) 
-
(iii) e (x,y) = 0 if X = y 
(iv) if e (x.,y) = 0 then X = y 
Definition,l.-2.· A function~ which satisfies only (1), (ii), and 
(iii) is called a pseudo-metric. 
. -
Definition lo3o A pseudo-,metric space is a pair (X,E>) such that 
f is a pseudc,...metric for x. If f is a metric for X the pair is 
ca_ll.ed a metric space. 
· .. ; ... =-·--·~·· -·~ - - .... -· ..... ,d- --
. -- • .. -· - ··- - ... ·~ ...... -~·-· - ;_·· ........--·-..... __:-- -.-- - -----::..,._~- ~ .• -i-.--:~ . --~-~--":' ~ "'.~-:·,. _-.... --·-- -· --·-~-. ' 
· · · · ·-F1'01n the de1'init1ons it is obvious thilt a metric space is 
also a pseudo-metric space • 
:• 
. ................ ~ 
space is SUP{f(x,y): .xtA and yEA}. 
-
. . 
' .. . - ·--. 
/ 
/ 
- - - - -- -- -;------ ------ --,--.--·------;-
- -. ·····-·· ---·- --- ·--:·- ------ ----------·-- --
- - --·· -------·--·-·- ----· --------- . ; - ----------·---- ·~--~-~·------~ ------------ -· -··- -
I /" ,, 
,/ 
/ 
~ 
._-._- .r,._· 
. . -
\., 
Theorem 1.2. ) . Each pseudo-metric space is homlOlllorphic :to a pseudo-
metric space space or diameter at most one. 
Theorem 1.,3. Each metric space is a T1, T2, T3 and Th space • 
.. Def:ini~ion 1.5. Let (X, E> ) be·· a metric. space. "The set 
·-· -- .-- .. .• 
{Y : (> (p,y) < r, r is posit:i.ve real} . is called .the open spherical 
neighborhood of p with radius r, and is denoted by S (p) o 
r 
De.f':inition 1.6. Let ~ be a finite subset of a metric space (x,e) 
and E. > 0 a real nlllllber. Then 1 is sa~td to be a.1:1. Ec,net for the 
space X if and only if given any point p of X there exists a point 
qe.'J such that e> (p.1 q) < E • 
~-
"". ·~ , 
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CHAPrER II 
COMPAC'IWF.SS 
....;,;L 
.,,,,.. 
n.finition 2 .1. By a cover of a space X we mean a collection (i 
of subsets of X such that U tl = x. we call the cov~r open · 1t and 
I 
only if each member of Cl. is open in x. The cover is · closed if. 
and only if each member of Cl is closed in x. 
Definition 2o2o A topological space X is called compact if and 
only if for each open cover a_ of X, we can find a fjnite subset 
<Bc(i S1.1ch that· CB is also a cover of x. 
Theorem 2.1. The following are equivalent, 
(i) Xis compact 
~ 
(ii) Each filter on X has an adherence poin~ 
(iii) Each maximal filter converges 
(iv) Each net on X has a convergent subnet 
(v) Each universal net converges 
( v.i.) If Ci is a filter generator consisting of closed 
sets then f) Cl ; ¢. 
Proof: We shall first pro·ve that (i) implies (vi). Lat' I be 
· compact. Let Cl be a collection of closed subsets of X1 i.e.,_ 
'' 
.. 
~- {A : AE(i 1 J\ is ~_.1os~d in X} • . Furthennore, let fl ··be- a 
-·· fi1ter generator, thus ¢ ~ ll.n where 
,t' 
. \, 
, 
. . . . . ~{(\@: (B is ~~=~-~,L~~~~:~-~~~~~--0!~!. ~ .... ~er if8_(;~~~~!: ..... :"-~---4 ~- .. -~---~ --···-----~~~.,.._..'.:..,__,__·~~------ - -- ' ~·~-----,'cc_-_-,_:-.-.--.·.r-~- - --- - ~ - . -· . ·- -.,,· ~~------,... ~--- .. ·--,-..,·- •. -~ . .. 
'l 
· · · - - the set. X = £ X NA : A~ Ci} • Since A&Cl, A is closed\. Thus ~ is · 
Now assume All= ~. We shall show this assumption to be fS:lse •. 
I 
I 
' I 
i 
t 
I 
I 
I 
1,. 
I 
i--- --·· ........ - .... ----· ~'--- ~--· . .•. • 
:· --· .. ,, . _, . ~- .. -'-'. ··' .. 
. I,.• ~. • 
• I 
-6-
• By the assumption we have ux - I Nnct •. I,..,,, ¢ ~. x, thus by definition 
-
. 2.1 !)(. is an. open cover of x. Since X is compact, then by definition 
,...,. 
. ,... 
2.2 there is a ~ite, non-empty sub·set 8 of :'.>t such that X =UO • 
Hence we can find a finite non-e1npty subset (B of a .. s11ch that 
.,,.. 
,,,,_ 
. .. 
. . 
. .... C = {x..:... ·A : Ae(B}. Fin.ally we have () .. ~ = XNU(B "' ¢;, he~ce ¢Ei • · 
Con\radiction e Hence n ~ I ¢ • T¥s proves ( i) implies (vi) O 
. . I 
. ' 
Conversely, letX be an open cover of X, and suppose that 
(vi) holds. If no finite subcollection of~ covers·x, then 
<Sa {XrvK : K eJtJ is a filter generator. For, each non-empty 
subset t G 2 c2n be expressed as 
~ 
C = {.x ~ K. : K.~Jt , i == 1,2, ••• ,n} 1 1 . 
nt = XNU{Ki : Kie'X , i = 1.,2, ••• ,n} • 
... 
~ . 
But we have assumed a<- has· no finite open subcover for x, hence 
. 1/1//J U{Ki :: Ki~:x , i = 1,2, ••• ,n} 'f x. Thus nc r/ ¢. This shows that 
CB is a filter generator. Since ( vi) holds (\fS =/1 ¢ which implies 
X f U~. But)(. is a cover. Contradiction. Henee~ has one finite 
su.bcover for x. Thus X is compact, and ( vi) implies (i). 
We now show that ( vi) implies (ii). Let 1 be a filter on 
x. Since for any subset AC. X9 AC. A-, and since 1 is a filter, we 
().={.A- : Ai1} • (i is a collection of closed subsets of I. 
( 
' J 
·. . 
,,,~,_~~,-=,,-~,,""· '·---·---~-tb::.%as ·,ce·T-ror· ea.ch·AE:.1' .. ~·· ... t.etliS ·i;e a fillit8 ~c,~:..~t:f'··~7 ·-~~---. -·- -= ~~ ----~·---·-
-1...e.ei.• "'" r.;i , rrrt....-- ff),-~ m,. •• - n O • ~ - a 'l' · i::u.uJuQu v.a. ~- • iu:c.u \JJ'- :J • 1.uu..:, ~ 1 u-J t~ ... J" a.., fJ is a filter. But 
·Jl$1 , hene~ ()(6 :/ ,J. Th9refore ~~(ln, thus (i is a filter ganerator 
•• 
-· ·- .. '"""· .- .-...:. ~-· 
~~., ,,.,, -~.-- ., .. • ... 
- ..___ - -- ---.-
•---- -·-- ~-
;· --
. " 
_consisting ot closed subsets. If (v.l.) holds, --then O(i ,' ¢. Thus 
•. ,~ - ~ \. -- ~ ,, . 
there is at · ieaSt one element x € (\ ~ • Hence x E { A- : A e. '1} e 
Therefore for each Aef , x&A-. ·Hence xis an adherence point of 
f • This completes the proof that (vi) implie$ (ii). 
,~,_. 
. 
· ·- We now prove that (ii) implies (iii). Assmne·-- (ii) is tru.e. 
Let f be a maximal filter on X. By (ii) 1 has an adher8Ilce point 
x. Hence there is a filter ~ 1 C 1 which converges to x. 
a maximal filter, thus j 0 = 1 • 
~ But "4- is 
Next we shall sho't·Y that (iii) implies ( v). Assume (iii) 
holds. Let the net Ni P->X be universal. Then f (N) is a 
maximal filter by definitiono Thus ~(N) converges to a point x. 
The'refore the universal net also conv~rges to, x. 
To show (v) implies (iv), we assume (v) is troe. Let 
N: P-+ X be a net. Then N has a uni versa! subnet. Then by ( v) 
this universal subnet converges to a point x. 
Finally,we shall show that (iv) implies (vi). Assume (iv) 
. ( 
is true. Let X be a topological space, and let· Ct be a collection 
of closed subsets of X such that CL is a filter genE!rat.or. .w, ~ha..J.l 
then show that O(i r/ {i. Define 
(i". {ne : (fa iS. a finite, non-empty subset orli} • We obserw 
. ___ tl)at to~-r ea,ch .A E! .. (j_ ., -{.4.}--C.-d and-· A-~ 0 {A} --.----1P-r1tcs · fc,1---e~rr·A1:f1· ;· -·-·-··-· 
A • n {A1 e (l.n • He1.1913 (i·c: al't • - To show O ~,' ,¢ it is sufficient 
to show that (\ lt.ri/ !do Notice f.hat the intereection of' two members 
of Ci.n is also a mmnber of ~n 9 thus an is directed from above by=, • 
1,1\'LT l.:at 'lT! 0 1\--!lr.X be a choice function a-a.ch that !i(_A'.i e. A fer aaoh 
. -~ .. • -4!!1 4 - 4 .. .. • ... Jt V • ,.':ft • ..:~~.,.Ji.I I---,-
) 
-~ 
,_:.~-.-.·.-. :) 
~· 
j 
>.i 
_j. 
l j 
l 
i 
I 
I 
I . T : .. · 
.. ,, ... ., ..•. ' ... '. , ... , ....... '.-., .. . 
., ~ 
"" ' ... .-!Z: 
\. . . 
. ·,· . 
', 
.&ctftn• Hence .ff is a net in x. Since (iv) holds, than W has an 
adherence point xi Xo Let AE '1n o Consider Nt!'(A) = tN(B) : A:) B, 
BE(xnJ • Let y~ N;ta(A) o Then there is a B sucl1 that YE: N(B) .. and 
A:, B for ea.ch A E. fl n • Therefore tne net N is everituallv in each . . . .,, 
. u 
· . element A ~,tin o . Norr x is an adherence point of N and N i~ 
eventually in each element A~ Cin • Thus X is also an adherence 
point of Ao Recall that Ci is a collection of closed sets., thus 
.. -: 
x I A for each A e_ (i • Hence JC en (in _,J - • This co111pletes the proof 
of the theorem. 
Theorem ~2o2• A L:lndel~f space is compact if and only if each 
sequence in X has a convergent subsequence • 
./" 
. . " Proof: Let X be a Lindelof' space, let each sequence in I have a 
convergent subsequence. Since a sequence --is a net, thus each 
sequence in X which has a convergent subsequence has an adherence 
point in X (Th. 3.9., Gulden's "Lecture notes") o X is tl1en a compact 
space (Lem. 5.4, Kelly's General Topology)• Conversely9 let X be a 
canpact space. Then by Tho 2.ol each net on X has a convergent 
.., .. ,..;.1 
, 
subneto Since a sequence is a net, each sequence in X has a convergent 
·' 
subsequence. 
Theorem 2.3. The unit interval [011] _with the relative·· topology 
>' ,. ,.-'(' 
,,J. J " 
. 
•• ,7 
. ,. 
i 
. .. . . . - .. ..:... - . ... . _. . .· - -· . ;., ... , . ·~. ~- ·- ..:!~ ------....~ ...... ~ -- ~-~:.~;,;,, . .. .. ~ -.~~ ~:;,..,~ : .. ~. ·;..u··~; .. ;.-.~·~-~~;~:;,, .. ~,~~, ··.~ --·~ · ...... --.-~Al'--·~--· ... - ~··1:~~-a:· I::inaelof··· space·- affd~fierice·"ccaptpa.ct-;· .. ,_ . · _ I Proof: Firs"(; we shall show that the space R of all real numbers is 
... ~~-----····· . . . ' - . · .. . : '· .... · __ .... '· -·· 
I n1miber is the limit of a convergent sequence of rational numbers, 
• we have H • R. Thus HCR:H. Observe that R is a metric space ...... .,, ... _ $ . 
. ··-v"· .. 
•: ,.. ., . ft'. 
. . f 
---------
.• ' 
J"". •·• .. -
• 
·-- . 
. . . • . -·-·s ----· ----··- --~-.-- .--
! 
' . l 
.. -------....... _________________ ,--~---- , ..... ----·-· ·- _ Ji. ----- -- ------ ----- --------------------- .=--,----
-w!th·-·the--,,ifSU:a1.i/t&tance/~i'mlction e as· the· metric. ·,.·For each pair-
-of, r8al nttmber@ r and p define era Cl ls ( p) g p (: H and r <; H} imere r . 
S {p) is the open spherical neighbOFhOOd Of p tfi th radius r o S inoe r 
· the set H of rationf!l~ i .. s co1.1..11tabl@fJ ~ is also- cou_vitablee °vJl@ now 
show that~ is a basis for Ro Let q<:R~ let Ube an. ope~ set such 
that q <:. U o Hance U ;is a neighborhood of q. Tl1ere exists ·a real . 
----number ~ > 0 such tl1at _ S~(q)C. u. Let r be any rational number 
satisfying O < r < E./2. Since H C.R III H-, there is a point p in R 
such that ·(>(q,p) < r. Thus qE.Sr(P), SrCp)E.OS and S/p)CU. We 
~ 
have thu.s shown that (e is a basis for R. ~ ii, CQUD1iabla. Thus 
11 · R is a Lindelof space. We now show that every subset A of a 
•• •• Lindelof space is a Lindelof' space with the relative topology. 
Let ~ be a countable basis for the topology rr OJ1 Xe Let 
<B a {An B s BE~} ; suppose that V is a relative open set of A and 
x EV. By definition there is an open set W of X such that V = AR w. 
Since xEW we can find a Be.(B such that x<:BC:.tio Thus 9 since xeA, 
xe.Bt\AC WOA = v. Since. Bf\Ae-(fo' we have shovm that (?d' is a 
basis for the· relative topology on Ae Since fid9 is countable A is 
- ,_ - _,.. -
l 
t 
! 
··;;··-·· 
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Linde18r., . Now we know_ that R is Lindelgf' and [09 1] C:Ro Thus [O,J.] 
ID ' is a Lindelof space. We shall shoir that each sequence in [C,l] has 
bounded by O and lo Every bounded sequence has a c·onvergent 
/ 
snbsequence (The lk.,., page lt86, TaJlor 1s Advanced Calculus)• . H&DCe 
by Th. 2.2 [091] is compact 
Definition 2~3~ We ca!l a subset A of the space I compact if and 
only ii A is compact in the relative topoloa. -
{ 
... ~ -~ .. "' . 
---
. ~---. :_:__- .·.·-
\ ' \ 
\ . 
~ 
.. - ~- .. , 
'-:m-
Theorem 2.4.. A closed subset or a compact apace is compact. 
Proof: Lat X be a compact space, and let ACX be a closed subset. 
Since X is compact ·each net on X has a convergent subnet. Since 
ACX each net in A must also have a convergent subnet which converges 
- to some point xe.X. T~ xe.A- (Th. 3.10., Gulden's 0 Lecture notes")• 
But A is a cl.osed set. Therefore x EA. and A is compact. 
Theorem 2o5o A compact subset of a r2 space is closed. 
Proofg Let X be a T2 space, 1.et A be a compact subset of x. Let 
qE. XrvA. Then for each pe.A we can find t~ro disjoint open sets 
up, VP such that p ~ up., q e. VP e Let 63 "" { A(\ up : p e. A} o Then 
~is a covering of A by relati,re point sets. Since A is compact, 
118 can find p1., .. ... , PJcE.A suct1,;~t . A, := {An UPj : j = 1., •• • .,k} • 
Let V = VPl n ., • • n VPJc • Then A (\ V = ¢. Thus VCX,vA. SincE! q 
was any point of Xr-JA .. it follows that XrvA is open. Thus /1 is closed • 
. Theorem 2060 X and Y are topological spaces. f: I-+ Y is a 
superjecti ve mapo Then if X is coinpact so is Y. 
-'•· ', '. 
Proof: Let ~ be a collection of open .. subsets of Y, let (i also 
be a cover of Y •. Then Y = U Ci• Since f is superjective, 
... f[X] = Y =UCi. Or X .. r 1[U(l] and then X =-U { r-1[A] : AeCi} • 
Since f is. a map, r 1(A] is open in·~x for each Ae.(i. Thus 
• - ;,_~ ~ ;,., ... ,Lr~~lJl.l,.J .. !"e .. (!.J ... -.i.e .an.~Qpen cC~V-Sll:. ~11 ,.I. ,, Simce J: .. 49 •. €Gmp.le-t;,-· - . ·~-~ ·· • ·" ""' ,,,.~ .. , 
·.•. • 'e 
there exists a finite subset ~ of' a such th~t, X =U{ r=l[B] I B idS}. 
Thus f(X] •U~ ·= Y. Therefore Y is compact. As a corollary of 
this theorem we have: 
_ olii&: ~ .... • 4 .... 1 4 8 • 4 -• -. ' 4 .• • · ~ • ..- ' 
-~--
' .... - 41 .. , -· .......... - ... -411 - .......... ... -~. .... . . . 
I 
· C·oro· 1 , .::a 'l"V· ? •. _, • 
-- . ·sr - If f: X--+Y is a map and I is com.pa.ct; then so is 
· l,' f[I]. 
i 
J 
•.._;'' ; . , .. · 
" ' 
....... ·- ... -..... 
..,." 
Proofs We notice that f s I a.f[X]. is a superjecti ve map. Tlms by· 
'l'h. 2.6 t[X] is compact. 
TheQrfml 2.7. If I is compactJ Y is a T2 -spaoe1 f: X-===+Y is a 
bijective map, then f is a homeomorphism. 
. c=l . . - . . ' ' Proof: · Observe that if vm can prove .f is a map our job is done. 
'° 
Let A be a closed subset of Xo Since X is compact A is compact by 
Tb. 2.4. Note that f A~ A~Y is a mapo Therefore, by Cor. 2.1, 
f[A] is compact in Yo SL,ce r is S11p.erjective and X is compact, Y 
is also compacto Thus £[A] is a compact subset· of a compact space 
Y. :FurthemoN, Y is T2 by l1ypot1lesis. By Th. 2.5 · t[A] is closed. 
Since r is bijective, r-1: Y"7X is a function, and for each closed 
subset ACX, f[A] is closed in,·y.· Thus r 1 is a map and therefore 
f is a homeomorphism. 
Defjnition 2.4. We call _a space I countably_ cOJllpact if and only 
if every infinite subset K of X has at least one limit point in x. 
L8ltllna 2ole Every compact space I is countably compact. 
Proof: Assume I is not countably compact. Then there is ·an infinite 
subset K which do~s not ~ve a . limit point in Xo Recall that x is . 
. "' . ~ . .. t . ...... . ',: . l. 
.. . 
a limit point of K if and only if for each neighborhood U of x 
there is a Y' , x and ye. un Ko Hence for each xe. X there is a 
(t. {u0 ·: xe x} • Clearly (i is an infinite covering for X ~ch X . . 
-·· 
I 
• I 
i 
b d d t f .. .. t . b '111--.. . 1.1.. . - . . I . · can not e re uce _O a lll1 -e SU cover. u.J.S I'6E[~ __ '\!.C.Qll'trad1C.tL----•"-~----····· . 
th~ far.t, t.11.;l.t X is comp.Ji.ct.) !!~Ill'@~ is C.Ql.Ultably -~(nnt,Mt, _ - .~ ~.:. .. - ..... -- ~-_......ir...,. 
Lemma 2o2o Every countably compact metric space X has an E-net 
· for every E> o. 
-.._ I 
\.. 
• -- -· Lv. 
Proo~t Suppose this 1•11,• is false, i.e., there is an E.> O tor 
llbich X has no E. -net. Let Pi be an arbitrary point of X, and 
define U1 = {q s f(q,PJ_) <~} ~ Since the set {p1} is not an 
E.-net for x., there must exist a point p2 E X such that p 2 t$ u1 • 
Thns f (p29PJ_) ! t: • Let u2 = {q : (> (q,P2) < ~} • Since {p1,~} 
ia not an €=net for X there must exist p3i; X such that P:3~ U1Uu2• 
We have at once that f (p1 .. 9pc,) > e. for i :! j, i == i,2,3 and J - ' 
j • l.1 213. We continue this process inductively. Assume that wa 
have .found n points p1 , •• •,Pn in X such that ~ (p19pj) ~e. for 
i r/ j and i,j"" 1, ••• ,n. Define u1 ""{qi ~(q.,p1) <E} for 
i a 1, ••• ,n. The set p1, ••• ,pn is not an -net for x, hence 
there must exist a point Pn+ 1 C X such that p n+ 1 ~ U {Ui : i = 1, ••• ,.n} • 
We have at once that P (pi,Pj) ~ c for i </ j, i,j "' 1., ••• ,n,n+l. 
We have thus defined inductively a sequence of distinct points 
. ,/ . 
{P1 : iE z+J of the countably cOIJlPaCt space X such that (>(p1,pj) !E 
for i rJ j. Let K •{Pi : ii: z+} • By countable compactness the 
set K has at least one limit point p•a XNK. Let U' "'{q : e (q.,,~)< E/2}. 
U' is a neighborhood of p'. Thus there exists at least one point 
pj which is in u•n K. Let. "t = f' cP• ,pi) < e /2 and let 
U• • {q : f' (q,p') < 1i/2} • Then again unn K ~ ~ •. Hence we can 
' .. 
. /. 
I 
I 
. I 
't 
II 
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impossible. Hence X has an E.-net for each e. > o. 
A set ACX is. dense in a space X if and onl7 it 
4 • • -~, 
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Theorem 2.8. A compact metric space bas a countable dense subset. 
-
6 . 
' , 
. . 
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' ·, · Proof: Let X btf a compact metric space. By Lem. 2.1 and Lem. 2.2 
X has an e.. cm21net for each E. > o. Let F n be a finite subset or X ~h · 
that F n is a }n8t of X for each n E z+ • Let 1 = {F n t n ~ t} • 
';f, is clear1y countable. Since Fn is .finite .for each nEiZ+, ui, 
· llbich is the union or countable members or finite subsets, is clearly 
countableo We wish now to show tnat U~ is dense in X, i 0 e • ., 
I • ( U~r·= • Let p E X, let 8 > 0 be any real number• Choose an 
integer N sufficiently large such that 1/N < 8 • Using the fact 
1 tbat F1 is a i'"net .for x, we can find a point wt: FN sooh that 
(p,w) < 1./N < ~ • Clearly weU~ • We have thus sho~m that for 
each p~X and each spherical neighborhood Sc§(p) ""{q g ~(q,p) <6,b> o}, 
(Uf)fl(S6(p)) ~¢,i.e., there is a w~(U1)n (Ss(p)). Hence pis 
an adherence point oru1 v thus PE:.< U3!)-. Therefore x • c \J1)- and 
n,a Uf is the required dense subset. 
Let X be a compact topological space., let (i be a tilter 
baseo Suppose. W is an open subset of X such that ()(icw. Then there 
is an element C0 ~ (i such· that C0 C W. 
Proof: Assume the conclusion to be false. Then for each C e<i, 
cn(XNW) =I ~. Consider the set f) ... Clutx,-,w)}. Let i be a finite, 
non-empty, proper subset or~ • Then there are three possible forms 
'1ct1. If Cc~ then f\C ~ ¢ as ~ is a filter generator; if,, 
non-empty subset of (L and (i, is a filter base. Hence tnere is a 
I,' 
, I 
• I 
I' 
.I 
I 
at, • · .. ' .: 
l 
~- - . 
... - ,\ -------:-···--..... --,,· 
• 
..·'··. -- . -.-~ ~
·~ ~ 
Ce ct such that ccnt1. Thus mx. )n cx~w) :>en iXNW) ~ -· 
Therefore ne,~ ¢ and ClU(XrvW) is a filter generator. By 
hJl)Othesis a consists of closed subsets. XNW, is closed as w is 
open by hypothesis •. Thus (l U {(Xrv'ttiI)} consists of closed subsets. 
' , " 
.-.... 
:· -Sin~·e · X ·ia compact and (iU {.(XAJW)} is a filter· generator consisting 
. .... .. .."._... ........... --~ -~·-·· _ .. .;-, . ~-
-
of closed subsets, (\ (flU{(X W)}) 7/ ¢ by Tho 2 019 (vi). Hence 
. ~ . 
(0 li.)n{.(X,vli)},4 ¢0 But ()(le 't-J by hypothesis, thus 
(f\(i) n (Xf'Dl1) = r/ v1hich is a contradiction •. Therefore there is a 
CoE<l such that C0 CW. 
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CONNECTEDES 
... 1•, 
;; 
..... .-L_ . ~
Definition J.l. Let A, B be subsets of the space x. We say A 
' 
. 
and Bare separated if and only·if {AnB-)U(Af\B) 11 ¢. 
n,rinition 3o2o We say that the space Xis disconnected by two 
non-empty subsets A and B if and only if ,X == AU B and A, B are 
separated. We shall write X = AUB sep. If X can be disconnected 
we call it not connected. 
Definition 3o3o We say that the space I is connected if and only 
if it can not be disconnected. 
Lennna 3olo The following c>.re equivalent: 
(i) Xis not connected 
(ii) There are non-empty, open subsets u, VCX such that 
U UV = X and U () V = ¢ 
(iii) There are non-empty., closed subsets c1, c2c.x such 
that c1lJ c2 = x and c1n c2 = ,J. 
Proof: First l-19 shall prove that (iii) is equivalent to (i). Since 
. 1,t • . 
Ci and c2 are closed subsets cl a 01 and c2 = c-;. There:rore .. . ... : '·•~· 
. . . . . I . 
c1 f\ c2 = ¢ implies Ci n c2 = ¢ "and c1ri c; = ¢. Hence Ci_ and c2 .., 
are separatedo Since C-. and C~ are nonlplaempty, X ·= C-.iU C""1 sep. 
. . . .1. ~ '-
•--4:..-.... .. .,,.,,,,.. x-- ·-;,,· - _..;"'-'••~~-F•---. - .-- - ..... ~... - • --- •- __ .. _ .. __ - - .,.......,,... ____ ........ • ___ ..,. - • ... ' ••••• ,.-,.,., ~ .... __ ,..,..__ ... , _ _. .. - . .-. ...... • ........ -- '* ____ , __ ..._... ..... ---.......... ..... ...,. .... .... 
Hence je? is 'iiot connectecf; Conversely, if X is not connected, then 
there are two non...ampty, separated subSetS 'c1 ana c2 such that 
X .. clu c2 sep. ,Consider XNC1nc2 = (X,vC1)U (XNC;) ~ 
((c1 u c,) ,-,c1) u ((c1 u c,)NC2) = c;u ((c1u c2),..,c;>.. But 
~ : ... 
l•-.-•.tL•~- .. ~-li7C .. ,.-.. ........ ,~ 
.... 
--
! 
f 
[ . 
.. 
···-··· •• ~~'#,/,\/ ....... 
t 
O;•·•••••••••••~"''"'"'"~' 
• .. 
. •. 
· .. , . -16-
c2u [(C1U c2)Nc;1. We notice that c2n [(C1U q2>,-.,c;1 • 'I, hence 
\ 
C a 
1 
-u: = l 
- -- \ / (c1u C2),.,,c2 and thus c2 • c2• Hence c2 \s cl6sed 0 Similarly 
. \ / -Cl, consequently c1 is closed. This concludes the proof that 
is equivalent t_o (iii). 
,. q.. " --. 
(i) 
Now ~-- shall prove that (ii) is equi val.ant to (iii)• Assume 
(iii) is true. Then X, = c1 u C2 sep where c1 and c2 are closed. 
Hence XNC1 and XrvC2 are open. Since X = clu c2, 't-10 have 
XNc1 "" (c1uc2)"'c1 = c2 '/ ¢ and XNC2 = (c1uc2) .... c2 = c1 f"· 
Hence X "" c1 u c2 = (X"'c1)u (X"'c2) where (X,.,,.c1) and (Xcvc2) are 
non-empty, open subsets. Thus (iii) implies (ii). Assume (ii) is 
true. Then X = c1 U c2 sep where c1 and c2 are non-e111pty open sets. · 
.By similar reasoning to that above, we c~ p~ve that (iii) is trne. 
This completes the proof or the l01mua. 
Lemma 3.2. The unit interval [O,l] is connected. 
Proof: Assume [O,l] is disconnected. Then by Lem. 3.1, [0,1] • o1 U o2 
where G1 and G2 are both open and closed and where o1, o2 are 
"·'l> ~ 
non-empty, disjoint proper subsets of [o, l]. Assume also that 
. ' . 
l~G2• Let t be the l.u.b. of ,G1• Clea~ly O ~ t ~ i, because 
a1 C [0,1]. Observe that ,for each c > o, t - ~ is not an upper 
bound., therefore there erlsts xG.G1 such that t - ~ < x. Thus 
p~int other than t. · Hence t is a limit point of G1o But o1 i~ 
. closed, therefore t ~ G1• So t r/ 1. Since a1 is also OPfill, 
0 
____.!:·,_·. 
I 
I I 
,-····::: .• .,.1';-· .•. "' .• ·-;,.·-,~··,•.·,·•··· -- ··-·· 
.'/.· 
t~~l = o1, i.e., there existse. > 0 such that (t -e-, t +E.)c.o1, I 
i.e., t + E e.Q-~,~ -.v'!!lus result ccntradict3 tha--aasumntion that t ia an··d· ........ ~~ ..... q ••• , 
upper bound or-a
1
• Thel'8fore [0,1] is connected. - I 
., 
' . 
--· -··· - -- . -
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Let X., Y. be topological spaces-.. li X .-Y i-s a ~~ . . . - --- ·----~---~-·---·· 
superjecti ve map. . If X is connected then so is Y. 
Proof: Assume Y is not connected. Then by Lem. 3.1 there are two 
· open,- nGn-empty,· disj·eint subset~ .A and B sueh that· Y = AUBe Since 
. .. -1- cc:, 1 [ «=51[ c=l[ . f is a superjec·ti ve map, X = f LY] = f ·- A U B] = f A] U f B]. 
Since AO B = ¢, r 1 (A] f\ r-1 [B] = r/. Since f is a map r-1[A] arid 
-1 ----·-
f [B] are open in x. This resul.t contradicts I b-aing connected. 
Hence Y is connected. 
Definition 3.4. We say that a subset ACX is connected if and only 
if it a connected ~b~pace~ We say that A is ~ot conn~cted if and 
only if A is a disconnected space. 
Lemma 3.4. · Let X b~ ? space and ACX a subspace. The .following 
are equivalent: 
{i) A is not connected 
(ii) There exist open sets ul, U2 in X such that uln .A. I -' 
U2flAf¢, U1UU2:)A, ulnu2nA=¢. 
-
(iii) There exist closed sets v1, v2 in X such that v1n .A. r/- -, 
v2n A ,; ¢, v1u v2 =>A, . v1 n v2n .A "' ¢. . . . 
-~ 
Proof: We shall now show that (ii) implies (i). Assume (ii) holds. 
. ·-~ 
Since u1, u2 are open in x, u1 nA and u2n A belong to the relative .. : 
i 
t 
; i 
: I 
... .,.._ • ~ • - ,., • ....::. ... ~ ..,,,,,.. _..... -.....- ·-·~ 
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·. ,.. . . - --- . ~topology····oi~ A. Obser~ that U1ri A and U'20 A a:t-e non-empty open ~sets_ 
of A. NOW (Ul n A) U (u2n A) .. An (Ulu U2). Since Ac;::.A, .• AC:. ~l U u2, 
then Ac(u1n A)U (u2nA) . and hence A =- (u1n A) U (u2n A) where 
(Uln A) and (u2n A) are open in A, (Ui° A) n (U2n A) "' ¢, ul O A I rl, 
u,nA 1 ~. Thus A is a disconnected subspace, hence not connected. 
-
.,. 
} 
I 
------ - --- -------------- - -------------- ---- --· -----
.. 
.) 
--·--.. -~ 
""· 
, __ - -_' \. 
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. ~ Next 118 shall show that (i) illplies (ii). -·1sswne (i) is. 
tra.e. Then A is a_ disconnected subspace. Hence there exist two 
dis~o~t, non-empty open subsets u1 and u2 of A such that A ;::: u1u u2• 
Since u1 and u2 are open in A, there are two non~empty· open subsets 
v
1 and v2 
or X such that UL= v1nA and u2 = V/'\A are non=em~ty. 
Since A a u1uu2 • (V10_A)U(v2nA) = An(v1uv2) 9 vre have 
' 
AC\UV2• Since ulnu2.= ¢, (vlnA)n (V21'\A) = V1t\V2f\A.., ¢ • 
'!'his completes the proof that (i) implies (ii). 
Ii ff! 
. 
Now we shall prove that (ii) is equivalent to (iii). AsSU111e 
(ii) is troe. There exist open sets u1, u2 in X such that u1 n A 'I ;, 
u2 nA:/¢o u1 uUi>A, U1nu2 nA=¢. Consider the open sets 
X "'ui and X,vU2· (Xl"U1) (\A :/, ¢ £or X-EA implies x ~ul or :X:E:U2• 
,. 
If xe;u2 then x~u1, hence xeX"'Ul• By a similar reasoning 
(XNU2)1\A :/ ¢. Note that ~X"'U1)U(INU2) = Xrv(u1nu2). Since 
u1 nu2oA =¢,for each xeA we have that xtu1n u2, hence 
xt:XN(U1 !\U2). Therefore., AC(XNU1)u(X"'U2)• ,Finally, consider 
. 
, "T \ 
(XNUl) n (XNU2)" A = [XN(Ul nu/]() A. Assume it is not empty. 
~en there e:x:ists x £X such that xe.A and XE.XN(uln U2), i.e., 
> 
x &.A but x ~u1 and :x: lU2 •. · However, Acu1 U u2• Thus for each /? 
x ~A, x e:u1 or xcu2• H~nce we have a contradiction. Thus 
Now assume (iii) holds_. Then tpere e.xist closed sets v1 , v2 in X such 
. V10 A r/ ¢, v2n A ~ ¢, V1 U V2:>A, v1 f) v2n A = ¢. By a similar reasoning 
as used in the above proof for (ii) implies (iii), we can prove that 
This completes the proof that (i), (ii), and (iii) are equivalent. -
. _ .•_ ..•. ~-,,:.:.r 
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Let X • AU B sep.· Suppose C is a com,ected subset-
,, 
, of x, them either C CA or C CB. 
Proof: Let A n C f ¢ and B n C 1 ¢. Since A and B are separated 
A-f\ ·13 = ¢, A-CXNB = A. Thus A- = A. Similarly B- = Bo Hence 
both A and B are closed. Note also that C ex implies that 
( 
C cA UB and An B n C =- ~. Hence C is a d·isconnected subset. 
Contradiction. Hence C is contained either in A or in B, but not both. 
Theorem 3o2e Let A be a connected subset of a space x. If B is a 
subset such that A c.B cA_.. 9 then B is connected. 
PPGef: Suppose B is not connected. Then we can find closed sets 
c1, c2 in X such that c10 B "I 9', c2 0 B ~ ¢, c1 \J c2 -:>B, and 
c1n c2n B = ¢. Since A is connected and AO c1n c2 = ¢ we must have 
Ac. c1 or Ac c2• Say Ac. c1 • Then · A-c c1 and thus B c c1 • Hence 
B n C2 • BI\ cl n c2 = ¢ which is a contradiction. 
Defini_tion 3 • .5. ·1et X be a space, Y a subset. . We say that Y 
separates X into A and B if and only if XNY = AUB sep. 
Definition 3.6. Let X be a connected space. We call xE:I a .eut. 
po~t if and onl.y i.f XN {x} is not connected. _ 
. . _. . .. ·.- i . . . .. . 
Theorem 3.3. Let X be a compact T4 space, let~ be a filter base 
consisting of closed connected subsetso Then f\(i is connected. 
·, 
expressed as a union of tv10 non~ty.9 disjoint and close$i -~bsets .• 
Namely-~ A = B1 U B2 where B1 :/ V), B2 "f ¢, B1 B2 ~ fl· and B1si B2 are 
closed in Xo Since X is. _C~!'P.~~t~ ... HY~~ Tl.}~ ... ~ ... l~ 1 irtls-a ... DR,l ¢~. _$j.D'l.f-- • .,. 
, - .,; > - - -., .. "" , -~ ,J, ,. J • c, - .- II ,• • .~ •.' •• .. o,. ... • .-4 : ' ~ , 
Xis T4, 1-re can find two open subsets u, V of X such that B1c.u, 
B2 C..V and Un V = f6," Let W a U UV. Then by Lem 2.3 there is an 
~ \ 
~-
' 
~ •' 
--
. I 
' • · • · • ••• • • .. • • .,. l •"'"c~••r ,'o", • • r• • -
. -"-: 
. .:> 
.. 
. '-\ 
- \ 
I 
. ,I 
_-20-
el.anent C0 ~1i, such that C0 C.W. Hence C0 n(XN--W) = ~. But U and .. 
V separate lv and C0 e:{l_ hence connected. Therefore, by Tho 3$1 
either C0 CU or CC, V. Since A =OQ, C0 ~ ~ thus ACC 0 0 Therefore· . 0 ,-, 
- ,~ :,;• 
. ·,AC.U or Ac.V. ButB1c.UandB2 c.V; U()V"'.¢henceeitherAc.B1 
- or A CB20 Yet A = B1 U B2• Thus either B1 = f6 or B2 = ,¢. This is 
a contradiction. Hence Oct is connected. 
Definition 3 o 7. Let A1, ••• ,An be subsets of a set I. We call 
A1, .... ,An a simple chain if and only if Ai Aj = ¢ for Ii - jl > 1 ; 
A1 Aj :f ¢ for Ii - jf .. 1. We call Aj, j .. 11 ... ,n a link of the 
simple chain. 
Theorem 3.4. A topological spac,\X is connected if and only i! for 
each open covering U and any two points x,yc X we can find a simple 
chain Ui,•••,uk with uj EU. rOr j • 1, ••• ,k such that XE:Ul and 
l"E. u • 
k 
.-
Proof: Let X be connected and let· 'Ll be an open covering of x. We 
first prove that for any two points x.,ye. X we can find a simple chain 
fran x to y such that each link of the chain is a member of 'U.. 
,~ ~ X and cqn_struct a set A such that A = { y :, y e..X, thePe is a 
simple chain from x to y such that for each link u1, Uic U.} • If 
we can prove that A = X, our ·work is done. Since Xis connected I 
\, 
. . -
do.as tA#i_,..,,._•- ~- .,,.-c,rn, n-•• -.,.--A'!"JI· ~-~~Ot . .f.J. ... l!".)t .; ~ botu' -~p.,~·1-"'1 ·.i,'.i.ad· .. e 1-;,~~a°"•.,-·111·.!.. ---x. • --- •· -~-.-_.-.,. .. • ~ ..,. ...... •· ••~ ~··-~ _,.,.,.!;.· · u_-v;..::::;J, C-~U..,;.;;i ~J.•c.. .&.O l V -.:, Q.&l -va;;n:~ 
...... . -•~..;..... ..... --- .. - _ .... ...,u • • . . .. . . . ·'"" ,.,.. 
Tberefo·ra to show that. A = X we may merely show t~t A is both open 
and closed in x. To show tba,t A is open., we notic~/t.hat A is .. not 
/ 
,i ••• 
empty for x e.A a~,~--!~~~ .. gpen covering. ~f x. A.ssume z eA. By t,he ,.-..... ~-- ... ~ · ...... ,. 
construction or A there is a simple chain u1, ••• ,uk with u3 e'U.. for 
i 
. , \ 
,, 
. ' 
; •? '.~ 
"· . 
\ . 
-23,.. 
--· ----::-· __ -3-- 1, •• ~,k ach~ that xeu1 and . se uk. Uk is open as lJkE. 'U, , · 
. .;..',!" 
thus Uk is an open neighborhood of z. Observe that for each) p ~ Uk, 
. the very same chain u1, • .-.,uk links x and p, hence UkCA. Thus A is -
open. To sho;1 that A is closed ,;,e may just show that each adherence ,, 
' - . 
.. 
point, of A belongs to A. Let q be an limit point of A. Since 
'lL is an open covering of X, qe.U 1 for some u•e<}J. • Since u. 
1 
is open., by the definition of limit point, there is a point 
r :! q such that re_ Ui n A. As re.A, there is a simple chain 
u1, ••• ,uk where Uj €. U for j = 1, ••• ,k from x to r with xE:U1, 
reuk. Hance re.Ukf\U' or uknu• ,f ¢. Therefore there exists m, a 
least index among j O l, ••• ,k, such that u1, ••• ,um,U' is a simple 
chain from x to q such that xe u1, q €. um+l = u• and ~1e. tL for 
j = 1, ••• ,m+l. Thus q is a member of A and therefore A is closed. 
We have thus shown that A is both open and closed in x. Hence A • x. 
This completes the first half of the proof. 
To show the converse is true, we assume 'Ll is an open 
covering of the space X, and assume that for any two points x,y~ X 
there is a simple chain u1, ••• ,uk such that x cU1 and ye.Uk and· -... 
U/:'IA for j = 1, ••• ,k. We shall now prove Xis connected.' Assume 
that Xis not connected, then we find,two non-empty, open, .disjoint 
open covering of x. Consider x ~ V~ and y £: v2·e _ Then .it ~s impossib~~ 
--· 
to form a simple chain u1 ,.u.,Uk such that ~~ 1:. Up y fu Uk, and U j E: V"' 
. fol! J., •• ..,.,'.Ito"' -Cantrad:ictj.on •.. Heu,:e X. ·i.r.- ~nect...ed., 
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Xis· disconnected if and only if there·e:x:Lsts a 
continuous function f: X-t-R such that f[I] • {y:i)- U {1'~ where 
.. ' 
' 
R is the set of reals and Yi r/- Y''}_• · 
Proof: Since the reals form a T1 space, b} and {Y2} ~re closed 
... lr"o· •·· ¢. f[X] {y1JU {y21 ,sep sets. {YJ! (\ tv2} = Therefore = and·is 
disconnected. Let f: X-+Y be a continuous function. Assume X 
is connected. Then f[X], by Lem.· 383, is connect~4e- ····--'Phis 
contradicts the fact that f[X] is disconnected. Hence Xis 
connected. 
_ Let X be a disconnected space. We shall show that there 
exists a continuous function f: X~R such that f[X) • {yf U{y2) • 
Since Xis disconnected, X then is expressible as a union of two 
separated sets, say X ·= A UB sep. Define a function f: X-+R such 
that f'[A] = lY]! and f[B] = {y2} and ,-1 'I y2• Let U be a closed 
f==l[u·J 'Set in R. Then can only be one of the four poss·ibilities, 
namely, ¢, A, B, and A B. Since X = A Uij sep, ¢, A, B, and A B 
are all closed subsets. Therefore f is continuous. 
Theorem 3.5. If X is a connected space and A a connected sub~et, ~uch 
that X NA = BU C sep, :then BU A and CUA are connected. In 
.. particular, if A consists' of only one point, i.e., A = ·(x}, and X is 
I 
Proof: Assume AU B is not connected. Then· we may write 
... - '• .. "" 
~ A UB = EU F sap. Since A is connected,, A CE or A CF (Th. 3.1) • . 
"_ .. ··,·······-··~-..-;..'~!·,-.-~-,,:~·~-· ,c ... ,,_.,,l:t ,·•o·.~•-':, '.':_ .. ,._. .•. , ·,•o.c·,.,.:o:c',-C.c'.S,c ,.,.·-~·~-----~_-·,·.-,.,.,a!"~-'-"-•·',,,.: .. , .. _, ·,, .. ,._, _ _.. :, .. , .·,,,-_ ,.· ,,-.'•-~-• .,.,_ .. _ ,-.-,·~··'" io.';.. cc· _"!!"c':.., • •• ,, .. ·, ,~,,,- ~-" •.·••· :·., '-•• _.,",__,,, .-.,···,-~_.-,-·,, -'····::· ·.•,<• C· • c-,,,_._.._,,,_ '''"•~~·--,•::..~:-"-. ?,.-.-·---.-----...l. __ ., ···· •············--~-,··-~~-·· · ·· · · ··· · -· ·· ···-::·----~"""-- --• · · · · • ·-···· 
SUJ)pose AC.F o The11 B:;E and 1-re have E .... i\ C = ¢ = En C-• Let G a FU c. 
'l'h E- '\ -··-r\ '1= . ". ... ~ , ____ , .. , __ - -) ·. ""' d E fl --en ~ ~ - t.s• \ . ,,.., r • ,. .• • .,.. • •_·' . tf ii :..." ~,· "' ii • 1!,. Ir "' f _.., ""' '..i:i a:;·1· "' ... f • -• ,., -,, = • •• • io • • • t - I fJ• It 'I • • i • i , · 't I , " - tt., • ' " t 9. -~ JI.JI ._._, ,- ·-, - ' •• :..r, ,.. . ,_ 
EO(FUC)- = (Ef)F-)U(Ef\C-) = ¢. Further EUG = EUFU.C = BUAUC • I. 
' . •,,,, 
l··· -
B 
. 4 .. 
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. \ . 
Heme X • E\JO sep. Since I is connected this is impossible. Thus 
~ . 
-
. BUA is connected. In a similar fashion CUA is connected. 
Now suppose A • {x} and. XNA = B UC sap. Since 
B-nc = <J we have B-CXtvC = BU{x} • If BU{x} :/ B ... then 
. B- = B.· Sinee · {x} nB ~- ¢ 1,we. have that 13- is the union or two 
disjoint9 non-empty closed subsets and is therefore not connected. 
Since this is a contradiction B- = B U{x} o Similarly c- == C \J{x} • 
Theorem 3060 Let X be a topological space and Cl a collection of 
. connected sttbsets such that no two members of C2 are separated, then 
~ 
Ultis eQnnestedG 
Proof: Assume U(i. is not connected. Then with respect to its 
relative topology uli. may be expressed as a union of two non-empty, 
separated subsets of Ul1., say u1 and u2• U<L= u1uu2 sep. Let 
XE:U1 and y~U2• Then there exist Ae,(l and B(: {l_ such that x~A 
and Y-= B. Since u1 and u2 are separated, A and B are separated. 
This contradicts the fact that A and B are not separated. Therefore 
Uflis connected. 
OQrolitary 3ol.. If ~- is a collection of connected subsets of a 
-· . .. ;· .. . ' . ( -
topological space X such that () ~ ~ ¢, then U ((, is conn~cted. 
Proof: The proof is similar to that above, except the cont,rad.iction 
...:;~..I ---
.. 
• ... •• J •• 
. ' 
L~ 
. .. ' 
' . 
. -c,~------·--- ... ..-.---~~~H--lc-C-TJ;--,__:g.sy --implies- ··A~A-B--~-¢--wtdb,:11--e-c,n-tradicte·-··--~ · a·-~1------~-----~ 
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net;{6. 
Definition 3.8. A co1nponent of a space X is ·a connected, subset 
- ............ -·--~--•-"•-"' _ .. ___ ._._ ____ --·- "" ··...:-- -~--·--·-.. --....... ~--. ·--~·-r _ .. ··._a·~·-· --- ..;, . ..,. .. -- - .,., .... ~_ .- .......... ~~.-..... ~ ..... _ ......... .,..,,, .... _______ • .. ...... '.-.,- > •• ,.---:-,-•--.-. • '"'\,. ~ • 
whicl1 is :not properly containe.d in any connected subset of x • 
. , 
. , I 
~· . Definition 3o9o A space Xis called .. l~c.al~1 .. c.~~n..e .. c_t.8.!i ... ~f; .. @JJQ.~.7. ....... ~ •• ~~---~·--# ~---· 
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if the components of.,ev_ery open subset in X are open. 
·~· 
.,., 
< 
f. 
,, 
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Theorem 3.7. A sub&pace X is locally connected if' and only if for 
each xE.X and a neighborhood U of x, we can· find a conµ.ected open --
subset V in X such that x~ V and vcu. 
Proof: Assume X i.~ locally con..ne~ted. Let ·:x:-e.I be a point= in X; 
- ... - let U be a neighborhood of :lt:o Consider the set 
Ci= {A : XE.A, Ac.U°, A is connected} o Then U(i,is a component 
of U
0
• l{ence U(K. is open. Ull is also connected as ea.eh A~(i, is 
connectedo Therefore U(t is an open connected subset such that . 
x~ua.. and Uiicuo That is, for each x~X and each neighborhood 
U of x v1a can then find an open connected subset, wich is _U(i , such 
that Xe U(l and ua.cu. 
Norr assume for each x t X and each neighborhood U of x we 
' 
_can find an open connected subset V such that x E. V and V cu. Let 
M be an open subset of the space x., and let A be a component of M 
and x&A. By assumption there is a connected open subset U such 
that x t U CM. Suppose U (A. Then A is properly contained in A UU. 
Since A UU is connected it follows that A is not a component.--$!, 
'-, 
"" Contradiction. Hence we have U CA. Since x is arbitrary, 
.,. 
. - . 
- ~---~------ - - ~ -
------
-~ 
.. ,,,.. . 
A"'= U{u : x ~ucM, U is open and connected, xE.A, and A is .open}. _ 
Thus X is locally connected. 
___ __ . _ __ __ ___ __ --Th~nnu.J.8. _ ,!f. I is. c~t., looally---~onn8eted and -¥-·ia -'f-2 -and --- · · · · · ·· 
- ~---- '· _............ . . ' ... -. . . -- '···- ... - "' . . .. . . . . . 
fa X' >Y is a superjective map then Y is locally connected. ... •.• - ' -- . ·- ., ··--· •' . ~ - . -·. - .. _, 
Prpof: Let V be an open subset o:r Y and let B be a component of v. 
!.• .J -
Let -U u f.,.lf V] and A a. f~'8] • For any x CA., let C bEI th8 - --:·---~ ,=~· ·==-·=~~ 
X 
ccnpon~t of U which contains Xo Since X is locally conn0cted1 
. 1 
--··-...,. -·~ 
- -:;.._ - ---..... __ _: ... -
----- . - --·------------- -
-"~-:-:~- ·, .. -._- - -. ·. 
r 
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-::".· .. 
that f[C ] n B is a connected subset of V • But B is sf component ot 
X -
V. 'Thus f[C -] C.B. Hence C __ CA. Thus A a Ufc : x EA} and henee 
· - X x- - ..... \.! X . 
A is open. Since f is superjective, f[X·',-.,A] =. Y~B, __ ~t. X,vA is 2' .. -
closed subset or x. Hence it is compact. Thus YNB is a compact 
subset of Y and hence it is closed [Th. 2.5]. 
hence Y is locally connected. 
Thus B is open and 
-- -- - . -- - .. 
.. - .. 
----~ - ~- -~------ ~-~----·~ 
'-..J 
----~-~-----
f 
(.• 
.; ,. 
- ' 411!111 -
~-
--
.. ···•. ::- . . ·. -~-~::; 
,:-.:· 
• + •"•"•"• • ·.c;: •"•" ,•"<; ·"• • • < 0 ,, • ,;.., ~· - '"- ~-- ., ... ,'. '__, •'• : •• •• • :• :, --.; 
•:· 
.:..-~ .,. ___ ... 
- ·- .;.; ~-:-:. r_ -""'"" -~- .. -· --..w:-~~ - --~~ -·-·-:-~-~~--• .. -~;:..:..~. . ... ''!:- • -
/, - ·'" -: ·:- . ~ ... -
,., 
-., 
--
. :·, ·. 
. ,,._. . 
'\ _. ,,. 
I ,r ... ~ ... - • ,1,.... - .... ~ ·._ ~- ·-· ~- -. : .. '; .. :-
I" ........ 
- - - - ···--·~----~-~- --~ -· ----·-------- ------ ---· ----------~ --~---~~------·-~----·----- --- ---
- -1 
I 
·----
'-. 
r---=- --- -- -.. -
.I - : . - . ~ 
= 
. ., CHAPTER IV 
-· ~-
. ORDERING AND A-SPACE 
( 
. I 
-"~";__ ... -~IP 
· Let A be a countable linearly ordered sat. The 
set A is called, densely ordered it and only it for any a,bE A such 
that a < b then there is a ce.A such that a < c < b. 
the rationals form such a set. 
I 
Lemma 4.1. Let A be .a countable J:Jnearly ordered, densely ordered 
set. Furthermore, suppose A has a least element a* and a greatest 
element hi-. Let R be the set of rationals r such that O < r < 1. 
- - .. . ,-.. .. ··" ---·- ~, _, ... ,.__.~.........._. __ 
Then there exists a bijection~: _A-+R such that whenever a < b 
then g>(a) < C,(b) and g>(a*) = o, g>(b*) = 1 •. · 
Proof: Let l3 = A "'{a*,b*} , C = R~{o.,1} • Let a1, ••• .,an,••• be 
an enumeration of B. Let b1, ••• ,bn,••• be an ell'UJlleration 0£ c. 
Consider the function g, : A_., R where q>( a*) = 0 and q)(b*) = 1. 
Suppose q>(a.1), ••• , q>(an) have been defined so that the order is 
preservedo That is, we qcµi arrange 1, ••• ,n into j1, ••• ,jn such 
that a*<aJ· <a. <•••<aj·<bl- then 0<,ft{a.)<cj)(aj)<••• 1 J2 n ~ J1 2 · 
< cf) (ajn) < 1. For the tllle being we ·writEt ·. · a* = a30 ., b* = ajn+i{ 
Then we can find a unique k such that aj <~a +l < a. , k = o, ••• ,n. 
. k n J~l 
Let m be the least integer such that rl) (aJ"' ) < bm..$. rA (a_.. ) • Define 
. _ . , _ ~ k ·. · 7 Jk+1 · 
- . ·-· .... ----- - .. . - -·-· ~ . --
_ .... ,.~ . -
-q><8n+l) a bm• This function is defined at n = 1. Furthermore.,·if it 
,, 
. 
is defined at k then it is defined at k+l. Thus it is defined for a11 
integers •. S~nce A is countable, the function ~ j.s defined at avaey-
. 
- . 
• • .. • _ ••• u .. _ e18!~t of -~ ~ .. ~~ :~~. :~n .. sJ~?!'~~ ~o! .._ ~ w=., ~:;=.~ that q2, prase.1.•v-e~ . . . .. . ... " · 
order. Now we wish to show that <j is a bijection. For any e1 f A 
r 
- I 
- -
.) 
"a ; • •'• '•.'-••. 
- - " .' --.,_·:, 7 • .. ,·-.,; .•• 
1-
- -· ... r-~ -~---,.,. .. :. ____ '::'.::'( ' 
and q>(e) • c;9(t), aaw e I t. Then either e < t~~ t < a. 
Hence ~ (e) < g> (£) o~ ~(£) < g)(e). Contradiction. Thus e • f 
and g> is an_ injection. It now remains for us to show that g, is a 
superjection. q> is · su.perjective ~f q>IB: B-,.c is. a superjection. 
Assume tf>IB. is not a superje-9tion. -Let <J)IB eq)'. Then , 
C N'91[B] :/ ~! Then we can £ind a least integer n such that . 
• bnE:C,vf[B]. Since n is the least integer, b1., ••• ,bn-ll: g>1[B]. We 
can find an m so large that b1, ••• ., bn-l _ are among g> ( a1), (j) ( a2), ••• , <J) ( a.> • 
By suitable rearrangement l1e can wri ta a* < a . < aj < • • • < aj < bl-
. Jl ·2 · m 
wen a* = a. and b* c a.. · for the time being, such that Jc Jm+ 1 
. ·-- _,_ 
rA(aJ· ) < rO(a. ) < • • • < rll (aj ) • Then there exists a unique k., 
'f l · · · ~ J2 · "':f m 
k = 0.,1,ooo,m such that C,(ajk) < bn < cj)(ajkt-l). Let r be the least 
integer such that a . < a < a. • Clearly r > m. Consider 
.· · · · · · Jk r Jk+l 
a1, •• o 1~ e By suitable rearrangement we write 
·r-1 
a = a* < a < • • • ~ a < bH- = a , and further tor some t, So · · - · · ·si · sr-l sr 
_. 
t = 0,1, ••• ,r-1, aj = a and aJ. = as • By definition ~(a ) k 6t k+ 1 t+ 1 · r 
because b is the element with least index such that n 
. . 
=b 
n 
I cf {a8 ) < b < ~ (a8 ). This is a contradict~on. Thu~ CNf [B] ,= ¢,. 
· t n .... t+ l I 
- . " 
1 
and ~· is a superjection. -But ~ =~IB which is a function fro1r1 
C) 
B = AI\J{a*,hl-} to, C = RN {0,1} • Since (a*) = O and (b*) :;, 1, 
r# is a superjec.tion~ . H~~Qe .gi-~;is the required map !'ro~Q'\.. to B. -
Definition 4.,2. A set A is called non-degenerate if and only if A 
contains at least two distinct points. 
Definition 4o3o A subset A of a space X is said to be separable if 
and .only,,if -there· -ensts a eountabla subset H ·01 A wrdch is dense in A. 
/J 
~<; ... ---------
: .. __ . 
-~-·.·. - -_.··-•·-C,' .. _'·\_:,;······ •. :·--;·:··.~··11:··.s=· .... - 7•-·'···--, ·:·-_ ·_-,., 
.. ·" 
.--------- ---~--· 
~ . ·- . '. . . 
' 
. . 
,., 
Theorem 4.1. Let I be ccmpact, connected, non-degenerate, separable 
T1 space. ,. Then X has at least two non-cut points. 
Proof: Before actually proving· this theorem, ·we make the to1low.i.ng 
.. . --
two observations:. 
(i) . If X is- a space and A a dense1'>.subset of X, then for any 
non-«n.pty open set u c x, Un A :/ ¢. 
------. (ii) If Xis non-degen~rate and T1 _and A .is dense in ;, then A can 
not consist of a single point. For,. if A = {2c} 9 then since . . 
I is T1, {xr = {x} • Thus we would have X_= A- = {xf = {x} • 
But X is non-degenerate, hence .. contradiction. 
Now we shall proceed to the actual proof of the theorem. - Let 
us assume that X has at most one non~ut pointo Since H is countable 
+ 
we may write H = { hn : ~ E Z } • Let n1 be the least integer such that 
~ is a cut point of x. Since H contains at least two points and 
·' l 
. . - . . 
the space has at most one non-cut point, ni exists. Let I,-.,{1\{ = Ai U Bi sap 
where B1 contains the non-cut point. Then ~ have that A1U l~f and 
B1U {1\i\_ . are connected and in fact A'i .= A1U ll\il, B'i = Bi u {l\il • 
Suppo~e for some integer k > l we have found a sequence of points 
. :_- ~ 
l 
. j 
... I 
! 
~ . . . 
" -
. ~ - .. -.. - . . . 
····· -.· ··-.::.; '---····-· ,··· ····- ··:······~ ·- --·--· - . ·-· . . - .... 
.. 
11zi1, ••• ,hnk c H and for each j ~ k., AjUBj is~ separation such that 
(i) n1 < ~ < • • • < nk 
- ,. . 
(ii) !'_<>~ __ each j < k. Bj C:.1? j+l ~<i h81.lo~@- Aj+i C'-j --~ . -- " - . .. . .. 
(iii) for each j ~ k_, nj is the least index such that ~.E Aj-l • 
- J We extend the sequence by one step. Since A. = X,vB ., it is 
J J . 
... . -- ,,. 
J 
.t ... 
---- -- -------~~- ~-----~--
.,. ______ - ----- ---- ---
- ./ -
It ~l < 1\c then ~l ~~jc.Aj-l and nk would not be the least _ 
index such that 'e.Ak=l,, The only nOll~ut point belongs to Bk. 
Hence we ~Y ln'ite X"'{~{ = CUD sep. Since B; is connected 
and ~I 4B~ it follows that Bk,CC ,, or B~ c.D; c~ll that one of 
, the two sets C or D for which this holds Bk+i and the other Ak+ 1 • 
Thus we have X,v{11rt } = Ak+l U Bk+l sep9 B-;c.Bk+l and hence 
- ' - - k-i'"l - -
~+ 1 C.\• . Thus by induction we can construct a sequence o:f points 
h_ ,h , ••• ,h , • •• in H such that (i), (ii), (iii) above hold in ~ ~- ~ 
. 
general. Let B =U {Bk : kc z+J • Since B is the union of a 
collection of connected sets all of which contain h we have that 
. 
-"IlJ_ . 
B is connected. Observe that for each k, h E. Bk for J. < n o 
. . j k+l 
-Since n1 < n2 < • • • < nm < •• • it follo·ws that H C. B and thus B = x. ~-::: , 
- Now observe that XNB = XrJ U{B- : lce:.z+} = rt{.Ak : kE-Z+}- 0 Since . k 
~l CAk :for each k, it follows that {){Ak: kEZ+} = O{Ak: kE:Z+} • 
Thus since X is countably corapact XtJB ·f ¢. Let y be any point of 
XrJB. Then y is a cut point of Xo But BCXNly}CX = B- and since 
B is connected so is XN{y} which is .. a contradiction. 
Theor~ 4.2. Let X be a connected, "c.ompac.t .space. and suppose that 
. 
. 
there is a linear order < on X such that for any x,y X, x < y, the 
-
-
set {z : x· ~ z ~ y} is closed. _If X has ~--;i!.ast element aJfo and a 
"s::. ' •, ~ • 
• 
, -
' 
I 
l 
- I 
111 
I j 
' 
i" 
I 
-i 
I 
•ii.-..... ---~--··-~ - :-· zqa -. c1111 -• p,• .. .greatest element- ~:i:fid-'·1:n· -addi:ti1m- }m;sr-a···-count,able dwse_··set ]f, ·tneif'' -.. .,-., ~ ........ ._ .. ----~--· 
there is a homeom.o~hism f: x--.. I a [01 1] which preserves order 
and satisfies f(a*) = O and f(blf-) = 1. This theorem is known as 
' 
........................ 4111 ........ l.4!1!.1!~, ... ~!PF!'!l..t .................... "' ., .... ...,... -~- .. ~ ... 
r 
- . -- -- ...... _._ ...... ~ -... .., ...... , .. ··~ 
_( 
r•'.··· 
-----~--.. ···;; 
; .. '.' ·._·'.:....:..:< 
J 
' ~ hoof: Consider. the set K ~ {w I x- < w·< y} • 
XNK • {u: a*-~ u ~ x}u{v : y ~ v ~ b*} • Bu~ lu : alt~ u ~ ~J 
and {v : y ~ v ~ bi!,} are closed by h,i,·othesis • Hence K is open." . 
-(Tbis sho~1s that an open inter-val of X is open)• In a similar way . . 
,"' ~ . 
we oa.ri' aho1~1 that for an- < ~<bl- the sets '{y : a*·~ y < x} , 
{Y : x < y ~ ~~ are open. 
We shall now show that X is densely ordered. Assmne I is . . 
not densely ordered, i.e., there exist elements x,y ~X St!Oh that . 
. 
the set-· B = {w : w ~X, x < w < y} is empty. Consider the sets 
.. C: = {w : w e.X,a* ~ w ~ x} and D = {w : TiJf X, y ~ tA1 ~ ot::} • c and 
D a.re closed by hypothesis. C f ¢ as x <: Co D f ¢ as x e: D. 
. p q 
• j 
.----,,--. 
. .. 't 
I 
I 
' .. ~ 
' t 
.~- t 
' 
C n D = ¢ as B = rJ and ; • CUD hence X is disconnected (Lem. 3.1, (iii)). r (' ·--,. 
,· -'!;j . .... ;.-. _j_: 
Contradiction. Therefore X is densely ordered and the open set 
B • {w : weX, x < w < y} is not emptyo 
.-,, 
We now show that the dense subset A is also densely ordered. 
tet· p, qE.A. As shown above the open set E = {m : p < m < q, m£:X} 
is not empty. Then let n e E9 and since A = X, n is an adherence~ 
point of A. Since E is open9 E is a neighborhood of n. By definit~on 
or adhe1~ence point Ef\ A f ¢. Hence there is an. element k such that _.., 
k E: E fl Ao Thus for. any p, q e:A there is a k f: A such that .p < k < q. 
Hence A is denselw ordered. 
- · __ :..-.:...~-------~ ... ··- .... &>, ...... ------·-~~·-·~ .. -,..-~ 
·~ 
I~ 
• . 
.,,.,.,......._~ ... ,. ..... .,.- .................. __ .~-.-•-· ... ------.. '• • - --~• ... ..,.•~~~,._... • ...,---c' ._._. ..._ .. _ . ·---- -' ., ·- . . ~ 
~- ·.. '·. I.et F _ ~- AU {a.*1~} • S:ince A is countable . ,/ imearly ordered, 
i 
• 
and densely ordered, so is r. By Lem.·4.1 there is a ~ijection 
<9: F--P.R imich preserves order> and R is the set ;Jlrationala 
... ~ ........... ...._. 
·\ 
. kl!Ji? 
-1 
1 ; 
.t 
··--------------- - - .!-...-
,·· 
"' - ' 
~ ·._· - - . ·-·· ,.· .. 
.-...r,·- ~·--·-· .... :-7 ':::::.....'...'. ··-_,;>-·.--''- .. ~·- :- · ·_ ·c·'··· __ - .•- · '· :- ·:.-:· :·· ~ - - · · ·-.' · ·.· -'• ,_-. -'·• ··-·.;.::~-~----· -. . ···::· .. _- e---·. _-;:,.·:,-.--·-··- -~-·,-. __ ~.--_,- .-. 
-
~-
-31,. 
,. , low for any x r:X, d,.tine . Q>r• {[u.,v] a u < x < v., u.,v f::F} • 
. W~ s~ now show that ()(i:ir""' {x3 ~ Clearly :x:E;fl«x }?y definition . 
of ~ • Assume that we can find tvO elements x.,y 6 0 (x)( and x I y • . 
Since X is linearly ordered we may ass~e x < y. Since X is densely 
ordered, we may f"ind . a WE. X such · tha.t x < w <-· y • Let u < x. Then 
· [u,w]E(X,c • Clearly rt[u,v] and therefore Yt (tit. Contradiction. 
Thus X = y and n~; {x} • 
Now define the set~ such that~x = {[ <f)(u), f (v)] 1 [u.,v]E~1J. 
1st ~ be a finite subset of ISx • Since %f. is finite and [O,l] is 
linearly ordered, among all [4)(u),q>(v)]~~ we r,iax find the greatest 
u' of the u9s a~d the least v' of the v•s. Since Xis densely ordered, 
_,-;.... 
118 can find ee.X such that u• < e < v' and fEX such that u 0 < f < e. 
-~ . ~ 
Clearly d = {.h : cfJ(f) < h < g}(e)} is contained in f'la\' o - Bui. ,j' is 
not empty as we have shown above that an open s:ubsat of a connected, 
. ' 
linearly ordered set is not emptyo Hence fl~/¢. This implies <8.x: 
is a filter generator consisting of closed sets. We lmc;,w [O,l] is 
compact [Th. 2.3]. Hence n(B I¢ [Th. 2.1, ('V:i.)]. 
X 
Now ~ wish to show that fl lBx has one and only one element. 
Suppose we could find two elements s,t E OB and s f t. Since 
. X ·, 
[01 1] is linearly ordered we may asswne s < t. Let [u,v] ea.,(• 
I 
i 
I 
• i 
I 
i 
. ... I 
, • ~- on • ~~- ;~ ........... ,;.._. .. .,.. __ .• ,..rtban. ,.,,.~..s-:E.-,.[~,.~~u.)., .. ~ ~J. ...... end~ ... t°'¥i .L4).(~~1-Jf!.'3il, ,.aa'""~~~,..... .. ~~- .,,. ,~.~~,~·~--~·~--~ ........ -~-~ .-?.--~ 
li. 
,' 
'{ 
-;.  ...- ~ 
(, 
. s,t E: n{r q>(u), q)(~)] : [u,v] eel)(}. Let r be any rational such that 
s < r < t. Let w = q)-1(r), then u < r < v. Thus we may have 
u<x<w pr W < X < "• 
- -
' 
• 
[' 
l 
-------- ---· -------·· --··- --------------·---·----··----·- .. ·-·---- ·-· - - - . 
I 
J 
I'll 1 .• ii 
... \ 
--
- - _____ -=.....:.........:-=:..--:---· .-----
- --- --------·-~ 
.,·. -~ . 
·-_-. -.11_._----~---_· __ -
--:;JG"""' 
Clea1'q' [~,r•Je.<i.1e , and..tlJ.us . [cp(u),g>(r•)] E: '13:x:• But 
• 
. . t+ [g>(u),g)(v)J · and thus ttn~X 't·Yhich is a contradiction. 
Therefore fl~ has one and only one element. X 
Now define f: X--+I such that £(x) ~ n~ for each :x:E:I. 
X 
We shall now show that f is a homeomorphism,. Since n~x has one and 
' 
only one element correspondi.-rig to x E X, f is single valued. Let 
. -
x,y~X and f(x) = f(y), and suppose x I y. Then we can find a 
w tF such that x < w < y,. Let u < x and w e.F. Clearly [u, w] ~ liic 
and yt[u,w]. Hence f(y) ~ [<9(u),g,(w)] which implies f(y)E\OIJx 
contradicting f(x) = f(y}. Hence x = y and f is an injection. Let 
s £:I. Define the set (f~ch that (i ... {[r1,r2] : r1 < s < r2, where 
r 1 and r 2 are rati9nalsJ • Consi_der the set_ 
lS = { [ f1cr1), ~-1cr2)] : ~-1(r1) < r 1(s) < q)-\r2)} • As . 
proved before ()63 ... {F1(s)}cx. Hence r is a superjecti.on and thus 
a bijection. 
Now we wish to show f is a map. Let x 6.X and U an open 
neighborhood of f(x). · Then there is an open inte~val JC.U such 
that .i'(x) E. J. From the defi.nition of <:P, f-1[J] is art open inter-1 
~ . ,, -- . . -1. - . • 
o:t X such that xct~1[J] since f[.r-1[J]]CJ, tis continuous at :x:e 
Since x is arbitrary f _ is a map. -
~ ____ J -- -- " -
. ,_,,,.-- ---J .• 
. - - . --~~ ---~> 
~-A·--~·-·-'"''"'··~:-·--~ -· ~::··-·. -~~'C@j~·I-i'8""0~Ct'"aild-ttr,1:]' .. i'i'"'2;-~r-u-;rnoaemor.;bia-~:~--... - · .. -- , 
[Th. 2. 7] • 
-Definition 4.4. 
'· 
We call a compact, connected., metric space with -:.- ...:.,-~--- .. ~-~~ 
.I' precisely tt·ro non ... cut points a~ b an A-space. 
. "''"' - -- .... -·- ............... 
Theo:r'em 4o3o If X is an A-s,nace, then there dose-m--:,.-~mt-vn;r·-
--"""""·· _.l,•~ ••. ·-,"%:'t,;t·~;-:;J-;.1_"~-~ .1"'9 « 4 "1 4 4 .. .,.. _., d' .q • Jlil.tillD, 
connected subset C C:X &ch that a, b 6 C and C r/-X. ~ ·-•· 
, 
--
' -
- !J ... L.J ..... l .-. L 
-,-,· 
. . • I ') 
- -------- ·-----·---- .--···--,,.-----··------~---- -·----~--
. . 
. ---- --- - --- _ ___._ 
- -- - - --- - ---- ---- -- - -------· ... -- •• • • - -- --K-•- ••----•••• -·-••• • • ·••. •• .. •. -.--. .. •• • 
. . ': ... "_ ·' ----- - . --
---- ---------·--·- ---··-. ---
. , 
---·- - - --~·--~-
I 
cut -point because c is a proper Sllbset of I . and a, b E: C. Bence 
XtvVC}= AUB sep. Thtm C.CXNf:x:} = AUB sep. C is connected b7 
._ ~hypoth~sj,_~,. t_hw, .Q c:;_A 9:r. C'CJ:1' (Th, 3.~), Say C_<;.A. 
·---- - I 
., 
' 
. - ~-
.:_. 
·.. ·. .·. . - ·~ . :-··· -
~ ·. .. 
B U{x} = B- is connected (Th. J.~, h.ence B- has two non-out points 
.. . . . 
[ Th. 4 .• 1] • Thus ther~ exists a point y ~ :S-, , y f x, such that y is 
a non-cut point of B. ;~ttJ{y}= A-U(B-"' {y}) which is connected. 
" Therefore y is a non-cut point of Xo But since the only tt.YO cut 
points are in A and A n B-= = ¢, we have reached a contradiction. 
C c:.X such that C is 
connected and a, b E: C • 
Theorem 4.4. Let X be an A-space and C a connected .subset such that 
-----
a E c, then XNC is connected. 
Proof: Sup:e_ose XNC is not connected, then XNC • A\JB sep. 
Since b ~C I b ~ A or _ b E B • Say b £A • But A_ U.,C is connected 
and a, b ~AU c. Hence A UC = X and B r/ ;. Contradiction. _ Thus 
. . 
INC is connected. 
' ,,,- .. 
" 
Theorem 4.5. Let X be an A~space an~ c1, c2 two conn,cted subsets 
' . 
• . • • I.-•' •... ~ . ' 
• , C Pro~~: Suppose c1 ¢.c2• Then there is an x EC1 such t~t x4 c2, 
'i~~ ' ·I,. 1,•, -i.-:·• " ': . . 
~ - ~ ... "' .. - - .............. - ... ~ •:i:ao·.-,·· ·:-<~2} P,ei~~4itc--Si,noo-~{).2y ,£-fi'··Uth~~&- • er ,d!'!. •• 1 .iffld. ~ ~ ................ , .. u ..... --- :.: 
c1 c. c 2, it follo·w~ 
SQ is {XNQQ)UC~, 
. '- .a. 
.. ~---
--
that b ~ XNC 
2
• Since o1 and XNC2 are conne~ted 
Sl.Jlce cti b E (XN.c2) uc1, x • {XNC2) u c1• 
. -- • ·• '1 4 ...._., 
................ ~-~···········---- ........ ~ ..... 
''· .j 
- . -- -, - . - ··-...... _ - - ~ -- -·-· ·-
Theorem 4-.6. Let I be an A-space.. Let _:x: ~XN{a,b} 1 then 
• 
X tv{x}= AU B sop 'tihere a EA, b E. B. Then A- has precisely t'IIO 
non-cut poll_lts a, x and B- has precisely two non-cut points x, be · 
Furthe:more, A and B are connected. 
Proof: we· note that each of the s_~ts A- • AU {x} and r • BU lz} 
is connected and metric [Th. 3.5], Therefore A- and B- each 
' 
co~tain at least two non-cut points. We have that l a tA and b&.Be · 
To show that each point of A-"' {a,x1 is a cut point ot A-, 
-
suppose that YE.A-N{a,x} is not a cut point ot A-. Then A-N{7l 
\ is connected. Since B- is connected and XE (A-,._, {y} ) n BCD it \ 
' . "· ._;;._ . 
i 
- ' 
· follows that ''Xn,{y)==(A-N {y} )UB- is connectedo Since y r/1 a, 7 f b, 
contradiction. Likewise, every point of B-N{Jt9b} is a cut point of 
B-. Hence a, x and b1 x are the only- t~10 non==cut points for A-
and B- respectivelyo We have shoim that A- 0 AU {x} · and B== = B U{x} 
" 
are connectedo Therefore A= AU lx}~ {x} and B c ~ U{x},-, {x} a~-=--·-,/ 
.. , connected as x is a non~cut point for both A- and B-. 
. . --.&....:..... .... , 
Theorem 4. 7. Let X be an AC)space and x ~ X N {a, b} , suppose 
XN{x}= AU~ sap. X"'{xJ = A'\JB' sep where a A, a A' and 
·:""· .. · ·· ..... ' . 
b B, b :e•. If~, A', -B, 8 1 are connected, then A• A' and B *B', 
.Proof: Since A and- A' are connected., by Th. 4.S,either AC.A' or 
i 
I 
I 
' I 
I 
! 
.. - - . A1 CA. Say ACA'. ·since A'UB' == AUB1 A1C.AlJB. A' is connected . . · t"""" ,., .. • " ·-·""-.,. • • _.,..,. • -. .. ,. -~·-·~·.,,-~ - , ,_ ____ .,. , .. - ~ '~ ~ ,n . '• • . ..,. ~ ~• - ' = . • , ,.·••. ' -· •· " ··-~·""""' '. •· • •, -µ .~ ,.,. ~ . -L • '.!,., , . ..,, ,,.,., .. · ••"'' .. ,, • ~ I 
• therefore A'CA or A'CB. But aE.A 1 and a~B, hence A'CB is 
impossible. Thus A' CA. Therefore A• • A. · Similarly, we may show 
. '. 
I that H = H'. This theorem shows that the representation of IN{x} 
a&c.MJB sep, liiere at.A, b .B, .is un-ique. • .,,... ......................... ~ ·- .............. .. 411)1 ·!'1' ..,~ ~ ........ .. 
"'·· ,, \..~1,.-, .. • '/ ~-- ·-;j. . 
. J 
.·, 
. ... , .... ...,,. :~ ·: 
., 
. 
.... 
···--
·--·--· ·····-- ... -. ·-' 
· Corollary_ 4.1. 
- I 
Let I be an A-space. For each x t X ,v{a,b} -, .let 
--------- -- -----
X rJ \ X} = A U B sep where aE:.A , b E.B _ _, then for any x, Jt'~x"'ra,b1.. XX -JC X 1.:'J 
- - -
- -
c::::, either AxcAx• or A , CA • Further, Ax = Ax, ii' and only if x = x• • 
__ X X 
Proof: Since A and ·1 , are connected and a is a member of both of 
X X · · · 
• iiiiiii -~ 
them, either AxcAx• or Ax• c~x• Say AxCAx,• Then Ax~Ax,• · 
- -
- c::::, Clearly if x = x• then Ax =_ Ax'" Now suppose that Ax= Axv o If 
x ~ x' then since x• e.A- and x• I a it follows that A-x ,vl:x9' is 
. X 
not connected. But A;,_, {x'} • 1;, N {x'} • Ax• llhich is connected. 
This is a contradiction. 
Theo~ 4.aii [011] is leea11y ~onneeted. 
Proof: Clear. 
~- -- _::.--·- '· 
•· 
~-- ~ ,-•- -. 
...... : ... , "·:··~-,- -·- - - ·--·- ····-- , .. .:. . 
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' :.; 
~,·. 
-~ . 
' , ... J.'f .J .. .J ·"' J .~ j ·'< 
I 
. I 
I 
I 
I 
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CHAPl'mt V 
ARCS AND PEA.NO CONTINUA 
Definition 5.1. A topological space is said to be an arc if and 
only- if it is homeomorphic to the closed unit interval [O,l] of 
real nmnbers. 
Theorem 5.1. Let X be an A-space. Let x, x• E.X ·"-{a1b} , whe.l'9 
a, b are the only tl'10 non-cut points of X, and X,vlxJ = AxUBx, 
X"' {x1 ::: Ax• UBx,. Define x ~ x' if and only if AxcAx' and 
also tor all x, a < x < be Then the following are true: 
- -
(i) < is a linear order 
-
(ii) Ax= {y : y ~ x, y I xJ 
(iii) If .. x, x• E:X, X ~ x•' then the set K • {, I X ! '1 ~ x'} 
is closed. 
,' 
· Pr.eof:· First we wish to show< is an order. Certainly 7 c 7 for 
- -
transitive. Finally we assume x <· y and y < x. Than we have 
- -
AxcAy and Aye Ax• 
There£ore {.x}UBx = 
. • • _. - • - <. . ·- • CO'>:sequently ·Ax = A -. B - = XtvA , = 'X,v.A....:.. = B.,,.. 
·, y X X --y J 
{y}UB. Now suppo·se Bx :/ B • Then there exists 
' y 
4.1, given x, ye:X ,.-,{a,b} either AxCAy or A-,cAx• Therefore . 
•·- -~-·~;·,.,:,_: _ _. •.. _~:r·.·-~·· ... <Y·• ... ·~the1i·•~-)t~~y~cT<z-y ~ x. HtmeA ~ is a linear order. Tr.is oompl&te1· 
the proof 0£ (i). 
•• 
• ' • .... T ,._ .. • ~ 
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To prove (11), let C • {7 1 y < x, ·7 f x} • l'urthennore, 
. .... . 
let z f:Ax• By Corol. 4.1 we lmow that either A11 cAx or 'xCAz• 
Moreover, X H{zJ ... AzU Bz sep. 'fhus z tA11 and z EA~. Therefore· 
Ax4:Az and consequently Azc:Ax and by definition z ~ x, which ·· 
.. 
implies z £C, thus Axcc. Now let y&C. We have y ~ x and 
consequently A1cAx• Hence ,; • A;. But 1; a AyU{Y'J and 1; • Ax U {x} • We 'then have AyU {yJCAxU {xl • Since y r/ x 
AY' CAx' AY IJ {1} CAx and hence y E Ax . which implies C C'x• 
Therefor-e Ax = C • {y : y ~ .x, y ! x} • 
To prove (iii) , let x, x• E X, x < x• • We wish now to show 
- . 
that the set K • {y : x _:: y ~ x8} is closedo First t,re observe 
that XN{x} • AxUBx sepo Thus Ax and Blt are openo Folf XA1{X}is 
disconnected and there e,dat open sets C and. D such that IN\x}cc UD. 
XN {x} must not be properly contained in C UD0 othertdse X = CUD 
would imply that X: is connectado Hance XN{x} °CUD= AxUBx• 
Since the expression of AxUBx is unique (Th. 4. 7), A'X a C and 
Bx = D are open. Also ,:.ye notice that INK • AxU Bx•. Since Ax 
:; • . . - ·:.. --·---·--·.-. ... ·_ ! ' 
. ."( i 
and Bx, are open, AxUBx• is then open. Conseque~tl7 INK is 
- ~ .. ·- -~.. :;..: •• i . ' . -.-,: .. 
open and K is closed. 
Corollary S01• Every A-space is homeomorphic to the unit interval 
. ' , 
·Proof: Let X be an A-space. By Th. 4.2, if X has a countable dense . 
-subset A1 i.e., A = X, then Xis homeomorphic to the unit interval 
~ ...... ~-.. ... • .. • .. .• • ... .... ... .. ... ... ... • ~ • ~ :.'O ,ew, ,-:= 0 • -- - .. • • ... . ._ ,a.~ : . ' . . . . 
has a countable dense subset, and hence X is homeomorphic. to the 
un:t t interva1. 
. "· ',,. 
...... 
----- -~---~--~------ ~~ ;;,-a;;-------.--'--'---,_----~.•; -
't . , 
. 
theorem s.2. Let I be a compact ~t~c space 8Jld- ---., _ b X two 
points such that a f b. Suppose that tor each ~teger n? 1 wa. -
. ... : .... 
' 
can find a simple chain of connected open sets vn1, ••• ,vnk such 
n 
that 
(1) 
(ii) 
- ' 
&E. V and 'bE. V --
- nl n~ 
., 
.. .. ..... . ~ . ;. 
tor each ~teger j, l ~ j ~:-~+·l we can· find an 
integer f(j), 1 ~ f{j):;: kn such that V(n+l)jcvnf(j) 
and further if j < j' then f(j) < f(j'). 
- -
(111) for all" n ~ l diameter Vnj ~ 1/n, 1 ~ j ::: kn. Then . 
-, ~- it we write B ~- [ UlV . i l·-< j. ,--Jr.,_ j we haw that n nJ == == .. "ll.J 
--
C • n{Bn : n ! _l} is an arc fi'om a to b. 
Proof:,_ For each ,n, UlVnj g _1 ~ j ~ ~} is connected, for since 
each Vnj is connected and V111n·vn2 ·; ¢ it folloi-rs that vn1uvn2 
is connected. Since (Vnl U Vn2) n vn3 r/ ¢ it follows that 
Vnl U Vn2 uvn3 is connected, etco Thus Bn is connected fo:r each n. 
Since Bn+l c.Bn for each n it follows that n{Bn :_ n ~ l} is 
connected and compact. By (ii) we see that a;.1 C UlVnj : 1 ~} ~ ~} , 
hence_?-t follOWS that C.,, n{~: 1~ j ~ kn} wl).ere 
, 
En• U {vnj : 1--~ j ::: kn} • , If xr:C define Pn(x) to be the least. 
integer such that XE. Vnpn(x>- If x, y€0 and e(x,y) > 0 choose .. 
~-... ~Utz Jo ............ '!l"'"~itllft~~lln-.:-...-,lE---A-{~••:.t.~}-·.lh--- ]hoa,~,f-61'--ii-•~· a ---ws-t-.a~~ .u•--··-4-•u-·--C 0 · e- . O .-,"~,., j fl.-. r , • - - . _ O ·-· 
,.,,.· 
,. 
fn(x) ; pn(y). For if pn(x) = pn(y) then we would have x, ye. vnp (x) · 
. n. 
and thus f (x,y) ~ dia.Vnp {x) ~ 1/n ~ f(x,y)/4 which is impossible. 
n . 
Observe that in fact 1m must have f Pn (x) - pn(y)I > 2. We rnay 
Pn(x) < pn(y). How eJCaJD1ne pn+1 (x) and pn+1 (y). We can 
! 
I 
'-· 1 
i I 
,,: 
..... . . ,' .... 
-----~--
.- •• ~,···:·•"' ..... ~ •• ~1 ... 
I 
,o 
- -
' . 
. 1· 
. -- - - ----· ·--------·--- -- -·- .- .. ·-· ·- - -- ---·--. - - - - - - - - - ····-----~ -, .. - - - - -
- .•• 
~- ,~ .. -••,I,, ........ -.,.~•-••-· 
. .. . .. 
··" 
--
• 
ftnd v(n+l)r and 'cn+l)s 811Ch that x~ v(n+l)r and ye v(n+l)s· 
---
By the a:bove, remarks it follo1:1s that i'(r) <.f(s) and henes ·r < s. 
1 
. ~ -
_ Once again, since. Pn+l(x) r/ Pn+l(y)., [n+l ! n 0 ], -tt· follows that 
Pn+l {x) < Pn+l(y)., Thus by induction we have shown that tor all 
n > n 0 , p (x) < P. (y). We use this relation to define ·an order 
~- · n n -
on c., i.e., x < y if' and only if for all sufficiently large n, 
pn(x) < Pn(y). This order is now seen to be a linear order on c. 
For any :x, YEC with X < y let [x,y] • (z : X ~ z ~ Y}. We 
will show that [x,y] is closed. For each n let 
DD II [ U{Vnj : j .:: Pn (x)} r. It is easily seeu that 
(){D : n > lJ a [x,b] which is therefore closed. Similarly, let 
n - . 
~ • [U {vn·j : .~ :: ~D (yn r • Then n{.En : n ! 1} • [a.,y] which 
is closedo It therefore follOliS that C i~ .an a~ r~-,<a to~b. 
· (Note that a< x < b for all x C)o 
c:::l ic:= 
Theorem So3o Lat JC be a compact metric space which is connected 
and locally connectedo If a.9 b e. X are anj\' two points such that 
a f b 9 then there is an arc in X from a to b. 
Proof: For each x E:X let Ux = {Y : e (x,y) < 1/2} • Since X is 
locally connected, for each x we .can find a connected open, set V 
. X 
such that x f VxCUx• _ Clearly diam.Vx ~ l. Since {Vx : x tX} is 
' , 
v11/v12, ••• ,vlk1 in {Vx : xeX} such that a~ v11, be v~. 
Now suppose that for 1,2, ••• ,m, m > 1, tre have found 
-
simple eliallis V nl' V n2 9 e o e 9 V n~ ef connected open sets tnich that 
(1) a •Vnl and.. b ev* ... 
- II 
-- -- -- --
---- ----
-· J 
I. 
! 
I 
! 
l 
- 1; 
,'.- ! 
-~ i 
, I 
I 
I 
r 
I • 
·----', -
. . 
, 
(ii) tor each· j, l < j < k 1, we can ~d an integer 
. - - n+ 
q>{j), l ~ q>(j) ~ kn such that V(n+l) jc.Vn lf'(j) 
and for j ~ j', ~(j) ~ q>(j'). 
(iii) diam.v < 1/n. 
nj = 
We now construct ~ch a chain !Or m+l. Since Vml' Vm2, ••• ,V~ 
. ~ 
is a simple chain we can find points x3 E. V ( . l) () V ~ j = 2, ••• ,k • . m J- mJ . m 
Let x = a e. V and x._ . 1 = b E Vmk • Thus each consecutive pair 1 ml · ~+ m 
of points xj, x. 1 E: V j' j = 1, ••• ,k o For each x ~ V j loJS can J+ m m . . . m 
.find r:x > O such that {Y : f>(:x.,y) < rx} c.vmj• We may assume 
that rx < 1/(m+l). Let Wx "" iY : ()(x.,y) < rxf2} o We have 
l['_ C. V • and diam.lix < 1/ (m+ 1) • Since X is locally connected, for JC MJ cc:I 
each x E,V ., we can find a connected open set S such that 
mJ Jt: . - . 
X~SXCW:x• Thus {SX : X ~Vmj1 is an open covering Of Vmj with 
_s; CVmj• Since Vmj is connected we can find a simple chain 
· of elements of _ { S : :x: f: V j1 suc_h that xj E S 1 and 
f_ X m . j 
~ . . 
Thus we obtain km simple chains each containing some 
. pa~ of consecutive p~ints :xj, xj+l such that for each j and t, 
t-
v. c..v ., l < t < hj. The-collection of all these may no~ form J MJ - -
- 1., •• 
a simple chain,. but we.construct a simple chain from 'these as 
. "' 
.· '• . 
. ----- ---·- - - ----- ·-··~ . --· - ·-·· ---··---·· ~-· , . -·· ..... ~ .......... ...._...._~.-.~- ...... ~----~ 
1 hi 1 112 1 1'cm s1, ••• ,s1 ,s2, ••• ,s2 , ••• ,s~, ••• ,s~. 
. .. 
---follows: consider the chain 
. Any two consecutive members of_ :t~s gbain h.JIYfl.a. non-e111pt¥ inte§eetian. •.. - . 
------ ---- ----·. - . -·--· .... -·------·- ---- ----······-··---------------------- ·-~------~·--·-. , ... ·-----------------~ - -~ .. . 
·-·-----.-:. 
----, -- - . . . -1" 
·... :· ... 
.,.: ·.,. 
·:o,:• _-:. '.-:: " 
··, 
,·' 
·---·---~----·---- ===---_____,;-· - ~- · .. 
.. 
' 
.-
) 
! 
.. { 
!i ( 
--~---- 1'. 
) 
. ~ 
. I 
: . . - - ""--. .. . I - - -·· . --· -···· . - ... ... . .. ,-,,- ...... ,. - .. -- .. ··--·- . . .. . , f 
.. 
---h1-
-- would have V _. n V 4 ~ ti which 1s illpoaaible. It the above chain --m.,1 m_,2 -
ot S~ is not simple then we can find sj and . s~
2
- such that 
1. 
r - t j2 > jl and S j n S j ~ r/ • ( Olearlt· from the above cOllllnent 
- - -1 2 
j 2 • 31+ 1) • Delete all the si between Sr · and St • If the j jl 32 
resulting.cha1n is not simple we repeat this operation. Since this 
operation can be performed only a~ finite number of times i~ follows 
that in a finite number of steps we will have a simple cha~ 
and 
for each j, 1 < j < k • If we 
- - m 
there must be at least one 
now designate this chain by v(m+1)1••••,vcm+1)~+l -we see that 
{i) and (ii) are clearly satisfied. Now consider any V(m+l)j• 
' . . . ~t 
V (mt-l) j • SP tor some j and t. Since V{m+ l) j c. Vmp we have 
1 
,-.:;_ ', -~ -- . .. - - -,_ - . - - ' 
-- -,-:-~~~~---_---,,,~,'-'\;I"'_. _____ .. "i 
1 
. ' 
' . ? . 
; i 
! I 
. ' 
' 
' , ~-
r.( ) CV "'''( ) • Further if J. • > j it is clear that -,I,( J.') __ > .,I, (j) • 
·m+ l j _ _ m ,, j . - · 't' 'I' 
·~ -Thus the conditions of Th. 5.2 are. satisfied and there is 
an arc in X .from a to b. 
DefiJ)itior1 ,.?,. Let A a [a,b] · Where a, b are real and a c b. 
• ······--·..,. 
. --·-·-----·- ,.r -~·. 
We define A
0 
= [a, a + (b - a)/3] 
·.-· ... <.-.... , •• -:, ··-·· ··-
'i • [a + 2(b - a)/31 ,_1:>L 
· A+ • ( a + h-.;, a + · ~ 28) • 
. I ::, ;. ,, •, l 
•."·. • f ~ :_ •• : 
I,. 
. ", .. -
- ·- .., ..., 
.-,. - . --·--·- -----· ··-" - ··-- - - ·-- - -~------~----·--- -----~- ·. ---··-··--------·-- ·--·-- ·•··· -··-···--··· .. , ... -· ···-··· 
. ·~ ,• 
... 
Definition S.3. Let I • [O,l]. Then • may tom the closed 
intervals I .. where , nj • 0 or l, k > 1. For each k > ··1· 
nln2. • •1ic ... . - . -
let Bk = U{I : nj "" O or 1} • · We dei':ine ~ • (\{_Bk : k > l} , 
n1~o •• nk -t> is called the Cantor discontinuumc, 
We observe the folloi:Mg facts about the Cantor discontinuuma 
(i)_ . IIL:n · n. :) In_~ ·· • 
r' J. 2•99 k .LaJL2oee¥k+l 
(ii) The diameter of I • 1/3k. 
n1•••nk 
(iii) I O I . · • ¢ if nj r/ mj tor some j where 
nl • • .nk I\•• •I\: 
1 < j < k. 
- -
We observe that bf ( i) Bkt- l C.Bk and that Bk is closed. 
Since everything is a subset of I which is compact~ is not empty 
by The 2ol (vi). We give~ the relative topology as a subset of .1. 
~ is thus compact and metric@ We noiv observe that each point x E: fl 
i · · el · soC:t4 ted t-rl.th an infini" te seque'AcF-"I n n-. n s uniqu_.._y as _ 14~a __ ~-- _ ____ _ : -· · · .a.a g 1, --~, • • •, k' • • • 
Namely, consider the set of interval.a I , In~ 9 ••• , I , ••• , 
nl l".12 nl ~ • • .nk 
Then the set C "" 0 {3nr••1\: : k ~ 11 ; ¢ and oc.jl. f4 In ract, 
moreover, C consists of only one point. For if' · x r/ y and x, y £0, 
then ·we can find an r so large that l/3r < Ix - · :vi • Then 
--X~ y !f._J _ .. . ·-'- ~ Go;nt.l1adtctiov..-: J!@nca C has only one point. Now 
., n1 •• oi1r . 
we wish to sho~1 that every point of ~ is obtainable in this manner. 
So, let xd'.J ., Then x CB1 o Hence x~I 0 or X e:I1, say x eI"'. 
r ,. • " • 
11 
• " ' " I p .;, , ·, '. r o,, > • ,. q <t ~ ~pr,f;,~ '11 l:te • baJ~e .. , f.ro1.nd~ • t D,-1 •t-t'*.:;: '4 ~4:llJQ 11 ~tlia. t, ~1~E..J-;1 .. ~ ~ ,QI'. •j.G •,.w Cl~ji, •• ~2_ :µ._0!9.. •• 
- A ~1ef•U~ .. 
-·-· ..... 
that x EI _ 1 , then x eI n1 • • .nr n1 • • .nk11k+ 1. 
llano• 
• 
- - - - - - --
- - - - - --··-- --
,;, 
.. I 
-- -,.,- -- .: -~--
~- ----.1o.----------~·•tr·--~ - ---·- ----
.. _. ______ .,  
.,:. ~ 
,;..-. 
{x} = (1 {I . : k ~ l}. • We further observe that I nt, -. 
n1~···nk . n1•••nk 
is an open set oft,.. For,---recall that any two intervals 
I.< 
I and ' I · have at least a distance 1/3k from 
nl •• .nk m1•••mk 
each other. Hence we can enlarge I " to "an open interval 
- - nl ••• nk . 
J such that JO D = I • 
nl ••• nk 
-'-...:+ 
Theorem 5.4. Let X be a compact metric space. Then there is a 
map f: t)--l>X which is a supe:rjectior10 
Proof: Since X is compact and metric, it is Lindelof I i.e., it has 
a eeuntable base ~ for its topologio Let us assume 
relative to some enumeration, and we may assume 
U j "t/ X for each j. Define A0 "" u;, . ~l = X,v Ul' and observe that 
A0 U A1 = x. Suppose we have defined a set of the form ~ n , ,. i··· j 
· j ~ k, nt = O or 1, such that ADi ... nj is closed and . 
A U A • A . , j < k-1. If 1J. n 'n ,J -
ni- .. njo ~ ••• njl I\ ••• nj+l - kt-1 i···~ 
and (x~uk.+1) ()A r/ r/J, define these to be A O and nl • • .nk . . ~1 • • .nk 
~ •• .r;c1_ respectively. . If either of the abo~e inte~ection 
0
is 
. . 
... •· / ,,. 
mnpty, define ~ n O • An.. n.l • A • Thus the induction 
''1 • • • k ·· . J. • • ~ K n1 • • .nk · . , 
properties_ are satisfied. Observe then f~r any sequence 
1n? -~ln2-::J eu:)'ni-Unk::> ••• --••• we have 
and thus O{An.. : k > l} f ¢. We now show that 
l. •• •1,c - . 
n {A- : k > l} consists of one point. For, suppose' it 
nl ···~ ==-
> 
.. ,.' -------· ____ _. ... -
1 • 
- - . ,.. ~·-'""'-·.;,, .... : ...... -- ~ 
........ .., ..... ~ -·-
. -~~~·~~,,·m·,~~,~~~~~~~~~-~- A~~~~~~~w~~:~, ,, , ": .• .· •. ·~ti .•:!,~~·~~~~~~@.~~~~·~~~ 
-
open 11ta U ,---it- x ·t U, 7 e VJ and U O V • - • Hence 7 f. lJ • Thus 
there is a Ur such that xeU CU and hence ytf:,Uro t~e then have 
' 
. ~ 
:x:, ·y EA and x E 'r A ~ ~; y~ (XI\IU,.) 0 A-n_ -~ ~ -· 
·· Di•• •nri-1 · nl •• •nr-1 -· ... -· J. • • 981'-l 
;·~ 
7, A and hence y t 1J • Contradiction. If nr • 11 than n1 ••• ~ 1o . r 
~ , 
xEA 1 and xE.X "'U which is also impossible. Hence 118 n1 ••• nr-l r ~ 
can not have x r/ 7• Thus we have shown that n{Al!ll°oo~ : k?; 1} 
consists of one point. Now we wish to show that fo:r each point . 
x tX there is a sequence n1, ~, ••• , nk, o o o such that 
n{A · : k > 1} = lx} • We observe that tor any x ex wa can 
"' n1 • • .nk --
./ 
find a sequence Di• •••• nk, • •• such that 'ii :, A ::, ••• ~A ~ {x} • l n1n2 n1•••nk 
Since A . U A • A we can increase the sequence n1 ••• nkO n1 ••• nt3- n1 ••• nk 
b7 one. Thus by induction the sequence exists. 
t1e noi-1 construct the function rs t)-+X. Let x e', then va 
can find a unique sequence n1, •••, nk, ••• such that 
. -- - ·- ·-~ --·-·····--·-. 
,I' 0 {I : k > 1} = {x} • · Let Yi X be the point such that· n1•••nk -
.:, 
~ 
{y} 111 f\ {A s k > 1} , and define f(x) • 'T• Clearly f is 
. D1•••Dt -
~ ~ J _.,,., .._,,1,-lit ~- ..0,.-411, ___ ......... '"' ·---..-.4\,,-•- ___ _,...,._ •·' ~ .. ... - ... _ ..... ...-. ... __., ........ -- "; ...... ·• - -·• -.,;M,4._ -···------- --- - ----- ~~- -.•_: 
'- ,.... .. I-!-~ • •• ...... ~; .. :~·w·~· ... , ... ~ •, ...... _, .. ,..~ ,U· ~"I ... " .... •. - ~~. _, ~ 
• 
aperjective. 
We now show that f is a map. Let xet) and let · Uc.I be 
an open neighborhood or t(x) • Then we ean find an m such that 
such that x £In.:n _. n • Thus x also belongs to ~ n n_ •. By J. 2 • • • • 
.J. 2 • • • m-1 
·-: 
I 
Ii 
· I 
I 
, I 
I 
I 
. ,q 
:i 
,·,-·~~-owe· f 
.. _, ---·: ."' '." • .. --
i .. ' ... -.:~'''···-· .) ~ . . '- - F J - .· !.!~442$$3.A---1 
4 
·, 
. 
. . ~ 
-4S-
. · the definition of~£, f[I~ n ~] CA as •11 as 
- J. ••.nm-I . " Di•• ·~1 
(XNBm)n, ••• nm-l ,' r/J it follows that n • 0 m since f(x) ~ (I"'B ) . . - .. m- . 
and r(x) EA n • If on the other hand (XNB ) n A • <I, 
·-nl • • • m m nl • • •ll._1 
then ~ • A An. n c B • Hence in any case 
... 1. ••• nm-l O n1 ••• ~ 11 J. ••• m-l m 
A cB;cu. Thus f[In n fl ]c.U. But I nG)I· 
n1•••~1Dm · 1~··•nm n1•• •llm '-' 
is an open neighborhood of x in~ • Hence r is continuous at x. 
From this it follows that f is a map. 
Definition 5o4Q A topological space is called a Peano Continuum it 
. 
· and only if it is compact non-degenerate, connected, locally connected 
and metric. 
Definition S.S. Let X be a T2 space. Then Xis said to be a 
continuous curve if and only if there exists a map f: [011] •I 
which is a superjection. 
Suppose X is a Peano Continuum. . For an_y pair of points 
x, y X, x f y, there is, by Th. 5.3, at least one arc joining 
:x: and Y• Define & (x,y) ~o be the greatest lower bound of the 
-: _ __.,....._ " .. ,-· 
I 
• I 
I 
i 
J 
I 
4ialll8te~ of .alJ, area in X joining x to y. Clearly 6'(x,:r)-·~ ~ (x,y) >-v.~-- -~ -··---; 
Lemma 5.1. Let X be a. Peano Continuum and let cp :-t->X be a map. 
For each n let ~ = 6' ( cp(an), cf)(bn)) if q.i(an) ; c()(bn)• Otherwise 
take ~ = o. Then lim d = o. n 
. .. ..................... , .. '9!1'\. ..... - • • .. , •..•• - • • • . • .. • • • • '• ,0 .. -~------.;: ... ~ • "!I 9 .t ' .. • • • • I ..... ii • • • ......... • \ 
Proofs S11ppose the contrary. Then there is an E.> 0 and an 1nt1nite 
. l__ 
aequence n1 < n < • • • < ~ < ••• 2 - ' ~·. 
Since tl· is compact, the sequences· 
'' 
subsequences int [Th. 2.1, (iv)]. 
l1 
-
et integers such_ that ' ? E • 
(8nk)~ (bnk) have convergent 
Thus by passing to subsequences 
.· _ , we may assume that we have seguences (amk) 1 : (bJ!lk) ,-mich converge 
to limits a-1} 9 b* in ff re spec ti vely with dmk ? E. • Since 
.-,, . 0 = lim diam.Jm = lim I bmk - ~ I , it follows that a*. = bl'. 
k-)a) k k-i>a> k 
Let U • {y: fl( c()(an-),y) < E./4., yeX}. Then we can find a 
connected open set W such that cf) ( a:1-) E. WC U. Clearly diam.W ~ E/2. 
By the continui 1Ty of ql we ean find an N > O such that for k ~ N 
('), (') E. We Hence there is an arc in W connecting cf)(a1\) 
to ~ (bmk) • Since this arc is in W it must have diamo :: E/2 and 
thus ~k == 6 ( ~(2ink) 9 q)(bmk)) ~ e/2 which is a contradiction. 
Hence the lemma is provedo 
Theorem 5cSo Lat X be a Peano Continu,m. Then there is a super·jectiw 
map ~ i [091]-+X • 
Proof: Since X is a c01apact metric space there is a superjective map 
cp: t-+ X [Th • .5.4]. Define dn as in Lem • .5.1. Now extend cf to 
' 
:.. ·, . . - . 
a function~-: [O,l]~X as follows: let Jn be any interval of. 
[O,l]Ni\ • If <t) {an) "" <i)(bn), define c:f)(t) = c:p.(a~) for an~~..=: bn• 
- . 
. ' 
0 • 
---....-..- - . . . - - -·· --· ... · __ ·-· 
_If '9{~) (~(bnh -~hoose_a1-1 arc.~ JC_!? cfH~L~~~-:5'>.~n-)_ _____ !nl~\?- ·----~ ______ , .. · 
-diameter is lesi, than 2dn and, on [an,bn] 1 let q) be a hmaeomorpbi.sm 
-onto this arc. This defines the function cf) : [O,l]~Xe It is 
- -clear that cf> is superjective.· We now show that ct) is a map. Let 
-
·, -~ ~ [O,l] 
( 
and let U be an open neighborl1Qod of ~ (x) • If 
• 
-
x f:[O,l]Nt we can find a Jn such that xeJ11• Since cf> restricted 
... 
: 
, ... 1,,,. 
. -·-1-
' . 
I, 
- - -·· - - ~- . -- - - - --.- ·- ~ 
--- ·-·. -·-- -- ··--~- 1 
-· - -, .- - ·- - ---= - -
, ' -
-
. " ' '<' 
~' --~---~~-~-" -- -
to {an,b ) is a map it follows that we can f1nd l > 0 , sucjl 1;hat · n 
--d 
\ 
... j
-
~,. Cl!!!l!!!e 
• I ~'""'• cfJ[(x o:3t") 1 (x +1i ).]cu. Thus cp is continuous at any point of tl,I, ••• 
[O,l] "'1) o Now lat x be any point off\ o Recail that fz,em the 
·----·-···-
' construction oft) 9 :.1,· is an ·endpoint of one of the intervals J 
-
- . n 
if and only if xis de~ermined by a sequence r;_, ~, ••• , nk, ••• '.'. 
such that nj O O from some point on or nj O 1 from scae point 
on. Suppose first that x is not an end point of some J • Let the 
n 
detem.ining sequence of Jt be n10 n29 ••• , Diet e o • Since U is an 
open neighbo:rhoog of ~(x) c 4) (x), we can find an £> 0 such 
that {Y:: ~( <f)(x),y) <E.}c:.u. Since cf) is a map cm J3 we can ,I 
find a 6 > o such that for any x'E (x -& , x +~ )nt) , t'('()(x),cf(x•)) < t:/h, 
1'.enc~ f(x•) • ~(x1 ) u. Since lim ~ c O we can find an N so 
n~Cf) 
large that tor. k ? N, 2~ < E./4o Now choose r so large that 
l/3r < 8 and for each n if J ~ n 
n ••• r 
then n > N (this is 
-
possible since the diameters 0£ Jn form a sequence monotonely 
decreasing to 0). By the fact that x is not an endpoint of some 
© 
I 
-~ 
- J~ it cannot be an endp&int of In.. , i.e., :xe.In. r.... o D · J. e • .nr J. 0 oo.ur 
It is clear that IDi ... n C (x - 8; x +O ) • Lei x• b• any point · · 
r 
- -of I _ • If x•e. ~ then clearly f( cp(x), cf)(:x:1)) < e14 and Di ••• nr 
. - . -·-- .... - .. . . ~ ; ......... .. - -
hence ~(x•)e. u. It there is a J C.I11 _ ••• n such that _ x•e. J 
- - -·-· - ,, --· - .--.,,---·-·-~---------·-- ---------- ------~.m 1----·· '"ft···-··~-·-- ~ .. , ,.,,_ ··-· · __ ...,,,,.-ll ' - .. 
than from the abO'V8 f'( <P(x•), ~(\{)) < 2<\n; ~/4 &id Since 
'-~ 
. . . 'l!!I 
· • - • - ·-l,."'l·•' - ,.~,.·a,.)!,.' 
. 'i[j 
I 
am &tn~•••n/ e(4)(affl), ~(x)) < f-/4. Thus f( ~(x) 9 ~(:x:1 ) < !/2 
and therefore ~-~-(x•)&Uo Thus• heve shoim that ~[I-: ~ )C:U T --nl o o o~/j 
-- • o 
- r and hence <f> [In n ] U e SinQa x E. I_ n , q) ia continuou~ at 4-1 = e e r "l O O o! r 
z. Bow suppose x is an endpoint of some JP' say x • ap (the ca,, 
.·~- ... - ·, 
,_ 
- .. ·-~. 
,-. 
.... 
_,,.:. . - .. 
<· 
..... ~ ~ .... - ____ ,,,,,___ .. --~ .. _,.. ___ , . 
. ··-, 
.'>-. 
-- ,-
>. 
- ··-·-- --~-~----·-- ·-- ·-- --·- . 
.. ' 
• - -o-1-....--- - :..._ __ •.. 
--~ 
\ .. 
-ot JE=D ,bj iS -~reated in a s:bni lar J118Mer) • Since ql4Jl map on ~-
r r I W oan find S > 0 such that ~~ T{x, X + S }l CU e By an argoment p, .. 
similar to the above we can find I such that 
n1•••nr 
- - (\) -<t' [I_ \] CU~ Hence -4) [I U [x, x + d)] C: U and thus cf' is 
n1&oenr n1o••nr _ 
contint1.ous,; at x. In case x = 1 we need not consider [x., x + ~ ) • · ~-· ·· 
..... 
Thus cp is a map and we are done. 
Theorem 506• Let X be a met.ric space and ct): [O,l]--+~ be a 
superjective rnapo Then Xis a Peano Continuum. 
Proof: In the previous chapters 1111e have shovm that [01 1] is compact, 
• J_\ 
,f--_l·x· 
connected and locally conne~ted; arid'-~.:all the~e properties are pi-eserved 
!; 
-
through superjective mapping, hence X is compact, connected, locally 
connected and metric. Thus X is a Peano Contimmm. 
Now we see that from Th, S.4, Th.,.;; and Th. S.6 we have 
Theorem 5. 7. A metric space X is a Peano Continuum if and only if 
there is a superjective map cp: [O,l] •I. 
Therefore, a metric space X is a continuous curve if and 
only if it is a Peano ContillUUlll • 
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