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Abstract
In this paper, we consider a shift-dependent measure of generalized cumulative entropy
and its dynamic (past) version in the case where the weight is a general non-negative
function. Our results include linear transformations, stochastic ordering, bounds and
aging classes properties and some relationships with other survival concepts. We also
define the conditional weighted generalized cumulative entropy and weighted gener-
alized cumulative Kerridge inaccuracy measure. For these concepts, we obtain some
properties and characterization results under suitable assumptions. Finally, we propose
an estimator of this shift-dependent measure using empirical approach. In addition,
we study large sample properties of this estimator.
Keywords Lower record values · Past lifetime · Weighted generalized cumulative
entropy · Weighted mean inactivity time
Mathematics Subject Classification 60E15 · 62B10 · 62N05 · 94A17
1 Introduction and background
Suppose that X denote the lifetime of a system with probability density function
(pdf) f and cumulative distribution function (cdf) F , respectively. Then, the Shannon
entropy is defined by Shannon [32] as follows:
H(X) = −
∫ +∞
0
f (x) log f (x)dx, (1)
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where, by convention, 0 log 0 = 0. Recently, new measures of information have been
proposed in the literature: replacing the pdf by the survival function F¯ = 1 − F in
Shannon entropy, the cumulative residual entropy (CRE) is defined by Rao et al. [29]
as
E(X) =
∫ +∞
0
F¯(x)Λ(x)dx,
where Λ(x) = − log F¯(x). More properties on CRE in residual lifetime are avail-
able in Navarro et al. [26]. Asadi and Zohrevand [1] also considered a dynamic
version of the CRE. Some new connections of the CRE and the residual lifetime
are given by Kapodistria and Psarrakos [14] using the relevation transform. Psarrakos
and Navarro [27] generalized the concept of CRE relating this concept with the mean
time between record values and with the concept of relevation transform, and also
considered dynamic version of this new measure. obtained some mathematical Raqab
and Asadi [30] obtained some mathematical properties of this generalized cumulative
residual entropy (GCRE). Sunoj and Linu [34] proposed the cumulative version of
Renyi’s entropy. A new information measure similar to CRE has been proposed by Di
Crescenzo and Longobardi [7] as follows:
CE(X) =
∫ +∞
0
F(x)Λ˜(x)dx, (2)
where Λ˜(x) = − log F(x). Note that 0 ≤ CE(X) ≤ ∞. More properties on cumula-
tive entropy (CE) in past lifetime are available in Di Crescenzo and Longobardi [8] and
Navarro et al. [26]. Di Crescenzo and Longobardi [6] proposed the weighted entropy,
which is another measure of uncertainty as a suitable generalization or modification of
the classical entropy, which is a length biased shift-dependent information measure,
defined as
Hw(X) = −
∫ +∞
0
x f (x) log f (x)dx . (3)
Di Crescenzo and Longobardi [5] defined the past entropy of the random variable
X[t] = [t − X | X < t] as follows:
H¯(X; t) = −
∫ t
0
( f (x)
F(t)
)
log
( f (x)
F(t)
)
dx, t > 0.
Later a weighted version of past entropy has been introduced by Di Crescenzo and
Longobardi [6] as
H¯w(X; t) = −
∫ t
0
x
( f (x)
F(t)
)
log
( f (x)
F(t)
)
dx . (4)
Analogously to (3), Misagh et al. [24] proposed weighted cumulative entropy (WCE)
as
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CEw(X) =
∫ +∞
0
x F(x)Λ˜(x)dx . (5)
Several authors studied properties of CEw(X) and its dynamic version. Mirali and
Baratpour [22] obtained some results of WCE. Kayal and Moharana [17] studied on
dynamic weighted cumulative entropy (DWCE) and obtained characterization results
of WCE. Mirali and Baratpour [21] proposed a dynamic form of weighted cumulative
residual entropy (WCRE) and studied some properties of this measure. Also, some
characterization results were provided. Mirali et al. [23] investigated some properties
of WCRE, conditional and empirical WCRE. Recently, Suhov and Yasaei Sekeh [33]
obtained a number of results for WCE and WCRE in the case where the weight is a
general non-negative function. Also, Kayal [16] obtained some interesting character-
ization results of weighted generalized CRE.
Let {Xn, n ≥ 1} be a sequence of independent and identically distributed random
variables with cdf F and pdf f , respectively. An observation X j will be called a lower
record value if its value is less than the values of all previous observations. Thus, X j
is a lower record value if X j < Xi for every i < j . Dziubdziela and Kopocinski
[11] defined the sequence {Ln, n ≥ 1} of the lower record times for the sequence
{Xn, n ≥ 1} as follows:
L1 = 1, Ln = min{ j > Ln−1 : X j < X Ln−1}, n ≥ 2.
Then Xn = X Ln is called a sequence of the lower record values of {Xn, n ≥ 1}.
The pdf of Xn is given by Dziubdziela and Kopocinski [11] as
fn(x) = 1
(n − 1)! [Λ˜(x)]
n−1 f (x). (6)
The cdf of Xn can be obtained as
Fn(x) =
∫ x
0
1
Γ (n)
[Λ˜(y)]n−1 f (y)dy
= F(x)
n−1∑
i=0
[Λ˜(x)]i
i ! . (7)
Kayal [15] defined a new extension of CE of X as
CEn(X) =
∫ +∞
0
1
n! F(x)[Λ˜(x)]
ndx
=
∫ +∞
0
1
n! [Λ˜(x)]
n f (x) F(x)f (x) dx
= E
(
1
r(Xn+1)
)
, f or n = 0, 1, 2, . . . , (8)
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where Xn+1 is a random variable with pdf (6) and r(.) = f (.)F(.) is the reversed failure
rate of F . This new CE is presented on idea of GCRE introduced by Psarrakos and
Navarro [27] and is obtained relating the concept of CE with the mean time between
lower record values and with the concept of relevation transform [2,20]. It is named
generalized cumulative entropy (GCE). A new dynamic version of the GCE known as
dynamic generalized cumulative entropy (DGCE) is given by (see Kayal [15])
CEn(X; t) = 1
n!
∫ t
0
F(x)
F(t)
[Λ˜(x) − Λ˜(t)]ndx . (9)
Motivated by some of the articles mentioned above, in this paper we aim to investi-
gate some applications of weighted generalized cumulative entropy (WGCE) in the
case where the weight is a general non-negative function. This paper is organized
as follows. In Sect. 2, we consider WGCE and its dynamic (past) version and obtain
several results including linear transformations, stochastic ordering, bounds and aging
classes properties. In Sect. 3, we study some characterization results of WGCE and
its relationships with other functions under some assumptions. We also obtain some
results on the conditional WGCE and weighted generalized cumulative Kerridge inac-
curacy measure. Finally, in Sect. 4, an estimator of WGCE using empirical approach
is presented. Throughout this paper, the terms ‘increasing’ and ‘decreasing’ are used
in non-strict sense.
2 Some properties of WGCE and its dynamic version
Definition 1 Let X be a non-negative absolutely continuous random variable with cdf
F . Then, the WGCE of X with weight function (WF) ϕ(x) ≥ 0 is defined as follows:
CEϕn (X) =
1
n!
∫
R+
ϕ(x)F(x)[Λ˜(x)]ndx
= E
(
ϕ(Xn+1)
r(Xn+1)
)
. (10)
Furthermore, from (7) and (10) we obtain an alternative expression, that is
CEϕn (X) =
∫ +∞
0
ϕ(x)[Fn+1(x) − Fn(x)]dx . (11)
Particularly when ϕ(x) = x , CEϕn (X) reduces to the shift-dependent GCE of order n
(see Kayal and Moharana [18] ). Note that in particular ϕ(x) = f (x), CEϕn (X) = 12n+1 .
In this section, we provide some properties of WGCE with ϕ(.) ≥ 0. Also, a
dynamic version of this concept is proposed. Here, ≤st , ≤lr , ≤d and ≤rhr denote
the usual stochastic order, the likelihood ratio order, the dispersive order and the
reversed hazard rate order, respectively (for more details, see Shaked and Shantiku-
mar [31]).
Hereafter we present some examples and properties of CEwn (X).
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Example 1 Let X be a random variable with FX (x) = xθ , 0 < x < θ and Y be
another random variable with FY (x) = exp
(−θn(n−1)
2n+1x
)
, x > 0, θ > 0, n ≥ 2. Here,
we obtain CEn(X) = θ2n+1 = CEn(Y ) . In the particular case ϕ(x) = x2, we obtain
CEϕn (X) =
θ3
4n+1
, CEϕn (Y ) =
θ3[n(n − 1)]2
23(n+1)(n − 3)(n − 2) , n ≥ 4.
Thus, even though CEn(X) and CEn(Y ) are the same, the expected WGCEs for the
random variables X and Y are not the same. In fact, for all n ≥ 6, CEϕn (X) > CEϕn (Y ).
It is worth mentioning that the GCE’s measured from a quantitative point of view,
ignoring the qualitative side, are identical. To distinguish them, one must take into
account the qualitative characteristics as presented in (11).
Now we can prove important properties of WGCE using stochastic ordering. For
that we present the following definitions:
1. The random variable X is said to be smaller than Y according to stochastically
ordering (denoted by X ≤st Y ) if P(X ≥ x) ≤ P(Y ≥ x) for all x . It is known
that X ≤st Y ⇔ E(φ(X)) ≤ E(φ(Y )) for all increasing functions φ.
2. The random variable X is said to be smaller than Y in likelihood ratio order-
ing(denoted by X ≤lr Y ) if fY (x)fX (x) is increasing in x .
3. We say that X is smaller than Y in the reversed hazard rate order, denoted by
X ≤rhr Y , if rX (x) ≥ rY (x) for all x .
4. A random variable X is said to be smaller than a random variable Y in the decreasing
convex order, denoted by X ≤dcx Y , if E(φ(X)) ≤ E(φ(Y )) for all decreasing
convex functions φ such that the expectations exist.
5. We say that X is smaller than Y in the dispersive order, denoted by X ≤d Y , if
F−1(v) − F−1(u) ≤ G−1(v) − G−1(u), ∀ 0 < u ≤ v < 1, where F−1 and
G−1 are right continuous inverses of F and G, respectively.
6. A non-negative random variable X is said to have decreasing reversed hazard
rate(DRHR) if rX (x) = f (x)F(x) is decreasing in x .
7. A non-negative random variable X with cdf F is said to have decreasing reversed
hazard rate average(DRHRA) if rX (x)
x
is decreasing function in x > 0. Note that
DRHR classes of distributions are included in DRHRA classes of distributions.
Theorem 1 Suppose that a non-negative random variable X is DRHRA and ϕ(x) = x,
then
CEϕn+1(X) ≤ CEϕn (X). (12)
Proof Let fn+1(x) be the pdf of (n + 1)-th lower record value Xn+1. Then the ratio
fn+1(x)
fn+2(x) = −(n+1)log F(x) is increasing in x . Therefore, Xn+2 ≤lr Xn+1, and this implies that
Xn+2 ≤st Xn+1, i.e. F¯n+2(x) ≤ F¯n+1(x). This is similar to having
E(φ(Xn+2)) ≤ E(φ(Xn+1)),
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for all increasing functions φ such that these expectations exist. Thus, if X is DRHRA
and r(x) is its reversed hazard rate, then x
r(x)
is increasing and from (10), we have that
CEϕn+1(X) = E
(
Xn+2
r(Xn+2)
)
≤ E
(
Xn+1
r(Xn+1)
)
= CEϕn (X).
The proof is complete. unionsq
Theorem 2 Suppose that X and Y are two random variables with finite WGCE func-
tions CEϕn (X) and CEϕn (Y ), respectively. If X ≤rhr Y and ϕ(x)rX (x) is an increasingfunction of x, then
CEϕn (X) ≤ CEϕn (Y ). (13)
Proof It is well known that X ≤rhr Y implies X ≤st Y . From (7), we have
Xn+1 ≤st Yn+1,
since ϕ(x)
rX (x)
is an increasing function of x we obtain
E
(
ϕ(Xn+1)
rX (Xn+1)
)
≤ E
(
ϕ(Yn+1)
rX (Yn+1)
)
. (14)
Furthermore, since X ≤rhr Y , we get
E
(
ϕ(Yn+1)
rX (Yn+1)
)
≤ E
(
ϕ(Yn+1)
rY (Yn+1)
)
. (15)
Therefore, using both expressions we obtain CEϕn (X) ≤ CEϕn (Y ). unionsq
Proposition 1 Let X and Y be non-negative random variables with distribution func-
tions F and G, respectively. If X ≤d Y , then for all increasing function ϕ(.) we
have
CEϕn (X) ≤ CEϕn (Y ). (16)
Proof The proof is similar to that of Lemma 3 in Klein et al. [19]. unionsq
Proposition 2 Let X and Y be two independent non-negative random variables with
distribution functions F and G, respectively. If X and Y have log-concave densities
and ϕ(x) = [F(x)]m, then
CEϕn (X + Y ) ≥ max
{CEϕn (X), CEϕn (Y )} . (17)
Proof The proof is similar to that of Theorem 3.2 of Di Crescenzo and Toomaj [10].
unionsq
123
Author's personal copy
An extension of weighted generalized cumulative…
Proposition 3 Let X be a random variable with cdf F. Further, let ϕ(aX + b) =
aϕ(X) + b, where a > 0 and b ≥ 0. Then
CEϕn (aX + b) = a2CEϕn (X) + abCEn(X), n ∈ {1, 2, . . .}. (18)
Proof The proof is similar to that of Proposition 2.1 of Di Crescenzo and Longobardi
[7]. unionsq
Theorem 3 CEϕn (X) = 0, if and only if, X is degenerate.
Proof The proof is similar to that of Theorem 2.3. of Mirali et al. [23] . unionsq
Proposition 4 Let X be a continuous random variable with cdf F that takes values in
[0, b], with finite b.
i. If ϕ is increasing, we have
CEϕn (X) ≤
ϕ(b)b
2n+1
.
ii. If ϕ is decreasing, we have
CEϕn (X) ≥
bϕ(b)
(n + 1)(n + 2) .
Proposition 5 Let X be an absolutely continuous non-negative random variable with
CEϕn (X) < ∞, for all n ≥ 0. Then, we have
CEϕn (X) ≥
1
n! exp
[
H(X) + E(log ϕ(X))] C∗, (19)
where C∗ = exp
(∫ 1
0 log(u[− log u]n)du
)
.
Proof By using the Log-Sum inequality (see, for instance, Han and Kobayashi [13]),
we have
∫ +∞
0
f (x) log
( f (x)
ϕ(x)F(x)[Λ˜(x)]n
)
dx ≥ log
(
1∫ +∞
0 ϕ(x)F(x)[Λ˜(x)]ndx
)
.
Therefore the stated result follows. unionsq
Remark 1 Let X be an absolutely continuous non-negative random variable with
CEϕn (X) < ∞, where ϕ(x) = [F(x)]n−1. Then, we have
CEϕn (X) ≥
1
n! [CE(X)]
n ≥ (DG(X))
n
2nn! ,
where DG(X) = 2
∫ ∞
0 F(x)F¯(x)dx .
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Proof Since ϕ(x) = [F(x)]n−1 and by noting that g(x) = xn is a convex function,
Jensen inequality gives
CEϕn (X) =
1
n!
∫ +∞
0
[F(x)Λ˜(x)]ndx ≥ 1
n!
(∫ +∞
0
F(x)Λ˜(x)dx
)n
.
The proof follows by recalling (2) and Proposition 4.3 of Di Crescenzo and Lon-
gobardi [7]. unionsq
Proposition 6 Let X be an absolutely continuous non-negative random variable with
CEϕn (X) < ∞, for all n ≥ 0. Then, we have
CEϕn (X) =
1
n!E[h˜
ϕ
n,X (X)], (20)
where
h˜ϕn,X (x) =
∫ +∞
x
ϕ(t)[Λ˜(t)]ndt . (21)
Proof By (10) and Fubini’s theorem, we have
CEϕn (X) =
1
n!
∫ +∞
0
[∫ t
0
f (x)dx
]
ϕ(t)[Λ˜(t)]ndt
= 1
n!
∫ +∞
0
f (x)
[∫ ∞
x
ϕ(t)[Λ˜(t)]ndt
]
dx, (22)
Hence, the result follows. unionsq
Proposition 7 Suppose that X and Y are absolutely continuous non-negative random
variables such that X ≤dcx Y , then for all n ≥ 1 it holds that
h˜ϕn,X (X) ≤ dcx hϕn,Y (Y ),
CEϕn,X (X) ≤ dcxCEϕn,Y (Y ).
Let X and Y denote the lifetimes of two components of a system with joint den-
sity function f (x, y) and joint distribution function F(x, y), respectively. Then the
bivariate WGCE is defined as
CEϕn (X , Y ) =
1
n!
∫ +∞
0
∫ +∞
0
ϕ(x, y)F(x, y)[Λ˜(x, y)]ndx, (23)
where Λ˜(x, y) = − log F(x, y). Using the binomial expansion in (23), we obtain the
following proposition.
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Proposition 8 Suppose that the non-negative random variables X and Y are indepen-
dent with joint distribution function F(x, y) and ϕ(x, y) = f (x, y), then
CEϕn (X , Y ) =
n∑
k=0
CEϕn−k(X)CEϕk (Y ). (24)
Proof The proof is similar to that of Proposition 3.7 of Kayal [15]. unionsq
Hereafter, we consider two non-negative random variables X and Xθ with cdf’s
F(x) and F∗(x), respectively. These variables satisfy the proportional reversed hazard
rate model(PRHRM) with proportionality constant θ > 0 if
F∗Xθ (x) = [F(x)]θ , x > 0. (25)
For detail on PRHRM and some properties of such a model associated with aging
notions see Gupta and Gupta [12] and Di Crescenzo and Toomaj [9], respectively.
Now using (10) and (25), we obtain
CEϕn (Xθ ) =
θn
n!
∫ +∞
0
ϕ(x)[F(x)]θ [Λ˜(x)]ndx
and
CEϕn (θ X) =
θ2
n!
∫ +∞
0
ϕ(x)F(x)[Λ˜(x)]ndx,
if ϕ(.) is a linear function.
Proposition 9 Let X be a non-negative absolutely continuous random variable with
cdf F. Then
CEϕn (Xθ ) ≤ θnCEϕn (X) i f θ ≥ 1.
Proof Since [F(x)]θ ≤ F(x) for all θ ≥ 1, we have
CEwn (Xθ ) =
θn
n!
∫ +∞
0
ϕ(x)[F(x)]θ [Λ˜(x)]ndx ≤ θn
n!
∫ +∞
0
ϕ(x)F(x)[Λ˜(x)]ndx .
Therefore, the stated result follows. unionsq
Proposition 10 Let X and Xθ be absolutely continuous non-negative random variables
with cdf’s F(x) and F∗(x), respectively. Then CEϕn (Xθ ) ≤ (≥)CEϕn (θ n2 X) if θ ≥ (<)1
and ϕ is a linear function.
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Example 2 Let X be a random variable with cdf FX (x) = exp
(
− (α
x
)β)
, 0 < x, α >
0, β > 0, and ϕ(x) = x . Then, for θ > 0 and n > 2
β
, we obtain CEϕn (X) =
α2
βn!Γ (n − 2β ), CEϕn (Xθ ) = α
2θ
2
β
βn! Γ (n − 2β ) and
CEϕn (θ
n
2 X) = α
2θn
βn! Γ
(
n − 2
β
)
.
Now, we observe that the results in Propositions 8 and 9 can be investigated.
2.1 Some properties of dynamicWGCE
Let X be the random lifetime of a brand new system that begins to work at time 0 and
is observed only at deterministic inspection times. Clearly, when it is found that the
system has failed at time t , then the conditional distribution function of [X |X ≤ t] is
given by F(x)F(t) , 0 ≤ x ≤ t . Analogously, we can also consider the dynamic version of
WGCE as
CEϕn (X; t) =
1
n!
∫ t
0
ϕ(x)F(x)
F(t)
[Λ˜(x) − Λ˜(t)]ndx . (26)
Hereafter, we present some properties of CEϕn (X; t).
Proposition 11 Let X be a non-negative absolutely continuous random variable. Then,
for all t > 0 such that F(t) > 0,
i. limt→∞CEϕn (X; t) = CEϕn (X).
ii. CEϕ0 (X; t) = M˜ϕ(t) = 1F(t)
∫ t
0 ϕ(x)F(x)dx is the weighted mean inactivity
time(WMIT) of X with weight function ϕ(.).
iii.
CEϕn (X; t) =
1
n!F(t)
∫ t
0
ϕ(x)F(x)[Λ˜(x) − Λ˜(t)]ndx
= 1
F(t)
n∑
i=0
(−1)n−i
i !(n − i)! [Λ˜(t)]
n−i
∫ t
0
ϕ(x)F(x)[Λ˜(x)]i dx . (27)
iv.
∫ t
0
ϕ(x)F(x)[Λ˜(x)]ndx = n!F(t)CEϕn (X; t)
−
n−1∑
i=0
(
n
i
)
(−1)n−i [Λ˜(t)]n−i
∫ t
0
ϕ(x)F(x)[Λ˜(x)]i dx . (28)
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v.
CEϕ1 (X; t) =
1
F(t)
{
−Λ˜(t)
∫ t
0
ϕ(x)F(x)dx +
∫ t
0
ϕ(x)F(x)Λ˜(x)dx
}
,
E[CEϕn (X; X)] =
∫ t
0
CEϕn (X; x) f (x)dx .
Proposition 12 Assume that the non-negative random variable X is DRHRA and
ϕ(x) = x, then for t > 0 we have
CEϕn+1(X; t) ≤ CEϕn (X; t) for n ≥ 0.
Proof We recall that if X is DRHRA, then X[t] = [t − X |X ≤ t] is DRHRA and the
proof follows from Theorem 1. unionsq
In the following, we study some properties of aging classes and characterization
results. To this purpose we first give an expression for the derivative of CEϕn (X; t).
Theorem 4 Let X be an absolutely continuous random variable with cdf F, then
∂
∂t
CEϕn (X; t) = r(t)[CEϕn−1(X; t) − CEϕn (X; t)]. (29)
Proof The relation (27) can be written as
CEϕn (X; t)F(t) =
n∑
i=0
(−1)n−i
i !(n − i)! [Λ˜(t)]
n−i
∫ t
0
ϕ(x)F(x)[Λ˜(x)]i dx . (30)
By differentiating both side with respect to t , we have
[
∂
∂t
CEϕn (X; t)
]
F(t) + f (t)CEϕn (X; t) = r(t)
n−1∑
i=0
(−1)n−i−1
i !(n − i − 1)! [Λ˜(t)]
n−i−1
×
∫ t
0
ϕ(x)F(x)[Λ˜(x)]i dx + [Λ˜(t)]nϕ(t)F(t)
n∑
i=0
(−1)n−i
i !(n − i)! , (31)
where
n∑
i=0
(−1)n−i
i !(n − i)! =
1
n!
n∑
i=0
(−1)n−i
(
n
i
)
= 0.
Hence
[
∂
∂t
CEϕn (X; t)
]
F(t) + f (t)CEϕn (X; t) = r(t)
n−1∑
i=0
(−1)n−i−1
i !(n − i − 1)! [Λ˜(t)]
n−i−1
×
∫ t
0
ϕ(x)F(x)[Λ˜(x)]i dx . (32)
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Now by using (27), we have
[
∂
∂t
CEϕn (X; t)
]
F(t) + f (t)CEϕn (X; t) = r(t)F(t)CEϕn−1(X; t). (33)
So, the proof is complete. unionsq
Proposition 13 For n = 1, we have the following relation as
∂
∂t
CEϕ1 (X; t) = r(t)[M˜ϕ(t) − CEϕ1 (X; t)].
where M˜ϕ(t) = 1F(t)
∫ t
0 ϕ(x)F(x)dx is the WMIT with weight function ϕ. Note that
E(M˜ϕ(X)) = CEϕ1 (X) (see Proposition 2.1 of Misagh et al. [24]).
Proposition 14 Let X be a random variable with cdf F and the reversed hazard rate
r(t). Then, we have
∂
∂t
CEϕj (X; t) =
[CEϕj (X; t) − CEϕj−1(X; t)] ∂∂t CEϕn (X; t)
CEϕn (X; t) − CEϕn−1(X; t)
, j = 1, 2, . . . , n − 1.
Proposition 15 Let X be a random variable with cdf F, then we have
CEϕn (X; t) =
∫ t
0 CEϕn−1(X; x) f (x)dx
F(t)
.
Proof Using the relation (29), we have
∫ t
0
CEϕn (X; x) f (x)dx = CEϕn (X; t)F(t) −
∫ t
0
[ ∂
∂x
CEϕn (X; t)]F(x)dx
= CEϕn (X; t)F(t) +
∫ t
0
r(x)[CEϕn (X; x) − CEϕn−1(X; x)]F(x)dx .
Therefore, the stated result follows. unionsq
Theorem 5 Suppose that the non-negative random variable X is DRHRA and ϕ(x) =
x, then CEϕn (X; t) is increasing in t > 0 for n > 1.
Proof For n > 1 from Theorem 4, we have
∂
∂t
CEϕn (X; t) = r(t)[CEϕn−1(X; t) − CEϕn (X; t)].
Moreover, from (12), we have that if X is DRHRA, then
CEϕn (X; t) ≤ CEϕn−1(X; t).
Therefore, ∂
∂t CEϕn (X; t) ≥ 0 for all t > 0. unionsq
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Using this property we can define the following definition.
Definition 2 The non-negative random variable X is said to have an increasing
WDGCE of order n, shortly written as I W DGC En if CEϕn (X; t) is increasing in t .
Remark 2 Suppose that X is a non-negative absolutely continuous random variable
with cdf F . If X is DRHRA, then it is I W DGC En for n ≥ 1.
Proposition 16 If X is I W DGC En−1, then it is I W DGC En.
Proof Suppose that X is I DEC En−1. Then, by using Proposition 15, we have
CEϕn (X; t) =
∫ t
0 CEϕn−1(X; x) f (x)dx
F(t)
≤
∫ t
0 CEϕn−1(X; t) f (x)dx
F(t)
= CEϕn−1(X; t)
Therefore, ∂
∂t CEϕn (X; t) ≥ 0 and X is I W DGC En . unionsq
3 Characterization results and relationships with other functions
In this section, we state characterization results and some relationships of CEϕn (X)
with other functions, the proof of which follows on the same lines given by Psarrakos
and Navarro [27].
Theorem 6 Let X be a non-negative random variable with cdf F and the reversed
hazard rate r(z), z > 0. Then for any n = 1, 2, . . . , we have
CEϕn (X) =
1
n!
∫ +∞
0
r(z)
{∫ z
0
ϕ(x)[F(x)][Λ˜(x)]n−1dx
}
dz (34)
Proof By (10) and the relation Λ˜(x) = ∫ ∞x r(z)dz, we have
CEϕn (X) =
1
n!
∫ +∞
0
∫ ∞
x
r(z)ϕ(x)F(x)[Λ˜(x)]n−1dzdx .
By using Fubini’s theorem, we get
CEϕn (X) =
1
n!
∫ +∞
0
∫ z
0
r(z)ϕ(x)F(x)[Λ˜(x)]n−1dxdz,
and the result follows. unionsq
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Theorem 7 Let X be a non-negative random variable with cdf F, then for any n =
1, 2, . . . , we have
CEϕn (X) = 1
n
E[CEϕn−1(X; X)]
− 1
n!
n−2∑
i=0
(
n − 1
i
)
(−1)n−i−1
∫ +∞
0
∫ z
0
r(z)[Λ˜(z)]n−i−1ϕ(x)F(x)[Λ˜(x)]i dxdz.
Proof Using (27) (with n − 1 instead of n) in (34), we get
CEϕn (X) =
1
n!
∫ +∞
0
r(z)(n − 1)!F(z)CEϕn−1(X; z)dz
− 1
n!
∫ +∞
0
r(z)
{
n−2∑
i=0
(
n − 1
i
)
(−1)n−i−1[Λ˜(z)]n−i−1
∫ z
0
ϕ(x)F(x)[Λ˜(x)]i dx
}
dz,
or, equivalently
CEϕn (X) =
1
n
∫ +∞
0
CEϕn−1(X; z) f (z)dz
− 1
n!
n−2∑
i=0
(
n − 1
i
)
(−1)n−i−1
∫ +∞
0
∫ z
0
r(z)[Λ˜(z)]n−i−1ϕ(x)F(x)[Λ˜(x)]i dxdz.
Thus the proof is completed. unionsq
We can define the weighted mean inactivity time with weight function ϕ of random
variable [t − Xn | Xn < t] as follows:
M˜ϕn (t) =
∑n−1
j=0
∫ t
0
1
j !ϕ(x)F(x)[Λ˜(x)] j dx∑n−1
j=0 1j ! F(t)[Λ˜(t)] j
. (35)
Note that M˜ϕn (t) is analogous to the mean residual waiting time used in reliability and
survival analysis (for more details see Bdair and Raqab [3]).
Theorem 8 Let X be a non-negative absolutely continuous random variable with cdf
F, then we have
CEϕn (X) =
1
n
n−1∑
j=0
[E[M˜ϕn (X( j+1))] − jCEϕj (X)]
Proof From relation (34), we obtain
jCE j (X) = 1
( j − 1)!
∫ +∞
0
r(z)
{∫ z
0
ϕ(x)F(x)[Λ˜(x)] j−1dx
}
dz.
Summing with respect to j = 1, 2, . . . , n, we get
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n∑
j=1
jCEϕj (X) =
∫ +∞
0
r(z)
n∑
j=1
∫ z
0
1
( j − 1)!ϕ(x)F(x)[Λ˜(x)]
j−1dxdz
=
∫ +∞
0
r(z)
n−1∑
j=0
∫ z
0
1
j !ϕ(x)F(x)[Λ˜(x)]
j dxdz.
Then, using (35), we have
n∑
j=1
jCEϕj (X) =
∫ +∞
0
r(z)
⎡
⎣n−1∑
j=0
∫ z
0
1
j !ϕ(x)F(x)[Λ˜(x)]
j dx
⎤
⎦ dz
=
∫ +∞
0
r(z)M˜ϕn (z)
⎡
⎣n−1∑
j=0
1
j ! F(z)[Λ˜(z)]
j
⎤
⎦ dz
=
∫ +∞
0
M˜ϕn (z)
n−1∑
j=0
f( j+1)(z)dz =
n−1∑
j=0
∫ +∞
0
M˜ϕn (z) f( j+1)(z)dz
=
n−1∑
j=0
E[M˜ϕn (X( j+1))].
Now, we can write
n∑
j=1
jCEϕj (X) =
n−1∑
j=0
jCEϕj (X) + nCEϕn (X)
=
n−1∑
j=0
E[M˜ϕn (X( j+1))].
So, we have
CEϕn (X) =
1
n
n−1∑
j=0
[E(M˜ϕn (X( j+1))) − jCEϕj (X)]. unionsq
From (35), we can write
M˜ϕn (t) =
n−1∑
j=0
Zϕj (t)q j (t), (36)
where
Zϕj (t) =
∫ t
0
ϕ(x)
F(x)
F(t)
[
Λ˜(x)
Λ˜(t)
] j
dx, (37)
123
Author's personal copy
S. Tahmasebi et al.
and
q j (t) =
[Λ˜(t)] j
j !∑n−1
i=0
[Λ˜(t)]i
i !
. (38)
To obtain the connection between M˜ϕn (t) and CEϕn (X) we need the following lemma.
Lemma 1 Let X be a non-negative random variable with cdf F. Then for all t > 0
such that F(t) > 0, we have
Zϕj (t) =
j∑
i=0
j !
( j − i)!
1
[Λ˜(t)]i CE
ϕ
i (X; t). (39)
Proof From (37), we have
Zϕj (t) =
∫ t
0
ϕ(x)
F(x)
F(t)
[ Λ˜(x)
Λ˜(t)
] j dx
=
∫ t
0
ϕ(x)
F(x)
F(t)
[− log( F(x)F(t) )
Λ˜(t)
+ 1
] j
dx
=
∫ t
0
j∑
i=0
( j
i
)[− log( F(x)F(t) )
Λ˜(t)
]i
ϕ(x)
F(x)
F(t)
dx
=
j∑
i=0
( j
i
)
1
[Λ˜(t)]i
∫ t
0
[
− log( F(x)
F(t)
)
]i
ϕ(x)
F(x)
F(t)
dx
=
j∑
i=0
j !
( j − i)!
1
[Λ˜(t)]i
∫ t
0
1
i !
[
− log( F(x)
F(t)
)
]i
ϕ(x)
F(x)
F(t)
dx
=
j∑
i=0
j !
( j − i)!
1
[Λ˜(t)]i CE
ϕ
i (X; t).
unionsq
Now we can obtain the connection between M˜ϕn (t) and CEϕn (X; t).
Theorem 9 Let X be a non-negative random variable with cdf F, then for all t > 0,
we have
M˜ϕn (t) =
n−1∑
i=0
CEϕi (X; t)ηi (t),
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where
ηi (t) =
∑n−i
j=0
[Λ˜(t)] j
j !∑n−1
l=0
[Λ˜(t)]l
l!
, i = 0, 1, . . . , n.
Proof By (36) and (39), we have
M˜n(t) =
n−1∑
j=0
j∑
i=0
j !
( j − i)!
1
[Λ˜(t)]i CE
ϕ
i (X; t)q j (t)
=
n−1∑
i=0
n−1∑
j=i
j !
( j − i)!
1
[Λ˜(t)]i CE
ϕ
i (X; t)q j (t)
=
n−1∑
i=0
CEϕi (X; t)
[Λ˜(t)]i
n−1∑
j=i
j !
( j − i)!
[Λ˜(t)] j
j !∑n−1
l=0
[Λ˜(t)]l
l!
=
n−1∑
i=0
CEϕi (X; t)
∑n−1
j=i
[Λ˜(t)] j−i
( j−i)!∑n−1
l=0
[Λ˜(t)]l
l!
=
n−1∑
i=0
CEϕi (X; t)
∑n−i
j=0
[Λ˜(t)] j
j !∑n−1
l=0
[Λ˜(t)]l
l!
.
unionsq
Theorem 10 Let X be a non-negative random variable with cdf F, then for any n =
1, 2, . . . , we have
CEϕn (X)=
1
n
{
n−1∑
i=0
1
i !E
(
[Λ˜(X)]i M˜ϕn (X)
)
−
n−2∑
i=0
1
i !E
(
[Λ˜(X)]i M˜ϕn−1(X)
)}
(40)
where
M˜ϕn (t) =
1
Fn(t)
∫ t
0
ϕ(x)Fn(x)dx, n = 1, 2, 3, . . .
is the WMIT of Xn with weight function ϕ.
Proof By (7), we see that
Fn(t) − Fn−1(t) = [Λ˜(t)]
n−1
(n − 1)! F(t).
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Substituting the last equation in (34), we have
CEϕn (X) =
1
n
∫ +∞
0
r(z)
{∫ z
0
ϕ(x)F(x)[Λ˜(x)]n−1
(n − 1)! dx
}
dz
= 1
n
∫ +∞
0
r(z)
{∫ z
0
ϕ(x)[Fn(x) − Fn−1(x)]dx
}
dz
= 1
n
∫ +∞
0
f (z)
{
Fn(z)
F(z)
M˜ϕn (z) −
Fn−1(z)
F(z)
M˜ϕn−1(z)
}
dz
= 1
n
∫ +∞
0
f (z)
{
n−1∑
i=0
[Λ˜(z)]i
i ! M˜
ϕ
n (z) −
n−2∑
i=0
[Λ˜(z)]i
i ! M˜
ϕ
n−1(z)
}
dz
= 1
n
n−1∑
i=0
1
i !
∫ +∞
0
f (z)[Λ˜(z)]i M˜ϕn (z)dz
− 1
n
n−2∑
i=0
1
i !
∫ +∞
0
f (z)[Λ˜(z)]i M˜ϕn−1(z)dz, (41)
and the result follows. unionsq
Proposition 17 Let X be a non-negative random variable with cdf F, then we have
CEϕn (X) =
1
n
{
n−1∑
i=0
E
(
M˜ϕn (Xi+1)
)
−
n−2∑
i=0
E
(
M˜ϕn−1(Xi+1)
)}
, (42)
where Xi+1 is a random variable with pdf fi+1.
We also extend the concept of the WCE for Xn:n = max(X1, . . . , Xn) as follows:
CEϕ(Xn:n) = −n
∫ +∞
0
ϕ(x)[F(x)]n log F(x)dx = n
∫ +∞
0
ϕ(x)[F(x)]nΛ˜(x)dx .
In the following, we evaluate the WCE of X and WCE of Xn:n in inverse Weibull
distribution.
Example 3 If X has a inverse Weibull distribution with cdf F(x) = exp(−(α
x
)β), with
x > 0, and let ϕ(x) = xm, m ≥ 1. Then, it holds that
i. CEw(X) = αm+1
β
Γ (
β−m−1
β
), and CEw(Xn:n) = n
m+1
β αm+1
β
Γ (
β−m−1
β
). Let δn =
CEw(Xn:n) − CEw(X), then for β > 0, δn > 0, i.e. The WCE of Xn:n is bigger
than that of X . Also δn is an increasing function of n.
ii. For n = 1, 2, . . . , we have CEwn (X) = α
m+1
βn! Γ (
nβ−m−1
β
), n > m+1
β
. Note that
CEw1 (X) = CEw(X).
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3.1 ConditionalWGCE
Suppose that X is a random variable on a probability space (,F , P) such that
E|X | < ∞. We denote by E(X |G) the conditional expectation of X given sub σ -field
G, where G ⊂ F . Here, we define the conditional WGCE and discuss some of its
properties.
Definition 3 Let X be a non-negative continuous random variable with cdf F . Then
for a given σ -field F , the conditional WGCE is defined as follows:
CEϕn (X |F) =
(−1)n
n!
∫
R+
ϕ(x)P(X ≤ x |F)[log(P(X ≤ x |F))]ndx
= (−1)
n
n!
∫
R+
ϕ(x)E[I(X≤x)|F][log(E[I(X≤x)|F])]ndx .
Lemma 2 Let X be a non-negative and absolutely continuous random variable with
cdf F. If F = {φ,}, then CEϕn (X |F) = CEϕn (X).
Proposition 18 Suppose that X ≥ 0 has conditional density relative to σ− field F ,
let CEϕn (X) < ∞ for all n ≥ 0, then
CEϕn (X |F) ≥
1
n! exp[H(X |F) + E(log ϕ(X)|F)]C
∗, (43)
where C∗ = exp
(∫ 1
0 log(u[− log u]n)du
)
.
Proof Proof is similar to the proof of Proposition 5 and hence it is omitted.
The following proposition says that the conditional WGCE has the “super-
martingale property”. unionsq
Proposition 19 Let X ∈ L p for some p > 2, then for σ− fields G ⊂ F
E(CEϕn (X |F)|G) ≤ CEϕn (X |G). (44)
Proof The proof follows by applying Jensen inequality for the convex function
x(−logx)n, x ≥ exp(1 − n) as
E(CEϕn (X |F)|G) =
1
n!
∫
R+
ϕ(x)E[P(X ≤ x |F)[− log P(X ≤ x |F)]n|G]dx
≤ 1
n!
∫
R+
ϕ(x)E[P(X ≤ x |F)|G][− log E[P(X ≤ x |F)|G]]ndx
= 1
n!
∫
R+
ϕ(x)E[E(I(X≤x)|F)|G][− log E[E(I(X≤x)|F)|G]]ndx
= 1
n!
∫
R+
ϕ(x)E(I(X≤x)|G)[− log E(I(X≤x)|G)]ndx
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= 1
n!
∫
R+
ϕ(x)P(X ≤ x |G)[− log P(X ≤ x |G)]ndx
= CEϕn (X |G)
unionsq
From the Markov property for non-negative random variables X , Y and Z , we have
following lemma.
Lemma 3 If X → Y → Z is a Markov chain, then
i . CEϕn (Z |Y , X) = CEϕn (Z |Y ).
i i . E[CEϕn (Z |Y )] ≤ E[CEϕn (Z |X)].
Proof (i) By using the Markov property and definition of CEϕn (Z |Y , X), the result
follows.
(ii) Let G = σ(X) and F = σ(X , Y ), then from (44) we have
E[CEϕn (Z |X)] ≥ E(E[CEϕn (Z |X , Y )|X ])
= E[CEϕn (Z |X , Y )]
= E[CEϕn (Z |Y )],
and the result follows. unionsq
Theorem 11 Let X ∈ L p for some p > 2, be a non-negative random variable and F
be a σ− field. Then E(CEϕn (X |F)) = 0 iff X is F-measurable.
Proof Suppose that E(CEϕn (X |F)) = 0, then CEϕn (X |F) = 0. Now using definition
CEϕn (X |F) we conclude that E(I(X≤x)|F) = 0 or 1.Hence, using the relation (24) of
Rao et al. [29], X is F-measurable.
Supposing that X is F-measurable, again using relation (24) of Rao et al. [29], we
have P(X ≤ x |F) = 0 or 1 for almost all x ∈ R+, so the result follows. unionsq
Remark 3 For any random variable X > 0 and strictly convex φ : R+ → R+ (φ´´ >
0).If E(φ(X)) = φ(E(X)), then X = E(X).
Theorem 12 For any random variable X and σ -field F , we have
E(CEϕn (X |F)) ≤ CEϕn (X), (45)
and the equality holds if, and only if, X is independent of F .
Proof The inequality (45) follows from (44) by taking G = {φ,}. Now, suppose that
X is independent of F , then clearly
P(X ≤ x | F) = P(X ≤ x). (46)
Using Definition 3 and (46), we have
E(CEϕn (X |F)) = CEϕn (X).
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Conversely, suppose that there is equality in (45). We set W := P(X ≤ x | F) ;
since φ(w) = w[− log w]n is strictly convex and E(φ(W )] = φ(E(W )), we have
P(X ≤ x | F) = P(X ≤ x). i.e. X is independent of F . unionsq
3.2 Weighted generalized cumulative Kerridge inaccuracy
Let X and Y be two non-negative random variables with distribution functions F(x)
and G(x), the cumulative Kerridge inaccuracy defined by Thapliyal and Taneja [35]
as
K (F, G) = −
∫ +∞
0
F(x) log G(x)dx .
Recently, Cali et al. [4] introduced the generalized cumulative Kerridge inaccuracy of
order n defined as
Kn(F, G) = 1
n!
∫ +∞
0
F(x)[− log G(x)]ndx . (47)
In analogy with the measure defined in (47), we now introduce the weighted general-
ized cumulative Kerridge inaccuracy (WGCKI) defined as
K ϕn (F, G) =
1
n!
∫ +∞
0
ϕ(x)F(x)[− log G(x)]ndx . (48)
Theorem 13 Let X and Y be two non-negative absolutely continuous random variables
with cdf’s F and G, respectively. Then we have
K ϕn (F, G) = E
[
h˜ϕn,Y (X)
]
, (49)
where
h˜ϕn,Y (x) =
1
n!
∫ +∞
x
ϕ(z)[− log G(z)]ndz.
Proof From (48) and Fubini’s theorem, it follows
K ϕn (F, G) =
1
n!
∫ +∞
0
ϕ(x)F(x)[− log G(x)]ndx
= 1
n!
∫ +∞
0
[∫ x
0
d F(t)
]
ϕ(x)[− log G(x)]ndx
=
∫ +∞
0
[∫ ∞
t
ϕ(x)[− log G(x)]n
n! dx
]
d F(t) =
∫ +∞
0
h˜ϕn,Y (t)d F(t).
Therefore, the stated results follows. unionsq
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Proposition 20 Let X and Y be non-negative random variables with distribution func-
tions F and G, respectively. If X ≤st Y , then for n = 1, 2, .. we have
K ϕn (G, F) ≤ CEϕn (X) ≤ K ϕn (F, G)
Proof The proof is similar to that Proposition 7 of Cali et al. [4]. unionsq
Proposition 21 Let X and Y be non-negative random variables with distribution func-
tions F and G, respectively. If X ≤dcx Y , then for n = 1, 2, . . ., we have
CEϕn (X) ≤ K ϕn (G, F).
Proof Since CEϕn (X) and K ϕn (G, F) can be expressed as mean value of h˜ϕn,X (.), the
proof follows by noting that h˜ϕn,X is a decreasing convex function. unionsq
4 Empirical measure of CE'n (X)
Let X1, X2, . . . , Xm be a random sample of size m from an absolutely continuous
cumulative distribution function F(x). If X(1) ≤ X(2) ≤ · · · ≤ X(m) represent the
order statistics of the sample X1, X2, . . . , Xm . Then the empirical measure of F(x)
is defined as
Fˆm(x) =
⎧⎨
⎩
0, x < X(1),
k
m
, X(k) ≤ x ≤ X(k+1), k = 1, 2, . . . , m − 1
1, x > X(k+1).
Thus the empirical measure of CEϕn (X) is obtained as
CEϕn (Fˆm) =
1
n!
∫ +∞
0
ϕ(x)Fˆm(x)
(
− log Fˆm(x)
)n
dx
= 1
n!
m−1∑
k=1
∫ X(k+1)
X(k)
ϕ(x)
(
k
m
)(
− log
(
k
m
))n
dx
= 1
n!
m−1∑
k=1
Uk
(
k
m
)
[− log k + log m]n
= 1
n!
m−1∑
k=1
n∑
j=0
(−1) j
(
n
j
)
Uk
(
k
m
)
[log k] j [log m]n− j , (50)
where Uk = ψ(X(k+1)) − ψ(X(k)) and ψ(x) =
∫ x
0 ϕ(t)dt . The following example
provides an application of the empirical measure of WGCE to real data.
Example 4 Consider the data set from Murthy et al. [25], concerning the failure times
of 20 mechanical components.
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Fig. 1 Plot of CEϕn (Fˆm ) for n ≥ 1
0.067, 0.068, 0.076, 0.081, 0.084, 0.085, 0.085 0.086, 0.089, 0.098, 0.098, 0.114,
0.114, 0.115 0.121, 0.125, 0.131, 0.149, 0.160, 0.485
Suppose that ϕ(t) = 1√
2π
exp(− t22 ). Then, from the data set we compute
CEϕ1 (Fˆm) = 0.0037, CEϕ2 (Fˆm) = 0.0016, CEϕ3 (Fˆm) = 0.00075, CEϕ4 (Fˆm) = 0.00030
and CEϕ5 (Fˆm) = 0.00011. Figure 1 shows the function CEϕn (Fˆm) for n ≥ 1. It decreases
in empirical measure of WGCE for different values of n ≥ 1.
The following theorem asserts that CEwn (Fˆm) converges almost surely to the
CEwn (X). The proof of which follows on the same lines are given in Theorem 9 of
Rao et al. [29].
Theorem 14 Let X be a non-negative and absolutely continuous random variable with
cdf F. If X is in L p for some p > 2, we have
CEϕn (Fˆm) → CEϕn (F) a.s.
Proof From (50), we have
n!
(−1)n CE
ϕ
n (Fˆm) =
∫ 1
0
ϕ(x)Fˆm(x)[log Fˆm(x)]ndx
+
∫ +∞
1
ϕ(x)Fˆm(x)[log Fˆm(x)]ndx =: J1 + J2. (51)
Using dominated convergence theorem and Glivenko-Cantelli theorem, we have
∫ 1
0
ϕ(x)Fˆm(x)[log Fˆm(x)]ndx →
∫ 1
0
ϕ(x)F(x)[log F(x)]ndx (52)
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as m → ∞. It follows that
x p Fˆm(x) ≤ 1
m
m∑
i=1
X pi . (53)
Moreover, by using SLLN 1
m
∑m
i=1 X
p
i → E(X p) and supm( 1m
∑m
i=1 X
p
i ) < ∞,
then
Fˆm(x) ≤ x−p
(
supm(
1
m
m∑
i=1
X pi )
)
= Cx−p. (54)
Now, by applying the dominated convergence theorem and using (51), we conclude
lim
m→∞ J2 =
∫ ∞
1
ϕ(x)F(x)[log F(x)]ndx . (55)
Using (51)–(55) the result follows. unionsq
Example 5 Consider the random sample X1, X2, . . . , Xm from an exponential distri-
bution with mean 1
λ
. Suppose that the WF is ϕ(x) = λ exp(−λx), λ > 0. Then
Uk = exp(−λX(k)) − exp(−λX(k+1)), k = 1, 2, . . . , m − 1 are independent and
follow the beta distribution with parameters 1 and m (for more details see Pyke [28]).
Hence, making use of (50), the mean and the variance of the CEϕn ( ˆ¯Fm) are respectively
E
[
CEϕn (Fˆm)
]
= 1
n!
m−1∑
k=1
k
(m + 1)m
[
− log
(
k
m
)]n
, (56)
and
V ar
[
CEϕn (Fˆm)
]
= 1
(n!)2
m−1∑
k=1
(k)2
m(m + 1)2(m + 2)
[
− log
(
k
m
)]2n
. (57)
Table 1 shows the values of the mean (56) and the variance (57) for sample sizes m =
10, 15, 20, with n = 2, 3, 4, 5. We note that E[CEϕn (Fˆm)] is increasing(decreasing) in
m(n), whereas V ar [CEϕn (Fˆm)] is decreasing in m and n.
Example 6 Let X1, X2, . . . , Xm be a random sample from a population with pdf
f (x) = (n + 1)xn, 0 < x < 1. Suppose that the WF is ϕ(x) = xn . Then,
Yk = Xn+1k , k = 1, 2, .., m − 1 follow the uniform distribution in [0, 1]. In this case
the sample spacings (n + 1)Uk = Xn+1(k+1) − Xn+1(k) , k = 1, 2, . . . , m − 1 are indepen-
dent and follow the beta distribution with parameters 1 and m (for more details see
Pyke [28]). Hence, making use of (50), the mean and the variance of the CEϕn (Fˆm) are
respectively
123
Author's personal copy
An extension of weighted generalized cumulative…
Table 1 Computed values of E
[
CEϕn (Fˆm )
]
and V ar
[
CEϕn (Fˆm )
]
for exponential distribution presented in
Example 5
m E
[
CEϕn (Fˆm )
]
V ar
[
CEϕn (Fˆm )
]
n = 2 n = 3 n = 4 n = 5 n = 2 n = 3 n = 4 n = 5
10 0.1070 0.0480 0.0198 0.0073 0.0016 0.00049 0.00012 0.000022
15 0.1135 0.0532 0.0234 0.0095 0.0012 0.00041 0.00011 0.000021
20 0.1166 0.0558 0.0254 0.010 0.0010 0.0003 0.0001 0.00002
Table 2 Numerical values of E
[
CEϕn (Fˆm )
]
and V ar
[
CEϕn (Fˆm )
]
for beta distribution presented in Exam-
ple 6
m E
[
CEϕn (Fˆm )
]
V ar
[
CEϕn (Fˆm )
]
n = 2 n = 3 n = 4 n = 5 n = 2 n = 3 n = 4 n = 5
10 0.0356 0.0120 0.0039 0.0012 0.00018 0.00003 0.000004 0.0000006
15 0.0378 0.0133 0.0046 0.0015 0.00013 0.000026 0.0000049 0.0000006
20 0.0388 0.0139 0.005 0.0018 0.00011 0.000021 0.0000044 0.0000006
E
[
CEϕn (Fˆm)
]
= 1
(n + 1)!
m−1∑
k=1
k
(m + 1)m
[
− log
(
k
m
)]n
, (58)
and
V ar
[
Eϕn (Fˆm)
]
= 1[(n + 1)!]2
m−1∑
k=1
(k)2
(m + 1)2(m + 2)m
[
− log
(
k
m
)]2n
. (59)
In Table 2, we present the numerical values of E
[
CEϕn (Fˆm)
]
and V ar
[
CEϕn ( ˆ¯Fm)
]
for
sample sizes m = 10, 15, 20, and n = 2, 3, 4, 5. One can easily see that E
[
CEϕn (Fˆm)
]
is increasing(decreasing) in m(n), whereas V ar
[
CEϕn (Fˆm)
]
is decreasing in m and n.
Corollary 1 Consider the random sample X1, X2, . . . , Xm from an absolutely con-
tinuous distribution with cdf F(x). Suppose that the WF is ϕ(t) = f (t). Then
Uk = F(X(k+1)) − F(X(k)), k = 1, 2, . . . , m − 1 are independent and follow the
beta distribution with parameters 1 and k (for more details see Pyke [28]). Hence,
making use of (50), the mean and the variance of the CEwn (Fˆm) are respectively
E
[
CEϕn (Fˆm)
]
= 1
n!
m−1∑
k=1
k
(m + 1)m
[
− log
(
k
m
)]n
,
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and
V ar
[
CEϕn (Fˆm)
]
= 1
(n!)2
m−1∑
k=1
(k)2
m(m + 1)2(m + 2)
[
− log
(
k
m
)]2n
.
Hereafter we show a central limit theorem for the empirical measure of CEϕn (X)
with WF ϕ(x) = f (x), x > 0.
Theorem 15 Let X1, X2, . . . , Xm be a random sample from cdf F(x), then
CEϕn (Fˆm) − E[CEϕn (Fˆm)](
V ar [CEϕn (Fˆm)]
)1/2 d→ N (0, 1).
Proof First the empirical measure CEϕn (Fˆm) can be expressed as the following sum of
independent random variables as
CEϕn (Fˆm) =
m−1∑
k=1
Yk, (60)
where Yk = Ukn!
( k
m
) [− log( k
m
)]n, k = 1, 2, . . . , m − 1 are independent random
variables with the mean and variance given by
E(Yk) = k
n!(m + 1)m
[
− log
(
k
m
)]n
. (61)
and
V ar(Yk) = (k)
2
m(m + 1)2(m + 2)(n!)2
[
− log
(
k
m
)]2n
. (62)
By setting αk,r = E[|Yk − E(Yk)|r ], r = 2, 3, for large m we obtain the following
approximations
m−1∑
k=1
αk,2 =
m−1∑
k=1
E[|Yk − E(Yk)|2] = m
m + 2
1
(n!)2(m + 1)
m−1∑
k=1
1
m + 1
(
k
m
)2 [
log
(
k
m
)]2n
≈ 1
(m + 1)(n!)2 c
(n)
2
and, recalling that E[|Yk − E(Yk)|3] = 2(6−e)[E(Yk)]3e for the exponential distribution,
we obtain
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m−1∑
k=1
αk,3 = 2(6 − e)
e
m−1∑
k=1
[E(Yk)]3 = 2(6 − e)
e(n!)3(m + 1)2
m−1∑
k=1
1
m + 1
(
k
m
)3 [
− log
(
k
m
)]3n
≈ 2(6 − e)
e(n!)3(m + 1)2 c
(n)
3 ,
where
c
(n)
h :=
∫ 1
0
[x]h [− log(x)]nh dx, h = 2, 3.
Hence, for a suitable function C(n), for large m it holds:
(∑m−1
k=1 αk,3
)1/3
(∑m−1
k=1 αk,2
)1/2 ≈ C(n) (m + 1)−1/6 → 0 as m → ∞.
The Lyapunov’s condition of the central limit theorem is thus fulfilled, this giving the
proof. unionsq
5 Conclusions
In this paper, we proposed WGCE and its dynamic(past)version in the case where
the weight is a general non- negative function. These concepts of shift-dependent
measures can be applied in measuring the uncertainty contained in the associated past
lifetime. Various properties of these information measures have been studied. Also,
some characterization results and relationships of WGCE with other functions have
been obtained in this literature. We also discussed on the conditional WGCE and
WGCKI measure. Finally, we proposed an estimator of WGCE by using empirical
approach and studied numerical results of WGCE in lifetimes data. Further, it has
shown that the empirical measure of WGCE converges to normal distribution, when
a random sample is taken from continuous distribution.
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