Define a sequence (s n ) of two-variable words in variables x, y as follows:
Introduction
It is well known that a finite group G is nilpotent if and only if e n is a law in G for all sufficiently large integers n, where the words e n in the free group on x, y are defined inductively by e 0 (x, y) = x, e n+1 = [e n (x, y), y] for n 0 (see for example [?, 12. 3.4 on p. 358]). In [?] a sequence v n of words in two variables was given with the property that a finite group G is soluble if and only if v n is a law in G for all sufficiently large integers n. However the sequence (v n ) does not have a simple recursive definition like that of the sequence (e n ): it depends on an enumeration of the elements of a subgroup of the free group, and there is no easily described relationship between its consecutive terms. It was shown in [?] that this deficiency can be partly remedied at the cost of allowing four variables instead of two. Further progress on sequences of laws in two variables which characterize finite soluble groups was made in [?] and the preprint [?] . Here we prove the following result.
Theorem A Define the sequence s n of laws in two variables x, y by s 0 = x, s n+1 (x, y) = [s n (x, y) −y , s n (x, y)] for all n 0.
Then a finite group G is soluble if and only if s n is a law in G for all sufficiently large integers n.
Our notation for conjugates and commutators is as follows:
In [?], a somewhat more complicated recursively defined sequence is given that characterizes finite soluble groups: its properties are established as a consequence of Thompson's classification [?] of the minimal simple groups, together with a fixed-point theorem whose proof depends on deep results in algebraic geometry and a substantial amount of computation. Our proof depends on the classification of the minimal simple groups, but it is otherwise self-contained.
Since the values of s n in a group G evidently lie in the nth term of the derived series for G, soluble groups of derived length n 0 satisfy the law s n for all n n 0 . To prove the converse, one considers a minimal counter-example: such a group is a minimal simple group. For each element u of a group G define the map
. Thus the images of an element w of G under the powers of the map θ u are just the terms of the sequence (s n (w, u)) n 1 . Hence Theorem A is an immediate consequence of the following result.
Theorem B Every minimal simple group S has an involution u and a non-empty subset X with θ u (X) ⊆ X and 1 ∈ X.
Thompson's classification of the minimal simple groups implies that the minimal simple groups are to be found among the groups L 2 (q) with q a prime power such that q 5, the Suzuki groups Sz(q) with q = 2 2m+1 8, together with the group L 3 (3). Sections 2 and 3 are dedicated to groups SL 2 (F ) and Suzuki groups respectively: they contain results giving immediately the assertion of Theorem B for groups of types L 2 (q) and Sz(q). The case of L 3 (3) ∼ = SL 3 (3) is easy and we deal with it here. Let u, w be the matrices in SL 3 (3) given below: 
Groups of type SL (F )
In order to prove Theorem B for groups S ∼ = L 2 (q) it is sufficient to work with groups SL 2 (F ) with F finite of order at least 5 and to find an element u ∈ SL 2 (F ) and a subset X of SL 2 (F ) with u 2 = ±1, θ u (X) ⊆ X and ±1 ∈ X. Let F be an arbitrary field and fix the element
Easy calculations show that
and so since
From above we have
Now we observe that
and thus we find that
has a non-empty subset X such that θ u (X) ⊆ X and such that 1 ∈ X.
Proof . Let
¿From above we have
Define X to be the set of matrices w such that 0 ∈ {a + d, b + c, a + b + c + d}. It follows that θ u (X) ⊆ X and clearly the identity matrix is not in X. For µ / ∈ {0, 1} we have
The result follows.
Proof . Write F * for the multiplicative group of
However if Q = F * then F clearly contains either Q or a field of order p 2 for some prime p > 2; thus SL 2 (F ) contains either or SL 2 (Q) or a group SL 2 (p 2 ). Therefore in the proof below we may assume that Q = F * .
We use the same notation as above for the entries of a matrix w ∈ SL 2 (F ) and of its image θ u (w), and we write ∆ = (a − d) 2 + (b + c) 2 . Let X be the set of matrices w such that a + d = 0, b − c = 0 and −2∆ ∈ N . We proceed to show that θ u (X) ⊆ X.
Suppose that w ∈ X. Since a + d, b − c and ∆ are all non-zero, B − C is also non-zero.
(−2∆) = 4 and A + D is non-zero. Now note that if ∆ + 2 = 0, then −2∆ = 4 ∈ Q, a contradiction. So ∆ + 2 = 0 and hence
Thus we have now shown that θ u (X) ⊆ X. Clearly ±1 / ∈ X.
To complete the proof, we must show that X is non-empty whenever |F | > 3. If −2 ∈ N then we have 1 0 1 1 ∈ X.
In particular, if |F | = 5 then −2 ∈ N and X = ∅. Suppose then that −2 ∈ Q, so that |F | 7. We shall consider
where µ 2 / ∈ {0, ±1} and λ = 0. Since |F | 7 there is an element µ with the required properties. The conditions on µ and λ guarantee that both a + d = µ + µ −1 and b − c = −λ(µ − µ −1 ) are non-zero. We then find that
and so the requirement (for w ∈ X) that this be in N is equivalent to −2(λ 2 + 1) ∈ N , or to λ 2 + 1 ∈ N , since −2 ∈ Q. Suppose that there is no λ with this property; then for all λ ∈ F * we have λ 2 + 1 ∈ Q ∪ {0}, and so for all λ 1 , λ 2 ∈ F we have λ
. This implies that −1 = (−2) + 1 ∈ Q, so that there is an element i with i 2 = −1, and that for each x ∈ F * we have
This is a contradiction to the assumption that Q = F * and the result follows.
3 The case G ∼ = Sz(q)
We begin by recalling the definition of the Suzuki groups and explaining our notation for some of its elements. Let m be a positive integer, write q = 2 2m+1 and s = √ 2q = 2 m+1 , and let F = F q . For λ ∈ F , the maps λ → λ s and λ → λ 2 are automorphisms of F . Moreover, we have λ s 2 = λ 2 for all λ ∈ F . For a, b ∈ F , we define
The set H of elements T (a, b) is a group of order q 2 with multiplication given by
For k ∈ F * we define
The set D of elements D(k) is a group of order q − 1 and we have D(k) Clearly D, z is a dihedral group. Let G = L, z . Then each element of G \ L can be written uniquely in the form h 1 dzh 2 with h 1 , h 2 ∈ H, d ∈ D, and so |G| = q 2 (q−1)(q 2 +1). The group G is isomorphic to the Suzuki group Sz(q): this is the description given by Suzuki [?, p. 133], but with slightly different notation.
Theorem 3.1. For all q 8 the group Sz(q) has an involution u and a non-empty subset X with θ u (X) ⊆ X and 1 ∈ X.
Proof . We begin by defining the element u and the set X. 
Then u is an involution in H and C
(ii) Y 2 consists of the matrices in G of trace 0, and
Clearly 1 ∈ X. We also observe immediately that X is non-empty. Indeed, choose b / ∈ {0, 1}, and consider the matrix
Thus x / ∈ Y 1 = L, and x has trace b s , so that x / ∈ Y 2 . Finally, we calculate that the (1, 3)-entry of (ux) 2 is b + 1 = 0, so that x / ∈ Y 3 . Therefore x ∈ X.
We shall prove that θ u (X) ⊆ X by showing that
We begin by making a reduction, using the fact that each of the sets Y 1 , Y 2 and Y 3 is invariant under conjugation by the elements of H = C G (u). Clearly we may restrict attention to elements w not in Y 1 = L; each such element w is in HDzH and so can be written in the formw h withw ∈ HDz. The invariance of each Y i under H and the fact that θ u (w h ) = (θ u (w)) h (since h ∈ H = C G (u)) show that w ∈ Y if and only ifw ∈ Y and that θ u (w) ∈ Y 2 ∪ Y 3 if and only if θ u (w) ∈ Y 2 ∪ Y 3 . Therefore it is sufficient to prove that
Letw be an element of HDz such that θ u (w) ∈ Y . Writew = T (a, b)D(k)z where a, b, k ∈ F and k = 0, and write θ u (w) = M = (M ij ). 
where
The proof of the lemma is a routine but tedious calculation which can be carried out either by hand or using one of the standard computer algebra packages such as Magma [?].
We proceed now to prove the assertion ( * ).
Here we have M 12 = M 13 = M 14 = 0, and hence Considering the three corresponding equations for entries of M , and dividing by k s+2 , k 2s+4 , k 2s+4 , we obtain the equations Multiplying Equation (1) Next suppose that b = 1 and a = 0. Then (1) gives a s (a + k −1 ) = 0 and so we have a = k −1 . Equation (3) yields that a s+1 + 1 = 0 and hence a = a s 2 −1 = (a s+1 ) s−1 = 1.
Suppose that a = 1. We note that for all β ∈ F , κ ∈ F * the matrix T (1, β)D(κ)z has diagonal entries 0, 0, κ s/2 , κ s/2+1 (β + β s + 1) and hence trace κ s/2 (1 + κ(β + β s + 1)). Thus when a = 1, Equation (1) This concludes the proof of Theorem 3.1.
