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1. Introduction
The aim of this paper is to determine fusion rules among simple modules for the vertex operator
algebra F+ arising from symplectic fermions.
A fusion rule is deﬁned to be the dimension of the space of intertwining operators among three
modules for a vertex operator algebra V . Intertwining operators are introduced in [6] and they are
naturally 3-point conformal blocks over the projective line associated with V -modules on which the
operator L0 acts semisimply [19].
Determining fusion rules is a fundamental problem in representation theory of vertex operator al-
gebras and conformal ﬁeld theory. If a vertex operator algebra is rational and satisﬁes Zhu’s ﬁniteness
condition, fusion rules can be determined by means of the Verlinde formula [8,9,16].
The vertex operator algebra F+ which we study in this paper is the even part of the symplectic
fermionic vertex operator superalgebra which is constructed from a 2d-dimensional symplectic vector
space [2]. It is also shown in [2] that F+ satisﬁes Zhu’s ﬁniteness condition but is not rational, and
that the number of simple modules is four, which is independent of d.
As we mentioned above, since F+ is not rational, we cannot use the Verlinde formula to calculate
fusion rules. In order to determine fusion rules, we ﬁrst restrict our attention to the case d = 1
(we denote F+ for d = 1 by T+). In this case it suﬃces to calculate the fusion rules for 10 triples
(see (5.1)) with the aid of the dualities of fusion rules and some general results. For each cases we
determine fusion rules by using the notion of Frenkel–Zhu bimodules introduced in [7]. Frenkel–Zhu
bimodules are quotient spaces of modules for a vertex operator algebra together with the left and
right actions of Zhu’s algebra. However, we should be careful when we apply the Frenkel–Zhu theory
to our vertex operator algebra since [7] is not precisely correct in irrational case. As is known in [11],
we only use Frenkel–Zhu bimodules to get the upper bounds of fusion rules. For this purpose we seek
generators of Frenkel–Zhu bimodules of simple T+-modules and show that Frenkel–Zhu bimodules
are generated by the images of the lowest weight spaces of simple modules. By picking out some
relations from Frenkel–Zhu bimodules we can show that the upper bounds are zero or one. Moreover
in the each case that the upper bound is one, we give a non-trivial intertwining operator to show
that the fusion rule is exactly one. It is well known that the vertex operator algebra T+ is isomorphic
to the triplet algebra Wp for p = 2. For triplet algebra Wp , fusion rules are determined in [15] by a
different method.
The fusion algebra of T+ is a free Z-module generated by all inequivalent simple T+-modules
with the multiplication deﬁned by
M × N =
∑
L: simple
dimC IT+
(
L
M N
)
L
where dimC IT+
( L
M N
)
is a fusion rule. Fusion rules for simple T+-modules yield that the fusion alge-
bra of T+ is isomorphic to the group algebra of the Klein four group Z/2Z×Z/2Z over Z.
For the case d > 1 we use the fact that (T+)⊗d is a vertex operator subalgebra of F+ but does not
share the Virasoro element with F+ . Then it follows that every simple F+-module decomposes into a
direct sum of tensor products of simple T+-modules as a (T+)⊗d-module. Then by the results in [3],
we obtain our main result: The fusion algebra for d > 1 is isomorphic to the one for d = 1.
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structed. Such modules are called logarithmic modules. To calculate the dimensions of the spaces of
3-point conformal blocks associated with logarithmic modules, we have to consider logarithmic in-
tertwining operators [13,4]. Fusion rules involving logarithmic modules will be studied forthcoming
papers.
The organization of this paper is described as follows. In Section 2 we recall basics about ver-
tex operator algebras, intertwining operators and Frenkel–Zhu bimodules. In Section 3 we introduce
the symplectic fermionic vertex operator superalgebra F and recall simple F+-modules. In Section 4
we determine generators of Frenkel–Zhu bimodules of simple F+-modules for the case d = 1. Final
section is devoted to determine fusion rules among simple modules for d = 1 and then d > 1. In
Appendix A we give a formula of a determinant used in Section 4.
2. Preliminaries
2.1. Vertex operator algebras and their modules
Deﬁnition 2.1. A quartet (V , Y ,ω, |0〉) is called a vertex operator algebra if it satisﬁes the following
conditions:
(1) The vector space V is N-graded V =⊕∞n=0 Vn such that dimC Vn < ∞ for all non-negative inte-
gers n. Any element a of Vn is called a homogeneous element of weight n; we denote |a| = n for
any v ∈ Vn .
(2) The elements |0〉 ∈ V0 and ω ∈ V2 are called the vacuum and the Virasoro element, respectively.
(3) There is a linear map Y (−, z) : V → End V [[z, z−1]] (v → Y (a, z) = ∑n∈Z a(n)z−n−1) satisfying
a(n)Vm ⊂ Vm+|a|−n−1 for all non-negative integers m such that |0〉(−1) = idV , |0〉(n) = 0(n 
= −1),
and a(−1)|0〉 = a, a(n)|0〉 = 0 (n > −1) for all a ∈ V . The Ln = ω(n+1)(n ∈ Z) and |0〉(−1) = idV give
rise to a module structure for the Virasoro algebra on V with central charge cV ∈ C, and L0 is a
grading operator, that is, L0v = nv for any v ∈ Vn .
(4) (L−1a)(n) = −na(n−1) for all a ∈ V and integers n.
(5) Let a1,a2 ∈ V and m,n ∈ Z. Then the commutator formula holds
[
a1(m),a
2
(n)
]= ∞∑
j=0
(
m
j
)(
a1( j)a
2)
(m+n− j).
(6) Let a1,a2 ∈ V and m,n ∈ Z. Then the associativity formula holds
(
a1(m)a
2)
(n) =
∞∑
j=0
(−1) j
(
m
j
)(
a1(m− j)a
2
(n+ j) − (−1)ma2(m+n− j)a1( j)
)
.
Next we shall recall from [14] and [12] the notions of modules for vertex operator algebras.
Let V be a vertex operator algebra and let g be the associated current Lie algebra. Recall from [12]
that U(g) is the current algebra and Id (d ∈ Z) is the degreewise completion of a ﬁltration on the
universal enveloping algebra U (g) of g (see [12,14]).
A weak V -module is deﬁned to be a U(g)-module and a V -module is a ﬁnitely generated
U(g)-module M with following properties: For any u ∈ M there exists an integer d such that Idu = 0
and that for any u ∈ M the vector space linearly spanned by vectors
a1
(|a1|−1+n1)a
2
(|a2|−1+n2) · · ·a
s
(|as|−1+ns)u
(∀ai ∈ V , n1 + n2 + · · · + ns  0)
is ﬁnite-dimensional.
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linearly spanned by elements of the form a(−2)b. If the quotient space V /C2(V ) is ﬁnite-dimensional
we say that V satisﬁes Zhu’s ﬁniteness condition.
Proposition 2.3. (See [14, Corollary 3.2.8].) Let V be a vertex operator algebra and let M be a V -module. Then
M =⊕r∈C M(r) where M(r) = {m ∈ M | (L0 − r)nm = 0 for a positive integer n}. If V satisﬁes Zhu’s ﬁniteness
condition then dimC M(r) < ∞ for any complex number r.
It is not diﬃcult to show the following proposition.
Proposition 2.4. Let M be a simple V -module. Then there exists a complex number r such that M =⊕
n∈N Mr+n,Mr 
= 0, where Mr+n = {m ∈ M | (L0 − r − n)m = 0}. Moreover, dimC Mr+n < ∞ (n ∈ N) if
V satisﬁes Zhu’s ﬁniteness condition.
Remark 2.5. Let V be a vertex operator algebra satisfying Zhu’s ﬁniteness condition and M be a
V -module. Then we can deﬁne the contragredient module D(M) of M . It is shown that D(D(M)) is
isomorphic to M (see e.g. [14, Proposition 4.2.1]).
2.2. Intertwining operators
Let V be a vertex operator algebra and let L, M , N be weak V -modules. An intertwining operator
of type
( N
L M
)
is a linear map
I(−, z) : L → HomC(M,N){z}, u → I(u, z) =
∑
α∈C
u(α)z
−α−1
satisfying the following conditions:
(i) For any u ∈ L, v ∈ M and a complex number α, there exists a non-negative integer m such that
u(α+n)v = 0 for all nm.
(ii) For any u ∈ L, we have
I(L−1u, z) = d
dz
I(u, z).
(iii) For any a ∈ V , u1 ∈ L, u2 ∈ M , α ∈C, and p,q ∈ Z, we have
∞∑
i=0
(
p
i
)
(a(q+i)u1)(α+p−i)u2
=
∞∑
i=0
(−1)i
(
q
i
)(
a(p+q−i)(u1)(α+i)u2 − (−1)q(u1)(α+q−i)a(p+i)u2
)
.
We denote the space of all intertwining operators of type
( N
L M
)
by IV
( N
L M
)
and call dimC IV
( N
L M
)
the fusion rule of type
( N
L M
)
.
Fusion rules have obvious symmetries:
Proposition 2.6. (See [6, Proposition 5.5.2].) Let V be a vertex operator algebra satisfying Zhu’s ﬁniteness
condition and let L, M, N be V -modules. Then there exist canonical vector space isomorphisms
IV
(
N
L M
)
∼= IV
(
N
M L
)
∼= IV
(
D(M)
L D(N)
)
.
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Proposition 2.7. (Cf. [19, Proposition 7.4].) Let V be a vertex operator algebra and let M, N be simple
V -modules. Then
dimC IV
(
N
V M
)
=
{
1, M ∼= N,
0, M  N.
Proposition 2.8. (See [3, Proposition 2.9].) Let V be a vertex operator algebra and let L, M, N be V -modules.
Suppose that L and M are simple V -modules. Let U be a vertex operator subalgebra of V with the same
Virasoro element and let L′ and M ′ be simple U-submodules of L and M, respectively. Then we have
dimC IV
(
N
L M
)
 dimC IU
(
N
L′ M ′
)
.
Theorem 2.9. (See [3, Theorem 2.10].) Let V 1 and V 2 be vertex operator algebras and let L1 , M1 , N1 be
V 1-modules and let L2 , M2 , N2 be V 2-modules. Suppose that
dimC IV 1
(
N1
L1 M1
)
< ∞ or dimC IV 2
(
N2
L2 M2
)
< ∞.
Then there exists an isomorphism
IV 1
(
N1
L1 M1
)
⊗ IV 2
(
N2
L2 M2
)
∼= IV 1⊗V 2
(
N1 ⊗ N2
L1 ⊗ L2 M1 ⊗ M2
)
.
2.3. Frenkel–Zhu bimodules
In this subsection we recall the notion of Frenkel–Zhu bimodules.
Let V be a vertex operator algebra and let M be a V -module. Let O (M) be the vector subspace
linearly spanned by
a ◦ u =
∞∑
i=0
(|a|
i
)
a(i−2)u
for all homogeneous a ∈ V and u ∈ M . We set A(M) = M/O (M) and deﬁne the bilinear operation
∗ : V × M → M
a ∗ u =
∞∑
i=0
(|a|
i
)
a(i−1)u
for any a ∈ V and u ∈ M .
It is shown in [20] that the bilinear operation ∗ induces a structure of an associative algebra, called
Zhu’s algebra, on A(V ) with the unity [|0〉] = |0〉 + O (V ) and a central element [ω] = ω + O (V ).
Let Ω(M) be the vector space consisting of elements in M which satisfy
a(|a|−1+n)u = 0
for all a ∈ V and positive integers n. Then Ω(M) is canonically a left A(V )-module with the action
o(a)u := a(|a|−1)u.
44 T. Abe, Y. Arike / Journal of Algebra 373 (2013) 39–64Theorem 2.10. (See [20, Theorem 2.2.2].) The functor Ω gives rise to a bijection between the complete set of
inequivalent simple V -modules and that of inequivalent simple A(V )-modules.
It is shown in [7, Theorem 1.5.1] that A(M) is an A(V )-bimodule with the above left operation ∗
and the right operation given by
u ∗ a =
∞∑
i=0
(|a| − 1
i
)
a(i−1)u.
Then we have:
Lemma 2.11. (See [1, Lemma 3.5].) Let M be a weak V -module. Then
L−1u ≡ ω ∗ u − u ∗ω − |u|u mod O (M)
for any L0-eigenvector u ∈ M of eigenvalue |u|.
It is well known that a simple V -module M decomposes into L0-eigenspaces M =⊕∞n=0 Mr+n ,
Mr 
= {0} with complex number r. This complex number r is called a conformal weight of the simple
module M .
The importance of A(V )-bimodules for determining fusion rules is explained by the following
theorem.
Theorem 2.12. (See [7, Theorem 1.5.2], [11, Proposition 2.10].) Let V be a vertex operator algebra. Let L, M
and N be simple V -modules with conformal weights r1 , r2 and r3 , respectively. Then there is an injective linear
map
IV
(
N
L M
)
→ (Ω(N))∗ ⊗A(V ) A(L) ⊗A(V ) Ω(M), (2.1)
where (Ω(N))∗ = HomC(Ω(N),C) is viewed as a right A(V )-module in a natural way.
We call the right-hand side of (2.1) the contraction of (Ω(N))∗ , A(L) and Ω(M) and hereafter we
denote it by (Ω(N))∗ · A(L) · Ω(M). As an immediate consequence we have
dimC IV
(
N
L M
)
 dimC
(
Ω(N)
)∗ · A(L) · Ω(M).
3. The vertex operator algebra F+ and their simple modules
3.1. The symplectic fermionic vertex operator superalgebra F
In this subsection we recall from [2] the construction of the symplectic fermionic vertex operator
superalgebra (similar construction can be found in [5] and [10]).
Let h be a 2d-dimensional vector space over C with a non-degenerate skew-symmetric bilinear
form 〈 , 〉. Let {ei, f i | i = 1, . . . ,d} be a basis of h such that
〈
ei, e j
〉= 〈 f i, f j 〉= 0 and 〈ei, f j 〉= −δi j
for all 1 i, j  d. There is a Lie superalgebra structure on the aﬃnization on h, i.e., hˆ= h⊗C[t, t−1]⊕
CK with even part CK , odd part h⊗C[t, t−1]. The supercommutation relations
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h1 ⊗ tm,h2 ⊗ tn]+ =m〈h1,h2〉δm+n,0K (h1,h2 ∈ h, m,n ∈ Z),
[K , hˆ] = 0.
Let C+ be a one-dimensional module of the Lie supersubalgebra hˆ+ = h⊗C[t]⊕CK of hˆ on which
h⊗C[t] acts trivially and K acts as 1. We denote by F the induced module Indhˆ
hˆ+
C+ . It is immediate
that F is isomorphic to the exterior algebra
∧
(hˆ−) as vector spaces where hˆ− = h⊗ t−1C[t−1].
We denote by h(n) the action of h ⊗ tn on F for any h ∈ h and n ∈ Z. Then any vector in F is a
linear combination of the vector |0〉 = 1⊗ 1 and the vectors of the form
v = h1(−n1) · · ·hr(−nr)|0〉
(
h1, . . . ,hr ∈ h, n1, . . . ,nr ∈ Z>0
)
. (3.1)
Let F+ and F− be the subspaces of F linearly spanned by vectors (3.1) for even r and odd r,
respectively. As shown in [2] the hˆ-module F becomes a simple vertex operator superalgebra with
the even part F+ and the odd part F− . The vertex operator Y (v, z) associated with a vector v of the
form (3.1) is
Y (v, z) = ◦◦∂(n1−1)h1(z) · · · ∂(nr−1)hr(z)◦◦
where
h(z) =
∑
n∈Z
h(n)z
−n−1 (h ∈ h), ∂(k) = 1
k!
(
d
dz
)k
,
and the normal ordering procedure ◦◦−◦◦ is deﬁned as
◦◦h
1
(m1)
· · ·hr(mr)◦◦ =
{
h1(m1)
◦◦h2(m2) · · ·hr(mr)◦◦ ifm1 < 0,
(−1)r−1 ◦◦h2(m2) · · ·hr(mr)◦◦ h1(m1) ifm1  0,
recursively for all hi ∈ h and mi ∈ Z. The vacuum vector is |0〉 and
ω =
d∑
i=1
ei(−1) f
i
(−1)|0〉
is a conformal vector of central charge −2d. Set Y (ω, z) =∑n∈Z Lnz−n−2. Then [L0,h(−n)] = nh(−n)
for all h ∈ h and integers n (see [2]). It is not diﬃcult to see that an element of the form (3.1) has
weight n1 + · · · + nr . Hence F0 =C|0〉 and F1 = 〈h(−1)|0〉 | h ∈ h〉C ∼= h so that we can identify h with
F1 by the correspondence h → h(−1)|0〉 for any h ∈ h. We call the vertex operator superalgebra F the
symplectic fermionic vertex operator superalgebra.
3.2. Twisted F-modules
The vertex operator superalgebra F has the automorphism θ deﬁned by θ(u) = ±u for u ∈ F± ,
respectively. In this subsection we will construct a θ -twisted module of the vertex operator superal-
gebra F following [2] (see also [17]). This construction is resemble to the one of twisted modules for
the Heisenberg vertex operator algebra.
Let hˆθ = h ⊗ t 12C[t, t−1] ⊕ CK . Then hˆθ is a Lie superalgebra with even part CK and odd part
h⊗ t 12C[t, t−1]. Its supercommutation relations are given by
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h1 ⊗ tm,h2 ⊗ tn]+ =m〈h1,h2〉δm+n,0K
(
h1,h2 ∈ h, m,n ∈ 1
2
+Z
)
,
[K , hˆθ ] = 0.
Let C|θ〉 be a one-dimensional module for the subalgebra hˆ+θ = h ⊗ t
1
2C[t] ⊕ CK of hˆθ deﬁned
by hˆ+θ |θ〉 = 0 and K |θ〉 = |θ〉. Then we obtain an induced hˆθ -module Ft = Indhˆθhˆ+θ C|θ〉. By abuse of a
notation, but for short, we denote the action of h ⊗ tn (h ∈ h, n ∈ 12 +Z) on Ft by h(n) and introduce
a ﬁeld h(z) =∑n∈ 12+Z h(n)z−n−1 on Ft .
We deﬁne a ﬁeld W (v, z) associated with a vector v of the type (3.1) by
W (v, z) = ◦◦∂(n1−1)h1(z) · · · ∂(nr−1)hr(z)◦◦,
where the normal ordering procedure ◦◦−◦◦ is deﬁned as
◦◦h
1
(m1)
· · ·hr(mr)◦◦ =
{
h1(m1)
◦◦h2(m2) · · ·hr(mr)◦◦ ifm1 < 0,
(−1)r−1 ◦◦h2(m2) · · ·hr(mr)◦◦ h1(m1) ifm1 > 0
for any hi ∈ h and mi ∈ 12 +Z, recursively.
Let cmn be the rational numbers deﬁned by
∑
m,n∈Z0
cmnx
m yn = − log
(
(1+ x) 12 + (1+ y) 12
2
)
,
and set
(z) =
∑
m,n0
d∑
i=1
cmne
i
(m) f
i
(n)z
−m−n.
Let us deﬁne a ﬁled Y θ (v, z) by Y θ (v, z) = W (e(z)v, z) for any v ∈ F. Then the pair (Ft , Y θ (−, z))
gives rise to a θ -twisted F-module (see [18] for the deﬁnition of twisted modules).
The conformal weight of Ft with respect to the operator L0 = ω(1) is − 18 and we have
Ft =
∞⊕
n=0
Ft,− 18+ n2 .
It is obvious that Ft,− 18 =C|θ〉 and Ft, 38 = 〈h(− 12 )|θ〉 | h ∈ h〉C . Furthermore, we see that Ft is a simple
θ -twisted module.
Remark 3.1. The even part F+t and the odd part F−t of Ft are respectively spanned by elements of
the form
h1(−n ) · · ·hr(−n )|θ〉1 r
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F+t =
∞⊕
n=0
Ft,− 18+n, F
−
t =
∞⊕
n=0
Ft,n+ 38 .
3.3. Simple F+-modules
It is obvious that the even part F+ of the vertex operator superalgebra F is a vertex operator
algebra of central charge −2d and that the odd part F− is an F+-module. We note that F±t are
F+-modules.
Theorem 3.2. (See [2, Theorem 3.13, Theorem 4.2].)
(i) The even part F+ is a simple vertex operator algebra satisfying Zhu’s ﬁniteness condition.
(ii) Any simple F+-module is isomorphic to one of F± , F±t .
4. Generators of bimodules for A(F+) for d = 1 case
In this section we will ﬁnd generators of bimodules for A(F+) for d = 1. We denote F, Ft , F± and
F±t for d = 1 by T, Tt , T± and T±t , respectively.
4.1. Generators of Zhu’s algebra A(F+)
Let us recall from [2] a set of generators of Zhu’s algebra of F+ . By [2, Corollary 3.8] it follows
that the vertex operator algebra F+ is strongly generated by the Virasoro element ω =∑di=1 ei(−1) f i
and the elements
eij = ei(−1)e j, hij = ei(−1) f j, f i j = f i(−1) f j,
Eij = 1
2
(
ei(−2)e
j + e j(−2)ei
)
,
Hij = 1
2
(
ei(−2) f
j + f j(−2)ei
)
,
F ij = 1
2
(
f i(−2) f
j + f j(−2) f i
)
for 1 i, j  d. Hence, Zhu’s algebra A(F+) is generated by the set
{
eij,hij, f i j, Eij, Hij, F ij
}d
i, j=1
(see [2, Proposition 2.5]). In the case that d = 1 we see that e1,1 = f 1,1 = 0, ω = h11. We set E = E11,
H = H11 and F = F 11. Therefore Zhu’s algebra A(T+) is generated by ω, E , H and F .
4.2. Generators of the A(T+)-bimodule A(T−)
Let us set
U = 〈a1 ∗ a2 ∗ · · · ∗ ar ∗ h ∗ b1 ∗ b2 ∗ · · · ∗ bs ∣∣ ai,b j ∈ T+, h ∈ h〉 .
C
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h1(−n1)h
2
(−n2) · · ·hs(−ns)|0〉, hi ∈ h, ni > 0, s r.
Notice that (T−)(2m+1) = (T−)(2m+2) for non-negative integers m. Then we see that
(
h1(−n1)h
2
(−n2)|0〉
)
(−1)u ≡ h1(−n1)h2(−n2)u mod
(
T−
)(r)
, (4.1)(
h1(−n1)h
2
(−n2)|0〉
)
( j)u ≡ 0 mod
(
T−
)(r)
(4.2)
for all u ∈ (T−)(r) , h1,h2 ∈ h, n1,n2 > 0 and non-negative integers j. Hence we have
(
h1(−n1)h
2
(−n2)|0〉
) ∗ u = ∞∑
i=0
(
n1 + n2
i
)(
h1(−n1)h
2
(−n2)
)
(i−1)u
≡ h1(−n1)h2(−n2)u mod
(
T−
)(r)
(4.3)
for all u ∈ (T−)(r) , h1,h2 ∈ h and n1,n2 > 0.
Proposition 4.1. The A(T+)-bimodule A(T−) is generated by [e] and [ f ].
Proof. We show that U + O (T−) = T− by using induction on r = 2m+ 1 of (T−)(r) .
For any h(−n)|0〉 ∈ (T−)(1) , we have
h(−n)|0〉 = 1
(n − 1)! L
n−1
−1 h.
Then, by Lemma 2.11, we obtain h(−n)|0〉 ∈ U + O (T−).
Let m > 1 and suppose that (T−)(2m+1) ⊂ U + O (T−). Then it follows from (4.1)–(4.3) that
h1(−n1)h
2
(−n2)u ≡
(
h1(−n1)h
2
(−n2)|0〉
) ∗ u mod (T−)(2m+1)
for u ∈ (T−)(2m+1) . Note that (T−)(2m+3) is linearly spanned by vectors of the form φ(−n1)ψ(−n2)u with
u ∈ (T−)(2m+1) . Therefore, by the induction hypothesis and the fact that O (T−) is invariant under the
left and right actions of V with respect to ∗, we have (T−)(2m+1) ⊂ U + O (T−). 
4.3. Generators of A(T+)-bimodules A(T±t )
We set
U+0 =
〈
a1 ∗ · · · ∗ ar ∗ |θ〉 ∗ b1 ∗ · · · ∗ bs ∣∣ ai,b j ∈ T+〉
C
,
U−0 =
〈
a1 ∗ · · · ∗ ar ∗ h
(− 12 )|θ〉 ∗ b
1 ∗ · · · ∗ bs ∣∣ ai,b j ∈ T+, h ∈ h〉
C
.
The main result in this section is:
Proposition 4.2. The A(T+)-bimodule A(T+t ) is generated by [|θ〉] and the A(T+)-bimodule A(T−t ) is gen-
erated by [e
(− 1 )|θ〉] and [ f(− 1 )|θ〉].2 2
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enough to ﬁnd generators of A(Tt) as an A(T+)-bimodule. Before we give a proof of Proposition 4.2
we will prepare several lemmas.
For any non-negative integers r and d, we set
T
(r)
t =
〈
h1(−m1) · · ·hs(−ms)|θ〉
∣∣∣ hi ∈ h, mi ∈ 12 +Z0, 0 s r
〉
C
,
T+t (d) = Tt,d− 18 , T
−
t (d) = Tt,d+ 38 , Tt(d) = T
+
t (d) ⊕ T−t (d),
T
(r,d)
t =
d⊕
k=0
T
(r)
t ∩ Tt(k).
Remark that
T
(r)
t =
∞∑
d=0
T
(r,d)
t
since T(r)t is L0-invariant.
Lemma 4.3.
(1) For 0 p  k − 1 (k 1) and any u ∈ T(r,d)t , we have
(
h1(−p−1)h
2
(−k+p)|0〉
)
(−1)u ≡
(
h1(−p−1)h
2
(−k+p)|0〉
) ∗ u mod T(r+2,d+k)t , (4.4)(
h1(−k−1)h
2)
(0)u ≡
(
h1(−k−1)h
2) ∗ u − u ∗ (h1(−k−1)h2) mod T(r+2,d+k)t . (4.5)
(2) We have
(
h1(−m)h
2
(−n)|0〉
)
(−1)u =
∑
i+ j=−m−n
i, j∈ 12+Z
(−i − 1
m− 1
)(− j − 1
n − 1
)
◦◦h
1
(i)h
2
( j)
◦◦ u, (4.6)
(
h1(−m)h
2
(−n)|0〉
)
(0)u =
∑
i+ j=−m−n+1
i, j∈ 12+Z
(−i − 1
m− 1
)(− j − 1
n − 1
)
◦◦h
1
(i)h
2
( j)
◦◦ u. (4.7)
Proof. (1) Note that (h1(−m)h
2
(−n)|0〉)(i)u ∈ T(r+2,d+m+n−i−1)t for all integers i. Then the fact that
a ∗ u = a(−1)u +
∞∑
i=0
( |a|
i + 1
)
a(i)u,
u ∗ a = a(−1)u +
∞∑
i=0
(|a| − 1
i + 1
)
a(i)u
for any homogeneous a ∈ T+ and u ∈ T+t yields (4.4) and (4.5).
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(
h1(−m)h
2
(−n)|0〉
)
(k) = Resz=0 zkY θ
(
h1(−m)h
2
(−n)|0〉, z
)
= Resz=0 zk
(
W
(
h1(−m)h
2
(−n)|0〉, z
)+ W ((z)h1(−m)h2(−n)|0〉, z))
= Resz=0 zk
(◦◦∂(m−1)h1(z)∂(n−1)h2(z)◦◦ + γ id z−m−n)
for some complex number γ . Then the both identities immediately follow. 
By the lemma, for any 0 p  k − 1 and u ∈ T(r,d)t , one has
(
h1(−p−1)h
2
(−k+p)|0〉
)
(−1)u
=
∑
i+ j=−k−1
i, j∈ 12+Z
(−i − 1
p
)( − j − 1
k − 1− p
)
◦◦h
1
(i)h
2
( j)
◦◦ u
≡
k∑
q=0
(
q − 12
p
)(
k − 1− q + 12
k − 1− p
)
h1
(−q− 12 )
h2
(−k+q− 12 )
u mod T(r,d+k+1)t
=
k∑
q=0
Ak−1p,q
(
−1
2
,
1
2
,−1
2
)
h1
(−q− 12 )
h2
(−k+q− 12 )
u
and
(
h1(−k−1)h
2)
(0)u =
∑
i+ j=−k−1
i, j∈ 12+Z
(−i − 1
k
)
◦◦h
1
(i)h
2
( j)
◦◦ u
≡
k∑
q=0
(
q − 12
k
)
h1
(−q− 12 )
h2
(−k+q− 12 )
u mod T(r,d+k+1)t
=
k∑
q=0
Ak−1k,q
(
−1
2
,
1
2
,−1
2
)
h1
(−q− 12 )
h2
(−k+q− 12 )
u
where we set the matrix Ak(a,b, c) = (Akp,q(a,b, c))0p,qk+1 with
Akp,q(a,b, c) =
{(q+a
p
)(k−q+b
k−p
)
(0 p  k, 0 q k + 1),(q+c
k+1
)
(p = k + 1, 0 q k + 1).
Since the matrix Ak(− 12 , 12 ,− 12 ) is invertible by Lemma A.1, the identities (4.4)–(4.5) imply:
Lemma 4.4. For any k ∈ Z>0 , 0 q k, r ∈ Z0 , h1,h2 ∈ h and u ∈ T(r,d)t , the element h1(−q− 12 )h
2
(−k+q− 12 )
u
is in the subspace T+ ∗ u ∗ T+ + T(r,d+k+1)t + T(r+2,d+k)t .
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+
t (d) ⊂ U+0 for any non-negative integer d  0
by using induction on d.
The case that d = 0 is obvious because T+t (0) = C|θ〉. For d = 1, we have T+t (1) = CL−1|θ〉 ⊂ U0
since L−1|θ〉 = ω ∗ |θ〉 − |θ〉 ∗ω + 18 |θ〉 ∈ U+0 .
Let d > 1 and suppose that T+t (d1) ⊂ U+0 for any d1 < d. Then we see that any element in T+t (d)
is a linear combination of elements of the form
v = h1
(−p− 12 )
h2
(−k+p− 12 )
u
for h1,h2 ∈ h, 1 k d − 1, 0 p  k − 1 and u ∈ T(r−2)t ∩ T+t (d − k − 1) with any r ∈ 2Z>0. Then by
Lemma 4.4 and induction hypothesis, the element v is in T(r−2)t ∩ T+t + U+0 . Now induction on m 1
for r = 2m and above discussion imply that v ∈ U+0 . This proves T+t (d) ⊂ U+0 . 
Proof of Proposition 4.2 for T−t . We also use induction on d. In the case d = 0, we obviously have
T−t (0) =Ce(− 12 )|θ〉 +C f(− 12 )|θ〉 ⊂ U
−
0 . For d = 1, we see that T−t (1) =Ce(− 32 )|θ〉 +C f(− 32 )|θ〉. Since
1
2
h
(− 32 )|θ〉 = L−1h(− 12 )|θ〉 = ω ∗ h(− 12 )|θ〉 − h(− 12 )|θ〉 ∗ω −
3
8
h
(− 12 )|θ〉 ∈ U
−
0
for h = e and f by Proposition 2.6, we have T−t (1) ⊂ U−0 .
Let d > 1 and suppose that T−t (d1) ⊂ U−0 for d1 < d. We see that any element of T−t (d) with length
r  3 is a linear combination of elements of the form
v = h1
(−p− 12 )
h2
(−k+p− 12 )
u
for h1,h2 ∈ h, 1  k  d − 1, 0  p  k − 1 and u ∈ T(r−2)t ∩ T−t (d − k − 1) with r ∈ 1 + 2Z>0. By
Lemma 4.4 and induction hypothesis, the element v belongs to T(r−2,d)t ∩T−t +U−0 . Now induction on
m 1 for r = 2m + 1 yields that v ∈ T(1)t ∩ T−t (d) + U−0 . This proves T−t (d) ⊂ T(1)t ∩ T−t (d) + U−0 .
Now it is enough to prove
T
(1)
t ∩ T−t (d) =Ce(− 12−d)|θ〉 +C f(− 12−d)|θ〉 ⊂ U
−
0 . (4.8)
It follows from (4.4)–(4.5) together with induction hypothesis on d that
(
e(−1−p) f(−d+p+1)|0〉
)
(−1)e(− 12 )|θ〉, (e(−d) f )(0)e(− 12 )|θ〉 ∈ U
−
0
for any 0 p  d − 2.
On the other hand, by (4.6)–(4.7), we have
(
e(−p−1) f(−d+p+1)|0〉
)
(−1)e(− 12 )|θ〉
=
d−1∑
q=1
Ad−2p,q
(
−1
2
,
1
2
,−1
2
)
e
(−q− 12 ) f(−d+q+ 12 )e(− 12 )|θ〉 +
1
2
Ad−2d−1,d
(
−1
2
,
1
2
,−1
2
)
e
(− 12−d)|θ〉
=
d−2∑
q=0
Ad−2p,q+1
(
−1
2
,
1
2
,−1
2
)
e
(−q− 32 ) f(−d+q− 12 )e(− 12 )|θ〉 +
1
2
Ad−2d−1,d
(
−1
2
,
1
2
,−1
2
)
e
(− 12−d)|θ〉,
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(
e(−d) f
)
(0)e(− 12 )|θ〉 =
d−1∑
q=1
Ad−2d−1,q
(
−1
2
,
1
2
,−1
2
)
e
(−q− 12 ) f(−d+q+ 12 )e(− 12 )|θ〉
+ Ad−2d−1,d
(
−1
2
,
1
2
,−1
2
)
1
2
e
(− 12−d)|θ〉
=
d−2∑
q=0
Ad−2d−1,q+1
(
−1
2
,
1
2
,−1
2
)
e
(−q− 32 ) f(−d+q− 12 )e(− 12 )|θ〉
+ Ad−2d−1,d
(
−1
2
,
1
2
,−1
2
)
1
2
e
(− 12−d)|θ〉.
By the deﬁnition of matrices A we see that for 0 p  d − 2 and 0 q d − 2,
Ad−2p,q+1
(
−1
2
,
1
2
,−1
2
)
=
(
q + 12
p
)(
d − 2− q − 12
d − 2− p
)
= Ad−2p,q
(
1
2
,−1
2
,
1
2
)
and
Ad−2d−1,q+1
(
−1
2
,
1
2
,−1
2
)
=
(
q + 12
d − 1
)
= Ad−2d−1,q
(
1
2
,−1
2
,
1
2
)
.
Since Ad−2( 12 ,− 12 , 12 ) is invertible because det Ad−2( 12 ,− 12 , 12 ) = 1 by Lemma A.1, it follows that
e
(−q− 32 ) f(−d+q− 12 )e(− 12 )|θ〉, e(− 12−d)|θ〉 ∈ U
−
0 for any 0 q d − 2.
In the same way we can show that f
(−q− 32 )e(−d+q− 12 ) f(− 12 )|θ〉, f(− 12−d)|θ〉 ∈ U
−
0 for any 0  q 
d − 2. Therefore we have (4.8). 
5. Fusion rules for simple F+-modules
In this section we will ﬁrst determine fusion rules for simple T+-modules. By using this result, we
determine fusion rules for simple F+-modules.
5.1. The case d = 1
In this subsection we shall determine fusion rules for F+ with d = 1, i.e., for T+ . In order to
determine fusion rules for F+ with general d it is enough to consider d = 1 case as we will explain
in the next subsection.
By Proposition 2.7 we have:
Proposition 5.1. The fusion rule of type
( N
T+ M
)
is given by
dimC IT+
(
N
T+ M
)
=
{
1, (M,N) = (T±,T±), (T±t ,T±t ),
0, otherwise.
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culate fusion rules dimC IT+
( N
L M
)
for triples
(L,M,N) = (T−,T−,T−), (T−,T−,T+t ), (T−,T−,T−t ), (T−,T+t ,T+t ), (T−,T+t ,T−t ),(
T−,T−t ,T
−
t
)
,
(
T+t ,T
+
t ,T
+
t
)
,
(
T+t ,T
+
t ,T
−
t
)
,
(
T+t ,T
−
t ,T
−
t
)
,
(
T−t ,T
−
t ,T
−
t
)
. (5.1)
Let us ﬁrst determine fusion rules of type
( N
T− M
)
. For any h ∈ h, we have
ω ∗ h = L−2h + 2L−1h + L0h = 1
2
L2−1h + 2L−1h + h. (5.2)
Applying Lemma 2.11 to (5.2) we obtain
ω ∗ h ≡ 1
2
ω ∗ L−1h − 1
2
(L−1h) ∗ω − L−1h + 2ω ∗ h − 2h ∗ω − 2h mod O
(
T−
)
≡ 1
2
ω ∗ (ω ∗ h − h ∗ω − h) − 1
2
(ω ∗ h − h ∗ω − h) ∗ω − (ω ∗ h − h ∗ω − h)
+ 2ω ∗ h − 2h ∗ω − 2h + h mod O (T−)
= 1
2
(
ω2 ∗ h − 2ω ∗ h ∗ω + h ∗ω2)+ 1
2
(ω ∗ h − h ∗ω),
which implies
1
2
(
ω2 ∗ h − 2ω ∗ h ∗ω + h ∗ω2)− 1
2
(ω ∗ h + h ∗ω) ≡ 0 mod O (T−). (5.3)
For simple F+-modules M and N , we see that
u′ ⊗ [ω]m ∗ [a] ∗ [ω]n ⊗ v = xm ynu′ ⊗ [a] ⊗ v (a ∈ T−, v ∈ Ω(M), u′ ∈ Ω(N)∗)
for non-negative integers m and n where x and y are conformal weights of N and M , respectively.
Then, by (5.3), setting α(x, y) = (x−y)22 − (x+y)2 , we have
α(x, y)u′ ⊗ [h] ⊗ v = 0
for any h ∈ h, u′ ∈ Ω(N)∗ , and v ∈ Ω(M). Recall that A(T−) is generated by e and f as an A(T+)-
module. Therefore we have Ω(N)∗ · A(T−) · Ω(M) = 0 if α(x, y) 
= 0. By direct calculations we get
α(x, y) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−1, M = N = T−,
25
128 , (M,N) = (T−,T+t ),
− 63128 , (M,N) = (T−,T−t ),
1
8 , M = N = T+t ,
0, (M,N) = (T+t ,T−t ),
− 3 , M = N = T−.8 t
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dimC IT+
(
N
T− M
)
= 0 for (M,N) 
= (T+t ,T−t ).
We have a non-trivial intertwining operator of type
( T−t
T− T+t
)
which is obtained as the restriction
of the twisted vertex operator Y θ (−, z) to T− . Hence the fusion rule of type ( T−t
T− T+t
)
is non-zero.
We will prove that this fusion rule is one-dimensional. We need to prove that dimCΩ(T
−
t )
∗ ·
A(T−) · Ω(T+t ) = 1.
Let us consider the exact forms of the actions of E = e(−2)e, F = f(−2) f on Ω(T+t ) and Ω(T−t )∗ ,
respectively. Let {φt,ψt} ⊂ Ω(T−t )∗ be the dual basis with respect to the basis {e(− 12 )|θ〉, f(− 12 )|θ〉} of
Ω(T−t ). Note that
(
h1(−2)h
1)
(2)h
2
(− 12 )
|θ〉 =
∑
i+ j=0
(−i − 1) ◦◦h1(i)h1( j)◦◦ h2(− 12 )|θ〉
= −〈h1,h2〉h2
(− 12 )
|θ〉 (5.4)
for any h1,h2 ∈ h. Thus we have
o(E)e
(− 12 )|θ〉 = 0, o(E) f(− 12 )|θ〉 = e(− 12 )|θ〉,
o(F )e
(− 12 )|θ〉 = − f(− 12 )|θ〉, o(F ) f(− 12 )|θ〉 = 0,
and hence we obtain
φt · o(E) = ψt, φt · o(F ) = 0, (5.5)
ψt · o(E) = 0, ψt · o(F ) = −φt . (5.6)
We further have o(h1(−2)h1)|θ〉 = 0 by the direct calculation (cf. (5.4)). Since we have E ∗ e = F ∗ f = 0,
(5.5) and (5.6) show
ψt ⊗ [e] ⊗ |θ〉 = φt ⊗ [E ∗ e] ⊗ |θ〉 = 0,
φt ⊗ [ f ] ⊗ |θ〉 = −ψt ⊗ [F ∗ f ] ⊗ |θ〉 = 0.
Let us ﬁnd several relations in A(T−). Direct calculations show
(
h1(−2)h
1) ∗ h2 − h2 ∗ (h1(−2)h1)= 4〈h1,h2〉h1(−3)|0〉 + 8〈h1,h2〉h1(−2)|0〉 + 2〈h1,h2〉h1
= 2〈h1,h2〉L2−1h1 + 8〈h1,h2〉L−1h1 + 2〈h1,h2〉h1. (5.7)
Since T+t and T
−
t have conformal weights − 18 and 38 , respectively, Lemma 2.11 and (5.7) imply
u ⊗
[(
h1(−2)h
1) ∗ h2 − h2 ∗ (h1(−2)h1)+ 12
〈
h1,h2
〉
h1
]
⊗ v = 0 (5.8)
for any u′ ∈ Ω(T−t )∗ and v ∈ Ω(T+t ). By (5.8) and (5.5) we obtain
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= φt ⊗ [E ∗ f − f ∗ E] ⊗ |θ〉
= 1
2
φt ⊗ [e] ⊗ |θ〉.
Therefore the vector space Ω(T−t )∗ · A(T−) · Ω(T+t ) is spanned by the element φt ⊗ [e] ⊗ |θ〉, which
yields that the fusion rule of type
( T−t
T− T+t
)
is equal to one.
Summarizing we have:
Proposition 5.2. For any triple (T−,M,N) in (5.1) with L = T− , we have
dimC IT+
(
N
T− M
)
=
{
1, (M,N) = (T+t ,T−t ),
0, otherwise.
To complete the list (5.1) we will prove the following proposition.
Proposition 5.3.
(1) For (M,N) = (T+t ,T+t ), (T+t ,T−t ), (T−t ,T−t ), we have
dimC IT+
(
N
T+t M
)
= 0.
(2) We have
dimC I
+
T
(
T−t
T−t T
−
t
)
= 0.
Proof. (1) Recall from Proposition 4.2 that A(T+t ) is generated by [|θ〉] as an A(+)-module. Therefore
it is enough to show ϕ ⊗ [|θ〉] ⊗ u = 0 for all ϕ ∈ Ω(N)∗ and u ∈ Ω(M). Since
L−1|θ〉 = e(− 12 ) f(− 12 )|θ〉,
L−2|θ〉 = e(− 12 ) f(− 32 )|θ〉 + e(− 32 ) f(− 12 )|θ〉,
we obtain
L−2|θ〉 = 2L2−1|θ〉.
Note that
|θ〉 ∗ω = L−2|θ〉 + L−1|θ〉 = 2L2−1|θ〉 + L−1|θ〉.
Let us set
β(x, y) = y − 2
(
x− y − 7
8
)(
x− y + 1
8
)
−
(
x− y + 1
8
)
.
Then by Lemma 2.11, for simple T+-modules M and N , we have
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where x and y are conformal weights of N and M , respectively. It is not diﬃcult to see that
β(x, y) =
⎧⎪⎪⎨
⎪⎪⎩
− 932 , (M,N) = (T+t ,T−t ), (x, y) = ( 38 ,− 18 ),
− 132 , M = N = T+t , (x, y) = (− 18 ,− 18 ),
15
32 , M = N = T−t , (x, y) = ( 38 , 38 ).
(5.10)
Hence it follows from (5.9) and (5.10) that ϕ⊗[|θ〉]⊗u = 0 for all ϕ ∈ Ω(N)∗ and u ∈ Ω(M). Therefore
we have shown (1).
(2) By Proposition 4.2, that is, the A(T+) bimodule A(T−t ) is generated by [e(− 12 )|θ〉] and
[ f
(− 12 )|θ〉], we prove ϕ⊗[h(− 12 )|θ〉]⊗u = 0 (h = e, f ) for all ϕ ∈ Ω(T
−
t )
∗ and u ∈ Ω(T−t ). To prove this
we need identities which can be veriﬁed by direct calculations. Recall that H = 12 (e(−2) f − f(−2)e).
Then we have
H ∗ h
(− 12 )|θ〉 −
(
h
(− 12 )|θ〉
) ∗ H = H(0)h(− 12 )|θ〉 + 2H(1)h(− 12 )|θ〉 + H(2)h(− 12 )|θ〉, (5.11)
H(0)h(− 12 )|θ〉 =
1
2
f
(− 32 )e(− 12 )h(− 12 )|θ〉 −
1
2
e
(− 32 )h(− 12 ) f(− 12 )|θ〉
+ 3
4
〈 f ,h〉e
(− 52 )|θ〉 +
3
4
〈e,h〉 f
(− 52 )|θ〉, (5.12)
H(1)h(− 12 )|θ〉 =
1
2
〈 f ,h〉e
(− 32 )|θ〉 +
1
2
〈e,h〉 f
(− 32 )|θ〉, (5.13)
H(2)h(− 12 )|θ〉 =
1
4
〈 f ,h〉e
(− 12 )|θ〉 +
1
4
〈e,h〉 f
(− 12 )|θ〉, (5.14)(
h
(− 12 )|θ〉
) ∗ω = L−2h(− 12 )|θ〉 + L−1h(− 12 )|θ〉. (5.15)
We also have
L−1h(− 12 )|θ〉 =
1
2
h
(− 32 )|θ〉, (5.16)
L2−1h(− 12 )|θ〉 =
3
4
h
(− 52 )|θ〉 +
1
2
h
(− 32 )e(− 12 ) f(− 12 )|θ〉, (5.17)
L−2h(− 12 )|θ〉 =
1
2
h
(− 52 )|θ〉 − f(− 32 )e(− 12 )h(− 12 )|θ〉 − e(− 32 )h(− 12 ) f(− 12 )|θ〉 (5.18)
for h = e, f .
On the one hand, we have by (5.11)–(5.15) that
4
3
(
H ∗ e
(− 12 )|θ〉 −
(
e
(− 12 )|θ〉
) ∗ H)− (e
(− 12 )|θ〉
) ∗ω
= −2
3
e
(− 32 )e(− 12 ) f(− 12 )|θ〉 + e(− 52 )|θ〉 +
4
3
e
(− 32 )|θ〉 +
1
3
e
(− 12 )|θ〉
− L−2e(− 12 )|θ〉 − L−1e(− 12 )|θ〉. (5.19)
On the other hand, from (5.16)–(5.17) the right-hand side of (5.19) becomes
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3
e
(− 32 )e(− 12 ) f(− 12 )|θ〉 + e(− 52 )|θ〉 +
4
3
e
(− 32 )|θ〉 +
1
3
e
(− 12 )|θ〉
− 1
2
e
(− 52 )|θ〉 + e(− 32 )e(− 12 ) f(− 12 )|θ〉 − L−1e(− 12 )|θ〉
= 2
3
L2−1e(− 12 )|θ〉 +
5
3
L−1e(− 12 )|θ〉 +
1
3
e
(− 12 )|θ〉.
Hence we have
4
3
(
H ∗ e
(− 12 )|θ〉 −
(
e
(− 12 )|θ〉
) ∗ H)− (e
(− 12 )|θ〉
) ∗ω
− 2
3
L2−1e(− 12 )|θ〉 −
5
3
L−1e(− 12 )|θ〉 −
1
3
e
(− 12 )|θ〉 = 0. (5.20)
Changing (e, f ) by (− f , e) in the above discussion we obtain the identity
4
3
(
H ∗ f
(− 12 )|θ〉 −
(
f
(− 12 )|θ〉
) ∗ H)+ ( f
(− 12 )|θ〉
) ∗ω
+ 2
3
L2−1 f(− 12 )|θ〉 +
5
3
L−1 f(− 12 )|θ〉 +
1
3
f
(− 12 )|θ〉 = 0. (5.21)
Note that
φt · o(H) = 1
4
φt, ψt · o(H) = −1
4
ψt
by (5.14). Then, by (5.20), Lemma 2.11 and (5.14), we see that
{
γ1
(
1
4
,
1
4
)
− γ2
(
3
8
,
3
8
)}
φt ⊗
[
e
(− 12 )|θ〉
]⊗ e
(− 12 )|θ〉 = 0, (5.22){
γ1
(
1
4
,−1
4
)
− γ2
(
3
8
,
3
8
)}
φt ⊗
[
e
(− 12 )|θ〉
]⊗ f
(− 12 )|θ〉 = 0, (5.23){
γ1
(
−1
4
,
1
4
)
− γ2
(
3
8
,
3
8
)}
ψt ⊗
[
e
(− 12 )|θ〉
]⊗ e
(− 12 )|θ〉 = 0, (5.24){
γ1
(
−1
4
,−1
4
)
− γ2
(
3
8
,
3
8
)}
ψt ⊗
[
e
(− 12 )|θ〉
]⊗ f
(− 12 )|θ〉 = 0 (5.25)
where
γ1(x, y) = x− y,
γ2(x, y) = y + 2
3
(
x− y − 11
8
)(
x− y − 3
8
)
+ 5
3
(
x− y − 3
8
)
+ 1
3
.
It is obvious that γ2( 38 ,
3
8 ) = 4196 and
γ1(x, y) =
⎧⎪⎪⎨
⎪⎪⎩
0, x = y = ± 14 ,
1
2 , x = 14 , y = − 14 ,
− 1 , x = − 1 , y = 1 .2 4 4
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(− 12 )|θ〉] ⊗ u = 0 for all
ϕ ∈ Ω(T−t )∗ and u ∈ Ω(T−t ).
Applying the similar argument to (5.21), we have ϕ ⊗ [ f
(− 12 )|θ〉] ⊗ u = 0 for all ϕ ∈ Ω(T
−
t )
∗ and
u ∈ Ω(T−t ). Therefore we have (2). 
By Propositions 5.1–5.3 we obtain:
Theorem 5.4. For any triple (L,M,N) of simple T+-modules, the fusion rule of type
( N
L M
)
is 0 or 1. The fusion
rule of type
( N
L M
)
is 1 if and only if the triple (L,M,N) is any of
(
T+,T+,T+
)
,
(
T+,T−,T−
)
,
(
T+,T+t ,T
+
t
)
,
(
T+,T−t ,T
−
t
)
,
(
T−,T+t ,T
−
t
)
and their permutations.
Let F(T+) be the fusion algebra of the vertex operator algebra T+ , i.e., the additive group F(T+) is
freely generated by all inequivalent simple T+-modules with the multiplication deﬁned by
M × N =
∑
L: simple T+-module
dimC IT+
(
L
M N
)
L
for simple T+-modules M and N . Note that the fusion product × is well-deﬁned and is associative
by Theorem 5.4.
Let us set
T(0,0) = T+, T(1,0) = T−, T(0,1) = T+t , T(1,1) = T−t .
Then we have
Ta × Tb = Ta+b
for any a,b ∈ Z/2Z×Z/2Z by Theorem 5.4.
Theorem 5.5. The fusion algebra F(T+) is isomorphic to the group algebra of Z/2Z×Z/2Z over Z.
5.2. Fusion rules for d > 1
In this subsection we will determine fusion rules among simple F+-modules for d > 1 by using
the fusion rules for d = 1.
Note that (T+)⊗d is a vertex operator algebra. For simplicity we set G = Z/2Z× Z/2Z. Then any
simple (T+)⊗d-module is obtained as
Fa =
d⊗
i=1
Tai for some a = (a1, . . . ,ad) ∈ Gd.
Then, by Theorems 2.9 and 5.4, we have
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in the fusion algebra F((T+)⊗d).
Let X(i) be the subset of Gd consisting of elements a satisfying

{
k
∣∣ a1k = 1}≡ i mod 2,
where we denote the i-th component of a ∈ Gd by ai = (a1i ,a2i ). Let X(i, j) be the subset of X(i)
consisting of elements a with the property
a2k = j
for all 1 k d. Then the sets X(i, j) (i, j ∈ Z/2Z) are mutually disjoint and
X(i, j) + X(i′, j′)= X(i + i′, j + j′) for i, i′, j, j′ ∈ Z/2Z. (5.27)
We note that the set {X(i, j) | i, j ∈ Z/2Z} is isomorphic to the group G = Z/2Z×Z/2Z as an abelian
group.
For any subset X ⊆ Gd we set
FX =
⊕
a∈X
Fa =
⊕
a∈X
d⊗
i=1
Tai .
Since (T+)⊗d is isomorphic to a subalgebra of F+ with the same Virasoro element, every simple
F+-module is a simple (T+)⊗d-module. In fact we have
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
F+ ∼=
⊕
a∈X(0,0)
Fa = FX(0,0),
F− ∼=
⊕
a∈X(1,0)
Fa = FX(1,0),
F+t ∼=
⊕
a∈X(0,1)
Fa = FX(0,1),
F−t ∼=
⊕
a∈X(1,1)
Fa = FX(1,1).
(5.28)
Note that the twisted vertex operator Y θ (−, z) restricted to F− gives rise to a non-trivial inter-
twining operator of type
( F−
F− F+
)
. Hence, together with Proposition 2.7 and Proposition 2.6, we see
that fusion rules among triples
(
F+,F+,F+
)
,
(
F+,F−,F−
)
,
(
F+,F+t ,F
+
t
)
,
(
F+,F−t ,F
−
t
)
,
(
F−,F+t ,F
−
t
)
and their permutations are non-zero. By (5.27) and (5.28) we have:
Lemma 5.6. For any X, Y , Z ∈ {X(i, j) | i, j ∈ Z/2Z} the fusion rule of type ( FX+Y
FX FY
)
is non-zero.
We are now in a position to state our main result.
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dimC IF+
(
FZ
FX FY
)
=
{
1, X + Y = Z ,
0, otherwise,
where X, Y , Z ∈ {X(i, j) | i, j ∈ Z/2Z}.
Proof. By the deﬁnition of the fusion product it follows that
FX × FY =
∑
i, j=0,1
dimC IF+
(
FX(i, j)
FX FY
)
FX(i, j).
By Proposition 2.8, for any a ∈ X and b ∈ Y ,
dimC IF+
(
FX(i, j)
FX FY
)
 dimC IF0
(
FX(i, j)
Fa Fb
)
=
∑
c∈X(i, j)
dimC IF0
(
Fc
Fa Fb
)
.
By (5.26) we see that
dimC IF0
(
Fc
Fa Fb
)
=
{
1, a + b = c,
0, otherwise.
Hence by Lemma 5.6 we have
dimC IF+
(
FX(i, j)
FX FY
)
=
{
1, X + Y = X(i, j),
0, otherwise. 
Remark 5.8. We can see that {F±,F±t } forms a group isomorphic to G = Z/2Z×Z/2Z and that fusion
rules are independent of d.
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Appendix A
In the appendix we will derive a formula of a determinant which is used in Section 4.3.
A.1. A formula of a determinant
Let k be a non-negative integer and let a, b, c be formal variables. We deﬁne a matrix Ak(a,b, c)
by
Akp,q(a,b, c) =
{(q+a
p
)(k−q+b
k−p
)
(0 p  k, 0 q k + 1),(q+c)
(p = k + 1, 0 q k + 1)k+1
T. Abe, Y. Arike / Journal of Algebra 373 (2013) 39–64 61and
Ak(a,b, c) = (Akj,i(a,b, c))0i, jk+1.
We can obtain the exact form of the det Ak(a,b, c).
Lemma A.1. For any non-negative integer k and formal variables a,b, c, we have
det Ak(a,b, c) =
k∏
i=1
(
a + b + i
i
)
.
Proof. Note that
k∑
p=0
Akp,q(a,b, c) =
k∑
p=0
(
q + a
p
)(
k − q + b
k − p
)
=
(
k∑
p=0
(
q + a
p
)
xq+a−p
(
k − q + b
k − p
)
xp−q+b
)∣∣∣∣∣
x=1
=
(
k∑
p=0
(
∂(p)xq+a
)(
∂(k−p)xk−q+b
))∣∣∣∣∣
x=1
= (∂(k)xk+a+b)∣∣x=1 =
(
k + a + b
k
)
for any q. For simplicity, we write Akp,q(a,b, c) by A
k
p,q . Then we proceed
det Ak(a,b, c) =
∣∣∣∣∣∣∣∣∣∣∣∣
Ak0,0 · · · Akk,0 Akk+1,0
...
...
...
Ak0,q · · · Akk,q Akk+1,q
...
...
...
Ak0,k+1 · · · Akk,k+1 Akk+1,k+1
∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣
Ak0,0 · · · Akk−1,0
∑k
p=0 Akp,0 A
k
k+1,0
...
...
...
...
Ak0,q · · · Akk−1,q
∑k
p=0 Akp,q Akk+1,q
...
...
...
...
Ak0,k+1 · · · Akk−1,k+1
∑k
p=0 Akp,k+1 A
k
k+1,k+1
∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣
Ak0,0 · · · Akk−1,0
(k+a+b
k
)
Akk+1,0
...
...
...
...
Ak0,q · · · Akk−1,q
(k+a+b
k
)
Akk+1,q
...
...
...
...
k k
(k+a+b) k
∣∣∣∣∣∣∣∣∣∣∣∣
A0,k+1 · · · Ak−1,k+1 k Ak+1,k+1
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(
k + a + b
k
)
∣∣∣∣∣∣∣∣∣∣∣∣
Ak0,0 · · · Akk−1,0 1 Akk+1,0
...
...
...
...
Ak0,q · · · Akk−1,q 1 Akk+1,q
...
...
...
...
Ak0,k+1 · · · Akk−1,k+1 1 Akk+1,k+1
∣∣∣∣∣∣∣∣∣∣∣∣
. (A.1)
On the one hand, for any 0 q k and 1 p  k − 1, we see that
Bkp,q := Akp,q(a,b, c) − Akp,q+1(a,b, c)
=
(
q + a
p
)(
k − q + b
k − p
)
−
(
q + a + 1
p
)(
k − q + b − 1
k − p
)
=
(
q + a
p − 1
)(
k − q + b − 1
k − 1− p
)
1
p(k − p)
× ((q + a − p + 1)(k − q + b) − (q + a + 1)(p − q + b))
=
(
q + a
p − 1
)(
k − q + b − 1
k − 1− p
)(
q + a + 1
p
− k − q + b
k − p
)
=
(
q + a + 1
p
)(
k − q + b − 1
k − 1− p
)
−
(
q + a
p − 1
)(
k − q + b
k − p
)
= Ak−1p,q (a + 1,b, c) − Ak−1p−1,q(a,b + 1, c).
On the other hand, for p = 0 and p = k + 1, we have
Ak0,q(a,b, c) − Ak0,q+1(a,b, c) =
(
k − 1− q + b
k − 1
)
= Ak−10,q (a,b, c),
Akk+1,q(a,b, c) − Akk+1,q+1(a,b, c) = −
(
q + c
k
)
= −Ak−1k,q (a,b, c).
Therefore (A.1) turns to be
det Ak(a,b, c) =
(
k + a + b
k
)
∣∣∣∣∣∣∣∣∣∣∣∣
Ak−10,0 Bk1,0 · · · Bkk−1,0 0 −Ak−1k,0
...
...
...
...
...
Ak−10,q Bk1,q · · · Bkk−1,q 0 −Ak−1k,q
...
...
...
...
...
Ak0,k+1 A
k
1,k+1 · · · Akk−1,k+1 1 Akk+1,k+1
∣∣∣∣∣∣∣∣∣∣∣∣
=
(
k + a + b
k
)
∣∣∣∣∣∣∣∣∣∣∣∣
Ak−10,0 B
k
1,0 · · · Bkk−1,0 Ak−1k,0
...
...
...
...
Ak−10,q B
k
1,q · · · Bkk−1,q Ak−1k,q
...
...
...
...
k−1 k k k−1
∣∣∣∣∣∣∣∣∣∣∣∣
.A0,k B1,k · · · Bk−1,k Ak,k
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Ak−10,q +
p∑
i=1
Bki,q = Ak−1p,q . (A.2)
Then we have
det Ak(a,b, c) =
(
k + a + b
k
)
det Ak−1(a,b, c).
Since
det A0(a,b, c) =
∣∣∣∣1 c1 c + 1
∣∣∣∣= 1,
we conclude that
det Ak(a,b, c) =
k∏
i=1
(
i + a + b
i
)
.
Thus it is enough to show Identity (A.2). We shall prove the identity by induction on p. For p = 1,
we have
Ak−10,q + Bk1,q = Ak−11,q (a + 1,b, c) − Ak−10,q (a,b + 1, c) + Ak−10,q (a,b, c)
=
(
a + 1+ q
1
)(
k − 1− q + b
k − 2
)
−
(
k − q + b
k − 1
)
+
(
k − 1− q + b
k − 1
)
=
(
a + 1+ q
1
)(
k − 1− q + b
k − 2
)
−
(
k − q + b − 1
k − 2
)
=
(
a + q
1
)(
k − 1− q + b
k − 2
)
= Ak−11,q (a,b, c).
Now suppose that
Ak−10,q +
p−1∑
i=1
Bki,q = Ak−1p−1,q(a,b, c).
Then we have
Ak−10,q +
p∑
i=1
Bki,q = Ak−1p−1,q(a,b, c) + Ak−1p,q (a + 1,b, c) − Ak−1p−1,q(a,b + 1, c)
=
(
a + q
p − 1
)(
k − 1− q + b
k − p
)
+
(
a + q + 1
p
)(
k − 1− q + b
k − 1− p
)
−
(
a + q
p − 1
)(
k − q + b
k − p
)
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(
a + q
p − 1
)(
k − 1− q + b
k − 1− p
)
+
(
a + q + 1
p
)(
k − 1− q + b
k − 1− p
)
=
(
a + q
p
)(
k − 1− q + b
k − 1− p
)
= Ak−1p,q (a,b, c).
This completes the proof of Identity (A.2). 
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