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Quantum computers must be able to function in the presence of decoherence. The simplest strategy for
decoherence reduction is dynamical decoupling (DD), which requires no encoding overhead and works by con-
verting quantum gates into decoupling pulses. Here, using the IBM and Rigetti platforms, we demonstrate that
the DD method is suitable for implementation in today’s relatively noisy and small-scale cloud-based quantum
computers. Using DD, we achieve substantial fidelity gains relative to unprotected, free evolution of individual
superconducting transmon qubits. To a lesser degree, DD is also capable of protecting entangled two-qubit
states. We show that dephasing and spontaneous emission errors are dominant in these systems, and that dif-
ferent DD sequences are capable of mitigating both effects. Unlike previous work demonstrating the use of
quantum error correcting codes on the same platforms, we make no use of post-selection and hence report
unconditional fidelity improvements against natural decoherence.
Introduction.—Two decades after the first detailed quantum
computing proposals [1–4], rudimentary gate-model quantum
computers (QCs) based on superconducting transmon qubits
with coherence times in the microseconds range are finally
available and remotely accessible via public cloud-based ser-
vices. Interest in these platforms, made publicly available so
far by IBM, Rigetti, and Alibaba, has been high, and numer-
ous experiments have been reported demonstrating a variety
of quantum protocols [5–8] and algorithms [9–11]. Given
their present intermediate scale of 10-20 fairly noisy qubits,
gates, and measurements [12], the current QCs are particularly
very well suited to tests of simple quantum error correction
and suppression protocols. Indeed, a variety of quantum error
correction (QEC) experiments on cloud based platforms have
been reported [13–19]. However, so far this body of work
has not offered a demonstration that QEC can result in im-
provements for general decoherence while applying standard
initialization, gates, and readout operations (we review these
studies in Appendix A). The main reason appears to be that
the overhead introduced by QEC results in error rates that are
too high to be compensated by the schemes that have been
tried so far, and claims of improvement have had to resort to
cleverly avoiding the execution of actual initialization and key
gate operations [19]. We note that some QEC successes have
been reported in other transmon qubit systems [20, 21].
Here, rather than attempting to demonstrate error correc-
tion, we focus on error suppression. Specifically, we seek to
mitigate the effects of decoherence using dynamical decou-
pling (DD) [22–25], one of the simplest strategies available in
the toolkit of quantum error mitigation [26]. We demonstrate
that DD is capable of extending the lifetimes of single-qubit
states as well as entangled two-qubit states. To the best of
our knowledge, this amounts to the first unequivocal demon-
stration of successful decoherence mitigation in cloud-based
superconducting qubit platforms. Moreover, as a test of the ro-
bustness of our results we performed our DD experiments on
three of the cloud-based systems, the 16-qubit IBMQX5, 5-
qubit IBMQX4, and the 19-qubit Rigetti Acorn chips. Given
their similarities they provide suitable platforms for indepen-
dent tests of the performance of DD, and we expect that the
lessons drawn will have wide applicability.
Dynamical Decoupling.—DD is a well-established method
designed to suppress decoherence via the application of pulses
applied to the system, that cancel the system-environment in-
teraction to a given order in time-dependent perturbation the-
ory [27]. A large variety of DD protocols has been developed
and tested, with some of the more advanced protocols capable
of reducing decoherence to arbitrarily low levels under the as-
sumption of perfectly implemented instantaneous pulses with
arbitrarily small pulse intervals [28–32]. In reality, pulses are
of course never implemented perfectly, have a minimum du-
ration, and pulse intervals are finite. Various specialized DD
sequences have been developed to handle such conditions as
well [33–37], and it has been shown that imperfect DD can
improve the performance of fault-tolerant quantum computa-
tion [38]. Here, as a proof of principle, we explore the ben-
efits of using primarily the simplest DD sequence, designed
to offer only first order cancellation and not designed with
robustness against pulse imperfections in mind, namely the
XY4 “universal decoupling" sequence [25]. This sequence
consists of a simple repetition of the pulse pattern XYXY ,
where X and Y are rotations by pi about the x and y axes of
the single-qubit Bloch sphere, and the system evolves freely
for time τ between the pulses. Starting from the system-bath
Hamiltonian H = HS +HB +HSB, with the interaction term
HSB =∑Ni=1∑α∈{x,y,z}σαi ⊗Bαi , where σαi and Bαi are, respec-
tively, Pauli matrices acting on qubit i, and general operators
acting on the bath, the action of the XY4 sequence is readily
shown to result in the elimination of HSB to first order in τ in
the joint system-bath unitary propagator, under the assump-
tion of instantaneous X and Y pulses.
Methodology.—The native single gates on the IBM and
Rigetti platforms are rotations about the z and x axes of the
Bloch sphere, Rα(φ) = exp[i(φ/2)σα ], with α ∈ {y,z} (see
Appendix B for more details about these platforms). Arbi-
trary single-qubit unitaries can be applied by specifying Euler
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2angles θ ,φ ,λ such that
U(θ ,φ ,λ ) = iRz(φ)Ry(θ)Rz(λ ). (1)
Since DD is expected to provide quantum error suppression
for arbitrary initial states, we tested the performance of DD on
a variety of initial states by repeatedly preparing single-qubit
states of the form |ψ〉 =U(θ ,φ ,λ ) |0〉, where |0〉 and |1〉 are
computational basis states (eigenstates of σ z). It should be
noted that in transmon qubits the |0〉 and |1〉 states are, re-
spectively, the ground and first excited states; this has impor-
tant implications as discussed below. For each single-qubit
state |ψ〉, we performed two sets of experiments: one under
the action of DD, and another with free evolution. DD pulses
were applied as the gates X = iexp[−i(pi/2)σ x] =U(pi,0,pi)
and Y = iexp[−i(pi/2)σ y] = U(pi,2pi,0). On the IBMQX5
(Acorn) chip each single-qubit pulse lasted 80ns (40ns), with
a 10ns buffer of free evolution between pulses, and each such
run was repeated 8192 (1000) times. Identity pulses were im-
plemented as free evolutions lasting 90ns (50ns) on the IB-
MQX5 (Acorn) chip. Since measurements in bases other than
Z were not possible, we appliedU†(θ ,φ ,λ ) at the very end of
each run and measured the final state of each qubit in the Z ba-
sis. A sample circuit showing the state preparation, evolution
under a single repetition of DD, and measurement is shown in
Fig. 1.
|0〉 U(θ ,φ ,λ ) X Y X Y U†(θ ,φ ,λ ) Z
|0〉 U(θ ,φ ,λ ) I I I I U†(θ ,φ ,λ ) Z
FIG. 1. Quantum circuit for (top) the DD sequence XYXY and (bot-
tom) the free evolution of the initial state |ψ〉 =U(θ ,φ ,λ ) |0〉, fol-
lowing by a measurement in the computational basis. Only a single
repetition is depicted.
Our key performance metric is the fidelity between the
input and the output states, defined as the total number of
|0〉 states empirically observed divided by the total number
of repetitions. We considered two types of initial condi-
tions. In “type 1", θ was varied in 16 equidistant steps in
the range [0,pi], with φ = λ = 0. This corresponds to a se-
quence of states (superpositions for 0 < θ < pi) of the form
|ψ〉= cos(θ/2) |0〉+ sin(θ/2) |1〉 (up to a global phase). In
“type 2", we considered a set of 30 random initial condi-
tions sampled uniformly from the Bloch sphere along with
the 6 eigenstates of the Pauli matrices, i.e., |0〉 , |1〉 , |±〉 =
1√
2
(|0〉± |1〉) , |±i〉= 1√
2
(|0〉± i |1〉).
Single-qubit results.—We first tested the dependence on the
initial state using type 1 preparation. The results are shown
in Fig. 2, which displays the fidelity as a function of θ for
the IBMQX5 and Acorn after 40 and 192 pulses, respectively.
Under free evolution, the fidelity is relatively high for θ ≈ 0
(corresponding to the ground state |0〉) on both devices, and
approaches a clear minimum for θ ≈ 5pi8 , i.e., a superposition
state slightly biased towards |1〉. On both devices the free evo-
lution fidelity rises towards the excited state |1〉, but remains
well below that of the ground state. Thus coherent superposi-
tion states undergo significant dephasing and the excited state
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FIG. 2. (Color online) Mean fidelity over 16 qubits of IBMQX5
and 15 qubits of Acorn, for initial states |ψ〉 = −i[cos(θ/2) |0〉+
sin
(
θ/2
) |1〉]. Results shown are under DD using XY4 and under
free evolution. IBMQX5: after N = 40 pulses, i.e., 10 repetitions
of the base XY4 sequence. DD improves the fidelity only for states
with θ & pi/3. Acorn: after N = 192 pulses, i.e., 48 repetitions of
the base XY4 sequence. DD improves the fidelity only for states
with θ & pi/4. Throughout we report 2σ error bars (95% confidence
intervals) calculated using the bootstrap method (for more details see
Appendix C).
|1〉 undergoes spontaneous emission (SE) and relaxes to the
ground state.
The situation is dramatically different under DD. As Fig. 2
clearly demonstrates, on both devices the θ -dependence is es-
sentially eliminated. It is clear that the overall fidelity (av-
eraged over θ ) increases significantly, while DD reduces the
fidelity of states close to the ground state. This is not surpris-
ing, given that the XY4 sequence is designed to suppress all
single-qubit error types equally. We provide a more detailed,
instance-dependent analysis of the initial state dependence in
Appendix D.
Next, we tested performance under type 2 preparation. The
results are shown in Fig. 3. For IBMQX5, DD significantly
reduces the fidelity decay up to N ≈ 110 pulses. The free evo-
lution fidelity decays rapidly but has a shallow minimum at
N ≈ 60, then surpasses the fidelity under DD for N > 110,
which continues to decay exponentially. This exponential de-
cay is consistent with Markovian dynamics.
The situation is rather different for Acorn. First, we note
that the initial fidelity (determined by the initialization and
readout errors) is lower for Acorn than for IBMQX5: ∼ 0.91
and ∼ 0.96, respectively. Second, the fidelity under DD is
consistently greater than under free evolution, and the roles
are reversed: free evolution is very nearly Markovian (expo-
nential decay) while under DD it exhibits a recurrence. These
fidelity differences suggest that the environments are differ-
ent for the two QCs, with the native IBMQX5 environment
being non-Markovian, while that of Acorn is more Marko-
vian. Conversely, DD removes the non-Markovian compo-
nent for IBMQX5, while it introduces a non-Markovian com-
ponent for Acorn. A detailed study of these effects is be-
yond the scope of this work, though we may speculate that
the non-Markovianity is due to residual low-frequency noise
(e.g., 1/ f ) in the IBMQX5 case, and that the DD pulses them-
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FIG. 3. (Color online) Mean fidelity, after averaging over all qubits,
and all 36 initial conditions in type 2 preparation, as a function of the
number of pulses. The pulse interval is the shortest possible: 90ns
for IBMQX5 (top), 50ns for Acorn (bottom). Solid lines are fits to
Eq. (2), with fit parameters as per Table I.
selves introduce low frequency noise in the Acorn case.
To quantify the fidelity decay with and without DD we fit
the data to a modulated exponential decay with three free pa-
rameters λ ,α (dimensionless decay times) and γ (dimension-
less modulation frequency):
F(N) = c f (N)+ c0, f (N) = e−N/λ cos(Nγ)+ e−N/α .
(2a)
c=
FNmax −F0
f (Nmax)−1 , c0 = F0− c. (2b)
Here F0 is the initial fidelity, FNmax is the fidelity at N = 592
(192) for IBMQX5 (Acorn). The deviation of FNmax from 1
accounts for the initialization errors, readout errors, and de-
coherence that were not cancelled by DD, as well as the er-
rors accumulated during the application of the imperfect DD
pulses, arising from imperfect control over the pulse shape,
duration, and interval. Table I summarizes the values of the fit
parameters.
While λ quantifies the sharp decay during the beginning of
the evolution, evolution at longer timescales is quantified by
α . In the relatively short depth circuits which are our focus
Machine Evolution F0×10−2 FNmax ×10−2 λ α γ
IBMQX5 Free 96.5±0.1 55.6±0.7 28.9±1.2 910±5 0.73±0.12
IBMQX5 DD 96.5±0.1 53.1±0.1 88.4±0.3 ∞ 0
Acorn Free 90.8±0.4 59.8±0.6 68.1±1.3 ∞ 0.14±0.11
Acorn DD 90.8±0.4 77.1±0.4 74.9±0.9 ∞ 0.50± .03
TABLE I. Fit parameters when Eq. (2) is used to fit the mean fideli-
ties in Fig. 3. The first decay constant, λ , is significantly increased
under DD. The second decay constant, α , is effectively infinite for all
evolutions other than IBMQX5’s free evolution. The modulation fre-
quency γ vanishes for IBMQX5 under DD and is near zero for Acorn
under free evolution, consistent with purely exponential fidelity de-
cay, i.e., Markovian evolution.
here, the role of λ is dominant. The most significant finding
for IBMQX5 is that the initial decay time characterized by λ
is more than tripled in the presence of DD. While the improve-
ment in decay time is much more modest for Acorn, the result
is a sense even better than for IBMQX5, in that DD improves
its fidelity for all N we were able to test. We also tested DD
on the 5-qubit IBMQX4, with similar results (see Appendix B
for details).
Dephasing vs. spontaneous emission.—Figure 2 shows that
both dephasing and SE play important roles. This is studied
in more detail in Appendix D, where we show that for initial
states close to the ground state |0〉, DD is worse than free evo-
lution, but for superposition states susceptible to dephasing
and states close to the excited state |1〉 susceptible to SE, there
is a clear benefit in using the XY4 sequence. In light of this,
it is interesting to try to address one of these error sources at
a time. A DD sequence that suppresses only dephasing (σ z)
errors is (XI)N or (YI)N (N repetitions of XI or YI), since
X and Y anticommute with σ z. Likewise, SE is suppressed
by (ZI)N , since Z anticommutes with σ−. We report on re-
sults for these sequences in Appendix E; they underperform
XY4, as expected, but both lead to a substantial slowing down
of fidelity decay, with dephasing suppression being the domi-
nant effect, accounting for nearly 90% of the value of λ under
XY4. This can be viewed as an example of using DD as a
diagnostic tool, to identify the relative dominance of different
decoherence channels [39, 40].
Dependence on the pulse interval.—It is well known from
DD theory that performance depends strongly on the pulse in-
terval τ [26]. We thus consider the intersection time of the
fidelity curves under free evolution and DD for IBMQX5, de-
noted tint, which represents the duration over which DD im-
proves the fidelity over free evolution. The dependence on τ
is shown in Fig. 4. We observe that, as expected, tint decays to
first order in τ , implying that as the pulse interval increases,
DD becomes less effective. Also shown in Fig. 4 is the decay-
time exponent λ as a function of τ , which behaves similarly:
λ decays from an initial value of ≈ 88 to ≈ 60, still twice as
large as that of free evolution (≈ 29). Somewhat surprisingly,
both tint and λ decay non-monotonically with τ , a finding that
is not captured by standard DD theory and presents an inter-
esting open theoretical problem that is beyond the scope of
this work.
For ideal DD pulses the infidelity between the free and dy-
namically decoupled states is bounded as [41, 42] (see also
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FIG. 4. (Color online) DD performance as a function of pulse inter-
val τ for IBMQX5 (in units of 90ns). The intersection time tint of
the fidelity curves under free evolution and DD, and the decay-time
exponent λ , as a function of the pulse spacing, τ . Linear fits yields
tint =−3.5(τ/90ns)+108 and λ =−4.3(τ/90ns)+88.0.
Appendix F):
log(1−
√
F)≤ a log(τ)+b log(N)+ c. (3)
where c is a constant directly related to the operator norms
of the bath and system-bath Hamiltonian, for ideal pulses
a = 2 and b = 1, and F is the fidelity [43]: F(ρ1,ρ2) =
(‖√ρ1√ρ2‖1)2, with ρ1(T ) and ρ2(T ) being the state of the
system under DD and free evolution, after total evolution time
T =Nτ . The bound (3) is checked in Fig. 5. The slope a, cap-
turing the pulse interval dependence, is significantly smaller
than the theoretical upper bound of 2 given in Eq. (3), but
consistent with it. The offset b logN, capturing the pulse num-
ber dependence, is also consistent with the theoretical upper
bound with b = 1 (in fact, it more closely matches b = 1/2).
It is not surprising that the bound is not tight in the realistic
case of finite-width pulses, but it is interesting that the slope a
becomes negative for sufficiently large N (& 200). The inter-
pretation of the bound (3) for a > 0 is that increasing N or τ
while keeping the other variable fixed increases the infidelity
bound, i.e., is expected to reduce DD’s performance. How-
ever, a negative slope in fact implies the opposite: a decreas-
ing infidelity with increasing pulse interval τ , at fixed N. This
too is a nonstandard finding and presents another interesting
open theoretical problem.
Protection of two-qubit entangled states.—To evaluate the
performance of DD in preserving entangled states, we initial-
ized qubit pairs in Bell states of the form
∣∣Φ+〉 = 1√
2
(|00〉+
|11〉) and ∣∣Ψ+〉 = 1√
2
(|01〉+ |10〉), followed by an XY4 DD
sequence (higher order DD sequences for entanglement pro-
tection are known as well [44]). Ideally, one would perform
the measurements in the Bell basis and report the correspond-
ing fidelities. However, we found that due to the relatively
large errors introduced by CNOT gates and the high readout
errors, Bell basis measurements yielded very noisy data which
was difficult to draw meaningful conclusions from. There-
fore we instead performed a measurement of both qubits in
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FIG. 5. (Color online) The slope a (×10) and intercept b logN
derived from plotting log(
√
1−F) as a function of log(τ) for IB-
MQX5, at different numbers of pulses N (see Appendix F for more
details). The solid black line is log(N)+ c0 and the dotted black line
is log(N)/2+ c0, where c0 is the intercept at N = 0.
the computational basis {|00〉, |01〉 , |10〉 , |11〉}, as illustrated
in Fig. 6.
|0〉 H • X Y X Y Z
|0〉 X Y X Y Z
|0〉 H • X Y X Y Z
|0〉 X X Y X Y Z
FIG. 6. Quantum circuits used to initialize
∣∣Φ+〉 (top) and ∣∣Ψ+〉
(bottom) on the IBMQX5, followed by a DD pulse sequence (only
a single repetition is shown), and measurement in the computational
basis.
Let pi j be the probability of measuring the computational
basis state |i j〉, with i, j ∈ {0,1}. Our results are plotted in
Fig. 7, which shows the probabilities pi j that were measured
after initializing the system in a Bell state and letting it evolve
either freely or under DD. Under ideal conditions one would
expect to have p00 = p11 = 0.5 for
∣∣Φ+〉 and p01 = p10 = 0.5
for
∣∣Ψ+〉. Instead, for both QCs, Fig. 7 (top row) shows a
strong bias for |00〉 over |11〉 upon initialization (N = 0) for
the
∣∣Φ+〉 case, with some contamination by the |01〉 and |10〉
states. For the
∣∣Ψ+〉 case, Fig. 7 (bottom row) shows contam-
ination by |00〉 and |11〉 upon initialization (stronger for IB-
MQX5 than for Acorn), and a curious bias towards |01〉 over
|10〉 for Acorn. We attribute these effects to the single-digit
percentage readout errors (see Appendix B) and the CNOT
gate errors. Clearly, the preparation of the Bell states is itself
prone to substantial errors on both QCs.
As mentioned earlier, SE plays a key role and consequently
the main effect under free evolution is a sharp increase in p00
with N on both devices. Under DD, the main beneficial effect
is that this dominance of the ground state |00〉 is suppressed.
However, on IBMQX5 for both
∣∣Φ+〉 and ∣∣Ψ+〉 a nearly uni-
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FIG. 7. (Color online) Probabilities of different computational basis states after DD for initially prepared Bell states
∣∣Φ+〉= 1√
2
(|00〉+ |11〉)
and
∣∣Ψ+〉 = 1√
2
(|01〉+ |10〉), as a function of the number of pulses, for both IBMQX5 and Acorn. Top row: free evolution. Bottom row:
evolution under DD. The |00〉 state is favored under free evolution. The solid horizontal line indicates p = 0.25, the limit of a fully mixed
state. For
∣∣Ψ+〉 there is no noticeable difference in the performance with or without DD. For ∣∣Φ+〉 on IBMQX5, after N ≈ 20, p11 ≈ 0.25,
suggesting that at this point all information has essentially been scrambled. On Acorn, complete scrambling of
∣∣Φ+〉 occurs after N ∼ 30.
Overall, DD is more effective at slowing down the decay to the fully mixed state for Acorn than for IBMQX5.
form distribution over all four computational basis states is
reached after 100 pulses. The trend is similar for Acorn, but
the decay to the fully mixed state is slowed down more by DD
than for IBMQX5, and DD manages to keep the original ratio
of p00p11 up to ∼ 50 pulses. Overall, it is clear that entanglement
is rapidly lost, but is slowed down somewhat by DD.
Conclusions and outlook.—The results reported here
demonstrate the undeniable usefulness of DD on prototype
QCs for the suppression of inherent decoherence, a fea-
ture which has yet to be demonstrated unconditionally using
QEC [13–19] (see Appendix A). It is remarkable that perfor-
mance improvement was achievable despite significant pulse
implementation imperfections. Therefore, we conclude that,
given a quantum circuit, it is already advantageous to perform
dynamically decoupled evolution rather than free evolution
between computational gates [38].
In the future, as the error rates of measurement and multi-
qubit gates are reduced, it should become possible to more
accurately assess the effectiveness of DD. We anticipate that
reduction in multi-qubit errors will alleviate the restrictions
placed by connectivity of the qubits as it will be possible to
perform more SWAP gates without corrupting the states. In
such scenarios, hybrid QEC-DD [38, 45, 46] methods could
be experimentally assessed and would constitute an attractive
near-term target for higher performance gains than is enabled
by either scheme alone.
Another attractive prospect for future experiments is the
implementation of higher-order DD sequences. Indeed, we
have already tested higher-order sequences based on genetic
algorithms [35], and found a small improvement over XY4
(see Appendix G). The success of such sequences in pro-
viding better fidelity improvements than the XY4 sequence
will depend on improved pulse control (such as the ability to
fine-tune pulse intervals, needed to implement UDD [29] and
QDD [30]), reduction of the pulse interval and duration, etc.
Implementation of robust DD sequences [33–37] is another
particularly promising venue.
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7Appendix A: Overview of existing QEC implementations on the
IBM Quantum Experience
Several quantum error correcting and detecting techniques
have been implemented on the IBM Quantum Experience
(IBM-QE) chips, including both the QX4 (5 qubits) and QX5
(16 qubits), albeit with limited success.
Devitt attempted to implement an error-corrected Rabi os-
cillation across a logically encoded qubit using a distance-two
surface code [13]. However, since it was not possible to pre-
pare a logical state of the form eiθXL |0L〉, he prepared a single
qubit in the rotated state and then encoded it (which is not a
fault-tolerant operation). The encoded but uncorrected qubit
showed almost no Rabi oscillation while the corrected qubit
displayed a very low-visibility oscillation. The error-corrected
version did not outperform a non-error-corrected version of
the same experiment.
Wootton and Loss demonstrated a repetition code of 15
qubits [14] and showed that the logical error rate decays ex-
ponentially with code distance. This is a classical repetition
code that can detect and correct only one error type, i.e., it
corrects a logical bit instead of a logical qubit.
Sohn et. al implemented an encoded memory qubit [17] –
using a simple 3-qubit code. They considered artificial bit-flip
and phase-flip errors, and used idle gates to prolong the mem-
ory time. The encoded qubit fidelities reported were lower
than those of the physical qubits.
The syndrome information produced by a [[4,2,2]] coher-
ent parity check (CPC) quantum memory can be used to im-
prove the fidelity and purity of the code output. Using post-
selection, Roffe et al. [16] showed that the fidelity increased
from 0.62±0.03 to 0.75±0.04 (with 1σ error bars) but with
an average yield of (54±2%) (the average yield is the propor-
tion of data retained after post-selection, averaged over several
runs).
Sampling from 20 different states that the [[4,2,2]] code
can fault-tolerantly prepare was demonstrated by Vuillot [15].
This is based on a recent proposal by Gottesman who defined
a new criterion for experimental fault-tolerance that can be
demonstrated using 5 qubits arranged on a ring with nearest-
neighbor interactions [47]. Essentially, the criterion is: if the
error rate for an encoded circuit is less than that of the un-
encoded circuit, for all circuits in the family of circuits of
interest, then this counts as a valid demonstration of fault-
tolerance for a small quantum system. Since the [[4,2,2]]
code is error-detecting but not correcting, it can only improve
error rates via post-selection. Since post-selection is com-
mon for ancilla preparation subroutines in large fault-tolerant
protocols, a successful demonstration of fault-tolerance with
the [[4,2,2]] code can be considered a demonstration of fault-
tolerant ancilla preparation. In Vuillot’s demonstration, there
were two fault-tolerant versions, “FTv1” and “FTv2”, where
FTv1 has the lowest average error, but with a post-selection
ratio of 0.65 (that is, data is kept only for 65% of the trials)
and FTv2 has the worst performance (in terms of average er-
ror) with a post-selection ratio of 0.44. This result was am-
biguous as to the efficacy of the circuits for fault tolerance,
due to the lack of an appropriate success metric. The results
also depended on initial states, circuit length, and type.
Another implementation of fault-tolerance for a class of cir-
cuits with post-selection ratios around ≈ 0.6 was performed
by Willsch et al. [18]. The authors note that the fault-tolerance
criterion was not satisfied on all days that they ran the ex-
periment and since the errors present in an actual application
can be much more complicated than those assumed in the de-
sign of the protocol, it was not guaranteed that using a fault-
tolerant protocol improves the computation.
Harper and Flammia [19] attempted to demonstrate the er-
ror detection capability of the [[4,2,2]] code described by
Gottesman [47] on the IBMQX5 by measuring the average
gate fidelity (F) for this code using randomized benchmarking
(RB) over a subset of the Clifford group. Their measurements
yielded an infidelity (1− F) of 5.8% without any encoding
versus 0.6% infidelity for the encoded case when using a se-
lected subset of IBMQX5 qubits, with a post-selection ratio
of ≈ 40%. The infidelity for the unencoded 2-qubit case was
obtained by applying gates from a gate set “GS1” (in random
circuits) to the physical ground state |00〉 and a “phased" state
which is obtained by the application of Hadamard gates to
both qubits followed by the phase gate on the first qubit of the
|00〉 state. For the encoded 4-qubit case, there are two initial
states: the physical ground state |0000〉 which substitutes for
the logical ground state, and an encoded “phased” state, which
is prepared from |0000〉 instead of |00〉. The gate set “GS2”
(which is logically equivalent to GS1) was then applied in ran-
dom circuits. After applying the gates from the corresponding
gate sets, an inversion gate was applied to return each qubit to
its initial state, and the fidelity of the final state with respect to
the initial state was measured. Finally, all solutions that have
odd parity were discarded, as the [[4,2,2]] code is supported
only over even parity states. The post-selected fidelities from
the physical ground state and the phased state were then used
to calculate the average gate infidelity.
We offer four reasons to be critical of the results in
Ref. [19]. (i) An ideal RB experiment would first prepare
the logical ground state (or some other logical state) of the
codespace. However, citing the robustness of RB to the high
error rates for state preparation and measurement (SPAM) er-
rors, the logical state preparation was skipped entirely. Note
that neither the physical ground state nor the “phased" state,
on which RB was performed, are in the codespace of the
[[4,2,2]] code, whose stabilizers are XXXX and ZZZZ. (ii)
Recall that the |0000〉 state is inherently robust since it does
not spontaneously emit. Preparation of other logical states
involving physical qubits in the (excited) |1〉 state was not at-
tempted, and therefore it is difficult to generalize from these
results. We believe that showing robustness to SPAM errors
by calculating the infidelity after preparing different logical
states would have made the results more compelling. (iii) The
gate sets were cleverly chosen such that GS2 only includes
local single qubit operations like XXXX and SWAPs (which
can be performed virtually, as opposed to physically, thus
avoiding gate-induced noise by simply relabelling the qubits),
while GS1 comprises local gates and also entangling gates,
like CNOT and CZ gates. As a result, the gate sets favor the
encoded case while handicapping the unencoded one. The au-
8Qubit T1 [µs] T2 [µs]
Gate error
[10^-3]
Readout Error
[10^-2] Gate Fidelity Readout Fidelity
0 47.0 29.4 1.95 4.78 0.9980 0.9522
1 35.1 54.7 3.82 5.00 0.9962 0.9500
2 35.7 43.3 3.72 4.45 0.9963 0.9554
3 54.3 80.3 2.25 8.95 0.9977 0.9105
4 39.3 44.7 2.13 7.76 0.9979 0.9224
5 43.3 57.2 1.68 5.83 0.9983 0.9417
6 55.2 91.7 2.37 4.10 0.9976 0.9589
7 28.9 27.8 3.17 4.01 0.9968 0.9599
8 59.5 101.6 1.13 5.86 0.9989 0.9413
9 48.6 82.9 1.10 11.37 0.9989 0.8862
10 27.5 40.9 4.41 11.76 0.9956 0.8824
11 57.3 102 1.81 5.03 0.9982 0.9497
12 47.5 55 1.39 13.24 0.9986 0.8676
13 51.8 97.1 1.63 4.25 0.9984 0.9574
14 40.6 72.3 2.11 6.51 0.9979 0.9349
15 37.3 72.8 3.90 10.53 0.9961 0.8946
Mean 44.3 70.0 2.41 7.09 0.9976 0.9291
SD 7.4 19.1 1.06 3.10 0.0011 0.0310
TABLE II. Physical Parameters-IBMQX5 - Accessed 06/19/2018.
The minimum, average, and maximum CNOT gate fidelity are
0.8417, 0.9330, and 0.9513 respectively. The gate (readout) fidelity
is 1 minus gate (readout) error.
thors do note that more than half of the change in infidelity
is because the encoded case can altogether bypass multi-qubit
gates, which are substantially noisier compared to single qubit
gates. The remaining change in infidelity (about 2%) comes
from the ability to perform post-selection. (iv) Proctor et. al.
[48] have recently argued that although the average gate infi-
delity obtained by RB, r, has some physical relevance, it does
not correspond to the actual experimental gate infidelity, ε .
Their results also show that r can be both greater or smaller
than ε , implying that it is neither an upper nor a lower bound
on ε , which, in turn, affects the ability of RB to characterize
noise in QCs. While the results of Ref. [19] provide an incen-
tive to further investigate error detection in near-term devices,
a conclusive demonstration of the advantage of codes such as
the [[4,2,2]] code will need to overcome the critique raised
above.
Appendix B: Machine Specifications
The IBMQX5 and Rigetti Acorn chips used in our experi-
ments have similar figures of merit, including T1 and T2 times,
single-qubit gate errors, readout errors, etc. Details and ad-
ditional information regarding the physical parameters of the
systems are provided in Tables II and III. Since these parame-
ters fluctuate on a daily basis a date of access is also included.
Yet more information is summarized in Table IV.
1. IBMQX5
We ran experiments on this 16-qubit chip with circuits
written in Open Quantum Assembly Language [49]. The
qubit connectivity graph is illustrated in Fig. 8, with the cor-
responding cross-talk and relaxation times reported in [50].
The chip comprises superconducting transmon qubits, cou-
Qubit T1 [µs] T ∗2 [µs]
Gate error
[10^-3]
Readout Error
[10^-2] Gate Fidelity Readout Fidelity
0 15.2 7.2 0.1 4.99 0.9999 0.9501
1 17.6 7.7 0.1 4.86 0.9999 0.9514
2 18.2 10.8 4.3 25.54 0.9957 0.7446
3 31.0 16.8 9.2 11.4 0.9908 0.886
4 23.0 5.2 16.0 15.35 0.984 0.8465
5 22.2 11.1 14.1 15.57 0.9859 0.8443
6 26.8 26.8 25.1 17.83 0.9749 0.8217
7 29.4 13.0 14.1 7.08 0.9859 0.9292
8 24.5 13.8 15.6 4.74 0.9844 0.9526
9 20.8 13.8 42.3 11.3 0.9577 0.887
10 17.1 10.6 15.0 5.18 0.985 0.9482
11 16.9 4.9 27.0 2.7 0.973 0.973
12 8.2 10.9 13.0 3.75 0.987 0.9625
13 18.7 12.7 28.0 3.65 0.972 0.9635
14 13.9 9.4 16.0 4.43 0.984 0.9557
15 20.8 7.3 18.0 19.68 0.982 0.8032
16 16.7 7.5 30.0 5.87 0.97 0.9413
17 24.0 8.4 21.4 4.02 0.9786 0.9598
18 16.9 12.9 33.7 6.95 0.9598 0.9305
19 24.7 9.8 13.7 5.12 0.9863 0.9488
Mean 20.33 11.03 17.83 9.001 0.9822 0.9065
SD 5.50 4.83 10.82 6.49 0.0108 0.0632
TABLE III. Physical parameters for Rigetti Acorn - Accessed
4/13/18. The minimum, average, and maximum Controlled-Z gate
fidelity are 0.72, 0.865, and 0.917 respectively. The gate (readout)
fidelity is 1 minus gate (readout) error.
Parameter IBMQX5 (IBM) 19Q-Acorn (Rigetti)
Single qubit pulse time (in ns) 90 100
Number of qubits 16 19 (15 used)
Shots per experiment 8192 1000
Interface QASM pyQuil
TABLE IV. Single qubit pulse times, number of qubits, and shots per
experiment for the IBMQX5 and 19Q-Acorn.
pled via coplanar waveguides. Each single-qubit pulse took
90ns to implement (including the buffer time of 10ns), with
the states evolving freely between the pulses, and each ex-
periment was performed 8192 times. The single qubit gate
error and readout errors are on the order of 10−3. De-
phasing times (T2) for the qubits were between 30− 100µs
with a set of times given in Table II. The results reported
here were from experiments done during the period 6/19/18-
6/22/18 unless stated otherwise. For the Bell-state experi-
ments in Figure 7, the following qubits were paired together:
(0,1),(2,15),(3,14),(5,12),(6,11),(7,10),(8,9) and the ex-
periments were performed on 3/14/18. Substantial daily vari-
ations are common, but our results are qualitatively robust to
such variations.
2. IBMQX4
We also ran experiments on the 5-qubit IBMQX4 chip,
whose connectivity graph is shown in Fig. 9. Each single-
qubit pulse took 60ns to implement (including the buffer time
of 10ns), with the states evolving freely between the pulses,
and each experiment was performed 8192 times. The single
qubit gate error and readout errors are on the order of 10−3.
Dephasing times (T2) for the qubits were between 30−100µs
9FIG. 8. (Color online) Connectivity between the qubits in IBMQX5.
The qubit at the tail (tip) of an arrow is the control (target) in a
controlled-U gate.
Qubit T1 [µs] T2 [µs]
Gate error
[10^-3]
Readout Error
[10^-2] Gate Fidelity Readout Fidelity
0 50.8 14.7 0.86 4.80 0.9991 0.9520
1 50.0 64.6 1.46 5.30 0.9985 0.9470
2 47.9 45.0 1.29 9.80 0.9987 0.9020
3 37.4 15.1 3.44 5.70 0.9966 0.9430
4 56.0 30.5 0.94 7.00 0.9991 0.9300
Mean 48.4 34.0 1.60 6.52 0.9984 0.9348
SD 6.8 21.2 1.06 2.01 0.0010 0.0201
TABLE V. Physical Parameters for IBMQX4 - Accessed 06/21/2018.
The minimum, average, and maximum CNOT gate fidelity are
0.8738, 0.9441, and 0.9774 respectively. The gate (readout) fidelity
is 1 minus gate (readout) error.
with a set of times given in Table V. The results reported
here were from experiments done during the period 6/19/18-
6/21/18.
We tested the performance of the XY4 sequence on the
IBMQX4. As shown in Table VI and Fig. 10, we found
improvements that are qualitatively consistent with the IB-
MQX5 results. We again see both a dominance of Marko-
vian exponential decay along with a nearly 3-fold increase in
λ , from 44.7± 2.8 under free evolution to 128.0± 0.8 under
DD. The intersection between free and DD evolution occurs
at tint = 216±16, which is twice the gate depth for which DD
improves the average fidelity on IBMQX5.
3. Rigetti Acorn
The 19-qubit Acorn chip was accessed via Rigetti’s Forest,
using circuits written in Quil [51] with remote access provided
through the pyQuil interface [52]. Acorn comprises a combi-
nation of fixed frequency (qubits 0-4 and 10-14) and tunable
(qubits 5-9 and 15-19) transmon qubits, capacitive coupled.
Within the current layout, qubit 3 was disabled due to perfor-
mance issues, leaving 19 qubits functional for programming.
The single qubit gate time was 50ns (for all qubits other than
2, 18 which have gate times 100 ns) with dephasing times (T ∗2 )
varying between 10− 40µs as summarized in Table III. The
connectivity graph is illustrated in Fig. 11.
Readout error was on the level of the IBM chip; while the
relaxation times presented for the IBMQX5 were longer than
those for Acorn, both chips exhibited relaxation times within
the microsecond range with single-qubit fidelities greater than
0.98.
We accessed the Acorn chip multiple times between 3/1/18
and 5/9/18. The results reported here are from 4/3/18
FIG. 9. (Color online) Connectivity between the qubits in IBMQX4.
The qubit at the tail (tip) of an arrow is the control (target) in a
controlled-U gate.
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FIG. 10. (Color online) IBMQX4 results for the fidelities under DD
compared to free evolution, after averaging over 36 initial conditions
(type 2) and all 5 qubits.
unless stated otherwise. For the Bell-state experiments
in Figure 7, the following qubits were paired together:
(0,5),(1,6),(4,9),(11,16),(12,17),(14,19) and the experi-
ments were performed on 3/21/18. Acorn’s cryogenic system
housing suffered a failure (a broken scroll pump) and the chip
was out of service from 4/17/18 onwards [53]. During the
repair, the chip was brought back to room temperature and
this thermal cycle and other possible contamination signifi-
cantly affected performance, making qubits 2,3,15,18 unus-
able and also affecting multiple two-qubit gates (qubit 12 was
very noisy and we did not use it). Owing to these factors,
we only used 15 total qubits in our analyses. In Fig. 12 and
Table VI we show how performance was affected before and
after this repair. The main effect was a decrease in the final fi-
delity, due to a smaller recurrence, as captured by the smaller
γ value at the later date.
Appendix C: Statistical methods
To speed up data collection our DD experiments were per-
formed in parallel on all qubits (or qubit pairs for the entan-
glement experiments) in the respective QCs. The mean values
and error bars reported were computed after averaging over
all qubits and subsequent bootstrapping.
The general bootstrapping technique implemented was
based on Ref. [54]. Bootstrapping a data set was performed by
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FIG. 11. (Color online) Connectivity between the qubits within
Acorn. Qubit 3 is disconnected. Qubits 2,12, 15,18 were not used
as their performance varied substantially over time. Based on [52].
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FIG. 12. (Color online) Acorn chip results for the mean fidelity av-
erages over 36 initial conditions (type 2) and all 15 active qubits for
different dates.
taking the mean of N resamples of x points from the data set
(with replacement). This generated a second representative
set of data (N large) from which the mean, standard deviation,
and confidence intervals were then calculated. An example is
given in Fig. 13. For the bootstrapped data presented here, the
data was resampled 5000 times (with each sample being the
same size as the original data) with 576 (36 initial conditions
×16 qubits) samples drawn from the IBMQX5 data.
In Fig. 4 for the intersection time, tint, the fidelity curves,
F(N), are parametrized as a function of F0, FNmax , λ ,α , and
γ . Since the errors in λ ,α and γ have a Gaussian distribution,
we can generate multiple curves (with different values of λ ,α
and γ sampled from the respective Gaussians). These newly
generated curves have their own intersection times, tint. We
then report the mean and 2σ error bars for the intersection
Machine Accessed Evolution F0×10−2 FNmax ×10−2 λ α γ
Acorn 03/11/18 Free 91.8±0.3 60.0±0.6 69.7±1.3 ∞ 0.16±0.09
Acorn 04/03/18 Free 90.8±0.4 59.8±0.6 68.1±1.3 ∞ 0.14±0.11
Acorn 05/03/18 Free 92.7±0.2 60.9±0.6 57.2±1.2 ∞ 0
Acorn 03/11/18 DD 91.9±0.3 78.4±0.4 71.3±0.9 ∞ 0.49±0.03
Acorn 04/03/18 DD 90.8±0.4 77.1±0.4 74.9±0.9 ∞ 0.50±0.03
Acorn 05/03/18 DD 92.7±0.2 68.4±0.3 72.6±1.1 ∞ 0.36±0.02
IBMQX4 06/21/18 Free 95.7±0.2 55.1±0.3 44.7±2.8 145±2 0.37±0.13
IBMQX4 06/21/18 DD 95.7±0.2 52.9±0.3 128.±0.8 ∞ 0.05±0.02
TABLE VI. Fit parameters for Acorn (considering only the 15 active
qubits) and IBMQX4 when Eq. (2) is used to fit the mean fidelities
in Fig. 12.
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FIG. 13. (Color online) Bootstrapping example: The left plot repre-
sents frequency counts (y-axis) versus fidelity (x-axis) for a data set
from the IBMQX5, taken from 36 different initial conditions (type 1)
and 16 qubits. The right plot represents the samples after bootstrap-
ping the original data set. The mean and confidence intervals were
then calculated based on the bootstrapped distribution (right plot).
DD τ/90ns λ α γ tint
Free 1 28.9±1.2 910±5 0.73±0.12 0
XY4 1 88.4±0.3 ∞ 0 108±4
XY4 2 73.5±0.7 ∞ 0 95±7
XY4 3 72.3±0.5 ∞ 0 99±5
XY4 4 74.8±0.4 ∞ 0 100±4
XY4 5 67.0±0.6 ∞ 0 91±6
XY4 6 61.6±0.7 ∞ 0 85±6
(XI)N 2 79.2±0.7 ∞ 0.22±0.02 89±5
(YI)N 2 79.7±0.7 ∞ 0.21±0.03 89±5
(ZI)N 2 63.9±1.0 ∞ 0.29±0.03 87±10
GA8a 1 78.2±0.3 ∞ 0 95±3
GA16a 1 95.5±0.6 197.4±0.6 0.19±0.01 115±3
GA32a 1 88.0±0.7 ∞ 0 104±8
TABLE VII. Performance summary of the different DD pulses we
implemented on the IBMQX5. The XY4 sequence is the univer-
sal decoupling sequence discussed in the main text. The X · · ·X and
Y · · ·Y sequences are specific to pure dephasing errors. The (ZI)N se-
quence is suppresses pure SE errors. All three of these sequences un-
derperform the XY4 sequences, but performance is better after sup-
pression of pure dephasing errors. The GA sequences are discussed
in Appendix G.
times generated this way.
Appendix D: DD vs free evolution correlation plots, as a
function of initial state
As seen in Fig. 2, the evolution of initial states of the form
cos(θ/2) |0〉+ sin(θ/2) |1〉 varies depending on θ . Overall,
we find two qualitatively different behaviors depending on
whether θ ∈ [0, pi3 ) or ∈ [pi3 ,pi]. We make this explicit by plot-
ting the fidelity for each state under DD vs under free evolu-
tion. Each data point in Fig. 14 corresponds to a single ini-
tial condition on a single qubit of the respective machines.
Data points corresponding to each initial condition have been
color-coded using θ with θ = 0 set to blue and θ = pi set to
red. Different data points of the same color refer to fidelities
for the same initial condition acquired from different qubits.
Points above the diagonal indicate an advantage for DD over
free evolution.
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FIG. 14. (Color online) Correlation plot of the fidelities under DD compared to free evolution, for IBMQX5 and Acorn. Initial conditions are
color coded as a function of θ . Top panel: θ ∈ [0, pi3 ); middle panel: θ ∈ [ pi3 , 2pi3 ); bottom panel: θ ∈ [ 2pi3 ,pi]. In (a) the initial state is close
to the ground state |0〉 and DD is worse than free evolution. In (b) the initial state is a close to an equal superposition, thus susceptible to
dephasing, and DD is overall better than free evolution, especially for Acorn. In (c) the initial state is close to the excited state |1〉 and DD is
again better than free evolution at intermediate N for IBMQX5, and at all N for Acorn.
For initial conditions that are closer to the state |0〉, we find
that most of the points remain below the diagonal, indicating
that performing DD in fact reduces their fidelity over time. For
states that are farther from |0〉, most of the points are above the
diagonal. For IBMQX5 the improvements tend to disappear
as time increases, while they are retained for Acorn. Overall,
free evolution preserves states close to the ground state better
than DD, but both superposition states (susceptible to dephas-
ing) and states close the excited state |1〉 (susceptible to SE)
benefit from DD relative to free evolution. Overall, fidelities
improve more substantially on Acorn under DD than on IB-
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MQX5, consistent with Fig. 3.
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FIG. 15. (Color online) Infidelity scaling as a function of τ for dif-
ferent numbers of pulses N.
Appendix E: DD tailored for dephasing and spontaneous
emission
As we have noted, both dephasing and SE play important
roles in reducing the fidelity of free evolution. We thus tested
sequences tailored to each of these noise sources.
To suppress pure dephasing, which results from a system-
bath interaction term of the form σ z⊗B (where B is a bath
operator), it suffices to apply the the (XI)N or (YI)N sequence,
since the error σ z anticommutes with both X and Y . To sup-
press SE, which results from a system-bath interaction term
of the form σ− ⊗ B (a consequence of the inevitable cou-
pling of any quantum system to the vacuum electromagnetic
field [55]), it suffices to apply the the (ZI)N sequence, since
the error σ− = |0〉〈1| = (σ x+ iσ y)/2 anticommutes with Z.
In both cases, this results in an effective evolution wherein the
errors are time-reversed under the DD sequence.
The results are given in Table VII. Unsurprisingly, the per-
formance of the specialized (XI)N , (YI)N , and (ZI)N se-
quences is worse than that of the universal XY4 sequence.
However, they account for a substantial increase in the initial
decay time λ , with the λ value for the (XI)N , (YI)N sequences
accounting for nearly 90% of the λ value of the XY4 se-
quence. Table VII shows that performance is better after sup-
pression of pure dephasing errors, which indicates that these
errors dominate over SE errors.
Appendix F: Infidelity as a function of pulse spacing
For ideal DD pulses the distance between the free and dy-
namically decoupled states is bounded as [41, 42]:
D[ρS(T ),ρ0S (T )]≤
1
2
(
e2cT
2/N−1
)
≤ 2cT
2
N
, (F1)
where D(ρ,σ) = 12 ||ρ −σ ||1 is the trace-norm distance be-
tween quantum states ρ and σ , T is the total evolution time,
ρS(T ) (ρ0S (T )) is the state of the system under DD (free evolu-
tion), N is the total number of (non-identity) DD pulses, and c
is a constant directly related to the operator norms of the bath
and system-bath Hamiltonian. Since T = τN, we have for the
Uhlmann fidelity:
1−
√
F [ρS(T ),ρ0S (T )]≤ D[ρS(T ),ρ0S (T )]≤ 2cτ2N, (F2)
which leads to Eq. (3) from the main text.
Figure 15 shows the scaling of the infidelity. An extraction
of the slopes and offsets of the straight line fits shown (with
additional results for other τ and N values not shown here)
leads to Fig. 5 shown in the main text.
Appendix G: Higher order sequences based on genetic
algorithms
The XY4 sequence we have focused on in this work can
be viewed as the first in a hierarchy of sequences studied us-
ing genetic algorithms (GAs), shown numerically to offer in-
creasing improvements at fixed pulse interval and pulse dura-
tion [35]. As far as we know, these GA-based sequences have
not been tested experimentally, prior to this work.
To describe the GA-based sequences, first let
U(t) = PN fτPN−1 fτ ...P2 fτP1 fτ , (G1)
where Pj is the unitary corresponding to the jth pulse and
fτ = e−iHτ is the free-evolution unitary generated by the joint
system-bath Hamiltonian H and lasting time τ . The first few
GA-based sequences are then [35]:
GA4 := P1 fτP2 fτP1 fτP2 fτ (G2a)
GA8a := I fτP1 fτP2 fτP1 fτ I fτP1 fτP2 fτP1 fτ , (G2b)
GA16a := P3(GA8a)P3(GA8a), (G2c)
GA32a := GA4[GA8a]. (G2d)
where P1,P2 are single-qubit Pauli operators such that P1 6=
P2 ∈ {X ,Y,Z}. We set P1 = X ,P2 = Y for GA4 and P1 =
X ,P2 = Z for GA8a. With this choice GA4 = XY4.
The results for all three GA-based sequences are shown in
Fig. 16, along with XY4 and free evolution. Fit results are re-
ported in Table VII. We find that GA32a performance is similar
to GA4, while GA8a does slightly worse. However, GA16a is
the best sequence we have found so far, slightly outperforming
XY4.
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FIG. 16. (Color online) Fidelity decay results for the GA-based DD sequences compared to XY4 and free evolution, on IBMQX5. Left: GA8a;
middle: GA16a; right: GA32a. A small improvement over XY4 is seen for the GA16a sequence.
