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CATEGORICAL DIAGONALIZATION OF FULL TWISTS
BEN ELIAS AND MATTHEW HOGANCAMP
ABSTRACT. We conjecture that the complex of Soergel bimodules associated with the full twist
braid is categorically diagonalizable, for any finite Coxeter group. This utilizes the theory of
categorical diagonalization introduced in an earlier paper [EH17]. We prove our conjecture in
type A, and as a result we obtain a categorification of the Young idempotents.
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1. INTRODUCTION
In this paper we categorify some of the most important objects in the representation the-
ory of symmetric groups: the Young idempotents. The classical Young idempotents are a
family of idempotent elements pT ∈ Q[Sn], indexed by standard Young tableaux T with n
boxes. These idempotents feature prominently in the representation theory of Sn, as they
decompose the regular representation into irreducible representations. In addition, these
idempotents have deformations (also denoted pT ) in the Hecke algebra which are essential
in the construction of the colored HOMFLY-PT polynomial for links.
We categorify pT using categorical linear algebra. Namely, we apply the theory of cat-
egorical diagonalization, developed in [EH17], to the full twist Rouquier complexes in the
homotopy category of Soergel bimodules.
Let us now motivate and explain these results, and their conjectural generalizations to
other Coxeter groups.
1.1. Representation theory of symmetric groups. Fix a natural number n. For λ a partition
of n, let SYT(λ) denote the set of standard Young tableaux of shape λ. The irreducible rep-
resentations Sλ of the symmetric group Sn over Q are indexed by P(n), and the dimension
of Sλ is equal to the size of SYT(λ). These irreducibles Sλ are often called Specht modules,
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2 BEN ELIAS AND MATTHEW HOGANCAMP
after Specht [Spe35] (see also Peel [Pee75]) who constructed integral forms of these represen-
tations (i.e. modules over Z[Sn] which become irreducible after base change toQ).
Young constructed combinatorially a family of operators kT ∈ Z[Sn] indexed by standard
Young tableaux T with n boxes. These operators are quasi-idempotent, in that k2T = γTkT for
some scalar γT ∈ Z. Dividing by γT , one obtains idempotents pT ∈ Q[Sn] which are called
Young idempotents or Young symmetrizers, and satisfyQ[Sn]pT ∼= Sλ when T ∈ SYT(λ). These
form a complete family of primitive orthogonal idempotents in Q[Sn]. See [Ful97] for more
details.
The presence of Young idempotents indicates some special feature of the symmetric groups.
Using the theory of semisimple algebras, one has canonical central idempotents pλ ∈ Q[Sn]
which project to the isotypic component of Sλ inQ[Sn]. That is, the image of pλ is # SYT(λ)
copies of Sλ; said another way,
(1.1) pλ =
∑
T∈SYT(λ)
pT .
Projection to a single irreducible component within this isotypic component is not canonical,
and in the context of semi-simple algebras it is atypical to have a preferred choice of such
projections (e.g. pT ). However, symmetric groups are peculiar in that they fit in a tower
(1.2) S1 ⊂ S2 ⊂ · · · ⊂ Sn
of groups, from which one obtains inclusions of group algebras. A tableau T ∈ SYT(λ)
corresponds to a tower λ1 ⊂ · · · ⊂ λn = λ of partitions, with λk a partition of k for each
k < n. Then
(1.3) pT =
n∏
k=1
pλk .
Although the ideas are older (see e.g. [Juc71; Mur81; DJ87]), an influential modern per-
spective on these projections can be found in the work of Okounkov-Vershik [OV96]. The
centralizer ofQ[Sk] insideQ[Sk+1] is generated by a single element, the Young-Jucys-Murphy
(YJM) element jk+1. It follows that, when inducing an irreducible representation of Sk to
Sk+1, projection to its isotypic components agrees with projection to the eigenspaces of jk+1
(and moreover the isotypic components are irreducible). By simultaneously diagonalizing
the commuting family {j1, j2, . . . , jn}, one can construct the projectors pT . The Okounkov-
Vershik paper gives a particularly nice proof that the simultaneous eigenvalues of the YJM
operators are in bijection with standard tabelaux. The eigenvalue of jk on pT is the content
number (i.e. column number minus row number) of the k-th box of T .
Let us quickly restate the construction of pT using the previous paragraph. Suppose one
has constructed idempotents pU for standard tableaux with n−1 boxes. Then letting pU unionsq1 ∈
Q[Sn] denote its image under the inclusionQ[Sn−1]→ Q[Sn], we have
(1.4) pU unionsq 1 =
∑
U⊂T
pT
where the sum is over tableau obtained from U by adding a box. This identity is a concrete
realization of the “branching rule,” the decomposition of Q[Sn](pU unionsq 1) ∼= IndSnSn−1(Sµ) into
isotypic components, where µ is the shape of U . The individual idempotents pT are projec-
tions to the eigenspaces of jn on the image of pU unionsq 1.
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These ideas reduce the representation theory of symmetric groups to (relatively fancy) lin-
ear algebra; the projectors pλ and pT can be constructed by diagonalizing certain operators,
whose set of joint eigenvalues are well-understood.
If one had a central element z ∈ Q[Sn] which acted diagonalizably, and acted with dis-
tinct eigenvalues on each representation Sλ, then one could construct pλ as a projection to
an eigenspace of z. The sum e1 =
∑n
k=1 jk is central, and fulfills this role on a philosophical
level, but not in reality. It acts on Sλ with eigenvalue given by the (total) content number of
λ, the sum of the contents of each box, which we denote in this paper by x(λ). Unfortu-
nately, there are distinct tableau λ 6= µ with x(λ) = x(µ), meaning that e1 can not tell these
irreducible representations apart.
1.2. Lifting to the Hecke algebra. The Hecke algebraHn (in typeA) is aZ[v, v−1]-deformation
of Z[Sn], for a formal parameter v. By setting v = 1 there is an isomorphism Hn/(v − 1) ∼=
Z[Sn]. There are quasi-idempotents kT ∈ Hn and idempotents pT ∈ Hn ⊗Z[v,v−1] Q(v) anal-
ogous to those constructed by Young, which we continue (abusively) to denote kT and pT .
See e.g. [DJ87, §5].
The YJM elements {jk} of the symmetric group deform in a naive way to the additive Jucys-
Murphy elements of Hn. Dipper and James used analogous techniques to construct Young
idempotents in Hn by projecting to joint eigenspaces of additive Jucys-Murphy elements,
see [DJ87, p75].
The Hecke algebra also contains more subtle analogs of the {jk} called multiplicative Jucys-
Murphy (JM) elements, denoted {yk}. We learned of these from work of Isaev-Molev-Oskin
[IMO08], which was inspired by ideas of Cherednik, see the references therein. If one sets
v = 1 then yk is sent to 1 ∈ Z[Sn]. Instead, the relationship is better encoded as a derivative
at v = 1: more precisely (see [IMO08, p2])
(1.5) yk =
jk − 1
v − v−1 |v=1.
One can also imitate the proofs of Okounkov-Vershik [OV96] for these multiplicative JM
elements1. The eigenvalue of yk on pT is v2x, where x is the content number of the k-th box
in T .
There are many reasons to prefer multiplicative JM elements over additive ones. For one,
the elements yk are invertible, being in the image of the map from the braid group to Hn.
Others will become evident soon. We will only be considering multiplicative JM elements in
this paper.
The operator ftn =
∏n
k=1 yk ∈ Hn, called the full twist, is the multiplicative analog of the
element e1 =
∑n
k=1 jk ∈ Z[Sn], in the sense that its “derivative at v = 1” is e1. It is central in
Hn (being the image of a central braid), and acts diagonalizably with eigenvalue on Sλ given
by v2x(λ).
So, one can construct projections pT and pλ by simultaneously diagonalizing the commut-
ing family {y1, . . . , yn}. Alternatively, one can simultaneously diagonalize the commuting
family of (partial) full twists {ft1, . . . , ftn}, where fti =
∏i
k=1 yk.
1This is a straightforward and very worthwhile exercise. We would love to know of good references for this
material.
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1.3. The categorification. The category SBimn of Soergel bimodules (for Sn) is a full sub-
category of the category of graded bimodules for the ring R = R[x1, . . . , xn]. It is closed
under direct sums and direct summands, grading shifts, and tensor products, so its split
Grothendieck group [SBimn] is naturally a free Z[v, v−1]-algebra with basis {[Bw]} indexed
by the symbols of the indecomposable Soergel bimodules (up to isomorphism and grading
shift). Soergel proved that the indecomposables are indexed by w ∈ Sn, and that there is a
natural isomorphism Hn → [SBimn]. See §2.4 for additional background on this topic.
To lift elements of the braid group (or their images in Hn) to this categorical world, one
should work with complexes of Soergel bimodules. The homotopy category (i.e. complexes
modulo nulhomotopic chain maps) of Soergel bimodules is often called the Hecke category,
and is a triangulated categorification ofHn. Rouquier constructed a bounded complex of So-
ergel bimodules for each braid. Thus, the bounded homotopy category Kb(SBimn) contains
objects Yk associated to JM operators, and FTk associated to the partial full twists.
Remark 1.1. It is not known if there is a reasonable categorification of the additive Jucys-
Murphy elements.
1.4. Categorical linear algebra. In previous work [EH17], the authors introduced a notion
of categorical diagonalization, the diagonalization of functors. Let us give a brief synopsis.
Let V be an additive category, let A be an additive monoidal category which acts on V
by additive endofunctors. For example one could take A to be the category of additive
endofunctors of V . We often choose A first, and let it act on itself V = A on the left. Any
complex F ∈ Kb(A) acts by a triangulated endofunctor on Kb(V). The analogous situation in
linear algebra is an element f in an algebra A, which acts on a vector space V . In our main
example, A = SBimn and F = FTn, analogous to ftn acting in the regular representation of
Hn.
Remark 1.2. In linear algebra any statement regarding eigenvalues and diagonalizability of
linear operators on a vector space V can be stated entirely in terms of the algebra of en-
domorphisms A = End(V ). We adopt a similar point of view for the categorification. In
particular we prefer to view F ∈ Kb(A) as the main object of study, rather than the functor
F ⊗ (−) : Kb(V)→ Kb(V).
The main reason for doing this is that the category of triangulated endofunctors of a tri-
angulated category is typically not triangulated, due to the usual inadequacies of abstract
triangulated categories (formation of mapping cones is not functorial). On the other hand,
any action of A on V extends to an action of Kb(A) on Kb(V) by triangulated endofunctors,
via the usual rules for tensoring complexes. Thus if F,G ∈ Kb(A), then any mapping cone
Cone(F → G) is a well defined object of Kb(A), hence acts on Kb(V). In other words, when
taking mapping cones of functors, we do so in the triangulated category Kb(A), instead of
the (not necessarily triangulated) category End(Kb(V)).
Let us also assume that A and V are equipped with additional “grading shift” functors.
For simplicity in the introduction we will say that A is Z-graded with shift functors denoted
(k), k ∈ Z. An invertible scalar object Σ in Kb(A) is2 an object of the form 1(a)[b], where [b]
denotes the homological shift. A scalar object is by definition a finite direct sum of invertible
scalar objects. One thinks of tensoring with scalar objects as analogous to multiplication by
scalars in linear algebra.
2In this paper this definition suffices. For more see §1.17 and [EH17].
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A weak eigenobject would be an nonzero object M ∈ Kb(V) such that F ⊗M ' Σ ⊗M ,
analogous to fm = κm. A better notion of an eigenobject would give more control over this
isomorphism. With this in mind, let α : Σ → F be a chain map in Kb(A). We say that M is
an α-eigenobject if M is nonzero and α ⊗ IdM is a homotopy equivalence Σ ⊗M '→ F ⊗M .
In this case we call α an eigenmap. Eigenmaps are a new categorical structure which have no
analogue in linear algebra: they represent the “relationship” between the operator f and its
eigenvalues.
One should think of the cone Cone(α) ∈ Kb(A) as a categorification of (f − κ). The α-
eigenobjects can alternately be described as those nonzero complexes M ∈ Kb(V) which are
annihilated by Cone(α), analogous to (f − κ)m = 0. The full subcategory of α-eigenobjects
is the α-eigencategory; it is a full triangulated subcategory of Kb(V).
We call F prediagonalizable if there exist maps αλ : Σλ → F from various scalar objects Σλ,
such that the tensor product
(1.6)
⊗
Cone(αλ) ' 0
is nulhomotopic3. This is analogous to the familiar statement
(1.7)
∏
(f − κλ) = 0
of diagonalizability in linear algebra. Here is a loose statement of the Diagonalization Theo-
rem from [EH17].
Theorem 1.3. (See [EH17, Theorem 1.22] for a precise version) Suppose that F is invertible, and
prediagonalizable with eigenmaps αλ : Σλ → F , such that the scalar objects Σλ have distinct homo-
logical shifts. Then for each λ there is an explicit construction of an idempotent complexPλ inside the
bounded-above homotopy category K−(A), which projects to the eigencategory for αλ. The monoidal
identity has a filtration whose subquotients are the Pλ, analogous to the fact that the identity is the
sum of the eigenprojections in linear algebra:
1 =
∑
pλ.
In other words, the category K−(A) has a filtration4 by eigencategories, just as A has a
decomposition into eigenspaces. It is the existence of the projectors Pλ which most interests
us, so when we can construct them we say that we have diagonalized the functor F . One
should think of the passage from Kb(A) to K−(A) as analogous base change from Z[v, v−1]
to Q(v), or better yet, to Laurent power series Z((v)), as finite complexes allow for infinite
sums.
Remark 1.4. We have said F is analogous to f , A is analogous to A, etcetera, without saying
explicitly “F categorifies f .” To be precise requires some subtlety, since the Grothendieck
group of K−(A) is zero by the Eilenberg swindle (see [EH17, Remark 4.9] for further discus-
sion). Instead, one must show that all the complexes involved live in a suitable full subcate-
gory of K−(A) whose Grothendieck group is a nonzero extension of [A], as was done e.g. in
3There are some additional technical conditions. The cones in (1.6) may not tensor commute, and one must
either be more precise in (1.6), or impose additional assumptions to ensure that they do commute.
4precisely, a semi-orthogonal decomposition
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[CK12; AS13]. Choosing this subcategory is context-dependent. In §8.9 we define a cate-
gory K∠(SBimn) which contains all the complexes considered here and has a well-behaved
Grothendieck group. This justifies statements like “Pλ categorifies pλ” below.
Remark 1.5. In fact, our Diagonalization Theorem also proves the existence of quasi-idempotent
complexes Kλ which live in the bounded homotopy category, such that Pλ is built from of
infinitely many copies of Kλ. The Kλ enjoy a number of desirable properties, and there is
an easily expressed relationship between Kλ and Pλ which mirrors the relationship (Koszul
duality) between exterior and polynomial algebras, see [EH17, §7.3].
1.5. The main theorem. Now let us apply this to our current situation, with A = SBimn.
Our first major result is this.
Theorem 1.6. (See Theorem 7.37) Let FTn ∈ Kb(SBimn) be the full twist Rouquier complex. Then
FTn is categorically prediagonalizable in the sense of [EH17, Definition 6.13], with one eigenmap
αλ : Σλ → FTn for each partition of n. The scalar object Σλ is 1(2x(λ))[−2c(λ)], where x(λ) is the
total content number as above, and c(λ) is the total column number, obtained by adding together the
column number of each box in λ, see Definition 5.11.
Remark 1.7. Ironically, although JM elements yk are preferred in the literature to partial full
twists ftk, the JM complexes Yk will not be prediagonalizable. They do not admit enough
maps to or from scalar objects. Hence, we stick to discussing full twists henceforth.
Note that the grading shift 2x(λ) corresponded to the eigenvalue v2x(λ) of ftn on Sλ. Mean-
while, the homological shift−2c(λ) is invisible in the Grothendieck group, but plays a much
more significant role in this paper.
Unfortunately, Theorem 1.6 does not allow one to apply the Diagonalization Theorem,
because the scalar objects Σλ do not have distinct homological shifts. That is, for any n ≥ 6
there are distinct partitions λ 6= µ with c(λ) = c(µ), and even x(λ) = x(µ). Thus we again
meet the problem that ftn can not distinguish between distinct irreducibles, and again we
solve this problem by studying the entire family of full twists. In both cases, the saving
grace is the observation that, once one fixes a partition λ with n− 1 boxes, and restricts ones
attention to partitions of n which contain λ, these partitions have distinct values of x and c.
Ultimately, this will allow us to use our Relative Diagonalization Theorem [EH17, Theorem
8.2] to diagonalize FTn if we have already diagonalized FTn−1.
Thus our main theorem, see Theorems 8.1 and 8.30, states that one can simultaneously
diagonalize the full twists {FT1, . . . ,FTn}, producing complexes Pλ for each partition of n,
and PT for each standard tableaux with n boxes, which categorify pλ and pT respectively.
Theorem 1.8. Let FTn ∈ Kb(SBimn) be the full twist Rouquier complex. There exists a diagonal-
ization {(Pλ, αλ)} of FTn, indexed by partitions λ of n, in the sense of [EH17, Definition 6.16]. The
idempotents Pλ are central in the homotopy category K−(SBimn), and they categorify the central
idempotents in Hn. If λ(k) is a partition of k for 1 ≤ k ≤ n, then
P(λ(1),...,λ(n)) :=
n⊗
k=1
Pλ(k)
is contractible unless T = (λ(1), . . . , λ(n)) is a standard Young tableaux (that is, λ(k) ⊂ λ(k+1) for
all 1 ≤ k ≤ n − 1). The idempotents PT describe a simultaneous diagonalization of the complexes
FTk, 1 ≤ k ≤ n; they categorify the primitive Young idempotents pT in Hn.
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Examples of these projectors PT and related finite complexes KT can be found in §9.
Remark 1.9. There are many other related features of the representation theory of Hn, for ex-
ample, the construction of a particularly nice eigenbasis of Sλ called the Young (semi)normal
form. In a sequel to this paper, we plan to categorify the proofs from [OV96] of some of these
features.
1.6. Representations and cells. In order to explain how our theorem is proven, we must
approach the representation theory of the Hecke algebra from an entirely different perspec-
tive: that of cells, and the Kazhdan-Lusztig basis. Let us give a brief and unusual exposition
of this topic, allowing that we already know the Hecke algebra is categorified by Soergel
bimodules. A more standard exposition is given in the body of the paper.
Soergel [Soe90] proved that under the isomorphism Hn → [SBimn], the indecomposable
Soergel bimodules [Bw] are sent to the so-called Kazhdan-Lusztig (KL) basis {bw}, defined in
[KL79] by Kazhdan and Lusztig. This is a difficult theorem, and relies in an essential way
on the fact that the base ring R = R[x1, . . . , xn] is over a field of characteristic zero. In finite
characteristic, the indecomposable Soergel bimodules are sent to a different basis of Hn, and
most of the arguments in this paper will fail.
A consequence is that plethysm (the decomposition of tensor products into indecompos-
able objects) in SBimn is determined by multiplication of KL basis elements. That is, if
(1.8) bwbx =
∑
cyw,xby
for coefficients cyw,x ∈ Zv, v−1, then
(1.9) Bw ⊗Bx ∼=
⊕
B
⊕cyw,x
y ,
and in particular the coefficients cyw,x are non-negative. Here, B⊕v
k
is shorthand for the
grading shift B(k).
Remark 1.10. In contrast, plethysm in Kb(SBimn) is not determined in the Hecke algebra!
The class of a complex in the Grothendieck group only remembers its Euler characteristic
(and certainly forgets the all-important differential). Much of this paper consists of lifting
formulas in the Hecke algebra to Kb(SBimn) in a particularly nice way.
Let A be an additive, idempotent complete, monoidal category, and let indA denote the
set of indecomposable objects up to isomorphism. Define a transitive relation ≤L on indA
by declaring B1 ≤L B2 if B1 is isomorphic to a direct summand of C ⊗ B2 for some C ∈ A.
Equivalence classes with respect to this relation are called left cells. Similarly, one can define
right cells and two-sided cells. The set of cells is a poset under the relation. If A is graded,
then, B and B(k) are in the same left (resp. right, two-sided) cell for any grading shift k,
because 1(k) is invertible. More generally, tensoring with scalar objects will preserve cells.
We describe this theory in more detail in §3.
Applying this to A = SBimn, we obtain a notion of left, right, and two-sided cells in the
symmetric group Sn, which is the usual notion of cells attached to the KL basis. It follows
from the original work of Kazhdan-Lusztig that these cells match up with the various data
associated to a permutation in the Robinson-Schensted correspondence. The two-sided cells
are in bijection with the partitions of n, with the dominance order giving the poset structure.
Henceforth, the word cell without any adjectives refers to a two-sided cell.
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Given a (two-sided) cell λ, the full subcategory A≤λ with objects {Bw(k)} for k ∈ Z and w
in cells ≤ λ is a thick two-sided tensor ideal. Equivalently, the Z[v, v−1]-span of {bw} for w
in cells ≤ λ is a two-sided ideal in H = Hn, which we denote H≤λ. This equips the Hecke
algebra with a filtration by ideals, whose subquotients are spanned by the images of bw for
w in cell λ. This subquotient, viewed as a left module for H, splits further into modules for
each left cell inside λ, which are called cell modules. The crucial point is that, in type A, each
cell module within the two-sided cell λ is isomorphic to the Specht module Sλ, and this gives
an alternate construction of the irreducible representations of Hn.
Remark 1.11. Later we will discuss the case of general Coxeter groups, where the cell modules
need not be irreducible. This discussion leaves out many such subtleties.
1.7. Cell filtrations and prediagonalization. Let us examine how the cell theory construc-
tion of Sλ interfaces with the eigentheory of the full twist. There is an element htn in the
Hecke algebra, known as the half twist and also the image of a braid, such that ht2n = ftn. By
a result of Graham (see Mathas [Mat96]), for w ∈ Sn in cell λ one has
(1.10) htn bw ≡ (−1)c(λ)vx(λ)bSchuL(w) +H<λ.
Here SchuL, the left Schu¨tzenberger dual, is an involution on Sn that preserves each left cell.
Consequently
(1.11) ftn bw ≡ (−1)2c(λ)v2x(λ)bw +H<λ.
We recommend that the reader skim through §3.3 now, to see how these formulas play out
for S3 in the categorification Kb(SBim3).
This illustrates a crucial point. It is difficult to explicitly find any eigenvectors for ftn.
However, it is easy to find eigenvectors modulo lower terms in the cell filtration. The same is
true in the categorification: an eigenobject for FTn is typically an interesting complex, while
any indecomposable object Bw is an “eigenobject modulo lower cells” (as we prove). This
motivates us to shift our goalposts: instead of looking for eigenmaps, we look for “eigen-
maps modulo lower cells.”
Let F be a complex inKb(A) for an additive monoidal categoryA. Suppose that the action
of F agrees with that of a scalar object Σλ on the cellular subquotient Kb(A≤λ/A<λ); in other
words, if B is an indecomposable in cell λ, then F ⊗B is a complex which is built from ΣλB
and various indecomposables in cells < λ. We call a map α : Σλ → F a λ-equivalence if it
induces the isomorphism ΣλB → F ⊗ B in the cellular subquotient, for all B in cell λ. That
is, α is like an eigenmap but only modulo lower terms.
We are not sure to what extent a naive theory of λ-equivalences can be pursued. By making
some additional (strong) assumptions, one can prove that F ⊗ B is built from ΣλB and
indecomposables in cell < λ, where all the lower terms also appear in smaller homological
degrees! In this case, the map ΣλB → F ⊗ B induced by a λ-equivalence would just be
the inclusion of the last nonzero homological degree. When this happens, it becomes much
easier to prove categorical statements. We only discuss λ-equivalences in this more rigid
context.
There is a simple linear algebra statement which reads as follows: suppose one has an
operator f on a vector space V . Suppose V is filtered by a poset P , and for each λ ∈ P , f acts
on V≤λ/V<λ as scalar multiplication by κλ. Suppose also that if µ and λ are comparable then
κµ 6= κλ. Then f is diagonalizable on V , with the same eigenvalues {κλ}λ∈P . In other words,
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“eigenvalues modulo lower terms” are actually eigenvalues. In Proposition 3.42 we prove
an analogous categorical statement, under the aforementioned rigidifying assumptions. If F
admits a λ-equivalence αλ for each cell λ, then
⊗
Cone(αλ) ' 0. Thus F is prediagonalizable,
and the λ-equivalences are actually eigenmaps.
Our proof that FTn is diagonalizable can be divided into three major steps. The first is
proving that FTn satisfies the assumptions of Proposition 3.42, which we discuss shortly.
The second is constructing a family of λ-equivalences. The third is congealing these results
into a form suitable for the Relative Diagonalization Theorem of [EH17].
1.8. Bounding the action of the full twist. For λ-equivalences to behave well, we need to
prove that FTn⊗B should be built from ΣλB and indecomposables in cell < λ, where all the
lower terms also appear in smaller homological degrees. In other words, (1.10) and (1.11)
should be categorified in the best possible way. We believe these results have independent
interest.
Proposition 1.12. Let FT = FTn, and let HT = HTn be the Rouquier complex for the half twist
htn. For w in cell λ,
(1) HT⊗Bw is homotopy equivalent to a complexX0 → · · · → Xc(λ) whereXc(λ) = BSchuL(w)(x(λ))
and Xk is in cells strictly less than λ for k < c(λ).
(2) FT⊗Bw is homotopy equivalent to a complex Y 0 → · · · → Y 2c(λ) where Y 2c(λ) = Bw(2x(λ))
and Y k is in cells strictly less than λ for k < 2c(λ).
In §3.4 and §4.6, Proposition 1.12 is reduced to a simpler statement, which is proven in
Theorem 6.16. The proof of Theorem 6.16, and the exposition to make it possible, comprises a
significant bulk of this paper. It requires a fairly thorough knowledge of Lusztig’s asymptotic
Hecke algebra.
When one speaks of asymptotic data in the Hecke algebra, one refers to the lowest degree
power of v with a nonzero coefficient in some formula; categorically, this is the minimal
degree of a morphism between Soergel bimodules. For example, letting czx,y be as in (1.8),
one can define5 r(z) for z ∈ Sn to be the integer such that v−r(z) is the minimal power of v
appearing in czx,y for all x and y. It turns out that r(z) only depends on the two-sided cell λ
of z, and is equal to the row number r(λ) of the corresponding partition.
Remark 1.13. We have now defined three numerical statistics associated to a partition: the
row number r(λ), the column number c(λ), and the content number x(λ). One has x(λ) =
c(λ) − r(λ), and c(λ) = r(λt), where λt is the transpose partition, also obtained from the
two-sided cell λ by multiplication by the longest element w0 ∈ Sn.
Lusztig [Lus14, Chapter 14] has a list of famous properties (P1-P15) of this statistic r(z)
and its interaction with cells, which he proves for the symmetric group using the fact that
all Kazhdan-Lusztig polynomials are positive. We use most of these properties in the setup
of the proof of Theorem 6.16. Said another way, our results in this paper put a homological
spin on Lusztig’s asymptotic Hecke algebra (c.f. Remark 4.39).
We use these Grothendieck group considerations to reduce the proof of Proposition 1.12
to the case when w is the longest element of a parabolic subgroup Sk1 × . . . × Skr ⊂ Sn. We
are able to prove this directly in §6.6 and §6.7, by a nasty computation.
5This is denoted a(z) by Lusztig.
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1.9. Constructing λ-equivalences. Two ingredients go into our construction of λ-equivalences.
The first is a criterion for the existence of a λ-equivalence.
Recall thatR = R[x1, . . . , xn] is the base ring of the construction of Soergel bimodules, and
also is the endomorphism ring End(1) of the monoidal identity. Using asymptotic data once
more, one can construct homogeneous polynomials fd ∈ R (well-defined up to a scalar in
R>0) associated to involutions d ∈ Sn, by composing the morphisms of minimal degree
1→ Bd → 1.
The span of these polynomials, as d ranges over all involutions in a given cell λ, is proven to
be an Sn-representation inside R. In fact, we prove it is isomorphic to the Specht module Sλ!
So long as there exists some involution d in cell λ and some map α which is not annihilated
by precomposition with fd, we are able to bootstrap the existence of some λ-equivalence (not
necessarily α itself). This proof, accomplished in §7.3, uses the irreducibility of the Specht
module.
The second key ingredient in our construction of λ-equivalences comes from recent progress
in computing the triply graded homology of torus links.
Given complexes C,D ∈ K(SBimn), let HomZ×ZK(SBimn)(C,D) denote the bigraded space of
homogeneous chain maps modulo homotopy:
HomZ×ZK(SBimn)(C,D) =
⊕
i,j∈Z
HomK(SBimn)(C,D(i)[j]).
In [EH16] the authors introduced a technique for the computation of HomZ×Z(1, C) when
C is a Rouquier complex of a particular class of braids6. As an application, we compute
HomZ×Z(1,FTn) as a bigraded vector space. In work of the second author, this was ex-
tended to a computation of HomZ×Z(1,FT⊗kn ) for all n, k ≥ 0. Our computation is inherently
inductive, using the embeddings Sk ⊂ Sn for k < n.
In fact, HomZ×Z(1,FTn) is an R-bimodule on which the right and left actions agree. Our
description does not make theR-module structure clear, only the action ofR in the associated
graded for some filtration. This is because we describe HomZ×Z(1,FTn) using a (degenerate)
spectral sequence.
The precise answer to the computation is not worth recalling here, though more details
are given in §7.5. In §7.6 we justify that this description of HomZ×Z(1,FTn) produces cer-
tain specific maps αλ : 1(2x(λ))[−2c(λ)] → FTn, which are candidates for λ-equivalences.
By examining the action of R on αλ in the associated graded, we deduce that a particu-
lar polynomial fd ∈ R will not kill αλ. This is sufficient to deduce the existence of some
λ-equivalence, by the criterion mentioned above.
Remark 1.14. In fact, using very recent work of the second author and Gorsky [GH], we can
prove that αλ itself is a λ-equivalence. We include this as an addendum, see §7.4.
1.10. Ensuring relative diagonalization. Finally, we need to prove that FTn can be diago-
nalized, relative to an inductively defined diagonalization of FTn−1. Fix a partition µ of size
n− 1, and let Pµ be the corresponding central idempotent complex in K−(SBimn−1), which
6We compute the entire triply graded homology of these braids, of which the zeroth Hochschild degree is this
bigraded vector space HomZ×Z(1, C).
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we can also view as a non-central idempotent complex in K−(SBimn). Let {λ1, . . . , λr} de-
note the partitions of n which are obtained from µ by adding a single box. In order to use
our Relative Diagonalization Theorem [EH17, Theorem 8.2], we need to prove that
(1.12) Pµ ⊗
⊗
Cone(αλi) ' 0.
The corresponding statement in the Hecke algebra says that the eigenvalues of ftn on the
induction of Sµ to Hn are those associated to λi. This is a key computation in Okounkov-
Vershik [OV96]. A categorical proof is slightly more difficult, as we must prove this result
using cell theory instead in order to use the techniques (e.g. λ-equivalences) that we have
developed. To this end, we use several results of Meinolf Geck [Gec03; Gec06] on induction
of Kazhdan-Lusztig cells and on relative Kazhdan-Lusztig cells, which we recall in §8.4.
Beyond this, the major technical difficulties involved are mostly in the Relative Diagonal-
ization Theorem itself, and this justifies a great deal of the work done in [EH17]. The result-
ing idempotents PT satisfy an inductive relationship which categorifies [IMO08, Equation
(11)].
1.11. Tightness. We have noted that there are distinct partitions λ 6= µ with the same eigen-
value of ftn, so that ftn can not tell their irreducibles apart. Yet FTn has distinct (and in fact,
linearly independent) eigenmaps αλ and αµ, so it seems that FTn should be able to tell their
categorical cell modules apart, which would be an upgrade. However, this is a very subtle
point which we do not prove here.
In our definition of diagonalization [EH17, Definition 6.16], the essential image of the
projection Pλ ⊗ (−) must lie inside the eigencategory of αλ, but it need not be the entire
eigencategory! When the essential image of Pλ ⊗ (−) and the eigencategory of αλ agree
for all λ, the diagonalization is called tight. Non-tight diagonalizations are important for
applications in algebraic geometry, though a tight diagonalization seems preferable in some
contexts. Non-tightness is hard to avoid when eigenvalues coincide, that is, when distinct
eigenmaps αλ 6= αµ have the same scalar object Σλ ∼= Σµ. When eigenvalues coincide, it is
possible for there to be a nonzero object M which is an eigenobject for both αλ and αµ; if the
diagonalization were tight thenM is preserved by bothPλ andPµ, but thenM ∼= PλPµM ∼=
0 by orthogonality of projectors, so this possibility is precluded.
To illustrate the subtlely, consider the incomparable partitions λ = (3, 1, 1, 1) and µ =
(2, 2, 2), which have the same values of r = 6, c = 3, and x = −3. Both αλ and αµ are el-
ements of V = Hom(1(−6)[6],FT6), and {αλ, αµ} is a basis for this two-dimensional space.
However, as observed in [EH17, §2] or in the proof of Lemma 7.17, being a λ-equivalence
is an open condition in this vector space V , the complement of a union Vλ of hyperplanes.
Hence almost every linear combination ofαλ andαµ is both a λ-equivalence and a µ-equivalence.
If αµ happens to be a λ-equivalence (the generic situation) then there is a joint eigenobject
for both αλ and αµ. The question of distinguishing the αµ and αλ eigencategories essen-
tially boils down to whether it is possible to construct a λ-equivalence αλ which is not a
µ-equivalence, and vice versa. It certainly would be quite special for Vµ to be contained in
Vλ for some λ 6= µ, so generically one would expect the following to be true.
Conjecture 1.15. The λ-equivalences αλ can be chosen so that αλ is not a µ-equivalence for any
µ 6= λ.
This is certainly a prerequisite for tightness.
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Conjecture 1.16. There exist λ-equivalences αλ for which the diagonalization of FTn from Theorem
8.1 is tight.
It is beyond the scope of this paper to tackle either of these conjectures. We expect Con-
jecture 1.16 to be a straightforward consequence of Conjecture 1.15, but a proof Conjecture
1.15 will require a deeper understanding of the R-module structure on HomZ×Z(1,FTn).
Our main tool for studying HomZ×Z(1,FTn) is the spectral sequence from §7.5, which only
encodes the R-action on the associated graded, while our main tool for proving that a map
is a λ-equivalence uses the true R-action (see §1.9). One can use this to prove maps are
λ-equivalences, because being not being annihilated by an element of R in the associated
graded implies not being annihilated by the same polynomial in the whole space. The con-
verse of this is false, hence we do not show that our λ-equivalence is not also a µ-equivalence
for µ 6= λ.
Finally we mention a closely related conjecture regarding the categorical analogue of the
minimal polynomial for FTn.
Conjecture 1.17. The λ-equivalences αλ can be chosen such that
(1.13)
⊗
λ∈P(n)
Cone(αλ) ' 0,
with none of the factors being redundant.
If the µ-equivalence αµ were also a λ-equivalence for some λ 6= µ, then the factor Cone(αλ)
would be redundant. Thus, Conjecture 1.17 implies Conjecture 1.15.
1.12. Other Coxeter groups. The symmetric group is one family (type A) inside a broad
class of groups generated by reflections, known as Coxeter groups. Given a Coxeter group W
with a set of simple reflections S, one has an associated Hecke algebra H(W ), a category of
Soergel bimodules SBim(W ), and Rouquier complexes associated with elements of the braid
group of W . When W is finite, it has a longest element w0, which lifts to an element ht inside
the braid group called the half twist. This in turn squares to a central element ft which we
call the full twist. Mathas [Mat96] has proven an analog of (1.10). All the pieces are in place
for a potential diagonalization of FT, the Rouquier complex of ft.
Below, let r(λ) be defined as in §1.8; this number is commonly called Lusztig’s a-function.
Let c(λ) := r(λt), where λt is the two-sided cell w0λ, set x(λ) := c(λ)− r(λ).
Conjecture 1.18. The Rouquier complex FT associated with the full twist ft is categorically diago-
nalizable, for any finite Coxeter group W . It has one eigenmap αλ : Σλ → FT for each two-sided cell
λ. The scalar object Σλ is given by 1(2x(λ))[−2c(λ)].
In a sequel to this paper, we will prove this conjecture for dihedral groups (which have
only three two-sided cells) by direct computation.
To facilitate this general conjecture, we give our exposition in terms of a general Coxeter
group, until §5 when we focus on the case of the symmetric group. It should not make
the exposition significantly harder to read, as various constructions (Lusztig’s asymptotic
Hecke algebra, Schu¨tzenberger duality) are tricky anyway, and not significantly less tricky
in type A. The main simplification in type A is that every involution is distinguished. The
reader unfamiliar with Coxeter groups beyond the symmetric group can just assumeW = Sn
throughout.
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Let us discuss which arguments in this paper go through for general Coxeter groups, and
which (enormous) gaps remain in the proof.
Our first step was proving Proposition 1.12, which said that (1.10) was categorified in the
best possible way. In §3.4 we develop some general results, which reduce this question to
proving that HT⊗Bw is concentrated in homological degrees ≤ c(λ) for a single w in each
cell λ. This is the content of Conjecture 4.30. Our proof for a particular w in type A is the
content of §6.6, and is one of the nastiest bits in this paper. The proof has almost no hope of
being generalizable beyond type A.
The second step was to construct a family of λ-equivalences; that they exist is Conjecture
4.32. This in turn had two ingredients. The first was a sufficient condition for a λ-equivalence
to exist using non-annihilation by polynomials in the Specht module. This analog of the
Specht module does exist for arbitrary Coxeter groups, and it seems not to have been studied
previously! We do not know what its properties might be, but it might be irreducible in
general, which would enable us to reproduce the same sufficient condition.
The second ingredient was an explicit construction of particular chain maps via our com-
putation of triply graded link homology, and in particular, our computation of HomZ×Z(1,FTn).
Any computation of HomZ×Z(1,FT) for other finite Coxeter groups will likely require new
ideas (or inhuman tenacity), though we will compute it for the dihedral group in the sequel.
The final step was to apply the Relative Diagonalization Theorem. This step was required
because FTn might have distinct cells with the same scalar object, and smaller full twists
were required to tell these cells apart. Essentially, this step (as well as our computation
of HomZ×Z(1,FTn) ) relies on the existence of a well-understood tower of Coxeter groups
S1 ⊂ S2 ⊂ . . . ⊂ Sn, with well-understood relative cell theory. We believe this is a topic
which, already in the Grothendieck group, deserves far more study than it has received.
1.13. Relation to other work. The idempotents PT and Pλ constructed here recover several
other idempotents constructed already in other contexts. We keep the details to a minimum,
but hope this will be a useful reference for experts. The categorified Jones-Wenzl idempo-
tents [CK12; Roz14; Ros14; Hog15] are obtained from PT when T is the one-row tableau.
The idempotent Pn from [Hog15] is in fact isomorphic to PT , while the others are obtained
from PT by applying a monoidal functor from SBimn to an appropriate additive monoidal
category (such as slN matrix factorizations or foams). A category O version of the categori-
fied Jones-Wenzl idempotent [FSS12] is conjecturally related to these by a version of Koszul
duality [SS12].
In [CH15] the second author and Ben Cooper categorified a complete collection of idem-
potents in the Temperley-Lieb algebra. The central idempotents Pn,k can be obtained from
Pλ for λ a 2-row partition, while the primitive idempotents Pε can be obtained from PT
with T a 2-row standard tableau. As further special cases, we obtain Rozansky’s “bottom
projectors” P2n,0 [Roz10]. Applying functors to categories of slN matrix factorizations, our
work here generates slN versions of these, indexed by N -row partitions / tableau. These
should be closely related to Cautis’ idempotents [Cau15]. This connection deserves further
exploration and will certainly involve an adaptation of the techniques here to the setting of
singular Soergel bimodules.
If T is the one-column partition, then PT is isomorphic to P1n constructed by the second
author and Michael Abel [AH17].
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Finally, let us point out the beautiful work [GNR16]. After sharing early details of this
work to Gorsky-Negut,-Rasmussen, it was realized that categorical diagonalization provides
a natural home for an emerging connection between knot homology and Hilbert schemes. In
particular, the endomorphism rings EndZ×Z(PT ) are conjectured to be isomorphic to some
explicit quotients of polynomial rings, which are shown to be isomorphic to the ring of func-
tions on an open chart of the flag Hilbert scheme FHilbn(C2) in [GNR16]. The most impor-
tant ingredient in our story, the eigenmaps, do indeed yield an action of a polynomial ring
on PT in which the generators have the predicted degrees. We refer to [GNR16] for details,
and also to [Hog15; AH17] for proofs of this conjecture for the one-row and one-column
tableaux. The polynomial action induced by eigenmaps follows from general principals (see
for instance the proof of Lemma 8.43).
1.14. Structure of the paper. The reader may have noticed that we prove our theorem by
throwing the whole book at it. We use a huge amount of Hecke algebra theory (Kazhdan-
Lusztig theory, Soergel bimodules, cells and asymptotics, cellularity in type A, Robinson-
Schensted, specialized results of Mathas and Geck, and even pattern avoidance) and repre-
sentation theory (Specht modules, Okounkov-Vershik) together with very fancy homological
algebra (convolutions, categorical diagonalization, our recent computation of knot homol-
ogy). Our positive spin is that we’re not really throwing the book, we’re instead reinterpret-
ing the book homologically, taking properties of the Hecke algebra and upgrading them to
properties of the full twist complex.
In §2 we give background information on Coxeter groups, the Hecke algebra, the Kazhdan-
Lusztig basis, Soergel bimodules, and Rouquier complexes. We also describe minimal com-
plexes and Gaussian elimination, two key concepts in the homological algebra of additive
categories. In addition to the basic definitions and familiar properties, we emphasize several
points which may not be familiar to the expert:
(1) Rouquier’s theorem about the canonicity of Rouquier complexes, and its implications
for conjugation by braids. §2.7.
(2) How braids act by conjugation on polynomials. §2.9.
(3) Minimal complexes of Rouquier complexes, and in particular, the half twist. §2.11.
In §3 we give an introduction to the abstract theory of cells in monoidal categories. Then,
starting in §3.4, we study the theory of twists, which are invertible complexes sharing some
of the key properties of HT and FT. Sections §3.4 and §3.5 are entirely new material.
In §4 we introduce the advanced and asymptotic cell theory of the Hecke algebra. We recall
the conjectures (P1-P15) of Lusztig, and we also recall the aforementioned result of Mathas
on the action of the half twist and Schu¨tzenberger duality. Then we discuss some categorical
lifts of these ideas. In §4.6 we state our main conjectures for arbitrary finite Coxeter groups:
Conjecture 4.30 stating that the half twist is sharp, implying that (1.10) is categorified in the
best possible way, and Conjecture 4.32 stating that there exists a family of λ-equivalences.
We prove some consequences of these conjecture, in particular that FT is prediagonalizable.
In §4.7 we discuss the existence of certain dot maps in SBim, which are maps of minimal
degree from 1 to Bd for a distinguished involution d. In future work, we will prove that Bd
is a Frobenius algebra object, assuming our conjectures. In §4.7, we prove the unit axiom.
In §5 we restrict our attention to type A, and discuss once again the various facts proven
about cells and asymptotics, as they apply to the symmetric group. In §6 we prove Conjecture
4.30 in type A, by a long explicit computation.
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In §7 we prove Conjecture 4.32 in type A. After some reminders and elementary results
in §7.1, we use the dot maps to give an alternate construction of the Specht module in §7.2
in type A, and of a “new” representation of W in other types. We use the irreducibility of
the Specht module to prove a criterion for the existence of a λ-equivalence in §7.3. In §7.5 we
recall our earlier results from [EH16] on the triply graded homology of the full twist, and in
§7.6 we combine these results to prove the existence of λ-equivalences.
In §8 we finally prove Theorem 1.8. After discussing some general consequences of diago-
nalization, we focus in §8.3 and §8.4 on the interactions between H(Sk) and H(Sn) for k < n,
recalling results of Geck and how they apply in type A. In §8.5 we use these results to prove
(1.12), from which the proof of our main theorem follows relatively easily in §8.6.
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1.16. Notation for complexes. Let k be a commutative ring and let A be a k-linear additive
category. We let K(A) denote the homotopy category of complexes over A. We prefer the
cohomological convention for differentials, hence complexes will be denoted
· · · d→ Ck d→ Ck+1 d→ · · · .
We call Ck the k-th chain object of C. We write C ' D when C and D are homotopy equiv-
alent complexes. Let Kb(A),K−(A),K+(A) ⊂ K(A) denote the full subcategories on the
complexes which are bounded, respectively bounded from the right, respectively bounded
from the left.
For i ∈ Z we let [i] : K(A) → K(A) denote the functor which shifts complexes i units
“to the left.” More precisely, C[i] denotes the complex C[i]k = Ck+i, dC[i] = (−1)idC . By a
morphism C → D of degree i, we mean a chain map f : C[−i] → D, or the equivalent data
of a chain map C → D[i].
If C,D ∈ K(A) are complexes, then we let Hom(C,D) denote the hom complex. The k-th
chain group of Hom(C,D) is the set of k-linear maps (not necessarily chain maps) from C to
D of degree k, and the differential is given by the super-commutator
f 7→ dD ◦ f − (−1)kf ◦ dC
when f has degree k. The cohomology of Hom(C,D) yields the morphisms in the homotopy
category: we have isomorphisms of graded k-modules
Hk(Hom(C,D)) ∼= HomK(A)(C[−k], D).
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1.17. Graded categories. Let Γ be an abelian group. We say that Γ acts on A strictly if we
are given functors Σx : A → A, x ∈ Γ, such that Σx ◦Σy = Σx+y for all x, y ∈ Γ and Σ0 = IdA.
Given a strict action of Γ on A and objects A,B ∈ A, we have the graded hom space
HomΓA(A,B) :=
⊕
x∈Γ
HomA(Γx(A), B),
which is a Γ-graded k-module. It can also be canonically identified with
⊕
x∈Γ HomA(A,Σ−x(B)).
The most common examples of strict actions occur when Γ = Zd, and Σi1,...,id is some sort
of grading shift functor. For instance, the homotopy category K(A) always has a strict Z
action given by Σi = [−i], and
HomZK(A)(C,D) = H
•(HomK(A)(C,D)).
More generally, if A has the structure of a strict Γ-action, then K(A) has the structure of a
strict Γ× Z action, via
Σx,i : K(A)→ K(A), Σx,i(C) = Σx(C)[−i].
Given C,D ∈ K(A), we also have a complex of homs HomΓ(C,D), whose homology is
H(HomΓK(A)(C,D)) ∼= HomΓ×ZK(A)(C,D).
SupposeA is additive, monoidal, and comes equipped with a strict action of Γ and natural
isomorphisms
Σx(1)⊗A ∼= Σx(A) ∼= A⊗ Σx(1)
for all x ∈ Γ and all A ∈ A. To be more precise we should fix such a family of natural
isomorphisms and require certain coherence conditions. If we are given such data we will
regard Σx : A → A as an invertible scalar functor. More generally, any direct sum of functors
Σx will be called a scalar functor. The object Σx(1) is called an invertible scalar object.
2. THE HECKE ALGEBRA AND SOERGEL BIMODULES
In this chapter, we provide the requisite background information on the Hecke algebra
and Hecke category attached to a Coxeter system (W,S). In the next chapter, we provide
background information on cell theory. This chapter is largely review, though we call the
expert reader’s attention to §2.9 and to the examples in §2.11.
2.1. Notation and the basics. Throughout this chapter, fix a Coxeter group W and a set
of simple reflections S ⊂ W . In this paper we often restrict to type A or type An−1: this
means that W is the symmetric group Sn, and S = {si}n−1i=1 are the adjacent transpositions
si = (i i+ 1).
An expression for an element w ∈ W is a sequence w = (si1 , si2 , . . . , sid) with sik ∈ S, such
that si1si2 · · · sid = w. When there is no ambiguity we assume that an underlined letter x
represents an expression for the element x ∈ W . A reduced expression or rex is an expression
for w of minimal length d, and this number d is the length of w, denoted `(w).
If W is finite, then there is a unique element of longest length, denoted w0. In type An−1,
the longest element is the permutation sending 1 ↔ n, 2 ↔ n − 1, etcetera. Its length is (n2),
having a reduced expression
w0 = s1(s2s1) · · · (sn−1 · · · s2s1).
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An involution in W is an element such that w2 = 1. Longest elements are always involu-
tions.
The set W has a Bruhat order, a partial order respecting the length function, where x ≤ w if
one can obtain a rex for x as a subsequence of a rex for w. The identity is the unique minimal
element in the Bruhat order, and w0 is the unique maximal element.
A parabolic subgroup is a subgroup WI generated by a subset I ⊂ S. Then WI is a Coxeter
group with simple reflections I . Any rex in S for an element w ∈ WI will only use simple
reflections in I , and thus the length function and Bruhat order on WI are the restrictions of
the corresponding notions on W . When WI is finite, its longest element will be denoted wI .
In type An−1, all parabolic subgroups have the form Sk1 × Sk2 × · · · × Skr with
∑
ki = n.
Typically the letter s denotes an arbitrary simple reflection. When discussing Sn with
n ≤ 4 we let s = s1, t = s2, and u = s3, by convention.
2.2. The Hecke algebra. The Hecke algebra H = H(W ) is a deformation of the group algebra
of W over the base ring Z[v, v−1], where v is a formal indeterminate. As a Z[v, v−1]-module,
H is free, with a standard basis {Hw}w∈W . The multiplication is determined by
• HwHv = Hwv if `(wv) = `(w) + `(v),
• (Hs + v)(Hs − v−1) = 0 for each simple reflection s ∈ S.
Here H1 = 1 is the unit.
A map f of Z[v, v−1]-modules is antilinear if f(vm) = v−1f(m). The Hecke algebra is
equipped with an antilinear automorphism called the bar involution, uniquely specified by
Hs = H
−1
s . It is an algebra homomorphism, so that ab = ab. In terms of the standard basis,
we have Hw = H−1w−1 . The following theorem is due to Kazhdan-Lusztig [KL79].
Theorem 2.1. There are unique elements bw ∈ H for each w ∈W , such that bw = bw and
bw = Hw +
∑
y<w
hy,w(v)Hy
where hy,w(v) ∈ vZ[v]. The elements {bw}w∈W form a basis of H, which we call the Kazhdan-
Lusztig basis or KL basis. The polynomials hy,w(v) are called Kazhdan-Lusztig polynomials or
KL polynomials.
Remark 2.2. We are mostly following the notation of Soergel [Soe97], and recommend his
exposition in [Soe97, §2] for the basics of the Hecke algebra. However, we write bw where
Soergel writes Hw. To match the conventions of Kazhdan-Lusztig [KL79], set Hw = v`(w)Tw,
q = v−2, bw = C ′w, and hy,w = v`(w)−`(y)Py,w(v−2).
Some additional properties of KL polynomials are recorded in this proposition.
Proposition 2.3. Fix y < w. The coefficient of v`(w)−`(y) in hy,w is 1. Moreover, the coefficient of vk
is zero unless k ≤ `(w)− `(y) and unless k as the same parity as `(w)− `(y).
By convention, one sets hw,w(v) = 1 and hy,w(v) = 0 if y  w, so that bw =
∑
y hy,w(v)Hy.
Thus, the KL polynomials give the change of basis matrix between the standard basis and
the KL basis. Note also that b1 = H1 = 1.
Example 2.4. Suppose that W is finite, with longest element w0. Then
bw0 =
∑
y∈W
v`(w0)−`(y)Hy.
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When hy,w = v`(w)−`(y) this KL polynomial is called trivial, because it has the simplest
possible behavior. We say that w is smooth if all Kazhdan-Lusztig polynomials hy,w are triv-
ial. For instance, the longest word of any parabolic subgroup is smooth. Any element of a
dihedral group (e.g. S3) is smooth.
Starting by giving examples of smooth elements is misleading, as smoothness is the excep-
tion in larger Coxeter groups. Polo [Pol99] proved that KL polynomials become arbitrarily
complicated, in that any polynomial whatsoever satisfying the properties of Proposition 2.3
is a KL polynomial for some pair of elements in Sn, for some n. There are no known closed
formulas for KL polynomials in general.
Example 2.5. For symmetric groups, the first non-smooth elements appear in S4: the per-
mutations tsut and sutsu. Here are two nontrivial KL polynomials: h1,tsut = v2 + v4 and
h1,sutsu = v
3 + v5 (the red terms make the KL polynomial nontrivial).
To conclude this section we state the Kazhdan-Lusztig inversion formula, which expresses
the standard basis in terms of the KL basis.
Proposition 2.6. ([KL79, Theorem 3.1], see also [Soe97, Remark 3.10]) IfW is a finite Coxeter group,
then
(2.1) Hy =
∑
x≤y
(−1)`(y)−`(x)hw0y,w0x(v)bx,
where w0 ∈W denotes the longest element.
2.3. The half twist. If W is a finite Coxeter group and w0 ∈ W is the longest element, then
we refer to the element Hw0 as the half twist and H2w0 as the full twist. These operators will be
the major players in this paper.
Definition 2.7. If W is a finite Coxeter group, let τ : W → W denote the group automor-
phism τ(x) = w0xw0.
Clearly τ2 = Id. One can show that τ preserves the set of simple reflections, so it corre-
sponds to an automorphism of the Coxeter-Dynkin diagram. Consequently, if there are no
nontrivial diagram automorphisms then τ = IdW , and w0 is central in W .
Lemma 2.8. Let W be a finite Coxeter group. Then
(2.2) Hw0HxH
−1
w0 = Hτ(x).
Thus the full twist H2w0 is central in H, and if W has no diagam automorphisms then Hw0 is also
central.
Proof. It is enough to show the result when x = s is a simple reflection. We have
Hw0 = Hw0sHs = Hτ(s)Hτ(s)w0 = Hτ(s)Hw0s
since τ(s)w0 = w0s. It follows that Hw0Hs = Hτ(s)Hw0 . 
Lusztig proved [Lus81] that, after extending scalars from Z[v, v−1] to Q(v), the Hecke al-
gebraH(W ) of a finite Coxeter group is isomorphic to the group algebraQ(v)[W ], and hence
is semisimple. A central element in a semisimple algebra acts diagonalizably on any repre-
sentation, so it follows that left multiplication by the full twist is a diagonalizable operator
on H (after extending scalars).
Let us mention the following consequence of Proposition 2.6.
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Corollary 2.9. We have
(2.3) Hw0 =
∑
x∈W
(−1)`(w0)−`(x)h1,w0x(v)bx.
Due to the importance of the half and full twists, the KL polynomials h1,w, which are as
mysterious as any, will appear often throughout this paper.
2.4. Soergel’s categorification of the Hecke algebra. If A is an additive category, then the
(split) Grothendieck group [A] is defined to be the abelian group generated by symbols [A]
(called the class of A) for objects A of A, modulo [X] = [A] + [B] whenever X is isomorphic
to A ⊕ B. In particular A ∼= A′ implies [A] = [A′]. Let A be an idempotent complete addi-
tive category such that each object is a direct sum of finitely many indecomposable objects,
and these indecomposable summands are unique up to isomorphism and reordering. For
instance, Krull-Schmidt categories have this property. In this case, [A] is a free abelian group
with basis given by the isomorphism classes of indecomposable objects. An object of A is
thus determined (up to isomorphism) by its class [A] in [A], because this symbol determines
the indecomposable summands of A with their multiplicities. We say thatA categorifies [A],
and that an object A categorifies its class [A] ∈ [A], and so on.
If A is graded with grading shift (1), then [A] is a Z[v, v−1]-module via v[M ] = [M(1)]. If
A is monoidal with tensor product ⊗, then [A] is a ring via [M ] · [N ] = [M ⊗N ].
Remark 2.10. The reader may be more familiar with abelian (or triangulated) categories and
their Grothendieck groups. However, split Grothendieck groups arise naturally in this situ-
ation as well. For instance even if A is abelian, the full subcategory pA ⊂ A of projectives
in A is typically additive but not abelian (unless A is semi-simple). We remark that under
mild assumptions on A the inclusion pA → A induces an isomorphism between the split
Grothendieck group pA and the usual Grothendieck group of A. The reader new to Soergel
bimodules should imagine that they are projective objects in some abelian category.
Now we discuss Soergel’s categorification of the Hecke algebra. Let h denote the reflection
representation7 over R. Let R = R[h∗] denote its polynomial ring, viewed as a graded ring
where the linear functionals h∗ live in degree 2. Then R also has an action of W . In type
An−1, the reader is welcome to assume that R = R[x1, . . . , xn], thought of as a graded ring
with deg(xi) = 2, equipped with its natural action of Sn.
Let R−gbimod denote the category of finitely generated graded (R,R) bimodules. Mor-
phisms inR−gbimod are degree zero maps of graded bimodules. This is a monoidal category
with tensor product ⊗ = ⊗R and monoidal identity 1 = R, the trivial bimodule. We often
abuse notation and write MN instead of M ⊗N for the tensor product of two R-bimodules.
For each subset I ⊂ S, let RI ⊂ R denote the WI -invariant subalgebra, consisting of
polynomials f ∈ R such that s(f) = f for all s ∈ I . If I = {s} is a singleton, then R{s} will
also be denoted Rs. For each simple reflection s, let Bs denote the graded (R,R) bimodule
defined by
Bs = R⊗Rs R(1),
where (1) is the grading shift. Our convention for grading shifts is such that the element
1 ⊗ 1 in Bs lies in degree −1. In type A, we may use the slightly less cumbersome notation
Bi for Bsi .
7More generally, h is allowed to be any realization of W (see [EW16]).
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For an expression w, i.e. a sequence (si1 , si2 , . . . , sid) of simple reflections, let BS(w) de-
note the tensor product Bsi1Bsi2 · · ·Bsid . A bimodule obtained in this way is called a Bott-
Samelson bimodule.
Definition 2.11. Let SBim ⊂ R−gbimod, the category of Soergel bimodules, denote the small-
est full subcategory containing R and Bs (s ∈ S), and closed under direct sums, direct sum-
mands, tensor products, and grading shifts.
As an idempotent-closed subcategory of a finitely-generated module category over a field,
SBim is Krull-Schmidt.
For two Soergel bimodules M and N , let HomZ(M,N) denote the graded vector space⊕
n∈Z HomSBim(M,N(n)) of bimodule morphisms of all degrees, as discussed in §1.17. Then
HomZ(M,N) is also a graded R-bimodule in the obvious way. Note that HomZ(R,R) ∼= R.
For f ∈ R and g ∈ HomZ(M,N) we may write f ⊗ g for the left action of f on g, and g ⊗ f
for its right action.
The following is an amalgamation of some major results of Soergel.
Theorem 2.12 (Soergel Categorification Theorem). ([Soe07, Lemma 6.13 and Satz 6.14]) There is
an indecomposable object Bw in SBim for each w ∈ W , which appears as a summand inside BS(w)
for any reduced expression w of w, and does not appear as a summand in BS(x) for any shorter
expression x. The isomorphism classes of indecomposable objects in SBim are parametrized, up to
grading shift, by {Bw}w∈W .
There is a Z[v, v−1]-algebra isomorphism from the split Grothendieck group [SBim] to the Hecke
algebra H, sending
[Bs] 7→ bs.
Thus, for any Soergel bimodule B, we let [B] represent the corresponding element in H.
For any two Soergel bimodules B and B′, the space of R-bimodule morphisms HomZ(B,B′) is
a free left (resp. right) R-module with graded rank equal to ([B], [B′]). Here (−,−) : H × H →
Z[v, v−1] is the standard pairing in the Hecke algebra (see [EW16, §2.4]). This fact is known as the
Soergel Hom Formula.
Example 2.13. The bimodule B1 is just the monoidal identity 1. The bimodule Bw0 can be
independently described as R⊗RW R(`(w0)).
The Soergel categorification theorem can be proven with comparatively elementary tech-
niques, but the following theorem, often known as Soergel’s conjecture, is highly nontrivial.
It was proven for Weyl groups and dihedral groups by Soergel [Soe90; Soe07] and for for
general Coxeter groups by the first author and Geordie Williamson [EW14]. Furthermore, it
relies on the fact that the base field for SBim is R, and may fail for realizations defined over
a field of finite characteristic.
Theorem 2.14. The isomorphism [SBim]→ H of the Soergel Categorification Theorem sends
[Bw] 7→ bw.
Just as the KL basis {bw} is mysterious, so too are the bimodules Bw, and there are no
known direct descriptions ofBw in general. However, the bimodulesBs are straightforward,
which is why one often restricts one’s attention to Bott-Samelson bimodules.
To give an example of how the Soergel Hom Formula can be used, it implies that the KL
polynomial h1w encodes the graded rank of Hom(R,Bw) as a left R-module.
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A major implication of Theorem 2.14 and the Soergel Hom Formula is that SBim is mixed,
which is rephrased in the following proposition. Note that the indecomposable Soergel bi-
modules have the form Bx(k) for various x ∈ Sn and k ∈ Z, while the particular bimodules
Bx where k = 0 are special (they are “self-dual”).
Proposition 2.15. If w 6= x then Hom(Bw, Bx(k)) is zero unless k ≥ 1. Also, Hom(Bw, Bw(k))
is zero unless k ≥ 0. Moreover, when k = 0, Hom(Bw, Bw) is one-dimensional, spanned by the
identity map.
In other words, if one restricts to degree zero maps between self-dual indecomposable
Soergel bimodules then the category looks like it is semisimple: there are no nonzero mor-
phisms in Hom(Bw, Bx) unless w = x, and End(Bw) is one-dimensional, spanned by the
identity map.
In particular, the graded Jacobson radical of EndZ(
⊕
w∈W Bw) is precisely the space spanned
by positive degree morphisms. We will be using this property to understand the minimal
forms of complexes in SBim.
2.5. Diagrammatics. Morphisms in a monoidal category can often be depicted with planar
diagrams, where vertical concatenation is composition, and horizontal concatenation is the
tensor product. A diagrammatic calculus for morphisms between Bott-Samelson bimodules
is developed in [EK10a; Eli16a; EW16], and a basis for such morphisms is given in [EW16]
based on work of Libedinsky [Lib08].
Morphisms are expressed as decorated graphs (with boundary) of a certain kind, where
each edge is colored by a simple reflection, and only certain “generating vertices” are al-
lowed. One of these generating vertices, the dot, is a univalent vertex, with a single edge
(colored s). Depending on whether the edge runs to the top or bottom boundary, the dot
will represent either a morphism R → Bs(1) or a morphism Bs → R(1). See Remark 2.17
for a precise definition of these dots. The composition of these two dots is a barbell, a map
R→ R(2), which happens to be equal to multiplication by the simple root αs. In type A, one
has αsi = xi − xi+1.
A convincing reason to use diagrammatics is that simple diagrams can express rather
complicated operations involving polynomials. We do not bother to recall the diagrammatic
calculus here. Without any knowledge of diagrammatics, the reader should still be able to
follow all the proofs in this paper (with fairly easy and believable exceptions), and will only
suffer by not being able to follow some examples.
2.6. Braids and Rouquier complexes. Theorem 2.14 says that the indecomposable bimod-
ules Bw categorify the KL basis. It is natural to wonder how to categorify the standard basis
using Soergel’s theory. Given that expressing the standard basis in terms of the KL basis
requires signs (see (2.1)), one should expect that the standard basis can be expressed using
complexes of Soergel bimodules. The standard basis is the image of the braid group under
its map to the Hecke algebra, so we will instead associate complexes of Soergel bimodules to
braids.
Associated to an arbitrary Coxeter group W we have the braid group Br(W ), which is
generated by invertible elements σs for s ∈ S called crossings. The Hecke algebra is a quotient
of the group algebra Z[v, v−1][Br], and the quotient map sends σs to Hs.
The definition below is due to Rouquier [Rou04].
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Definition 2.16. For each simple reflection s ∈ W , with corresponding braid generator
σ = σs, define the following two complexes of Soergel bimodules, living in the bounded
homotopy category Kb(SBim).
F (σ) =
(
0→ Bs(0) −→ R(1)→ 0
)
,
F (σ−1) =
(
0→ R(−1) −→ Bs(0)→ 0
)
.
We have underlined the terms in homological degree zero. If β is a braid word (a word in the
generators σ±s ), then we define F (β) to be the corresponding tensor product of complexes
F (σ±s ). Such a complex F (β) is called a Rouquier complex.
When β and β′ are two braid words for the same element β of the braid group, Rouquier
proved that F (β) and F (β′) are homotopy equivalent, and in fact this equivalence is canon-
ical.
Remark 2.17. The differential in F (σ) is the multiplication map f⊗g 7→ fg, which is a bimod-
ule map Bs → R(1). The differential in F (σ−1) is the coproduct map 1 7→ 12(αs⊗ 1 + 1⊗αs),
which is a bimodule map R → Bs(1). These are the two “dot” maps in the diagrammatic
calculus.
IfA is an idempotent-complete additive category andKb(A) is its bounded homotopy cat-
egory, then the triangulated Grothendieck group ofKb(A) is isomorphic to the split Grothen-
dick group of A, via an isomorphism which sends a complex C• to its Euler characteristic∑
i(−1)i[Ci]. Under the isomorphism [Kb(SBim)] ∼= [SBim] ∼= H, it is clear that [F (σ)] =
bs − v = Hs and [F (σ−1)] = bs − v−1 = H−1s . From this it follows that the class of any
Rouquier complex F (β) in the Grothendieck group agrees with the image of its braid β un-
der the quotient map to the Hecke algebra.
We conclude this section with the following fact (see [EW14, Lemma 6.5]).
Lemma 2.18. Let s be a simple reflection and x ∈ W an element such that sx < x. In the Hecke
algebra, we have Hsbx = v−1bx. In the categorification, we have
(2.4) F (σ)Bx ' Bx(−1).
2.7. Canonicity of Rouquier complexes. Let us rephrase Rouquier’s result from [Rou04] on
the canonical homotopy equivalence between Rouquier complexes for the same braid.
Proposition 2.19. (Rouquier canonicity) For each pair β, β′ of braid words representing a braid
β, then there exists a homotopy equivalence ϕβ,β′ : F (β) → F (β′). These homotopy equivalences
are transitive: ϕβ′,β′′ ◦ ϕβ,β′ ' ϕβ,β′′ . Moreover, if β′ and β′ represent the same braid and σ is a
crossing, then ϕβσ,β′σ ' ϕβ,β′ ⊗ IdF (σ).
Remark 2.20. An explicit description of these homotopy equivalences in type A can be found
in [EK10b]. There, a homotopy equivalence is defined for each braid relation (and for the
relation σσ−1 = 1), and the movie moves (certain coherence relations) are checked between
these homotopy equivalences. This gives another proof of Rouquier’s result in type A.
Remark 2.21. Because F = F (β) is invertible, HomZ×Z(F, F ) ∼= HomZ×Z(1,1) ∼= R. Hence,
the space of homotopy equivalences from F (β) to F (β′) is one dimensional, and proving
Rouquier canonicity amounts to keeping track of certain scalars.
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It is a simple consequence of cell theory (see §3) that no shift of the identity bimodule
occurs as a direct summand of Bx ⊗ By for nontrivial x, y, hence each Rouquier complex
has a unique summand which is a shift of R. A homotopy equivalence F (β) → F (β′) is
homotopic to ϕβ,β′ if and only if it induces the identity map on the underlyingR summands.
Henceforth, whenever we work in the homotopy category Kb(SBimn), we write F (β) to
represent F (β) for any choice of braid word β representing β, the choice being irrelevant up
to canonical isomorphism.
We will use Rouquier canonicity to prove certain statements about tensor-commutativity.
Suppose that the braids β and γ commute. Then F (β)F (γ)F (β−1) ' F (γ) because they
represent the same braid. When identifying these complexes, we always use the canonical
homotopy equivalence. If both β1 and β2 commute with γ, then the composition
(2.5)
F (γ)→ F (β2)F (γ)F (β−12 )→ F (β1)F (β2)F (γ)F (β−12 )F (β−11 )→ F (β1β2)F (γ)F ((β1β2)−1)
agrees with the map
(2.6) F (γ)→ F (β1β2)F (γ)F ((β1β2)−1)
up to homotopy. This is because every arrow is the canonical homotopy equivalence.
For future reference, we record this in a loosely-worded lemma.
Lemma 2.22. If γ is in the center of the braid group, then F (γ) commutes with F (β) for any braid,
compatibly with the composition of braids.
2.8. Trivialities about the polynomial action. Let C ∈ Kb(SBimn) be an arbitrary complex.
Then HomZ×Z(1, C) is naturally a bigraded R-bimodule, but it is one on which the right and
left actions of R agree. More precisely, observe that R = EndZ×Z(1). For each f ∈ R, the
following morphisms are all equal for any α ∈ HomZ×Z(1, C).
(2.7) f · α = α · f = α ◦ f = α⊗ f = f ⊗ α.
The first two terms are the left and right action. The next term is composition. The last two
terms implicitly use the isomorphisms
HomZ×Z(1, C) ∼= HomZ×Z(1⊗ 1,1⊗ C) ∼= HomZ×Z(1⊗ 1, C ⊗ 1).
2.9. Braid conjugation acting on morphisms. Given a braid β, we let Ψβ : Kb(SBim) →
Kb(SBim) denote the functor which, on objects, sends M 7→ F (β) ⊗M ⊗ F (β)−1, and on
morphisms, sends f 7→ 1 ⊗ f ⊗ 1. We refer to this functor as conjugation by the Rouquier
complex of a braid. It is an invertible functor, with inverse Ψβ−1 .
Let γ be a braid that commutes with β. Then, as noted in §2.7, there is a canonical ho-
motopy equivalence F (γ) → Ψβ(F (γ)), which we temporarily denote ργ,β . If γ and γ′
are both braids which commute with β, and f ∈ HomZ(F (γ), F (γ′)), we define ψβ(f) ∈
HomZ(F (γ), F (γ′)) as the composition
(2.8) F (γ)
ργ,β−→ F (β)⊗ F (γ)⊗ F (β−1) 1⊗f⊗1−→ F (β)⊗ F (γ′)⊗ F (β−1)
ρ−1
γ′,β−→ F (γ′).
We refer to ψβ acting on HomZ(F (γ), F (γ′)) as the conjugation action of braids on morphisms.
It is clear that
(2.9) ψβ(f ◦ g) = ψβ(f) ◦ ψβ(g)
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for morphisms f and g where this makes sense. It is also straightforward that, for two braids
β1 and β2 which both commute with γ and γ′, one has one has
(2.10) ψβ1β2(f) ' ψβ1(ψβ2(f)).
This follows from the equality of (2.5) and (2.6).
The following lemma is not immediately obvious, and describes how multiplication by
polynomials interacts with the conjugation action.
Lemma 2.23. Let f ∈ R be a homogeneous polynomial, β and γ braids with γ in the center of the
braid group, and α ∈ HomZ(1, F (γ)). Then the following two maps are homotopic:
(2.11) ψβ(f · α) ' w(f) · ψβ(α),
where w ∈W is the image of β under the standard map from the braid group to W .
Proof. Recall from §2.8 that f · α agrees with α ◦ f , viewing f as a chain map in HomZ(1,1).
Then, by functoriality (2.9), it is enough to prove the result for γ = 1, and α the identity map.
By (2.10), it is enough to prove this result when β is either σ or σ−1 for a simple reflection
s. Thus it is enough to show that s(f) · ρ1,σ is homotopic to (1 ⊗ f ⊗ 1) ◦ ρ1,σ, and a similar
statement for σ−1.
This is a simple computation, which we leave as an exercise8 for any reader versed in the
diagrammatic notation. 
We use this lemma in §7.3.
2.10. Minimal complexes. This section is an aside on homological algebra. We return to
the applications to Soergel bimodules in the next section. Many statements regarding chain
complexes are greatly simplified by the existence of minimal complexes, which are nice rep-
resentatives of complexes up to homotopy equivalence. In turn, minimal complexes mostly
make sense in the setting of Krull-Schmidt categories.
Recall that an idempotent-complete additive category is called Krull-Schmidt if each ob-
ject is a direct sum of finitely many indecomposables, and the endomorphism ring of every
indecomposable object is a local ring. For example, finitely generated abelian groups is a
category which has unique decompositions, but is not Krull-Schmidt.
If A is an additive category, we let J (A) denote the set of morphisms which are not iso-
morphisms. If A is Krull-Schmidt, then J (A) is an ideal (i.e. it is closed under composition
with arbitrary morphisms).
Definition 2.24. Let A be an additive category. A complex D ∈ K(A) is called minimal if the
differential d : Di → Di+1 lies in J (A) for all i.
When two indecomposable objects X appear as summands of chain objects in adjacent
homological degrees, and the part of the differential between them is an isomorphism, this
pair can be cancelled. There is a process known as Gaussian elimination of complexes [BN07]
which produces a new complex, whose chain objects agree with the original complex except
with the two copies ofX removed (by taking a complementary direct summand), and which
8Excessive hints for this exercise: The homotopy equivalence ρσ can be found in diagrammatic language on
[EK10b, page 18, move 1a]. The homotopy between these two maps is the map R→ Bs obtained by multiplying
by ∂s(f), and then applying the dot. This computation then follows quickly from [EW16, Equation 5.2]. As a
reminder, ∂s(f) is the Demazure operator applied to f .
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is homotopy equivalent to the original complex. We think of Gaussian elimination as a “de-
formation retract” of complexes. Repeating this process one obtains a complex where no
summand of any differential is an isomorphism.
Proposition 2.25. If A is an idempotent complete additive category, then every D ∈ Kb(A) defor-
mation retracts onto a minimal complex Dmin. 
Remark 2.26. This can be extended to unbounded complexes D ∈ K(A), provided that each
chain object of D is a finite direct sum of indecomposables.
Minimal complexes are most nicely behaved when A is Krull-Schmidt. Since the differen-
tial is in J , and J is an ideal, then any nulhomotopic chain map is also in J .
Lemma 2.27. If A is Krull-Schmidt and D1, D2 ∈ K(A) are minimal, then any homotopy equiva-
lence ϕ : D1 → D2 is an isomorphism of complexes.
Corollary 2.28. If A is Krull-Schmidt, then the minimal complex Dmin from Proposition 2.25 is
unique up to isomorphism (not merely homotopy equivalence). 
This discussion applies, mutatis mutandis, to the graded context. We leave the reader to
look up or guess the definitions of the graded Jacobson radicalJ (A), a graded Krull-Schmidt
category, etcetera.
2.11. Minimal complexes, perversity, the half twist.
Definition 2.29. For each w ∈ W , let Fw denote the minimal complex of the Rouquier com-
plex of a positive braid lift of w.
By Rouquier canonicity and Corollary 2.28, Fw depends (up to unique isomorphism) only
on w, not on the choice of reduced expression giving the positive braid lift.
Definition 2.30. A complex D ∈ K(SBim) is perverse9 if the chain bimodule Dk is a direct
sum of bimodules of the form Bw(k).
There can be no nonzero homotopies between perverse complexes, because SBimn is
mixed, see Proposition 2.15. A perverse complex is necessarily minimal.
Observe that, for each s ∈ S, the complex Fs = F (σ) is perverse (as is F−1s = F (σ−1)). The
following crucial result was proven in [EW14, Theorem 6.9].
Theorem 2.31. The minimal complexes Fw are perverse, for all w ∈W .
As noted previously, an object A of an additive category A is pinned down uniquely up
to isomorphism by its class in the Grothendieck group (if A is Krull-Schmidt). However if
C ∈ Kb(A) is a complex, then the class of [C] ∈ K0(A) certainly does not determine the
chain groups Ck (for a counterexample take C = B ⊕ B[1] which always has zero Euler
characteristic). However, knowing the symbol of a bounded perverse complex C in a Krull-
Schmidt category does determine the chain objects uniquely (but not the differential)!
Combining Theorem 2.31 and the Kazhdan-Lusztig inversion formula (2.1) gives a de-
scription of the chain bimodules of Fw for every w ∈ W . Namely, each occurence of (−v)ibx
in the right-hand side of (2.1) contributes a summand Bx(i) in homological degree i. In par-
ticular, (2.3) implies that the KL polynomials h1,x determine the summands appearing in
Fw0 .
9Sometimes also called linear or diagonal.
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Definition 2.32. If W is a finite Coxeter group with longest element w0, let HT denote Fw0 ,
and let FT = HT⊗HT. We call HT the half-twist, and FT the full-twist. In type An−1, we
often write the half-twist as HTn and the full-twist as FTn. We may also use the terms half-
twist and full-twist to refer to the corresponding elements of the braid group, or their images
in the Hecke algebra; the meaning will be clear from context.
Example 2.33. Let s and t be the simple reflections of S3. Then
(2.12) Hsts = bsts − v(bst + bts) + v2(bs + bt)− v3.
Thus the Rouquier complex Fsts = HT3 has the form
Fsts =
(
Bsts(0) −→ Bst(1)⊕Bts(1) −→ Bs(2)⊕Bt(2) −→ R(3)
)
.
We derive (2.12) above. Every element of S3 is smooth, meaning that hx,y = v`(y)−`(x). Thus
by Corollary 2.9 the coefficient of bx in Hsts is (−v)`(w0)−`(x).
Example 2.34. Let {s, t, u} be the simple reflections of S4. For all but two elements of S4,
one has h1,x = v`(x). However, one has h1,tsut = v2 + v4 and h1,sutsu = v3 + v5. Note that
tsut = w0(su) and sutsu = w0(t). Thus the Rouquier complex Fw0 = HT4 has the following
form.
(2.13)
HT4 ' Bstsuts(0)
Btstut(1)
Btutst(1)
Bsutsu(1)
Btstu(2)
Butst(2)
Btuts(2)
Bstut(2)
Btsut(2)
Bsu(2)
Bt(3)
Bstu(3)
Buts(3)
Btst(3)
Btut(3)
Btsu(3)
Bsut(3)
Bst(4)
Bts(4)
But(4)
Btu(4)
Bsu(4)
Bs(5)
Bt(5)
Bu(5)
B1(6)
The nontrivial Kazhdan-Lusztig polynomials mentioned above give rise to the “additional”
terms Bsu(2) and Bt(3) appearing above.
3. ABSTRACT CELL THEORY
In this chapter we discuss cells in algebras and cells in monoidal categories. The eventual
application will be to Hecke algebras and Soergel bimodules. In type A, the resulting cell
theory is much simpler than the general case, having a nice combinatorial description, so the
novice reader is encouraged to skip ahead and read §5 concurrently.
In §3.4 we introduce the theory of twist-like complexes, and study how they act on cells.
3.1. Cells in algebras. Let k be a commutative ring and let A be a k-algebra. Let W be some
indexing set and {bx}x∈W be a k-basis of A. For an arbitrary element a ∈ A, we say that
bi
∑
⊂ a
if, writing a as a linear combination of basis elements, the term bi appears with nonzero
coefficient. One can place several relations on the elements of this basis (or on the indexing
set I), by saying that
bx ≤L by if bx
∑
⊂ m · by for some m ∈ A.
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bx ≤R by if bx
∑
⊂ by · n for some n ∈ A.
bx ≤LR by if bx
∑
⊂ m · by · n for some m,n ∈ A.
If the structure coefficients ofA in the basis {bx} are non-negative integers, then the above re-
lations are transitive. If these relations are not transitive, we consider instead their transitive
closures, and abusively use the same notation for the transitive closure.
The equivalence classes under these relations are known as left, right, and two-sided cells
respectively. We write bx ∼L by if these two basis elements are in the same left cell, and
similarly for bx ∼R by and bx ∼LR by. The set of left (or right, or two-sided) cells inherits a
partial order from ≤L (resp. ≤R, resp. ≤LR). Each two-sided cell is a union of left cells (or
right cells).
One of the main reasons for the appearance of cells is that they determine a filtration of
the algebra A by ideals.
Proposition 3.1. Let A be an algebra with basis {bx}x∈W . For a given two-sided cell λ, let I<λ ⊂ A
denote the subspace spanned by basis elements by in (two-sided) cells strictly lower than λ. Then I<λ
is a two-sided ideal.
Proof. Immediate from the definitions. 
Similarly, I≤λ is a two-sided ideal, as is Iλ, and so forth. By considering left or right cells
instead, one obtains families of left or right ideals in A. By taking the subquotients of these
filtrations, one obtains potentially interesting representations of A.
Note that the cell theory of an algebra depends heavily on the chosen basis. For instance,
if A = H is the Hecke algebra associated to a Coxeter system (W,S), then the cell theory
associated to the standard basis {Hw} is boring: since each Hw is invertible, they all generate
the unit ideal, so they are left, right, and two-sided equivalent. For the Kazhdan-Lusztig
basis, the resulting cell theory and filtration is far from boring. Let us mention some easy
examples of cells.
Example 3.2. Inside H, 1 = b1 is identity, so bx ≤ b1 for all x (for all three relations). It
turns out that {1} is an equivalence class (under all three relations), called the identity cell.
At the other extreme, bw0 spans a one-dimensional ideal in H, so that {w0} is an equivalence
class (under all three relations), called the longest cell. For S3, there is only one other 2-sided
cell {bs, bt, bst, bts}, which splits into two left (resp. right) cells. In general, as was shown by
Lusztig, all the non-identity elements of W with a unique reduced expression (such as the
simple reflections) form a two-sided cell, called the simple cell10.
In summary, given a choice of basis of A, one has an associated cell theory which may or
may not be boring. Now we categorify this notion, replacing the algebra with a monoidal
additive category. The (arbitrary) choice of basis becomes the (intrinsic) collection of inde-
composable objects.
3.2. Categorical cells. Recall that a full subcategory B ⊂ A is determined by the objects of
Awhich are contained in B. Let indA denote the indecomposable objects of A.
10If W is not irreducible, then the set of non-identity elements with a unique reduced expression split into a
disjoint union of two-sided “simple cells,” one for each connected component of the Coxeter graph.
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Definition 3.3. A full subcategory B ⊂ A is essential if it is closed under isomorphisms, and
thick if it is closed under taking direct sums and direct summands.
Remark 3.4. Any thick, essential full subcategory is determined by the indecomposable ob-
jects in B ∩ indA.
Remark 3.5. To a full subcategory B, one can associate the ideal IB of morphisms in A which
(are linear combinations of morphisms which) factor through one of the objects in B. Note
that I contains all morphisms in B, but also morphisms between objects not in B, which
factor through objects in B. Adding direct sums, direct summands, or isomorphic objects to
B will not change the ideal IB. Conversely, given an ideal I , one can consider the class of
objects whose identity maps are in I , and the corresponding full subcategory BI consisting
of those objects. Then BI will be essential and thick. This gives a bijection between thick,
essential, full subcategories B ⊂ A and ideals I ⊂ Awhich are generated by identity maps.
Let A be an additive monoidal category which has uniqueness of direct sum decomposi-
tions. Then [A] is an algebra over Z with basis given by the set indA of indecomposables in
A, up to isomorphism. Multiplication is given by [M ][N ] = [M ⊗N ]. The notion of an ideal
in an algebra is lifted to the notion of a tensor ideal. We warn the reader that tensor ideals
are subcategories of A, and are not ideals in the usual category theoretic sense.
Definition 3.6. A left tensor ideal I ⊂ A is a full subcategory which is essential and thick,
such that M ⊗ B ∈ I whenever B ∈ I. The definitions of a right tensor ideal and a two-sided
tensor ideal are similar.
One could of course define the notion of a tensor ideal without the assumption of thick-
ness, but in this paper all tensor ideals will be thick.
Remark 3.7. A tensor ideal is automatically closed under grading shifts, because 1(k)⊗ B ∼=
B(k).
Remark 3.8. An essential, thick full subcategory I is a left tensor ideal if and only if the
associated ideal II is closed under tensor product with any morphism on the left. Similar
statements can be made about right tensor ideals and two-sided tensor ideals.
If B ∈ A, let AB ⊂ A denote the full subcategory consisting of objects which are isomor-
phic to summands of objects of the form M ⊗B, with M ∈ A. Then AB is a left tensor ideal.
Equivalently, AB is the smallest left tensor ideal containing B. We define BA and ABA
similarly.
Given indecomposables B,B′ ∈ A we write B ≤L B′ if AB ⊂ AB′ or, equivalently,
B ∈ AB′. Unlike the previous section, this relation is always transitive. Similarly, one
defines B ≤R B′ if B ∈ B′A, and B ≤LR B′ if B′ ∈ ABA. The corresponding equivalence
classes on indA are called left cells, right cells, and two-sided cells respectively.
Remark 3.9. Let I ⊂ A be a left tensor ideal, and let B1, . . . , Br ∈ I be objects such that any
indecomposableB ∈ I satisfiesB ≤L Bi for some i. Then I = A(B1⊕· · ·⊕Br). Thus (under
appropriate finiteness conditions) every left tensor ideal arises as AB for some B. Similar
considerations apply to right and two-sided tensor ideals.
Remark 3.10. IfA is graded with grading shift functor (1), then the left (or right, or two-sided)
cells are closed under the grading shift since 1(1) ⊗ B ∼= B(1) ∼= B ⊗ 1(1). More generally,
scalar functors preserve cells.
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Recall from §2.4 that an object in a Krull-Schmidt category is uniquely determined up to
isomorphism by its symbol in the Grothendieck group. An implication for Krull-Schmidt
monoidal categories is that the decomposition of tensor products into indecomposable ob-
jects is controlled by multiplication in the Grothendieck group. For sake of illustration, letW
be an indexing set for the isomorphism classes of indecomposable objects, named {Bw}w∈W ,
and let bw = [Bw] denote the corresponding basis of [A].
Proposition 3.11. If
(3.1) bwbx =
∑
cyw,xby
for integers cyw,x, then
(3.2) Bw ⊗Bx ∼=
⊕
B
⊕cyw,x
y ,
and in particular the coefficients cyw,x are non-negative. 
If A is graded with grading shift functor (1) and {Bw}w∈W instead denotes a set of repre-
sentatives of the indecomposables up to grading shift, then a similar statement is true, where
now the structure coefficients cyw,x are elements of Z[v, v−1].
For this reason, the cell theory of A and the cell theory of [A] agree.
3.3. The example of HT3 and FT3. We wish to prove some abstract results about the inter-
action between cells and operators which act like “twists.” Eventually, this will be applied
to the Hecke algebra and the Soergel category, and illustrates why cell theory is so impor-
tant for diagonalizing the full twist. So, to motivate these results, we briefly illustrate this
phenomenon for S3.
As mentioned in Example 3.2, S3 has only three two-sided cells. In order from largest to
smallest with respect to ≤LR, they are: the identity cell, the simple cell, and the longest cell.
We color-code these cells in the complexes below.
Direct computation shows that
HT3⊗1 ' Bsts(0)
Bst(1)
⊕
Bts(1)
Bs(2)
⊕
Bt(2)
1(3)(3.3)
HT3⊗Bs ' Bsts(−1) Bts(0)(3.4)
HT3⊗Bst ' Bsts(−2) Bt(0)(3.5)
HT3⊗Bsts ' Bsts(−3)(3.6)
Equations (3.4) and (3.5) are also true after swapping s and t. Here is the analogous compu-
tation for the full twist:
FT3⊗1 ' Bsts(−3) Bsts(−1)
Bsts(−1)
Bsts(1)
Bsts(1)
Bs(1)
Bt(1)
Bsts(3)
Bst(2)
Bts(2)
Bst(4)
Bts(4)
Bs(5)
Bt(5)
1(6)
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FT3⊗Bs ' Bsts(−4) Bsts(−2) Bs(0)(3.7)
FT3⊗Bst ' Bsts(−5) Bsts(−1) Bts(0)(3.8)
FT3⊗Bsts ' Bsts(−6)(3.9)
Again, equations (3.7) and (3.8) remain true after swappping s and t.
We make the following observation: let F denote either HT3 or FT3. Then for each two-
sided cell λ there exists a number nF (λ) such that:
• if B is in cell λ then every occurence of B in the minimal complex of F is in homolog-
ical degrees ≥ nF (λ).
• if B is in cell λ then the minimal complex of F ⊗ B is supported in homological
degrees ≤ nF (λ).
Furthermore, FT3 appears to act in a “block upper triangular” fashion with respect to the
cell filtration. Before moving on to more advanced cell theory techniques, let us abstract the
above phenomena.
3.4. Twists in general. Throughout this section letA be an additive monoidal category with
the Krull-Schmidt property (so that there is a well behaved notion of minimal complexes).
Definition 3.12. We say that an invertible minimal complex F ∈ Kb(A) is twist-like if for all
B ∈ A, F ⊗B ⊗ F−1 is homotopy equivalent to an object of A (that is, a complex supported
in degree zero).
Remark 3.13. We expect that the half and full twists are twist-like (hence the name) and, in
fact,
HT⊗Bx ⊗HT−1 ' Bτ(x), FT⊗Bx ⊗ FT−1 ' Bx.
This is well known in type A (and we include a proof in §6.4), but we are not aware of any
proof in the literature for other finite Coxeter groups.
Now we define some numerical invariants of twist-like complexes F .
Definition 3.14. If F is twist-like and B ∈ A is any object, let nF (B) denote the smallest
integer such that F ⊗B is homotopy equivalent to a complex supported in degrees≤ nF (B).
Lemma 3.15. If F is twist-like and B′ ≤LR B, then nF (B′) ≤ nF (B). In particular, nF (B)
depends only on the two-sided cell containing B.
Proof. SupposeB′ is a direct summand ofM⊗B⊗N . Then in the homotopy category F ⊗B′
is a direct summand of
F ⊗M ⊗B ⊗N ' (F ⊗M ⊗ F−1)⊗ (F ⊗B)⊗N.
The first factor F ⊗M ⊗ F−1 is homotopy equivalent to an object of A by assumption. The
middle factor F ⊗B is homotopy equivalent to complex in degrees ≤ nF (B). From this, the
inequality nF (B′) ≤ nF (M ⊗B ⊗N) ≤ nF (B) is clear. 
Definition 3.16. If F ∈ Kb(A) is twist-like and λ is a two-sided cell of A, let nF (λ) denote
nF (B) for any B ∈ A in cell λ. We like to refer to the mapping λ 7→ nF (λ) has the homological
spectrum of F .
Now we relate the invariants nF (λ) to some internally defined numbers.
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Definition 3.17. Let pF (λ) denote the smallest integer k such that F has a summand in cell
λ and homological degree k. Let mF (λ) = min{pF (µ) | λ ≤ µ}. We say that a twist-like F is
(strictly) increasing if mF (λ) <mF (µ) whenever λ < µ.
Note that mF (λ) ≤ mF (µ) whenever λ < µ by definition; a twist-like complex is strictly
increasing if each of these inequalities is strict. We will henceforth omit the adverb ‘strictly’
when refering to increasing twist-like complexes.
Lemma 3.18. If F is twist-like and increasing then pF (λ) = mF (λ) for all two-sided cells λ.
Proof. Clear. 
Example 3.19. From the computations in §3.3, we see that for the half-twist F = HT3 we
have
• nF (λ) = mF (λ) = 3 for the maximal cell λ = (3).
• mF (λ) = mF (λ) = 1 for the simple cell λ = (2, 1).
• mF (λ) = mF (λ) = 0 for the minimal cell λ = (2, 1).
Thus HT3 is twist-like and increasing according to the definition.
Example 3.20. Let G = HT−13 , the negative half twist. Then nG(λ) = mG(λ) = 0 for all cells λ.
Thus, HT−13 is twist-like but not increasing.
Remark 3.21. We could analogously define numbers which bound homological degrees from
below. For example, let n∗F (B) be the minimal homological degree appearing in the minimal
complex of F ⊗B. Definem∗F (λ) and p∗F (λ) analogously, as the largest homological degree k
where certain summands appear in F . A twist-like complex is (strictly) decreasing ifm∗F (λ) >
m∗F (µ) when λ < µ. Then HT
−1
3 is strictly decreasing, while HT3 is not.
Remark 3.22. We could also define statistics associated to tensor product with F on the right,
e.g. the maximal homological degree appearing in the minimal complex of B ⊗ F . We
postpone discussion of these generalizations until later in this section.
Lemma 3.23. Let F be twist-like. If λ and µ are two-sided cells and λ ≤ µ, then nF (λ) ≤ nF (µ)
and mF (λ) ≤mF (µ).
Proof. That nF (λ) ≤ nF (µ) follows immediately from Lemma 3.15. That mF (λ) ≤ mF (µ)
follows from the definition of mF , since any cell ≥ µ is also ≥ λ. 
Lemma 3.24. Let F,G ∈ Kb(A) be twist-like complexes, and λ be a fixed two-sided cell. We have
(3.10a) nF (λ) ≥mF (λ)
(3.10b) nG⊗F (λ) ≤ nF (λ) + nG(λ)
(3.10c) mG⊗F (λ) ≥mF (λ) +mG(λ).
Proof. FixB in cell λ, and letX denote the minimal complex of F⊗B. ClearlyX is supported
in homological degrees ≤ nF (λ) and in cells ≤ λ. In homological degrees < mF (λ), every
summand of F is in a cell  λ, so every summand of X is in a cell < λ.
Suppose nF (λ) <mF (λ). ThenX is supported in degrees<mF (λ), so the entire complex
is supported in cells < λ. But this contradicts the fact that B ' F−1 ⊗ X is in cell λ. The
inequality (3.10a) follows.
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To show (3.10b), consider G ⊗ X . This is the total complex of a bicomplex whose i-th
column is G ⊗Xi[−i], where Xi denotes the i-th chain object of X . Since each Xi is in cells
≤ λ, G ⊗ Xi will be supported in degrees ≤ nG(λ) (here we have used Lemma 3.23). Thus
G ⊗Xi[−i] is supported in degrees ≤ i + nG(λ). Since X is supported in degrees ≤ nF (λ),
G⊗X is supported in degrees ≤ nF (λ) + nG(λ), as desired.
The inequality (3.10c) is relatively straightforward. Every term in G ⊗ F in homological
degree <mF (λ) +mG(λ) is a tensor product of a term in F in degree <mF (λ), or a term in
G in degree <mG(λ). Consequently, such a term is in cells  λ. 
This property nF (λ) = mF (λ) seems to be quite special, hence we give it a name.
Definition 3.25. We say that a twist-like complex F ∈ Kb(A) is λ-sharp if nF (λ) = mF (λ).
We call F sharp if it is λ-sharp for all λ.
Lemma 3.26. If F and G are λ-sharp then nG⊗F (λ) = nF (λ) + nG(λ). Sharp, λ-sharp (for any
given λ), and sharp increasing complexes are closed under tensor product.
Proof. If nF (λ) = mF (λ) and nG(λ) = mG(λ), then the inequalities from Lemma 3.24 give:
mG⊗F (λ) ≤ nG⊗F (λ) ≤ nF (λ) + nG(λ) = mF (λ) +mG(λ) ≤mG⊗F (λ),
which forces mG⊗F (λ) = nG⊗F (λ) = nF (λ) + nG(λ). From this it is easy to deduce that
λ-sharp, sharp, and sharp increasing complexes are closed under tensor product. 
Let us summarize and improve upon some of the ideas of Lemma 3.24, in the special case
that F is λ-sharp.
Lemma 3.27. Suppose F is λ-sharp. If B is an indecomposable object in cell λ, then the minimal
complex X ' F ⊗B satisfies
X = · · · → XnF (λ)−2 → XnF (λ)−1 → XnF (λ),
where Xk is in cells strictly less than λ for k < nF (λ). Moreover, XnF (λ) has exactly one indecom-
posable summand in cell λ, and the remaining summands are in cells < λ.
Proof. The first paragraph of the proof of Lemma 3.24 implies that Xk is in cells < λ for
k < mF (λ) = nF (λ), and that XnF (λ) is in cells ≤ λ. It remains to prove that XnF (λ) has
exactly one indecomposable summand in cell λ.
Any invertible additive functor must preserve nonzero indecomposable objects. Since B
is indecomposable, so is F ⊗ B ' X . The same is true after passage to the Serre quotient
category A/I<λ or passage to Kb(A/I<λ), which is still a monoidal category since I<λ is a
two-sided tensor ideal. Since B descends to a nonzero indecomposable object in this quo-
tient, so must X . But in the quotient, X is supported in a single homological degree nF (λ).
Thus XnF (λ) must be indecomposable in the quotient, so it has exactly one indecomposable
summand in cell λ. 
Example 3.28. To illustrate the statement of Lemma 3.27, take F = HT3 and λ = (2, 1), so
that nF (λ) = 1. Note that HT3⊗Bs ' Bsts(−1) → Bts. The term in homological degree 1
is in the same cell as Bs, and every term in smaller homological degree is in strictly smaller
cells.
Moreover, the fact that HT3 is sharp implies that FT3 has the same property, by the last
statement of Lemma 3.24.
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We can improve slightly on Lemma 3.27 when F is increasing, but for this we need some
additional assumptions on A.
Hypothesis 3.29. Let A be a Krull-Schmidt additive monoidal category. For each indecomposable
object B in A there is some B∨ in A such that (−)⊗B and (−)⊗B∨ are both left and right adjoint
to each other. Moreover, B∨ is in the same cell as B. Finally, the cells are nondegenerate in that,
for each indecomposable B, there is some indecomposable B′ in the same cell as B such that B is
isomorphic to a direct summand of B ⊗B′.
Remark 3.30. The category SBim is rigid monoidal, where the duality functor B 7→ B∨ is
defined in the diagrammatic calculus by rotating all diagrams by 180 degrees. Since B∨s ∼=
Bs, one can deduce that B∨w ∼= Bw−1 . It is not necessarily obvious that w and w−1 are in
the same two-sided cell, though it is true (see Proposition 4.3, (P14)). In fact (see §4.3), SBim
satisfies the assumptions of Hypothesis 3.29, though this relies on more advanced cell theory
of the Hecke algebra.
Proposition 3.31. Assume hypothesis 3.29. Let F twist-like, sharp, and increasing. If B is any
indecomposable object in cell λ and X ' F ⊗B is the minimal complex, then
(1) if k < n(λ) then the chain object Xk is in cells strictly less than λ.
(2) if k = n(λ) then the chain object Xk is an indecomposable object in cell exactly λ.
Proof. The statement (1) is part of Lemma 3.27. Now we prove (2). By Lemma 3.27, if (2)
fails then XnF (λ) has a direct summand of the form C, where C is an indecomposable object
in cell µ < λ. The inclusion of C induces a chain map C[−nF (λ)] → X , since X is zero in
homological degrees > nF (λ). This will also be thought of as a map j : C → X[nF (λ)]. We
claim that j is null homotopic. If we can prove this, then this would imply that the com-
ponent of the differential XnF (λ)−1 → C is projection to a direct summand (with a splitting
provided by the null-homotopy for j). Then C can be cancelled by a Gaussian elimination,
contradicting the fact that X is a minimal complex.
It remains to prove that j : C → X[nF (λ)] is null-homotopic. By hypothesis 3.29 , there
is an object C ′ in cell µ such that C is isomorphic to a direct summand of C ⊗ C ′. Taking
hom complexes, it follows that HomA(C,X) ' HomA(C,F ⊗ B) is isomorphic to a direct
summand of
HomA(C ⊗ C ′, F ⊗B) ∼= HomA(C,F ⊗B ⊗ (C ′)∨)
Meanwhile, each indecomposable summand of B ⊗ (C ′)∨ is in a cell ≤ µ < λ. Thus F ⊗
B ⊗ (C ′)∨ is homotopy equivalent to a complex supported in degrees ≤ nF (µ) < nF (λ). It
follows that the homology of HomA(C,F ⊗B) is supported in homological degrees< nF (λ).
In particular j is null-homotopic. This completes the proof. 
Definition 3.32. Assume the hypotheses and notation of Proposition 3.31. The maximal
chain object XnF (λ)[−nF (λ)] (viewed as a complex living in its usual homological degree)
will be referred to as the head of F ⊗ B. The tail of F ⊗ B is by definition the truncated
complex · · · → XnF (λ)−2 → XnF (λ)−1.
Remark 3.33. When F is sharp but not increasing, one may wish to define the head of F⊗B as
the unique indecomposable summand of XnF (λ) living in cell λ, guaranteed by Lemma 3.27.
However, this summand need not be canonically defined (though it is canonically defined in
the quotient category A/I<λ). For simplicity we restrict to increasing twist-like complexes.
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Each of the results in this section has an analog where the homological degrees are re-
versed, as in Remark 3.21. We call F co-sharp if n∗F (λ) = m
∗
F (λ) for all λ. As noted above
HT3 is sharp and increasing, while HT−13 is co-sharp and decreasing.
Lemma 3.34. If F is sharp and F−1 is co-sharp, then n∗F−1(λ) = −nF (λ). Thus if F is sharp and
increasing and F−1 is co-sharp, then F−1 is also decreasing.
Proof. Fix B in cell λ. By Lemma 3.27 we see that, modulo lower cells, F ⊗ B is a single
indecomposable in cell λ and homological degree nF (λ). Thus, by the same argument, F−1⊗
(F ⊗ B) is (modulo lower cells) a single indecomposable in cell λ and homological degree
nF (λ) + n
∗
F−1(λ). But since this tensor product is just B in homological degree 0, we must
have nF (λ) + n∗F−1(λ) = 0. 
Remark 3.35. Recall that nF (λ) and n∗F (λ) were defined in terms of F ⊗ B when B ∈ A is
in cell λ. We could also have made similar definitions using B ⊗ F , which we temporarily
denote nF,R(λ) and n∗F,R(λ). If A satisfies Hypothesis 3.29, then taking right adjoints gives a
functor B 7→ B∨, and this functor extends to a functor on K(A) which reverses homological
degree. Since the adjoint of an invertible operator is also its inverse, this functor sends F to
F−1 and F ⊗B to B∨ ⊗ F−1. Consequently, nF (λ) = n∗F−1,R(λ) and n∗F (λ) = nF−1,R(λ).
Moreover, the category of Soergel bimodules has a covariant (!) autoequivalence which
swaps the order of tensor products and preserves cells, namely Bw 7→ Bw−1 . Applying this
equivalence we see that nF (λ) = nF,R(λ) for twist-like complexes in Kb(SBimn).
3.5. Cell triangularity. A sharp twist-like complexF seems to act in a block upper-triangular
fashion with respect to cells. Namely, an indecomposable objectB in cell λ is sent toB′[−nF (λ)]
for some other indecomposable object B′ in the same cell λ, modulo I<λ. However, the in-
decomposables in a given cell can be permuted in an interesting way by F .
Example 3.36. Let F = HT3 and recall the examples in §3.3. For B = 1 we have B′ = 1(3);
for B = Bs we have B′ = Bts(0); for B = Bts we have B′ = Bs(0); for B = Bsts we have
B′ = Bsts(−3).
Example 3.37. Let F = FT3. ThenB′ agrees withB up to a grading shift which only depends
on λ!
The situation for FT3 is much nicer than for HT3, because the way in which FT3 acts on
cells (in the associated graded) is encapsulated in an invertible scalar functor. Let us make a
general definition.
Suppose A comes equipped with a notion of scalar functors as in §1.17. A scalar func-
tor acting on K(A) is any functor isomorphic to a finite direct sum of composites of scalar
functors in A and homological shift functors. For example, if A is graded, one choice is to
let the scalar functors be grading shifts, i.e. a functor sending B 7→ B(k1) ⊕ · · · ⊕ B(kr) for
some k1, . . . , kr ∈ Z. Then an invertible scalar functor on K(A) sends B 7→ B(a)[b] for some
a, b ∈ Z.
Definition 3.38. Let F ∈ Kb(A) be twist-like, sharp, and increasing. We say that F is cell
triangular if there is an invertible scalar functor Σλ : Kb(A)→ Kb(A) for each cell λ, such that
if B is in cell λ then the head of F ⊗B is isomorphic to Σλ(B).
Definition 3.39. Let F be cell triangular. We say that a chain map αλ : Σλ(1) → F is a λ-
equivalence if Cone(αλ)⊗B is homotopy equivalent to a complex in cells < λ.
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The λ-equivalence property can be reinterpreted via the following discussion. If B is in
cell λ then F ⊗B is homotopy equivalent to a minimal complex of the form
· · · → XnF (λ)−2 → XnF (λ)−1 → XnF (λ).
where XnF (λ)[−nF (λ)] = Σλ(B). Let ιB : Σλ(B) → F ⊗ B denote the inclusion of the head
of F ⊗B.
Lemma 3.40. Suppose that A is K-linear, where K is a field. Let B ∈ A be an indecomposable object
in cell λ, with End(B) ∼= K. Then the space of chain maps from Σλ(B) to the minimal complex of
F ⊗B is isomorphic to K, spanned by ιB . If such a chain map is homotopic to zero, then it is equal to
zero.
Proof. Let X ' F ⊗ B be the minimal complex, and let Ch(A) denote the category of com-
plexes (not considered up to homotopy). Then Σλ(B) lives in homological degree nF (λ) and
X lives in homological degrees ≤ nF (λ), hence any chain map ψ ∈ HomCh(A)(Σλ(B), X) is
supported in degree nF (λ) and has the same data of an endomorphism of Σλ(B). Observe
that Σλ is invertible in Ch(A), not just K(A). Since EndA(B) ∼= EndCh(A)(Σλ(B)) consists
only of scalars, this ψ is a K-multiple of ιB . The vector space of chain maps modulo homo-
topy in this degree is a quotient of the space of chain maps, which is either zero orK · ιB . But
it is not zero, since if ι were null-homotopic then any homotopy would factor through the
tail of X ' F ⊗B, which lives in cells < λ. However, the identity of B is not in cells < λ, by
the definition of cells. 
Tensoring the map αλ with the identity map of B gives a map
αλ ⊗ IdB : Σλ(1)⊗B ∼= Σλ(B)→ F ⊗B,
such that Cone(αλ ⊗ IdB) ∼= Cone(αλ) ⊗ B. The chain map αλ ⊗ IdB is therefore a multiple
of ιB . If it is a nonzero multiple, then the two copies of Σλ(B) can be removed via Gaussian
Elimination from Cone(αλ⊗ IdB), leaving only the tail of F ⊗B which is supported in lower
cells. If not, then Cone(αλ ⊗ IdB) is a minimal complex, and cell λ is there to stay. We
summarize in this lemma, which is stated without the assumption that End(B) is a field.
Lemma 3.41. A chain map αλ is a λ-equivalence if and only if the degree nF (λ) component (which
is the only nonzero component) of the chain map αλ ⊗ IdB is an isomorphism, for all B in cell λ.
When End(B) ∼= End(Σλ(B)) is a field, this is equivalent to αλ ⊗ IdB 6= 0. 
Note that if αλ : Σλ(1) → F is a λ-equivalence and β is any map homotopic to αλ, then β
is a λ-equivalence since Cone(β) ∼= Cone(αλ).
If one has a family of λ-equivalences for each cell λ, then F is very close to being categori-
cally prediagonalizable [EH17, Definition 6.13].
Proposition 3.42. Suppose that A is a category with finitely many cells, and F ∈ Kb(A) is positive
twist-like, sharp, and cell triangular. If there exists a λ-equivalence αλ for each cell λ, then⊗
λ
Cone(αλ) ' 0
for a particular ordering of the tensor factors (see the proof).
Remark 3.43. Recall that Cone(α) ⊗ Cone(β) and Cone(β) ⊗ Cone(α) need not be homotopy
equivalent, so that the order on the tensor product matters. In [EH17, §6.2], the authors de-
fine certain obstructions, the vanishing of which guarantees that the cones tensor commute
36 BEN ELIAS AND MATTHEW HOGANCAMP
up to homotopy. If the obstructions vanish, then the collection of maps {αλ|λ is a 2-sided cell}
is said to be obstruction-free.
Corollary 3.44. If the λ-equivalences of Proposition 3.42 are obstruction-free, then F is categorically
prediagonalizable.
Proof of Proposition 3.42. Let P denote the finite poset of two-sided cells of A. We need only
show that
T :=
⊗
λ∈P
Cone(αλ) ' 0
for some ordering on the tensor product.
For any ideal J in the poset P (e.g. J = {≤ µ} or J = { λ}), let IJ ⊂ A denote the two-
sided tensor ideal whose indecomposables are those in the cells of J . Let essKb(IJ) ⊂ Kb(A)
denote the full subcategory of (complexes which are homotopy equivalent to) complexes
whose terms are in IJ .
Tensoring with Cone(αλ) will preserve essKb(IJ) for all ideals J , and will send essKb(I≤λ)
to essKb(I<λ). Thus if J1 ( J2 are two ideals with J2 = J1 ∪ {λ}, then tensoring with
Cone(αλ) will send essKb(IJ1) to essKb(IJ2).
Pick any filtration ∅ = J0 ⊂ J1 ⊂ · · · ⊂ Jk = P by ideals, with Jn r Jn−1 = {λn} a
singleton, and consider the tensor product T with the order given by this filtration, so that
λk appears on the far right and λ1 on the far left. Then tensor product with T will send
Kb(A) = Kb(IJk) to Kb(IJ0) = 0. Thus T ⊗ 1 ' 0, and therefore T ' 0, as desired. 
3.6. Recap. We conjecture in this paper that the full twists FT are categorically diagonaliz-
able, and in particular are categorically prediagonalizable. Our method of proof in type A
will begin by proving that FTn is positive twist-like, sharp, and cell triangular. This will
require a deep dive into the cell theory of Hecke algebras, which we discuss in the follow-
ing section for arbitrary Coxeter groups. Then we will construct λ-equivalences for each cell
λ. This will be done by computing the space of all maps from Σ(1) to FTn for invertible
scalars Σ, and picking one with satisfactory properties, which is the content of §7. An analo-
gous computation shows that a certain obstruction space is trivial, so the λ-equivalences are
obstruction-free. Then we will apply Corollary 3.44 to prove prediagonalizability.
4. THE ASYMPTOTIC HECKE ALGEBRA AND THE EIGENVALUES OF THE FULL TWISTS
A general reference for Hecke algebras and their cell theory is Lusztig’s book on Hecke
algebras with unequal parameters [Lus14], which has been updated on the arXiv to account
for the results of [EW14].
Lusztig has developed a beautiful theory for studying Hecke algebras in terms of their
“asymptotic” behavior. When the parameter v of the Hecke algebra H tends towards 0, only
the smallest power of v in a polynomial should survive. By examining the smallest powers
of v which appear in certain key coefficients, Lusztig extracts interesting numerical informa-
tion. The relationship between this asymptotic behavior and the cells of H is encapsulated
in Lusztig’s famous conjectures P1-P15, see [Lus14, Section 14]. Lusztig proved (see [Lus14,
Section 15]) that when the structure coefficients czx,y (to be defined below) and the Kazhdan-
Lusztig polynomials hy,w are always positive (that is, in N[v, v
−1
]) then conjectures P1-P15
are true. For Weyl groups (such as the symmetric group), this positivity was known since
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the proof of the Kazhdan-Lusztig conjectures. For arbitrary Coxeter groups, this positivity is
also known thanks to [EW14].11
Again, the reader new to this theory should read §5 concurrently, to see these results in
the more familiar situation of type A. In type A, the two-sided cells of H(Sn) are in bijection
with partitions of n.
Let us note a major notational change with the literature. What is commonly called
Lusztig’s a-function we will be denoting by r, and calling the r-function. In type A, r cor-
responds to the row function of a partition. We will eventually introduce other functions c
and x derived from r, which correspond in type A to the column and content functions of
partitions. To keep notation consistent with type A, we have departed from tradition and
used r for the general case.
4.1. The r-function. Henceforth, we will be studying the cell theory (as defined in §3.1) of
the KL basis of H(W ). Thus, one has three transitive relations ≤L, ≤R, and ≤LR on the set
W , whose equivalence classes are called left, right, and two-sided cells respectively. We write
x ∼L y if x ≤L y and y ≤L x, and so forth. Unless otherwise specified, a cell will refer to a
two-sided cell.
Lemma 4.1. For x, y ∈ W one has x ≤L y (resp. x ≤LR y) if and only if x−1 ≤R y−1 (resp.
x−1 ≤LR y−1).
Proof. This follows immediately from the existence of an algebra antiautomorphism on H
which sends Hx 7→ Hx−1 and bx 7→ bx−1 . 
We now recall Lusztig’s r-function W → N, see [Lus14, Section 13].
Definition 4.2. For x, y, z ∈ W , let czx,y ∈ Z[v, v
−1
] be the structure coefficients12 of the
Kazhdan-Lusztig basis, that is,
bxby =
∑
z
czx,ybz.
Note that the polynomials czx,y are preserved by swapping v and v
−1
.
Define r(z) ∈ N such that v−r(z) is the smallest power of v (and v+r(z) the largest power)
appearing in czx,y for all x, y ∈W . Let tzx,y13 denote the coefficient of v−r(z) inside czx,y.
The following facts were proven by Lusztig, see [Lus14, Section 14]. Note that tzx,y is zero
unless x and y succeed in minimizing the power of v which appears in czx,y.
Proposition 4.3. The following properties hold.
• (P14) For all w, w ∼LR w−1.
• (P8) If tzx,y 6= 0, then x ∼R z, y ∼L z, and x ∼L y−1. In particular, they are all in the same
two-sided cell.
• (P7) For any x, y, z, tzx,y = tx
−1
y,z−1 .
• (P4) If x ≤LR y then r(x) ≥ r(y). In particular, r(x) = r(λ) only depends on the two-sided
cell λ of x.
11Conjectures P1-P15 were also made for Hecke algebras with unequal parameters, where they remain open
in general.
12Denoted hx,y,z in [Lus14, Section 13].
13Denoted γx,y,z−1 in [Lus14, Section 13].
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• (P11) If λ 6= µ are two-sided cells with λ < µ, then r(λ) > r(µ).
• (P9-10) If x ≤L y and r(x) = r(y) then x ∼L y. Consequently, two comparable left cells in
the same two-sided cell are equal. The same holds, replacing left with right.
Because of (P4), we will mostly think of r as a function on two-sided cells, rather than a
function on W . Because of (P8), one can reinterpret the function r as follows: for a two-sided
cell λ, v−r(λ) is the minimal power of v appearing in czx,y for any x, y, z in cell λ.
Example 4.4. Let {s, t, u} be the simple reflections of S4. For this example we focus on x =
tsut and w = sutsu, which happen to be the two involutions in S4 which are not longest
elements of parabolic subgroups, and also happen to be the only non-smooth elements.
The element x lies in cell µ = (2, 2), and it turns out that r(µ) = 2. One has
(4.1) bxbx = [2]2bx + [2]2bw0 + btst + btut + btstut + btutst.
Aside from [2]2bx, all the other terms lie in lower cells. Thus txx,x = 1, while c
y
x,x = 0 for other
elements y in this cell.
The element w lies in the cell λ = (2, 1, 1), and r(λ) = 3. One has
(4.2) bwbw = [2]3bw + [2]4bw0 .
The term bw0 lies in a lower cell. Thus t
w
x,x = 1. Note that cw0w,w has minimal power v−4,
illustrating that −r(λ) is not the minimal power of v appearing in czx,y for x, y in cell λ, but
also requires z in λ.
To emphasize a takeaway from this example, it is important to remember that the bound
−r(λ) on the v-degrees of summands is only valid within the same cell, and that lower cells
may also reach or even exceed this bound.
The asympotic Hecke algebra or J-ring is morally obtained by multiplying KL basis elements,
but only remembering the minimal v-degree which “should” appear.
Proposition 4.5. Fix a two-sided cell λ. Let Jλ be the algebra with basis {jx}x∈λ and with multi-
plication jxjy =
∑
z∈λ t
z
x,yjz . Then Jλ is an associative algebra (possibly without unit when W is
infinite, see Remark 4.15).
Remark 4.6. One could also define the ring J with a basis {jx}x∈W and multiplication as
above. Because of (P8), this would just be the product of the rings Jλ for each cell.
Example 4.7. Consider S3 with simple reflections {s, t}, and its simple cell λ consisting of
{s, t, st, ts}. Then r(λ) = 1, as can be seen from the products bsbs = (v+ v−1)bs and bsbt = bst
(and similarly, swapping s and t). The equation bsbs = (v + v−1)bs implies that in the J ring
jsjs = js, while bsbt = bst implies jsjt = 0. In particular js and jt are orthogonal idempotents
in the J-ring. The elements bst and bts satisfy.
bstbts = bsbtbtbs = (v + v
−1)bsbtbs = (v + v−1)(bsts + bs).
This implies that jstjts = js. Hence the ring Jλ is a 2× 2 matrix algebra. In fact, for any cell λ
in type A, the J-ring is a matrix algebra, though this does not generalize to arbitrary Coxeter
groups.
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4.2. The ∆-function. Now we recall Lusztig’s Delta function, a functionW → Nwhich does
not only depend on the cell.
Definition 4.8. For x ∈ W , define ∆(x) ∈ N such that v∆(x) is the smallest power of v
appearing in the Kazhdan-Lusztig polynomial h1,x ∈ Z[v].
Note that ∆(x) = ∆(x−1), because h1,x = h1−1,x−1 = h1,x−1 .
In the next section, we discuss the connection between ∆ and the half twist. The first use
of ∆(x) is to determine, by comparison with r(x), a special set of elements of W . Here are
more facts proven by Lusztig, see [Lus14, Section 14].
Definition 4.9. Let D ⊂ W denote the set of elements x such that ∆(x) = r(x). An element
of D is called a distinguished involution or Duflo involution.
The proposition below implies that distinguished involutions are in fact involutions. We
often use the letter ‘d’ to denote distinguished involutions.
Proposition 4.10. The following properties hold.
• (P1) For all x ∈W , ∆(x) ≥ r(x).
• (P13,P6) If d ∈ D then d is an involution. Each left cell (resp. right cell) contains a unique
element of D.
• (P5 and positivity) If d ∈ D then the coefficient of v∆(d) in h1,d is 1.
• (P3,P13,P5) If d ∈ D then tdx,y 6= 0 if and only if x = y−1 and y ∼L d. Moreover, in this
case tdy−1,y = 1.
In type A each left cell contains a unique involution, so it must be distinguished, and thus
D is the set of all involutions.
Example 4.11. In any dihedral group with simple reflections {s, t}, there are three cells: the
identity, longest, and simple cells, as in Example 3.2. Within the simple cell there are two
left cells, one containing those elements whose unique reduced expression ends in s, and
the other those ending in t. The simple cell λ satisfies r(λ) = 1. All elements are smooth,
thus ∆(x) = `(x). Hence the simple cell contains two distinguished involutions of length 1,
namely s and t. Outside of the special case of typeA2, both of these left cells contain multiple
involutions, but only s and t are distinguished.
We state a useful corollary which gives a practical way to compute r(λ).
Corollary 4.12. If λ is a two-sided cell in W , then r(λ) can be characterized as the minimal power of
v occuring in cdd,d, for any distinguished involution in D ∩ λ.
Example 4.13. Note that distinguished involutions are not the only involutions for which
tdd,d 6= 0. For example, consider a dihedral group with simple reflections {s, t} with mst ≥ 6.
Then jstsjsts = js + jsts + jststs.
4.3. The action of distinguished involutions. Combining the results above, Lusztig proves
the following.
Proposition 4.14. If d ∈ D and x ∈ W satisfies x ∼LR d, then tyd,x = 0 for all y unless x ∼R d,
in which case txd,x = 1 and t
y
d,x = 0 for y 6= x. In other words, left multiplication by jd in the
J-ring is the same as projection to those jx for which x in the same right cell as d. Similarly, right
multiplication by jd is projection to the left cell of d.
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Proof. This is proven by combining (P7) and (P8) from Proposition 4.3 with the last property
from Proposition 4.10. 
Remark 4.15. It follows that if a two-sided cell λ contains finitely many left cells, then the
finite sum
∑
d∈D∩λ jd is the identity element of Jλ. Even if there are infinitely many left cells,
Jλ is locally unital for the orthogonal idempotents {jd}d∈D.
A restatement of this proposition says that for x and d in cell λ, with d a distinguished
involution, we have
(4.3) vr(d)bdbx ≡ δx∼Rdbx +H+λ +H<λ,
where H<λ denotes the ideal spanned by by for y in a strictly smaller cell than λ, and H+λ
denotes those linear combinations of by for y in cell λ whose coefficients live in vZ[v].
A categorical analogue of this proposition is the following.
Corollary 4.16. Let d ∈ W be a distinguished involution in cell λ. If x ∼R d then Bx(0) is a direct
summand of Bd(r(λ)) ⊗ Bx with multiplicity one, and all other summands in cell λ have strictly
positive grading shifts. If x ∼LR d but x R d then every summand of Bd(r(λ))⊗Bx has a strictly
positive grading shift.
Proof. This follows directly from the decategorified statement. 
4.4. First consequences for the half twist. The following is a result of Lusztig, see [Lus14,
Corollary 11.7].
Proposition 4.17. Let W be a finite Coxeter group with longest element w0. Then x ≤L y if and
only if w0x ≥L w0y if and only if xw0 ≥L yw0. Similar statements hold replacing L with R or LR.
Thus, multiplication by w0 induces an order-reversing involution on the set of left cells, right cells,
and two-sided cells.
Lemma 4.18. Given a two-sided cell λ, the two-sided cells w0λ and λw0 are equal.14 Equivalently,
two-sided cells are preserved by conjugation by the longest element. Moreover w0D = Dw0 as sets,
or equivalently, w0dw0 is distinguished whenever d is.
Proof. A two-sided cell gives rise to a left-module of H, by taking the associated graded in
the cell filtration of H. Standard results in the representation theory of Hecke algebras show
that distinct two-sided cells give rise to non-isomorphic representations of H. Because of
Lemma 2.8, twisting under conjugation byHw0 will send the module associated tow0λ to the
module associated to λw0. However, conjugation is an inner automorphism, so it preserves
the isomorphism class of a left module. Thus w0λ and λw0 are the same two-sided cell.15
The automorphism τ sends Hx to Hw0xw0 , and similarly sends bx to bw0xw0 . Thus τ pre-
serves KL polynomials, structure coefficients, etcetera. It follows that ∆(τ(x)) = ∆(x) and
r(τ(x)) = r(x). Thus w0dw0 must be distinguished whenever d is distinguished. 
Definition 4.19. For a two-sided cell λ, let λt denote the two-sided cell w0λ. Let c(λ) denote
r(λt). For any distinguished involution d ∈ D, we refer to w0d as a w0-twisted distinguished
involution16.
14This statement is well-known, and was known to Lusztig in the early days of cell theory. We could not find
an early reference in the literature, however. The proof below was told to the first author by Victor Ostrik.
15Note that distinct left cells may give rise to isomorphic left modules, so this proof does not show that
conjugation by w0 fixes left cells. In fact, it does not.
16It need not be an involution.
CATEGORICAL DIAGONALIZATION OF FULL TWISTS 41
Lemma 4.20. If λ < µ then c(λ) < c(µ).
Proof. Follows from Proposition 4.17 and Proposition 4.3 (P11). 
Here is a crucial consequence of this result for the half twist.
Proposition 4.21. Let λ be a two-sided cell. In the language of §3.4, one has mHT(λ) = c(λ).
Moreover, the summands of HT in homological degree c(λ) and cell λ are precisely the w0-twisted
involutions
(4.4)
⊕
d∈D∩λt
Bw0d(c(λ)).
Proof. By Theorem 2.31, HT is perverse. By (2.3), Bx appears in HT with graded multiplicity
(for both homological shift and bimodule grading shift) given by h1,w0x, whose minimum
power of v is ∆(w0x) by definition. As x ranges over the cell λ, w0x will range over λt, and
by (P1) of Proposition 4.10 the minimum value of ∆ in this cell is r(λt) = c(λ). This proves
that mHT(λ) = c(λ). Moreover (again see Proposition 4.10), the only elements of the cell λt
which minimize ∆ are the distinguished involutions d ∈ D ∩ λt, for which the coefficient of
vc(λ) in h1,d is 1. 
Thus, if the half twist were twist-like, then it would be increasing by Lemma 4.20.
4.5. The Schu¨tzenberger involution and the eigenvalues of the full twist. We now discuss
Schu¨tzenberger duality, which is a surprising involutory operation which fixes the left cells.
Here is a restatement of a theorem17 of Mathas [Mat96, Theorem 3.1].
Definition 4.22. Let x(λ) = c(λ)− r(λ). We refer to this as the content of a two-sided cell.
Theorem 4.23. If W is any finite Coxeter group, then there is an involution SchuL : W →W which
preserves each left cell, so that if y is in cell λ then
(4.5) Hw0by ≡ (−1)c(λ)vx(λ)bSchuL(y) +H<λ.
Moreover, SchuL(y) is in the same right cell as w0yw0.
Similarly, there is an involution SchuR : W → W and an analogous formula which involves the
right action of Hw0 instead.
In type A an element is determined by its left and right cells, so SchuL(y) is the unique
element with SchuL(y) ∼L y and SchuL(y) ∼R w0yw0. In other types, Mathas provides an
additional condition on SchuL which pins down the element SchuL(y) uniquely; see Lemma
4.27.
In type A, where the elements of a given left cell are parametrized by standard Young
tableau with a given shape, SchuL corresponds to a standard combinatorial involution on
tableau called the Schu¨tzenberger involution. For this reason we call SchuL the (generalized)
Schu¨tzenberger involution.
Remark 4.24. If HT were sharp, then (4.5) would be categorified in the best possible way:
the minimal complex of HT⊗By would have most terms in cells < λ, and there would be a
unique term in cell λ, namely BSchuL(y) living in homological degree c(λ) with grading shift
x(λ). This idea is pursued in the next section.
17This theorem of Mathas was recently generalized to Hecke algebras with unequal parameters by Lusztig in
[Lus15]. In type A, Mathas attributes this theorem to J. J. Graham’s thesis.
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Let us recall some properties of SchuL and SchuR proven by Mathas, which we do not use.
Proposition 4.25. Let W be a finite Coxeter group. Then
(4.6) SchuL(y−1) = w0 SchuL(y)−1w0 = SchuR(y)−1.
Moreover, SchuL(w0y) = w0 SchuL(y) and SchuL(yw0) = SchuL(y)w0. Thus
(4.7) SchuL(SchuR(y)) = SchuR(SchuL(y)) = w0yw0.
Proof. Most of this can be found in [Mat96, Proposition 3.9]. All that remains is to show
that SchuL(y−1) = SchuR(y)−1. There is an antiautomorphism of H (called α in the para-
graph before [Mat96, Proposition 3.9]) which sends by 7→ by−1 , and fixes Hw0 . Applying this
antiautomorphism to (4.5), the equality SchuL(y−1) = SchuR(y)−1 follows immediately. 
Note the following crucial consequence of Theorem 4.23.
Corollary 4.26. The operator of left multiplication by H2w0 is upper-triangular with respect to the
cell filtration, and on H≤λ/H<λ it acts by the scalar18 (−1)2c(λ)v2x(λ).
We have already seen that H2w0 is central, hence acts diagonalizably on H ⊗Z[v,v−1] Q(v).
The above pins down the eigenvalues exactly, and also illustrates the interaction with cell
theory.
We conclude this section with another way to think about the Schu¨tzenberger involution.
The lemma below was proven by Mathas as well (see [Mat96, Theorem 3.1]) but we include
a proof to emphasize again the same ideas used in Proposition 4.21.
Lemma 4.27. Fix y ∈ W in two-sided cell λ. Then there is a unique distinguished involution d in
the opposite cell λt, and a unique z in cell λ, such that tzw0d,y 6= 0. In particular, d is the distinguished
involution in the same right cell as yw0, z is equal to SchuL(y), and tzw0d,y = 1.
Proof. Let d be a distinguished involution in λt and z ∈ W . If tzw0d,y 6= 0 then by (P8) of
Proposition 4.3 we have
• w0d ∼R z,
• y ∼L z, and
• w0d ∼L y−1.
This last property is equivalent to dw0 ∼R y and d ∼R yw0. Multiplying by w0 on the left,
this is equivalent to w0d ∼R w0yw0. Combining this with the first property, we see that
z ∼R w0yw0. In particular, d is uniquely specified as above, and z is at least in the same right
and left cell as SchuL(y). (In type A this already implies z = SchuL(y).)
By the KL inversion formula (2.3), we can write Hw0by as
(4.8) Hw0by =
∑
x∈W
(−1)`(w0)−`(w0x)h1,xbw0xby =
∑
x,z∈W
(−1)`(x)h1,xczw0x,ybz.
We simplified this formula by observing that `(w0) − `(w0x) = `(x). Let us consider this
formula modulo H<λ. By (4.5), we know that the answer must be (−1)c(λ)vx(λ)bSchuL(y).
All the terms with w0x in cells < λ disappear modulo H<λ. In fact, if w0x is in a cell
incomparable to λ then bw0xby is in cells < λ, so these terms disappear as well. Hence we
can assume that w0x is in cells ≥ λ. Therefore, ∆(x) ≥ r(x) ≥ r(λt) = c(λ), with equality
18Of course, 2c(λ) is even so the factor (−1)2c(λ) is redundant. Nonetheless, we keep it around in anticipation
of the fact that it will be categorified by a nontrivial homological shift.
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precisely when x is in cell λt and is a distinguished involution. Consequently, the minimal
power of v appearing in h1,x is vc(λ), for all x which are relevant modulo H<λ.
All terms with z in cells < λ disappear modulo H<λ. Moreover, every nonzero term
has z in cells ≤ λ, because bz is a summand of bw0xby. So we can assume z ∼LR y. The
minimal power of v appearing in czw0x,y when z ∼LR y is v−r(λ), with equality precisely
when tzw0x,y 6= 0.
Hence, every coefficient of bz has power of v greater than vc(λ)−r(λ) = vx(λ), and the terms
which contribute to this particular degree are
(4.9)
∑
z∈λ,d∈D∩λt
(−1)`(d)tzw0d,ybz.
We have already observed in Lemma 4.27 that there is a unique d ∈ D ∩ λt for which tzw0d,y
can be nonzero, namely the distinguished involution in the same right cell as yw0. Thus, the
coefficient of any bz is simply ±tzw0d,y for this particular d.
Since the answer must be (−1)c(λ)vx(λ)bSchuL(y), we see that tSchuL(y)w0d,y = ±1, and all other
tzw0d,y are zero. We already know by positivity that all structure coefficients live in N[v, v
−1],
so tSchuL(y)w0d,y = 1. 
Remark 4.28. It is not difficult to show that, for any distinguished involution d in cell λt, `(d)
and r(λt) have the same parity, which avoids the need for positivity in this last step. This
uses the fact that the KL polynomials hx,y and structure coefficients czx,y are all parity (they
have only even or odd powers of v).
Corollary 4.29. Let e be a distinguished involution in cell λ. Then there is a unique distinguished
involution d in cell λt such that SchuL(e) = dw0. Namely, d is the distinguished involution in the
same right cell as w0e.
Proof. By the last property in Proposition 4.10, if tex,y 6= 0 then y = x−1. Applying this result
when y = SchuL(e) and x = w0d for the distinguished involution d in the same right cell
as SchuL(e)w0, Lemma 4.27 says that tex,y 6= 0, and thus y = x−1. Thus y = dw0. Note that
SchuL(e) is in the same right cell as w0ew0, so SchuL(e)w0 is in the same right cell as w0e. 
Thus the set of w0-twisted involutions w0D is the same as the set of Schu¨tzenberger-
twisted involutions SchuL(D), though this bijection reverses cells, i.e. w0d for d ∈ λt is
SchuL(e) for e ∈ λ.
4.6. Main conjectures.
Conjecture 4.30. For any finite Coxeter group, the complex HT ∈ Kb(SBim) is twist-like and sharp.
We prove this conjecture in type A in §6.6. Let us describe some of the first consequences
of this conjecture.
Proposition 4.31. Suppose HT is twist-like and sharp. Then nHT(λ) = mHT(λ) = c(λ) and
nFT(λ) = mFT(λ) = 2c(λ) for all two-sided cells λ. In particular both HT and FT are sharp and
increasing. Moreover:
(1) If Bx is in cell λ then the head of HT⊗Bx equals BSchuL(x)[−c(λ)](x(λ)).
(2) If Bx is in cell λ then the head of FT⊗Bx equals Σλ(Bx), where
Σλ = [−2c(λ)](2x(λ)).
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(3) The terms in HT in cell λ and minimal homological degree c(λ) are exactly⊕
d
BSchuL(d)(c(λ)),
where d ranges over the distinguished involutions in cell λ.
(4) The terms in FT in cell λ and minimal homological degree 2c(λ) are exactly are exactly⊕
d
Bd(c(λ) + x(λ)),
where d ranges over the distinguished involutions in cell λ.
Proof. Assume that HT is twist-like and sharp. In Proposition 4.21 we showed thatmHT(λ) =
c(λ), hence the inequality mHT(λ) < mHT(µ) when λ < µ follows from Lemma 4.20. Thus,
HT is increasing. Aso nHT(λ) = mHT(λ) = c(λ) by sharpness. Furthermore, by Lemma 3.26
we can also deduce that FT is sharp and increasing, and mFT(λ) = 2c(λ).
By Proposition 3.31, we know a lot about HT⊗Bx for any x in cell λ. In particular, the
only indecomposable summand of the minimal complex of HT⊗Bx in cell λ is its head. By
considering its image in the Grothendieck group and comparing with (4.5), we immediately
deduce that its head is as desired. Similar arguments describe the head of FT⊗Bx. This
proves (1) and (2).
We have already proven in Proposition 4.21 that the terms in cell λ and minimal homolog-
ical degree are precisely ⊕
d
Bw0d(c(λ)),
where the sum is over distinguished involutions d in the opposite cell λt. This proves (3).
It remains to study the terms in FT in homological degree 2c(λ) and cell λ. For the rest
of this proof, let us fix λ and set c = c(λ), x = x(λ), r = r(λ). If C is a complex and k is an
integer, we let Ck denote the k-th chain object of C.
Let us study HT⊗HT, whose minimal complex is FT. Remark that each indecomposable
summand of the chain object FTm is a direct summand of HTk⊗HT` for some k, ` with
k + ` = m. If k < c or l < c then HTk⊗HTl is a direct sum of indecomosables in cells
less than or incomparable to λ. Thus all terms of FT in cell λ come from terms of the form
HTk⊗HT` with k, ` ≥ c. In particular summands of FT2c in cell λ are all summands of
HTc⊗HTc.
Let Z :=
⊕
d∈D∩λt Bw0d(c). As noted above HT
c is isomorphic to a direct sum of Z and
other bimodules in cells smaller than or incomparable to λ. Consider the minimal complex
of HT⊗Z. First, recall that each w0d can be written uniquely as d = SchuL(e) for some
e ∈ D ∩ λ, by Corollary 4.29. The head of HT⊗BSchuL(e) is isomorphic to Be[−c](x) since
SchuL(SchuL(e)) = e. In particular the head is in homological degree c. It follows that
each summand BSchuL(e)(c) ⊂ Z ultimately contributes a summand Be(c + x) to FT, in
homological degree 2c.
It remains to prove that these terms survive to the minimal complex FT of HT⊗HT. This
can be done by proving that no isomorphic terms appear in adjacent homological degrees
2c ± 1, so that no Gaussian elimination can cancel these terms. The constraints k, ` ≥ c
already imply that nothing in cell λ appears in homological degree 2c − 1. In homological
degree 2c+1, either k = c and ` = c+1 or vice versa; without loss of generality assume k = c.
Every indecomposable summand of HTc+1 is of the formBy(k+1) by perversity. IfBz(i) is a
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direct summand ofBy(c+1)⊗Bx(c) in cell λ, then we must have i ≥ c+1+c−r = c+x+1.
Hence nothing with grading shift c+ x can appear. This concludes the proof. 
The shift functors Σλ = [−2c(λ)](2x(λ)) therefore play the role of the “eigenvalues” of the
full twist (modulo Conjecture 4.30), and FT is cell triangular in the sense of Definition 3.38.
Thus it makes sense to look for λ-equivalences for each cell λ, see Definition 3.39.
Conjecture 4.32 (Eigenmap conjecture). If W is a finite Coxeter group and λ is a two-sided cell in
W then there exists a map αλ : Σλ(1) → FT which is a λ-equivalence. These maps are obstruction
free in the sense of [EH16, Definition 6.12].
We prove this for W = Sn in §7.
4.7. Dot maps. Previously we used the numerics of the functions ∆ and r to study com-
plexes of Soergel bimodules, using perversity and plethysm19 rules. Now we discuss another
categorical shadow of these numerical invariants, this time using the Soergel Hom formula.
We need not assume W is finite in this section.
Proposition 4.33. Let x be in two-sided cell λ. The smallest k such that there exists a nonzero
map R → Bx(k) equals ∆(x). Within each cell, this minimum equals r(λ), and is achieved only
for the distinguished involutions. If x is a distinguished involution, then Hom(R,Bx(r(λ))) is 1-
dimensional.
Proof. By the Soergel Hom formula, the graded rank of HomZ(R,Bx) over R is h1,x, so its
minimal degree is ∆(x). The remaining statements follow immediately from Proposition
4.10. 
Definition 4.34. For each d ∈ D in two-sided cell λ, choose ξd : R → Bd(r(λ)) which gener-
ates the corresponding Hom space. Let ξ∗d denote the dual map Bd → R(r(λ)). We call these
(generalized) dot maps or d-dot maps. Let fd, the (generalized) barbell denote the composition
ξ∗d ◦ ξd. Then fd is a degree 2r(λ) element of R = EndZ(R).
Example 4.35. Fix a simple reflection s, which is a distinguished involution in the simple
cell λ satisfying r(λ) = 1. We may choose ξs : R → Bs(1) and ξ∗s : Bs → R(1) to be the
usual dot maps in the diagrammatic calculus, see Remark 2.17. Composing the two dots
gives a morphism R→ R(2) which is multiplication by αs, and is pictorially represented by
a barbell.
Example 4.36. Let W be finite. Then w0 is in the longest cell λ with r(λ) = `(w0). Let
` = `(w0). Recall that Bw0 = R ⊗RW R(`), and R is a Frobenius extension over RW with
Frobenius trace ∂w0 . We choose ξw : R→ Bw0(`) to be the map which sends
1 7→
∑
ai ⊗ bi,
where the sum is over dual bases for R over RW with respect to ∂w0 . The dual map Bw0 →
R(`) sends f ⊗ g 7→ fg. Their composition fw0 is the product of all the positive roots. See
[Eli16b, §3.6] for more discussion of these maps.
The importance of d-barbells will be highlighted in the next chapter. For now, we focus on
d-dot maps.
19From the Greek “plethysmos,” meaning “multiplication.”
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Lemma 4.37. For d in two-sided cell λ, the d-dot maps are not in the ideal I<λ, or the ideal Iλ.
Proof. We need to prove that ξd is not a linear combination of maps which factor as R →
Bz → Bd for z in lower cells. But the minimal degree of a map R → Bz is ∆(z) ≥ r(z) ≥
r(λ), and the minimal degree of a map Bz → Bd is +1 (as for any two non-isomorphic
indecomposable Soergel bimodules). Thus no map of degree r(λ) can factor through lower
cells. Since ξd does factor through Bd in cell λ, it is in I≤λ, so not being in I<λ is equivalent
to not being in Iλ. 
Now let us fix a finite Coxeter group W and assume Conjectures 4.30 and 4.32, so that λ-
equivalences αλ : Σλ(R)→ FT exist. Since Σλ(R) is just a shift of R concentrated in a single
homological degree, αλ is effectively a bimodule map from R(2x(λ)) to the homological
degree 2c(λ) chain object of the full twist, which contains summands⊕
d
Bd(c(λ) + x(λ))
for all d ∈ D ∩ λ. Thus αλ determines and a collection of morphisms R → Bd(c(λ) − x(λ)),
which must be scalar multiples of the dot maps since c(λ) − x(λ) = r(λ). We call these the
ξd components of αλ. Strictly speaking, these components are only well-defined up to unit
multiple, since there is a choice in how Bd(c(λ) + x(λ)) sits as a direct summand of FT2c(λ).
The ξd components depend only on the homotopy class of αλ. Indeed, if β − αλ = [d, h]
then actually β−αλ = d◦h (the differential on R being zero), and h is a bimodule morphism
from a shift of R to the homological degree 2c(λ) − 1 part of FT. It follows that h factors
through terms in cells  λ, hence d ◦ h cannot affect the ξd components by Lemma 4.37.
Proposition 4.38. Assume that W is a finite Coxeter group and Conjectures 4.30 and 4.32 hold. Let
x ∈W be in the same right cell as d ∈ D. Then ξd ⊗ IdBx is the inclusion of a direct summand while
ξ∗d ⊗ IdBx is the projection onto a direct summand. The ξd component of αλ is an invertible20 scalar
multiple of ξd.
Proof. Fix a λ-equivalence αλ, for the two-sided cell λ containing x and d. As before, let
c = c(λ), etcetera. By Proposition 4.31 we know that the head of the minimal complex of
FT⊗Bx is Σλ(Bx) and that αλ⊗ IdBx is an isomorphism from Σλ(Bx) to this head. We claim
that it is only the ξd component of αλ which could contribute to the isomorphism in αλ⊗IdBx .
In homological degree 2c the complex FT is a direct sum of Bd′(c + x), where d′ ranges
over the distinguished involutions in cell λ, together with objects in cells λ, by Proposition
4.31. Consequently, the only direct summands of FT⊗Bx in this homological degree and
in cell λ are summands Bd′ ⊗ Bx(c + x). The minimal grading shift which could occur in
such a summand is Bz(c + x − r) = Bz(2x), and it is realized only when tzd′,x 6= 0. But by
Proposition 4.14, this happens precisely when d′ is in the same right cell as x (i.e. d′ = d),
and z = x. Hence the summand Bx(2x) which survives to the minimal complex of FT⊗Bx
must have arisen as a direct summand of Bd(c+ x)⊗Bx.
If the ξd component of αλ is zero (or noninvertible), then so is the component of αλ ⊗
IdBx : Bx[−2c](2x) → FT⊗Bx which goes to Bd(c + x) ⊗ Bx and its summand Bx(2x).
Gaussian elimination from FT⊗Bx to its minimal complex can change the components of a
20We work over a field, so we may as well say nonzero. When working over other base rings, it is not hard to
prove this slightly stronger result.
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chain map, but only by null-homotopic maps. Any homotopy would factor through homo-
logical degrees < 2c in FT⊗Bx, and therefore would factor through cells < λ. Thus it can
not make a non-isomorphism into an isomorphism. This contradicts Lemma 3.41. Thus the
ξd-component of αλ is invertible, ξd ⊗ IdBx must be the inclusion of the Bx summand.
Duality implies that ξ∗D is projection to a summand. 
One interprets Proposition 4.38 as a strong categorification of the unit axiom in the J-
ring. Decategorified, if d is a distinguished involution then vr(d)bd acts by the identity on
its right cell, modulo positive powers of v and lower two-sided cells. Corollary 4.16 was a
weak categorification of the same statement. A strong categorification would give a natural
transformation between the identity functor and the functor Bd(r(d)) ⊗ (−), which realizes
the fact that Bd(r(d)) acts by the identity on its right cell (modulo positive shifts and lower
cells). By Proposition 4.38, the d-dot ξd serves this role!
Moreover, in cell λ and homological degree 2c(λ), FT is (up to shift) just a categorification
of the element vr(λ)
∑
d∈D∩λ bd in H which “descends” to the unit of the ring Jλ. The λ-
equivalence αλ combines the d-dots into a map which realizes the unit axiom of the J-ring.
Remark 4.39. We wish to point out an interesting interpretation of the above. First, let us
choose a two-sided cell λ, and let F = FT[2c(λ)](−2x(λ)). Let’s work modulo lower cells,
i.e. in the category SBimn/I<λ. Modulo Conjecture 4.30, Proposition 4.31 tells us that
F = F 0 → F 1 → · · · → Fm,
where F 0 =
⊕
d∈D∩λBd(r(λ)) is the Soergel bimodule analogue of the unit in the J-ring. The
maximal homological degree happens to be m = 2`(w0) − 2c(λ), but this won’t be relevant.
We know that if x ∈W is in cell λ then
F 0 ⊗Bx ∼= Bx ⊕ Y modulo I<λ
where Y is a direct sum By(k) with y in cell λ and k > 0. We also know (again modulo
Conjecture 4.30) that
F ⊗Bx ' Bx modulo I<λ.
That is to say, the terms in F 0⊗Bx with positive degree shifts are being cancelled by F 1⊗Bx,
and the surviving terms in F 1⊗Bx are cancelled by F 2⊗Bx, and so on. Thus, one can think
of F 0 more accurately as a first approximation to the unit in the J-ring, F 0 → F 1 as a better
approximation, and so on, until F • itself actually behaves as the unit in the J-ring associated
to λ.
Note that (F 0 → · · · → F i)⊗Bx ' Bx ⊕ Y i[−i] where Y i ∈ SBim (0 ≤ i ≤ m); these yield
potentially interesting new invariants [Y i] in the Hecke algebra.
Let us conclude this section by motivating and discussing one additional application of
Proposition 4.38.
When d = wI is the longest element of a finite parabolic subgroup WI , the Soergel bimod-
ule BwI ∼= R⊗RI R(`(wI)) is a graded Frobenius algebra object of degree `(wI) = r(wI). This
is because RI ⊂ R is a Frobenius extension of commutative graded rings. In this case, the
dot maps ξ and ξ∗ give rise to the unit and counit maps in the Frobenius algebra structure.
The multiplication and comultiplication maps arise via the decomposition
BwI ⊗BwI ∼= BwI (−`(wI))⊕ · · · ⊕BwI (`(wI)),
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namely, they are the projection to the minimal degree summand, and the inclusion from the
maximal degree summand. All four of these maps are well-defined up to scalar, and some
choice of scalars makes the Frobenius algebra axioms hold.
Conjecture 4.40. For any Coxeter group and any distinguished involution d, Bd has the structure of
a graded Frobenius algebra object in SBim of degree r(d). The unit and counit are given (up to scalar)
by ξd and ξ∗d respectively. The multiplication (resp. comultiplication) map is given (up to scalar) by a
projection to (resp. inclusion of) the minimal (resp. maximal) degree summand in
Bd ⊗Bd ∼= Bd(−r(λ))⊕ · · · ⊕Bd(r(λ))⊕ Z.
Here Z represents those summands in cells< λ, which may in theory have more extreme degree shifts,
but which we ignore when we use the words “minimal” and “maximal.”
In a follow up paper, we will prove this conjecture for finite Coxeter groups, assuming
Conjectures 4.30 and 4.32. Thus, the conjecture will hold in type A. Proposition 4.38 is in
essence a proof of the unit axiom for the Frobenius algebra.
5. CELL THEORY IN TYPE A
In this chapter we explain how many of the previous constructions (cell theory, r-function,
distinguished involutions, Schu¨tzenberger involution) work in the special case of type A.
We go into more detail on examples to give more intuition to the novice reader. For a good
introduction to this topic in type A, we recommend [Ari00] or [Wil03].
5.1. Cells in type A. Let P(n) denote the set of partitions of n, and SYT(λ) denote the set of
standard Young tableaux of shape λ, for λ ∈ P(n). The following theorem is a major tool in
combinatorics; for a good reference we recommend [Ful97].
Theorem 5.1. (Robinson-Schensted correspondence) There is an explicit bijection between elements
of Sn and triples (P,Q, λ) where λ ∈ P(n), and P,Q ∈ SYT(λ). The algorithm which takes w ∈ Sn
and returns a triple (P,Q, λ) is called Schensted’s bumping algorithm.
We will not discuss the bumping algorithm here, though we will state many consequences
of it below. Since λ is determined by P and Q we often just write (P,Q) for the pair of
tableaux, with the understanding that P and Q have the same shape. We write w(P,Q, λ)
or w(P,Q) for the corresponding element of Sn. For shorthand, we write the corresponding
indecomposable Soergel bimodule Bw(P,Q) as BP,Q, and the KL basis element as bP,Q.
The following is a crucial theorem of Kazhdan-Lusztig21 [KL79], describing the cells in the
Hecke algebra with respect to the KL basis of H(Sn). Since the KL basis corresponds to the
indecomposable objects in SBimn by Theorem 2.14, this also describes the cells in SBimn.
Theorem 5.2. Let w = w(P,Q, λ) and w′ = w(P ′, Q′, λ′). Then w ∼LR w′ iff λ = λ′, w ∼L w′
iff Q = Q′, and w ∼R w′ iff P = P ′. Thus, we associate the two-sided cells of Sn with partitions
λ, and the left (or right) cells with tableaux. Moreover, we have λ ≤LR µ if and only if λ ≤ µ in the
dominance order.
21The reader will not find this theorem in this form inside [KL79], though the results of that paper imply
it when one understands Knuth equivalence. One can find several expository resources aimed at making this
theorem explicit from Kazhdan-Lusztig’s work or proving it more simply, see [Ari00] or [Wil03].
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This theorem describes the left and right cells, and the two-sided cells, as well as the
partial order on two-sided cells. The partial order on left cells is not as clear-cut, and even
the following important result of Lusztig does not have an elementary proof (it follows from
(P11) of Proposition 4.3).
Proposition 5.3. Two non-equal left cells in the same two-sided cell are incomparable.
Remark 5.4. It is obvious that comparable left cells live in comparable two-sided cells, be-
cause left ideals are contained in two-sided ideals. Conversely, given left cells in non-equal
(but comparable) two-sided cells, it is not obvious when they are comparable in the left par-
tial order. In particular, it is not the case that the “dominance order on standard tableaux”
gives the partial order on left cells. See [Ts06] for a comparison of various partial orders on
standard tableaux.
Example 5.5. Let w ∈ Sn be in cell λ ∈ P(n) and v ∈ Sm be in cell µ ∈ P(m). With respect to
the inclusion Sn × Sm → Sn+m, (w, v) is in cell λ + µ, which is the partition of n + m given
by (λ+ µ)i = λi + µi (extending λ or µ by zero if necessary). This is easy to prove using the
bumping algorithm. The tableaux also add in a similar way, though we will not need this.
Example 5.6. Ifw0 ∈ Sn is the longest element, thenw0 is in cell 1n, the one-column paritition.
More generally, ifw is the longest element of a parabolic subgroup Sk1×· · ·×Skr ⊂ Sn, thenw
is in cell λ, where λ ∈ P(n) is the partition whose column lengths coincide with the multiset
{ki} (but in decreasing order).
An important special case occurs when the integers ki in the previous example are non-
increasing.
Example 5.7. Let λ ∈ P(n), with column sizes k1 ≥ k2 ≥ . . . ≥ kr > 0. Let Pcol be the
column-reading tableau, obtained by placing the numbers 1 through k1 in the first column,
k1 + 1 through k1 + k2 in the second column, and so forth. Then w(Pcol, Pcol, λ) is the longest
element wλ of the parabolic subgroup Sλ = Sk1 × Sk2 × · · · × Skr ⊂ Sn.
Here is a key property of the Robinson-Schensted correspondence.
Proposition 5.8. If x = w(P,Q, λ), then x−1 = w(Q,P, λ). In particular, x is an involution if and
only if x = w(P, P, λ) for some P ∈ SYT(λ).
5.2. Numerics of the r-function in typeA. The statements in this section are all well-known.
We go into more detail than necessary, to aid the novice reader.
For any Coxeter group W , each left cell contains a unique distinguished involution by
Proposition 4.10. For the symmetric group, every left cell (−, P, λ) contains exactly one invo-
lutionw(P, P, λ). Thus in typeA,D is the set of all involutions. By Corollary 4.12, to compute
r(λ) we need only find an involution d in cell λ and compute the largest and smallest powers
of v appearing in the expansion of b2d. The easiest case to analyze will typically be when d is
the longest element of a parabolic subgroup.
Now we recall a property of KL polynomials of longest elements.
Definition 5.9. LetW be a finite Coxeter group. Then pi(W ) is its balanced Poincare polynomial,
which is v−`(w0)
∑
w∈W v
2`(w).
It is clear from the definition that the lowest degree of v which appears in this polynomial
is v−`(w0), and the highest degree is v+`(w0)..
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For example, when WI = Sk1 × · · · × Skr , pi(WI) is a product of quantum factorials:
(5.1) pi(WI) = [k1]![k2]! · · · [kr]!.
Lemma 5.10. When wI is the longest element of a parabolic subgroup WI , one has
(5.2) bwI bwI = pi(WI)bwI .
More generally, if x ∈W and sx < x for all s ∈ I , then
(5.3) bwI bx = pi(WI)bx.
Proof. Let us sketch the proof of this well-known fact. One has
(5.4) bsbx = (v + v−1)bx
whenever sx < x. This tells you how Hs acts on bx, and thereby how Hw acts on bx for all
w ∈WI . From the fact that bwI is smooth, it is easy to deduce the lemma. 
For the symmetric group S4, every involution is the longest element of a parabolic sub-
group except two: x = tsut and w = sutsu. Computations for these elements were done in
Example 4.4.
Now we introduce some statistics associated to partitions.
Definition 5.11. We think of a partition λ ∈ P(n) as a Young diagram, drawn in the “English
style”:
Suppose a box is in the i-th column and j-th row. Here columns and rows are counted left-
to-right and top-to-bottom, starting at zero. We say that the box has column number c() = i,
row number r() = j, and content x() = i− j.
For a partition λ, we set c(λ) =
∑
 c(), r(λ) =
∑
 r(), and x(λ) =
∑
 x(). That is,
the column number of a partition is the sum of the column numbers of each box, etcetera.
Equivalently, we have
r(λ) =
∑
i
(i− 1)λi, c(λ) = r(λt), x(λ) = c(λ)− r(λ).
It is easy to observe that r(λ) is the length of wλ, the longest element of the parabolic
subgroup Sλ. It is also the length of wI for any conjugate parabolic subgroup WI .
Example 5.12. For the Young diagram λ = (4, 3, 1) pictured above, one has c(λ) = 9, r(λ) =
5, and x(λ) = 4. The number r(λ) = 5 is the length of s1s2s1s4s6 ∈ S8.
Example 5.13. The two-row partition λ = (n− 1, 1) has r(λ) = 1 and c(λ) = (n−12 ) for all n.
The following proposition follows immediately from the above, by examining b2wλ .
Proposition 5.14. For a 2-sided cell λ ∈ P(n), the row number r(λ) agrees with Lusztig’s r-function
for the two-sided cell λ. 
Lemma 5.15. If µ < λ in the dominance order then r(µ) > r(λ). In particular, if r(λ) = r(µ), then
either µ = λ or µ and λ are incomparable in the dominance order.
Proof. This is an easy exercise. Alternately, once can use (P4) from Proposition 4.3. 
Example 5.16. The partitions λ = (3, 1, 1, 1) and µ = (2, 2, 2) satisfy r(λ) = r(µ), and are
incomparable. They also satisfy c(λ) = c(µ) and x(λ) = x(µ).
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5.3. Multiplication in a cell.
Notation 5.17. For λ ∈ P(n), let Hλ ⊂ H denote the Z[v, v−1]-span of bP,Q, for P,Q ∈
SYT(λ). We may refine this span by fixing Q and taking H−,Q, the Z[v, v−1]-span of bP,Q for
P ∈ SYT(λ). We define HP,− similarly. Following this analogy, HP,Q is just the Z[v, v−1]-
span of the element bP,Q.
We define H+λ ⊂ Hλ as the Z[v]-span of vbP,Q, i.e. as those elements of Hλ with strictly
positive powers of v. For fixed P ∈ SYT(λ), we define H+P,− as HP,− ∩H+λ . We define H+−,Q
similarly.
Let P,Q,U, V ∈ SYT(λ). The Definition 4.2 of the r-function gives the following equality:
vr(λ)bP,QbU,V ≡
∑
X,Y ∈SYT(λ)
t
(X,Y )
(P,Q),(U,V )bX,Y +H
+
λ +H<λ.
Most of the time, this coefficient t is zero. For example, since H−,V +H<λ forms a left ideal,
we must have Y = V to have a nonzero contribution to the sum. By similar arguments,
X = P . Stronger still, property (P8) from Proposition 4.3 implies that t(X,Y )(P,Q),(U,V ) = 0 unless
X = P , Y = V , and Q = U .
The last part of Proposition 4.10 implies that t(P,P )(P,Q),(Q,P ) = 1, which treats the case when
P = V . In fact, as we will discuss below, t(P,V )(P,Q),(Q,V ) = 1 for any P,Q, V ∈ SYT(λ). Hence,
we have the following result.
Lemma 5.18. For any P,Q,U, V ∈ SYT(λ), we have
(5.5) vr(λ)bP,QbU,V ≡ δQ,UbP,V +H+λ +H<λ.
The Hecke algebra in typeA is a cellular algebra22 as defined by Graham and Lehrer [GL96].
A major implication of this is that
(5.6) bP,QbU,V = ϕ(Q,U)bP,V +H<λ.
Here, ϕ(Q,U), often called the cellular form, is a function which takes Q,U ∈ SYT(λ) and
returns a coefficient in Z[v, v−1]. In particular, this coefficient of bP,V does not depend on
P and V , only on Q and U . This reduces the computation of t(P,V )(P,Q),(Q,V ) to the special case
where P = V . For more on the cellular structure in type A, see [Wil03].
Let P,Q ∈ SYT(λ), and let a(P,Q) denote the most negative power of v appearing with
nonzero coefficient in ϕ(P,Q). The results above can be restated as follows: a(P,Q) ≥ −r(λ),
with equality if and only if P = Q. Moreover, if P = Q, then the coefficient of v−r(λ) is one.
Remark 5.19. A warning for the reader. The numbers a(P,Q) for P 6= Q are quite mysterious.
A related number is ∆(P,Q), the minimal power of v appearing in h1,w(P,Q). It is tempting to
view these as some measure of the distance between two standard tableaux, but this must be
taken with a grain of salt. Set d(P,Q) = ∆(P,Q)− r(λ). It is true that d(P,Q) takes positive
values and is zero precisely when P = Q, but it fails23 to satisfy the triangle inequality, so it
22It is unfortunate that the word “cell” was appropriated by the literature for two similar but logically inde-
pendent concepts: the cells described previously, and the cells in the cellularity theory of Graham and Lehrer.
Thankfully, in this case, the Graham-Lehrer cells agree with the two-sided cells.
23We were unable to find this result in the literature. Counterexamples for S6 were computed by Benjamin
Young in response to my query.
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is not a metric. Note that ∆(P,Q) controls the “asympotic” distribution of KL basis elements
appearing in the half twist (e.g. in which cohomological degree a given bimodule appears
for the first time in the half twist complex). The distribution of indecomposables in the full
twist is equally mysterious.
5.4. Schu¨tzenberger in type A.
Proposition 5.20. There is an involution P 7→ P∨ on the set of SYT, called the Schu¨tzenberger
involution, such that if x = w(P,Q, λ) then
(5.7) w0x = w((P∨)t, Qt, λt),
(5.8) xw0 = w(P t, (Q∨)t, λt).
The w0-twisted involutions are therefore precisely the elements in Sn of the form w(P∨, P ).
We let τ denote the Dynkin diagram automorphism of Sn, which can also be realized as
conjugation by the longest element. The above implies that if x = w(P,Q, λ), then τ(x) =
w(P∨, Q∨, λ).
Example 5.21. In S4, with simple reflections {s, t, u}, thew0-twisted involutions are: w0 in the
longest cell; tstut, tutst and sutsu in the subminimal cell; su and tsut in the middle cell; stu,
t, and uts in the simple cell; and the identity in the identity cell. Comparing this with (2.13),
we see that the w0-twisted involutions in cell λ are precisely the terms in cell λ which appear
in homological degree c(λ) in the half twist. This was proven in general in Proposition 4.21.
The Schu¨tzenberger involution has an explicit combinatorial description in terms of jeu-
de-taquin. This explicit construction is not yet illuminating to the authors, so we will not
recall it, and the reader is welcome to use Proposition 5.20 as a definition of Schu¨tzenberger
duality.
To relate this construction with the operator SchuL defined in §4.5, we have
(5.9) SchuL(w(P,Q)) = w(P∨, Q).
Consequently, (4.5) becomes
(5.10) Hw0b(P,Q,λ) ≡ (−1)c(λ)vx(λ)b(P∨,Q,λ) +H<λ.
Example 5.22. In S3, we have already seen the categorification of (5.10) in §3.3.
5.5. Dots in type A. Recall that every involution in Sn is distinguished.
Definition 5.23. Let λ ∈ P(n) and T ∈ SYT(λ). If w = w(T, T, λ) is an involution, then let
ξT = ξw : R → Bw(r(λ)) and fT = fw = ξ∗T ◦ ξT : R → R(2r(λ)) be as in Definition 4.34.
w(T, T ).
For those T such thatw(T, T, λ) is the longest element of a parabolic subgroup, these “thick
dots” and “thick barbells” were already studied in type A in [Eli16b].
For the longest element w0 ∈ Sn, letting R = R[x1, . . . , xn] and ` = `(w0), the map ξw0 is
the map R→ Bw0(`) = R⊗RSn R(2`) sending
(5.11) 1 7→
∏
1≤i<j≤n
(xi ⊗ 1− 1⊗ xj).
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The dual map ξ∗w0 : Bw0 → R(`) sends 1⊗ 1 7→ 1. Their composition is the polynomial
(5.12) fw0 =
∏
1≤i<j≤n
(xi − xj) ∈ R,
which is the product of the positive roots.
6. TWISTS IN TYPE A
The eventual goal of this chapter is to prove Conjecture 4.30 in type A.
6.1. The braid group in type A. The braid group associated to Sn is the usual braid group
on n strands. It has invertible generators {σi}n−1i=1 called (positive) crossings corresponding to
the simple reflections si ∈ S. We may write σ or σs to denote one of these generators, the one
corresponding to the simple reflection s. These generators satisfy the braid relations, but do
not satisfy σ2 = 1.
Given an elementw ∈ Sn, the positive lift to the braid group is obtained by taking σi1σi2 · · ·σid ,
whenever w = (si1 , . . . , sid) is a rex for w. This lift is independent of the choice of rex.
Let htn denote the positive lift of the longest element w0 in Sn. Let ftn denote ht2n. These
are called the half twist and full twist respectively. It is known that ftn generates the center of
Brn.
Specifically, the half twist is the braid htn = σ1(σ2σ1) · · · (σn−1 · · ·σ2σ1) and the full twist
is ftn = ht2n. Graphically, these may be pictured as follows:
ht4 = , ft4 = .
The braid group admits a homomorphism to the symmetric group sending σs to s, and
admits a homomorphism to the (unit group of the) Hecke algebra sending σs to Hs.
6.2. The external product. We expect the reader to be familiar with string diagrams for per-
mutations (analogous to braid diagrams for braids). We will consistently use unionsq for horizontal
concatenation of string and braid diagrams in this paper. Thus we will also use unionsq to denote
the external product Si × Sj → Si+j , which sends simple reflections to simple reflections in
the obvious way.
The external product on symmetric groups induces an external product of Hecke algebras.
Letting Hi denote H(Si), we have unionsq : Hi × Hj → Hi+j . The following proposition is a
straightforward consequence of the definitions.
Proposition 6.1. We have Hwunionsqx = Hw unionsqHx and bwunionsqx = bw unionsq bx for all w ∈ Si and all x ∈ Sj .
Similarly, we may let Ri = R[x1, . . . , xi]. We have the familiar isomorphism Ri ⊗R Rj ∼=
Ri+j . Thus, tensoring over R gives rise to a bilinear functor SBimi × SBimj → SBimi+j ,
which we continue to denote by unionsq, and call the external product. In the literature this functor
is often denoted by . We use the notation 1i for the monoidal identity inside SBimi. If A is
an object of SBimi, we may write A or (A unionsq 1j) for the image of A inside SBimi+j .
The external product is monoidal: ifA,A′ ∈ SBimi andB,B′ ∈ SBimj then (AunionsqB)⊗ (A′unionsq
B′) ∼= (A⊗A′) unionsq (B ⊗B′). Proving this is an easy exercise, and holds more generally for the
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external tensor product of any algebras over a field. An implication is that if A ∈ SBimi and
B ∈ SBimj , then A⊗B ∼= B ⊗A.
Remark 6.2. When working with Soergel bimodules in finite characteristic, it is better to use
the diagrammatically defined category from [EW16], than the actual category of bimodules.
Nonetheless, all the properties of the external product that we use can be proven using easy
diagrammatic arguments.
Remark 6.3. While unionsq represents horizontal concatenation of string diagrams for permuta-
tions, it is not to be confused with horizontal concatenation of Soergel diagrams in the
monoidal category SBim. These operations are taken at different “categorical levels.”
6.3. Bimodule sliding. Throughout out the remainder of this chapter we will be illustrating
certain statements diagrammatically. Each of the diagrams is meant to indicate a complex of
Soergel bimodules. For instance, the Rouquier complex associated to a braid β will simply
be drawn using usual pictures for braids. If w0 ∈ Sn is the longest element, then Bw0 will
be drawn by n-strands merging into one, and then splitting back into n. For example Bw0 ∈
SBim4 would be pictured as
Bw0 = .
The external tensor product unionsq is drawn by placing diagrams side-by-side, and⊗ is indicated
by vertical concatenation.
Lemma 6.4. F (σi)⊗Bj ∼= Bj ⊗ F (σi) whenever |i− j| > 1.
This identity is pictured schematically below (in case i < j):
(6.1) ' .
Proof. This follows from the fact that unionsq is a monoidal functor SBimm × SBimn → SBimm+n,
and hence induces a monoidal functor Kb(SBimm)×Kb(SBimn)→ Kb(SBimm+n). 
Lemma 6.5. F (σiσi+1)⊗Bi ' Bi+1 ⊗ F (σiσi+1).
This is pictured schematically below:
' .
Proof. Let s = si and t = si+1. A straightforward computation shows that
F (σsσt)⊗Bs '
(
Bsts → Bts(1)
)
' Bt ⊗ F (σsσt).
The differential is the composition Bsts ⊂ BsBtBs → BsBt = Bst, where the dot map is
applied to the final tensor factor Bs. 
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Lemma 6.6. Let F1,F2 be additive graded functors from SBimn to A for some additive graded
categoryA which has unique direct sum decompositions. If F1(B) ∼= F2(B) for every Bott-Samelson
bimodule B ∈ SBimn, then F1(B) ∼= F2(B) for every B ∈ SBimn.
Proof. It is enough to prove the statement for B = Bw indecomposable, which we prove by
induction on the Bruhat order. For `(w) ≤ 1, Bw is a Bott-Samelson, so there is nothing to
prove. So fix w with length ≥ 2, and assume that F1(Bx) ∼= F2(Bx) for all x < w. Choose a
reduced expressionw forw. By Theorem 2.12,BS(w) has a unique summand of the formBw,
and the remaining summands have the form Bx(k) for x < w and k ∈ Z. Since F1(BS(w)) ∼=
F2(BS(w)) and F1(Bx(k)) ∼= F2(Bx(k)) for all x < w, one can cancel summands and deduce
that F1(Bw) ∼= F2(Bw). 
We will apply this lemma shortly to functors from SBimn to Kb(SBimn). We note for
this purpose that Kb(SBimn) is Krull-Schmidt (as is the bounded homotopy category of any
Krull-Schmidt additive category).
Remark 6.7. We warn the reader that there is no statement of naturality in Lemma 6.6, so that
F1,F2 may be non-isomorphic as functors, even if F1(B) ∼= F2(B) for all objects B ∈ SBimn.
Proposition 6.8. For any B ∈ SBimk, we have the following isomorphism in Kb(SBimk+1):
(6.2) F (σ1 · · ·σk)⊗ (B unionsq 11) ' (11 unionsqB)⊗ F (σ1 · · ·σk).
This is pictured schematically below:
B
=
B
Proof. For each B ∈ SBimk, let F1(B) and F2(B) denote the left and right-hand sides of (6.2),
respectively. Using Lemma 6.6 it suffices to show that F1(B) ∼= F2(B) when B is a Bott-
Samelson bimodule. The result for Bott-Samelson bimodules follows quickly from the result
for Bs. This in turn follows from repeated use of Lemmas 6.4 and 6.5. 
Remark 6.9. In fact, the isomorphism F1(B) ∼= F2(B) is functorial, for all morphisms in
SBimk. It suffices to show this for the generating morphisms of the diagrammatic calculus:
the dots, trivalent vertices, and 4- and 6-valent vertices. Because we do not need this result,
we omit the tedious calculation. There are simpler ways to prove this result as well, see
Remark 6.13 below.
6.4. Conjugation by twists.
Definition 6.10. As in §2.3, we let τ denote the involutory automorphism of the symmetric
group Sn coming from the Dynkin diagram automorphism, defined by τ(si) = sn−i. Equiv-
alently τ(x) = w0xw0 for all x ∈ Sn. We let τ act on R by τ(xi) = xn+1−i. We also let τ
denote the corresponding automorphism of SBimn and of Kb(SBimn). This automorphism
sends Bsi to Bsn−i , and acts on morphisms by the color swap: given a diagram (a decorated
colored graph), one replaces the color si with the color sn−i.
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Note that τ(F (σi)) = F (σn−i) = F (τ(σi)). Also note that htn σi = τ(σi) htn in the braid
group. Thus htn β = τ(β) htn for any braid β. Consequently, Rouquier canonicity gives an
isomorphism
(6.3) HTn⊗F (β) ' τ(F (β))⊗HTn
for any braid β. Similarly, one has an isomorphism
(6.4) FTn⊗F (β) ' F (β)⊗ FTn,
as noted in §2.7.
Now we prove the same result, replacing F (β) by a complex supported in a single degree.
Corollary 6.11. We have
(6.5) HTn⊗B ' τ(B)⊗HTn
for all B ∈ SBimn.
Proof. By Lemma 6.6 it suffices to prove (6.5) for the Bott-Samelson bimodules, and again,
just for Bs. This follows easily from Lemma 2.18 and Proposition 6.8. 
Corollary 6.12. We have FTn⊗B ' B ⊗ FTn for all B ∈ SBimn. 
A consequence of these results is that conjugation by HTn and FTn are both endofunctors
of SBimn; they preserve complexes which are supported in a single degree. In the language
of §3.4, HTn and FTn are twist-like.
6.5. Conjugation by twists, functorially. We do not use the results of this section, but in-
clude them for the edification of the reader. Surprisingly, we could not find the proofs in the
literature; a manuscript with the proofs is in preparation.
The previous section gives the misleading impression that the functors B 7→ HTn⊗B ⊗
HT−1n andB 7→ τ(B) from SBimn to SBimn should be isomorphic. Instead, HTn⊗(−)⊗HT−1n
is isomorphic to τ ′, which is obtained by composing τ with an automorphism of SBimn
which fixes objects and multiplies certain morphisms by signs24. The homotopy equivalence
in Lemma 2.18 is not functorial, but involves twisting morphisms with signs, which leads to
this result.
Remark 6.13. Conjugation by HTn, composed with τ , is an autoequivalence of SBimn which
sends each object to itself. There are very few autoequivalences of this form. The gener-
ating morphisms (univalent vertices, trivalent vertices, 2m-valent vertices) all live in one-
dimensional morphism spaces, so they must be sent to non-zero scalar multiples of them-
selves. The relations of the category imply certain connections between these scalars. By
computing directly how conjugation by the half twist affects the generating univalent ver-
tices, one deduces how it affects every map in the category without any additional work.
Since τ ′ is an involution, conjugation by the full twist is isomorphic to the identity functor
on SBimn. Another way of saying this is that FTn is an object in the Drinfeld center of
Kb(SBimn).
Corollary 6.14. We have FTn⊗C ' C ⊗ FTn for all C ∈ Kb(SBimn). 
24Precisely, the end-dot and splitting trivalent vertices should be multiplied by a sign, while the other mor-
phisms are fixed. This leads to the barbell being multiplied by a sign, consistent with the fact that τ(xi− xi−1) is
a negative root, not a positive root.
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In this paper we only need this corollary for the cases when C is the Rouquier complex of
a braid, or when C is concentrated in a single degree; both of these special cases were proven
in the previous section.
Remark 6.15. Let W be a finite Coxeter group with no diagram automorphisms. Then the
half-twist Hw0 is central in the Hecke algebra H(W ). However, the comments in this section
suggest that one should not expect the Rouquier complex HT to correspond to an object of
the Drinfeld center of Kb(SBim(W )), since conjugating by HT will only preserve the gener-
ating morphisms in SBim(W ) up to signs.
6.6. Bounding the action of the half twist.
Theorem 6.16. The half twist HTn in type A is twist-like, increasing, and sharp. In other words,
conjecture 4.30 holds in type A.
Proof. We have shown that HTn is twist-like in §6.4. We have proven that mHTn(λ) = c(λ)
in Proposition 4.21. What remains to be proven is that nHTn(λ) = c(λ) for all λ ∈ P(n). Note
that nHTn ≥ mHTn by Lemma 3.24, so we need only prove nHTn ≤ c(λ). By Lemma 3.15,
nHTn(B) only depends on the two-sided cell of an indecomposable object B, so it suffices to
choose a single indecomposable object B in each cell λ, and prove that HTn⊗B is supported
in homological degrees ≤ c(λ). Thus, the theorem is deduced from Proposition 6.17. 
Proposition 6.17. For λ ∈ P(n), let wλ denote the longest element of the parabolic subgroup Sλ =
Sk1 × · · · ×Skr where k1 ≥ · · · ≥ kr ≥ 1 are the column lengths of λ. Then HTn⊗Bwλ is homotopy
equivalent to a complex in homological degrees ≤ c(λ).
Before discussing the proof, let us state the implications of Theorem 6.16.
Theorem 6.18. In case W = Sn, we have nHT(λ) = mHT(λ) = c(λ) for every partition λ ∈ P(n).
If P,Q ∈ SYT(λ), then the head of HTn⊗BP,Q is isomorphic to BP∨,Q[−c(λ)](x(λ)).
Proof. We can apply Proposition 3.31 to determine the shape of HTn⊗BP,Q. Then the state-
ment about its head follows from the decategorified statement, which is (5.10). 
As an immediate corollary we have the following result on the full-twists.
Corollary 6.19. We have nFT(λ) = mFT(λ) = 2c(λ). If P,Q ∈ SYT(λ), then the head of
FTn⊗BP,Q is isomorphic to BP,Q[2c(λ)](2x(λ)).
Now we get to the proof of Proposition 6.17. In this section we reduce the proposition to
a key lemma. In the next section, we prove this lemma.
Let wk denote the longest element of Sk. Let T and T∨ be the tableaux of shape (2, 1k−1)
such that
wk unionsq 11 = w(T, T ) 11 unionsq wk = w(T∨, T∨).
In T , the box in the second column is labeled k + 1, while in T∨ this box has label 2. Note
that T∨ is the Schu¨tzenberger dual of T .
Lemma 6.20. Using the notation of the previous paragraph, we have
(6.6) F (σ1 · · ·σk)⊗ (Bwk unionsq 11) ' (Bwk+1 → Bw(T∨,T )(1))
where wk+1 ∈ Sk+1 is the longest element. In particular, it is supported in homological degrees 0 and
1.
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The left hand side of (6.1) is the complex pictured below (when k = 4):
(6.7) ' ,
where the equivalence of these two complexes is given by bimodule sliding (Lemma 6.4).
Remark 6.21. This lemma would follow from the so-called “fork-sliding relation” (not reprinted
here) for complexes of singular Soergel bimodules. It is stated without proof in [WW09] and
is certainly expected to be true. As there is no proof in the literature, we choose to bypass the
fork-lore and prove Lemma 6.20 in the next section.
The rest of this section is a proof of Proposition 6.17, given Lemma 6.20.
For each pair of integers k, `, the cabled crossing x(k, `) is the element of Sk+` which crosses
the first k strands over the last `, without permuting either block of strands. In other words,
x(k, `) is the shortest length element in the coset wk+`(Sk × S`). Let X(k, `) denote the
Rouquier complex associated to the positive braid lift of x(k, `). Explicitly,
(6.8) X(k, `) = F
(
(σk · · ·σk+`−1)(σk−1 · · ·σk+`−2) · · · (σ1 · · ·σ`)
)
.
We may shorten this to
(6.9) X(k, `) = Fk,k+1,...,k+`−1 ⊗ · · · ⊗ F2,3,...,k+1 ⊗ F1,2,...,k.
For example
X(3, 2) = .
Let G(k, `) denote the complex
(6.10) G(k, `) := X(k, `)⊗ (Bwk unionsq 1`)
where wk ∈ Sk is the longest element. For example
G(3, 2) = .
Lemma 6.22. The complex G(k, `) is homotopy equivalent to a complex supported in homological
degrees between 0 and `.
Proof. The main trick in this proof is the fact that, for any m ≥ 1, B⊗mwk is just a direct sum of
many copies of Bwk (with grading shifts). Thus, if X(k, `) ⊗ (B⊗mwk unionsq 1`) can be bounded in
homological degree, then so can G(k, `).
From Lemma 6.20 we know that G(k, 1) is homotopy equivalent to a complex supported
in homological degrees 0,1. This handles the ` = 1 case.
In case ` = 2, we claim that
(6.11) X(k, 2)⊗ (B⊗2wk unionsq 12) ' F2,3,...,k+1 ⊗ (11 unionsqBwk unionsq 11)⊗ F1,2,...,k ⊗ (Bwk unionsq 12),
where we have applied Lemma 6.4 to slide one Bwk past F1,2,...,k. But (6.11) can clearly be
rewritten as
(6.12) (G(k, 1) unionsq 11)⊗ (11 unionsqG(k, 1)),
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pictured for k = 4 below:
.
By the ` = 1 case, this is homotopy equivalent to a complex supported in homological de-
grees between 0 and 2. Since G(k, 2) is a direct summand of the complex in (6.11), we have
proven the ` = 2 case.
In general G(k, `) is a direct summand of
`−1⊗
i=0
Fi+1,...,i+k ⊗ (1i unionsqBz unionsq 1`−i) =
`−1⊗
i=0
1i unionsqG(k, 1) unionsq 1`−i−1,
and application of Lemma 6.20 to each occurence of G(k, 1) completes the proof. 
Now let x(k1, k2, . . . , kr) denote the cabled half twist in Sn, where n =
∑
ki. Explicitly,
the cabled half twist is the shortest length element in the coset wn(Sk1 × · · · × Skr). When
k1 ≥ k2 ≥ . . . ≥ kr ≥ 1, and λ is the partition with these column sizes, we let xλ denote this
cabled half twist, and Xλ denote the Rouquier complex associated to its positive lift.
For instance if λ is the partition with column lengths 3, 2, 2, then
Xλ = .
Lemma 6.23. We have
(6.13)
Xλ ⊗Bwλ ' (G(kr, 0) unionsq 1k1+···+kr−1)⊗ (G(kr−1, kr) unionsq 1k1+···+kr−2) · · · ⊗G(k1, k2 + · · ·+ kr)
Proof. This is straightforward, and best illustrated by example. For instance, when λ =
(3, 3, 2) we have (k1, k2, k3) = (3, 2, 2), and
(6.14) ' .
The picture on the left denotes Xλ ⊗ Bwλ , and the picture on the right is (G(2, 0) unionsq 15) ⊗
(G(2, 2) unionsq 13) ⊗ G(3, 4). These complexes are homotopy equivalent by bimodule sliding
(Lemma 6.5). 
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Recall that k1, . . . , kr are the column lengths of λ, so that
(k2 + · · ·+ kn) + (k3 + · · ·+ kn) + · · ·+ kn = c(λ).
Consequently, the following corollary is immediate from Lemma 6.23 and Lemma 6.22.
Corollary 6.24. The complexXλ⊗Bwλ is supported in homological degrees between 0 and c(λ). 
Proof of Proposition 6.17. We observe that w0 = xλwλ with `(w0) = `(xλ) + `(wλ), so that
HTn ' Xλ ⊗ Fwλ . Using Lemma 2.18, Fwλ ⊗ Bwλ ' Bwλ(−`(wλ)), and no homological shift
is created. Therefore,
(6.15) HTn⊗Bwλ ' Xλ ⊗Bwλ(−`(wλ)),
which is supported in homological degrees between 0 and c(λ) by Corollary 6.24. This
proves Proposition 6.17, given Lemma 6.20. 
6.7. Proof of the lemma. To prove Lemma 6.20 we must prove
(6.16) F (σ1 · · ·σk)⊗ (Bwk unionsq 11) ' (Bwk+1 → Bw(T∨,T )(1))
Here, wk ∈ Sk is the longest element, and T, T∨ are tableau describing the involutions wkunionsq11
and 11 unionsq wk respectively.
We begin by recalling some finer aspects of multiplication in the Hecke algebra, see [Lus14,
Theorem 6.6]. Given a simple reflection s and an element x ∈W such that sx > x, define for
any y ∈W the (non-negative) integer µ(x, s; y) as follows:
• If sy < y and y < x, then µ(x, s; y) is the coefficient of v1 inside hy,x.
• Otherwise, µ(x, s; y) = 0.
Then one has
bsbx = bsx +
∑
y∈W
µ(x, s; y)by.
These lower terms in the product bsbx, governed by the µ-coefficients, are mysterious in
general.
When bx is smooth (i.e. all the Kazhdan-Lusztig polynomials hy,x are trivial) then things
simplify. In this case, µ(x, s; y) = 1 precisely when `(y) = `(x)−1, y < x and sy < y, and it is
zero otherwise. To state things more algorithmically: suppose x is smooth. Fix an arbitrary
reduced expression of x. For each reflection in this expression, try removing it, and see if
what remains is still a reduced expression (for some element y), and whether s is in its left
descent set. If so, then by appears in the expression for bsbx; moreover, bsbx =
∑
y by is the
sum of the elements y appearing in this way.
Tensoring Rouquier complexes is difficult, but the computation in (6.16) is drastically sim-
plified by the fact that every bx in sight will be smooth! Although this can be proven by
direct computation, here is an easier justification.
A permutation x in Sn is 3412-avoiding if there does not exist any 1 ≤ i < j < k < ` ≤ n
such that x(k) < x(`) < x(i) < x(j). Similarly, it is 4231-avoiding if there does not exist
any 1 ≤ i < j < k < ` ≤ n such that x(`) < x(j) < x(k) < x(i). It is a famous result
of Lakshmibai-Sandhya [LS90] that whenever x is both 3412-avoiding and 4231-avoiding,
the corresponding Schubert variety is smooth, and consequently the Kazhdan-Lusztig basis
element bx is also smooth. We state a lemma to help determine whether a permutation is
pattern avoiding.
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Lemma 6.25. Let us encode a permutation w ∈ Sn by listing w(1), w(2), . . . , w(n) in order. For
example, 35421 is the permutation in S5 which sends 1 to 3, 2 to 5, etcetera. The tail of w is the
sequence of numbers after the largest. For example, the tail of 35421 is 421. Let w− ∈ Sn−1 be the
permutation on one fewer letter, obtained by removing the largest number. For example, if w = 35421
then w− = 3421.
Suppose that w ∈ Sn is a permutation for which
• w− is 3412-avoiding and 4231-avoiding, and
• the tail is a decreasing sequence.
Then w is also 3412-avoiding and 4231-avoiding.
Proof. In order for the lemma to fail, one must find 1 ≤ i < j < k < ` ≤ n such thatw applied
to these indices satisfies a certain forbidden pattern. We can not choose ` = n, because both
the pattern 3412 and the pattern 4231 have non-decreasing sequences after the 4. However,
if all the indices are strictly less than n, then the same pattern holds for w−, which can not
happen by assumption. 
In our proof below, we will be producing elements of Sk+1 from elements of Sk by adding
a final strand, and it will be easy for the reader to use Lemma 6.25 to verify that all permu-
tations in sight are 3412-avoiding and 4231-avoiding, and therefore smooth. We will also be
(tacitly) applying the algorithm discussed above to decompose bsbx.
Proof of Lemma 6.20. Let z be the longest element of Sk × S1 ⊂ Sk+1. Then we are interested
in the complex
(6.17) Fs1Fs2 · · ·FskBz.
Because z is smooth, and no smaller elements in the Bruhat order have sk in its descent
set, we have bskbz = bskz . Thus FskBz is the two-term complex(
Bskz(0)→ Bz(1)
)
.
Under the isomorphism Bskz ∼= BskBz , the differential is just the dot map Bsk → R(1)
applied to the first tensor factor.
Because Fsk−1Bz(1) ∼= Bz(0), we see that Fsk−1skBz = Fsk−1FskBz has the form
(6.18)
(
Bsk−1Bskz(0)→ Bz(0)⊕Bskz(1)
)
.
Let us decompose Bsk−1Bskz = Bsk−1BskBz . The element bskz is smooth, so that bsk−1bskz =
bsk−1skz + bz . Correspondingly, Bsk−1Bskz ∼= Bsk−1skz ⊕ Bz . Let us remark on the projec-
tion map from Bsk−1BskBz to Bz . This can be obtained as a composition Bsk−1BskBz →
Bsk−1Bz(1) → Bz(0). The first map is the dot Bsk → R(1) applied to the middle ten-
sor factor. The second map is projection to the first summand under the isomorphism
Bsk−1Bz
∼= Bz(−1)⊕Bz(+1) coming from (2.4). Verifying that this composition (often called
a pitchfork) is the projection onto a direct summand is analogous to case of the the projection
map from BsBtBs to Bs which is discussed at length in [EK10a]. Keeping careful track of
the differential in (6.18), the map from Bsk−1Bskz(0) → Bz(0) is precisely this pitchfork pro-
jection! Thus, one can apply Gaussian elimination to remove the Bz(0) summand from both
terms. The result is a two-term complex
(6.19) Fsk−1FskBz '
(
Bsk−1skz(0)→ Bskz(1)
)
.
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Keeping track of the differential is another exercise: it is the inclusion of the direct summand
Bsk−1skz(0)→ Bsk−1BskBz(0) followed by the dot mapBsk−1BskBz(0)→ BskBz(1), followed
by the projection onto a direct summand BskBz(1)→ Bskz(1).
Assume by (descending) induction that
(6.20) Fsi···sk−1skBz '
(
Bsisi+1···skz → Bsi+1···skz(1)
)
.
where the differential is induced from the dot map Bsi → R(1) on the Bott-Samelson bi-
modules of which these indecomposables are direct summands. We wish to prove the same,
replacing i with i−1. As above, sisi+1 · · · skz is smooth, so bsi−1bsisi+1···skz = bsi−1sisi+1···skz +
bsi+1···skz . The argument above, involving the pitchfork projection, works almost verbatim to
study Fsi−1sisi+1···skBz , and prove that it is homotopy equivalent to(
Bsi−1si···skz → Bsi···skz(1)
)
.
Thus (6.20) is true for all i ∈ {1, . . . , k − 1} by induction.
When i = 1 this gives
Fs1···skBz '
(
Bs1s2···skz(0)→ Bs2···skz(1)
)
.
It is straightforward to verify that s1 · · · skz = wk+1, the longest element of Sk+1, while
s2 · · · skz = w(T∨, T ), as desired. 
7. THE EIGENMAPS
In this chapter we will prove Conjecture 4.32 on the existence of special maps αλ : Σλ(1)→
FT in type A.
7.1. Reminder on λ-equivalences, left versus right. Recall the result of Theorem 7.31, which
states that
(7.1) FTn⊗B ' (tail→ Σλ(B))
for each B ∈ SBimn in cell λ, where the tail consists of terms in cells < λ and homological
degrees < 2c(λ). In particular, the inclusion of the term in maximal homological degree is a
chain map
ιB : Σλ(B)→ FTn⊗B
whose mapping cone is homotopy equivalent to the tail. Our goal is to show that this inclu-
sion map Σλ(B) → FTn⊗B is induced from a map Σλ(1) → FTn after tensoring with B.
Before proving this, we develop the theory of such maps.
We have already discussed such maps in §3.5, where we called them λ-equivalences. We
restate the definition here, in order to be more precise about left versus right actions. Recall
that FTn⊗B ' B ⊗ FTn, so that there is also a corresponding inclusion map
ι′B : Σλ(B)→ B ⊗ FTn .
Definition 7.1. Choose a partition λ ∈ P(n). A chain map α : Σλ(1) → FTn is said to be a
left λ-equivalence if Cone(αλ) ⊗ B is homotopy equivalent to a complex in cells strictly less
than λ, for each B ∈ SBimn in cell λ. It is a right λ-equivalence if B ⊗ Cone(αλ) is homotopy
equivalent to a complex in cells strictly less than λ.
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It is easy to see one can check whether α is a (left or right) λ-equivalence by checking its
defining condition only when B is indecomposable. Assuming that End(B) is a field for all
indecomposable B in cell λ (which is true by Theorem 2.14), Lemma 3.41 proved that α is
a left λ-equivalence if and only if α ⊗ IdB is a nonzero scalar multiple of ιB , if and only if
α⊗ IdB is not null-homotopic. Similarly, it is a right λ-equivalence if and only if IdB ⊗α is a
nonzero scalar multiple of ι′B .
Example 7.2. Consider the one-row partition λ = (n). The only indecomposable B in cell
λ is 1. Then c(λ) =
(
n
2
)
, r(λ) = 0, and the inclusion of the maximal degree chain bimodule
α : 1[−n(n− 1)](n(n− 1))→ FT is a (left or right) λ-equivalence. This is because Cone(α) is
homotopy equivalent to a complex which has no summands isomorphic to shifted copies of
1, and hence it lies in lower cells.
Example 7.3. If λ is the one-column partition, then c(λ) = 0 and r(λ) = −(n2). There is a
quasi-isomorphism of complexes of R-bimodules α : q(
n
2)1 → FT. In [AH17] it was proven
that, for the one-column partition, a map is a (left or right) λ-equivalence if and only if it is a
quasi-isomorphism (not necessarily a homotopy equivalence). Note that SBim<λ = 0, since
λ is the minimal cell.
As a subexample, consider n = 2. The cone of this quasi-isomorphism α is the four-term
complex (
1(−2)→ Bs(−1)→ Bs(1)→ 1(2)
)
.
We now prove that the notions of left and right λ-equivalence agree, so after this section
we will simply write λ-equivalence.
Lemma 7.4. Let BT,U ∈ SBimn be in cell λ, and let α : Σλ(1) → FTn be a chain map. Then the
following are equivalent:
(1) Cone(α)⊗BT,U is in cells < λ up to homotopy.
(2) BU,T ⊗ Cone(α) is in cells < λ up to homotopy.
Consequently, α is a left λ-equivalence if and only if it is a right λ-equivalence.
Proof. Consider the tensor product
(7.2) X = BU,T ⊗ Cone(α)⊗BT,U .
If either (1) or (2) holds, then the complex X must live in cells < λ up to homotopy. Suppose
that (2) holds but (1) fails. Then, by the previous lemma, we know that α ⊗ IdBT,U ' 0,
and Cone(α) ⊗ BT,U ∼= Σλ(BT,U )[1] ⊕ (FTn⊗BT,U ). Tensoring on the left with BU,T , we see
that the complex (7.2) has a direct summand of the form BU,T ⊗ BT,U , which in turn has a
direct summand of the form BU,U (up to shifts). This contradicts the fact that X is homotopy
equivalent to a complex in cells < λ. A similar contradiction arises if we assume (1) holds
but (2) fails. 
Remark 7.5. A similar proof will show that left and right λ-equivalence are equivalent, for any
two-sided cell in a finite Coxeter group, assuming that FT is twist-like, sharp and increasing
(which would follow from Conjecture 4.30.
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7.2. The Specht module and barbells. Now we need a slight detour, which will eventually
lead to Corollary 7.18, a simple criterion for the existence of a λ-equivalence.
Fix n ≥ 2, and let R = R[x1, . . . , xn] with its action of Sn. All partitions λ will have n
boxes. For a standard tableau T , recall the definition of the T -barbell fT from §5.5.
Definition 7.6. Let S′λ be theR-span of polynomials fT ∈ R, as T ranges over all T ∈ SYT(λ).
Meanwhile, here is a definition dating back to Specht [Spe35], see also [Pee75].
Definition 7.7. For T any tableau of shape λ, with entries {1, 2, . . . , n} but not necessarily
standard, define
gT :=
∏
(xi − xj) ∈ R
where the product is over pairs of indices 1 ≤ i, j ≤ n with i above j in the same column of
T . Let Sλ denote the R-span of the gT , as T ranges over all tableau of shape λ. This is the
Specht module25 of λ.
Observe that T is uniquely determined by gT . Also note that w(gT ) = gw(T ) for w ∈ Sn,
where w acts on T by permuting the box labels. Hence Sλ is naturally an Sn-representation.
The following is a theorem of Specht.
Theorem 7.8. The Sn-representation Sλ is irreducible, and it has a basis given by gT for standard
Young tableaux T ∈ SYT(λ).
The main result of this section is the following.
Theorem 7.9. We have S′λ = Sλ as subspaces of R.
The proof follows from a series of Lemmas. First, we warn the reader that fT 6= gT in
general, as the following example shows.
Example 7.10. Let λ = (2, 2) and let T be the unique standard tableau with gT = (x1 −
x3)(x2−x4). One hasw(T, T ) = tsut ∈ S4, and one can compute that fT is (x1−x4)(x3−x2) 6=
gT .
However, there is one case where fT and gT automatically agree.
Lemma 7.11. When T = Pcol is the column-reading tableau, one has fT = gT .
Proof. As noted in (5.12), fT is the product of the positive roots in the parabolic subgroup Sλ.
Clearly, so is gT . 
For each λ, let I≤λ ⊂ R denote the homogeneous ideal generated by polynomials which
factor through Soergel bimodules in cells ≤ λ.
Lemma 7.12. The ideal I≤λ ⊂ R is supported in degrees ≥ 2r(λ). The degree 2r(λ) component
equals S′λ.
Proof. In Proposition 4.33, we proved that if w ∈ Sn is in cell λ, then HomZ(1, Bw) is sup-
ported in degrees ≥ r(λ). Further, the degree r(λ) component is one dimensional if w is
an involution and zero otherwise. Consequently, any endomorphism of 1 which factors
through an indecomposable Bw in cell λ will have degree at least 2r(λ), with equality only
25The Specht module has various other constructions, but this is the original construction due to Specht.
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if w is an involution. It follows that the degree 2r(λ) component of I≤λ is spanned by the
w-barbells fw.
Moreover, if µ < λ then any endomorphism of 1 factoring through an indecomposable in
cell µ will have degree at least 2r(µ), which is strictly larger than 2r(λ). Thus the ideal I≤λ is
supported in degrees ≥ 2r(λ). This completes the proof. 
Lemma 7.13. The ideal I≤λ is closed under the action ofW . Consequently, S′λ is an Sn-representation.
Proof. Let I≤λ denote the ideal of morphisms in SBimn factoring through bimodules in cells
≤ λ. The ideal I≤λ is closed under tensor products with arbitrary morphisms in SBimn. Pick
a simple reflection s. If f ∈ R is in I≤λ, then so is the morphism cs(f) given by
R→ Bs ⊗Bs mf−→ Bs ⊗Bs → R,
where mf denotes middle multiplication by f , and the remaining maps are the units and
counits of biadjunction for Bs. Here, middle multiplication by f is the endomorphism of
B ⊗R B′ sending
b⊗ b′ 7→ bf ⊗ b′ = b⊗ fb′,
where B and B′ are (R,R) bimodules and ⊗ = ⊗R, as usual.
Diagrammatically, cs(f) corresponds to placing f inside a circle colored s. A simple com-
putation involving [EW16, Equation 5.2] will imply that cs(f) = f − s(f). So f − s(f) ∈ I≤λ,
implying that s(f) ∈ I≤λ. This proves that I≤λ is closed under the action of Sn. 
Proof of Theorem 7.9. We know that Sλ is defined as the span of the Sn-orbit of gPcol , that
gPcol = fPcol , and that S′λ is closed under the action of Sn. Hence Sλ ⊂ S′λ. On the other
hand, we know that the dimension of S′λ is at most the size of SYT(λ), which is the dimen-
sion of Sλ. We conclude that S′λ = Sλ by a dimension count. 
Remark 7.14. For any two-sided cell λ in any Coxeter group W , one can define a vector space
S′λ as the span of fd over all distinguished involutions in λ. The proofs above work verbatim
to show that S′λ is closed under the action of W . As far as we are aware, these analogues
S′λ of Specht modules have not appeared elsewhere in the literature! We conjecture that the
d-barbells form a basis for S′λ.
To avoid primes we write Sλ instead of S′λ below, but the crucial point is that it is spanned
by barbells.
7.3. A sufficient condition for existence of λ-equivalences. For each partition λ recall the
grading shift functor Σλ = [−2c(λ)](2x(λ)).
Lemma 7.15. If α : Σλ(1) → FTn is a chain map and fP · α is not null-homotopic, then IdB ⊗α
and α⊗ IdB are not null-homotopic, where B = BP,P .
Proof. The reader may wish to recall the trivialities of §2.8, in particular that the left and right
actions ofR on HomZ×Z(1, C) coincide for all complexesC. Then since fP is the composition
of maps
1→ BP,P (r(λ))→ 1(2r(λ)),
it follows that fP · α = fP ⊗ α = α ⊗ fP factors through IdB ⊗α and through α ⊗ IdB . If
IdB ⊗α or α⊗ IdB were null-homotopic, then so would be fP · α. 
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Corollary 7.16. Suppose that a chain map α : Σλ(1)→ FTn satisfies the condition that fP ·α is not
null-homotopic, for all P ∈ SYT(λ). Then α is a λ-equivalence.
Proof. This follows from the above lemma and Lemma 3.41. 
Recall the action of the braid group on HomZ×Z(1,FTn), given by conjugation, as dis-
cussed in §2.9. When we refer to the conjugate of a map α : 1 → FTn, we refer to the map
ψβ(α) for some braid β.
Lemma 7.17. Fix λ ∈ P(n) and a chain map α : Σλ(1) → FTn. Suppose there is a nonzero
polynomial g ∈ Sλ such that g · α is not null-homotopic. Then one can find a linear combination α′
of conjugates of α, such that fP · α′ is not null-homotopic for all P ∈ SYT(λ).
Proof. We first claim that for each nonzero polynomial f ∈ Sλ there exists a linear combina-
tion γ of conjugates of α such that f · γ 6' 0. Indeed, let
X := {f ∈ Sλ | f · ψβ(α) ' 0 for all β ∈ Brn}.
Clearly X is a subspace of Sλ, and it is proper because g /∈ X . We wish to show that X is
preserved by Sn, in which case it must be 0 by the irreducibility of Sλ. However, we have
seen in (2.11) that
ψβ(f · γ) ' w(f) · ψβ(γ)
for any polynomial f , map γ, and braid β, where w is the element of the symmetric group
corresponding to β. Thus, if f ·ψ−1β (γ) ' 0 thenw(f)·γ ' 0, for a braid liftingw. In particular,
if f ∈ X then w(f) ∈ X . Thus we conclude that X = 0.
Now let V ⊂ HomZ×Z(1,FTn) be the vector space spanned by the classes of the conjugates
ψβ(α
′), as β ranges over all elements in Brn. For each P ∈ SYT(λ), let VP ⊂ V denote the
subspace consisting of those homotopy classes [γ] such that fP ·γ ' 0. If VP = V then fP ∈ X ,
a contradiction. Thus each VP is a proper subspace of V . Since there are only finitely many
such P , the union of the VP over P ∈ SYT(λ) can not be all of V . Choosing any element
α′ ∈ V r⋃P∈SYT(λ) VP , we see that fP · α′ 6' 0 for all P ∈ SYT(λ). 
Corollary 7.18. If there is a map α : Σλ(1) → FTn and a polynomial g ∈ Sλ such that g · α is not
null-homotopic, then some linear combination α′ of braid conjugates of α is a λ-equivalence. 
7.4. Addendum: the braid group action on the full twist. During the unusually long prepa-
ration of this work, the second author and Eugene Gorsky posted a preprint [GH] which can
be used to strengthen and simplify Corollary 7.18. We felt it was worth including this result,
even though it comes from a different geological time period than the rest of this paper.
Briefly stated, the result proves that the braid group action on HomZ×Z(1,FTn) factors
through the symmetric group, and that the important part of any λ-equivalence lives in a
copy of the sign representation. As a consequence, one need not take a linear combination α′
of conjugates in the statement of Corollary 7.18; the original map α will be a λ-equivalence.
We believe this is worth noting for future work, although it does not make any appreciable
difference to the arguments in this paper, so we continue to use Corollary 7.18 in the rest of
the paper.
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Definition 7.19. Let Q[x1, . . . , xn, y1, . . . , yn] be a bigraded ring with deg(xi) = (2, 0) and
deg(yi) = (−2, 2), and let Sn act on Q[x1, . . . , xn, y1, . . . , yn] by permuting both sets of vari-
ables. Let A ⊂ Q[x1, . . . , xn, y1, . . . , yn] denote the subspace of polynomials which are anti-
symmetric with respect to the Sn action. Let I ⊂ Q[x1, . . . , xn, y1, . . . , yn] denote26 the ideal
generated by A.
Recall again from §2.9 the conjugation action of the braid group on HomZ×Z(1,FTn). As
proven in Lemma 2.23, the action of polynomials and braids together yields an action of
Q[Brn]nQ[x1, . . . , xn] on HomZ×Z(1,FTn), where the action of the braid group on polynomi-
als factors through the symmetric group. Meanwhile, HomZ×Z(FTn,1) is also a module over
Q[Brn]nQ[x1, . . . , xn], and one can prove (say, by [LW14]) that HomZ×Z(FTn,1) ∼= R as R-
bimodules. So the action ofQ[Brn]nQ[x1, . . . , xn] on HomZ×Z(FTn,1) is determined by the
action of Brn on the one-dimensional space corresponding to 1 ∈ R. Let this one-dimensional
representation of Brn be temporarily denoted V . Being a one-dimensional representation, V
is invertible in the sense that there exists V −1 such that V ⊗Q V −1 ∼= V −1 ⊗Q V ∼= Q, the
trivial representation ofQ[Brn].
Theorem 7.20. The braid group action on HomZ×Z(1,FTn)⊗QV −1 factors through the symmetric
group, and
HomZ×Z(1,FTn)⊗Q V −1 ∼= I/(y1, . . . , yn)I
as bigradedQ[Sn]nQ[x1, . . . , xn]-modules.
Remark 7.21. It is expected that V is the trivial representation, though this was not proven in
[GH]. In our proofs below, it is irrelevant what V is.
Remark 7.22. In [GH], Theorem 7.20 is stated more generally for HomZ×Z(1,FT⊗k) for all
k ≥ 0, and in fact generalizes to the entire triply graded homology (see §7.5). We will not
need the more general statement.
Example 7.23. In case n = 2, A is the Q[x1, x2, y1, y2]S2-submodule of Q[x1, x2, y1, y2] gener-
ated by α1 = x1 − x2 and α2 = y1 − y2. Then I/(y1, y2)I is the Q[x1, x2]-module generated
by α1, α2 modulo (x1 − x2)α2 = 0, since
(x1 − x2)α2 = (y1 − y2)α1 ∈ (y1, y2)I.
These two generators have bidegree (2, 0) and (−2, 2), corresponding to maps 1(−2)[0] →
FTn and 1(2)[−2]→ FTn.
Corollary 7.24. Let m ⊂ Q[x1, . . . , xn] denote the maximal graded ideal (generated by x1, . . . , xn).
Then modulo m every α ∈ HomZ×Z(1,FTn) spans (the zero subspace or) a copy of the sign repre-
sentation. 
Lemma 7.25. Let β ∈ mHomZ×Z(1,FTn) Then α ∈ HomZ×Z(1,FTn) is a λ-equivalence if and
only if α+ β is. In particular, any λ-equivalence is not in mHomZ×Z(1,FTn).
Proof. This is true for degree reasons. To be precise, recall that Σλ(1) is supported in ho-
mological degree 2c(λ), hence the only nonzero component of α is α2c(λ). In cell λ in this
26The ideal I is denoted Jn in [GH].
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homological degree, FTn is a direct sum of Bd(2x(λ) + r(λ)), as d ranges over the involu-
tions in cell λ. In fact each component of the composition
α2c(λ) : 1(2x(λ))→ FT2c(λ)n 
⊕
d
Bd(2x(λ) + r(λ))
is a nonzero multiple of the d-dot map (§4.7). The d-dots are living in the smallest possible
degree, hence any map with smaller bimodule degree must have zero components mapping
into Bd. Thus, any morphism β ∈ mHomZ×Z(1,FTn) will factor through cells smaller than
or incomparable to λ. Consequently, if B is any indecomposable in cell λ, the coefficient of
the identity of Σλ(B) in β⊗IdB is zero, because this morphism lives in cells< λ. In particular,
α and α+ β have the same coefficient for the identity of Σλ(B). 
Lemma 7.26. Let α ∈ HomZ×Z(1,FTn) have the correct degree to be a λ-equivalence. If some
element α′ ofQ[Sn] · α ⊂ HomZ×Z(1,FTn) is a λ-equivalence, then α is already a λ-equivalence.
Proof. By Lemma 7.25, α′ /∈ mHomZ×Z(1,FTn), and soα /∈ mHomZ×Z(1,FTn) since mHomZ×Z(1,FTn)
is preserved under the action of Sn. Moreover, by Corollary 7.24 α and α′ are colinear (and
nonzero) modulo mHomZ×Z(1,FTn). Any invertible scalar multiple of a λ-equivalence is
a λ-equivalence, so replacing α′ with a scalar multiple, we can assume α and α′ are equal
modulo mHomZ×Z(1,FTn). But then by Lemma 7.25, α is a λ-equivalence since α′ is. 
Thus we have our improvement upon Corollary 7.18.
Corollary 7.27. If there is a map α : Σλ(1) → FTn and a polynomial g ∈ Sλ such that g · α is not
null-homotopic, then α is a λ-equivalence. 
7.5. Homology of the full twist. In previous work [EH16], the authors studied the entire
space of maps HomZ×Z(1,FTn), with the goal27 of finding a map α′ to which Corollary 7.18
could be applied. Let us recall this work. In this chapter we use some of the notational
conventions for convolutions and twisted complexes from §4 of [EH17].
Recall that to each complexC ∈ Kb(SBimn) we have a triply-graded vector space HHH(C) =⊕
i,j,k∈Z HHH
ijk(C) where
HHHijk(C) = Hk(Extj(R,R)(1, C(i)),
and the Ext groups are taken in the category of graded (R,R) bimodules. That is, one applies
the Hochschild cohomology functor ExtR,R(1,−) to each homological degree (obtaining a
complex of bigraded vector spaces), and then takes the cohomology of this complex (obtain-
ing a triply graded vector space). Here, k is the homological grading, j is the Hochschild
grading, and i is the bimodule grading. We are most interested in the bigraded space
HHH•,0,• =: HomZ×Z(1, C),
whose degree (i, k) component consists of chain maps 1→ C(i)[k] modulo homotopy.
For each braid β ∈ Brn, let βˆ denote braid closure, i.e. the oriented link inR3 obtained by
connecting the top and bottom boundary points of β in a planar fashion.
Remark 7.28. When C = F (β) is the Rouquier complex attached to a braid, Khovanov
showed [Kho07] that the triply-graded vector HHH(C) is isomorphic to the Khovanov-Rozansky
homology of βˆ up to overall shift. In particular, classes in HomZ×Z(1,FTn) correspond to
27Our original goal was to find the map αλ explicitly. Instead, we were only able to find α′.
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classes in the Khovanov-Rozansky homology of the (n, n) torus link with Hochschild degree
zero.
The entire triply graded homology HHH(FTn) was computed in the authors’ earlier work
[EH16]. Let us recall how this computation is accomplished. First, as a matter of notation,
let us write B ' (C → A) if there exists a map δ : C[−1] → A such that B ' Cone(δ);
equivalently there exists a distinguished triangle
A→ B → C δ[1]→ A[1].
IfB ' (C → A) then we will also say thatB ' C⊕Awith twisted differential. More generally,
if I is a finite poset, we say that B '⊕i∈I Ai with twisted differential there is differential d on⊕
i∈I Ai such that
• the differential d is lower triangular with respect to the partial order on I in the sense
that the component dij from Aj to Ai is zero unless i ≥ j.
• the component dii equals the given differential of Ai.
• the resulting complex (⊕iAi, d) is homotopy equivalent to B.
Let yn ∈ Brn denote the Jucys-Murphy braids, defined by y1 = σ21 and yn+1 = σnynσn.
Let Yn denote the Rouquier complex associated to yn. To streamline the results below, we
abbreviate shift functors by writing q = (−2) and t = (2)[−2].
Proposition 7.29 ([Hog15]). There exist complexes Kn ∈ Kb(SBimn) such that
(7.3a) K1 = (qR[x1]
x1−→ R[x1])
(7.3b) Kn ⊗Bw ' 0 ' Bw ⊗Kn for each w 6= 1 ∈ Sn
(7.3c) HomZ×Z(1n,Kn) ∼= t(
n
2)R[x1, . . . , xn]/(xi − xj)1≤i<j≤n
(7.3d) (Kn−1 unionsq 11)Yn '
(
Kn −→ (Kn−1 unionsq 11)(−2)
)
.
(7.3e) Kn ⊗ F (β) ' Kn(e)[−e] ' Kn ⊗ F (β) for all β ∈ Brn
where e = e(β) is the braid exponent or writhe (that is, the signed number of crossings in a diagram
for β).
We make some observations.
• Equations (7.3a) and (7.3d) can be used to give an inductive definition of Kn.
• The RHS of (7.3d) is the cone of an explicit chain map, given in [Hog15].
• The complexKn categorifies a renormalized Young symmetrizer. The “symmetrizer”
property is captured by (7.3e).
• Equation (7.3c) could be stated more simply as HomZ×Z(1n,Kn) ∼= t(
n
2)R[x], but we
have stated it as above to make the R-module structure clear.
Using the complexes Kk for k ≤ n, we can give a very useful expression for the Rouquier
complex FTn.
Definition 7.30. Each sequence v ∈ {0, 1}n with k zeroes determines a permutation piv ∈
Sn—which we will call a shuffle—that sends 1, . . . , k to the zeroes of v and k + 1, . . . , n to the
ones of v in an order-preserving fashion. Let βv denote the positive braid lift of piv and ω(βv)
the positive braid lift of pi−1v . Then set Dv := F (βv)⊗ (Kk unionsq FTn−k)⊗ F (ω(βv)).
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For example, here is D01001010, which occurs (up to shift) in our expression for FT8.
D01001010 = FT3K5
Inside v, the zeroes indicate which strands are connected to Kk, and the ones indicate which
are connected to the full-twist FTn−k. We warn the reader that the conventions for Dv differ
by a symmetry from those in [EH16]. The main result of [EH16] uses the above properties of
the complexes Kn to prove the following results.
Theorem 7.31. We have
(7.4) FTn '
⊕
v∈{0,1}n
q2|v|Dv with twisted differential,
where |v| is the number of ones in v. The differential respects the the lexicographic order on se-
quences.28
Theorem 7.32. For each v ∈ {0, 1}n the bigraded space of homs HomZ×Z(1, Dv) is supported in
even homological degrees. The Poincare´ polynomial of these spaces are given by an explicit recursion.

We do not need the explicit formulae here. One very important consequence of the parity
of these hom spaces is the following isomorphism.
Corollary 7.33. There is an isomorphism
(7.5) HomZ×Z(1,FTn) ∼=
⊕
v
HomZ×Z(1, Dv)(−2|v|)
of bigraded vector spaces, where the sum is over v ∈ {0, 1}n with v1 = 0.
Proof. Let HomZ(1,FTn) denote the chain complex of bihomogeneous bimodule maps, whose
homology is HomZ×Z(1,FTn). Theorem 7.31 gives a finite filtration on FTn, which gives a
finite filtration on HomZ×Z(1,FTn). The spectral sequence which computes the homology
of this complex has E2 page equal to
⊕
v Hom
Z×Z(1, Dv)(−2k). The E2 page is supported in
even homological degrees by Theorem 7.32. Thus, the differentials dr must be zero for r ≥ 3,
since dr increases homological degree by 1. This shows that the spectral sequence satisfies
E∞ = E2, which is as claimed. Since we are working over a field, there is no issue with the
extension problem in passing from E∞ to HomZ×Z(1,FTn). 
The isomorphism of Corollary 7.33 does not respect theR-module structures. Rather, there
is a filtration on HomZ×Z(1,FTn), as a bigraded R-module, whose associated graded is iso-
morphic
⊕
v q
|v|HomZ×Z(1, Dv) as bigradedR-modules. It is helpful to regard
⊕
v q
|v|HomZ×Z(1, Dv)
as having twoR-module structures: the one which is the direct sum of the actions on HomZ×Z(1, Dv)
(and preserves this direct sum decomposition), and the one which is induced by a chosen iso-
morphism with HomZ×Z(1,FTn). Given an element α ∈ HomZ×Z(1,FTn), we denote these
28More precisely, for sequences w = (0 · · · ) and v = (1 · · · ), we write w > v. The differential sends terms
associated to v to terms associated to w for w ≥ v.
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actions by f ⊗α and gr(f)⊗α, since the latter is given by taking the associated graded of the
filtered endomorphism f · (−) acting on HomZ×Z(1,FTn).
By definition two actions agree modulo higher terms, in the sense that ifα ∈ HomZ×Z(1, Dv)(−2|v|),
then
(7.6) f ⊗ α− gr(f)⊗ α ∈
⊕
w>v
HomZ×Z(1, Dw)(−2|w|).
In particular if gr(f)⊗ α is nonzero, then so is f ⊗ α.
7.6. The eigenmap theorem. Let λ = (λ1, . . . , λr) be given. Let n1 = n − λ1 = λ2 + · · · +
λr. Note that the right-hand side of (7.5) has a unique summand corresponding to the 01-
sequence (0λ11n1) = (00 · · · 011 · · · 1), having the form
HomZ×Z(1, qn1Kλ1 unionsq FTn1) ∼= qn1 HomZ×Z(1,Kλ1)⊗R HomZ×Z(1,FTn1).
In the second isomorphism we used the fact that for any Soergel bimodulesBi, B′i ∈ SBimmi ,
i = 1, 2, we have
HomSBimm1+m2 (B1 unionsqB2, B′1 unionsqB′2) ∼= HomSBimm1 (B1, B′1)⊗R HomSBimm2 (B2, B′2).
This is easily proven using the diagrammatic calculus in [EK10a].
Iterating this for HomZ×Z(1,FTn1), we see that HomZ×Z(1,FTn) has a unique summand
of the form
HomZ×Z(1, qn1Kλ1 unionsq · · · unionsq qnrKλr) ∼= qr(λ) HomZ×Z(1,Kλ1)⊗R · · · ⊗R HomZ×Z(1,Kλr),
where ni := λi+1+λi+2+· · ·+λr, and nr := 0. Thus HomZ×Z(1,FTn) has a unique summand
of the form
(7.7) HomZ×Z(1, qn1Kλ1 unionsq · · · unionsq qnrKλr)
Now, for our given partition λ ∈ P(n), let Prow be the row-reading tableau of shape λ, and
let Zλ denote the set of pairs of indices i < j which appear in the same row of Prow. Several
applications of (7.3c) tell us that (7.7) is isomorphic to
(7.8) qr(λ)tc(λ)R[x1, . . . , xn]/(xi − xj | (i, j) ∈ Zλ),
where we have used the fact that n1 + · · · + nr = r(λ) and
(
λ1
2
)
+ · · · + (λr2 ) = c(λ). This
module has a distinguished generator, namely 1, which gives rise to a distinguished element
of (7.7).
Definition 7.34. Let αλ ∈ HomZ×Z(1,FTn) denote the element corresponding to the distin-
guished element of (7.7), with respect to the isomorphism (7.5). Note that the degree of αλ is
qr(λ)tc(λ).
Now we make the following crucial observation.
Lemma 7.35. Recall the polynomial gProw from as in Definition 7.7. That is,
gProw :=
∏
(xi − xj)
where the product is over pairs i < j such that i, j are in the same column of Prow. Then gProw · αλ is
not null-homotopic.
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Proof. There is no pair i < j where the numbers i, j appear in both the same row and the
same column of Prow. Consequently, if i and j are in the same column, then (i, j) /∈ Zλ, and
(xi − xj) does not act by zero on the R-module in (7.8). In the notation of (7.6), this says
that gr(gProw) ⊗ αλ is not homotopic to zero. Consequently, by (7.6), gProw ⊗ αλ is also not
homotopic to zero. 
Remark 7.36. Note that [gr(f) ⊗ αλ] ' 0 for various polynomials f ∈ Sλ, including fP for
P ∈ SYT(λ). However, this does not imply that [f ⊗ αλ] ' 0, so it is not clear from this
argument whether or not αλ is a λ-equivalence. In fact, it is a λ-equivalence, see §7.4.
Theorem 7.37. For each partition λ ∈ P(n) there exists a λ-equivalence αλ : Σλ(1) → FTn.
Furthermore, the collection of maps {αλ} is obstruction-free in the sense of [EH17].
Forgiving the abuse of notation, the map αλ of Theorem 7.37 may be assumed to be a
linear combination of braid conjugates of the map αλ constructed in Definition 7.34.
Proof. Everything but the last statement follows from Lemma 7.35 and Corollary 7.18. The
obstructions referred to in the statement are all degree−1 classes in HomZ×Z(Σλ◦Σµ(1),FT⊗2n ).
Since Σλ ◦ Σµ involves an even homological degree shift for each λ, µ ` n, the obstruc-
tions correspond to classes in HomZ×Z(1,FT⊗2n ) with odd homological degree. However,
HomZ×Z(1,FT⊗2n ) is supported in even homological degrees by [Hog]. 
Corollary 7.38. Let Kλ :=
⊗
µ 6=λ Cone(αµ). We have
(7.9a) Cone(αλ)⊗ Cone(αµ) ' Cone(αµ)⊗ Cone(αλ).
(7.9b) Cone(αλ)⊗2 ' (Σλ(1)[1]⊕ F )⊗ Cone(αλ).
(7.9c)
⊗
λ∈P(n)
Cone(αλ) ' 0 for all orderings of the factors.
(7.9d) K⊗2λ '
⊗
µ6=λ
λ⊕ µ[1]
⊗Kλ.
(7.9e) Kλ ⊗ Cone(αλ) ' 0 ' Cone(αλ)⊗Kλ.
In particular, FTn is categorically prediagonalizable.
Proof. The commuting of cones (7.9a) follows because the maps αλ are obstruction-free, see
[EH17, §6.2]. Given this, (7.9c) follows from Proposition 3.42. Equation (7.9e) follows from
(7.9c). Equation (7.9b) is proven in [EH17, §A.2], and (7.9d) is an immediate consequence. 
8. RELATIVE CELL THEORY AND RELATIVE DIAGONALIZATION IN TYPE A
In the last section we constructed maps αλ for each two-sided cell of Sn, and proved that
FTn was categorically prediagonalizable. However, we can not directly conclude that FTn
is categorically diagonalizable. The issue is that there may exist distinct partitions λ with the
same shift Σλ, and which precludes an application of the categorical diagonalization theorem
[EH17, Theorem 8.1]. To circumvent this problem, it is necessary to use the more technical
relative diagonalization theorem [EH17, Theorem 8.2] (relative to an inductively constructed
diagonalization of FTn−1).
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8.1. Diagonalization of FTn. The purpose of this section is to state and understand some
basic consequences of our main theorem.
Theorem 8.1. There exist complexes Pλ ∈ K−(SBimn) indexed by partitions λ of n, such that
{(Pλ, αλ)}P(n)op is a diagonalization of FTn, where αλ are the maps from Theorem 7.37. In particu-
lar, we have a decomposition of identity
(8.1) 1 '
(⊕
λ
Pλ,
∑
µ,λ
dµλ
)
with Pλ ⊗ Cone(αλ) ' Cone(αλ) ⊗ Pλ. Furthermore, Pλ interacts with the cell theory of SBimn
in the following way:
(1) the chain bimodules of Pλ are in cells ≤ λ.
(2) Pλ annihilates bimodules in cells 6≥ λ.
The proof is an induction on n, carried out in §8.6. But first we develop some consequences
which will be helpful in the induction step. If (Ω,≤) is a poset, recall that a subset I ⊂ Ω
is an ideal if i ≤ j and j ∈ I implies i ∈ I . A subset K ⊂ Ω is convex if i ≤ j ≤ k and
i, k ∈ K implies j ∈ K. Any convex set K can be written as K = J r I for some poset ideals
I ⊂ J ⊂ Ω.
Definition 8.2. For each convex set K ⊂ P(n), we have subquotient complex
PK :=
(⊕
λ∈K
Pλ,
∑
µ,λ∈K
dµλ
)
.
In particular PP(n) denotes the right-hand side of (8.1).
The differential dµλ ∈ Hom1(Pλ,Pµ) is nonzero only if λ ≥ µ. Thus, if I ⊂ P(n) is a
poset ideal, then PI is a subcomplex of PP(n), and the inclusion ε : PI → PP(n) ' 1 satisfies
Cone(ε) ' PIc where Ic = P(n)r I . This gives us a distinguished triangle
PI → 1→ PIc → PI [1].
The orthogonality of the Pλ with respect to ⊗ implies that PI ⊗PIc ' 0 ' PIc ⊗PI , hence
PI has the structure of a counital idempotent in K−(SBimn) with complementary unital
idempotent PIc . The same argument shows more generally that if I ⊂ J ⊂ P(n) are poset
ideals and K = J r I , then we have a distinguished triangle
PI → PJ → PK → PI [1], PI ⊗PK ' 0 ' PK ⊗PI .
That is, PI is a counital idempotent relative to PJ , with relative complement PJrI . We
collect some important properties of the PK below.
Lemma 8.3. The idempotents PK , indexed by convex subsets K ⊂ P(n), satisfy
(1) PP(n) ' 1 and P∅ = 0.
(2) PK ⊗PL ' PK∩L.
In particular each PK is idempotent with respect to ⊗, up to homotopy.
The counital idempotents PI , indexed by poset ideals I ⊂ P(n), are often easier to deal
with in practice.
Proposition 8.4. If I ⊂ P(n) is a poset ideal then PI satisfies
(1) PI is homotopy equivalent to a complex whose chain objects are in cells λ ∈ I .
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(2) there exists a chain map ε : PI → 1 such that Cone(ε) ⊗ B ' 0 ' B ⊗ Cone(ε) for all B
in cell λ with λ ∈ I .
Furthermore,
(3) a complex C ∈ K−(SBimn) satisfies PI ⊗C ' C if and only if C is homotopy equivalent to
a complex whose chain bimodules lie in cells λ ∈ I .
(4) properties (1) and (2) characterize the pair (PI , ε) up to canonical isomorphism inK−(SBimn).
Proof. Property (1) follows from property (1) of Theorem 8.1, given that PI is a convolution
of complexes Pλ with λ ∈ I .
We choose ε : PI → 1 to be the first map in a distinguished triangle PI → 1 → PIc →
PI [1], so that PIc ' Cone(ε). If B is a bimodule in cell λ ∈ I , then PIc ⊗B ' 0 ' B ⊗PIc by
property (2) of Theorem 8.1. Here we are using the fact that PIc is a convolution of Pλ with
λ ∈ Ic, and no element of I can be larger or equal to an element of Ic. This proves (2).
Now, let C ∈ K−(SBimn) be given. Then each chain bimodule of PI ⊗ C in a cell λ ∈ I ,
since the same is true of PI . This proves the “only if” direction of (3). Conversely, if each
summand of each chain bimodule of C is in a cell λ ∈ I , then PIc ⊗ C ' 0 ' C ⊗ PIc
by (2). The existence of the distinguished triangle PI → 1 → PIc → PI [1] then implies that
PI⊗C ' C ' C⊗PI . Finally, the uniqueness statement (4) follows by elementary properties
of categorical idempotents, see Theorem 4.28 in [Hog17]. 
Lemma 8.5. Each PK is central in K−(SBimn).
Proof. Any convex set K can be expressed as K = J r I for some poset ideals I ⊂ J ⊂ P(n).
In this case PK can be expressed as
PK ' PJ ⊗PIc .
A counital idempotent is central if and only if its unital complement is central (Theorem 4.23
in [Hog17]) hence we are reduced immediately to the case when K = I is a poset ideal.
This, in turn, follows from general arguments. Let E be a unital or counital idempotent in
any triangulated monoidal category. Let AE ⊂ A denote the full subcategory on the set of
objects A with A ⊗ E ' A. Then E is central in A if and only if AE is a two-sided tensor
ideal. The lemma now follows directly from the last statement of Proposition 8.4. 
Note that the singleton K = {λ} is automatically a convex subset of P(n), hence Pλ =
P{λ} is central as well.
8.2. Adding a strand. Suppose that we have proven Theorem 8.1 for n − 1. Then for any
µ ∈ P(n − 1), one has an idempotent complex Pµ with certain properties. The key to our
inductive argument will be understanding how the complex (Pµ unionsq 11) acts on Kb(SBimn).
We begin with some elementary observations.
Lemma 8.6 (Projector sliding). We haveF (σ1σ2 · · ·σn−1)⊗(PKunionsq11) ' (11unionsqPK)⊗F (σ1σ2 · · ·σn−1)
inside Kb(SBimn), for any convex subset K of P(n− 1).
We refer to the the statement of this lemma colloquially as “projectors slide past strands.”
Proof. We prove this first in case K = I is a poset ideal, then for K = Ic, the complement of
an ideal, then for general K.
Denote X := F (σ1σ2 · · ·σn−1). Abuse notation by writing PK = PK unionsq 11 and P′K =
11 unionsq PK . We also will omit the tensor product symbol for aesthetic reasons. We may write
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K = J r I for some poset ideals I ⊂ J ⊂ P(n − 1), and PK ' PJ ⊗ PIc . Thus, the desired
equivalence XPK ' P′KX reduces immediately to the case when K = I or K = Ic.
If I ⊂ P(n− 1) is an ideal, then there is a distinguished triangle
PI → 1→ PIc → PI [1],
where the chain bimodules of PI are in cells λ ∈ I and PIc kills all bimodules of SBimn−1 in
cells λ ∈ I . This yields a distinguished triangle
P′IXPI → P′IX→ P′IXPIc → P′IXPI [1].
The third term is contractible since each chain bimodule of P′I is in cells λ ∈ I , slides past X
by Proposition 6.8, and is annihilated by PIc . This implies that
P′IXPI ' P′IX.
A similar argument shows that
P′IXPI ' XPI ,
from which it follows that XPI ' PIX, as claimed. A similar argument shows that XPIc '
PIcX. This completes the proof. 
Lemma 8.7. We have (Pµ unionsq 11)⊗ FTn ' FTn⊗(Pµ unionsq 11).
Proof. This follows immediately from Lemmas 8.5 and 8.6. 
Corollary 8.8. Pµ unionsq 11 commutes with Cone(αλ) for all λ ∈ P(n) and all µ ∈ P(n− 1).
Proof. See Lemma 6.19 in [EH17] and its proof. 
Now that these basic properties are in place, we must ask the harder questions. The idem-
potent Pµ interacts with the cell theory of SBimn−1 in a particular way; how does the idem-
potentPµunionsq11 interact with the cell theory of SBimn? We will eventually show that tensoring
withPµunionsq11 will allow us to restrict our attention to those λ ∈ P(n) which are obtained from
µ by adding a box, which is a totally ordered set. For this purpose, we now digress and
discuss relative cell theory.
8.3. Parabolic subgroups and subtableaux. The Hecke algebraH(Sk) ∼= H(Sk×S`1) embeds
into H(Sk+`) using the external product. The goal of this section and the next will be to
generalize (4.3), taking the operator vr(λ)bT,T ∈ H(Sk) and seeing how it acts on H(Sk+`).
Let WI be a parabolic subgroup of W . Each right coset of WI has a unique element of
minimal length; let YI denote this set of minimal length right coset representatives. Similarly,
let XI denote the set of minimal length left coset representatives. Each w ∈ W has a unique
representation as uy for u ∈ WI and y ∈ YI , or as xt for t ∈ WI and x ∈ XI , and moreover
`(w) = `(u) + `(y) = `(t) + `(x).
Our first goal is to relate the language of cosets to the language of tableaux. Given a
tableau P with n boxes and k < n, let P k denote the tableau with k boxes obtained by
remembering the first k boxes of P .
Lemma 8.9. Let W = Sk+` and WI = Sk = Sk × S1 × · · · × S1. Let w = uy = xt for w ∈ W ,
x ∈ XI , y ∈ YI , and t, u ∈WI . Suppose that w corresponds to (P,Q) under the Robinson-Schensted
correspondence. Then u corresponds to (P k, A) for some tableau A, and t corresponds to (B,Qk) for
some tableau B.
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Remark 8.10. The result for right cosets and the result for left cosets imply each other, un-
der taking inverses. Thus, we need prove only the second statement, that t corresponds to
(B,Qk). Because of the asymmetry between P -symbols and Q-symbols in the Robinson-
Schensted algorithm, we found left cosets easier to use than right cosets.
Proof. The permutation t ∈ Sk is easily described as the permutation which puts {1, . . . , k}
in the same order as {w(1), . . . , w(k)}. More precisely, let Z be the image of the set {1, . . . , k}
under w, and let ξ : Z → {1, . . . , k} denote the unique order-preserving bijection. Then
x(i) = ξ ◦ w(i) for all 1 ≤ i ≤ k.
In the Robinson-Schensted algorithm, one constructs the tableau-pair (P,Q) associated to
w one box at a time, by inserting w(1), then w(2), etcetera. At the k-th step in this process,
one has a pair (Pk, Qk) where Pk is not a standard tableau (its entries are Z, not {1, . . . , k}),
while Qk is standard and agrees with Qk. The only difference between performing the first k
steps of this algorithm for w and for t is that the boxes in Pk are relabeled via ξ; the recording
tableau Qk is unchanged, and only depends on the relative order of w(1), . . . , w(k). Hence
Qk agrees with the recording tableau for t, as desired. 
Remark 8.11. In particular, this proof also implies that the tableau B can be described in a
straightforward way from (P,Q) as well: by “unbumping” the extraneous boxes of P in the
order determined by Q to recover the non-standard tableau Pk, and then relabeling it via ξ.
Notation 8.12. For a tableau T with shape λ, we write sh(T ) = λ. For k ≤ n and w ∈ Sn,
write shL,k(w) = sh(P k), where w corresponds to (P,Q). Write shR,k(w) = sh(Qk). These are
the shapes of u and t respectively.
In the opposite direction, there is an inclusion map Sk → Sk+` which sends w 7→ w unionsq 1`. If
w corresponds to (P,Q), then w unionsq 1` corresponds to (U, V ), where U is obtained from P by
adding the boxes k + 1, k + 2, . . . , k + ` to the first row, and likewise for V and Q.
8.4. Relative KL cells and the relative action of involutions. Meinolf Geck in [Gec06] laid
down the framework for the study of relative cells inH(W ), relative to a parabolic subgroup
WI . We continue to use the notation XI and YI from the previous section.
Geck defines a new partial order ≤L,I on W , or on the set of KL basis elements {bw}w∈W ,
which is analogous to the left cell order ≤L (see §3.1) but for left multiplication by elements
of the subalgebra H(WI) ⊂ H(W ). Namely29,
bx ≤L,I by if bx
∑
⊂ h · by for some h ∈ H(WI).
One defines ≤R,I and ≤LR,I analogously.
We can equip WI with its usual partial order ≤L; this will not be confused with the cor-
responding order on W , since we are only interested in ≤L,I in this section. We may equip
XI and YI with the partial order ≤ induced from the Bruhat order. We state results for left
multiplication by WI (hence right cosets); the results on the other side are analogous.
Lemma 8.13. (This is [Gec06, Proposition 4.4]) For t, u ∈WI and x, y ∈ YI one has
(8.2) tx ≤L,I uy =⇒ t ≤LR u and x ≤ y.
Thus, if tx ∼L,I uy then t ∼LR u and x = y.
29Again, one takes the transitive closure of this relation.
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One also has an analog of Proposition 5.3: that left cells within a given two-sided cell are
imcomparable.
Lemma 8.14. (This is [Gec06, Theorem 4.8]) For t, u ∈ WI and x, y ∈ YI , if tx ≤L,I uy and
t ∼LR u then x = y and t ∼L u.
We will not use these lemmas directly, but it gives an idea of how Geck’s relative cells
function. The key result we will use from Geck is the following. As before, let czx,y denote
30
the coefficient of bz in the product bxby.
Lemma 8.15. (This is [Gec06, Lemma 4.7]) For t, u, w ∈WI and x, y ∈ YI one has
(1) If cuxw,ty 6= 0 then u ≤LR t and x ≤ y. (This is a restatement of Lemma 8.13.)
(2) If x = y then cuyw,ty = c
u
w,t.
(3) Assume that t ∼LR u inside WI , both living in cell µ. The coefficient of v−a in cuxw,ty is zero
for any a > r(µ), and if the coefficient of v−r(µ) is nonzero, then x = y. 31
Let us rephrase this result using the language of tableau, in the special case when W = Sn
for n = k + `, and WI = Sk = Sk × (S1)`. First, let us introduce notation.
Notation 8.16. Let k ≤ n and µ ∈ P(k). Let HL,<µ ⊂ H = H(Sn) denote the span of those
bw for which shL,k(w) < µ. Define HL,≤µ similarly. Let HL,µ denote the span of those bw for
which shL,k(w) = µ. Let H+L,µ denote the Z[v]-span of vbw where shL,k(w) = µ.
Note that, while HL,<µ is not a left ideal, it is preserved under the left action of the subal-
gebra H(Sk), thanks to Lemma 8.13.
Now let w ∈ Sn, and w = ty for t ∈ WI and y ∈ YI . We now name the corresponding
tableaux: let w = w(P,Q, λ), and t = w(P k, A, µ), so that µ = shL,k(w). Finally, fix any other
element z ∈WI with shape µ, so that z = w(U, V, µ). Let us compute bzbw.
Proposition 8.17. Fix k < n. Let A, λ, µ, P,Q, t, U, V, w, y, z be as above. Let g = w(U,A, µ) ∈
Sk. Then
(8.3) vr(µ)bzbw = δV,Pkbgy +H
+
L,µ +HL,<µ.
Proof. By definition,
(8.4) bzbty =
∑
u∈WI ,x∈YI
cuxz,tybux.
By part (1) of Lemma 8.15, the only terms appearing in this sum will have u ≤LR t and
x ≤ y. In particular, sh(u) = ρ ∈ P(k) with ρ ≤ µ. Let us ignore those terms with ρ < µ, and
consider only those with ρ = µ, i.e. u ∼LR t. Then no bux appears with v−a for a > r(µ), and
v−r(µ) will appear only if x = y. Moreover, when x = y, cuxz,ty = cuz,t. But bzbt = bU,V bPk,A =
ϕ(V, P k)bU,A, so that cuz,t = 0 unless u = w(U,A, µ) = g. Now we can use (5.5) to say that a
coefficient with v−r(µ) will appear if and only if V = P k. 
This leads to our relative version of (4.3).
30This is denoted hx,y,z in [Gec06].
31The statement of [Gec06, Lemma 4.7] is slightly weaker than this, but the proof suffices to show this stronger
result. Geck also considers positive exponents of v rather than negative exponents, but these polynomials are
self-dual.
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Corollary 8.18. Fix k < n, and let w ∈ Sn correspond to (P,Q). Let P k have shape µ, and fix
another tableau V ∈ SYT(µ). Then one has
(8.5) vr(µ)(bV,V unionsq 1n−k)bw = δV,Pkbw +H+L,µ +HL,<µ.
Multiplication formulas for KL basis elements in the Hecke algebra give rise to decompo-
sitions of tensor products in the category of Soergel bimodules.
Corollary 8.19. Suppose w = w(P,Q, λ) ∈ Sn, and fix k < n. Let µ = shL,k(w). Then Bw is
isomorphic to a direct summand of (BPk,Pk(r(µ)) unionsq 1n−k)⊗Bw. 
Proof. This follows immediately from (8.5). 
Finally, we need one other result of Geck, whose proof uses separate ideas (mixing the KL
basis and the standard basis) which we choose not to recall.
Lemma 8.20. The subspace HL,≤µ from Notation 8.16 is a right ideal in H(W ).
Proof. This subspace appears in [Gec03, Corollary 3.4], where it is shown to agree with a
space Geck callsM. In [Gec03, Lemma 2.2], it is proven thatM is a right32 ideal. 
The consequence in the category of Soergel bimodules is that those indecomposables Bw
where shL,k(w) ≤ µ (i.e. the categorification of HL,≤µ) form a right tensor ideal.
8.5. Implications for induced projectors. Assuming that Theorem 8.1 is proven for Sk, for
any µ ∈ P(k) we refer to the idempotent Pµ unionsq 1n−k as an induced projector. Now we use
the results of the previous section to study induced projectors and their interaction with cell
theory.
Lemma 8.21. Fix k < n. Assume Theorem 8.1 is proven for k, and fix µ ∈ P(k). Then
(1) the chain bimodules ofPµunionsq1n−k are direct sums of shifts ofBw for w ∈ Sn with shL,k(w) ≤
µ.
(2) Pµ unionsq 1n−k annihilates bimodules Bw for w ∈ Sn with shL,k(w)  µ.
Proof. We know by Theorem 8.1 thatPµ annihilates indecomposable objects of SBimk in cells
 µ. Let w = w(P,Q, λ) with shL,k(λ)  µ. Thus
(8.6) (Pµ unionsq 1n−k)⊗ (BPk,Pk unionsq 1n−k)⊗Bw ' 0,
because the shape of P k is  µ. However, Bw is a summand of (BPk,Pk unionsq 1n−k) ⊗ Bw, by
Corollary 8.19, so (Pµ unionsq 1n−k)⊗Bw ' 0.
Now, every chain object ofPµ is in cells≤ µ in SBimk. In particular, every indecomposable
summand of a chain object of Pµ unionsq 1n−k is Bw for w ∈ Sk ⊂ Sn in cell ν ≤ µ. This is a much
stronger result than merely asserting that shL,k(w) ≤ µ. Of course, ν = shL,k(w) for such
w. 
Now we prove the key lemma for our inductive proof of Theorem 8.1. We set up notation.
Assume Theorem 8.1 is proven for n − 1, and fix µ ∈ P(n − 1). Let λ1 ≤ λ2 ≤ . . . ≤ λr be
the partitions obtained from µ by adding a box, ordered via the dominance order, so that λr
is obtained by adding a box to the first row, and λ1 is obtained by adding a box to the first
column. (Here we have used superscripts to avoid confusion with the parts of a partition.)
32Geck is using left cosets rather than right cosets, so he obtains a left ideal.
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We write λ ⊃ µ to indicate that λ = λi for some i. Recall that the maps αλi have been defined
already in Theorem 7.37.
Lemma 8.22. Assume Theorem 8.1 is proven for n − 1, and fix µ ∈ P(n − 1). With notation as in
the previous paragraph, the tensor product
(8.7) (Pµ unionsq 11)⊗
⊗
λ⊃µ
Cone(αλ) ' 0
is contractible.
Since the cones commute, this tensor product does not depend on the ordering of the
factors. Note that P is an idempotent, and commutes with each of these cones by Corollary
8.8.
Proof. Let us write P for (Pµ unionsq 11) during this proof. Let
(8.8a) Xr = P⊗ Cone(αλr),
(8.8b) Xr−1 = P⊗ Cone(αλr)⊗ Cone(αλr−1),
etcetera, so that X1 is just the tensor product in (8.7).
Given a collection of complexes C1, . . . , Cr ∈ K−(SBimn), let 〈C1, . . . , Cr〉 ⊂ K−(SBimn)
denote smallest full subcategory containing the Ci and closed under grading shifts (±1),
[±1], and locally finite convolutions. Note that 〈Bw | shL,n−1(w) ≤ µ〉 is a right tensor ideal
in K−(SBimn) by Lemma 8.20, and P ∈ 〈Bw | shL,n−1(w) ≤ µ〉 by Lemma 8.21. Thus every
complex under consideration for the remainder of the proof will be in 〈Bw |w ∈ shL,n−1(w) ≤
µ〉.
We prove by descending induction that
(8.9) Xi ∈ 〈P⊗Bw | shL,n−1(w) ≤ µ and w is in some cell < λi〉.
First observe thatP annihilatesBw when shL,k(w)  µ, hence we need only consider those w
with shL,n−1 = µ. But this implies that w is in cell λj for some j, since removing a box yields
µ. Then λj < λi implies j < i. Thus (8.9) is equivalent to
(8.10) Xi ∈ 〈P⊗Bw | shL,n−1(w) = µ and w is in some cell λj for j < i〉
We remark that if i = 1, then this reduces to X1 ' 0, which is what we wish to prove.
For any indecomposable bimodule B ∈ SBimn−1 in cell µ, B unionsq 11 is in cell λr. Thus the
chain objects of P lie in cells ≤ λr. Tensoring with Cone(αλr) takes objects in cells ≤ λr to
complexes in cells < λr. This proves that (8.9) (equivalently (8.10)) is satisfied for Xr.
Assume by induction that (8.10) is satisfied by Xi+1. Then
Xi ∈ 〈P⊗Bw ⊗ Cone(αλi) | w is in some cell λj for j ≤ i〉.
Tensoring with Cone(αλi) takes complexes in cells≤ λi to complexes in cells< λi. We deduce
that
Xi ∈ 〈P⊗Bw | w is in some cell < λj for j ≤ i〉.
As remarked above, 〈P⊗Bw | shL,n−1(w) ≤ µ〉 is a right tensor ideal, hence (8.9) (equivalently
(8.10)) is satisfied for Xi.
Thus, X1 satisfies (8.9) by induction. There are no elements w in cells < λ1 for which
shL,k(w) = µ, hence X1 ' 0. 
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8.6. Proof of Theorem 8.1. The proof is by induction on n. The base case n = 1 is trivial.
Assume by induction that we have constructed Pµ ∈ K−(SBimn−1) as in the statement. In
particular,
1n−1 '
⊕
µ∈P(n−1)
Pµ with twisted differential.
The twisted differential respects the opposite of the usual dominance order on partitions,
meaning that the component of the differential from Pµ to Pµ′ is zero unless µ ≥ µ′.
Let us match the notation of the Relative Diagonalization Theorem [EH17, Theorem 8.2].
Let F = FTn. Let X (resp Y) denote the set P(n − 1) (resp. P(n)) with its opposite poset
structure. For µ ∈ X , let Yµ ⊂ Y denote the set {λ ∈ P(n) | λ ⊃ µ}. Then, Lemma
8.22 together with Lemma 8.7 and Theorem 7.37 give all the assumptions of the Relative
Diagonalization Theorem.
Then [EH17, Theorem 8.2 and following remarks] implies the following theorem.
Theorem 8.23. There is a diagonalization {(Pλ, αλ)} of FTn indexed by Y , which is built by reas-
sociating an idempotent decomposition {Pµ,λ} indexed by X × Y . We have
(1) Pλ '
⊕
µ∈X Pµ,λ with twisted differential.
(2) Pµ,λ ' 0 unless µ ⊂ λ.
(3) If µ ⊂ λ, then Pµ,λ is constructed as a locally finite convolution of shifts of complexes of the
form
(8.11) (Pµ unionsq 11)⊗
⊗
ν
Cone(αν)
where ν ranges over partitions containing µ but not equal to λ.
Furthermore, the relative diagonalization is always relatively tight in the sense that
(4) if C ∈ K−(SBimn) satisfies (Pµ unionsq 11) ⊗ C and Cone(αλ) ⊗ C ' 0 for µ ⊂ λ, then
Pµ,λ ⊗ C ' C (and conversely).
Lemma 8.24. Pµ,λ lives in cells ≤ λ and kills complexes in cells 6≥ λ.
Proof. We need only prove the same result for the tensor product in (8.11), which we tem-
porarily call Xµ,λ
Let us resume the notation of the proof of Lemma 8.22. In particular, P := Pµ unionsq 11. Let
λ = λi. By (8.10),
Xi+1 ∈ 〈P⊗Bw | w is in some cell ≤ λ〉.
In particular, this implies that
Xi+1 ∈ 〈Bw | w is in some cell ≤ λ〉.
Since Xµ,λ is obtained by taking Xi+1 and tensoring with additional cones, it is also in cells
≤ λ, as desired.
Because Xµ,λ ' Xµ,λ ⊗P, we need to prove that Xµ,λ ⊗P⊗Bw ' 0 whenever w is in cell
ν with ν  λ. In fact, we can assume that shL,k(w) ≤ µ. This is because any indecomposable
summand in P ⊗ Bw is Bz with shL,k(z) ≤ µ, by Lemma 8.21, and P ⊗ Bw ' P ⊗ P ⊗ Bw.
But by Lemma 8.21, we may assume shL,k(w) ≥ µ or else P ⊗ Bw ' 0. Hence shL,k(w) = µ,
meaining that ν = λj for some j. Then ν  λ implies j < i. The same inductive argument as
Lemma 8.22 will prove that the cones Cone(αλk) for k ≤ j will suffice to killP⊗Bw, meaning
that Xµ,λ ⊗P⊗Bw ' 0 as well. 
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Finally, since Pλ is obtained by associating together the complexes Pµ,λ with µ ⊂ λ, it
shares the properties stated in Lemma 8.24. This completes the proof of Theorem 8.1.
8.7. The primitive idempotents.
Definition 8.25. Let S = (λ1S , . . . , λ
n
S) ∈ P(1) × · · · × P(n) be a sequence of partitions with
λiS ∈ P(i). Set
PS :=
n⊗
i=1
(PλiS
unionsq 1n−i).
Note that Pλ1S = 1, hence can be removed from this tensor product with no effect.
Each PλiS is central in K
b(SBimi), so while (PλiS unionsq 1n−i) is not central, it commutes with
(P
λjS
unionsq 1n−j) for j < i. Hence the entire family commutes, and the ordering of the above
tensor product is irrelevant up to homotopy.
Let SYT(n) denote the set of standard tableaux with n boxes. Given T ∈ SYT(n), we
have already defined the tableau T k ∈ SYT(k) in §8.3. Let λkT = sh(T k). Hence T gives
rise to a sequence of partitions (λ1T , λ
2
T , . . . , λ
n
T ), which determines T uniquely. Using this
injective map SYT(n) → P(1)× · · · × P(n), we define PT as above. Conversely, a sequence
of partitions corresponds to a tableau if and only if λi ⊂ λi+1 for all i. Note that we do not
yet assume in Definition 8.25 that S corresponds to a standard tableau.
Definition 8.26. Given S, S′ ∈ P(1)×· · ·×P(n) we write S ≤ T if λkS ≤ λkS′ in the dominance
order, for all 1 ≤ k ≤ n. We refer to the induced partial order on SYT(n) as the dominance
order on standard tableaux.
Note that the dominance order on standard tableaux does not agree with the Kazhdan-
Lusztig left cell order (or right cell order), when one identifies a tableau T with the corre-
sponding left cell (−, T ).
Example 8.27. The first example where the dominance order on tableaux disagrees with the
KL left cell order is in S3, for the tableau ((1, 3), (2)) < ((1, 2), (3)). These tableaux have the
same shape, but comparable left cells can not exist in the same two-sided cell.
Example 8.28. The first example where the dominance order on tableaux disagrees with
the KL left cell order for left cells in distinct two-sided cells is in S4, for the tableaux P =
((1, 4), (2), (3)) < ((1, 2, 3), (4)) = Q. The left cell of Q is generated by bu, and any element
bw in this cell will have u in its right descent set. The left cell of P is generated by bsts, and
any element bw in this cell will have s and t in its right descent set. Therefore, these left cells
intersect only in bw0 , which is in a strictly smaller left cell than both of them. Hence the left
cells are incomparable.
Remark 8.29. In [Ts06] various partial orders on SYT(n) are compared, including the cell or-
der. None of the orders in that paper is the dominance order we consider here; the dom-
inance order in [Ts06] also involves comparing skew tableau within a tableau. No two
tableaux of the same shape can be comparable in any of the orders in [Ts06], while it is
important that they be comparable here.
Theorem 8.30. We have:
(1) PS 6' 0 if and only if S is a standard tableau.
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(2) If T is a standard tableau, then
(a) PT is constructed from bimodules BP,Q with P,Q ≤ T .
(b) BP,Q ⊗PT ' 0 unless Q ≥ T .
(c) PT ⊗BP,Q ' 0 unless P ≥ T .
(3) There is a decomposition of identity 1 ' (⊕T PT , d) in which the differential respects the
reverse of the dominance order.
(4) A complex C ∈ K−(SBimn) satisfies Cone(αTk) ⊗ C ' 0 for all 1 ≤ k ≤ n if and only if
PT ⊗C ' C (and similarly for tensoring with C on the left). ThusPT projects onto the joint
(αT 1 , . . . , αTn)-eigencategory of FT1, . . . ,FTn.
Statement (3) deserves a bit more explanation. The claim is that there is a differential d
on
⊕
T PT such that the component dT,U from PU to PT vanishes unless U ≥ T , dT,T is the
given differential on PT , and the resulting complex is homotopy equivalent to the monoidal
identity.
Proof. Recall the relative idempotents Pµ,λ ∈ K−(SBimn), indexed by pairs (µ, λ) ∈ P(n −
1) × P(n) with µ ⊂ λ (§8.6). Then Pµ unionsq 11 is a convolution of idempotents of the form
Pµ,λ where λ ranges over the partitions of n containing µ, while Pλ is a convolution of
idempotents Pµ,λ where µ ranges over the paritions of n − 1 contained in λ. If λ′ ∈ P(n)
does not contain µ ∈ P(n− 1), then (Pµ unionsq 11)⊗Pλ′ is contractible, since it is a convolution
of complexes Pµ,λ ⊗ Pµ′,λ′ with µ 6= µ′, and these idempotents are orthogonal. This proves
the “only if” direction of (1).
Statement (2) is an immediate consequence of Lemma 8.21. Finally, statement (3) follows
from tensoring together the decompositions of identity 1 ' (⊕µ∈P(k)Pµ unionsq 1n−k, d) for 1 ≤
k ≤ n, and contracting the terms which are contractible via the “only if” direction of (1).
Fix T ∈ SYT(n). If there were a complex C ∈ K−(SBimn) such that PU ⊗ C ' 0 for
all U 6= T , then one must have PT ⊗ C ' C, using the decomposition of identity in (3).
If C 6' 0, then this would imply PT 6' 0, giving the “if” direction of (1). The bounded
quasi-idempotent complex KT , constructed in the next section, will serve as such a complex
C.
Statement (4) is an implication of statement (4) in Theorem 8.23. 
The observations made following the statement of Theorem 8.1 have analogues here as
well: for each convex subset of K ⊂ SYT(n) we may define a subquotient idempotent PK ,
just as in Definition 8.2. If I ⊂ SYT(n) is a poset ideal, then PI is has the structure of
a counital idempotent with complementary unital idempotent PIc , where Ic = SYT(n) r
I . We have the following characterization of the counital idempotents constructed in this
way. We only state it only for P≤T , to avoid a potentially confusing conflict of notation with
Proposition 8.4.
Proposition 8.31. Let T ⊂ SYT(n) be given. The idempotent P≤T satisfies:
(1) P≤T is constructed from bimodules BP,Q with P,Q ≤ T .
(2) there is a chain map ε : P≤T → 1 such that Cone(ε) ⊗ BP,Q ' 0 when P ≤ T and
BP,Q ⊗ Cone(ε) ' 0 when Q ≤ T .
Furthermore,
(3) a complex C ∈ K−(SBimn) satisfies P≤T ⊗ C ' C (resp. C ⊗ P≤T ' C) if and only if
C ∈ 〈BP,Q | P ≤ T 〉 (resp. C ∈ 〈BP,Q |Q ≤ T 〉).
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(4) properties (1) and (2) characterize the pair (P≤T , ε) up to canonical isomorphism inK−(SBimn).
Proof. Essentially identical to the proof of Proposition 8.4. 
The idempotent PT itself can be characterized as the “difference” between P≤T and P<T
(see §5.2 of [Hog17]).
We now say a few words on the construction of PT . First, if µ, λ ∈ P(n) are comparable,
recall the complexes Cµ,λ = Cαµ,αλ(FTn) ∈ K−(SBimn) from, e.g., see §7.2 of [EH17]. We
remind the reader that λ and µ denote scalar objects /functors in [EH17], and a shifted copy
of 1 inK−(SBimn) is small if it is supported in strictly negative homological degrees. We con-
tinue to let λ, µ denote partitions, and Σλ,Σµ denote the corresponding scalar objects (shifts
of the identity). If we have partitions µ < λ in the dominance order then the shift ΣλΣ−1µ
is small. The important properties of the complexes Cµ,λ are the existence of distinguished
triangles
(8.12a) Cµ,λ → 1→ Cλ,µ → Cµ,λ[1], (µ < λ)
(8.12b) ΣλCλ,µ → ΣµCλ,µ → Cone(αλ)→ ΣλCλ,µ[1].
The following is a direct application of Lemma 8.1 in [EH17].
Lemma 8.32. Fix T ∈ SYT(n) be a tableaux with shape λ ∈ P(n), and letU = Tn−1 ∈ SYT(n−1)
with shape µ. Then
PT ' (PU unionsq 11)⊗
⊗
ν 6=λ
Cν,λ.
Here the tensor product is over all partitions ν ∈ P(n) with µ ⊂ ν and ν 6= λ. 
We remark that the complexes Cν,λ commute with one another, given the vanishing of the
obstructions in the family of eigenmaps {αλ}λ∈P(n) and Proposition A.17 in [EH17].
This relationship betweenPT andPU may be viewed as a categorification of a well known
relationship between pT and pU in the Hecke algebra Hn. See [IMO08, Equation (11)].
8.8. Finite quasi-idempotents. Now we consider a collection of finite complexes KT which
are closely related to the idempotents PT . They are defined in analogy with Lemma 8.32
which (given this definition) will imply that PT is a locally finite convolution constructed
from shifted copies of KT .
Definition 8.33. Define complexes KT ∈ Kb(SBimn), T ∈ SYT(n), inductively by
(8.13a) K = 11,
(8.13b) KT := (KU unionsq 11)⊗
⊗
ν 6=λ
Cone(αν).
Here, sh(T ) = λ ∈ P(n), U = Tn−1 ∈ SYT(n − 1), and ν runs over the partitions of n such
that µ ⊂ ν and ν 6= λ.
One should think thatKT is the tensor product of all the Cone(αν) for partitions one could
have taken but did not, along the path in the Young lattice which constructs T . That is,
(8.14) KT '
n⊗
k=2
⊗
ν∈P(k)
ν⊃λk−1T
ν 6=λkT
Cone(αν).
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Example 8.34. Let T = 1 2
3 4
. Then
KT ∼= Cone(α )⊗ Cone(α )⊗ Cone(α )⊗ Cone(α ).
Lemma 8.35. We have PT ⊗KT ' KT ' KT ⊗PT .
Proof. We focus on the equivalence KT ' KT ⊗ PT ; the other is similar. By (4) of Theorem
8.30 we must show that KT ⊗ Cone(αTk) ' 0 for all 1 ≤ k ≤ n. This we prove by induction.
Let U = Tn−1. Then PU unionsq 11 commutes with Cone(αλ) for all λ ∈ P(n) by Corollary 8.8.
From the definition of KT and the fact that PU unionsq 11 is idempotent it follows that
(8.15) KT ⊗ (PU unionsq 11) ' KT .
Thus KT ⊗ (−) annihilates Cone(αTk) for 1 ≤ k ≤ n − 1, since the same is true of PU unionsq 11.
The fact that KT ⊗ Cone(αTn) ' 0 follows from Lemma 8.22. This completes the proof. 
Corollary 8.36. Part (2) of Theorem 8.30 also applies with KT replacing PT . 
Corollary 8.37. If U 6= T in SYT(n) then PU ⊗KT ' 0 ' KT ⊗PU . 
Example 8.38. If T ∈ SYT(n) is the unique one-row tableau, then PT = Pn is the categori-
fied Jones-Wenzl idempotent and KT = Kn is the associated finite quasi-idempotent, both
constructed in [Hog15] (see also [EH16]). Both of these complexes annihilate Bw for w 6= 1.
Example 8.39. If T ∈ SYT(n) is the unique one-column tableau, PT = P1n is the idempotent
considered in [AH17]. The finite quasi-idempotent KT is homotopy equivalent to the n − 1
dimensional Koszul complex associated to the action of α1⊗1−1⊗α1, . . . , αn−1⊗1−1⊗αn−1
on Bw0 ∈ SBimn, where αi = xi − xi+1. We don’t need or prove this fact, though it can be
deduced from results in [AH17]. In any case, both P1n and K1n are built from Bw0 .
We will soon prove statements about PT in the Grothendieck group. This is subtle, be-
cause one must choose an appropriate subcategory ofK−(SBimn) to get a non-zero Grothendieck
group. However, KT is a bounded complex, so it has a well-defined image in the triangu-
lated Grothendieck group [Kb(SBimn)] ∼= Hn, which we now discuss.
Let us quickly recall how quasi-idempotents and idempotents are constructed when diag-
onalizing an operator. If f is a linear operator with eigenvalues {κi}ri=0, and
∏
i(f − κi) = 0,
then the projection to the κi eigenspace is given by the formula
(8.16) pi =
∏
j 6=i
f − κj
κi − κj .
In particular, the element
(8.17) ki =
∏
j 6=i
(f − κj)
is a quasi-idempotent, and the scalar γ =
∏
j 6=i(κi− κj) gives the proportionality between ki
and pi.
For example, [IMO08, Equation (11)] uses this idea to inductively construct projections pT
(which they denote ET ). One can inductively construct kT analogously, using only the nu-
merators in [IMO08, Equation (11)], and it is the obvious decategorification of Definition 8.33.
In particular, [KT ] 7→ kT under the identification of the Grothendieck group of Kb(SBimn)
with Hn.
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Corollary 8.40. For all T ∈ SYT(n), KT is not contractible, and its image under the isomorphism
of Grothendieck groups [Kb(SBimn)] ∼= H is a scalar multiple of pT . 
8.9. Grothendieck group considerations. If C ∈ K(SBimn) is a minimal complex of Soergel
bimodules, let supp(C) ⊂ Z × Z denote the set of (i, j) such that the chain bimodule Ci has
a summand of the form Bw(−j). Note that supp(C)[k](l) = (−k,−l) + supp(C). If C is not
a minimal complex, we let supp(C) := supp(C ′), where C ′ ' C is minimal. Since minimal
complexes are unique up to isomorphism, this is well-defined. Observe that
supp(Σλ) = {(−2c(λ), 2x(λ))}.
Let λ, ν ∈ P(n) be a pair of distinct partitions such that there exists µ ∈ P(n − 1) with
µ ⊂ λ and µ ⊂ ν. In other words, λ and ν become equal after deleting a single box. Then
λ and ν are automatically comparable. Assume λ > ν. The set of such pairs (λ, ν) will be
denotedQ(n). If (λ, ν) ∈ Q(n) then the box λrµ has larger content and is in a larger column
than the box ν r µ. Thus, the vector
vλ,ν := (−c(λ),x(λ))− (−c(ν),x(ν)) ∈ Q×Q
lies in the interior of the second quadrant. Let D(n) ⊂ Q × Q denote the smallest convex
subset containingQ≥0vλ,ν for each (λ, ν) ∈ Q(k) with 2 ≤ k ≤ n. Note thatD(n) is an “angle
shaped” region, bounded by two rays from the origin.
For each pair of subsetsE,E′ ⊂ Q×Q, we haveE+E′ := {e+e′ |e ∈ E, e′ ∈ E′} as usual.
For a subset D ⊂ Q×Q we write E ⊂ O(D) if there is a finite set E′ such that E ⊂ E′ +D.
Let K∠(SBimn) ⊂ K−(SBimn) denote the full subcategory consisting of complexes C such
that supp(C) ⊂ O(D(n)).
Note that K∠(SBimn) contains Kb(SBimn) as a full subcategory.
Lemma 8.41. The categoryK∠(SBimn) is closed under tensor products, direct sums, mapping cones,
and shifts.
Proof. Closure under tensor products follows from the (easy) fact that supp(C⊗C ′) ⊂ O(supp(C)+
supp(C ′)) for all C,C ′ ∈ K−(SBimn) andD(n) is closed under addition. The other properties
are clear. 
Lemma 8.42. The idempotentsPT andPλ are inK∠(SBimn) for all T ∈ SYT(n) and all λ ∈ P(n).
Proof. Since Pλ is a finite convolution involving the complexes PT , it suffices to show that
PT ∈ K∠(SBimn). Recall the construction 8.32, which states that PT is a tensor product of
(PU unionsq 11) and of Cν,λ,Cλ,ν ∈ K−(SBimn) for various (λ, ν) ∈ Q(k). Thus, it suffices to show
each of these is in K∠(SBimn). By induction, PU ∈ K∠(SBimn). There is a distinguished
triangle (8.12b) relating Cν,λ,Cλ,ν , and 1, so it suffices to show that Cλ,ν ∈ K∠(SBimn) for all
(λ, ν) ∈ Q(k) with 2 ≤ k ≤ n.
Now we refer the explicit description of these complexes given in [EH17] (see Lemma
7.15). If λ > ν then recall that ΣλΣ−1µ is supported in strictly negative homological degrees,
hence is small in K−(SBimn), in the language of [EH17]. Then
Cλ,ν = Σν Cone(αλ)⊗
⊕
k≥0
(ΣλΣ
−1
ν )
k with twisted differential.
It follows that Cλ,ν ∈ K∠(SBimn). This completes the proof. 
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Lemma 8.43. For each T ∈ SYT(n) there exists a scalar γT ∈ Z[v, v−1] such that pT = (γT )−1kT ∈
H
Q(v)
n and [PT ] = (γT )−1[KT ] in [K∠(SBimn)].
Proof. Fix a tableau T ∈ SYT(n). Define a scalar γT inductively by γ = 1 and
γT = γU ·
∏
ν 6=λ
(v2x(λ) − v2x(ν))
where λ is the shape of T , U = Tn−1, and ν ranges over the partitions of n with µ ⊂ ν and
ν 6= λ.
Let νk ∈ P(k) be a partition. Then we have the eigenmap ανk : 1n → FTk unionsq1n−k and its
mapping cone:
(Σνk [−1]→ FTk unionsq1n−k).
Tensoring (say, on the right) with PT gives a complex
(ΣνkPT [−1]→ ΣλkTPT ),
which can be viewed as the (the shift ΣλkT applied to the) mapping cone on an endomorphism
of PT of degree ΣνkΣ
−1
λkT
. This endomorphism will be denoted by ανkα
λk
T
∈ EndZ×Z(PT ), as in
[EH17, §7.4].
To avoid copious notation, we will let the partitions νk ∈ P(k) below come from the same
set as in the tensor product of (8.14). We have
KT ' KT ⊗PT
=
(
n⊗
k=2
⊗
νk
Cone(ανk)
)
⊗PT
'
(
n⊗
k=2
⊗
νk
Cone(ανk)⊗PT
)
'
n⊗
k=2
⊗
νk
ΣλkT
Cone
(
ανk
αλkT
)
.
In the first equivalence we used Lemma 8.35. The second is by (8.14). The third uses the fact
that PT is idempotent and commutes with each Cone(ανk), and the last equivalence follows
from the comments made above. It follows from this that
[KT ] = γT [PT ].

Proposition 8.44. The completed Grothendieck group [AS13] ofK∠(SBimn) is isomorphic toHn⊗Z[v,v−1]
Z[v]Jv−1K. Under this isomorphism the class of PT gets sent to pT .
Proof. In the completed Grothendieck group, the class of a complex is determined by its Euler
characteristic, viewed as a Laurent series with coefficients in the usual Grothendieck group
[Kb(SBimn)] ∼= Hn. This gives the first statement, modulo standard details. The second
statement follows from Lemma 8.43. 
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9. EXAMPLES
In this section we give examples of eigenmaps, finite quasi-idempotents, and projectors
related to FTn for n ≤ 3. When we choose to display the differentials or chain maps explicitly
(and often we do not, for reasons of space), we do this with the diagrammatic calculus, see
§2.5.
For shorthand, we write Cλ to denote Cone(αλ).
Throughout this section we will adopt the graphical calculus from [Eli16b]. We also intro-
duce the following useful shorthand:
(9.1) =
1
2
(
−
)
.
9.1. Two strands. Recall that
(9.2) FT2 =
 Bs(−1) Bs(1) R(2)

where the underline indicates homological degree zero. Our two eigenmaps are given as
follows.
(9.3) FT2 =

Bs(−1) Bs(1) R(2)
R(−2)[0] R(2)[−2]
α αId

Thus
(9.4) C ' (R(−2) −→ Bs(−1) −→ Bs(1) −→ R(2)) ,
(9.5) C ' (Bs(−1) −→ Bs(1)) .
It is not hard to confirm directly that C ⊗ Bs ' 0 ' Bs ⊗ C . Since C is built from
Bs, we see that C ⊗ C ' 0 ' C ⊗ C . It is also easy to verify that C and C are
quasi-idempotent.
With only two eigenvalues, we have
(9.6) K
1
2
∼= K = C ,
(9.7) K
1 2
∼= K = C .
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One obtains P by gluing together infinitely many copies of K as in the picture below.
P =

R(−4) - Bs(−3) - Bs(−1) - R
R(−8) - Bs(−7) - Bs(−5) - R(−4)
− Id
-
· · · - Bs - R(−8)
− Id
-

,
which is homotopy equivalent to
P '
· · · - Bs(−7) - Bs(−5) - Bs(−3) - Bs(−1) - R
 .
The complementary idempotent P is obtained as below.
P =
· · · - Bs(−7) - Bs(−5) - Bs(−3) - Bs(−1)
 .
This is clearly a locally finite convolution constructed from shifted copies of K .
9.2. Three strands. We denote s by the color red and t by the color blue in the diagrams
below.
9.2.1. The eigenmaps. The minimal complex of FT3, with its eigenmaps, is pictured below.
(9.8) Bsts(−3)
Bsts(−1)
Bsts(−1)
Bsts(1)
Bsts(1)
Bs(1)
Bt(1)
Bsts(3)
Bst(2)
Bts(2)
Bst(4)
Bts(4)
Bs(5)
Bt(5)
1(6)
1(−6)[0] 1(0)[−2] 1(6)[−6]
α
α
α

0
0

Id
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The components dk : Ck → Ck+1 of the differential in this compex is given by the following
matrices:
(9.9) d0 =

−
 , d1 =
 0
0

, d2 =

− 0 0
0 −
0 −
 ,
d3 =
 − +
+
 , d4 = [− −
]
, d5 =
[ ]
.
The purple strand represents the identity ofBsts, and the diagrams involving it are explained
in [Eli16b, §4].
Let us indicate why each of the above maps αλ is actually a λ-equivalence.
For λ = , recall that the homology of a Rouquier complex F (β) (in the usual sense
for complexes of R-bimodules) depends only on the permutation represented by β and the
number of crossings in β (this is easy to see using the technology of standard bimodules).
In particular the homology FT3 is isomorphic to R(−6), and in fact the map α is a quasi-
isomorphism of complexes of R-bimodules. From this there are various approaches (in ad-
dition to direct computation) which one can use to quickly deduce that C ⊗ Bw0 ' 0, and
therefore α is a -equivalence. One was done in [AH17]. Another uses standard filtra-
tions and their interaction with the functor (−)⊗Bw0 , together with work of Libedinsky and
Williamson [LW14].
It is obvious that α is a -equivalence, since its cone is homotopy equivalent to a
complex with no summands of the form R(a)[b].
Now, consider Cone(α ). Note that the bimodules in cells 6= form a subcomplex of the
form
(9.10) Φ = 1(0)
Bs(1)
Bt(1)
Bst(2)
Bts(2)
Bst(4)
Bts(4)
Bs(5)
Bt(5)
1(6)
(The first term is in homological degree 1.)
This lovely complex Φ has the property that
(9.11) Φ⊗Bs ∼= (Bw0(2) −→ Bw0(4)) ,
(9.12) Φ⊗Bt ∼= (Bw0(2) −→ Bw0(4)) .
(The first term is in homological degree 3.) From this it follows that C sends the simple
cell to the longest cell, so α is a -equivalence. We remark that while (9.11) and (9.12)
look similar, the differentials are different and the complexes are non-isomorphic.
Remark 9.1. The reader can observe from the differentials above that FT3 has a filtration
0 ⊂ F ⊂ F ⊂ F = FT3, where Fλ is built from shifts of objects Bw in cells ≥ λ.
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Moreover, the eigenmap αλ maps into the subcomplex Fλ. The complex Φ above was the
cone of the map Σ → F .
That such a filtration should exist is not obvious. For example, it is not clear that the
components of the differential in FT3 mapping from Bs(1) ⊕ Bt(1) in homological degree 2
to Bsts(3) in homological degree 3 should be zero.
One can ask whether, for any finite Coxeter group, the full twist FT has a filtration as
above, by subcomplexes associated with two-sided cells. We prove this for dihedral groups
in the sequel.
Remark 9.2. Minimal complexes are well-defined up to isomorphism of chain complexes.
The minimal complex FT3 does have non-trivial automorphisms, the most interesting of
which come from the non-trivial mapsBst(2)→ Bsts(3) andBts(2)→ Bsts(3) in homological
degree 3. A subtle point is that an isomorphic minimal complex may give rise to a different
filtration 0 ⊂ F ′ ⊂ F ′ ⊂ F ′ ∼= FT3, where F ′  F as complexes in Kb(SBimn)
(though they are isomorphic modulo SBim< ).
9.2.2. The quasi-idempotents. We have four tableaux for n = 3, hence four complexes KT :
(9.13)
K
1 2 3
= C ⊗C , K
1 2
3
= C ⊗C , K
1 3
2
= C ⊗C , K
1
2
3
= C ⊗C .
Let’s record for posterity the involutions corresponding to these tableaux: 1, t, s, sts, in this
order.
We have found explicit forms of their minimal complexes which we include below.
The minimal complex of K
1 2 3
is
(9.14)
1(−2)
Bs(−1)
Bt(−1)
Bts(0)
Bst(0)
Bsts(1)
Bst(2)
Bts(2)
1(2)
Bsts(3)
Bsts(3)
Bs(3)
Bs(3)
Bt(3)
Bt(3)
Bsts(5)
Bst(4)
Bts(4)
1(4)
Bts(6)
Bst(6)
Bs(7)
Bt(7)
1(8) .
Here, the leftmost term is in homological degree 0.
The minimal complex of K
1 2
3
is
(9.15) Bt(−1)
Bts(0)
Bst(0)
Bsts(1)
Bst(2)
Bts(2)
Bs(1)
Bsts(3)
Bsts(3)
Bs(3)
Bs(3)
Bt(3)
Bt(3)
Bsts(5)
Bst(4)
Bts(4)
Bs(5)
Bts(6)
Bst(6)
Bt(7)
Here the left-most term is in homological degree 1.
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The minimal complex of K
1 3
2
is
(9.16) Bs(−7) Bsts(−5)Bs(−5)
Bsts(−3)
Bsts(−3)
Bsts(−1)
Bs(−1) Bs(1) .
The left-most term is in homological degree −1.
Finally, the minimal complex of K
1
2
3
is
(9.17) Bsts(−5) Bsts(−3)Bst(−3) Bsts(−1) .
Where the left-most nonzero term is in homological degree 0.
Let us illustrate Corollary 8.36, and give some remarks on the computations above. For
K
1 2 3
, note that C ⊗ (−) annihilates Bw for w = s, st, sts. Thus, to compute C ⊗
C we may as well tensor C with Φ, contract the contractible terms, and we obtain a
convolution of the form (omitting shifts)
(9.18) K
1 2 3
'
(
C → C Bt → C Bts → C Bts → C Bt → C
)
.
ExpandingC , keeping track of differentials, and peforming a pair of Gaussian eliminations
yields (9.14). It is easy to prove that K
1 2 3
⊗ (−) and (−) ⊗K
1 2 3
annihilates any
Bw for w 6= 1, as tensoring with C takes any such Bw to a complex built from Bsts, and
C kills Bsts.
We have a similar convolution description
(9.19) K
1 2
3
'
(
C Bt → C Bts → C Bts → C Bt
)
,
which yields (9.15) after expanding and simplifying. In fact, this gives rise to the formula
(9.20) K
1 2
3
' C ⊗Bt ⊗C .
Now it is clear that K
1 2
3
⊗ (−) will kill Bw whenever sw < w, and (−)⊗K 1 2
3
will kill
Bw whenever ws < w.
Now, recall thatC = (Bs(−1)→ Bs(1)). Given thatBs⊗FT3 ' (Bsts(−4)→ Bsts(−2)→
Bs(0)) (see (3.7)) it follows that
C ⊗ FT3 ' Tot

Bsts(−5)
Bsts(−3)
Bsts(−3)
Bsts(−1)
Bs(−2)
Bs(0)
 .
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Then K
1 3
2
and K
1
2
3
can both be expressed as mapping cones of maps

Bs(−1)
Bs(1)
 (shift) →

Bsts(−5)
Bsts(−3)
Bsts(−3)
Bsts(−1)
Bs(−2)
Bs(0)
 .
From these we obtain (9.16) and (9.17).
It is clear that K
1 3
2
kills Bsts under tensor product on the right and left, since C does.
Thus we have seen for all four tableaux that KT ⊗ BP,Q ' 0 for P  T , and BP,Q ⊗KT ' 0
for Q  T .
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