In the framework of a multidimensional superposition principle involving an analytical approach to nonlinear PDEs, a numerical technique for the analysis of soliton invariant manifolds is developed. This experimental methodology is based on the use of computer simulation data of soliton-perturbation interactions in a system under investigation, and it allows the determination of the dimensionality of similar manifolds and partially (in the small amplitude perturbation limit) to restore the related superposition formulae. Its application for cases of infinite dimensionality, and the question of approximation by lower dimensional manifolds and, respectively, by superposition formulae of a lower order are considered as well. The ideas and implementation details are illustrated and verified by using examples with the integrable, MKdV and KdV equations, and also nonintegrable, Kawahara and Regularized Long Waves equation, soliton models.
Introduction
A Multidimensional Superposition Principle [3, 4, 6] was proposed as an approach for obtaining Superposition Formulae of solutions of nonlinear PDEs, which for solitonic equations are general solutions describing an interaction of a soliton with another wave. In the framework of this method the most critical moment is finding invariant manifolds leading to such formulae. A direct technique for this in the case of Invariant Manifolds of the Soliton type [4] involves solving a system of determining equations, that requires considerable computer resources and time. Naturally, the following question arises: Whether one could use a numerical simulation either for finding IMSs and SFs, or at least for the verification of their existence and for determining their parameters, because the cost of a
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numerical experiment and all the accompanying requirements of computer resources are incomparably lower than those involved when using symbolic computations?
The present work is devoted to the development of such a methodology for the experimental (from data of soliton interaction numerical modelling) investigation of IMSs. Two experimental schemes are considered. One of them is based on studying local deformations of a soliton, while another takes into consideration a soliton envelope in the whole. The first technique allows us to observe and control excitation of soliton parameters in every point of the space, that may be important for some tasks and applications (e.g., in the theory of elasticity or particles physics, where they can be associated with internal degrees of freedom), and respectively determine IMS dimensionality for finite dimensional cases. In the last cases (presumably these are so-called integrable equations) a priori knowledge of this dimensionality allows us to get rid of useless and highly wasteful computational work when finding analytical expressions for the IMSs, because the direct technique supposes consequent consideration of the above-mentioned determining equations for each concrete dimensionality. However, this technique does not give the exact quantitative characteristics of the modulation. In this connection the next obvious question is: How to obtain such characteristics and how to work with infinitely dimensional or approximate IMSs? One more important question is whether this methodology can be used not only purely for the analysis but also for direct reconstruction of an SF for an equation under investigation. The answers to these questions can partially be obtained already using the global analysis.
The plan of the remaining part of the paper is as follows: In Section 2 the definitions associated with the MSP are given, and some indications of its applications are given. The technique of local analysis is presented in Section 3, where firstly the theoretical background is given in Section 3.1, and the scheme for computer simulation is given in Section 3.2, and then the approach is demonstrated in the experiments with the soliton solutions of the well-known MKdV and KdV equations, which are two integrable equations for which the related analytical results are known. In the next section, Section 4, the technique of global analysis is developed for determining the IMSs dimensionality, with Section 4.1 and 4.2 devoted to finding SFs of solitons with low amplitude waves. As an example, the investigation of the IMS for the kink of the same MKdV equation is carried out; the above type SF is restored and then compared with the known analytical expression. The global analysis is developed further in Section 5, where the issues of approximate IMSs and SFs are addressed. Two nonintegrable models, the Kawahara and Regularized Long Wave equations, are considered as examples. Some remarks and comments about the numerical methods used and the results obtained are made in Section 6. In the same section some questions important for the practical application of the technique are elucidated. Finally, a conclusion is given in the last section.
The main definitions of the multidimensional superposition principle
Here, we will recall the main definitions and ideas of the MSP.
Definition [3, 4] . Let there to be some PDE in the simplest case of the form [20] being described by differential relations of the following forms Q (u, u x 1 , . . . , u nx 1 ) = 0, n ∈ N (2. 4) and respectively G j ∂ ∂x 2 ; u, u x 1 , . . . , u (n−1)x 1 = 0, j = 1, . . . , n ; n ∈ N (2.5)
on the strength of the elimination of terms with ∂ ∂t and ∂ n ∂x n in view of (2.2) and (2.4), then equation (2.4) will be called a soliton envelope equation, equations (2.5) are linkage equations, and the above invariant manifold itself is an invariant manifold of the soliton type.
As a consequence, functions u(x 1 , x 2 , t) in (2.4) and (2.5) will have the structure u(x 1 , x 2 , t) = F x 1 ; θ 1 (x 2 , t), . . . , θ n (x 2 , t) , (2.6) with the form of F is determined by the ODE (2.4), while the remaining equations, equations (2.5), determine the linkages between the θ j . In doing so, the solution u(x, t) in (2.3) can be interpreted as a soliton with the parameters θ j modulated by some perturbation and respectively describes their mutual superposition.
Note 1.
In the cases with static solitons, i.e. when a soliton is possibly moving with some speed but does not change its form, θ j can be recalibrated so as to explicitly display the obvious combination x − v s t in (2.6), see the examples in [4] .
On the level of the invariant manifolds, the MSP at least intersects with, if not advances, the Lie-symmetry analysis [4] . And in contrast to many other approaches, it allows one to solve a problem 'in reverse' and find equations admitting solutions with soliton properties rather then solutions of a known soliton equation, [4] again. Such a task is characteristic of reaction-diffusion models, where general structure is fixed, while the nonlinearity and source belong to some classes. In some cases it is necessary to distinguish equations possessing soliton solutions knowing nothing of their form. Up to date, using classical analysis, it was possible only to indicate models with localized waves without diagnostication of their properties (see, e.g., [31] , Section 5.5.2, [29] and references therein).
At the same time, on the level of superposition formulae (2.6), the MSP is in essence the generalization of the well-known collective-variable approach (see, e.g., [30] for references), and similar problems on weak modulation of solitons are traditional for nonlinear physics. The soliton variable x 1 and the variable x 2 associated with a perturbation here play a role of the fast and slow variables. The central point of this method involves choosing the form of an envelope and its parameters that are being modulated. While there exists no theory for this in the framework of this method itself, an unperturbed soliton profile with a suitable number of obvious physical parameters like a wave number and an amplitude are used usually, this can effectively be solved in the MSP.
In principle, the superposition formulaes can be used for constructing new solutions from known ones. Obviously, however, that direct derivation is limited to more or less simple expressions or equations, which for well-studied models could frequently be obtained via other techniques. The idea to obtain from the MSP a rigorous theory of the Hirota substitutions and their generalization to nonintegrable cases seems to be very attractive (in this connection we mention the works [19, 13, 7] and [26, 27] ) but this demands a deeper understanding of the structures of soliton invariant manifolds.
At present, the most essential impact of the superposition formulas is a transparent description of the interaction mechanism. Up to now, it has not received proper attention in the soliton science. Partially, on the one hand, such situation are explained by simple enough dynamics in so-called integrable systems, the main object of the study, and the absence of a general approach for other equations on the other hand. However, integrable models are very rare among physical models. Moreover, the purposeful use of solitons in and for various applications leads us to the other types of problem. First of all, this is the description of various secondary effects arising under interactions of solitonic structures with other waves. The dominant effect for most known solitonic equations, both integrable and nonintegrable ones, is reduced to a phase shift. But secondary effects frequently result in consequences more serious from the physical viewpoint, e.g., generation of parasitic radiation, formation of boundary states, etc. One more issue is interactions of weak, linear, waves with solitons. From a technical standpoint, these may be both the usual noise and pumping impulses or continuous waves. Last but not least, a very perspective direction for further development of the soliton science is the use of soliton interactions for technological applications such as information processing and computer CPUs. -One will note respectively [22, 1, 25] as the review works for the subjects touched upon here and [24] together with the related references therein as one perturbation theory for similar problems.
The common feature of all the above issues is that they deal with either low amplitude waves or asymptotical properties, say, the influence of a tail of one soliton on another. In these cases various linearizations or limit cases of the related SFs can be effectively used either for a full description of interactions in the former case or for a description of asymptotical states of solitons in the latter one. The very general point was expressed in [3] . As was shown there, both switching solitons from one state to another and the inelastic effects of interactions can be associated with the properties of θ. In the simplest statement the problem is reduced to an investigation of the asymptotic form θ(x, t) → const + o (1) in SFs like, e.g., (3.9) . In the more general statement the analysis can be performed purely numerically in view of the ODE nature of degenerations of superposition formulas corresponding to asymptotical states of a perturbation (see (3.11) below as such an example). In this connection in [5] a number of the computer experiments are fulfilled with the purpose of comparing solitonic interactions in integrable and nonintegrable models in respect of the properties peculiar to the above SFs. The main feature of them is that they used a technique that allows one to avoid distortion of the picture by most of inelastic effects describable in the framework of the MSP. The results obtained indicate that the superposition is of universal character, and the derivations from the ideal picture is small enough and could, in principle, be explained by the natural limitations of the computer simulation.
3 The local analysis of soliton deformation and IMS dimensionality
The theoretical background
Our goal now is to indicate a way for determining the order of equation (2.4 
Linearization of (2.4) for v i on the background of u 0 gives us
The order of the linearized ODE to v i identical to the dimensionality sought equals to the maximal number of its linearly independent solutions. The following proposition takes place as a direct consequence of the well-known theorem on a Wronskian, see e.g. [15] .
Proposition 1. The number of linearly independent functions in {y 1 (x), . . . , y m (x)} is equal to a rank of the matrix
In other words, for the matrix 
Where the sign '<' in particular takes into account the circumstance that in some points not all solution parameters may be modulated or modulated adequately. We now offer some comments on the implementation aspects of this approach. The best way for finding the rank of some matrix, sayM of m 1 × m 2 , is to use its Singular Values Decomposition
see [28] as a good introduction. HereÛ andV are matrixes, m 1 × m 2 and m 1 × m 1 respectively, with the orthonormal columns
and s l , the so-called singular numbers, are ordered in the following manner
The number of nonzero singular numbers is equal to the rank (in the framework of a simulation accuracy, certainly 
then to find their magnitudes it is enough to solve a system of the form
. . .
, and the index of an experiment has been omitted) with the related initial datã
and suitable boundary conditions (usuallyũ 0 (±∞, t) = const andũ j (±∞, t) = 0 for j > 0). The next question is how to construct the necessary initial data, i.e. ψ j (x), for each of the experiments. If one assumes that at an initial moment a soliton and a perturbation are not overlapping, it is trivial
and, as a consequence
According to (3.3) and (3.1) it is necessary to have the results of several experiments with close ũ i = (ũ 0 , . . . ,ũ l ) i and respectively close initial data. From the technical viewpoint the simplest way to realize this is to add to a localized perturbation chosen (we will call this common for all experiments part a carrier) an analogously localized and randomly generated noise, so that for each case
Also, it is convenient to have one experiment without such noise for ũ 0 . By this means the expression for the elements ofŴ [δ v] is as followŝ
Here the first subscript is associated with the order of the derivative, and the second is with the number of an experiment. The rank ofŴ [δ v] is equal to the quantity of soliton parameters being modulated by a perturbation. It is maximal in an interaction zone and minimal (the unit) out of it, or if an interaction is absent.
Further the methodology being proposed is illustrated by its application for determining the dimensionalities of the IMSs associated with the solitons of the MKdV (both the kink and bell-shape solution) and KdV equations. The accuracy in the experiments was ε ∼ 10 −13 , 10 −16 at δ = 10 −5 , 5 · 10 −8 respectively for u noise (x) normalized to the unit, i.e. max |u noise (x)| = 1. This relation, ε ∼ δ 2 , turns out to be optimal from the practical viewpoint when taking into account the structure of (3.2). In order to achieve such an accuracy, the spectral (Fourier expansion) technique [9] was applied on the spatial variable together with the Runge-Kutta exponential time differencing method of the fourth order [11] for time integration of coefficients in these expansions. The former implies periodical boundary conditions natural in the case with bell-shape solitons but demanding some specific carriers for experiments with the kink solutions. In all points of the space the singular numbers s l ofŴ [δ v] were calculated, and in all the figures with plots of s l , log s l versus x, the singular numbers are normalized in such manner that s 1 = 1. After the collapse of an initial disturbance s 1 ∼ δ everywhere, that reflects the presence of the perturbation. To be precise, s 1 will be as much as the amplitude of a steady-state noise in a system, where the last one also depends essentially on L. In particular, because of this the use ofŴ [δ v] rather thanŴ [ v] is more convenient. The normalization makes the picture clearer and robust smoothing fluctuations from the changing amplitude of a perturbation, while the non-normalized values of s 1 can, in principle, be used for its estimation.
Example 1 (modulation of the MKdV kink). In [4] it was shown that the adjoint equation to the MKdV
has the following IMS
The related SF after the projection (2.3) gives
corresponding to the superposition of the MKdV kink
with an arbitrary perturbation associated with the function θ (ϕ is included into θ). In doing so, θ itself satisfies the equation
such that the limit cases of (3.
again satisfy (3.7). Moreover, in particular for θ with the asymptotes lim x→±∞ θ(x, t) = θ ± = const it will be the localized perturbation, and the expressions (3.11) will describe its states before and after the interaction with the kink (respectively, the difference θ − −θ + determines the phase shift of the latter).
For the above simulation the following system (3.6) was used
with the periodical boundary conditions
Here we have introduced the terms λũ 0,x , λũ 1,x and so on; λ is chosen so that the soliton itself was immovable, which simplifies carrying out the experiments. Two experimental series with both weak and strong modulation of the kink were performed.
Experimental series 1 (weak modulation of the kink (3.10), ε ∼ 10
The first of the figures, Figure 1 (a), shows the initial configuration (ũ 0 andũ 1 only, the thick solid and dashed lines respectively) needed for the experiments. As seen, here the carrier was chosen in the form of an anti-kink (also immovable) to satisfy the periodic boundary conditions and does not itself interact with the main kink under investigation. The first singular number, s 1 , is always excited because it is associated with the presence of the noise everywhere. The values of others two, s 2 and s 3 , dramatically (by the factor about 10 7 ) rise in the interaction area, while the remaining ones are practically at the errors level (which for the singular numbers is as order as 10 −7 here). This means that, as expected in view of (3.8) or (3.9), there are only three soliton parameters being modulated, and respectively the IMS dimensionality is equal to three as well.
Experimental series 2 (strong modulation of the kink, ε ∼ 10
The whole the experiments are analogous to the previous series, however there is one difference. Here, to minimize accumulation of errors and various secondary effects, it is reasonable to break an experiment into two stages. The purpose of the first of them is to collide the carrier with the kink under investigation, and the second one consists of the injection of a noise into the system that is obtained. Such a two step technique appears to be justified in view of essential differences in the spreading speeds for large and small amplitude perturbations. In Figure 2 (a) the initial profile ofũ 0 for the first stage is shown. Here the carrier was chosen in the form of the bell-shape soliton-anti-kink configuration
The former will further take part in the interaction, while the latter is necessary to satisfy the boundary conditions. In the second stage the resulting profile at the suitable moment of that interaction, plus the noise, in turn is chosen as the initial data, Figure 2 (b). Figure 2 (c) corresponds to the moment of the strongest interaction. As in the previous case with the weak modulation, it is seen that three soliton parameters are being modulated in doing so.
Example 2 (modulation of the KdV soliton). The SF associated with the soliton of the KdV equation
is of the form [4] u(
with the function θ in its turn satisfying the equation
so that for the unperturbed soliton we has the familiar expression
As seen from (3.14), there are four parameters being modulated, and the related soliton envelope equation (2.4) will be the fourth order ODE (in [4] the explicit expressions for the IMS were obtained only for the potential version of (3.13)). The system (3.6) for our simulation differs from one used for the MKdV (3.12) just by the obvious form of the nonlinear terms, while the periodical boundary conditions are natural here. Together with s 1 this involves about four modulated parameters, and it is in agreement with the SF (3.14).
Experimental series 2 (a non-zero carrier -strong modulation of the soliton, ε ∼ 10 (Figures 4(c) , the moment of the strongest interaction) that four singular numbers appear in the range 10 −2 -1, while the errors level is about 10 −9 . Figures 4(d) and 4(e) correspond to the moments when the carrier is already far from the soliton center and basically perturbs only its tail. As expected (u 0 in the coefficients of (3.2) includes both the soliton and carrier), the singular numbers s 2 , s 3 and s 4 appear to be dependent on both of them, but in such a manner that the excitation decays together with the soliton tail amplitude and disappears quite far from it. Example 3 (modulation of the MKdV bell-shape soliton). Although, to the best of our knowledge, neither an IMS itself associated with the MKdV bell-shape soliton nor the related SF are known yet, the latter can be easily obtained using a formalism from [3, 4, 6] based on the so-called truncated singular expansions. As was pointed out by several authors [16, 23] , to construct the above soliton solution the expansions with two singular manifold functions are necessary. Applying a technique, say, from [2] , we immediately have that the MKdV equation written in the form
possesses the expansion for u(x, t) of the following kind
Where V 1,2 are those singular functions satisfying the system
with S 1,2 and C 1,2 are subject of the compatability conditions
The relations (3.18), (3.19) are common for the singular manifold approach. For (3.16) we have also to add the constraint
to V 1,2 , the relations between S 1,2 and C 1,2 21) and the governing equations to θ 0
as well as its linkage with S 1 and S 2
(minus for S 1 and plus for S 2 ). The expression (3.17) can be transformed to the SF sought for the bell-shape soliton with the usual asymptotes u bell (∞, t) = 0 if γ = 3k 2 s /2 and ω = −k 3 s taking into account the following formulae [3, 4, 6 ]
The constraint (3.20) will in its turn give the expression for V 2 . The final formula for the SF is obtained in a straightforward manner, but is cumbersome. Here only its structure obvious from (3.17), (3.20) and (3.24) will be important
the relation between θ 0 and θ (3.23) 26) and in addition to the equation for θ 0 (3.22) the equation to θ (3.21)
The solution (3.25) degenerates to the pure soliton
in the absence of a perturbation corresponding to the case θ 0 = 0, θ = ϕ. The system for the simulation is identical to (3.12) with the same periodical boundary conditions, but with a positive sign in front of the nonlinear terms. At the first glance the results obtained seem to be paradoxical, because the SF (3.25) indicates the presence of fore modulated parameters in the soliton envelope. However, a rigorous analysis shows that our experiments reflect the specific associated with the complicated linkage (3.26) between θ and θ 0 . Such a specific is absent in the previous SFs, because their modulated parameters are linked with each other in a trivial manner. Here, in the general case, θ cannot be algebraically expressed in terms of θ, θ x and θ xx . But for the case of weak modulation, formally setting |θ|, |θ 0 | 1 (the resulting expressions are valid for any suitable θ, θ 0 corresponding to the smallness of the correction to (3.28)), we have from (3.26) and (3.22) , (3.27) in the first order approximation without loss of generality including the integration constant to θ. As a result, our SF takes the form
where there are only three modulated parameters, that the experiments reveal. For equation (3.2) this means that the coefficient of the leading derivative becomes equal to zero, which leads to the degeneration of the last one. differing only by the soliton position (the perturbation and soliton do not overlap each other) and with suitable boundary conditions (in particular in our examples these are periodic boundary conditions. If the superposition takes place, at any moment for these experiments we will have
with θ j (x, t) are the same for different ϕ, because in the framework of the MSP their evaluation does not dependent on the presence of the soliton, and the initial values are determined by the same perturbation. It is easy to see that in such manner, having u(x, t; ϕ), we can restore the two dimensional function u(x 1 , x 2 , t) itself. -After the change of the variables {x−ϕ = x 1 , x = x 2 } one again has (2.6). Fixing here some moment of the interaction and the spacial coordinate, say t and x , we will have a particular solution of the ODE (2.4)
In principle, all such sample solutions can be chosen independently and arbitrarily, that can be used for determining the order of the last one. To be more precise, it is not hard to determine the order of any of its linearized versions and consequently its own order. We now consider this matter separately. Assume that there is some set of samples u j (x 1 ) (j = 1, . . . , m; m > n) (4.2) close to each other and to another sample u 0 (x 1 ), i.e.
(Obviously, for the same t and x such samples can be obtained from close functions u(x, t; ϕ). The last ones in their turn can be obtained as the solutions of the above initialboundary value problems with close u perturbation (x).) Expending u j (x 1 ) into the Taylor series
one has for the differences u j − u 0 in the leading order approximation
where {Ψ 1 , . . . , Ψ n } are some set of linear independent functions. This means that in our approximation the maximum n of the differences ∆u j may be linearly independent max all sets
In practice, since under a computer simulation we usually deal with mesh functions, and the u j (x 1 ) should tend to constants far from the soliton centre, the problem is reduced to the calculation of the rank of the matrix 
for a large enough number of mesh points m and some step h, so that max all sets rankÂ = n.
As before, instead of 'all sets', a large enough number of ∆u j (x 1 ) associated with randomly generated functions u perturbation can be taken. Technically the procedure becomes especially simple in the case when u 0 (x 1 ) corresponds to an unperturbed soliton envelope, and ∆u j by this means correspond to its weak deformations. Similar experiments with weak modulation of a soliton by small perturbations is described in detail in Section 3.2.
Example 4 (determining a number of modulated parameters of the MKdV kink). Consider the above approach applied to the case with the kink (3.10) of the MKdV equation (3.7)
By virtue of the periodic boundary conditions the specific perturbation was again chosen in (4.1)
where ϕ and ϕ set the initial positions of the kink and perturbation, and the function u localized noise (x) corresponds to some signal in the form of a noise localized near the point x = 0. In contrast to the last one, the anti-kink does not interact with the kink under investigation at all because it moves with the same velocity, but its presence allows one to satisfy the boundary conditions. In order to obtain a sample u j (x 1 ) it is necessary to carry out a whole series of experiments with different ϕ in (4.1), (4.5). In view of this it is convenient to present all data and results for them at once, as two dimensional functions of x and ϕ. In Figure 7 the initial profiles (4.5) are depicted in such a manner. In the simulations ε ∼ 10 −17 and δ = 10 −8 respectively at k s = 2. In the figure the component u localized noise is scaled by the factor 1/δ for clarity of vision, i.e. in fact we see the image of the function u kink + u anti−kink + u localized noise .
The next step is, of course, the use of a coordinate system in which a soliton is unmovable, which essentially simplifies further result processing. One more useful idea is to take as samples also sections corresponding to various x and, if needed, t . The former however is possible only when u 0 (x, t) corresponds to an unperturbed soliton solution, while the latter implies that Ψ j in (4.3) does not depend on choosing t (such an assumption seems to be natural for the usual static solitons taken in the above coordinate system, but it is obviously invalid, say, for breathers).
The next figure, Figure 8 , demonstrates the profiles of the related differences ∆u(x, t) = u(x, t) − u 0 (x, t) (here u 0 (x, t) is the solution with the undeformed kink corresponding to the initial data (4.5) with u localized noise = 0) at one of the moments of interaction, when the initially localized perturbation has spread to all the space and modulated the kink. The sections ∆u(x 1 ) at the same moment of time versus the variable x 2 (instead of the index 'j' in (4.3) as proposed) are depicted in Figure 9 . Figure 10 shows the first twenty singular numbers obtained by processing the matrix A (4.4) with 120 samples on 37 points, m = 120 and m = 37 in our notations. As the samples, the above sections for t = 25 and x (x = x 2 ) uniformly distributed from 25.74 to 57.87 are generated from the only series of the initial data ( Figure 7 ). As seen from the plot, three singular numbers sharply dominate, with the values of the remaining ones standing at the calculation error level, so that with high reliability one can conclude that the kink-perturbation interactions can be described by an SF with three modulated parameters, which is in agreement with SF (3.9). Moreover, the results mean that for small perturbations u(x 1 , x 2 , t) should have the form 6) although the linkages between θ j (x 2 , t), the equations governing their evolution, and the functions Ψ j remain unknown yet.
Superposition formulae for a soliton and low amplitude waves
The natural question that arises now is: Whether it is possible also to restore a full expression for SFs similar to (4.6)? Assume again that for a nonlinear PDE of interest (2.1) we deal with a static soliton moving with the speed v s , so that the SF sought takes the simplest form already indicated above
Concerning the functions Ψ j , the solution is trivial. Really, from the properties of SVD, we know that their mesh versions are identical to the columns of the matrixÛ in the SVD presentation (3.4) ofÂ (4.4). More precisely, these are the first n of its columns associated with dominant singular numbers.
Next, substituting (4.7) into the adjoint equation (2.2) and omitting terms of the second and higher order in δ, one will have the linearization of (2.2) on the background of the solution u soliton , which turns into an identity under appropriately chosen relations for the functions θ j . How to find these relations? The naive point of view is to fix some values of x 1 , because the dependence on it is known, and to investigate the overdetermined PDEs systems to θ j being obtained after this. This is not the best idea because, in particular, all available data are obviously corrupted by computational errors, and we do not even know what it means to find an approximately compatible system of PDEs from their overdetermined set. One more serious reason against this choice is that for our further purposes we want to work out an approach just for similar incompatible systems.
Let the functions θ j be representable by the Fourier integrals
Then the above-mentioned linearized equation is converted into the relation
where P j are some polynomials with respect to k with the coefficients depending on derivatives of u soliton and Ψ j . Instead of reducing of the left-hand side to zero, one will demand its minimization for every t according to the norm 2 , i.e. the minimization of the following functional
After some transformations, changing the order of the integration and taking into account the orthogonality of the Fourier modes, the functional can be written down as
where J is another functional
In order that the last integral converges, it is necessary at least that its positively defined integrand tends to zero for x 1 → ∞. Under the assumptions lim
this gives us lim
Where Q(k, ω) is a common coefficient at Ψ j in P j , which always exists simply because of the strength of the homogeneous structure of (4.7). The obvious requirement
determines the dispersion relation for the Fourier modes in (4.8).
Since both multipliers in the integrand of (4.11) are positive, and ω(k) is fixed by (4.13), one needs to minimize the functional J (4.11) in its turn (this is obviously identical to minimization of a Fourier-mode amplitude in (4.9)). The necessary condition for this is 15) where
The conditions (4.14) and (4.15) are obviously equivalent. The following properties of I and the coefficients b j take place:
Proposition 2. If all data are correct, the matrixÎ (4.16) has to be singular in the related approximation.
Proof. The opposite would mean b j = 0 for all j, which is impossible.
Note 2. As a rule, for IMSs we deal with a situation when all function-parameters θ j in (2.6) can in one way or another be expressed through the only function (θ in our examples) that corresponds to a single degeneracy ofÎ. But more general types of superposition are possible in principle. The trivial example is obviously the superposition of n solutions in linear or nonlinear but linearizable equations. Consideration of such marginal cases, however, is beyond of the scope of the present work. Proof. (a) For evolution equations an order of P j in (4.9) with respect to k cannot be of higher order then N . Respectively, the maximal order of the elements inÎ (4.16) will be 2N . SinceÎ is singular, we can choose one of the functions b j being sought, say b n for definiteness, as free and instead of (4.14) 
In accordance with the Cramer rule one has for the remaining b j Proof. Since u, and as a consequence Ψ j , are real, θ j in their turn have also to be real. This implies that in (4.8)
or (4.19) after taking into account the structure of the dispersion relations.
All these propositions are important for the implementation of the technique being developed. The first of them gives a simple procedure for data verification and determining the band of perturbations wave-numbers where an SF sought is correct (see Section 5). The second allows us to reduce the problem of finding b j (k) to standard algebra, so that both symbolic computations systems and usual numerical packages can be effectively applied to this purpose. In doing so, we have to take into account the last proposition and consider (4.19) as the additional constraint reducing the exact problem to an approximate one. The matter is that, due to computational errors and a limited simulation accuracy, 'exact' solutions for b j themselves appears to be approximate, so that relation (4.19) is violated. In our research we used the solutions of the systems to b j analogous to (4.17) with this constraint in the least-square approximation sense, that is a natural approach for overdetermined or inconsistent system, because of errors in the systems.
In connection with all the aforesaid conditions, the most convenient approach to control the accuracy of SFs being obtained is to use the following estimate, which in principle depends on a wave number,
i.e. the ration between the 2 norms of a residual for each Fourier mode and its own 2 norm, see (4.8) and (4.9). Finally, knowing b j (k) and a dispersion relation Q(w, k), we can easily express θ j in an SF like (4.7), in terms of the only function, say θ(x 2 , t),
As a result, (4.7) takes the habitual form similar to, e.g., (3.9) or with the use of the scalar product
where a j is the vector of the real in view of (4.19) constants as defined by (4.20) associated with the coefficients in b j (k). Example 5 (finding the SF for the MKdV kink). In Figure 11 the plots of the functions corresponding to the columns of the matrixÛ in the SVD (3.4) forÂ associated with the first six singular numbers from Figure 10 are depicted. Three of them are the functions Ψ j in the SF sought, see (4.6), the remaining ones are caused by computational errors, and are of another character. The related expressions for P j are as follows
This immediately gives us, see (4.12), (4.13) and (3.10), the dispersion relation
These expressions together with the above Ψ j determine the matrixÎ(k) (4.16). As was indicating in Proposition 2, it has be singular, if our supposition about the existence of an SF and experiments are correct. Figure 12 shows the dependence of its singular numbers on k. As seen from this picture,Î is really singular in our approximation at least for the band indicated.
Next, looking for b j (k), according to Proposition 3 we can restrict ourselves to consideration of the 12th order polynomials. However, a polynomial of second order provide the same accuracy. The final result for the SF is
with ε residual | k=1 ≈ 3.48 · 10 −7 , where θ is governed by the obvious PDE
By comparison, for the case of the weakly modulated parameters, the exact full SF (3. 
and the renormalization θ → 0.368101408337 θ there. By this means the SF constructed (4.22) is in full agreement with the theory in the framework of the simulation accuracy. Note that as a consequence of the structure of similar SFs for small amplitude perturbations we have a transparent enough mechanism of their transformation in the process of an interaction. The coefficients in their Fourier expansions
before and after such an interaction are linked by the transferring function
In particular, for the above SF with the MKdV kink the last one has the form
which is only the inhomogeneous phase shift.
5 Approximation by superposition formulae of a lower order. The Kawahara and RLW equations
For cases of infinitely dimensional IMSs or simply when the use of exact IMSs becomes impossible, the questions set out above take another form: Modulation of how many parameters in a soliton envelope have to be taken into account for the description of soliton-perturbation interactions to attain a certain accuracy? And in reality we already have an answer to it in hand. 
approximate the above systems of A j as a whole with the following accuracy
Proof. An SVD can be interpreted as an expansion of the vectors corresponding to the columns of a matrix under consideration in terms of the specific basis formed by the columns of the matrixÛ
This is specific, in the sense that the columns of the matrixesÛ andV are orthonormal (3.5). Taking into account the last situation, one directly has
and respectively (for instance, setting m = 0)
This gives (5.1).
Although ε samples is not identical to ε residual (see the next section), there is obviously a direct connection between them, and the sense of this proposition for us is very simple. We can construct an acceptable order SF if we sacrifice accuracy. Another aspect of this matter is that we can obtain an arbitrary accuracy remaining in the class of finite order SFs.
The following examples with the Kawahara and Regularized Long Waves equations demonstrate the aforesaid. Both equations are assigned to so-called nonintegrable nonlinear PDEs, and basically they are the generalizations of the usual KdV equation. An interested reader can find more about them, e.g., in [21, 12] . From more recent years we note here the research papers [10, 14, 17] .
As a whole, the research scheme does not differ from the examples with the MKdV kink, and we will just present its results. Again, a coordinate system moving with the solitons was used in the simulation.
Example 6 (the Kawahara equation)
. In a number of works it was shown that the Kawahara equation
has the exact soliton solution and (4.21) . From the original equation (5.2) we have for P j the following expression
or respectively the evolution equation for the function θ in (4.21). Next, for the SF with six basis functions Figure 17 shows the degree of singularity of the matrixÎ(k) or, more precisely, the dependence of its singular values on the wave number, and Table 1 gives the values a j in (4.21), respectively, with n = 6 at n b = 9 (further growth of n b cannot be accompanied by increasing the accuracy). These coefficients were obtained by minimizing ||ε residual || 2 in the wave numbers band [0.8, 1.5], i.e. in the band where the above analysis ofÎ(k) predicts a suitable validity of the SF (notice that in the perturbations k ∈ [0, 1.5] at least, see the comments). -The dependence ε residual (k) is plotted in Figure 18 . Finally, Figure 19 demonstrates the transferring function T +∞ −∞ (k) for the SF that is found.
Example 7 (the RLW equation).
The soliton solution for the RLW equation
is well known and has the following form
As well as in the previous case with the Kawahara equation, the initial data for the experiments with the soliton under k s = 0.4 are given by the expression like (5.3), and the related typical profiles, here with scaling u localized noise by factor 5/δ for δ = 10 −8 at ε = 10 −17 , are depicted in Figure 20 . Figure 21 is analogous to Figure 14 and demonstrates ∆u(x 1 ) for the above initial data. Processing the matrixÂ (147 by 1652) constructed from the samples obtained in 7 series of the similar experiments and corresponding to t = 740, 800 and x chosen on the segment [84.87, 132.84] with the step h = 0.41 brings us to the basis functions needed for deriving the SF. Figure 22 shows the diagrams for the singular numbers and the related ε samples , while the functions Ψ j themselves for j = 1, . . . , 6 are depicted in Figure 23 . Again, the basis from six first Ψ-modes describes the totality of all of these samples with ε samples of order 10 −5 . Our next step is the determination of the coefficients in the SF (4.21) with the basis function that is found. Taking into account the form of the expressions for P j one first of all has the dispersion relation
and, as a result, the governing equation to the function θ possible accuracy here). The magnitudes and distribution of ε residual (k) reached in doing so are plotted in Figure 25 . Figure 26 shows the transferring function associated with the SF that has been constructed.
Some remarks and comments
Now all the results are available, and we can offer some comments and clear up some questions associated with the application of the technique that has been being developed. First of all, it is not exaggerating if we underline the fact that although the idea to use computer simulation for deriving analytical expressions by itself is not very usual for the theory of PDEs, nevertheless all the methods applied are well known. Really, when performing a computer experiment to obtain the samples that are needed, we are in fact using Monte Carlo simulation, while the procedure for restoring SFs is close to that of the Kantorovich variational approach.
The results obtained in the experiments with the integrable equations (the finite dimensional IMSs) demonstrate practically ideal agreement, both quantitative and qualitative, with the theoretical data. Moreover, in the case with the MKdV bell-shape soliton they predict the degeneration of the SF that is confirmed by deeper analysis. In the global analysis the dimensionality of the IMSs and SFs are calculated directly, and this approach appears to be the most robust, while in the local analysis we can observe the dramatic growth of the related singular numbers in every point of the interaction zones (from the errors level 10 −9 -10 −7 up to the magnitudes 10 −2 -1), that indicates to excitation of the same amount of the soliton envelope parameters. In doing so, the remaining singular numbers increase insufficiently by virtue of numerical effects.
There are several reasons for the enhancement of these remaining singular numbers. First, to balance a simulation accuracy and the contribution from the second order terms in (3.2) is practically impossible. Second, we cannot in principle digitalize a soliton envelope without involving roundoff errors. Moreover, as a consequence of the periodic boundary conditions, we in reality deal with some cnoidal waves close to a soliton under investigation in the domain under consideration, rather than the soliton itself. In particular, due to a similar distortion, noise there may appear as some excitation of singular numbers even far from a soliton, analogous to the effects on the soliton tail in Figures 4(d), 4(e) . In addition modulation may possess a cumulative effect and, with time, depending on a perturbation, the situation may become complicated. In particular, the initial assumption about the smallness of the perturbation influence may be violated.
Next, it is necessary to note separately that even in the simplest integrable cases, in order that all existing parameters should be excited in the appropriate measure, perturbations with a suitable spectrum are necessary. In the local analysis experiments we used noise with the wavenumbers k ∈ [0, 7] , that well provides such modulation.
In the cases with nonintegrable equations, where we have set another problem of approximation by a lower order IMSs, finding the correct basis functions is critical. There is no problem with this when exact SFs of a finite order are involved, but for infinite order SFs
it is necessary to take into account the following circumstance: Depending on a perturbation spectrum, one or other of the basis functions will be dominant in (6.1). Strictly speaking, their set for, say, long wave perturbations, may appear to dramatically differ from an analogous set for short wave ones due to the difference in contributions from the low and high derivatives θ lx 2 . By this means the question on uniform approximation by lower order SFs or approximation in a given wave numbers band arises in such cases. In principle, in similar experiments we must chose perturbations with the spectrum adequate for further use of an SF being found in this way. These are demonstrated by examples with the Kawahara and RLW equations (see Figures 17, 18 and respectively 24, 25). Fortunately, it is not a very strong limitation for work with nonlinear PDEs that present real physical models, because of the original assumptions for their validity. Usually they are derived for certain circumstances, e.g., in the long wave limit, or for wave numbers around unity. In the case with the Kawahara equation it is necessary to pay attention to one more factor. The analysis ofÎ(k) indicates that there is an issue with approximation in the band k ∈ [0, 0.8], although these wave numbers are presented in the perturbations spectra. We can conclude from Table 1 (the first line, compare with Table 2 for the RLW equation) that most of the dependency on θ essential near zero remained in the basis functions unfound under this spectrum distribution. Perhaps the best solution in such cases would be the use of perturbations with narrow, delta function type spectra with a further combination of the resulting formulae. We now offer some remarks about the sense of ε samples and ε residual being used in the estimations. In contrast to the latter, ε samples is a direct accuracy estimate. However, this is an accuracy just for a concrete set of samples. While ε residual is just a residual estimate, i.e. an indirect estimate of a solutions accuracy, but really reached for an SF with a given set of basis functions. For fully correct experiments, a real accuracy of an SF being sought has to tend to ε samples by probability. Here, notice that in our experiments we used more than mediocre statistics and the simplest technique in the Monte Carlo simulation. However, the approach justified itself quite clearly. Comparison of results based on the data obtained at various t , n, n b , wave numbers bands and so on show that the dispersion is at least comparable with the accuracy being expected. For instance, for the transferring functions, which accumulate in themselves all possible errors arising in each stage and step, the situation is as follows: Figure Here we explain that near to k = 0 the calculations with the polynomials used to obtain the coefficients in the SFs are sensitive to roundoff errors, and to obtain the best possible accuracy, the use of specialized software packages would be reasonable.
The cumulative effect may manifest itself in the global analysis as well. For instance, a phase shift is accumulated in passing perturbations through a soliton. As a result, with time, the contribution of the related Ψ-mode grows. The experiments with the RLW equation are a example of this. In Figure 21 the domination of the mode corresponding to the soliton phase is clearly defined. In the experiments with this equation a phase shift really dominates during soliton-perturbation interactions, in contrast to the experiments with the Kawahara equation soliton, where a phase shift is negligible in comparisons with the other types of deformation. The negative side of such accumulation and domination is that the related Ψ-modes, with time, force out other junior modes towards or beyond an error level excluding them from consideration, that in its turn leads to lost of an accuracy.
Finally, it is worth noticing that the perturbative nature of the methodology demands very high accuracy of a simulation in view of the relation ε ∼ δ 2 . Say, to reach the accuracy of the data about 10 −9 -10 −7 in the experiments, we had to carry out the computations themselves with the accuracy ε ∼ 10 −16 using all the capacity of 32-bit CPUs. In a number of cases, to realize a similar possibility, it is necessary additionally to take into account such specific numerical effects as aliasing errors and spectral blocking [28, 9] and to apply a special techniques to reduce their influence, e.g. via filtering or introducing so-called spectral viscosity [9, 8] . Also, at this accuracy level, the use of modern methods for stiff ODEs systems, e.g. [11] , is essential from the viewpoint of time and stability of the calculations.
Conclusion
In this paper we develop the simplest techniques for an experimental investigation of invariant manifolds of the soliton type and for the partial restoring of the related superposition formulae, and demonstrate the principle possibility of the similar approach for researches of realistic models of mathematical physics (here we did not take as our purpose the obtaining of maximum accurate superposition formulae for further applications in various calculations). Both the integrable and nonintegrable systems, MKdV, KdV, Kawahara and RLW equations, are used as examples. Along with these examples, the future tasks for which a solution is necessary for effective implementation of the technique are indicated. More detailed study of these questions touched upon in the previous section is beyond the scope of this work because of its complexity, volume and mathematical speciality. We plan later to devote a separate paper to the above aspects, with special emphasis on the theory for the above type of Monte Carlo simulation, because its effectiveness determines the accuracy of all further procedures.
Finally, it must be stressed that although here we have dealt only with SFs for solitons and low amplitude perturbations, such a class of problems is of no lesser interest for physical applications than strong soliton interactions. Among them are such problems as the propagation of optical pulses in real wave-guides, with various types of noise, pumping of nonlinear localized waves by linear waves, and the weak interactions of solitons, etc. One further field of application is the purely linear problems of diffraction and scattering in media with nonuniformities, e.g., in hydrodynamics and acoustics. Moreover, at the present moment, similar investigations are perhaps even more important from the viewpoint of engineering to take account the existing industrial technologies.
