Abstract. A classical result of Aubin states that the constant in MoserTrudinger-Onofri inequality on S 2 can be imporved for furnctions with zero first order moments of the area element. We generalize it to higher order moments case. These new inequalities bear similarity to a sequence of inequalities on the unit circle coming from the work of Grenander-Szego on Toeplitz determinants (as pointed out by Widom). We also discuss the related sharp inequality by the method of perturbation.
Introduction
Let (M, g ) be a smooth compact Riemann surface without boundary. For an integrable function u on M , we denote
Here µ is the measure associated with the Riemannian metric g. The classical Moser-Trudinger inequality (see [ChY2, F, M] ) tells us that for every u ∈ H 1 (M ) \ {0} with u = 0, we have
(1.2)
Here c (M, g) is a positive constant independent of u.
A direct consequence of (1.2) is the following Moser-Trudinger-Onofri inequality: for every u ∈ H 1 (M ) with u = 0, we have
(1.3) (1.3) seems to attract more interest than (1.2) in view of its close relation to Gauss curvature equation and spectral geometry through the classical Polyakov formula (see for example [On, OsPS] ). On the standard sphere, it is found in [A, corollary 2 on p159] that for u ∈ H 1 S 2 with u = 0 and S 2 x i e 2u(x) dµ (x) = 0 for i = 1, 2, 3, the constant 1 4π in (1.3) can be lowered i.e. for any ε > 0, we have log 1 4π S 2 e 2u dµ ≤ 1 8π + ε ∇u 2 L 2 + c ε .
(1.4)
Here c ε is a constant depending on ε only. A closely related question is to find the best constant in (1.3) and (1.4). In [On] , the best constant c 1 (M, g) for (1.3) is found on the standard S 2 . More precisely it is showed that for u ∈ H 1 S 2 with u = 0, we have log 1 4π S 2 e 2u dµ ≤ 1 4π ∇u 2 L 2 .
(1.5)
For (1.4), it is proved recently in [GuM] that the best constant c ε is 0. In another word, for u ∈ H 1 S 2 with u = 0 and S 2 x i e 2u(x) dµ (x) = 0 for i = 1, 2, 3, we have
This confirms a conjecture in [ChY1] . To motivate our discussion, let us look at some research on S 1 which has similar spirit as above. For convenience we let D be the unit disk in R 2 . For any u ∈ H 1 (D) with S 1 udθ = 0, the Lebedev-Milin inequality (see [D, chapter 5] ) tells us
This should be compared to (1.5).
On the other hand, as observed in [W] , it follows from the work of GrenanderSzego [GrS] on Toeplitz determinants that for any integer m ≥ 0, u ∈ H 1 (D) with
For m = 0, (1.8) is just (1.7). For m = 1, (1.8) is proved in [OsPS, section 2] . These inequalities should be compared to (1.6). Note that cos kθ and sin kθ are eigenfunctions of −∆ S 1 with eigenvalue k 2 . So (1.8) actually tells us we can improve the coefficient of ∇u D) further if e u is perpendicular to more eigenfunctions of −∆ S 1 . For a while, people wonder whether we have similar improvements of (1.4) or (1.6) on S 2 . The main aim of this note is to confirm this guess. To state the main results, we need some notations. For any nonnegative integer k, we denote P k = all polynomials on R 3 with degree at most k ; (1.9)
(1.12)
It is known that
is exactly the eigenspace of −∆ S 2 associated with eigenvalue k (k + 1). Moreover
(1.14)
We refer the reader to [SW, chapter IV] for these facts.
and for any p ∈
The importance of N m lies in the following theorem.
Theorem 1.1. Assume u ∈ H 1 S 2 such that S 2 udµ = 0 (here µ is the standard measure on S 2 ) and for every p ∈
• P m , S 2 pe 2u dµ = 0, then for any ε > 0, we have
The condition in (1.15) is the same as saying the cubature formula
for functions f on S 2 has nonnegative weights and degree of precision m (here we use the terminology in [HSW] ). Various cubature formulas are of great practical importance in scientific computing and have been extensively studied in the literature (see the review articles [Co, HSW] and the references therein). In particular, the number N m is discussed in [HSW, chapter 4] . It follows from [Co, theorem 7.1] or [HSW, theorem 4] that
Here [t] denotes the largest integer less than or equal to t. In our case when all the weights ν i 's are nonnegative, a simple proof of (1.18) is given on [HSW, p1203] . In general, finding the exact values of N m for all m's is still an open problem. On the other hand, it is straightforward to see that N 1 = 2 (see Example 4.1). Hence (1.4) follows from Theorem 1.1. It is also well known in numerical analysis community that N 2 = 4 (we provide an elementary proof of this fact in Lemma 4.1 for reader's convenience). As a consequence, we have Corollary 1.1. Assume u ∈ H 1 S 2 such that S 2 udµ = 0 and for every p ∈
• P 2 , S 2 pe 2u dµ = 0, then for any ε > 0, we have
In Section 2, we will derive some extensions of the concentration compactness principle in dimension 2. These refinements will be used in Section 3 to prove our main theorem. In Section 4, we discuss some elementary facts about N m . In particular we will show N 2 = 4. In Section 5, we will make a first effort toward related sharp inequalities generalizing (1.6).
Refinements of concentration compactness principle in dimension 2
In this section, we will extend the concentration compactness principle in dimension 2 developed in [L, section I.7] . These extensions will be crucial in the derivation of Theorem 1.1.
We start from a basic consequence of Moser-Trudinger inequality (1.2).
Lemma 2.1. For any u ∈ H 1 (M ) and a > 0, we have
Proof. Without losing of generality, we can assume u is nonnegative and unbounded.
We have
when b is large enough. It follows that
Next we prove a localized version of [L, Theorem I.6 ].
Lemma 2.2. Assume u i ∈ H 1 (M ) such that u i = 0 and ∇u i L 2 ≤ 1. We also assume u i ⇀ u weakly in H 1 (M ), u i → u a.e. and
Proof. For basics about measure theory we refer the readers to [EG] .
p1 . It follows that for i large enough,
To continue, we observe that for any ε > 0,
Hence e
for any q < ∞ (by Lemma 2.1) and e 8π(1+ε
Holder's inequality that e
Corollary 2.1. With the same assumption as in Lemma 2.2, let
for some x 0 ∈ M , u = 0 and after passing to a subsequence, e
in measure for some c 0 ≥ 0.
Proof. First we assume κ < 1. Let 1 ≤ p < 1 κ , then for any x ∈ M , σ (x) < 1 p . Hence for some r x > 0 small, we have σ B rx (x) < 1 p . By the compactness of M , we see
Here r i = r xi . Then Next we assume κ = 1. Since
and u = 0, we see u = 0 and σ = δ x0 for some x 0 ∈ M . For r > 0 small, we know e
). It follows that after passing to a subsequence, e 4πu 2 i → 1 + c 0 δ x0 in measure for some c 0 ≥ 0. Now we are ready to derive the main refinement of the earlier concentration compactness principle.
We also assume u i ⇀ u weakly in
9)
here ν i ≥ 0 and N i=1 ν i = 1. Proof. First we claim that if K is a compact subset of M with σ (K) < 4πα, then ν (K) = 0. Indeed, we can find another compact set K 1 such that K ⊂ int K 1 and σ (K 1 ) < 4πα. Fix a number p such that 1 4πα
here c is a constant independent of i. Using
It follows that
It follows that ν (K) = 0.
If σ (x) < 4πα, then for some r x > 0 small, we have σ B rx (x) < 4πα. It follows from the claim that ν B rx (x) = 0. Hence
In another word, ν = N i=1 ν i δ xi with ν i ≥ 0 and
3. Proof of Theorem 1.1
and α > 0 be given. Here is our strategy to show for any u ∈ H 1 (M ) with u = 0 and
This will be proven by contradiction argument. If it is not the case, then there
After passing to a subsequence, we have
4) then it follows from Proposition 2.1 that
here ν i ≥ 0 and
On the other hand we have
In another word, we have
for 1 ≤ j ≤ L. We hope to get contradiction from these inequalities.
Proof of Theorem 1.1. Let α = 1 4πNm + ε. If (1.16) is not true, then the above discussion gives us
This contradicts with the choice of α.
The number N m
We start with the following basic observation.
Example 4.1. N 1 = 2. It is clear that N 1 ≥ 2, on the other hand, by picking x 2 = −x 1 , we see N 1 ≤ 2. Hence N 1 = 2.
Lemma 4.1. N 2 = 4.
Proof. Indeed it follows from (1.18) that N 2 ≥ 4. Here we give a direct proof. Note that N 2 ≥ N 1 = 2. If N 2 = 2, then we have ν 1 x 1 + ν 2 x 2 = 0. It implies ν 1 = ν 2 = 1 2 . Hence x 2 = −x 1 . By rotation, we assume x 1 = (0, 0, 1). Let p (y) = y 2 1 , then
We get a contradiction. If N 2 = 3, then we have ν 1 x 1 + ν 2 x 2 + ν 3 x 3 = 0. It follows that x 1 , x 2 , x 3 must lie in a plane. By rotation we can assume that plane is the horizontal plane. Let p = y 2 3 , then
This gives us a contradiction. Hence we only need to find x 1 , x 2 , x 3 , x 4 ∈ S 2 , ν 1 , ν 2 , ν 3 , ν 4 ≥ 0 with ν 1 + ν 2 + ν 3 + ν 4 = 1 such that for any p ∈
• P 2 , we have
We claim the four vortices of a regular tetrahedron inside the unit sphere with ν i = 1 4 for 1 ≤ i ≤ 4 would satisfy the property. Indeed, let x 1 = (0, 0, 1) ;
, − 1 3 ;
Then we have x 1 + x 2 + x 3 + x 4 = 0. Moreover using
checking (4.1) for each p in the base verifies the identity.
It remains an interesting question to find N m for all m's.
A sharp inequality by perturbation
In this section we prove a sharp inequality by the perturbation method in the same spirit as [ChY1] .
Theorem 5.1. There exists an a 0 < 1 8π such that for all u ∈ H 1 S 2 satisfying S 2 udµ = 0 and for every p ∈
• P 2 , S 2 pe 2u dµ = 0, we have
For convenience we denote
For a given number a ∈ 1 16π , 1 8π , it follows from Corollary 1.1 that for every u ∈ S 2 , log 1
We claim s is achieved. Indeed if u i ∈ S 2 is a minimizing sequence, then
Here c is a constant independent of i. Choose a number ε with 0 < ε < a − 1 16π . Using Corollary 1.1 we have
After passing to a subsequence we can find u ∈ H 1 S 2 such that u i ⇀ u weakly in H 1 S 2 . Hence u i → u in L 2 S 2 and we can also assume u i → u a.e. For any b > 0, we have
Hence u is a minimizer. Let u a be a minimizer for (5.4). When no confusion would happen, we simply write u instead of u a . We will show that if a is close enough to 1 8π , the minimizer u must be identically zero. This would imply Theorem 5.1.
To achieve this aim, we can assume
Hence applying Corollary 1.1 we get
It implies ∇u 2 L 2 ≤ c, a constant independent of a. Next we claim that as a → 1 8π , u a ⇀ 0 weakly in H 1 S 2 . Indeed if this is not the case, then we can find a sequence a i → 1 8π , u i = u ai such that u i ⇀ w weakly in H 1 S 2 and w = 0. We can also assume u i → w a.e. It follows from classical Moser-Trudinger inequality (see (1.2)) that
taking a limit we get
It follows from equality case of (1.4) (see [GuM] ) that w = 0. This gives us a contradiction.
Applying the Moser-Trudinger inequality (1.2) again we see for any
It follows that ∇u a L 2 = o (1) as a → 1 8π . To continue we observe that since
u satisfies the Euler-Langrage equation
for some ℓ = ℓ a ∈ H 1 and h = h a ∈ H 2 . Since H 1 + H 2 is a finite dimensional vector space, any two norms on it are equivalent. Hence we fix an arbitrary norm on H 1 + H 2 from now on. We claim that ℓ a → 0 and h a → 0 as a → 1 2π . For convenience we write λ = 1 4π S 2 e 2u dµ. Here we have used the fact u ∈ S 2 . Plug this equality back we see 12 − 1 2πa + o (1)
S 2 e 2u − λ 2 dµ ≤ 0.
Since a is close to 1 8π , we get S 2 e 2u − λ 2 dµ = 0. Hence u must be constant function. In view of the fact u = 0, we get u = 0. This finishes the proof of Theorem 5.1.
