We present a numerical model for the simulation of 3D poly-dispersed sediment transport in a Newtonian flow with free surfaces. The physical model is based on a mixture model for multiphase flows. The Navier-Stokes equations are coupled with the transport and deposition of the particle concentrations, and a volume-of-fluid approach to track the free surface between water and air. The numerical algorithm relies on operator-splitting to decouple advection and diffusion phenomena. Two grids are used, based on unstructured finite elements for diffusion and an appropriate combination of the characteristics method with Godunov's method for advection on a structured grid. The numerical model is validated through numerical experiments. Simulation results are compared with experimental results in various situations for mono-disperse and bi-disperse sediments, and the calibration of the model is performed using, in particular, erosion experiments.
Introduction
The modeling of sediment transport in rivers, lakes or shores is particularly relevant in hydraulic engineering to determine the amount and location of granular matters in the liquid. Sediments have indeed an influence on structural damages, operations efficiency and management, but also influence the efficiency of energy production in dam retention lakes. Moreover, the accumulation of river sediments in certain areas of the rivers modifies the natural environment, which might have important consequences for hydraulic energy production [1] or environmental regulations.
The modeling of sediment transport in a flow classically relies on a multiphase model. Two-phase flow models [2] [3] [4] use a second liquid field for the dilute sediment phase, with a different momentum equation in addition to that of the first liquid field, and possibly with a different rheology. The other alternatives are to macroscopically model the sediment concentration by an additional con- is highlighted in bold. At each time t ∈ (0, T ), the liquid domain t is separated from the ambient air by the water-air interface t . The water domain is described by its characteristic function ϕ, while the sediment concentration fs is bounded in the liquid by its maximal value fs CR .
A mathematical model for the simulation of Newtonian fluids with free surfaces, without sediment transport, has been presented and validated in [10] [11] [12] [13] , and has been applied to hydraulic engineering situations in [14] . It is extended here to include sediment transport. The addition of sediments has a direct effect on the density and viscosity of the flow. Reciprocally, the velocity of the flow is used to transport the sediment concentration, in addition to deposition effects due to the gravity.
An operator splitting approach allows to decouple the diffusion operator, the advection operator (by the mixture velocity) and the nonlinear transport operator for sediment deposition. A two-grids method couples a finite element discretization for the solution of a Stokes problem, with a finer structured grid of small cells for the discretization of advection operators and sediment deposition. While finite elements techniques are used for the approximation of the Stokes problem, a characteristics method and a Godunov method are used for the approximation of the linear and nonlinear transport problems respectively. Several numerical experiments validate the mathematical model presented in this work, starting with benchmark situations in simple geometries to real experiments for erosion problems, in which computational results are benchmarked against experimental results. Mono-and bi-disperse sediments are considered, and sensitivity analyses are performed.
The novelty of the proposed approach lies in the choice of a dedicated numerical method proposed to solve this multiphysics model, which couples sediment transport and free surfaces. The advocated splitting algorithm efficiently decouples the various physical phenomena and addresses each of them with dedicated techniques, involving finite elements, finite volumes and characteristics methods. Furthermore, there is no explicit tracking of the interfaces. The free surface between water and air is modeled by an Eulerian (volume-of-fluid) approach, while a diffuse interface modeling is used for the interface between water and the sediments.
This article is structured as follows. In Section 2 , we describe the mathematical model for coupling the evolution of a Newtonian fluid with free surfaces with sediment transport. Sections 3 and 4 detail respectively the time and space discretizations. The results of numerical experiments for various test cases are presented in Section 5 .
Mathematical model
Let us consider a bounded domain in R 3 with a sufficiently smooth boundary. Typically, we can consider a water reservoir or a dam retention lake, a sketch of which is illustrated in Fig. 1 in two space dimensions.
Let T > 0 be the final time of simulation. For any given time t ∈ (0, T ), let t ⊂ be the domain occupied by the fluid (mixture including sediments), so that the remaining part of the domain is occupied by the ambient air. Let t be the free surface between the liquid and the ambient air; it is defined by t := ∂ t \ ∂ (namely the boundary of the liquid domain that is not in contact with the boundary of the whole cavity).
The mathematical model reads as follows. First let us describe the set of unknowns. Let Q T denote the space-time domain
The liquid domain is described by its characteristic function ϕ:
Assuming that the liquid domain Q T is known and sufficiently regular, in the liquid region, the velocity field v : Q T → R 3 and the pressure field p : Q T → R are assumed to satisfy time-dependent, incompressible NavierStokes equations, with variable density and viscosity coefficients, and an additional Darcy-like reaction term modeling the porous solid matrix [15, 16] 
where v outside Q T is a regular extension of v inside Q T (see, e.g. ,
, where X ( t ) is the trajectory of a fluid particle which is at position X (0) at time t = 0 ,
The characteristic function of the liquid domain ϕ is given at initial time, which is equivalent to defining the initial liquid region 0 = { x ∈ : ϕ(x , 0) = 1 } . The initial velocity field v is prescribed in 0 (see below), and boundary conditions are given on the inlet part of ∂ .
Together, we consider a poly-dispersed model for the miscible sediment in the liquid. Assuming M populations of sediments (differing by size and/or density and/or shape), the presence rate of a sediment population is denoted by the solid fractions fs i :
This presence rate is a percentage of solid sediment in a given volume. The total amount of sediment
is actually limited by a critical maximum value fs CR < 1 that essentially depends on the shape of the sediment particles. In practise, if we consider a mono-disperse model with solid spherical particles and without consolidation, this value is approximately equal to 0.63.
We assume the liquid mixture velocity and pressure v : Q T → R 3 and p : Q T → R satisfy, in Q T :
2)
is the symmetric deformation tensor, g denotes the gravity field, and ρ( f s ) (resp. μ( f s ) ) is the density (resp. viscosity) of the fluid-sediment mixture. 
where ρ l (resp. ρ i ) is the fluid density (resp. the density of sediment i ). For the sake of notation, ρ( f s 1 , . . . , fs M ) is still denoted by ρ( f s ) . The viscosity μ = μ( f s ) , represents the apparent viscosity of the fluid with the suspended particles; it is modeled with the socalled Ishii and Zuber law for particle flows [18] :
where fs CO is a cohesion threshold parameter to be calibrated. The choice of (2.5) is validated in the literature for small values of the concentration fs . Moreover, the velocity in the Navier-Stokes equations is penalized with a Brinkman term using Carman-Kozeny empirical law, which represents the coupling with Darcy flow in 6) where K and ε are constants to be calibrated (in the numerical experiments, we consider K = 1 and vary ε), and d * is the local mean particle diameter computed as
Note that, practically, the parameter ε (0 < ε 1) avoids a division by zero when fs = fs CR in (2.6) . The Navier-Stokes equations (2.2) -(2.3) are completed with initial and boundary conditions. The initial conditions for the velocity are
while slip or no-slip boundary conditions are imposed on the boundary of the liquid domain ∂ t that is in contact with the boundary of the cavity ∂ . Surface tension effects on the liquidgas interface are not taken into account, and the ambient air is supposed to have no influence on the liquid, and is treated as vacuum. The boundary conditions on the liquid-gas interface are thus given by the no-force boundary condition:
with n the external normal vector to . The sedimentation transport model for each population of particles reads as follows: for i = 1 , . . . , M, the solid fraction fs i : Q T → R satisfy: 
where κ is a constant independent from fs i , v stokes, i is the maximal sediment velocity given by the Stokes' law: [19, 20] ). Other models for settling fluxes can be found in, e.g., [21, 22] . Note that here the following effects are not taken into account in the model at this point: the resuspension of sediments, the interactions between populations (e.g. aggregation or collisions), or the solid bed modeling (sediment that lies outside the liquid). However, numerical experiments reported in Section 5 indicate that this model is still sufficient to reproduce various interesting sediment ladden flows.
To summarize, the coupled multiphysics problem consists in finding the time evolution of the position of the volume fraction of liquid ϕ in the cavity , together with the velocity v , the pressure p , and the sediment solid fraction of each sediment particles population fs i in the liquid mixture domain only. 
Time discretization
M , n +1 at time t n +1 are computed by means of a semi-implicit splitting algorithm, which is illustrated in Fig. 2 . 
Diffusion operator
First, a discretized time dependent Stokes problem is solved in n to obtain a prediction of the velocity v n +1 / 2 and the pressure p n +1 in the liquid domain.
We proceed as follows: the approximations fs 
with zero force condition on the liquid-air interface ∂ n \ ∂ , and no-slip or pure-slip conditions on the boundary of the cavity .
Sedimentation deposition operator
Second, in the operator splitting strategy, (2.9) is decoupled into a transport equation (treated in Section 3.3 ) and a sedimentation deposition operator that describes the vertical deposition (along the gravity field) of the sediments. The deposition step consists in solving between t n and t n +1 :
together with the initial conditions 
It is solved with a classical finite-volume method for conservation laws (see for instance [23] ) which is described in Section 4.3 .
Advection operator
Third, the predicted velocity v n +1 / 2 can be used to transport the volume fraction of liquid ϕ n , the solid fractions fs
, and the velocity v n +1 / 2 itself (by considering the convection operator of the Navier-Stokes equations separately). Thus we compute corrections of the velocity v n +1 and solid fractions fs n +1 i defined on a new liquid domain n +1 defined thanks to ϕ n +1 . More precisely, this advection step consists in solving, between t n and t n +1 the following system of nonlinear equations:
with initial conditions ϕ n , fs n +1 / 2 i and v n +1 / 2 respectively. This system of hyperbolic equations is linearized and solved with a forward characteristics method, so that ϕ n +1 , fs n +1 i and v n +1 are respectively given by
for all x ∈ n . The new liquid domain n +1 is then defined as
Space discretization
In order to solve this multiphysics problem, a two-grids method is used, following [11] [12] [13] 17] . As illustrated in Fig. 3 (in two dimensions of space), a regular grid of small structured cells is used to solve the advection problems (3.6) -(3.8) and the sedimentation problem (3.2) , while the solution of the diffusion problem (3.1) is performed on a coarser unstructured tetrahedral finite element mesh. The goal of introducing a two-grid method is to increase the accuracy of the approximation of the free surfaces (by decreasing the numerical diffusion of the approximation ϕ n +1 in (3.6) ) and of the solution of the conservation laws, while keeping reasonable the computational cost of solving the Stokes problem. Adaptive techniques for both grids have been investigated in [12, 24] but are not discussed here.
Let T H be a finite element tetrahedral discretization of the cavity , with typical size H . The cavity is embedded into a parallelipipedic box discretized into a structured Cartesian grid C h , which is made out of small cells whose dimensions are denoted by ( h x , h y , h z ), with a typical size h := max { h x , h y , h z }. We label each cell by the indices ( ijk ), and denote by C ijk a generic cell of C h . Following [17] , we typically advocate H 3 h − 5 h in the numerical experiments presented hereafter.
Diffusion operator
Let ϕ n H be the volume fraction of liquid defined by the piecewise linear finite element approximation of ϕ n defined by its values at the vertices of T H . The liquid region n H is defined by the union of all tetrahedra of the finite element mesh T H having (at least) one of its vertices P with a value ϕ n
∈ Q H ) be piecewise polynomial approximations of v n (resp. p n ), using the finite element spaces 3 . Two-grid method (2D sketch): the advection problems and the hyperbolic conservation law are solved on a structured grid of small square cells C h (left), and the diffusion problem is solved on an unstructured finite element mesh T H (right).
for all w and q the velocity and pressure test functions, compatible with the essential boundary conditions on ∂ n H . The corresponding linear system is solved with a sequential preconditioned GMRES method.
Interpolation on the structured grid
The continuous P B 
where dist( ·, ·) denotes the Euclidean distance. A special treatment is applied when the cell center coincides exactly with the location of a degree of freedom in K .
Sedimentation operator
From now on, and for all numerical experiments presented in Section 5 , the gravity g is assumed to aligned with the Oz axis. Problem (3.2) is therefore an one-dimensional problem, which can be written as an instance of the generic one-dimensional nonlinear conservation law (using θ = θ (z, t ) as fs i ):
where
Let us consider one column of elements of C h , corresponding to the fixed indices ( i, j ), and denote by θ n i jk the value of the approximation θ n in the cell ( i, j, k ). Let us also note N Z the number of cells in the z-direction in the column ( i, j ). We use a time-explicit finite volume method, namely the Godunov scheme, to solve (4.5) :
where τ n is the largest time step such that τ n ≤ τ n , and max 0 <ξ < fs CR | f (ξ ) | ·τ n ≤ h z (potentially determined via subiterations), and F i j,k +1 / 2 is the flux between the cells k and k + 1
given by 
This relationship allows a fast computation of the fluxes. On the top and bottom of each column, from (4.6) , zero flux conditions are imposed, namely
allows to obtain a prediction fs n +1 / 2 i of the sediment concentration, which is corrected in the advection step below.
Other fluxes (instead of (4.6) ) have been suggested in the literature for the simulation of sediment deposition, e.g. [21, 22] . An approximate Riemann solver, such as the one introduced in [26] , may have to be considered for those cases.
If the gravity is not aligned with one of the coordinate axis, we have to consider a 3D scalar hyperbolic problem instead of (4.5) , and adapt the numerical techniques, for instance by solving two additional flux-differences problem like (4.7) , one per additional space dimension.
Advection operator
Equations (3.6) -(3.8) are implemented on the structured grid C h , using, at time t n , constant values within each cell C ijk . More precisely, the algorithm consists in moving the cell ( ijk ) along In order to enhance the quality of the approximation ϕ n i jk of the volume fraction of liquid, and reduce the numerical diffusion, we use a variation of the heuristic SLIC algorithm inspired by Noh and Woodward [27] to reduce the numerical diffusion of the front. Details can be found in [17] .
In order to avoid the artificial compression of the fluid and/or of the sediment concentration (i.e. when ϕ
i jk > fs CR for some ( ijk )), a post-processing technique redistributes the excess of liquid and solid fractions from over-filled cells to non-full cells. Related to global repair algorithms [28] , this decompression technique produces final values ϕ n +1 i jk (resp. fs n +1 i jk ) which are between zero and one (resp. zero and fs CR ). Details can be found in [17] . 23, 2018;7:49 ] sibly at the barycenter when projecting the velocity) of each tetrahedra K of the mesh T H , in order to restart the next time step with the Stokes problem. The volume fraction of liquid at the vertex P is computed by considering all the cells in the tetrahedra that are adjacent with P:
Projection on the finite element triangulation
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(4.10)
If the point considered is the barycenter of a tetrahedron K , the formula is modified to account only for the element K and not the adjacent tetrahedra.
When the values of ϕ n +1 H are available at the vertices of T H , the liquid region n +1 H is defined as follows: an element of the finite element mesh T H is said to be liquid if (at least) one of its vertices P has a value ϕ n +1 P 3) . More precisely, piecewise constant approximations of those quantities are first computed on the structured grid C h following (2.4) -(2.6) , based on the piecewise constant approximations of the sediment concentrations that are obtained on the grid of cells after the advection step. These values are then interpolated on the finite element mesh to obtain piecewise constant approximations of the physical properties. For instance, the approximation of the density is given by: , to obtain piecewise constant approximations of those quantities on the finite element mesh T H .
Under the CFL condition (
, and provided that H 3 h − 5 h, the overall convergence rate of the numerical method is order one. Thus, when dividing H, h and τ by two, the error should be divided by two.
Numerical experiments
Numerical experiments are detailed in the sequel to validate the numerical approach, to benchmark the computational results with experiments, and to discuss the limits of the underlying physical models.
Sedimentation of polystyrene particles in a still fluid
The goal of the first experiment is to validate the numerical treatment of the sediment operator in the multiphysics problem, and confirm the convergence of the method when the discretization parameters tend to zero.
In order to do so, let us consider the sedimentation of sus- This sedimentation process has been investigated in [21] with a comparison between a 1D model and experimental results, and in [29] with a multiphase 2D model.
If we consider the parabolic flux (2.10) , and the corresponding analytical prototypical problem for θ ∈ (0, θ max ), ∂θ ∂t
with α = κv stokes /θ max , θ max = fs CR , and with a discontinuous initial solution that reads:
In such case, an analytical solution can be obtained explicitly, and we obtain the development of two shockwaves, with shock speeds respectively equal to −0 . 12 and +0 . 48 . The intersection of the two shocks takes place at ( t , z ), with . These results show not only a very good agreement of the computational results with existing ones, but also the convergence of the method when the discretization parameters tends to zero. In order to quantitatively assess the convergence of the approximated solutions, we define two error estimates. The first estimate is based on the approximation error on the time trajectories of the interfaces (and the final time); the second is based on the L 1 error on the solution of the hyperbolic equation. Namely:
where z 1 (t) = z − + α0 . 48 t (resp. z 2 (t) = α(−0 . 12) t) denote the time evolution of the lower and upper interfaces, z 1 h , z 2 h their respective numerical approximations, and t the exact time of intersection of the two trajectories. The position of the interfaces z 1h ( t ) and z 2h ( t ) are computed on the grid C h as follows. The position z 1h ( t ) is given by the vertical position of the center of the first cell (swept from bottom to top) such that fs n +1 i jk > fs CR − ε P , where ε P = 10 −5 . Reciprocally, the position z 2 h( t ) is given by the vertical position of the first cell (swept from top to bottom) such that fs n +1 i jk < ε P . Fig. 6 illustrates the convergence of these estimates when the discretization parameters h, H and τ tend to zero, and shows an appropriate first order convergence order.
Erosion by an impinging liquid jet
In order to validate the numerical algorithm for the multiphysics model, we consider the benchmark simulation of the erosion of a immersed granular bed by an impinging liquid jet perpendicular to the surface of the consolidated sediment. We consider this erosion process as described in [30, 31] , and U J denotes the mean velocity of the inflow velocity, b is the diameter of the injection tube, and μ l (resp. ρ l ) is the pure water viscosity (resp. density). The liquid can exit at the top of the domain (to compensate for the liquid injected), so that the domain is full at all times. The boundary conditions on the remaining part of the boundary of the domain are homogeneous Dirichlet boundary conditions, except for slip boundary conditions on the lateral walls. The water jet erodes the sand bed to create a hole of width D and depth H . This numerical experiment is used to study the properties of the algorithm, to validate the mesh convergence of the algorithm, and to calibrate the numerical parameters of the model. Fig. 8 illustrates snapshots of the solution, in particular the sediment profile at various times, and illustrates the stationary regime of the flow velocity. First, let us consider the grids containing 267,520 finite elements and 48,132 vertices in T H , and 1,071,360 cubic cells in C h , and obtain the appropriate value of the time step. The value of the time step allows to define a CFL number for the simulation that both allows to maintain stability conditions, and is large enough to minimize the computational effort. Numerical experiments have shown that a CFL number equal to 6 ( τ = 0 . 003 [s]) is appropriate to balance those effects; Fig. 9 illustrates that this value is the value that provides a less diffusive solution. Fig. 10 shows the time evolution of the depth H and width D of the eroded hole respectively, and confirms that the erosion process has reached a stationary state after roughly T = 6 [s], time suitable for all the simulations in the sequel.
In order to study the convergence of the solution when the discretization parameters tend to zero, we consider three discretizations, respectively, with: From now on, we consider the intermediate mesh and proceed to the calibration of the parameters involved in the model. Namely, the calibration of the model relies on determining the values of the numerical parameters ε (the regularization parameter in the Carman-Kozeny coefficient), and fs CO (the cohesion threshold). Numerical experiments have shown that optimal values are given by ε = 10 −9 and fs CO = 0 . 62 (with fs CR = 0 . 63 ). The choice of these values is based on the best fit with experiments provided in [30, 31] , as illustrated in the sequel for these optimal values.
The numerical results obtained with the proposed method are compared with experimental results from [30, 31] . Fig. 12 illustrates the values of the width D and depth H of the eroded hole as a function of the inlet velocity magnitude. The results are presented in the same fashion as in [31] , namely by expressing the nor-
, where λ = 10 b is a suggested correction of the distance L between the inlet and the sand interface), as a function of the erosion number E c (defined
In agreement with [31] , we consider inflow velocities inducing Reynolds numbers between Re = 630 and Re = 1890 . Results in Fig. 12 (first row) show that the higher the Reynolds number, the deeper and wider the 
Plunge pool scour
The second experiment is the time evolution of plunge pool scour, caused by an inclined impinging jet of water on a sediments bed. The impact of the inclined jet into the sediments creates a pool scour and a ridge with the transported sediments. As highlighted in [32] [33] [34] , such jets provoke turbulence in the flow, but eventually converge to steady state conditions for the scour depth and ridge height. Experimental results have been presented in [33, 34] , while simulations with Flow-3D have been validated in [32] .
We consider the full 3D numerical setup used in [32] and illustrated in Fig. 13 post-processed as in [32] , and compared with experimental results. We observe that, albeit some numerical diffusion appears (especially for coarser meshes, which is not surprising for 3D calculations), the slope of the graph is adequately reproduced; furthermore, the numerical results improve when the mesh discretization parameters tend to zero.
Flume bi-disperse gravity currents
In order to validate our numerical method with poly-disperse sediments, we consider a miscible flume lock-exchange experiment considered in [35] . It consists of increasing the density of a fluid with a fixed volume of fine silicon carbide particles. This fluid is then released into clear water by removing a separating lock gate. Seven experiments are considered, the proportions of coarse and fine particles varying as specified in Table 1 . This experiment is a pseudo-2D experiment; compared to [35] , the domain is reduced here to a width of 0.02 [cm] along the Oy direction for computational purposes (the dimensions in Ox and Oz directions remain unchanged). The upper free-surface between water and air is not considered and pure slip boundary conditions are applied instead at the top boundary of the domain.
Simulations are performed on a (relatively coarse) discretization ( H = 20 [mm], h = 4 [mm], 53,740 tetrahedra in the finite element mesh and 142,500 cells in the structured grid). Numerical experiments are compared with experiments reported in [35] , for various configurations of CFL and boundary conditions. In particular, we compare the sediment front evolution between dense and light miscible liquids (see also [9] for a similar approach for a lockexchange experiment when the two liquids are immiscible). The time step is adapted automatically to ensure that the CFL condition
The experimentalists wait at least 450 [s] to ensure that the deposition of all particles is achieved. When using the characteristics method for the advection of the velocity, one has to consider large CFL numbers ( C CF L 3 − 6 numerically), and thus large time steps, to guarantee the efficiency and accuracy of the method over this time frame [17, 24] . Simulations have been achieved with the adjusted parabolic sedimentation flux. Fig. 17 represents the computed location of the sediment flow front reached at fixed times, which compares very well with measurements from [35] . According to simulation results, the dependency of the flow velocity upon grain size is strongly nonlinear.
A comparison of the deposit density is illustrated in Fig. 18 ; it shows the total deposit density (for fine and coarse particles), quantified by the concentration of particles on the boundary of the tank after 450 [s] of simulation for all experiments. The general trends and orders of magnitude are accurately tracked, and compare well with the corresponding graph from [35] . 
Sediments flushing
We discuss a last numerical experiment, in order to define the range of capability of the physical model, but also illustrate its limitations. We consider a flushing process as described in [36] (and references therein). The importance of flushing techniques has been described, e.g., in [37] , for both industrial applications in dams, and natural configurations in rivers and lakes. The experiment consists of a bed load of non-cohesive sediments, initially at rest at the bottom of a channel, as illustrated in Fig. 19 We first evaluate the convergence of the numerical method, when the discretization parameters (time step and mesh size) decrease. In order to do so, we run a simulation over 2. In a second step, numerical results are compared with experimental results in [36] . We extend the simulation until T = 48 . 0 [s]. Fig. 21 illustrates a comparison between computed and measured sediment profiles. Computed results do not provide profiles with exactly the same slope for the sediment bed as that of experimental results. We infer that this difference comes from the limited physical model considered here, which does not include the resuspension effects of the sediments in the liquid. These effects have been highlighted in [36] , when considering the so-called Shields model, and have been deemed to be necessary to match experimental results.
Conclusion and perspectives
A three-dimensional numerical model for the transport and sedimentation of poly-dispersed particle populations within a Newtonian flow with free surfaces has been designed. The operator splitting strategy, and the appropriate mix of finite elements, finite volumes and structured grids, has proved to be very flexible to incorporate various numerical solvers. The model has been calibrated versus experiments; the numerical results agree with experimental measurements for pure sedimentation, erosion processes and impinging jets. However, a more complete physical model for the sediments resuspension is missing to adequately model flushing experiments for instance. Future perspectives will thus include the extension of the model with more complete physical components such as re-suspension of cohesive particle bed, the introduction of interactions between populations, and the simulation of real-life 3D topographies.
