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by Dar l  D. Bien 
Lewis Research Center 
ABSTRACT 
This  a n a l y s i s  cons iders  t h e  optimum a l l o c a t i o n  of redundancy i n  a 
system of ser ia l ly-connected  subsystems i n  which each subsystem. i s  of 
t h e  k-out-of-n type. The two problems t r e a t e d  a r e  ( a )  maximization of 
system r e l i a b i l i t y  s u b j e c t  t o  m u l t i p l e  c o s t  c o n s t r a i n t s  and (b)  minimi- 
m 
I z a t i o n  of some func t ion  of  m u l t i p l e  c o s t s  whi le  maintaining a t  least a 
W 
minimum acceptable  l e v e l  of r e l i a b i l i t y .  
Five techniques a r e  presented  f o r  so lv ing  one o r  bo th  of t h e s e  
problems. Since t h e  choice of s o l u t i o n  technique i s  determined by such 
t h ings  a s  computer program a v a i l a b i l i t y ,  degree of accuracy needed, 2nd 
e x t e n t  of d e s i r e d  optimum s u r f a c e  mapping, t h e  r e l a t i v e  m e r i t s  of .these 
techniques a r e  d iscussed .  
The s e r i e s - p a r a l l e l  redundancy opt imiza t ion  problem i s  a s p e c i a l  
case  of t he  problem t r e a t e d  here .  For t h i s  ca se ,  approximate s o l u t i o n s  
i n  c losed  form a r e  presented ,  These s o l u t i o n s  a r e  compared wi th  solu-  
t i o n s  produced by a method of exac t  op t imiza t ion .  
INTRODUCTION 
There i s  a b a s i c  c o n f l i c t  i n  u t i l i z i n g  redundancy i n  a system, 
The a d d i t i o n  of redundant components i nc reases  t h e  c o s t s  - measured i n  
weight ,  volume, money, e t c .  - a t  the  same time t h a t  i t  inc reases  r e l i -  
a b i l i t y .  Redundancy op t imiza t ion  i s  an e f f o r t  t o  minimize t h i s  c o n f l i c t ,  
The s imp les t  redundancy arrangement i s  one f o r  which n components 
a r e  connected i n  p a r a l l e l  and f o r  which t h e  requi red  func t ion  i s  per-  
formed a s  long a s  a t  l e a s t  one of t h e  components func t ions  p rope r ly ,  If 
a l l  components a r e  i d e n t i c a l  and equa l ly  s u s c e p t i b l e  t o  f a i l u r e ,  the  
arrangement i s  c a l l e d  p a r a l l e l  redundancy, When s e v e r a l  such p a r a l l e l  
subsystems a r e  s e r i a l l y  connected, t he  f a m i l i a r  s e r i e s - p a r a l l e l  system 
r e s u l t s  a s  seen  i n  f i g u r e  I. It i s  f o r  t h i s  p a r t i c u l a r  system t h a t  most 
of t h e  redundancy opt imiza t ion  procedures have been developed. 
A more genera l  redundancy arrangement i s  one which r e q u i r e s  at  
l e a s t  k of n components t o  func t ion  proper ly  f o r  subsystem success ,  
The s e r i a l  connection of s e v e r a l  such subsystems r e s u l t s  i n  t he  s e r i e s  
k-out-of-n system a s  seen i n  f i g u r e  2 .  
The problem of opt imal ly  a l l o c a t i n g  redundancy i n  t he  s e r i e s  
k-out-of-n system i s  t r e a t e d  h e r e i n ,  Study of t h i s  problem was motf- 
vated  because (1) k-out-of-n subsystems a r e  important by themselves and 
(2) k-out-of-n subsystems inc lude  a s  s p e c i a l  cases  t h e  p a r a l l e l  and s e r i e s  
subsystems. 
F i n a l l y ,  closed-form approximate equat ions  a r e  given f o r  optimum re- 
dundancy a l l o c a t i o n  f o r  t he  s e r i e s - p a r a l l e l  system. 
mDUNDANCY ALLOCATION PROBLEMS 
Problem I: Maximizing r e l i a b i l i t y  s u b j e c t  t o  m u l t i p l e  cos t  c o n s t r a i n t s  
The func t ion  t o  be maximized i s  t h e  system r e l i a b i l i t y  R given by 
where r is  the  r e l i a b i l i t y  of t h e  ith subsystem and t h e r e  a r e  m i 
such subsystems connected i n  s e r i e s ,  Associated wi th  each component of  
subsystem i t h e r e  a r e  s d i f f e r e n t  c o s t  f a c t o r s ,  none of which can 
exceed t h e  al lowable resource  C Hence, t he  c o n s t r a i n t  function 
~j max" 
i s  given by 
cijni C C ( j = l , s ;  n .  i n t e g e r )  j max 1 
where c is  t h e  -jth rype of  cos t  of a s i n g l e  component of t h e  i t h i j 
t h 
subsystem, n is  t h e  number s f  components i n  t h e  i subsystem, and i 
where t h e  * s u b s c r i p t  denotes  summation over i = l , m .  
Problem 11: Minimizing some func t ion  of mu l t ip l e  c o s t s  whi le  main- 
t a i n i n g  a minimum acceptable  system r e l i a b i l i t y  
The func t ion  t o  be minimized i s  some func t ion  of t h e  s cos t  
f a c t o r s  
s u b j e c t  t o  t h e  c o n s t r a i n t  t h a t  
SUBSYSTEM RELIABILITY EQUATIONS 
For simple p a r a l l e l  subsystems t h e  subsystem r e l i a b i l i t y  i s  
n 
r = l -  i i i (5) 
where qi t h i s  t h e  f a i l u r e  p r o b a b i l i t y  of t h e  i component. 
For k-out-of-n subsystems, t h e  subsystem r e l i a b i l i t y  i s  given by 
t h e  binomial summation 
where = 1 -  P i  q i  i s  t h e  success  p r o b a b i l i t y  of t h e  ith component. 
I n  p r i n c i p l e ,  t h e  optimum a l l o c a t i o n  of redundancy can be  achieved 
by examining a l l  p o s s i b l e  combinations of components and choosing the 
ones which s a t i s f y  t h e  requirements of r e l i a b i l i t y  and/or  c o s t s ,  This, 
however, involves  an ino rd ina t e  expenditure  of e f f o r t .  Several  methods  
have been used t o  o b t a i n  s o l u t i o n s  f o r  t h e  s e r i e s - p a r a l l e l  system with- 
ou t  searching  a l l  combinations. Five of t h e s e  methods have been adapted 
t o  t h e  prob3em of s e r i e s  k-out-of-n systems and these  methods a r 9 , b r i e f l y  
d iscussed .  A more d e t a i l e d  account of t hese  techniques i s  contained i n  
Bien (1970). 
M%THODS OF SOLUTION 
The f i r s t  method i s  due t o  K e t t e l l e  (1962) and was modified by 
Proschan and Bray (1965) t o  i nc lude  m u l t i p l e  cos t  f a c t o r s .  Their  work, 
of course ,  i s  f o r  t he  s e r i e s - p a r a l l e l  system model. K e t t e l l e ' s  mmodrEied 
method i s  used t o  genera te  t he  complete family of s o l u t i o n s  over  a range 
of r e l i a b i l i t y  and c o s t s  bu r ,  s i n c e  i t  is  a dynamic programming technique,  
i t  i s  plagued by t h e  problem of d imens ional i ty .  The second method uses  
Lagrange m u l t i p l i e r s  a s  appl ied  t o  nond i f f e ren t i ab l e  func t ions  (Eve re t t ,  
1963) t o  genera te  t h e  "best" s o l u t i o n s  wi th  much l e s s  e f f o r t  than 
K e t t e l l e ' s  method, The t h i r d  method involves  s e l e c t i n g  consecuriveLy 
f o r  redundancy t h e  subsystem which con t r ibu te s  t h e  g r e a t e s t  r e l i a b i l i t y  
per  u n i t  of weighted c o s t s  (Barlow and Proschan, 1965).  By genera t ing  
s o l u t i o n s  f o r  a g r i d  of weighting f a c t o r s ,  t h i s  method g ives  the same 
s o l u t i o n s  a s  t h e  Lagrange m u l t i p l i e r  method. These l a s t  two methods a r e  
s u b j e c t  t o  some r e s t r i c t i o n s  on t h e  subsystem r e l i a b i l i t y  equat ion ,  
Two o the r  methods a r e  a v a i l a b l e  f o r  t r e a t i n g  Problem I ,  t h e  maxi- 
mizat ion  of r e l i a b i l i t y  s u b j e c t  t o  s e v e r a l  cos t  c o n s t r a i n t s .  mare m d  
Taylor (1969) use a multi-dimensional knapsack formulat ion of the s e r i e s -  
p a r a l l e l  system opt imiza t ion  problem. Using a branch-and-bound procedure,  
they  o b t a i n  t h e  exac t  s o l u t i o n  t o  Problem I. It i s  shown i n  Bien (1970) 
t h a t  t h e i r  procedure is  a l s o  v a l i d  f o r  t h e  s e r i e s  k-out-of-n system, 
The f i n a l  method of so lv ing  t h i s  problem is  due t o  Mizukami (1!968). For 
maximizing concave func t ions ,  h i s  method i s  r e f e r r e d  t o  a s  t h e  method of  
concave and i n t e g e r  programming. The r e l i a b i l i t y  func t ion  which i s  t o  
be maximized i s  made approximately piecewise l i n e a r  i n  h i s  paper ,  Methods 
of l i n e a r  programming can thus  be used t o  o b t a i n  approximate s o l u t i o n s  t o  
t h i s  problem. 
EXAMPLE PROBLEM 
Shown i n  f i g u r e  3 i s  an example of a s e r i e s  k-out-of-n system eon- 
s i s t i n g  of fou r  subsystems. The component success  p r o b a b i l i t y ,  monetary 
c o s t ,  and weight a r e  shown i n  t h e  f i g u r e .  The va lues  of ki a r e  3?Z,L, 
and 4 a s  denoted by the  l a c k  of shading. This example problem1 was solved 
by t h e  f i r s t  t h r e e  methods and t h e  r e s u l t s  a r e  shown i n  f i g u r e  4 ,  
The complete s e t  of con f igu ra t ions  having system cos t  between 115 
and 130 while  system r e l i a b i l i t y  i s  between 0.90 and 0.95 l i t e r a l l y  f i l l s  
the  t r i a n g u l a r  a r e a  below and t o  t he  r i g h t  of t h e  s o l i d  l i n e  i n  f i g u r e  4 ,  
Only t h e  optimum o r  undominated s o l u t i o n s  a r e  noted i n  t he  f i g u r e ,  That 
i s ,  any o t h e r  con f igu ra t ion  i s  e i t h e r  more c o s t l y  f o r  t he  same r e l i a b i l i t y  
o r  l e s s  r e l i a b l e  f o r  t h e  same c o s t s .  
COMPARISON OF METHODS 
The method of K e t t e l l e  (1962) provides  t h e  complete family of undom- 
i n a t e d  a l l o c a t i o n s  t o  be redundancy opt imiza t ion  problems. It i s  a dy- 
namic programming procedure and, hence, becomes q u i t e  unwieldy f o r  l a r g e  
systems s u b j e c t  t o  many c o n s t r a i n t s .  It i s  r e a d i l y  adapted t o  computer 
a n a l y s i s ,  however, and Proschan and Bray (1965) d i scuss  a computer pro- 
gram capable of handl ing a maximum of t h r e e  c o n s t r a i n t s ,  a maximum of  
s ix ty - fou r  subsystems, a maximum of t e n  components i n  each subsystem, and 
a maximum of 1024 e n t r i e s  i n  t he  dominating s e t  a t  any combination of sub- 
systems. According t o  them, the  only method f o r  determining whether i t  
i s  p r a c t i c a l  t o  s o l v e  a given problem i s  t o  at tempt  t o  f i n d  the  s o l u t i o n ,  
K e t t e l l e  (1962) and Proschan and Bray (1965) both introduced an a s s m p -  
t i o n  i n  producing t h e i r  dominating s e t s ,  r e s u l t i n g  i n  an e r r o r  i n  r e l i -  
a b i l i t y  no more than  ( 1  - R ) ~ .  That unnecessary assumption was el imin-  
a t ed  from t h e  development presented  i n  Bien (1970), t h e  procedure p r s -  
ducing exac t  s o l u t i o n s .  
A p a r t i a l  l i s t  of undominated s o l u t i o n s  comprising t h e  convex-hull, 
o r  "best",  optimum a l l o c a t i o n s  i s  determined by t h e  method of Lagrange 
m u l t i p l i e r s  due t o  Eve re t t  (1963). A t r ia l -and-er ror  procedure i s  r e -  
qu i red  i n  t he  s e l e c t i o n  of t h e  Lagrange m u l t i p l i e r s ;  t he  m u l t i p l i e r s  
y i e l d i n g  t h e  opt imal  s o l u t i o n s  a r e  no t  known beforehand bu t  a r e  pro- 
duced i n  t h e  course of t h e  s o l u t i o n .  This technique i s  most u s e f u l  i n  
determining t h e  s i n g l e  b e s t  a l l o c a t i o n  s a t i s f y i n g  t h e  c o n s t r a i n t s  r a t h e r  
than  i n  genera t ing  the  optimum s o l u t i o n s  over a range of the  constraints, 
The complexity i nc reases  s u b s t a n t i a l l y  wi th  the  number of c o n s t r a l n r s ,  an  
obvious disadvantage f o r  t h e  many-constraint problem. 
The same convex-hull p o i n t s  a r e  produced more r e a d i l y  by the meshcd 
of balancing s e n s i t i v i t i e s .  Because t h e  procedure begins w i t 1 1  subsystems 
whose r e l i a b i l i t y  i s  a t  t h e  lower end of a range of i n t e r e s t ,  che p r o -  
cedure i s  p a r t i c u l a r l y  s u i t e d  t o  t h e  case  f o r  which a  s e t  of solutions -ts 
d e s i r e d  s a t i s f y i n g  a  range of c o n s t r a i n t s .  The convex h u l l  s o k u t i o n s  &re 
produced wi th  much l e s s  e f f o r t  than by the  method of K e t t e l l e  (1962J. 
The t r ia l  and e r r o r  involved i n  s e l e c t i n g  the  app ropr i a t e  we igh t i f ig  Eac- 
t o r s  i s  minimal compared t o  t h e  t r i a l  and e r r o r  involved i n  the method 
of Lagrange m u l t i p l i e r s ,  Since a l l  combinations of weight ing factors 
must be i n v e s t i g a t e d  i n  order  t o  a s s u r e  t h a t  none of t h e  posseble  soiu- 
t i o n s  i s  missed, t h e r e  i s  an obvious problem of d imens ional i ty  Par  prob- 
lems involv ing  many c o n s t r a i n t s .  
The l a s t  two procedures produce only t h e  convex h u l l  p o i n t s  and, 
a s  such,  they  may m i s s  t h e  opt imal  a l l o c a t i o n s  of i n t e r e s t ,  Tt 1 s  sug- 
ges ted  t h a t  one of t hese  l a s t  two methods be used t o  produce an  optlmal 
a l l o c a t i o n  whose r e l i a b i l i t y  o r  cos t  vec to r  i s  a t  t h e  lower end of the 
range of f n t e r e s t ,  This  a l l o c a t i o n  could then be used a s  a s t a r r r n g  
p o i n t  f o r  t h e  dynamic programming procedure and t h e  success ive ly  l a r g e r  
redundancy a l l o c a t i o n s  could be produced wi th  much l e s s  e f f o r t  than rf 
j u s t  t h e  dynamic programming procedure alone were used. 
The method of Ghare and Taylor (1969) produces exac t  s o l u t i o n s  t o  
Problem I, the problem of maximizing r e l i a b i l i t y  s u b j e c t  t o  s e v e r a l  
cos t  c o n s t r a i n t s ,  They have w r i t t e n  a  computer program so lv ing  prablems 
of up t o  100 subsystems, up t o  15 c o n s t r a i n t s ,  and up t o  500 redundant 
components f o r  t h e  s e r i e s  p a r a l l e l  system. Thei r  program requr re s  only 
5500 words of memory space on the  IBM 360/50 system. 
The method of i n t e g e r  concave programming (Mizukami, 1968) produces 
approximate s o l u t i o n s  t o  Problem I. The advantage of t h i s  tecbnrque i s  
t h a t  s tandard  l i n e a r  programming methods can be used. For i n t e g e r  solu- 
t i o n s ,  he sugges ts  Gomory's (1958) i n t e g e r  l i n e a r  programming technique, 
The approximations introduced by t h i s  method can be made a r b i t r a r i l y  
good bu t  a t  a c o s t  i n  complexity, 
THE SERIES-PARALLEL SYSTEM 
The method of Lagrange m u l t i p l i e r s  w a s  used t o  ob ta in  closed-form 
s o l u t i o n s  f o r  s e r i e s - p a r a l l e l  redundancy opt imiza t ion  when only a s i n g l e  
type  of cos t  i s  of i n t e r e s t .  Solu t ions  thus  obta ined  a r e  approximate i n  
t h a t  t h e  r e s u l t a n t  numbers of components a r e  no t  n e c e s s a r i l y  integral. 
However, such non-integer s o l u t i o n s  may be  good enough f o r  most purpcses; 
i f  n o t ,  they form a convenient b a s i s  f o r  an i n t e g e r  programming 
f o rnu la t ion .  
Maximizing R e l i a b i l i t y  f o r  Fixed Cost 
For t he  s e r i e s - p a r a l l e l  system, t h e  func t ion  t o  be maximized i s  
s u b j e c t  t,o 
where x i s  the  continuous v a r i a b l e  f o r  number of components i n  i 
subsystem i, The r e s u l t a n t  s o l u t i o n  by Lagrange m u l t i p l i e r s ,  which i s  
good f o r  reasonably r e l i a b l e  systems, i s  
Minimizing Cost f o r  Fixed R e l i a b i l i t y  
The func t ion  t o  be minimized i s  
s u b j e c t  t o  
The r e s u l t a n t  equat ion  f o r  x i n  terms of R i s  f 
Equations (9) and (12) a l low ready de termina t ion  of x i n  t e r n s  i 
of a l l  known q u a n t i t i e s ,  An example problem was solved t o  check the use- 
f u l n e s s  of t h e s e  equat ions ,  T h e s y s t e m i s  shown i n  f i g u r e  5. In f i g u r e  6 
t he  optimum s o l u t i o n s  produced by t h e  methods of K e t t e l l e  (1962) and 
Evere t t  (1963) a r e  shown along wi th  the  curve of system r e l i a b i l i t y  05- 
tained us ing  x as a func t ion  of C from equat ion  (9) .  i 
I n  t h e  s e a r c h  f o r  op t imal  s o l u t i o n s ,  a r e a s o n a b l e  q u e s t i o n  concerns  
t h e  maximum r e l i a b i l i t y  a c h i e v a b l e  f o r  a f i x e d  c o s t  o r  t h e  minimum c o s t  
a c h i e v a b l e  f o r  a f l x e d  r e l i a b i l i t y .  These e q u a t i o n s  a l l o w  r a p i d  deter-  
m i n a t i o n  of t h o s e  optimum c o n d i t i o n s  t h e o r e t i c a l l y  a c h i e v a b l e  w i t h  non- 
i n t e g e r  numbers o f  components, I n  t h i s  way a systems d e s i g n e r  can de- 
t e r m i n e  whether  a g iven  d e s i g n  (arrangement o f  components) i s  near op- 
timum and hence whether  much cou ld  be ga ined  by s e a r c h i n g  f o r  the u n q u e  
optimum d e s i g n .  
SUMNARY AND DISCUSSION 
The o p t i m i z a t i o n  of redundancy i n  t h e  s e r i e s  k-out-of-n sys tem can 
b e  accomplished by a p p r o p r i a t e  u s e  o f  some of t h e  t e c h n i q u e s  used t o  
s o l v e  s i m i l a r  problems f o r  s e r i e s - p a r a l l e l  sys tems .  The two t y p e s  oi 
o p t i m i z a t i o n  problems c o n s i d e r e d  h e r e i n  are: 
(1)  Maximizing sys tem r e l i a b i l i t y  s u b j e c t  t o  m u l t i p l e  cosl: con- 
s t r a i n t s ,  and 
(2) Minimizing some f u n c t i o n  of t h e  m u l t i p l e  c o s t  f a c t o r s  s u b j e c t  
t o  m a i n t a i n i n g  a t  least a minimum a c c e p t a b l e  l e v e l  of sys tem r e l i a b r l i t y  
F i v e  t e c h n i q u e s  a r e  d i s c u s s e d  f o r  s o l v i n g  one o r  b o t h  of t h e  above 
problems w i t h o u t  r e s o r t i n g  t o  t h e  i n o r d i n a t e  e x p e n d i t u r e  of e f f o r t  re- 
q u i r e d  i n  examining a l l  p o s s i b l e  combinat ions  of components, These f i v e  
methods are: 
(1) K e t t e l l e ' s  (1962) dyr,mic programming procedure as modif le6 by ?ro~ohan 
and Bray (1965) t o  i n c l u d e  m u l t i p l e  c o n s t r a i n t s ,  
(2) E v e r e t t ' s  (1963) g e n e r a l i z e d  Lagrange m u l t i p l i e r  t e c h r u q u e ,  
( 3 )  The method of s e l e c t i n g  consecut ive ly  f o r  redundancy those  
subsystems which inc rease  t h e  r e l i a b i l i t y  per  u n i t  of weighted c o s t s  
by t h e  g r e a t e s t  amount; e .g . ,  Barlow and Proschan (1965). 
(4) Ghare and Taylor ' s  (1969) formulat ion of t h e  problem a s  a 
multi-dimensional knapsack problem us ing  a branch-and-bound procedure,  and 
(5) Mizukami's (1968) combined concave and i n t e g e r  p rog raming  
procedure. 
These f i v e  methods a r e  compared and an  example problem i s  solved by 
t h e  f i r s t  t h r e e  methods, 
Closed-form equa t ions ,  der ived  by t h e  use  of Lagrange m u l t i p l i e r s ,  
a r e  presented  f o r  t h e  s e r i e s - p a r a l l e l  system opt imiza t ion  problems of 
(1) Maximizing system r e l i a b i l i t y  whi le  maintaining a f ixed  s i n g l e  
c o s t  c o n s t r a i n t ,  and 
(2)  Minimizing a  s i n g l e  c o s t  whi le  maintaining a f i x e d  system 
r e l i a b i l i t y  , 
The use fu lnes s  of t he  equat ions  i s  shown by means of an example probl.ern, 
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Figure 1. - Typical series parallel system. 
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Figure 2 -Typical series k-out-of-n system. 
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Figure 3. - System of 4 k-out-of-n subsystems connected i n  series; example problem. 
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Figure 4. - Optimum solutions to example problem showing R as a function 
of C. and C. as the parameter. 
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Figure 5. - System of 4 parallel subsystems connected in  series, example problem. 
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Figure 6. - Comparison of e x a d  and approximate solutions, example problem. 
