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Three dimensional porous structures of graphene and carbon nanomaterials have many 
exciting uses in energy storage, as catalyst supports and for water treatment to name a few; 
thanks to their high surface area, record conductivity, stability and potentially abundant 
feedstocks. However, recent publications have highlighted the need for a greater 
understanding of these materials’ formation and characterisation methods if they are to be 
optimised for these applications. 
Many graphene production methods result in a polydisperse mixture of flake sizes, thickness 
and chemical environment and understanding this complex distribution is important for 
many applications. Raman spectroscopy is a versatile method of graphene analysis but single 
point spectra cannot resolve this distribution and, in many cases, may misrepresent a 
material. By recording multiple spectra a statistical dataset is produced but the size required 
remains an important consideration. Herein a protocol was developed, utilising the 
convergence of data sets and a Monte Carlo based statistical method, to investigate the size 
of data set required for accurate characterisation. This was successfully applied to a range of 
carbon nanomaterials revealing different materials require bespoke analyses for complete 
characterisation, and even routine analysis can require hundreds of points. 
This characterisation was then applied to graphitic carbon produced from metal catalysed 
graphitization; whilst many studies have probed the effect of different process conditions, 
carbon sources and metals, here we investigate the role of different salts of the same metal, 
previously considered irrelevant to graphitization. By analysing the distribution of material 
produced from three different cobalt salts: Co(OAc)2, Co(NO3)2 and CoCl2; it was found the 
thermal stability of the metal source used is key to controlling the size of metal particle 
formed and thereby the pore structure and carbon produced. Such control can potentially 
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This literature review seeks to introduce some background to graphene research focussing 
on the most remarkable properties and potential applications that follow from them. 
Different methods for the production of graphene will then be reviewed and the challenges 
currently faced in scaling up such methods will be discussed. Considering the different 
materials produced and metrologies required some applications, notably energy storage 
devices may be better served with related but less ordered graphitic carbon materials that 
can benefit from the insight provided by graphene research. These disordered graphic 
carbon materials and the methods by which they are produced serve as background to 
projects to further the analysis and understanding of functional graphene derived materials. 
Finally this review will conclude with emphasis on the metrology of 2D materials as this is a 
focus of the research included in this work 
1.1 Graphene Introduction 
Different allotropes of carbon have been investigated for decades due to carbons abundance 
and  the range of remarkable properties observed;1 however, the isolation of graphene in 
2004 provided a new material on which to test fundamental physics.2 Graphene’s 
remarkable properties had won Novoselov and Geim the physics Nobel prize in just six years 
and encouraged an exponential growth in the research interest of 2D materials.3 
1.1.1 Structure 
Graphene is a monolayer of sp2 carbon atoms bonded in a planar hexagonal array, each atom 
forming three in-plane σ bonds to surrounding carbon leaving one electron occupying a 2pz 
orbital that contributes to a large delocalised π system of electron density. This carbon layer 
has been used as a building block to describe other allotropes; illustrated in Figure 1 a single 
layer of graphene can be rolled into a 0D fullerene or a 1D nanotube or sheets can be stacked 
to form 3D graphite.4 Dimensionality leads to different properties, for example carbon 
nanotubes can be metallic or semiconductors whereas graphene is a semimetal; but there 
are properties common to all allotropes like strong van der Waal attractions.5,6 
Stacking graphene sheets to form graphite can result in a number of different stacking 
sequences that have been extensively investigated, as this is different between sources. The 
most thermodynamically favourable structure of pristine graphite is a hexagonal ABAB or 
‘Bernal’ stack. Additionally an ABCA stacking sequence with a rhombohedral unit cell is 
relatively common and can make up 40% of natural graphite samples,7 finally an unusual AAA 
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stacking sequence has been observed.8 These structures can affect the exfoliation of layers 
and on a small scale the different stacking sequences can alter the electronic structure of 
few-layer graphene.9,10 Graphitic carbon materials can also contain graphene sheets with no 
regular stacking pattern termed turbostratic graphite; this disordered carbon has a larger 
interlayer spacing, > 0.342 nm compared with 0.335 nm Bernal stacked,11 to facilitate the 
rotations and dislocations of different sheets. Such disordered stacks are more commonly 
observed from smaller few layer graphene flakes than larger crystals. 
 
Figure 1: Graphene can be used as the starting point when modelling other allotropes of carbon. 
Left: rolling graphene into a C60 fullerene; Centre: rectangular sheets can be rolled into nanotubes; 
Right: graphene sheets restacking to form graphite. 
Reproduced by permission from Macmillan Publishers Ltd: Nature Materials A. K. Geim and K. S. Novoselov, Nat 
Mater., 2007, 6, 183–191, copyright 2007. 
Returning to graphene the number of layers is hugely important to the properties observed 
and as a result the ISO definition of graphene differentiates ‘monolayer’ graphene, 
containing only a single carbon layer, ‘bilayer’ containing two and ‘few-layer’ graphene 
containing fewer than ten layers.12 These definitions are based on clear differences in 
electrical and physical properties like band structure and thermal conductivity.4,13 
The other notable structural feature of graphene sheets is the lateral size and edges that cap 
the sheets; ignoring the topic of heteroatoms there are two environments edge carbon 
atoms can be located in: ‘zig-zag’ edge and ‘armchair’ shown in Figure 2. The armchair edges 
are more stable compared with zig-zag edges that have non-bonding π electrons imparting 
a greater chemical, electronic and magnetic activity; although, both edge types readily 
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scatter electrons reducing the conductivity between small flakes.14,15 Despite the differences 
between these edges most materials contain a random mixture of different edge chirality’s 
that make practically differentiating them all but impossible.16–18 
 
Figure 2: The skeletal structure of graphene with the armchair (red) on the right and zig-zag edges 
(blue) on the bottom highlighted. 
Finally an introduction to other graphitic materials related to the structure of graphite is 
required; for a full discussion of the different materials and suggested nomenclature see an 
editorial in Carbon.19 Many companies provide graphite nanoplates (GNPs), 2D graphite 
materials with a thickness and/or lateral size less than 100 nm. This is far smaller than 
conventional graphite powders; however, many of the quantum properties are lost when so 
many graphene layers are stacked together. Another common method of preparing 
graphene is by oxidising graphite to aid the exfoliation of different layers and then reducing 
the material back to a carbon sheet. Further details are provided in Section: 1.3.1 Graphene 
Oxide, here it should be noted that graphene oxide (GO) and reduced graphene oxide (rGO) 
show significant damage to the carbon framework and their properties are quite distinct 
from pristine graphene. 
Finally graphitic carbon refers to a very broad category of materials consisting primarily of 
sp2 bonded carbon but lacking the long range crystal ordering of graphite or graphene; 
technically graphitic does imply the existence of 3D order with some semblance of layers but 
lacking any formal, even rotationally disordered, stacking (cf. turbostratic). 
1.1.2 Electrical Properties 
The structure of graphene is important for many remarkable properties. The electronic 
properties that are so unusual are dominated by the behaviour of the π and π* electrons 
that form the lowest unoccupied conduction band and highest occupied valence band in the 
band structure. At the high symmetry K point, located at the vertexes of the hexagonal 
Brillouin zone these valence and conduction bands have linear dispersions and become 
degenerate at a Dirac crossing as shown in Figure 3; the result of this is a metallic fermi 
surface at that point making graphene a semimetal. The valence and conduction bands 
4 
 
remain discrete bands, but there is no energy difference between them and a vanishingly 
small occupancy of overlapping energy states.2,4,20–22 The lack of a band-gap in graphene 
makes it unsuitable as a transistor material; nevertheless, it has many other remarkable 
properties. 
It has been shown that electrons around this crossing of valence and conduction bands at 
the K point, termed the Dirac point, behave as Dirac fermions with an effective mass of zero 
and capable of lossless ballistic transport; whereby charge carriers undergo no scattering 
events because of the low occupancy of energy levels and experience no force field from the 
lattice restricting their movement.23,24 Such Dirac fermions theoretically conduct charge at 
relativistic speeds over microscale distances with no loss of energy. In practice long range 
scattering from defects in the lattice and thermal imperfections as well as doping and force 
fields extending from any substrates prevent such behaviour occurring perfectly.25,26 Despite 
this record electron conductivities of 230,000 cm2 V-1 s-1 have been obtained from pristine 
single layer graphene held in ultrahigh vacuum conditions.27 
 
Figure 3: Illustration of increasing layer number on the band structure of graphene close to the K 
point. a) shows the characteristic Dirac point of graphene which is lost in bilayer b) and reappears in 
tri-layer c) whilst d) shows the semimetal character of graphite. 
Reproduced from Nano Today, M. Terrones et al. Graphene and graphite nanoribbons: Morphology, properties, 
synthesis, defects and applications, 351-372, Vol 5, 2010. Copyright 2010, with permission from Elsevier. 
Ballistic transport is not the only quantum phenomenon observed in graphene at room 
temperature; under an applied magnetic field graphene exhibits a quantum Hall effect up to 
300 K in a field of less than 20 T.28,29 This is an unusual example of a quantum phenomenon 
being observed on the macro scale; previously, observing it required semi-conductors below 
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liquid helium temperature. Other phenomena linked to graphene are the Klein paradox 
whereby massless, relativistic particles will tunnel through a potential energy barrier;30,31 and 
the lack of a band gap leads to the breakdown of the Born-Oppenheimer approximation.32 
These phenomena have been linked to pristine monolayer graphene although the addition 
of a second layer can change these properties. The Dirac point in the band structure depends 
on the symmetry of the lattice, by disrupting this symmetry the band structure and electronic 
properties are disrupted. An extreme example is hexagonal boron nitride which can be 
considered a graphene lattice with two atoms present and is a semiconductor with a band 
gap around 5.9 eV.33 The addition of a second graphene layer can also open a tuneable 
bandgap by effectively adding two additional orbitals as shown in Figure 3;21 with control of 
the electric field across the layers a bandgap of 250 meV has been reported.34  
The bandgap and other electrical properties are also strongly influenced by the stacking 
order. Some reports indicate the electron dispersion around the K point depends on ABA or 
ABC stacking.7,35 In turbostratic systems the interactions between layers appear to be 
minimal and Raman spectra indicate layers are effectively electronically independent. 
Detailed discussion of the electronic properties of graphene are available in reviews on the 
subject, but these examples illustrate the importance of the band structure of graphene in 
controlling many of the most useful and interesting properties, and how influential the 
structure of these materials is to ensure the desired properties are obtained.17,20,36 
1.1.3 Physical Properties 
Graphene’s record properties are not just electronic, the linear dispersion of energy states 
around the K point responsible for rapid electron transport also lead to ballistic phonon 
transport properties;37 phonons of vibrational energy are transmitted virtually without loss 
through the high symmetry lattice resulting in a record thermal conductivity, reaching 5300 
W/mK at room temperature.38 Graphene also has a negative thermal expansion coefficient, 
this has been observed practically as graphene grown at high temperatures on a substrate 
expands during cooling whilst the substrate shrinks resulting in wrinkles in the graphene;39 
attempts to measure or calculate the magnitude of this effect produce a range of values 
around 10-6 K-1 although there is considerable uncertainty.40,41 Theoretically this property is 
common to many 2D materials, caused by the dominant effect of the transverse acoustic 
phonon mode (ZA).41–43 As the thermal energy increases this phonon mode increases the 
wavelike vibrations of the flexible carbon sheet in the c-axis illustrated approximately in 




Figure 4: The ZA acoustic phonon primarily responsible for the negative thermal expansion 
coefficient of graphene. 
Reproduced with permission from: Mounet, N;  Marzari, N, Phys. Rev. B, 71, 205214, 2005. Copyright 2005 by 
the American Physical Society. 
The strong in-plane σ bonds and high flexibility make graphene the strongest material 
measured with an in-plane Young’s modulus of 1.0 ± 0.1 TPa as measured by atomic force 
microscopy (AFM).44 This covalent network is impermeable to gases including helium and 
being only one atom thick is also the thinnest material known with a large theoretical surface 
area of 2630 m2/g.45,46 The high strength provided by the in-plane bonds and flexibility of the 
2D sheet appears to be a common feature of other 2D materials with monolayer MoS2 being 
reported to have a Young’s modulus of 270 GPa in comparison to bulk 238 GPa.47 
The combination of such remarkable properties clearly makes graphene a versatile and 
useful material in a wide range of applications as discussed in the next section. First though, 
it is necessary to highlight the difference between perfect monolayer graphene that requires 
painstaking micromechanical exfoliation to prepare, and graphene produced by industrially 
scalable methods. The incredible electron mobility was only possible from a pristine single 
layer, suspended 150 nm over a SiO2 substrate in ultrahigh vacuum conditions at 5 K after 
thermal annealing to remove contaminants.27 Likewise less than a year before the record 1 
TPa Young’s modulus was recorded by Lee et al. a very similar measurement on graphene 
from Kish graphite only achieved 0.5 TPa.44,48 
Fortunately most applications do not actually require graphene’s full potential; polymer 
composites can be strengthened with small processable graphite platelets and many 
electrical devices have been investigated using conductive inks. The next section will 
introduce a few applications of graphene materials before considering the different 
production methods and challenges still to overcome but the fundamental studies of 
graphene have allowed such applications and provided great insight to other 2D materials 
that are being developed with many useful properties distinct from graphene.49,50 
7 
 
1.2 Applications of Graphene 
With so many useful properties detailed in the previous section, graphene has been linked 
to a great variety of potential applications.4,51–54 Here a few examples will be given and 
graphene formulations and energy storage applications will be discussed in greater detail 
since the requirements of such devices are relevant to the research undertaken. 
The record thermal conductivity of graphene makes it ideal for next generation cooling 
systems in microelectronics;55 also in microelectronics the high conductivity, flexibility and 
relative transparency of few-layer graphene make bendable screens and electronic devices 
theoretically possible.56 The barrier properties of graphene could be used in future protective 
barrier coatings and selective membranes;57 the quantum Hall effect would allow room 
temperature resistance standards with high accuracy and the strength of graphene sheets 
can be used in polymer composites to improve the strength and conductivity of high 
performance polymers.58,59 This is a very small selection of devices that have been proposed 
with graphene in mind; but to date relatively few have been commercially realised. 
1.2.1 Graphene Formulations 
By processing graphene as a liquid reagent it can be easily integrated into existing 
manufacturing processes and many applications would benefit from strong highly conductive 
graphene flakes; as such the process of formulating stable graphene dispersions that can be 
added into polymer composites or printed to form electrical devices was among the first 
industrial projects undertaken.60–62 Conductive graphene inks can be used to cheaply prepare 
new electrical devices like RF ID tags and wireless components, example shown in Figure 5, 
and the potential for transparent conductive tracks allows transparent heaters, displays, 
sensors, OLEDs and organic photovoltaic devices.63–69 
 
Figure 5: Graphene antenna fabrication using screen printing technology: patterning graphene ink 
via exposed screen and squeegee, annealing printed patterns and compressing dried pattern with 
steel rolling machine. 
Reproduced from Pan, K. et al.; Nat. Commun. 2018, 9 (1), 5197. 
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Conductive inks for printable electronics and 3D printing have been researched for some 
time. Metal nanoparticles provide excellent electrical conductivity, unfortunately the high 
cost of silver and gold is a barrier to cheap device production and cheaper metals like copper 
and nickel suffer from oxidative decay. Conductive polymers on the other hand do not 
achieve the electrical conductivity required.70 Graphene is potentially a low cost highly 
conductive material for inks if current problems with stability and concentration are 
overcome. 
Most research to date has used GNPs in place of pristine graphene and whilst the 
conductivity is effective the concentrations are too low requiring multiple layers to be 
printed.71 Graphene oxide, the production of which is discussed in detail later, is also used 
because of the higher concentration and stability in water that can be achieved. 
Unfortunately GO has a low conductivity requiring post-printing reduction that is not 
compatible with most flexible substrates. The main barrier to graphene based inks is the 
concentration that can be stability dispersed in a solvent suitable for printing; and the 
production of such material at scale.69–71 Currently liquid exfoliated graphene uses high 
boiling solvents that are not compatible with printing methods.72 A method has been 
reported to exfoliate graphene in DMF, a good solvent for graphene, and then use distillation 
to transfer the graphene into terpineol, a good solvent for printing. Whilst effective, this is a 
complex and costly process not amenable to scale.73 
Graphene composites can also benefit from stable formulations, common methods for the 
introduction of graphene into polymers use melt processing to blend the polymer when 
molten. The wetting of the highly hydrophobic graphene by the polymer can be problematic 
for the creation of strong composites if the adhesion between filler and polymer is poor.74 
To solve this problem functionalised graphene, that is graphene flakes chemically modified 
to alter their wettability, are used to improve the adhesion.75 In many circumstances the 
composite is improved more by small graphite flakes than true graphene but the production 
of graphene like material in stable liquid dispersions remains a very topical area of research. 
1.2.2 Energy Applications 
Graphene is very commonly proposed for energy storage materials and other renewable 
energy related applications because of the high electrical conductivity, low density and 
relative abundance of carbon; however, the actual properties of monolayer graphene are 
unsuitable for many energy storage devices. Lithium ion batteries, currently the most energy 
dense storage devices, rely on the reversible intercalation of Li+ between the sheets of the 
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graphite anode which clearly would not be possible if the graphene layers were separated. 
Li+ ions are known to adsorb to the surface of graphene sheets hinting at the possibility of 
pure graphene battery electrodes; unfortunately, their stability is severely limited.76 Within 
conventional Li-ion batteries it has been suggested the graphene based materials could 
improve performance by better controlling the morphology of the anodes; utilising small 
sheet sizes to aid the transport of Li+ ions or by encapsulating electrode materials to aid 
activity with a flexible support that can handle the expansion and contraction during 
charge/discharge cycles.77–80 
1.2.2.1 Sodium Ion Batteries 
Alternative sodium ion batteries have recently gained traction after being left behind when 
the rocking chair Li-ion battery was widely commercialised. The advantage of Na-ion 
batteries is the abundance of sodium and electrode materials in comparison with Li based 
batteries; but currently a major challenge in Na-ion battery design is the anode.81,82 Whilst 
viable cathodes have been tested the conventional graphite anode found in Li-ion cells does 
not perform comparably. The larger ionic radii of Na+ makes intercalation thermodynamically 
unfavourable but Na+ is known to adsorb onto graphene sheets, especially doped or defect 
sites on the surfaces.81,83,84 Graphene, or more accurately reduced graphene oxide, has been 
investigated as a potential anode but most recent reports use it as a support structure for 
other active materials.85,86 In August 2020 only 213 articles on “sodium ion battery” and 
“rGO” were found.* The characterisation of layer stacking and sp2 carbon environments are 
relevant but ‘hard carbon’ is more viable for batteries. 
 
Figure 6: Schematic illustration of the differences in ion storage between graphite and hard carbon. 
Adapted with permission from: Xiao, B; Rojo, T; Li, X; ChemSusChem, 12, 133-144, 2018. Copyright John Wiley 
and Sons 2018.  
 
* SciFinder search on 17/08/2020; search parameters: Topic = “sodium ion battery” AND “rGO”, 
English language, Letters and Journals, dated from 2010 onwards only. 
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Hard carbon is a type of non-graphitizable carbon with a complex structure at the molecular 
level, many graphitic regions nanometres in size are randomly bound together with no long 
range order or stacking.83,84 For the purpose of understanding ion storage in such materials 
a “house of cards” model is often employed with graphitic domains lying on top of one 
another and producing micropores in between; generally formed at high temperatures as 
existing graphenic domains gain sufficient thermal energy to rotate and ‘collapse’ onto other 
graphenic sheets forming very localised small graphitic stacks.87 These materials are thought 
to provide three main ion-storage sites illustrated in Figure 6: intercalation between the 
turbostratic graphitic sheets, storage in closed micropores and surface adsorption aided by 
defects and dopants. There remains debate on the exact sequence by which Na+ storage 
takes place and this literature introduction does not intend to review such evidence; but the 
importance of the carbon structure for battery performance is very clear.83,88,89 
In brief, the interlayer spacing of turbostratic graphite should be increased to facilitate better 
Na+ intercalation and improve capacity without increasing the layer spacing such that 
exfoliation becomes an issue.90 The capacity can also be increased by increasing the micro 
porosity; unfortunately open and accessible surfaces react with the electrolyte and sodium 
during the first cycle, which reduces performance. Finally the introduction of dopants and 
defects in the graphene sheets increases sodium adhesion and interlayer spacing; 
unfortunately the localised nature of Na+ adsorption repels further cations and reduces 
capacity. In essence battery technology is likely to benefit from graphene science due to 
better characterization and structural understanding but pristine graphene is of little interest 
for battery research.83,91 
1.2.2.2 Supercapacitors 
Graphene related materials have also been suggested for supercapacitors, devices that 
functionally sit between batteries and capacitors with intermediate energy and power 
densities. Numerous applications have been proposed but whilst a few commercial examples 
exist, improvements to gravimetric capacitance and device stability are required.92 Very 
briefly supercapacitors store energy through two main mechanisms: electric double layer 
and pseudo-capacitance.93 Electric double layer capacitance refers to the storage of electrical 
potential energy in the layer of charged particles attracted to the oppositely charged surface 
of an electrode.94 Pseudo-capacitance stores electrical energy through redox reactions but 
unlike a battery the redox reactions take place between an electrode and electrolyte, rather 
than between two electrodes. 
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Graphene and related carbon materials may have the perfect properties with high surface 
areas, high conductivity, low weight and excellent chemical and mechanical stability; but to 
exploit these properties better understanding of the production and characterization of the 
carbon is required.76,92,95–97 For a detailed discussion of graphene supercapacitors see the 
aforementioned reviews on the subject, but the primary limitation is control over structure. 
In both double layer and pseudo capacitor devices a high, accessible, surface area is required 
with good electrical conductivity and ionic diffusion characteristics; this requires 
hierarchically porous materials with a mixture of pore sizes. Generally cheap activated 
carbons do not meet all of these requirement whilst templated materials based on graphene 
and carbon nanotubes perform better but at hugely increased costs.96,98–100 
The best device performances appear to be when using conductive carbon foams as a 
structural support for redox active particles, shown in Figure 7. These particles increase the 
capacitance and prevent reaggregation of the graphitic material whilst the carbon provides 
greater stability during repeated charge/discharge cycles and aid the conductive interface 
between the current collector and active electrode.76,92,101–103 The most common material 
trialled for this application is rGO because of its ease of handling although other carbon 
foams have improved surface areas or conductivity depending on production.95,104 
 
Figure 7: Images of dried graphene sheets and Pt nanoparticle separated graphene sheets. (a) SEM 
of dried graphene sheets, layered structure is observed. (b) SEM image of dried Pt−graphene sheets. 
(c) TEM image of thin slice of dried Pt−graphene sheets, black dots are Pt nanoparticles. 
Adapted with permission from Si, Y.; Samulski, E. T. Chem. Mater. 2008, 20 (21), 6792–6797. Copyright 2008 
American Chemical Society. 
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The electrical conductivity and relatively inert behaviour of graphene has also been applied 
for catalyst supports for both electrocatalysis and photocatalysis; reduced graphene oxide is 
commonly used because of its ease of handling and device preparation but other carbon 
foams have been applied. When using a pure carbon material the carbon foam provides a 
porous support to catalytically active nanoparticles for water splitting or waste water 
treatment.105–108 But other systems have been trialled using doped graphene or alternative 
2D materials with a substantial band-gap;109–113 required for the excited state whether it be 
photoexcited electron-holes or electrically excited species to do chemical work.114 
1.2.3 Commercial Devices 
Whilst remarkable many of these applications are still firmly research ideas. Nevertheless, a 
number of commercial products containing graphene have been produced. The first was a 
printed security tag using graphene ink supplied by Vorbeck in 2012. This was followed by 
the HEAD tennis racquet in 2013 and skis in 2014 using graphene nanoplatelets from Applied 
Graphene Materials, and more recently in 2018 graphene enhanced golf balls from Callaway. 
By far the most common use of graphene is in high end sporting equipment where graphene 
is added to the composite to purportedly improve strength whilst reducing weight. In 2015 
Graphene Lighting Plc released an LED with a printed graphene component and in 2017 Team 
Group announced a solid state computer drive with a graphene and copper foil cooling 
system. This list in not exhaustive; however, in contrast to many of the remarkable 
applications proposed above there still remains a discrepancy between commercially 
realised graphene and the theoretical possibility. 
Some of these are fundamental limitations in device design and in some cases the relevant 
industries require time consuming testing and validation before new products can be 
launched like aerospace and biomedical applications.115 Another very significant issue is the 
scalable production and characterization of graphene materials suitable for the proposed 
applications. Since different production methods result in graphene related materials with 
different properties, the manufacture and quality control should be tailored.116 
1.3 Graphene Production 
The seminal paper on the isolation of single layer graphene utilised micromechanical 
exfoliation with sticky tape to repeatedly exfoliate graphene layers from a highly ordered 
graphite sample.2 This is a very reliable method of pristine monolayer graphene production 
but such a labour intense approach can never be scaled up. Many other approaches for the 
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production of graphene have now been investigated with different advantages and 
disadvantages; and this section aims to provide an overview of these approaches with 
consideration to the properties required by applications. Broadly all methods of graphene 
production are described as ‘bottom-up’ or ‘top-down’ as illustrate in Figure 8: bottom-up 
refers to the construction of graphene sheets from atomic carbon building blocks whilst ‘top-
down’ refers to the extraction of graphene layers from graphite.117 
 
Figure 8: Schematic describing the two primary approaches to the synthesis of graphene. Bottom up 
synthetic techniques from vapour phase carbon atoms shown as blue spheres and the top down 
approach by exfoliating graphite layers. 
1.3.1 Graphene Oxide 
Before pristine graphene was isolated the oxidation of graphite into a water processable 
form was known, and the Hummers method, published in 1958, remains the predominant 
method of graphene oxide (GO) production.118 GO is formed by the oxidation of graphite 
using strong oxidising agents, specifically permanganate, nitrate and sulfuric acid; this 
disrupts the sp2 network and decorates the surface with hydrophilic functional groups. The 
exact structure is still debated although hydroxyl, carbonyl, epoxide, carboxylic anhydride 
and carboxylate groups have all been found.119–121 The oxidised graphite is then exfoliated in 
water producing the graphene and centrifuged to separate residual graphite from the GO.  
The ease of processing in aqueous media makes GO popular for research but the stability is 
a result of functional groups which also disrupt the sp2 conjugated network; this disruption 
of the structure reduces the conductivity and strength of the sheet and destroys all the 
unusual quantum properties that make graphene so useful.119,122 It is possible to reduce GO, 
forming reduced graphene oxide (rGO) but it has not been possible to completely repair the 
conjugated network once destroyed.123,124 In most cases reduction removes the oxygen 
containing functional groups leaving holes in the graphene sheet.125 Nevertheless high 
conductivity values have been recorded from rGO and the chemical processability of the 
starting GO has facilitated hybrid materials with nanoparticles attached to graphene sheets 
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for supercapacitors and other functional devices.80,126–129 The high surface area and 
hydrophobic character also makes rGO an ideal candidate for waste treatment by the facile 
adsorption of organic pollutants from waste water streams.130,131 
 
Figure 9: Structural models of GO, the Lerf-Klinowski model is more commonly accepted but there is 
still debate over the nature of the GO structure. 
Reproduced from D. R. Dreyer, A. D. Todd and C. W. Bielawski, Chem. Soc. Rev., 2014, 43, 5288–5301 with 
permission from the Royal Society of Chemistry. 
Applications of GO are limited by the poor properties compared with pristine graphene. GO 
conductive inks have too low concentration for viable printing and pollutant remediation is 
more cheaply done with activated carbon or other high surface area materials.132 Despite 
these limitations over 70,000 papers have been published, as of November 2020, on the topic 
of graphene oxide† and the overwhelming majority claim GO to be the most scalable method 
of graphene production. That claim does appear to be rather unfounded; the widely adopted 
Hummer’s method requires multiple high energy purification and washing steps and results 
in a large volume of waste. Analysis of a recent paper on improving graphene oxide 
production133 results in an E-factor, a green chemistry metric of process efficiency,134 of 
~1330. That is two orders of magnitude higher than the pharmaceutical industry and four 
orders of magnitude higher than the petrochemical industry; and whilst a direct comparison 
between industrially optimised processes and lab scale research is perhaps unfair it is clear 
the material requirements for GO production, even before any reduction, are immense. 
 
† Clarivate Analytics through WebofScience; search parameters: Topic = “graphene oxide”, English 
language, Articles or Letters on 11/11/2020 
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It must also be noted that unlike other carbon materials derived from renewable sources GO 
still requires natural graphite; which is itself in great demand as global battery requirements 
increase.135 Graphene oxide has been an excellent experimental platform that is easy to 
handle and integrate into other chemical reactions, and may have an industrial utility. 
Nevertheless, the large discrepancy between the properties achieved for the cost of 
production may explain why it has failed to find a commercially viable application to date.  
1.3.2 Expanded Graphite 
Expanded graphite is distinct from graphene since the flakes are still hundreds of nanometres 
thick; although it has been used to produce small, processable graphite flakes for over a 
century.136,137 The process is relatively simple, a graphite intercalation compound is prepared 
with ions or small molecules trapped between the graphene layers increasing the spacing 
and disturbing the van der Waal forces holding the graphite together. The material is then 
heated or subject to mechanical force causing the intercalated stack to expand forcing small 
graphite flakes apart as illustrated in Figure 10.138 Electron micrographs show the original 
material is made from dense graphite flakes but after the intercalated sulphate was removed 
the material forms a low density collection of thinner films. 
 
Figure 10: Graphite intercalation compounds can be thermally expanded; a) shows an illustration of 
ions intercalated between graphene sheets and the expanded disordered structure after heating. 
SEM micrographs of b) a sulfate intercalated expandable sample and c) shows the expanded 
graphite; scale bars 25 μm in both cases. 
Expanded graphite materials have been used as lubricants in gaskets, in seals, thermal 
insulators, conductive resins, electrodes and adsorption substrates.138 Recently with an 
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renewed interested in graphene and nanosized graphite materials expanded graphite is 
often subject to mechanical exfoliation to produce graphene nanoplatelets (GNPs).139 
Depending on the production method such materials often contain more defects than 
graphene exfoliated from pristine graphite but the small flake sizes are more stable to 
sedimentation and aggregation. 
The most common intercalated species is sulphate because it is easy to produce from sulfuric 
acid and remains relatively stable to air and moisture.140,141 Other systems have been 
reported including FeCl3, K+, Ca2+, ClO4- with different properties;142 potassium intercalated 
graphite in particular is commonly used to covalently functionalise graphene sheets. 
Although the difficulty of handling such materials restricts such an approach to the research 
lab.143–145 
1.3.3 Liquid Phase Exfoliation 
Exfoliation of single layer graphene from graphite represents a promising route to high 
quality graphene sheets at a large scale. This has resulted in significant research, much of it 
based on work done with carbon nanotubes,146 to exfoliate graphene materials in the liquid 
phase resulting in graphene dispersions. Many different systems of solvent, graphite 
treatment, exfoliation methodology and stabilising agents have been trialled and 
comprehensive reviews are available.147–149 
1.3.3.1 Exfoliation Techniques 
 
Figure 11: Chemical structures of solvents NMP (N-methyl-2-pyrrolidone) and DMF 
(dimethylformamide); and surfactant SDBS (sodium dodecylbenzene sulfonate) used for the 
exfoliation of graphene. 
Early work exfoliating graphene followed similar approaches found to be successful with 
carbon nanotubes, using high power sonication in the organic solvents N-methyl-2-
pyrrolidone (NMP) and dimethylformamide (DMF) carbon concentrations of 0.01 mg ml-1 
were achieved.150,151 The efficiency of graphene exfoliation from the bulk graphite was 
measured using microscopy which confirmed the successful production of monolayer 
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graphene with few defects. The exfoliation of graphene with water and sodium 
dodecylbenzene sulfonate (SDBS) surfactant was reported shortly after; achieving 67% of 
flakes less than five layers and a concentration of 0.05 mg mL-1.152 Further efforts to improve 
the method with solvent selection and mixed solvent systems, processing conditions and 
graphite treatment have been trialled; since solvent considerations are common to all liquid 
exfoliation the key results are discussed later; but using sonication concentrations of 63 mg 
mL-1 have been reported.153 
The exfoliation of graphene flakes by sonication is attributed to the massive amounts of 
localised energy imparted by the collapse of cavities generated by ultrasound waves.154 Very 
recently this mechanism has been further investigated by Li et al. who monitored the effect 
sonication had on large graphite flakes over very short time periods combined with 
computational modelling and careful microscale analysis of the graphite structure.155 They 
propose a three stage exfoliation mechanism shown in Figure 12; firstly large graphite flakes 
are rapidly split by the propagating sound waves causing cracks to form and expand along 
the graphite flakes. The sound waves produce kink and twist defects on the surface of the 
graphite flakes, these shallow defects cause the material between them to break off, 
effectively exfoliating narrow graphite strips from the larger parent flake. These small flakes 
are too small for kinks and twist defects to be localised on the surface and instead the high 
energies cause sheets to slip and become dislodged from the flake. 
 
Figure 12: Graphene exfoliation proceeds via three stages, first large flakes are split and defects 
form. These defects facilitate the removal of smaller graphite flakes which are exfoliated into 
graphene. 
Reproduced with permission from Li, Z.; Young, et al. ACS Nano 2020. Copyright 2020 American Chemical 
Society. 
Familiarity with the technique and relative ease has led to high power sonication in organic 
solvents, aqueous surfactant systems and polymer stabilised systems becoming widespread 
for the preparation of graphene dispersions. The main drawback to sonication is the small 
scale of production. Following this success wet ball milling was found to produce graphene 
dispersions in both DMF and SDS aqueous media.156,157 It has since been used to produce and 
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functionalise graphene sheets in wet and dry systems; the disadvantage to ball milling is the 
long processing time required, in excess of 24 hours.158 Required because ball milling 
produces two forces, impact forces directed normal to the graphene sheets and shear forces 
that slide graphene sheets laterally off the graphite stack. To maximise the shear forces 
responsible for graphite delamination longer, lower energy milling is required and even then 
defect formation and damage to the graphene sheets is unavoidable. 
Shear mixing for graphene exfoliation was first reported in 2014 by Paton et al.159; it 
combines a high speed rotating mixer head - a rotor, and a stationary component - a stator, 
to generate a large difference in fluid velocity between them. The velocity gradient combined 
with the turbulent flow through the drain holes in the stator subject the liquid and any 
particles suspended within to strong forces as shown in Figure 13. It was initially assumed 
that shear mixing would require very high energy turbulent flow to replicate the energetic 
collisions induced by sonication,160 fortunately this turbulent flow is not actually required 
and the limiting requirement is a minimum shear rate of 104 s-1.159 
 
Figure 13: A diagram showing the design and process of  high shear mixer typical for graphene 
exfoliation. Top left: 3D sectional drawing of the high shear generator and a top down section view 
of the main energy dissipation regions. Common energy dissipation events shown: random 
collisions, shear forces, jet cavitation and edge collisions. 
Adapted from Ref. 160 with permission from the Royal Society of Chemistry. 
The graphene produced was comparable to that produced by sonication with a 
concentration of 0.07 mg mL-1 in sodium cholate solution. Shear mixing also has similar 
solvent dependencies as other exfoliation methods, original testing used NMP and sodium 
cholate. The greatest strength of shear mixing is the scale of production, the rotor and stator 
can be increased in size for industrial production and even with engineering constraints it 
was estimated that 100 g h-1 could be possible in a 10 m3 tank. 
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Finally the most recent method for mechanical exfoliation is microfluidization; a technique 
for the preparation of homogeneous dispersions of small particles by forcing fluid to flow 
through microscale channels ( < 100 μm) under extremely high pressure (up to 207 MPa). 
This generates high shear forces applied to the entire fluid volume in contrast to previous 
techniques discussed that applied the shear forces locally. In a report from Karagiannidis et 
al. graphite was passed through a microfluidizer in an aqueous dispersion stabilised with 
carboxymethylcellulose sodium salt to produce graphite nanoplatelets approximately 10 
mg/mL in concentration, although this included graphite flakes up to 200 layers in 
thickness.161 Each additional pass through the channel clearly resulted in smaller flakes with 
lateral sizes decreasing from 0 – 20 μm after one cycle to the majority of flakes less than 2 
μm after 100 cycles, although much of the material was thicker than few layer graphene. 
These initial results show graphene production is possible but repeated cycles are likely 
required to produce small graphene flakes. Another study using sodium cholate in water 
found after 20 cycles and centrifugation to remove the largest unexfoliated material a 
concentration of 0.3 mg/mL, approximately 3% of the starting graphite material.162 This in 
contrast with the original report of 100% yield achieved by including all carbon material 
passed through the fluidizer including flakes 70 nm thick. 
The exfoliation of graphene layers from crystalline graphite is considered a promising 
method for large scale production. Sonication is most common in research laboratories 
where small volumes are required, but this is difficult to scale up. Ball milling can generate 
highly reactive species and may be ideal for functionalising graphene, but the damage caused 
to the conjugated network is sub-optimal. Shear mixing and microfluidization by contrast 
show more promise for scale up; indeed Thomas Swan currently sell graphene flakes 
produced by shear mixing following the seminal work by Paton et al. 
1.3.3.2 Stability of Dispersions 
As well as different exfoliation methods the solvent system used to stabilise the graphene 
dispersion must also be considered. It is unclear exactly how significant different solvents 
are to the mechanism of exfoliation;155,163 however, they must be capable of stabilising the 
graphene flakes for delamination to occur and prevent reaggregation. The large surface area 
of graphene sheets provides a significant van der Waal attractive force driving aggregation, 
estimated to be approximately 0.04 mJ cm-2 per monolayer.164–166 This must be overcome by 
either steric repulsion in the case of non-ionic surfactants and large polymers or the electric 
double layer stabilisation of colloidal graphene platelets.152,167,168 
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The solvent system must also facilitate the exfoliation event itself; the production of a new 
graphene sheet creates a new high energy interface between the graphene and solvent 
shown in Figure 14. To minimise the energy cost the interaction between the graphene and 
solvent should be close in energy to the solvent-solvent interactions it replaces.150 Intuitively 
the use of aromatic solvents with π systems similar to graphene were investigated to 
minimise this interface energy, unfortunately these were generally found to be unstable.169 
A better measure is thought to be the surface energy match between the solvent and 
graphene surface, using the surface energy as a proxy for the interaction energy.150 
 
Figure 14: The high energy interface (red) between the graphite and solvent increases as a new 
graphene sheet is exfoliated from the parent graphite. 
Refining this model further, the interactions between the solvent and graphene can be 
described by Hansen solubility parameters170 and groups have attempted to use these to find 
new hybrid solvent systems for graphene exfoliation.160,171,172 Hansen solubility parameters 
are a measure of the energy required to remove a unit volume of molecules from their 
neighbours to infinite separation; crucially Hansen parameters are divided into the energy 
contributions from polar, dispersive and hydrogen bonding components. In theory a match 
in all three components between the graphene and solvent would indicate a good interaction 
and very low surface energy at the interface. Unfortunately those values are known for very 
few solvents so surface energies remain commonly used as a proxy. 
Matching the surface energy of solvents with the surface energy of graphene, the best 
solvent systems have surface tensions in the range 40 – 50 mJ m-2 consistent with many of 
the best solvents tested to date like NMP, γ-butyrolactone and DMF; for a full discussion of 
graphene solvent systems see comprehensive reviews.72,147–149,158 This approach has also led 
to mixed solvent systems being trialled for graphene dispersions, by mixing high and low 
surface energy solvents it is possible to produce a mixture with the desired surface tension 
and improved properties for many applications. 
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1.3.3.3 Scalability of Graphene Inks 
Liquid phase exfoliation that produces stable dispersions of graphene in a solvent system is 
clearly ideal for graphene based conductive inks that could be produced requiring relatively 
little further processing before printing. Currently limitations on concentration and rheology 
of graphene dispersions have prevented their widespread use and many attempts to 
improve the concentration result in other problems. The best solvents are thought to have 
high surface energies to facilitate exfoliation but these also have very high boiling points, 
making them difficult to evaporate after printing. NMP and DFM are also toxic so any 
industrially scalable graphene production must avoid such systems. O’Neill et al. compared 
the concentration of graphene dispersions in these high boiling solvents with common low 
boiling point solvents, specifically chloroform and isopropanol but found they could only 
achieve 50% the concentration of the high boiling solvents.171 
Another method to introduce lower boiling point solvents is to add ethanol or propanol to 
water, reducing the surface tension. Unfortunately this approach has produced very low 
concentrations of graphene around 0.05 mg mL-1 compared with 1 mg mL-1 achieved with 
NMP.9,173 Mixing solvents in surfactant systems has also been investigated, a blend of 
surfactant-ethanol-water was found to be more effective than the water-surfactant mixture 
achieving a concentration of 1 mg mL-1 without using toxic NMP.163,174 
These are just a small sample of the approaches taken to improve the concentration of 
graphene dispersions in low boiling, environmentally benign solvent systems. As well as 
different concentrations reported, many result in different levels of exfoliation and flake 
sizes. Unfortunately individual micrographs and Raman spectra are poor metrics of overall 
material properties; so comparisons between different techniques is very difficult. However, 
the many different exfoliation conditions introduced can all be expected to produce different 
distributions of graphene thickness, flake size, defect density and surface functionalisation 
that will be better suited to different applications. 
1.3.4 Chemical Vapour Deposition 
The production methods discussed above were all ‘top down’, separating graphite layers into 
graphene. Chemical vapour deposition, or CVD, is a ‘bottom up’ technique that grows 
graphene from a carbon vapour, usually hydrocarbon gasses. Many different substrates have 
been trialled but transition metals are commonly used because of the favourable 
interactions between the metal and carbon catalysing the decomposition of hydrocarbons. 
Graphene layers on metal surfaces have been known for decades following LEED patterns of 
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carbon observed on Pt,175 and many early studies of graphene growth focussed on epitaxial 
growth by matching the metal surface with the graphene structure.176–178 This is possible for 
many metals but matching the crystal structure of substrate and graphene is complex.179 
Graphene growth on polycrystalline surfaces represents a much easier method of graphene 
growth and is dominant for CVD graphene production. Initial reports used copper and nickel 
surfaces, proving graphene could be grown over metal grain boundaries and form larger 
graphene films; although only the copper surface produced single layer graphene.180–182 The 
comparison of different metal substrates for graphene growth has been extensively 
reviewed elsewhere.179,183–185 In summary, two growth mechanisms dominate: the 
precipitation of graphene from metals with high carbon solubilities at high temperatures and 
the surface growth from metals with relatively low carbon solubility. 
1.3.4.1 Segregation Growth 
Many transition metals with partially filled d-shells in their electron configuration show 
affinity for carbon and will readily form solid solutions at high temperatures, when the 
temperature decreases this carbon precipitates into graphene.186–188 Ni, Co and Fe are typical 
of this although other metals have been investigated.179,184 The disadvantage is the lack of 
thickness control, it is difficult to limit the amount of carbon dissolved into the metal which 
then precipitates to form multi-layered graphene. This is particularly pronounced at grain 
boundaries where meta-stable carbides can preferentially form, promoting greater 
precipitation.180 Attempts to avoid multilayer growth have used less carbon precursor, 
slower cooling and controlling the thickness of metal films.189  
Table 1: Summary of lattice constants and carbon solubility in some metals that have been used for 
graphene growth,179 and the calculated equilibrium distance between the graphene layer and metal 
surface with the binding energy per atom of removing a graphene sheet from the metal surface.190 
(* Data for iron calculated from phase diagram using the γ phase191. ‡ The equilibrium distance and 
binding energy for cobalt were calculated from the (111) cubic face.) 
 In Plane Lattice 
Constant / Å 
Carbon 
Solubility at 
1000oC / at.% 
Equilibrium 
Distance / Å 
Binding Energy 
per atom / eV 
Graphite 2.46 N/A N/A N/A 
Fe (111)*  2.86 7.26 Data not available 
Co (0001) 2.52 3.41 2.05‡ 0.160‡ 
Ni (111) 2.49 2.03 2.05 0.125 
Cu (111) 2.56 0.04 3.26 0.033 
Pd (111) 2.75 5.98 2.30 0.084 
Pt (111) 2.77 1.76 3.30 0.038 
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Nickel has the closest lattice match to graphene and forms a strong bond to carbon as shown 
in Table 1. Despite this strong interaction, the complete coverage of graphene films grown 
over grain boundaries is readily achieved at atmospheric pressures. By annealing the metal 
or increasing the deposition temperature larger grains of Ni(111) are formed which improves 
graphene film quality; to limit the thickness it is necessary to minimise the growth time 
during which carbon is available.192–194 In a significant report  Chae et al. optimised the 
growth conditions using 1000 oC, a short growth time of 5 min and gas ratio (C2H2 / H2) of 2 
/ 45 to produce crystalline few-layer graphene coverage of polycrystalline Ni.195  
The electron configuration of Fe ([Ar] 3d64s2) makes it most reactive with carbon, a trend of 
decreasing affinity being observed as the d orbitals become progressively filled.186 This 
affinity for carbon makes Fe very active for dissolution, unfortunately upon cooling 
metastable Fe3C has been known to form, whereas Ni and Co precipitate graphene sheets.196 
Because of these difficulties graphene CVD on Fe has not been as extensively investigated 
despite advantages in cost and low toxicity; although, graphene and carbon nanotubes have 
been grown selectively on Fe depending on the thickness of the metal film.197  
Completing the top row of transition metals commonly used for graphene growth is Co, 
which interacts more strongly with carbon than Cu and Ni (Table 1). Despite the carbon 
solubility in Co the graphene growth generally produces inhomogeneous, patchy coverage 
when polycrystalline Co was used, deposited on SiO2/Si . 184,198 In contrast, using a templated 
Co(0001) surface deposited on W produced graphene comparable to Ni(111).199 Following 
that Co (0001) was grown on a sapphire substrate producing a high quality monolayer.200 
1.3.4.2 Surface Mediated Growth 
Copper, with a full d-shell of electrons, has a weaker interaction with carbon and the poor 
solubility facilitates self-limiting graphene growth and growth over domain boundaries. In 
contrast to the dissolution precipitation mechanism, graphene growth on Cu is a surface 
phenomenon. At high temperatures the vapour carbon source, commonly CH4 or gaseous 
hydrocarbon, decomposes on the metal surface leaving the carbon atom bound to the metal 
where it can migrate and join the growing graphene flake. Once the surface is covered there 
is no available metal for hydrocarbon decomposition preventing further growth. Additional 
flakes can nucleate underneath the existing graphene and bilayer graphene has been formed 
with multiple growth stages depending on the layers relative growth rates.201  
The weaker interaction between graphene and surface allows easy growth over steps and 
boundaries.179 In one example, CVD with CH4 produced a large area film covering grain 
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boundaries in 10 mins.182 Unfortunately these rotationally disordered graphene domains 
grow simultaneously; such boundaries within graphene can scatter ballistic electrons and 
reduce its strength. This is exacerbated as the nucleation density increases with no shared 
orientation. Most key improvements to process conditions have therefore reduced the 
nucleation density,184 for example annealing copper under an inert atmosphere prevents 
etching producing a smoother foil, resulting in large graphene flakes shown in Figure 15.202 
 
Figure 15: Single crystal graphene domains grown on copper and a histogram showing the 
distribution of domain sizes.202 
Traditional approaches to the control of nucleation have been reviewed elsewhere including 
electropolishing, annealing and growth conditions.184,186,203 Generally the higher the 
temperature the higher quality the graphene produced, although monolayer graphene 
growth at temperatures as low as 800oC has been observed.204 Further evidence of the 
flexibility and tolerance is provided by the successful growth of graphene from copper pre-
coated with carbon precursors like polymethyl methacrylate and even solid ‘waste’ carbon 
precursors like food and insects (specifically a cockroach leg) placed on the backside of the 
copper foil and heated to 1050 oC under H2/Ar flow.205 
Control over the nucleation density has been effective but it is not possible to eliminate all 
grain boundaries with such an approach. It is possible to grow large area graphene films with 
no boundaries using a single crystal substrate and this has been realised with a 5 × 50 cm2 
graphene sheet exhibiting > 99% oriented grains grown on a metre-sized single-crystal 
Cu(111) foil as substrate.206 These are just a few examples of the attempts to achieve 
graphene growth suitable for industry, but further investigations are required.203 
1.3.4.3 CVD on 3D Substrates 
The growth of graphene films is now routinely achieved on metal foils and whilst some 
improvements are required this appears well suited to flexible screens, photovoltaics and 
transparent heaters. Many applications, however, require 3D porous structures, notable 
25 
 
examples being energy storage supercapacitors and battery devices.207,208 Reduced graphene 
oxide is known to self-assemble into porous structures but the electrical and mechanical 
properties of these foams are often significantly worse than expected from high quality 
graphene sheets.209 The growth of high quality graphene materials on 3D substrates by CVD 
is therefore of great interest as an alternative. 
The first report of this was from Chen et al. reporting CVD growth of graphene on a 
commercial Ni foam using a conventional CVD procedure at 1000 oC with dilute CH4 and H2 
in Ar.210 The thermal expansion caused significant wrinkling of the sheets but few layer 
graphene was achieved over the entire structure, forming a free standing graphene foam 
once the metal was removed by acid etch to leave a flexible, highly conducing foam with a 
high surface area of ~850 m2/g and porosity of ~97%. Arguably most impressive was the 
robustness of the foam structure that held its shape, as seen in the SEM images in Figure 16, 
throughout every process step. A good proof of concept, this material nevertheless suffers 
from very large pore sizes unsuitable for energy applications. To improve the pore structure 
Yoon et al. used silica nanoparticles (NPs) to template a Fe structure that was annealed and 
used for graphene growth.211 By far the simplest method for producing porous metals is the 
reduction and subsequent annealing of a powdered precursor, specifically NiCl2 to form a 
dense template with much larger grains than commercial Ni foams but smaller pores.212 
 
Figure 16: Diagrams and SEM images of a graphene foam structure production, graphene was grown 
on a commercial foam, protected with PMMA for removal of the metal and then isolated. 
Reproduced by permission from Springer Nature Customer Service Centre GmbH: Springer Nature, Nature 
Materials, Three-Dimensional Flexible and Conductive Interconnected Graphene Networks Grown by Chemical 
Vapour Deposition, Chen, Z. et al., Copyright 2011. 
26 
 
Nickel is commonly used for CVD on 3D structures because of the thicker graphene growth 
generally achieved. Whilst growth on copper can spread over different domains and 
crystallites the thin monolayer produced is often insufficient for freestanding structures.210 
Nevertheless CVD on a copper foam has been demonstrated; metallic powders of Ni and Cu 
were annealed with carbonate blowing agents producing a foam with sub-50 µm particles.213 
The Cu supported single layer growth over the metal grains resulting in a free standing foam, 
in comparison Ni produced thicker few layer graphene. Despite this success, the process to 
prepare metal foams then grow graphene and finally wash the metals from the graphene is 
costly. Attempting to reduce this cost graphene has been grown on bio-templates, 
specifically seashells and cuttlefish; whilst carbon deposition was achieved the material was 
more defective than graphene obtained from metals.214,215 
A comprehensive review of this topic is provided by Chen et al.216 as many approaches to 
template metal foams and different metal systems have been used for graphene production 
than the few highlighted here. A common aspect of CVD graphene production is the high 
cost, often multiple heating and reaction stages are required followed by removal of the 
metal template to isolate the freestanding graphene structure. Offsetting this is the unique 
few-layer defect free graphene foams that can be produced with these techniques.  
1.4 High Temperature Graphitization 
The most important considerations for graphene production are the properties required. 
Whilst CVD foams are often linked with energy storage devices effective charge storage 
requires high surface areas with micro and meso porosity, good diffusion properties and, for 
ion storage, graphitic stacking. These are generally lacking in CVD foams although 
graphitization of carbon materials is known to produce many of these properties. 
1.4.1 Synthetic Graphite 
Converting carbon materials into crystalline graphite has been known for over a century, and 
detailed studies on the formation and properties of graphite began in earnest for neutron 
moderation during the harnessing of nuclear fission.217,218 Synthetic graphite can be formed 
by the high temperature, typically in excess of 2500 oC, rearrangement of carbon atoms into 
the more thermodynamically favourable graphite lattice.219 Graphitizable carbons, materials 
with lamellar carbon layers already present, like coke and petrochemical feedstocks, 
undergo such rearrangements easily. Other carbon sources with disordered, isotropic 
structures such as those derived from wood or polymer resins less readily graphitize.188 
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To reduce the temperature and use a greater variety of feedstocks, graphitization catalysts 
can be used. Transition metals are found to be most effective by dissolving and precipitating 
carbon, the same mechanism responsible for CVD growth.196 This facilitates lower 
temperatures, around 1000 oC, and is effective at converting non-graphitizable carbon with 
disordered structures. The dissolution stage provides a low energy barrier and the stability 
of the graphite means the process has a negative free energy change, becoming more 
favourable the more disordered the starting material. Reviews comparing different elements 
and alloys for graphitization have been published.188,220 
 
Figure 17: Diagrams of structures of a) isotropic carbon and b) graphitizable carbon. The existing 
layered structures are highlighted with dashed boxes. 
Adapted by permission from Springer Nature. Journal of Materials Science. Phenomena of Catalytic 
Graphitization, A Ōya, Copyright 1982. 
1.4.2 Porous Carbon 
Porous graphitized carbons are generally made with structural templates and metal 
precursors to control the porosity and graphitization respectively, often porous carbon 
materials are used as templates in the first instance with soluble transition metal salts that 
undergo in-situ reduction to form catalytically active metal particles. Templates take two 
main forms, hard and soft and it is important to emphasise the distinction in role between 
structural templates and metal particles acting as graphitization catalysis.221,222 Although it is 
possible to use metal particles as structural templates. 
Soft templating refers to the self-assembly of amphiphilic molecules, generally surfactants 
or polymers, that control the structure as in Figure 18. The advantage of soft templating is 
their easy removal by washing or burning but their thermal instability means the template 
can be destroyed before graphitizing into rigid carbon. An early example used a block 
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copolymer system to template the polymerisation of resorcinol-formaldehyde into a film 
with hexagonal columns which were maintained upon graphitization.223 
 
Figure 18: Example soft and hard templating approaches for carbon foam formation. a) mixed phase 
emulsion is formed to template holes in a polymer structure which is graphitized maintaining the 
holes and removing surfactant. b) Hard particles can be used to template the graphitization of soft 
carbon round them, before the solid particles are washed out. 
Hard templating uses solid porous structures that can be coated or filled with a reagent that 
is processed into graphitic carbon. Nanoparticles, solid ceramics or metal foams are common 
hard templates and have the advantage that such robust supports are very tolerant to 
processing. Their stability, however, makes complete removal of the template difficult, often 
requiring harsh chemical treatment. One of the first reports on the graphitization of carbon 
precursors using a hard template utilised Y zeolite, graphitizing poly(acrylonitrile) and 
poly(furfuryl alcohol) within the zeolite channels. The zeolite was then removed with HF and 
HCl washing leaving porous carbon with a surface area as high as 2000 m2/g.224 
Early research focussed on using zeolites as mesoporous templates with carbon precursors 
including: poly(vinylchloride), poly(furfuryl alcohol), sucrose and acenaphthene being 
infiltrated into the zeolite structure and then heated around 700 – 900 oC.225–229 An 
alternative to solid zeolite templates was the use of silica NPs, these can be prepared in-situ 
by sol-gel synthesis to produce a carbon coating,230,231 or prepared and combined with the 
carbon as done with hot pitch and a silica nanoparticle colloid resulting in clearly templated 
voids in the carbon structure after graphitization in Figure 19a,b.232–234 
Silica was an effective template - after removal the mesopores were intact as shown in Figure 
19b-d, and surface areas of 400 m2/g,232 1000 m2/g and 2000 m2/g were reported.224,231 
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Nevertheless, the relatively low temperatures resulted in carbon more comparable with 
activated carbon than graphene foams; exhibiting a clear graphitic XRD peak but the Raman 
spectra, when reported, is usually indicative of layered but defective sp2 carbon. It was 
possible to improve the quality of the carbon with a greatly increased graphitization 
temperature of 2300 oC but that resulted in a drop in surface area.225 
 
Figure 19: a) Schematic of colloidal impregnation of carbon pitch particles and processing to produce 
porous carbon material; b) TEM image of the resulting carbon foam following silica particle removal. 
c) & d) TEM images of carbon templated from zeolites. 
a & b: Adapted with permission from Li, Z.; Jaroniec, M. J. Am. Chem. Soc. 2001, 123 (37), 9208–9209. Copyright 
2001 American Chemical Society. 
c & d: Adapted from Carbon, 42, A B. Fuertes, S Alvarez, Graphitic mesoporous carbons synthesised through 
mesostructured silica templates, 3049-3055, Copyright 2004, with permission from Elsevier. 
The other major disadvantage to using a hard template is the complex production and 
washing required, most silica templates themselves required a templated synthesis to form 
and washing was done with harsh chemicals, either HF or concentrated NaOH(aq). As a result, 
whilst effective at controlling the structure this approach to templating porous carbon is 
rarely utilised. This discussion of hard templates has also neglected the role of catalytic 
metals on the graphitization. This is because, whilst a few groups combined cobalt and nickel 
salts with silica particle templated graphitization, the use of transition metals or other 
graphitization catalysts with hard templating methods was less common.235,236 The notable 
exception being CVD growth of graphene on hard metal foams, discussed previously. 
By contrast soft templating is easily combined with soluble metal salts and using carbon 
templates simplifies any washing. A comprehensive review of all the polymers, biomolecules 
and other organic building blocks used to template porous carbons is beyond the scope of 
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this work, however, mention will be made to resorcinol-formaldehyde (RF) polymer foams. 
Reported since 1989,237 they have been used extensively as precursors to carbon foams for 
many applications and studies.238 Initially the porous polymer monoliths were graphitized in 
their pure form to produce vitreous carbon with high surface areas: 600 – 800 m2/g.239 
 
Figure 20: HRTEM micrographs of carbon aerogels showing the graphitic layers and circular patterns 
formed around metal particles. Images taken from different preparation conditions to illustrate 
graphitic carbon formation; a) formed at 1000 oC with Ni, b) 1400 oC with Co, c) 1800 oC with Ni. 
Adapted with permission from Maldonado-Hódar, F. J.; Moreno-Castilla, C.; Rivera-Utrilla, J.; Hanzawa, Y.; 
Yamada, Y. Langmuir 2000, 16 (9), 4367–4373. Copyright 2001 American Chemical Society. 
To produce more conductive graphitic carbon Maldonado-Hódar et al. added 1 wt.% soluble 
salts of Cr, Ni, Fe and Co – specifically acetate salts except for Cr(NO3)3 – to the aqueous 
mixture before polymerisation and heating to 500 – 1800 oC.240 This study demonstrated the 
possibility of using metals to form graphitic carbon confirmed by the C (002) reflection in the 
XRD pattern and TEM images of carbon layers, a selection of which are shown in Figure 20, 
and Raman spectra with graphitic carbon peaks. The template shrank during graphitization 
but the pore structure was maintained with specific surface areas of 300 – 400 m2/g. The 
different metals did effect the pore size distribution, Fe and Cr both resulting in large pores 
whereas Co and Ni produced well-defined 100 nm diameter pores. Morphology can also be 
controlled with the formulation of the initial polymer and the metal particles leave void space 
after washing;241,242 additionally the effect of graphitic carbon formation is often to reduce 
the surface area relative to microporous amorphous carbon.243–246 
In addition to synthetic polymer systems; biomaterials that form gels have been investigated 
with soluble metal salts. Polypeptides like gelatin are ideal as they naturally form wet gels 
that can be freeze dried into solid foam structures and the abundance of functional groups 
ensures an even distribution of metal.247–249 Neutron scattering, UV-vis and IR of metal ions 
within a wet gel has confirmed the ions bind to the polymer chains.  These interactions have 
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been shown to have a significant impact on the foaming process that templates the final 
carbon; alongside the pH and temperature at which the gel is dried. For example nitrate salts 
cause more foaming than other metal salts.250 Rapid freeze drying is also known to increase 
the surface area and produce smaller particles compared to hot drying.248 
 
Figure 21: Example of ion exchange of metal ions into polymeric structures; in this case 
dihydroxybenzoic acid and formaldehyde gel polymerised with potassium carbonate followed by 
cobalt nitrate ion exchange. (R = polymer chain) 
Strong interactions between the polymer chains and metal ions have been achieved with 
synthetic polymers, formaldehyde based polymer gels were produced under basic conditions 
resulting in K+ counter ions attached to carboxylate groups; these were then exchanged for 
Co2+ and Ni2+.243,251 After graphitization these systems were observed to produce small metal 
NPs, the size of which were determined by the carbonization temperature. These closely 
bonded systems, however, are not required and the soaking of biomass with metal ion 
solutions has produced graphitized carbon via the same process.244,252 
There are a huge variety of methods for producing porous carbon materials that can be 
heated to form graphitic carbon. The use of biomass or other waste carbon is obviously 
preferable to expensive polymer systems but controlling their pore structure can be 
challenging. As previously discussed many applications of porous carbon materials require a 
balance between micro and meso porosity and whilst many polymer foams can be optimised 
to provide the required morphology before graphitization, hence the interest in RF foams,238 
this is harder to achieve with biopolymers. Nevertheless it has been demonstrated that 
transition metal salts, in addition to enhancing graphitization, can provide some control over 
gel formation and metal NPs enhance mesoporosity once removed.253 
1.4.3 Metals for Catalytic Graphitization 
Metal catalysts facilitate graphitization of most carbon materials at reduced temperatures 
but the mechanism varies depending on the metal electron structure as summarised in Table 
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2. Fundamentally they provide a low energy path to the destruction and reconstruction of 
the carbon structure into graphitic layers. Group 4 to 7 metals with mostly vacant d-shells 
form strong bonds with carbon forming stable carbides, these carbides are known to catalyse 
the formation of graphitic carbon by dissolution of carbon into the carbide at high 
temperatures before precipitation as the carbide cools.187,188,196 Metals with mostly full d-
shells undergo little change in energy levels when forming weaker bonds with carbon, they 
are effective at catalysing the decomposition of hydrocarbons and forming a solid solution 
of carbon which precipitates. Finally metals with full d-shells and some heavy metals with 
partially full d-shells have been used for CVD growth but these metals have proved 
ineffective for catalytic graphitization of bulk carbon.184,188,254 
Table 2: Section of periodic table showing electron configuration; colour coded for graphitization 
activity: blue - strongly carbide forming, red - good carbon solubility, yellow - weak interaction with 
carbon.179,188 





























































Group 12 metals with a complete electron configuration were not thought to be active for 
graphite formation due to the poor interaction with carbon; recently however, Zn has been 
combined with glucose for graphitic carbon formation.255 The resulting material contained 
many sp3 defect sites in common with other graphitization products. The mechanism by 
which zinc forms the graphitic carbon is still unknown; it’s been suggested the melting and 
evaporation of volatile Zn into the glucose forms a zinc-char matrix that delaminates into π-
π stacked lamellar fragments. Unfortunately there is little evidence presented for this 
complex sequence other than EDX images confirming the zinc is well dispersed. An 
alternative hypothesis could be A-effect graphitization; metals like Ca and Mg are known to 
react and preferentially etch disordered carbon regions in such chars, leaving more ordered 
lamellar structures that are easily graphitized.256,257 
Group 11 metals, in particular Cu, are known to be effective catalysts for CVD growth of 
pristine graphene but their graphitization activity is low. Attempts to form graphitic carbon 
have been made with Cu(NO3)2 and Cu2(OH)2CO3 incorporated into polymers.252,258 Despite 
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some limited evidence from TEM of graphitic layers being present in select areas, overall 
analysis of such materials generally finds no graphitic XRD peak and Raman spectra are more 
consistent with amorphous carbons. The porosity of these materials was also low, 88 m2/g 
reported from Co(NO3)2 in lignin. Another report using a Cu based MOF to template the 
structure reported disordered stacks of carbon materials observed from TEM images and 
SAED rings, however, XRD and Raman data was insufficient to prove graphitization.259 The 
structural control permitted by the MOF was much greater than with polymer structures, the 
crystalline particles were maintained after heating and porosity within the structure was 
observed by SEM shown in Figure 22. 
 
Figure 22: SEM images of a) and b) crystals of Cu based MOF, c) and d) carbonized MOF, e) and f) 
after oxygen treatment to oxidise copper at a), c), and e) low and b), d), and f) high magnification. 
Reproduced with permission from Kim, A.-Y.; Kim, M. K.; Cho, K.; Woo, J.-Y.; Lee, Y.; Han, S.-H.; Byun, D.; Choi, 
W.; Lee, J. K. ACS Appl. Mater. Interfaces 2016, 8 (30), 19514–19523. Copyright 2016 American Chemical 
Society. 
1.4.3.1 Nickel 
Because Ni is effective for CVD and carbon has a high solubility when hot,184 it is ideal for the 
dissolution-precipitation growth of graphene layers and has been extensively investigated. 
An early comparison of Ni with Fe, Co and Cr revealed Ni to be less effective but still active 
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for graphitic carbon formation; although few layer graphene was observed in TEM images 
from every metal.240 Other early studies using Ni(NO3)2 soaked into sawdust and saccharides 
reported higher temperatures were preferable, although graphitic carbon was formed at 
both 900 and 1000 oC.244,245 Micrographs revealed a difference in morphology of carbon with 
“nanocoils” produced from Ni and “nanopipes” from Fe shown in Figure 23. It is also 
noteworthy the optimal metal was apparently different for each carbon source. 
Growth of tightly curved graphene layers around small metal NPs formed in-situ from the 
reduction of metal salts is commonly observed. At the high temperatures needed for 
graphitization metal particles would usually anneal but the carbon matrix prevents this. That 
phenomenon was used to produce carefully controlled graphene spheres on 175, 375 and 
500 nm Ni NPs - by pre-treating the NPs with a carbon source, specifically polyol, at 250 oC 
agglomeration was prevented during graphitization at 500 oC.260 TEM micrographs show few-
layer graphene approximately 8 layers thick around the metal NPs. Graphitized carbon has 
also been prepared using powdered Ni metal with much larger particles 2 – 3 μm in diameter; 
sucrose solution was mixed with the powdered metal, pressed into a pellet and graphitized 
at 1000 oC. TGA analysis and XRD are consistent with crystalline graphite as expected from 
large metal particles with excess carbon.261 Unfortunately this approach does result in low 
surface area materials since the graphite lacks micro and meso porosity. 
Using other Ni templates higher surfaces areas have been achieved, but never the 2000 m2/g 
of activated carbon.262 A thermoset resin polymerised with a Ni organometallic monomer 
produced a SSA of 120 – 200 m2/g, depending on amorphous carbon content;263 and a 
comparable surface area of 115 m2/g was achieved with Ni(NO3)2 added dropwise to a THF 
lignin system.252 With a foaming agent, Na2CO3, added to a wood sample soaked in lignin and 
NiCl2 the graphitized foam had a SSA of 729 m2/g.264 
To understand the process of graphitic carbon formation Sevilla et al. used XRD collected at 
different temperatures to identify the Ni reduction process; they propose the Ni salt first 
decomposes into NiO NPs around 300 oC, these slowly transition into Ni metal by 700 oC.247 
Thermal analysis with in-situ mass spectrometry of kraft lignin rather than saccharides 
reported the decomposition of Ni(NO3)2 at 200 oC,265 which is consistent with NiO observed 
in XRD at 300 oC. Finally in-situ TEM and XRD, also studying Ni(NO3)2, reported reduction was 
completed under 500 oC and a graphite 002 XRD peak was observed around 800 oC, with 




Figure 23: Series of TEM images of different carbon morphologies produced by metal catalysed 
graphitization. a) Large graphitic shells obtained from graphitization of Fe loaded carbon beads at 
800 oC; b) carbon “nanopipes” produced from Fe particles in glucose at 900 oC; c & d) “nanocoils” 
obtained from sucrose and Ni NPs, d) is HRTEM image of the same sample; e & f) graphitic carbon 
balls produced by controlled graphitization and segregation from Ni NPs after all metal is removed, 
f) is a HRTEM image of the carbon ball. 
Adapted with permission from: Hoekstra, J. et al. Phys. Chem. C. 2015, 119 (19), 10653–10661. Copyright 2015 
American Chemical Society. Adapted from Carbon, Vol 46, Sevilla, M et al., Direct Synthesis of Graphitic Carbon 
Nanostructures from Saccharides and Their Use as Electrocatalytic Supports, 931-939, Copyright 2008 with 
permission from Elsevier. Adapted from Mater. Chem. Phys., Vol 113, Sevilla, M.; Fuertes, A. B., Easy Synthesis 
of Graphitic Carbon Nanocoils from Saccharides, 208-2014, Copyright 2009, with permission from Elsevier. 





Utilising Co(NO3)2 and CoCl2 as graphitization catalysts results in similar graphene around 
metal particles as Ni.243,251,267 Graphene layers around Co particles can be observed with 
HRTEM and examples of carbon ribbons running through carbon have been observed. 
Investigations of Co(NO3)2 integrated into carbon foams and probed at different 
temperatures suggest metal particles form at temperatures as low as 450 oC with graphene 
layers formed from 600 oC and further heating only serving to increase the size of the NPs.251 
There is some discrepancy, however, with other reports suggesting Co is only fully reduced 
at 570 oC forming thin graphite shells analogously to Ni above 700 oC.266 One noteworthy 
difference between the Co and Ni particles is the remarkably small size of Co NPs, as small 
as 2 nm in diameter illustrated in the micrographs in Figure 24.243,251 To optimise the 
structure produced, a Co containing MOF has also been graphitized resulting in regular 
crystals that maintained their shape following heating at 900 oC.268 
 
Figure 24: TEM of graphitic carbon prepared at 700 oC containing small cobalt NPs evenly spread 
throughout the material. 
Reproduced with permission from Lu, A.-H.; Li, W.-C.; Salabas, E.-L.; Spliethoff, B.; Schüth, F. Chem. Mater. 
2006, 18 (8), 2086–2094. Copyright 2006 American Chemical Society. 
1.4.3.3 Iron 
In comparison with other metals Fe is advantageous because it is abundant and non-toxic. 
It’s low uptake for CVD systems is due to the high carbon solubility and stable carbide 
formation, coupled with a preference for carbon nanotube formation over few or single layer 
graphene.197 Regardless Fe has been successfully used for catalytic graphitization in 
biomaterials and polymer systems, performing comparably to other transition 
metals.244,245,252 When directly compared Fe appears to be slightly more active; for example 
Ni and Fe in lignin were reported to have surface areas of 115 and 108 m2/g respectively and 
ID/IG values of 1.39 and 1.29; although, variation between process conditions and starting 
materials is generally greater than the difference between metals. 
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The greater uncertainty when using Fe for graphitization is the role of iron carbide. Many 
reports of Fe based catalysts for graphitic carbon formation report the presence of crystalline 
cementite, Fe3C, in XRD patterns with graphene growth around iron containing 
particles.252,265 These results have suggested that iron carbide is a viable catalyst for graphitic 
carbon formation, despite early reports that Fe was unsuitable because of the stable carbide 
formation.196 Further evidence comes from the graphitization of biomass with Fe(NO3)3; 
electron micrographs show the Fe3C particles migrating through the carbon structure 
forming tubular graphitic carbon.269 The authors postulate that different forms of Fe, most 
notably metallic Fe and Fe3C are responsible for different carbon morphologies although in 
this case the XRD pattern showed crystalline Fe3C only. 
 
Figure 25: Frames taken from an in situ TEM video depicting the initially fast movement of the 50–
200 nm iron–carbon droplets which comes to an abrupt halt when the particle is surrounded by 
already graphitized areas. 
Adapted with permission from: Glatzel, S.; Schnepp, Z.; Giordano, C. Angew. Chemie Int. Ed. 2013, 52 (8), 2355–
2358. Copyright John Wiley and Sons 2013. 
Another report using a different biomass further investigated the effect of varying the Fe2+ 
concentration, as more Fe2+ was added a Raman metric recorded a more ordered and 
crystalline graphitic carbon as the metal content was increased from 5% to 15%.265 This 
report also found low levels of Fe2+ produced exclusively metal NPs but Fe3C was observed, 
in XRD patterns, at Fe2+ content greater than 7.5%. The carbon morphology was imaged in 
more detail when printing Fe(NO3)3 inks onto cellulose paper for patterned electrodes.270 
When heated the paper and Fe(NO3)3 decomposed rapidly into carbon and FeO which 
underwent reduction to Fe3C. TEM showed these 50 – 200 nm NPs freely migrating through 
the amorphous carbon leaving graphitized ribbons behind, seen in Figure 25. Images of a 
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molten particle also show the apparent inability of these molten iron carbide particles to 
migrate through graphitic carbon. 
The transition temperatures between phases are still unclear; in an investigation of cellulose 
carbothermal reduction of FeO was reported around 600 oC. When investigating carbon 
monoliths supported by SiO2 however, no Fe3C was produced which was attributed to the 
instability of Fe3C at 700 oC when the FeO reduced.271 In a different study Fe(NO3)2 was 
reported to convert into Fe3O4 which reduced to FeO and then finally to Fe at 715 oC.266 This 
was also remarked to be distinct from other metals which form metallic particles at much 
lower temperatures, but are not catalytically active until the temperature increases. 
 
Figure 26: Summary of crystalline phases formed during calcination of gelatin/iron precursor 
mixtures. When using Fe(NO3)2 the Fe3N phase remained stable for a wider temperature range 
before forming the metal whereas Fe(OAc)2 precursors formed a FeO and Fe3N mixture before 
decomposition to Fe3C. 
Reproduced from Ref. 248 with permission from The Royal Society of Chemistry. 
Unfortunately, different heating rates and carbon materials used make clear conclusions 
difficult to draw. Although, an investigation by Schnepp et al. into the production of Fe3N 
nanostructures provides significant insight into Fe3C and Fe particles within a carbon 
matrix.248 When heating iron salts in amorphous carbon the salt was observed to decompose 
into Fe2O3 at 600 oC, this was sometimes followed by the production of metastable Fe3N 
which then decomposed under further heating into Fe3C or Fe. It was observed that Fe(NO3)2 
produced metallic iron particle whereas Fe(OAc)2 formed the carbide. The formation of 
metallic or carbide particles was attributed to the surface area of the nitride intermediate; 




The catalytic production of graphitic carbon for various applications is dominated by first row 
transition metals due to the high reactivity and relatively low cost and toxicity of these 
elements. Copper, whilst effective for CVD growth of monolayer graphene is generally poor 
at converting amorphous carbon into graphitic due to the low solubility and thus inability to 
reform the carbon structure. Ni and Co interact more strongly with the carbon, dissolving it 
and precipitating graphitic carbon whilst the dissolution into iron appears to form stable 
carbides that are still active graphitization catalysts. In addition to these, Mo and Cr have 
also been trialled for graphitization. Cr was found to perform comparably to other carbide 
forming metals, notably Ni and Fe, however, the removal of the stable chromium carbide 
was reported to be more challenging that other metals.240,272 Mo, applied as a solution of 
(NH4)6Mo7O24, was found to be less effective for graphitization.252 In addition using Mo is 
complicated by the chemistry involved in the decomposition of the more complex salt 
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Figure 27: Summary of Raman ID/IG metric values from literature reports using different metal 
catalysts at different temperatures; the metals are grouped and temperature plotted along the x-
axis for each metal. Temperature is also denoted by colours from blue to red. Data taken from 
literature references: 240,244,268,272–279,252,258–261,264,265,267. 
Despite effort being focussed on the behaviour of different metals, the remarkable disparity 
of results obtained from the same metal due to processing conditions, starting carbon and 
other additives is illustrated by Figure 27. This comparison is made using ID/IG, the intensity 
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ratio of two Raman signals recorded from graphitic carbon commonly associated with lateral 
flake size and defects in the aromatic structure. A more detailed description of this metric 
and its interpretation is included in chapter 3. Whilst ID/IG is an imperfect metric due to flake 
size and curvature, it nevertheless highlights that the difference in carbon material obtained 
from the same metal is actually far greater than the differences observed between metals. 
Broadly the interactions between metal and carbon, and the basic growth mechanism as 
discussed in the next section are the same across Cr, Mn, Fe, Co and Ni. 
1.4.4 Mechanism of Graphitization with Metals 
Whilst different metals have broadly the same graphitization mechanism there are still 
thought to be important differences induced by the particle size and environment. Ōya and 
Marsh summarised these different growth types as G, Ts, Tn and A effect graphitization.188 
G effect graphitization refers to dissolution-precipitation in bulk metal particles, greater than 
100 nm, although often microns in scale. The carbon is isothermally reformed into the more 
thermodynamically stable graphite by the metal, or in some cases the stable carbide as 
known from SiC and Fe3C.254 The presence of carbide particles suggests that both metal and 
carbide are active for carbon graphitization and the relative stability determines the 
dominant species.280 G-effect carbon is generally observed to have a single sharp peak in the 
XRD pattern from the 002 reflection of graphite, and a broad background from the 
amorphous carbon that did not contact the metal particles shown in Figure 28a. Metal 
particles are known to migrate through carbon structures by dissolving carbon in front and 
precipitating the graphitic region behind the migrating particle. In some cases these large 
particles decrease in size as metal or carbide is deposited; eventually producing smaller 
metal particles that follow the description of Ts effect graphitization. 
Ts effect graphitization in contrast generally produces a much wider 002 peak at lower 2θ 
from the disordered turbostratic graphite formed. Ts effect graphitization is generally 
observed from very small, finely divided catalyst particles 10s of nm in size heated with non-
graphitizable carbon. These small particles are thought to react with the surrounding carbon 
and form molten droplets of metal-carbide; domains of carbon floating on the surface of 
these droplets then coalesce together forming the more disordered turbostratic graphitic 
carbon observed. Alternatively the dissolution of carbon into the small NPs followed by 
precipitation of graphitic carbon has been proposed; but the clearly disordered turbostratic 
material produced is more likely to result from disparate carbon domains on the particle 




Figure 28: X-ray diffraction profiles of the carbon (002) peaks from different graphitization models. 
Reproduced by permission from Springer Nature. Journal of Materials Science. Phenomena of Catalytic 
Graphitization, A Ōya, Copyright 1982. 
Finally A and Tn effect graphitization are the same mechanism, but differ in the extent of 
graphitization. A-effect graphitization results in a broad amorphous carbon XRD pattern 
whilst Tn-effect graphitization is much more effective and produces a sharp 002 peak, seen 
in Figure 28c,d. The essence of this graphitization mechanism is the removal of thermally 
stable cross-linked structures that prevent re-arrangement of carbon materials; this has been 
achieved with O2, CO2, Ca, Mg and B doping as well as other metal vapours.255,256,281 
The role of metal particles as templates for porosity is very intuitive; additionally, the size 
and shape is also linked to the mechanism observed. It may be possible to use small metal 
particles to both control the structure of carbon foams, inducing meso-porosity, whilst also 
influencing the extent of graphitization. The graphitization in turn influences properties like 
conductivity and strength; but a lack of graphitic carbon can also contribute much needed 
micropores for energy storage.  Whilst pristine graphene formation is a fascinating subject 
for electrical devices and optical applications such materials remain expensive. Catalytic 
graphitization is a potential route to functional carbon foams produced from biomass and 
other waste or low cost materials. Examples thus far include: sawdust,255,255 kraft lignin,252,265 
saccharides,255,257 peanut shells,282 whey protein,279 poplar wood,264 cellulose paper,270 
polypeptides,259,253 and heavy hydrocarbon waste.283,284 
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1.5 Metrology of Graphene Materials 
Thus far we have considered potential applications of graphene materials and methods of 
production; finally methods of analysing these materials are introduced. Specifically this 
section will discuss the statistics and processing to comprehensively analyse bulk samples as 
prepared by scalable methods and will not discuss the scientific principles behind each 
technique; where appropriate such details will be discussed in Chapter 3. 
1.5.1 Industrial Graphene 
The number of companies producing and using graphene has expanded rapidly with at least 
102 different raw graphene manufacturers not including formulation suppliers in November 
2020;285 many using different manufacturing routes and producing a range of materials with 
irregular shapes, sizes and chemical functionality.72 These differences in properties mean 
that no commercial graphene could reliably be used as a straightforward replacement for 
another without extensive testing. This could refer to device performance: strength, 
conductivity or charge storage. Given the huge number of variables involved in processing 
such devices, however, key metrics of the actual graphene would allow direct comparisons 
between the raw feedstock. Investigating the scale of the potential problem, 
characterization of graphene from 60 different suppliers has shown that most companies are 
in fact producing GNPs with a wider range of properties than the description ‘graphene’ 
would suggest.286 As previously discussed for some applications, in particular composite 
materials, GNPs may be preferable to pristine graphene and matching the material with the 
application is important.59 But this does still require robust characterization. 
When attempts have been made at robust characterization it has also become apparent how 
insufficient single figure metrics are at describing such a complex nanomaterial. In proposing 
a classification framework Wick et al. suggested a three dimensional description of graphene 
materials using: lateral size, thickness and carbon to oxygen ratio.287 Whilst comprehensive 
this approach would be impractical due to the difficulty in accurately measuring these three 
parameters from graphene materials at scale. Additionally many real materials have a 
distribution of flakes and environments that are more complex than a single summary 
statistic. Attempts to use Raman spectroscopy to probe graphene properties have found the 
distribution of ID/IG values actually measured did not reliably follow a gaussian distribution, 
which means any statement of mean or standard deviation has very little meaning.288,289 The 
solution for this and best practice analysis is the collection of many data points to establish 
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the comprehensive distribution of whatever is being measured; and reporting the full 
distribution of parameters as a histogram or other graphical format.289–293 
This has been highlighted,286,294–296 with a few proposed high throughput quality control 
techniques for graphene materials including static light scattering, surface area 
measurements and wide area optical contrast images.294,297 Unfortunately whilst many of 
these techniques serve one specific manufacturing route they cannot be applied to a 
material without prior knowledge of its origins. For example wide angle contrast images are 
effective for individual graphene flakes grown on a flat substrate but for dispersions or 
powdered materials it would not be possible to extract any useful information. It should also 
be stressed that graphene has experienced these difficulties because it is the most developed 
2D material for applications, however, other 2D materials like h-BN and Mo2S that are 
produced with similar techniques have the same potential pitfalls, as seen in Figure 29.298 
 
Figure 29: Example distributions of 2D material properties; a) taken from literature report of h-BN 
and b) from an investigation of exfoliated graphene. Adapted from 288. 
1.5.2 Measuring Graphene Dispersions 
Transmission electron microscopy is arguably the highest standard of graphene analysis as 
sheet size, shape and thickness can all be unambiguously determined from well prepared 
samples; and even the number of layers can be counted by imaging edges where the 
graphene sheets fold. In studies of graphite exfoliation TEM images are commonly used to 
validate claims of graphene production by showing both thickness and size of flakes 
produced.146,150,152,156,161,299,300 TEM has also been used to image defects and the basal plane 
of graphene oxide and functionalised graphene.123,127,301,302 Despite this great utility, the 
disadvantage of TEM is the time consuming and costly process of collecting images that 
typically are focussed on a single sheet or small cluster. For research purposes therefore TEM 
offers unique insight to the structure of graphene flakes but for large scale characterization 




Figure 30: Example micrographs from a) AFM, b) SEM and c) TEM for graphene samples. a) & c) from 
liquid phase exfoliation and b) from CVD growth. 
Adapted with permission from: Shinde, D. B. et al. Langmuir, 2016, 32 (14), 3552–3559; Weatherup, R. S. et al. 
Nano Lett., 2016, 16 (10), 6196–6206; Lotya, M et al. J. Am. Chem. Soc. 2009, 131 (10), 3611–3620. Copyright 
2009 & 2016 American Chemical Society.  
Atomic force microscopy can also be used to measure the lateral dimensions and thickness 
of flakes simultaneously, wider areas can be scanned and flake size statistics can be extracted 
more rapidly than from TEM.288 Caution must be employed, however, when using images of 
many flakes because there is no absolute relationship between height as measured by AFM 
and number of layers.303 In principle SEM can also image graphene layers deposited on a flat 
surface, and flake size statistics extracted from such images.162 This is rarely done in practice, 
however, because of the poor contrast between the substrate and very thin carbon which 
will appear mostly transparent to the high energy electrons.  
These microscopy techniques for the analysis of lateral sizes and exfoliation require stable 
dispersions of individualised flakes in suitable solvents, usually an alcohol or other low boiling 
organic. If large aggregates and bundles are present it is not possible to differentiate 
individual flakes, and therefore impossible to measure the lateral size or thickness.304 This is 
generally achieved by sonicating the graphene material in a suitable solvent, followed by 
high speed centrifugation to remove large aggregates and this stable dispersion is then 
rapidly drop cast or spin coated onto the substrate for analysis. Since such preparation must 
remove all large bundles and unexfoliated material by design; this can make microscopy 
unsuitable for measuring samples that are not intended to be used following the same 
rigorous dilution and centrifugation to sediment larger particles. 
Optical spectroscopy is a fast and easy method of analysing an entire dispersion, commonly 
used to measure the concentration of graphene in conducting inks and liquid exfoliated 
graphene. Applying the Beer-Lambert law optical absorption coefficients of graphene have 
been calculated, with an average value of 2700 mg-1 mL m-1, this has a standard deviation of 
± 1000 mg-1 mL m-1 and the full distribution is shown in Figure 31. The large variation is most 
likely due to light scattering from the carbon particles and the difference in graphene 


















Figure 31: Distribution of optical extinction coefficients of graphene reported at 660 nm, data points 
are literature values, mean and standard deviation also marked. Ref: [9,150,152,163,173,299,306] 
Attempts to minimise scattering have been undertaken by reducing the concentration before 
measurement and selecting a high wavelength of light, specifically 660 nm.150 Nevertheless 
it is not possible to account for the different graphene thickness between samples. It is 
reported that each carbon layer absorbs approximately 2.3 ± 0.1 % of the incident light.307 
Assuming pure few-layer graphene every layer of carbon can contribute to the absorbance 
equally and the mass of carbon will be accurate; however, if a single flake is thicker than 134 
nm, all light passing through such graphite flakes will be effectively blocked, ~0.01% 
transmission. This means a mass of carbon is present but excluded from the measurement. 
Despite this limitation UV-vis can be an effective method of measuring graphene dispersion 
concentrations, although, it is important that any new sample is calibrated and the extinction 
coefficient calculated if any change in flake thickness, size or morphology is suspected. 
1.5.3 Measuring Bulk Samples 
Graphene dispersions are versatile and attractive for many applications but not every 
production method or end use requires liquid dispersions; analysing graphene as a powdered 
sample can avoid many size selection issues. Often analytical tools for powdered samples are 
bulk techniques that do not require multiple images or measurements to be taken to achieve 
a statistical picture of all the graphene flakes; the disadvantage of this is the averaged nature 
of the data often limits information on the distribution of properties. 
X-ray diffraction is a routine solid state analysis tool widely applied to graphite, the regular 
carbon layers provide a very strong Bragg peak that can be used to measure the interlayer 
spacing, stacking disorder within the material such as turbostratic graphite and the size of 
coherent scattering domains. Whilst a very powerful method to probe the structure of 
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graphitic materials with a regular stack of carbon layers present, graphene by definition has 
no interlayer Bragg peak making XRD unsuitable for graphene metrology. 
Thermal gravimetric analysis (TGA) is in principle a very simple analytical technique; by 
heating the sample and monitoring the mass change any decomposition or combustion can 
be measured. Since different carbon phases have different thermal stabilities this can be 
used to identify the carbon phase present. Taking this analysis further Shtein et al. proposed 
a method of identifying different combustion events within a single sample that 
corresponded to different sized graphene nanoplatelets; by comparing the relative mass of 
each fraction and the temperature of combustion they were able to identify the 
polydispersity of GNP samples using a single analysis.308 This process is illustrated in Figure 
32 which showcases a manufactured mixture of two different graphene materials with 
different combustion temperatures; the thermal analysis of the mixture matched the 
separate thermal analyses of the GNP components. The information provided by thermal 
analysis is limited in scope, being unable to directly identify flake sizes or chemical 
environment, however, its ability to monitor polydispersity with a single measurement of a 
bulk sample would be ideal for some quality control processes. 
 
Figure 32: (a) The combustion temperature range vs the polydispersity index extracted from TEM of 
selected GnPs and their linear fit; (b) normalized thermogravimetric curves; (c) DTG curve of the GnP 
mixture (L0.5/M15) and its pure constituents (L0.5 and M15). Inset: the log-normal deconvolution of the 
L0.5/M15 DTG curve shows an excellent match. 
Reproduced with permission from Shtein, M.; Pri-Bar, I.; Varenik, M.; Regev, O. Anal. Chem. 2015, 87 (8), 4076–
4080. Copyright 2015 American Chemical Society. 
Raman spectroscopy is commonly suggested for graphene metrology because it is relatively 
simple, but provides detailed information on the physical and chemical structure.295,297,309 
The biggest disadvantage in comparison with other bulk scale techniques is the requirement 
to collect multiple spectra to produce a statistically significant analysis. When undertaking 
Raman microscopy, a sample can be automatically moved under a fixed microscope through 
which the Raman signal is focussed and collected to generate these data sets; although this 
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can be time consuming. Raman data sets have nevertheless been effective in research 
environments; for example the statistical analysis of covalently functionalised graphene and 
CVD growth of graphene on a metal foam.292,310  
Collecting large Raman maps in this manner also includes spatial data of the distribution of 
Raman spectra at different locations. This has been used to great effect on static flakes 
bonded to, or grown on, controlled surfaces. For example probing graphene growth on 
copper [111] surfaces by overlaying spatial Raman map data with microscale crystallographic 
data, or epitaxially growth on SiC by mapping the height profile.311,312 The localisation of 
graphene flakes on a surface for Raman measurements has also probed fundamental 
properties of the material like thermal conductivity, the strain response of graphene flakes 
and confirmed the enhanced reactivity of wrinkles and highly curved edges.313–315 Whilst 
powerful, these insights all rely on immobilised graphene flakes prepared in such a way that 
the spatial distribution is significant and meaningfully linked to other properties. 
Irrespective of spatial data, simple collecting large data sets and undertaking statistical 
analysis on the distribution observed has been applied to commercially produced graphene, 
highlighting the current issue with many manufactured samples.286 The wide applicability 
and information possible from Raman spectroscopy make it appealing for common standards 
across different manufacturing routes with minimal modification to sample preparation. 
Other optical imaging methods have been proposed for CVD graphene films of metal 
substrates, using optical contrast or back scattering from harmonic modes but such 
techniques tend to be very specialised towards individual flakes grown on metal foils and, 
therefore, not suitable for graphene powders produced at greater scale.297,316,317 
Finally, light scattering techniques that measure the particle size of graphene flakes have 
been suggested for the characterization of liquid exfoliated graphene.294 These methods are 
well established but most models rely on randomly tumbling particles like proteins and 
polymers; graphene in contrast is a more ridged 2D flake. Despite this it is possible to 
correlate the hydrodynamic radius with changes in flake size following shear exfoliation. 
Light scattering can also measure larger aggregates and unexfoliated material that the 
centrifugation processing, required for microscopy, excludes. Despite these benefits, light 
scattering to measure graphene flake size is still limited by the averaged hydrodynamic 
radius measured and cannot accurately measure sheet thickness, much less different 




Since the isolation of graphene its remarkable strength, conductivity and inert nature have 
generated enormous interest and excitement for possible uses; graphene has been linked to 
supercapacitors, battery electrodes, photocatalysis, conductive ink, flexible screens and 
optoelectrical devices, transparent electrical components, high strength composites, barrier 
coatings, functional fluids and coolants and quantum Hall based resistance standards. 
Despite this potential many devices actually require different combinations of graphene’s 
properties, and in many cases other graphenic carbon materials; for example Na+ batteries 
require disordered stacks and layers of graphitic carbon rather than isolated single layers. 
Different requirements may be fulfilled by the equally diverse production methods 
developed for graphene and related materials. The primary concern for many applications 
and devices is the cost and scalability of manufacture. CVD grown pristine graphene may be 
ideal for high end electrical devices but the limited scale of production make CVD 
unappealing for larger volume products. A larger scale production technique, liquid phase 
exfoliation has received much interest recently for its potential production of low cost 
graphene inks that can be used in additive manufacturing processes. Although, exfoliating 
graphite still requires the highly crystalline graphite starting material. 
Catalytic graphitization, the process whereby low cost carbon feedstocks are converted into 
nanostructured graphitic carbon materials using transition metal catalysts, does not require 
crystalline graphite and has been proposed for energy storage applications. The combination 
of high surface area, relatively inert and highly conductive foams are ideal for battery 
electrodes and supercapacitors. The different graphitization methods, starting materials and 
catalysts used have thus far produced a wide range of different carbon materials with 
different degrees of conjugated carbon structures, surface area and pore structures. Of note,  
these differences are generally greater within the same metal than between different metals 
indicating the process is highly depended on processing conditions and more tolerant to 
metal chemistry than supposed. The size of metal particles and distribution of transition 
metal salts are known to influence the final carbon but a clear understanding of the 
formation of graphitic carbon formation is still elusive. 
More generally a greater understanding of graphene metrology and a process whereby it can 
be analysed and codified is required for it to be more widely utilised by industry. 286,294–296 
Currently the lack of any harmonised system prevents different materials from being used in 
similar processes without significant prior investigations. Whilst this discussion has focussed 
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on graphene as the most developed 2D material closest to applications; such considerations 
apply to other developing 2D materials with desirable properties for other industries. The 
production of Mo2S based semi-conducting inks have the potential to simplify electrical 
device manufacture, however, many of the same concerns over scalability of production 
methods and reliable quality control that currently exist for graphene will equally apply. 
Overall some key challenges remain for graphene utilisation. Robust and reliable analytical 
tools must be developed to enable graphene producers and device manufacturers to clearly 
communicate material properties; this should combine high throughput analysis with 
rigorous characterization of an entire material distribution. Unfortunately common 
graphene analytical tools to date have failed in one of these requirements. Additionally low 
cost, scalable production methods for graphene based materials should be developed 
capable of producing materials that may be very distinct from pristine graphene but that 
meet the requirements of the desired applications. Together these two topics form the 
primary focus of the research discussed herein: developing a statistical method for 
metrology and understanding  the graphitization process of converting low cost feedstocks 
into potentially useful carbon materials.
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2. Aims and Objectives 
The challenges remaining for graphene development are complex. Underpinning many is the 
need for greater understanding and characterization of the inhomogeneous nature of 2D 
nanomaterials. Unlike conventional chemical systems graphene is not a uniform molecular 
system but a mixture of flakes with different sizes and thickness, a greater understanding of 
the analysis of this mixture is required for reliable metrology to develop. 
Despite the different techniques that have been trialled, introduced in Chapter 1, no reliable 
high throughput method has emerged to meet the requirements of quality control 
standards. A detailed discussion of the characterisation techniques applied in this work is the 
focus of Chapter 3. It is possible the lack of a widespread, rapid analytical technique is 
because no such perfect technique exists and other more time consuming methods must be 
applied. Identifying the minimum characterisation required for a mixture of graphene flakes 
may inform developments in metrology and bridge the gap. Focussing on Raman 
spectroscopy because of its versatility and depth of information, the statistics of large sample 
sizes is investigated in Chapter 4. Using a wide selection of graphene related materials, large 
Raman data sets are collected and subjected to statistical analysis to understand the 
distribution of the graphene material; but also to understand the development of the data 
as it is collected. The key question to be answered is what scale of Raman spectroscopy is 
required to have confidence in the analysis of a graphene material. 
Detailed analysis will also be used to understand the process of catalytic graphitization, 
aiming to control the resulting porosity and conductivity of graphitic carbon. Such materials 
have been obtained from biomass and other low cost carbon sources, this makes catalytic 
graphitization an appealing process for the manufacture of electrodes and energy storage 
devices. Recent developments have focussed on the production of carbon foams and their 
integration to devices such as supercapacitors and alkali metal batteries. Despite this 
mechanistic models for the conversion of carbon into porous graphitic materials have rarely 
been postulated since the seminal work by Ōya and Marsh. 
Utilising the statistical insight on graphene analysis and other solid state characterisation 
methods; Chapter 5 discusses the production and characterisation of graphitic foams from a 
selection of different cobalt salts; aiming to identify how such materials can be produced in 
a controlled method in the future. The performance of such materials will not be tested in 
any real devices since the properties required for good capacitance and energy density are 
well known. Instead the processes that form the microstructure will be investigated. 
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3. Characterisation of Graphene 
3.1 Raman Spectroscopy 
Raman spectroscopy uses the phenomenon of light scattering to probe vibrational states. 
Scattering can be either elastic, changing direction but not energy in a process known as 
Rayleigh scattering or inelastic in which energy is transferred (Figure 33). This inelastic 
scattering was first observed by Sir C V Raman in 1928 using sunlight and a filter,318 but the 
requirement for high intensity monochromatic light meant the technique did not find 
widespread use until the introduction of laser sources in the 1960s. Raman spectroscopy has 
since become a powerful tool for probing a wide range of substances from the vibrational 
states of small molecules to the band structure and phonon modes in solid state materials. 
 
Figure 33: Schematic illustrating the three main scattering processes; the incident photon is 
absorbed shown on the left with energy 𝜈0 placing the system in an excited state. The system will 
decay from this state back to a real energy level, emitting a photon with a different wavelength in 
the case of Raman scattering. 
In a classical model a molecule has a vibrational potential described as a harmonic oscillator 
with a number of evenly spaced energy levels. During Raman scattering the molecule is said 
to be excited into a ‘virtual excited state’ from which it relaxes into a different vibrational 
level to the one it initially occupied. The energy difference between vibrational levels causes 
the change in photon energy measured by Raman spectroscopy. A red-shift is caused by  
excitation of a molecule into a higher energy level, known as a Stokes shift, whilst the blue-
shift caused by a loss in energy of the system is known as anti-Stokes. Since higher energy 
levels are less populated than the ground state in accordance with the Boltzmann 
distribution the Stokes lines are more intense than the anti-Stokes. 
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The vibrational modes that contribute to a Raman spectrum are determined by selection 
rules that require a change is polarizability of the molecule during the Raman scattering 
process. A rigorous treatment of this can be found elsewhere;319 however, this model is 
generally insufficient to explain the phenomena observed when measuring carbon 
nanomaterials. This complexity is what makes Raman spectroscopy such a powerful tool for 
characterising carbon nanomaterials; allowing the discrimination of graphene, graphite and 
carbon nanotubes as well as investigating their size and the presence of functional groups. 
3.1.1 Graphitic Carbon Raman Features 
The Raman spectrum of sp2 carbon materials can mainly be considered in terms of three 
spectral features, a D, G and 2D peak although they may not all be observed from every 
material. There are additional smaller peaks as shown in Figure 34 but these are generally 
less useful for analysis. 
 
Figure 34: An example Raman spectrum with significant peaks labelled. This was collected from 
functionalised graphite using a 633 nm laser. 
G Peak – 1580 cm-1 
Usually the most intense feature, the G peak can be considered a signature of sp2 carbon in 
a material and as such is often used as a reference peak for comparing the intensities of other 
peaks. In a molecular picture this is the E2g doubly degenerate asymmetric stretching mode 
of a benzene ring; when the picture is expanded to a solid carbon material this E2g symmetry 
refers to the degenerate iTO (in-plane transverse optical) and LO (longitudinal optical) 
phonon modes (Figure 35) of the carbon plane lattice. 
This scattering process is a conventional first order transition in which the electromagnetic 
field of the photon interacts with the material, generating a photoexcited state. This excited 
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state emits a phonon and the remaining energy is emitted as a scattered photon.11 Unlike 
conventional Raman spectroscopy the excited state is an energy level described by the band 
structure close to the high symmetry K point, and the similarity in energy of the photons and 
transitions make the process resonant, improving the intensity of the Raman signal.320 In 
graphite and related materials the continuous band structure means a range of wavelengths 
meet the resonance condition, although laser wavelengths around 532nm are commonly 
used as the laser source for resonance Raman spectroscopy. 
 
Figure 35: Schematic of the Raman scattering process of the G peak. Left: absorption of laser light of 
energy (EL) shown in green followed by inelastic scattering and emission of a Raman photon 
indicated in red. Right: lattice vibration modes responsible for the inelastic scattering. 
D Peak – 1350 cm-1 
When the Raman spectra of sp2 carbon materials were first studied structural and chemical 
defects were quickly linked to the D peak; although, the actual scattering mechanism 
underwent numerous iterations. It is now described as a second order double resonance 
process, see Figure 36, in which the defects ‘activate’ the Raman process.321 
1. The incident photon is absorbed by the material producing a photoexcited electron-
hole pair occupying “real” energy levels within the band structure 
2. The excited state emits a iTO phonon to release energy, however, in this case there 
is also a significant change in the system momentum formally denoted as a change 
in k-space from near the high symmetry K point to K’.  
3. The photoexcited electron undergoes a scattering event from a defect in the lattice, 
which converts the system momentum back to the original state. Thus the overall 
process is said to be ‘activated’ by defects. 





Figure 36: Schematic of the inter-valley scattering process responsible for the D band activation. The 
initial absorption is shown in green, followed by photoexcited electron transitions in blue before the 
final emission shown in red. 
A double resonance process is one in which the transitions involved in the scattering process 
correspond to the incident and emitted photons making the signal intensity significantly 
higher than expected. Additionally it makes the signals observed from these double 
resonance processes slightly unusual compared to conventional Raman signals. Firstly the D 
peak is dispersive; this means the wavenumber of the Raman signal changes as the laser 
source energy changes by ~50 𝑐𝑚−1 / 𝑒𝑉;15 secondly the intensity of the signal does not 
follow the expected 𝐼 ∝ ?̃?4 relationship whilst the G peak does.322,323 The effect of this is that 
only the G peak will get smaller when a lower energy laser source is used, making all double 
resonant peaks including the D peak appear larger by comparison as illustrated by Figure 37. 



















Figure 37: Raman spectra of an identical sample with different lasers demonstrating the changing 
peak position and relative intensity of the D and 2D peaks. The green spectrum was recorded with a 
532nm laser source whilst the red spectrum was recorded with a 633 nm laser. 
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D’ Peak – 1620 cm-1 
The D’ peak is also activated by defects within the material and has very similar properties 
to the D peak described above. The scattering mechanism in this case, however, goes via an 
intra-valley scattering process between energy levels close to the K point rather than the 
significant change in momentum observed for the D peak. Practically the most significant 
difference is the relatively low intensity and close proximity of the D’ peak to the G peak 
means that it is often difficult to resolve. 
2D Peak – 2700 cm-1 
This is generally the second most prominent peak in graphitic samples, and was historically 
labelled G’ but the scattering process involves the zone centre phonons, like the D peak, 
hence the current notation of 2D. Two different fourth order models, a double resonant and 
triple resonant have been proposed to explain this transition.11,320,324 Both models rely on 
many of the same processes of photoexcitation followed by inelastic scattering; however, 
the conservation of momentum in this process is fulfilled by electron and hole scattering 
creating lattice vibrations rather than defects in the material. 
 
Figure 38: The two models proposed to explain the Raman scattering process responsible for the 2D 
peak; absorption of the incident light (of energy EL) shown in green and emission of the scattered 
light in red. 
The stages proposed for the scattering are: 
1. Absorption of light to produce a photoexcited electron-hole pair. 
2. Inelastic electron-phonon scattering, losing energy to the vibrational mode and 
changing momentum (q) about the high symmetry K point to the K’ point.   
3. Further inelastic scattering with an exchanged momentum (-q) that conserves the 
system momentum through this Raman scattering process. 
4. Recombination of the photoexcited electron and hole by emission of a photon. 
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The double and triple resonance processes involve the same phonons, specifically the iTO 
phonons about the K or K’ point. In the case of triple resonance, however, both the 
photoexcited electron and hole are scattered resulting in occupation of “real” energy levels 
following every transition, whilst in the double resonance model only the electron is 
scattered, and recombination and photon emission occurs from a “virtual” energy level. 
Since the D and 2D peaks both originate from the same phonon modes around the K point 
both have a dispersive wavenumber, for the 2D peak that varies by ~95 𝑐𝑚−1 / 𝑒𝑉 and a 
relative intensity ratio (I2D/IG) that changes with laser wavelength (Figure 37).324 The 
resonance condition makes the 2D peak especially sensitive to any changes in the materials 
band structure since distortions to the distribution of energy levels will alter the energy and 
intensity of the Raman scattering process. Such distortions can be caused by doping or 
exfoliation, making the 2D peak a valuable tool for probing graphene flakes. 
Nanotube Radial Breathing Modes – 100s cm-1 
The peculiar nature of nanotubes leads to specific properties in their Raman spectra 
compared to other materials. The change in dimensionality to 1D has a significant effect on 
the band structure, producing quantised energy levels in the density of states plot. In 
addition carbon nanotubes have Raman spectral features in the range of only a few hundred 
wavenumbers. These peaks are attributed to the completely symmetrical A1 stretching of 
carbon atoms away from the centre of the tube causing the nanotube to expand and shrink 
in diameter. These peaks can be linked to the diameter and chirality of the nanotubes; for 
further information see the rigorous review from Saito et. al.320 
3.1.2 Effects of Layer Stacking 
When analysing graphene materials one of the most important properties is layer stacking. 
The band structure of monolayer graphene has a single conduction band and a single valence 
band caused by the bonding and antibonding combinations of the carbon pz orbitals; this 
produces a single sharp 2D peak. The addition of a second carbon layer to form bilayer 
graphene also introduces two additional bands of slightly different energy to the system and 
thereby increases the number of possible transitions to four as shown in Figure 39.13,21 The 
different exchanges of momentum labelled q are all conserved during the overall Raman 
scattering process, however, the energy lost to phonon excitation is subtly different giving 
rise to the four different wavelengths of Raman scattered light from bilayer graphene. 
This dramatic change in shape of the 2D band continues for three layer graphene, which 
theoretically has nine transitions although five peaks are sufficient to fit the measured signal 
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due to degeneracies.324 Whilst these subtle changes can be expected to continue until the 
number of layers effectively becomes infinite, the differences become less significant after 
approximately four layers.11 As shown in Figure 40 the Raman spectrum of HOPG is described 
by just two Lorentzian peaks. Whilst this change in shape is a powerful tool for investigating 
the fundamental properties of graphene the complexity inherent in fitting such models 
makes this impractical for large scale analysis undertaken on inhomogeneous samples. 
 
Figure 39: a) Band structure of monolayer graphene with the 2D Raman transitions indicated; q is 
the exchanged phonon momentum and εL is the laser energy. b) Bilayer graphene band structure 
with the four different transitions shown. (The top and bottom bands are identical but only two 
transitions are shown on each for clarity) 
Reproduced with permission from A. C. Ferrari et al., Physical Review Letters, 97, 18740, 2006. Copyright 2006 
by the American Physical Society. 
The number of graphene layers is not the only consideration, the alignment of the layers 
must also be considered and misalignments and rotations of the graphene sheets can be 
detected in the 2D peak. As the stacking orientation changes, the structural symmetry and 
nearest neighbours change which alters the Fermi surface of the carbon material; since the 
position and gradient of the electronic bands are altered the energy change measured by 
Raman spectroscopy is also altered. 290,325–327  In the case of turbostratic graphite, in which 
layers are stacked directly on top of each other, the 2D peak maintains the same intensity as 
hexagonal stacked graphite but has only a single peak and not the asymmetric peak of HOPG. 
This change in energy is also manifest in the variation of the 2D peak position;324 as graphite 
becomes few layer graphene the peak is redshifted although the magnitude of this has been 
linked to substrate interactions.328  Whilst this change in Raman wavenumber is commonly 
reported it is important to consider the difficulties that arise when trying to extract the exact 




Figure 40: A series showing the evolution of the Raman 2D peak as the number of layers increases, 
the multiple Lorentzian peaks fitted to the observed peak are shown underneath. 
Reprinted from Physics Reports, 473, L.Malard et al., Raman spectroscopy in Graphene, Pg.59, Copyright 2009, 
with permission from Elsevier. 
Finally the most significant difference between the Raman spectrum of bulk graphite and 
monolayer graphene is the intensity of the 2D peak, usually a fraction of the height of the G 
peak in graphite the 2D peak is observed to be many times higher than the G in monolayer 
graphene.13 This difference is due to the highly resonant origin of the 2D peak and the 
relatively high number of energy levels within the materials band structure involved in the 
Raman scattering process. The 2D peak intensity is determined by the electron scattering 
rate but relies on both electrons and holes getting scattered; monolayer graphene lacks any 
interactions between sheets so there are fewer incoherent scattering events incompatible 
with the Raman emission criteria, therefore more incident photons are Raman scattered. 
The clear difference in relative intensities of the 2D and G peak between graphene and 
graphite is commonly used when analysing graphene and usually reported as I2D/IG.329 This 
ratio changes dramatically for single and bilayer samples compared to graphite and even 
small amounts of exfoliated material in a bulk sample can produce subtle increases in I2D/IG. 
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Care must be employed when comparing data from different laser sources though; as already 
stated the G peak obeys the standard 𝐼 ∝ 𝜈4 relation expected in Raman spectroscopy whilst 
the other peaks from graphitic carbon do not. This means the relative peak heights will 
change as the laser energy changes.  





















Figure 41: Raman spectra of graphene and graphite recorded with a 532 nm green laser. 
3.1.3 Defects in the sp2 Network 
In addition to examining the thickness of graphene flakes; because the D peak is caused by 
breaks in the six-fold symmetry surrounding sp2 carbon rings it can be very powerful for 
probing lattice defects and sheet edges, where other functional groups or atoms are bonded 
next to the aromatic region of graphitic carbon. To explore this effect further single layer 
graphene can provide an ideal experimental platform and by bombarding a graphene sheet 
with Ar+ ions Lucchese et al. were able to probe specific densities of random defects.330 
As more defects were formed the relative height of the D peak, ID/IG, increased. Fitting this 
trend the authors proposed a “local activation model” to explain the increase in D peak 
intensity; this model suggests every point defect induced by ion bombardment is described 
by a small area of structurally disordered carbon (shown in red in Figure 42) that cannot 
contribute to the Raman spectrum. The disordered area does, however, ‘activate’ the 
aromatic carbon around it (shown in green in Figure 42) by allowing the exchange of 
momentum required for the D peak. As the defect density increases a greater proportion of 
graphitic carbon becomes ‘activated’ and emits Raman scattered photons at both 1580 cm-1 
and ~1350 cm-1 contributing to the increasing ID/IG metric. This increase is limited, however, 
by the availability for new defects to form; as shown in Figure 42e when the defect density 




Figure 42: a) Definition of the “activated” (green) and “structurally-disordered” (red) regions. b–e) 
shows 55 × 55 nm portions of the graphene simulation cell, with snapshots of the structural 
evolution of the graphene sheet for increasing defect concentrations.  
Reprinted from Carbon, Vol 48, Lucchese et al., Quantifying ion-induced defects and Raman relaxation length in 
graphene, 1592-1597, Copyright 2010, with permission from Elsevier 
Whilst powerful this model is limited by the assumption that all defects are randomly 
distributed over the graphene sheet. In reality, TEM investigations of GO and rGO have 
shown that defects tend to increase the reactivity of the surrounding carbon leading to the 
formation of ‘islands’ of highly functionalised carbon surrounded by relatively pristine 
graphene, seen clearly in Figure 43.302,331 Despite this limitation the main trends observed 
with the model system are consistently observed from graphite oxide, chemically 
functionalised graphene and synthetic graphite samples. 
In a discussion on the topic Ferrari refers to an ‘amorphization trajectory’ of increasing ID/IG 
from graphite into nanocrystalline graphite but then a decrease in D peak intensity as the 
material becomes more related to amorphous carbon with significant sp3 content.321 In 
addition, real materials often exhibit peak broadening as they become more disordered; it is 
possible this is caused by greater scattering of phonons within the material causing the 
photoexcited electrons and holes responsible for Raman scattering to lose coherence.332,333 
Alternatively the range of different groups and defect sites may all have subtly different 
effects on the band structure thereby producing a wider range of Raman shift energies than 




Figure 43: Aberration-corrected TEM micrograph of suspended GO, scale bar is 2 nm. Expansions A-C 
show proposed local structures. This image clearly shows the different regions of highly crystalline 
graphite and disordered amorphous carbon with no random defects apparent. 
Copyright © 2010 WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim, reprinted with permission from John Wiley 
and Sons. 
This peak broadening is known to have a very significant effect on highly functionalised 
material like GO; because the intensity of the D’ peak becomes more significant and the 
width of both the G and D’ peaks become larger it is commonly observed for the two to 
merge into a single wide peak centred around 1600 cm-1.321,334,335 This peak, sometimes 
referred to as G-apparent or Gapp, has the dispersive properties of the D’ signal but significant 
width and asymmetry from the G peak. These highly disordered systems also highlight the 
reduction in 2D peak intensity as the aromatic carbon structure is lost,133 in the case of 
graphite and graphene oxide it is common to observe no 2D peak at all and only with harsh 
reduction can the 2D signal be observed. 
Considering these trends illustrated in Figure 44, it is clear models like Ar+ bombardment as 
introduced above can provide significant insight to the Raman scattering mechanisms of 
graphitic carbon materials. Caution is needed, however, when attempting to draw direct 
relationships or proportionality from these ideal models without consideration of defect type 
and local electronic environment.336 
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Figure 44: Example Raman spectra of different graphite derived materials showing the evolution of 
the D and D' peaks. The bottom is pristine graphite and more defects are present moving up the 
figure, all spectra were recorded using a 532 nm laser. 
3.1.4 The Effect of Graphene Sheet Sizes 
Thus far discussion of defects has focussed on point defects caused by chemical 
functionalisation or damage to the basal plane; however, the same symmetry breaking 
mechanism applies to sheet edges. The loss of six-fold symmetry along the sheet edge allows 
photoexcited electrons to scatter and recombine to emit the Raman scattered photon; so a 
region of ‘activated’ carbon would be expected to extend into the graphene sheet from the 
edges. This has been confirmed experimentally with a combination of ion bombardment and 
high temperature annealing of amorphous carbon.337 
Since graphene sheet edges contribute to the D peak intensity, it follows that smaller flakes 
with a greater proportion of edge to crystalline basal plane will have a greater ID/IG value; a 
relationship which could in principle be used to measure the size of graphene flakes. 
Historically an inverse relationship to do precisely that was proposed by Tuinstra et al. stating 
that the average crystallite size is inversely proportional to ID/IG;338,339 the appealing simplicity 
of this relationship means it is still found in modern literature as a measure of graphene flake 
size. Unfortunately the original analysis is based on the assumption that the D peak is entirely 
the product of graphene flake size; specifically a vibrational mode that would not induce any 
change in polarizability and therefore be Raman inactive in large flakes becomes Raman 
active in small sheets. As discussed above, experimental and modelling investigations of 
graphene have shown the origin of the D peak to be symmetry breaking defects. 
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It clearly still follows that smaller flakes have a greater proportion of edges and therefore a 
higher D peak signal, but without knowing the shape of a flake or chemical functionality it 
would be inaccurate to identify a meaningful average flake size.321 It has recently been 
suggested that point defects commonly associated with functional groups can be 
deconvoluted from the edge signals generally linked to flake size by also considering the peak 
widths.337 Even in this case caution is needed, average crystallite size is merely an averaged 
value derived from the prevalence of edge sites to basal plane carbon, and without 
understanding the shape of flakes these cannot be perfectly linked as indicated in Figure 45. 
Comparison of such values before and after physical or chemical processing would likely be 
a meaningful indication of changes to the graphite flake sizes but attempting to claim a 
universally meaningful metric from such an averaged value seems disingenuous. 
 
Figure 45: AFM height profile of solvent exfoliated graphene, with key size metrics from two typical 
flakes shown. Despite being very comparable in size their ratio of flake edge is clearly different. 
3.1.5 Summary 
Raman spectroscopy is a very powerful technique for the analysis of carbon nanomaterials; 
data collection is generally easier and less costly than microscopy whilst providing detailed 
information about the material under analysis. Much of this is down to the close link between 
the Raman signals and the material structure. The G peak is a signature of aromatic carbon 
observed from molecular systems as a well as graphite and graphene which makes it ideal as 
a reference peak; in contrast the D peak is not always observed since it requires a structural 
defect to activate. The D’ peak, close in energy to the G peak, is caused by a similar 
mechanism to the D peak but it is usually lower in intensity and harder to resolve. The D’ 
peak width is sometimes used as a measure of defect homogeneity; in the case of very 
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disordered systems with many different defects present the D’ is often lost into the G peak 
whilst the D peak grows in intensity. 
The final large peak observed from graphitic carbon systems is the 2D peak; the highly 
resonant nature makes it highly sensitive to layer stacking and graphene exfoliation. The 
signal intensity and line shape change dramatically as layer number increases from single 
layer graphene to bi-layer but these changes become less significant as the layer number 
increases further. These changes are commonly used to probe exfoliation of graphene from 
graphite and to monitor few layer graphene growth on a variety of substrates. 
To monitor changes in structural disordered within the basal plane, including chemical 
functionalisation and changes to graphene flake size, the D peak is generally used. Whilst 
exact interpretations are often difficult general trends can be very informative for 
understanding processing or comparing similar materials. Generally the higher the D peak 
the more “defect” sites present. Whether they are edges due to decreased flake size, 
functional groups bonded to the graphene surface or damage to the basal plane caused by 
high energy processing is more challenging to determine. Wider peaks generally indicate 
many different types of defect, commonly found from amorphous graphitic carbon or 
graphite oxide whilst sharp peaks are usually caused by a single defect like uniform edges. 
3.2 Thermal Analysis 
To compliment the myriad microscale analytical techniques commonly applied to 
nanomaterials, methods that probe macroscale bulk quantities of sample are needed. 
Thermogravimetric analysis is possibly the most conceptually simple of these techniques; the 
mass of a substance is monitored whilst the temperature is changed at a controlled rate in a 
controlled atmosphere. Plotting the mass as a function of temperature or time indicates the 
temperature at which any changes that alter the mass of sample take place, such as 
combustion or decomposition. To understand these changes further the exhaust gas can be 
passed through an infrared spectrometer (IR), mass spectrometer (MS) or gas-
chromatograph coupled to a mass spectrometer (GC-MS).340 
To compare the gravimetric plots between samples, metrics are used. The most common are 
the extrapolated onset temperature, described by ISO as the “point of intersection of 
extrapolated baseline and tangent drawn at point of inflection of step” and the temperature 
or time of maximum mass loss, often referred to as an inflection point and calculated from 
peaks in the first derivative plot. 
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Temperature / oC  
Figure 46: Example thermal analysis plot showing change in weight (black line) and derivative plot 
showing the rate of change of weight (dashed line). The extrapolated baseline and tangent are 
shown in red dashed lines, the onset is found at the intersection of the red dashed lines. 
3.2.1 Analysing Carbon 
The most intuitive comparison to make between different forms of carbon is their 
combustion temperatures; generally carbon materials with reactive sites combust at lower 
temperatures whilst more stable systems like graphite and carbon nanotubes combust at 
higher; approximate onset temperatures from common samples are shown in Table 3.  
Table 3: Onset temperatures for the combustion of different carbon materials, measured at 1 oC/min 
under a flow of air.341,342 
Compound 
Onset of Thermal 






Unfortunately exact onset temperatures are known to vary with sample preparation and 
treatment. Testing a loose powder compared to a large chunk of material alters the surface 
area available to the atmosphere which can reduce the measured combustion temperature. 
The rate of heating is also known to have a huge influence; this is mostly due to a slight lag 
between the sample reaching temperature and sufficient sample undergoing combustion to 
actually record a mass change. A comparison using buckminsterfullerene has shown this 
effect for faster heating rates with a temperature of maximum mass loss of 444 oC recorded 
at 1 oC/min increasing to 545 oC at 10 oC/min and even reaching 600 oC at 20 oC/min.341 
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This variability in absolute combustion temperature makes using these values as unique 
identifiers difficult; although perfectly possible with good analytical technique, and 
comparisons between samples are readily achieved. Additionally, it is possible to identify 
different phases within a mixed material from multiple, distinct combustion temperatures 
observed.308 Defective or highly strained phases may undergo combustion at a lower 
temperature with a distinct inflection point before the more thermally stable material burns. 
This approach has even been used to purify a mixed carbon matrix by undertaking a 
controlled burn at a temperature sufficient to burn all amorphous carbon whilst leaving the 
graphitic carbon behind.263 


























Figure 47: Thermal analysis plot with multiple weight loss events highlighted with red dashed lines. 
The derivative plot is used to identify these different events with peaks in the rate of weight loss 
corresponding to the maximum gradient of percentage weight. 
3.2.2 Inert Atmospheres 
Mass loss profiles recorded under inert atmosphere are also valuable to identify any 
functional groups or meta-stable phases within a material. Whilst carbon materials will not 
combust under inert gas flow oxidised carbon is commonly observed to loose mass as the 
less stable organic functional groups decompose into carbon dioxide, carbon monoxide and 
water. In this way inert gases and air used in tandem can identify the difference between 
material that has undergone chemical functionalisation and material that has suffered 
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structural defects; chemical groups will exhibit mass loss under any atmosphere whereas 
defective regions will combust at a lower temperature in air; but show no change under inert. 
3.3 Electron Microscopy 
Electron microscopy is very powerful for nanomaterial analysis due to the high magnification 
and range of signals that can be collected. Microscope systems are limited by diffraction and 
the smallest object that can be theoretically resolved depends on the wavelength according 
to Abbe’s Law; optical microscope systems can achieve resolutions ~ 150 nm obeying this 
limit and whilst some techniques capable of circumventing the diffraction limit have been 
developed;343 these systems cannot truly image nanomaterials with high resolution. A high 
energy electron beam in contrast has a much smaller de Broglie wavelength and 
correspondingly smaller diffraction limit; assuming a perfect system a 10 keV electron beam 
has a theoretical limiting resolution around 0.005 nm. 
Using electrons requires physical lenses be replaced with magnetic, and most systems are 
operated at high vacuum to minimise electron scattering. Interactions between electrons 
and matter also provide a variety of additional experiments that can be completed  in the 
microscope; inelastic scattering of electrons produces information on composition and 
electronic structure whilst characteristic x-rays allow elemental analysis on a microscopic 
scale. The next section will outline the basic principles of scanning and transmission electron 
microscopy (SEM and TEM), with particular reference to techniques done within this work. 
The two primarily differ in their image collection process; whilst a TEM images the electrons 
that pass through very thin samples a SEM collects electrons scattered back from a sample 
surface. This allows greater flexibility in samples but SEMs achieve lower resolutions. 
3.3.1 Scanning Electron Microscopy 
The electron beam is produced from an electron gun; commonly field emission guns, which 
use a large potential between the tip and extraction anode to remove electrons from the 
source and accelerate them down the microscope column. Once accelerated the electron 
beam is focussed into a tight circle on the sample surface using a series of magnetic lenses 
and apertures. A typical SEM layout is shown in Figure 48 although it should be noted the 
exact layout of these lenses varies from system to system. 
The electron beam will generally pass through condenser lenses to collimate the electrons 
into a parallel stream and then an objective lens will provide the final focussing and 
demagnification of the beam into the desired spot size. Apertures are used to exclude 
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electrons that are significantly divergent from the main parallel beam, thus reducing noise. 
The image is generated using scanning coils which raster the focussed beam back and forth 
across the sample surface and the signal emitted from the surface is detected and used to 
generate the desired image. Unlike other microscopes the magnification is not actually 
produced by the lenses but rather the length scale the electron beam is moved on the 
surface. High resolution images, however, are only possible with very small spot sizes. 
 
Figure 48: Basic schematic of key components and magnetics lenses of a SEM with a snorkel 
configuration of objective lens shown. The electron beam is shown in pale blue whilst common 
electron detectors are shown in approximate positions in red. 
3.3.1.1 Detected Signals 
As the electron beam impacts the surface the incident, or primary, electrons undergo elastic 
and inelastic collisions. The subsequent electrons produced by these processes are detected 
and used to produce electron micrographs. Most commonly used are secondary electrons 
(SE), low energy electrons released as the primary beam excites core and valence electrons 
from the sample. After overcoming the work function, these are low in energy and weakly 
penetrating so can only be detected from within a few nanometres of the surface. 
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Backscattered electrons (BSE) are higher energy electrons produced from the scattering of 
primary electrons back out of the sample. These electrons have a higher energy and can 
travel from further within the material proving information on composition and other 
features within the sample as well as limited topography. Compositional information is 
provided because elements with a higher atomic number backscatter more strongly. 
In addition to the electrons emitted from the material when it is impacted by the electron 
beam, it is possible for the high energy electrons to produce characteristic x-ray radiation. 
Incident electrons can ionize a core shell electron causing a valence shell electron to fill the 
vacancy; this decrease in energy produces a photon characteristic of the electron energy 
difference. In addition to these signals: Auger electrons, cathodoluminescence and a 
background x-ray continuum can all be generated from samples under SEM conditions, but 
they are less commonly used and will not be discussed further. 
 
Figure 49: Example SE micrographs from a range of materials. a) Graphite flake with multiple 
crystalline domains and smaller flakes present on the surface; recorded at 5 kV, scale bar = 5 µm. b) 
Graphene oxide flakes deposited on a silicon wafer, the dark regions are graphene flakes distributed 
over the surface; recorded at 3 kV, scale bar = 4 µm. c) Cobalt metal foam, seen to have a 
microstructure made from small particles partially annealed together; recorded at 6 kV, scale bar = 
40 µm. d) Polystyrene beads produced from mixed phase polymerisation; recorded at 8 kV with a 20 
nm gold coating, scale bar = 4 µm. 
Secondary electrons are popular because of the intuitive images of surface features, 
morphologies and particles. The wide depth of field and surface resolution make SE images 
70 
 
ideal to examine the morphology of porous materials as done extensively when looking at 
graphene based carbon foams. SE can also be used to visualise graphene flakes deposited on 
surfaces due to the contrast difference between the substrate and graphene, although TEM 
and AFM remain better choices to examine the distribution of flake size and thickness. 
Typical SE micrographs from a range of materials are shown in Figure 49; a) shows a graphite 
flake with different crystalline domains and smaller flakes on the surface. b) graphene oxide 
flakes shown as dark patches dispersed on silicon; whilst the thickness of these flakes cannot 
be gauged from SEM the lateral flake sizes can be measured. Considering 3D porous 
structures, c) reveals that a cobalt metal foam produced from high temperature reduction is 
actually formed from many small metal particles, 2-3 µm in size, partially agglomerated 
together leaving a network of channels through the material. The final example, d) shows a 
series of polystyrene latex beads from oil in water polymerisation that clearly produced two 
very distinct particle sizes. Some larger beads, microns in size, were found randomly 
scattered whilst a very large number of polymer particles 100s nm across were formed. 
The primary use of backscattered electron images in this work was to highlight metal 
particles distributed within foams. In Figure 50 copper particles known to be present in the 
sample are clearly visible as white dots throughout the material. The copper is highlighted 
relative to the bulk carbon because it is a larger atom with more electrons, so it more strongly 
backscatters electrons making a more intense signal. In comparison to the SE image of the 
same area on the left, the greater penetration of BSE is illustrated by the many indistinct 
surface features whilst subsurface features are now visible. Whilst useful for thick samples 
the elemental contrast is very low from monolayers. 
 
Figure 50: SE and BSE image of a carbon foam containing copper particles; both images were 
recorded from the same point for comparison, recorded at 10 kV scale bar = 10 µm. 
Characteristic x-ray signals can be used to determine the identity and location of elements 
within a sample under analysis and even produce an elemental map of an area that can be 
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compared with electron images to gain deeper understanding. The electron beam, however, 
must have sufficient energy to ionize core shell electrons for these x-rays to be produced and 
such high energy electrons can penetrate the sample, causing damage and generating x-rays 
from sub-surface features. 
3.3.1.2 Interaction Volume 
As already seen, electron micrographs are versatile but the depth from which the signal is 
generated is an important consideration. The primary electrons incident on a surface will 
randomly scatter and spread in a teardrop shape from the impact point shown in Figure 51; 
material in this entire volume will be affected by high energy electrons and emit all types of 
radiation described above. However, whilst x-rays emitted from 100s nm inside the sample 
may still reach the detector, low energy SEs lack the penetration to exit the sample and 
cannot be detected from anything other than the top few nanometres of sample. This 
interaction volume is important for carbon materials and porous structures because many 
signals will pass through thin carbon layers, and x-ray and BSE analysis will often reveal 
features hidden below the surface. Nanoparticles may also be difficult to resolve if their size 
becomes comparable to the interaction volume and thin, especially monolayer, materials 
may have very poor contrast since the background signal being emitted from the substrate 
will often dwarf the difference in signal caused by the monolayer deposited on top. 
 
Figure 51: The teardrop shape of the electron interaction volume. The lighter colours show the 
maximum depth from which each signal type, labelled, can be detected. 
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3.3.1.3 Sample Preparation 
Overall SEM is powerful for imaging porous materials that have micro and nanoscale 
structures because of the range of information that can be extracted from a very flexible 
range of sample types. There is no requirement for the samples to be thin or flat as common 
with other microscopy techniques and the depth of field possible allows exquisite images to 
be recorded of highly textured materials that even optical microscopy cannot achieve. 
Despite this the main limitation of the technique is the ability of the sample to withstand a 
high energy electron beam without suffering significant damage, or more commonly building 
a significant electrical charge on the surface that interacts with the incident beam. This 
process, commonly known as charging, is common on insulating samples like polymers and 
must be overcome before images can be collected. It is possible to establish experimental 
conditions in which the incident electrons are balanced by the charge leaving the sample and 
high quality images can be produced. It is more common, however, for insulating samples to 
be sputter coated with a thin layer of conductive material, often carbon or gold, which allows 
all electrical charge to dissipate rapidly and high quality images can be achieved. 
3.3.2 Transmission Electron Microscopy 
The significant difference between transmission and scanning electron microscopes is where 
a SEM measures the electrons reflected from the surface under electron irradiation, a TEM 
measures the electrons that pass through very thin samples. This means a much higher 
energy electron beam can be used since there is no build-up of charge on the material 
surface; using higher energy electrons allows a more focussed beam. TEM can achieve much 
higher magnifications than SEM but sample preparation can be more complex, since samples 
thinner than 100 nm are generally required. 
The high resolution images made possible with TEM promoted a large interest in 
nanomaterials; carbon nanotubes were imaged with electron microscopy before evidence 
was collected from other analytical methods and allowed researchers to actually see the 
structure.1,344,345 However, the electron energies required for high resolution images can 
damage the materials under analysis, particularly fragile carbon structures.346 The 
introduction of spherical aberration correction in TEMs provided a method of achieving 
atomic resolution without the damaging high energy beams.347,348 
The possibility of achieving atomic resolution with 80 keV electron beams allowed a huge 
amount of information to be gathered about the structure of graphene and related materials 
including the distribution of defects, the chirality of sheet edges and the roughness and 
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folding of sheets.349–351 The structure of graphene as established from these studies has been 
discussed in the introduction and will not be repeated here. In this work, the utility of imaging 
atomic scale defects is low since we are more interested in bulk materials, however, TEM can 
still be very powerful for gaining understanding of the material produced. 
3.3.2.1 High Resolution Images 
In many cases the most important parameter is the graphene layer number and the most 
direct method for measuring the number of layers is to count them. With high resolution 
TEM it is possible to resolve the edge of graphene flakes, where they fold over or roll up into 
a scroll to reduce the number of dangling bonds and capping groups. As the layers fold over 
on themselves there is a significant number of carbon atoms presented parallel with the 
electron beam. This effect is illustrated in Figure 52d with a schematic of two layers folding 
producing a dark fringe seen in a TEM shown in 5b.352 These edges can be counted, providing 
direct evidence of the layer number. There are reports that single and bi-layer graphene may 
be difficult to resolve but thicker layers are very clearly visible.353 
 
Figure 52: a) bright-field TEM image of one-folded ultrasound-assisted graphene flake. The inset is a 
SAED pattern at the orientation away from the zone axis taken from the unfolded part of the flake 
(indicated by white arrow head); b) high-resolution image of the folded edge of the flake taken from 
the indicated area in a) (black arrow). The flake is 17–18 layers thick here, as indicated by the 
intensity profile in c); (d) the drawing of the folded edge of the flake shows how c-planes become 
parallel to the incident beam of electrons and appear in the image. 
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Dark lines caused by carbon layers are commonly observed from nanotubes and fullerenes 
as well; the number of layers in multiwalled carbon nanotubes can often be counted and 
concentric circles may be observed if the nanotube is aligned with the electron beam. Such 
circles have also been observed from spherical carbon particles dubbed nano onions.354 
3.3.2.2 Selected Area Electron Diffraction 
In addition to directly imaging materials the focused electron beams allows other 
experiments to be completed on materials with a high degree of spatial resolution. One of 
the most powerful of these techniques is specified area electron diffraction (SAED); the 
parallel beam of high energy electrons passing through the material have a wavelength 
approximately two orders of magnitude smaller than atomic spacings. The electrons passing 
through should therefore be treated as waves that produce a diffraction pattern. This 
diffraction pattern is caused by the arrangement of the atoms so crystalline lattices produce 
clear spots, each corresponding to different Bragg reflections analogous to XRD. 
Inside the TEM it is possible to select a specific area of material based on the electron images, 
allowing diffracted electrons only from the specified region to be detected and analysed. In 
this way, detailed information about the crystal structure of micro-scale regions of the 
sample can be collected and compared, either with other regions of the same sample or 
referenced to patterns predicted from crystal structures.355 If multiple crystal domains are 
present with different relative orientations multiple sets of diffraction spots will be 
produced, slightly rotated in relation with each other. This can be useful to determine a small 
number of rotated crystal domains, although, a large number of such domains will produce 
many diffraction spots that become impossible to distinguish. 
 
Figure 53: SAED patterns from a single layer of graphene oxide (a), two overlapping layers of GO (b) 
and a thick film of graphene oxide (c). The increasing thickness is accompanied with more spots at 
offset rotations that result in disks in the thick multilayer sample. 




The hexagonal lattice of graphene makes this technique a powerful method of analysing 
carbon films, both to compare crystalline graphite with amorphous carbon and to analyse 
the stacking and orientation of graphene layers.301,356,357 The significant difference between 
the diffraction peaks from graphite and graphene is the absence of the (002) interlayer 
reflection only possible from the stacked sheets in graphite. Single layer and bi-layer 
graphene have also been distinguished due to the presence of the second layer of carbon. 
Such analyses are reserved for crystalline materials with large grain sizes well distributed on 
TEM grids. In many cases a large number of different graphene grains will be present close 
together; this is commonly observed as a disk of overlapping spots in the diffraction pattern. 
3.3.2.3 Elemental Analysis 
Other experiments that can be run in a TEM allow for highly localised elemental analysis, 
identifying the composition of samples and the distribution of elements within them. Energy 
dispersive x-ray spectroscopy (EDX) and electron energy loss spectroscopy (EELS) are the 
most common elemental analysis tools. Much like in an SEM, the EDX measures the 
characteristic x-rays produced by elements under high electron energy irradiation; since 
TEM’s operate at much higher potentials there is sufficient signal to excite core shell 
electrons from even heavy elements. These x-rays can be reabsorbed by other elements 
present within the sample with comparable energy levels, and is especially significant for 
light elements.358 EELS is an alternative elemental analysis tool with a greater spatial 
resolution and signal to noise from light elements that measures the energy lost in the 
inelastic forward scattering of the electron beam, and thereby the atoms in the sample can 
be identified. The intensity of this signal is less dependent on the atomic number and 
absorption by other atoms within the sample.355 
Atom number contrast can also be achieved with the brightness of the electron image. In the 
case of bright-field images the electrons that pass through empty or low density space are 
shown as bright or white areas whilst the denser samples block the electron beam and are 
shown as dark regions. In this way, the distribution of heavy electron blocking domains and 
lighter areas can be easily visualised; however, the elemental composition cannot be 
determined from the brightness. Dark-field images are the opposite of light field and show 
the scattered electrons, effectively highlighting dense areas capable of scatting more 
electrons whilst empty space appears dark since there are no electrons being scattered. 
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3.4 X-ray Diffraction 
A mainstay of solid state analysis, x-ray diffraction (XRD) probes the atomic arrangement in 
crystalline materials including atomic spacing, unit cell size and symmetry, defects and 
dislocations. At its most fundamental x-ray diffraction is described by Bragg’s Law which 
relates the angle of constructive interference to the spacing between parallel crystal planes 
reflecting x-rays illustrated in Figure 54. Such crystal planes are well described by Miller 
indices (ℎ𝑘𝑙), and since the constructive interference measured by XRD requires the 
additional pathlength, shown in blue, to be an integer multiple of the x-ray wavelength the 
interlayer spacing can be calculated from basic trigonometry as 2𝑑ℎ𝑘𝑙 sin 𝜃 = 𝜆.
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Figure 54: Schematic of parallel crystal planes and the reflection of x-rays shown in orange; Bragg’s 
Law derived since the additional pathlength shown in blue must be equal to an integer multiple of 
the wavelength. 
Whilst powerful for the analysis of x-ray diffraction patterns this approach simplifies the 
diffraction process by modelling planes of atoms. In reality x-rays interact with electron 
clouds within the material, exciting electrons that become new wave sources; these emitted 
x-rays undergo interference with each other and as such the diffraction pattern is formally a 
Fourier transform of the electron density distribution of the material in real space. However, 
such a complex discussion of all possible parameters that can affect the electron distribution 
is not required for this work. It should also be clarified that whilst single crystal x-ray 
diffraction is capable of elucidating the crystal structure of new materials, it is not possible 
to isolate large single crystals of graphitic carbon materials and powder XRD is utilised. 
Rather than collecting a 3D diffraction pattern of spots on a screen, powder XRD rotates an 
x-ray source and detector around the sample deposited as a flat surface measuring the x-ray 
intensity as the 2θ angle changes. It is not possible to resolve crystal structures ab initio from 
powder diffraction data but this is not a concern for graphitic carbon analysis. 
In the x-ray source high energy electrons impact a target and produce a continuous spectrum 
of Bremsstrahlung (deceleration) radiation. Additionally core shell electrons are ejected 
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causing outer shell electrons to drop down in energy to fill the vacancy, releasing excess 
energy as x-ray photons with a wavelength characteristic of the element. A filter can then 
remove the continuous spectrum to produce the monochromatic x-rays required for XRD. A 
very common target is Cu producing Kα radiation with a weighted average wavelength of 
1.5418 Å.360 Unfortunately this is very close to the Kβ5 transitions of Co, 1.6089 Å, resulting 
in strong fluorescence when Co samples are irradiated with Cu Kα x-rays. To prevent the 
fluorescent background a Mo source was used which has a shorter wavelength of 0.7108.Å. 
In addition to the 2θ values used to calculate the unit cell parameters from Bragg’s Law, the 
width of the measured peaks can be linked to the size of coherent scattering domains within 
powdered samples. This is known as the Scherrer equation, and arises because the number 
of unit cells present in sub-micron crystallites is finite.361 A crude picture is a stack of crystal 
planes such as used for Bragg’s Law, for angles very close to the Bragg scattering angle the 
surface layers are emitting x-rays very similar in phase and the destructive interference 
responsible for the low signal originates from deep within the sample. In small sub-micron 
crystallites these layers may not be present, resulting in a measurable intensity at angles 
close to the Bragg scattering angle; the smaller the crystallite the wider the peak observed. 
3.4.1 Graphite XRD 
Graphite has a relatively strong x-ray diffraction intensity for a light carbon material from the 
(002) interlayer reflection condition due to the ordered electron cloud in the plane of the 
graphene sheets, with an interlayer spacing in crystalline graphite of 3.356 ± 0.002 Å.362 The 
(002) peak therefore dominates discussion of graphite XRD patterns and is commonly used 
to calculate the interlayer spacing, crystallite size and presence of intercalated species. 
 
Figure 55: a) Graphite unit cell. b) Example XRD pattern of flake graphite, note the intensity is 
plotted on a square root scale to better show the low intensity peaks. 
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Despite the large (002) intensity the other peaks, shown in Figure 55, can be insightful for 
graphite XRD analysis when present, for example the (100) and (101) peak width is indicative 
of the lateral flake size. Unfortunately the strong (002) intensity and preferred orientation of 
graphite flakes generally make resolving other Bragg reflections challenging. Commonly this 
results in the (002) peak position being used to calculate interlayer spacing without any 
possible correction for zero-shift error; such values are then utilised to infer changes to the 
graphite structure despite the potential error.363 
3.4.2 Graphitic Carbon Materials 
When analysing graphitic carbon materials the XRD pattern is complicated by the different 
scattering domains that are not well described by the ideal unit cell of graphite. Using the 
hard carbon model introduced in Chapter 1 we can consider small regions of low strain 
graphite regions, or coherent scattering domains, within a larger structure of amorphous 
carbon. The carbon in between graphite domains is thought to be sp3 carbon or very buckled 
and strained graphene layers, the diffraction profile is then modelled by the graphite peak 
with a width related to the size of the coherent scattering domains, note this is very different 
to the particle size.363 This model, illustrated in Figure 56 also accounts for stacking faults 
within the graphite domains; with a probability of every layer being stacked as Bernal ABAB 
graphite or dislocated into ABCA rhombohedral graphite or a random turbostratic graphite 
material. Fitting models have been proposed for detailed analysis of graphite, however, such 
an involved approach is not required for the comparison between materials.  
 
Figure 56: Schematic of coherent scattering domains in amorphous carbon material. 
Generally wider XRD peaks are linked to more disordered graphitic materials with smaller 
and less regular graphite domains within the material; unfortunately, the precise calculation 
of particle sizes is difficult because of the presence of adjacent carbon within the material.364 
Unlike the conventional application of XRD peak widths, most graphitic domains do not have 
a clear boundary but rather a region of increasing spacing and rotationally mismatched 
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graphitic layers. Despite this apparent complexity an analysis of different synthetic nuclear 
graphite materials, linking various XRD parameters with structural properties, found the 
averaged interlayer spacing, 〈𝑑002〉, is the most efficient indicator of graphitization and order 
within the structure.365 Such values are ideally calculated from multiple peaks to ensure 
suitable zero-shift correction but this is often error prone because of the low signal 
intensities. 
3.5 Gas Sorption and Surface Area 
Physisorption of particles is used to measure the surface area and probe the pore structure 
of many materials. If the size of the adsorbed particle is known and the number of particles, 
commonly gas molecules, attached to the surface are known the surface area can be 
calculated. The most widespread method is the Brunauer–Emmett–Teller (BET) theory, 
named after its authors.366 Whilst very commonly applied, this method does make some 
fundamental assumptions that are unsuitable for micro and meso porous carbons. Most 
notably BET theory assumes identical binding sites and cannot account for different 
functional groups on the carbon surface, assumes no interactions between adsorbed 
molecules within the layers and that the heat of adsorption onto a layer of adsorbed 
molecules is the same as condensation.367,368 
In a microporous material the surface potentials responsible for attracting gas molecules can 
overlap creating very strong binding sites within the material, theoretically filling these sites 
can produce unrealistic surface areas. Mesopores also suffer with overlapping potentials and 
often result in condensation of large liquid phases within internal volumes significantly below 
the condensation point, this is easily observed as hysteresis in gas sorption isotherms. 
Despite these limitations isothermal nitrogen sorption is commonly used to measure the 
surface area of carbon materials.240–243,252,263,265,268 The many failings of the method when 
applied to carbon materials containing a mixture of domains and pore sizes make absolute 
surface area measurements unreliable; so statements of surface area will herein be confined 
to like for like comparisons between very similar materials. 
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4. Raman Statistical Analysis 
4.1 Introduction 
Since the landmark isolation of single layer graphene there have been many investigations 
into its record properties, summarised in the introduction, which are all highly desirable in 
many real world devices and applications.53 Despite this interest, commercial products 
utilising graphene are still rare and recent publications have pointed to the lack of robust 
metrology and standards by which graphene and related carbon materials can be measured 
and compared.19,51,286,287,294–297,309 The lack of a widely adopted, high-throughput, low cost, 
simple and rigorous analytical method may in-fact indicate that such a singular approach 
does not exist; instead a compromise between rapid screening and detailed analysis may be 
required to ensure quality control measures can meet minimum standards. What such 
minimum standards are will remain a question for key stakeholders.  
Here is presented a statistical method for identifying when detailed micro scale 
measurements can be considered representative of a macroscale material; thereby 
answering ‘How close can we get to high-throughput?’. Specifically we focus on Raman 
spectroscopy; among many techniques for graphene analysis Raman remains the most 
versatile due to the depth of information that can be readily extracted with very little sample 
preparation required; including exfoliation efficiency, particle size, layer number and 
chemical functionalization. 
Whilst Raman analysis is comprehensive, the laser spot sizes are commonly of the order of a 
micron and therefore, in common with other micro-scale techniques a single spectrum 
cannot be generalised to an entire material. Whilst it is common for a representative Raman 
spectrum of a carbon sample to be reported,156,369–371 this is undesirable due to the variations 
likely to be present. To highlight this point Figure 57a shows three different Raman spectra 
from the same material. Based on the evidence of only one spectrum this could be highly 
oxidised graphite, shown at the top in blue, or few layer graphene in the middle in red,  
whereas in reality the sample is mostly graphitized carbon shown at the bottom in green. A 
better picture of this material is possible from the 3D bivariate histogram shown in Figure 
57b; such plots calculate the population of bins defined by two parameters simultaneously, 
the size of the bin is given by the x and y axis in the same way a standard histogram’s bins 
are defined by the x-axis for the single parameter being plotted. The population is shown as 
a heat map from blue with lowest population extending to yellow for the most populated 
bin. The highly populated bin is an indication of the key peak parameters present across 
81 
 
many spectra recorded and therefore is more representative of the bulk material. The spread 
and width also visualises information about the homogeneity of the material under study. 
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Figure 57: a) A selection of spectra from high temperature carbonized material, illustrating how 
poorly one spectrum represents the overall distribution. The fitted models are shown as dotted lines 
with the residual value in grey. b) Distribution shown as a bivariate histogram; the population of bins 
denoted as a colour map and bins defined by both the ID/IG ratio (x-axis) and I2D/IG ratio (y-axis). 
Coloured crosshairs link example bins to a typical spectrum with those features. 
The histogram is only possible by recording multiple spectra; this is effective and the method 
we propose for robust quality control measures.289–291 But such an approach is time 
consuming. It is therefore beneficial to consider how many data points are actually required. 
This question has never been considered before for graphene analysis, and the application 
of statistical methods to understand and justify the scale of analysis undertaken is a new 
addition for graphene metrology. This work introduces a statistical method for justifying the 
size of data sets required for reliable and reproducible nanomaterial analysis using 
microscale probes. Focussing on graphene metrology using Raman spectroscopy, the size of 
data sets required for different industrially relevant graphene related materials are 
discussed. In addition to the statistical method, this also required the development of a 
spectral fitting procedure and consideration of the role of signal to noise on data set sizes. 
It is unlikely that any one technique can meet all the disparate demands from a field as broad 
as graphene. Raman spectroscopy can be a non-destructive, relatively straightforward 
technique that requires little specialist experience and instrument time. It must be noted 
some practical experience is still desired and samples can be damaged by high laser powers; 
most carbon nanomaterials strongly absorb visible light and the focused spots used for 
micro-Raman spectroscopy can rapidly increase the local temperature. Nevertheless, Raman 
is relatively simple whilst providing a high level of information; in contrast to microscopy 
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techniques like AFM and TEM that provide a wealth of information but are costly, time 
consuming and require experienced operators.304 The time needed to capture the required 
number of Raman data points can be significant it must be acknowledged, but there is a 
balance to be struck between analysis that is impractical and analysis that is ineffective. 
4.2 Methodology of Statistical Analysis 
A selection of graphene related materials have been prepared and analysed using 1024 
Raman spectra collected from powder samples following the workflow in Figure 58. The 
samples were chosen to cover a range of interesting and topical materials, specifically: 
graphite, liquid exfoliated graphene, reduced graphene oxide and high temperature 
graphitized carbon; additionally two commercial GNP samples and a commercial MWCNT 
sample were analysed. The powders were pressed directly into crude pellets, thereby 
ensuring no size selection in the sample preparation as could be expected if making liquid 
dispersions. Pressing samples by applying uniaxial pressure in this way could result in the 
preferred orientation of the graphene sheets, and should probably be avoided if analysing a 
crystalline graphitic material that is known to form ordered surfaces. In this case, point 
spectra recorded from unpressed powders were consistent with the distributions measured 
from the pressed samples, so this is not thought to be significant.  
 
Figure 58: Flowchart of the statistical analysis procedure used for the analysis of nanomaterials. 
Independent Raman spectra were then collected from points 2.5 µm apart over an area 
covering 80 x 80 µm2 at a low laser power; these maps generally took around 16 hours to 
acquire the 1024 points. This was repeated at least three times for every sample. 16 hours 
was considered the limit since the aim was to identify the smallest map size, and thereby the 
shortest time, for analysis and 16 hours or more per sample is not feasible for most users. 
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These spectra were fitted using a computer code discussed later in this chapter; this returned 
key peak parameters known to link to physical properties as explained in Section 3.1. For this 
statistical work the key parameters of interest will be the ID/IG peak height ratios that link to 
the flake size and presence of defects and the I2D/IG ratio which links to the exfoliation and 
graphene thickness.  
The parameters returned from each map are then analysed according to the workflow in 
Figure 58, initially for data convergence as the map was collected. Data convergence refers 
to the trend of a data set towards a consistent distribution as more data points are included; 
in the case of independent random variables this is the central limit theorem. Initially with 
few data points it would be expected that every new, additional data point may have a 
significant effect on the distribution produced. As the data set gets larger each new point 
becomes less significant; if the complete distribution is being accurately sampled, a sample 
size is reached beyond which the distribution remains unchanged by any new data points. 
The method introduced here looks at the entire distribution, making no assumptions about 
statistical models, visualising how key summary statistics vary as more points are added to 
the map. The summary statistics chosen were mean, interquartile range and 10th and 90th 
percentiles, plotted as a function of sample size. This visualises the change in the distribution 
of data as more Raman spectra are collected and the approximate value at which the 
distribution stops changing, at this point the data set could be considered to have converged.  


















Figure 59: A convergence plot (a) showing the floating ID/IG mean, quartiles and percentiles as the 
sample size changes; the coloured regions denote approximate regions of increasing convergence 
from left to right. The histogram (b) shares the y-axis and displays the full ID/IG distribution with all 
1000 points. The convergence plot illustrates the variability of summary statistics as the size of the 
data changes and the final distribution is typical of such materials that do not follow a normal 
distribution. 
Figure 59 demonstrates the change in summary statistics as new points are added, which is 
initially very dramatic before becoming smoother. In the example shown the left (red) region 
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highlights highly variable data where any analysis undertaken with so few data points will be 
unreliable and dependent on the exact points measured. The middle (orange) region shows 
where the data is starting to converge although noise is observed and the right area (yellow) 
shows where the data has converged within error and new data points make relatively little 
difference. After this convergence there is little to be gained by collecting further spectra 
other than to increase the resolution of the distribution, but collecting fewer data points 
could result in erroneous distributions. The tolerance to errors in the Raman analysis will 
depend on its purpose; if one simply wished to look for significant changes to a material 
following some treatment or process far fewer points could be collected, whereas identifying 
minor phases and impurities in bulk powder requires a more comprehensive data set.  
The majority of studies that use microscopic techniques; whether that is Raman 
microanalysis, electron microscopy or scanning probe microscopy generally report a mean 
and standard deviation assuming the graphene material follows a Gaussian model.153,162,372 
Unfortunately this model is rarely applicable to graphene materials, seen in the distribution 
of Figure 59 and shown from careful analysis of flake sizes by Kouroupis-Agalou et al.288,373 
This requirement for flexibility to deal with different data sets that do not always follow well 
behaved statistics is the main motivating factor for using graphical convergence testing and 
summary statistics in the way done here rather than using more traditional statistical testing. 
Aside from a normal distribution, a log-normal is often suitable for samples prepared from 
exfoliation methods; during these processes the graphite sheets undergo random fission 
events to produce smaller or thinner sheets. This is a multiplicative process. Assuming the 
probability of a splitting event remains constant the probability of multiple fission events 
reduces rapidly, for a ½ chance of a flake ripping there is only a ⅛ chance of it splitting three 
times. Another common distribution is a bimodal system: large flakes sediment during 
processing and remain unchanged whilst a population of very small or chemically altered 
graphene flakes may be extensively changed. 
In addition many important properties can be heavily influenced by minority fractions within 
a material.374,375 The same exciting properties like nanoparticle size, shape and complex 
chemical environment that promise the most remarkable applications require similarly 
complex characterization, thereby prohibiting the use of single averaged values. Rather than 
finding another distribution model, it is easier and more reliable to report the entire 
distribution of values measured or at least compare a range of summary statistics like mean 
(𝜇), upper and lower quartiles (𝑄75, 𝑄25) and 10% and 90% percentiles (𝑃10, 𝑃90). 
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In addition to the convergence plots described above a method known as bootstrapping was 
used to better understand the effect of under-analysing a material. This method analyses 
small sub-samples of the original distribution and by randomly generating different sub-
samples for analysis; can be used to analyse the scatter in these smaller sub-samples about 
the ‘true’ value of the larger population distribution.376 This is done using a Monte Carlo type 
method to randomly select values from the large data set and place them into a smaller sub-
sample; this can be analysed to find the mean or even full distribution of that sub-sample 
before repeating the process to generate and analyse another random sub-sample. As the 
sub-sample increases in size, closer to the size of the full sample data set, the mean and 
distribution is expected to more closely resemble the sample distribution as illustrated in 
Figure 60. Conversely, the variation and noise in smaller sub-samples is indicative of the 



















































Figure 60: Illustration of the Monte Carlo based Bootstrap analysis. The scatter plots show a number 
of I2D/IG data points with two sets of random values highlighted in red and blue. The distributions of 
these sub-samples are shown in the histograms to the right; note the difference between histograms 
when the smaller sub-sample is used. This data was taken from 1024 points recorded from GNPs, 
the scatter plots only show a small fraction of these data points for clarity in the schematic. 
Here a quick clarifying note on terminology is useful. The ‘true’ or ‘population’ distribution is 
the theoretical complete distribution from measuring an infinite number of Raman spectra 
from a material; the ‘sample’ distribution is the data set collected from 1024 points from a 
material. The ‘sub-sample’ is a smaller set of q data points taken randomly from the 
measured ‘sample’ data set and used for bootstrap analysis. The difference between the 
‘true population’ distribution and measured ‘sample’ distribution is assumed to be minimal; 
this was checked by recording three different ‘sample’ distributions from different points on 
the same material and these were found to be similar to each other such that any differences 
between the ‘sample’ distribution and ‘population’ distribution is considered ignorable. 
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In this work a pseudo random number generator (using system parameters as a seed to 
ensure no repeat sequences) was used to select data points at random from the large 
number of Raman spectra collected by means of Raman mapping. The peak intensity ratios 
ID/IG and I2D/IG were extracted from each random point and from these the sub-samples were 
produced; these ratios were used as the simplest set of metrics that represented the entire 
spectrum. 400 sub-samples of each size q were produced for analysis. 
To visualise this data meaningfully two plots were produced for each full data set, examples 
given in Figure 61. One plot is a panel of line histograms comparing the distribution of sub-
samples; each histogram for a specific size of sub-samples with multiple random sub-samples 
of the same size plotted with differently coloured lines. These plots provide an easy way of 
visualising how the distribution of ID/IG or I2D/IG peak parameters change with increasing 
sample size. With very small sample sizes there is a significant variation between analyses as 
shown with the mis-match of lines. In the example shown with only 10 data points in the 
sub-sample, one random sub-sample plotted in green contains a lot of high I2D/IG values, 
hence the green line histogram showing peaks to the right of many other sub-sample 
histograms where other sub-samples of 10 points show no data points. With sub-samples of 
250 points, however, the different lines align almost perfectly and the different distributions 
are almost indistinguishable. This shows that 250 points is sufficient for any random 
combination to produce a very similar distribution. 
Above we consider each sub-sample as a complete distribution, sub-samples can also be 
described by the mean value of data points within. The mean values from 400 of these sub-
samples of the same size are then considered as a distribution of mean values. This meta-
distribution of mean values can be described as summary statistics and plotted as a 
convergence plot (Figure 61b), showing how the mean values extracted from a series of 
randomly produced sub-samples tend uniformly towards the mean of the full distribution. 
Whilst not immediately intuitive, this plot indicates the difference likely to be observed from 
different random data sets of the sample material for a given size; in the example shown 
below 100 data points it is possible for the mean values of two analyses to differ by 0.01. 
Whilst small in magnitude, this is only the difference in mean. If considering the entire 
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Figure 61: Example plots from bootstrap analysis, a) shows a panel plot of line histograms of sub-
samples containing different numbers of data points (labelled) randomly selected. Different 
coloured lines are different sub-samples. b) shows the convergence of the mean values calculated 
from 400 sub-samples of every size; since there are 400 means for each size these produce a 
distribution. This meta-distribution of mean values provides the summary statistics shown here. 
Such processing is complex but the core aim is simple. By analysing sub-samples generated 
at random it is possible to approximate what would happen were one to only measure q 
points taken at random from a wide area. It is hoped these plots make clear the effect of 
under analysing a material and the diminishing return from measuring more points than 
necessary. Randomly sampling in this way does assume a random distribution of points over 
a material surface whereas in reality there are localized regions with common spectra. If a 
smaller sample was taken over a small area a faster convergence could be observed. 
However, as we shall see from the example materials discussed in detail it is often desirable 
to collect multiple spectra, from many different points over the sample surface, chosen at 
random to ensure all components are included in the analysis. 
4.3 Raman Spectra Fitting Procedure 
The statistical analysis outlined above requires the Raman spectra to be fitted, producing 
single value peak parameters like height and position from each point that has been 
analysed. This is undertaken with a bespoke computer program specifically written for the 
fitting of Raman spectra from carbon materials. This program is freely available on GitHub 
(https://github.com/SGoldie4/RamanMapAnalysis). Spectra are all independently fitted with 
a 6th order polynomial background model (Eqn.1) and Lorentzian peak shapes (Eqn.2). The 
order of the polynomial background is mostly arbitrary. Simple trial and error with higher 
orders of background produced errors overfitting simple spectra, whilst lower order 
background functions could fail to account for unexpected steps sometimes recorded due to 
fluorescence or other high intensity background reflection. This optimisation was untaken 
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assuming a large background range from 500 cm-1 to above 3000 cm-1; this ensures sufficient 
background above and below the peaks expected from carbon. Were a smaller background 
range used, it could result in an overfit of the background since fewer data points are used 
to constrain the same number of free variables. 
 
𝑦 = 𝑐0 + 𝑐1𝑥 + 𝑐2𝑥
2 + ⋯ + 𝑐6𝑥










(𝑥 − 𝜇)2 + 𝜎2
 (Eqn.2) 
Where 𝑐𝑛are coefficients to the polynomial terms, 𝐴 is the peak amplitude (note this is 
distinct from peak height), 𝜇 is the peak position in cm-1 and 𝜎 is the half width at half max. 
The use of an exclusively Lorentzian peak shape is based on the guidance published by Pollard 
et al. on Raman spectroscopy for graphene analysis.295 They argue that the different 
underlying processes that contribute to the Raman spectrum of graphitic carbon materials 
make the actual peak shapes obtained irregular; but found that Lorentzian peaks are most 
reliable of the common peaks used for spectral analysis. Some trials conducted in this work 
supports this recommendation; even when mixing Gaussian and Lorentzian functions in a 
true Voigt fit the residual was smallest for a pure Lorentzian model, shown in Figure S 219. 
The fitting was done taking each spectrum independently and using a freely available non-
linear least squares minimisation program, lmfit, to optimise the parameters of the model 
stated above;377 this returns the fitted peak parameters and estimates the uncertainty of 
every parameter for further analysis. The exact model applied to each spectrum is flexible 
depending on the result of the fitting as discussed later. The Raman peaks possible are: G, D, 
2D, D+G and D’ which covers all major peaks, shown in Figure 62, observed from graphitic 
carbon. Radial breathing modes from nanotubes are not currently included in the model due 
to the complexity in deconvoluting different radial breathing modes from a mixed powder 
containing different sizes and chiralities of nanotubes. 
In addition to fitting peak shapes to the data set the program also determines the signal to 
noise and produces a goodness of fit metric to allow easy quality checking of large Raman 
maps and to highlight any outliers or anomalous points. These require an estimate of the 
noise or variance of the spectrum, in this case this is achieved by using regions of known 
background with no peaks present; specifically the intensity data before 1200 cm-1, between 
1700 cm-1 – 2550 cm-1 and after 3050 cm-1. This assumes the intensity of the 2D’ peak is 
negligible which is generally true for most common materials. This region is used to 
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approximate a single error value used for signal analysis of the spectrum; this is derived by 
repeatedly taking the standard deviation of eleven sequential data points and then averaging 
all these deviation values to provide the mean standard deviation 𝑆𝐷(𝑦). Whilst crude, the 
assumption is that eleven sequential points in regions containing no peaks are close together 
and therefore could be expected to have the same value; thus any deviation is considered 
noise. By averaging these standard deviation values from across the system any minor bumps 
or outliers are negated to estimate the average scatter of points around the ‘true’ value 
expected. This approach is preferred over the use of fitted background functions because of 
the involvement of signal to noise parameters in such a fitting procedure. 
 
Figure 62: An example Raman spectrum of exfoliated graphene with all key peaks labelled. Not all 
peaks will be present in every material. 
The signal to noise parameter reported is calculated from the fitted signal intensity of the G 
peak using a relationship reported elsewhere;378 the peak height has the average signal 







The least squares fitting process minimises the difference between model and experimental 
data, calculated as the reduced chi squared value given in (Eqn.4), where 𝑀 is the number of 
data points; 𝑦𝑐𝑎𝑙𝑐 is the calculated value, 𝑦𝑚𝑒𝑎𝑠 is the measured value, 𝑆𝐷(𝑦) is the standard 




∑ (𝑦𝑐𝑎𝑙𝑐 − 𝑦𝑚𝑒𝑎𝑠)
2𝑁
𝑥
𝑆𝐷(𝑦) ∙ (𝑀 − 𝑀𝑓𝑟𝑒𝑒)
 (Eqn.4) 











Raman Shift / cm-1
90 
 
To ensure robust signal fitting the program runs through a complex algorithm that 
sequentially adds peaks to the model and then quantifies the improvement that extra peak 
has produced; the rχ2 values with and without the new peak are compared and any peak 
failing to improve the quality of fit by greater than 2.5% is rejected following the principle of 
Occam's razor. The requirement of 2.5% was decided following a series of trials on noisy data 
sets; below this value poorly defined peaks are included in the model which results in 
instability and errors. A limit greater than 2.5% risks excluding valid peaks from the analysis. 
 
Figure 63: Diagram indicating the sequence used during fitting to ensure the model remains valid as 
more peaks are added. The D’ and D+G peaks are only added following using input, although these 
are still validated using the workflow. 
A simplified flow diagram is shown in Figure 63, in essence a logical progression can be 
identified and followed based on the physical origin of peaks that become interdependent 
on each other. It is for this reason that the first test is to apply a G peak to a polynomial 
background, if there is no discernible G peak present then graphitic carbon cannot be 
detected and attempting to fit other graphitic carbon peaks would be a waste of computer 
resource. By treating every spectrum completely independently there is no risk to an entire 
data set from single points of high noise or poor focus since these spectra will be discounted 
from the final output. This minimises the pre-treatment required and adds a more 
statistically robust approach to filter data points that, due to experimental conditions, 
contain insufficient carbon Raman signal for meaningful analysis. These are sometimes 
encountered when automatically collecting data over a wide area of inhomogeneous sample. 
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It must be noted this approach can also produce a phenomenon of splitting low intensity 
peaks into a false bimodal distribution with peak intensity ratios (ID/IG or I2D/IG) pigeon holed 
into exactly zero and real values as illustrated in Figure 64. This is commonly observed from 
graphite due to the low intensity of the D band due to the low number of edges and defect 
sites to break the symmetry required to activate the D peak. This low intensity D band can 
become lost in the noise and therefore the algorithm comparing the goodness of fit cannot 
find a significant difference between including or excluding the D peak. Under that 
circumstance the D peak is automatically excluded from the model, returning an apparent 
height of zero. In many cases this is an accurate result from pristine graphite as there is no D 
peak but low D peaks can also become lost in the noise, appearing to distort the distribution. 
 
Figure 64: Illustration of spectra containing peaks that cannot be reliably fitted taken from graphite 
as an example. Both a) and b) show experimental data in blue, fitted model in red and individual 
peak shapes in green and purple; a) includes the D peak whilst b) does not include the D peak fit. 
The effect of this pigeon holing effect is illustrated by the histogram in c) with the unoccupied bin 
between zero and the main distribution, fitting outputs shown in table d). 
This effect is necessary to maintain the integrity of the fitted parameters and uncertainly 
estimates, and will only be significant with low quality or noisy data. If additional degrees of 
freedom are allowed in the model with insufficient data to support their inclusion the non-
linear regression, and in particular the co-variance matrix required for uncertainty estimates, 
becomes unstable. For further information see lmfit documents. In brief during the fitting 
process the program maps out an approximation of how every parameter varies in relation 
to other parameters and how these impact the residual being minimised. In this way the 
model parameters that produce the lowest residual, or best fit, can be identified. In addition, 


















an estimate of the uncertainty in these values can be found from the range these best-fit 
values could be varied by, allowing other parameters to change, whilst keeping the overall 
residual within one standard deviation of the optimum. If additional parameters are included 
without the physical data to constrain them i.e. a significant peak to fit, these correlations 
become too variable and no error estimates can be returned. Thus to maintain the rigorous 
analysis of significant peaks within the data, small peaks too difficult to determine from 
random noise are excluded and the final output reports them as exactly zero. 
4.4 Results and Discussion 
This detailed statistical consideration of nanomaterial analysis is important because of the 
variability present within samples of seemingly identical material. As demonstrated in the 
following section there is a significant difference between single point spectra and full data 
sets. Extreme examples of this were two commercial graphene nanoplatelets. Whilst the 
materials tested were marketed as different grades, they were clearly labelled graphene 
powder and technical specifications included very similar Raman spectra showing a clear G 
and 2D peak with little D peak present indicating a high quality material with few defects. 
 
Figure 65: 3D bivariate histograms illustrating the dramatic difference between the two samples of 
graphite nanoplatelets – labelled for convenience as “high quality” a), and “low quality” as b). 
These single spectra reported in technical data sheets were consistent with spectra 
measured in this analysis and yet the total distribution, as shown in Figure 65, clearly reveals 
a much more complex mixture present. Whilst one material could reasonably be described 
by the single Raman data point reported in the specification with a ID/IG around 0.1, hereafter 
referred to as “high quality” for simplicity, the other material is far more polydisperse. The 
spread of data points around the most populated bin in the left histogram is expected from 




with higher ID/IG values and decreasing I2D/IG present in the right histogram from the “low 
quality” material reveal there is a huge range of particle sizes and chemical defects. 
This material also illustrates the utility of visualising the entire distribution in place of 
aggregated mean values that do not apply to such an asymmetric data set. Whilst the mean 
values, listed in Table 4, do capture the increase in defective material from the lower quality 
material this poorly reflects the reality of graphene flakes mixed with highly defective 
carbon. In essence, a full analysis should be completed to establish the distribution of peak 
parameters present before single value metrics are employed. 
Table 4: Aggregated mean values with deviations from the two different samples of graphene 
nanoplatelets. It should be noted that the asymmetrical distribution of the lower quality material is 
unsuitable for averages. 
  Mean Standard Deviation Standard Error 
ID/IG 
“High Quality” 0.1087 0.04 0.0008 
“Low Quality” 0.352 0.2 0.004 
I2D/IG 
“High Quality” 0.3317 0.02 0.0004 
“Low Quality” 0.255 0.06 0.001 
4.4.1 Shear Exfoliated Graphene 
The utility of a statistically meaningful data set was also proved when comparing graphite 
with shear exfoliated graphite, a commonly reported method for graphene production. 
Whilst high shear forces have proved capable of exfoliating carbon layers from graphite 
crystals to produce single layer graphene, the efficiency and yield of this process is low and 
the graphene produced is generally mixed with a large concentration of bulk graphite flakes. 
Such graphite flakes dominated the Raman analysis but careful consideration of the large 
data set does reveal a subtle shift in key metrics I2D/IG and ID/IG. 
A sample of natural flake graphite was exfoliated in sodium cholate surfactant and three 
different data sets were collected from both the starting graphite and exfoliated material 
and analysed separately as shown in the box plot in Figure 66. The most noticeable change 
is the increase in ID/IG ratio and significant increase in width of the distribution. This is 
consistent with the decrease in flake size expected during such processing and clearly shows 
the material is undergoing change. I2D/IG is more usually linked to the exfoliation efficiency 
as few layer graphene has a larger 2D peak intensity relative to graphite; in this experiment 





Figure 66: Box plot comparing the distribution of key peak parameters from the graphite and 
exfoliated materials, three independent data sets were collected and analysed for each material. 
Such a minor change is not unexpected; fluid phase shear mixing is capable of exfoliating 
carbon layers from graphite but the efficiency of the technique is often poor, with a very 
significant amount of the graphite remaining unexfoliated.72,159,161 There are methods known 
to separate this bulk graphite from the exfoliated graphene; unfortunately, such steps are 
complex and often not suitable for industrial production.379 As such, the powder was 
analysed as produced for any change following shear mixing. In this context it is likely that 
the small increase in 2D peak height is caused by a small number of graphene flakes mixed 
with a lot of unexfoliated graphite. Such a change would be very difficult to observe from 
single spectra due to the noise and variability inherent in Raman spectroscopy and 
nanomaterials. 
The 3D histograms in Figure 67 which show both peak parameters simultaneously makes this 
shift more noticeable; it is clear that in comparison to the starting graphite the increase in 
ID/IG caused by flakes decreasing in lateral size is directly related to the increase in I2D/IG 
caused by the exfoliation of carbon layers. Whilst this understanding of the exfoliation 
process is not novel and such mechanisms have been proved by other groups investigating 
shear exfoliation;155 the ability to detect such changes from Raman data sets without the 
need for comprehensive and costly microscopies is a new approach. In the case of novel 
materials or genuinely new mechanisms, it would be undesirable to rely exclusively on a 
single technique. For the purpose of quality control of a known material, however, such 






















Figure 67: 3D bivariate histograms from a) graphite; b) exfoliated graphite. Key peak parameters are 
shown on the axes whilst bin occupancy is shown as a heat map. 
When collecting large Raman data sets in this way the spatial distribution can also be 
considered, and indeed has been to great effect for graphene immobilised on surfaces as 
discussed in Chapter 1. On the other hand, it is expected that shear mixing graphite would 
produce a bulk powder randomly disordered at the length scale of Raman spots; containing 
no spatial information. Therefore each point collected in this experiment can be considered 
effectively random. Although this condition cannot be assumed for all materials, for example 
high temperature graphitized samples as discussed in more detail later; for shear mixed 
graphene this random distribution is shown in Figure 68. The best practice as undertaken 
here would be to visualise the spatial pattern, easily enabled by most commercial Raman 
micro-spectrometers, and in the case of random noise further consideration of spatial trends 
can be disregarded. 
 
Figure 68: The spatial distribution of key Raman metrics ID/IG and I2D/IG, shown as a heat map, from a 
lightly pressed pellet of exfoliated graphite. The shear mixing has produced a random mixture. 
It is hoped the utility and importance of complete data sets from microscale analyses of 
nanomaterials has thus been justified. The question then becomes one of pragmatism; how 




To investigate this the change in key summary statistics as more data points were collected 
are plotted as well as bootstrap plots that are useful for indicating the extent of error possible 
from under resolving materials. As an example the convergence of I2D/IG  data from graphite, 
a homogeneous control material, is shown in Figure 69. As expected random noise causes 
some instability from the first data points collected but this rapidly stabilised and the 
summary statistics plotted remained constant after around 300 points. In this case it would 
be expected that whilst tens of spectra could be relied upon to produce an estimate of the 
mean of such a distribution, around 100 points would be needed for an accurate mean. The 
full distribution, based on the 10th and 90th percentiles, require even more points, around 
300, even for a material as reliable as graphite. 
It could be tempting at this stage to consider the changes in summary statistics observed 
irrelevant for most analysis and within the error of the experiment given the natural variation 
in Raman spectra. Whilst this is valid for a material like graphite that is known to be 
homogeneous, the power of establishing a constant and unchanging distribution is the 
confidence to know whether a secondary phase is present in low levels. 
 
Figure 69: Convergence plot from a graphite data set showing a) the change in summary statistics of 
I2D/IG as more data points are added to the analysis. b) The final distribution histogram. 
The convergence plots for the exfoliated graphite, a material with a wider distribution of 
peak parameters, was unsurprisingly found to be less stable requiring more points to 
complete the distribution. Whilst the modal peak in the distribution was established rapidly 
the significant tail caused by the exfoliated material required more data to reliably establish. 
To visualise the effect of under analysing the material by only collecting a small number of 
data points, bootstrap plots are used. An example for exfoliated graphite is shown in Figure 
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70; whilst the distribution plotted from a large data set is consistent with the expected 
pattern from the histogram of the complete data set, the different distributions shown in 
different colours from smaller data sets are radically different to one another. 
In essence each colour represents a distribution containing only the number of data points 
labelled, randomly selected from the total larger data set recorded. When that sample size 
is over 250 the distributions are consistent within some noise and the tail is clearly defined. 
For smaller sample sizes, however, most data sets only find one or two data points of higher 
ID/IG and fail to truly describe the tailed asymmetric distribution found from this material. 
Indeed in many cases having only recorded 25 points the higher peak ratios indicative of 
exfoliated materials would probably be discounted as outliers. 
 
Figure 70: Panel showing result of bootstrap analysis of exfoliated graphite. Each panel shows five 
examples, shown in different colours, of distributions of ID/IG produced from sub-samples; the size of 
these is labelled and the x-axis is common across all ID/IG panel plots. 
4.4.2 Graphene Nanoplatelets 
It is clear that different materials require bespoke analyses that also reflect the purpose of 
that analysis. Considering the graphene nanoplatelets previously discussed, the “high 
quality” sample has a very reliable Raman spectrum that would require a relatively small 
sample size. In contrast, the polydisperse “low quality” sample requires a much larger data 
set to approach complete characterisation. These effects are illustrated in Figure 71 where 
key bootstrap and convergence line plots from the two materials are shown. The 
monodisperse sample has a much sharper distribution in the bootstrap plots (Figure 71b) 
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even with a small sample size; if only 100 Raman spectra were recorded there could be some 
uncertainty due to the shift in mean and intensity between the yellow line and much 
shallower green line. The general trend, however, is consistent and with 300 data points the 
different sub-samples are practically indistinguishable from each other. 
The convergence plot (Figure 71a) shows the same trends; with less than 200 data points the 
mean and distribution width is changing substantially as new spectra are included. After this 
point the distribution becomes more established; although there are still some changes to 
the mean value after this sample size. In contrast the other “low quality” GNP sample has a 
much wider range of ID/IG values that cause significant variation even after hundreds of 
points have been recorded; indeed 500 points are required before the interquartile range 
and mean become stable as shown in the convergence plot (Figure 71c). The most obvious 
feature in the bootstrap line plots is the asymmetrical shape of the distributions of “low 
quality” sample with a significant tail as the fraction of small flakes with a large ID/IG ratio is 
smaller but still significant to the overall material. 
 
Figure 71: Analysis of data sets collected from the two GNP samples; a) & b) are from the “high 
quality” sample whilst c) & d) show data from the “low quality”. Plots a) & c) show convergence data 
of key statistics with increasing data stability highlighted in red, orange to yellow, whilst b) & d) 
show the bootstrap analysis of distributions from sub-samples, the size of which is labelled. 
It is clear the different samples have very different properties and would behave differently 
during analysis; this therefore means that different and bespoke analysis procedures would 
be preferable for each material. Unfortunately such an approach would be very costly. The 
best approach may be to tailor the analysis to the level of detailed understanding required; 
for quick snap-shots of a material it is usually reliable to measure 10s of spectra. If more 
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information is required then a larger scale analysis to justify the number of data points would 
be advisable to ensure that minor fractions or chemically distinct regions have been included. 
Thus far analysis of top-down graphene produced from various methods of exfoliating 
graphite have been considered as examples. It could be expected that other methods of 
graphene formation would produce materials with different chemical environments, that 
would be detected by Raman spectroscopy. One example is reduced graphene oxide. 
Detailed analysis of oxidised graphitic material was not undertaken in this study because the 
nature of information that can be extracted is very limited as discussed in the introduction. 
Such extensive chemical functionalisation and damage to the carbon network produces very 
wide D and G peaks with no 2D Raman signal; conclusions beyond simply confirming the 
material has been oxidised are not possible without additional techniques. However, 
extensive reduction can repair the aromatic structure of the carbon sufficiently to detect the 
2D peak; thereby allowing some measure of reduction efficiency. 
4.4.3 Reduced Graphene Oxide 
Following chemical reduction with hydrazine the rGO examined in this study regained a 
distinct 2D peak indicative of a partially repaired conjugated network vital for conductivity, 
with a I2D/IG = 0.09 and a very narrow distribution, albeit slightly asymmetric. The D peak is 
more variable spectrum to spectrum as represented by the wider and unstable ID/IG 
distribution shown in Figure 72, but this is expected since that peak is dependent on both 
peak size and presence of defects and functional groups. Decoupling these effects is not 
attempted in this work, but it is clear that the ID/IG ratios measured from the large number 
of Raman spectra do not follow a simple normal distribution and a second phase of material 
is present. Whilst the most common value of ID/IG as seen from the histogram, Figure 72, is 
around 1.3 there is a significant tail to the distribution descending below 1.2. 
As with other samples the convergence plot of summary statistics changing over sample size 
is useful for identifying how many points are required to stabilise the distribution. It was 
assumed that chemical reduction would produce a more homogeneous material with a 
normal distribution of random noise in peak parameters but this was not observed. It was 
found that a crude convergence of the centre of the distribution is achieved after 
approximately 100 points, although 600 points are required to remove most of the noise 
from the analysis. This instability is caused by the ‘tail’ present in the distribution caused by 
points with lower relative peak intensities. 
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The bootstrap plots in Figure 72a clearly show this, when the size of the sub-sample in the 
bootstrap plot is large, specifically 500 data points, the different sub-samples are almost 
indistinguishable from each other. However, when the sub-sample size is only 50 data points 
there is a lot of noise in the tail and many sub-samples do not include any such data points. 
Were the material to be analysed with only 50 points, it is possible the very significant tail of 
lower peak intensities would be missed. 
 
Figure 72: Example data set of reduced graphene oxide; a) shows two extreme cases from bootstrap 
analysis before and after data convergence and b) a 3D bivariate histogram showing the complete 
data set. 
Data points with a lower intensity were not artefacts of fitting or signal to noise, a topic 
discussed in more detail later in this section. It is likely these spectra are caused by a minor 
fraction of carbonaceous material heavily functionalized by the oxidation process; the 
reduction may have been sufficient to repair some aromatic sp2 domains with a clear G peak 
but insufficient to regenerate enough structure to produce D or 2D peaks. Such trends where 
the D peak intensity increases in line with conductivity have been reported in other work 
investigating the reduction of graphene oxide materials; and islands of graphitic material 
surrounded by regions of amorphous carbon are usually attributed as the cause.123,124  
4.4.4 Graphitized Polymer 
In addition to top-down approaches for graphene preparation, we have also considered 
bottom-up techniques; techniques that grow graphene from carbon building blocks. The 
process of high-temperature graphitization has been studied by many groups, however, 
comprehensive statistical Raman analysis is rarely, if ever, utilised. The graphene sample 




polymer (resorcinol-formaldehyde resin) containing iron(III) chloride; when heated the iron 
reduces to form metal particles which grow graphene on their surface. It has been found that 
large data sets can be effectively applied and these materials also highlight that 
complementary characterization and understanding is often required. 
More data sets were collected from this material, to account for the macroscale structural 
features that are known to be present within the material from other studies of graphene 
prepared in this manner. In total six Raman data sets, each covering an area 80 x 80 µm2, 
were collected and the combined distribution, shown in Figure 73, produced a clear picture 
of a material predominately made from well graphitized carbon with a significant fraction of 
amorphous carbon.  
 
Figure 73: 3D bivariate histogram of the combined data sets collected from the carbonized sample; 
the large number of points makes the distribution very well resolved. 
Overall the data set was consistent with the expected literature results although many of the 
individual Raman maps did not fully reflect this material. In this case the spatial maps of the 
Raman mapping did show more structure than those of randomly mixed powders. This is 
attributed to difficulties grinding and preparing powder samples from the very hard carbon 
material without damaging it, on account of it containing crystalline metal and metal carbide 
particles. This produces larger crystallites of graphitic carbon that generally have a length 
scale greater than the 2.5 µm step size between different Raman spectra and this can be 




Figure 74: Raman map data from high temperature graphitized polymer showing the spatial 
distribution of Raman parameters against the stage coordinates. The distinctly different region in 
the bottom left corner is a collection of more amorphous material that could not be mixed. 
These larger domains contributed to structure and sudden changes seen in the convergence 
plots and summary statistics from this material, Figure 75, showing a sudden dramatic 
decrease in the upper quartile and saw-tooth pattern attributed to the measurement 
collected by rastering back and forth across the sample surface. After completing one row of 
the map, spectra are collected from the distinctly different area resulting in a large jump in 
the summary statistics. Small spikes less dramatic than this can be seen in other materials at 
low data set size but are usually the result of focussing a large map onto a rough or sloped 
surface. If one edge is more or less out of focus, it may either produce a more exactly average 
Raman spectrum if defocused, or a more extreme side of a distribution if very tightly 
focussed. In the case of the iron carbonized sample, however, this saw-tooth pattern is much 
stronger and results from the spatial ordering of the data. This reinforces the importance of 
complementary analysis of unknown materials; but large Raman data sets will still play a role. 
 
Figure 75: Convergence plot of ID/IG demonstrating the sudden changes in ratio from one small map 




When analysing materials with such spatial ordering it is clearly beneficial to cover a large 
area by sampling from many places, either randomly selected or controlled to ensure 
complete representative coverage. In this way, many small Raman data sets can be combined 
to produce a more comprehensive understanding of the material. Conclusions regarding the 
crystallite size will require analysis of the spatial distribution whilst the relative fraction of 
one material to another would require a more holistic analysis of the entire distribution as 
introduced here. Specifically the distribution being evolved from multiple different maps 
should be analysed for changes as new points and new maps are added; to ensure the 
measurement taken is still representative. In this specific case, the D peak was far more 
variable and the overall distribution across all map data shows an asymmetric distribution 
with a small but notable population of more defective carbon around 0.8; however, these 
regions were more localised and only found on a few maps. The combined data set and 
bootstrap analysis, which is different to the very localised map shown above in Figure 75, 
indicates that around 250-300 points is sufficient to identify the main phase of the material, 
although these points should be collected over a much wider area than the 80 x 80 µm2 area 
used in each small map; further discussion and data provided in Appendix 9.1.7. 
4.4.5 Multiwalled Carbon Nanotubes 
Multiple data sets were also needed to analyse the commercial sample of multi-walled 
carbon nanotubes investigated. Six data sets were recorded which together produced an 
approximately normal distribution of key peak parameters; however, two data sets were 
found to have slightly more extreme distributions when compared with the other individual 
data sets. The summary statistics of all data sets for the ID/IG metric are shown in Figure 76; 
it is clear that most are clustered around a central narrow distribution with a combined mean 
value of 1.25 but there are two data sets with very different values of the peak height ratio. 
Specifically the 3rd data set with an average of 1.12 and the 4th data set with an average of 
1.36. It should also be noted that these data sets are much wider than the other sets and 
there is overlap between the quartiles and percentiles of those different data sets. 
The 2D peak height ratio shows a similarly confused set of overlapping distributions from 
different data sets. By combining the data sets together and randomising the order, to 
remove artificial structure, a random distribution is produced. This has a very standard 
frequency distribution for ID/IG, and a flat topped distribution from I2D/IG that produces a 
slight bimodal trend in the 3D histogram heat map. The exact cause of these differences 
between different samples taken at random from the bulk container – a 1kg tin of 
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commercially supplied nanotubes; cannot be ascertained using only the Raman data 
collected here. Additional investigation using electron microscopies, thermal analysis and an 
understanding of the production and packaging process may explain many of these 
differences however such detailed study is not necessary for establishing the utility of 
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Figure 76: Summary statistics showing the change in ID/IG as the data set size increases. Different 
data sets shown in different colours – the significant outliers are 03 at the bottom and 04 at the top. 
The convergence plots from this commercial material show many of the same trends, 
although there are some slight differences that point to the inhomogeneity of the bulk 
sample. Using the combined data it appears that over a thousand points would be required 
before the distribution was completely described and these points should be collected from 
a wide area of the material as for the carbonized sample discussed above. The convergence 
plots from the individual data sets, Figure 76, appear to converge more rapidly but there are 
clearly different spatial regions causing the difference between spectra recorded from 
different points on the sample surface. These large differences can influence the mean and 
quartiles of the data even when hundreds of points have already been measured. 
In this case a more nuanced analysis of the nanotubes would be desirable to understand the 
different features identified, however, the level of this analysis will also depend on 
application, balancing thorough analysis with efficient use of time. Example spectra from 
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every data set are shown in Figure 77 for context of the difference between data sets. Whilst 
the exact peak heights are subtly different the overall character of the Raman spectra are 
very similar. It could reasonably be argued that a sample with a very defined chemical 
composition and defect density would benefit from understanding the differences between 
the peak ratios discussed.  In contrast a sample of crude carbon nanotubes of mixed chirality, 
size and elemental purity would probably be expected to vary batch to batch. In such a case, 
detailed analysis of the extent discussed here would be wasteful. 




























Figure 77: Example spectra from all data sets of MWCNTs; each spectrum is selected to be 
representative of the modal peak parameters from each sample distribution; no processing further 
than the normalisation of signal intensity has been applied. 
Raman spectroscopy clearly has great utility in analysing carbon nanomaterials and 
rewarding insights are possible from suitably rigorous analysis using multiple data points. 
More fundamentally, the importance of justifying the sample size collected when analysing 
nanomaterials of any sort has been stated. The natural variation in these materials makes 
single point measurements very unreliable and bulk techniques often suffer from crude 
averaging that fails to account for the mixture of different environments that are actually 
present. The use of 3D histograms is very effective for carbon nanomaterials because of the 
ubiquity of the two metrics I2D/IG and ID/IG; more generally, plotting histograms to understand 
the true shape of the data set must be a first step for nanomaterial analysis. 
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Visualising complete distributions and not just aggregate mean values is very important 
because it has been repeatedly observed that most manufacturing and chemical processes 
do not result in random error. More structured data sets are often encountered that require 
a more nuanced discussion that is most easily facilitated with a complete distribution in the 
first instance. It is acknowledged that for the comparison of different samples a more 
succinct method is required, and for this summary statistics have been used successfully, 
especially in justifying the sample sizes required. However, such simplifications and 
summaries should follow careful consideration of larger data sets to understand a material’s 
characteristics; and cannot be justified following a single point spectrum. 
4.4 Investigating Signal to Noise 
Understanding the effect of signal to noise on Raman spectra is very important when 
attempting to provide guidance for analysis protocols since different experimental 
conditions will record data of varying signal intensity. To understand these effects a large 
model data set was produced based on the same mathematical model used to fit Raman 
spectra; although, the model data set was created independently. It was then fitted with the 
same Python program used for Raman map analysis. This map was based on a single model 
spectrum, to which random noise was added to produce different spectra that were 
nevertheless all derived from the same peak shapes with identical heights, positions and 
widths. The model spectrum was based on a high quality spectrum recorded from reduced 
graphene oxide, selected because of its high D peak and low 2D peak allowing both extremes 
to be investigated simultaneously. Real peak parameters were used in a model combining a 
4th order polynomial with Lorentzian line shapes (Eqn.2). 
 
𝑦 = 𝑐0 + 𝑐1𝑥 + 𝑐2𝑥
2 + 𝑐3𝑥
3 + 𝑐4𝑥
4 + ∑ 𝑓(𝑥|𝐴𝑛, 𝜎𝑛𝜇𝑛)
𝐺 ,𝐷 ,2𝐷 ,𝐷+𝐺
𝑛
 (Eqn.5) 
Where 𝐴 is the peak amplitude (this is distinct from height), 𝜇 is the peak position in cm-1 
and 𝜎 is the half width at half max. The specific parameters used are listed below in Table 5. 

















































Once the model spectrum was established a pseudo random number generator, based on 
the Mersenne Twister algorithm, was used to create random noise. By repeating this process 
multiple spectra could be created with the same fundamental peak parameters and level of 
noise but remaining unique. The noise added was based on a normal distribution probability 
density function (Eqn.6) since this was shown to be an effective approximation of real 
experimental noise; every intensity (𝑦) value was recalculated from the expected value (µ). 







2𝜎2  (Eqn.6) 
This approach was used to generate a model ‘map’ containing 500 individual spectra based 
on the same model with controlled noise added; this entire process was then repeated to 
produce another ‘map’ containing 500 points with increased noise. By increasing the 
standard deviation for each ‘map’ used in the PDF in integers a sequence of model maps 
were produced with steadily increasing levels of noise, example spectra shown in Figure 78 
for high and low extremes. Here it should be noted, the standard deviation was used in the 
random number generator to control the level of noise being simulated but further 
discussion of distributions and deviations refers to statistical analysis of the fitted data sets.  
The model maps thus created were subjected to the same fitting and convergence analysis 
as real data sets. In this case, however, since the fundamental spectrum was the same, any 
deviation can be attributed to noise within the data rather than sample polydispersity or 
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other experimental effects. The fitted output parameters from all 500 spectra were then 
analysed. 




















Raman Shift / cm-1
 
Figure 78: Example spectra produced by adding random noise to a model spectrum, shown at the 
bottom with a standard deviation of 0. The middle spectrum is an example produced with a standard 
deviation about the expected value of 15, and the top spectrum is the noisy extreme produced with 
a standard deviation of 30. 
When considering the signal to noise, it is important to control for the different heights of 
the D and 2D peaks. To control for this all subsequent analysis will use the convention that 
the signal to noise values are normalised, relative to the lowest peak (Eqn.7) within the 
parameter of interest. In practice the ID/IG signal to noise is determined by the G peak height 
whilst the I2D/IG signal to noise is determined by the much lower 2D peak. This also allows a 










Considering ID/IG the most obvious finding was the rapid increase in distribution width as the 
noise increased (Figure 79). Whilst the variation in measured ratios was far more varied as 
noise increased this distribution remained well described by a normal curve; and within the 
limit of good signal to noise ratios, the mean was not observed to change very significantly. 
As shown in Figure 80 this trend remains reasonably constant until the noise becomes 
comparable to around 10% of the signal strength; at this point it is supposed that the 
background correction becomes unstable and peak intensity becomes lost to fractionally 
increased polynomial functions attempting to correct for the increased noise. Attempting 
detailed analysis on data of insufficient signal will likely provide erroneous results, although 
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the difference between signal to noise levels of 64 compared with 1024 is actually relatively 















t  S/N = 11.2
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Figure 79: ID/IG values measured from the model data sets, each distribution of ratios was modelled 
as a normal distribution shown in black. The expected ID/IG from the model data = 1.334 highlighted 
with the dashed line. The signal to noise is shown in the legend. 
To understand the relationship between the standard deviation of the 500 model spectra 
and the signal to noise level calculated, a scatter plot showing the coefficient of variation, 
defined as the deviation normalised to the peak height, compared with the normalised noise 
level were produced. The coefficient of variation allows comparisons of both I2D/IG and ID/IG 
despite their difference in magnitude. Figure 80c effectively shows the percentage deviation 
from the expectation value of 500 data points that only differ in the random noise added, 
plotted against the signal to noise. 
𝜎𝑥
𝜇𝑥
 = 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑜𝑓 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛  
Figure 80c shows there is a strong linear relationship between the average noise level within 
a set of data and the random noise to be expected in the fitted output. This normally 
distributed noise is unavoidable when using real data sets, however, it is also clear that the 
standard deviation will remain below 5% for a good signal to noise level. Real materials often 
produce significantly wider and less defined distributions and this can reasonably be 
attributed to polydispersity within the sample. 
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Figure 80: Mean values from a) ID/IG and b) I2D/IG from 500 spectra against the mean signal to noise; 
in both cases square root x-axes have been used to better show the data. c) The relationship 
between the standard deviation and noise level, all normalised to the height of the lowest peak with 
linear trend lines shown, experiment data was taken from a graphite control.  
These linear trends were observed to breakdown as the signal intensity of the lowest peak, 
in this model data set the 2D peak, approaches the noise present within the background. As 
the I2D/IG ratio decreases the standard deviation is seen to vary significantly because of the 
non-continuous distribution of peak ratios produced, these regions are shown in Figure 81. 
As the signal intensity becomes too small for reliable fitting the peak is simply considered to 
be zero, this results in a region where the I2D/IG data contains a number of unevenly 
distributed values with a significant population of zero values. This causes a rapid decrease 
in the mean value and a sudden increase in the standard distribution measured. In this limit, 
normalising the standard deviation produces very high values due to the denominator 
approaching zero; once the sudden change is complete the standard deviation would 
actually be expected to decrease as more data points are reported as exactly zero. 
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Figure 81: The effect of noise on peaks with low signal intensity is very significant. a) shows the 
mean I2D/IG values from the 500 fitted model spectra and the standard deviation values as coloured 
spots whilst b) shows typical distributions of the I2D/IG ratios at different noise levels (N/S = 0.413, 
0.828, 1.24 from bottom to top); insert c) shows the low population I2D/IG ratios, the x-axis is 
consistent with other plots but the y-axis is significantly zoomed. The different colours highlight the 
different regions: blue when the signal intensity is sufficient for accurate fitting; red when the signal 
intensity is low and the distribution is very wide containing zero values and fitted peaks; green 
shows where the signal intensity is so low the distribution is dominated by zero values. 
In this limit the analysis and peak fitting become unstable as the peak height becomes lost in 
noise, occurring at signal to noise values around 1.5, suggesting that this represents the limit 
of usability for extracting even vague average values from Raman map data. Signal to noise 
ratios greater than two can be used to estimate mean values for material properties, 
conditional on large Raman data sets hundreds of points in size. At this signal to noise, 
however, the scatter in data is significant and signal to noise values of the lowest spectral 
feature should be above twenty if probing the polydispersity of a nanomaterial powder. 
Modelling the effect of noise in this way was also intended to probe the effect of noise on 
the convergence of data sets. Whilst these model data sets produce a normal distribution 
that could be reliably subjected to statistical methods like a t-test the same graphical tests 
for convergence were utilised to ensure consistent findings between the real samples and 
model data. The resulting plots are complex in appearance but the broad trends in 
convergence are maintained, despite the increasing noise and scatter within the data sets 
shown in Figure 82. The most obvious feature is the width of the distributions as the noise 
level increases, yet looking closely even the lower noise data sets show significant variation 
before eventually converging to consistent values. Considering the most noisy data set 
shown in red with the widest distribution, it is clear there is substantial variation in the 
summary statistics as the lines shift up and down until reaching an approximate convergence 
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around 350 points. Considering the data sets with little noise, shown in blue, the same 
vertical variation is observed with low samples sizes even if the magnitude is lower. 









 Q25 & Q75 P10 & P90
 
Figure 82: Convergence plot of summary statistics describing the distributions of model data sets. 
The colours denote increasing noise following a rainbow colour scheme from blue to red. Whilst 
complex this plot shows that increasing noise causes greater spread but crucially the rate of 
convergence remains comparable across the model data sets. 
To better illustrate this, the variability of the lower quartile (Q25) is shown in Figure 83. The 
Q25 was compared to the final value producing a percentage variation, the greater this 
percentage variation the further that data point is from the final converged value from the 
entire data set. The key finding is the significant change in variation for all noise levels which 
abruptly decreases, the lines becoming flatter and smoother, around 350 data points. 
Considering the red line from high noise model data, this is variable at low sample sizes with 
new data points causing substantial shifts to Q25; but after around 350 data points they 
converge and the Q25 measured from 350 points remains the same as the Q25 measured from 
500 points. This trend is the same from the low noise model in blue, this also shows variation 
with fewer than 350 points until the data converges. 
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Figure 83: The convergence of the lower quartile (Q25) relative to the final converged value of each 
data set. The colours indicate increasing noise following a rainbow colour scheme from blue to red; 
by displaying each data set as a percentage the relatively low variation in maps with little noise 
becomes visible and the crucial convergence rate is observed to remain steady, all data sets show 
significant variation before converging around 350.  
The important finding is not the magnitude of variation with increasing noise, but rather the 
rate of convergence since this influences the number of spectra that should be measured 
from real samples. Here it is shown that signal to noise levels do not have a significant effect 
on the rate of convergence; therefore any data collected on the convergence of different 
real materials will remain valid regardless of noise, assuming the limits discussed above are 
considered.  
4.5 Conclusions 
This work was motivated primarily by difficulties encountered when characterising carbon 
nanomaterials due to their highly diverse properties. Such difficulties have been widely 
reported and could be expected from many other topical nanomaterials that also exhibit 
subtle differences in size, shape and chemistry. Considering the carbon nanomaterials 
investigated it is clear that a single spectrum, as traditionally reported, is unlikely to be 
representative of the entire material and many other interesting and important features may 
be missed. Statistically meaningful and robust analyses are required if a reliable 
nanomaterial metrology can be established to further the commercial utility of these diverse 
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materials. To this end the methodology developed here can be used to make claims on the 
validity and robustness of future nanomaterial analysis. 
Furthermore the highly diverse range of properties and characteristics resulting from 
different production methods means that simple gaussian distribution models can rarely be 
applied to nanomaterials. Instead nuanced consideration of each material is needed and 
analytical methods may benefit from being tailored as required. One possible approach was 
exemplified in this investigation, by using summary statistics as proxies for the complete 
distribution the change in data as more points are added can be visualised. This allows a 
much greater understanding of the development and behaviour of the analysis, potentially 
leading to better methodologies being proposed and justified. Whilst this example has 
focussed exclusively on Raman analysis there is no reason why such an approach cannot be 
applied to any other analytical technique that uses single point measurements to sample 
from a bulk material. 
To facilitate this detailed analysis of large Raman data sets, a bespoke computer program for 
precisely fitting the peaks produced by carbon materials was developed and applied. This 
was of benefit since it was possible to include an algorithm to systematically check the 
validity of increasingly complex models using goodness of fit parameters and this program is 
made freely available at GitHub (https://github.com/SGoldie4/RamanMapAnalysis). 
Comprehensive discussion of various carbon materials has revealed the diverse nature of 
these materials and the behaviour of large data sets whilst also illustrating the value in the 
detail made possible. Commercial samples, nominally sold with the same name were found 
to be vastly different in quality and homogeneity, although such findings could easily be 
missed from single point analysis. Differences in materials following chemical and physical 
processing were also detected from the reduction of graphene oxide and the exfoliation of 
graphite. The methodology was applied to synthetic graphene from high temperature 
growth and carbon nanotubes, although in both cases the need for a nuanced consideration 
of the material was required. These materials were found to contain some structure at the 
length scale of the microscope used and therefore required a change in approach following 
the initial analysis. Such flexibility will likely be required for the metrology of other carbon 
nanomaterials and is not considered a weakness of the technique. 
Finally, the effect of signal to noise was probed. Probably more pertinent to Raman 
spectroscopy than other techniques, it is important to consider the effect on statistical 
distributions and the behaviour of data sets as the noise level increases. Whilst perfect 
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spectra collected over very long time scales are ideal for precise peak fitting that is not 
feasible for many settings and especially not for any industrial quality control process. 
Modelling random noise was found to increase the width of the distribution but had little 
influence on the convergence observed. This is important because the detection of 
secondary phases and other features of interest often depend on the data set establishing a 
regular distribution - unchanged as new data points are added. The increased width of such 
distributions is potentially problematic. Fortunately, it was observed that this usually 
followed a normal distribution as expected from the random noise between different 
spectra. Furthermore, the magnitude of this spread in data points was generally found to be 
less than the distribution of real spectra measured from materials. It is therefore concluded 
that wide distributions can reliably be attributed to material properties rather than noisy 
data. 
An accepted standard level of nanomaterial analysis has yet to be established, and the level 
of information required for various quality control purposes must be agreed by many 
stakeholders. This work aims to inform such efforts and suggests a possible method of 
analysis. It is hoped a diverse range of properties and characteristics has been well 
documented and the requirement for such nuanced discussion is clear; and the statistical 




5. Catalytic Graphitization Study 
5.1 Introduction 
Despite graphene’s huge potential, a reliable low cost method of production suitable for real 
devices is still elusive. Considering exclusively three-dimensional graphene architectures 
notable applications are energy storage devices such as supercapacitors and battery 
electrodes or photo and electro-catalysts. 107,114,380,381 The low density, high surface area and 
high conductivity of graphitic carbon foams are ideal for these applications;209 unfortunately 
the controlled production of pore size and graphitic carbon content has not been fully 
realised. As discussed in chapter 1, self-assembly and growth of 3D graphene foams on metal 
templates are unsuitable for such applications due to the mismatch of properties, generally 
poor mesoporosity from CVD graphene foams and reduced conductivity and scalability from 
self-assembled rGO. The approach focussed on here, that predates the isolation of single 
layer graphene, uses wet chemistry to self-assemble or otherwise form aerogels containing 
both carbon and catalyst, which can react under certain conditions to form graphitic carbon. 
The metal catalyst can both template the pore structure and graphitic carbon formation. 
Generally soluble metal salts are used as precursors that are easily mixed with the carbon 
foam and then undergo carbothermal reduction at high temperatures to form metal 
particles. Graphitic carbon grows on the metal particles via dissolution-precipitation and by 
removing the metal from the foam, pores are left in the carbon matrix.196,252 Previous studies 
have mixed many different metal salts and carbon precursors but no complete 
understanding of the foam production has been achieved. As highlighted in the literature 
review transition metals like Fe, Ni, Co, Cr and Mn all perform very similar roles, producing 
carbon that is more variable within each metal than between the metals. 
Considering the carbon precursors used, almost any carbon based material can in principle 
be graphitized but the most common approaches make either a dried polymer gel  from 
emulsion polymerisation or related technique as a porous template,235,236,243,246,251,272 or use 
biomass based feedstock.244,247,252,265,269 The use of biomass feedstock in particular is 
advantageous for scaled up production of functional carbon materials by this method. For 
relevant devices greater control over the pore structure and morphology must be obtained. 
The graphitization of biomass foams with metal salts still leaves amorphous carbon 
unconverted if the catalyst is not completely dispersed throughout the starting foam. This 
amorphous carbon is responsible for much of the surface area and hierarchical structure, 
and after oxidative washing nitrogen adsorption was observed to lose hysteresis.244 Similarly 
117 
 
reduced metal loads were found to increase the surface area but reduce the graphitic carbon 
content of a fuel cell electrode.235 This trade-off is significant because energy storage devices 
like supercapacitors require hierarchical porous structures with both micropores (smaller 
than 2 nm) to provide high surface areas for charge storage, and meso (>2 nm, <50 nm) and 
macro pores (>50 nm) to allow electrolyte infiltration and diffusion.99  
The typical preparation of these materials can be broadly described in three stages: 1) 
production of a carbon material to be graphitized usually containing catalyst, 2) heat 
treatment to decompose and graphitize the carbon, 3) washing to remove residual catalyst 
or other impurities. We have previously demonstrated a wet chemistry approach to 
preparing a surfactant and sugar based gel that could be burnt and reduced to form a clean 
metal foam for CVD graphene production.310 To minimise the complex processing required, 
it is possible to reduce this carbon based gel in one step, forming metal particles and 
graphitizing the sugar. This method is therefore used to investigate the role of the metal 
precursor on the graphitization process; it is hoped that a greater understanding of the role 
of the metal precursor and reduction process can provide better control of the graphitized 
material than investigations focussed on the reduced metal chemistry have achieved. Many 
transition metals are effective at catalysing graphene growth in this way but cobalt 
nanoparticles are interesting for other applications including water splitting 
electrocatalysts.382 
5.2 Results and Discussion 
An aqueous dextran/TritonXTM-45/cobalt gel was prepared and freeze dried to form a porous 
sticky material. This was heated in a mildly reducing atmosphere to generate a carbon and 
metal foam and then washed with HCl to isolate the final graphene based foam. A dextran 
based gel was chosen as a starting point because it is simple to produce and the high oxygen 
content has been linked to an even distribution of cations throughout the structure.247,383 
Hydrated Co(OAc)2, CoCl2 and Co(NO3)2 were chosen for their availability and high water 
solubility. 
5.2.1 Probing the Carbon Produced 
The powder XRD and Raman micro-spectroscopy recorded over a random area of the 
carbonized materials clearly show the significant effect the cobalt has; the metal free control 
is exclusively amorphous carbon as shown by the broad XRD scattering centred around 10.5o 
in Figure 84, with no clear peak discernible and lack of a 2D Raman peak in Figure 85.364 In 
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contrast the cobalt containing materials show signs of graphitic domains within the structure 
giving rise to the strong 002 in-plane reflection in the XRD pattern and a 2D Raman signal, 
attributed to the resonant scattering from the sp2 network in graphene sheets.384 Despite 
this, the carbon materials produced using different cobalt salts as catalyst precursors have 
different degrees of graphitization. The XRD patterns (Figure 84) show some common 
features but the differences between the carbon produced remains clear; the common 
features across all diffraction patterns are the broad 002 and 004 reflections around 11o and 
20o measured with a Mo source, λ = 0.7093 Å. It can be concluded that all materials have 
formed layers at high temperatures even without metals but these layers lack long range 
order and regular stacking, causing the broad diffraction signal. The inclusion of the metal 
salts produces much more crystalline graphene layers seen by the sharp reflections observed 
from those samples. 
























Figure 84: Powder XRD data from the carbonized materials recorded with a Mo source (λ = 0.7093 Å) 
showing crystalline graphite; a) shows full range diffraction patterns from the carbonized materials 
following acid washing to remove metal. The dotted lines denote the region of the 002 carbon peak. 
Data from this region is shown in b) taken from the material before acid washing focussed on the 
graphite 002 peak. Peak intensities have been normalised, whilst the metal free control is shown 
with reduced intensity for clarity. 
Whilst these signals from the metal catalysed graphitized carbon are sharp in comparison to 
amorphous carbon, this diffraction reflection is still relatively wide indicating disordered 
crystallites of graphite layers. This relative width and poor signal to noise prevents any useful 
information from being realistically extracted from the 004 peak but the 002 peak still 
provides information on the carbon formation. It should be noted the Co(OAc)2 and Co(NO3)2 
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catalyst precursor samples have a single peak whereas the reflection condition observed 
from the CoCl2 derived sample appears to contain the same wide reflection but also a sharper 
peak at slightly higher 2θ. 
To understand the XRD profiles of the different carbon materials produced it is useful to 
consider the work on graphitization models summarized by Ōya and Marsh and discussed in 
detail in the introduction. The Co(OAc)2 and Co(NO3)2 derived samples produced materials 
that can be easily described by the Ts-effect graphitization. This is a model of graphene 
growth from very small finely distributed metal particles tens of nanometers in size. The 
exact growth mechanism from these particles is uncertain although it is likely dissolution-
precipitation of the carbon, at high temperatures, is responsible for the growth of 
turbostratic carbon on their surface. This graphite lacks three-dimensional order, instead 
forming layers of graphene material that do not have any consistent stacking with the 
surrounding matrix. This form of graphite growth is reported to exhibit a wider XRD profile 
with a larger apparent interlayer spacing than graphite formed from G-effect. 
G-effect graphitization is generally found in multi-phase carbon materials in which crystalline 
graphite is formed on the surface of larger metal particles within a matrix of disordered 
carbon. This growth mechanism is reported from particles larger than 100 nm and has an 
XRD profile with a sharper graphite 002 peak due to the ordered stacking, and is generally 
observed at a slightly smaller apparent interlayer spacing. Considering these trends in XRD 
profile, the carbon produced by high temperature carbonization with no metal present is 
described as amorphous carbon with no long range order or layer stacking, preventing a clear 
peak being detected from the powder diffraction pattern. The other samples prepared with 
metal present during the graphitization process have a higher background around the 002 
reflection, but it does not match the amorphous signal. All three samples do, however, show 
the wider 002 reflection expected from the Ts-effect graphitization where some graphitic 
material is formed. This signal clearly dominates in the Co(OAc)2 and Co(NO3)2 sample whilst 
the CoCl2 derived sample has another sharper reflection 0.2o greater than the other wider 
peak. This is attributed to the G-effect graphitization, the difference in peak position of 0.2o 
as measured with a Mo x-ray source (0.7093 Å), while small, agrees with the reported shift 
of 0.5o when measured with Cu radiation (1.5406 Å). 
This data suggests the metal formed from the initial salt is necessary for the graphitization 
process although different salts form different carbon phases. The Co(OAc)2 and Co(NO3)2 
derived samples contain domains of turbostratic carbon but regular graphitization. In 
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contrast the CoCl2 is expected to be a mixed phase material with some more disordered 
carbon and some high quality graphite domains grown on larger metal particles.188 
These different graphitization models also fit with the Raman data measured, shown as 3D 
bivariate histograms in Figure 85. These histograms show the distribution of two key metrics 
derived from the peak intensity ratios. ID/IG is indicative of the defects present in the material 
since the D peak is activated by breaks in the aromatic carbon structure and I2D/IG is indicative 
of the long range order of the system and graphene thickness. The 3D histogram shows the 
relative population of different peak ratios, light colours indicating more populated bins so 
the peak ratios described by both axes were very common whilst the dark regions indicate 
very few spectra with such a combination of peak heights. 
 
Figure 85: 3D bivariate histograms displaying Raman map data from carbonized samples derived 
from salts labelled; graphitic ID/IG and I2D/IG peak intensity ratios are shown on each axis and 
frequency shown as heat map. Representative spectra taken from the most populated area of the 
histograms are shown to the right. 
The amorphous carbon produced from carbonization with no metal present has a high ID/IG 
ratio of 1.0 indicating there are aromatic rings present but many defect sites are bonded to 
them and they lack any long range order hence the very low 2D signal, producing a histogram 
entirely populated in the bottom right corner of the plot. A representative spectrum is also 
shown in Figure 85, which is consistent with the most populated bin in the histogram, and 
this clearly shows the wide D and G peaks as expected from amorphous carbon whilst the 2D 
peak is part of the wide feature to the right of the spectrum. This broad hump is actually a 
result of the wide 2D peak and D+G peaks combining together; but this feature is also why 
the 3D histogram shows a very small I2D/IG ratio despite there being no distinct 2D peak 
present in the spectra shown. 
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The CoCl2 derived sample also has a large population with the same characteristics, ID/IG 
around 1.0 and a very low 2D peak but there are a small number of spectra more consistent 
with graphite visible. Graphite is expected to have a I2D/IG value around 0.4 and a lower ID/IG 
depending on the crystallinity of graphite flakes. These spectra were unusual in the large 
data set collected, but a clear concentration of purple bins indicating low numbers of spectra 
with those features were recorded. The presence of a minor fraction of graphite is in keeping 
with the G-effect graphitization suggested, where large metal crystals aid the formation of 
quality graphite around themselves whilst leaving the carbon matrix largely unaffected. 
In contrast the Co(OAc)2 and Co(NO3)2 derived materials have a much more homogenous 
distribution of spectral features seen from the more symmetrical shapes in the 3D histogram. 
These plots, in particular the Co(NO3)2 sample, also highlight the utility of viewing both peak 
ratios simultaneously, the symmetrical shapes mean that conventional 2D histograms for 
that material would follow normal distributions indicating random scatter; where in fact 
there is a slight inverse correlation between the relative intensity of the D peak and the 2D 
peak. This is entirely expected given the nature of the material being measured, it would be 
expected that some regions contain smaller flakes with more defects disrupting the sp2 
network and producing smaller I2D/IG and higher ID/IG values whilst other regions are more 
graphitized and have the opposite trend. Overall the spectra from the Co(OAc)2 and Co(NO3)2 
derived samples are consistent with defective and strained graphene like materials and 
typical spectra of these samples are also shown in Figure 85. The ID/IG is substantially lower 
than amorphous carbon for both salts whilst the I2D/IG is higher than would be expected from 
graphite suggesting the graphene layers produced are thinner than bulk graphite materials. 
This production of small but well graphitized domains within the material is consistent across 
both the XRD and Raman analysis. 
Thermal gravimetric analysis further supports these findings of different carbon phases from 
samples with different salt precursors. TGA was completed in an inert nitrogen atmosphere 
and air, the air is most informative since the combustion temperature of carbon materials 
depends on the crystallinity and aromaticity, more defective materials combust more readily 
than crystalline graphitic carbon. TGA in an inert atmosphere can be used to identify 
functional groups or sorbates that can are not thermally stable; in this case every sample was 
dried in a vacuum oven before analysis to minimise the mass loss caused by water. Upon 
heating under nitrogen all samples had very little mass loss even at 1000 oC as shown in 
Figure 86b; this confirms the production of pure carbon materials with very few functional 
groups present since oxygen, nitrogen or chloride containing groups would not be thermally 
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stable to high temperatures. The approximately 10% mass loss observed from any samples 
is attributed to residual air and water within the material and trace functional groups. 
Table 6: Thermal gravimetric analysis data in an air flow showing the combustion onset temperature 
and maximum combustion rate temperature for each sample. For further information on the 
calculation of these parameters see Chapter 3 and derivative plots in Figure S 223. 
Sample 
Onset 
Temperature / oC 
Inflection 
Point / oC 
Co(OAc)2 625 675 
CoCl2 amorphous 580 625 
CoCl2 crystalline 650 700 
Co(NO3)2 350 625 
Metal Free 580 645 
Thermal stability with respect to combustion is more informative for the carbon material 
produced and the key parameters are summarised in Table 6. The metal free control samples 
produced amorphous carbon with combustion consistent with reports of sooty carbon.341 
The CoCl2 derived sample shows two distinct phases as expected from the Raman and XRD 
data, one an excellent match with the amorphous carbon control as seen from the two very 
close lines in Figure 86a and almost identical onset temperature around 580 oC and similar 
inflection point at 625 oC; the second phase present from the CoCl2 sample can be seen as a 
tail on the TGA plot, this is also shown more closely in the insert, and is a good match with 
the graphitic carbon formed from the Co(OAc)2 precursor. The carbon produced from the 
Co(OAc)2 precursor exhibits a single clean combustion process, whilst lower temperature 
than graphite this is higher than amorphous carbon and entirely consistent with small 
domains of graphitic carbon.341,342 
The minor fraction of graphite formed from the CoCl2 precursor is more stable than the few 
layer graphitic domains produced from the other salts as would be expected from high 
quality graphite. The small tail visible only represents 9% of the mass burnt, however, the 
onset temperature of 650 oC and inflection point of 700 oC is higher than the other materials. 
Finally the carbon produced from the Co(NO3)2 would be expected to perform similarly to 
the Co(OAc)2 since both sets of data have been very consistent and predict very similar 
growth mechanisms. Unfortunately this sample still contains nanoparticles that could not be 
removed with washing. These account for the 5% mass remaining after combustion and were 
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confirmed with electron microscopy; more significantly for thermal analysis these residual 
nanoparticles are known to catalytically aid the combustion of carbon materials which leads 
to the early onset.243 Whilst the nanoparticles reduce the onset temperature the inflection 
point, or rate of maximum combustion is more consistent with the graphitic carbon formed 
from the Co(OAc)2 salt. 
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Figure 86: TGA mass loss profiles of all carbon foams, after acid washing, produced by graphitization 
with the metal salt listed in the legend, a) recorded in air showing combustion of carbon with a 
zoomed insert of the final combustion process, b) recorded in nitrogen showing decomposition of 
functional groups. Samples were pressed into pellets and heated at 10 oC/min. 
5.2.2 Viewing the Metal Particles 
The previous section discussed the formation of graphitic carbon at high temperatures 
around metal particles. These metal particles are formed by the carbothermal reduction of 
the salts dissolved into the sugar gel, however, the actual metal particles formed are 
different in every case.246,248,269 Electron micrographs of the carbonized materials show these 
differences very clearly. When CoCl2 is used as a precursor the metal is found in large, highly 
crystalline particles  microns in size, far larger than the 100 nm reported to be the threshold 
for G-effect graphitization. These are decorated over the surface from which graphite layers 
can grow following a dissolution-precipitation mechanism.196 EDX mapping (Figure 87b) 
highlights the metal content concentrated into the crystals whose sharp edges and regular 
shapes indicate high crystallinity, a feature supported by the clear XRD pattern (Figure 88) 
obtained from the carbonized material before acid washing. Further imaging after acid 
washing (Figure 87c & 4d) reveals the carbon shells grown on the metal surface can actually 
maintain their structure even after the metal is removed from inside. Furthermore these 
images show the crystallinity and thin nature of the graphite grown; even after removal of 
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the metal sharp edges and smooth surfaces can be seen. At higher beam energy there is also 
significant electron transmission observed through the thin carbon; it is not possible to 
resolve truly few layer graphene as the contrast would be too small in SEM imaging of this 
nature, however, the translucent appearance indicates the carbon grown form the metal is 
likely 100s of nanometres thick.385  
 
Figure 87: Scanning electron micrographs of CoCl2 derived foam after carbonization. a) Carbonized 
foam before acid washing showing metal particles; b) composite SE image and EDX map showing 
cobalt (blue) and carbon (red) distribution; c) SE image after acid washing showing carbon shells 
(imaged at 4 kV); d) SE image after acid washing showing carbon shells, the higher energy electrons 
partially transmit through the thin graphite shells producing the translucence appearance. 
It might be expected that a complete carbon coating of the metal would protect it from 
reacting with the acid but this was shown not to be the case. XRD diffraction patterns 
contained no peaks from Co (Figure 84) and thermal analysis produced no residual mass from 
metal oxide (Figure 86).  The carbon growth, even on highly crystalline metal particles, is 
therefore a combination of different crystallites, probably growing simultaneously on every 
face and producing a series of cracks and joins between them. The cracks and gaps observed 
by SEM in the carbon shell support this incomplete carbon growth from the metal that allows 
acid penetration and removal of the metal particles. 
Powder XRD was also used before the carbonized materials were acid washed, when they 
still contained the metal particles, to probe the different environments the metals are found 
in (Figure 88). The indexing was confirmed by Rietveld refinement of the XRD data, shown in 
125 
 
Figure S 220 - 222. The first observation is the difference in signal intensity between the 
different samples; the Bragg intensities being correlated to the amount of crystalline 
material present. While samples were not prepared for quantitative analysis, this suggests 
the CoCl2 derived sample contains more crystalline metal than the Co(NO3)2 derived foams. 
Approximately the same quantity of material was packed into the capillaries used for each 
measurement, and in every case the powder was prepared by grinding the solid free standing 
foam in acetone before drying and pouring into the capillaries. This observation is consistent 
with observations from handing the samples, the Co(NO3)2 derived carbon foam was a lower 
density material whilst the other samples handled more like conventional powders. 





































































































Figure 88: Powder XRD patterns of carbonized foams containing Co metal produced in-situ; Co(OAc)2 
and Co(NO3)2 salts produced metal with exclusively ccp reflections (*) indexed in the top pattern. 
The CoCl2 salt produced both hcp (#) and ccp (*) phases with only hcp peaks indexed. 
Considering the metal formed from the CoCl2 precursor, this sample produced sharp peaks 
in the diffraction pattern from both hexagonal and cubic crystal systems whereas the cobalt 
formed from the in-situ reduction of Co(OAc)2 and Co(NO3)2 is only found with the face 
centred cubic structure. Published investigations on the reduction and crystal structure of 
cobalt metals have found that reduction from cobalt salts generally goes through CoO which 
then reduces into the metal and anneals into crystals at elevated temperatures.386–388 The 
crystal system the metal adopts is dependent on the particle size; at high temperatures the 
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cubic ccp structure is the most thermodynamically stable but as the metal cools the hcp 
structure becomes more favourable. In contrast, small particles such as those found 
suspended in a supporting matrix maintain the ccp structure;386–389 this phenomenon has 
been observed from cobalt foams389 and nanoparticles deposited on alumina structures.387 
Using electron microscopy to investigate the microstructure of the carbon materials 
produced from the Co(OAc)2 and Co(NO3)2 metal precursors supports these conclusions as 
seen in Figure 91; metal nanoparticles are found to be evenly distributed throughout the 
carbon matrix hence the ccp crystal structure detected by XRD. This is also consistent with 
the Ts graphitization mechanism predicted from the carbon analysis. In contrast the CoCl2 
derived sample contained both hcp and ccp metal found from small particles supported by 
the carbon matrix; but also large crystalline metal particles of sufficient size to anneal and 
revert to the more thermodynamically stable hexagonal form. These large particles would 
be expected to exhibit G-effect graphitization as observed from this sample. 
SEM images show some small nanoparticles decorated over the wispy carbon produced from 
the Co(NO3)2 sample, which are confirmed to be cobalt with EDX mapping, although no 
nanoparticles were clear on the Co(OAc)2 sample because of the resolution limit of the SEM. 
10 kV electrons are required to excite core shell electrons and produce a x-ray signal from 
the cobalt, unfortunately the interaction volume at this energy is larger than the smallest 
nanoparticles. TEM does show spherical nanoparticles of uniform size present throughout 
the carbon material as well as empty spaces of very similar sizes (Figure 91d). Analysing 
multiple images reveal a consistent distribution of nanoparticle diameters, the images used 
are in Appendix 9.2.3. The nanoparticle sizes from the Co(OAc)2 sample are shown in Figure 
89; these particles formed within the carbon matrix are around 1.5 – 4.5 nm in diameter. 






















Nanoparticle Size / nm  
Figure 89: Histogram of the particle size distribution as measured by transmission electron 
microscopy showing the particle size measured from the sample derived from Co(OAc)2. 
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The Co(NO3)2 reduced into larger particles as expected from the SEM images and TEM 
analysis revealed two different types of nanoparticles formed. Spherical particles very similar 
to those found from the Co(OAc)2, only slightly larger, and a number of much larger 
nanoparticles around 60 nm in diameter of irregular size. The size distributions of these are 
shown in Figure 90. Whilst these particles were observed to be different sizes, the majority 
remained below the 100 nm approximate size at which G-effect graphitization occurs. 
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Figure 90: Histograms of the particle size distribution as measured by transmission electron 
microscopy from the sample derived from Co(NO3)2. a) Smaller nanoparticles and the empty voids 
left after washing whilst b) shows larger nanoparticles from a different image. 
The impact of these nanoparticles on carbon graphitization has been studied and generally 
the same dissolution/precipitation mechanism is thought to be responsible for carbon 
growth on both large metal surfaces and smaller metal particles. The significant curvature of 
the metal nanoparticles, however, can induce strain in the graphite sheets or cause 
incomplete coverage.196,251  The HRTEM images of the carbon around these particles and left 
behind after removal support these conclusions (Figure 91d); lines are observed in circles 
around the particle sites indicating graphite layers grown outwards before forming a larger 
matrix of graphitic carbon domains crosslinked together. Similar patterns have been 
observed from other systems and the term ‘carbon onions’ has been proposed to describe 
these smaller layered spheres of carbon grown from small particles.390 Carbon nanotubes 
grown as the metal particles migrated through the carbon, leaving the nanotube extruded 
behind, would also be expected from a system of this nature. Whilst no nanotubes were 
observed from the EM images studied, and Raman analysis revealed no low Raman shift 




Figure 91: Electron micrographs of the carbonized foams produced from: a-d) Co(NO3)2 and  e-f) 
Co(OAc)2 salts. a) SEM with metal present, b) composite secondary electron image and EDX map 
showing cobalt (blue) and carbon (red) distribution, c) HRTEM image of a single metal particle with 
carbon growth visible around the edge, d) HRTEM image showing nanoparticles and the vacant sites 
left by other particles highlighted with arrows, e) SEM image of carbon surface with metal present, f) 
TEM of carbon sheets with nanoparticle observed on the surface. 
The tight curvature of the carbon onions produced and small particle size prevented any 
accurate layer counting. Discrete lines were observed around the larger metal crystals but 
considering the highly crystalline nature of those structures the fringes observed may be a 
result of the electron beam undergoing diffraction through the metal crystal. The clear dark 
lines and wavy pattern within the metal particle on Figure 91c are a clear example of this 
effect and the fringes highlighted with the arrow are more likely diffraction fringes than 
carbon layers. To investigate the crystallinity of the carbon produced around these particles 
a selected area electron diffraction (SAED) pattern was collected from the acid washed 
sample, Co(NO3)2, to prevent the interference of metal. SAED collects the diffracted electrons 
20 µm 





10 nm 500 nm 
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passing through a specified area of the sample, in this case the carbon region shown in Figure 
92. The diffracted electrons can then be indexed according to Bragg’s Law. The pattern 
produced shows clear rings that can be indexed to the [002], [101] and [110] diffraction 
angles of graphite; with a very faint hexagonal pattern of spots visible. The spots indicate 
that crystalline graphite layers are present but the clearer and more significant diffuse rings 
are caused by randomly oriented graphite crystallites. They collectively diffract electrons 
with a specific angle from the electron beam, producing a circle on the detector, but the 
random orientation of the crystallites causes the diffuse rings in place of well-defined spots. 
 
Figure 92: a) Electron micrograph of graphene growth around metal nanoparticles removed by acid 
wash from Co(NO3)2 sample and b) the SAED pattern in the region shown with three rings visible and 
indexed to graphite. 
5.2.3 Analysis of Surface Area 
The overall morphology of the carbonized materials is also expected to vary with the cobalt 
salt used to form the catalytic metal particles since the carbon growth and handling 
characteristics of each material were distinct. SEM images of the foam taken with a lower 
magnification viewing a wider sample area show this clearly; the carbon produced from the 
CoCl2 sample seen in Figure 87 is formed from porous amorphous carbon with large metal 
crystals decorated over the surface. Curiously at low magnification the carbon from the 
Co(OAc)2 precursor appears to be a very similar irregular mass of carbon with large pores 
visible 10 s to 100s of microns in size running through the carbon , shown in Figure 93. The 
Co(NO3)2 salt reduced into metal particles, however, the carbon produced is much lower 
density, containing many fibrous elements holding a much more open structure together. 
It was expected that coverage of the metals by inert carbon would impede their removal by 
mineral acids. However, the foam produced from the reduction of CoCl2 was not impacted 
due to cracks and gaps within the carbon; in contrast the Co(NO3)2 precursor formed smaller 
nanoparticles that were completely covered. This protected some of the nanoparticles from 
the acid wash; there was a 8 wt.% difference between the expected cobalt content and actual 
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mass reduction following HCl washing. In addition even after acid washing metal particles 
were observed in the TEM images (Figure 91d) and the thermal analysis shows a 3.8% residue 
at 1000 oC (Figure 86) and catalytic combustion at lower temperatures.243,263 The discrepancy 
in mass is likely due to slight water content in the thermal analysis increasing the original 
measured mass and reducing the relative proportion of metal. In contrast the Co(OAc)2 
reduction produced very small nanoparticles that could freely migrate out of the structure; 
gentle dispersion in ethanol was sufficient to remove these and TEM found the otherwise 
clean carbon grid decorated with metal nanoparticles. 
 
Figure 93: Low magnification SEM images of a) Co(NO3)2 based foam and b) Co(OAc)2 based foam 
showing the difference in morphology. 
To probe the microstructure produced in these carbon materials gas sorption analysis was 
performed with isotherms shown in Figure 94. The small nanoparticles and porous structure 
of the Co(OAc)2 has the highest BET specific surface area as measured by N2 adsorption (Table 
7), although the anomalously high reading before any washing was probably caused by 
removal of the nanoparticles during the sample preparation, which required gentle crushing 
of the bulk material in ethanol to produce uniform powders. It was hoped this would make 
internal pore space equally accessible across all samples, given the Co(NO3)2 sample was 
brittle and crumbled during routine preparation. The free migration of particles from the 
Co(OAc)2 derived carbon before acid washing was in contrast to Co(NO3)2 with a BET surface 
area of 39.18 m2 g-1 before washing but increased substantially to 103.3 m2 g-1 after, despite 
the wash step being insufficient to removal all the nanoparticles. The smallest change upon 
removal of the metal was the CoCl2 sample, probably due to the large nanoparticles covered 
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Figure 94: N2 isotherms of all three materials before acid and after washing in 6M HCl. 
The N2 isotherms show a significant hysteresis in every case, although this effect is greatest 
in the Co(OAc)2 derived sample. This hysteresis is consistent with liquid nitrogen trapped in 
internal pore areas accessible through narrow channels, likely produced by the nanoparticles 
within the carbon matrix. These internal pore spaces hold nitrogen which cannot escape 
even as the pressure decreases because of the capillary force of the liquid nitrogen in the 
access channels. Eventually the pressure decreases sufficiently to overcome the capillary 
forces and the entire internal volume of nitrogen is released. The hysteresis of the Co(NO3)2 
sample is less and the SEM images show a more fibrous network with metal particles trapped 
in the carbon (Figure 91b), consistent with a small internal surface area. Nitrogen sorption 
of the amorphous carbon produced with no metal present failed to stabilize because the 
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volume of nitrogen adsorbed onto the surface was too low. Whilst Raman data indicates the 
CoCl2 derived samples also contains a significant fraction of very similar amorphous carbon, 
there is a clear porosity and slight hysteresis in contrast to the smooth glassy carbon formed 
without the metal present. 
Table 7: BET surface areas of the different foams produced from carbonization and the same foams 
after washing in HCl, fitted with BET model from nitrogen adsorption data. 
Cobalt 
Precursor 




Co(OAc)2 96 144 
CoCl2 52 96 
Co(NO3)2 39 103 
Combining the numerous methods of analysis focused on the carbon produced, metal 
particles and overall morphology of the carbonized carbon, clear conclusions can be drawn 
about the nature of the graphitization in each case. With no metal present the dextran 
decomposes into amorphous carbon, there is no order to the structures formed and the 
Raman spectra are consistent with aromatic domains randomly spread throughout the 
material. This randomly disordered carbon has no micro-porosity and the SEM images show 
a smooth glassy carbon. The addition of Co(OAc)2 produces nanoparticles of crystalline 
cobalt, around 2 nm in diameter randomly distributed throughout the carbon matrix. These 
promote graphitization around themselves, producing a graphitic carbon that lacks 
substantial long range order but has a distinct 002 layer stacking XRD reflection. These 
nanoparticles produce narrow channels through the material with high specific surface area. 
The Co(NO3)2 salt resulted in a very similar structure of nanoparticles scattered throughout 
the material; these produced a very similar graphitization of smaller strained graphite 
crystallites with little long range ordering. The nanoparticles from this salt were larger, 
however, and the carbon morphology was quite different. Fibrous carbon interlinked and 
produced a macro-porous structure as seen with the SEM but containing fewer micro-pores 
and small channels. Finally the CoCl2 produced larger highly crystalline metal particles that 
grew large graphite flakes across their surface; these graphite flakes were still thin and 
disordered with respect to their neighbours but the layer stacking and crystalline domains 
were much more like graphite. Despite these large graphite flakes dominating, evidence of 
some smaller nanoparticles within the structure can be inferred from the XRD pattern 
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consistent with both G-effect and Ts-effect graphitization and the specific surface area 
measured form the CoCl2 derived sample. 
5.2.3 Role of Metal Reduction 
To explain the difference in material properties from graphitized dextran using different 
cobalt precursors dissolved in the gel, the reduction of the cobalt salts in a mixed hydrogen-
argon atmosphere was investigated with thermal analysis (Figure 95) coupled to mass 
spectrometry. The exact ratio used for the thermal analysis (5% H2) was not the same as the 
gas mixture used for graphitization (1% H2) but this difference in gas composition was not 
thought to be significant. The influence of hydrogen concentration is reported to only be 
significant approaching a pure H2 gas flow, and in both cases here the H2 remained diluted.388 
It was also not possible to replicate the complex carbon environment, in practice the 
reduction of the metal salts is likely to occur via a carbothermal reduction with the 
surrounding carbon acting as a reducing agent. Despite these limitations significant insight 
to the reduction process of these metal salts can be achieved. 

















Figure 95: Thermal analysis of metal salts used in preparation of carbon foams, completed in a 
reducing atmosphere. 
CoCl2 is a very stable salt, upon heating the first process is the loss of water in two steps (20% 
mass) followed by a prolonged stable phase before the reduction of the salt rapidly in the 
temperature range 450oC – 600oC (39%). The initial loss of water is difficult to 
stoichiometrically account for exactly. The hexahydrate salt was dried in a vacuum oven into 
the dihydrate salt before analysis but since sample handling and preparation was not 
undertaken under a protective atmosphere; some additional moisture would be expected 
given the hygroscopic nature of CoCl2. During the higher temperature rapid mass loss a 
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significant spike is observed for ions of mass 36 u (H35Cl) and 38 u (H37Cl) in the waste gas 
flow indicating that the salt reduces directly into elemental metal and HCl gas.391 












































































Figure 96: Thermal gravimetric analysis in a 5% H2 atmosphere of the three cobalt salts studied 
shown as solid lines; mass spectrometry intensity of specific mass ions in the waste stream shown as 
dashed and dotted lines. a) CoCl2, b) Co(OAc)2 and c) Co(NO3)2; 36 u = H35Cl, 38 = H37Cl, 44 u = CO2, 
30 u = NO. 
Co(OAc)2 undergoes a straightforward reduction with an onset around 250oC and a peak 
mass loss at 350oC producing a corresponding signal for ions of mass 44 u (CO2) and forming 
a residue 36% of the initial mass, consistent with almost total reduction to cobalt metal as 
reported elsewhere.392 This data suggests the salt rapidly decomposes into gaseous by-
products and the reduced metal. The reduction of Co(NO3)2∙6H2O is a more complex process, 
initially the salt melts with the loss of water starting at 55oC, seen as the first sharp decrease 
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in weight, this is followed by the loss of the nitrogen at 165oC-265oC producing NO as shown 
by the mass trace of 30 u. Following the loss of the nitrogen there is a further mass loss, the 
final reduction of cobalt oxide into the metallic cobalt metal (21% mass) at 400oC.393 
The presence of reactive gases generated inside the foam material may explain some of the 
morphology observed from the carbon. Significant concentrations of oxidizing NOx gases 
from the Co(NO3)2 may oxidatively etch some of the carbon leaving a more open structure 
as observed with SEM and reducing the percentage mass remaining after the carbonization 
process, Table 8. In contrast the CO2 and related by-products from the Co(OAc)2 do not cause 
additional mass loss compared with the salt free control and the SEM shows a more dense, 
solid structure at low magnification levels (Figure 93). 
It is tempting to attribute the increase in mass from the chloride to functionalization of the 
carbon structure with heavy chloride groups, however, neither thermal analysis (Figure 86b) 
nor EDX spectra (Figure 97) reveal any chlorine remaining in the carbon foam. It is possible 
that any functional groups that did form were removed during the high temperature anneal 
under the hydrogen flow; alternatively all functional groups in the carbon foam may have 
been reduced by the gas flow before the decomposition of the CoCl2. 
Table 8: Mass remaining from all dried, solid material after carbonization process; carbon remaining 




Remaining / % 
Carbon 
Remaining / % 
Control 10.865(4) 
Co(OAc)2 24.610(2) 17.32(3) 
CoCl2 28.934(3) 20.02(4) 
Co(NO3)2 17.799(3) 9.19(2) 
During the graphitization process it was also observed that thick oil was produced and 
condensed on the inside of the quartz tube; this oil was extracted and washed in acetone 
before being concentrated and analysed with GC-MS. The chromatography traces contained 
a large number of different compounds, however, many had common mass fragments and 
were identified as various derivatives of the starting TritonXTM-45 that had undergone 
decomposition. Even tightly bound into clay structures TritonXTM is known to completely 
desorb and vaporize by 500oC;394 this suggests the vapours and derivatives had condensed 
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before reacting with the HCl gas produced by the reduction of the CoCl2. In contrast the COx 
produced by the reduction of Co(OAc)2 and the NOx from the Co(NO3)2 salt would react with 
the volatile TritonXTM vapours. 
The decomposition of the Co(NO3)2 and oxidizing gases released appear to reduce the chain 
length of the organic fragments observed in the oily residue, in most cases cleaving the ether 
chain of the surfactant producing lighter hydrocarbons with alcohol groups terminating the 
ends of the ether chain. This suggest the nitrate salt has an oxidizing effect on the carbon 
present during the reduction process. The Co(OAc)2 decomposition is not expected to oxidise 
the carbon present and the chromatography trace reveals many of the same heavier 
fragments as the control reduction without metal present. Finally the CoCl2 reduction is 
known to produce HCl which can undergo an elimination reaction with alcohol groups 
terminating the TritanXTM hydrophilic tail. GC-MS clearly shows this happening with multiple 
fragments found in both halogenated and alcohol form within the oil extracted, shown in 
Figure 98. At the temperature the HCl is produced, however, the TritonXTM fragments are 
expected to have vaporised and condensed outside the hot area, so the vapour phase 
reaction is unlikely to affect the solid carbon material remaining. This lack of chloride 
functional groups in the final graphitized material is supported by the TGA and EDX data. 
 
Figure 97: EDX spectra from the CoCl2 derived sample. a) x-ray counts from carbon Kα1 emission; b) 
x-rays counts in the region expected from Cl Kα1,2 with the expected energies shown by the dashed 
lines. 
These reaction trends are supported by the percentage of carbon remaining after the 
graphitization process. When using Co(NO3)2 as a metal precursor with a significant amount 
of oxidizing gas produced the carbon remaining is less than found from the metal free 
control. When using the non-oxidising metal precursors, in this context the chloride is not 
considered oxidising because it is produced at too high a temperature, the carbon remaining 
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is substantially higher because of the catalytic effect on graphitization to produce thermally 
stable aromatic carbon. 
 
Figure 98: Partial GC trace from the oil extracted from CoCl2 sample; the molecular mass peak 
present for the compound isolated at each retention time is labelled. These peaks represent the 
conversion of the alcohol terminated chain to the chloride terminated chain as shown in the 
reaction scheme at the top. 
Beyond the observation from the Co(NO3)2 there is limited evidence for any reaction 
between the gases produced and the solid graphitic carbon produced. Given that, it is logical 
to suggest the temperature of reduction and carbon environment influences the size and 
distribution of the metal nanoparticles produced; and thus these nanoparticles are the key 
to determining the graphitization process that follows at higher temperatures.  
Considering the carbon foam produced with CoCl2 as a catalyst precursor, previous studies 
suggest that sugar based carbon undergoes pyrolysis into amorphous carbon between 300 
oC – 600 oC which would be before any of the salt underwent reduction.245,247 It follows that 
this would produce an open pore structure of amorphous carbon that allows significant 
migration of the cobalt at high temperature to anneal into micron sized crystalline particles. 
These large particles then graphitize the carbon around them in a highly ordered manner 
leaving more disordered carbon in the rest of the structure, consistent with the G model of 
catalytic graphitization. Some of the metal produced would be unable to migrate and anneal 
so a small fraction of nanoparticle would likely be formed, contributing to the Ts-effect 
graphitization and cubic cobalt observed from the XRD pattern. Nevertheless the large 
crystallites would dominate the structure, as has been observed. 
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The Co(OAc)2 and Co(NO3)2 salts both decompose at lower temperatures when the carbon 
foam will still contain many functional groups and retain much of its original structure. The 
large number of oxygen functional groups may aid in evenly dispersing the cobalt salt which, 
combined with the regular structure, results in localized nanoparticles that are trapped 
inside the carbon matrix and mostly unable to anneal into larger particles. This hypothesis is 
fully consistent with the microscopy and XRD data collected and would cause the Ts model 
graphitization observed from these samples. In a previous study with polymer aerogels Fu 
et. al found that cobalt nanoparticles began forming from Co(NO3)2 ion exchanged into a 
charged polymer matrix at 450 oC but carbon layers were not observed until 600 oC.251 Whilst 
the carbon structure’s interactions with the charged cobalt cations are very different 
between our materials, the finding of different temperatures influencing nanoparticle 
formation is clearly significant. 
The difference between the Co(NO3)2 and Co(OAc)2 salts can be explained by a mixture of 
temperature and reactive gas formation, the lower melting temperature of the Co(NO3)2 
followed by etching of the carbon matrix by NOx allows the cobalt particles to coalesce to a 
greater extend forming the larger nanoparticles within the structure. The Co(OAc)2 in 
contrast does not have this space to migrate into and therefore is trapped in very small 
nanoparticles distributed throughout the structure, close enough together that channels 
form between them. In this way the graphene formation is almost uniform on account of the 
regular presence of cobalt nanoparticles, although the highly curved surface of the 
nanoparticle produced strained graphene sheets with the significant ID/IG ratio observed.384 
5.3 Conclusion 
Mesoporous graphene foams have been produced in a single step reduction of dextran, 
TritonX-45TM and three common cobalt salts. The cobalt salts are shown to reduce in-situ to 
form catalytic cobalt nanoparticles; however, the different salts result in very different forms 
of carbon in the final product. Following analysis of the carbon and by-products formed to 
understand the process, this difference is attributed to the differing thermal stability of the 
transition metal salts used. 
When thermally stable salts are used the carbon matrix decomposes first, removing 
functional groups that may bind the metal ions and forming large pore spaces and 
amorphous carbon. As the temperature rises and the metal cations reduce to the elemental 
metal, the temperature and space is sufficient for large metal particles to anneal and form 
within the carbon matrix. This was observed from the CoCl2 sample with XRD and SEM 
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revealing highly crystalline particles microns in size decorated over the carbon. These large 
metal particles are ideal for the dissolution/precipitation of carbon forming crystalline 
graphite templated by the metal surface known as G-effect graphitization; however, this is 
not sufficient to graphitize the bulk of the amorphous carbon support. These two different 
phases were clearly distinguishable with Raman spectroscopy recorded over a large number 
of points. The 3D histogram shows a high population of spectra consistent with amorphous 
graphitized carbon but there was evidence of graphite also seen in the sharp x-ray diffraction 
peak from the bulk powder and two phases in the TGA of pressed powder. 
In contrast to the thermally stable salts, when metal precursors are used that reduce at lower 
temperatures the metal formation occurs before the carbon matrix completely decomposes 
and loses functional groups. The lack of open pore space and relatively low mobility of the 
metal ions produces much smaller nanoparticles trapped within the carbon, in the case of 
the Co(OAc)2 sample nanoparticles less than 4 nm in size were produced which is remarkably 
small. These nanoparticles also catalyse the graphitization of carbon through the same 
dissolution/precipitation mechanism. Despite this the graphite flakes produced have distinct 
properties because of the greater strain on the flakes and smaller sizes caused by the small 
nanoparticles. This is known as Ts-effect graphitization from literature studies of the 
phenomenon and the Raman, thermal analysis and XRD all confirmed the strained nature of 
the graphite formed. 
The Raman analysis shows a more homogenous sample containing a single phase; with I2D/IG 
ratios higher than expected from graphite but a large ID/IG consistent with the growth of 
strained graphene layers around the small curved nanoparticles. The XRD peaks were also 
broader suggesting smaller coherent scattering domains and the SAED pattern supports the 
presence of graphene layers randomly orientated with respect to each other. This lack of 
long range 3D structuring makes the material comparable to a graphene foam with many of 
the material properties controllable by tailoring the stability of the salts. 
The primary application of porous graphitic carbon is in energy storage devices like 
supercapacitors where the conductivity and high surface area can be used for rapid charge 
storage and discharging. Gas sorption measurements confirm the presence of internal pore 
volumes that are accessed through narrow channels; CoCl2, the more thermally stable metal 
precursor, had a lower surface area due to the smooth nature of the graphite crystallites 
formed whilst the Co(OAc)2 sample produced the larger surface area. The very small 
nanoparticles in that sample were also able to freely migrate out of the structure with many 
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nanoparticles observed outside the carbon matrix in TEM images and the smallest 
improvement in surface areas following acid washing. 
In summary, the thermal stability of the soluble metal precursor used when forming the gel 
determines the size of the metal particles formed within the carbon matrix, which in turn 
dictates the graphitization process observed. The influence of reactive gasses produced 
during the reduction process was also investigated but limited evidence of genuine 
functionalisation was found. The HCl produced was found to react with the oily volatile 
products condensed on the furnace tube but if any halogenation of the carbon occurred the 
high temperature processing removed such functional groups.  Trace doping of the graphene 
structure may be observed, especially when using nitrogen containing salts, however, there 
was no significant difference detected. Furthermore recent work on graphene doping has 
shown that almost any level of trace doping can subtly improve the conductivity of the 
graphene sheets; but this effect is too low to reliably be used to improve real devices when 
compared with many other performance limiting factions like device fabrication.395    
The use of the nitrate salt did produce one noticeable effect on the morphology of the carbon 
due to the oxidising nature of the gasses produced by its reduction. These appear to have 
etched some of the carbon resulting in a more open porous structure with space for large 
nanoparticle to anneal. By combining these effects it is proposed that greater control over 
the carbon morphology can be achieved; currently much is known about the initial carbon 
structure and chemical environment to control the porous carbon produced but utilising the 
thermal stability of the salt has not been considered. 
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6. Conclusions and Outlooks 
The analysis of graphene and related materials and the process of graphitic carbon formation 
has been discussed. The current problems with graphene metrology have been introduced 
and the case for a more versatile and scalable analytical method made. Raman spectroscopy 
is already widely employed because of its depth of information and ease of analysis but the 
question asked here was the scale of analysis required for confidence in the characterisation. 
By analysing three independent large data sets generated from a variety of graphene 
materials, both commercially sourced and synthetic, the behaviour of such data sets and the 
analysis process has been obtained. Unsurprisingly, when the number of spectra collected 
were small, each new spectrum had the potential for significant change to the distribution 
and understanding of material properties; as more data points were included this potential 
was reduced. The number of points required for this impact to be negligible was variable for 
different materials. In the first instance to undertake the analysis of many Raman spectra a 
computer program was written for the sequential fitting of the most common peaks 
observed in the Raman spectra of carbon materials; the sequential fitting enable each new 
peak to be validated as a suitable model for the spectra being fitted and this method was 
successfully applied to all carbon materials tested. 
The different carbon samples were found to require different scales of analysis because the 
distribution of graphene flake sizes, chemical functional groups, layer numbers and defect 
densities as indicated from the I2D/IG and ID/IG metrics were distinct across different 
materials. The distributions of these parameters were also confirmed to defy conventional 
statistical models in many cases, as similarly indicated by other researchers. The result of 
these irregular distributions is that conventional statistical tests cannot reliably be applied to 
all materials. To overcome this problem graphical methods have been developed, by plotting 
summary statistics of the distributions as the size of data sets increased it was possible to 
visually observe the effect of the increasing sample size. In addition random re-sampling of 
sub-samples taken from the large analysis graphically illustrates the effect of under resolving 
materials. These graphical methods can be applied to materials irrespective of the 
distribution model and allow users to justify the scale of analysis required for different 
materials. 
To demonstrate the methodology: graphite, exfoliated graphene, reduced graphene oxide, 
high temperature graphitized carbon and commercial samples of graphene nanoplatelets 
and multiwalled carbon nanotubes were all tested and the scale of analysis required justified. 
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The specific number of data points required for the specific materials tested here is not the 
key finding, rather the graphical method for understanding and justifying the number of data 
points that should be measured from heterogeneous nanomaterials is more widely 
applicable. Demonstrated here for graphene there is no obvious reason why this 
methodology cannot be applied to other 2D materials. 
Indeed a promising future project may be the application of this method to other 2D 
materials like hexagonal boron nitride, black phosphorene and molybdenum sulfide. In 
addition, the program written to accurately fit the Raman spectra of carbon materials could 
benefit from further optimisation to improve speed and efficiency as currently the time 
required to fit large data sets of highly defective materials can be measured in hours. 
The other focus was to update understanding of catalytic graphitization, a topical process for 
the ability to convert waste carbon feedstocks and biomass into high value porous carbon. 
Porous, conductive carbon materials are promising for energy storage applications but still 
suffer from poor control over the graphitic carbon structure and porosity. The specific system 
investigated was a dextran gel prepared containing different cobalt salts that underwent 
carbothermal reduction to form metal particles that catalyse graphitization. By extensive 
analysis of the structure, chemistry and waste by-products a new mechanism of 
decomposition and graphitic carbon formation has been proposed. More significant than the 
metal chemistry, the thermal stability of the metal precursors used has been shown to 
determine the nature of the carbon formed in this system. 
When metal precursors with low thermal stability are used they undergo rapid reduction 
whilst still trapped in the carbon matrix, forming small nanoparticles and uniform graphene 
onions grown around these small particles. In contrast when thermally stable precursors are 
used the carbon foam decomposes first, leaving large spaces for the metal to anneal and 
large crystalline graphite to grow from the crystalline metal particles microns in size. The 
detailed analysis of the carbon formed was largely dependent on the large Raman data sets 
analysed using the insight gained from the previous section, and such large data sets enabled 
the different graphitic carbon phases to be identified; and electron micrographs clearly 
displayed the different metal and carbon growth, supported by additional analyses. 
Whilst the cobalt nanoparticles formed in this work do have potential applications as 
catalysts, for example water splitting, the greater impact is hoped to be gained from the new 
mechanistic understanding of graphitic carbon growth. As demonstrated in Chapter 1 other 
studies have shown greater variation within metals than between so it is expected these 
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trends remain true for other transition metals with the same dissolution-precipitation 
growth process. Producing graphitic carbon foams with other, low cost transition metals is 
the obvious next step for this research area as well as investigating the possibility of mixing 
different salts with different thermal stabilities to generate hierarchical porous structure for 
applications in energy storage.
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7. Experimental Details 
7.1 Raman Mapping 
7.1.1 Raman Spectroscopy 
Raman spectra were recorded with a Horiba LabRam Evolution using a 532 nm laser (17.2 
mW, M2 <1.1, Beam Divergence <0.45 mRad)  and x50 long working distance objective lens 
(Leica HCX PL FLUOTAR, WD = 8mm, NA = 0.55); samples were ground to a fine powder and 
pressed into pellets to provide a smooth, flat surface to focus onto. Three samples were 
taken from each type of material and automatic Raman maps were collected over a 80 x 80 
µm2 square at 2.5 µm intervals to produce a total data set of 1024 points, acquisition time 
and number of repeat scans was varied according to sample to maximize the signal to noise 
possible. The instrument was calibrated to the 520.7 cm-1 Raman signal of silicon before 
every map was recorded. 
7.1.2 Materials 
325 mesh natural flake graphite, iron(III) chloride reagent grade (97%), resorcinol reagent 
plus (99%), furfural (99%), sodium cholate hydrate BioXtra (>99%), hydrazine monohydrate 
reagent grade (98%), potassium permanganate ACS reagent grade (≥99.0%), sodium nitrate 
ACS reagent grade (≥99.0%) and polystyrene (average Mw ~350,000, average Mn ~170,000) 
were purchased from Sigma Aldrich and used as received. Methanol analytical reagent grade 
(>99.9%) was purchased from Fisher Scientific. Pureshield argon (99.998%) and hydrogen 
(99.995%) were used as provided by BOC. 6 M hydrochloric acid was prepared from 
hydrochloric acid S.G 1.18 purchased from Fisher Scientific. Hydrogen peroxide (27% sol. 
stabilised in H2O) was purchased from Alfa Asar. All chemicals were used as purchased. 
Commercial samples were sourced from different companies and analysed as received; the 
use of ‘high’ and ‘low’ quality labels to differentiate the two graphite nanoplatelet samples 
was based on the marketing materials of the products from their manufactures. 
7.1.3 Sample Preparation 
7.1.3.1 Exfoliation 
Graphite (25 g) and sodium cholate hydrate (2.5 g) were mixed in distilled water (500 mL) in 
a jacked glass vessel. A L5M Silverson high shear mixer equipped with a 32 mm rotor and a 
96 2 mm x 2 mm square hole stator (rotor stator gap is 136 µm) was run at 8,000 rpm for 90 
minutes whilst cooling the dispersion to 0 oC.  
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The resulting dispersion is centrifuged at 500 rpm (32 g) for 45 min and supernatant collected 
to remove the unexfoliated graphite. Supernatant centrifuged at 1,000 rpm (129 g) for 45 
minutes and then the supernatant from this is further centrifuged at 10,000 rpm (12857 g) 
for 45 min, to remove tiny fragments, and the sediment collected. The sediment was 
dispersed in water and filtered (0.2 µm polycarbonate), 3 L of distilled water is then used to 
remove the residual sodium cholate, followed by 100 mL of ethanol and acetone. The filter 
paper was dried in a vacuum oven (~1 Pa, 60 oC) for 24 hours and few layer graphene is 
removed. 
7.1.3.2 Graphitization 
Graphitic foam produced following similar method to Kiciński et al.;246 resorcinol (2.5 g) and 
iron(III) chloride (8.3 g) were dissolved in a mixture of water (23 mL) and methanol (24 mL) 
to which furfural (5.0 g) was added. This mixture was placed in a centrifuge tube and mixed 
with a vortex mixture, then placed in an oven for 24 hs at 60 oC for polymerization. Following 
a further 3 days to dry the solid polymer was placed in an alumina boat for high temperature 
processing. The alumina boat was placed inside a quartz worktube (I.D 29 mm) inside a 
Carbolite tube furnace (MTF 12/38/400); the system was purged with argon (150 mL min-1) 
for 30 min then hydrogen (8.72 mL min-1) was added to the flow at atmospheric pressure, 
argon gas flow measured by volumetric flow meter whilst hydrogen controlled by a Brooks 
5850 TR series mass flow controller in totalizer mode. The furnace was heated to 1050 oC at 
10 oC and held at this temperature for 2 hrs. Following high temperature processing the 
graphitized foam is washed in 6M HCl for 48 hs before filtering (0.2 µm, polycarbonate) and 
washed with copious water until washings were neutral.  
7.1.3.3 Chemically Reduced GO 
Graphite oxide was produced using the Hummers method;118 typically sodium nitrate (5 g) 
was dissolved in sulfuric acid (230 mL) at 0oC before graphite (10 g) is added followed by the 
slow addition of potassium permanganate (30 g), ensuring the temperature does not exceed 
10oC. The mixture is then heated to 35oC for 2 hours after which ice cold deionized water 
(460 mL) was slowly added to quench the reaction and the brown solution was further 
diluted (1.4 L) and hydrogen peroxide added until effervescence stops. The acidic solution is 
centrifuge washed until neutral, with a subsequent 6M HCl wash and neutralization. 
20 mL of the graphite oxide solution is then sonicated (20 min, 30% amplitude, 5 s pulse) 
using a 750 W Cole palmer Ultrasonic Processor. This mixture was centrifuged at 1000 rpm 
for 30 minutes and then the supernatant was freeze dried (SP Scientific BenchTop Pro). The 
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graphene oxide (40 mg) thus prepared was dispersed into water (50 mL) and reduced by the 
addition of hydrazine monohydrate (20 µL) and heating to 60 oC for 24 hours; the resulting 
black dispersion was filtered (0.2 µm Nylon) and re-dispersed by gentle sonication into water 
(20 mL) and freeze dried (SP Scientific BenchTop Pro). 
7.2 Dextran – Cobalt Graphitization 
7.2.1 Materials 
Cobalt(II) nitrate hexahydrate ACS reagent ˃ 98%, cobalt(II) acetate tetrahydrate ACS 
reagent > 98.0%, dextran from Leuconostoc mesenteroides (average mol. wt. 1,500,000-
2,800,000) and TritonTM X-45 were all used as purchased from Sigma Aldrich. Cobalt(II) 
chloride hexahydrate was used as purchased from Alfa Aesar. Pureshield argon (99.998%) 
and hydrogen (99.995%) were used as provided by BOC. 6M hydrochloric acid was prepared 
from hydrochloric acid S.G 1.18 purchased from Fisher Scientific. Furnace tube washing and 
waste oil analysis was done with acetone AR (99.5%) from Fisher Scientific. 
7.2.2 Synthesis 
7.2.2.1 Wet Dextran Gel 
Gels were prepared in similar fashion to Khan and Mann;383 dextran was gently stirred into 
water with the salt to form a viscous liquid to which TritonTM X-45 was added and the mixture 
then stirred with a mechanical stirrer at 600 rpm to form a homogeneous mixture. In every 
case 4 g of salt was used and the other reagents were added to maintain a consistent mass 
ratio (1:2:2) between the cobalt metal, dextran and TritonTM respectively; water was added 
to keep a constant ratio (1:2.5) between sugar and water respectively. The wet gel was 
placed into an alumina boat and freeze dried (SP Scientific BenchTop Pro) for at least 24 hs 
at ~4 Pa to produce a hard foam. 
7.2.2.2 Synthesis of graphene foam 
The alumina boat containing the foam was placed inside a quartz worktube (I.D 29 mm) 
inside a Carbolite tube furnace (MTF 12/38/400). The system was purged with argon (800 mL 
min-1) for 30 min then hydrogen (8.72 mL min-1) was added to the flow all at atmospheric 
pressure; argon gas flow measured by volumetric flow meter whilst hydrogen controlled by 
a Brooks 5850 TR Series mass controller in totalizer mode. The furnace was heated to 1000 
oC at 10 oC min-1 and held at this temperature for one hour before it was allowed to cool. 
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7.2.2.3 Extraction and Washing 
Both the quartz worktube and resulting carbonized foam were washed with acetone (~200 
mL) to remove oily residues then vacuum filtered and air dried. The oily by-product was 
isolated by removal of solvent in vacuo and then re-dissolved in acetone (10 μL mL-1) for GC-
MS analysis. The carbonized foam was washed with 6M hydrochloric acid for 42 h before 
being filtered through a 0.02 µm membrane and washed with copious high purity water until 
washings were neutral; these were diluted into one litre of high purity water using a 
volumetric flask for ICP analysis. Before any analysis of solid material all samples were dried 
in a vacuum oven (60 oC, < 1 mbar) for at least 24 hs. 
7.2.3 Characterization 
7.2.3.1 Raman Spectroscopy 
Raman spectra were recorded with a Horiba LabRam Evolution using a 532 nm, 1 mW laser 
and a x50 long working distance objective lens. The instrument was calibrated against the 
520.7 cm-1 Raman signal of silicon. Samples were ground up and pressed into flat disks for 
Raman mapping to generate a significant number of points for analysis that were 
representative of the whole material; maps were fitted with a six order polynomial 
background and Lorentzian line shapes using a custom Python program, details in supporting 
information. 
7.2.3.2 Thermo-gravimetric analysis (TGA) 
TGA was carried out with a Perkin Elmer TGA 8000 heating from ambient temperature to 
1000 oC at 10 oC/min under either air or nitrogen gas flow (30 mL/min); all samples were 
compressed to form crude pellets. Thermal analysis with in-situ mass spectrometry was done 
with a Perkin Elmer Pyris 1 TGA heating from ambient temperature at 10 oC/min under a 100 
mL/min gas flow of 5% H2/Ar mixed speciality gas from BOC. All cobalt salts were dried under 
vacuum (room temperature, < 1 mbar) and analysed in powder form. MS analysis was done 
with a Hiden HPR-20, initially running a full range scan to identify key peaks before the 
measurement was repeated scanning specific mass ranges in 5 s windows. 
7.2.3.3 X-ray diffraction (XRD) 
Powder XRD patterns of cobalt foam samples were collected with a Bruker d8 Advance 
diffractometer using a Mo Kα source (λ = 0.7093 Å) operating at 50 kV and 40 mA. The foam 
was ground into a fine powder and packed into a 1.0 mm glass capillary which was rotated 
at 40 rpm during the measurement; XRD fitting was done with GSASII software using .cif files 
of hcp and ccp cobalt taken from the ICSD.389,396  
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7.2.3.4 Electron microscopy (EM) 
SEM images were collected with a Hitachi SU-70 FEG SEM and EDX data was collected with 
an Oxford Instruments EDX system (X-MaxN 50 Silicon Drift Detector), data analysed with 
the proprietary AZtec software. All samples were imaged uncoated at 10 kV, unless 
otherwise stated in the caption, and stuck onto an adhesive carbon pad.  
TEM images were acquired using a JEOL 2100F FEG TEM operating at 80 kV. Samples were 
dispersed in ethanol solution then dropped onto holey carbon on a 300 mesh copper grid. 
Particle sizes were measured using ImageJ software.397 
7.2.3.5 Gas sorption analysis 
Gas sorption measurements were taken using a Micromeritics ASAP 2020 nitrogen 
porosimeter using 1/2 inch glassware fitted with a filler rod, sealed frit and isothermal jacket. 
The Brunauer–Emmett–Teller (BET) model was used to calculate specific surface areas from 
nitrogen adsorption data at 77 K in the P/P0 range 0.05 – 0.25. 
7.2.3.6 Inductively coupled plasma optical emission spectroscopy (ICP-OES) 
ICP-OES analysis was done on a Yobin Yvon Horiba Ultima 2 instrument with a radial torch 
and sequential monochromator; Co ICP-OES standards (0, 100, 300, 500 ppm) were used for 
calibration. Six measurements were taken per sample at each wavelength (350.228 nm and 
356.038 nm) and averaged to give the final measured concentration of cobalt.  
7.2.3.7 Gas-chromatography-mass spectrometry (GCMS) 
Waste oils were analysed using a Shimadzu QP2010-Ultra; Rxi-17Sil MS column (0.15 µm x 
10 m x 0.15 mm) with 0.41 mL min-1 helium carrier gas and a temperature gradient of 50 
oC/min to 300 oC; 0.5 µL samples were injected for low resolution electrospray mass 
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9. Appendix – Additional Data 
9.1 Raman Mapping 
9.1.1 Graphite Data 
Analysis of the starting graphite shows a very regular distribution of 2D peak heights and low 
D peak intensity as expected from crystalline graphite, this low peak intensity causes some 
artefacts. The regular graphite converges more swiftly than many materials although even 
this requires a significant number of data points before the distribution is absolutely stable. 
The scale of analysis requires depends greatly on the purpose, however, in this instance we 
find graphite converges completely around 300 data points, whilst approximately 100 data 
points were required to cover the core distribution parameters. 
 
Figure S 1: Convergence plot from graphite (data set 1) showing a) the change in summary statistics 
of I2D/IG as more data points are added to the analysis. b) The final distribution shown as a horizontal 
histogram, y-axis constant across all plots showing I2D/IG convergence data from graphite sample. 
 
 









Figure S 4: Bootstrap convergence plot from graphite (data set 1); this shows the summary statistics 
(10th and 90th percentiles, 1st and 3rd quartiles, and mean) describing the distribution of mean values 
obtained from multiple analyses of smaller sub-sets of the sample size shown on the x-axis. This plot 
can be considered a probability distribution of possible mean values for different sample sizes. 
 
Figure S 5: Bootstrap convergence plot from graphite (data set 2), described in detail above. 
 




Figure S 7: Panel showing result of bootstrap analysis of graphite (data set 1). Each panel shows five 
examples, shown in different colors, of distributions of I2D/IG produced from sub-sets; the size of 
these is labelled and the x-axis is common across all I2D/IG panel plots. These show the convergence 
to a uniform distribution as the sub-set size increases. 
 






Figure S 9: Panel showing result of bootstrap analysis of graphite (data set 3), described in detail 
above. 
 
Figure S 10: Plot showing the convergence data of I2D/IG from all three graphite data sets. The dots 
denote the same summary statistics whilst different data sets are shown in different colors. Whilst 




Figure S 11: Convergence plot from graphite (data set 1) showing a) the change in summary statistics 
of ID/IG as more data points are added to the analysis. b) The final distribution shown as a horizontal 
histogram, y-axis constant across all plots showing ID/IG convergence data from graphite sample. 
 
Figure S 12: Convergence plot from graphite (data set 2) described in detail above. 
 




Figure S 14: Bootstrap convergence plot from graphite (data set 1); this shows the summary 
statistics (10th and 90th percentiles, 1st and 3rd quartiles, and mean) describing the distribution of 
mean values obtained from multiple analyses of smaller sub-sets of the sample size shown on the x-
axis. This plot can be considered a probability distribution of possible mean values for different 
sample sizes. 
 
Figure S 15: Bootstrap convergence plot from graphite (data set 2), described in detail above. 
 




Figure S 17: Panel showing result of bootstrap analysis of graphite (data set 1). Each panel shows five 
examples, shown in different colors, of distributions of ID/IG produced from sub-sets; the size of 
these is labelled and the x-axis is common across all ID/IG panel plots. These show the convergence to 
a uniform distribution as the sub-set size increases. 
 





Figure S 19: Panel showing result of bootstrap analysis of graphite (data set 3), described in detail 
above. 
 
Figure S 20: Plot showing the convergence data of ID/IG from all three graphite data sets. The dots 
denote the same summary statistics whilst different data sets are shown in different colors. Whilst 




Figure S 21: 3D bivariate histogram showing the distribution of key peak ratios from graphite data 
(data set 1). The histogram count is shown by the colored heat map (key on right) and the bins are 
read simultaneously from the x and y axes which are common to all plots. 
 
Figure S 22: 3D bivariate histogram showing the distribution of data from graphite (data set 2). 
 
Figure S 23: 3D bivariate histogram showing the distribution of data from graphite (data set 3). 
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9.1.2 Exfoliated Graphene 
 
Figure S24: Convergence plot from exfoliated graphene (data set 1) showing a) the change in 
summary statistics of I2D/IG as more data points are added to the analysis. b) The final distribution 
shown as a horizontal histogram, y-axis constant across all plots showing I2D/IG convergence data 
from graphite sample. 
 
Figure S25: Convergence plot from exfoliated graphene (data set 2) described in detail above. 
 




Figure S27: Bootstrap convergence plot from exfoliated graphene (data set 1); this shows the 
summary statistics (10th and 90th percentiles, 1st and 3rd quartiles, and mean) describing the 
distribution of mean values obtained from multiple analyses of smaller sub-sets of the sample size 
shown on the x-axis. This plot can be considered a probability distribution of possible mean values 
for different sample sizes. 
 
Figure S28: Bootstrap convergence plot from exfoliated graphene (data set 2), described in detail 
above. 
 





Figure S30: Panel showing result of bootstrap analysis of exfoliated graphene (data set 1). Each panel 
shows five examples, shown in different colors, of distributions of I2D/IG produced from sub-sets; the 
size of these is labelled and the x-axis is common across all I2D/IG panel plots. These show the 
convergence to a uniform distribution as the sub-set size increases. 
 
Figure S31: Panel showing result of bootstrap analysis of exfoliated graphene (data set 2), described 




Figure S32: Panel showing result of bootstrap analysis of exfoliated graphene (data set 3), described 
in detail above. 
 
Figure S33: Plot showing the convergence data of I2D/IG from all three exfoliated graphene data sets. 
The dots denote the same summary statistics whilst different data sets are shown in different colors. 




Figure S34: Convergence plot from exfoliated graphene (data set 1) showing a) the change in 
summary statistics of ID/IG as more data points are added to the analysis. b) The final distribution 
shown as a horizontal histogram, y-axis constant across all plots showing ID/IG convergence data 
from graphite sample. 
 
Figure S35: Convergence plot from exfoliated graphene (data set 2) described in detail above. 
 




Figure S37: Bootstrap convergence plot from exfoliated graphene (data set 1); this shows the 
summary statistics (10th and 90th percentiles, 1st and 3rd quartiles, and mean) describing the 
distribution of mean values obtained from multiple analyses of smaller sub-sets of the sample size 
shown on the x-axis. This plot can be considered a probability distribution of possible mean values 
for different sample sizes. 
 
Figure S38: Bootstrap convergence plot from exfoliated graphene (data set 2), described in detail 
above. 
 





Figure S40: Panel showing result of bootstrap analysis of exfoliated graphene (data set 1). Each panel 
shows five examples, shown in different colors, of distributions of ID/IG produced from sub-sets; the 
size of these is labelled and the x-axis is common across all ID/IG panel plots. These show the 
convergence to a uniform distribution as the sub-set size increases. 
 
Figure S41: Panel showing result of bootstrap analysis of exfoliated graphene (data set 2), described 




Figure S42: Panel showing result of bootstrap analysis of exfoliated graphene (data set 3), described 
in detail above. 
 
Figure S43: Plot showing the convergence data of ID/IG from all three exfoliated graphene data sets. 
The dots denote the same summary statistics whilst different data sets are shown in different colors. 




Figure S44: 3D bivariate histogram showing the distribution of key peak ratios from exfoliated 
graphene data (data set 1). The histogram count is shown by the colored heat map (key on right) and 
the bins are read simultaneously from the x and y axes which are common to all plots. 
 
Figure S45: 3D bivariate histogram showing the distribution of data from exfoliated graphene (data 
set 2). 
 




9.1.3 Graphene Nanoplatelets ‘High Quality’ 
 
Figure S 47: Convergence plot from commercial GNPs (data set 1) showing a) the change in summary 
statistics of I2D/IG as more data points are added to the analysis. b) The final distribution shown as a 
horizontal histogram, y-axis constant across all plots showing I2D/IG convergence data from graphite 
sample. 
 
Figure S 48: Convergence plot from commercial GNP (data set 2) described in detail above. 
 




Figure S 50: Bootstrap convergence plot from commercial GNPs (data set 1); this shows the 
summary statistics (10th and 90th percentiles, 1st and 3rd quartiles, and mean) describing the 
distribution of mean values obtained from multiple analyses of smaller sub-sets of the sample size 
shown on the x-axis. This plot can be considered a probability distribution of possible mean values 
for different sample sizes. 
 
Figure S 51: Bootstrap convergence plot from commercial GNPs (data set 2), described in detail 
above. 
 





Figure S 53: Panel showing result of bootstrap analysis of commercial GNPs (data set 1). Each panel 
shows five examples, shown in different colors, of distributions of I2D/IG produced from sub-sets; the 
size of these is labelled and the x-axis is common across all I2D/IG panel plots. These show the 
convergence to a uniform distribution as the sub-set size increases. 
 





Figure S 55: Panel showing result of bootstrap analysis of commercial GNPs (data set 3), described in 
detail above. 
 
Figure S 56: Plot showing the convergence data of I2D/IG from all three commercial GNPs data sets. 
The dots denote the same summary statistics whilst different data sets are shown in different colors. 




Figure S 57: Convergence plot from commercial GNPs (data set 1) showing a) the change in summary 
statistics of ID/IG as more data points are added to the analysis. b) The final distribution shown as a 
horizontal histogram, y-axis constant across all plots showing ID/IG convergence data from graphite 
sample. 
 
Figure S 58: Convergence plot from commercial GNPs (data set 2) described in detail above. 
 




Figure S 60: Bootstrap convergence plot from commercial GNPs (data set 1); this shows the 
summary statistics (10th and 90th percentiles, 1st and 3rd quartiles, and mean) describing the 
distribution of mean values obtained from multiple analyses of smaller sub-sets of the sample size 
shown on the x-axis. This plot can be considered a probability distribution of possible mean values 
for different sample sizes. 
 
Figure S 61: Bootstrap convergence plot from commercial GNPs (data set 2), described in detail 
above. 
 





Figure S 63: Panel showing result of bootstrap analysis of commercial GNPs (data set 1). Each panel 
shows five examples, shown in different colors, of distributions of ID/IG produced from sub-sets; the 
size of these is labelled and the x-axis is common across all ID/IG panel plots. These show the 
convergence to a uniform distribution as the sub-set size increases. 
 





Figure S 65: Panel showing result of bootstrap analysis of commercial GNPs (data set 3), described in 
detail above. 
 
Figure S 66: Plot showing the convergence data of ID/IG from all three commercial GNPs data sets. 
The dots denote the same summary statistics whilst different data sets are shown in different colors. 




Figure S 67: 3D bivariate histogram showing the distribution of key peak ratios from commercial 
GNPs data (data set 1). The histogram count is shown by the colored heat map (key on right) and the 
bins are read simultaneously from the x and y axes which are common to all plots. 
 
Figure S 68: 3D bivariate histogram showing the distribution of data from commercial GNPs (data set 
2). 
 




9.1.4 Graphene Nanoplatelets ‘Low Quality’ 
 
Figure S 70: Convergence plot from commercial GNPs (data set 1) showing a) the change in summary 
statistics of I2D/IG as more data points are added to the analysis. b) The final distribution shown as a 
histogram, y-axis constant across all plots showing I2D/IG convergence data from graphite sample. 
 
Figure S 71: Convergence plot from commercial GNPs (data set 2) described in detail above. 
 




Figure S 73: Bootstrap convergence plot from commercial GNPs (data set 1); this shows the 
summary statistics (10th and 90th percentiles, 1st and 3rd quartiles, and mean) describing the 
distribution of mean values obtained from multiple analyses of smaller sub-sets of the sample size 
shown on the x-axis. This plot can be considered a probability distribution of possible mean values 
for different sample sizes. 
 
Figure S 74: Bootstrap convergence plot from commercial GNPs (data set 2), described in detail 
above. 
 





Figure S 76: Panel showing result of bootstrap analysis of commercial GNPs (data set 1). Each panel 
shows five examples, shown in different colors, of distributions of I2D/IG produced from sub-sets; the 
size of these is labelled and the x-axis is common across all I2D/IG panel plots. These show the 
convergence to a uniform distribution as the sub-set size increases. 
 





Figure S 78: Panel showing result of bootstrap analysis of commercial GNPs (data set 3), described in 
detail above. 
 
Figure S 79: Plot showing the convergence data of I2D/IG from all three commercial GNPs data sets. 
The dots denote the same summary statistics whilst different data sets are shown in different colors. 




Figure S 80: Convergence plot from commercial GNPs (data set 1) showing a) the change in summary 
statistics of ID/IG as more data points are added to the analysis. b) The final distribution shown as a 
horizontal histogram, y-axis constant across all plots showing ID/IG convergence data from graphite 
sample. 
 
Figure S 81: Convergence plot from commercial GNPs (data set 2) described in detail above. 
 




Figure S 83: Bootstrap convergence plot from commercial GNPs (data set 1); this shows the 
summary statistics (10th and 90th percentiles, 1st and 3rd quartiles, and mean) describing the 
distribution of mean values obtained from multiple analyses of smaller sub-sets of the sample size 
shown on the x-axis. This plot can be considered a probability distribution of possible mean values 
for different sample sizes. 
 
Figure S 84: Bootstrap convergence plot from commercial GNPs (data set 2), described in detail 
above. 
 





Figure S 86: Panel showing result of bootstrap analysis of commercial GNPs (data set 1). Each panel 
shows five examples, shown in different colors, of distributions of ID/IG produced from sub-sets; the 
size of these is labelled and the x-axis is common across all ID/IG panel plots. These show the 
convergence to a uniform distribution as the sub-set size increases. 
 





Figure S 88: Panel showing result of bootstrap analysis of commercial GNPs (data set 3), described in 
detail above. 
 
Figure S 89: Plot showing the convergence data of ID/IG from all three commercial GNPs data sets. 
The dots denote the same summary statistics whilst different data sets are shown in different colors. 




Figure S 90: 3D bivariate histogram showing the distribution of key peak ratios from commercial 
GNPs data (data set 1). The histogram count is shown by the colored heat map (key on right) and the 
bins are read simultaneously from the x and y axes which are common to all plots. 
 
Figure S 91: 3D bivariate histogram showing the distribution of data from commercial GNPs (data set 
2). 
 




9.1.5 Commercial Multiwalled Carbon Nanotubes 
Similar procedures were used to analyses the data collected from commercial multiwalled 
carbon nanotubes, although more data sets were collected and are displayed below 
including figures showing convergence of I2D/IG ratios as data points were collected, 
bootstrap analysis of I2D/IG, convergence plots of ID/IG, bootstrap plots of ID/IG and 3D 
bivariate histograms showing the distribution of both peak ratios simultaneously. More data 
sets were required from this material as different samples taken from the bulk - a 1 kg tub 
of MWCNTs, exhibited differences in their Raman character. This suggests the large volume 
of power was not uniform, whether this is a common issue with large volumes of 
nanomaterial was not thoroughly investigated, although other groups have investigated the 
quality of commercially sold carbon nanomaterials; it should be highlighted that only by 
collecting a statistically justified sample size can such anomalies be found. 
The ID/IG ratio was variable between different acquisitions but when considering the 
aggregated total data set the final distribution is normal around 1.25. The 3rd data set 
collected was significantly lower than this average (1.12) and the 4th data set higher (1.36), 
there was overlap between the tails of the different distributions hence the normal 
distribution from the combined data set shown in Figure S 144. The cause of these different 
spectra from different samples of nominally the same material will not be subject to 
speculation here; however, the implications for the analysis of nanomaterials are that 
multiple data sets should be collected to ensure the quality of an entire material. Whilst it 
was hoped that using Raman spectroscopy with micron spaces between analysis spots would 
be sufficient it appears that for many materials wider sampling is required. 
In this case when the different data sets were randomly recombined to remove any ordering, 
the convergence plots show that over a thousand points may be required to fully 
characterize such disordered materials but these should be recorded from many different 
areas of sample rather than a single large map. This effect of non-random local structure is 
indicated in many of the convergence plots which show structure in the data from the regular 
lines of laser spots used for data collection, at the end of each line the new spectra recorded 
would more closely resemble the material at the start of the previous; causing the sawtooth 
pattern visible in many of the convergence plots (Figure S104,106,124,126). 
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Figure S 93: Example spectra from all data sets of MWCNTs; each spectrum is selected to be 
representative of the modal peak parameters from each sample distribution; no processing further 
than the normalization of signal intensity has been applied. 
It should also be stressed that statistically justified data sets are extremely powerful for 
identifying different phases of a material, or justifying changes to a material following 
processing. The absolute difference between the maps at the “extremes” of this distribution 
are not actually substantially different, especially when compared with some materials 
exhibiting huge differences between the phases present. Example spectra representative of 
the modal peak parameters from each distinct data set are shown in Figure S 93; these show 
that the distribution remains narrow enough that differences between the extremes are still 
very similar spectroscopically.   
Thus far, discussion has focused on the D peak intensity as the key metric for understanding 
this nanotube sample; mostly due to the relatively large intensity and therefore defect 
concentration in this material. Considering now the 2D peak, this can also be linked to the 
crystalline quality of carbon nanotubes, albeit usually high quality single walled tubes. In this 
case, the 2D peak also has extreme values, however, the overall distribution tends to 
encompass the extremes with a very broad, flat topped distribution. Unexpectedly the 3D 
histogram of the combined sample does show a bimodal distribution in the I2D/IG parameters, 
separated by approximately 0.05. Despite this, the overall trend in convergence data is 
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similar to the ID/IG data with possibly a slightly faster convergence due to the narrower 
distribution and the bootstrap plots show the same flat-topped distribution. 
Overall, the analysis of commercial nanotubes required a more nuanced approach to data 
collection; a single Raman spectrum may miss important phases or features of the material 
but a brute force approach to large data sets would appear to be insufficient.  This work 
never intended to complete a full analysis of every material, especially commercial samples 
and hence the question of attributing peak parameters to physical properties has not been 
attempted. Many reviews exist in literature linking Raman spectroscopy features with 
physical properties of carbon nanomaterials.11,320,398 We merely wish to highlight the power 
of statistically justifying sample size and analysis procedures to ensure the data truly reflects 




Figure S 94: Convergence plot from commercial MWCNTs (data set 1) showing a) the change in 
summary statistics of I2D/IG as more data points are added to the analysis. b) The final distribution 
shown as a horizontal histogram, y-axis constant across all plots showing I2D/IG convergence data 
from graphite sample. 
 
Figure S 95: Convergence plot from commercial MWCNTs (data set 2) described in detail above. 
 





Figure S 97: Convergence plot from commercial MWCNTs (data set 4) described in detail above. 
 
 
Figure S 98: Convergence plot from commercial MWCNTs (data set 5) described in detail above. 
 





Figure S 100: Bootstrap convergence plot from commercial MWCNTs (data set 1); this shows the 
summary statistics (10th and 90th percentiles, 1st and 3rd quartiles, and mean) describing the 
distribution of mean values obtained from multiple analyses of smaller sub-sets of the sample size 
shown on the x-axis. This plot can be considered a probability distribution of possible mean values 
for different sample sizes. 
 
Figure S 101: Bootstrap convergence plot from commercial MWCNTs (data set 2), described in detail 
above. 
 





Figure S 103: Bootstrap convergence plot from commercial MWCNTs (data set 4), described in detail 
above. 
 
Figure S 104: Bootstrap convergence plot from commercial MWCNTs (data set 5), described in detail 
above. 
 





Figure S 106: Panel showing result of bootstrap analysis of commercial MWCNTs (data set 1). Each 
panel shows five examples, shown in different colors, of distributions of I2D/IG produced from sub-
sets; the size of these is labelled and the x-axis is common across all I2D/IG panel plots. These show 
the convergence to a uniform distribution as the sub-set size increases. 
 
Figure S 107: Panel showing result of bootstrap analysis of commercial MWCNTs (data set 2), 




Figure S 108: Panel showing result of bootstrap analysis of commercial MWCNTs (data set 3), 
described in detail above. 
 
Figure S 109: Panel showing result of bootstrap analysis of commercial MWCNTs (data set 4), 




Figure S 110: Panel showing result of bootstrap analysis of commercial MWCNTs (data set 5), 
described in detail above. 
 
Figure S 111: Panel showing result of bootstrap analysis of commercial MWCNTs (data set 6), 




Figure S 112: Plot showing the convergence data of I2D/IG from all three commercial GNPs data sets. 
The dots denote the same summary statistics whilst different data sets are shown in different colors. 
Whilst complex this plot indicates that convergence of all three maps is consistent. 
 
Figure S 113: Convergence plot from commercial MWCNTs (data set 1) showing a) the change in 
summary statistics of ID/IG as more data points are added to the analysis. b) The final distribution 
shown as a horizontal histogram, y-axis constant across all plots showing ID/IG convergence data 




Figure S 114: Convergence plot from commercial MWCNTs (data set 2) described in detail above. 
 
Figure S 115: Convergence plot from commercial MWCNTs (data set 3) described in detail above. 
 




Figure S 117: Convergence plot from commercial MWCNTs (data set 5) described in detail above. 
 
Figure S 118: Convergence plot from commercial MWCNTs (data set 6) described in detail above. 
 
Figure S 119: Bootstrap convergence plot from commercial MWCNTs (data set 1); this shows the 
summary statistics (10th and 90th percentiles, 1st and 3rd quartiles, and mean) describing the 
distribution of mean values obtained from multiple analyses of smaller sub-sets of the sample size 
shown on the x-axis. This plot can be considered a probability distribution of possible mean values 




Figure S 120: Bootstrap convergence plot from commercial MWCNTs (data set 2), described in detail 
above. 
 
Figure S 121: Bootstrap convergence plot from commercial MWCNTs (data set 3), described in detail 
above. 
 





Figure S 123: Bootstrap convergence plot from commercial MWCNTs (data set 5), described in detail 
above. 
 





Figure S 125: Panel showing result of bootstrap analysis of commercial MWCNTs (data set 1). Each 
panel shows five examples, shown in different colors, of distributions of ID/IG produced from sub-
sets; the size of these is labelled and the x-axis is common across all ID/IG panel plots. These show the 
convergence to a uniform distribution as the sub-set size increases. 
 
Figure S 126: Panel showing result of bootstrap analysis of commercial MWCNTs (data set 2), 
described in detail above. 
 
Figure S 127: Panel showing result of bootstrap analysis of commercial MWCNTs (data set 3), 




Figure S 128: Panel showing result of bootstrap analysis of commercial MWCNTs (data set 4), 
described in detail above. 
 
Figure S 129: Panel showing result of bootstrap analysis of commercial MWCNTs (data set 5), 




Figure S 130: Panel showing result of bootstrap analysis of commercial MWCNTs (data set 6), 
described in detail above. 
 
Figure S 131: Plot showing the convergence data of ID/IG from all three commercial GNPs data sets. 
The dots denote the same summary statistics whilst different data sets are shown in different colors. 





Figure S 132: 3D bivariate histogram showing the distribution of key peak ratios from MWCNTs (data 
set 1). The histogram count is shown by the colored heat map (key on right) and the bins are read 
simultaneously from the x and y axes which are common to all plots. 
 
Figure S 133: 3D bivariate histogram showing the distribution of data from commercial MWCNTs 
(data set 2). 
 
Figure S 134: 3D bivariate histogram showing the distribution of data from commercial MWCNTs 




Figure S 135: 3D bivariate histogram showing the distribution of data from commercial MWCNTs 
(data set 4). 
 
Figure S 136: 3D bivariate histogram showing the distribution of data from commercial MWCNTs 
(data set 5). 
 
Figure S 137: 3D bivariate histogram showing the distribution of data from commercial MWCNTs 




To consider the overall convergence and trends of the data set, the six different maps 
recorded from the multi-walled nanotubes were combined together and re-arranged into a 
random order to remove the structure inherent in the data. Whilst not representative of the 
real maps that would be collected from the material it is useful to ensure the overall trends 
measured did ultimately converge. Thus the plots below are the same style as above but 
show the aggregated, randomized data. 
 
Figure S 138: Convergence plot from commercial MWCNTs (aggregated data) showing a) the change 
in summary statistics of I2D/IG as more data points are added to the analysis. b) The final distribution 
shown as a horizontal histogram. 
 
 
Figure S 139: Bootstrap convergence plot from commercial MWCNTs (aggregated data); this shows 
the summary statistics (10th and 90th percentiles, 1st and 3rd quartiles, and mean) describing the 
distribution of mean values obtained from multiple analyses of smaller sub-sets of the sample size 
shown on the x-axis. This plot can be considered a probability distribution of possible mean values 




Figure S 140: Panel showing result of bootstrap analysis of commercial MWCNTs (aggregated data). 
Each panel shows five examples, shown in different colors, of distributions of I2D/IG produced from 
sub-sets; the size of these is labelled and the x-axis is common across all I2D/IG panel plots. These 
show the convergence to a uniform distribution as the sub-set size increases. 
 
 
Figure S 141: Convergence plot from commercial MWCNTs (aggregated data) showing a) the change 
in summary statistics of ID/IG as more data points are added to the analysis. b) The final distribution 




Figure S 142: Bootstrap convergence plot from commercial MWCNTs (aggregated data); this shows 
the summary statistics (10th and 90th percentiles, 1st and 3rd quartiles, and mean) describing the 
distribution of mean values obtained from multiple analyses of smaller sub-sets of the sample size 
shown on the x-axis. This plot can be considered a probability distribution of possible mean values 
for different sample sizes. 
 
 
Figure S 143: Panel showing result of bootstrap analysis of commercial MWCNTs (aggregated data). 
Each panel shows five examples, shown in different colors, of distributions of ID/IG produced from 
sub-sets; the size of these is labelled and the x-axis is common across all ID/IG panel plots. These 




Figure S 144: 3D bivariate histogram showing the distribution of key peak ratios from commercial 
MWCNTs (aggregated data). The histogram count is shown by the colored heat map (key on right) 
and the bins are read simultaneously from the x and y axes. 
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9.1.6 Reduced Graphene Oxide 
 
Figure S145: Convergence plot from reduced GO (data set 1) showing a) the change in summary 
statistics of I2D/IG as more data points are added to the analysis. b) The final distribution shown as a 
horizontal histogram, y-axis constant across all plots showing I2D/IG convergence data from graphite 
sample. 
 
Figure S146: Convergence plot from reduced GO (data set 2) described in detail above. 
 




Figure S148: Bootstrap convergence plot from reduced GO (data set 1); this shows the summary 
statistics (10th and 90th percentiles, 1st and 3rd quartiles, and mean) describing the distribution of 
mean values obtained from multiple analyses of smaller sub-sets of the sample size shown on the x-
axis. This plot can be considered a probability distribution of possible mean values for different 
sample sizes. 
 
Figure S149: Bootstrap convergence plot from reduced GO (data set 2), described in detail above. 
 




Figure S151: Panel showing result of bootstrap analysis of reduced GO (data set 1). Each panel shows 
five examples, shown in different colors, of distributions of I2D/IG produced from sub-sets; the size of 
these is labelled and the x-axis is common across all I2D/IG panel plots. These show the convergence 
to a uniform distribution as the sub-set size increases. 
 





Figure S153: Panel showing result of bootstrap analysis of reduced GO (data set 3), described in 
detail above. 
 
Figure S154: Plot showing the convergence data of I2D/IG from all three reduced GO data sets. The 
dots denote the same summary statistics whilst different data sets are shown in different colors. 




Figure S155: Convergence plot from reduced GO (data set 1) showing a) the change in summary 
statistics of ID/IG as more data points are added to the analysis. b) The final distribution shown as a 
horizontal histogram, y-axis constant across all plots showing ID/IG convergence data from graphite 
sample. 
 
Figure S156: Convergence plot from reduced GO (data set 2) described in detail above. 
 




Figure S158: Bootstrap convergence plot from reduced GO (data set 1); this shows the summary 
statistics (10th and 90th percentiles, 1st and 3rd quartiles, and mean) describing the distribution of 
mean values obtained from multiple analyses of smaller sub-sets of the sample size shown on the x-
axis. This plot can be considered a probability distribution of possible mean values for different 
sample sizes. 
 
Figure S 159: Bootstrap convergence plot from reduced GO (data set 2), described in detail above. 
 




Figure S161: Panel showing result of bootstrap analysis of reduced GO (data set 1). Each panel shows 
five examples, shown in different colors, of distributions of ID/IG produced from sub-sets; the size of 
these is labelled and the x-axis is common across all ID/IG panel plots. These show the convergence to 
a uniform distribution as the sub-set size increases. 
 





Figure S163: Panel showing result of bootstrap analysis of reduced GO (data set 3), described in 
detail above. 
 
Figure S164: Plot showing the convergence data of ID/IG from all three reduced GO data sets. The 
dots denote the same summary statistics whilst different data sets are shown in different colors. 




Figure S165: 3D bivariate histogram showing the distribution of key peak ratios from reduced GO 
data (data set 1). The histogram count is shown by the colored heat map (key on right) and the bins 
are read simultaneously from the x and y axes which are common to all plots. 
 
Figure S166: 3D bivariate histogram showing the distribution of data from reduced GO (data set 2). 
 
Figure S167: 3D bivariate histogram showing the distribution of data from reduced GO (data set 3). 
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9.1.7 High Temperature Graphitization 
 
Figure S 168: Convergence plot from graphitized carbon (data set 1) showing a) the change in 
summary statistics of I2D/IG as more data points are added to the analysis. b) The final distribution 
shown as a horizontal histogram, y-axis constant across all plots showing I2D/IG convergence data 
from graphite sample. 
 
Figure S 169: Convergence plot from graphitized carbon (data set 2) described in detail above. 
 




Figure S 171: Convergence plot from graphitized carbon (data set 4) described in detail above. 
 
Figure S 172: Convergence plot from graphitized carbon (data set 5) described in detail above. 
 




Figure S 174: Bootstrap convergence plot from graphitized carbon (data set 1); this shows the 
summary statistics (10th and 90th percentiles, 1st and 3rd quartiles, and mean) describing the 
distribution of mean values obtained from multiple analyses of smaller sub-sets of the sample size 
shown on the x-axis. This plot can be considered a probability distribution of possible mean values 
for different sample sizes. 
 
Figure S 175: Bootstrap convergence plot from graphitized carbon (data set 2), described in detail 
above. 
 






Figure S 177: Bootstrap convergence plot from graphitized carbon (data set 4), described in detail 
above. 
 
Figure S 178: Bootstrap convergence plot from graphitized carbon (data set 5), described in detail 
above. 
 





Figure S 180: Panel showing result of bootstrap analysis of graphitized carbon (data set 1). Each 
panel shows five examples, shown in different colors, of distributions of I2D/IG produced from sub-
sets; the size of these is labelled and the x-axis is common across all I2D/IG panel plots. These show 
the convergence to a uniform distribution as the sub-set size increases. 
 
 
Figure S181: Panel showing result of bootstrap analysis of graphitized carbon (data set 2), described 





Figure S 182: Panel showing result of bootstrap analysis of graphitized carbon (data set 3), described 
in detail above. 
 
 
Figure S 183: Panel showing result of bootstrap analysis of graphitized carbon (data set 4), described 





Figure S 184: Panel showing result of bootstrap analysis of graphitized carbon (data set 5), described 
in detail above. 
 
 
Figure S 185: Panel showing result of bootstrap analysis of graphitized carbon (data set 6), described 





Figure S 186: Plot showing the convergence data of I2D/IG from all six graphitized carbon data sets. 





Figure S 187: Convergence plot from graphitized carbon (data set 1) showing a) the change in 
summary statistics of ID/IG as more data points are added to the analysis. b) The final distribution 
shown as a horizontal histogram, y-axis constant across all plots showing ID/IG convergence data 
from graphite sample. 
 
Figure S 188: Convergence plot from graphitized carbon (data set 2) described in detail above. 
 




Figure S 190: Convergence plot from graphitized carbon (data set 4) described in detail above. 
 
Figure S 191: Convergence plot from graphitized carbon (data set 5) described in detail above. 
 




Figure S 193: Bootstrap convergence plot from graphitized carbon (data set 1); this shows the 
summary statistics (10th and 90th percentiles, 1st and 3rd quartiles, and mean) describing the 
distribution of mean values obtained from multiple analyses of smaller sub-sets of the sample size 
shown on the x-axis. This plot can be considered a probability distribution of possible mean values 
for different sample sizes. 
 
Figure S 194: Bootstrap convergence plot from graphitized carbon (data set 2), described in detail 
above. 
 






Figure S 196: Bootstrap convergence plot from graphitized carbon (data set 4), described in detail 
above. 
 
Figure S 197: Bootstrap convergence plot from graphitized carbon (data set 5), described in detail 
above. 
 






Figure S 199: Panel showing result of bootstrap analysis of graphitized carbon (data set 1). Each 
panel shows five examples, shown in different colors, of distributions of ID/IG produced from sub-
sets; the size of these is labelled and the x-axis is common across all ID/IG panel plots. These show the 
convergence to a uniform distribution as the sub-set size increases. 
 
 
Figure S 200: Panel showing result of bootstrap analysis of graphitized carbon (data set 2), described 





Figure S 201: Panel showing result of bootstrap analysis of graphitized carbon (data set 3), described 
in detail above. 
 
 
Figure S 202: Panel showing result of bootstrap analysis of graphitized carbon (data set 4), described 





Figure S 203: Panel showing result of bootstrap analysis of graphitized carbon (data set 5), described 
in detail above. 
 
 
Figure S 204: Panel showing result of bootstrap analysis of graphitized carbon (data set 6), described 





Figure S 205: Plot showing the convergence data of ID/IG from all six graphitized carbon data sets. 






Figure S 206: 3D bivariate histogram showing the distribution of key peak ratios from graphite data 
(data set 1). The histogram count is shown by the colored heat map (key on right) and the bins are 
read simultaneously from the x and y axes which are common to all plots. 
 
Figure S 207: 3D bivariate histogram showing the distribution of data from graphitized carbon (data 
set 2). 
 





Figure S 209: 3D bivariate histogram showing the distribution of data from graphitized carbon (data 
set 4). 
 
Figure S 210: 3D bivariate histogram showing the distribution of data from graphitized carbon (data 
set 5). 
 





To consider the overall convergence and trends of the data set, the six different maps 
recorded from the graphitized sample were combined together and re-arranged into a 
random order to remove the structure inherent in the data. Whilst not representative of the 
real maps that would be collected from the material it is useful to ensure the overall trends 
measured did ultimately converge. Thus the plots below are the same style as above but 
show the aggregated, randomized data. 
 
Figure S 212: Convergence plot from graphitized carbon (aggregated data) showing a) the change in 
summary statistics of I2D/IG as more data points are added to the analysis. b) The final distribution 
shown as a horizontal histogram. 
 
Figure S 213: Bootstrap convergence plot from graphitized carbon (aggregated data); this shows the 
summary statistics (10th and 90th percentiles, 1st and 3rd quartiles, and mean) describing the 
distribution of mean values obtained from multiple analyses of smaller sub-sets of the sample size 
shown on the x-axis. This plot can be considered a probability distribution of possible mean values 




Figure S 214: Panel showing result of bootstrap analysis of graphitized carbon (aggregated data). 
Each panel shows five examples, shown in different colors, of distributions of I2D/IG produced from 
sub-sets; the size of these is labelled and the x-axis is common across all I2D/IG panel plots. These 
show the convergence to a uniform distribution as the sub-set size increases. 
 
 
Figure S 215: Convergence plot from graphitized carbon (aggregated data) showing a) the change in 
summary statistics of ID/IG as more data points are added to the analysis. b) The final distribution 





Figure S 216: Bootstrap convergence plot from graphitized carbon (aggregated data); this shows the 
summary statistics (10th and 90th percentiles, 1st and 3rd quartiles, and mean) describing the 
distribution of mean values obtained from multiple analyses of smaller sub-sets of the sample size 
shown on the x-axis. This plot can be considered a probability distribution of possible mean values 
for different sample sizes. 
 
 
Figure S 217: Panel showing result of bootstrap analysis of graphitized carbon (aggregated data). 
Each panel shows five examples, shown in different colors, of distributions of ID/IG produced from 
sub-sets; the size of these is labelled and the x-axis is common across all ID/IG panel plots. These 




Figure S 218: 3D bivariate histogram showing the distribution of key peak ratios from graphitized 
carbon (aggregated data). The histogram count is shown by the colored heat map (key on right) and 
the bins are read simultaneously from the x and y axes. 
 
9.1.8 Raman Fitting Models 
When studying different peak models example spectra were fitted with Gaussian, Lorentzian 
and Voigt functions for comparison. Resulting fits with reduced chi squared shown below. 
 
Figure S 219: Example peak fits using three models: Lorentzian, Gaussian and Voight focussed on the 
D and G peak range. The spectral data is shown in blue, the fitted model shown in red and the 
individual peak contributions shown in green. 
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9.2 Dextran Carbonization 
9.2.1 Powder x-ray Fitting 
The x-ray diffraction patterns collected from the carbonization process were analysed using 
GSAS-II to complete a Rietveld fitting procedure, confirming the cobalt metal content. CIF 
files for both hcp and ccp metal phases were taken from the ICSD, instrument parameters 
and atom positions were fixed whilst the unit cell parameters and thermal parameters were 
permitted to vary during the fitting. 
 





Figure S 221: Fitted powder XRD pattern of Co(NO3)2 showing the calculated pattern of cubic cobalt 
metal. 
 




9.2.2 Thermal Analysis – Derivative Plots 
The combustion onset temperature was calculated from the TGA plots according to the 
standard methodology outlined in chapter 3. The inflection point, or temperature of 
maximum combustion rate was calculated from the first derivative of the TGA plots. 






































Figure S 223: First derivative plots of thermal gravimetric analysis from each material, labelled top 
left with the inflection points of maximum combustion marked with dashed lines. The CoCl2 sample 
has both components marked. 
9.2.3 Additional Electron Microscopy 
Additional images and analysis from electron microscopy data set. 
SEM images of the Co(NO3)2 and Co(OAc)2 based foams show a difference in morphology, 
with the nitrate based foam containing many thin flakes and holes with vary narrow wisps of 
carbon based material extending from the surface. In comparison the acetate based foam, 
whilst porous has a more solid, smooth surface at this magnification level and does not 




Figure S 224: Wide area SEM image of CoCl2 after acid washing. The surface is covered with hollow 
carbon shells from graphite growth on crystalline metal particles that have been removed by acid 
washing. 
 
Figure S 225: SEM image of Co(NO3)2 before acid washing, taken at the edge of a foam. The carbon is 
made of thin fibrous material and brighter dots of metal particles, many larger than the 
nanoparticles observed in TEM are visible throughout. 
Large area TEM images were used containing a large number of distinct circular particles. 
These were analysed with ImageJ by first converting them into binary black and white images 
highlighting only the nanoparticles by their contrast. Using the pixels these shapes were 
converted into particles sizes and the summary statistics are shown below. The nanoparticles 
produced from reduction of the acetate are much smaller than the particles from the nitrate; 
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and the average size of the nitrate nanoparticles are a close match to the size of the holes 
observed in the structure after acid washing. The images used are included below. 










nm SD / nm 
Co(AC)2+M_0005 1.5 2.1 3.2 2.2 0.7 
Co(AC)2+M_0001 1.5 2.0 2.9 2.1 0.6 
Co(OAc)2 1.5 2.0 3.0 2.2 0.6 
29-1  Co(NO3)2+M_0006 9 10 17 11 3 
29-1  Co(NO3)2+M_0005 9 10 16 11 3 
Co(NO3)2+M_0005 6 9 14 9 3 
Co(NO3)2 7 10 15 10 3 
Co(NO3)2 Holes 8 11 18 12 4 
 
 
Figure S 226: TEM image of Co(NO3)2 derived sample used for particle size analysis. (Image label: 





Figure S 227: TEM image of Co(NO3)2 derived sample used for particle size analysis. (Image label: 29-
1 Co(NO3)2+M_0005) Data from this image plotted as 2nd darkest bar in Fig 88a. 
 
 
Figure S 228: TEM image of Co(NO3)2 derived sample used for particle size analysis. (Image label: 29-





Figure S 229: TEM image of Co(NO3)2 derived sample used for size analysis of the holes left in the 
structure, seen as faint pale circles. (Image label: Co(NO3)2+M_0007 holes) 
 
 
Figure S 230: TEM image of Co(OAc)2 derived sample used for particle size analysis. (Image label: 





Figure S 231: TEM image of Co(OAc)2 derived sample used for particle size analysis. (Image label: 
Co(AC)2+M_0001) Data from this image plotted as darkest bar in Fig 87. 
 
 
Figure S 232: TEM image of Co(NO3)2 derived sample used for particle size analysis. (Image label: 




9.2.4 Gas Chromatography – Mass Spectrometry 
9.2.4.1 TritonXTM-45 Control 
To ensure there is no significant difference with different quantities of Triton present relative to the hydrogen gas flow a number of samples were prepared. 
All peaks with intensity greater than 0.5% were assigned. 
Table S 2: Summary of gas chromatography peaks and assignment based on mass spectrometry data. 
Retention 
Time / min 




0.8617g 1.3563g 1.6651g 
3.930(0) - 0.5 0.5 134 
 




4.593(0) 0.7 1.6 2.1 206 
 
4.663(0) 0.6 0.7 0.8 218 
 
4.973(0) 5.4 3.3 3.9 Peak present in solvent blank 
5.213(0) 2.3 2.4 2.6 250 
 
5.410(0) 2.6 1.6 1.9 Peak present in solvent blank 
264 
 
5.793 - - 0.5 322 
 
5.842(2) 14.5 13.8 14.5 294 
 
6.399(2) 25.5 22.1 23.4 338 
 




7.997(7) 15.4 18.6 16.6 426 
 
9.513 - - 0.6 
Mass fragments consistent with TritonXTM decomposition. However, intensity too small for 
assignment. 
9.78(1) 6.3 8.2 5.9 470 
 




9.2.4.2 Cobalt Containing Gels 
Peaks with intensity greater than 1% listed for comparison with proposed structures consistent with the mass spectrum shown. Not all peaks are observed 
for every sample. The unsaturated compounds are shown with double bonds at the chain end however it is not possible to assign to double bond exactly. 
Table S 3: Summary of gas chromatography data and assignment based on mass spectrometry data for carbonized samples with cobalt salt present. 
Retention 







CoAc2 CoCl2 Co(NO3)2 
4.323 1.3% - -  232 
 
4.593 3.9% 10.6% 11.9%  206 
 




4.847 - 1.6% -  232 
 
4.883 - - 1.7%  251  ? 
4.973 4.0% 5.7% 13.5%  Peak present in solvent blank 
5.153 - 10.2% -  268 
 
5.213 2.7% 16.7% 14.4%  250 
 




5.410 1.9% 2.8% 6.6%  Peak present in solvent blank 





15.1%  294 
 
5.973 - 1.6% 2.5%  322 
 




6.373 - 2.8% -  356 
 
6.399 10.9% 9.4% 15.2%  338 
 
6.500 - 0.7% 2.2%  366 
 




6.995 7.1% 2.9% 6.7%  382 
 
7.300 16.0% - -  424 
 
7.997 2.2% - 1.4%  426 
 
8.490 8.3% - -  468 
 

















Figure S 236: Gas chromatography trace of the oil extracted from the metal free control carbonization 
