Abstract
Introduction
Mobile computers often disconnect from the network, and when they reconnect, they might find themselves with a radically different network connection in terms of bandwidth, reliability or latency. Approaches to cope with the transmission of data in mobile, wireless networks include traditional techniques such as try, timeout, sleep, retry, . . ., and wireless routing algorithms. The simple try, timeout, sleep, retry loop can fail particularly if the system does not happen to retry connection during a brief reconnection period.
We propose algorithms for active communication in ad-hoc wireless networks. Previous research in this area has concentrated on fully connected networks, in which any two hosts can communicate with each other directly or via other intermediate hosts.
In an ad-hoc network, the hop by hop communication may not be possible because the neighboring hosts may be disconnected. Instead of statically waiting for network reconnection, a host can actively change its location to achieve connectivity using knowledge about the location of other hosts. We believe that such active message transmission is feasible when the hosts in the network cooperate for a joint mission, and useful for applications that require urgent message delivery.
In this paper we explore the possibility of changing the trajectories of the hosts to transmit messages among hosts. We show how information about the motion of the destination host can be used to determine how the message can be sent by the cooperation of the intermediate hosts. Given an ad-hoc network of mobile computers where the trajectory of each node is approximately known, we would like to develop an algorithm for computing a trajectory for sending a message from host A to host B by recruiting intermediate hosts to help. In our context, recruiting means asking intermediate hosts to change their trajectory in order to complete a routing path between hosts A and B. We would like to minimize the trajectory modifications while getting the message across as fast as possible.
Two algorithms are studied in this paper. In the first algorithm, we assume the information about the motions and locations of hosts is known to all hosts, or can be estimated within some error parameters. The second algorithm does not assume that the movement of the hosts is known. Our approach to message transmission can be implemented using mobile agents ( [4] ).
Personal Communication Systems (PCS), and mobile agents.
There has been a lot of research on routing in adhoc networks [6] . Routing algorithms have to cope with the typical limitations of wireless networks: high power consumption, low wireless bandwidth, and high error rates. All these routing protocols assume that the network is connected. The work described in this paper is different in that our networks may be disconnected.
Boukerche et al. [2, 1] proposed a randomized congestion control scheme for the DSDV routing protocol. Each node has some probability of propagating the routing information. When the routing information originating from a node is diffused slowly, the load on that path will decrease. They also present a very nice analytical model based on Markov chains.
Another related area is PCS [5, 3] location management. Most location management techniques use a combination of updating and finding, in an effort to select the best trade-off between the update overhead and the delay incurred searching. Specifically, updates are not usually sent every time an host enters a new cell, but rather are sent according to a pre-defined strategy, for example restricting the searching operation to a specific area.
Message Transmission in Known Mobile Networks
In this section we develop an algorithm for message transmission in a dynamic ad-hoc network that uses a strong assumption: the moving trajectories of all the nodes in the system are known. We propose a communication scheme in which a message reaches its destination even when the destination host is out of range. Rather than waiting for a connection from the originator to the destination (which may never become available), we propose a scheme in which hosts actively move to relay messages. We would like to minimize the movement necessary to relay a message.
The Case of Multiple Messages
Suppose a set of hosts move according to prespecified trajectories and the maximal speed of the hosts is high as compared to the distance between hosts. Hosts proceed with their mission and occasionally deviate to relay messages. We are especially interested in applications where the network is almost connected; the distance between two adjacent hosts is slightly larger than the transmission range. In such situations, the time for a host to get into communication range is quite short, and it doesn't affect its location estimation by the other hosts very much. The time spent by a host deviating from the original trajectory is not too large, although it does give rise to error on location estimation (In some applications, for example on a battlefield, back-up devices such as walkie-talkies can be used to update location information and thus correct the error introduced by trajectory changes.).
We assume that each host in the system has a task to carry out. That task may include information processing and moving. Occasionally, hosts need to send each other information. Thus, we can model the behavior of this system as a basic loop (Algorithm 1). The interesting component of the loop is the else-if block of the algorithm (line 6). When the host needs to transmit a message to someone out of range, it computes a sequence of intermediate hosts that can relay the message to the destination such that each host in the system can relay to the next host by modifying its moving trajectory in the smallest possible way. The sequence of hosts and path modifications can be computed since all the host movements are known. In the next section we will detail this computation.
For a system with low message rate, separately scheduling the route for each message is a reasonable approach.
The Case of a Single Message
In this section we assume that all the hosts' motion descriptions are known. We describe a communication algorithm suitable for the following types of distributed applications: if the maximal possible speed of the hosts in the system is larger than the moving speed of the message recipient, the message can be sent successfully given the moving descriptions of the hosts.
Suppose h 1 , h 2 , h 3 , h 4 are four mobile hosts in an ad-hoc network (see Figure 1 ) with known motions at dispatch time. If h 1 wants to send a message to h 4 and h 4 is not within transmission range, h 1 needs to get closer to h 4 . Host h 1 may move all the way to the transmission range of h 4 to send the message directly, but this movement may be too expensive. If the distance between h 1 and h 4 is too large, h 1 can approach another host h 2 by moving a short distance and relaying the message to h 2 . After that, h 2 can do the same until the new host is within the transmission range of Algorithm 1 An algorithm for the behavior of each host h i in an ad-hoc network that uses relays to communicate messages.
1: for each host h i in the system pursue investigation while waiting to receive messages. generate message when needing to communicate do 2: if a message m j is received then 3: if the recipient of m j is h i then 4: process m j 5:
if the recipient of m j is h k then 7: compute Optimal Relay P ath (h i , h k ), given as a list of tuples of (host, path-to-reach-host); send the message to the head of this list (this may involve a trajectory modification to get within transmission range from this head node, followed by return to the original trajectory) 4 . By using intermediate hosts, the message transmission time may be shorter than that of the method which forces h 1 to move all the way to h 4 approach h 4 . Thus, our problem is, given a mobile ad-hoc network, which may be disconnected, and the motion descriptions of the hosts, find the shortest time strategy to send a message from one host to another. The intuition for the Optimal Relay Path is as follows. Using knowledge about the trajectories of h 2 , h 3 , h 4 , host h 1 can compute the trajectories with the shortest time to approach h 2 , h 3 , h 4 (we describe this algorithm in Section 3.2.1). The shortest trajectory (say to host h 2 ) may provide a faster way of reaching the transmission range of the other hosts. The shortest trajectories can be computed incrementally using increasingly more intermediate hosts. The Optimal Relay Path can be formalized under the following assumptions: (1) Two hosts can communicate with each other within range R; the size of R depends on the communication hardware. (2) If host h 1 wants to send a message to host h 4 , who is out of the range, h 1 can move some distance and send the message to h 4 , or it can approach an intermediate host that can act as a relay to send the message to h 4 . For example, in Figure 1 (first), h 1 moves to approach h 2 , h 2 moves to approach h 3 , then h 3 moves and sends the message to h 4 . (3) Only one message at a time circulates in the system.
Before presenting the Optimal Relay Path algorithm, we introduce the following terminology. Algorithm 2 describes the Optimal Relay Path algorithm, which determines the shortest path to the destination of the message. The algorithm computes the direct path from h 0 to other hosts in the initialization part. The main body consists of choosing the host reachable in the minimal time among the hosts which have not been processed, and marking the host ready. Then the current minimal time from h 0 to all hosts that are not ready are updated. The running time of the algorithm is O(n 2 t) where t is the running time of the algorithm OptimalT rajectory.
Finding the Optimal Trajectory for Relaying a Message
Suppose P j (t) is the position of host h j at time point t, and the initial time point when host h m begins to approach h j is t 0 . The following two equations give Goto 2 until all the hosts have been marked the optimal strategy for host h m to approach h j (Recall that the moving speed is known.). More precisely, by solving the equations, the velocity of host h m and the approaching time can be obtained. In these equations, P i (t) denotes the trajectory of host h i , v is the moving speed of the host, and t denotes time. 
Message Transmission under Location Error
An important property of the Optimal Relay Path algorithm (see Algorithm 2) is that it works even if the location of the hosts in not known precisely-that is, the trajectories are specified within certain error parameters. This is an especially useful property for real applications (for example involving moving cars and robots) where uncertainty in the location information is a fundamental component (movement modifications are likely to contribute to errors in the host location estimations.) In this section we examine the performance of the Optimal Relay Path algorithm for routing and relaying messages in the presence of error. We assume that the location estimates are specified within known error bounds r. We derive an upper bound for trajectory changes for message relays. In other words, we compute the sum of the distances traveled by each host involved in the transmission of one message. The exact computation of the traveled distance is not sufficient because the location of hosts is known only approximately, and extra time might have to be spent identifying exactly where the host is.
Suppose the movement of each host is restricted to a region of radius r we call scope. Such a restriction is realistic when the moving speeds of the hosts are relatively slow. If we estimate that a host is static at the center of the scope, the error of the estimation is at most r. The upper bound for the total movement necessary to relay a message is given by the following result: 
Message Transmission in Unknown Mobile Networks
When the error of the estimated location is smaller than the transmission range, the previous algorithms work well. But the error can be large if random factors distract the motion of a host from the estimated track. When the error is larger than the transmission range, tracing hosts according to the previous schemes is impossible. In this section we present a method that makes it possible to communicate to all hosts in the system despite their unknown movement.
We assume that each host is confined to movement within a region we call scope and each host knows who is the host that keep track of its location we call tracking host. Location updates must occur when the host leaves its current scope. If the radius of the scope is less than the transmission range, then we can guarantee that the host can be found by its tracking host since the tracking host can go to the center of the scope and broadcast a message.
We model the communication problem in unknown mobile network environments by constructing a mini-mum spanning tree. Let G be a weighted graph whose vertices correspond to the hosts in the system. The edges of G connect hosts to tracking hosts. The edge weights correspond to the physical distances between the hosts. The minimum spanning tree of G contains the shortest edges in the graph that provide full connectivity in the graph.
The neighbors in the minimum spanning tree provide the communication routes for messages. Each host has the responsibility of updating its location by informing all the hosts connected to it in the minimal spanning tree. Thus, when a host leaves its scope, it needs to inform only its neighbors in the minimum spanning tree. It is clear that there is a trade-off between the size of the host's scope and the frequency of its location update messages. We would like to quantify this trade-off in the next section.
In this section we analyze the trade-offs between scope and update frequency in the MST protocol, by considering the error in a host's estimation about the location of another host. We consider in a two-node system. Our result for the two-node system can be used to compute the optimal location error for a multi-node system connected by the topology of its minimum spanning tree. For simplicity, we assume that hosts maintain their neighbors throughout the experiment (that is, the topology of the minimum spanning tree does not change.) Suppose there are two hosts which have to communicate with each other, but they out of transmission range. There are two types of message exchanges: (1) an actual message and (2) a location update message. Each host has its own task to carry out which may require movement. We would like to identify the optimal scope size with respect to how much the hosts need to travel in order to communicate with each other. Suppose host h i needs to communicate with h j and h i and h j are neighbors in the MST. Thus they need to keep track of each other's locations. If the scope size is small, h i has a good idea of where h j actually is, but h j will have to update its location more frequently. If the scope size is large, h j has to do fewer location updates, but h i has a less good approximation for where h j is so h i has to travel more in order to communicate. There is a trade-off between the length traveled by a host to communicate with another host and the frequency of location updates. A shorter scope radius leads to more frequent updates, because the host is more likely to move out of scope. We would like to compute this trade-off to identify the most optimal scope size.
Since the motion variance of each host, that is, the uncertainty of a host's location increases in time, a good model for this time-varying behavior of a mobile host is Brownian motion with a drift process. The two dimensional Brownian motion with a drift process can be described by the distribution:
where (x 0 , y 0 ) is the initial location of the host, (v x , v y ) are the components of the drift velocity along the x and y axes, t 0 is the initial time, and (D x , D y ) are the diffusion parameters with unit of (length 2 /time). Large (v x , v y ) correspond to rapid location changes. The uncertainty of the location is determined by (D x , D y ). Large uncertainty corresponds to larger scope for the location of the host.
Without loss of generality, suppose
, a radius r of a scope within which the probability of a host is equal to γ at time t can be expressed as: r(t) = 2D(t − t 0 ) ln(
Suppose we have two hosts h 1 and h 2 . Currently the distance between h 1 and h 2 is l (l ≥ R), and the rate of messages transmitted between h 1 and h 2 is λ. We want to find the optimal radius of the motion scope. We assume that the maximal possible speed of a host is quite large compared with the host's general moving speed. Thus, the host does not need to consider the effect of the message transmission or the location updating time.
Let r be the radius of the motion scope (r ≤ R). The host will stay in the scope with radius r with probability γ until time t r . Thus, the average distance for the host travels to transmit messages and updates locations in a unit time is:
where l − (R − 2r) is the maximal distance for the host travels to approach another host We want to minimize the location update Y subject to r ≤ R. The following result shows that Y can only obtain its minimal value at some roots of a cubic equation or at R.
Theorem 3 The minimal value of the average distance traveled by two hosts to transmit messages and location updates occurs at one of three possible values for r:
2 · ( Since there are three possible places for attaining the minimum value for r, we would like to experimentally study when exactly the optimum happens. Figure 2 shows the solution for the optimum radius (defined by Eq.(4)) for different parameters. We denote by k the ratio between the distance of the two hosts and the transmission range, λ the message arrival rate, D the diffusion parameter, m = D/λ the ratio between D and λ. The distance traveled by the hosts is determined by the length of a single trip and the number of trips. Figure 2 (second) shows that the bigger k is, the longer the optimal radius is. The reason is that for a large k (large distance between two hosts), reducing r will be less important than reducing the number of trips traveled by the hosts in a unit of time. The ratio m affects the length in the similar way. When D is small, the time for a host to go beyond the fixed scope is long, so the optimal radius should be small. On the other hand, when λ is small, the location update message transmission will be dominant. Thus, reducing the number of location update trips, that is, increasing the location update period, is better. As a result, the optimal radius should be bigger for a small D.
experiments.
Instantaneous message transmission: In this experiment message transmission has the highest priority. Thus, upon receiving a message for relay, the host stops its current task and goes to the next host in the itinerary to transmit the message. Upon return to its original location, the host first checks for waiting messages and only if there are no waiting messages it resumes executing its task.
Delayed message transmission: In this experiment, message relaying is delayed in favor of the host's task for some amount of waiting time, which is a parameter to the experiment. We use a waiting time vector whose components correspond to waiting times for all the hosts. We design the waiting time vector according to our network topology in this experiment. This experiment was designed to increase the percentage of the time hosts devote to their tasks. All messages accumulated at the host in the waiting period are sent to the next host as a group if their next hosts are the same. Figures 3, 4 , and 5 show the data we compiled from these experiments. Figure 3 demonstrates the effect of varying the waiting time of hosts. Typically, the working time increases with larger waiting times. With a larger waiting time, more messages are accumulated at a host, thus some messages may be sent together. The average message transmission time also increases with the increase of waiting time. For the metrics of percentage of working time and ratio between deviation and average working time, Delayed Message Transmission is always better than Instantaneous Message Transmission. We also observe that the percentage of working time stays the same beyond a certain level of waiting, which provides empirical support for choosing a good value for the waiting time, for real applications. Figure 4 shows the comparison between Instantaneous Message Transmission and Delayed Message Transmission while the transmission range is changed. As the transmission range increases, the working time increases, and the average message transmission time decreases. The larger transmission range contributes to the shorter travel path for a host, which in turn affects the message transmission time and working time. We note that Delayed Message Transmission does much better than Instantaneous Message Transmission with respect to the percentage of working time and the ratio of deviation and average working time. Figure 5 shows the influence of the various maximal speed values of the hosts on performance. It is obvious that a larger speed improves the performance.
Conclusion
This paper describes how trajectory changes can be used to transmit messages in disconnected ad-hoc networks. We present two algorithms. The first uses full knowledge of the motions of the mobile hosts within some uncertainty constrains. Location updates are employed in the second method where the full location knowledge is not available. These algorithms avoid the traditional waiting and retry method, which is not sufficient in some applications. 
