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iiber Approximation stetiger Funktionen 
in Orliczt%umen 
Die vorliegende Arbeit stelle sich zur Aufgabe, einige Fragen zur Approxima- 
tion von Funktionen in Orlicz-RBumen zu behandeln. Diese Klasse von Funk- 
tionent%umen hietet sich wegen ihrer Vielfalt an und ibre maRtheoretische 
Struktur erlaubt die Ubertragung einiger klassischer SStre der Approximations- 
theol-ie in L,, . Manche der Beweise scheinen sogar einfacher zu werden. Nach 
cincr kurzen Znsx~nmenstellu~ig ciniger Eigenschaften von Youngschen Funk- 
tionen und OrliczPRhumen werden in$l mit Hilfe der allgemeinen Approximations- 
theoric in noI-mierten R5~1mcn und der Str-uktur-theorie der Orlicz-RCume 
Existenz, Eindeutigkeit und Charakterisierung der besten Approximation 
untersucht. Danach werden Frogen behandelt, die bei der endlichdimensionalen 
Approximation stetiger Funktionen beriiglich der Luxemhurg-Norm in Orlicz- 
Raumen auftreten: Das Nullstellenverhalten der behlerfunktion wird in $2 
untcr verscbiedenen Voraussetzungcn an die den Orlicz-Raum dcfinicrcndc 
Youngsche Funktion stutlieil. Dadurch wird das unterschiedliche Verhalten 
von L, und L,, (p I) in dicser Erage in einem neuen Licht erscheinen. Die 
SBtzc iibcr das Nullstcllcnvcrhaltcn fiihrcn zu einer Verallgemeinerung des 
Jacksonschen Eindeutigkeitssatzcs der hestcn L,-Approximation heziiglich 
Haarscher Teilr%ume. Den AbschluI5 bildet eine Abschtitzung des n-ten Fehlers 
mitt& eines vcrallgemeinerten Satzes von Bernstein und einc numerische Methodc 
zur Berechnung der hesten LO-Approximation. An anderer Stelle (s. [3]) wurde 
der Zusammenhang der CebyGew-Approximation und der L~-.4pproxilnatiol, 
mittels des Polyaalgorithmus beschricben. 
Zum Studium der Approximationctheorie in Ori&--R%umen wurde ich van 
K. Urbanik angeregt. J. Wloka und K. Floret haben die Entstehung dieser 
Arbeit durch wertvollc Hinweisc gefiirdert. Ihnen allen gilt mein Dank. 
Eine nicht identisch verschwindende, symmetrische, konvexe Funktion @ 
von K in R u {co] mit Q(O) = 0 heiljt Youtqqsclre Funlction. (Der Fall 




Mit @ is such die Funktion 
Y(r) =: sup( ~ I’ j  . .c CD(s)) 
A 0 
(‘1 
eine Youngsche Funktion. @ und ‘P werdcn zueinander kotnplettretttiir 
genannt. 
Aus (1) folgt die Youngsche Ut~gleichung 
s . r . Q(s) -1~ Y(r). (2) 
Hierbei gilt die Gleichheit genau dann, wenn s = y(r) oder r ~~ Q’(s) 
ist. @’ und Y’ bedeuten fiir s .,s 0 die rechtsseitigen Ableitungen von @ und 
Y, die immer existieren und nichtabnehmende, rechtsseitig stetige Funktionen 
sind; gilt dabei fiir s > 0 lim,,,+ Q(r) = co, so setzt man Q’(s) :: co. Fiir 
s < 0 wird W(s) = -P-s) (bzw. y(s) -x -‘P-s)) gesetzt. Es gilt 
Umgekehrt, jede nichtabnehmende, nichtnegative Funktion p(s) (nicht 
identisch Null) definiert durch 
Q(s) = [“‘I p(r) dr 
- 0 
(3) 
eine Youngsche Funktion. 
Sind CD’ und Y’ stetig, so sind @’ und Y’, im gewiihnlichen Sinne. zuein- 
ander inverse Funktionen (s. [14, S. 761) 
1st @ endlich, so ist @ stetig (s. [15, S. 681) (4) 
Im weiteren wollen wir folgende Terminologie benutzen: 
CD heirjt im erweiterten She stetig, wenn Q(s) stetig ist fiir 
i st. 
, s 1 < so -= sup r 
O(r) < II 
und 
Bemerkung. Fiir jede Youngsche Funktion CD gilt lim,,,, D(s) ~= X, so 
daB alle stetigen (das sind also genau die endlichwertigen) Youngschen 
Funktionen such im erweiterten Sinne stetig sind. 
CD heiBt definit, wenn 
@(so) = 0 -2 S,) = 0. (6) 
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Eine Youngsche Funktion @ erfiillt die A,-Bedingung, wenn eine Konstante 
li ,I 0 existiert. so daI3 
@(2s) .: k@(s) fur alle s ’ 0 (7) 
gilt; insbesondere sind solche @ such endlich. 
aquivalent dazu ist, daB es zu jeder Zahl I ein k(l) y 0 gibt, so da0 
CD(k) :.: l<(l) @t(s) fiir alle s 2 0. 
Wir kommen nun zur Definition eines Orliczraumes. Seien (D eine 
Youngsche Funktion und (r, 2, p) ein MaBraum mit der “finite subset 
property” = (F.S.P), d.h. jede Menge mit positivem Maf3 hat eine’reilmenge 
von endlichem positivem Man. 
Fur meI3bare Funktionen x auf T definieren wir (die Orlicz-Norm) 
iI x Iiri, = sup ,J; I s . J’ i & : _. 1’mel3bar und jr Y/(y) C+ :I: I) 
und (die Lusemburg-Norm) 
Der Orlicraum LO(p) ist nun die Menge aller mefjbaren Funktionen auf T, 
fur die Ij x !I0 < a ist. 
Die Funktionale ;I 11~ und 11 . li(CJ1 definieren aquivalente Normen auf 
LO(p), und es ist 
Mit diesen Normen ist LO(p) ein Banachraum. 
Weiter seien 
und 
!IJIO(p) der von den Treppenfunktionen aus L@(p) aufgesparmte 
abgeschlossene Teilraum von L@(p). (11) 
Es gilt MO L ‘351O. 1st @ stetig, dann gilt sogar M@ = 9JL@. Erflllt @ auoerdem 
die it,-Bedingung (7), dann ist 
MO = yJJ1* = L@ = to (12) 
(s. [8, S. S-5571). 
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Sind @ und Y komplement$re Youngsche Funktionen, so gilt fiir alle 
Paare von Funktionen x t Lib und y E L’t’ die Hiildersche C’trgleichung 
Somit definiert jede Funktion J’ C~ f,“’ durch 
ein stetiges lineares Funktional auf LO. Aus der Youngschen Ungleichung (2) 
kann man 
“,f,i ‘, 1: I,’ 2 !,f: 
folgern (s. [4. S. 1241). 
Folglich 1gRt sich Ly’ als ein vollst5ndiger linearer Teilraum von ( Id”‘)” 
betrachten, der jedoch verschieden von CL@‘)* sein kann. 
(a) 1st p ein o-endliches, nicht-endliches und nicht-atomares Man, dann ist 
Ly’ y.- (L@)* (topologische Isomorphie) genau dann. \+enn @ die d,- 
Bedingung erfiillt. 
(b) 1st p hingegen ein endliches nicht-atomares Man, dann ist L’I’ ~1.~‘)” 
(topologische Isomorphie) genau dann, wenn die folgende abgeschw%zhte 
d,-Bedingung erfiillt ist: Es existieren .T,) :.,. 0 und k :- 0, so daB 
@ (2s) I 1 k@(s) fiir s .. s,, und @(s,,) w (14) 
gilt 
(s. [6, S. 1468 1, [4, S. 1301). 
1. Exrsmvz, EINDEUTIGKEIT UND DIE CHARAKTERISIERUW DER BESTEN 
APPROXIMATlON TN ORLICZR~UME> 
SATZ I. Sei LO(p) ein Orliczraurn (,u tttir FSP). Dutrn sind fJ:ggl. tier 
Luxemburg-Norm folgende Aussugen iiquiualent. 
(a) Alle abgeschlossenen Teilriiutne von L@(p) sind proximinal. 
(b) Alle abgeschlossenen Teilriiume con L”(p) sind proximinal. 
(c) L* = M0 und Ly = My. 
(d) L@(p) ist reflexirr. 
Ist p o-endlich und nicht-atomar, so ist ,fiir p(T) = co such die folgende 
Aussage zu (a)-(d) iiquicalent: 
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(e’) @ und Y erfiillerl die A,-Bedingung 
utzd irn Falle p(T) < m 
(e”) @ md Y eyfiillen die abgeschwtichte A ,-Bediingung (14). 
Beweis. Die Aquivalenz von (c) und (d) hat Rao (s. [S, S. 5681) und 
diejenige von (d) und (a) James (s. [9, S. 991) bewiesen. Aus der Reflexivitat 
des Orliczraumes folgt die Aquivalenz von (a) und (b). Ferner hat Milnes 
(s. [6, S. 146X]) die ,;iquivalenz von (d) und (e’) bzw. (e”) bewiesen. Q.E.D. 
ZUSATZ. Seien p ein cs-endliches utzd nicht-atomares Map wld @ definit. 
Da17n sit4 fi&wde Aussugen iiquiraletlt : 
Beweis. Nach Milnes und Rao (s. [7, S. 6821) ist (b) genau dann erf6llt, 
wenn L@(p) strikt konvcx ist. Ein normierter Raum ist jedoch strikt konvex 
genau dann (s. [9, S. I lo]). wenn alle Teilraume semi-EebySewsch silnd. 
Betmrkung. Aus der strikten Konvexitgt der Youngschen Funktion 
folgt die strikte KonvexitBt von LO(p) fiir beliebige p mit F.S.P. (s. [7, S. 6811). 
Im weiteren werden wir folgende Charakterisierung der besten Approxi- 
mation benutzen. 
SAX 2. Seiett @ uttd 0’ stetig, V ein Teilrautn con ‘W(p) (p wit F.S.P.) 
md x,, E ‘W’Q)‘: I? Es ist r,, E Pv(x,,) (hzgl. der Lu.uen,burg-Nor,~?) genau dam, 
ll’C17/7 
Beweis. Nach Rao (s. [7, S.6741) ist die Luxemburg-Norm jl . 11~~) im 
Punkt .x0 - l’,, schwach differenzierbar, und fiir die schwache Ableitung gilt 
Nach dem Satz von Mazur ist x0-z+, ein Flachpunkt und die zugehiirige 
Stbtzhyperebene wird durch das Gateaux-Differential dargestellt, so da0 
nach I. Singer (s. [9, S. 231) die Behauptung folgt. Q.E.D. 
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BEMERKCNC~ Ist di stetig, dam ist die konylenrenttire Funktiofl !P genau 
dam stetig, wenri 
lim @‘(.s) ~~ Z. 
> ,I 
Bell,&.,. 1st lim,s,, Q’(s) A C. CC dnnn folgt fiir s 0 aus der Integral- 
darstellung fiir @ 
lr f  s <p(s) r ’ s ~~ I t s. 
1st lim, ii P(s) = rx~, dann gibt es zu jedem I’ ’ 0 sein J(, mit @‘(so) -I r. 
So ist fiir s ..- s,, 
also 
Y(r) < ,x fiir alle r 0. 
Nach (4) is Vi(r) stetig. Q.E.D. 
Somit definiert die lntegraldarstellung (3) fiir jede nicht-negative, nicht- 
abnehmende, beschrznkte Funktion p eine stetige Youngsche Funktion @. 
deren komplement2re Funktion Y unstetig ist. 
2. DAS NULLSTELLENVERHALTEN I>ER FEHLERFUNKTION BEI 
EKDLICHDIMENSIONALER APPROXIMATION DER STETIGEN FUNKTIONEN IN 
ORLICZR;~UMEN 
Im weiteren sei p ein Lebesgue-Stieltjes MaB, das durch eine streng 
wachsende und beschrgnkte Funktion auf [a, h] bestimmt ist. Da aus der 
gleichm5Bigen Konvergenz auf [a, 61 die LO(p)-Konvergenz folgt, gilt 
Fiir die sup-Norm werden wir die Bezeichnung iI . / ,- benutzen. 
LEMMA 1. Sei CD eine stetige Youngsche Funktion, 
x E W(p) und 1; x ;I(@ :-- 0. 
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Dam ist 
Bect,eis. Da @ stetig, gilt YIP = AT’. 
Durch Betrachtung der stetigen Funktion k + Jr @(x/k) erhalt man damit 
das gewiinschte Ergebnis. Q.E.D. 
Insbesondere wird also das lnfimum in der Definition der Luxemburg- 
Norm angenommen. 
KATZ 3. Seien @ und @,’ stetig, Vein n-ditvensionaler Haarscher Teilrautn 
ran C[a, b], x E: C[a, b]\ V C L@(p) und q, E Pv(x) (beziiglich der Luxemburg- 
Norm in LO(p)). Dann hat x - P, im Intercall [a, b] tnindestens n Nullstellen 
wit Vorzeichenwechsel. 
Beweis. Nach Satz 2 ist c’~ E PY(x) (beziiglich der Luxemburg-Norm) 
genau dann, wenn 
fur alle z’ t V 
gilt. 
Nehmen wir an, da13 x - z’O nur an k < n Stellen im Interval1 [a, b] das 
Vorzeichen wechselt. 
Dann kann man (s. [13, S. 641) 0 7: c1 E V finden, so daB fur alle t E [a, b] 
cl(t) sign(x(t) - I’m) 3 0 
ist. Da aber 
gilt, erhalten wir (unter Beachtung der Voraussetzungen iiber p) 
und damit einen Widerspruch. Q.E.D. 
Der Orliczraum L, erfiillt die Voraussetzungen von Satz 3 nicht (weil die 
rechtsseitige Ableitung @’ hier nicht stetig ist). Fur den Raum L1 gilt jedoch 
nach Jackson eine Alternative (s. [2, S.326]), die durch den folgenden Satz 
verallgemeinert wird. (Dabei sei bemerkt, da13 es Funktionen @ gibt, die die 
Voraussetzungen vom Satz 3, nicht aber die vom Satz 4 erf<tllen, z.B. 
O(s) = eisl - i s j - I.) 
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SATZ 4. .Teinl @ eine Youngsche Funk tion, die die il,-Beciityuq efltiilt, 
cU E P,.(s) (he3iglicll der Luxemhurg Norm) md I eifl Il-rliillensionale~ 
Haarscher Teilrawn. Dann hat x - l‘(, mindestem II NuIIsteIIet~ mit Vor:cichen- 
wechsel o&r r/as MaJ a’er Menge der Nullstellen rot? .Y r,, i.s positir. 
Beweis (imlirekt). Sei Z die Menge der Nullstellen \on .‘; -- I’,, Hat 
x - I.,, nur !, Nullstellen mit Vorzeichenwechsel, etwa /, . t, .,. . t, (I, _ n), so 
kann man (1. jl3. S. 641) ein 0 y 1’, E‘ k/ finden, so daLI 
gilt. 
1st such p(Z) = 0, so folgt aus der Regularitgt des Maljeb /L. da13 man zu 
jedem E 0 eine offene Menge B C [a, b] mit p(B) d. t und B 3 Z finden 
kann. Sei B,, C [n. h] eine offene Menge mit 
4, ’ Z und 0 . p(B,,) . p([u. h] t. 
Das Komplement A,, von B,, in [a, 61 ist dann abgeschlohsen. Scien 
lil -- min ~.~(r)i 0 und s ~ sup r.,(l) c) 
,i 4 rcs,, 
Die Youngsche Funktion @ erfi.illt nach Voraussetzung die A,-Bedingung, 
man kann :ilso eine Konstante k .j 0 finden. so da0 
fiir alle .s 0 (2) 
gilt. 
Nun wghlen wir em 0 < E .L. p(A,,);‘k und ferner eine ofTene Menge B, , 
die in B,, enthalten ist und fiir die B, 1 Z und ~(8,) E gilt. Sei A, das 
Komplement von B1 in [a, h]. Aus der d,-Bedingung folgt. da13 Q, definit ist, 
und so gilt wegen (2) fiir alle X -, 0 
Fiir ein geniigend kleines /I,) :;- 0 ist 
Es ist c,, : = j s -- 13~ Ij(cfi) > 0, da andernfalls s E Y und somit Z == [a, h]. 
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Dann gilt, wegen (1). fLir t E A, 
und fiir t E B, 
Nach (3) und Lemma 1 ist damit 
Lemma 1 wieder angewandt. ergibt 
Die Annahme, dal3 s - z‘” weniger als n Nullstellen mit Vorzeichenwechsel 
hat und ~(3) = 0 ist. fiihrt zum Widerspruch, weil L’~ E P6J(~) vorausgesetzt 
wurde. Q.E.D. 
Verzichtet man noch auf die A,-Bedingung, so erhglt man im Falle der 
Approximation mit Polynomen den folgenden 
KATZ 5. Sei @ deJinit und stetig, V der Raum der Polynome hiichstet~s 
(n - I)-ten Grades, und sei r. E P”(x). (Luxemburg-Norm) Dann hat x - c,) 
mindestens n Nullstellerl. 
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Beweis. Angenommen .Y I’,, hat nur I c: II Nullstellen. Seien 
t, i’ 1, - .I. -:’ t,. die Nullstellen. in denen .Y I’,, das Vorzeichen wechselt, 
und sei N die Menge der restlichen Nullstellen von .Y ~~ I‘(, Dann gibt es ein 
Polynom r.,(t) (t ~- ‘~)‘&(t _- t,) (‘I LI) vom Grade II ~~ 1, dus in 
den Intervallen [r, , timI] seine Betragsmaxima nicht in den Punkten aus A 
annimmt. 
Man kann nun eine disjunkte Zerlegung von [a, b] in lntervalle A, und B,$ 
angeben derart, daf3 
(1) i A,9 j 3 a 1 B,? und A,Y abgeschlossen 
(2) mint,.+ I ~.,(~)I = swtEBs ~.df)i 
(3) es existiert ein E :,b 0 mit 
x(t) - PO(f) : t 1 @1(l) 1 fiiralletEUA,. 
Sei c := I/ x - z’~ IjcO) . Dann ist wie im Beweis von Satz 4 
da @ definit ist. Das ist ein Widerspruch zu [lo E Pv(s). Q.E.D. 
3. EINEVERALLGEMHNERUNGEINES SATZES VON JACKSON AUF ORLICZRXUME 
Im AnschluI3 an Satz 1 hatten wir festgestellt, da13 die besten Approxi- 
mationen in einem Orliczraum LO (@ definit) genau dann fiir alie Teilrgume 
eindeutig sind, falls Y und Y’ im erweiterten Sinne stetig sind, Bedingungen, 
die z.B. fiir L1 nicht erfiillt sind. Hier gilt jedoch die Eindeutigkeitsaussage 
noch fiir Haarsche Teilrzume nach einem Satz von Jackson (s. [2, S. 322; 
und 1, S. 219]), der ein Spezialfall des folgenden Satzes ist (CL wie in S2): 
SATZ 6. Seien @ eine definite, stetige Young&e Funktion, die die A,- 
Bedingung e~fiillt oder deren rechtsseitige Ahleitung 0’ stetig ist, und 
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V eit? n-ditnensionaler Haarscher Teilrautn. Dam besitzt jede Funktion 
x E C[a, b]\ V C LO(p) eine eindeufig bestinmte. beste LO@)-Approximation 
beziiglich V (in der Luxernburg-Norm). 
Beweis. Habe x zwei beste Approximationen l’1 und l’? , dann ist 
I’,, : (1/2)(r, + r?) such eine beste Approximation, d.h. es gilt 
,’ x - l‘,, “(<@ -= 11 x -- cl (<,>) =:: 1 .K ~-- l’? ‘i(iD, := (‘,, :. 0. 
Nach Lemma 1 folgt 
Aus 
folgt wegen (1) und den Voraussetzungen iiber ,u 
Nach den S%zen 3 und 4 hat x - c,, mindestens n Nullstellen. @ is defmit, 
also haben wegen (2) die Funktionen x - z‘1 , x - l:.l und somit au’ch 1‘1 - r-‘i 
mindestens dieselben y1 Nullstellen. Da I/ ein Haarscher Teilraum ist, folgt 
z’l ~- I’.? . Q.E.D. 
Betnerkung. Statt in der Orlicz- oder LuxemburgPNorm zu approxi- 
mieren, liegt es im Falle stetiger Youngscher Funktionen @ nahe. Approxi- 
mationen bzgl. des Modulars 
zu betrachten. Mit den hier verwendeten Methoden kann man die %tze 4 
bis 6 (bei Satz 6 sol1 @ die il,-Bedingung erfiillen) auf die modulare Approxi- 
mation iibertragen. Jm Falle zweimal stetig differenzierbarer Youngscher 
Funktionen (d.i. unabhiingig von der d,-Bedingung) haben Walsh und 
Motzkin [ 121 verwandte Ergebnisse erhalten. 
4. ABSCHATZUNG DES ~-TEN FEHLERS IN DER LO(p) APPROXIMATION 
Mit den Sgtzen iiber das Nullstellenverhalten der Fehlerfunktion IgIJt sich 
die folgende Aussage beweisen, die im Falle L” gerade den bekannten 
Bernsteinschen Satz (s. [5, S.771) erggbe (E.L wie in $2). 
80 KOSMOL 
SAT2 7. sei @ eine stetige Youngsche Funktiotl. die defi’nit oa’er deren 
rechtsseitige Ahleitmg @’ stetig ist. Die Fanktiomll .\-. .j’ c C[a, h] rl@en in 
[a, h] Ableitungen his rur Ordnutlg (II I) besitzetr. Fiir die (n I )-ten 
Ableitmgeli xt” : I) UIILI J.('~ ' ) gelte 
Dam besteh t die Ungleichung 
wlobei EizO’(z) _ min,, I ~~ p,, I(~;,) delz n-tell Fehler rler .4pproximatiotl in 
L@(p) (beztiglich der j,uxe,llburg~-Nonli~ /Itit Pol~wo~~~et~ his xwn Grade n 
bedeutet. 
Fiir L” s. [I I, S. 4771). 
Zum Beweis beniitigen wir das 
LEMMA 2. Die FunI;tiorle~l x. ~3 E C[a, b] :miige/l i/l [a, b] Ableitutlgetl his 
xv Ordwng (n )- I ) besitzen und fiir die (M + I)-ten Ableitungerz x(” Ii and 
4 ,(i,rl) ge[tr 
$‘I ‘qt)! s< J -01 i I)(t) ,fiir a//e t E [u. h]. (*) 
Dam besteht die Ungleichung 
q,(t)1 <-I ’ qs(t) ,fiir alle t E [a. I>]. 
Mlobei q, ~~ x ~~ x,1 L4lld qr y  ~-- .v,~ die Reste der /I~terpolationspol~~~~o~ne 
X, LOX/ J’n . w x bzw. -v/h dieselbelz Interpolationsknoterl bedeuten. 
Beweis (nach Tsenozl [ 1 1, S. 4731). Die Hilfsfunktion 
x(t) - x,(t). .Y(.S) ~~ b,,(S) 
z(s) = J’(f) -- yn(t), J’(S) -- J’n(S) 1 
hat in s == t E [a, b] und in den (II + 1) Interpolationsknoten Nullstellen. 
Also findet man ein sO e [a, b] in dem die (n J I)-te Ableitung 
? (n+1)(4 
r(t) -- s,(t), xcn I’(s) ’ 
gleich Null ist, d.h. 
x(“+l’(s”) (is(t) = y(~~+qs(,) q&t), 
und aus (*) folgt die Behauptung. Q.E.D. 
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Ber~eis des Satzes. Es gibt Polynome p1 und pZ vom Grad .‘I 17. so daR 
( .Y - y, I’(o) ~- E;:‘(s) 
und 
1’ J’ -- pL II(,) =:r E’O)( J’) 
r, . 
Nach den Sgtzen 3 und 5 hat die Funktion 
mindestens (n + I) Nullstellen. 
Wghlen wir aus diesen Nullstellen (17 ;- 1) als lnterpolationsknoten und 
bezeichnen wir mit p das dazugeh6rige Interpolationspolynom ZLI x, dann 
ist nach dem Lemma 2 
I x(t) - p(t); y. 1 y(t) - p2(*)’ fiir alle t E [a, 61, 
also such wegen der Monotonie der Norm I1 ~1~~) 
So wie bei der CebySew Approximation (s. [5, S. 781) liefert jetzt der 
Satz 7 eine Abschatzung des M-ten Fehlers in der L@(p) Approximation: 
ZUSATZ. Seien @ und p wie im Sat= 7. Besitzt die Funktion x im Inter&l 
[a. b] eine (17 4 I )-te Ableitw7g x (W I), die entweder der Ungleichung 
0 .< o( .:I ,-p+l’(t) ‘2; p fiir alle t E [a, b] (1) 
oder der Ungleichur7g 
0 ,; CY :g -.~(“+~)(t) < p fiir ulle t E [u, b] (2) 
geniigt, dunn ist 
xE, “(t ‘l-l) ,#(t”‘klj 
(n + I)! (17$1)! . 
Gilt unstelEe L’o}~ (1) oder (2) nur die Ut7gleichung 




(n -t I) !  . 
640/8!1-7 
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Der Beweis ergibt sich durch Anwendung von Satz 7 auf die Funktionen 
x-(t) und c(t”+‘/(n -I I)!). 
(1) Im Falle &%[a, h] (p wie in $2) bestimmt das Schmidtsche Ortho- 
normalisierungsverfahren aus den Polynomen ein orthonormiertes System 
(eindeutig). Bezeichnen wir mit n,, , den ftihrenden Koefhzienten (positiv 
gesetzt) des Polynoms vom Grad (n ~1.. I). so ist 
(2) Fur das Lebesgue-MaD und das Interval1 [- 1, + I] haben die cebysew- 
Polynome I I. Art 
unter allen Polynomen mit ftihrenden Koefhzienten I in L, den kleinsten 
Abstand von Null. Es ist 
(s. [IO, s. 711). 
Zur Berechnung der besten L@(p)-Approximation 11,~ = xz,“_, a,ti (@ und @’ 
stetig) von t”Tr mit Polynomen vom Grad b’ II liefert der Satz 2 folgendes 
Gleichungssystem 
und 
Allgemeiner: 1st @ und @’ stetig, x E !W’(/i) und 1; ein n-dimensionaler 
Teilraum von 9X@(p) mit der Basis z’~ , t‘9 . . . . . I‘, , dann kann nach Satz 2 und 
Lemma 1 die beste L”(p)-Approximation I’ ~- CL, CELL’, von x beztiglich V 
in der Luxemburg-Norm aus folgendem Gleichungssystem ermittelt werden: 
f i @,’ 
‘x - cTcl ajc, (k = 1, 2,..., n) 
-T a 




x - c;=,, Uf”i @ _______ dp = I 
T  G:1 1 
fiir LD (s. [13, S. 391). 
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