Abstract-In this paper we introduce a reliable multicast concept for Device-to-Device (D2D) communication integrated into cellular network. In addition to the introduction of the basic concept, initial simulation results are presented as well. Clustering closely located devices which have local communication needs is a feasible and efficient way of solving the increasing data traffic requirements in the future cellular network. Reliable D2D multicast concept introduced in this paper is designed to be scalable and efficient solution for local communication needs such as file transfer and even streaming services. Due to the network involvement in controlling the local D2D communication, sufficient quality of service can be guaranteed. In addition, due to the flexible mode switching between direct and cellular modes in the integrated operation the service continuity can be provided.
I. INTRODUCTION
In a time span of just few years the growth of video and other data intensive traffic in the internet has been tremendous [1] . With the advent of 4G technologies and very capable handheld devices, it is certain that the amount of video traffic will see a manifold increase in cellular networks. The following research topics have gained interest to help alleviate the ever-growing need for bandwidth in cellular networks: Direct communication (device-to-device, D2D) and feature utilizing direct communication interface clustering of devices and wireless multicast transmission in the cluster.
In direct communication, terminals transmit data directly to each other without circumventing it through a base station (BS). Current standards enabling direct communication such as Bluetooth and Wireless LAN are often complicated to use and setup, and sometimes induce unnecessary steps at setting up the connection between terminals. They also operate on unlicensed bands and thus cannot guarantee Quality of Service (QoS). The concept of network controlled direct communication in a cellular network not only offers seamless operation and connection setup, but is also able to guarantee QoS since the band is licensed and resources are controlled by the network. Also, the regular cellular connection will always be available as a backup and ensure the service continuity in case the D2D link between devices deteriorates.
Compared to cellular communication, D2D both reduces interference to other users (reduced intercell interference), releases resources and increases the spatial reuse of radio resources, benefiting the network as a whole: The BS doesn't have to process the data D2D terminals are transmitting, thus allowing it to handle more connections. Moreover, direct communication has potential to offer smaller delays, thus better user experience, than its cellular counterpart, since the data doesn't have to traverse first to the BS and from there to the receiver. For the user the D2D setup and mode switching is transparent. The other new technology enabled by direct communication, D2D multicast in the cluster, can offer substantial gainsImagine an information sharing scenario: Typically the user would have to send the same file separately to every receiver. With multicast, one transmission is enough -the same transmission goes to every receiver, saving both time and network resources. The multicast need not be limited to D2D mode. With modifications to the base station, multicast can be used in cellular mode also, providing service continuity to enhance the data sharing in cellular networks.
D2D range depends usually on the available transmission power and the interference environment. D2D communication mode is intended for local communication and thus the practical transmission range is some tens of meters. The key purpose is that it will complement the capabilities of the cellular network at specific sites: For example office blocks, campus areas, concert sites etc. in which potential users are located closely to each other, would be very suitable for applying D2D. At such venues the cellular network runs out of capacity occasionally. With D2D, the BS would be under a lot less strain and capable of housing more calls.
In this paper we concentrate on network controlled D2D and more particularily, multicasting. Network controls the resource allocation and transmission power of the D2D devices and is thus in full control of the interference caused by the D2D. On the other hand, network can also control the cellular to D2D interference. With proper mode selection the QoS and service continuity can be guaranteed for D2D users. Network controlled D2D also has a key advantage over uncoordinated IEEE WCNC 2011 -Network device to device occuring e.g. in the unlicensed band: If the signal quality weakens during a communication session, the network may switch from D2D to cellular connection on the fly -the user need not concern with re-establishing a connection.
First we introduce the known challenges in reliable multicast and then provide some feature proposals for the multicasting concept to combat the challenges. Additionally, we provide initial results for the D2D multicasting concept with limited set of features implemented and compare it to the cellular multicasting.
II. CLUSTER MULTICAST CONCEPT

A. Challenges in Reliable Multicast
Due to the nature of the wireless radio channel, link quality can be dramatically different for each receiver, even if they were located geographically close to each other. In unicast the problem would be mitigated by using a different transfer rate for each, depending on the channel quality. In multicast, transmitting to each receiver at different rates would add the system's complexity and in many cases be impractical. For example, were a streaming video sent to one receiver at a very high transfer rate, and at a lower rate to another, the first receiver would become subject to inacceptably long delays waiting for the second one to catch up. Thus it will become a challenging task to choose an optimal transfer rate for the multicast transmission.
The typical way of solving the problem is to use the worst link's transfer rate for every receiver. This way performance suffers for users with good link quality, but it is ensured that every user receives the data correctly. Because of this, it is important that the mode selection between D2D and cellular is done properly. The mode selection for the cluster communication is examined in more detail in [2] .
In reliable multicast one of the key design challenges is the feedback. Feedback implosion is a known problem (short introduction e.g. in [3] ) and unless it is considered in the design, it limits the scalability of the protocol.
B. TDD duplexing on FDD Uplink
The target system for this D2D concept study is LTE(-A) FDD (Frequency Division Duplexing). To minimize interference and optimize the use of radio resources, D2D uni-and multicast modes were implemented as TDD (Time Division Duplexing) communication, which operates in the FDD uplink channel. This way, downlink channel is left available for cellular communication.
LTE FDD uplink is divided to 10ms radio frames. Each radio frame consists of two 5ms half frames. One half frame is further divided in five 1ms subframes and one subframe to two 0.5ms slots [4] . Fig. 1 illustrates the example TX/RX slot configuration for the communication within the cluster. The 3 subframes downlink are configured for data transmission and 2 uplink subframes for ACK and NACK feedback messages. Feedback scheme presented in the figure is a synchronous hybrid automatic repeat request (HARQ) scheme, where HARQ process feedbacks are mapped to specific UL subframes. The whole feedback process requires 7 HARQ processes and it cycles through in 3.5 radioframes. Feedback delay for processes varies depending on which part of the cycle the certain process is feedbacked. Utilization of different TDD configurations offer possiblity for tradeoff between throughput and delay.
C. HARQ feedback (Common Feedback Region)
Located at medium access control (MAC) layer, HARQ is the lowest level of error correction in LTE. In cluster multicast, HARQ level feedback is handled by joining every receiver's feedback messages into a common feedback region. The selected scheme is a NACK based feedback scheme where only an incorrectly received transmission is indicated back to the transmitter. If a receiver receives the packet correctly it sends no feedback. The multicast HARQ scheme is depicted in the figure 2. Based on the TDD configuration scheme in the previous section the two UL subframes are used for the feedback which enables that up to 4 HARQ processes can be mapped with the current scheme. Which HARQ processes are mapped at which time instant depends on the current subframe in the TDD TX/RX cycle.
D. RLC Feedback
In addition to the well-known HARQ mechanism at the physical layer, also RLC (Radio Link Control) level feedback is needed in order to cope with the residual BLER (Block Error Rate) after HARQ. RLC level retransmissions are based on combining the status reports from the receiving RLC entities. Transmitting side RLC entity is required to keep track of the correctly and incorrectly received RLC PDUs. The RLC feedback combination process is illustrated in figure 3 . Transmitting RLC entity collects the feedback to bitmaps and performs an AND operation. After operation transmitter issues retransmissions for missing segments. Due to the combination with AND operation, certain receiving entities may receive duplicates of individual RLC packets. Duplicates are detected at RLC level and discarded.
Once all the packets have been received correctly by every receiver, the transmitter may move its RLC level transmission window to the next set of packets waiting in the buffer.
E. Co-operative Features
The NACK based feedback scheme also enables cooperative features to be implemented to the multicast concept. The co-operative retransmission scheme is illustrated in the figure 4. In step 1 the cluster head (CH) transmits data to session members. In Step 2 the members transmit feedback according to the scheme mentioned above. If a member has received the data correctly it does not respond anything to the cluster head and sets itself to feedback listening mode. Due to the synchronous operation of HARQ the other members can also listen to the HARQ feedback and retransmit the lost data together in the same HARQ process as illustrated in the step 3. The member which did not receive the original transmission correctly can combine the multiple transmissions made by the cooperating members nearby and thus increase the probability for correct reception of the retransmission. The devices that do not hear each others feedback transmission will not participate in the co-operative retransmission.
However there are few challenges in this co-operative retransmission scheme:
• Feedback misinterpretation (decoding) errors. In case a NACK-based mutual signaling feedback scheme is used, the discontinuous transmission (DTX) is considered as an ACK and only NACK is transmitted. If even one of the nearby devices then decodes the DTX transmission to NACK it will retransmit and possibly interfere with the cluster head transmission of new data on that certain HARQ process.
• How to select the candidates for retransmission? Assuming that the original transmitter always retransmits it may not be useful that every member which has received data correctly participates in co-operative retransmission. 
F. Cluster Management Based on Feedback
By adding some intelligence into the handling of feedback messages, the cluster head can use them for managing the cluster members.
The NACKs from users can be soft combined with the common resource allocation as described in subsection II-C. The other option is to individually decode the NACKs with user specific sequence like cyclic shift CAZAC sequence and Walsh-Hadamard codes. Also, both techniques can be used in tandem.
For example, the NACKs for the first N transmissions would be soft combined since a lot of users may fail during the period. Then NACKs for the last M transmissions could use the user specific sequence to inform the transmitting device which user still failed.
With the help of the individually coded NACKs, transmitter will know exactly which receivers perform worst in a long term. This information could be used for intelligent cluster group management and in an efficient way.
III. NS-2 IMPLEMENTATION
A. General Description of the NS-2 Simulator
Network simulator 2 (NS-2) is a discrete event simulator targeted at networking research [5] . Programmed in C++ and OTcl languages, it is popular for its extensibility (due to the open source model) and of course, for being free of charge.
We have extended the NS-2 simulator to model accurately an LTE FDD system. In addition, D2D and direct multicast and cellular multicast features have been added to the model. Here the D2D communication operates on uplink band of the FDD cellular system.
The radio channel properties such as shadowing, penetration and path loss, doppler etc. are based on standards [6] and [7] . The link-to-system level interface is realized by employing exponential effective SINR mapping (EESM), which is explained in more detail in [8] .
The network model supports user equipment (UE), BS, FBS (femto base station), TCP/IP router and core network nodes. The emphasis of this research is on data traffic, so the protocol stacks of the nodes are modeled accurately at user plane. The protocol stacks are inspected in more detail in subsection III-B. Control plane layers are also present in the nodes, but modeled in less detail.
Several traffic sources are available in the extended simulator: voice, data or streaming video sources. Voice sources are modeled as VoIP sources with AMR 12.2 codec. Data sources are HTTP and FTP sources, whereas streaming video sources are MPEG4 coded video sources. The traffic source models are based on [9] , [10] and [11] .
B. Protocol Stack Implementation
The user plane (data) protocol stacks for HTTP and FTP traffic are presented in figure 5 . The protocol stacks for VoIP and streaming video differ from fig. 5 in that instead of TCP, they employ RTP/UDP over the IP layer. In figure 5 , SAE GW represents a network core entity. The eNB stands for enhanced node B, which is base station in LTE terminology. S1 and U1 are the interfaces between different nodes.
Cellular mode packets go through the normal LTE protocol stack, whereas D2D packets are diverted to a separate D2D RLC/MAC stack by the PDCP layer. The D2D packets return to the normal LTE stack at PHY layer.
C. eNB forwarding mode
In cellular multicast the core network latencies are omitted by utilizing a so-called eNB forwarding mode. In this mode eNB is able to route internally the data, for which the source and destination cell is the same. In addition the eNB is able to multicast on downlink the data which is transmitted on uplink by a multicasting device.
D. Implementation Assumptions
In this study we assume several simplifications to the D2D and multicast implementations.
• Since the cluster management is not the main topic of this research, cluster members are pre-defined in the beginning of simulations and kept the same until the end of the simulation run.
• At HARQ level, common feedback is used in multicast, but the co-operative retransmission scheme is not utilized in the simulations. Only the original transmitter sends the retransmission and every device in the cluster receives it. The devices that receive a duplicate will drop the duplicate packet (Fig. 6 ).
• RLC level feedback is not present in multicast. 
IV. SIMULATIONS
A. Simulation Scenarios
The cell layout is one isolated cell with one sector. Only one multicast pair was placed in the cell and thus the interference and scheduling delays were omitted. Two cases were selected to study throughput performance and delay performance separately. Throughput performance (Scenario 1) was studied by using a full buffer traffic model, in which recording of delay and packet loss statistics were ignored. Delay performance (Scenario 2) was studied by generating low amount of traffic on application layer so that the buffering delay would not affect to the performance.
In these initial simulations, the HARQ with NACK based feedback scheme and RLC in UM mode were active. Utilization of co-operative features were omitted from these initial simulations. Also only one TDD configuration was used. We present four different multicast scenarios: The first is a cellular multicast case in which the transmitting device transmits to uplink and eNB then multicasts the transmission to receiveing cluster members. The other three are D2D multicast cases in which the receiving cluster members are placed at 50 m, 25 m and 5 m distance from the transmitting device. To rule out the scheduling delays at eNB in these simulations no other traffic is generated in the cell and the transmitting device was scheduled in every subframe.
The main simulation parameters are presented in table I.
B. Simulation Results
Simulation results for the Scenario 1 are presented in the figure 7. Results are plotted as CDF curves of the average throughputs observed in the different simulation drops. Different scenarios are named as "5m", "25m", "50m" for D2D multicast and as "Cell" for the cellular multicast. Firstly it can be noted that the D2D throughputs at all distances have less variation than the cellular case. One reason for this is that the D2D performance is not sensitive to the cluster's location in the cell as the cellular multicast performance is very dependent on the transmitting device's distance from the eNB.
As it can be observed from the throughput figure the D2D multicast on 5m distance has very solid performance, but in some cases the Cell outperforms the direct multicast. Basically this is due to the different duplexing machanisms. Cellular multicast operates in FDD mode and with good link quality toward the eNB the transmitting device is able to use highest available MCS (Modulation and Coding Scheme) and transmit constantly. D2D multicast operates on TDD mode the performance is mainly limited by the TDD subframe configuration. Here the maximum observed throughput for D2D is roughly 3/5 of the maximum cellular throughput due the 3 DL/2UL subframe configuration. However, especially in the 5m case the high SNR due to the short distance would enable the use of higher order modulations to further enchance the performance of the D2D multicast.
One other aspect that has to be considered when comparing the performance between cellular and D2D multicast cases. The results could be further scaled with spectral efficiency considerations. Cellular multicast requires resources from both uplink and downlink where as the D2D multicast only occupies the uplink resource. Also the feedback resources for the D2D multicast could be mapped to PUCCH (Physical Uplink Control Channel, a shared frequency/time resource reserved for User Equipment (UE) to transmit L1/L2 uplink control information) with negligible resource requirements for the HARQ feedback. This consideration would further improve spectral efficiency of D2D multicast.
Although the transmission power was fixed for D2D multicast in these simulations, the D2D could also enable power savings at the transmitting device especially with small distances.
Results for the Scenario 2, delay performance, are presented in the figure 8. As in figure 7 the results are plotted as CDF curves of average values of each simulation drop. The delay results are recorded at the receiver side on top of the PDCP layer. Cellular multicast results include the delays of both uplink and downlink. As mentioned in the previous section the scheduling delays and core network delays were omitted from the delay calculations.
The delay performance retells the story that was observed from the throughput performance results. D2D multicast scheme has smaller variation in average delays and the overall delay performance is better than with cellular multicast, for the 5m and 25m the difference is significant. One thing affecting the cellular multicast delay is the BLER target and increased number of retransmissions due to the transmitter's uplink link quality. For D2D multicasting the selected TDD configuration plays also a role here: although the 3DL/2UL configuration may not be the best selection in terms of throughput for such highly asymmetric service as file sharing the delay performance is good. The utilization of TDD offers flexibility and possiblity for tradeoff between delay and throughput, based on the QoS requirements.
Based on the simulation results and observation following summary could be composed:
• The smaller variation on the throughput and delay in D2D multicasting cases would be useful to efficiently offer the advanced services such as the steaming services characterized by the constant bitrate (CBR) and delay sensitivity.
• Different from the performance of cell edge UEs in the cellular multicasting cases, D2D multicasting performance is not sensitive to the receving members' location in the cell. Instead, it is more sensitive to the proximity of cluster members.
• eNB controlled D2D multicasting is promising to improve the performance of the cell edge UEs, thereby complementing the cellular multicasting transmission.
• The delay performance is significantly improved.
Throughput performance is superior when spectral efficiency is considered Fig. 7 . Throughput values for D2D and cellular modes.
V. CONCLUSIONS In this paper we presented the set of features to support reliable D2D multicasting utilizing cellular resources. Also initial simulation results were provided to show that direct communication can enhance the throughput between closely located devices. All in all, D2D yields possibilities for great increases in throughput and also presents possibility for smaller delays compared to cellular multicast. As further work, the different features proposed in this paper could be implemented and the concept verified with additional simulations.
