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Abstract
Biometric systems are a powerful tool in many forensic disci-
plines in order to aid scientists to evaluate the weight of the
evidence. However, uprising requirements of admissibility in
forensic science demand scientific methods in order to test the
accuracy of the forensic evidence evaluation process. In this
work we analyze and compare several evidence analysis meth-
ods for score-based biometric systems. For all of them, the
score given by the system is transformed into a likelihood ratio
( ) which expresses the weight of the evidence. The accuracy
of each  computation method will be assessed by classical
Tippett plots- We also propose measuring accuracy in terms of
average information given by the evidence evaluation process,
by means of Empirical Cross-Entropy (  ) plots. Prelimi-
nary results are presented using a voice biometric system and
the NIST SRE 2006 experimental protocol.
1. Introduction
Biometric systems aim at automatically recognizing an individ-
ual from any biometric trait, such as their voice, written signa-
ture, face, fingerprint, etc [1]. However, the use of biometric
systems for forensic evidence evaluation is not straightforward
[2]. In particular, the typical architecture of a biometric sys-
tem is score-based, meaning that a matching score is computed
from a biometric sample and a previously enrolled template. Al-
though this matching score can be useful for ranking purposes
or intelligence applications, it is useless as a direct measure of
the weight of the evidence, as it has been previously discussed
in the literature [2, 3, 4, 5]. In this sense, the likelihood ra-
tio ( ) methodology for evidence evaluation [6], proposed in
other forensic disciplines such as DNA or glass analysis, has
been successfully applied to forensic reporting using biometric
systems [3, 7]. A typical  based approach for biometric
systems can be as follows: first, from recovered and control
biometric samples involved in a given forensic case, a biomet-
ric system computes a matching score; then, using databases of
biometric material, the score is transformed into a  value,
which represents the weight of the evidence in such given com-
parison. This approach has the advantage of keeping the score-
based architecture of the system unchanged, and therefore it can
be applied to any biometric system yielding matching scores.
In order to be successfully used for evidence evaluation,
biometric systems should consider the emerging requirements
in forensic identification [8]. In particular, the scientific as-
sessment of the accuracy of forensic disciplines is important
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regarding the admissibility of a given procedure in court. In
this work, we assess the accuracy of several  computation
methods for score-based biometric systems using an experimen-
tal and scientific procedure. Preliminary results in this short
paper present two techniques, namely suspect-independent and
suspect-adapted  computation from matching scores. The
accuracy of the techniques will be measured in the form of clas-
sical Tippett plots. We also propose an information-theoretical
framework for accuracy assessment, namely Empirical Cross-
Entropy (  ) plots. These   plots show the amount of
information lost in the inferential process about the identity of
the source. This loss may be due either to inaccuracies in the
 computation process or to the intrinsic non-perfect discrim-
inating power of the matching scores. An ATVS-UAM voice
biometric system has been used in order to generate prelimi-
nary results, using the NIST Speaker Recognition Evaluation
2006 (NIST SRE 2006) protocol. For the final presentation, re-
sults using other  computation techniques such as logistic
regression will be presented, as well as results for other biomet-
ric traits such as fingerprint or on-line written signature.
2.  computation methods for score-based
biometric systems
The starting point for  computation for score-based bio-
metric systems is the matching score. The transformation
of the score into the  value has been classically per-
formed by generative models [3, 7], where within-source and
between-source variations are modelled from same-source and
different-source matching scores respectively. For preliminary
results in this short paper we will use two of such techniques,
namely suspect-independent and suspect-adapted  compu-
tation. The suspect-independent method proposes a framework
where an accurate model of the within-source distribution for
a given suspect can be obtained using same-source scores from
different individuals in the same conditions. On the other hand,
the suspect-adapted method obtains the within-source distribu-
tion from same-source scores coming from the suspect involved
in the case, adapting it from a global, suspect-independent dis-
tribution. Therefore, an adapted within-source pdf is obtained.
See [9, 5] for details.
2.1. Accuracy assessment and representation
In this work, we use two methods for the assessment of the ac-
curacy of  values, namely Tippett and ECE plots. Tippett
plots have been classically used for empirical performance as-
sessment of evidence evaluation [10]. They represent the pro-
portion of same-source and different-source comparisons whose
 exceed a given value. Important values shown by these
curves are the actual distributions of the  values for the
given experimental set-up, and the rates of misleading evidence,
defined as the proportion of  values giving support to the
wrong hypotheses. Details can be found in [10]. Example of
Tippett plots can be found in Figure 1.
We also propose an information-theoretical representation
of accuracy, namely Empirical Cross-Entropy (  ) plots,
which computes and represents the value of   for each prior
probability in a partition of the     range.   can be in-
terpreted as the mean information over different comparisons
which is needed in order to know whether the control and re-
covered biometric samples actually come from the same source
or not [11]. Figure 2 shows examples of   plots. The solid
curve is the   (average information loss) of the  values.
For a given prior probability, the higher this   curve, the
higher the information needed on average in order to know the
true hypothesis, and therefore the worse the evidence evalua-
tion process. As the prior probability is province of the court
and may be even unknown by the forensic scientist,   is
represented for a wide range of possible values of the prior.
Also, the dashed curve represents the accuracy of the experi-
mental set of  values after a calibration algorithm, namely
Pool Adjacent Violators (PAV) [12]. The PAV transformation
obtains a calibrated set of  values [13], but it is needed to
know whether the recovered and control material come from the
same source or not for each comparison. Therefore, calibrated
 values can only be obtained by PAV for an experimental
database where the answers of the hypothesis are known, but
not in real casework. Details about   plots and their inter-
pretation can be found in [11, 5].   is in essence the aver-
age value over different comparisons of the logarithmic strictly
proper scoring rule. Such a value has been proposed in the
statistics literature in order to evaluate opinions expressed in
the form of posterior probabilities (forecasts) [13].
3. Preliminary results
The scores needed for  computation have been obtained
using the ATVS GMM-UBM-MAP system, which is based on
modelling the likelihoods of the speaker data using an adapted
Gaussian Mixture Model (GMM) from an Universal Back-
ground Model (UBM). Details can be found in [14]. Experi-
ments have been performed using the evaluation protocol pro-
posed in NIST 2006 SRE for the 1 conversation side training
and 1 conversation side testing task (1c-1c, see [15] for details).
More than comparisons have been performed in this condition.
3.1. Results
Figure 1 shows Tippett plots illustrating the distribution of the
matching scores (as given by the biometric system) and the 
values for both compared methods. In Figure 1a, it can be seen
that the magnitude of the strength of misleading evidence (
values supporting the wrong hypothesis) is high for the scores
for different-source  values, which suggests a bad accuracy
if the scores are going to be used directly as     values.
On the other hand, after  computation the rate of misleading
evidence is quite limited for both presented techniques (Figures
1b-c). However the Tippett plots do not allow us to easily con-
clude which  computation method is more accurate.
Figure 2 shows the performance for the presented  com-
putation techniques in the form of   plots. It can be seen
that for values of the prior log-odds between   and  , the
  of the scores (Figure 2a, solid line) is higher than for all
 values computed using the presented techniques. It is also
observed that such   value is far from the calibrated system
after PAV. That means that if the matching scores are directly
used as     values they will lead to a loss of information
due to miscalibration, on average over different comparisons.
However,   (solid curve) dramatically reduces after 
computation, and therefore the fact finder will need less aver-
age information in order to know whether the recovered and the
control biometric samples come from the same source. Finally,
for both  computation schemes presented, the   after
PAV calibration (dashed curve) is near the   of the  val-
ues computed (solid curve), which demonstrates the good cali-
bration performance of these methods.
4. Conclusions
This short paper has presented preliminary results comparing
the accuracy of several methods for the evaluation of the ev-
idence using score-based biometric systems. The assessment
of the accuracy has been presented in the form of Tippett plots,
and also by means of information-theoretical measures based on
empirical cross-entropy (  ). Both assessment techniques,
added to a clear and standard protocol such as those developed
by NIST in their yearly SREs, give a method to perform the ac-
curacy assessment of the evidence evaluation process in a sci-
entific way, according to the recent demands in forensic sci-
ence. Results show that suspect-adapted  computation out-
performs a suspect-independent approach in voice biometrics.
For the final presentation, results will be extended with addi-
tional methods for  computation from scores, such as lo-
gistic regression. Moreover, results using other biometric traits
such as fingerprint or on-line written signature will be also pre-
sented.
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Figure 1: Tippett plots showing distribution of matching scores and       values for the ATVS-UAM GMM-UBM system for
different  computation methods.
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Figure 2:   plots showing the discrimination and calibration performance of the ATVS-UAM GMM-UBM system using
information-theoretical magnitudes, for the matching scores directly given by the system and the different compared  computa-
tion methods.
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