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(Dated: October 8, 2018)
Recently introduced time-dependent renormalized-natural-orbital theory (TDRNOT) is based on the equa-
tions of motion for the so-called natural orbitals, i.e., the eigenfunctions of the one-body reduced density matrix.
Exact TDRNOT can be formulated for any time-dependent two-electron system in either spin configuration. In
this paper, the method is tested against high-order harmonic generation (HHG) and Fano profiles in absorp-
tion spectra with the help of a numerically exactly solvable one-dimensional model He atom, starting from the
spin-singlet ground state. Such benchmarks are challenging because Fano profiles originate from transitions
involving autoionizing states, and HHG is a strong-field phenomenon well beyond linear response. TDRNOT
with just one natural orbital per spin in the helium spin-singlet case is equivalent to time-dependent Hartree-
Fock or time-dependent density functional theory (TDDFT) in exact exchange-only approximation. It is not
unexpected that TDDFT fails in reproducing Fano profiles due to the lack of doubly excited, autoionizing states.
HHG spectra, on the other hand, are widely believed to be well-captured by TDDFT. However, HHG spectra of
helium may display a second plateau that originates from simultaneous HHG in He+ and neutral He. It is found
that already TDRNOT with two natural orbitals per spin is sufficient to capture this effect as well as the Fano
profiles on a qualitative level. With more natural orbitals (6–8 per spin) quantitative agreement can be reached.
Errors due to the truncation to a finite number of orbitals are identified.
PACS numbers: 32.80.Rm , 31.15.ee , 31.70.Hq , 33.20.Xx , 33.80.Rv
I. INTRODUCTION
Time-dependent few and many-body methods for driven
quantum dynamics beyond linear response are urgently
needed both to study fundamental effects and for possible
technological applications (involving strong light fields, for
instance). Depending on the system studied, the “exact”
solution would involve the numerical solution of the time-
dependent Schrödinger, Pauli, Klein-Gordon, or Dirac equa-
tion, possibly with quantized electromagnetic field. Unfortu-
nately, this is—in full dimensionality and with strong, long-
wavelength lasers—even in the simplest case of the time-
dependent Schrödinger equation (TDSE) possible only for (at
most) two particles.
The most widely used and favorably scaling approach to
electronic structure problems is density functional theory
[1, 2]. Its time-dependent version, time-dependent density
functional theory (TDDFT) [3, 4], often misses important cor-
relation effects [5, 6]. Other, more systematic approaches
such as multi-configurational time-dependent Hartree-Fock
(MCTDHF) [7, 8] and variants of it [9, 10] or time-dependent
configuration interaction (TDCI) [11–13] and related ap-
proaches [14, 15] are (much) more demanding but capture
correlation effects better [16, 17]. Recently, we have in-
troduced time-dependent renormalized-natural-orbital theory
(TDRNOT) [18–20], which is based on equations of motion
for the so-called natural orbitals (NOs), i.e., the eigenfunc-
tions of the one-body reduced density matrix (1RDM) [21–
25]. While the proof that the natural orbitals form the best ba-
sis is restricted to two electrons [26], the educated guess (and
hope) is that TDRNOT calculations with a very limited num-
ber of NOs allow to well surpass TDDFT with relatively little
computational overhead. In recent papers, we have demon-
strated already that TDRNOT performs well in treating phe-
nomena where TDDFT with known exchange-correlation po-
tentials fail, e.g., autoionization [18], Rabi flopping [19], and
nonsequential ionization [20]. In this work, we will continue
along the same line by focusing on the emission and absorp-
tion of radiation. In fact, high-harmonic generation (HHG)
and absorption spectroscopy (AS) are of eminent importance
in stong-field laser physics. HHG is the basis of “attosec-
ond science” [27, 28] while transient AS provides all-optical
means to follow correlated processes in matter [29, 30].
The paper is organized as follows. The theoretical methods
and the way to calculate spectra are described in Sec. II. In
Sec. III we benchmark the performance of TDRNOT on HHG
spectra and Fano profiles, before we conclude and give an out-
look in Sec. IV. Some of the detailed derivations are given in
Appendices A and B.
Atomic units (a.u.) are used throughout unless noted other-
wise.
II. THEORETICAL METHODS
By numerically solving the time-dependent Schrödinger
equation (TDSE) for a one-dimensional helium atom in the
laser field exactly, we obtain a reference result for the cor-
responding TDRNOT calculation involving N NOs. With
increasing N the TDRNOT spectra should converge to the
TDSE results, as the TDRNOT equations of motion (EOM)
are exact for two electrons. In this Section the model atom,
the EOM, and the method to calculate the absorption spectra
are introduced.
2A. Model helium atom
The Hamiltonian of the widely used [5, 6, 31–36] one-
dimensional helium model atom is
Hˆ(1,2)(t) = hˆ(1)(t) + hˆ(2)(t) + vˆ(1,2)ee − iΓˆ (1)e − iΓˆ (2)e (1)
where upper indices indicate the action on either electron 1,
electron 2, or both. The single-particle Hamiltonian reads
hˆ(t) = hˆA + hˆL(t) with
hˆA =
pˆ2
2
− 2√
xˆ2 + εne
, (2)
hˆL(t) = E(t)xˆ (3)
(dipole approximation and length gauge), the electron-
electron interaction
vˆ(1,2)ee =
1√(
xˆ(1) − xˆ(2))2 + εee , (4)
and −iΓˆe is an imaginary potential to absorb outgoing elec-
tron flux. The electron-ion smoothing parameter εne = 0.50
is chosen such that the groundstate energy of He+, EHe+0 =
−2.0, is recovered. The electron-electron smoothing param-
eter εee = 0.33 is tuned to yield the neutral-He energy
EHe0 = −2.9.
B. Equations of motion (EOM)
For a helium atom, the TDSE
i
∂
∂t
|Φ(t)〉 = Hˆ(1,2)(t)|Φ(t)〉 (5)
describes the time evolution of the two-electron state |Φ(t)〉.
The starting point for TDRNOT in the two-electron case is the
pure 2-body density matrix(2DM)
γˆ2(t) = |Φ(t)〉〈Φ(t)|. (6)
From the TDSE (5) the EOM for the 2DM
i ˙ˆγ2(t) =
[
hˆ(1)(t) + hˆ(2)(t) + vˆ(1,2)ee , γˆ2(t)
]
− i
[
Γˆ
(1)
e + Γˆ
(2)
e , γˆ2(t)
]
+
(7)
results. The 1RDM γˆ1(t) reads
γˆ1(t) =
2∑
i=1
Tri γˆ2(t) = 2Tr1 γˆ2(t) = 2Tr2 γˆ2(t), (8)
where the partial trace Tri means tracing out all degrees of
freedom of particle i. The EOM for γˆ1 can be derived by
taking the time derivative of (8),
i ˙ˆγ1(t) =
[
hˆ(t), γˆ1(t)
]
+ 2Tr2 [vˆee, γˆ2(t)]− i
[
Γˆe, γˆ1(t)
]
+
− 2iTr2
[
Γˆ
(2)
e , γˆ2(t)
]
+
.
(9)
The NOs |k(t)〉 and occupation numbers (ONs) nk(t) are de-
fined as eigenstates and eigenvalues of the 1RDM, respec-
tively,
γˆ1(t)|k(t)〉 = nk(t)|k(t)〉. (10)
As γˆ1(t) is hermitian, the ONs nk(t) are real and the NOs
|k(t)〉 form an orthonormal complete basis set. Renormalized
NOs (RNOs) are defined as
|k˜(t)〉 =
√
nk(t)|k(t)〉 (11)
so that
γˆ1(t) =
∑
k
|k˜(t)〉〈k˜(t)|, (12)
and γˆ2(t) can be expanded in RNOs as
γˆ2(t) =
∑
ijkl
γ˜2,ijkl(t)|˜i(t)〉|j˜(t)〉〈k˜(t)|〈l˜(t)|. (13)
The EOM for the RNOs read
i∂t|n˜〉 =
(
hˆ(t)− iΓˆe
)
|n˜〉+An(t)|n˜〉
+
∑
k 6=n
Bnk(t)|k˜〉+
∑
k
Cˆnk(t)|k˜〉, (14)
with
An(t) = − 1
nn(t)
Re
∑
jkl
γ˜2,njkl(t)〈k˜l˜|vˆee|n˜j˜〉
− 1
2nn(t)
(
〈n˜|hˆ(t)|n˜〉 − 〈n˜′|hˆ(t)|n˜′〉
)
− 2i
∑
jl
γ˜2,njnl(t)〈l˜|Γˆe|j˜〉,
(15)
Bnk(t) = 2
nk(t)− nn(t)
∑
jpl
[
γ˜2,kjpl(t)〈p˜l˜|vˆee|n˜j˜〉
−γ˜2,plnj(t)〈k˜j˜|vˆee|p˜l˜〉
]
− 2i 1
nn(t)− nk(t) 〈k˜|Γˆe|n˜〉
− 4i nn(t)
nn(t)− nk(t)
∑
jl
γ˜2,kjnl(t)〈l˜|Γˆe|j˜〉, nk(t) 6= nn(t)
(16)
Cˆnk(t) = 2
∑
jl
γ˜2,kjnl(t)〈l˜|vˆee|j˜〉, (17)
and the “prime operator” acting on a positive integer k as
k′ =
{
k + 1 if k odd
k − 1 if k even, k > 0. (18)
For derivations see Appendices A and B. Also, note that the
time argument of the RNOs is suppressed, and we can apply
(16) only if at time t ON nk(t) 6= nn(t) (otherwise see Ap-
pendix A).
3C. Absorption spectra
Let the classical electric field of a laser be polarized in
x direction and propagating in y direction, Ein(t − y/c) =
Ein(t − αy) and the atom be placed at the origin. The laser
field Ein induces a dipole, and the atom responds, generating
a field Egen(y, t) also polarized in x direction. The spectral
distribution S(ω) reads
S(ω) = |E(ω)|2 = 1
2π
∣∣∣∣
∫ +∞
−∞
dtE(y, t)eiωt
∣∣∣∣
2
(19)
where E(y, t) is the total field and E(ω) its Fourier transform
at position y. The total electric field E(y, t) is determined by
the wave equation in propagation direction with a polarization
term as a source [37],(
∂2
∂y2
− 1
c2
∂2
∂t2
)
E(y, t) =
1
ǫ0c2
∂2
∂t2
〈d(t)〉δ(y) (20)
where 〈d(t)〉 is the expectation value of the x component
of the atomic dipole, which is the quantum mechanical
single-atom input obtained from the one-dimensional helium
model. The dipole is 〈d(t)〉 = −∑i〈xi(t)〉 with 〈xi(t)〉 =
〈Φ(t)|xˆ(i)|Φ(t)〉.
The relevant solution of (20) consists of an incoming and
two counter propagating waves, generated by the induced
dipole in the atom,
E(y, t) = Ein(t− αy)
− 2πα
[
θ(y)〈d˙(t− αy)〉+ θ(−y)〈d˙(t+ αy)〉
] (21)
where θ(±y) is the Heaviside step function and 〈d˙(t ± αy)〉
is the expectation value of the dipole velocity. The generated
wave traveling in propagation direction of the incoming pulse
〈d˙(t − αy)〉 may interfere destructively with the latter (ab-
sorption). In order to identify what is absorbed and what is
emitted, the spectrum of the incoming laser field Ein(ω) is
subtracted from the total one [37],
Sresp(ω) = S(ω)− |Ein(ω)|2
=
4π2α2
ω2
|d¨(ω)|2 + 4πα
ω
Im
[
E∗in(ω)d¨(ω)
] (22)
where d¨(ω) is the Fourier transform of the expectation value
of the dipole acceleration. Positive values of Sresp(ω) indicate
emission, negative values absorption.
If |Egen| ≪ |Ein| in the frequency range where the incom-
ing laser has components one can approximate
Sresp(ω) ≈ SLresp(ω) =
4πα
ω
Im
[
E∗in(ω)d¨(ω)
]
. (23)
In HHG we are rather interested in frequencies where the in-
coming laser has no or negligible components, i.e.,
Sresp(ω) ≈ SNLresp(ω) =
4π2α2
ω2
|d¨(ω)|2. (24)
Note that in the literature one finds similar expressions derived
using different approaches leading to, however, different pre-
factors and ω scaling. In [38, 39], for instance, one finds that
SLresp(ω) ∼ 1ω2 Im
[
E∗in(ω)d¨(ω)
]
. The “standard way” to cal-
culate HHG spectra is via SNLresp(ω) ∼ |d¨(ω)|2 (derived from
Larmor’s formula). On the other hand, (24) is in agreement
with quantum-electrodynamical calculations [40].
Numerically, it is advantageous to evaluate d
2
dt2 〈d〉 using
Ehrenfest’s theorem,
d2
dt2
〈d〉 = −2
〈
d
dxi
2√
x2i + εne
〉
− 2A˙(t)
= 2
〈
2xi
(x2i + εne)
3/2
〉
+ 2E(t).
(25)
III. RESULTS
Results from TDRNOT calculations for AS and HHG, to-
gether with the corresponding TDSE benchmarks, will be
presented in this Section. All results were obtained starting
from the spin-singlet ground state, which was calculated via
imaginary-time propagation. Real-time propagation was per-
formed with enabled imaginary potential on a grid with 500
grid points (in each spatial direction) with a grid spacing of
0.4.
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FIG. 1. (Color online) Absorption spectra calculated using TDSE
and TDRNOT with one and four RNOs. The dashed curve indicates
the spectrum of the incoming laser field.
A. Fano profiles in absorption spectra
A 25-nm (ω = 1.84) linearly polarized Ncyc = 3-cycle
sin2-shaped laser pulse of duration T = 2πNcyc/ω = 10.4 =
0.25 fs was applied to the model helium atom. The vector
potential in dipole approximation reads
A(t) = A0 sin
2
(
ωt
2Ncyc
)
sin(ωt) for 0 ≤ t ≤ T (26)
4and zero otherwise. The chosen peak intensity I0 = (ωA0)2
corresponds to I0 = 1.0× 1012 W/cm2. In order to obtain a
high frequency resolution the quantum propagation was con-
tinued for Tfree = 10000 after the laser pulse. An exponential
decay W (t) = e−βθ(t−T )(t−T ) with β = 2.5 × 10−5 was
multiplied to x¨(t) in order to mimic the decay of excited-state
population due to spontaneous emission.
Figure 1 shows absorption spectra calculated with
TDRNOT using one and four RNOs per spin, together with
the exact TDSE benchmark result. The lines in the fre-
quency interval [0.6, 0.9] correspond to transitions between
the groundstate and singly excited states, the lines lying
within [1.8, 2.2] to transitions involving doubly excited states
where—in a single-particle picture—the lower-energetic elec-
tron is in the first excited level. Note that the strength of
the lines in the frequency range [0.6, 0.9] is sensitive to the
choice of the damping coefficient β. However, for the pur-
pose of benchmarking the TDRNOT results that is not im-
portant as long as the same β is used for both TDSE and
TDRNOT. While the lines involving singly excited states are
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FIG. 2. (Color online) Fano profiles due to doubly excited states
calculated using TDSE and TDRNOT with two, four, six , and eight
RNOs.
present already in the 1RNO calculation, the Fano lineshapes
for ω ∈ [1.8, 2.2] are only reproduced with more than one
RNO per spin. This is not surprising, as one RNO per spin is
equivalent to time-dependent Hartree-Fock, which is identical
to TDDFT in exact-exchange-only approximation. The latter
is known to miss doubly excited states [41].
Figure 2 shows that already the 2RNO result reproduces the
Fano profiles but their position is not yet satisfactory. We find
that by adding more RNOs the convergence to the TDSE re-
sult is “quasi-monotonous,” i.e., it transiently worsens for odd
numbers of RNOs per spin but then improves for the subse-
quent even number. Six RNOs per spin give reasonable spec-
tra if the lowest series of doubly excited states is relevant. We
found that 14 RNOs are required if the next series (with the
lower electron in the second excited level) is involved.
B. HHG spectra
One might expect that the calculation of HHG spectra is
an easy task, even for TDDFT in the simple exact-exchange-
only approximation. However, apart from possible correla-
tion effects one has to keep in mind that the celebrated HHG
cut-off 3.17Up + Ip (with Ip = |E0| the ionization poten-
tial and Up = A20/4 the ponderomotive energy) [42] involves
Ip. Hence, a multiple step-like structure may arise because
of the different Ip for different charge states in multi-electron
systems.
In this HHG part of our work we applied a rather long
(Ncyc = 15), flat-top 800-nm (ω = 0.057) pulse in order
to generate well-defined, sharp harmonic lines. The up and
down ramping was sin2-shaped over two cycles. The peak
intensity of the laser pulse was I0 = 1.0× 1014 W/cm2.
Figure 3 shows the HHG spectra obtained with TDRNOT
using one, two, three, and six RNOs, together with the TDSE
benchmark. The 1RNO result (i.e., TDHF or exact-exchange-
only TDDFT) misses the proper extension of the plateau due
to HHG in He+. Instead, it gives an unphysical second
plateau, which is a replica of the first plateau due to the non-
linearities in the EOM. Note that the laser parameters are not
in the regime where a second plateau due to single-photon
double recombination occurs [43].
The 2RNO spectrum in Fig. 3 reproduces the He+ cut-off
very well. However, unphysical harmonic peaks emerge on
a level of 10−13 well above even the 100th harmonic. The
situation seems to worsen if more RNOs are added. The rea-
son for these unphysical high harmonics is truncation. By
adding more and more RNOs, TDRNOT is able to describe
transitions to more and more doubly excited states. However,
the energetic position of each new series of doubly excited
states is never correct in the first place. It only converges to
the right position if one adds even more RNOs (which bring
new, initially poorly positioned series). These wrong states
are responsible for the unphysical harmonics. Nevertheless
the quantitative agreement improves with increasing number
of RNOs because the harmonics up to the He+ cut-off match
better the TDSE benchmark result. In fact, for 6 RNOs per
spin the TDRNOT and TDSE HHG peaks up to the 63rd
harmonic agree very well. Figure 4 shows the error of the
TDRNOT HHG spectra, i.e., the square of the difference be-
tween the TDRNOT and the TDSE spectrum, integrated over
all frequencies. It is seen that the error decreases with number
of RNOs although not strictly monotonously. Similarly, the
errors in the dipole acceleration 〈d¨〉 (integrated over the laser
pulse duration) and in the density (integrated over space and
the laser pulse duration) were calculated and are included in
Fig. 4.
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FIG. 3. (Color online) Comparison of HHG spectra obtained with TDSE and TDRNOT with one, two, three, and six RNOs. For a better
comparison the TDRNOT spectra are shifted to the right by half a harmonic order. The vertical lines in each panel indicate (from left to right)
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FIG. 4. (Color online) Integrated error for HHG spectra, dipole ac-
celerations 〈d¨〉, and densities in the TDRNOT results for one up to
nine RNOs per spin.
IV. CONCLUSION
In this work, we tested further the recently introduced time-
dependent renormalized-natural-orbital theory (TDRNOT).
The method is based on the equations of motion for the
renormalized natural orbitals (RNOs), i.e., the time-dependent
eigenfunctions of the one-body reduced density matrix, nor-
malized to their eigenvalues. TDRNOT was applied again to
a numerically exactly solvable model helium atom with the
focus on the absorbed and emitted radiation. Both absorption
and high-harmonic generation (HHG) spectra are “simple ob-
servables” in the sense that the single-particle density is suffi-
cient to calculate them. Hence, one could have expected that
time-dependent density functional theory (TDDFT) in exact
exchange-only approximation would work well. However, we
showed that TDRNOT with just one RNO per spin (which
equals TDDFT in exact exchange-only approximation) fails
to reproduce Fano line shapes in absorption spectra due to
the absence of doubly excited states. Adding more RNOs
the Fano line shapes are captured well by TDRNOT. The 1-
RNO or TDDFT result for HHG spectra was qualitatively
wrong because it lacked the correct cut-off originating from
HHG in He+, while predicting an unphysical second plateau.
6Again, with increasing number of RNOs the agreement with
the benchmark result from the exact numerical solution of
the time-dependent Schrödinger equation improves. However,
unphysical HHG peaks at high frequencies emerge because of
the necessary truncation of the number of RNOs.
A TDRNOT implementation for helium in full dimension-
ality is under way. For more than two particles approxima-
tions for the two-body reduced density matrix expansion co-
efficients γ˜2,ijkl(t) in (13) are required. Testing such approx-
imations will be the subject of future work.
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Appendix A: Derivation of EOM
Multiplying (9) from the right with |n˜〉 and using the 2DM
expansion in RNOs (13) one obtains
i ˙ˆγ1(t)|n˜〉 =nn(t)(hˆ(t)− iΓˆe)|n˜〉
−
∑
k
〈k˜|hˆ(t) + iΓˆe|n˜〉|k˜〉
+ 2nn(t)
∑
ijk
γ˜2,ijnk(t)〈k˜|vˆee|j˜〉|˜i〉
− 2
∑
ijkl
γ˜2,ijkl(t)〈k˜l˜|vˆee|n˜j˜〉|˜i〉
− 4inn(t)
∑
ijl
γ˜2,ijnl(t)〈l˜|Γˆe|j˜〉|˜i〉,
(A1)
which multiplied from the left with 〈l˜| leads to
i〈l˜| ˙ˆγ1(t)|n˜〉 = (nn(t)− nl(t)) 〈l˜|hˆ(t)|n˜〉
− i (nn(t) + nl(t)) 〈l˜|Γˆe|n˜〉
+ 2nn(t)
∑
ijk
γ˜2,ijnk(t)〈l˜k˜|vˆee |˜ij˜〉
− [2nl(t)∑
ijk
γ˜2,ijlk(t)〈n˜k˜|vˆee |˜ij˜〉
]∗
− 4inn(t)nl(t)
∑
jk
γ˜2,ljnk(t)〈k˜|Γˆe|j˜〉.
(A2)
Multiplying
˙ˆγ1(t) =
∑
k
| ˙˜k〉〈k˜|+
∑
k
|k˜〉〈 ˙˜k| (A3)
from the right with |n˜〉 and rearranging terms one obtains
nn(t)| ˙˜n〉 = ˙ˆγ1(t)|n˜〉 − 〈 ˙˜n|n˜〉|n˜〉 −
∑
k 6=n
〈 ˙˜k|n˜〉|k˜〉. (A4)
Using the time derivative of the orthogonality relation
〈l˜(t)|n˜(t)〉 = δl,nnn(t),
〈 ˙˜l|n˜〉+ 〈l˜| ˙˜n〉 = δl,nn˙n(t), (A5)
allows us to rewrite (A4) as
| ˙˜n〉 = ˙ˆγ1(t)|n˜〉+ 〈n˜| ˙˜n〉|n˜〉 − n˙n|n˜〉+
∑
k 6=n
〈k˜| ˙˜n〉|k˜〉, (A6)
which is still implicit. However, multiplying (A6) from the
left with 〈l˜| for 〈l˜| = 〈n˜|
n˙n(t) =
1
nn(t)
〈n˜| ˙ˆγ1(t)|n˜〉 = 4 Im
∑
ijl
γ˜2,ijnl(t)〈n˜l˜|vˆee |˜ij˜〉
− 2〈n˜|Γˆe|n˜〉 − 4nn(t)
∑
jl
γ˜2,njnl(t)〈l˜|Γˆe|j˜〉
(A7)
results, for nl(t) 6= nn(t) at time t
〈l˜| ˙˜n〉 = −〈 ˙˜l|n˜〉 = 〈l˜|
˙ˆγ1(t)|n˜〉
nn(t)− nl(t) , (A8)
and for nl(t) = nn(t) at time t if l 6= n
〈l˜| ˙ˆγ1(t)|n˜〉 = 0. (A9)
The last expression, with (A2), yields a conservation rule at
time t for nl(t) = nn(t) and 〈l|n〉 = 0:∑
ijk
γ˜2,ijnk(t)〈l˜k˜|vˆee |˜ij˜〉 − 2i〈l˜|Γˆe|n˜〉
=
∑
ijk
γ˜2,lkij(t)〈˜ij˜|vˆee|n˜k˜〉
+ 4inn(t)
∑
jk
γ˜2,ljnk(t)〈k˜|Γˆe|j˜〉.
(A10)
The condition nl(t) = nn(t) for 〈l|n〉 = 0 means that these
orbitals at time t are degenerate, and one may choose any or-
thogonal pair from the subspace they span.
The term 〈n˜| ˙˜n〉 depends on the phase choice for the RNOs.
In principle one can use any value, keeping in mind that
γ˜2,ijnk(t) will depend on the choice. For the phase conven-
tion introduced in [19] (with slight modifications to ensure
that during imaginary time propagation the norms of RNOs
|n˜〉 and |n˜′〉 remain the same, see Appendix B)
i〈n˜| ˙˜n〉 = 1
2
〈n˜|hˆ|n˜〉+ 1
2
〈n˜′|hˆ|n˜′〉
+Re
∑
ijk
γ˜2,ijnk〈n˜k˜|vˆee |˜ij˜〉+ i n˙n
2
.
(A11)
Inserting (A1), (A11), (A7), and (A8) with (A2) into (A6) one
obtains the explicit EOM for the RNOs (14)–(17).
7Note that we can use (16) to calculate Bnk(t) only if at time
t we have nk(t) 6= nn(t). Otherwise
Bnk(t) = i
nn(t)
〈k˜| ˙˜n〉 − 〈k˜|h(t)|n˜〉
nn(t)
− 2
∑
ijl
γ˜2,kijl(t)〈j˜ l˜|vˆee|n˜i˜〉
nn(t)
− i 〈k˜|Γˆe|n˜〉
nn(t)
− 4i
∑
jl
γ˜2,kjnl(t)〈l˜|Γˆe|j˜〉
(A12)
if nk(t) = nn(t). Without imaginary potential it is always
possible to choose such linear combination that Bnk(t) = 0.
However, with imaginary potential the situation is more com-
plicated. For two-electron systems one can still set Bnn′(t) =
0 but in general it is advisable to use (A12) with some value
for 〈k˜| ˙˜n〉 which does not change γ2,ijnk(t), e.g., 0.
Appendix B: RNO phase convention and proof of (A11)
The two-electron state within a particular phase convention
for the RNOs can be written as [19]
|Φ(t)〉 =
∑
i odd
g˜i(t)
[|˜i˜i′〉 − |˜i′˜i〉] , g˜i(t) = eiϕi√
2ni(t)
.
(B1)
The phase factors eiϕi for the helium singlet can be chosen
eiϕi = 2δk,1 − 1, k odd, (B2)
leading to real expansion coefficients
γ˜2,ijkl(t) = g˜i(t)g˜k(t)δi,j′δk,l′ = (−1)i−k e
i[ϕi−ϕk]
2
√
ni(t)nk(t)
δi,j′δk,l′ . (B3)
Inserting (B1) into the left hand side of the TDSE (5) leads to
Hˆ(1,2)(t)|Φ(t)〉 = i
∑
i odd
˙˜gi(t)
[|˜i˜i′〉 − |˜i′i˜〉]+ i∑
i odd
g˜i(t)
[
|˙˜i˜i′〉+ |˜i˙˜i′〉 − |˙˜i′˜i〉 − |˜i′ ˙˜i〉
]
. (B4)
Multiplying from the left by 2g˜k(t)〈k˜k˜′| for an odd k and making use of 2g˜2k(t)nk(t) = 1 gives
2g˜k(t)〈k˜k˜′|Hˆ(t)|Φ(t)〉 = i
˙˜gk(t)
g˜k(t)
nk(t) + i
(
〈k˜| ˙˜k〉+ 〈k˜′| ˙˜k′〉
)
= i
(
〈k˜| ˙˜k〉+ 〈k˜′| ˙˜k′〉 − n˙k(t)
2
)
. (B5)
Inserting (B1) into the right hand side of (B5) gives
2g˜k(t)〈k˜k˜′|Hˆ(t)|Φ(t)〉 = 〈k˜|hˆ(t)− iΓˆe|k˜〉+ 〈k˜′|hˆ(t)− iΓˆe|k˜′〉+ 2
∑
i odd
g˜i(t)g˜k(t)
[
〈k˜k˜′|vˆee |˜i˜i′〉+ 〈k˜k˜′|vˆee |˜i′˜i〉
]
, (B6)
which, using (A7) and (B3), simplifies to
2g˜k(t)〈k˜k˜′|Hˆ(t)|Φ(t)〉 = 〈k˜|hˆ(t)|k˜〉+ 〈k˜′|hˆ(t)|k˜′〉+ 2Re
∑
ijl
γ˜2,ijkl〈k˜l˜|vˆee |˜ij˜〉+ i n˙k(t)
2
. (B7)
Combining (B5) and (B7) one arrives at
i〈n˜| ˙˜n〉+ i〈n˜′| ˙˜n′〉 = 〈n˜|hˆ(t)|n˜〉+ 〈n˜′|hˆ(t)|n˜′〉+ 2Re
∑
ijl
γ˜2,ijnl〈n˜l˜|vˆee |˜ij˜〉+ in˙n(t). (B8)
There is the freedom to distribute the right hand side between i〈n˜| ˙˜n〉 and i〈n˜′| ˙˜n′〉. We deviate slightly from the choice in [19]
and set
i〈n˜| ˙˜n〉 = i〈n˜′| ˙˜n′〉 =1
2
〈n˜|hˆ(t)|n˜〉+ 1
2
〈n˜′|hˆ(t)|n˜′〉+Re
∑
ijl
γ˜2,ijnl〈n˜l˜|vˆee |˜ij˜〉+ i n˙n(t)
2
, (B9)
which has the advantage that the OCs of RNOs |n〉 and |n′〉 remain automatically equal during imaginary time propagation.
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