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FREE BASIS CONSISTING OF STRICTLY SMALL SECTIONS
ATSUSHI MORIWAKI
ABSTRACT. Let X be a projective arithmetic variety and L a continuous hermitian in-
vertible sheaf on X . In this paper, we would like to consider a mild and appropriate condi-
tion to guarantee that H0(X, nL) has a free basis consisting of strictly small sections for
n≫ 1.
INTRODUCTION
Let X be a d-dimensional projective arithmetic variety and L an invertible sheaf on X .
We fix a continuous hermitian metric | · | of L. In Arakelov geometry, we frequently ask
whether H0(X,L) has a free basis consisting of strictly small sections, that is, sections
whose supremum norm are less than 1. However, we know few about this problem in
general. For example, Zhang [7] proves that H0(X,nL) possesses a free basis as above
for n≫ 1 if the following conditions are satisfied:
(1) XQ is regular, LQ is ample and L is nef on every fiber of X → Spec(Z).
(2) The metric | · | is C∞ and the first Chern form c1(L, | · |) is semipositive.
(3) For some positive integer n0, there are strictly small sections s1, . . . , sl of n0L
such that {x ∈ XQ | s1(x) = · · · = sl(x) = 0} = ∅.
From viewpoint of birational geometry, the ampleness of LQ is rather strong. Through
Example 3.6 and Example 3.7, the base point freeness is not a necessarily condition, but
we can realize that the condition (3) is substantially crucial to find a basis consisting of
strictly small sections. In this paper, we would like to consider the problem under the mild
and appropriate assumption (3) (cf. Corollary B).
Let R be a graded subring of
⊕∞
n=0H
0(X,nL) over Z. For each n, we assign a norm
‖·‖n to Rn ⊗Z R in such a way that
‖s · s′‖n+n′ ≤ ‖s‖n · ‖s′‖n′
holds for all s ∈ Rn ⊗Z R and s′ ∈ Rn′ ⊗Z R. Then
(R, ‖·‖) =
∞⊕
n=0
(Rn, ‖·‖n)
is called a normed graded subring ofL. An important point is that each norm ‖·‖n does not
necessarily arise from the metric of L, so that we can obtain several advantages to proceed
with arguments. The following theorem is one of the main results of this paper.
Theorem A. If R⊗ZQ is noetherian and there are homogeneous elements s1, . . . , sl ∈ R
of positive degree such that {x ∈ XQ | s1(x) = · · · = sl(x) = 0} = ∅, then there is a
positive constant B such that
λZ(Rn, ‖·‖n) ≤ Bn
(d+2)(d−1)/2
(
max
{
‖s1‖
1/ deg(s1), . . . , ‖sl‖
1/ deg(sl)
})n
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for all n ≥ 1, where λZ(Rn, ‖·‖n) is the infimum of the set of real numbers λ such that
there is a free Z-basis x1, . . . , xr of Rn with max{‖x1‖n, . . . , ‖xr‖n} ≤ λ.
This is a consequence of the technical result Theorem 3.1, which also yields variants of
arithmetic Nakai-Moishezon’s criterion (cf. Theorem 4.1 and Theorem 4.2). As a corollary
of the above theorem, we have the following:
Corollary B. LetL be a continuous hermitian invertible sheaf onX . If the above condition
(3) is satisfied, in other words,〈
{s ∈ H0(X,n0L) | ‖s‖sup < 1}
〉
Z
⊗Z OX → n0L
is surjective on XQ for some positive integer n0, then H0(X,nL) has a free Z-basis con-
sisting of strictly small sections for n ≥ 1.
1. NORMED Z-MODULE
Let (V, ‖·‖) be a normed finite dimensional vector space over R, that is, V is a finite
dimensional vector space over R and ‖·‖ is a norm of V . Let α : W → V be an injective
homomorphism of finite dimensional vector spaces overR. If we set ‖w‖W →֒V = ‖α(w)‖
for w ∈ W , then ‖·‖W →֒V gives rise to a norm of W . This is called the subnorm of
W induced by W →֒ V and the norm ‖·‖ of V . Next let β : V → T be a surjective
homomorphism of finite dimensional vector spaces over R. The quotient norm ‖·‖V։T of
T induced by V ։ T and the norm ‖·‖ of V is given by
‖t‖V։T = inf{‖v‖ | β(v) = t}
for t ∈ T . Let (U, ‖·‖) be another normed finite dimensional vector space over R, and let
φ : V → U be a homomorphism over R. The norm ‖φ‖ of φ is defined to be
‖φ‖ = sup{‖φ(v)‖ | v ∈ V, ‖v‖ = 1}.
First let us see the following lemma.
Lemma 1.1. Let (V, ‖·‖) be a normed finite dimensional vector space over R. Let T ⊆
U ⊆W ⊆ V be vector subspaces of V . Then
(‖·‖W →֒V )W։W/U = ((‖·‖V։V/T )W/T →֒V/T )W/T։W/U
holds on W/U .
Proof. Let us consider the following commutative diagram:
W


//


V


W/U


// V/U.
Then, by [3, (2) in Lemma 3.4], we have
(‖·‖W →֒V )W։W/U = (‖·‖V։V/U )W/U →֒V/U .
Moreover, considering the following commutative diagram:
W/T 

//


V/T


W/U 

// V/U,
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if we set ‖·‖′ = ‖·‖V։V/T , then
(‖·‖′V/T։V/U )W/U →֒V/U = (‖·‖
′
W/T →֒V/T )W/T։W/U .
Thus the lemma follows because ‖·‖V։V/U = ‖·‖
′
V/T։V/U by [3, (1) in Lemma 3.4]. 
Let M be a finitely generated Z-module and ‖·‖ a norm of MR := M ⊗Z R. A
pair (M, ‖·‖) is called a normed Z-module. For a normed Z-module (M, ‖·‖), we define
λQ(M, ‖·‖) and λZ(M, ‖·‖) to be
λQ(M, ‖·‖) := inf
{
λ ∈ R
∣∣∣∣ there are e1, . . . , en ∈M such that e1, . . . , enform a basis over Q and ‖ei‖ ≤ λ for all i
}
and
λZ(M, ‖·‖) := inf
{
λ ∈ R
∣∣∣∣ there are e1, . . . , en ∈M such that e1, . . . , en forma free Z-basis of M/Mtor and ‖ei‖ ≤ λ for all i
}
.
Note that if M is a torsion module, then λQ(M, ‖·‖) = λZ(M, ‖·‖) = 0.
Lemma 1.2. λQ(M, ‖·‖) ≤ λZ(M, ‖·‖) ≤ rk(M)λQ(M, ‖·‖).
Proof. See [6, Lemma 1.7 and its consequence]. 
Lemma 1.3. Let (M1, ‖·‖1) and (M2, ‖·‖2) be normed Z-modules, and let φ : M1 →
M2 be a homomorphism such that φ yields an isomorphism over Q. Then we have the
following:
(1) λQ(M2, ‖·‖2) ≤ ‖φ‖λQ(M1, ‖·‖1).
(2) Further we assume that φ is surjective and that φ induces an isometry
((M1)R, ‖·‖1)
∼
−→ ((M2)R, ‖·‖2).
Then λQ(M2, ‖·‖2) = λQ(M1, ‖·‖1).
Proof. (1) Let e1, . . . , en ∈M1 such that e1, . . . , en form a basis of M1 over Q and
max{‖e1‖1, . . . , ‖en‖1} = λQ(M1, ‖·‖1).
Then φ(e1), . . . , φ(en) form a basis of M2 over Q and
‖φ(ei)‖2 ≤ ‖φ‖‖ei‖1 ≤ ‖φ‖λQ(M1, ‖·‖1)
for all i. Thus we have the assertion.
(2) First of all, by (1), λQ(M2, ‖·‖2) ≤ λQ(M1, ‖·‖1). Let y1, . . . , yn ∈ M2 such that
y1, . . . , yn form a basis of M2 over Q and
max{‖y1‖2, . . . , ‖yn‖2} = λQ(M2, ‖·‖2).
For each i, we choose xi ∈ M1 with φ(xi) = yi. Then ‖xi‖1 = ‖yi‖2 for all i. Thus
λQ(M1, ‖·‖1) ≤ λQ(M2, ‖·‖2). 
Proposition 1.4. Let (M1, ‖·‖1), . . . , (Mn, ‖·‖n) be normed Z-modules. For each i with
2 ≤ i ≤ n, let αi : Mi−1 →Mi be a homomorphism such that αi gives rise to an injective
homomorphism over Q. We set
φi = αn ◦ · · · ◦ αi+1 : Mi →Mn
for i = i, . . . , n− 1, and
Qi =
{
Coker(αi : Mi−1 →Mi) if i ≥ 2,
M1 if i = 1
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for i = 1, . . . , n. Then we have
λQ(Mn, ‖·‖n) ≤ λQ(Qn, ‖·‖n,Mn։Qn) +
n−1∑
i=1
‖φi‖λQ(Qi, ‖·‖i,Mi։Qi) rkQi.
Proof. The proof of this proposition can be found in [6, Lemma 5.1]. For reader’s conve-
nience, we reprove it here.
Let ‖·‖′i = ‖·‖n,(Mi)R →֒(Mn)R , that is, the sub-norm induced by the injective homomor-
phism φi : (Mi)R → (Mn)R and the norm ‖·‖n of (Mn)R. First let us see the following
claim.
Claim 1.4.1. λQ(Qi, ‖·‖′i,Mi։Qi) ≤ ‖φi‖λQ(Qi, ‖·‖i,Mi։Qi).
By the definition of ‖φi‖, for x ∈ (Mi)R,
‖x‖i‖φi‖ ≥ ‖φi(x)‖ = ‖x‖
′
i.
Thus, for y ∈ (Qi)R,
‖y‖i,Mi։Qi‖φi‖ ≥ ‖y‖
′
i,Mi։Qi ,
which shows the inequality of the claim. ✷
By Claim 1.4.1, (2) in Lemma 1.3 and replacing Mi with φi(Mi), we may assume that
αi : Mi−1 →֒Mi is an inclusion map and ‖·‖i = ‖·‖n,Mi →֒Mn .
Claim 1.4.2. The assertion holds in the case n = 2, that is,
λQ(M2, ‖·‖2) ≤ λQ(Q2, ‖·‖2,M2։Q2) + λQ(M1, ‖·‖1) rkM1.
Let e1, . . . , es ∈ M1 and f1, . . . , ft ∈ Q2 such that e1, . . . , es and f1, . . . , ft form
bases of M1 and Q2 over Q respectively, and that{
λQ(M1, ‖·‖1) = max{‖e1‖1, . . . , ‖es‖1},
λQ(Q2, ‖·‖2,M2։Q2) = max{‖f1‖2,M2։Q2 , . . . , ‖ft‖2,M2։Q2}.
Let us choose f ′j ∈M2 and f ′′j ∈ (M2)R such that f ′j = fj on Q2, f ′′j = fj on (Q2)R and
that ‖f ′′j ‖2 = ‖fj‖2,M2։Q2 . Since f ′j ⊗ 1− f ′′j ∈ (M1)R, there are aji ∈ R such that
f ′j ⊗ 1− f
′′
j =
∑
i
aji(ei ⊗ 1).
We set gj = f ′j −
∑
i⌊aji⌋ei. Then e1, . . . , es, g1, . . . , gt ∈ M2 form a basis of M2 over
Q. Moreover, as
gj ⊗ 1 = f
′′
j +
∑
i
(aji − ⌊aji⌋)(ei ⊗ 1),
we have
‖gj‖2 ≤ λQ(Q2, ‖·‖2,M2։Q2) + λQ(M1, ‖·‖1) rkM1,
which implies the claim. ✷
We assume n ≥ 3. We set M ′i = Mi/M1 for i = 2, . . . , n and the norm ‖·‖
′
i of M ′i is
given by ‖·‖′i = ‖·‖i,Mi։M ′i . Note that
‖·‖′i = (‖·‖n,Mn։M ′n)M ′i →֒M ′n
by [3, (2) in Lemma 3.4]. Applying the induction hypothesis to
(M ′2, ‖·‖
′
2) →֒ · · · →֒ (M
′
n, ‖·‖
′
n),
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we obtain
λQ(M
′
n, ‖·‖
′
n) ≤ λQ(Qn, ‖·‖
′
n,M ′
n
։Qn
) +
n−1∑
i=2
λQ(Qi, ‖·‖
′
i,M ′
i
։Qi
) rkQi.
Using Lemma 1.1 in the case where
M1 ⊆Mi−1 ⊆Mi ⊆Mn,
we have ‖·‖′i,M ′
i
։Qi
= ‖·‖i,Mi։Qi . Therefore, the above inequality means
(1.4.3) λQ(M ′n, ‖·‖′n) ≤ λQ(Qn, ‖·‖n,Mn։Qn) +
n−1∑
i=2
λQ(Qi, ‖·‖i,Mi։Qi) rkQi.
On the other hand, applying Claim 1.4.2 to the case where (M1, ‖·‖1) →֒ (Mn, ‖·‖n), we
can see
(1.4.4) λQ(Mn, ‖·‖n) ≤ λQ(M ′n, ‖·‖′n) + λQ(M1, ‖·‖1) rkM1,
so that we obtain the assertion combing (1.4.3) with (1.4.4). 
2. NORMED GRADED RING
Let k be a commutative ring with unity and R =
⊕∞
n=0Rn a graded ring over k. Let
M be a R-module and h a positive integer. We say M is a h-graded R-module if M has a
decomposition M =
⊕∞
n=−∞Mn as k-modules and
x ∈ Rn, m ∈Mn′ =⇒ x ·m ∈Mhn+n′
holds for all n ∈ Z≥0 and n′ ∈ Z. For example, if we set R(h) =
⊕∞
n=0Rnh, then R is
a h-graded R(h)-module. Form now on, we assume that k = Z and Rn (resp. Mn) is a
finitely generated Z-module for all n ∈ Z≥0 (resp. n ∈ Z). Let K be either Q or R. We
set RK = R⊗Z K and MK =M ⊗Z K. Then
RK =
∞⊕
n=0
(Rn)K and MK =
∞⊕
n=−∞
(Mn)K,
where (Rn)K = Rn ⊗Z K and (Mn)K = Mn ⊗Z K. Note that RK is a graded ring over K
and MK is a h-graded RK-module. We say
(R, ‖·‖) =
∞⊕
n=0
(Rn, ‖·‖n)
is a normed graded ring over Z if
(1) ‖·‖n is a norm of (Rn)R for each n ∈ Z≥0, and
(2) ‖s · s′‖n+n′ ≤ ‖s‖n‖s′‖n′ holds for all s ∈ (Rn)R and s′ ∈ (Rn′)R.
Similarly,
(M, ‖·‖M ) =
∞⊕
n=−∞
(Mn, ‖·‖Mn)
is called a normed h-graded (R, ‖·‖)-module if
(1)’ ‖·‖Mn is a norm of (Mn)R for each n ∈ Z, and
(2)’ ‖s ·m‖M
hn+n′
≤ ‖s‖n‖m‖M
n′
holds for all s ∈ (Rn)R and m ∈ (Mn′)R.
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Proposition 2.1. Let I be a homogeneous ideal of R and R′ = R/I . Let f : M → Q be
a surjective homomorphism of h-graded R-modules of degree 0, that is, f(Mn) = Qn for
all n ∈ Z. We set
(R′, ‖·‖′) =
∞⊕
n=0
(R′n, ‖·‖
′
n) and (Q, ‖·‖Q) =
∞⊕
n=−∞
(Qn, ‖·‖Qn),
where ‖·‖′n = ‖·‖n,Rn։R′n and ‖·‖Qn = ‖·‖Mn,Mn։Qn . Then we have the following:
(1) (R′, ‖·‖′) is a normed graded ring over Z.
(2) If I ·Q = 0, then (Q, ‖·‖Q) is naturally a normed h-graded (R′, ‖·‖′)-module.
Proof. (1) We need to see that
‖x′ · y′‖′n+n′ ≤ ‖x
′‖′n‖y
′‖′n′
for all x′ ∈ (R′n)R and y′ ∈ (R′n′)R. Indeed, we choose x ∈ (Rn)R and y ∈ (Rn′)R such
that the classes of x and y in R′R are x′ and y′ respectively and that ‖x‖n = ‖x′‖′n and
‖y‖n = ‖y′‖′n′ . Then, as the class of x · y in R′R is x′ · y′,
‖x′ · y′‖′n+n′ ≤ ‖x · y‖n+n′ ≤ ‖x‖n‖y‖n′ = ‖x
′‖′n‖y
′‖′n′ .
(2) It is sufficient to show that
‖x′ · q‖Q
hn+n′
≤ ‖x′‖′n‖q‖Qn′
for all x′ ∈ (R′n)R and q ∈ (Qn′)R, which can be checked in the same way as in (1). 
Next let us observe the following lemma:
Lemma 2.2. We assume the following:
(1) MQ is a finitely generated RQ-module, and Mn = {0} for n < 0.
(2) There are A, e, υ ∈ R>0 such that λQ(Rn, ‖·‖n) ≤ Aneυn for all n ≥ 1.
Then there is A′ ∈ R>0 such that λQ(Mn, ‖·‖Mn) ≤ A
′neυn/h for all n ≥ 1.
Proof. For n ≥ 1, we choose sn,1, . . . , sn,rn ∈ Rn such that sn,1, . . . , sn,rn form a basis
of (Rn)Q and ‖sn,j‖n ≤ Aneυn holds for all j = 1, . . . , rn. Let m1, . . . ,ml be homo-
geneous elements of MQ such that MQ is generated by m1, . . . ,ml as a RQ-module. Let
ai be the degree of mi. Clearly we may assume that mi ∈ Mai by replacing mi with bmi
(b ∈ Z>0). If n > max{a1, . . . , al}, then (Mn)Q is generated by elements of the form
si,jmk with ih+ ak = n and i ≥ 1. We set
B = max
k=1,...,l
{
‖mk‖Ma
k
υ−ak/h
he
}
.
Note that si,jmk ∈Mn and
‖si,jmk‖Mn ≤ ‖si,j‖i‖mk‖Ma
k
≤ Aieυi‖mk‖Ma
k
= A
(
n− ak
h
)e
υ(n−ak)/h‖mk‖Ma
k
≤ ABneυn/h
which means that λQ(Mn, ‖·‖Mn) ≤ ABn
eυn/h holds for all n > max{a1, . . . , al}, as
required. 
As a consequence, we have the following proposition.
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Proposition 2.3. Let I , J and K be homogeneous ideals of R such that J ⊆ K and
I ·K ⊆ J . We set R′ = R/I as before and Q = K/J . Let ‖·‖Kn = ‖·‖n,Kn →֒Rn and
‖·‖Qn = ‖·‖Kn,Kn։Qn . If RQ is noetherian and there are A, e, υ ∈ R>0 such that
λQ(R
′
n, ‖·‖
′
n) ≤ An
eυn
for all n ≥ 1, then there is A′ ∈ R>0 such that
λQ(Qn, ‖·‖Qn) ≤ A
′neυn
for all n ≥ 1.
Proof. Obviously, (K, ‖·‖K) =
⊕∞
n=0(Kn, ‖·‖Kn) is a normed 1-graded (R, ‖·‖)-module.
Thus, by Proposition 2.1, (Q, ‖·‖Q) =
⊕∞
n=0(Qn, ‖·‖Qn) is also a normed 1-graded
(R, ‖·‖)-module. As I ·Q = 0, by Proposition 2.1 again, (Q, ‖·‖Q) is a normed 1-graded
(R′, ‖·‖′)-module. Since RQ is noetherian and KQ is an ideal of RQ, KQ is finitely gen-
erated as a RQ-module. Thus QQ is also finitely generated as a R′Q-module. Hence the
assertion follows from Lemma 2.2. 
Finally note the following lemma, which will be used later.
Lemma 2.4. Let R =
⊕∞
n=0 Rn be a graded ring and h a positive integer. If R is
noetherian, then R(h) is also noetherian and R is a finitely generated R(h)-module.
Proof. See [1, Chap. III, § 1, n◦ 3, Proposition 2 and its proof]. 
3. ESTIMATION OF λQ FOR A NORMED GRADED RING
Let X be a d-dimensional projective arithmetic variety, that is, X is a d-dimensional
projective and flat integral scheme over Z, and let L be an invertible sheaf on X . Let
R be a graded subring of
⊕∞
n=0H
0(X,nL) over Z. Such a graded ring R is called a
graded subring of L. For each n, we assign a norm ‖·‖n to (Rn)R such that (R, ‖·‖) =⊕∞
n=0(Rn, ‖·‖n) is a normed graded ring over Z.
For an ideal sheaf I of X , we set
In(R; I) = H0(X,nL⊗ I) ∩Rn,
I(R; I) =
⊕∞
n=0 In(R; I),
RI = R/I(R; I).
Then I(R; I) is a homogeneous ideal of R. Let ‖·‖(RI)n be the quotient norm of (RI)n
induced by Rn ։ (RI)n and the norm ‖·‖n of Rn. Let Y be an arithmetic subvariety of
X , that is, Y is an integral closed subscheme flat over Z, and IY the defining ideal sheaf
of Y . Then, for simplicity, RIY , ‖·‖RIY , (RY )n, and ‖·‖(RY )n are denoted by RY , ‖·‖Y ,
RY,n and ‖·‖Y,n respectively. Note that
RY,n


// H0(X,nL)/H0(X,nL⊗ IY )


// H0(Y, nL|Y ).
Thus RY is a graded subring of L|Y and
RY,n
∼
−→ Image(Rn → H
0(Y, nL|Y )).
In particular, RY is an integral domain. We denote the set of all arithmetic subvarieties of
X by ΣX . The following theorem is the technical main theorem of this paper.
Theorem 3.1. Let υ : ΣX → R>0 be a map. For (R, ‖·‖) and υ, we assume the following:
(1) RQ is noetherian.
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(2) For each Y ∈ ΣX , there is n0 ∈ Z>0 such that (RY,n)Q = H0
(
YQ, nLQ|YQ
)
for
all n ≥ n0.
(3) For each Y ∈ ΣX , there are n1 ∈ Z>0 and s ∈ RY,n1 \ {0} with ‖s‖Y,n1 ≤
υ(Y )n1 .
Then there are B ∈ R>0 and a finite subset S of ΣX such that
λQ(Rn, ‖·‖n) ≤ Bn
d(d−1)/2 (max{υ(Y ) | Y ∈ S})n
for all n ≥ 1.
Proof. This theorem can be proved by similar techniques as in [7, Theorem (4.2)]. Let
D ∈ ΣX and υD = υ|ΣD , where ΣD is the set of all arithmetic subvarieties of D. Note
that the conditions (1), (2) and (3) also hold for (RD, ‖·‖D) and υD. Let us begin with the
following claim.
Claim 3.1.1. We may assume that there is a non-zero s ∈ R1 with ‖s‖1 ≤ υ(X).
We choose a positive integer m and a non-zero section s ∈ Rm with ‖s‖m ≤ υ(X)m.
Clearly the assumptions (1) and (2) of the theorem hold for R(m) =⊕∞n=0Rmn. For Y ∈
ΣX ,we choose a positive integer n1 and a non-zero t ∈ RY,n1 with ‖t‖Y,n1 ≤ υ(Y )n1 .
Then tm ∈ RY,mn1 \ {0} and
‖tm‖Y,mn1 ≤ (‖t‖Y,n1)
m ≤ (υ(Y )m)n1 .
Thus (R(m), ‖·‖(m)) and υm satisfy the assumption (3) of the theorem. Therefore, if the
theorem holds for (R(m), ‖·‖(m)) and υm, then there are B ∈ R>0 and a finite subset S of
ΣX such that
λQ(Rnm, ‖·‖nm) ≤ Bn
d(d−1)/2 (max{υ(Y )m | Y ∈ S})n
for all n ≥ 1. On the other hand, by Lemma 2.4, RQ is a finitely generated R(m)Q -module.
Thus, by Lemma 2.2, there is B′ ∈ R>0 such that
λQ(Rn, ‖·‖n) ≤ B
′nd(d−1)/2 (max{υ(Y )m | Y ∈ S})n/m
for all n ≥ 1. Therefore the claim follows. ✷
Claim 3.1.2. The assertion of the theorem holds if d = 1.
Since Rn
·s
−→ Rn+1 is injective,
rkR1 ≤ · · · ≤ rkRn ≤ rkRn+1 ≤ · · · ≤ rkL.
Thus there is a positive integer n0 such that Rn0
·sn
−→ Rn0+n yields an isomorphism over
Q. Hence, by (1) in Lemma 1.3,
λQ(Rn+n0 , ‖·‖n+n0) ≤ ‖s‖
n
1λQ(Rn0 , ‖·‖n0) ≤ υ(X)
nλQ(Rn0 , ‖·‖n0),
as required. ✷
We prove the theorem on induction of d. By Claim 3.1.2, we have done in the case
d = 1. Thus we assume d > 1. Let I be the ideal sheaf of OX given by
I = Image
(
L−1 ⊗s−→ OX
)
.
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Claim 3.1.3. There is a sequence
I0 = I ( I1 ( · · · ( Im = OX
of ideal sheaves and proper integral subschemes D1, . . . , Dm of X such that IDr · Ir ⊆
Ir−1 for all r = 1, . . . ,m, where IDr is the defining ideal sheaf of Dr.
It is standard. For example, we can show it by using [2, Chapter 1, Proposition 7.4]. ✷
Let us fix a positive integer n1 such that (Rn)Q = H0(XQ, nLQ) for all n ≥ n1. We
set
Rn = (Rn, ‖·‖n) and In(R; Ir) = (In(R; Ir), ‖·‖n,r),
where ‖·‖n,r = ‖·‖n,In(R;Ir)→֒Rn . Note that Rn = In(R; Im). We would like to apply
Proposition 1.4 to
(3.1.4)
Rn1
·s
−→ In1+1(R; I0) →֒ · · · →֒ In1+1(R; Ir) →֒ · · · →֒ In1+1(R; Im)·s
−→ In1+2(R; I0) →֒ · · · →֒ In1+2(R; Ir) →֒ · · · →֒ In1+2(R; Im)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
·s
−→ In(R; I0) →֒ · · · →֒ In(R; Ir) →֒ · · · →֒ In(R; Im).
For this purpose, let us observe the following claim.
Claim 3.1.5. (a) Let ‖·‖n,r,quot be the quotient norm of In(R; Ir)/In(R; Ir−1) in-
duced by In(R; Ir)։ In(R; Ir)/In(R; Ir−1) and ‖·‖n,r of In(R; Ir). Then, for
each 1 ≤ r ≤ m, there are Br ∈ R>0 and a finite subset Sr of ΣX such that
λQ
(
In(R; Ir)/In(R; Ir−1), ‖·‖n,r,quot
)
≤ Brn
(d−1)(d−2)/2 (max{υ(Y ) | Y ∈ Sr})
n
.
for all n ≥ 1.
(b) If we set
en,r = max{1, rk(In(R; Ir)/In(R; Ir−1))},
then there is C1 ∈ R>0 such that en,r ≤ C1nd−2 for all n ≥ 1 and r = 1, . . . ,m.
(c) rk(In(R; I0)/Rn−1s) = 0 for all n ≥ n1 + 1.
(a) If Dr is vertical, then In(R; Ir)/In(R; Ir−1) is a torsion module for all n ≥ 0.
Thus the assertion is obvious. In this case, we can set Sr = {X} and Br = 1. Otherwise,
since I(R; IDr ) · I(R; Ir) ⊆ I(R; Ir−1), the assertion follows from Proposition 2.3 and
the hypothesis of induction.
(b) Note that In(R; Ir)/In(R; Ir−1) →֒ H0(Dr, nL⊗ Ir/Ir−1).
(c) It follows from
(Rn−1)Qs = H0(XQ, (n− 1)LQ)s = H0(XQ, (nL⊗ I)Q) = In(R; I)Q.
✷
Using (c) in Claim 3.1.5 and applying Proposition 1.4 to (3.1.4), we obtain
λQ(Rn, ‖·‖n)
≤
n∑
i=n1+1
(
m∑
r=1
‖s‖n−i1 λQ
(
Ii(R; Ir)/Ii(R; Ir−1), ‖·‖i,r,quot
)
ei,r
)
+ ‖s‖n−n11 λ(Rn1 , ‖·‖n1) rk(Rn1)
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for n ≥ n1 + 1. Hence, if we set S = S1 ∪ · · · ∪ Sr ∪ {X}, then, using (a) and (b) in
Claim 3.1.5, the theorem follows. 
For homogeneous elements s1, . . . , sl of R, we define BsQ(s1, . . . , sl) to be
BsQ(s1, . . . , sl) = {x ∈ XQ | s1(x) = · · · = sl(x) = 0}.
As an application of Theorem 3.1, we have the following theorem.
Theorem 3.2. If RQ is noetherian and there are homogeneous elements s1, . . . , sl ∈ R
of positive degree such that BsQ(s1, . . . , sl) = ∅, then there is a positive constant B such
that
λQ(Rn, ‖·‖n) ≤ Bn
d(d−1)/2
(
max
{
‖s1‖
1/ deg(s1), . . . , ‖sl‖
1/ deg(sl)
})n
,
for all n ≥ 1.
Proof. Let us begin with the following claim:
Claim 3.2.1. We may assume that R is generated by R1 over R0 and that s1, . . . , sl ∈ R1.
Since RQ is noetherian, there are homogeneous elements x1, . . . , xr ∈ RQ such that
RQ = (R0)Q[x1, . . . , xr] (cf. [1, Chap. III, § 1, n◦ 2, Corollaire]). Replacing xi with mxi
(m ∈ Z>0), we may assume that xi ∈ R for all i. We set
R′ = R0[x1, . . . , xr, s1, . . . , sl]
in R. Then R′Q = RQ. As Rn/R′n is a torsion module, by (1) in Lemma 1.3, we have
λQ(Rn, ‖·‖n) ≤ λQ(R
′
n, ‖·‖n) for all n ≥ 0. Thus we may assume that R is noetherian.
Therefore, there is a positive integer h such that R(h) is generated by Rh over R0 (cf. [1,
Chap. III, § 1, n◦ 3, Proposition 3]). Letting ai be the degree of si, we set a = a1 · · · al
and s′i = s
ha1···ai−1ai+1···al
i for each i. Then s′1, . . . , s′l ∈ Rah and
max{‖s′1‖, . . . , ‖s
′
l‖} ≤
(
max
{
‖s1‖
1/ deg(s1), . . . , ‖sl‖
1/ deg(sl)
})ah
.
Moreover,R(ah) is generated by Rah over R0. Thus, as in Claim 3.1.1, by Lemma 2.2 and
Lemma 2.4, we have the assertion. ✷
Claim 3.2.2. We may assume thatR1 is base point free, that is, R1⊗OX → L is surjective.
Let I be the ideal sheaf of X given by
Image(R1 ⊗OX → L) = I · L.
Let µ : X ′ → X be the blowing-up with respect to I. Then I · OX′ is invertible. Let
t be the canonical section of of (I · OX′)−1, that is, OX′(− div(t)) = I · OX′ , and let
L′ = I · µ∗(L). Then, as 〈(R1)n〉R0 = Rn, for s ∈ Rn,
s˜ := µ∗(s)⊗ t−n ∈ H0(X ′, nL′).
It is easy to see the following properties:{
s˜1 + s2 = s˜1 + s˜2, a˜s = as˜ (s1, s2, s ∈ Rn, a ∈ Z),
s˜1 · s2 = s˜1 · s˜2 (s1 ∈ Rn, s2 ∈ Rn′).
Let βn : Rn → H0(X ′, nL′) be the homomorphism given by βn(s) = s˜, and R′n =
βn(Rn). Then, by the above properties,
∞⊕
n=0
βn :
∞⊕
n=0
Rn →
∞⊕
n=0
R′n
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yields a ring isomorphism. Let ‖·‖′n be the norm of (R′n)R given by ‖βn(s)‖′n = ‖s‖n for
s ∈ (Rn)R. Then
‖βn(s)βn′(s
′)‖′n+n′ = ‖βn+n′(ss
′)‖′n+n′ = ‖ss
′‖n+n′
≤ ‖s‖n‖s
′‖n′ = ‖βn(s)‖′n‖βn′(s
′)‖′n′
for all s ∈ (Rn)R and s′ ∈ (Rn′)R. Thus
⊕∞
n=0 β extends to a ring isometry
∞⊕
n=0
(Rn, ‖·‖n)
∼
−→
∞⊕
n=0
(R′n, ‖·‖
′
n)
as normed graded rings over Z. Note that R′1 ⊗OX′ → L′ is surjective. Hence the claim
follows. ✷
Claim 3.2.3. We may assume that L is very ample and Rn = H0(X,nL) for n≫ 1.
By Claim 3.2.2, ( ∞⊕
n=0
Rn
)
⊗OX →
∞⊕
n=0
nL
is surjective, which gives rise to a morphism
φ : X → Z := Proj
( ∞⊕
n=0
Rn
)
such that φ∗(OZ(1)) = L. Note that Z is a projective arithmetic variety. Moreover, there
is a natural injective homomorphism αn : Rn → H0(Z,OZ(n)) such that φ∗n(αn(s)) = s
for all s ∈ Rn, where φ∗n is the natural homomorphism H0(Z,OZ(n))) → H0(X,nL).
If we set R′′n = αn(Rn), then
⊕∞
n=0 αn yields to a ring isomorphism
∞⊕
n=0
Rn
∼
−→
∞⊕
n=0
R′′n,
so that, as in Claim 3.2.2, there are norms ‖·‖′′0 , . . . , ‖·‖
′′
n, . . . of R′′0 , . . . , R′′n, . . . such that
∞⊕
n=0
(Rn, ‖·‖n)
∼
−→
∞⊕
n=0
(R′′n, ‖·‖
′′
n)
as normed graded rings overZ. Moreover, if we set s′′i = α1(si), then φ∗(s′′i ) = si. There-
fore, BsQ(s′′1 , . . . , s′′l ) = ∅ on ZQ. Further, it is well known that αn is an isomorphism for
n ≫ 1 (cf. [2, the proof of Theorem 5.19 and Remark 5.19.2 in Chapter II]). Hence the
claim follows. ✷
Gathering the assertions of Claim 3.2.1 and Claim 3.2.3, to prove the corollary, we may
assume the following:
(a) s1, . . . , sl ∈ R1 and BsQ(s1, . . . , sl) = ∅.
(b) L is very ample.
(c) Rn = H0(X,nL) for n≫ 1.
Let υ : ΣX → R>0 be the constant map given by
υ(Y ) = max{‖s1‖1, . . . , ‖sl‖1}
for Y ∈ ΣX . Then (R, ‖·‖) and υ satisfy the conditions (1), (2) and (3) of Theorem 3.1.
Hence the corollary follows. 
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Corollary 3.3. Let L be a continuous hermitian invertible sheaf on X . If there are a
positive integer n0 and s1, . . . , sl ∈ H0(X,n0L) such that BsQ(s1, . . . , sl) = ∅, then
there is B ∈ R>0 such that
λQ(H
0(X,nL), ‖·‖sup) ≤ Bn
d(d−1)/2 (max{‖s1‖sup, . . . , ‖sl‖sup})
n/n0
for all n ≥ 1.
Proof. By Theorem 3.2, it is sufficient to show the following lemma. 
Lemma 3.4. Let X be a projective variety over a field k and L an invertible sheaf on X . If
there is a positive integer m such that mL is base point free, then R =⊕∞n=0H0(X,nL)
is noetherian.
Proof. Since mL is base point free, there are a projective variety Z , an ample invertible
sheaf A on Z and a morphism φ : X → Z such that φ∗(A) = mL. As A is ample, it is
well known that if F is a coherent sheaf on Z , then R′ =
⊕∞
l=0H
0(Z, lA) is noetherian
and
⊕∞
l=0H
0(Z, lA⊗ F ) is a finitely generated R′-module. Note that
R =
∞⊕
n=0
H0(X,nL) =
m−1⊕
r=0
( ∞⊕
l=0
H0(X, (lm+ r)L)
)
=
m−1⊕
r=0
( ∞⊕
l=0
H0(Z, lA⊗ φ∗(rL))
)
.
Therefore R is noetherian because R is a finitely generated R′-module. 
Remark 3.5. Theorem A and Corollary B in the introduction are consequences of Theo-
rem 3.2 and Corollary 3.3 respectively together with Lemma 1.2. The following examples
show that base point freeness by strictly small sections is substantially crucial.
Example 3.6. Let P1Z = Proj(Z[X,Y ]) be the projective line over Z and O(1) the tauto-
logical invertible sheaf on P1Z. Then H0(P1Z,O(d)) is naturally identified with Z[X,Y ]d.
Let β, γ ∈ (0, 1)(= {x ∈ R | 0 < x < 1}) and α := β1−(1/γ) > 1. For each d ≥ 0, we
give a continuous metric | · |d of O(d) as follows: for (x : y) ∈ P1Z(C) and s ∈ C[X,Y ]d,
|s|d(x : y) =
|s(x, y)|
(max{α|x|, β|y|})d
.
We set O(d) = (O(d), | · |d). Note that O(d) = O(1)⊗d. Here we have the following:〈
{s ∈ H0(X,O(d)) | ‖s‖sup < 1}
〉
Z
=
⊕
dγ<i≤d
ZX iY d−i,(3.6.1)
〈
{s ∈ H0(X,O(d)) | ‖s‖sup ≤ 1}
〉
Z
=
⊕
dγ≤i≤d
ZX iY d−i.(3.6.2)
Proof. Indeed, by a straightforward calculation,
‖X iY d−i‖sup =
1
αiβd−i
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for 0 ≤ i ≤ d. Thus X iY d−i is a strictly small section for i with dγ < i ≤ d because
αiβd−i > 1. On the other hand, for s =
∑d
i=0 aiX
iY d−i ∈ C[X,Y ]d, we can see
‖s‖sup ≥ sup
{
|s|d(z : 1) | |z| =
β
α
}
=
1
βd
sup
{
|s(z, 1)| | |z| =
β
α
}
≥
1
βd
√∫ 1
0
∣∣∣∣s((βα
)
e2π
√−1θ, 1
)∣∣∣∣2 dθ
=
1
βd
√√√√ ∑
0≤i,j≤d
∫ 1
0
aia¯j
(
β
α
)i+j
e2π
√−1(i−j)θdθ
=
√√√√ d∑
i=0
(
|ai|
αiβd−i
)2
.
Thus, if s =
∑d
i=0 aiX
iY d−i ∈ Z[X,Y ]d is a strictly small section, then aj = 0 for j
with 0 ≤ j ≤ dγ because αjβd−j ≤ 1. These observations yield (3.6.1). Similarly we
obtain (3.6.2). 
Example 3.7. Let P2Z = Proj(Z[X,Y, Z]) be the projective plane over Z and O(1) the
tautological invertible sheaf on P2Z. Let ∆ be the arithmetic subvariety of P2Z given by
the homogeneous ideal Y Z[X,Y, Z] + ZZ[X,Y, Z]. Let µ : X → P2Z be the blowing-
up along ∆ and E the exceptional divisor of µ. Note that E is a Cartier divisor. We set
L = µ∗(O(1)) + OX(E) and R =
⊕∞
n=0H
0(X,nL). Since µ∗(nL) = O(n) for all
n ∈ Z≥0, the natural ring homomorphism
µ∗ :
∞⊕
n=0
H0(P2Z,O(n)) −→ R
yields a ring isomorphism, and
{x ∈ X | s(x) = 0 for all s ∈ H0(X,nL)} = E
for n ∈ Z>0. Here we give a metric | · |FS of O(1) in the following way: for s ∈
H0(P2C,O(1)) = C[X,Y, Z]1 and (x : y : z) ∈ P2(C),
|s|FS(x : y : z) =
|s(x, y, z)|√
|x|2 + |y|2 + |z|2
.
We set O(n) = (O(1), | · |FS)⊗n. Then it is easy to check that ‖X iY jZk‖sup ≤ 1 for all
n > 0 and i, j, k ∈ Z≥0 with i+ j + k = n. Let t be the canonical section of OX(E). We
choose a C∞-metric | · |E of OX(E) such that ‖t‖sup < 1, and set
L = µ∗(O(1)) + (OX(E), | · |E).
Then ‖µ∗(X iY jZk)⊗ t‖sup < 1 for all n > 0 and i, j, k ∈ Z≥0 with i+ j+ k = n. As a
consequence, Rn has non-empty base loci, but possesses a free basis consisting of strictly
small sections. However, in this example, the free basis comes from the base point free
Z-module H0(P2Z,O(n)).
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4. VARIANTS OF ARITHMETIC NAKAI-MOISHEZON’S CRITERION
Let X be a projective arithmetic variety and Y an arithmetic subvariety of X . Let L be
a continuous hermitian invertible sheaf on X . We denote
Image(H0(X,L)→ H0(Y, L|Y ))
by H0(X |Y, L). Let ‖ · ‖X|Ysup,quot be the the quotient norm of H0(X |Y, L)⊗Z R induced
by
H0(X,L)⊗Z R։ H0(X |Y, L)⊗Z R
and the norm ‖ · ‖sup on H0(X,L)⊗Z R. As in [4], we define v̂olquot(X |Y, L) to be
v̂olquot(X |Y, L) := lim sup
m→∞
log#
{
s ∈ H0(X |Y,mL) | ‖s‖
X|Y
sup,quot ≤ 1
}
mdimY /(dimY )!
.
Then we have the following variants of arithmetic Nakai-Moishezon’s criterion. Theo-
rem 4.2 is a slight generalization of the original criterion due to Zhang [7], that is, we do
not assume that LQ is ample.
Theorem 4.1. If v̂olquot(X |Y, L) > 0 for all arithmetic subvarieties Y of X , then LQ is
ample and there is a positive integer n0 such that, for all n ≥ n0, H0(X,nL) has a free
Z-basis consisting of strictly small sections.
Proof. First of all, note that
v̂ol
(
Y, L
∣∣
Y
)
≥ v̂olquot(X |Y, L) > 0
for all arithmetic subvarieties Y of X . In particular, by [5, Corollary 2.4] or [3, Theo-
rem 4.6], LQ|YQ is big. Thus, by algebraic Nakai-Moishezon’s criterion, LQ is ample. Let
us consider a normed graded ring
(R, ‖·‖) =
⊕
n∈Z≥0
(H0(X,nL), ‖·‖sup).
As LQ is ample, R satisfies the conditions (1) and (2) of Theorem 3.1. Moreover, if we
take a sufficiently small positive number ǫ, then
v̂olquot(X |Y, L−O(ǫ)) > 0
by [4, (2) in Proposition 6.1], which means that we can choose a map υ : ΣX → R>0 such
that υ(Y ) < 1 for all Y ∈ ΣX and the condition (3) of Theorem 3.1 holds for (R, ‖·‖) and
υ. Thus the last assertion follows. 
Theorem 4.2. We assume that X is generically smooth, the metric of L is C∞, L is nef on
every fiber of X → Spec(Z) and that the first Chern form c1(L) is semipositive on X(C).
If d̂eg (( cˆ1(L)∣∣Y )dimY ) > 0 for all arithmetic subvarieties Y of X , then LQ is ample
and there is a positive integer n0 such that, for all n ≥ n0, H0(X,nL) has a free Z-basis
consisting of strictly small sections.
Proof. By virtue of the Generalized Hodge index theorem [3, Theorem 6.2],
v̂ol
(
Y, L
∣∣
Y
)
≥ d̂eg
(
( cˆ1(L)
∣∣
Y
)dimY
)
> 0.
Thus LQ is ample as in the proof of Theorem 4.1. In particular, if we set
(R, ‖·‖) =
⊕
n≥0
(H0(X,nL), ‖·‖sup),
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then R satisfies the conditions (1) and (2) of Theorem 3.1. As v̂ol (Y, L∣∣
Y
)
> 0, we
can find a non-zero strictly small section s of n1L|Y for some positive integer n1. By [7,
Theorem 3.3 and Theorem 3.5], there are a positive integer n2 and s′ ∈ H0(X,n2n1L)⊗R
with s′|Y = s⊗n2 and ‖s′‖sup < 1. Thus a map υ : ΣX → R>0 given by
υ(Y ) = (‖s′‖sup)
1/n1n2
satisfies the condition (3) of Theorem 3.1. Hence the theorem follows from Theorem 3.1.

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