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We characterize ﬁnite determinacy of map germs f : (C2,0) → (C3,0) in terms of the
Milnor number μ(D( f )) of the double point curve D( f ) in (C2,0) and we provide
an explicit description of the double point scheme in terms of elementary symmetric
functions. Also we prove that the Whitney equisingularity of 1-parameter families of
map germs ft : (C2,0) → (C3,0) is equivalent to the constancy of both μ(D( ft)) and
μ( ft(C2) ∩ H) with respect to t, where H ⊂C3 is a generic plane.
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1. Introduction
Given a ﬁnite map germ f : (C2,0) → (C3,0), we denote by μ(D( f )) the Milnor number of the double point curve D( f )
in (C2,0) and call it the Mond number of the map germ f .
In [7] it is proved that a corank 1 map germ f : (C2,0) → (C3,0) is ﬁnitely determined if and only if its Mond number
is ﬁnite. Also, in [7] several formulae relating geometrical invariants of f , such as, the number of cross-caps C and of
triple points T that appear in a stabilization of f , the Milnor numbers μ(D2( f )),μ(D2( f )/S2) and μ( f (D( f ))) of the
corresponding double point schemes, are shown.
Here we shall extend these results to the corank 2 case. While the double point schemes of ﬁnitely determined corank 1
map germs are isolated complete intersection [7, Th. 2.14], in the corank 2 case we can only expect it to be determinan-
tal [11]. Thus, although the results in both cases, corank 1 and 2, are similar, the technicalities required in the proofs are
not. Some examples with explicit calculations are provided to stress the rich geometry of the corank 2 case.
In the last section, we look at the Whitney equisingularity of 1-parameter families of map germs ft : (C2,0) → (C3,0).
We deduce that the family is Whitney equisingular if and only if μ(D( ft)) and μ( ft(C2)∩H) are both constant with respect
to t , where H ⊂ C3 is a generic hyperplane. On one hand this improves Gaffney’s result [2] for this kind of map germs,
on the other hand, our result is quite similar to the case of surfaces Xt in C3 with isolated singularity where, according to
Teissier [12], the Whitney equisingularity of Xt is equivalent to the constancy of both μ(Xt) and μ(Xt ∩ H).
2. Double point spaces
Throughout we assume the mappings f : U → V with U ⊂ Cn and V ⊂ Cp open sets and n < p are ﬁnite, that is,
holomorphic, closed and ﬁnite-to-one, unless otherwise stated. The relation considered for the deﬁnitions of stability and
ﬁnite determinacy is the A-equivalence. We refer to Wall’s survey paper [13] for basic deﬁnitions and properties. For
convenience, we are going to consider the empty set as a space of any dimension. For instance, if we say that the double
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space.
Following David Mond [10], we deﬁne spaces related to the double points of a given ﬁnite mapping f : U → V , by ﬁrstly
considering the sheaf Ik deﬁning the diagonal of Ck × Ck , that is, locally Ik = 〈z1 − z′1, . . . , zk − z′k〉. Since the pull-back
( f × f )∗Ip is contained in In then there exist functions αi j ∈ OU2 , such that
f j(z) − f j
(
z′
)= ∑
1in
αi j
(
z, z′
) · (zi − z′i), 1 j  p.
If z 
= z′ and f (z) = f (z′) then the maximal minors of the p × n matrix (α) = (αi j) must vanish. Let Rn(α) be the ideal
generated by the maximal minors of the matrix (α). The lifting of the double point space of f is the complex space
D2( f ) = V (( f × f )∗Ip +Rn(α)).
Although the ideal Rn(α) depends on the choice of the coordinate functions of f , in [10] it is proved that ( f × f )∗Ip +
Rn(α) does not, and so D2( f ) is well deﬁned. It’s easy to see that the points in the underlying set of D2( f ) are exactly the
ones in U × U of type (z, z′) with z 
= z′, f (z) = f (z′) and of type (z, z) such that z is a singular point of f .
Let f : (Cn,0) → (Cp,0) be a ﬁnite map germ and denote by I p and Rn(α) the stalks at 0 of Ip and Rn(α). By
taking a representative of f , we deﬁne the lifting of the double point space of the map germ f as the complex space germ
D2( f ) = V (( f × f )∗ I p + Rn(α)).
For every map f : U → V and every simple point z ∈ U , we have the equality D2( f )(z,z) = D2( f z), where f z is the germ
of f at z.
Proposition 2.1. If f : (Cn,0) → (Cn+1,0) is ﬁnite and generically 1–1, then D2( f ) is Cohen–Macaulay and has dimension n − 1.
Proof. This is a consequence of [5, Prop. 1], just by taking into account that the dimension of D2( f ) must be n − 1 if f is
generically 1–1. 
Once the lifting D2( f ) ⊂C2 ×C2 is deﬁned, we now consider its image D( f ) on C2 by the projection p1 :C2 ×C2 →C2
onto the ﬁrst factor. The most appropriate structure for D( f ) is the one given by the Fitting ideals, because it relates in a
simple way the properties of the spaces D2( f ) and D( f ).
Following D. Mond and R. Pellikaan [11], given a ﬁnite morphism of complex spaces f : X → Y then the push-forward
f∗OX is a coherent sheaf of OY -modules and Fk( f ) = Fk( f∗OX ) denotes the kth Fitting ideal sheaf. Notice that the support
of F0( f ) is just the image f (X). Analogously, if f : (X, x) → (Y , y) is a ﬁnite map germ then we denote by Fk( f ) =
Fk( f∗OX,x) the kth Fitting ideal of OX,x as OY ,y-module.
Deﬁnition 2.2. Let f : U → V be a ﬁnite mapping and p1|D2( f ) : D2( f ) ⊂ U × U → U the restriction to D2( f ) of the
projection. The double point space is the complex space
D( f ) = V (F0(p1|D2( f ))).
Set theoretically we have the equality D( f ) = p1(D2( f )).
Given a ﬁnite map germ f : (Cn,0) → (Cp,0), the double point space is the complex space germ D( f ) = V (F0(p1|D2( f ))).
Once again, given f : U → V , then for any simple point z ∈ U we have D( f )z = D( f z).
Lemma 2.3. Let f : (X, x) → (Cn+1,0) be a ﬁnite morphism, where (X, x) is an n-dimensional Cohen–Macaulay complex space germ.
Then V (F0( f )) is reduced if and only if (X, x) is reduced and f is generically 1–1.
Proof. We take representatives X of (X, x) and V of (Cn+1,0) such that f : X → V is a ﬁnite morphism of complex spaces.
Firstly we show that for any y ∈ f (X), V (F0( f )) is smooth at y if and only if f −1(y) = {x}, X is smooth at x and f is
regular at x. Indeed, suppose V (F0( f )) is smooth at y and let f −1(y) = {x1, . . . , xr}. Then the stalk at y is he product
F0( f )y = F0( fx1) . . . F0( fxr ),
where fxi : (X, xi) → (V , y) is the germ of f at xi . Since each F0( fxi ) ⊂ mV ,y , we must have r = 1 and we write
f −1(y) = {x}.
Let q = dimC OX,x/ f ∗mV ,y . By [11], a minimal presentation of OX,x has the form
OqV ,y
λ−−−−→ OqV ,y
ϕ−−−−→ OX,x −−−−→ 0.
Then F0( f )y is generated by det(λ) ∈ mqV ,y so that necessarily q = 1. The exactness of the sequence implies F0( f )y =
Im(λ) = Ker(ϕ) and thus, OX,x is isomorphic to OV ,y/F0( f )y , which is regular. On the other hand, since q = 1 we have
f ∗mV ,y =mX,x and f has rank n. The proof of the converse is analogous.
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smooth. Thus, X is also generically smooth and f is generically 1–1. Since (X, x) is Cohen–Macaulay, the (R0) condition
implies that it is also reduced.
Conversely, if (X, x) is reduced and f is generically 1–1, then (X, x) is generically smooth. Thus, V (F0( f )) is also generi-
cally smooth. Again, V (F0( f )) is Cohen–Macaulay (because it is a hypersurface in (Cn+1,0)) and hence reduced by the (R0)
condition. 
Theorem 2.4. Let f : (Cn,0) → (Cn+1,0) be a ﬁnite and generically 1–1 map germ. Then D( f ) is reduced if and only if D2( f ) is
reduced and the projection p1 : D2( f ) → (Cn,0) is generically 1–1.
Proof. If f is generically 1–1 then D2( f ) is Cohen–Macaulay. By 2.3 the result follows. 
Now we are going to deﬁne two more spaces related to the double points of f : (Cn,0) → (Cp,0).
2.1. Some symmetries
Let X be any complex subspace of Cn × Cn which is invariant under the action of the symmetric group S2 by means
of the permutation τ (z, z′) = (z′, z). We denote by X/S2 the quotient space, that is, X/S2 is equal to the analytic spectrum
Specan(OS2X ) of the subalgebra
OS2X = {h ∈ OX : τ · h = h}.
By deﬁnition, X/S2 embeds as a complex subspace of (Cn ×Cn)/S2, whose underlying set is given by the classes [w] with
w = (z, z′) ∈ X . Given w ∈ X , if OX,w = OCn×Cn,w/I for an S2-invariant ideal I ⊂ OCn×Cn,w , then the stalk of X/S2 at [w]
is
OX/S2,[w] = OS2X,w =
OS2
Cn×Cn,w
I S2
, I S2 = I ∩ OS2
Cn×Cn,w .
We reserve for Appendix A the details of how to ﬁnd a good geometrical model for X/S2 and how to ﬁnd generators for I S2
from the generators of I . We just observe that since OX/S2,[w] is a subalgebra of OX,w , then X/S2 is reduced at [w] if X is
reduced at w .
Deﬁnition 2.5. Given a ﬁnite mapping f : U → V , where U ⊂ Cn and V ⊂ Cp are open subsets, the double point space
D2( f ) = V (( f × f )∗Ip +Rn(α)) is S2-invariant. In fact, if (z, z′) ∈ D2( f ) then (z′, z) ∈ D2( f ). Moreover, the generators of
( f × f )∗I3, namely f i(z) − f i(z′), are antisymmetric and by A.3 (see Appendix A), the entries αi j of the matrix α can be
chosen as symmetric functions. Thus, we conclude that ( f × f )∗Ip +Rn(α) is S2-invariant and we can deﬁne the quotient
of the double point space D2( f )/S2.
The deﬁnition can be adapted in the obvious way for ﬁnite map germs f : (Cn,0) → (Cp,0), in this case D2( f )/S2
denotes the germ at the origin of the corresponding quotient complex space.
Example 2.6. We compute generators for the ideals I2( f ) deﬁning D2( f ) and Iˆ2( f ) deﬁning D2( f )/S2:
(1) Consider the corank 1 map f (x, y) = (x, xy + y3, xy2 + cy4). From f (x, y) = f (x′, y′) we have
x− x′ = 0,(
xy + y3)− (x′ y′ + y′3)= (y − y′)g1 = 0,(
xy2 + cy4)− (x′ y′2 + cy′4)= (y − y′)g2 = 0,
where g1 = x+ y2 + yy′ + y′2 and g2 = x(y + y′) + c(y3 + y2 y′ + yy′2 + y′3). Then, I2 = 〈g1, g2〉 ⊂C{x, y, y′}.
Note that D2( f ) is embedded in C×C2 instead of C2 ×C2 and the action of the permutation is τ (x, y, y′) = (x, y′, y).
Then D2( f )/S2 is embedded in (C×C2)/S2, which is isomorphic to C3, being the isomorphism induced by the surjective
mapping
ψ :C3 →C3, (x, y, y′) → (x, y + y′, (y − y′)2).
Thus, the deﬁning ideal Iˆ2( f ) of D2( f )/S2 in C{x, σ1, σ2} is (ψ∗)−1(I2( f )S2 ). That is, in order to compute Iˆ2( f ) we
need to express the generators g1, g2 of I2( f ) in terms of x and the symmetric variables σ1 = y + y′ and σ2 = (y − y′)2.
In the example, we obtain
Iˆ2 =
〈
4x+ 3σ 21 + σ2,2xσ1 + c
(
σ 31 − σ1σ2
)〉⊂C{x,σ1,σ2}.
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(2) Consider the corank 2 map f (x, y) = (x2, y2, x3 + y3 + xy). From f (x, y) = f (x′, y′) and the identity xy − x′ y′ =
((y + y′)/2)(x− x′) + ((x+ x′)/2)(y − y′), we obtain
f1(x, y) − f1
(
x′, y′
)= (x− x′)α11 = 0,
f2(x, y) − f2
(
x′, y′
)= (y − y′)α22 = 0,
f3(x, y) − f3
(
x′, y′
)= (x− x′)α31 + (y − y′)α32 = 0
with α11 = x+ x′ , α22 = y + y′ , α31 = x2 + xx′ + x′2 + (y + y′)/2 and α32 = y2 + yy′ + y′2 + (x+ x′)/2. The 2× 2 minors of
the matrix (αi j), with α12 = α21 = 0, generate the ideal R2(α), and I2( f ) is generated in C{x, y, x′, y′} by 6 generators:
h1 =
(
x+ x′)(x− x′), h4 = (y + y′)(2x2 + 2xx′ + 2x′2 + y + y′),
h2 =
(
y + y′)(y − y′), h5 = (x+ x′)(x+ x′ + 2y2 + 2yy′ + 2y′2),
h3 =
(
x+ x′)(y + y′), h6 = (x− x′)(2x2 + 2xx′ + 2x′2 + y + y′)+ (y − y′)(x+ x′ + 2y2 + 2yy′ + 2y′2).
Now, (C2 × C2)/S2 is not smooth, but it is isomorphic to the hypersurface X in C5 given by the image of the following
ﬁnite mapping
ψ :C4 →C5, (x, y, x′, y′) → (x+ x′, (x− x′)2, y + y′, (y − y′)2, (x− x′)(y − y′)).
We can embed D2( f )/S2 ⊂ (C2 ×C2)/S2 ≡ X ⊂C5 as in the corank 1 case and its deﬁning ideal Iˆ2( f ) in C{s1, . . . , s5} is
again (ψ∗)−1(I2( f )S2 ). To compute the generators we have to express the generators of I2( f )S2 in terms of the symmetric
variables s1 = x+ x′ , s2 = (x− x′)2, s3 = y + y′ , s4 = (y − y′)2 and s5 = (x− x′)(y − y′) (see Appendix A for an explanation
of how it can be done), together with the deﬁning equation of X in C5, which is s25 − s2s4 = 0. We arrive to 10 generators,
namely
h1 = s1s2, h4 = s3s4, h7 = 2s23 + s3s2, h10 = s25 − s2s4.
h2 = s1s3, h5 = s3s5, h8 = s22 + s4s5 + 2s2s3,
h3 = s1s5, h6 = 2s21 + s1s4, h9 = s24 + s2s5 + 2s1s4,
2.2. Double points in the image
Deﬁnition 2.7. Let f : U → V be a ﬁnite mapping, where U ⊂ Cn and V ⊂ Cp are open subsets. The double point space in
the image is the complex space f (D( f )) = V (F1( f )). If f : (Cn,0) → (Cp,0) is a ﬁnite map germ, then f (D( f )) = V (F1( f ))
denotes the germ of the double point space in the image. Notice that, the underlying set or set germ of f (D( f )) is the image
of D( f ) by f . (See Fig. 1.)
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as well as other nice properties of this space.
Example 2.8. Consider f (x, y) = (x2, y2, x3 + y3 + xy) = (X, Y , Z). Then, following Mond and Pellikaan [11] (see also [8]),
the matrix⎛
⎜⎜⎝
−Z X Y 1
X2 −Z X Y
Y 2 Y −Z X
XY Y 2 X2 −Z
⎞
⎟⎟⎠
is the presentation matrix of the push-forward f∗O2 and thus, its 3×3 minors are the generators of F1( f ). After reduction,
F1( f ) =
〈
X
(
X2 + Y Z)+ Y (Y 2 − X)+ Z(XY + Z), (XY + Z)(X2 + Y Z), (Y 3 + Z)(Y 2 + X Z)〉.
3. Mond number and ﬁnite determinacy
Let f : (Cn,0) → (Cp,0) be a ﬁnite corank 1 map germ with n < p. Up to A-equivalence, f can be written in the form
f (x, y) = (x, fn(x, y), . . . , f p(x, y)), with x ∈Cn−1 and y ∈C. In this case the lifting of the double point space is
D2( f ) = V
(
x1 − x′1, . . . , xn−1 − x′n−1,
fn(x, y) − fn(x, y′)
y − y′ , . . . ,
f p(x, y) − f p(x, y′)
y − y′
)
.
We can think of f (x, y) as an (n − 1)-parameter family of functions of one variable fx(y) = ( fn(x, y), . . . , f p(x, y)). Then
(x, y, y′) ∈ D2( f ) ⊂ Cn−1 × C2 if and only if the coeﬃcients of the Newton interpolating polynomial of degree 1 for the
points (y, f i,x(y)), (y′, f i,x(y′)) are equal to 0, for every n i  p.
These coeﬃcients are the divided differences f i,x[y, y′] = ( f i(x, y) − f i(x, y′))/(y − y′). Similarly, the triple points are
(x, y, y′, y′′) ∈ Cn−1 × C3 such that every coeﬃcient of the Newton interpolating polynomial of degree 2 for the points
(y, f i,x(y)), (y′, f i,x(y′)), (y′′, f i,x(y′′)) are equal to 0 for every n  i  p. These coeﬃcients are the divided differences
f i,x[y, y′] and f i,x[y, y′, y′′] = ( f i,x[y, y′] − f i,x[y, y′′])/(y′ − y′′). This gives us an appropriate structure for the triple point
space which is deﬁned as the complex space
D3( f ) = V (〈x j − x′j, x j − x′′j , f i,x[y, y′], f i,x[y, y′, y′′]〉); 1 j  n − 1, n i  p.
The higher order k-tuple points spaces, for a given corank 1 mapping, are deﬁned analogously and denoted by Dk( f ).
Remark 3.1. The coeﬃcients of the Lagrange interpolation polynomial provide another set of generators for the ideal deﬁning
the k-tuple points, with the advantage that they are invariant under the action of the symmetric group Sk .
The deﬁnition of D3( f ) and in general of Dk( f ) can be done analogously for a ﬁnite mapping f : U → V of corank 1,
where U ⊂Cn and V ⊂Cp are open sets, by taking the corresponding ideal sheaf structures.
Stability and ﬁnite determinacy of map germs f : (Cn,0) → (Cp,0), n < p, can be characterized by the geometry of the
multiple point spaces.
Theorem 3.2. ([7, Th. 2.14])
(1) A ﬁnite corank 1 mapping f : U ⊂ Cn → V ⊂ Cp is stable if and only if Dk( f ) is smooth of dimension p − k(p − n), for every
k 2.
(2) A ﬁnite corank 1 map germ f : (Cn,0) → (Cp,0) is ﬁnitely determined if and only if either Dk( f ) is an ICIS of dimension
p − k(p − n) when p − k(p − n) 0, or Dk( f ) = {0} when p − k(p − n) < 0.
When (n, p) = (2,3), the above theorem says that a mapping f is stable if and only if D˜2( f ) is a smooth curve, D3( f )
is smooth of dimension 0 and D4( f ) = ∅. Also, a corank 1 map germ f : (C2,0) → (C3,0) is ﬁnitely determined if and only
if D2( f ) is a 1-dimensional ICIS, D3( f ) is a 0-dimensional ICIS and D4( f ) = {0}.
Now, to extend these results to corank 2 map germs f : (C2,0) → (C3,0), we need to translate the conditions just in
terms of D2( f ), since the analytic structure of D3( f ) is not well deﬁned in this case.
Theorem 3.3. Let f : U → V be a ﬁnite mapping, where U ⊂C2 and V ⊂C3 are open sets. Then f is stable if and only if D2( f ) is a
smooth curve and the projection p1 : D2( f ) → U is an immersion with normal crossings.
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D4( f ) = ∅. Since Dk( f ) = Dk−1(p1) for k = 3 and k = 4, this implies that p1 : D2( f ) → U is stable, that is, p1 is an
immersion with normal crossings.
Conversely, assume that D2( f ) is a smooth curve and the projection p1 : D2( f ) → U is an immersion with normal
crossings. Then D2(p1) is smooth of dimension 0 and D3(p1) = ∅. We only need to show that f must have corank 1. Again,
since Dk( f ) = Dk−1(p1) for k = 3 and k = 4, we get that f is stable by 3.2.
In fact, if f has corank 2 at z0 ∈ U then (z0, z0) ∈ D2( f ) and f i(z) − f i(z′) ∈m2U×U ,(z0,z0) for i = 1,2,3. Indeed, f i(z) −
f i(z′) = ( f i(z) − f i(z0)) − ( f i(z′) − f i(z0)) and the entries of the matrix α belong to mU×U ,(z0,z0) . Therefore,
( f × f )∗Ip + R2(α) ⊂m2U×U ,(z0,z0),
but then D2( f ) = V (( f × f )∗Ip + R2(α)) cannot be smooth at (z0, z0). 
Theorem 3.4. A ﬁnite map germ f : (C2,0) → (C3,0) is ﬁnitely determined if and only if D2( f ) is a germ of reduced curve and the
projection p1 : D2( f ) → (C2,0) is generically 1–1.
Proof. If f is ﬁnitely determined, by Mather–Gaffney’s criterion [13], there is a ﬁnite representative of f : U → V , such
that f −1(0) = {0} and fˆ := f |Uˆ : Uˆ → Vˆ is stable, with Uˆ = U \ {0} and Vˆ = V \ {0}. By 3.3, D2( fˆ ) is a smooth curve and
pˆ1 : D2( fˆ ) → Uˆ is an immersion with normal crossings and hence generically 1–1. Since D2( f ) \ {0} = D2( fˆ ) is a smooth
curve, the germ D2( f ) is reduced of dimension 1, because it satisﬁes Serre’s (R0) condition and is Cohen–Macaulay by 2.1.
Conversely, assume that D2( f ) is a germ of reduced curve and p1 : D2( f ) → (C2,0) is generically 1–1. We can choose
a ﬁnite representative f : U → V , such that f −1(0) = {0}, D2( f ) \ {0} is a smooth curve and p1 is an embedding on
D2( f ) \ {0}. As above, we denote fˆ := f |Uˆ : Uˆ → Vˆ , with Uˆ = U \ {0} and Vˆ = V \ {0}. Then, D2( fˆ ) = D2( f ) \ {0} and hence,
fˆ is stable by 3.3. Finally, Mather–Gaffney’s criterion gives that the map germ f is ﬁnitely determined. 
Corollary 3.5. A ﬁnite map germ f : (C2,0) → (C3,0) is ﬁnitely determined if and only if its Mond number μ(D( f )) is ﬁnite.
Proof. It follows immediately from 3.4 and 2.4. 
4. Geometric invariants
Let f : (C2,0) → (C3,0) be a ﬁnitely determined map germ. By Mather–Gaffney’s criterion [13], there is a representative
f : U ⊂ C2 → V ⊂ C3 such that f −1(0) = {0} and f is stable on U \ {0}. By shrinking U if necessary, we can assume that
there are no cross-caps nor triple points in U . Then, since we are in the nice dimensions, we can take a stabilization of f ,
F : D × U → C4, F (s, z) = (s, f s(z)), with D a neighbourhood of 0 in C. We deﬁne C = # cross-caps of f s and T = # triple
points of f s , for s 
= 0. These are analytic invariants of f and they can be computed as follows [10,11]:
C = dimC O2
J f
, T = dimC O3
F2( f )
,
where J f is the Jacobian ideal of f . These formulae also imply the independence of the invariants C and T with regards to
the particular stabilization and to the parameter s.
Example 4.1. Consider f (x, y) = (x2, y2, x3 + y3 + xy), the map germ of Example 2.8. Then,
C = dimC O2〈x2, xy, y2〉 = 3, T = dimC
O3
〈X, Y , Z〉 = 1.
Among the corank 2, these are the minimum values of C and T . The reader can ﬁnd in [8] a real stabilization of this map
germ which exhibits the three cross-caps and the triple point.
We are going to show formulae relating C, T and the Milnor numbers of the double point curves. Before that, we make
some remarks on Milnor number of (non-ICIS) reduced space curves, according to Buchweitz and Greuel [1]. Given a reduced
space curve (X0,0) ⊂ (Cn,0) its Milnor number is denoted by μ(X0,0). The main properties we are going to use here are
the following:
(1) Milnor formula μ(X0,0) = 2δ − r + 1, where δ denotes the delta invariant and r is the number of branches of X0.
(2) If π : (X,0) → (C,0) is a ﬂat deformation of (X0,0), then there is a representative π : X ⊂ D × U → D such that, for
any t ∈ D ,
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where Xt is the ﬁbre Xt = π−1(t), μ(Xt) = ∑x∈Xt μ(Xt, x) denotes the global Milnor number and χ(Xt) the Euler
characteristic.
The following technical lemma will allow us to apply properties (1) and (2) to our double point curves.
Lemma 4.2. Let F : (C × C2,0) → (C × C3,0) be any unfolding of a ﬁnitely determined map germ f : (C2,0) → (C3,0). Then,
the projections of D(F ), D2(F ), D2(F )/S2, F (D(F )) into the parameter space C are ﬂat deformations of D( f ), D2( f ), D2( f )/S2,
f (D( f )), respectively.
Proof. If π : (X,0) → (C,0) is a deformation of (X0,0), with (X,0) Cohen–Macaulay, dim(X,0) = d+ 1 and dim(X0,0) = d,
then the deformation is ﬂat (see, for instance, [9, 23.1]). This applies for X equals to D(F ), D2(F ) and F (D(F )), since they
are Cohen–Macaulay of dimension 2. For D2(F )/S2, notice that OD2(F )/S2 is a subalgebra of OD2(F ) . Since t is not a zero
divisor in OD2(F ) , then the same is true in OD2(F )/S2 and the deformation is also ﬂat. 
Let F (s, z) = (s, f s(z)) be a stabilization of a ﬁnitely determined map germ f0 : (C2,0) → (C3,0). Take X to be any of
the double point curves D( f s), D2( f s), D2( f s)/S2, f s(D( f s)), with s 
= 0. Let us denote by X1s the complex space deﬁned by
taking away all the points in Xs that are related to cross-caps or triple points (that is, cross-caps in the source, or pairs
(z, z) in the lifting, with z a cross-cap, etc.). Then X1 is a smooth complex curve and we have the following relations among
the Euler characteristics of the spaces:
χ
(
D( f s)
)= χ(D( f s)1)+ C + 3T ,
χ
(
D2( f s)
)= χ(D2( f s)1)+ C + 6T ,
χ
(
D2( f s)/S2
)= χ((D2( f s)/S2)1)+ C + 3T ,
χ
(
f s
(
D( f s)
))= χ( f s(D( f s))1)+ C + T .
Consider the following commutative diagram
D2( f s)1
ρ−−−−→ (D2( f s)/S2)1
p1
⏐⏐ f¯ s
⏐⏐
D( f s)1
f s−−−−→ f s(D( fs))1,
where p1,ρ are the projections and f¯ s is the induced map. Obviously, p1 and f¯ s are homeomorphisms and f s and ρ double
covers, thus:
χ
(
D2( f s)
1)= 2χ((D2( f s)/S2)1), χ(D( f s)1)= 2χ( f s(D( f s))1),
χ
(
D2( f s)
1)= χ(D( f s)1).
Finally, we can easily compute the global Milnor number μ(Xs) in each case. Since the only singularities of D( f s)
are Morse points (3 for each triple point), then μ(D( f s)) = 3T . Analogously, f s(D( f s)) has just ordinary triple points, so
μ( f s(D( f s))) = 2T , and μ(D2( f s)) = μ(D2( f s)/S2) = 0 because they are smooth.
Next, we deduce some formulae relating these invariants. See [7] for corank 1 analogue.
Theorem 4.3. If the map germ f : (C2,0) → (C3,0) is ﬁnitely determined, then
μ
(
D( f )
)= μ(D2( f ))+ 6T ,
μ
(
D2( f )
)= 2μ(D2( f )/S2)+ C − 1,
μ
(
D( f )
)= 2μ( f (D( f )))+ C − 2T − 1.
Proof. Let us prove the last of the equations, the others are similar:
⎧⎪⎪⎨
⎪⎪⎩
χ
(
D( f s)
)= χ(D( f s)1)+ C + 3T ,
χ
(
f s
(
D( f s)
))= χ( f s(D( f s))1)+ C + T ,
χ
(
D( f )1
)= 2χ( f (D( f ))1)
⇒ χ(D2( f s))− 2χ( f s(D( f s)))= −C + T .s s s
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⎧⎪⎨
⎪⎩
μ
(
D( f )
)= 3T + 1− χ(D( ft)),
μ
(
f
(
D( f )
))= 2T + 1− χ( f s(D( f s))),
χ
(
D( f s)
)− 2χ( f s(D( f s)))= −C + T
⇒ μ(D( f ))= 2μ( f (D( f )))+ C − 2T − 1. 
Example 4.4. We consider the mapping f (x, y) = (x2, y2, x3 + y3 + xy) of Example 2.6. The double point curve D( f ) is given
by (x+ y2)(x2 + y)(x3 + y3) = 0 so, μ(D( f )) = 16.
The curve D2( f ) has 5 smooth branches, namely, 2 parabolas P1 = V (I1), P2 = V (I2) and 3 coplanar lines L = L1 ∪ L2 ∪
L3 = V (I3), where
I1 =
〈
x− x′, y + y′, x+ y2〉, I2 = 〈x+ x′, y − y′, x2 + y〉, I3 = 〈x+ x′, y + y′, x3 + y3〉.
Its obvious that δ(P1 ∪ P2) = 1 and δ(L) = 3 and their intersection number is
(P1 ∪ P2) · L = dimC O4
I1 ∩ I2 + I3 = 3.
By a Hironaka’s lemma [4], we have δ(D2( f )) = 1+ 3+ 3 = 7 and hence, μ(D2( f )) = 2δ − r + 1 = 10.
Analogously, D2( f )/S2 is composed by the ﬁve lines
Lˆ0 ∪ Lˆ1 = V ( J1), Lˆ2 = V ( J2), Lˆ3 = V ( J3), Lˆ4 = V ( J4),
where,
J1 =
〈
s1, s3, s2 + s4 − s5, s24 − s4s5 + s25
〉
, J2 = 〈s1, s3, s2 + s5, s4 + s5〉,
J3 = 〈s1,2s3 + s2, s4, s5〉, J3 = 〈s3,2s1 + s4, s2, s5〉.
We have δ(Lˆ0 ∪ Lˆ1) = 1 and by Hironaka’s lemma:
δ(Lˆ0 ∪ Lˆ1 ∪ Lˆ2) = δ(Lˆ0 ∪ Lˆ1) + δ(Lˆ2) + (Lˆ0 ∪ Lˆ1 · Lˆ2) = 1+ 0+ 1,
δ(Lˆ0 ∪ Lˆ1 ∪ Lˆ2 ∪ Lˆ3) = 2+ δ(Lˆ3) + (Lˆ0 ∪ Lˆ1 ∪ Lˆ2 · Lˆ3) = 2+ 0+ 1,
δ
(
D2( f )/S2
)= 3+ δ(Lˆ4) + (Lˆ0 ∪ Lˆ1 ∪ Lˆ2 ∪ Lˆ3 · Lˆ4) = 3+ 0+ 1 = 4.
Then μ(D2( f )/S2) = 2δ − r + 1 = 4. Finally, we compute μ( f (D( f ))) = 8 in the same way. Since C = 3 and T = 1, we can
easily check the formulae of Theorem 4.3.
5. Whitney equisingularity
In this section, necessary and suﬃcient conditions for a 1-parameter family ft to be Whitney equisingular are obtained.
Given an unfolding F : (C× C2,0) → (C× C3,0) deﬁned by F (t, x) = (t, ft(x)), we assume it is origin preserving, that is,
ft(0) = 0 for any t . Hence, we have a 1-parameter family of map germs ft : (C2,0) → (C3,0). We say that F is Whitney
equisingular if there is a representative of F which admits a regular stratiﬁcation so that the parameter axes S =C× {0} ⊂
C×C2 and T =C× {0} ⊂C×C3 are strata. By using an appropriate version of Thom’s second isotopy lemma for complex
analytic maps, it follows that any Whitney equisingular unfolding is topologically trivial, but the converse is not true in
general.
Let us introduce the following notation for a surface (X, x) in C3:
(1) We take a generic line L ⊂ C3 and we consider a linear projection π : C3 → C2 such that L = kerπ . The polar curve
with respect to L is deﬁned as P (X) = Σ(π |Xreg ).
(2) The polar multiplicity is the multiplicity of the polar curve at x, i.e., m1(X, x) = m0(P (X), x). It is well known that
m1(X, x) does not depend on L, provided it is generic.
(3) The transverse Milnor number is μ1(X, x) = μ(X ∩ H, x), where H ⊂ C3 is a generic plane. Again, μ1(X, x) does not
depend on H , provided it is generic.
(4) If (X, x) is any complex space germ, we denote by m0(X, x) its Hilbert–Samuel multiplicity.
Our starting point is the following theorem by Gaffney, which characterizes the Whitney equisingularity in terms of the
constancy of two invariants in the corank 1 case and one more invariant in the general case.
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(1) F is Whitney equisingular if and only if μ(D( ft)), m1( ft(C2),0) and m0( ft(D( ft))) are constant.
(2) If f has corank 1, then F is Whitney equisingular if and only if μ(D( ft)) and m0( ft(D( ft))) are constant.
The proofs can be found in [2, 8.7, 8.9], although it is stated there in terms of the invariant eD( f ) = μ(D( ft)) +
2m0( ft(D( ft))) − 1.
Lemma 5.2. Let f : (C2,0) → (C3,0) be a ﬁnitely determined map germ. If H ⊂ C3 is a generic plane and Y˜0 is the plane curve in
(C2,0) given by Y˜0 = f −1(H), we have:
(1) m1( f (C2),0) = μ(Y˜0,0) +m0( f (C2),0) − 1,
(2) μ1( f (C2),0) = μ(Y˜0,0) + 2m0( f (D2( f )),0).
Proof. The part (1) is shown in [2, 8.4], although μ(Y˜0,0) is denoted by m2( f (C2),0). We only need to prove (2). Let
p : C3 → C be a linear form such that H = Ker p. We consider the restriction to the image p|( f (C2),0) : ( f (C2),0) → (C,0)
as a ﬂat family of plane curves with ﬁbre Yz = f −1(z). Since f is ﬁnitely determined, f : (C2,0) → ( f (C2),0) is the
normalization map of the surface ( f (C2),0). We take the composition
(
C
2,0
) f−−−−→ ( f (C2),0) p−−−−→ (C,0).
We use a result by Lê, Lejeune, and Teissier [6], which states that p ◦ f : (C2,0) → (C,0) is also a ﬂat family of plane
curves with ﬁbre Y˜ z = (p ◦ f )−1(z). Moreover, if z 
= 0 is small enough, then Y˜ z is smooth and
δ(Y0) = δ(Y˜0) + δ(Yz),
where δ(C) =∑x∈S(C) δ(C, x), S(C) is the singular set of a curve C and δ(C, x) denotes the delta invariant of C at x.
The ﬁnite determinacy of f implies that outside the origin, the only singularities of f (C2) are transverse double points
and appear along the curve f (D( f )). We choose conveniently the generic plane H , so that Yz = Hz ∩ f (C2) has only Morse
singularities for z 
= 0, and they appear in the set Hz ∩ f (D( f )). Therefore,
δ(Yz) = #
(
Hz ∩ f
(
D( f )
))=m0( f (D( f )),0).
Since Y0 and Y˜0 haveisolated singularity at the origin we get δ(Y0,0) = δ(Y˜0,0)+m0( f (D( f ))). Finally, f : (Y˜0,0) → (Y0,0)
is one-to-one, so that Y0 and Y˜0 have the same number of branches at 0. By the Milnor formula μ = 2δ − r + 1, we get
μ1
(
f
(
C
2),0)= μ(Y0,0) = μ(Y˜0,0) + 2m0( f (D( f )),0). 
Theorem 5.3. Let F be an unfolding of a ﬁnitely determined map germ f : (C2,0) → (C3,0). Then F is Whitney equisingular if and
only if μ(D( ft),0) and μ1( ft(C2),0) are constant.
Proof. By Theorem 5.1, we only need to show that m1( ft(C2),0) and m0( ft(D( ft))) are constant if and only if μ1( ft(C2),0)
is constant. If m1( ft(C2),0) is constant, then m0( ft(C2),0),μ(Y˜0,0) are both constant by Lemma 5.2 and by the upper
semi-continuity of the invariants. If in addition m0( ft(D( ft))) is constant, then μ1( ft(C2),0) is also constant by Lemma 5.2.
Conversely, assume μ1( ft(C2),0) is constant. By Lemma 5.2 we have that m0( ft(D( ft))) and μ(Y˜0,0) are both constant.
On the other hand, if H ⊂ C3 is a generic plane, μ1( ft(C2),0) = μ( ft(C2) ∩ H,0). Thus, {( ft(C2) ∩ H,0)}t is a μ-constant
family of plane curves and they have constant multiplicity. But m0( ft(C2) ∩ H,0) =m0( ft(C2),0) and hence, m1( ft(C2),0)
is also constant by Lemma 5.2. 
Example 5.4. We consider the following family of germs, which is a deformation of the germ given in Example 2.8:
ft(x, y) =
(
x2, y2, x3 + y3 + xy(1+ tx2 + ty2)).
The equations of Y˜0 and D( ft) (following the computations of [8] for double fold mappings) are respectively
ax2 + by2 + · · · = 0, xy(x3 + y3)+ · · · = 0,
where the dots indicate higher order terms and a,b ∈C are generic coeﬃcients. Hence μ(Y˜0,0) = 1 and μ(D( ft)) = 16 for
any t .
Moreover, D( ft) is composed by ﬁve smooth branches parametrized by
x = 0+ · · · , y = 0+ · · · , x = −y + · · · , x = e π3 i y + · · · , x = e 2π3 i y + · · · .
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μ1( ft(C2),0) = 11 for any t . By Theorem 5.3, ft is Whitney equisingular.
Our result is quite similar to the case of a family of surfaces (Xt ,0) in C3 with isolated singularity where, according to
Teissier [12], the Whitney equisingularity of Xt is equivalent to the constancy of both μ(Xt,0) and μ1(Xt ,0).
If f has corank 1, then μ(Y˜0,0) = 0 in Lemma 5.2, but it is not possible to ﬁnd any relation between μ(D( ft),0) and
μ1( ft(C2),0). Thus, our result is independent of the corank.
Appendix A. Symmetric functions
We follow the notation of Section 2.1. The aim of this appendix is to provide a proper model for the quotient of a complex
symmetric space. This model will give us an effective method to compute the generators of D2( f )/S2 for a corank 2 map
germ f : (C2,0) → (C3,0). We begin with some results which give the theoretical justiﬁcation of the method.
Lemma A.1. Let I be an S2-invariant ideal of OC2×C2,0 , then the generators of I may be assumed to be symmetric or antisymmetric.
Proof. Let I be an invariant ideal generated by g1, . . . , gs , then τ · gi ∈ I , take now ai = gi + τ · gi ∈ I and bi = gi − τ gi ∈ I .
Then ai is symmetric, bi is antisymmetric and gi = (ai + bi)/2, thus I = 〈a1,b1, . . . ,as,bs〉. 
Lemma A.2. If an antisymmetric polynomial g(x, y, x′, y′) in OC2×C2,0 is a generator of the ideal I then (x− x′)g and (y − y′)g are
generators of the ideal I S2 .
Proof. Let h = αg ∈ I S2 = {h ∈ I; h ·τ = h}. Then, as h is symmetric and g is antisymmetric, α must be antisymmetric and so
there exist symmetric functions λ,μ in OC2×C2,0 such that α = (x− x′)λ+ (y− y′)μ. Hence, h = (x− x′)λg+ (y− y′)μg . 
Lemma A.3. Set s1 = x+ x′ , s2 = (x− x′)2 , s3 = y + y′ , s4 = (y − y′)2 and s5 = (x− x′)(y − y′). Then, for every h ∈ OC2×C2,0:
(1) If h is symmetric, then h = A(s1, . . . , s5), for some A ∈ O5 .
(2) If h is antisymmetric, then h = (x− x′)B(s1, . . . , s4) + (y − y′)C(s1, . . . , s4), for some B,C ∈ O4 .
Proof. Consider the ideal I = 〈x + x′, (x − x′)2, y + y′, (y − y′)2, (x − x′)(y − y′)〉 ⊂ OC2×C2,0. Its colength is 3 and by the
Malgrange Preparation Theorem OC2×C2,0 is an I-module generated by 1, x − x′, y − y′ . Then, for every h, there exist
functions A, B,C ∈ O5 such that h = A(s1, . . . , s5) + (x − x′)B(s1, . . . , s5) + (y − y′)C(s1, . . . , s5). Notice that s25 = s2s4 and
thus we can assume that in the expressions of A, B,C no terms divisible by s25 appear. Now we change the expressions
s5(x − x′) and s5(y − y′) in B and C respectively for the equivalent expressions s2(y − y′) and s4(x − x′), thus, we can
assume that the variable s5 doesn’t appear in B and C . Suppose h is symmetric, then 0 = h(x, y, x′, y′) − h(x′, y′, x, y) =
2(B(s1, . . . , s4)(x − x′) + C(s1, . . . , s4)(y − y′)) and this implies B and C must be zero. If h is antisymmetric, then 0 =
h(x, y, x′, y′) + h(x′, y′, x, y) implies A must be zero. 
A simple way to ﬁnd this expressions is the following: consider the variables t1 = x+x′ , t2 = x−x′ , t3 = y+ y′ , t4 = y− y′
now rewrite h(x, y, x′, y′) as h( t1+t22 ,
t3+t4
2 ,
t1−t2
2 ,
t3−t4
2 ) and in this expression make the following changes t1 = s1, t3 = s3,
t2k2 = sk2, t2k4 = sk4, t2t4 = s5. Now we have an expression of the form A(s1, . . . , s5)+ B(s1, . . . , s4)(x−x′)+C(s1, . . . , s4)(y− y′)
just as in the proof of the lemma.
Now we are going to see how the quotient of the symmetric complex space C2 × C2 embeds as a complex subspace
of C5: take
ψ :C4 →C5, (x, y, x′, y′) → (x+ x′, (x− x′)2, y + y′, (y − y′)2, (x− x′)(y − y′)),
and consider its pull-back
ψ∗ : OC5 → OC2×C2 .
By A.3, we have that Imψ∗ = OS2
C2×C2 , then O
S2
C2×C2 is a ﬁnitely presented OC5 -algebra in such a way that C2 ×C2/S2 =
SpecanOS2
C2×C2 is isomorphic to the complex space Imψ with the analytic structure deﬁned by the ideal sheaf Kerψ
∗ .
Notice that, if we denote s1, . . . , s5 the variables in C5, then locally we have:
Kerψ∗ = 〈s2s4 − s25〉.
Eventually, the space C2 ×C2/S2 is just the cone in C5 deﬁned by the equation s2s4 = s2.5
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whose deﬁning ideal sheaf is (ψ∗)−1(I (X)S2 ), where I (X) is the ideal sheaf deﬁning OX and (I (X)S2 )x = (I (X)x)S2 .
As an immediate consequence of A.2, we have the following proposition which gives us a model for a germ X/S2:
Proposition A.4. Let X ⊆ (C4,0) be a germ of symmetric complex space with X = V (I), with
I = 〈αi(s1, . . . , s5),β j(s1, . . . , s4)(x− x′)+ γ j(s1, . . . , s4)(y − y′)〉
as in Lemma A.1. Then X/S2 is isomorphic to V ( J ) ⊂ (C5,0), where the generators of J in the variables s1, . . . , s5 of C5 are
αi(s1, . . . , s5),
s2 · β j(s1, . . . , s4) + s5γ j(s1, . . . , s4),
s5 · β j(s1, . . . , s4) + s4γ j(s1, . . . , s4),
and
s2s4 − s25.
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