Introduction
During the last several years, we have explored temporal logic as a framework for specifying and reasoning about concurrent programs, distributed systems, and communications protocols. Previous papers[Schwartz/Melliar-Smith81,82, Vogt82a ,b] report on our efforts using temporal reasoning primitives to express very high-level abstract requirements that a program or system is to satisfy. Based on our experiences with those primitives, we have developed an interval logic more suitable for expressing higher-level temporal properties.
In our survey paper[Sehwartz/Melllar-Smith82], we examine how several different temporal logic approaches express our conceptual requirements for a simple protocol. Our conclusions were both disappointing and encouraging. On one hand, we saw how our very abstract temporal requirements provided an elegant statement of minimal behavior for implementation conformance. We were able to distill a set of requirements expressing the essence of the desired behavior; stating only requirements without implementation-constraining expedients. Our intention was to specify only the minimum required externally visible behavior, leaving all other aspects to lower levels of description. We have argued that only by doing so can one gain the necessary measure of confidence that a specification reflects the intuitive requirements. Implementation-oriented details, while facilitating verification of like implementations, lead to overly detailed and complicated specifications and bias implementation strategies.
While we were happy with the level of conceptualization of the specifications, their expression in temporal logic was rather complex and difficult to understand. Because of the relatively low level of the linear-time temporal logic operators (r-I, <>, *This research has been supported by National Science Foundation Grant MCS-8104459. ?On leave from the Hahn-Meitner-lnstitut, Berlin, Federal Republic of Germany.
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Until, Latches-Until, etc.), we were forced to "encode" many higher-level concepts. To characterize these intervals and any desired properties in temporal logic becomes quite difficult and unwieldy. Intervals in temporal logic are "tail sequence" intervals, always extending from the present state through the remainder of the computation. Temporal logic operators are always interpreted on the entire tail sequence. For this reason, unary D and O operators cannot be used to specify invariance and eventuality properties in bounded intervals. The Until operator, which does allow one to identify a future point in the computation, must be composed to encode indirectly such properties. This quickly leads to a morass of embedded Until formulas.
The impoverished set of temporal abstractions forced us to include state components that were not properly part of our specification. These additional state components were needed to establish the amount of context necessary to express our requirements. Without these components, context could only have been achieved by complex nestings of temporal Until constructs to establish a sequence of prior states. Our survey paper highlighted how the introduction of state simplifies the temporal logic formulas at the expense of increasing the amount of "mechanism" in the specification.
For our goal of minimal specification of internal behavior, the parameterized event-sequence temporal specification was the most satisfying, and least readable. The difficulty of establishing context by temporal constraint rather than by state function led us to include supplementary state and a slightly lower-level specification.
In this paper, we present an interval logic to provide a higher-level framework for expressing temporal relationships. A higher-level temporal concept that pervades almost all temporal specifications is that of a property being true for an interval. The concept of intervals and interval composition forms the basic structure of our specification and verification method. This allows conceptual requirements to be stated rather directly and intuitively within the logic. For our examples, this new logic has provided concise and workable specifications of the imended semantic requirements.
An informal introduction of the language and logic follows in Section 2. A formal model for the interval logic is given in Section 3, with a selection of valid formulas appearing in Section 4. The remainder of the paper contains sample specifications and a small proof example. Section 5, 6, 7 , and 8 explore the application of interval logic to queues, a hardware arbiter, a simple communications protocol, and a distributed mutual-exclusion algorithm, respectively. Section 9 concludes with a discussion of the current status of the research.
An Interval Logic
At the heart of our interval logic are formulas of the form:
Informally, the meaning of this is: "The nczt time the interval I can be constructed, the formula a will 'hold' for that interval." This interval formula is evaluated within the current interval context and is vacuously satisfied if the interval I cannot be found. A formula 'holds' for an interval if it is satisfied by the interval sequence, with the present state being the beginning of the interval. Thus far, we have described how to compose properties of intervals without discussing how intervals are formed. At the heart of a very general mechanism for defining and combining intervals is the notion of an event. An event, defined by an interval formula /~, occurs when /~ changes from False to True, i .e., when it become, true. In the simplest case,/~ is a predicate on the state, such as x > 5 or atDq . Note that, if the predicate is true in the initial state, the event occurs when it changes from False to True, and 
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For a P predicate event, the following formulas are valid.
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The Interval Operators ~ and
Two generic operators exist to derive intervals from interval arguments. We take the liberty of overloading these operators to allow zero, one or two interval-value arguments. Intuitively, the direction of the operator indicates in which direction and in which order the interval endpoints are located. The endpoint at the tail of the arrow is first located, followed by a search in the direction of the arrow for the second endpoint. A missing parameter causes the related endpoint to be that of the outer context. x=y y~16
For the interval beginning with the next event of the variable x becoming equal to y and ending with y changing to the value 16, the value of z is asserted to remain greater than z. The first, state of the interval is thus the state in which z is equal to y and the last state is that in which y is next equal to 16. Note that the events z --y and y -~ l0 denote the next changes from z~y and y~ 16.
To modify the above requirement to allow x > z to become False as y becomes 16, one could write
Nesting interval terms provides a method of expressing more comprehensive context requirements. Consider the formula
[OD]
The formula requires that, if an A event is found, the subsequent B to C interval, if found, must sometime satisfy property D. The outer ~ operator selects the interval commencing at the end of its first argument, in this case, at the end of the selected A ~ B interval. The interval then extends until the next C eventestablishing the necessary context.
In the previous example, the formula was vacuously true 'I ,l ,I
A B
C
we obtain a requirement similar to that of (5), but allowing events B and C to be arbitrarily ordered.
Introducing the use of backward context, to find the interval A ~ B in the context of C, we have
[OD] h I, 'I
I ,I
A B C
Here the occurrence of the first C event places an endpoint on the context, within which the most recent A ~ B interval is found. Note the order of search: looking forward, the next C is found, then backward for the most recent A, then forward for the next B. Thus, the formula is vacuously true if no B is found between C and the most recent A.
As a last exaknple, consider
[ oD]
The interval extends back from the first C event to the beginning of the most recent A ~ B interval.
Parameterized Operations
Within the language of our interval logic we include the concept of an abstract operation. For an abstract operation O, state predicates atO, inO, and afterO are defined. These predicates carry the intuitive meanings of being "at the beginning", "within", and "immediately after" the operation. Formally, we use the following temporal axiomatization of these state predicates.
1.
2.
3.
4.
atO =a~ begin afterO ] r-I inO
Axioms 1 and 2 together define inO to be true exactly from atO to the state immediately preceding af-terO. Axiom 3 allows atO to be true only at the beginning of the operation, and axiom 4 requires that att,rO be true only immediately following an operation. Note that, in axiom 1 for example, the predicate atO used as an event term defines the interval commencing with the entry to the operation.
The axioms do not imply any specific granularity, duration or mapping of the operation symbol to an implementation. Any interpretation of these state predicate symbols satisying the above aziom~ is allowed. In addition, no assumption of operation termination is made. To require an operation to always terminate, one could state as an axiom
Abstract operations may take entry and result parameters. For an operation taking n entry parameters of types 7"1 .... , T,, and m result parameters of types Tn+l, ...,T,+m, the at and after state predicates are overloaded to include parameter values.
atO (vl, ..., vn) is true in any state in which ~tO is true and the values of the parameters are vl, ...,v,. The predicate after i8 similarly overloaded.
As an example of an interval requirement involving parameterized operations, consider an operation O with a single entry parameter. To require that this parameter increase monotonically over the call history, one could state
Va, b U[.,O(.) ~.tO(b) ] b > a
Since a and b are free variables, for all a and b such that we can find an interval commencing with an atO(a) and ending with an atO(b), b must be greater than a. Recall that the formula is vacuously true for any choice of a and b such that the interval cannot be found.
It is also useful to be able to designate the nest occurrence of the operation call, and to bind the parameter values of that call. The event term ~tO : (a) designates the next event ~tO and binds the free variable a to the value of the parameter for that call. Thus the previous requirement constraining all pairs of calls, can be restated in terms of successive calls as
a [.tO(a) = ~to: (b) ] b >
The requirement is now that for every a, the call ~tO(a) is followed by a call of O whose parameter is greater than a. This parameter binding convention has a general reduction, which we omit. here. For this specific formula, the reduction gives
In this section we give the syntax and model-theoretic semantics for the language of interval logic.
In the following, we will use a, 3 , "~ as logical variables ranging over interval formulas and use I, J,K ranging over interval terms. We use P to range over atomic predicates and A to range over event terms.
Summarizing the language of our logic, we have defined the following syntactic constructs: 
±~
For a finite or infinite computation state sequence 8, we now define satisfaction of an interval formula a by 8. In defining the model, we use the notation 8<i,i> to denote the subsequence of s beginning with the i th element of the sequence, and ending with the jth element of the sequence. As a representation for an infinite sequence, we use on as the right endpoint value, as in the subsequence 8<i, oo>. For a finite computation, we extend the last state to form an infinite sequence.
The following model defines, for sequence , and interval formula a, the satisfaction relation 8<i,a. > ~ a. We say that a sequence 8 satisfies formula a if 8<1,1,1> I == a. Since our definition of the satisfaction relation will always be referring to portions of the same, sequence, we will refer to * using only its subsequence denotation, i.e., as < i, j > ~ a.
The relation < i, j > ~ a is defined recursively, based on the structure of the formula, as follows: 
The 7 function appearing in the definition of [ I ] a is a interval-valued function from an interval term, an interval, and a direction of search. The direction of search is denoted by F for forward or B for backward -logical variable d ranges over. F and B. The function J" denotes the interval I found in the < i,j > context looking in the direction of search. The function is defined to return the null interval value ± when the interval cannot be constructed. All functions on intervals are strict on ±. By the last clause in the above definition, any formula a is satisfied for such a null interval. This serves as a device to define our partial correctness semantics for interval formulas.
For event term a and interval < i, j > we define
to define the set of events a occuring in the interval, each event being the interval of change < k -1, k > in which a changes from false to true. With this we next define
We assume rain and max functions on sets of (interval-valued) pairs are defined in the standard manner (the represented intervals are disjoint). Both rain and max return ± if the set is empty, and max returns ± for an infinite set. Thus 7 returns the interval of change for the first or last event a in the interval < i,j >, and returns _1_ if that interval cannot be found.
Next we define the interpretation of the interval functions begin and end
and last(< i, oo >) is defined to return _L.
We now define our forward and backward interval construction functions through a recursive interpretation for J" based on the structure of the interval-term argument.
We now derive the semantics of the two argument arrow operators as the composition of those above.
This completes our model for interval logic formulas.
Interval logic specifications are divided into two parts: Ink and Axioms. An lnit portion states properties to be satisifed at (from) the beginning of a computation, assuming a distinguished starting state. Formally, using distinguished (uninterpreted) state predicate aart, each interval formula a within the Ink clause is interpreted as an axiom of the form start D a. The interpretation of ,tart is a a methodological concern: the predicate will be mapped to the beginning state of the computation sequence when proving that a program satisfies the specification. The assumption of a distinguished starting state will allow us to more completely characterize correct system or program behavior.
A Sampling of Valid Formulas
In this section we present a selection of valid formulas. Our intention here is simply to illustrate a style of expression and deduction rather than a more comprehensive list of valid formulas or a complete axiomatization. We are currently incorporating a decision procedure for interval Iogic[Plaisted83] into our STP deduction system[Shostak/Schwartz/Melliar-Smith82].
We are therefore more concerned about the Myle of ezpmsMon than an axiomatization of the language or rules of deduction.
As in the previous section, we use a, ~, "y as logical variables ranging over interval formulas, and I, J,K ranging over interval terms. Additionally Formula V4 derives the meaning of our interval-eventuality operator in terms of an interval formula, while V5 re-expresses this in terms of nested O eventuality. Formula V8 defines "pushing" interval formula negation into the interval.
For an arbitrary interval a, we have the following formulas illustrating the "promotion" of noninterval properties to interval properties.
V7. a -~-[=:*]a v8. 12, 
]
Formula V7 expresses the fact that the interval (=~) selects the complete outer context, while V8 expresses the fact that any invariant a of the outer context will apply in any "tail interval" of the context.
A consequence of our basic definition of event terms is
Vg. [a:=abegin~a]l-la
That is, for the interval beginning with a becoming true and extending until just prior to a becoming false, a will remain true.
As properties of how intervals are constructed, we have 
vl2.
Formula VIO expresses a fundamental event-ordering property. For two events designated by a and fl, either (1) one or the other event does not occur, (2) a occurs before ~, (3) fl occurs before c~, or (4) both occur at the same time. This case split is often used to prove properties relating multiple events.
For n onnested interval terms, formula V11 reduces the semantics of our backward ~ operator to an equivalent expression using the forward ~ operator. In doing this reduction, we employ a nested interwd event formula. The embedded (-,an) thus begins when the ~*(~ formula changes to become true. This will becomes true in the first state when one can no longer find another a eventprecisely in the first a state of the last change to a. Of course this kind of "tricky encoding" should be avoided; the backward operator was included in the language to provide a higher-level construct to express this! Formula V12 expresses the fact that no interval with an upper end point, and therefore finite, can contain an unbounded number of J intervals. This follows from the fact that the occurrence of an event requires a change in predicate value -and thus at least two states. Note that the formula • O a is satisfiable in a bounded interval. This would be satisfied by any interval state sequence in which a is true in the last state. Thus, the interpretation of 12 O as "infinitely often" only applies over infinite intervals.
As basic properties of interval partitioning, we have
By via, for any interval term I, if a simple property p is true up to I and is true from I onward within the outer context, then p is true for the context. Typical use of this would be to establish invariance or eventuality properties for an interval by showing the properties to hold for portions of the interval. Formula V14 expresses the dual of this.
Finally, the following formulas express interval composition. A nonembedded interval property p is thus derived for the interval from I to the first K that follows the first J by proving it for the associated I to J and J to K intervals. For the case where one can prove that. the first K following I also follows J, formula V16 allows the simplification of (~ (J =* K}) to (=* K).
Queue Specifications
In this section, we illustrate two specifications of queues with asynchronous enqueuing and dequeuing operations. We first consider a reliable (normal) queue, followed by an unreliable
No assumptions are made about the atomicity of, or temporal relationships between, the Enq and Dq operations. These operations can overlap in an arbitrary manner. We do assume that at most one instance of the Enq and Dq operations will be active at any given time. This avoids a more explicit process-naming convention.
The formula Queue.
[ ~ atterDq(b) ](*aaerDq(a) ~ *(atEnq(a) ~ atEnq(b) ))
expresses the fundamental first-in first-out behavior that characterizes a queue. It requires that, for all a and b, if we dequeue b, then any other value a will be dequeued in the interim if and only if it was enqueued prior to b. Further axioms are needed to express liveness requirements on the two operations.
By exchanging atEnq{a) and atEnq(b) terms in the queue axiom above, yielding Stack.
[
one obtains a last-in first-out queue (i.e., stack).
In preparation for specifying the services of a communication transmission medium in Section 7, consider a modification to the queue semantics to allow it to be intermittently unreliable. Individual values can be lost from the queue, provided that any value enqueued a sufficient number of times will eventually be available for dequeuing. This specification allows repeated Enq operations for the same value, to permit the value to be reenqueued until it is dequeued. The specification is shown in Figure  5 -1.
Clause !1 requires that, for all a and b, if we dequeue a before dequeuing b then we must have previously enqueued those two items in that same order. ' ,I *Enq(a)*Enq(b) Dq(a) Dq(b)
Note that a and b do not have to be successive items; the clause applies to any pair of items. If the values of either a or b, or both, are such that the value is never dequcued then it will not be possible to construct the interval between their dequeuings. Note that the clause is vacuously satisfied for any pair of values for which this dequeuing interval cannot be found. Clause 12 contributes the requirement that values must be enqueued prior to being dequeued. These clauses are both predicated on items being dequeued and state that items dequeued must have been enqueued in the same order. These two clauses place no constraints on items lost and thus never dequeued. I3 here expresses the distinct item constraint: repeated Enqs must be consecutive; once some other value is enqueued, it is not permissible to return to any prior value.
Axiom A1 now expresses the weak constraint that infinitely repeated Enqs will ensure that the Dq operation returns. Items can thus be lost from the queue as long as, eventually, an item is retained to be dequeued. Axiom A2 requires only that the Enq operation terminate.
A Self-Timed Systems Specification
Self-timed logic [Seitz80] was introduced as a means to reduce complexity of asynchronous connections between hardware modules. The method is based on a request-acknowledgment protocol which guarantees that a module remains inactive until it is requested, and that the request remains in place as long as the module is required. The correctness of such systems, if properly constructed, is independent of the speed of its components.
In this section, we use interval logic to describe a simple request-acknowledgment protocol. Based on these specifications, we define an arbiter module (adapted from [SeitzS0] and [Bochmann82D, that determines the order in which two user modules obtain access to a shared resource.
Request-Acknowledgment Protocol
The interaction between self-timed modules takes place by a pair of circuits. One circuit, indicated by "R" carries the request from the requesting module to the responding module (see Figure 6 -1). The second circuit indicated by "A" carries the acknowledgments in the opposite direction (from the responding module to the requesting module). [] *atEnq A *atDq :) *atterDq A2.
[ at Enq =* ] * atterEnq The request-acknowledgment protocol determines how requests and acknowledgements are exchanged between two interacting modules. Using state predicate R to indicate that the request signal is up and A that the acknowledgment signal is up, the following figure illustrates the flow of signals in the requestacknowledgment protocol.
R -,R ,I
,I A ~A Note that events R and A then designate signal raising, while events ~R and -A designate signal lowering.
As the figure indicates, after R is set, an acknowledgment signal must occur before R can become False again. Note the causality between R and A, requiring that the R signal is raised before A. Similarly the acknowledgment signal must be False before a request can be initiated, and the A signal cannot be lowered until the request has ended. A consequence of these requirements is that a "new" request on the same circuit can occur only after the previous acknowledgment has ended. Graphically, these specifications of the order of these signal-changes are:
, I ,I
A begin*'gR
A precise specification of these properties in interval logic is given in Figure 6 Axiom 1 expresses a requester requirement that a request signal, only initiatable when the acknowledgment signal is down, remains up at least until the acknowledgment signal is raised.
For the responder, A2 states that the acknowledgment signal, once raised, remains up as long as the request stays up {safety). Axiom A3 requires that, after lowering the request signal, the acknowledgment must also be lowered at some later time.
The initial condition indicates that the axioms are implied from a point at which a request has been reset.
{I.2 Arbiter
We now give a specification of an arbiter module. The arbiter, adapted from [Seitz80] and [Bochmann82], determines the order in which two user modules obtain access to a shared resource module. The arbiter AR interacts with the user modules U1/Ug, the transfer modules T1/TI~, and the resource module RM (see Figure 6. 3) by the request-acknowledgment protocol described in the previous section. Assume that a user module, U1, requests access to the resource RM by raising UR1. The arbiter grants this access by requesting first the transfer module, 7"I, and then the resource module -provided it is not currently servicing any other user module. Until the arbiter receives acknowledgments from both the transfer module and the resource module, it maintains its requests for each of those modules and refrains from sending an acknowledgment to the user. The use of the request-acknowledgment protocol ensures that pairs of requests and acknowledgments be well-behaved -i.e., that both safety and iiveness properties expressed in the previous subsection will be obeyed.
I,,
The requirements on the signalling order are graphically specified in the following figure: [ Axiom 1 establishes three nested intervals, all ending at the first moment at which both TAI and RMA are true. For the outer interval, from UR; until TA/and RMA, UA must be False throughout the interval and TRi must be found. For the contained interval from TRi, TR# must remain true throughout the interval, and RMR must be False initially but occur later within the interval. For the inner interval, once RMR becomes true it must remain true.
Similar to the initial eondmon of the request, acknowledgment protocol, all user request signals must start low.
Protocol Specification
The Alternating Bit (AB) protocol chosen as an example is used to coordinate the flow of messages between two nodes in a distributed network. The protocol provides reliable communication over an unreliable transmission line by repeated transmission. The protocol considers messages one at a time, and cannot proceed to the next message until it receives acknowledgment that its current message has been received correctly. The message is placed in a packet with a one-bit sequence number (hence the name of the protocol), and an acknowledgment is assumed to consist of the return of the same packet (although only the sequence number is really required). Several packets may be in transit simultaneously. The protocol recovers successfully from packets lost, duplicated, or delayed by the transmission line, as long as no packets arrive out of order. We consider only the half-duplex protocol providing unidirectional message transfer.
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-R, (m,v) to receive a packet with a message and a sequence number.
- T,(m,v) to transmit an acknowledgement containing a sequence number.
-Enq(m) to add a message in the Receiver queue.
to obtain the next message to be sent.
to transmit a packet consisting of a message and a number.
to receive an acknowledgement with a sequence num-
Specification of the Service Used and the Service Provided
The service used defines a service of an unreliable medium and therefore subject to loss or corruption of the sent data, but not subject to a reordering of the sequence of submitted packets. It is also assumed that, by repeated retransmission of a packet, it will be delivered uncorrupted at some time. This characteristic is equivalent to the properties of the unreliable queue specified in Section 5. Therefore the specification of the service used consists of the mapping of T, to Snq and of R, to Dq , in order to get the unreliable transmission service for the packet transmission. The unreliable transmissions of acknowledgements can be specified by an analogous mapping of Tr and R, to Enq and Dq, respectively. Two unreliable queues, one for the packet flow and one for the acknowledgement flow, represent the service through which the AB Sender and Receiver processes are communicating with each other.
Similar to the approach taken to specify the unreliable medium, the reliable message exchange between two users in the oneway exchange mode has the same characteristic as the reliable queue. Therefore a similar mapping as above, associating Send with Enq and Ree with Dq, provides the specification for the service provided.
AB Protocol Specification
We now give interval logic specifications for the Send and Receive processes.
For the Sender process: Figure %2 illustrates the initial property and the three axioms comprising the specification. The initial property lnit states that no transmission shall occur before the first dequeue and that, at the time of the first dequeue, the value of the expected sequence number has been set to a distinguished initial value.
Rather than use interval expressions to establish temporally the alternation of outgoing sequence numbers, we introduce state component ezp, indicating the expected sequence number. This simplifies our temporal expressions while not overly constraining implementation strategy. Note that the value of ezp is specified only at the time of returns from Dq.
The three clauses in Axiom A1 express the basic safety requirements on the Sender. In clause order, they are: * After returning from dequeuing a message m with the currently expected sequence number v, the expected sequence number will be V (i.e., incremented modulo 2) at the time of the next dequeue.
• At least one uncorrupted acknowledgement with the expected sequence number ~ must be received before the next message can be dequeued.
• Until the next message is dequeued, only < m, ~ > packets may be transmitted.
Graphically:
The two clauses of Axiom A2 express Sender liveness requirements. After returning from dequeuing a message m, with current sequence number v, repeated acknowledgents for sequence number ~ must lead to a request for another message from the queue. Furthermore, that the Sender never attempts to dequeue another message implies continual retransmission of the current packet < m,~ >.
Axiom A3 expresses a further safety requirement: while the Sender is dequeuing another message, no packet can be transmitted.
For the Receiver process: Figure %3 illustrates the Receiver specification. The initial property is that, until receipt of an initial packet, there will be no prior delivery of messages or transmission of acknowledgements, and from that receipt onward, transmission of the first acknowledgement leads to delivery of the message. Again, we introduce a state component exp, defining the current sequence number only at the time of a call on Enq.
Axiom A1 expresses a safety property about acknowledgments: Between receiving a packet < m, v > and the next packet receipt, acknowledgements will be sent only for sequence number Axiom A3 expresses safety properties related to message receipt. The interval logic formula combines these requirements in order to exhibit their dependence on a common context. In clause order, their contribution is as follows.
• Delivery of sucessive messages must result from packets with alternating sequence numbers v and ~.
• Delivery of a message must be preceded by its receipt.
• Having received a packet, the contained message must be delivered before an acknowledgement for a packet with a different sequence number is transmitted.
• Acknowledging a packet n must ensure delivery of its message, but that acknowledgement may be transmitted before or after the delivery occurs. The intent of this specification is to ensure exclusive access to a shared critical section by some set of processes. Each process is to make an independent decision based on a shared global data structure. In stating the specification, we assume a state predicate es(i) which, for process i, indicates that i is in the critical section. For a shared global data structure, we assume a state predicate x(i) which, for process i, indicates i's intention to enter the critical section. We wish to state minimal requirements on the use of state predicate x by a process to ensure mutual exclusion. Pictorially we represent the required behavior as follows:
As shown, an entry of the critical section by process i must be preceded by an earlier setting of x(1) to true. Throughout this interval x(i) must remain true, and, for every other process j, there must be some moment within the interval at which x(j) is false. This specification imposes no requirement on the order or frequency of inspecting the x(j)s; it suffices that, at 8ome time during the interval, each x(j) is false. Herein lies the basic reason for exclusion, x(i) remains.true through the interval, and no other x(j) can be true for that interval. Thus no other process j can find x(i) false between the time that i signals his intention and the time that i leaves the critical section {or abandons his claim). The specification does not, however, ensure the absence of deadlock. Figure 8 -1 gives the interval logic specification. Given an initial condition in which all processes have relinquished their claims, axiom A1 expresses our previous pictorial requirement that, if process i enters the critical section, then for the interval back to the most recent setting of x(i), each x(j) must be found to be false. Axiom A2 requires that x(i) remains true while i is in the critical section. We have not needed to state explicitly that there must be a setting of x(i) prior to the entry. Valid formula V5 of section 4 can be used to deduce this from the initial assumption and A2. Similarly we can deduce that x(i) remains true through that interval. Pictorially, we show that a violation of mutual exclusion, with both processes in the critical section, requires that one process enter while the other is already in, or just entering, the critical section.
,I ,[
cs(i) I ~cs(i) ,¢s(1)
From the axioms, we know that each entry must be preceded by setting of the coresponding x. Two situations arise. Either setting x(j) precedes setting x(i), or x(j) is set at the same time or after x(i).
argument of which process enters the critical section first, the antecedent is expressed in terms of quantified k and i. This lemma is valid within the interval theory.
Lemma L2 states that, if x(i) is true throughout an interval I, then it is not possible to find the x(j) ~ cs{j) interval. By axiom A1, if the interval were found, there would be within it a -~x(i) state, contradicting the antecedent.
Lemmas L3 and L4 state intervals throughout which xIra ) is true. Both lemmas follow directly from axiom A2. Combining L3 and L4, we obtain lemma L5 for the composed interval, from the x(m) preceding entry until the exit if any, otherwise indefinitely.
: Instantiating the free interval variable I in L2 with the intervals of L5, we use the invariant [] x(m) of L5 to establish the antecedent of the implication in L2. We then use the consequent of L2 to establish each of the three eases of L1, thereby establishing the conclusion and completing the proof.
L, I I x(O cs(i) -~cs(i)
x(j) x(j) es(j)
In the first case, since the interval x(i) ~ es(i) is fully contained in the interval x(j} ~ cs(j), process i could not have found the required false x(j} in that interval. Similarly, in the second case j could not have found x(i) false. Since neither of these two situations can arise, the postulated violation of mutual exclusion could not occur.
In interval logic, our proof is given in Figure 8 -2. With mechanized decision-procedure support in the style of [Shostak/-Schwartz/MeUiar-Smith82, Plaisted83], the only user input necessary, in principle, is instantiation of the free variable m in our initial assumption, and of I in step L2. More realistically,'the proof would likely be decomposed into user-provided steps L2 and L5. The other steps, including the major case split expressed in L1, would follow automatically as part of the complete theory.
Lemma L1 expresses the case split illustrated above, elaborated to include a third ease in which a process enters and never exits the critical section. To avoid considering the symmetric
Analysis and Conclusions
We have presented a preliminary version of our interval logic and have illustrated its application to several different problem domains. We are reasonably satisfied with its success, although we expect further honing of the language as we gain more experience with specification and verification attempts. The language at this point does not address the issue of program correctness. Left for later development is a means to compose multiprocess system semantics from semantics of individual processes. This is, of course, needed to define the semantics of a concurrent programming language as well.
At the heart of our interval logic design is the decision to support a behavioral style of specification and reasoning. A cause/effeetstyle pervades our specifications -always of the form "given a particular context, some future behavior of the system must occur". As we discussed in [Schwartz/Melliar-Smith82], we find this form of specification to be closer to our intuitive operational understanding of our requirements, while still managing to avoid details of operational implementation. More historyrelated specifications, capturing a static view of necessary relationships between different input/output histories, don't seem to provide the same degree of intuition crucial to understanding and reasoning about a system from its specification. The decision to base interval formation on "state-change events" was motivated by our observation that establishing context almost always required seeing a change in state. Without "anchoring" requirements on properties becomingtrue, one often cannot guarantee that the proper interval has been identified. This is particularly true for eventuality properties.
Two language decisions related to this notion of context establishment are the decisions (1) to make interval formulas vacuously true whenever the context cannot be established, and (2} to interpret interval formulas as properties of the nest time the context occurs. Both these decisions support an abstract form of operational thinking. Having sufficient expressive power to conveniently establish context requirements either temporally or through the use of state components proved to be an important method of directing the level of abstraction of the specification.
Based on our previous experience with formal specification methods, we do not think anyspecifieation method for distributed and concurrent systems can be successful without mechanical verification support. The level of process interaction makes it only too easy to make incorrect or incomplete analysis of specifications, regardless of the amount of human care that is taken. Our experiences with informal proof techniques and unverified specifications have led us to include mechanical verification support as a crucial part of any specification language design effort. Our emphasis in designing the interval logic was to retain decidability in order to provide a complete decision procedure. Although we believe interval logic has a complete axiomatization, through a reduction to linear-time temporal logic, we do not expect anyone to attempt to use the axiomatization in doing a proof. For this reason, we chose features on the basis of utility rather than mathematical elegance.
One direction for further work that may prove extremely fruitful is development of a formal graphical representation of specifications and proofs. The ability to represent specifications and proof arguments pictorially could greatly enhance intuitive understanding of temporal properties.
Preliminary analysis of the computational complexity of our logic indicates it is P-space complete -the same order of complexity as for linear-time temporal logic. We, with David Plaisted playing the primary role, have developed an experimental decision procedure for interval logic [Plaisted83].
Several other higher-order temporal languages have appeared in the literature. Lamport introduced a Timeset language[LainportS0] for defining properties of intervals. At the heart of the language proposal are terms of the form [P~Q), denoting the set of all time intervals starting with a state in which property P is true and extending to all points such that Q has remained false. Such all-inclusive terms make it difficult to avoid capturing unexpected and unwanted contexts, and, we believe, result in nonelementary computational complexity. Wolper[Wolper82] introduced the concept of a regular-expression grammar operator into his Extended Temporal Logic (ETL). These grammar operators are used to define constraints, in the form of regular expressions, on allowable sequences of parameterized operations. This produces very abstract specifications, in much the same style as Hailpern's[Hailpern80] history-based, llnear-time temporal logic. Wolper's extension preserves P-space complexity.
With a somewhat different focus, Moszkowski[Moszkowski82] uses a related notion of interval logic to define and prove properties of hardware circuits. Moszkowski integrates specification of quantitative bounds into his hardware description language. While our interval logic is oriented toward identifying properties true of specified contexts, Mozkowski's logic provides interval abstraction, that is, a method to refer to all intervals having a certain property or decomposition. A semicolon operator, similar in spirit to the dynamic Iogic[Hare179] "chop" operator, allows formulas such as [ P ; Q ]to refer to all intervals composed from subintervals having properties P and Q. This very powerful concept again leads to nonelementary computational complexity.
