We study several important fine properties for the family of fractional Brownian motions with Hurst parameter H under the (p, r)-capacity on classical Wiener space introduced by Malliavin. We regard fractional Brownian motions as Wiener functionals via the integral representation discovered by Decreusefond and Üstünel, and show non differentiability, modulus of continuity, law of iterated Logarithm(LIL) and self-avoiding properties of fractional Brownian motion sample paths using Malliavin calculus as well as the tools developed in the previous work by Fukushima, Takeda and etc. for Brownian motion case.
Introduction
Fractional Brownian motions (fBMs for simplicity), as archetypical examples of Gaussian processes have attracted researchers in recent years. The stochastic calculus and sample path properties for them are mainly studied in the setting of Gaussian measures (the Malliavin calculus for example) and Gaussian processes. In this article, we explore the fine properties of fBMs as measurable functions on the Wiener space. By fine properties here we mean those sample properties which are measured uniformly by the capacities associated with the classical Wiener space.
Recall that an fBM, (B t ) t≥0 with Hurst parameter H ∈ (0, 1) is, by definition, a centred Gaussian process with its co-variance function given by
for s,t ≥ 0. FBMs were firstly introduced by Kolmogorov [18] in early 1940s, which were named as fractional Brownian motion by Mandelbrot and Van Ness [26] in 1968. An integral representation for fBM with Hurst parameter H was discovered in [26] , which is given by The sample paths properties of fBMs, like all other aspects of their laws, depend crucially on the Hurst parameter H. FBM with Hurst parameter H = 1 2 is just a standard Brownian motion. The study of sample paths of Brownian motion has been one of the primary components in stochastic analysis, see e.g. Itô-McKean [13] , Karatzas-Shreve [16] , Revuz-Yor [30] and other excellent references therein. FBMs have stationary increments, unlike Brownian motion however, the increments of fBMs are no longer independent in the case where H = 1 2 . If H > 1 2 , the increments over different time intervals are positively correlated, while for H < 1 2 , the increments are negatively correlated. fBMs are selfsimilar Gaussian processes with long time memory if H = 1 2 , which are neither Markov processes, nor semi-martingales. Decreusefond and Üstünel [5] identified the Cameron-Martin spaces of fBMs, and deduced another form of representations for fBMs, in terms of Wiener integrals with respect to Brownian motion, and thus realised fBMs as measurable functionals of Brownian motion. FBMs are examples of Wiener functionals which are not solutions to Itô's stochastic differential equations. The advantage of considering fBMs as Wiener functionals lies in the fact that one may derive results for fBMs with different Hurst parameters in terms of concepts defined by Brownian motion, such as capacities. In this paper we derive several sample properties of fBMs with respect to the capacities defined on the classical Wiener space by the standard Brownian motion, rather than on different Gaussian spaces induced by fBMs with different Hurst parameters. We prove a few interesting fine properties for the family of fBMs with respect to the (p, r)-capacity defined in the sense of Malliavin [24] on the classical Wiener space. To be more specific, we will study non-differentiability, modulus of continuity, law of iterated logarithm and self-intersection of fBMs measured by capacities on the classical Wiener space. These sample path properties have been investigated over past few decades, for both Brownian motion and fBMs, even for general Gaussian processes, under both probability and (p, r)-capacity, see for example [3, 16, 30] . There is a huge amount of literature on this aspect. Paley, Wiener and Zygmund [29] showed the almost everywhere non-differentiability of Brownian motion sample paths (see also the argument by Dvoretzky, Erdős and Kakutani in [7] ), and Mandelbrot and Van Ness [26] proved that fBM sample paths are also non-differentiable almost surely. For the modulus of continuity, Lévy [20] established the result on Hölder continuity for Brownian motion. In [5] , it was shown by Decreusefond and Üstünel that sample paths of fBM with Hurst parameter H are almost surely Hölder continuous only of order less than H. Khintchine [17] extended the law of iterated logarithm from the case of random walk to Brownian motion. In [4] , Coutin [4] mentioned the following result on the law of iterated logarithm for fBM lim sup ε→0 + B t+ε − B t 2ε 2H log log(1/ε) = 1, a.s. (1.1) while, to the best knowledge of the present authors, a written proof doesn't exist for the case that H < 1 2 , but see e.g. [1] for the functional version of the law of iterated logarithm for Gaussian processes. For the case that H ∈ (0, 1 2 ], this was established in Cohen and Istas [3] . Whether a sample path of one stochastic process intersects itself has been an appealing problem due to its connection with statistical field theory (see e.g. Itzykson-Drouffe [14] ). It dates back to 1944 when Kakutani [15] answered this question for Brownian motion. He demonstrated that d-dimensional Brownian motion is self-avoiding when d ≥ 5, and his solution was accomplished in his joint work with Dvoretzky and Erdős [6] showing that d = 4 is the optimal dimensional for this property. One can show that, when d > 2 H , with probability one (B t ) t≥0 has no double point almost surely by using the classical argument see e.g. Kakutani [15] . There is little information on the optimal dimension for self-avoiding property for fractional Brownian motion case due to the loss of potential theory. In early 1980s, Fukushima [8] introduced the capacity defined via Dirichlet forms, which is equivalent to (p, r)-capacity given by Malliavin [24] with r = 1 and p = 2, and proved all above sample path properties for Brownian motion with respect to this capacity. Malliavin [24] introduced the (p, r)-capacity defined via Malliavin derivatives for subsets of the Wiener space, and Takeda [32] extended Fukushima's result for Brownian motion to the case of (p, r)-capacity. Fukushima [9] also showed the absence of double points under (2, 1)-capacity for d-dimensional Brownian motion when d ≥ 7, and later Lyons [21] determined the critical dimension d = 6 for the absence of double points, by using potential theory of Brownian motion. Inspired by the argument in [9] and [32] , we will derive similar results for the family of fBMs with different Hurst parameters H with respect to one uniform capacity on classical Wiener space. These results describe better the behaviour of sample paths for fBM as they remain true when H varies.
C(H)
The quasi-sure analysis, initiated and created mainly by Malliavin (see e.g. [23, 22, 24, 25] ), Fukushima, Watanabe and etc. [8, 9, 10, 33] , is the research area whose main feature is to study various Wiener functionals (whose laws are typically mutually singular such as Brownian motion and Brownian bridge). In the past, the majority of Wiener functionals considered in literature are the solutions of Itô's stochastic differential equations, for which Itô's stochastic calculus and the potential theory for diffusion processes may be utilised to study their fine properties. In this article, we take the point-view that fBMs are typical Wiener functionals, i.e. measurable functionals of Brownian motion, for which traditional tools such as Markovian or Itô's calculus are no longer applicable. In order to derive sample properties of fBMs in terms of capacities of Brownian motion, we employ the basic techniques developed by Malliavin, Fukushima, Takeda and etc. during last decades and adopted their fundamental ideas to our study. While we have to overcome several difficulties, which were mainly achieved by carefully controlling the Malliavin derivatives of fBMs.
The paper is organised as the following. In Section 2, we introduce definitions and notations related to classical Wiener capacities and fractional Brownian motion. In section 3, we establish the modulus of continuity result following the argument by Fukushima [9] , and hence deduce the quasi-surely Hölder continuity of fBMs regarded as Wiener functionals. This allows us to take a continuous modifications of fBMs and prove non-differentiability in section 4 based on the argument by Dvoretzky, Erdős and Kakutani in [7] , as well as the law of iterated logarithm (LIL) when p = 2 and r = 1 with restriction H ≤ 
Wiener functionals
The Wiener measure is by definition the distribution of Brownian motion, which defines in turn the Wiener space, a convenient framework for the study of Wiener functionals (see e.g. Chapter V Section 8, Ikeda and Watanabe [12] [13] , we will use ω to denote a general element, so that ω(t) is the value of a sample path ω at t ≥ 0, the t-th coordinate of a sample point ω ∈ W d 0 . The same notation ω(t) denotes also the coordinate mapping ω → ω(t), and the parametrised family {ω(t) : t ≥ 0} is the coordinate process on W d 0 . The coordinate mapping ω(t) may be denoted by ω t (for t ≥ 0) too. Then the Borel σ -algebra B W d 0 is the smallest σ -algebra on W d 0 with which all coordinate functions ω(t) (for t ≥ 0) are measurable (for a proof, see e.g. Stroock and Varadhan [31] 
Malliavin derivative and capacity
A differential structure on the Wiener space (W , H, P) compatible to the Wiener measure was introduced by Malliavin [23] , [22] . The Malliavin derivative for smooth random variables of form
can be defined formally by differentiating F, as long as f ∈ C ∞ p (R n ), a function whose partial derivatives have polynomial growth. The Malliavin derivative of F is an H-valued random variable defined by 
The (p, r)-capacity of an open subset O of W is defined by (see e.g. [25] ):
on O, ϕ ≥ 0 a.e. on W , and for an arbitrary subset A of W , its (p, r)-capacity is
A ⊂ W is said to be slim if c p,r (A) = 0 for all r ∈ N and 1 < p < ∞. A property π defined over W is said to hold quasi-surely (q.s.) if the set on which this property is not satisfied is slim.
The notion of slim sets on the classical Wiener space (W , H, P) can be studied via the OrensteinUhlenbeck operator, which gives rise to a different but equivalent approach to (p, r)-capacity. For a given p ∈ [1, ∞], let (T t ) t≥0 denote the Ornstein-Uhlenbeck semi-group on L p (W , P), which is the oneparameter semi-group of contractions on L p (W , P) given by
Let L be the generator of the semi-group (T t ), that is,
is again a contraction on L p (W , P), and is given by the following integral
(defined in the sense of Bochner's integrals). The corresponding Sobolev norm · r,p (where
The corresponding (p, r)-capacity C r,p , following Fukushima's convention in [10] , can be defined in a similar manner as before, namely, for an open subset O of W ,
(with convention that inf ï¿oe = ∞) and
for an arbitrary subset A of W . It was Meyer [27] who proved that norms · D p r and · r,p are equivalent, and it follows that there exists a constant α r,p > 0 such that
for every A ⊂ W . For further details about the norms · r,p and the corresponding capacity, one should refer to [10] , [33] and [32] .
The important properties about (p, r)-capacity are stated below, which will be used in the following text. Firstly capacities c p,r and C r,p are outer measures in the sense that c p,r and C r,p are monotonic and sub-additive, that is, c p,r (A) ≤ c p,r (B) for any A ⊆ B, and c p,r (A) ≤ ∑ n c p,r (A n ) if A ⊂ ∪ n A n . These properties hold for C r,p as well. Let us point out that the sub-additivity of c p,r follows from the localization of · D p r , while the sub-additivity of C r,p follows from the triangle inequality for norms. It follows that the first Borel-Cantelli applies to these capacities (see e.g. Corollary 1.2.4, Chapter IV, [25] ). More precisely, if {A n } ∞ n=1 is a sequence of subsets of W such that ∑ ∞ n=1 c p,r (A n ) < ∞, then c p,r (lim sup n→∞ A n ) = 0. The capacity version of the Borel-Cantelli lemma, together with the concept of the Malliavin derivative, are the major tools in our arguments in this work. In fact, the definition of the capacity c p,r implies that the following Chebyshev's inequality (see e.g. Corollary 1.2.5, Chapter IV, [25] ). If ϕ ∈ D p r and ϕ is lower-semi continuous, then
for every λ > 0. Lemma 1.1 in [10] with the Meyer's inequality implies a stronger version of the sub-additivity for c p,r , which says that
for some constant M p,r depending only on p and r, for any A ⊂ n A n . c p,r is lower continuous (see e.g. [25] , Chapter IV, Theorem 5.1) in the sense that for an increasing sequence of sets {A n } ∞ n=1 ,
Fractional Brownian motion
In this sub-section we consider a class of Wiener functionals, fractional Brownian motions (fBM) with Hurst parameter H, which are defined as singular Itô's integrals with respect to Brownian motion. FBMs are measurable functions on the Wiener space (W , H, P) which are smooth in the sense of Malliavin differentiation. An fBM (B t ) t≥0 (of dimension one) with Hurst parameter H ∈ (0, 1) is a centred Gaussian process on a probability space (Ω , F, P) whose covariance function is given by
An fBM has stationary increments, i.e. B t − B s and B t−s have the same distribution. FBMs are known as examples of self-similar processes, i.e. for any α > 0,
In this paper, fBMs will be realised as Wiener functionals on the classical Wiener space (W , H, P), in terms of the following integral representation (see e.g. [5] ):
where the integrals on the right-hand side have to be interpreted as Itô integrals against Brownian motion {ω(t) : t ≥ 0} under the Wiener measure P. Here, for each pair t > s ≥ 0 define K to be the reproducing kernel 
and we define K = 1 when H = 1 2 , so that our results are compatible with the classical results for Brownian motion. We notice that K is a non-negative but singular kernel and it satisfies that
For further details on the above integral representation and reproducing kernel K, one may refer to [5] and Chapter 5 in [28] . B t (for t > 0) are Gaussian random variables on Wiener space (W , µ), and
By choosing proper modifications of B t we may assume that t → B t are continuous.
For every t ≥ 0, B t defined by the previous integral representation is smooth in Malliavin's sense, that is, it belongs to Sobolev space D p r for any r ∈ N and p ∈ (1, ∞) . In what follows, we will work with this version of fBM only. For example, the Malliavin derivative of B t as a function on W can be calculated as in the following lemma, which will be used in our main arguments.
Lemma 2.1. Let H ∈ (0, 1), r ∈ N and p ∈ (1, ∞). Then B t ∈ D p r (for every t > 0) and its first order Malliavin derivative is given by
The higher-order derivatives of B t vanish (which reflects the fact that B t is an integral of a deterministic function against Brownian motion).
This lemma is a Corollary to the transfer principle provided in Proposition 5.2.1, page 288, [28] . We provide an elementary proof slightly different from that in [28] in the appendix for completeness. Remark 2.2. As a consequence, according to Malliavin (Theorem 2.3.3, page 97, [25] ), given a pair r ∈ N and p ≥ 1, for every ε > 0, there is an open subset O ε ⊆ W with c p,r (O ε ) < ε, and there is a family of continuous functionsB t (for t > 0) on W such that B t =B t (for all t > 0) P-a.e., andB t are continuous on W \ O ε for all t > 0.
Several Technical Facts
In this section, we shall prove several technical facts about fBM which will be used in proving our main results. The first one is the following inequality, which is similar to the result due to Fukushima in [9] , however the proof of our case is more subtle.
for any r ∈ N, 1 < p < ∞, η > 0, and 0 ≤ s < t.
Proof. Let M s,t = B t − B s with 0 ≤ s < t. Then by the definition of Malliavin derivative, we obtain that
and higher order derivatives of M s,t all vanish. We show that for α ≥ 0, e 
and sup x,N |ψ
, and by using the chain rule for Malliavin derivatives, we have
, which tends to zero as N → ∞ by the dominated convergence theorem. Since F N → e α p M s,t as N goes to infinity in L p (W ), and according to the previous estimate, we get that
for any α, β > 0. It is clear that
Therefore,
which implies that
where we have used that M s,t ∼ N(0, (t − s) 2H ). Hence,
Now by (3.1), we obtain that
For any positive η, optimise the above inequality by setting α = 
which is non-negative when H ∈ 1 2 , 1 , and non-positive when H ∈ 0, 1 2 . We need the following simple observation. By (2.5), we compute that
Next techinical lemma contains results similar to Proposition 1 in Fukushima [9] and Proposition 2 in Takeda [32] .
for all r ∈ N and p ∈ (1, ∞), where Proof. The proof is a modification of Takeda's argument in [32] .
, then according to the above conditions, we have that 
Moreover, D l F ∈ H ⊗l and
Our next step is to find an upper bound for
Observe that when H < 1 2 , x 2H is concave, so g(x) ≤ 0, and similarly when H > 1 2 , g(x) ≥ 0. The derivative of g is given by
Using the fact that the function x 2H−1 is convex if H ∈ 0, 1 2 , we deduce that when H ∈ 0,
Therefore, by (3.6), together with (3.5), it follows that
By the definition of (p, r)-capacity,
Throughout this paper, we always use the notation X · to denote normalised increment of fBM, though it may refer to increment over time interval of different length, it always has standard Gaussian distribution.
The third technical lemma we need is a (2, 1)-capacity estimate on the supremum process for fBM with Hurst parameter H ∈ 0, 1 2 , whose proof is quite technical due to lack of suitable tools such as Doob's maximal inequality for martingales. We overcome the difficulties by carefully applying Slepian's lemma for related Gaussian processes. Lemma 3.3. Let 0 ≤ s < t. For H ∈ (0, 1) and η > 0,
and c 2,1 sup
where
and
Proof. We shall follow the same ideas as for the proof of Proposition 2 and 3 in [9] , while we have to overcome several difficulties arising from the fact that the distribution of supremum process is not known for fBM. When H = 1 2 , the above inequality is covered by the result due to Fukushima in [9] . We prove (3.7) and (3.8) first. For simplicity, define M * s,t = sup s≤u≤t (B u − B s ) for any 0 ≤ s < t. Following Fukushima's notation in [9] , for s < t 1 < · · · < t n ≤ t, let us define B s;t 1 ,··· ,t n = (B t 1 − B s , · · · , B t n − B s ), and let g(x 1 , · · · , x n ) = x 1 ∨ · · · ∨ x n , and define M s;t 1 ,··· ,t n = g(B s;t 1 ,··· ,t n ) = max 1≤i≤n (B t i − B s ) .
We proceed in 4 steps.
Step 1. In this step, only the law of fBM will be involved,so the argument is applicable to various Gaussian processes. As t i 's are fixed in the first two steps, we simplify our notations by writing B (n) s,t = B s;t 1 ,··· ,t n and M (n) s,t = M s;t 1 ,··· ,t n for the moment. In this step, we establish an upper bound for E e αM (n) s,t , where α > 0.
Consider the following correlation:
When H < 1 2 , for any 1 ≤ i ≤ j ≤ n, the increments of (B t ) t≥0 over different time intervals are negatively correlated, which leads to
(3.12)
When H > 1 2 , we seek for an upper bound of
We compute that
where 0 ≤ s < t i < t j ≤ t. Combining with (3.11), we have
Therefore, for all H ∈ (0, 1),
where γ H is defined as in (3.10). For convenience, set Z i = B t i − B s ∼ N(0, (t i − s) 2H ), and by the above estimate, correlations between any two Z i 's are bounded by γ H (t − s) 2H . We want to apply Slepian's lemma (see [19] ) to overcome the difficulties in finding the distribution of supremum process of fBM, so we take a random variable ξ s,t ∼ N(0, γ H (t − s) 2H ) independent of the standard Brownian motion (ω t ) t≥0 on (W , H, P), so that ξ s,t and ω t i − ω s are independent for all i ∈ {1, 2, · · · , n}. Define Y i = ω t i − ω s + ξ s,t , 1 ≤ i ≤ n and let
for 1 ≤ i ≤ j ≤ n, and hence by (3.12),
for all 1 ≤ i, j ≤ n. Since both exponential function and maximum function are convex, their composition is also convex, and hence according to Theorem 3.11 in Ledoux and Talagrand [19] , Slepian's lemma, we obtain that
for all α > 0. Due to independence and the fact that max 1≤i≤n (
Using the distribution of supremum of standard Brownian motion, we obtain that
Step 2. The difference from classical approach will be demonstrated in this step since we use only the Brownian motion capacity. In this step, we show that e
De
Observe that g is Lipschitz, so by Proposition 1.2.4 in Nualart [28] , M (n)
, and the chain rule applies, which is
Therefore, we have
Similar to the argument in lemma 3.1, we set f (x) = e s,t ). Then since f N ∈ C ∞ 0 (R), the chain rule applies, and
s,t . Similarly, we have that
which tends to zero as N → ∞, where C is defined as in lemma 3.1. Therefore, since
and F ∈ D 2 1 .
Step 3. In this step, we find an upper bound for E e As M s;t 1 ,··· ,t n increases to M * s,t when we refine the partition and let n go to infinity, the monotone convergence theorem and (3.13) implies that
We have already proved that e αM s;t 1 ,··· ,tn ∈ D 2 1 in last step, by (3.14) and (3.15),
Therefore, by (3.13), we obtain that 
Step 4. By Chebyshev's inequality for capacity and (3.16), we thus have
for any positive constants α and β .
Notice that the exponential function is the dominating part in the last term of (3.17), so we optimise the above quantity by minimising the exponent and setting
,
Therefore, we get that
Moreover, by replacing B with −B, it follows that c 2,1 sup
Finally, (3.9) may be established directly following the same argument with slight modification in the definition of M * s,t .
Remark 3.4. The results in the previous lemma can be considered as the maximal inequality for fBMs but with respect to Brownian motion capacity. For a similar result when H = 1 2 , one may refer to Fukushima [9] , or Takeda [32] for any r ∈ N and p ∈ (1, ∞). Though we establish the inequalities for all H ∈ (0, 1), when considering a sufficiently small time interval [s,t], the result looks weaker when H > 1 2 due to the appearance of (t − s) in the exponent. In fact, when H > 1 2 , (t − s) will be the dominating part rather than (t − s) 2H . However, the factor (t − s) appears necessary for small time intervals.
Modulus of Continuity
In this part, we shall show the result on modulus of continuity for fractional Brownian motion with respect to the (p, r)-capacity defined on classical Wiener space. We shall adopt the arguments in Fukushima's work [9] and the original proof by Lévy [20] , who proved the modulus of continuity of Brownian motion in probability sense.
Theorem 4.1. Let (B t ) t≥0 be an fBM with Hurst parameter H. Then it holds that lim sup
when H ∈ (0, 1) and lim sup
Proof. Let us prove (4.2) first. For any r ∈ N and p ∈ (1, ∞), we want to show that c p,r lim sup
where g(δ ) = 2δ 2H log(1/δ ). By lemma 3.2, we have
for θ ∈ (0, 1), where c is some small constant such that c < θ √ 2 log 2. Set
so that θ − c ′ > 0 and hence 0 < 1 − θ + c ′ < 1. Slepian's lemma (see Corollary 3.12, [19] ) implies that
for n sufficiently large, hence it follows that
The right-hand side is a term of a convergent series, and hence by the first Borel-Cantelli Lemma for (p, r)-capacity, (4.2) follows immediately.
For the upper bound, we first notice that g(k2 −n ) = (k2 −n ) H 2 log( 2 n k ). For any ε > 0, applying lemma 3.1 with η = (1 + ε)g(k2 −n ), we get that
where the first inequality follows from (2.2). Now we only need to pick up suitable θ such that ∑ n I n < ∞.
To this end, we want 1 + θ < (1 − θ )(1 + ε) 2 . In fact, any
will do. The proof is complete by applying the first Borel-Cantelli lemma for (p, r)-capacity and letting ε → 0.
The upper bound (4.1) implies the following result:
Corollary 4.2. (B t ) t≥0 is α-Hölder-continuous for α < H quasi-surely with respect to the Brownian motion capacity.
Remark 4.3. We regard (B t ) t≥0 as a family of measurable functions on (W , F ) with parameter t ≥ 0. What we proved previously is that apart from a slim set, t → B t (ω) is continuous. Therefore, we can modify (B t ) t≥0 on the slim set K by for example setting B t (ω) = 0 for all ω ∈ K such that the modified process is continuous, and K ∈ F with P(K) = 0 as c p,r is increasing in p and r. From now on, we always refer (B t ) t≥0 to its continuous modification.
Non-differentiability
In this part, we will generalise a very standard result based on the argument in [7] (see also [16] page 110), [9] and [32] ).
Proof. Let
The goal is to show that A is a slim set. If ω ∈ A, then there exists a t ∈ [0, 1], positive integers M and k,
where M and k are positive integers. Then
By the sub-additivity property of (p, r)-capacity, it remains to show that 
Therefore, if we define
Therefore, it suffices to prove that ∑ n i=1 c p,r (C i,n ) → 0 as n → ∞. To this end, we apply lemma 3.2 to bound c p,r (C i,n ) from above. For each fixed i, set X j = n H (B i+ j n − B i+ j−1 n ), and α j = (2 j+1)M
where c > 0 is a constant, M r and C H are as in lemma 3.2. Note that (X 1 , · · · , X N ) is a centred Gaussian random variable with covariance matrix Σ, determined by
which depends only on j and k. Σ is an N × N positive definite matrix independent of n. Therefore, the right-hand side of (5.2) may be computed explicitly as
hence it follows that
as n → ∞, which completes the proof.
Law of Iterated Logarithm
In this section, we establish the result on law of iterated logarithm for fBM with Hurst parameter H ∈ 0, 1 2 with respect to (p, r)-capacity on classical Wiener space, using the argument from [9] together with the technical lemmas we established in Section 3. Proof. When H = 1 2 , the problem will be reduced to Brownian motion case, which will be the same as in [9] and [32] . The rest of our proof will be similar to the argument in [9] . Let h(t) = 2t 2H log log(1/t). Fix θ , δ ∈ (0, 1), and set η = (1 + δ )h(θ n ), s = 0, t = θ n in Lemma 3.3, then it follows that
For each θ and δ , as H < 1 2 and θ < 1, there exists some N 0 such that for all n ≥ N 0 ,
so the right-hand side of (6.1) is a term of a convergent series, and thus by the first Borel-Cantelli lemma for capacity, sup
under (2, 1)-capacity. The rest of proof remains the same as in probability case. Proof. When H = 1 2 , the problem is reduced to Brownian motion case, so we only need to consider the case when H ∈ 0, 1 2 . Let h(t) = 2t 2H log log(1/t), and let θ ∈ (0, 1), define
Our next step is to prove that
from which we may deduce that for sufficiently large n,
apart from on a (2, 1)-capacity zero set. Write
. For any integers l ≤ N, take a decreasing sequence of real numbers {a i } ∞ i=1 such that a i ↓ −∞ as i → ∞, due to the continuity of capacity (2.3), we have that
Then we may apply lemma 3.2 to control the intersection capacity with probability as the following:
When H ∈ 0, 1 2 , the increments of fBM over different time intervals are negatively correlated, i.e. E[X n X m ] ≤ 0. For all l ≤ n, m ≤ N, we may take a sequence of independent standard Gaussian random variables {Y n }, and apply Slepian's lemma to the intersection probability in the last line in (6.2) to obtain that
where the last inequality follows from the fact that 1 − x ≤ e −x . We proceed by picking up suitable c n 's such that the left-hand of (6.2) vanishes as N goes to infinity. Notice that for each n ∈ [l, N], it holds that
where C 1 and C 2 are positive constants. Choose suitable C and small β such that log x < Cx β for large x, and set c n to be small enough such that the quantity
By taking α equal to the above value in (6.3), we conclude that
where C 3 is a positive constant. Therefore,
where C ′ is some positive constant, and C H = max 2 2H−1 − 1, 1 ≤ 1 as in lemma 3.2. Since the right-hand side of above inequality vanishes as N goes to infinity, we arrive at
We are unable to extend the result to the case where H > 1 2 , and we do not believe a similar result is true for this case in fact. where ω ∈ W d 0 is d-dimensional Brownian motion. By definition, a d-dimensional fBM is d copies of independent one-dimensional fBM defined as in (2.4) due to the definition of multi-dimensional Brownian motion. Like in the one-dimensional case, we take a suitable modification of B t such that it is quasi-surely continuous with respect to classical Wiener capacity.
In this section, we will study the self-avoiding property for d-dimensional fBM and establish a result with respect to (2, 1)-capacity on (W d 0 , H, P), following the idea by Kakutani [15] together with several techniques in Fukushima [9] and Takeda [32] to tackle with capacities. Proof. When H = 1 2 , the above result is proved in Fukushima [9] and Takeda [32] . It suffices to show that for any two disjoint intervals I = (s 0 , s 1 ) and J = (t 0 ,t 1 ) with s 0 < s 1 < t 0 < t 1 , c 2,1 (B s = B t , for some s ∈ I and some t ∈ J) = 0.
(7.2)
By self-similarity property of fBM, we only need to establish the above equality for 0 ≤ s 0 < s 1 < t 0 < t 1 ≤ 1. Denote the set in ( Then u t and u (n) t , n ∈ N, belong to L 2 ([0, ∞)). For convenience, let F t,(n) i = 2 n t (i+1)2 −n t i2 −n t u t (r)dr , 0 ≤ i ≤ 2 n − 1.
We want to apply the dominated convergence theorem to show that for each t > 0, u L 2 ([0, ∞) ). Our first step is to find a control function of {u L 2 ([0, ∞) ). Notice that u (n) t (s) vanishes outside of (0,t], and it is defined to be a step function inside (0,t], so we only need to check that on each "step", i.e. s ∈ (i2 −n t, (i + 1)2 −n t], 0 ≤ i ≤ 2 n−1 , u (n) t (s) is controlled. When H > 1 2 , for each s ∈ (i2 −n t, (i + 1)2 −n t], 0 ≤ i ≤ 2 n−1 , by the estimate in (A.1), u (n) t (s) = 2 n t (i+1)2 −n t i2 −n t K(t, r)dr
On the other hand, u (n) t (s) = (i+1)2 −n t 0 u t (r)dr − i2 −n t 0 u t (r)dr 2 −n t → u t (s)
as n tends to infinity due to the continuity of u t (s) on (0,t). Now we may apply the dominated convergence theorem and conclude that u Let G = (G n ) n≥0 , where G n = σ {ω i2 −n t , 0 ≤ i ≤ 2 n } is the σ -algebra generated by ω i2 −n t 's, 0 ≤ i ≤ 2 n . Then (B (n) t ) n∈N is a discrete martingale with respect to this filtration G . This was observed by Decreusefond and Üstünel [5] .
We claim that (B (n) t ) n∈N defined in (A.2) i 2.1 is a discrete martingale with respect to G , where G = (G n ) n≥0 , the σ -algebra generated by ω i2 −n t 's, 0 ≤ i ≤ 2 n . The proof of this claim relies on the fact that for a standard Brownian motion ω t and any 0 ≤ t 0 < t 1 < · · · < t n , and higher-order derivatives of B
