Sharp conditions to avoid collisions in singular Cucker-Smale
  interactions by Carrillo, Jose A. et al.
ar
X
iv
:1
60
9.
03
44
7v
1 
 [m
ath
.D
S]
  1
2 S
ep
 20
16
Sharp conditions to avoid collisions in singular
Cucker-Smale interactions
José A. Carrillo∗
Department of Mathematics,
Imperial College London,
SW7 2AZ, London, United Kingdom
Young-Pil Choi†
Fakultät für Mathematik,
Technische Universität München,
Boltzmannstraße 3, 85748, Garching bei München, Germany
Piotr B. Mucha‡
Institute of Applied Mathematics and Mechanics,
University of Warsaw,
ul. Banacha 2, 02-097 Warsaw, Poland
Jan Peszek§
Institute of Applied Mathematics and Mechanics,
University of Warsaw,
ul. Banacha 2, 02-097 Warsaw, Poland
November 5, 2018
Abstract
We consider the Cucker-Smale flocking model with a singular communication weight
ψ(s) = s−α with α > 0. We provide a critical value of the exponent α in the communi-
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particles. For α ≥ 1, we show that there is no collision between particles in finite time if
they are placed in different positions initially. For α ≥ 2 we investigate a version of the
Cucker-Smale model with expanded singularity i.e. with weight ψδ(s) = (s− δ)−α, δ ≥ 0.
For such model we provide a uniform with respect to the number of particles estimate
that controls the δ-distance between particles. In case of δ = 0 it reduces to the estimate
of non-collisioness.
1 Introduction
Mathematical description of dynamics of aggregating, swarming or flocking particles
plays a significant role in modelling of various physical, biological and sociological phe-
nomena. From the mathematical point of view such models take the form of transport-type
PDE’s or systems of ODE’s, where the individuals are subjected to a force generated by their
nonlocal interactions. Depending on the nature of the interactions, the individuals’ behavior
may differ for instance they can aggregate, align their velocities or disperse. There is a wide
range of applications of such models that include such seemingly unrelated phenomena like
distribution of goods, reaching a consensus among individuals or emergence of common lan-
guages in primitive cultures (see [3, 26, 27, 34]). Among such models, our main subject of
interest is the Cucker–Smale (in short, CS) flocking model introduced in [16] with the pur-
pose of describing motion of self-propelled agents with tendency to flock. The CS dynamical
system reads as follows: 
x˙i = vi, i = 1, · · · , N, t > 0,
v˙i =
1
N
N∑
j=1
ψ(|xi − x j|)(v j − vi),
(1.1)
subject to the initial data
(xi, vi)(0) =: (xi0, vi0), i = 1, · · · , N (1.2)
Here N is the number of particles, while xi(t) and vi(t) denote the position and velocity
of i-th particle at the time t, respectively. The function ψ is referred to as the communication
weight and it is nonnegative and nonincreasing. The state of the art for CS model (and more
generally, for kinetic models of interacting particles) is rich; it includes results in various
directions, such as time asymptotics (see e.g. [8, 22]), pattern formation (see e.g. [21, 33]),
models with additional deterministic (see e.g. [9,20]) or stochastic (see e.g. [2,10,15,19,23])
forces, aggregation with leaders (see e.g. [14,32]), analysis of CS model with singular weight
ψ (see e.g. [1, 24, 30, 31]), passage from particle to the kinetic description for CS and similar
models (see e.g. [4,5,12,17,18,24,25,28]) and, particularly interesting from the point of view
of this paper, collision avoidance (see e.g. [13, 29]). We refer to [7, 11] for recent surveys.
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In [24], the CS model with a singular communication weight of the form
ψ(s) = s−α for α > 0 (1.3)
is considered and the time asymptotics behavior of solutions for the particle system (1.1)
are provided. The question of existence, uniqueness and regularity of solutions was being
consecutively answered after that work. In [1], the particles’ tendency to avoid collision is
proved for α ≥ 1. To be more precise, the authors provide a set of initial configurations leading
to no finite-time collision between particles and, as a consequence, the existence, uniqueness,
and regularity of solutions to (1.1) are established for such initial data. On the other hand,
existence, regularity, uniqueness of solutions to (1.1) in case of α ∈ (0, 1) are investigated
in [30] and [31]. These results established a dichotomy: for α ∈ (0, 1) the particles can collide
and stick together and existence of solutions is obtained thanks to the low singularity of ψ
(particularly due to integrability of ψ at 0); on the other hand for α ∈ [1,∞), the particles
exhibit a tendency to avoid collisions.
The issue of collision-avoiding plays a significant role in quantitative analysis and appli-
cations of the model. Since system (1.1) with weight (1.3) is singular only at times at which
particles collide, knowledge that the particles do not collide enables us to immediately de-
duce existence, uniqueness and regularity of solutions. From the point of view of applications
collision-avoiding is important in any situation when the described phenomena involves flock-
ing of agents that naturally avoid collisions such as birds, fish or robots. In fact many models
of flocking, such as in [4], that include effects of aggregation and alignment also include a
repulsion effect to ensure the lack of collisions between particles.
The goal of this paper is to refine the results of [1] proving that for α ∈ [1,∞) the CS
particles indeed cannot collide (regardless of the initial configuration, as long as xi0 , x j0 for
i , j) and thus the solutions to (1.1) globally exist in time and are smooth and unique.
Further, in case of α ≥ 2 we improve our results by introducing a uniform with respect
to the number of particles non-collisioness estimate. We prove the estimate for the following
generalization of the CS particle system. Given δ ≥ 0 we introduce
x˙i = vi, i = 1, · · · , N, t > 0,
v˙i =
1
N
N∑
j=1
ψ(|xi − x j| − δ)(v j − vi),
(1.4)
subject to the initial data (1.2) with |xi0 − x j0| > δ for i , j. In case of α > 2, the uniformly
estimated quantity that determines δ-distance between particles is given by
1
N2
N∑
i, j=1
(|xi − x j| − δ)2−α ≤ C for α > 2. (1.5)
Note that if δ = 0 then (1.4) reduces to (1.1) and (1.5) serves as a uniform estimate of non-
collisioness. Similarly for δ > 0 it implies that the distances between particles are always
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greater than δ (provided that |xi0 − x j0| > δ for i , j). This result can be viewed in the
following way. We expand the set of singular points of ψ from {0} to [0, δ] and prove that the
property that the solutions do not enter the singular set (in the sense that their distances do not
enter this set) is preserved. It is also interesting from the point of view of applications, since
it shows that the alignment kernel alone can be used to establish a minimal distance between
particles (for which usually a separate repulsion kernel is utilized).
Another motivation of (1.5) comes from the fact that regularity of solutions to (1.1) can
be controlled by the distances between particles. Thus estimates similar to (1.5) can be used
in the passage from the particle system to the kinetic CS equation by mean-field limit as done
for example in [28].
The paper is organized as follows. In Section 2 we present the proof of non-collisioness
of solutions to (1.1) with α ≥ 1 from which we deduce the global existence, uniqueness and
regularity of solutions to the particle system (1.1). In Section 3, we show the N-independent
non-collisioness estimate for α ≥ 2.
2 A global existence theory for the particle system
In this section, we analyze the dynamics of the CS model with a singular weight given by
(1.3). Our goal is to prove that for α ≥ 1 the particle system (1.1)-(1.2) does not allow any
collisions between particles and as a consequence admits a unique smooth solution globally
in time. For this, we follow the ideas of [24] establishing a system of locally dissipative
differential inequalities (SDDI) for the quantities that control collisions between the particles.
From now on, x = (x1, · · · , xN), where xi = (xi,1, · · · , xi,d) with d ≥ 1 denotes the position
of the particles, while v = x˙ is their velocity. Throughout the paper C denotes a generic
positive constant that may change from line to line even in the same inequality.
Let us be more precise about the meaning of collision between particles.
Definition 2.1. We say that the i-th and j-th particles collide at t0 if and only if xi(t0) = x j(t0)
and we say that they stick together if they collide and vi(t0) = v j(t0).
The following proposition contains useful properties of solutions to the CS model showing
the uniform bound estimate of the velocity in time. We refer to [6, 30] for its proof.
Proposition 2.1. Let (x, v) be a solution to (1.1) on an arbitrary finite interval [0, T ], with
singular communication weight given by (1.3). Then we have
sup
1≤i≤N
|vi(t)| ≤ sup
1≤i≤N
|vi0| and sup
1≤i≤N
|xi(t)| ≤ sup
1≤i≤N
|xi0| + sup
1≤i≤N
|vi0| t for t ≥ 0.
For notational simplicity, we set M := sup1≤i≤N |vi0| and R = R(T ) := sup1≤i≤N |xi0| + TM.
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In order to introduce a general strategy of the proofs, we begin with a simplified, one–
dimensional case that serves as a good starting point and introduces the main ideas behind our
argumentation in higher dimensions.
Proposition 2.2. Let d = 1 and α ≥ 1. Suppose that the initial data (x0, v0) satisfy
xi0 , x j0 for 1 ≤ i , j ≤ N.
Then the system (1.1)-(1.2) admits a unique smooth solution. Moreover, the trajectories of
this solution do not collide in finite time, i.e.,
xi(t) , x j(t) for 1 ≤ i , j ≤ N, t ≥ 0.
Proof. Suppose α ≥ 1 and that we have an arbitrary non–collision initial data (x0, v0). Then
since ψ(|xi − x j|) is regular as long as xi , x j, then there exists a unique smooth solution to
(1.1) on the time interval [0, t0), where t0 is a supposed time of the first collision between
any number of particles. Suppose that lth particle collides with some other particles at t0 and
denote by [l] the set of all indices i such that ith particle collides with lth particle at t0. We will
show that t0 < ∞ actually does not exist, i.e., t0 = ∞. Since x(t) is Lipschitz continuous on
[0, t0), it can be continuously extended to t0, which means that |xi(t) − x j(t)| → 0 as t → t0 if
i, j ∈ [l]. Suppose without a loss of generality that xi(t) with i ∈ [l] is the furthest to the right
particle from [l], i.e., we have x j(t) < xi(t) for all j ∈ [l], j , i on [0, t0). For t ∈ [0, t0), let
r(t) :=
∑
j∈[l]
(vi(t) − v j(t)).
Then it follows from (1.1)2 that
d
dtr =
1
N
∑
j∈[l]
N∑
k=1
ψ(|xk − xi|)(vk − vi) − 1N
∑
j∈[l]
N∑
k=1
ψ(|xk − x j|)(vk − v j)
=
1
N
∑
j,k∈[l]
ψ(|xk − xi|)(vk − vi) − 1N
∑
j,k∈[l]
ψ(|xk − x j|)(vk − v j)
+
1
N
∑
j∈[l]
k<[l]
(
ψ(|xk − xi|)(vk − vi) − ψ(|xk − x j|)(vk − v j)
)
=: I1 + I2 + I3,
(2.1)
where by substituting indices j and k from the set [l], we obtain
I2 =
1
N
∑
j,k∈[l]
ψ(|xk − x j|)(v j − vk) = −I2 = 0
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and I3 is integrable on [0, t0). On the other hand, since xi(t) > xk(t) for k ∈ [l], we find∑
k∈[l]
(Ψ(|xk − xi|))′ =
∑
k∈[l]
(Ψ(xi − xk))′ =
∑
k∈[l]
ψ(xi − xk)(vi − vk) = I1.
Here Ψ is the primitive of ψ, i.e.,
Ψ(s) =

ln(s) if α = 1,
1
1 − α
s1−α if α > 1.
(2.2)
Integrating (2.1) over [0, t] with t < t0 it yields
r(t) − r(0) =
∑
k∈[l]
Ψ(|x0,k − x0,i|) −
∑
k∈[l]
Ψ(|xk(t) − xi(t)|) +
∫ t
0
I3 ds,
and by the bounds from Proposition 2.1, this implies that the function
t 7→
∑
k∈[l]
Ψ(|xk(t) − xi(t)|)
is bounded on the time interval [0, t0). However, this cannot be the case since |xk(t)−xi(t)| → 0
as t → t0 for all k ∈ [l] and Ψ has a singularity at 0. Thus this contradicts the supposed
existence of a finite time of collision. Hence the unique smooth solution that was previously
assumed to exist on the time interval [0, t0) can be actually prolonged up to an arbitrary finite
time T . This completes the proof. 
We are now in a position to provide the proof of non-collisioness for the multi-dimensional
case.
Theorem 2.1. Let d ≥ 1 and α ≥ 1. Suppose that the initial data (x0, v0) are non-collisional,
i.e. they satisfy
xi0 , x j0 for 1 ≤ i , j ≤ N.
Then the system (1.1)-(1.2) admits a unique smooth solution. Moreover, the trajectories of
this solution are also non-collisional, i.e.,
xi(t) , x j(t) for 1 ≤ i , j ≤ N, t ≥ 0.
Proof of Theorem 2.1. At the very beginning of the proof, let us reformulate the thesis in a
more suitable way. Let us fix α ≥ 1 and T > 0. We need to prove that on [0, T ] there exists
a unique solution to (1.1) and that collisions of particles are impossible. However, since at
t = 0 the particles have distinct positions and the communication weight ψ is singular only in
a neighborhood of 0, local existence of a unique smooth solution is standard. In fact, there are
two possibilities: the particles do not collide in [0, T ] and the local existence can be extended
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up to [0, T ] or there exists t0 ∈ (0, T ], the first time of collision of any particles and we only
know that the solution exists and is unique and smooth on [0, t0). Thus let us suppose that
such t0 exists. Then, by its definition, there exists an index l = 1, ..., N such that the lth
particle collides with some other particles. Let us denote by [l] the set of all those indices
j ∈ {1, · · · , N} that the jth particle collides with lth particle, i.e.,
|xl(t) − x j(t)| → 0 as t → t0 for all j ∈ [l],
|xl(t) − x j(t)| ≥ δ > 0 in [0, t0) for all j < [l] and some δ > 0. (2.3)
Thus by the definition of t0 there exists at least one set [l] such that |[l]| > 1. Let us fix one of
such sets denoting it simply by [l]. Let us also denote
‖x‖[l](t) :=
√∑
i, j∈[l]
|xi(t) − x j(t)|2 and ‖v‖[l](t) :=
√∑
i, j∈[l]
|vi(t) − v j(t)|2,
where the sum is taken over all i, j ∈ [l]. Then we get
‖x‖[l](t) → 0 as t ր t0. (2.4)
In particular if we show that it is impossible for ‖x‖[l] to converge to 0 as t ր t0, then it will
contradict the assumption that t0 is the first time of collision of any particles. We have
d
dt‖x‖
2
[l] = 2
∑
i, j∈[l]
(xi − x j) · (vi − v j) ≤ 2
√∑
i, j∈[l]
|xi − x j|2
√∑
i, j∈[l]
|vi − v j|2 = 2‖x‖[l]‖v‖[l],
which implies that ∣∣∣∣∣ ddt‖x‖[l]
∣∣∣∣∣ ≤ ‖v‖[l]. (2.5)
On the other hand, we find from (1.1)2 that
d
dt‖v‖
2
[l] = 2
∑
i, j∈[l]
(vi − v j) ·
 1N
N∑
k=1
ψ(|xk − xi|)(vk − vi) − 1N
N∑
k=1
ψ(|xk − x j|)(vk − v j)
 (2.6)
=
2
N

∑
i, j,k∈[l]
+
∑
i, j∈[l]
k<[l]

[
ψ(|xi − xk|)(vi − v j) · (vk − vi) − ψ(|x j − xk|)(vi − v j) · (vk − v j)
]
=: J1 + J2.
The estimate of J1 follows by its antisymmetry, which we explain below. By substituting
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indices k and i in the first term of J1, we obtain
2
N
∑
i, j,k∈[l]
ψ(|xk − xi|)(vi − v j) · (vk − vi) (2.7)
=
1
N
∑
i, j,k∈[l]
ψ(|xk − xi|)(vi − v j) · (vk − vi) + 1N
∑
i, j,k∈[l]
ψ(|xk − xi|)(vk − v j) · (vi − vk)
=
1
N
∑
i, j,k∈[l]
ψ(|xk − xi|)(vi − vk) · (vk − vi)
= −
|[l]|
N
∑
i, j∈[l]
ψ(|xi − x j|)|vi − v j|2,
and similarly
−
2
N
N∑
i, j,k∈[l]
ψ(|xk − x j|)(vi − v j) · (vk − v j) = −|[l]|N
∑
i, j∈[l]
ψ(|xi − x j|)|vi − v j|2.
This yields
J1 ≤ −
2|[l]|
N
∑
i, j∈[l]
ψ(|xi − x j|)|vi − v j|2.
Since we have |xi − x j| ≤ ‖x‖[l] for all i, j ∈ [l], by monotonicity of ψ we obtain
J1 ≤ −2c0ψ(‖x‖[l])
∑
i, j∈[l]
|vi − v j|2 = −2c0ψ(‖x‖[l])‖v‖2[l],
where c0 := |[l]|/N. The estimate of J2 follows by the fact that |xk − xi| is separated from 0 for
i ∈ [l] and k < [l], which is written explicitly in (2.3). We have
J2 =
2
N
∑
i, j∈[l]
k<[l]
ψ(|xi − xk|)(vi − v j) · (v j − vi) + 2N
∑
i, j∈[l]
k<[l]
(
ψ(|xi − xk|) − ψ(|x j − xk|)
)
(vi − v j) · (vk − v j)
= −
2
N
∑
i, j∈[l]
k<[l]
ψ(|xi − xk|)|vi − v j|2
︸                             ︷︷                             ︸
≤0
+
2
N
∑
i, j∈[l]
k<[l]
(
ψ(|xi − xk|) − ψ(|x j − xk|)
)
(vi − v j) · (vk − v j)
≤
2L(δ)
N
∑
i, j∈[l]
k<[l]
|(vi − v j) · (vk − v j)||xi − x j|,
where L(δ) is the Lipschitz constant of ψ in the interval (δ,∞). Moreover by Proposition 2.1
velocity |vk − v j| is bounded by 2M and ultimately by Hölder’s inequality
J2 ≤
4ML(δ)
N
∑
i, j∈[l]
k<[l]
|vi − v j||xi − x j| =
4ML(δ)(N − |[l]|)
N
∑
i, j∈[l]
|vi − v j||xi − x j| ≤ 2c1‖v‖[l]‖x‖[l],
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where c1 is a positive constant given by
c1 :=
2ML(δ)(N − |[l]|)
N
.
Combining all of the above estimates, we have
d
dt‖v‖
2
[l] ≤ −2c0ψ
(
‖x‖[l])) ‖v‖2[l] + 2c1‖v‖[l]‖x‖[l].
Note that if ‖v‖[l] , 0, then we get ddt‖v‖
2
[l] = 2‖v‖[l]
d
dt‖v‖[l]. On the other hand, if ‖v‖[l] ≡ 0 on an
open sub interval of (s, t0), then it is clear ddt‖v‖[l] ≡ 0 ≤ −c0ψ
(
‖x‖[l])) ‖v‖[l] + c1‖x‖[l] = c1‖x‖[l]
on that interval. Thus we obtain
d
dt‖v‖[l] ≤ −c0ψ
(
‖x‖[l])) ‖v‖[l] + c1‖x‖[l] a.e. on (s, t0).
Applying Gronwall’s inequality to the above differential inequality together with the continu-
ity of ‖v‖[l] on the time interval (s, t0) yields
‖v‖[l](t) ≤
(
c1
∫ t
s
‖x‖[l](τ)ec0
∫ τ
s
ψ(‖x‖[l](σ))dσdτ + ‖v‖[l](s)
)
exp
(
−c0
∫ t
s
ψ(‖x‖[l](τ)) dτ
)
. (2.8)
The estimates (2.5) and (2.8) enable us to finally approach the conclusion of the proof. Let
us recall Ψ is the primitive of ψ given in (2.2). Then, by (2.5) in the interval (s, t0), we have∣∣∣Ψ(‖x‖[l](t))∣∣∣ =
∣∣∣∣∣∣
∫ t
s
d
dtΨ(‖x‖[l](τ)) dτ + Ψ(‖x‖[l](s))
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫ t
s
ψ(‖x‖[l](τ))
(
d
dt‖x‖[l]
)
(τ) dτ + Ψ(‖x‖[l](s))
∣∣∣∣∣∣
≤
∫ t
s
ψ(‖x‖[l](τ))‖v‖[l](τ) dτ + |Ψ(‖x‖[l](s))|.
We apply (2.8) to obtain∣∣∣Ψ(‖x‖[l](t))∣∣∣ ≤∫ t
s
ψ(‖x‖[l](τ))
(
c1
∫ τ
s
‖x‖[l](σ)ec0
∫ σ
s
ψ(‖x‖[l](ρ))dρdσ + ‖v‖[l](s)
)
e−c0
∫ τ
s
ψ(‖x‖[l](σ))dσdτ
+ |Ψ(‖x‖[l](s))|
=: A + |Ψ(‖x‖[l](s))|. (2.9)
In order to estimate A in the above inequality let us simplify the notation by taking a :=
ψ(‖x‖[l]). Then we have
A = c1
∫ t
s
a(τ)
∫ τ
s
‖x‖[l](σ)ec0
∫ σ
s
a(ρ)dρdσ e−c0
∫ τ
s
a(σ)dσ dτ
+ ‖v‖[l](s)
∫ t
s
a(τ)e−c0
∫ τ
s
a(σ)dσ dτ =: A1 + A2.
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By Proposition 2.1 there exists a constant c3 = c3(T ) = max{M,R} such that
c1‖x‖[l] ≤ c3 and ‖v‖[l] ≤ c3 on [0, t0).
Therefore we have
A1 ≤ c3
∫ t
s
(∫ τ
s
ec0
∫ σ
s
a(ρ)dρdσ
) (
a(τ)e−c0
∫ τ
s
a(σ)dσ) dτ
and noting that ∫ t
s
a(τ)e−c0
∫ τ
s
a(σ) dσdτ = − 1
c0
e−c0
∫ t
s
a(τ) dτ
by integration by parts we obtain
A1 ≤ −
c3
c0
∫ t
s
ec0
∫ τ
s
a(σ)dσdτ e−c0
∫ t
s
a(τ)dτ +
c3
c0
∫ t
s
ec0
∫ τ
s
a(σ)dσe−c0
∫ τ
s
a(σ) dσ
≤
c3
c0
T.
Similar calculation reveals that
A2 ≤
c3
c0
(
1 − e−c0
∫ t
s
a(τ)dτ
)
≤
c3
c0
and altogether
A ≤
c3
c0
(T + 1).
We apply the above estimate of A in (2.9) to obtain∣∣∣Ψ(‖x‖[l](t))∣∣∣ ≤ c3
c0
(T + 1) + |Ψ(‖x‖[l](s))|
and by Proposition 2.1 the right-hand side of the above inequality is bounded regardless of
the choice of s ∈ [0, t0). Thus |Ψ(‖x‖[l])| is also bounded in (s, t0), which subsequently implies
that ‖x‖[l] is separated from 0 in (s, t0). To be more precise, we have
‖x‖[l](t) ≥
∣∣∣∣∣∣Ψ−1
(
c3
c0
(T + 1) + |Ψ(‖x‖[l](s))|
)∣∣∣∣∣∣ > 0.
This contradicts (2.4), and consequently it proves that the assumption of existence of t0, the
first time of collision between any number of the particles was false. 
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Remark 2.1. The estimates of derivatives of ‖x‖[l] and ‖v‖[l], in principle, are similar to (and
to some degree were inspired by) the SDDI derived in [24]. In fact, we divided the particles
into two groups: one of those particles that collide with each other at t0 and the second group
of those that do not collide with the first group. Next, for the first group we basically derived
the SDDI similarly to [24] with some additional terms that originated from the interaction
between the groups.
Remark 2.2. As a direct application of [1, Theorem 3.1], we also have the flocking estimates:
Consider the CS particle system (1.1)-(1.2). Suppose that the initial configurations (x0, v0)
satisfy
xi0 , x j0 for 1 ≤ i , j ≤ N and ‖v0 − vc(0)‖ℓ∞ < 12
∫ ∞
2‖x0−xc(0)‖ℓ∞
ψ(s) ds,
where xc(t) and vc(t) denote the average quantities of the position and velocity, i.e.,
xc(t) = 1N
N∑
i=1
xi(t) and vc(t) = 1N
N∑
i=1
vi(t),
respectively. Then there exist positive constants c1 > c0(t) > 0 such that
c0(t) ≤ |xi(t) − x j(t)| ≤ c1 , i , j and ‖v(t) − vc(0)‖ℓ∞ ≤ ‖v0 − vc(0)‖ℓ∞e−ψ(2c1)t,
for t ≥ 0. Note that c0(t) might go to zero as t → ∞ but c1 is uniform in time. This implies
that the communication rate is bounded below uniformly in time giving the exponential con-
vergence to the mean velocity, see [1, 8] for details. In particular, for the critical case, α = 1,
if we assume
xi0 , x j0 for 1 ≤ i , j ≤ N,
then there is no collision for all time and we have exponential flocking estimate because∫ ∞
ψ(s) ds = ∞.
3 Uniform estimate of minimal interparticle distance
In this part, we consider system (1.4) denoting the singular communication weightsψδ(s) =
ψ(s − δ), where δ ≥ 0 is a control parameter to make particles stay away from each other. We
subject system (1.4) to the initial data
(xi, vi)(0) =: (xi0, vi0), i = 1, · · · , N. (3.1)
It is worth mentioning that the strategy used in Section 2 cannot be used for the system (1.4).
Thus we propose a new argument based on an energy estimate. For δ = 0, Theorem 3.1
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implies the lack of collisions between particles and on top of that, it provides a uniform with
respect to N estimate of non-collisioness for system (1.1).
For a fixed δ > 0 we introduce a function Lβ(t) which determines the δ-distance between
particles:
Lβ(t) := 1
N2
N∑
i, j=1
(
|xi(t) − x j(t)| − δ
)−β
with β > 0.
Note that there exists a β > 0 such that Lβ(t) < ∞ for t ∈ [0, T ] if and only if the distances
between particles are no less than δ for t ∈ [0, T ]. Thus the solution to the δ-CS system
(1.4) is well-defined provided that we start from admissible initial data i.e., |xi0 − x j0| > δ for
i , j. Notice that the definition of Lβ and its property of determining the δ-distance between
particles is valid for all β > 0. However in the proof of Theorem 3.1 we take β = α − 2.
We introduce the maximal life-span T (x0) of the initial datum x0:
T (x0) := sup {s ∈ R+ : ∃ solution (x(t), v(t)) for the system (1.4) in a time-interval [0, s)} .
Theorem 3.1. Suppose that α ∈ [2,∞) and the initial data x0 satisfy
|xi0 − x j0| > δ for any 1 ≤ i , j ≤ N. (3.2)
Then there exists a global smooth solution (x(t), v(t)) to the system (1.4), i.e., T (x0) = ∞.
Moreover for t ≥ 0 we have∣∣∣∣∣∣∣ 1N2
N∑
i, j=1
log
(
|xi(t) − x j(t)| − δ
)∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣ 1N2
N∑
i, j=1
log
(
|xi(0) − x j(0)| − δ
)∣∣∣∣∣∣∣ + T02 + 12N
N∑
i=1
|vi(0)|2 if α = 2. (3.3)
Lα−2(t) ≤ Lα−2(0)eCt + CeCt 1
N
N∑
i=1
|vi(0)|2 if α > 2, (3.4)
where C is a constant depending only on α.
Proof. Throughout the proof we will denote for simplicity T0 := T (x0). Clearly, if the dis-
tances between particles are bigger than δ for any finite time then the solution can be prolonged
indefinitely and T0 = ∞. Moreover if (3.3) or (3.4) holds then inft≥0 mini, j=1,...,N |xi(t)− x j(t)| >
δ and thus also T0 = ∞. Therefore in order to finish the proof it suffices to show (3.3) and
(3.4).
First we provide the energy dissipation of the system (1.4). By (1.4)2 and a symmetry
argument, we have
d
dt
1
N
N∑
i=1
|vi(t)|2 + 1N2
N∑
i, j=1
|vi(t) − v j(t)|2
(|xi(t) − x j(t)| − δ)α = 0 for t ∈ [0, T0),
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and this yields
1
N
N∑
i=1
|vi(t)|2 +
∫ t
0
1
N2
N∑
i, j=1
|vi(s) − v j(s)|2
(|xi(s) − x j(s)| − δ)α ds =
1
N
N∑
i=1
|vi(0)|2 for t ∈ [0, T0). (3.5)
We divide the proof into two cases: α = 2 and α > 2. (i) α = 2: We estimate∣∣∣∣∣∣∣ ddt 1N2
N∑
i, j=1
log
(
|xi(t) − x j(t)| − δ
)∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣ 1N2
N∑
i, j=1
(xi(t) − x j(t)) · (vi(t) − v j(t))
|xi(t) − x j(t)|
1
(|xi(t) − x j(t)| − δ)
∣∣∣∣∣∣∣
≤
1
N2
N∑
i, j=1
|vi(t) − v j(t)|
|xi(t) − x j(t)| − δ
≤
1
2
+
1
2N2
N∑
i, j=1
|vi(t) − v j(t)|2
(|xi(t) − x j(t)| − δ)2 ,
for t ∈ [0, T0). We use the energy estimate (3.5) to have∣∣∣∣∣∣∣ 1N2
N∑
i, j=1
log
(
|xi(t) − x j(t)| − δ
)∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣ 1N2
N∑
i, j=1
log
(
|xi(0) − x j(0)| − δ
)∣∣∣∣∣∣∣ + t2 + 12
∫ t
0
1
N2
N∑
i, j=1
|vi(s) − v j(s)|2
(|xi(s) − x j(s)| − δ)2 ds
≤
∣∣∣∣∣∣∣ 1N2
N∑
i, j=1
log
(
|xi(0) − x j(0)| − δ
)∣∣∣∣∣∣∣ + T02 + 12N
N∑
i=1
|vi(0)|2 for t ∈ [0, T0).
This yields (3.3) in case of α = 2.
(ii) α > 2: It is a straightforward to get
dLβ(t)
dt = −β
1
N2
N∑
i, j=1
(|xi(t) − x j(t)| − δ)−β−1
(xi(t) − x j(t)) · (vi(t) − v j(t))
|xi(t) − x j(t)|
≤ C 1
N2
N∑
i, j=1
(|xi(t) − x j(t)| − δ)−β−1|vi(t) − v j(t)|
≤ C 1
N2
N∑
i, j=1
1
(|xi(t) − x j(t)| − δ)β +C
1
N2
N∑
i, j=1
|vi(t) − v j(t)|2
(|xi(t) − x j(t)| − δ)β+2
= CLβ(t) +C 1
N2
N∑
i, j=1
|vi(t) − v j(t)|2
(|xi(t) − x j(t)| − δ)β+2 for t ∈ [0, T0),
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where we used the Young’s inequality. Then, by using Gronwall’s inequality, we obtain
Lβ(t) ≤ Lβ(0)eCt +CeCt
∫ t
0
1
N2
N∑
i, j=1
|vi(s) − v j(s)|2
(|xi(s) − x j(s)| − δ)β+2 ds for t ∈ [0, T0).
We choose α = β + 2 together with (3.5) to deduce
Lα−2(t) ≤ Lα−2(0)eCt +CeCt 1
N
N∑
i=1
|vi(0)|2 for t ∈ [0, T0)
and the proof of (3.4) is finished. Hence if α ≥ 2, then there is no collision between particles
for all time and T0 = ∞. 
Remark 3.1. Similarly as before, we also have the flocking estimates for the system (1.4).
Suppose that the initial configurations (x0, v0) satisfy
min
1≤i, j≤N
|xi0 − x j0| > δ, ‖x0 − xc(0)‖ℓ∞ > δ, and ‖v0 − vc(0)‖ℓ∞ < 12
∫ ∞
2‖x0−xc(0)‖ℓ∞
ψ(s − δ) ds,
Then if α ≥ 2 there exist positive constants c1 > c0 > δ > 0 such that
‖x(t) − xc(0)‖ℓ∞ ∈ [c0, c1] and ‖v(t) − vc(0)‖ℓ∞ ≤ ‖v0 − vc(0)‖ℓ∞e−ψ(2c1)t,
for t ≥ 0.
Acknowledgments
JAC was partially supported by the Royal Society via a Wolfson Research Merit Award. YPC
was supported by the ERC-Starting grant HDSPCONTR “High-Dimensional Sparse Optimal Con-
trol”. JAC and YPC were partially supported by EPSRC grant EP/K008404/1. YPC is also supported
by the Alexander Humboldt Foundation through the Humboldt Research Fellowship for Postdoctoral
Researchers. JP was supported by the Polish NCN grant PRELUDIUM 2013/09/N/ST1/04113
References
[1] S. M. Ahn, H. Choi, S.-Y. Ha, and H. Lee. On collision-avoiding initial configurations to Cucker-
Smale type flocking models. Commun. Math. Sci., 10(2):625–643, 2012.
[2] S. M. Ahn and S.-Y. Ha. Stochastic flocking dynamics of the Cucker-Smale model with multi-
plicative white noises. J. Math. Phys., 51(10):103301, 17, 2010.
[3] G. Albi, M. Herty, and L. Pareschi. Kinetic description of optimal control problems and applica-
tions to opinion consensus. Commun. Math. Sci., 13(6):1407–1429, 2015.
14
[4] J. A. Cañizo, J. A. Carrillo, and J. Rosado. A well-posedness theory in measures for some kinetic
models of collective motion. Math. Models Methods Appl. Sci., 21(3):515–539, 2011.
[5] J. A. Carrillo, Y.-P. Choi, and M. Hauray. The derivation of swarming models: Mean-field limit
and wasserstein distances. Collective Dynamics from Bacteria to Crowds: An Excursion Through
Modeling, Analysis ad Simulation Series, CISM International Centre for Mechanical Sciences,
553:1–46, 2014.
[6] J. A. Carrillo, Y.-P. Choi, and M. Hauray. Local well-posedness of the generalized Cucker-Smale
model with singular kernels. In MMCS, Mathematical modelling of complex systems, volume 47
of ESAIM Proc. Surveys, pages 17–35. EDP Sci., Les Ulis, 2014.
[7] J. A. Carrillo, Y.-P. Choi, and S. Pérez. A review on attractive-repulsive hydrodynamics for con-
sensus in collective behavior. to appear in Active Particles Vol.I - Theory, Models, Applications,
Series: Modeling and Simulation in Science and Technology, Birkhäuser-Springer (Boston).
[8] J. A. Carrillo, M. Fornasier, J. Rosado, and G. Toscani. Asymptotic flocking dynamics for the
kinetic Cucker-Smale model. SIAM J. Math. Anal., 42(1):218–236, 2010.
[9] J. A. Carrillo, A. Klar, S. Martin, and S. Tiwari. Self-propelled interacting particle systems with
roosting force. Math. Models Methods Appl. Sci., 20(suppl. 1):1533–1552, 2010.
[10] Y.-P. Choi. Global classical solutions of the Vlasov-Fokker-Planck equation with local alignment
forces. Nonlinearity, 29(7):1887–1916, 2016.
[11] Y.-P. Choi, S.-Y. Ha, and Z. Li. Emergent dynamics of the Cucker-Smale flocking model and its
variants. to appear in Active Particles Vol.I - Theory, Models, Applications, Series: Modeling
and Simulation in Science and Technology, Birkhäuser-Springer (Boston).
[12] Y.-P. Choi and J. Haskovec. Cucker-Smale model with normalized communication weights and
time delay. preprint, Arxiv:1608.06747, 2016.
[13] F. Cucker and J.-G. Dong. Avoiding collisions in flocks. IEEE Trans. Automat. Control,
55(5):1238–1243, 2010.
[14] F. Cucker and C. Huepe. Flocking with informed agents. MathS in Action, 1(1):1–25, 2008.
[15] F. Cucker and E. Mordecki. Flocking in noisy environments. J. Math. Pures Appl. (9), 89(3):278–
296, 2008.
[16] F. Cucker and S. Smale. Emergent behavior in flocks. IEEE Trans. Automat. Control, 52(5):852–
862, 2007.
[17] P. Degond and S. Motsch. Macroscopic limit of self-driven particles with orientation interaction.
C. R. Math. Acad. Sci. Paris, 345(10):555–560, 2007.
[18] P. Degond and S. Motsch. Continuum limit of self-driven particles with orientation interaction.
Math. Models Methods Appl. Sci., 18(suppl.):1193–1215, 2008.
15
[19] R. Duan, M. Fornasier, and G. Toscani. A kinetic flocking model with diffusion. Comm. Math.
Phys., 300(1):95–145, 2010.
[20] S.-Y. Ha, T. Ha, and J.-H. Kim. Asymptotic dynamics for the Cucker-Smale-type model with the
Rayleigh friction. J. Phys. A, 43(31):315201, 19, 2010.
[21] S.-Y. Ha, E. Jeong, J.-H. Kang, and K. Kang. Emergence of multi-cluster configurations from
attractive and repulsive interactions. Math. Models Methods Appl. Sci., 22(8):1250013, 42, 2012.
[22] S.-Y. Ha, M.-J. Kang, C. Lattanzio, and B. Rubino. A class of interacting particle systems on the
infinite cylinder with flocking phenomena. Math. Models Methods Appl. Sci., 22(7):1250008,
25, 2012.
[23] S.-Y. Ha, K. Lee, and D. Levy. Emergence of time-asymptotic flocking in a stochastic Cucker-
Smale system. Commun. Math. Sci., 7(2):453–469, 2009.
[24] S.-Y. Ha and J.-G. Liu. A simple proof of the Cucker-Smale flocking dynamics and mean-field
limit. Commun. Math. Sci., 7(2):297–325, 2009.
[25] S.-Y. Ha and E. Tadmor. From particle to kinetic and hydrodynamic descriptions of flocking.
Kinet. Relat. Models, 1(3):415–435, 2008.
[26] V. Loreto and L. Steels. Social dynamics: Emergence of language. Nature Physics, 3:758–760,
2007.
[27] S. Motsch and E. Tadmor. Heterophilious dynamics enhances consensus. SIAM Rev., 56(4):577–
621, 2014.
[28] P. B. Mucha and J. Peszek. The Cucker-Smale equation: singular communication weight, mea-
sure solutions and weak-atomic uniqueness. preprint, arXiv:1509.07673v1, 2015.
[29] J. Park, H. J. Kim, and S.-Y. Ha. Cucker-Smale flocking with inter-particle bonding forces. IEEE
Trans. Automat. Control, 55(11):2617–2623, 2010.
[30] J. Peszek. Existence of piecewise weak solutions of a discrete Cucker–Smale’s flocking model
with a singular communication weight. J. Differential Equations, 257(8):2900–2925, 2014.
[31] J. Peszek. Discrete Cucker-Smale flocking model with a weakly singular weight. SIAM J. Math.
Anal., 47(5):3671–3686, 2015.
[32] J. Shen. Cucker-Smale flocking under hierarchical leadership. SIAM J. Appl. Math., 68(3):694–
719, 2007/08.
[33] C. M. Topaz and A. L. Bertozzi. Swarming patterns in a two-dimensional kinematic model for
biological groups. SIAM J. Appl. Math., 65(1):152–174, 2004.
[34] G. Toscani, C. Brugna, and S. Demichelis. Kinetic models for the trading of goods. J. Stat. Phys.,
151(3-4):549–566, 2013.
16
