This paper proposes an extension of Dependency Tree Semantics (DTS), an underspecified formalism originally proposed in Robaldo (2007) . The crucial advantage of DTS as compared to other contemporary proposals is its ability to represent Independent Set (IS) readings (a.k.a. scopeless readings), e.g. cumulative and collective readings. DTS achieves the expressivity needed to represent IS readings because it underspecifies Skolem-like functional dependencies. This paper extends DTS by introducing additional meta-constraints in First Order Logic dedicated to disambiguating underspecified structures. However, it is worth noting that the meta-constraints are independent from DTS, and could be easily re-implemented in any underspecified theory. The meta-constraints achieve flexible disambiguation, in the sense that they allow ambiguous structures to be specified independently of the linguistic (rather than logical) knowledge used. Secondly, DTS, equipped with the meta-constraints, becomes an expressively complete formalism in the sense of Ebert (2005) . Expressive completeness is a desirable property for an underspecified formalism, because it allows a representation for each possible subset of available readings.
Introduction
It is well-known that quantifier scope ambiguities may engender several interpretations of a Natural Language (NL) sentence. For instance, sentence (1.a), taken from (Ebert, 2005) , includes three quantifiers and may be interpreted in six possible ways. In the standard generalized quantifier (GQ) approach (see (Peters and Westerståhl, 2006) for an introduction), the six possible readings are represented via the formulae in (1.b-g). In this paper, every NL quantifier occurring in the sentence is marked with the subscript of a first order variable, in order to make clear the correspondence with the logical quantifiers occurring in the formulae.
(1) a. Every x marketing manager showed five y representatives a z sample. In (1.b), for every manager there were five (potentially different) representatives; the manager showed each of them a (potentially different) sample. Also in (1.c) there were five (potentially different) representatives for every manager, but the latter showed the same sample to each of them. (1.d) and (1.e) involve a single sample; in the former, every manager showed it to a (potentially different) set of five representatives, where in (1.e) they showed it to the same set of five representatives. Finally, (1.f) and (1.g) involve five representatives only. In (1.f), the sample varies on each pair representative, manager , while in (1.g) the sample varies only with respect to the representative. Quantifier scope ambiguities present two main problems. First, the number of available readings tends to degenerate into a combinatorial explosion when the number of quantifiers occurring therein increases. If the sentence contains d quantifiers, it may yield up to n=d! readings, one for each possible (linear) ordering of the quantifiers. For example, (1.a) has 6=3 ! possible readings, each for every available permutation: (∀5∃), (∀∃5), (∃∀5), (∃5∀), (5∀∃), and (5∃∀) for (1.b-g) respectively. Secondly, in many real cases the knowledge needed to disambiguate is not fully available during the processing of the sentence. In such cases, all readings should be stored; afterwards, when new real world knowledge becomes available, they may be sequentially checked in order to remove the ones that are inconsistent with the real world knowledge. Clearly, such a solution strongly increases the overall spatial and temporal complexity.
In order to provide a flexible solution that efficiently deals with pure semantic ambiguities, such as quantifier scope ambiguities, Underspecified formalisms have recently been proposed (Ebert, 2005) , (Egg, 2010) . In Underspecification, scope ambiguities are seen as instances of unspecified meaning. Underspecified logics enable the encapsulation of scope ambiguities into a single compact structure, thus preserving compositionality. A recent approach to semantic Underspecification is based on dominance constraints between some kinds of scope-bearers and some kinds of scope-arguments. Underspecified Discourse Representation Theory (Reyle, 1993) , (Reyle, 1996) , Hole Semantics (Bos, 1996) , (Bos, 2004) , Constraint Language for Lambda Structures (Egg, Koller, and Niehren, 2001) , Normal Dominance Graphs (Koller, 2004) , Minimal Recursion Semantics (Copestake, Flickinger, and Sag, 2005) , and the feature-based framework illustrated in (Kallmeyer and Romero, 2008) belong to this approach. In particular, Hole Semantics (HS) is a metalanguage that can be wrapped around a non-ambiguous logical language, called the object language, in order to create an underspecified version of it. For instance, taking the standard GQ approach as the object language, the underspecified representation in Hole Semantics of (2.a) is shown in (2.b).
(2) a. Every x man has heard a y mysterious sound.
b. {h 0 , l 1 :∀ x (h 11 , h 12 ), l 2 :∃ y (h 21 , h 22 ), l 3 :man (x), l 4 :mSound (y), l 5 :hear (x, y)}, {l 1 ≤ h 0 , l 2 ≤ h 0 , l 3 ≤ h 11 , l 4 ≤ h 21 , l 5 ≤ h 12 , l 5 ≤ h 22 }
The representation in (2.b) is made up of two sets: a set of labelled subformulae containing particular variables named holes (e.g. h 11 , h 12 , etc.) and a set of dominance constraints between holes and labels. Disambiguation is made by inserting labels into holes, according to the dominance constraints, via a plugging function P . A dominance constraint is in the form l ≤ h and specifies that the piece of formula labelled by l will fill h either directly or transitively, i.e. h will be filled either by it or by a larger fragment containing it. Two pluggings are then possible in (2.b): (3.a), which leads to the formula (3.b), where each man heard a (potentially different) sound, and (3.c), which leads to the formula (3.d), where a single sound was heard by all men.
(3) a. {P (h 0 ) = l 1 , P (h 11 ) = l 3 , P (h 21 ) = l 4 , P (h 12 ) = l 2 , P (h 22 ) = l 5 } b. ∀ x (man (x), ∃ y (mSound (y), hear (x, y))) c. {P (h 0 ) = l 2 , P (h 21 ) = l 4 , P (h 11 ) = l 3 , P (h 22 ) = l 1 , P (h 12 ) = l 5 }
d. ∃ y (mSound (y), ∀ x (man (x), hear (x, y)))
Unfortunately, as argued by (Ebert, 2005) , constraint-based formalisms fail to be Expressively Complete. Ebert, drawing on (Konig and Reyle, 1999) , defines an underspecified logic as Expressively Complete only if its disambiguation device produces all possible refiniments of the initial ambiguous expression. In other words, if an NL sentence yields n readings, an expressively complete underspecified logic must be able to provide a formula for each of the 2 n possible subsets of those readings. Expressive Completeness is needed to enable proper inferences. However, this paper does not address automatic reasoning on underspecified representations. See (Konig and Reyle, 1999) for an overview. Consider again the example in (1), and the six possible readings it yields. Imagine the sentence is uttered in a context where the managers want to make a good impression, so they plan ahead to avoid the embarrassing situation where all representatives are contacted by all managers, each of them showing the representative the same sample. In such a context, (1) cannot yield the reading (∃5∀). Accordingly, the corresponding underspecified formula must refer to the following subset of five readings only:
{(5∀∃), (5∃∀), (∃∀5), (∀∃5), (∀5∃)}
It is not possible to assert such an underspecified formula in HS, nor in any other constraint-based formalism mentioned above. In other words, we cannot add a domi-nance constraint to the fully underspecified representation of (1.a), shown in (4), in order to exclude only the reading (∃5∀). In order to avoid (∃5∀), we would need to prevent one of its trademark scope relations, i.e. ∃≤5, 5≤∀, and ∃≤∀, by asserting the opposite relation. Nevertheless, by inserting ∃ in the scope of 5 (e.g. by asserting the dominance constraint h 22 ≤ l 3 ) we would also exclude the acceptable readings (∃∀5) and (∀∃5). By inserting 5 in the scope of ∀ (e.g. h 12 ≤ l 2 ), we would also exclude (5∀∃) and (5∃∀). By inserting ∃ in the scope of ∀ (e.g. h 12 ≤ l 3 ), we would also exclude (5∃∀) and (∃∀5).
It is important to point out that Ebert does not claim that it is impossible to build a representation referring to any subset of readings. It is always possible to do so as we can always build the "or", i.e. the disjunction, of the desired readings. For instance, in the example under examination, we could set up the "underspecified" representation as:
But, as argued at the beginning of the Introduction, underspecified logics have been designed precisely to avoid such a solution. In other words, we would like to work with compact formulae, in order to control complexity. In sum, Ebert's point of view is that there is a trade-off between Expressive Completeness and compactness.
The work of Ebert marked a meaningful turning point in the research on semantic Underspecification. It raised the obvious question: in the design of an underspecified formalism, do we have to privilege Expressive Completeness or compactness/complexity? It seems that upon consideration of the trade-off between Expressive Completeness and compactness/complexity, we should definitely choose Expressive Completeness. The last claim is in particular supported by (Koller, Regneri, and Thater, 2008) and (Fox and Lappin, 2010) , who propose expressively complete versions of their respective underspecified formalisms. For instance, (Koller, Regneri, and Thater, 2008) build the regular tree grammar (RTG) (Comon et al., 1992) that is able to generate any set of sets of dominance constraints. Such a grammar may then be seen as an underspecified representation, that is trivially expressively complete. In the worst case, the input sentence is associated with the RTG S → t 1 | . . . |t n , where t 1 | . . . |t n are the (only) allowed sets of dominance relations. Such a representation obviously corresponds to the disjunction of the desired readings. The computational analyses of some experiments conducted on the Rondane treebank (Oepen et al., 2002) provide evidence that very few real cases could create serious problems in the spatio-temporal performances of the system.
In line with the current trend in the research on semantic Underspecification, below we propose an extension of Dependency Tree Semantics (DTS), a constraint-based underspecified formalism, originally proposed in (Robaldo, 2007) and further developed in (Robaldo and Lesmo, 2011) . DTS differs from its contemporary proposals in that it underspecifies Skolem-like functional dependencies rather than dominance constraints.
Thanks to this, it is able to represent Independent Set readings (a.k.a. Scopeless readings), e.g. cumulative and collective readings. The other underspecified formalisms mentioned above are unable to represent IS readings. On the other hand, the latter are able to deal with other scope-bearers like boolean connectives, modal operators, and the like, while DTS at the moment deals with quantifier scope ambiguities only. However, it must be pointed out that DTS is part of a larger research project that aims to define a logical framework suitable for handling NL semantics. (Robaldo, 2011) defines an extension of standard Second Order Logic (SOL) where Independent Set readings are seen as natural as the standard linear ones. The logic in (Robaldo, 2011) is the object language of DTS, which is then an (underspecified) way to compute Robaldo's formulae from the syntactic representation of the sentence. As explained in section 8, devoted to future works, we plan in the future to integrate (Robaldo, 2011) , and so DTS, within the framework by Jerry R. Hobbs (Hobbs, 1998) . The latter is grounded on the notion of 'reification', thus achieving the expressivity needed to deal with any kind of scope-bearer.
The contribution of this paper within the mentioned project is making the present version of DTS expressively complete. This is done by introducing new meta-constraints in First Order Logic (FOL) , that of course parallel the RTG grammar used in (Koller, Regneri, and Thater, 2008) . In our view, such FOL meta-constraints achieve a level of flexibility higher than the one featured by (Koller, Regneri, and Thater, 2008) . Moreover, it will be shown how to implement three well-known NL constraints on quantifier scope: Nested Quantifiers, Island Constraints, and logical Redundancy arising from the use of certain quantifiers (e.g. universal/existential quantifiers). Conversely, in (Koller, Regneri, and Thater, 2008) only the latter are considered.
Since the FOL meta-constraints will make DTS expressively complete, its complexity will turn out to be exponential. However, similar to what is done in (Koller, Regneri, and Thater, 2008) , the paper presents the results of an empirical analysis we conducted on the Turin University Treebank (Bosco, 2004) . The results of our experiment constitute an estimate that even by implementing only the three mentioned NL constraints, there are very few NL sentences that yield a high and problematic number of available readings. Therefore, our experiment appears to provide further evidence that computational complexity does not actually represent a problem for expressively complete semantic underspecified formalisms when they are evaluated in real cases.
Dependency Tree Semantics
In (Robaldo, 2007) a new constraint-based underspecified formalism called Dependency Tree Semantics (DTS) was proposed. DTS fully-specified structures represent the available readings of a sentence by explicitly showing the dependencies between the involved groups of entities, i.e. by implementing a sort of 'Skolemization' on NL quantifiers. Well-formed structures in DTS are based on a simple graph G, called a 'Flat Dependency Graph (FDG)', that represents the predicate-argument relations. The nodes of G are either predicates or individual variables called 'discourse referents' as in (Kamp and Reyle, 1993) . Each discourse referent denotes a set of entities involved in the state of affairs described by the sentence. Predicates are connected to discourse referents via arcs labelled with the predicate-argument position. Each discourse referent is also associated with a quantifier, via a function quant from discourse referents to generalized quantifiers, and with a restriction, via a function restr from discourse referents to subgraphs of G. The FDG, quant, and restr associated with sentence (2.a) are shown in fig The structure in fig.1 may be compositionally built from the Dependency Tree of the sentence. In other words, the formalism is peculiar to a Dependency Grammar (see (Mel'cuk, 1988) , (Hudson, 1990) ), in that the definition of the subgraphs given by restr mirrors the architecture of the Dependency Tree of the sentence. This allows for a simple and direct syntax-semantic interface with respect to a Dependency Tree (see (Robaldo, 2007) , §3), from which the name 'Dependency Tree Semantics' is derived. In order to disambiguate DTS underspecified structures, the dependencies among the sets of entities are made explicit. This is done by adding other arcs, termed SemDep arcs, among discourse referents. SemDep arcs resemble Skolem dependencies. A discourse referent d is taken to depend on all discourse referents it connects via a path of SemDep arcs. Moreover, the graph includes an additional special node called Ctx. Ctx refers to the context, i.e. the domain of individuals with respect to which the final structure will be evaluated. All discourse referents are linked to Ctx via a SemDep arc, and those linked only to Ctx are assumed to denote fixed sets of entities, i.e. to resemble Skolem constants. We will henceforth denote the set of SemDep arcs of a DTS structure as 'SemDep'. Thus, the several readings of a sentence differ only in their set of SemDep arcs. Indeed, they share the same FDG, quant, and restr. For instance, both readings of sentence (2.a) share the FDG shown in fig.1 , but (3.b) is represented by the SemDep arcs in fig.2 .a, while (3.d) by those in fig.2 .b. SemDep arcs are displayed as dotted arcs in order to distinguish them from the predicate-argument relations in the FDG. It must be stressed that all discourse referents are always linked to Ctx. However, in order to avoid verbose graphical representations, transitive dotted arcs are usually omitted therein. Therefore, in fig.2 .a, (y l l l l l l Ctx) ∈ SemDep, even if the arc is not shown. The parallel with the well-known Skolem theorem, defined in standard predicate logic, is obvious: in fig.2 .a, the mysterious sound functionally depends on the man (for each man, there is a potentially different sound he heard), while in fig.2 .b there is a single particular mysterious sound taken from the context (every man heard the same sound).
In the original definition of DTS, incremental disambiguation is achieved by introducing another kind of arc, termed SkDep arcs. SkDep arcs mark all the semantic dependencies occurring in the final structure, whereas SemDep arcs mark all and only the dependencies occurring therein. In other words, SkDep arcs parallel the Hole Semantics dominance constraints in the form l≤h, while SemDep arcs parallel final Hole Semantics pluggings in the form l = h. This paper, however, does not make use of SkDep arcs. Rather, it introduces in DTS new meta-constraints in First Order Logic (FOL) and proposes them as an alternative to SkDep arcs. The FOL meta-constraints arguably perform better than SkDep arcs in that, besides achieving incremental disambiguation, they allow for Expressive Completeness and for a uniform and modular management of different linguistic and extra-linguistic NL constraints involved in the disambiguation process.
Expressivity of DTS
The main peculiarity of DTS with respect to its contemporary proposals is the possibility of representing readings where two or more sets of entities are introduced at the same level of scope. In this paper, we will refer to them as 'Independent Set' (IS) readings. Four kinds of IS readings have been identified in the literature, starting from (Scha, 1981 The preferred reading of (5.a) is the one where there are exactly two 1 students and exactly three drug dealers and each of the students saw each of the drug dealers. (5.b) may be true in case three boys cooperated in the construction of a single chair. In the preferred reading of (5.c), there are three boys and four girls such that each of the boys invited at least one girl, and each of the girls was invited by at least one boy. Finally, (5.d) allows for any sharing of ten pizzas between twenty children. In Cumulative readings, the single actions are carried out by atomic individuals only, while in (5.d) it is likely that the pizzas are shared among subgroups of children. For instance, (5.d) is satisfied by the following extension of ate ('⊕' is the standard sum operator (Link, 1983) ):
In (6), children c 1 , c 2 , and c 3 (cut into slices and) share pizzas p 1 and p 2 , c 2 and c 3 share p 3 and p 4 , and c 3 also ate pizza p 5 on his own. In the present paper, as well as in all other Cover approaches, e.g. (van der Does, 1993) , (van der Does and Verkuyl, 1996) , (Schwarzschild, 1996) , (Kratzer, 2007) , and (Robaldo, 2011) Cover readings are assumed to be the IS readings, of which the three kinds exemplified in (5.a-c) are merely special cases. (Robaldo, 2011) defines a logical framework able to represent any Cover reading, i.e. any IS reading, in terms of SOL formulae. The latter are briefly presented in the next subsection. Finally, (Robaldo and Lesmo, 2011) defines an algorithm that translates DTS fully-disambiguated structures into the SOL formulae of (Robaldo, 2011) . A first trivial example of IS reading was already shown in fig.2 .b. In that reading, both the set of involved men and the (singleton) set of involved sounds are taken from the context. Then, the formula asserts that the predicate hear is true for each man in the former and "each" sound in the latter (a single one, actually). Another example is shown in fig.3 . In fig.3 there is a pair of two specific boys who ate a portion of the same set of most courses; obviously, there is a different portion for every pair boy, course . Note that DTS accepts many more readings than other standard approaches to NL semantics, such as those mentioned in the previous section, in that it encompasses IS readings. In other words, every partial order between quantifiers, where two or more quantifiers may be independent of one another, may correspond to an available reading. For instance, DTS accepts seven readings for Ebert's example in (1.a). The SemDep characterizing each of these readings are shown in fig.4 ; the common FDG and restr are omitted. Fig.4 also indicates the correspondence with the linear orders in (1.b-g). The additional reading, i.e. reading (B), accepted in DTS but unavailable in frameworks that generate linear readings only, features a single semantic dependency from z to x. The reading seems to be perfectly acceptable in NL. Consider the sentence "During the final exam, every x student will show five y professors a z project", which is syntactically isomorphic to Ebert's example. In this sentence, it is likely that the five professors form a committee, and so do not vary on the students. On the other hand, z depends on x, as the project is different from student to student.
Model theory of DTS
As pointed out above, DTS fully-disambiguated structures, e.g. fig.3 , are DTS structures where SemDep has been instantiated. They may be translated into the SOL formulae defined in (Robaldo, 2011) via the algorithm shown in (Robaldo and Lesmo, 2011) . Such a translation defines a model theory of DTS: the truth value of a DTS fully-disambiguated structure is taken to be the one of the SOL formula associated with it. The formulae in (Robaldo, 2011) and the algorithm computing them from DTS fullydisambiguated structures are rather complex and their description is beyond the focus of the present paper. The latter is the disambiguation process, i.e. the process that instantiates SemDep. Therefore, in this subsection we simply show a couple of examples, that are used to highlight the main peculiarities of the architecture of (Robaldo, 2011 )'s formulae. The interested reader is addressed to the mentioned works for further details. In (Robaldo, 2011), (5.d ) is associated with the following SOL formula:
, and C are second order variables. Following (Schwarzschild, 1996) , their value is provided by an assignment g, contrary to what is done in (Sher, 1997) and (Robaldo, 2010a) , where they are existentially quantified. In other words, in (Robaldo, 2011) , the SOL variables occurring in the formulae are pragmatically interpreted. C x , C y , and IN are labels, introduced for writing more compact formulae. C x and C y mark two subformulae called 'Cardinality conditions', while IN marks a subformula called 'Inclusion condition'. The two Cardinality conditions are asserted in terms of the generalized quantifiers 3! x and 5! y . C x requires P B x 's extension to include exactly three children, while C y requires P B y 's extension to include exactly five pizzas. The extensions of P B x and P B y are required to be the witness sets of the generalized quantifiers. Therefore, they include atomic individuals only. On the other hand, the Inclusion condition IN requires the extension of C to satisfy the predication in (8). (8) asserts that the extension of C includes only members in the extensions of P 1 and P 2 , and that each member occurring in the latter occurs in the extension of C, possibly as part of a plural sum. 
Assuming that c * are children and p * are pizzas, an assignment of the variables that satisfies formula (7) in context (6) is the following: Robaldo, 2011) 's logic features an high degree of expressivity, uniformity, and scalability. It allows to represent IS and linear readings, and any intermediate case, with any set of quantifiers. For instance, the formula corresponding to the DTS structure in fig.3 is:
(11) Two x boys ate a y portion of most z courses.
[
Among the alternative proposals, the one mostly similar to (Robaldo, 2011) is (Steedman, 2007) . The formulae obtained in (Steedman, 2007) represent (non-universal) quantifiers via functional Skolem-like terms, as it is done in (Robaldo, 2011) . However, in (Steedman, 2007) formulae are not built via Underspecification. Rather, they are compositionally associated with syntactic derivations as it is done in the standard Montagovian approach. The formulae produced by (Robaldo, 2011) and (Steedman, 2007) have been extensively compared in (Robaldo, 2010b) . The latter argues that, by embedding quantificational/referential terms within the scope/domain of other ones, the Maximality conditions, do not achieve the proper truth conditions. The solution is to avoid such embeddings, as it is done in the SOL formulae shown above.
The latter are flat conjunctions of atomic predications. Another logic whose formulae do not contain nestings is the one defined in (Hobbs, 1998) and several other earlier publications by the same author 2 . However, in (Hobbs, 1998) , the motivations behind the need of flat formulae concern the proper management of anaphorical expressions rather than that of quantifiers. Section 8 below advocates an integration between (Robaldo, 2011) and (Hobbs, 1998) as a promising solution for future works on the topic.
Constraints on semantic dependencies
It is not true that every set of semantic dependencies corresponds to an available interpretation of some NL sentences. For example, cycling paths of SemDep arcs must be forbidden, because they would describe a reading where a set of entities varies depending on the entities in another set and vice versa, which is clearly paradoxical. Other constraints come from the syntactic structure of the NL sentence, the topic/focus distinction, the real world knowledge, and so forth. In the literature, particular attention has been devoted to constraints related to Nested Quantifiers. The next subsection reviews the approaches for dealing with Nested Quantifiers in Underspecification. Other kinds of constraints on admissible readings are those coming from logical Redundancy and Island Constraints, although they have received less attention in the literature. They are discussed in subsection 3.2 below. In the rest of the paper, it will be shown that the new disambiguation process of DTS proposed here, besides achieving Expressive Completeness, is able to uniformily deal with the three kinds of constraints discussed in this section.
Nested Quantifiers
Several unreasonable DTS representations arise from a contrast between semantic dependencies and nested quantifications occurring in the syntactic tree of the sentence. For instance, it is awkward to take the sentence in (12), from (Larson, 1985) , as describing the situation depicted in fig.5 , in which a person coming from all cities is being spied on by different pairs of politicians, one for each city from which s/he comes. To our knowledge, the first underspecified approach that proposed a method to block such readings is the well-known (Hobbs and Shieber, 1987 )'s algorithm. The insights of the (Hobbs and Shieber, 1987) 's algorithm have been later optimised and extended in the Quasi Logical Form (QLF) (Alshawi, 1992) . Hobbs and Shieber's algorithm and QLF resemble some previous strategies based on quantifier movement, e.g. the Nested Cooper Storage (Keller, 1988) . The added value is the precise definition of an intermediate (underspecified) representation as a way to block the ongoing derivation and store, in a compact way, all available readings it yields, until the knowledge needed to determine the contextually relevant one becomes available. In (Hobbs and Shieber, 1987) and (Alshawi, 1992) , the underspecified representation is a partial formula Φ that may contain underspecified terms called 'complex terms' or 'qterms'. They are in the form <q, v, r> where q is a generalized quantifier, v an individual variable and r, the restriction of q, another partial formula. In order to obtain the disambiguated formulae, complex terms must be solved. This is done by "pulling out" and "unstoring" the unsolved terms one by one, until no one of them appears in the formula any more. Depending on the order in which unsolved terms are chosen, different readings are obtained. In order to avoid impossible readings arising from syntactically Nested Quantifiers, it is required, at each step, to solve a complex term not included in the restriction of any other complex term. In particular, the algorithm enumerates all readings of an underspecified formula Φ by iterating the following steps until no complex term appears in Φ.
(13) 1. Choose a complex term c =<q, v, r> in Φ s.t. c does not occur in the restriction of any other complex term.
2. In case r includes at least another complex term, recursively execute the algorithm on r and obtain the set R of all fully-disambiguated restrictions of c.
3. For each r ∈ R ∪ {r}, build the new formula Ψ=q v (r , Φ ), where Φ is obtained by replacing c with v in Φ.
The algorithm collects the set of all fully-disambiguated formulae generated during the execution of these steps and returns it. Let us show how the algorithm works on the underspecified formula of (12), shown in (14).
The formula in (14) 
Of course, by changing the order in which the complex terms are solved, different formulae are produced. The execution of the algorithm in all other branches leads to five disambiguated formulae. All readings are listed in (16).
Therefore, the algorithm generates the scopings corresponding to every permutation of the quantifiers but (∃∀2), i.e. the one depicted in fig.5 . To summarize, in Hobbs and Shieber's algorithm and related proposals, the impossible readings are ruled out procedurally. In other words, the knowledge needed to identify and block them is codified in the instructions of the algorithm, e.g. the ones listed in (13). Nevertheless, as shown in (Reyle, 1996) , such a procedural approach does not allow to achieve partial disambiguations for every ambiguous structure. More in general, it does not appear to be flexible enough for the goals of an underspecified logic. For instance, it seems rather complex to extend the algorithm for handling Expressive Completeness.
For these reasons, most recent underspecified logics deal with scope ambiguities by asserting explicit dominance constraints between subformulae. Each subformulae refers to an unambiguous portion of meaning conveyed by the sentence. Thus, the enumeration of the available readings becomes a Constraint Satisfaction Problem, for which resolution algorithms have been extensively studied in the literature on Artificial Intelligence. Some of the main constraint-based underspecified formalisms have been already mentioned in the Introduction: Underspecified Discourse Representation Theory (Reyle, 1993) , Hole Semantics (Bos, 2004) , Constraint Language for Lambda Structures (Egg, Koller, and Niehren, 2001) , Minimal Recursion Semantics (Copestake, Flickinger, and Sag, 2005) , and Normal Dominance Graphs (Koller, 2004) . The latter has been extended for achieving Expressive Completeness in (Koller, Regneri, and Thater, 2008) .
In Hole Semantics, the underspecified formula associated with sentence (12) is shown in (17). The dominance relations specify which predicates must occur within the quantifiers' restrictions and bodies. On the contrary, they leave underspecified the relative scope among the three quantifiers.
Five pluggings are possible in (17), corresponding each to a reading in (16). They are shown in (18). In (18), P (h 11 )=l 4 and P (h 31 )=l 6 are omitted because they hold for each (18.a-e). The reading associated with each (18.a-e) is indicated after the symbol '⇒'.
It is worth mentioning the work done in (Park, 1996) , (Willis, 2000) , and (Joshi, Kallmeyer, and Romero, 2003) , that are specifically devoted to the problem of Nested Quantifiers in semantic Underspecification. They share the assumption that if a quantifier Q 1 occurs in the syntactic restriction of another quantifier Q 2 , no other quantifier can 'intercalate' between them. In the example under examination, then, the scope of 2 cannot occur between the ones of ∀ and ∃. Starting from this assumption, those authors develop extensions of the basic dominance relation mechanism exemplified in (17) and (18) to rule out both (∃2∀) and (∀2∃). The latter corresponds to reading (16.c). We do not share the assumption about intercalating quantifiers. Therefore, the rest of the paper considers all five interpretations in (16.a-e) as acceptable readings.
Also the original definition of DTS in (Robaldo, 2007) defines some constraints for preventing impossible readings related to Nested Quantification. The constraints are defined with respect to the function restr, as follows (taken from (Robaldo, 2007) , pp.94):
(19) Let d be a discourse referent, and let R(d) be the transitive closure of restr(d),
i.e. the smallest set that contains d, and for which it holds that if d ∈ R(d) and
It must hold that:
The first constraint specifies that if a discourse referent 
Logical Redundancy and Island Constraints
Logical redundancy, a problem not new in Underspecification (Vestre, 1991) , (Chaves, 2005) , and (Koller and Thater, 2006) , may arise when universal or existential quantifiers occur in the sentence. Universals, since they range over the whole domain of individuals, cannot exhibit any dependency on another quantifier, i.e. their inclusion within the scope of another quantifier does not affect the selection of individuals they range on. In DTS, this may be mirrored by forcing every universal quantifier to be linked to Ctx only, i.e. to not depend on any other quantifier. For analogous reasons, no SemDep arc can enter an existential quantifier. In fact, existential quantifiers do not induce variation on their narrow scope entities, and so all arcs entering them must be forbidden. Anyway, there is an exception to the rule about universals. It concerns a universal acting as a modifier for another quantifier in its restriction, a phenomenon known as 'Inverse Linking' (May and Bale, 2005) . For example, in the case of (20), there are two possibilities, according to the intention of referring to 'all friends of any participant' or to 'all friends of all participants'. In the first case, we enable the upper universal to be linked via a SemDep arc to its modifier as in (20.a). Clearly, the standard link to Ctx is possible, therefore the second case is also accounted for (20.b). 
ØÜ ØÜ
These considerations may be, by and large, extended to the truth-conditional semantics of definites. According to (Beghelli, Ben-Shalom, and Szabolski, 1997) , universal quantifiers, definites, proper names, etc., denote a principal filter, i.e. a generalized quantifier having a single witness set. Therefore, they should receive a similar logical treatment. In fact, it is not surprising that also definites licence Inverse Linking, as it is well-known in the literature. An archetypal example is sentence (21), where x depends on y.
(21) The x best friend of each y soldier is his mother.
Of course, much more ought to be said about the semantics of definites. A good survey may be found in (Poesio and Vieira, 1998) and (Vieira and Poesio, 2000) . However, with respect to the goal of the present paper, we think it is fine to assume that definites behave as quantifiers, as in the standard Russellian tradition (Barwise and Cooper, 1981) , (Neale, 1990) , and that they always have wide scope except in cases of Inverse Linking.
On the other hand, proper names correspond to discourse referents in DTS and to generalized quantifiers in (Robaldo, 2011) , following (Larson and Segal, 1995) and (Montague, 1974) . In DTS, in particular, they enter Ctx and no other arc can enter them, i.e. they behave as if they were both universal and existential quantifiers. The same holds for singular demonstratives (this, that, etc.) and singular personal pronouns such as you, she, etc. Conversely, plural demonstratives (these, those, etc.) and the plural personal pronoun they always enter Ctx but they allow other quantifiers to depend on them.
By applying constraints on logical Redundancy and those defined above for dealing with Nested Quantifiers, we get six possible instantiations of SemDep for sentence (12) Another class of constraints on quantifier scope are the so-called 'Island constraints'. It is well-known that certain syntactic costituents behave as "Island" for certain quantifiers and other scope-bearers. Two kinds of Islands constraints have been traditionally identified in the literature: finite clauses and coordinated structures (Ross, 1967 c. Every x student reads a y book and a z paper. and (Egg, Koller, and Niehren, 2001 ) initially proposed solutions for handling in Underspecification Island Constraints of the first kind. A more recent approach is that of (Kallmeyer and Romero, 2008) , which is particularly interesting as it allows handling both such Island Constraints as well as constraints related to Nested Quantification via the same construct.
Island Constraints carried by coordinate structures have received less attention in Underspecification, the most recent exception being perhaps (Willis, 2007) . In (Willis, 2007) , Hole Semantics is extended to properly capture all and only the possible scopings of sentences such as (22.c).
In DTS, Island Constraints have never been considered. Below, it will be shown that the FOL meta-constraints will be able to account for them as well as for Nested Quantification, logical Redundancy, and, in principle, any other kind of syntactic or semantic constraints on available readings.
Ordering DTS fully-disambiguated readings
This section shows how, in DTS, the different fully-disambiguated readings are related to one another. In particular, it shows that it is possible to arrange the different readings along a partial order. As argued below, the FOL meta-constraints act directly on this arrangement in order to make DTS an Expressively Complete formalism. In DTS, any structure where all arcs are connected to Ctx corresponds to a final fullydisambiguated reading, and so may be translated into a Second Order Logic formula via the algorithm in (Robaldo and Lesmo, 2011 ). Thus, it is possible to order the available readings from the strongest, i.e. the one where every discourse referent is linked only to Ctx, to the weakest ones, i.e. those where it is not possible to add any further dependency without violating the constraints. For instance, with respect to two discourse referents x and y, and by assuming that each partial order among them corresponds to an available reading, there are three possible interpretations that may be arranged as in fig.8 . Starting from the strongest reading (A), we add either (x l l l l l l y) or (y l l l l l l x) in order to obtain (B) and (C) respectively. These are weaker than (A) in the sense that they allow a set of entities to vary depending on the entities in another set. As a result, the set of models satisfying (A) is properly included in the sets of models satisfying (B) and (C).
The number of partial orders grows exponentially on the number of discourse referents. For instance, there are 19 possible partial orderings on three discourse referents, 233 possible partial orderings on four, and 4851 on five (cf. (Brinkmann and McKay, 2002) ).
It would obviously be impossible to manage such a huge number of readings. However, the three NL constraints illustrated in the previous section strongly reduce the set of available interpretations. Of course, it is still possible to arrange the remaining readings from the stronger to the weaker(s). For instance, the six disambiguated readings of (12), shown above in fig. 7 , may be arranged as in fig. 9 . On the other hand, the seven readings accepted in DTS for Ebert's example in (1.a) can be ordered as in fig. 10 .
The new constructs in DTS exploit precisely the arrangement of the readings, in order to achieve Expressive Completeness. The solution is illustrated in the next section. 
A FOL theory for constraining disambiguation
Section 2 presented DTS, an underspecified formalism that allows the specification of functional Skolem-like dependencies between involved sets of entities. On the other hand, section 3 discussed three sources of constraints on admissible readings: Nested Quantifiers, logical Redundancy, and Island Constraints. In DTS, the first two sources have been accounted for, while Island Constraints have been ignored. This section illustrates an alternative way of managing the incremental insertion of semantic dependencies in DTS. DTS structures are augmented with a First Order Logic (FOL) theory that constrains the insertion of semantic dependencies in the representation. The FOL theory is a conjunction of FOL formulae that parallel the RTG grammars used in (Koller, Regneri, and Thater, 2008) . The insertion of new semantic dependencies will be checked against such explicit FOL meta-constraints.
The rough idea behind the FOL meta-constraints is outlined in subsection 5.1. On the other hand, subsection 5.2 shows that the FOL meta-constraints are able to effectively deal with the three kinds of constraints discussed above in section 3. 
Handling Expressive Completeness
The key idea of the present paper is constraining disambiguation in terms of an additional and separate FOL theory for relating the semantic dependencies of one another. Section 3 above highlighs the need to specify, for some SemDep arcs, which other arcs must or must not be asserted together. In FOL, this may be done via simple implications.
Three initial examples/patterns are shown in (23). In (23.a-c), the symbol '⇒' is used to refer to the standard FOL implication in order to avoid confusion with the symbol ' l l l l l l '. Moreover, henceforth we refer to the antecedent of the implications via the term 'LHS' (Left Hand Side) and to the consequent via the term 'RHS' (Right Hand Side). The entailment in (23.a) may be taken to state that the SemDep arc (a 1 l l l l l l a 2 ) must be asserted together with all arcs in {(a 11 l l l l l l a 12 ), . . . , (a n1 l l l l l l a n2 )}. On the other hand, (23.b) states that (a 1 l l l l l l a 2 ) must be asserted together with at least one arc in {(a 21 l l l l l l a 22 ), . . . , (a m1 l l l l l l a m2 )}. Finally, the meaning of (23.c) is that (a 1 l l l l l l a 2 ) cannot be asserted together with (a 31 l l l l l l a 32 ).
By asserting a FOL meta-constraint isomorphic to (23.b), it is possible to handle the example by (Ebert, 2005) in (1), i.e. excluding (∃5∀) from the set of available readings. The undesired reading corresponds to the configuration (A) in fig.4 , i.e. to the DTS structure where all discourse referents are connected to Ctx only. As pointed out above, DTS structures can be interpreted only if all discourse referents are connected to Ctx. We can then introduce a dummy SemDep arc (A l l l l l l Ctx) in the FOL theory, where 'A' stands for 'all'. When it is asserted, all discourse referents are connected to Ctx. Obviously, only DTS representations where (A l l l l l l Ctx) is true may be model theoretically interpreted. Thus, reading (A) may be excluded from the set of readings in fig.4 via the following FOL meta-constraint in the form (23.b).
The implication in (24) states that SemDep cannot include (A l l l l l l Ctx) unless it also includes (z l l l l l l x) or (z l l l l l l y) or (y l l l l l l x). Note that the three SemDep arcs in the RHS of (24) are those leading from reading (A) to either reading (B) or (C) or (D) (cf. fig.10 ).
As pointed out in the previous section, the definition of the FOL meta-constraints exploits the fact that, in DTS, the available readings may be arranged along a partial order. Expressive Completeness may be achieved by inserting entailments whose LHS specifies the SemDep arcs of the unacceptable reading, and whose RHS specifies the disjunction of the additional arcs needed to "jump" to one of the immediatly weaker available readings. Let us show another example. For excluding reading (F) only, it is sufficient to assert a constraint stating that its characterizing dependencies are forbidden unless (z l l l l l l y) is also asserted. The latter is the SemDep arc leading from (F) to (G), the (single) reading weaker than (F), as shown in fig.10 . The constraint is the following:
Note that (25) does not match any of the patterns in (23). Its LHS includes two SemDep arcs rather than a single one. Nevertheless, note also that (25) is equivalent to both (26.a) and (26.b), because '((
The entailments in (26.a-b) are preferred over the one in (25). In particular, in the solution illustrated below, it is stipulated that the LHS of each FOL meta-constraint includes a single SemDep arc, and each SemDep arc may appear in the LHS of only one FOL meta-constraint. In our view, the disambiguation process should be carried out step by step, i.e. by inserting SemDep arcs one by one. At each step, the possible arcs should be weighted and the most likely selected and asserted. The advocated architecture of the FOL meta-constraints appears to be practical and convenient for such a disambiguation process. Each available arc is associated with a single FOL entailment collecting all its necessary conditions, that may be in turn used to calculate its weight. Suppose now that the FOL theory is the conjunction of the two entailments in (26), both equivalent to (25), and that the disambiguation process selects (y l l l l l l x) as the most likely (i.e. its weight turns out to be the highest one). Then (y l l l l l l x) is added to the FOL theory. This triggers standard Modus Ponens on (26.a) and the theory becomes:
The second conjunct in (27) is no longer in the form of an entailment. However, it may be transformed as such via the well-known definition of '⇒', i.e. '(A⇒B)⇔(¬A∨B)'. In other words, (27) is equivalent to:
Therefore, a constraint on (y l l l l l l x) has been transformed, after the assertion of the SemDep arc, into a constraint on (z l l l l l l x). Let us analyze that derivation from the perspective of the partial order in fig.10 . At the beginning of the disambiguation process, it may be assumed that (A l l l l l l Ctx) is asserted, i.e. that "we are" in reading (A). Then, constraints (26.a) and (26.b), that forbid reading (F), are asserted. By asserting also (y l l l l l l x), "we move to" reading (D). Afterwards, only readings including (y l l l l l l x) may be valid, i.e. (D) and the readings weaker than it. The latter are (F) and (G). However, indeed reading (F) is not valid: it was blocked by asserting (26.a-b) and so it must still be blocked after (y l l l l l l x)'s assertion. Therefore, the new derived FOL theory must include a constraint stating that (F)'s SemDep arcs must be asserted together with the SemDep arc needed for obtaining (G). That constraint is exactly ((z l l l l l l x) ⇒ (z l l l l l l y)), i.e. the one inferred in (28). The key idea proposed here for achieving Expressive Completeness in DTS is simply the one exemplified in (25)- (28). The FOL meta-constraints specify "holes" in the partial order of the available readings and dependencies that must be asserted for "jumping over" such holes. In case a SemDep arc is asserted, it is possible to infer further arcs that must (or must not) be asserted together. For instance, taken the FOL theory as the one in (28), the assertion of (z l l l l l l x) triggers the further assertion of (z l l l l l l y). The FOL meta-constraints must always be kept in the form of an entailment.
We try now to generalize the concepts illustrated so far. To this end, it is necessary to examine the various cases in order to find the general form of the FOL entailments and the set of elementary derivations that allow to both infer further arcs that must asserted/negated and to keep the FOL meta-constraints in that general form.
'(A⇒B) ⇔ (¬A∨B)' cannot be applied in case a disjunction does not include any negated SemDep arc. Such a configuration is derived, for instance, from the FOL metaconstraint in (24). Since DTS structures may be model theoretically interpreted only if they include (A l l l l l l Ctx), it is assumed that (A l l l l l l Ctx) is asserted at the beginning of the disambiguation process. Thus, (24) turns out to be:
In order to transform the disjunction in (29) into a FOL entailment, the form of the LHS must be generalized. It must be a single SemDep arc or the value ' '. The latter refers to "true". Thus, the disjunction in (29) is equivalent to the implication in (30), that is true only if its RHS is true.
There is another limit case. The RHS may be empty, i.e. equal to the value '⊥'. The latter refers to "false". Such a configuration is obtained when one of the weakest readings is blocked. For instance, suppose that, in fig.10 , we want to exclude (G). In line with the criterion above, (G)'s characterizing dependencies are forbidden unless at least one dependency leading to a reading weaker than (G) is asserted together with them. But (G) is the weakest reading, i.e. there is no reading weaker than it. Therefore, the FOL meta-constraint for excluding (G) is (31.a):
Note that (31.a) is equivalent to (31.b), because '(P ⇒ ⊥) ⇔ (¬P ∨ ⊥) ⇔ ¬P ' holds in FOL. The spelling of (31.b) is: "it is false that the SemDep arcs (z l l l l l l y) and (y l l l l l l x) occur together", which is exactly the intended meaning.
(31.a) does not satisfy the syntactic constraint we would like to impose on the LHS, i.e. the fact that the LHS must be a single SemDep arc or the value ' '. To obtain an entailment in such a form, we observe that '((P 1 ∧ P 2 ) ⇒ ⊥) ⇔ (P 1 ⇒ ¬P 2 )' holds in FOL. Thus, (31.a) is equivalent to both (32.a) and (32.b).
The next subsection investigates how it is possible to handle the three constraints on quantifiers discussed above in section 3. The analysis will fully reveal the general form of the FOL meta-constraints, that will be rigorously formalized in subsection 5.3. However, before proceeding it is worth spending a couple of words about two intrinsic formal properties of SemDep. The latter must describe a partial order among discourse referents. Therefore, it must be a transitive and acyclic relation. Accordingly, it would be necessary to add in the FOL theory several constraints in the forms (33.a) and (33.b). (33.a) states that, in case a functional dependency from x to y is established, the opposite dependency cannot be asserted. Otherwise, SemDep would include a cycling path of functional dependencies. On the other hand, (33.b) states that in case x depends on y and the latter on z, then x transitively depends on z. Theoretically, for every possible combination of discourse referents, the FOL theory should include suitable constraints implementing acyclicity and transitivity. By asserting all such constraints, the size of the FOL theory would increase exponentially. However, acyclicity and transitivity are intrinsic formal properties of SemDep. In other words, the SemDep of any DTS representation must describe a direct acyclic graph among discourse referents and Ctx. Therefore, it is sufficient to add the following two axioms:
(34) a. Acyclicity:
In our final solution, we even avoid the explicit inclusion in the FOL theory of the axioms in (34). They will be procedurally implemented in the disambiguation process. Whenever a SemDep arc is added, the disambiguation process computes the additional arcs that must be asserted or negated by acyclicity and transitivity.
Handling logical Redundancy, Nested Quantification, and Island Constraints
This subsection shows how the FOL meta-constraints allow to easily manage the three constraints on quantifiers explained above in section 3. Let us illustrate the FOL meta-constraints handling them in DTS with respect to sentence (12). The sentence accepts the configurations of SemDep arcs shown in fig.7 , and the latter can be arranged via the partial order in fig.9 . At the beginning, all SemDep arcs are available, in the sense that it is possible (but not necessary) to add any of them. Since there are three discourse referents, there are six possible SemDep arcs: each discourse referent can enter any of the other two. On the other hand, the single arc initially asserted in the FOL theory is (A l l l l l l Ctx). Constraints on logical Redundancy, explained in subsection 3.2, appear to be the easiest to implement; therefore, let us start from them. No discourse referent can enter an existential quantifier and no discourse referent can exit an universal one unless it leads to a discourse referent in the syntactic restriction of the latter. But the single universal quantifier occurring in (12) does not include any quantifier in its syntactic restriction. Therefore, in the example under examination, that exception does not apply. In order to impose these constraints on SemDep, the corresponding negated SemDep arcs are added to the FOL theory. The latter becomes:
On the other hand, constraints on Nested Quantifiers require the assertion of two FOL entailments for the example under examination. It has been discussed in section 3.1 that, in DTS, a discourse referent d 1 in the syntactic restriction of another discourse referent d cannot depend on a third discourse referent d 2 unless also d depends on it (and vice versa). Therefore, with respect to sentence (12), z cannot depend on x unless also y depends on x, and x cannot depend on z unless also y depends on z. Two corresponding FOL implications are added in (35). They are shown in (36) in the second line.
However, note that the first of the two entailments may be omitted because the SemDep arc (z l l l l l l x) is unavailable. In fact, '(¬P 1 ∧ (P 1 ⇒ P 2 )) ⇔ ¬P 1 ' holds in FOL. Therefore (36) is simplified as in (37).
We remind that six SemDep arcs were available at the beginning. In (37) only three of them are still available: (y l l l l l l x), (y l l l l l l z), and (x l l l l l l z). The other ones have been negated. The three remaining arcs allow to generate all and only the six readings in fig.7 . The generation of the readings follows the order in fig.9 . For instance, by asserting either (y l l l l l l x) or (y l l l l l l z), readings (B) and (C) are respectively obtained. On the other hand, by asserting (x l l l l l l z), the entailment in (37) forces the additional insertion of (y l l l l l l z), and reading (D) is obtained. Finally, reading (E) is obtained by adding (y l l l l l l z) in (C), while reading (F) by asserting all three SemDep arcs.
Island Constraints do not present any particular problem either. Similarly to what is done for logical Redundancy, a discourse referent outside an island cannot depend on a discourse referent within it. Therefore, for instance, in (22.a), x cannot depend on y, i.e. ¬(x l l l l l l y) is asserted. For handling coordinate structures, all discourse referents within a coordination are required to depend only together on other discourse referents. Therefore, with respect to (22.c), it is sufficient to assert either one of the following (symmetric) entailments:
Of course, in case the coordination involves more than two discourse referents, the RHS of the entailments corresponds to the conjunction of the SemDep arcs starting from all coordinated discourse referents but the one occurring in the LHS. For instance, the coordination in sentence (39.a) yields the three FOL entailments in (39.b).
(39) a. Every x student reads a y book, a z paper, and a k magazine.
Formalization
The present subsection formalizes the FOL meta-constraints (intuitively) presented so far. In order to devise algorithms for computationally carrying out disambiguation, it is necessary to find a general form of the FOL meta-constraints that subsumes all cases examined above. Furthermore, it is also necessary to identify and formalize the basic operations/inferences needed for updating the FOL theory during the step-by-step evolution of the disambiguation process. Three relevant sets of SemDep arcs must be managed: the set of arcs that can be asserted, the set of arcs that cannot be asserted, and the set of arcs that have been already asserted in SemDep. For instance, with respect to the FOL theory in (37), (y l l l l l l x), (y l l l l l l z), and (x l l l l l l z) can be asserted, (x l l l l l l y), (z l l l l l l y), and (z l l l l l l x) cannot be asserted, and (A l l l l l l Ctx) is the single arc already asserted 3 in SemDep. The solution implemented below stores only two of these three sets: the set of arcs that can be asserted and the set of arcs already asserted. Below, the former is called P. The latter is the relation SemDep, which is part of the original definition of DTS. From P and SemDep it is possible to determine the set of arcs that cannot be asserted: those that do not appear in either sets. It is assumed that, after a SemDep arc is asserted in SemDep, it cannot be negated anymore, i.e. removed from it. Thus, henceforth rather than asserting a negated arc in the FOL theory, we will simply remove it from P.
On the other hand, the FOL meta-constraints are stored within a set C . They are always expressed as standard implications. There are two limit cases: when the LHS is equal to the value ' ' (cf. (30) above) and when the RHS is equal to the value '⊥' (cf. 3 We remind that (A l l l l l l Ctx) is indeed a dummy SemDep arc. In (37), it corresponds to '(
The latter are the three SemDep arcs really asserted in SemDep.
(31.a) above). Of course, the two limit cases cannot hold together, because ' ⇒ ⊥' is a contradiction. Sometimes, e.g. (25) or (31.a), it is necessary to specify a condition equivalent to an entailment having a conjunction of multiple arcs in the LHS. On the other hand, Expressive Completeness may be achieved only if the RHS is allowed to specify disjunctions of conjunctions of SemDep arcs. Each of such disjunctions specifies a set of SemDep arcs that must be asserted together the undesired reading represented in the LHS (cf. (24) and (39.b) above). In other words, the RHS must be in standard disjunctive normal form. In light of all these considerations, a first version of the general form of the FOL meta-constraints is:
It is stipulated that a SemDep arc may appear either in the LHS or in the RHS of (40), not in both. The latter configuration would make no sense with respect to what we are trying to model. Note that the sets of arcs {(l 11 l l l l l l l 12 ), . . . , (l n11 l l l l l l l n12 )} and {(r i1 l l l l l l r i2 ), . . . , (r j1 l l l l l l r j2 )}, with i=1..k and j=m 1 ..m k , may be empty. In case they are not, ' ' and '⊥' may be omitted because "( ∧ P ) ⇔ P" and "(P ∨ ⊥) ⇔ P". The pattern in (40) is correct but, from a formal point of view, it is unconvenient for two reasons. First, as argued above, it would be better if the LHS of every metaconstraint included at most one SemDep arc. In order to obtain such a result, we can leave a single arc in the LHS, and disjoin the negations of the others in the RHS (cf. (25) above). In FOL "((
The second reason is that storing the RHS of (40) in disjunctive normal form does not appear to be practical and convenient for updating the FOL theory whenever new constraints are added to it. For instance, suppose the FOL theory includes a constraint "(l 1 l l l l l l l 2 ) ⇒ Φ ∨ ", where (l 1 l l l l l l l 2 ) is a SemDep arc and "Φ ∨ " a FOL formula in disjunctive normal form. Suppose also that the disambiguation process adds to the FOL theory a new constraint in the form "(l 1 l l l l l l l 2 ) ⇒ Ψ ∨ ", where "Ψ ∨ " is another formula in disjunctive normal form. As pointed out in the previous section, for each SemDep arc we would like to store at most one FOL meta-constraint having that SemDep arc in the LHS. Therefore, the two implications must be collapsed into a single one. And, the latter must appear again in the form (40). It holds:
2 )" is not in disjunctive normal form. It is then necessary to carry out further operations to transform it as such, in order to keep the FOL metaconstraints in the adopted general form. Conversely, if the RHS of the constraints would be in conjunctive normal form, there would be no need to carry out such additional operations. In fact, if "Φ 
In light of these considerations, the general form in (40) is converted into the one in (41). A single SemDep arc is left in the LHS, while the negations of the others occur somewhere in the RHS. Moreover, the RHS appears in conjunctive normal form. Of course, as it is well-known, every FOL formula in disjunctive normal form can be converted in conjunctive normal form and vice versa.
.n has the form:
Since the RHSs of the FOL meta-constraints may include SemDep arcs and negations of SemDep arcs, henceforth we use the term "literal" for referring to either a SemDep arc or to its negation. In (41), Φ is the conjunction of all disjuncts including a single literal. As it will be clear below, it is convenient to isolate and collect such atomic disjuncts into a sub-formula that may be directly referred and manipulated within the algorithms. Therefore, in (41), the set {(a 11 l l l l l l a 12 ), . . . , (a n1 l l l l l l a n2 ), ¬(a 21 l l l l l l a 22 ), . . . , ¬(a m1 l l l l l l a m2 )} may be empty, but each Φ i must include at least two literals.
Before proceeding, two further observations are worthy. First of all, it must be noted that (a 1 l l l l l l a 2 ), i.e. the SemDep arc in the LHS of (41), may be any arc occurring in the LHS of (40). In other words, the single FOL meta-constraint in (40) corresponds to n 1 FOL meta-constraints in the form (41), one for each SemDep arc in the LHS of (40). The second observation concerns the symbol '⊥', that does not occur anymore in (41). As pointed out above, '⊥' and ' ' cannot occur together in (40), because ' ⇒ ⊥' is a contradiction. Furthermore, ' ' occurs in the LHS of (40) only if the set of SemDep arcs {(l 11 l l l l l l l 12 ), . . . , (l n11 l l l l l l l n12 )} is empty. Finally, if that set includes more than one SemDep arc, (the negation of) at least one of them occurs in the RHS of (41) and so '⊥' may be omitted. Therefore, the only possible configuration having '⊥' in the RHS is:
Where (a 1 l l l l l l a 2 ) is a single SemDep arc. But (42) is equivalent to ¬(a 1 l l l l l l a 2 ). And, as pointed out above, asserting a negated SemDep arc simply amounts to removing it from P, the set of arcs that can be asserted. Thus, entailments as (42) are never included in C, and so in (41) it may be assumed that '⊥' does not occur in the RHS.
Updating the FOL theory
The present subsection explains how the FOL theory is evolved during the disambiguation process. As pointed out above, three sets are manipulated by the latter:
(43) a. SemDep: the set of arcs already asserted in the representation. SemDep is a transitive and acyclic binary relation on D × {D ∪ Ctx}, where D is the set of discourse referents.
b. P: the set of arcs that can be asserted. P is a relation on D ×{D ∪Ctx}. At the beginning of the disambiguation process, i.e. at the end of the syntax-semantic interface, all arcs are made available in P, while only (A l l l l l l Ctx) is asserted in SemDep. Afterwards, no new arc can be added to P, and all DTS structures generated by adding arcs to SemDep may be model theoretically interpreted.
c. C: the set of FOL meta-constraints in the form (41).
The structures in (43) c. Adding a constraint in C. Only FOL meta-constraints in the form (41) can be added to C .
The sets in (43) must be updated after each operation (44.a-c). The present subsection is in particular devoted to C's updating. C is updated so that both the general form in (41) and the formal properties listed below in (45) are preserved. The preservation of (41) and (45) of course facilitates the definition of the algorithms. Furthermore, the algorithms are defined so that the sets in (43) never infer an inconsistent FOL theory. This is done by asserting in the FOL theory the negations of all literals that lead to an inconsistency (inference by absurd). It is stipulated that the sets in (43) always obey the following conditions:
(45) a. A SemDep arc appears in at most one LHS of a FOL meta-constraint in C.
b. For each FOL meta-constraint in C having the form:
it holds that, for each pair Φ i , Φ j , with i,j=1..n, the sets of literals occurring in Φ i are not included in the sets of literals occurring in Φ j . Moreover, if a literal occurs in Φ, it does not occur in any Φ i .
c. Every SemDep arc appearing in a FOL meta-constraint in C occurs in P.
(41) and (45) are guaranteed by induction. By assuming they hold before operations (44.a-c), some elementary derivations are sufficient to preserve them after these operations. The initial configuration, where P is the set of all possible SemDep arcs, SemDep ≡ {(A l l l l l l Ctx)}, and C is empty, trivially satisfies them.
(45.a) has been already discussed at the end of the previous section. A FOL metaconstraint is in the form (
in the same form, the two constraints can be collapsed into the equivalent one in (46), that is still in the form (41).
Preserving (45.b) is also very simple. In FOL, the equivalence "(P 1 ∧ (P 1 ∨ P 2 )) ⇔ P 1 " holds. Therefore, in case the set of literals of a conjunct in the RHS of a FOL metaconstraint is a subset of the set of literals occurring in another conjunct, the latter is removed from the FOL meta-constraint. Let us now explain how property (45.c) may be preserved. Assuming that C satisfies it, it is necessary to understand what elementary derivations allow to obtain another set C that still satisfies it, after the assertion of either an arc (a 1 l l l l l l a 2 ) or its negation ¬(a 1 l l l l l l a 2 ). Two cases must be distinguished. When the literal occurs in the LHS, and when it occurs in the RHS. Let us discuss the former as first. If the FOL theory includes an entailment in the form:
Then, by asserting ¬(a 1 l l l l l l a 2 ), the FOL meta-constraint can be simply removed from C , because '(¬P 1 ∧ (P 1 ⇒ P 2 )) ⇔ ¬P 1 ' holds in FOL. On the other hand, by adding the SemDep arc (a 1 l l l l l l a 2 ) in SemDep, the FOL meta-constraint can be also removed from C, but, in addition, Φ and each Φ i , with i=1..n, must be added to the FOL theory. In fact, in FOL Modus Ponens holds: 
, an entailment as such is added to C, and possibly merged, via (43.a), with another FOL meta-constraint having the same LHS. On the other hand, similarly to what is done above in (30), in case Ψ ¬ i is empty, Φ i is transformed in the FOL meta-constraint ' ⇒ Ψ i '. In case another implication having ' ' in the LHS occurs in C, the latter is merged with ' ⇒ Ψ i ' via (43.a). Now, let us explain how C must be updated after the assertion of a positive literal (a 31 l l l l l l a 32 ), in case that literal or its negation occurs in the RHS of some FOL metaconstraints. Of course, the assertion of a negative literal ¬(a 31 l l l l l l a 32 ) is handled via similar operations. For each FOL meta-constraint in the form (41) in C, if (a 31 l l l l l l a 32 ) occurs in Φ it may be removed from there because '(P 1 ∧ (P 2 ⇒ (P 1 ∧ P 3 ))) ⇔ (P 1 ∧ (P 2 ⇒ P 3 ))' holds in FOL. On the other hand, if ¬(a 31 l l l l l l a 32 ) occurs in Φ, the negation of the SemDep arc in the LHS is inferred via Modus Tolles, and so the whole meta-constraint is removed. Moreover, note that, in the first case, if (a 31 l l l l l l a 32 ) was the only literal occurring in Φ, and the latter was the only conjunct occurring in the RHS, the implication becomes: (49) ( ∧ (a 1 l l l l l l a 2 )) ⇒ But 'P 1 ⇒ ' is a tautology: it is true regardless P 1 's truth value. Therefore, the FOL meta-constraint may be removed from C .
Finally, suppose (a 31 l l l l l l a 32 ) or its negation occur in some Φ i in the RHS. In the first case, the whole conjunct Φ i may be again removed from the meta-constraint because in FOL the equivalence '(P 1 ∧ (P 2 ⇒ ((P 1 ∨ P 3 ) ∧ P 4 ))) ⇔ (P 1 ∧ (P 2 ⇒ P 4 ))' holds. In the second case, ¬(a 31 l l l l l l a 32 ) may be removed from Φ i , because in FOL the equivalence '(P 1 ∧ (P 2 ⇒ ((¬P 1 ∨ P 3 ) ∧ P 4 ))) ⇔ (P 1 ∧ (P 2 ⇒ (P 3 ∧ P 4 )))' holds. After that derivation, the resulting Φ i may include a single literal. Nevertheless, since, as said above, "each Φ i must include at least two literals", in order to preserve the form in (41), that literal is added to Φ, and Φ i is removed from the RHS.
The described derivations, that are applied after the assertion of a literal, preserve (45.c). The SemDep arc in the asserted literal is removed from the FOL meta-constraints in C. Thus, it always holds that C includes only arcs occurring in P.
Modus Ponens, Modus Tollens, and Inference by Absurd
In the previous subsection, it has been pointed out that new literals may be inferred via the implications in C . Furthermore, we remind that new literals may be also inferred via axioms (34.a-b), i.e. via the properties of transitivity and acyclicity featured by SemDep. Finally, it must be guaranteed that the assertion of a literal never leads to an inconsistency. This is done by negating all literals that falsify the FOL theory. In other words, the negations of such literals are inferred by absurd. While the previous subsection was mainly devoted to show how properties (45.a-c) are preserved after operations (44.a-c), the present subsection focuses on the elementary derivations used to infer new literals from C.
We remind that, in our view, an ideal disambiguation process should assert a single literal per step, i.e. the one it believes to be the most likely. Therefore, given a FOL meta-constraint in the form:
Modus Ponens applies only when the SemDep arc (a 1 l l l l l l a 2 ) is asserted, while Modus Tollens applies when the negation of any literal in Φ is asserted. On the other hand, since each Φ i , with i=1..n, includes at least two literals, the assertion of a single literal cannot falsify Φ i . It may be the case that Φ i includes exactly two literals and that the negation of one of them is asserted. However, as said above, in such a case that literal is removed, the one left in Φ i is inserted in Φ (and it will be possibly negated in the next disambiguation step), and Φ i is removed. Note however that Modus Ponens may apply only after operations (44.a-b), while Modus Tollens may apply either after (44.a-b) or after (44.c), i.e. after the assertion of either a literal or a new FOL meta-constraint. Suppose, for instance, that (51.a) is included in C and that (51.b) is added to C as a new FOL meta-constraint.
Then, (45.a) applies and the two entailments are merged into one. The RHS of the latter turns out to be a contradiction, and ¬(a 1 l l l l l l a 2 ) is inferred via Modus Tollens.
Finally, as pointed out above, it is possible that the assertion of a literal leads to a contradiction. The formal properties imposed on the FOL theory allow, for instance, a configuration as the one depicted in (52):
It is easy to see that (a 1 l l l l l l a 2 ) leads to a contradiction. In order to prevent such an eventuality, ¬(a 1 l l l l l l a 2 ) is added to the theory, i.e. it is inferred by absurd. Since all arcs occurring in C are included in P, as guaranteed by (45.c), for each arc (a 1 l l l l l l a 2 ) in P the algorithms compute the set of literals it implies and the set of literals its negation implies. This is done after each operation (51.a-c). In case either set includes both a SemDep arc and its negation, the negation of the literal is inferred by absurd, and added to the FOL theory.
A final remark concerns the meta-constraint having ' ' in the LHS. C may include it either in case it is derived (cf. (30) above), or in case it is explicitly asserted. Let us analyze more in depth the form of such a constraint. Since its LHS is true, also its RHS must be true. Therefore, the general form of such a constraint does not include the conjunctions of literals Φ. All literals in Φ may be directly added to the FOL theory, because they must be true. Similarly, each Φ i includes only positive literals, i.e. SemDep arcs. It cannot contain a negated arc in because '(¬P 1 ∨ P 2 ) ⇔ (P 1 ⇒ P 2 )' holds. In other words, such conjuncts would be removed from the FOL meta-constraint and added to C as separate implications. In light of this, that meta-constraint is in the form:
Where each Φ i is a disjunction of at least two SemDep arcs. Suppose that, for instance,
where Φ ii is a disjunction of at least one SemDep arc. It follows that an arc in P implying the negations of all literals in Φ ii also imply (a 1 l l l l l l a 2 ). In other words, if Φ ii includes a single SemDep arc, and that arc is negated, (a 1 l l l l l l a 2 ) is inferred, and the conjunct is removed from the RHS of (53).
Algorithms implementing the FOL theory
PLEASE NOTE: This section does not appear in the final version of the paper. Furthermore, we decide to re-define and re-implement the algorithms. Therefore, we delete it also from this pre-print version. The example reported in the next section still appears in the final section. However, its step-by-step evolution is illustrated with respect to the FOL theory rather than with respect to the algorithms' instructions. Finally, the final version of section 8 below includes a much more detailed explaination and a broader range of further restrictions that may be implemented on quantifier scopings, that we were able to consider thanks to reviewers' suggestions.
An experiment on the Turin University Treebank
As shown above, the FOL theory makes DTS Expressively Complete, i.e. able to underspecify any subset of dependencies. This should be a property of every underspecified logic, as argued by (Ebert, 2005) . Unfortunately, it has been proven that there is a trade-off between Expressive Completeness and computational complexity. For instance, in terms of the FOL meta-constraints, it is clear that, in order to represent a subset of readings that do not have any semantic dependency in common, the only solution is to list all corresponding readings (cf. (39) above). Since the number of partial orders is exponential in the number of nodes (Brinkmann and McKay, 2002) , in the worst cases the number of literals in the FOL theory is exponential, and the algorithms defined above have exponential complexity. However, we believe that such cases are very rare in real sentences. To provide evidence for this claim, we analyzed the data in the Turin University Treebank (TUT) (Bosco, 2004) , a Treebank of Italian sentences annotated in a Dependency Grammar format. For each sentence we estimated the number of literals needed to underspecify its readings. The analysis was carried out via a Java TM program that implements the three kinds of constraints discussed above in section 3. Note that finite sentences can be analyzed in isolation. As argued in subsection 3.2, finite clauses are Islands for quantifier scope. In terms of Skolem-like dependencies, this amounts to saying that no discourse referent occurring outside of a finite clause may depend on a discourse referent within it.
The algorithms presented in the previous section have been designed for input data that satisfy (41) and (45). Therefore, it is necessary to define an additional procedure that converts constraints on Nested Quantifiers, Islands, and logical Redundancy in such an input form. It is rather simple to implement the conversion, because these constraints do not involve neither disjunctions nor negative literals. Disjunctions and negative literals are needed only for excluding a certain reading while allowing some of those weaker than it (cf. subsection 5.1). Therefore, in our experimental analysis, all FOL meta-constraints appear in the form "(a 1 l l l l l l a 2 ) ⇒ Φ", where Φ is a conjunction of SemDep arcs. An initial procedure, whose details are omitted, checks either if (a 1 l l l l l l a 2 ) is already included in SemDep. In such a case, all literals in Φ are inferred via Modus Ponens. Conversely, in case (a 1 l l l l l l a 2 ) has been negated, the FOL meta-constraint is simply ignored. Finally, in case a SemDep arc in Φ has been negated, ¬(a 1 l l l l l l a 2 ) is inferred via Modus Tollens.
Before showing the results of our analysis, let us show how the algorithms perform on a full example taken from TUT:
(54) La x societá opera in numerosi y altri settori commerciali e industriali, annoverando tra le z sue proprietá una k catena di 20 w supermercati, (alcuni v ) centri turistici e una p miniera. (ALB-247) Sentence (54) contains seven discourse referents (x, y, z, k, w, v, p) . At the beginning, each of them may depend on each other (excluding itself). Therefore, P initially contains 7*6=42 SemDep arcs, and it enables n=more than 6 million partial orders between the discourse referents, and 2 n possible subsets of readings! The initial structures are:
Let us show how the FOL theory evolves by applying the three constraints explained above. Logical Redundancy is the one that triggers the most constraints. In sentence (54), x is denoted by a singular definite with no restriction while z by a plural possessive: both of them must enter Ctx only, and no discourse referent can depend on x. Morevoer, k, v, and p are associated with existential quantifiers 4 , and thus no discourse referent can depend on them. Consequently, for each a ∈ {y, z, k, w, v, p}, for each b ∈ {x, y, k, w, v, p}, for each c ∈ {x, y, z, w, v, p}, for each d ∈ {x, y, z, w, k, p}, and for each e ∈ {x, y, z, w, k, v}, we recall the procedures:
The execution of these procedures simply removes from P all negative literals they take in input. SemDep, P, and C become:
Then, we observe that the NPs denoted by k, v, and p occur within a coordination. Therefore, as explained above in (39), if any of them depends on another discourse referent, the other two must also depend on the latter. This constraint is implemented by invoking, for each a ∈ {x, y, w, z}, the following three procedures:
Every SemDep arc entering x has been negated. Therefore, when a= x, the constraints asserted via the procedures in (56) do not modify the FOL theory. On the contrary, for each a ∈ {y, w, z} three corresponding FOL meta-constraints are added to C . We obtain:
Finally, the sentence in (54) contains a Nested Quantification: w belongs to the restriction of k. Therefore, whenever w depends on a discourse referent d =k (or vice versa), so must k. This is handled by invoking the following procedures for each a ∈ {x, y, z, v, p}:
For a ∈ {x, v, p}, the first recalling of "addConstrain" in (58) does not modify the FOL theory. The latter includes ¬(w l l l l l l x), ¬(w l l l l l l v), and ¬(w l l l l l l p), so that the three entailments are ignored. Conversely, when a ∈ {y, z}, the two FOL meta-constraints "(w l l l l l l y) ⇒ (k l l l l l l y)" and "(w l l l l l l z) ⇒ (k l l l l l l z)" are added to C. The second recall of "addConstrain" in (58) does not modify the FOL theory when a ∈ {x, z}. When a= y, the entailment "(y l l l l l l w)⇒(k l l l l l l w)" is added to C. Finally, when a ∈ {v, p}, the procedure detects that C already includes two FOL meta-constraints having the same LHS, i.e. (v l l l l l l w) and (p l l l l l l w) respectively. Since the RHS of the new FOL meta-constraints is included in the two ones already asserted in C, the RHS of the resulting FOL meta-constraints is equal to the ones of the latter. We obtain:
To conclude, in the example under examination, the constraints associated with logical Redundancy, Nested Quantifiers, and Island Constraints are represented via a FOL theory involving 47 literals. It is possible to reduce further the number of literals by using semantic knowledge coming from an ontology or a semantic knowledge base. Having at disposal such knowledge, it would be rather easy to infer that a mine cannot depend on 20 supermarkets, i.e. that (p l l l l l l w) cannot hold in this context. By asserting ¬(p l l l l l l w) via the procedure "addLiteral", the FOL theory becomes (note that ¬(k l l l l l l w) and ¬(v l l l l l l w) are inferred via Modus Tollens, and added to the theory).
Similarly, it would be easy to infer that a chain cannot depend either on its properties (¬(k l l l l l l z)) or on several sectors (¬(k l l l l l l y)) and that several sectors cannot depend on its properties (¬(y l l l l l l z)). By adding these literals and by applying the FOL inference rules mentioned above, we obtain P ≡ ∅, C ≡ ∅, and SemDep ≡ {(A l l l l l l Ctx)}. In other words, we derive that the only interpretation of sentence (54) that makes sense is the one where all discourse referents are linked to the context, i.e. the strongest one where no set of entities depends on the entities in another set. Obviously, a complete study of the several constraints involved in disambiguation, especially the ones coming from real world knowledge, deserves much further work. Nevertheless, it should be clear that the procedures are flexible enough to account for any kind of constraints, independently of their source. It is then possible to study each source in isolation, identify whether dependencies are either necessary or impossible, and finally recall the procedures "addLiteral" and "addConstraint" on appropriate parameters.
Results
In order to test the actual behaviour of the algorithms above, we implemented them in Java TM and tested them on the Turin University Treebank (TUT) (Bosco, 2004) . 2859 sentences included in TUT were analyzed. We excluded sentences including verbal ellipsis because, according to (Egg, Koller, and Niehren, 2001) , they can engender complex quantifier scope ambiguities that are not currently handled in DTS. Anaphora have been ignored, in that those requiring a referent resolution enter Ctx only, while donkey sentences require copies of the referent, with equal dependencies (cf. (Steedman, 2007) ). For each sentence in the corpus, the initial sets are generated by associating a discourse referent with each determiner, and by generating all possible arcs. Where the sentence includes Nested Quantifications, Islands, or determiners denoting either an existential or a universal quantifier, the procedure "addConstraint" is recalled on the corresponding parameters. Finally, the program counts and displays the total number of literals in the FOL theory, the cardinalities 5 of P and C , and the total time taken by the program to run on the whole corpus.
The results of the empirical analysis are shown in Table 1 . Sentences have been divided into four classes, depending on the number D of discourse referents they contain.
5 The cardinality of SemDep is always 1: in our analysis, it always contains (A l l l l l l Ctx) only.
For each class, the table shows the average number of literals generated by applying the three constraints discussed above, and the average number of the cardinalities of P and C . These numbers are rather low. Among alternative proposals with the same goals as ours, the only one to our knowledge that analyses time performances is (Koller, Regneri, and Thater, 2008) . The system presented therein takes 25 seconds to execute 6 on 950 sentences in the Rondane treebank (Oepen et al., 2002) , plus 50 more seconds to compute further 49 sentences that were excluded from the basic experiment as they were too large.
However, in our view the reader should not take this analysis as satisfatory evidence of the computational complexity/performance of either systems or the computational effort needed to perform disambiguation in a general semantic underspecified formalism. The main reason is that the sentences in TUT or in the Rondane treebank have been analyzed in isolation, i.e. out of context. On the other hand, as pointed out by (Ebert, 2005) , ambiguity in context triggers interesting and computationally complex cases to be studied in an underspecified formalism.
For analogous reasons, a comparison between the time performances of our system and (Koller, Regneri, and Thater, 2008 )'s is not fully justified. The respective linguistic coverages are substantially different. First of all, the analysis in (Koller, Regneri, and Thater, 2008 ) is restricted to redundant readings arising from existential/universal quantifiers, while in our system we also consider Nested Quantification and Island Constraints. Secondly, (Koller, Regneri, and Thater, 2008) do not consider Independent Set readings that lead to an exponential number of readings, since partial orders are much more numerous than linear ones (cf. section 4 above). On the other hand, DTS does not currently deal with scope-ambiguities related to non-quantifier scope-bearers, e.g. modal operators, booleans, etc. The next section will show how we plan to include an adequate treatment of such scope-bearers in the current framework.
To conclude, the results shown above or in (Koller, Regneri, and Thater, 2008) ought to be taken as a mere runtime analysis showing that, so far, the spatio-temporal performances are by and large kept under control, despite the fact that the algorithms have exponential complexity due to Expressive Completeness.
Future work: Extending DTS's coverage to other scope-bearers
In the previous sections, DTS has been extended with a separate FOL theory in order to enhance incremental disambiguation and achieve Expressive Completeness. A final remark concerns the coverage in terms of the FOL theory of other kinds of scope ambiguities. DTS has been originally designed to deal only with quantifiers. This final section shows how it is possible to encompass in DTS scope ambiguities arising from boolean connectives, adverbs, and other scope-bearers. Consider (61.a-b).
(61) a. If a man walk, then he whistles and a woman is happy. (Bos, 1996) b. Usually, Pat allegedly drives a cadillac. In (61.a), the boolean connective conveyed by if can either include in its scope the boolean connective conveyed by and or it may be included in the scope of the latter. In the first case, if a man walks, then it is both true that he whistles and that a woman is happy. In the second case, it is true that a woman is happy and that if a man walks, then he whistles. In (61.b), the relative scope of the two adverbs allegedly and usually is underspecified.
(61.b) could either mean that it is alleged that Pat usually drives a car (usually occurs in the scope of allegedly) or that in most cases it is alleged that Pat drives a car (allegedly occurs in the scope of usually).
As pointed out in subsection 2.1, DTS fully-disambiguated structures are translated via the algorithm defined in (Robaldo and Lesmo, 2011) , into the Second Order Logic formulae defined in (Robaldo, 2011) . One of the main peculiarities of (Robaldo, 2011 )'s formulae is that they are flat, in the sense that no quantifier is ever embedded in the scope of another one. The final formulae are conjunctions of atomic conditions. Among the current approaches to NL semantics, the one that, to our knowledge, features the highest compatibility and similarity with (Robaldo, 2011 )'s logic is the logical framework defined 7 by Jerry R. Hobbs (Hobbs, 1998 ). Hobbs proposed a wide-coverage logical framework for natural language based on the notion of reification. Reification is the action of making states and events firstclass individuals in the logic, so they can be referred to by constants and variables. We "reify" eventualities, from the Latin word 're(s)' for 'thing': we take them to be things. The framework distinguishes two parallel sets of predicates: primed and unprimed. The unprimed predicates are the ordinary predicates we are used to in logical representations of language. For example, (give a b c) says that a gives b to c. When we assert this, we are saying that it actually takes place in the real world. The primed predicate is used to talk about the reified eventualities. The expression (give' e a b c) says that e is a giving event by a of b to c. Eventualities can be possible or actual. When they are actual, this is simply one of their properties. To say that a state e actually obtains in the real world or that an event e actually occurs in the real world, we write (Rexist e). That is, e really exists in the real world. If I want to fly, my wanting really exists, but my flying does not. This is represented as:
(∃ e)[ (Rexists e) ∧ (want' e I e 1 ) ∧ (fly' e 1 I ) ] Eventualities can be treated as the objects of human thoughts. Reified eventualities are inserted as parameters of such predicates as believe, think, want, etc. These predicates can be applied in a recursive fashion. In Hobbs's notation, every relation on eventualities, including logical operators, causal and temporal relations, and even tense and aspect, may be reified into another eventuality. For instance, by asserting (imply' e e 1 e 2 ), we reify the implication from e 1 to e 2 into an eventuality e. e has to be thought as 'the state holding between e 1 and e 2 such that whenever e 1 really exists, e 2 really exists too'. Analogously, by asserting (and' e e 1 e 2 ), we assert that e is the eventuality of both e 1 and e 2 existing. Thus the two readings of (61.a) are represented as: (62) As explained in (Hobbs, 1996) and (Hobbs, 1998) , in his logical framework the management of quantifiers is orthogonal to the one of other operators and logical constructs. In other words, it is possible to assert properties/relations conveyed by adverbs and boolean connectives without affecting quantifiers' dependencies and viceversa. Therefore, as in (Kallmeyer and Romero, 2008) , in DTS underspecified representations, some predicates will have one or more "placeholders" in the ambiguous arguments, i.e. dummy variables that need to be filled with a (single) eventuality. The FOL theory specifies all possible assignments of eventualities to placeholders. Thus, the underspecified representations of (61.a-b) may be taken to be the ones in (64.a-b) respectively. Placeholders are shown as numbers enclosed among squares, i.e. 1 , 2 , and 3 .
Conclusions and Comparisons
This paper has presented a novel mechanism to achieve incremental disambiguation in Dependency Tree Semantics (DTS). DTS straightforwardly represents what in approaches based on dominance relations is implicitly handled, i.e. the functional (in)dependencies of the sets of entities at stake. The original definition of DTS (Robaldo, 2007) , (Robaldo and Lesmo, 2011) has been augmented with a simple FOL theory. Only two operations are allowed for updating the FOL theory. A new literal (a SemDep arc or its negation) may be added to it, thus specifying which functional dependencies are either asserted or disallowed. Or, it is possible to add FOL implications specifying which functional dependencies are necessary to other functional dependencies.
In this paper, we also defined procedures to implement and update the FOL theory. These procedures have been designed to achieve incremental and flexible disambiguation. By "flexible" we mean that, in principle, the procedures are able to manage any kind of constraints on possible readings, including those coming from real world knowledge, which have scarcely been considered in previous proposals in semantic Underspecification. Each class of constraints can then be studied in isolation. Once the disallowed dependencies are identified, we simply invoke the defined procedures on appropriate parameters. Such a flexibility is not found in many other underspecified formalisms, where the management of the constraints is generally carried out in terms of rigid ad-hoc compositional rules defined on the syntax-semantic interface. For instance, in (Kallmeyer and Romero, 2008) , when a constituent is compositionally built from other sub-constituents, certain variables in the corresponding partial semantic representations unify and produce dominance constraints.
It seems harder to extend such an interface for handling new sources of constraints, and keep the new unifying rules consistent with the previous ones.
The closest proposal to ours is (Koller, Regneri, and Thater, 2008) . (Koller, Regneri, and Thater, 2008 ) defines a further meta-representation (normal dominance charts, encoded as Regular Tree Grammars) that refers to the underspecified representation (dominance graphs). The RTG grammar in (Koller, Regneri, and Thater, 2008 ) is a separate meta-structure that parallels the FOL theory illustrated in this paper. The syntaxsemantics interface associates an ambiguous sentence with the Regular Tree Grammar R t that generates all fully-specified dominance graphs, each corresponding to a possible reading of the sentence. Afterwards, in order to assert constraints on available readings, we must compute the Regular Tree Grammar that generates all readings satisfying these constraints and intersect it with R t . (Koller, Regneri, and Thater, 2008) shows how this mechanism is carried out specifically to remove redundant readings.
In our view, such a disambiguation process does not either feature the same flexibility as the one proposed in DTS. For instance, consider how redundant readings are avoided in the two frameworks respectively. In (Koller, Regneri, and Thater, 2008) , for each single sentence 8 , we must compute the corresponding filter grammar that accepts all readings apart from the ones associated with an equivalent permutation of the existential/universal quantifiers occurring in the sentence. Then, we intersect it with the main grammar (p.c. Stefan Thater). In DTS, for any sentence and for every universal/existential quantifier occurring therein, we simply assert that no semantic dependency can exit/enter the quantifier (apart from the exception concerning universals discussed above). In DTS, no separate meta-structure is computed relating the quantifier under examination with the other occurring ones. More generally, in (Koller, Regneri, and Thater, 2008) , once we identify a set of semantic dependencies that must be imposed/excluded, it is firstly necessary to identify the scope-dominance relations that allow/forbid those dependencies, then generate the filter grammar that accepts all readings including/excluding these scope-dominance relations, and then intersect the filter grammar with the Regular Tree Grammar computed so far. In DTS it is sufficient to assert the literals or the FOL meta-constraints that directly mirror the set of semantic dependencies to impose, exclude, or constrain.
Furthermore, the FOL theory, as well as (Koller, Regneri, and Thater, 2008) 's RTG grammar, achieves Expressive Completeness, namely the possibility of representing all possible refinements of the initial ambiguous expression. As argued by (Ebert, 2005) , Expressive Completeness is a highly desirable feature of an underspecified formalism, but, unfortunately, there is a trade-off between Expressive Completeness and computational complexity. In the worst case, the underspecified representation refers to the "or" of the available readings.
For this reason, we do not know if it is still appropriate to claim that the new version of DTS, as well as the approach in (Koller, Regneri, and Thater, 2008) , are underspecified formalisms. In fact, as argued in the Introduction, underspecified logics have been designed precisely to achieve compact representations, i.e. to avoid representing the disjunction of all available interpretations. In our view, whether DTS can still be consid-ered an underspecified formalism is immaterial. Formal convenience cannot be privileged against necessary expressivity, except where such expressivity represents a serious computational problem. But we have shown that this does not appear to be the case. The paper presented a rough experimental analysis carried out on the Turin University Treebank. The procedures were implemented in Java TM . Then they were executed on a sample of 2859 sentences taken from the Turin University Treebank. The results show that the size of the structures, and the time needed to process them, are rather small. However, we stress again that, in our view, the good performances of our system and (Koller, Regneri, and Thater, 2008) 's simply provide evidence that achieving Expressive Completeness does not require untractable structures, while processing real sentences. On the other hand, the computational results cannot be taken as an evaluation of the effort needed to perform semantic disambiguation in general, because the linguistic coverages of both our system and (Koller, Regneri, and Thater, 2008) 's are too limited.
Finally, it is worth noting that functional dependencies allow for easy representation of Independent Set readings, e.g. Cumulative and Collective readings. In order to encompass them in (Koller, Regneri, and Thater, 2008) or (Fox and Lappin, 2010) , the formalisms should be augmented with new special constructs such as an underspecified version of Henkin's Branching Quantifiers (Henkin, 1961) . Extending DTS to cover non-quantifier scope ambiguities presents a similar problem. Scope ambiguities conveyed by modal operators, boolean connectives, etc., cannot be represented/underspecified in terms of Skolem-like dependencies. Dominance relations are much more suitable for dealing with them. In a section devoted to future works, however, we presented some ideas about integrating the logical frameworks in (Robaldo, 2011) and in (Hobbs, 1998) . The latter represents any kind of predicative relation (including modality, booleans, etc.) in terms of first order predicates asserted on reified eventualities. Such an integration could lead to a viable solution for the lack of expressivity and linguistic coverage in (Robaldo, 2011) and, consequently, in DTS.
