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Abstract
The Bessel point process is a rigid point process on the positive real line and its con-
ditional measure on a bounded interval [0, R] is almost surely an orthogonal polynomial
ensemble. In this article, we show that if R tends to infinity, one almost surely recovers the
Bessel point process. In fact, we show this convergence for a deterministic class of proba-
bility measures, to which the conditional measure of the Bessel point process almost surely
belongs.
Keywords: Bessel point process, rigidity, conditional measures, orthogonal polynomial ensem-
bles, asymptotics, Riemann-Hilbert analysis.
1 Main result
In this article, we are concerned with sequences 0 < p1 < p2 < · · · that satisfy the growth
condition
lim
n→∞
pn
n2
= π2. (1.1)
Our major motivating example of such sequences is formed by the Bessel point process; this
is the determinantal point process whose kernel is the Bessel kernel
Jν(x, y) =
Jν(
√
x)
√
yJ ′ν(
√
y)− Jν(√y)
√
xJ ′ν(
√
x)
2(x− y) , x, y ∈ (0,∞), (1.2)
where ν > −1 is a parameter and we (ab)use the notation Jν to mean the Bessel function if it
has one variable and the Bessel kernel if it has two variables. The configurations taken from
the Bessel point process almost surely satisfy the growth condition (1.1); see Proposition 2.1.
The aim of this paper is to study the asymptotic behaviour of the conditional measure [4, 13]
of the Bessel point process; see Section 2 for more details. To this extent, we define weights
w¯X,ν,R on the interval [0, R], where X = (pn)
∞
n=1 represents an increasing sequence of positive
numbers satisfying the growth condition (1.1), R > 0 and ν > −1. This weight is defined by
w¯X,ν,R(t) = t
ν
∏
pn>R
(
1− t
pn
)2
, t ∈ [0, R]. (1.3)
We study the finite point process associated to these weights. More specifically, we denote, for
every R > 0, by N(R) the number of points in X ∩ [0, R] and we consider the point process
with N(R) points (t1, . . . , tN(R)) that all lie in [0, R], with joint probability density function
1
Z
∏
1≤i<j≤N(R)
(ti − tj)2
N(R)∏
i=1
w¯X,ν,R(ti), (1.4)
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where Z is some normalization constant that depends on X, ν and R. If X is taken as a
configuration from the Bessel point process with parameter ν, then the conditional measure
of the Bessel point process associated to X [4] is almost surely the point process described by
(1.4).
We are interested in the asymptotics of this point process as R→∞. For this, convergence
is understood in the sense of convergence of kernels. It is well-known that a point process
with joint probability density function of the form (1.4) is an orthogonal polynomial ensemble.
In other words, it is a determinantal point process whose kernel is the normalized Christoffel-
Darboux kernel (see Section 4) associated to the weight w¯X,ν,R. For these kernels, we have the
following asymptotic behaviour.
Theorem 1.1 (Main Theorem). Suppose that X = (pn)
∞
n=1 is a strictly increasing sequence
of positive numbers satisfying the growth condition (1.1), let ν > −1 and write N(R) for the
number of points in X ∩ [0, R] for all R > 0. Then the normalized Christoffel-Darboux kernel
associated to the weights w¯X,ν,R (as defined in (1.3)) satisfies
lim
R→∞
KN(R)(x, y; w¯X,ν,R) = Jν(x, y), (x, y) ∈ (0,∞)2 (1.5)
uniformly on compact sets, where Jν is the Bessel kernel with parameter ν, as given in (1.2).
Since this limit is independent of the exact choice of X, we speak of universality of the
conditional measure. In this way, this article can be seen as a continuation of the result for the
conditional measures of the sine point process obtained in [13].
Remark 1.2. We note that if one alters the growth condition (1.1) to limn→∞ pnn2 = cπ
2 for
some c > 0 that one obtains the rescaled Bessel kernel 1cJν
(
x
c ,
y
c
)
as the limit in (1.5). Hence
the real importance of the growth condition (1.1) is the quadratic nature of pn; the constant π
2
can be seen as an artifact of the conventional scaling choice of the Bessel functions and kernels.
The rest of this article is dedicated to proving Theorem 1.1 and is outlined as follows:
• In Section 2, we give the reason of interest for this type of result. We discuss the notions
of rigidity and conditional measures, which should be seen as the enveloping framework
for this article.
• In Section 3, we show that the configurations taken from the Bessel point process almost
surely satisfy the growth condition (1.1).
• In Section 4, we give the proof of Theorem 1.1, except for a Riemann-Hilbert analysis,
which we give in Section 5. The structure of the proof is analogous to the one given in [13],
which solves the similar question for the conditional measure of the sine point process.
2 Motivation
This paper should be considered as contributing to the understanding of rigid point processes.
Surrounding this concept of rigidity, there are three subsequent questions for a given point
process:
1. Is the point process rigid?
2. If the point process is rigid, what is the conditional measure of the point process on a
compact subspace? Can one give closed formulas for these conditional measures for a
family of well-chosen compact subsets?
3. If one has the answer to the previous question, what is the asymptotic limit of the condi-
tional measure as the compact subset grows to cover the whole space?
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These questions have been studied in the literature for several (classes of) point processes. See
for example [3, 11] for the first, [4] for the second and [13] for the third question. We refer the
reader to these sources for an extensive discussion about what rigidity and conditional measures
are; in Section 1 we stated everything we need in this paper from these concepts.
In this article, we answer the above question 3 for the Bessel point process, i.e. the point
process whose kernel is the Bessel kernel (1.2). For this process, the first question above has
been answered positively in [3]. Subsequently, in [4], the second question has been answered
explicitly for compact subsets of the form [0, R]. As mentioned in Section 1, the conditional
measure of the Bessel point process almost surely is an orthogonal polynomial ensemble, with
(1.3) as the involved weight.
The natural next question for the Bessel point process is then the third question above.
It is clear that one needs to understand the behaviour of the points (pn)
∞
n=1 as n → ∞ in
a configuration taken from the Bessel point process in order to be able to understand the
asymptotics of the weight (1.3) as R→∞. For this, we have the following result.
Proposition 2.1. Suppose that the points 0 < p1 < p2 < · · · form a configuration taken from
the Bessel point process with some parameter ν > −1. Then for every ǫ > 0 we have, with
probability 1, that
pn = π
2n2 +O (n√n log1+ǫ n) , as n→∞. (2.1)
We prove this result in Section 3. By this Proposition, we know that the configurations
taken from the Bessel point process almost surely satisfy the growth condition (1.1). Hence our
main result Theorem 1.1 answers the above third question for the Bessel point process; as one
would expect, the asymptotic limit of the conditional measure on the compact subset [0, R] is
the Bessel point process itself, almost surely with respect to the chosen configuration X. In fact,
Theorem 1.1 shows that these asymptotics are even more universal, since the growth condition
(1.1) does not require any big-O term like the one appearing in (2.1).
3 Proof of Proposition 2.1
For the proof of Proposition 2.1, we rely on known results about the Bessel process. For this, we
let (pn)
∞
n=1 be a configuration taken from the Bessel point process such that 0 < p1 < p2 < · · · ,
and for every T > 0, we let N(T ) be the random variable counting the number of points in
(pn)
∞
n=1 ∩ [0, T ]. Then, in [19], it was shown that this variable has the following behaviour:
EN(T ) =
√
T
π
+O(1), as T →∞, (3.1)
VarN(T ) =
1
4π2
log(T ) +O(1), as T →∞. (3.2)
We use this behaviour to prove Proposition 2.1.
Proof of Proposition 2.1. It will be somewhat more practical to prove that as n→∞
pn+1 = π
2n2 +O (n√n log1+ǫ n) (3.3)
with probability 1, which is equivalent to the statement of the proposition. We set
Tn = π
2
(
n2 + n
√
n log1+ǫ n
)
.
For n big enough we have
√
Tn
π
− n ≥ 1
3
√
n log1+ǫ n and
∣∣∣∣√Tnπ − EN(Tn)
∣∣∣∣ ≤ 12
(√
Tn
π
− n
)
, (3.4)
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where the first inequality directly follows from the definition of Tn and the second inequality
follows from the first and (3.1). Now let us suppose that n is big enough in this sense, and that
we have ∣∣∣N(Tn)−√Tn/π∣∣∣ ≥ √Tn
π
− n.
We can then invoke (3.4) and the reverse triangle inequality to obtain
|N(Tn)− EN(Tn)| ≥ |N(Tn)−
√
Tn/π| −
∣∣∣√Tn/π − EN(Tn)∣∣∣
≥ 1
2
(√
Tn
π
− n
)
≥ 1
6
√
n log1+ǫ n.
Next we make the observation that pn+1 > Tn is equivalent to N(Tn) ≤ n. Hence
P (pn+1 > Tn) = P (N(Tn) ≤ n)
≤ P
(∣∣∣N(Tn)−√Tn/π∣∣∣ ≥√Tn/π − n)
≤ P
(
|N(Tn)− EN(Tn)| ≥ 1
6
√
n log1+ǫ n
)
.
Using Chebyshev’s inequality we then obtain, for n big enough
P (pn+1 > Tn) ≤ VarN(Tn)
VarN(Tn) +
1
36n log
2+2ǫ n
≤ 2
n log1+2ǫ n
, (3.5)
where we have used (3.2) in the last step. We notice that
∞∑
n=3
1
n log1+2ǫ n
≤
∫ ∞
2
dt
t log1+2ǫ t
=
∫ ∞
log 2
dt
t1+2ǫ
<∞,
which means that the probability that appears in the left hand side of (3.5) is summable, and
hence the Borel-Cantelli lemma implies that, with probability 1
pn+1 > Tn = π
2
(
n2 + n
√
n log1+ǫ n
)
occurs only finitely many times. Analogous reasoning leads to a corresponding statement for a
lower bound for pn+1, and the proposition follows.
4 Proof of Theorem 1.1
In this section, we give the main components of the proof of Theorem 1.1. The only element that
we do not give in this section is the Riemann-Hilbert analysis needed to prove the asymptotics
of the kernel associated to a weight defined in this section; we postpone this to the next section.
4.1 Notation and general remarks
We start with some conventions regarding notation. To any weight w on a compact interval
[a, b], we denote the associated orthogonal polynomials by (ϕj(·;w))∞j=0, i.e., for all i, j ≥ 0, we
have ∫ b
a
ϕj(t;w)ϕi(t;w)w(t)dt = δi,j. (4.1)
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These requirements do not completely define these polynomials. We use the convention that
these polynomials have positive leading coefficients, which does define them uniquely. The
Christoffel-Darboux kernel associated to the weight w is defined by
K̂n(x, y;w) =
n−1∑
i=0
ϕi(x;w)ϕi(y;w), x, y ∈ [a, b]. (4.2)
A slight modification leads to the normalized Christoffel-Darboux kernel
Kn(x, y;w) =
√
w(x)w(y)
n−1∑
i=0
ϕi(x;w)ϕi(y;w), x, y ∈ [a, b]. (4.3)
It is well-known that the Christoffel-Darboux kernel has the property that
1
K̂n(x, x;w)
= min
deg P<n
1
P (x)2
∫ b
a
|P (t)|2w(t)dt, (4.4)
where the quantity on the left hand side is called the Christoffel function of the weight w. In
the rest of this section, we will also need the simple behaviour of orthogonal polynomials (and
the kernels built out of them) under rescalings. For easy reference, we summarize this behaviour
in the following lemma.
Lemma 4.1. Suppose that w is a weight on an interval [a, b]. Let c, d > 0 and consider the
new weight w¯(t) := dw(ct) on the interval [a/c, b/c]. Then we have that
ϕi(t; w¯) =
√
c√
d
ϕi(ct;w), t ∈ [a/c, b/c], (4.5)
for all integers i ≥ 0. Furthermore, we have
1
c
Kn(
x
c ,
y
c ; w¯) = Kn(x, y;w), x, y ∈ [a, b], (4.6)
and
1
c
K̂n(
x
c ,
y
c ; w¯) =
1
d
K̂n(x, y;w), x, y ∈ [a, b]. (4.7)
One immediately checks this by rewriting the orthogonality relations.
4.2 Rescaling to a point process on a fixed interval
In order to prove Theorem 1.1, we want to compare the considered point processes on [0, R] for
various R. For asymptotic analysis, it is more convenient to rescale these point processes to the
interval [0, 1], such that all the considered point processes are defined on the same space. We
define the new weight wX,ν,R on [0, 1] by
wX,ν,R(t) = t
ν
∏
pn>R
(
1− Rt
pn
)2
= R−νw¯X,ν,R(Rt), t ∈ [0, 1]. (4.8)
By Lemma 4.1, we then know that the associated normalized Christoffel-Darboux kernel
transforms as
KN(R)(x, y; w¯X,ν,R) =
1
R
KN(R)(
x
R ,
y
R ;wX,ν,R).
Hence, in order to prove that Theorem 1.1 holds, it suffices to prove that we have
lim
R→∞
1
R
KN(R)(
x
R ,
y
R ;wX,ν,R) = Jν(x, y), (4.9)
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uniformly on compact sets. Readers familiar with the Bessel kernel appearing at (for example)
the hard edge of certain random matrix ensembles will recognize this kind of asymptotic result
when properly rescaling and ‘zooming in on the hard edge’. For this, we note that N(R)→∞
as R→∞.
We prove (4.9) with the technique used by Kuijlaars and Min˜a-Dı´az in [13]. Namely, we
approximate the weight wX,ν,R by exponential weights in Section 4.3. Subsequently, we discuss
the asymptotics of the kernels associated to these approximating weights in Section 4.5. Due
to the technical nature of the associated Riemann-Hilbert problem, we postpone the proof of
these asymptotics until Section 5. First we will show, in Section 4.6, that the asymptotics of the
approximating weights actually imply (4.9) and hence Theorem 1.1. For this, we use techniques
introduced by Lubinsky in [16] that are also used in [13].
4.3 Approximating weights
As mentioned above, we approximate the weight wX,ν,R by exponential weights; such weights
are well-studied in the literature. For this, we use results from [13]; we combine these results in
the following Lemma.
Lemma 4.2 (Kuijlaars - Min˜a-Dı´az, [13]). Suppose that (qn)n∈Z is a strictly increasing doubly
infinite sequence such that the following requirements hold:
(a) The points are indexed such that
· · · < q−2 < q−1 < 0 ≤ q0 < q1 < · · · ,
(b) the limit
lim
S→∞
∑
0<|qn|<S
1
qn
exists,
(c) and
lim
n→±∞
qn
n
= 1.
Furthermore, let N˜(R) be an integer depending on R > 0 in such a way that
lim
R→∞
N˜(R)
R
= 2, (4.10)
and define
ǫR =
2R
N˜(R)
∑
|qn|>R
1
qn
. (4.11)
Lastly, let
w˜R(t) =
∏
|qn|>R
(
1− Rt
qn
)2
, t ∈ [−1, 1], (4.12)
and
V˜ (t) = (1 + t) log(1 + t) + (1− t) log(1− t), t ∈ [−1, 1]. (4.13)
Then the following two approximations hold:
1. For every α > 1, there is an Rα > 0 such that if R ≥ Rα, then
w˜R(t) ≤ exp(N˜(R)(V˜ ( tα ) + ǫRt)), t ∈ [−1, 1]. (4.14)
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2. For every α > 1 and β ∈ (0, 1), there is an Rα,β > 0 such that R ≥ Rα,β implies
w˜R(t) ≥ exp(−N˜(R)(V˜ (αt) + ǫRt)), t ∈ [−β, β]. (4.15)
These approximations were used to study the conditional measures of the sine process.
Surprisingly, although we are studying the Bessel point process here, we can immediately use
these approximations, by making a suitable transformation. Instead of the external field (4.13),
we consider
V (t) = 2(1 +
√
t) log(1 +
√
t) + 2(1 −
√
t) log(1−
√
t), t ∈ [0, 1]. (4.16)
Clearly, we have
V (t) = 2V˜ (
√
t), (4.17)
where V˜ is given by (4.13). Then, we find the following approximations.
Proposition 4.3. Suppose that X = (pn)
∞
n=1 is an increasing sequence of positive numbers
satisfying the growth condition (1.1). Then, for every γ > 1 there exists an Rγ > 0 such that
R ≥ Rγ implies
tν exp(−N(R)V (γt))1[0,γ−2](t) ≤ wX,ν,R(t) ≤ tν exp(−N(R)V (t/γ)), t ∈ [0, 1], (4.18)
where V is defined by (4.16) and N(R) is the number of points in X ∩ (0, R].
Proof. We notice that
t−νwX,ν,R(t) =
∏
pn>R
(
1− Rt
pn
)2
=
∏
pn>R
(
1−
√
R
π
√
t
√
pn
π
)2(
1 +
√
R
π
√
t
√
pn
π
)2
, t ∈ [0, 1]. (4.19)
Motivated by this, we define the doubly infinite sequence (qn)n∈Z by
qn =
{√
pn
π if n ≥ 1
−
√
p1−n
π if n ≤ 0.
We note that this sequence (qn)n∈Z satisfies the requirements (a), (b) of Lemma 4.2 by con-
struction, and (c) due to the growth condition (1.1) on X. We define N˜(R) = 2N(π2R2). Since
we have that
lim
R→∞
R
N(R)2
= π2 (4.20)
by (1.1), we also have that (4.10) holds. Furthermore, we have that qn = −q1−n for all n ∈ Z,
so (4.11) gives us that ǫR = 0 for all R > 0. The factorization in (4.19) is especially useful since
it implies that
t−νwX,ν,R(t) =
∏
|qn|>
√
R
π
(
1−
√
R
π
√
t
qn
)2
= w˜√R
π
(
√
t), t ∈ [0, 1], (4.21)
where w˜ is given by (4.12). Indeed, this allows us to transfer the approximations in (4.14)-
(4.15) to the approximations of the weight wX,ν,R.
Namely, let γ > 1 and let w˜R and V˜ be defined as in (4.12) and (4.13), respectively. Then
since
√
γ > 1, there is an R1 > 0 such that R ≥ R1 implies that
w˜R(t) ≤ exp
(
N˜(R)V˜
(
t√
γ
))
, t ∈ [−1, 1],
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by using (4.14). Furthermore, if we take α =
√
γ and β = γ−1, we have that α > 1 and
β ∈ (0, 1), so if we apply (4.15) we obtain that there is an R2 > 0 such that R ≥ R2 implies
that
w˜R(t) ≥ 1[0,γ−1](t) exp(−N˜(R)V˜ (
√
γt)), t ∈ [−1, 1].
Now define Rγ = π
2max(R1, R2)
2. Then R ≥ Rγ implies that
√
R
π ≥ max(R1, R2), and that
implies that we have
1[0,γ−1](
√
t) exp(−N˜(
√
R/π)V˜ (
√
γt)) ≤ w˜√R
c
(
√
t) ≤ exp(N˜(
√
R/π)V˜ (
√
t/γ)), t ∈ [0, 1].
Now using the fact that N˜(
√
R/π) = 2N(R) and V (t) = 2V˜ (
√
t), combined with (4.21), gives
us
tν1[0,γ−2](t) exp(−N(R)V (γt)) ≤ wX,ν,R(t) ≤ tν exp(N(R)V (t/γ)), t ∈ [0, 1],
for every R ≥ Rγ . The existence of such an Rγ for every γ > 1 is exactly what we set out to
prove.
We refer to the weights which give a lower and an upper bound for the weight wX,ν,R in
(4.18) as the approximating weights. We reserve a notation for these weights, namely
ω+γ,n,ν(t) = t
ν exp(−nV (t/γ)), t ∈ [0, 1], (4.22)
ω−γ,n,ν(t) = t
ν
1[0,γ−2](t) exp(−nV (γt)), t ∈ [0, 1], (4.23)
where, as before, V is defined by (4.16), γ > 1, n ≥ 1 is an integer and ν > −1. Using this
notation, we have that (4.18) precisely becomes
ω−γ,N(R),ν(t) ≤ wX,ν,R(t) ≤ ω+γ,N(R),ν(t). (4.24)
We note that the two weights in (4.22)-(4.23) are transformed to each other according to
ω−γ,n,ν(t) =
1
γ2ν
ω+γ,n,ν(γ
2t), t ∈ [0, γ−2]. (4.25)
4.4 The relevant equilibrium measure
As mentioned above, we do not study the asymptotics of the weight wX,ν,R directly, but instead
study the asymptotics of the approximating weights ω±γ,N(R),ν . In fact, by (4.25), we are only
required to study the weight ω+γ,n,ν. Since this weight is of the form (4.22), a reader familiar
with this kind of asymptotics knows that one is interested in the equilibrium measure of the
external field
Vγ(t) = V (t/γ), t ∈ [0, 1]. (4.26)
Therefore, we compute this equilibrium measure before turning to the actual asymptotics.
For an arbitrary external field V˜ on some interval [a, b], the associated equilibrium mea-
sure µV˜ is the unique probability measure µV˜ with support in [a, b] for which there is a constant
ℓV˜ such that the following equation holds:
2
∫ 1
0
log |x− s|dµV˜ (s)
{
= V˜ (x) + ℓV˜ , x ∈ suppµV˜ ,
≤ V˜ (x) + ℓV˜ , x ∈ [a, b] \ suppµV˜ .
(4.27)
The search for this equilibrium measure is often referred to as the equilibrium problem. We first
solve this equilibrium problem on [0, 1] for the external field V , that was defined in (4.16).
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Lemma 4.4. The equilibrium measure on [0, 1] for the external field V given by (4.16) is
dµV (s)
ds
=
1
2
√
s
, s ∈ [0, 1], (4.28)
and the constant ℓV = 0.
Proof. For any s ∈ [0, 1] we have by making the transformation s = t2
2
∫ 1
0
log |x− s| 1
2
√
s
ds = 2
∫ 1
0
log|x− t2|dt
= 2
∫ 1
0
(log|√x+ t|+ log|√x− t|)dt
= 2
∫ 1
−1
log|√x− t|dt
= V (x),
where in the last step we used the computation of the equilibrium measure of the external field
that plays a role in [13].
Now we turn to the external field Vγ , as in (4.26). For brevity of notation, we denote the
equilibrium measure on [0, 1] associated to this deformed external field by µγ . We have an
explicit expression.
Lemma 4.5. Let γ > 1. The equilibrium measure µγ on [0, 1] for the external field Vγ has a
density with support [0, 1], given explicitly by
dµγ
ds
=
1√
γs
(
1
2
+
1
π
√
γ − 1
1− s −
1
π
arctan
(√
γ − 1
1− s
))
, s ∈ (0, 1). (4.29)
Proof. First we note that the measure mγ with density
dmγ
ds
(s) :=
1
2
√
γs
, s ∈ [0, γ], (4.30)
is a probability measure on [0, γ], which can easily be checked. Next, we note that for any
x ∈ [0, γ] we have that
2
∫ γ
0
log |x− s|dmγ(s) =
∫ 1
0
log|x− γt| dt
2
√
t
= 2 log(γ) + 2
∫ 1
0
log
∣∣∣xγ − t∣∣∣ dt2√t .
Now, making use of Lemma 4.4, we see that the last term is in fact equal to Vγ(x). Hence we
obtain that
2
∫ γ
0
log |x− s|dmγ(s) = Vγ(x) + 2 log(γ),
which means that the measure mγ satisfies all the requirements of the equilibrium problem
(4.27), except that it is supported on [0, γ] instead of a subset of [0, 1]. There is a general
framework for dealing with this peculiarity, namely via the use of balayages. According to
equation (4.47) in [18, Chapter II], we now have for s ∈ [0, 1]
dµγ
ds
=
dmγ
ds
+
1
π
∫ γ
1
√
x(x− 1)
(x− s)
√
s(1− s)dmγ(x)
=
1
2
√
γs
+
1
2π
√
γ
1√
s(1− s)
∫ γ
1
√
x− 1
x− s dx.
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It can be checked that for s ∈ (0, 1)∫ γ
1
√
x− 1
x− s dx = 2
√
γ − 1− 2√1− s arctan
(√
γ − 1
1− s
)
,
and therefore (4.29) follows.
We notice that the behaviour of the equilibriummeasure around s = 0 and s = 1 immediately
follows from (4.29). Namely, for fixed γ > 1 we have
dµγ
ds
= s−
1
2
1√
γ
(
1
2
+
√
γ − 1− arctan√γ − 1
π
)
+O(s 12 ), s→ 0+ (4.31)
dµγ
ds
=
1
π
√
γ − 1
γ
(1− s)− 12 +O((1− s) 12 ), s→ 1−. (4.32)
4.5 Asymptotics for the approximating weights
For the asymptotics of the approximating weight ω+γ,n,ν, we use the constant
cγ =
π2γ
(π + 2(
√
γ − 1− arctan√γ − 1))2 , (4.33)
that we consider for γ > 1. The reason for this specific choice of constant follows from the
Riemann-Hilbert problem that we study in Section 5. We note that cγ > 1 and that
lim
γ→1+
cγ = 1. (4.34)
We then have the following.
Proposition 4.6. Suppose that γ > 1 and let cγ be defined by (4.33). Then the normalized
Christoffel-Darboux kernel of the weight in (4.22) satisfies
lim
n→∞
cγ
π2n2
Kn
( cγx
π2n2
,
cγy
π2n2
;ω+γ,n,ν
)
= Jν(x, y), (4.35)
uniformly for (x, y) in compact subsets of (0,∞)2.
Proposition 4.6 can be proven using standard Riemann-Hilbert techniques. These techniques
were developed as a tool to study the asymptotics of orthogonal polynomials. This started with
the seminal paper by Fokas, Its and Kitaev [10] who studied orthogonal polynomials with respect
to weights on contours in the complex plane. These techniques were refined by (amongst others)
Deift, Kriecherbauer, McLaughlin, Venakides and Zhou [8, 9] for weights on the real line.
The use of Riemann-Hilbert problems was extended to weights that were not supported
on the real line, but on bounded intervals. Kuijlaars, McLaughlin, Van Assche and Vanlessen
[12, 14] solved these problems in a way that has since become the standard. The main difference
between the analysis on a bounded interval instead of the whole real line lies in the analysis
that needs to be undertaken at the end-points.
In a Riemann-Hilbert problem, the local parametrices are meant to deal with this local
analysis. In our case, we are interested in the local parametrix around z = 0, where the
equilibrium measure blows up as an inverse square root, according to (4.31). It is well-known
that if this is the case and the weight is of the form (4.22), i.e., of varying exponential type,
then one can use a modification of the Bessel parametrix that was defined in [12] to find a
solution of the local parametrix problem at hand. This is precisely what we do in Section 5.
Similar analyses have been carried out in for example [5, Section 7.1], [6, Section IV.D], and [7,
Section 4.1.4]. To explain the appearance of the constant cγ in (4.35), we provide the details of
the Riemann-Hilbert problem in Section 5. The reader who is familiar with Riemann-Hilbert
problems will already be familiar with these details.
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Remark 4.7. If one would take γ = 1, one obtains the equilibrium measure in (4.28). Note
specifically that its behaviour around s = 1 is qualitatively different from (4.32); it does not
blow up as (1− s)− 12 but in fact has leading order O(1). We would not know how to solve the
corresponding local parametrix problem.
By the transformative property (4.25) of the approximating weights and the general trans-
formation rule (4.6) for normalized Christoffel-Darboux kernels, Proposition 4.6 immediately
implies the asymptotics for the other approximating weight.
Corollary 4.8. The normalized Christoffel-Darboux kernel of the weight in (4.23) satisfies
lim
n→∞
1
cγπ2n2
Kn
(
x
cγπ2n2
,
y
cγπ2n2
;ω−γ,n,ν
)
= Jν(x, y), (4.36)
uniformly for (x, y) in compact subsets of (0,∞)2, for every γ > 1.
For further analysis, it is also important to note that the approximating weights satisfy the
following asymptotic behaviour uniformly on compact sets:
lim
n→∞n
2νω±γ,n,ν
( x
n2
)
= xν . (4.37)
This follows readily from the behavior V (x) = O(x) as x→ 0. We especially note that the limit
is independent of γ. We proceed by considering the non-normalized kernels of the approximating
weights.
Corollary 4.9. The non-normalized Christoffel-Darboux kernels of the weights in (4.22) and
(4.23) have the following asymptotic behaviour:
lim
n→∞
1
(πn)2+2ν
K̂n
( x
π2n2
,
y
π2n2
;ω+γ,n,ν
)
= (xy)−ν/2
1
cγ
Jν
(
x
cγ
,
y
cγ
)
, (4.38)
lim
n→∞
1
(πn)2+2ν
K̂n
( x
π2n2
,
y
π2n2
;ω−γ,n,ν
)
= (xy)−ν/2cγJν (cγx, cγy) , (4.39)
uniformly for (x, y) in compact subsets of (0,∞)2, for all γ > 1.
Proof. This follows directly by replacing (x, y) by c∓1γ (x, y) and combining (4.35) and (4.36)
with the relationship between the normalized and non-normalized Christoffel-Darboux kernel
and the asymptotic behaviour (4.37).
4.6 Asymptotics for the actual weight
In this section, we use the above asymptotics for the kernels of the approximating weights ω±γ,n,ν
to obtain the asymptotics for the kernel of the weight wX,ν,R, i.e. Theorem 1.1. Informally, we
let γ → 1+, and by that ‘squeeze in’ the kernel of interest by using (4.24).
Proposition 4.10. Suppose that X = (pn)
∞
n=1 is a strictly increasing sequence of positive
numbers satisfying the growth condition (1.1), and for every R > 0, let N(R) be the number of
points in X ∩ (0, R]. Then, uniformly for (x, y) in compact subsets of (0,∞)2, we have that
lim
R→∞
1
(πN(R))2+2ν
K̂N(R)
(
x
π2N(R)2
,
y
π2N(R)2
;wX,ν,R
)
= (xy)−
ν
2 Jν(x, y). (4.40)
Proof. We assume Proposition 4.6 and in particular Corollary 4.9. First we prove (4.40) on the
diagonal, that is x = y, and then we extend this result to all (x, y) by using a technique by
Lubinsky, developed in [16].
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Now let γ > 1. By Proposition 4.3, we know that there is an Rγ > 0 such that for all
R ≥ Rγ , we have that
ω−
γ,N(R),ν
(t) ≤ wX,ν,R(t) ≤ ω+γ,N(R),ν(t), t ∈ [0, 1]. (4.41)
Then, by using the extremal property of the Christoffel function (cf. (4.4)), we also have for all
R ≥ Rγ and for all x ∈ [0, 1], that
K̂N(R)(x, x;ω
+
γ,N(R),ν) ≤ K̂N(R)(x, x;wX,ν,R) ≤ K̂N(R)(x, x;ω−γ,N(R),ν). (4.42)
Due to the differentiability of (x, y) 7→ √xyJν(x, y) on (0,∞)2 we have uniformly for (x, y) in
any compact subset of (0,∞)2 that there exists a constant M > 0 such that
(xy)−ν/2
∣∣∣Jν(x, y)− 1
cγ
Jν
(
x
cγ
,
y
cγ
) ∣∣∣ ≤M (1− 1
cγ
)
. (4.43)
Now let x be in a compact set S and take R big enough such that xR :=
x
π2N(R)2 ∈ (0, 1) for all
x ∈ S. Furthermore, let ε > 0. By (4.42) and (4.43) we can find a γ > 1 such that uniformly
on S
1
(πN(R))2+2ν
K̂N(R)(xR, xR;ω
+
γ,N(R),ν)− x−ν
1
cγ
Jν
(
x
cγ
,
x
cγ
)
− ε (4.44)
≤ 1
(πN(R))2+2ν
K̂N(R)(xR, xR;wX,ν,R)− x−νJν(x, x) (4.45)
≤ 1
(πN(R))2+2ν
K̂N(R)(xR, xR;ω
−
γ,N(R),ν)− x−νcγJν (cγx, cγx) + ε. (4.46)
Here we have tacitly used that cγ tends to 1 as γ → 1+. Then using the uniform convergence
in Corollary 4.9 for the lower bound (4.44) and the upper bound (4.46) we infer that for R big
enough we have that uniformly for x ∈ S
−2ε ≤ 1
(πN(R))2+2ν
K̂N(R)(xR, xR;wX,ν,R)− x−νJν(x, x) ≤ 2ε. (4.47)
This proves (4.40) on the diagonal.
For general x, y > 0 we can use the result on the diagonal to prove that (4.40) holds on
compact subsets. By (4.41) we may use an inequality by Lubinsky [16], given by∣∣∣K̂N(R)(xR, yR;wX,ν,R)− K̂N(R)(xR, yR;ω+γ,N(R),ν)∣∣∣2
≤
∣∣∣K̂N(R)(yR, yR;wX,ν,R)∣∣∣ (K̂N(R)(xR, xR;wX,ν,R)− K̂N(R)(xR, xR;ω+γ,N(R),ν)) . (4.48)
The proposition now follows by a similar argument that we applied for the diagonal, using the
uniform convergence of (4.40) on compact subsets of the diagonal that we just proved, (4.38)
and (4.43).
By combining (4.24) and (4.37), we immediately see that we have
lim
R→∞
π2νN(R)2νwX,ν,R
(
x
π2N(R)2
)
= xν , (4.49)
uniformly on compact subsets. From this, we can directly conclude the limiting behaviour of
the normalized Christoffel-Darboux kernel of the weight wX,ν,R.
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Corollary 4.11. Suppose that X = (pn)
∞
n=1 is a strictly increasing sequence of positive numbers
satisfying the growth condition (1.1), and for every R > 0, let N(R) be the number of points in
X ∩ [0, R]. Then, uniformly for (x, y) in compact subsets of (0,∞)2, we have that
lim
R→∞
1
π2N(R)2
KN(R)
(
x
π2N(R)2
,
y
π2N(R)2
;wX,ν,R
)
= Jν(x, y). (4.50)
Proof. Combine the relationship between the normalized and the non-normalized Christoffel-
Darboux kernel with Proposition 4.10 and (4.49).
As a corollary, we have our main theorem.
Proof of Theorem 1.1. This directly follows from Corollary 4.11 and (4.20).
5 The Riemann-Hilbert problem
We now give the details for the RH-problem for the weight ω+γ,n,ν, which proves Proposition 4.6.
For this, we fix γ > 1 and ν > −1. We also already note that ω+γ,n,ν(x) = O(xν) as x ↓ 0 and
that ω+γ,n,ν is bounded as x → 1, uniformly in n. Furthermore, for convenience, we define the
function
hν(z) =

1 ν > 0
log z ν = 0
zν ν < 0.
(5.1)
The Riemann-Hilbert problem that we consider is the following:
RH-Y1 Y : C \ [0, 1]→ C2×2 is analytic.
RH-Y2 For x ∈ (0, 1) we have (oriented away from the origin)
Y+(x) = Y−(x)
(
1 ω+γ,n,ν(x)
0 1
)
.
RH-Y3 As z →∞ we have
Y (z) = (I +O(1/z))
(
zn 0
0 z−n
)
.
RH-Y4a As z → 0 we have
Y (z) = O
(
1 hν(z)
1 hν(z)
)
.
RH-Y4b As z → 1 we have
Y (z) = O
(
1 log(z − 1)
1 log(z − 1)
)
.
In [12], this Riemann-Hilbert problem was used for the first time to study the asymptotics of
orthogonal polynomials on a bounded interval. We explicitly state that its solution is given by
Y (z) =
(
γ−1n ϕn(z;ω+γ,n,ν)
γ−1n
2πi
∫ 1
0
ϕn(s;ω
+
γ,n,ν)ω
+
γ,n,ν (s)
s−z ds
−2πiγn−1ϕn−1(z;ω+γ,n,ν) −γn−1
∫ 1
0
ϕn−1(s;ω
+
γ,n,ν)ω
+
γ,n,ν (s)
s−z ds
)
, (5.2)
where the constant γn is the leading coefficient of the orthonormal polynomial ϕn(z;ω
+
γ,n,ν).
The normalized Christoffel-Darboux kernel is explicitly given in terms of the solution Y by:
Kn(x, y;ω
+
γ,n,ν) =
1
2πi(x− y)
√
ω+γ,n,ν(x)ω
+
γ,n,ν(y)
(
0 1
)
Y+(y)
−1Y+(x)
(
1
0
)
. (5.3)
We note that in our analysis we use the convention to take the principle branch for logarithms
and power functions, i.e. these will have cut (−∞, 0] and they will be positive for large positive
values.
13
5.1 First transformation: normalization
For our fixed γ > 1, we define the function gγ : C \ (−∞, 1]→ C by
gγ(z) =
∫ 1
0
log(z − s)dµγ(s), (5.4)
where the logarithm is defined with argument in (−π, π), as usual, and µγ is the equilibrium
measure (4.29). Then we have that gγ is analytic on C \ (−∞, 1] and it is obvious that we have
gγ(z) = log(z) +O
(
1
z
)
, as z →∞. (5.5)
We note that gγ is bounded around z = 0 and z = 1, and furthermore, we have
gγ,+(x) + gγ,−(x) = 2
∫ 1
0
log |x− s|dµγ(s) = Vγ(x) + ℓγ , x ∈ (0, 1), (5.6)
gγ,+(x)− gγ,−(x) = 2πi
∫ 1
x
dµγ(s), x ∈ (0, 1), (5.7)
gγ,+(x)− gγ,−(x) = 2πi, x ≤ 0. (5.8)
Now define the function T : C \ [0, 1]→ C2×2 by
T (z) =
(
e−
nℓγ
2 0
0 e
nℓγ
2
)
Y (z)
(
e−ngγ(z) 0
0 engγ(z)
)(
e
nℓγ
2 0
0 e−
nℓγ
2
)
, (5.9)
where ℓγ is the constant of the equilibrium problem (4.27) associated to Vγ . Then, by the above
properties of g, T satisfies the following Riemann-Hilbert problem.
RH-T1 T : C \ [0, 1]→ C2×2 is analytic.
RH-T2 For x ∈ (0, 1) we have (oriented away from the origin)
T+(x) = T−(x)
(
e2πin
∫ x
0
dµγ(s) xν
0 e−2πin
∫ x
0
dµγ(s)
)
. (5.10)
RH-T3 As z →∞ we have T (z) = I +O(1/z).
RH-T4a As z → 0 we have
T (z) = O
(
1 hν(z)
1 hν(z)
)
.
RH-T4b As z → 1 we have
T (z) = O
(
1 log(z − 1)
1 log(z − 1)
)
.
5.2 Opening of the lens
In order to open the lens, we define the following function:
ϕγ(z) =

log
(√
γ
√
1− z + i√z√γ − 1
√
γ
√
1− z − i√z√γ − 1
)
+
√
z
γ
log
(√
γ − 1 + i√1− z√
γ − 1− i√1− z
)
, Im(z) > 0,
log
(√
γ
√
1− z − i√z√γ − 1
√
γ
√
1− z + i√z√γ − 1
)
+
√
z
γ
log
(√
γ − 1− i√1− z√
γ − 1 + i√1− z
)
, Im(z) < 0.
(5.11)
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To avoid confusion, we repeat that we use the convention of taking the principal branch for the
logarithm and power functions (square root functions in this case). We claim that this function
ϕγ is well-defined and analytic on C \ R. To see this, note that the linear fractional map
ζ 7→ 1 + iζ
1− iζ
maps the (projectively) extended real line to the unit circle. Therefore, 1+iζ1−iζ is a negative real
number if and only if it is −1, and hence if and only if ζ =∞. This concludes that ϕγ is indeed
analytic on C \ R.
Next, we view R as a contour oriented from −∞ to +∞. Then we have the following
boundary values for ϕγ .
Lemma 5.1. We have that
ϕγ,±(x) = ±πi
∫ x
0
dµγ(s), x ∈ (0, 1), (5.12)
ϕγ,+(x) = ϕγ,−(x), x < 0, (5.13)
whence ϕγ can be analytically continued to form an analytic function ϕγ : C \ [0,∞)→ C.
Proof. For (5.12), we note that we clearly have that ϕγ,−(x) = −ϕγ,+(x) for all x ∈ (0, 1)
by construction of ϕγ . Hence, we only prove the identity for ϕγ,+. Now, by considering the
derivative and the value for x = 0 of both sides of the following equation (using (4.29)), we have
that∫ x
0
dµγ(s) =
√
x
γ
+
2
π
arctan
(√
γ − 1
γ
√
x
1− x
)
− 2
π
√
x
γ
arctan
(√
γ − 1
1− x
)
, x ∈ (0, 1).
Then using that arctan(y) + arctan(1/y) = π2 if y > 0, we obtain that
iπ
∫ x
0
dµγ(s) = 2i arctan
(√
γ − 1
γ
√
x
1− x
)
+ 2i
√
x
γ
arctan
(√
1− x
γ − 1
)
= log
(√
γ
√
1− x+ i√x√γ − 1
√
γ
√
1− x− i√x√γ − 1
)
+
√
x
γ
log
(√
γ − 1 + i√1− x√
γ − 1− i√1− x
)
,
where we used a standard identity between arctan and log. The last expression is clearly equal
to ϕγ,+(x); this establishes (5.12). Since limε→0+
√
x+ iε = − limε→0+
√
x− iε for x < 0, we
conclude that (5.13) holds too.
We now know that ϕγ has the cut [0,∞). At the endpoint z = 0 we have the following
behaviour.
Lemma 5.2. For the function ϕγ defined by (5.11), we have the following:
ϕγ(z) = ± i√
cγ
√
z +O(z3/2), as z → 0 and ± Im(z) > 0,
where cγ is as in (4.33).
Proof. We only prove the behaviour of ϕγ(z) around z = 0 in the upper half plane; the behaviour
on the lower half plane follows analogously. Hence, we are interested in the behaviour of
log
(√
γ
√
1− z + i√z√γ − 1
√
γ
√
1− z − i√z√γ − 1
)
+
√
z
γ
log
(√
γ − 1 + i√1− z√
γ − 1− i√1− z
)
(5.14)
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around z = 0. For this, we write
ζ =
√
γ − 1
γ
√
z
1− z ,
such that the first term of (5.14) becomes log 1+iζ1−iζ . We know that
log
1 + iζ
1− iζ = 2iζ +O(ζ
3), ζ → 0
so for the first term of (5.14) we obtain
log
(√
γ
√
1− z + i√z√γ − 1
√
γ
√
1− z − i√z√γ − 1
)
= 2i
√
γ − 1
γ
√
z +O(z3/2), z → 0.
For the second term of (5.14) we have√
z
γ
log
(√
γ − 1 + i√1− z√
γ − 1− i√1− z
)
=
√
1
γ
log
(√
γ − 1 + i√
γ − 1− i
)√
z +O(z3/2).
Hence, for Im(z) > 0 and z → 0, we obtain
ϕγ(z) =
(
2i
√
γ − 1 + log
(√
γ − 1 + i√
γ − 1− i
))√
z
γ
+O(z3/2)
=
2i√
γ
(√
γ − 1− arctan(
√
γ − 1) + π
2
)√
z +O(z3/2),
which gives the desired result when invoking (4.33).
Next we open a lens from 0 to 1. This means that we take two contours ∆+ and ∆−, both
going from 0 to 1, where ∆+ goes through the upper half plane and ∆− through the lower half
plane. We write ΣS = (0, 1) ∪∆+ ∪∆− for the collection of contours that we now have under
consideration, see Figure 1.
0 1
∆+
∆−
Figure 1: The set of contours ΣS .
As is customary, we refer to the region enclosed between ∆+ and ∆− as the interior of the
lens, the region between ∆+ and (0, 1) as the upper part of the lens and between (0, 1) and ∆−
as the lower part of the lens. We then define the function S : C \ ΣS → C2×2 by
S(z) =

T (z)
(
1 0
−z−νe2nϕγ(z) 1
)
in the upper part of the lens,
T (z)
(
1 0
z−νe2nϕγ(z) 1
)
in the lower part of the lens,
T (z) outside the lens.
(5.15)
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Then S satisfies the following Riemann-Hilbert problem.
RH-S1 S : C \ ΣS → C2×2 is analytic.
RH-S2a On (0, 1) we have the following jump:
S+(x) = S−(x)
(
0 xν
−x−ν 0
)
x ∈ (0, 1).
RH-S2b On the lips ∆+ and ∆− we have the following jump, where S+ and S− are determined by
the orientation of ∆+ and ∆−:
S+(z) = S−(z)
(
1 0
z−νe2nϕγ (z) 1
)
z ∈ ∆+ ∪∆−.
RH-S3 As z →∞ we have S(z) = I +O(1/z).
RH-S4a As z → 0 we have
S(z) = O
(
1 hν(z)
1 hν(z)
)
for z outside the lens. (5.16)
S(z) = O
(
h−ν(z) hν(z)
h−ν(z) hν(z)
)
for z inside the lens. (5.17)
RH-S4b As z → 1 we have
S(z) = O
(
1 log(z − 1)
1 log(z − 1)
)
for z outside the lens. (5.18)
S(z) = O
(
log(z − 1) log(z − 1)
log(z − 1) log(z − 1)
)
for z inside the lens. (5.19)
The only non-trivial properties to prove is the behaviour inside the lens in RH-S4a and RH-S4b.
For the first, note that z−νhν(z) = h−ν(z) by definition of hν (5.1). Furthermore, by Lemma
5.2, we have that e2nϕγ(z) = O(1) as z → 0, whence O(1±hν(z)e2nϕγ (z)) = O(hν(z)), regardless
of the exact value of ν. So, for z inside the lens we have as z → 0
S(z) = O
(
1 hν(z)
1 hν(z)
)(
1 0
∓z−νe2nϕγ(z) 1
)
= O
(
1∓ h−ν(z)e2nϕγ (z) hν(z)
1∓ h−ν(z)e2nϕγ (z) hν(z)
)
= O
(
h−ν(z) hν(z)
h−ν(z) hν(z)
)
.
For the behaviour inside the lens as z → 1 in RH-S4b, we remark that z−νe2nϕγ (z) → 1 as
z → 1. Combining this with RH-T4b and the definition of S (5.15), yields (5.19).
5.3 Global parametrix
For large n the jump matrices of S on the lips of the lens are close to the unit matrix, see
Lemma 5.6. The global parametrix problem for the Riemann-Hilbert problem neglects these
jumps altogether and is hence the following:
RH-N1 N : C \ [0, 1] → C2×2 is analytic.
RH-N2 We have the following jump for x ∈ (0, 1) (oriented away from the origin)
N+(x) = N−(x)
(
0 xν
−x−ν 0
)
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RH-N3 As z →∞ we have N(z) = I +O(1/z).
Since we aim to approximate S by N sufficiently far away from the end points, we leave
some freedom for the behavior of N around z = 0 and z = 1. A solution is readily available in
the literature [12, Chapter 5]. After an appropriate translation it yields
N(z) = 2−νσ3
a(z) + a(z)
−1
2
a(z)− a(z)−1
2i
a(z)− a(z)−1
−2i
a(z) + a(z)−1
2
(1 +√z − 1
z
)νσ3
, (5.20)
where a(z) =
(
z−1
z
) 1
4 . Here and later, we adhere to the usual notation for the third Pauli matrix
σ3 =
(
1 0
0 −1
)
.
With this definition of N we should add the following local behaviors.
RH-N4a As z → 0 we have
N(z) = z−1/4O
(
z−ν/2 zν/2
z−ν/2 zν/2
)
.
RH-N4b As z → 1 we have
N(z) = O((z − 1)−1/4).
5.4 Local parametrices
We have two local parametrix problems; one around z = 0 and one around z = 1. For finding
the solutions, we rely on the results available in [12], where a similar local parametrix problem
was studied. We only explicitly do this analysis for the local parametrix around z = 0, since the
other local parametrix problem is similar and its details are not needed for our further analysis.
5.4.1 The local parametrix around the origin
The local parametrix problem around z = 0 is the following Riemann-Hilbert problem, where
r > 0 is a small number.
RH-P1 P : D(0, r) \ ΣS → C2×2 is analytic.
RH-P2a On (0, r) we have the following jump:
P+(x) = P−(x)
(
0 xν
−x−ν 0
)
, x ∈ (0, r).
RH-P2b On the contours ∆+ ∩D(0, r) and ∆− ∩D(0, r) we have the following jump:
P+(z) = P−(z)
(
1 0
z−νe2nϕγ(z) 1
)
, z ∈ (∆+ ∪∆−) ∩D(0, r).
RH-P3 As z → 0 we have
P (z) = O
(
1 hν(z)
1 hν(z)
)
, for z outside the lens, (5.21)
P (z) = O
(
h−ν(z) hν(z)
h−ν(z) hν(z)
)
, for z inside the lens. (5.22)
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RH-P4 We have that P (z) = (I +O(1/n))N(z) uniformly for |z| = r as n→∞.
To find the solution to this problem, we make use of the results in [12], where a similar local
parametrix problem was solved. For this, we consider the following two rays in the complex
plane:
η+ = {te
πi
3 | t > 0}, (5.23)
η− = {te
−πi
3 | t > 0}. (5.24)
We see these rays as being oriented away from the origin. Then, we consider the function
B : C \ ([0,∞) ∪ η+ ∪ η−)→ C2×2 defined by
B(z) =

(
1
2H
(2)
ν (2
√
z) 12H
(1)
ν (2
√
z)
π
√−z(H(2)ν )′(2√z) π
√−z(H(1)ν )′(2√z)
)
e−
πiν
2
σ3 , 0 < arg z < π3 ,
(
Iν(2
√−z) − iπKν(2
√−z)
−2πi√−zI ′ν(2
√−z) −2√−zK ′ν(2
√−z)
)
, | arg z| > π3 ,
(
1
2H
(1)
ν (2
√
z) −12H
(2)
ν (2
√
z)
−π√−z(H(1)ν )′(2√z) π
√−z(H(2)ν )′(2√z)
)
e
πiν
2
σ3 , −π3 < arg z < 0.
(5.25)
Here Iν and Kν are modified Bessel functions and H
(1)
ν and H
(2)
ν are Hankel functions. See [1,
Chapter 9] for more details on these functions. Indeed, if we compare (5.25) with the definitions
on page 367 of [12], we see that their function Ψ is related to our function B by
B(z) = σ3Ψ(−z)σ3. (5.26)
Using (5.26) and the results of [12], we directly obtain that B satisfies the following Riemann-
Hilbert problem:
RH-B1 B : C \ ([0,∞) ∪ η+ ∪ η−)→ C2×2 is analytic.
RH-B2 B has the following jumps (all contours oriented away from the origin)
B+(x) = B−(x)
(
0 1
−1 0
)
x ∈ (0,∞) (5.27)
B+(z) = B−(z)
(
1 0
e∓πiν 1
)
z ∈ η±. (5.28)
RH-B3 As z → 0 we have
B(z) = zν/2O
(
1 h−ν(z)
1 h−ν(z)
)
|arg(z)− π| < 2π
3
(5.29)
B(z) = zν/2O
(
h−ν(z) h−ν(z)
h−ν(z) h−ν(z)
)
0 < |arg(z)| < π
3
. (5.30)
We note that B is not the unique solution of the problem; requiring a certain asymptotic
behaviour as z → ∞ would make it unique. For the particular definition of B in (5.25), by
(5.26) and the results in [12], we have that
B(z) =
(
2π
√−z)−σ32 ( 1√
2
(
1 −i
−i 1
)
+O
(
1√
z
))
e2
√−zσ3 , z →∞. (5.31)
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This function B is not directly the solution that we need in our analysis; we need to transform
B. For this, we write D(0, r) and D(0, r) for the open and closed disc of radius r around z = 0,
respectively. Then we define the function fγ : D(0, 1)→ C by
fγ(z) = −1
4
ϕγ(z)
2, (5.32)
where ϕγ is as in (5.11). Although ϕγ has [0,∞) as a cut, fγ is analytic on D(0, 1) due to the
square in its definition and the jump (5.12) of ϕγ . Then, by Lemma 5.2 and (4.33), we have
that
fγ(z) =
π2
4cγ
z +O(z2), as z → 0. (5.33)
In particular, there exists an 0 < r0 <
1
2 such that the derivative of fγ does not vanish on
D(0, r0). Then the same holds for every 0 < r ≤ r0 and hence the restriction of fγ to D(0, r) is
a conformal map for every such r. In what follows, we assume that 0 < r ≤ r0.
We use the definition (5.20) of the matrix function N and the above definition (5.32) of fγ ,
to define the function
En(z) = N(z)(−z)
ν
2
σ3 1√
2
(
1 i
i 1
)
(2πn)
σ3
2 (−fγ(z))
σ3
4 , (5.34)
which we want to consider for z ∈ D(0, r). In [12] a similar function is defined which is also
denoted by En. Analogous to that, we have the following.
Lemma 5.3. The function En defined by (5.34) defines an analytic and non-singular function
on the disc D(0, r).
We remark that when we first used the contours ∆+ and ∆− in subsection 5.2, we only
required that ∆+ went from 0 to 1 through the upper half plane, and ∆− similarly through
the lower half plane. Since our previous results hold for any such ∆+ and ∆−, we may assume
more about these contours. Namely, since the function fγ defined in (5.32) is conformal, and
maps positive numbers to positive numbers and 0 to 0, we may assume that
fγ(∆+ ∩D(0, r)) ⊂ η+, (5.35)
fγ(∆− ∩D(0, r)) ⊂ η−, (5.36)
i.e. fγ maps the contours ΣS ∩D(0, r) to the cuts of the function B. Hence for any n ≥ 1 we
can study the function Q : D(0, r) \ΣS defined by
Q(z) = En(z)B(n
2fγ(z)), z ∈ D(0, r) \ ΣS, (5.37)
where again we suppress the dependency on n from the notation. It immediately follows that
Q satisfies the following Riemann-Hilbert problem:
RH-Q1 Q : D(0, r) \ ΣS → C2×2 is analytic.
RH-Q2 Q has the following jumps (all contours oriented away from the origin)
Q+(x) = Q−(x)
(
0 1
−1 0
)
, x ∈ (0, r), (5.38)
Q+(z) = Q−(z)
(
1 0
e∓πiν 1
)
, z ∈ ∆± ∩D(0, r). (5.39)
RH-Q3 As z → 0 we have
Q(z) = zν/2O
(
1 h−ν(z)
1 h−ν(z)
)
, outside the lens, (5.40)
Q(z) = zν/2O
(
h−ν(z) h−ν(z)
h−ν(z) h−ν(z)
)
, inside the lens. (5.41)
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RH-Q4 We have
Q(z) = (I +O(1/n))N(z)(−z) ν2σ3e−nϕ(z)σ3 .
uniformly on |z| = r as n→∞.
Using this, one straightforwardly checks that the function P : D(0, r) \ ΣS → C2×2, defined by
P (z) = Q(z)enϕγ (z)σ3(−z)− ν2σ3 , z ∈ D(0, r) \ΣS , (5.42)
satisfies the local parametrix problem RH-P. A last property of P that we need in the further
analysis is the following fact.
Lemma 5.4. We have that S(z)P (z)−1 is analytic in D(0, r).
Proof. First of all, since the jumps of P that appear in RH-P2a and RH-P2b are the same as the
jumps of S that appear in RH-S2a and RH-S2b, we conclude that the only potentially singular
point is z = 0. Then, using the property RH-B3 of B, we have that as z → 0 outside the lens
P (z)−1 = (−z) ν2 σ3e−nϕγ(z)σ3B (n2fγ(z))−1En(z)−1
=
(
zν/2 0
0 z−ν/2
)
zν/2O
(
h−ν(z) h−ν(z)
1 1
)
= O
(
hν(z) hν(z)
1 1
)
. (5.43)
Then using RH-S4a we have outside the lens as z → 0 that
S(z)P (z)−1 = O
((
1 hν(z)
1 hν(z)
)(
hν(z) hν(z)
1 1
))
= O(hν(z)). (5.44)
By the definition (5.1) of hν , this implies that S(z)P (z)
−1 has no negative powers in its Laurent
series around z = 0. We conclude that S(z)P (z)−1 is analytic in z = 0.
5.4.2 The second local parametrix
The local parametrix problem around z = 1 can be solved similarly as the local parametrix
problem around z = 0. More specifically, if we use the function Ψ from [12] for the parameter
α = 0 and transform it as we did in the previous section, we have the solution to the local
parametrix problem. Namely, we find that that there is a 0 < r1 <
1
2 such that for all 0 < r ≤ r1,
we may assume that the contours ∆+ and ∆− are chosen such that there exists a function
P˜ : D(1, r) \ ΣS → C2×2, that satisfies the following Riemann-Hilbert problem.
RH-P˜1 P˜ : D(1, r) \ ΣS → C2×2 is analytic.
RH-P˜2a On (1− r, 1) we have the following jump:
P˜+(x) = P˜−(x)
(
0 xν
−x−ν 0
)
, x ∈ (0, r).
RH-P2b On the contours ∆+ ∩D(1, r) and ∆− ∩D(1, r) we have the following jump:
P˜+(z) = P˜−(z)
(
1 0
z−νe2nϕγ(z) 1
)
, z ∈ (∆+ ∪∆−) ∩D(1, r).
RH-P˜3 As z → 1, we have
P˜ (z) = O
(
1 log(z − 1)
1 log(z − 1)
)
, for z outside the lens. (5.45)
P˜ (z) = O
(
log(z − 1) log(z − 1))
log(z − 1) log(z − 1)
)
, for z inside the lens. (5.46)
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RH-P˜4 Matching: P˜ (z) = (I + O(1/n))N(z) uniformly for |z − 1| = r as n → ∞, where N is
defined in (5.20).
Since the computations to arrive at this solution are standard by the work of [12] and we
do not need the explicit form of this solution in our further analysis, we omit further details.
However, we do note that we have the following, which is analogous to Lemma 5.4.
Lemma 5.5. We have that S(z)P˜ (z)−1 is analytic in D(1, r).
5.5 Final transformation
We can now make the final transformation: informally, we show that if one ‘glues’ the global
parametrix solution N to the local solutions P and P˜ , one asymptotically obtains the solution
for the Riemann-Hilbert problem RH-S. We have the following result.
Lemma 5.6. There exists an r < min{r0, r1} and an opening of the lips of the lens such that
Re(ϕγ(z)) ≤ −c, z ∈ (∆+ ∪∆−) \ (D(0, r) ∪D(1, r)), (5.47)
for some constant c > 0, where ϕγ is defined by (5.11).
Proof. By (5.12), we have that ϕγ,± is a purely imaginary function on (0, 1). In fact, Im(ϕγ,+)
is strictly increasing, and Im(ϕγ,−) is strictly decreasing on (0, 1). By the Cauchy-Riemann
equations Re(ϕγ(z)) will be negative on any subset of the strip 0 < Re(z) < 1 that is close
enough to (0, 1), but does not contain any point of (0, 1). Combining this with the continuity
of ϕγ yields the constant c > 0.
Now let us fix such an r and opening. We collect all the cuts that we have used in the set
of contours
ΣR = (0, 1) ∪∆+ ∪∆− ∪ ∂D(0, r) ∪ ∂D(1, r),
where ∂D(0, r) and ∂D(1, r) are the boundaries of the disks D(0, r) and D(1, r), respectively,
see Figure 2.
0 r 11− r
∆+
∆−
Figure 2: The set of contours ΣR.
Then we define the function R : C \ ΣR → C2×2, by
R(z) =

S(z)P (z)−1 |z| < r
S(z)P˜ (z)−1 |z − 1| < r
S(z)N(z)−1 otherwise.
(5.48)
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We immediately note that the jumps of R inside the disk D(0, r) disappear due to the combina-
tion of RH-S2 and RH-P2. Likewise, the jumps inside the disk D(1, r) disappear due to RH-S2
and RH-P˜2. Furthermore, by Lemma 5.4 and Lemma 5.5, R is analytic in the (potentially
singular) points z = 0 and z = 1. Lastly, we also note that by combining RH-N2 with RH-S2a,
we see that the (potential) jump of R across (r, 1 − r) does not exist. Therefore, we see R as
being defined on C \ Σ′R, where
Σ′R = (∆+ ∪∆− ∪ ∂D(0, r) ∪ ∂D(1, r)) \ (D(0, r) ∪D(1, r)) ∪ ∂D(1, r)
is the set of remaining contours, see Figure 3.
0 r 11− r
∆+
∆−
Figure 3: The set of contours Σ′R.
Combining the definition of R with the Riemann-Hilbert problems of S, N , P and P˜ , we
then immediately have that R satisfies the following Riemann-Hilbert problem.
RH-R1 R : C \Σ′R → C2×2 is analytic.
RH-R2a For z ∈ ∂D(0, r) ∪ ∂D(1, r), we have that
R+(z) = R−(z)(I +O(1/n)).
RH-R2b For z ∈ (∆+ ∪∆−) \ (D(0, r) ∪D(1, r)), we have that
R+(z) = R−(z)
(
1 0
z−νe2nϕγ (z) 1
)
.
RH-R3 As z →∞ we have R(z) = I +O(1/z).
Therefore, by (5.47), we have the following asymptotic behaviour for the jump matrix in
RH-R2b: (
1 0
z−νe2nϕγ(z) 1
)
= I +O
(
e−2nc
)
, n→∞.
Since the jump matrices on Σ′R tend to the identity as n→∞, we can impose the general result
concerning Riemann-Hilbert problems (see for example [2, 8]), to conclude that
R(z) = I +O(1/n), n→∞, (5.49)
uniformly for z ∈ C\Σ′R. In the following, we use this asymptotic result to obtain an asymptotic
result for the original matrix Y , that we need to obtain the asymptotics for the kernel that has
our interest, according to (5.3).
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5.6 Asymptotics of the correlation kernel
We have all the ingredients necessary to complete the proof of Proposition 4.6. As indicated in
Section 4, this is the last thing that we need to prove.
Proof of Proposition 4.6. If we invert the steps Y 7→ T 7→ S 7→ R in our Riemann-Hilbert
problem, we obtain that for z in the upper lens such that |z| < r, we have that(
Y11(z)
Y21(z)
)
= z−
ν
2 en(gγ(z)−
ℓγ
2
+ϕγ(z))e
nℓγ
2
σ3R(z)En(z)B(n
2fγ(z))e
πiν
2
σ3
(
1
1
)
. (5.50)
Notice that, due to the definition (5.25) of B for 0 < arg z < π3 , and the well-known identity
[17, Eq. 10.4.4] that connects Hankel and Bessel functions
H(1)ν (z) +H
(2)
ν (z) = 2Jν(z),
we have for x ∈ (0, r) that
B+(n
2fγ(x))e
πiν
2
σ3
(
1
1
)
=
(
Jν(2n
√
fγ(x))
2πn
√−fγ(x)J ′ν(2n√fγ(x))
)
.
We note that by (5.6), (5.7) and (5.12) we have for x ∈ (0, 1) that
gγ,+(x)− ℓγ
2
+ ϕγ,+(x) =
Vγ(x)
2
+ πi,
which implies that for x ∈ (0, r)(
Y11,+(x)
Y21,+(x)
)
=
(−1)n√
ω+γ,n,ν(x)
e
nℓγ
2
σ3R(x)En(x)
(
Jν(2n
√
fγ(x))
2πin
√
fγ(x)J
′
ν(2n
√
fγ(x))
)
. (5.51)
Similarly, one obtains that(−Y21(z)
Y11(z)
)T
=
(
0 1
)
Y (z)−1
= z−
ν
2 en(gγ(z)−
ℓγ
2
+ϕγ(z))
(−1 1) e−πiν2 σ3B(n2fγ(z))−1En(z)−1R(z)−1e−nℓγ2 σ3
Inverting B is straightforward, since it has determinant 1. Using this and repeating the same
steps as above, we obtain for x ∈ (0, r) that(−Y21,+(x)
Y11,+(x)
)T
=
(−1)n√
ω+γ,n,ν(x)
(
2πin
√
fγ(x)J
′
ν(2n
√
fγ(x))
−Jν(2n
√
fγ(x))
)T
En(x)
−1R(x)−1e−
nℓγ
2
σ3 . (5.52)
For any x ∈ (0,∞), we use the notation
xn =
cγx
π2n2
, (5.53)
for every n ≥ 1, where cγ is defined as in (4.33). Note that for n big enough, we have that
xn ∈ (0, r) and that xn is precisely the quantity that appears in the scaling limit in (4.35).
Now let (x, y) ∈ S, where S is a compact subset of the first quadrant. We turn to the
asymptotic behaviour on S as n→∞. From (5.33) and the definition (4.33) of cγ we infer that
2n
√
fγ(xn) =
√
x+O
(
x3/2
n2
)
.
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Since x is bounded both from below and from above we thus have, using the mean value theorem,
that uniformly
Jν
(
2n
√
fγ(xn)
)
= Jν(
√
x) +O
(
1
n2
)
(5.54)
2n
√
fγ(xn)J
′
ν
(
2n
√
fγ(xn)
)
=
√
xJ ′ν(
√
x) +O
(
1
n2
)
. (5.55)
By Cauchy’s integral formula we have uniformly for |ξ| < r3 that as n→∞
R′(ξ) =
1
2πi
∮
|z|= r
2
R(z)− I
(z − ξ)2 dz = O
(
1
n
)
, (5.56)
where in the last step we have used (5.49). Then by (5.53) and (5.49) again we have
R(yn)
−1R(xn) = I +R(yn)−1(R(xn)−R(yn)) = I +R(yn)−1
∫ xn
yn
R′(ξ)dξ = I +O
(
x− y
n3
)
,
uniformly for (x, y) ∈ S. From the definition (5.34) and RH-N4a it follows that En(xn) = O(
√
n)
and En(xn)
−1 = O(√n) as n → ∞. Repeating the argument in (5.56) for En(z) instead of
R(z)− I then yields
En(yn)
−1En(xn) = I +O
(
x− y
n
)
,
as n→∞ uniformly for (x, y) ∈ S. We conclude that uniformly for (x, y) ∈ S
En(yn)
−1R(yn)−1R(xn)En(xn) = I +O
(
x− y
n
)
+O
(
En(yn)
−1x− y
n3
En(xn)
)
= I +O
(
x− y
n
)
, (5.57)
as n → ∞. Here we have used again that En(xn) = O(
√
n) and En(yn)
−1 = O(√n). We now
assemble this all to prove Proposition 4.6. For this, we start with
cγ
π2n2
Kn(xn, yn;ω
+
γ,n,ν) =
cγ
π2n2
1
2πi(xn − yn)
√
ω+γ,n,ν(xn)ω
+
γ,n,ν(yn)
(
0 1
)
Y+(yn)
−1Y+(xn)
(
1
0
)
=
1
2πi(x− y)
√
ω+γ,n,ν(xn)ω
+
γ,n,ν(yn)
(−Y21,+(yn)
Y11,+(yn)
)T (
Y11,+(x)
Y21,+(x)
)
,
by (5.3). Then inserting (5.51) and (5.52), we obtain
cγ
π2n2
Kn(xn, yn;ω
+
γ,n,ν) =
1
2πi(x− y)
(
2πin
√
fγ(yn)J
′
ν(2n
√
fγ(yn))
−Jν(2n
√
fγ(yn))
)T
En(yn)
−1R(yn)−1
×R(xn)En(xn)
(
Jν(2n
√
fγ(xn))
2πin
√
fγ(xn)J
′
ν(2n
√
fγ(xn))
)
.
Inserting the asymptotic behaviours (5.54), (5.55) and (5.57), we obtain, as n→∞, that
cγ
π2n2
Kn(xn, yn;ω
+
γ,n,ν) =
1
2πi(x − y)
(
πi
√
yJ ′ν(
√
y)
−Jν(√y)
)T (
Jν(
√
x)
πi
√
xJ ′ν(
√
x)
)
+O
(
1
n
)
=
Jν(
√
x)
√
yJ ′ν(
√
y)− Jν(√y)
√
xJ ′ν(
√
x)
2(x− y) +O
(
1
n
)
,
uniformly for (x, y) ∈ S. This concludes the proof.
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