Automatically extracting information from social media is challenging given that social content is o en noisy, ambiguous, and inconsistent. However, as many stories break on social channels rst before being picked up by mainstream media, developing methods to be er handle social content is of utmost importance. In this paper, we propose a robust and e ective approach to automatically identify microposts related to a speci c topic de ned by a small sample of reference documents. Our framework extracts clusters of semantically similar microposts that overlap with the reference documents, by extracting combinations of key features that de ne those clusters through frequent pa ern mining. is allows us to construct compact and interpretable representations of the topic, dramatically decreasing the computational burden compared to classical clustering and k-NN-based machine learning techniques and producing highly-competitive results even with small training sets (less than 1'000 training objects). Our method is e cient and scales gracefully with large sets of incoming microposts. We experimentally validate our approach on a large corpus of over 60M microposts, showing that it signi cantly outperforms state-of-theart techniques.
INTRODUCTION
Social media-and in particular Twi er-have reshaped the news industry. Billions of users (2.8 Bn -wearesocial.com) contribute live updates on events that are happening in their vicinity using various social media platforms, thus allowing not only journalists but also citizens or stakeholders to follow breaking news in near real-time. A number of activities such as journalism, activism, or disaster recovery can be facilitated by means of social media [39] . However, extracting relevant information from social media in a reliable and e cient manner still remains a challenge.
In this paper, we tackle the problem of e ciently identifying documents that are relevant to a given query. A query in our context is represented by a small set of textual documents that are relevant to a speci c topic of interest. As a particular instance of this problem, we focus on extracting microposts that are relevant to a given event in the following.
Several methods have been proposed for this problem, we summarize them in Section 2. One approach is to apply some semantic matching (e.g., edit distance or lexical overlap) between the description of the event and a series of microposts. In general, such methods identify messages that are similar to the query of interest, but are computationally expensive and yield a poor recall, i.e., fail to produce comprehensive results. Another approach is to leverage knowledge bases, thus taking into account semi-structured or unstructured descriptions of well-known entities and events in the matching process. In such approaches, however, domain-speci c knowledge is generally underrepresented. Finally, a number of classi cation and clustering approaches have been proposed recently for this problem. ese approaches are typically computationally expensive, require a well-de ned and accurate metric of similarity between two texts, and usually require a large corpus of labeled data, thus limiting their potential domain of application.
We propose a novel methodology that is both e cient and requires a very small labeled training set while performing on par with methods that utilize much larger training datasets or that are computationally very expensive. Speci cally, we propose a technique based on frequent itemsets (pa erns) extracted from the query. We measure the distance between various query items to extract the pa erns. Speci cally, we leverage text similarity metrics that rely on word embeddings that are pre-trained on very large collections of microposts. Our solution is task-independent and is evaluated on the complex task of event extraction from social media streams. We show that our method outperforms state-of-the-art baselines (lexicon, embedding similarity, k-nearest neighbors and classi cation based on word embeddings) and that is it computationally e cient compared to instance-based (k-NN) approaches. Broadly speaking, we show how syntactic or semantic clustering can be e ciently replaced by semantic pa ern extraction for event detection.
Our contribution. We present a new method for ltering microposts that match a speci c query. e query is a textual description of the topic of interest; in our running example and in our experiments, this topic of interest is an event. Based on this description, our method automatically generates a small seed set of microposts, based on text similarity. en, we apply frequent pa ern (itemset) mining on the seed set. Among the extracted pa erns, we select those that are associated with semantically homogeneous groups of microposts.
ese pa erns (called topical pa erns) are then compared to an incoming stream of messages in order to select all microposts matching the query. Our technique is presented in detail in Section 4.
In summary:
• we describe an e cient solution requiring minimal annotations to lter and identify microposts that are relevant to a given query; • we present an extensive evaluation with multiple baselines and show that our approach outperforms them over a large dataset of 3TB of Twi er messages spanning two years; • nally, we release the source code of our technique as well as a collection of annotated event messages for di erent classes of events.
e rest of the paper is organized as follows. We start with an overview of related work in Section 2. We describe our process for collecting the data from social media as well as identifying seed microposts related to the events in Section 3. We present our topical document extraction model and compare it to existing models in Section 4. We experimentally evaluate the models and discuss them in Section 5. Finally, we summarize our results and outline future work in Section 6.
RELATED WORK
Extracting online content based on a query is challenging and typically requires large amounts of annotated data to build supervised models [3, 5, 9, 15, 32, 41] . In some cases, the query is not known a priori and is only implicitly represented through a set of documents that are relevant to a topic of interest [17, 18, 20] . Similarity-based approaches tend to be ine cient [8] and di cult to scale.
Another approach to tackle the topical document detection problem is to rely on content clustering and topic modeling (see Table 1 ). However, these approaches work best for document extraction relating to past events (thus, speci c details about the event are known and can be used for the extraction) and are hard to adapt to a stream processing context (where neither particular details nor dates are known ahead of time). A number of techniques leverage a lexicon that can e ectively and accurately represent a given topic, yielding a high precision but a rather low recall. Olteanu et al. [27] , for instance, uses pseudo-relevance feedback to improve recall for the lexicon-based methods, which however hampers their capacity to detect new events [31] . [38] leverages semantic analyses and ontologies to detect complex events with a high precision. Finally, a range of new deep learning architectures have been recently proposed to both represent the document in a semantic space as well classify the documents by topics based on their vector space representation [17, 18, 20] . Such methods are supervised and require a large corpus of annotated data.
Contrary to the various methods described in Table 1 -such as classi cation methods requiring a substantial amount of annotated data, or methods based on query similarity that require pairwise similarity comparisons between the query text and the input data-we propose a method that is more e cient and accurate, and achieves high performance even with very small training sets.
DATA COLLECTION AND SEED EXTRACTION
In this section, we introduce the data sources we use and our data collection process (Section 3.1), explain how seed messages describing the events are extracted (Section 3.2), and describe the data annotation process that is used to evaluate the quality of our results (Section 3.2).
Data Collection
e topics we use in our examples correspond to large-scale events that are covered widely by international media. Speci cally, we focus on terrorist a acks: uses of violence to create fear, for ideological purposes, and aimed at civilians or noncombatant targets [24] . We create a database of a acks by integrating information from Wikipedia and from the Global Terrorism Database (GTD).
Wikipedia data. 1 We crawled all a acks in 2014 and 2015, which are available on 24 separate pages indexed by month, and contain information on 650 events. is list applies the de nition of violence from a non-state actor, without considering the restriction of being against civilians. Hence, three authors of this paper manually annotated the events to discard those perpetrated against combatants or armies. e a ack was added to the database when the agreement between the annotators was 100%. A total of 592 events were selected and are listed on Table 2 , along with information on the country and type of the a ack as described on Wikipedia 2 .
Global Terrorism Database (GTD). 3 GTD contains over 15K records from the same period, including minor and major incidents involving civilians. e GTD dataset was created to enhance the initial descriptions we obtained from Wikipedia. We use GTD and Wikipedia a ack descriptions as the input queries.
Twitter data. We performed a rate-limited data collection from Twi er, collecting up to 5% 4 of all microposts (tweets) posted during 2014 and 2015 using Twi er's Streaming API. e dataset resulted in over 3TB of data, out of which 60M tweets were posted in English.
Topical Document Detection Approach Short Description
Retrospective Topic Detection Feature engineering [5, 32, 35, 41] represent both the input stream messages or their clusters through a variety of features, e.g., term frequencies and weights, topicality, skewness, timeliness, periodicity, keyword position, context etc. [26] further strati es the topics into sub-events based on four main features, contents, time, di usion degree and sensitivity. [2] shows that NLP-based lexicons work best for speci c topics. [21] estimates the importance of classi ed tweets for a particular topic represented as an event. [34] iteratively selects phrases to track a particular topic and thus improves the extraction over time. Content clustering [28] surveys various clustering techniques to identify topical events on the web. [16, 44] leverage co-occurring words to identify topical events. [4, 40] rst cluster semantically close tweets and then extract event-speci c features from the clusters. [25] describes a production-ready system based on text similarity clustering and cluster burst detection for event detection. [12] clusters keywords based on their spectral representation using Kullback-Leibler divergence. [11] uses LSH to make document clustering more e cient and then inspects each bucket separately to identify the topic of the event. [10] uses LDA by leveraging the proximity of the tweets as well as the source of the message to cluster the tweets. Similarity-based ranking [18] compares various similarity metrics based on document vector representations and shows that averaging the embeddings in a document leads to underestimating the similarity between documents. A be er measure of similarity is de ned as Word Mover's Distance that is explored further in [17] . [43] explores various embedding estimations of the queries for a speci c topic extraction. [14] utilizes Web-click graphs to rank documents for a given query. Unseen Topic Detection Clustering, TFIDF, LDA [23] leverages TFIDF for document similarity to further lter and enhance event detection. Along similar lines, [17] shows that TFIDF similarity metrics perform on par with expensive Word Model Distances thus allowing scalable and easy to implement alternatives for initial document extraction. [31] proposes an accurate open domain event extraction pipeline that gathers named entity, event phrase (CRF), date, and type (LinkLDA). [38] uses semantic analyses and ontologies to detect complex events with a high precision. [30] proposes an e cient LSH-based heuristic to detect new events. [13] explores user pro les and interests to trace speci c topics. [19] uses auxiliary word embeddings to model topic distributions in short texts. [33] relies on non-parametric distributional clustering to infer topical infection of the users in information cascades. [29] uses LDA to infer a central topic model that is further enhanced with a two-phrase random walk, thus allowing to accurately model even-speci c topics. Classi cation [3] handles event detection as a multi-task learning problem and proposes an optimization that utilizes the tweet contents and categorical relations. [9] relies on non-parametric topic modeling within time epochs to track semantically consistent topics and models event arrivals as a Poisson process with (non) bursty periods. [15] explores linear models with a rank constraint and a fast loss approximation and shows that they perform on par with deep learning classi ers. Dataless Text Classi cation [20] learns to extract relevant documents based on a small seed of related keywords by exploiting explicit word co-occurrence pa erns between the seed words and regular words. Similar extraction techniques leveraging lexicon expansion are described in [27] . [7, 22] analyze the extent to which query words can be used to represent a topic of interest for further extraction. [37] shows how semantic representations of a query and a document allow to accurately measure the similarity between the two. Table 2 : Wikipedia dataset characteristics. We list the top 10 countries and the top 4 attack types as described on Wikipedia. e column "Event" corresponds to the total number of events for a country, while "Tweets" contains the number of matching microposts for each attack description.
We relied on the NLTK python library 5 to detect the language. is is the dataset over which we all extraction techniques are evaluated in the following.
Seed extraction
Our method leverages a small set of seed microposts (training dataset) that are later used to extract pa erns to determine which microposts should be selected.
is training dataset is directly 5 h p://www.nltk.org/ provided to the method described in Section 4. Since we have at our disposal a database of a acks along with their description (see above), we use this information to the seed microposts. As shown in [18] , TF.IDF-based similarity metrics perform on-par with complex semantic similarities. us, to extract an initial set of relevant microposts, we apply a TF.IDF-based algorithm. e algorithm identi es whether a micropost describe any of the a acks in the database. To set the similarity threshold θ between the event descriptions and the microposts, we manually annotated (as described in the Annotation paragraph below) a random sample of 300 tweets related to some a ack for various thresholds. As a result, we picked the threshold to θ = 0.27 as this value yields the best precision (95%) on our sample.
In total, we obtained 17'093 seed microposts related to terrorist a acks. Table 3 shows some examples of a ack descriptions and the related microposts. Data annotation We adopt a consistent process to annotate the microposts and to determine the quality of our results (Section 5). Speci cally, two authors of this paper manually annotated the relevance of the microposts selected by the algorithm (or by any of the baselines).
METHOD DESCRIPTION
is section describes the method we propose to lter relevant microposts for a given query. Our method rst represents each input query by a seed set; it mines "topically homogeneous" patterns from the seed set. e pa erns are then placed into an index which is used for e cient ltering, i.e., to select the microposts that contain a pa ern and are hence relevant to the input query.
We give an overview of the whole method in Section 4. Figure 1 outlines the major steps of our approach, which combines two key insights: (1) an appropriate distance metric can be leveraged to estimate their topical similarity between microposts, and (2) we can take the best of two worlds by using pa ern extraction techniques to combine both supervised and unsupervised learning.
Similarity metric adjustment. e only part of the process that requires human supervision is the selection and the adjustment of the distance metric between documents, which has to be performed once per corpus -in the present case just once as there is a single input corpus containing all microposts.
e metric adjustment assumes the following:
• all possible pairs of documents (microposts) existing in the input corpus belong to one of the following classes: identical (x, ident ), similar (x, similar ), topically related (x, related ), or unrelated (x, un related ); • there exists a distance metric d that de nes the following order on the pairs of documents:
If those two assumptions hold, we can determine a threshold d related that separates pairs of topically related documents from unrelated pairs of documents. Fortunately, there is a large body of literature on this topic and we do not need to invent a new text similarity metric. e threshold value d related can then be estimated empirically on a validation set, for a target type of documents (in this paper, microposts). Details on this step are provided next in Section 4.2.
Pattern mining. We extract frequent pa erns (itemsets) from the seed microposts and use them to lter the input to produce a larger set of relevant microposts. Given that there might be many such pa erns potentially (with many pa erns not representing any relevant subset of microposts), we need to lter those pa erns.
Towards that goal, we note that a relevant pa ern induces a topically homogeneous set of microposts.
We call a pa ern topically homogeneous if all the microposts that it matches are topically related to each other. To measure topical homogeneity, we estimate the expected pairwise distance between a pair of microposts selected by a pa ern by randomly sampling pairs of microposts containing the pa ern. If the expected distance is lower than a threshold value d related estimated during the similarity metric adjustment step, then the pa ern is considered to be topically homogeneous.
Pa ern extraction has several bene ts compared to other approaches:
(1) Unlike most of supervised learning approaches, the performance of our method (especially the precision) depends less on the size of the seed. e resulting accuracy of text selection is boosted by the e ectiveness of the distance metric and the selected thresholds. (2) Compared to the instance-based machine learning methods (like k-NN), pa ern extraction is more exible and e cient from a computational perspective. In general, for every new document, k-NN would require computing the distance between this document and all the seed documents, which in the most simple case yields a complexity of O (| Docs | · | SeedDocs | · AvgWordsPerDocument) (if we are using distance metrics that only weigh word overlap of the documents). With large training sets and an elaborate distance metric (like the one we are using in this paper), k-NN rapidly becomes impractical. Another important drawback of k-NN is the necessity of a proper set of negative samples. In the context of topic extraction, one needs to create a set of neighboring topics, which is o en a very complex task. Our method on the other hand does not require negative samples. e computational complexity of pa ern extraction in general is NP-hard, though limiting the length of the pa erns and the textual features dramatically limits the number of possible pa erns that can be extracted from the seed documents. With topically homogeneous pa erns, we reduce the number of elements to take into account to a few thousands even for large seeds. Every pa ern is a conjunction of a limited number (maximum 5 in our case) of textual features. In that case, checking whether a document contains at least one topical pa ern can be done in sublinear time (in terms of the size of the text) with proper indexing techniques. (3) Extracted pa erns are easy to interpret. (4) e support values of the pa erns can be used to rank the documents with respect to their relevance to a topic.
Text similarity metric
Our method requires a metric for measuring text similarity (see above). We picked Word Mover's Distance (WMD) metric since [18] shows that it performs best for short text semantic similarity. WMD a empts to nd an optimal transformation between documents d and d . e method is solving the following linear optimization task with constraints:
subject to:
where:
• n, m are the number of words in documents d and d , • T i j is the weight of word i (WDM works with nBOW representations of documents, so a word weight is equal to 1/|d |) from document d that is going to be transferred to word j of document d , and • c (i, j) is the "traveling" cost between words d i and d j . In Kusner et al. [18] , the traveling cost was selected to be equal to the Euclidean distance between vector representations (in the word2vec embedding space) of words. According to our experiments, however, the Euclidean distance su ers from the so called "curse" of dimensionality for a high-dimensional vector space (over 100 dimensions) as most of the distances end up having similar values. On the other hand, the cosine similarity empirically yields less skewed distance distributions. Hence, we rely on cosine similarity in the following, and the distance metric between words for our method becomes:
where X (m) is the vector representation of word m. For our method we use the FastText [20] vector model with a dimensionality of 300. We now assess how WMD values can be leveraged to identify related documents. To identify reliable threshold values for topical similarity in the WMD space, i.e., to determine d ident , d similar , and d related , we sample document pairs for every WMD value interval from 0.1 to 1.2 with a step of 0.1. e sample sizes were equal to 100, giving us 1'200 document pairs in total. For every WMD interval sample, 2 authors of the paper checked the pairs and labeled them as (1) copies, (2) semantically identical texts, (3) topically related texts, or (4) di erent texts. e distribution is shown in Figure 2 . Based on those results, we selected a WMD value of d related = 0.5 as threshold for topical similarity. A pair of documents with WMD smaller than 0.5 6 has a probability of more than 90% to be topically related (as it is close to 80% for WMD=0.5 and increases for lower values of WMD). 6 Robustness tests of various WDM thresholds against short text ltering as presented in Table 6 . reshold of 0.4-0.45 results in low recall (about 1.5-2 times less than for 0.5).
reshold of 0.55-0.6 results in 1.5-2 times higher recall (this improvement reduces for larger training sizes) and lower precision. In terms of F1, 0.5 precedes 0.6 for larger number of training examples and vice versa for smaller number of training examples.
Pattern extraction
e problem of mining pa erns (or associations) from item sets was introduced in [1] . Pa ern extraction from text can be formally introduced as follows: Let D = i 1 , i 2 , .., i m be a set of m distinct a ributes (we call these a ributes markers in the context of this paper). Each document in a corpus T has a unique identi er T ID and is associated with a set of markers (itemset). As such, it can be represented as a tuple < T I D, i 1 , i 2 , .., i k >. A set of markers with k items is called a k-itemset. A subset of length k is called a k-subset. An itemset is said to have a support s if at least s documents in T contain the itemset. An association rule is an expression A ⇒ B, where itemsets A, B ⊆ D. e con f idence of the association rule, given as support (A ∪ B)/support (A), is the conditional probability that a transaction contains B, given that it contains A.
Originally, the pa ern extraction task consists of two steps: (1) mining frequent itemsets, and (2) forming implication rules among the frequent itemsets. In our method we concentrate on the extraction of topically homogeneous itemsets, i.e., pa erns that are present in documents that are topically related to each other.
To answer whether a set of documents containing the itemset is topically related, we estimate the mean WMD value between the documents by calculating the average WMD value for a sample of documents pairs. If the resulting value is less than the threshold value for WMD topical relatedness (d related ), then we consider the set of documents as being topically related.
Pattern mining algorithm. Starting with the full dictionary of markers present in the seed microposts, we use the ECLAT algorithm [42] for pa ern mining. ECLAT is a scalable (due to initial parallelization) depth-rst search family of pa ern mining algorithms. e minimum support of an itemset is de ned by a minimum sample size of document pairs that is required to reliably estimate the mean of the pairwise distances between documents that contain the pa ern. In our case, we chose this value to be more than 40, so that assuming a normal distribution of pairwise distances we will have enough pairs of documents to estimate the mean distance.
To speed-up the process of pa ern extraction, we add two pruning criteria. First, we stop growing topically homogeneous itemsets, since all their supersets will be producing subclusters of the current cluster of topically related documents. We also de ne a maximum pa ern length; in our experiments, we only use pa erns composed of at most 5 markers.
Types of attributes. For this paper we only use two type of attributes -stemmed and lowercased words presented in the text, and synsets (clusters of semantically similar words) that we describe below. For stemming we use the Porter stemmer. We also remove stop words, since their absence helps to signi cantly reduce the amount of irrelevant pa erns.
Sets of related words (synsets).
We leverage word embeddings constructed as explained in Section 5.1 to construct sets of related words from our Twi er dataset. We call them "synsets" in the following, but note they are not necessarily synonyms of each other, but closely related words. As shown by Schwartz et al. [36] , skipgram models in combination with cosine similarity yield similarity estimations on par with more complex state-of-the-art techniques. Two authors of the paper manually evaluated several cosine similarity thresholds ranging from 0.5 to 1.0. A threshold of 0.65 resulted in the most coherent pairwise semantic word proximity. For the 30K most frequent words in the whole Twi er dataset, we construct the synsets greedily in a "snowball" fashion, i.e., for each word we identify a set of most semantically similar words; each of those words is then used in turn to nd semantically similar words, and so on. Each word is added to the synset if it is similar to at least 30% of the words that are already there, reducing topic dri . Some examples of synsets are shown in Table 4 . On average, synsets have 3.6 terms, with a median of 3 terms.
Patterns vs Clustering: a case of coverage
One may ask whether frequent itemsets cover a signi cant part of topically-related documents, particularly when compared to potentially higher-recall methods, such as clustering. To examine this question, we sampled 200K document pairs that were considered at least topically related (WMD value smaller than 0.5). en, for every pair we looked for itemsets that were included in both documents and had a given support value. e distributions of coverage (percentage of pairs covered by pa erns with de ned parameters) as a function of minimum pa ern support and mean of WMD are shown in Figure 3 . We observe that at least 90% of the sampled pairs can be covered with topical pa erns with support greater than 10, and approximately 75% of the pairs can be covered with topical pa erns with a support greater than 50. is means that in the most pessimistic case, the selected support value of 40 guarantees that we cover at least 75 − 80% of the documents related to the topic. Session 2F: Social Media Analysis CIKM'17, November 6-10, 2017, Singapore
EXPERIMENTAL RESULTS
To evaluate our approach, we compare it to several baselines (Section 5.1) in terms of precision and relative recall (Section 5.2); results are summarized in Section 5.3 and discussed in Section 5.4.
Baselines
We compare our methods against a number of state-of-the-art baselines that cover the main approaches for topical document extraction (Section 2). Speci cally, we implemented a Pointwise Mutual Information (PMI) based lexicon expansion, and three methods based on word embeddings: a semantic centroid classi er, a FastText similarity ranking technique, and a proximity-based (kNN) method. ese baselines require training data; we use synthetically generated training examples which are nevertheless of high quality. e training examples are obtained using the seed selection method described in Section 3.2, which as discussed is more than 95% precise. We vary the size of the training set available to each baseline N train from 1 to 10K randomly sampled positive examples. For methods requiring negative examples, we select an equally-sized set of negative examples, which are sampled from all microposts that are not in a seed dataset. e assumption here is that the presence of tweets related to terrorist a acks in the general dataset of tweets is negligibly small, so false negatives will be minimal. However, this heuristic is not appropriate for k-NN, so we had to slightly modify it, as explained below.
For the methods based on word embeddings, we trained a FastText skip-gram model [6] over the 60M English tweets described in Section 3 with default parameters: vector size -300, window size -5, negative sampling, minimum words count -10.
1. Corpus-based PMI. In this paper, we used the PMI-based term scoring method described in Olteanu et al. [27] that measures the di erence between the relatedness of a term t to (1) an event class a and (2) a non-event class ¬a. is is de ned as follows:
where p(t |a) and p(t |¬a) are the probabilities of t appearing in event-related and not event-related microposts, respectively. MARKERS can be any syntactic representation of a text; we use unigrams and bigrams in this evaluation. e top ranked unigrams and bigrams for all the events (terrorist a acks) are shown in Table 5 .
2. Semantic centroid classi cation. As a second baseline, we use a linear classi er trained on the semantic representations of the microposts, as described by Kenter and de Rijke [17] . Every word in the training data is represented by a set of 300-dimensional features that correspond to the embedding representation of each word. We derive this feature vector by averaging each dimension of the words in the sentence.
3. FastText-based similarity ranking. is approach enhances the previous baseline by learning how to combine word embeddings into a text representation as described by Joulin et al. [15] . us, the resulting text representations are be er to distinguish topical tweets. To nd similar tweets, each short text is sent through the classi cation model so that task-speci c embeddings are obtained.
en, the representations of the target tweets are compared (using Table 6 : Evaluation results for the micropost extraction task of the four baseline methods against our method. e average size of a synset pattern was 204, 373, 465, 439, 451, 462 attributes for 100 -10,000 training examples respectively.
cosine similarity) to the unlabelled ones. Several similarity threshold are tested to select the nal results; a distance threshold of 1.1 radians results in the best accuracy.
Session 2F: Social Media Analysis CIKM'17, November 6-10, 2017, Singapore 4. k-NN-based on WMD metric. We use the k-nearest neighbors (k-NN) method described in [8] . e distance between each new, unseen element to all training examples is computed using the WMD metric as described in the previous sections. k-NN requires negative samples in addition to the positive samples. Using as negative examples a sample of documents from the main document corpus will not be helpful in this case. Taking into account the abundance of possible topics in the microblogging space, a small training sample of tweets not related to the target topic cannot guarantee that a topic of a randomly picked document will be present in the training dataset (as this probability will be very small). So, for the majority of documents, all documents from the training dataset are equally far and majority vote provides a nearly random answer.
To avoid this problem and be able to use the k-NN approach (since it is one of the very few methods that can be e ective even with small training samples) we modify it so that it can work without negative training samples. e idea is to assign the positive class to the documents that have at least K positive documents from the training seed in their near proximity. We selected K to be equal to 3 (as lower numbers signi cantly decrease precision) and the radius to 0.5 WMD (according the result that we discussed in the previous section).
Metrics and their estimation
We report standard information retrieval metrics: precision, recall and F-measure. Precision was evaluated using 3 random samples of 200 tweets each, which were labeled by the authors of this paper with annotators agreement of 95% 7 , following the procedure described in Section 3.2. Computation of recall is challenging since human annotation of the full corpus of 60M tweets is beyond our resources; thus, we rely on relative recall. Relative recall is computed by taking the union of all microposts that are positively labeled by all methods. We report recall as: RR method = TP method m∈all methods TP m , where RR stands for relative recall, and TP method is a true positive rate for a given method. Finally, we report F-measure as follows: F method = 2 * P * RR P + RR .
Results
Results are summarized in Table 6 . Our method performs be er than the baselines in terms of both precision and recall when we allow it to use 5'000 or more automatically selected seeds. Synsetbased variation of the a ributes also performs be er than the baselines in terms of F-measure when we use 100 or more automatically selected seeds. In addition, we compare the results of the micropost extraction task using a less sophisticated approach for the synset generation, e.g. when synsets are generated by using the top-10 most similar words for each of the 30K most frequent words in the dataset. is experiment yields a reduction of 3% and 1% for recall and precision respectively, compared to the results obtained using synsets generated by our method (see textit"Ours -unigrams" and "Our -synsets" in Table 6 ). e baselines perform worse in terms of both precision and recall when the number of positively labeled examples are over 5K; in principle this cannot be a ributed to the training set quality, as according to our tests it was 95% precise as discussed in Section 3.2. Our method, in contrast, loses recall on smaller input sizes but wins precision depending on the number of automatically selected seeds to be used, with the best values of F-measure obtained when using around k = 5, 000 − 7, 000 automatically selected seeds. Overall, we observe that our method with any number of k ≥ 100 automatically selected seeds outperforms all baselines in terms of F-measure, even in cases where they use 10,000 manually labeled items 8 . Table 7 presents samples of pa erns and associated documents that are generated by our method.
Discussion
Our approach is most similar to the nearest neighbors approach (kNN); indeed, the results of both approaches on small trainings sets are comparable. However, our approach does not have the limitations that kNN has:
• Unlike kNN, we do not require objects with negative class labels. Collecting samples of tweets that are not related to the topic is o en impractical, as the number of potential topics to cover can be very large.
• Our method is more robust to large training samples (which are potentially more noisy) and complex distance metrics. Word Mover's Distance has a computational complexity O (w 3 lo (w )), where w is the average length of a document.
Multiplied by the size of a training set |T | and the size of the text corpus |D| makes it impractical for large collections.
In our case, we were not able to get results for training sets larger than 1'000 documents for kNN, as the extraction process on a cluster of 50 machines was still running a er several days.
Empirically, topics are mixtures of sub-topics. Compared to the baselines, our method shows stable performance across all seed sizes. It is noticeably more selective, especially on smaller samples, where the non-kNN methods perform quite poorly. With more seeds, our methods still maintains a high precision and outperforms the baselines in terms of recall. e level of precision is guaranteed by the topical compactness of the extracted pa erns, which is a key element of our method. e increase in recall is also expected for higher numbers of seed documents as it allows us to cover more subtopics and consequently more relevant microposts. One possible reason why the Centroid and FastText approaches do not signi cantly bene t from growing seed sizes is that they conceptually try to nd a clear center in the embedding space that is supposedly the pivot of the topic. is is in contrast to an empirical observation, which shows that each topic is typically a mixture of numerous smaller subtopics that have li le overlap between each other. For example, here are several tweets that were considered to be related to terrorist a acks, but that do not have much in common: (1) "Amnesty International Says Boko Haram Kills ousands in 8 We have also performed a robustness test against noise in the training set (1%, 2%, 5%, 10% of noise). As a result, P and R were equivalent to the results presented in Table 6 for any size of the training set. However, the number of the extracted pa erns on average were 20% lower. SYNSET a ack "al shabaab militants a ack somali government building at least 5 dead mogadishu reuters a #breakingnews" "somali militants raid government base at least eight people are killed in an a ack by suspected al shabab mi" "world somali police say 7 dead in a ack on baidoa government hq mogadishu somalia suspected islamic militants" 0.399 a ack, blast, kabul 87 "blast and gun re in kabul s diplomatic district second a ack in a day ghting season ends in the ba le eld begins in kabul" "rt updated story deadly blast at kabul airport as taliban a acks surge" "a er blast in kabul taliban say they made suicide a acks against guesthouse for foreigners" "rt a er blast in kabul taliban say they made suicide a acks against guesthouse for foreigners" "updated story deadly blast at kabul airport as taliban a acks surge" Table 7 : Examples of patterns and associated documents generated by our approach. Mean WDM refers to mean pair-wise WDM document distance. Pattern is presented as a combination of stemmed words and synsets.
Nigeria's Baga Town …"; (2) "Palestinian Kidnapped Near #Jenin #westbank"; (3) "ISIS releases internet video purportedly showing American journalist Steven Sotlo 's beheading"; (4) "Twin suicide bomb blast rocks northern #Cameroon village"; (5) "As usual terrorist a acks take place in Sinai, while military will strike back against university students and women in rest of #Egypt" PMI adjusts to general words like "a ack", "terrorist", "massacre", "killed", etc., which explains the reason why it shows a relatively high recall on training sets of di erent sizes.
is also explains the low precision values: that generality does not allow PMI to discern terrorism from other topics related to casualties, deaths, or violence.
Precision, in our approach, slightly degrades with larger training sets. We a ribute this to a growing number of outliers that are included into training samples.
CONCLUSIONS
In this paper we introduced a generic and exible framework for semantic ltering of microposts. Our framework processes microposts by combining two key features: semantic pa ern mining and document similarity estimation based on the extracted pa erns.
Compared to the baselines, our method shows stable performance across all document seed sizes. It is noticeably more selective, especially on smaller samples, where the non-kNN methods perform quite poorly. In particular, our approach leverages word embeddings that are trained on event-speci c microposts, thus enhancing the event representation on particular Social Media platforms. Our approach makes no use of external knowledge bases (e.g., WordNet) nor of linguistic tools (parsers) that are computationally expensive. Our empirical results show that our algorithm is e cient and can process high-velocity streams, such as the Twitter stream, in real-time. We demonstrates its e ciency on a large corpus and showed that our topical extraction outperforms stateof-the-art baselines.
Future Work. Our current method of topical pa ern extraction uses two a ributes that represent the documents: stemmed unigrams and synsets. ese a ributes can be expanded with potentially more expressive features like n-grams, entity types, etc., thus, the method could adapt to ner topical nuances. To make our approach more e cient, we plan to optimize the pa ern extraction process even further. e idea is to apply restrictive pa ern growing techniques that prevent the emergence of multiple pa erns based on similar sets of documents. Finally, as embeddings are usually highly dependant on the input, mixed embeddings (e.g., trained on both Social Media content and Wikipedia) could be leveraged to make our method more robust.
Data and code availability. Code and anonymized data are available at h ps://github.com/toluolll/ShortTextFiltering supported by the Catalonia Trade and Investment Agency (ACCIÓ). P.C.M. was supported by the European Research Council (ERC) under the European Union's Horizon 2020 research and innovation programme (grant agreement 683253/GraphInt).
