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Abstract
This paper studies the stability problems for a class of impulsive functional di&erential equations with in(nite delays
of the form
x′(t) = F(t; x(·)); t ¿ t∗;
x(tk) = Jk(x(t
−
k )); k = 1; 2; : : : :
By using the Liapunov functions and Razumikhin technique, some new Razumikhin-type theorems on stability are obtained.
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1. Introduction and preliminaries
Systems of di&erential equations with impulsive e&ect provide mathematical models for many
phenomena and processes in the (eld of natural sciences and technology [4,11]. The stability theory
of impulsive di&erential equations goes back to the work of Mil’man and Myshkis [12]. In the last
few decades, the stability theory of impulsive di&erential equations marked a rapid development
and most of the research focused on impulsive ordinary di&erential equations. See, for example,
[4,11] and the references cited therein. Now, there also exists a well-developed stability theory of
functional di&erential equations. However, not much has been developed in the direction of the
stability theory of impulsive functional di&erential equations. In the few publications dedicated to
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this subject, the earlier works were done by Anokhin [1] and Gopalsamy and Zhang [7]. Recently,
stability problems on some linear impulsive delay di&erential equations are systematically investi-
gated in several papers. See, for example, [2,3,19,20]. In particular, in [13,15–18], the well-known
Liapunov’s second method applied to impulsive functional di&erential equations in more general
form was suggested for stability analysis, and some interesting results were obtained for such equa-
tions with (nite delays. It is well known that Liapunov’s second method applied to in(nite delay
equations is more complicated than that applied to (nite delay equations. The common and main
diJculty is that the interval (−∞; t0] is not compact, and the images of a solution map of closed and
bounded sets in C((−∞; 0];Rn) space may not be compact. Same situation arises in PC((−∞; 0];Rn)
space for impulsive functional di&erential equations with in(nite delays. Therefore, it is interesting
to study the stability problem than related impulsive functional di&erential equations with in(nite
delays.
In this paper, we consider the system of functional di&erential equations with in(nite delays of
the form
x′(t) = F(t; x(·)); t ¿ t∗ (1.1)
under the impulsive perturbed conditions
x(tk) = Jk(x(t−k )); k = 1; 2; : : : : (1.2)
We are concerned with the application of the concept of Liapunov–Razumikhin functions to the
determination of suJcient conditions for the stability of the systems (1.1) and (1.2). It is well
known that Liapunov–Razumikhin function methods have been widely used in the treatment of the
stability of various functional di&erential equations without impulses (cf. [5,6,8–10,14]). A manifest
advantage of this method is that it does not demand the knowledge of solutions and therefore has
great power in applications. Such a method applied to impulsive functional di&erential equations
with (nite delay can be found in [16,18].
Let R=(−∞;∞); R+=[0;∞). For x ∈ Rn; |·| denotes the Euclidean norm for x. For t¿t∗¿a¿−
∞, F(t; x(s); a6s6t) or F(t; x(·)) is a Volterra-type functional (cf. [6]), its values are in Rn and are
determined by t¿t∗ and the values of x(s) for [a; t]. In (1.1), x′(t) denotes the right-hand derivative
of x at t. In (1.2), t∗¡tk ¡ tk+1 with tk →∞ as k →∞, Jk :Rn → Rn, and x(t−k ) = limt→tk−0 x(t).
Let I ⊂R be any interval. De(ne PC(I;Rn)={x : I → Rn; x is continuous everywhere except at the
points t=tk ∈ I and x(t−k ) and x(t+k )=limt→tk+0 x(t) exist with x(t+k )=x(tk)}. For any t¿t∗; PC([a; t];
Rn) will be written as PC(t). De(ne PCB(t) = {x ∈ PC(t): x is bounded}. For any  ∈ PCB(t), the
norm of  is de(ned by
||||= ||||[a; t] = sup
a6s6t
|(s)|:
For given ¿t∗ and  ∈ PCB(), with Eqs. (1.1) and (1.2), one associates an initial condition
of the form
x(t) = (t); a6t6: (1.3)
Denition 1.1. A function x(t) is called a solution corresponding to  of the initial value prob-
lem (1.1)–(1.3) if x : [a; b) → Rn (for some t∗¡b6∞) is continuous for t ∈ [a; b) \ {tk ; k =
1; 2; : : :}; x(t+k ) and x(t−k ) exist and x(t+k ) = x(tk), and satis(es (1.1)–(1.3).
Z. Luo, J. Shen / Journal of Computational and Applied Mathematics 131 (2001) 55–64 57
Under the following hypotheses (H1)–(H4), the initial value problem (1.1)–(1.3) exists with a
unique solution which will be written in the form x(t; ; ). See [15].
(H1) F is continuous on [tk−1; tk) × PC(t) for k = 1; 2; : : : ; where t0 = t∗. For all ’ ∈ PC(t) and
k = 1; 2; : : : ; the limits lim(t;)→(t−k ;’) F(t; ) = F(t
−
k ; ’) exist.
(H2) F is locally Lipschitzian in  in each compact set in PCB(t). More precisely, for every
c ∈ [a; b) and every compact set G⊂PCB(t) there exists a constant L= L(c; G) such that
|F(t; ’(·))− F(t;  (·))|6L||’−  ||[a; t]
whenever t ∈ [a; c] and ’;  ∈ G.
(H3) For each k = 1; 2; : : : ; Jk(x) ∈ C(Rn;Rn).
(H4) For any x(t) ∈ PC([a;∞);Rn); F(t; x(·)) ∈ PC([t∗;∞);Rn).
For any t¿t∗; h¿ 0, Let
PCBh(t) = { ∈ PCB(t): ||||¡h}:
In this paper, we assume that F(t; 0) ≡ 0; Jk(0) ≡ 0 so that x(t) ≡ 0 is a solution of (1.1) and
(1.2), which we call the zero solution. Also, throughout the paper, we will assume that b=∞. More
precisely, we will only consider the solutions x(t; ; ’) of Eqs. (1.1) and (1.2) which can continue
to ∞ from the right of .
Denition 1.2. The zero solution of (1.1) and (1.2) is said to be
(S1) Uniformly stable (US for short), if for any ¿t∗ and ¿ 0, there is a = ()¿ 0 such that
’ ∈ PCB() implies |x(t; ; ’)|6 for t¿.
(S2) Uniformly asymptotically stable (UAS), if it is US, and there exists a ¿ 0 such that for
any ¿ 0 there is a T = T ()¿ 0 such that ¿t∗ and ’ ∈ PCB() imply |x(t; ; ’)|6 for
t¿ + T .
Denition 1.3. A function V (t; x) : [a;∞)× Rn → R+ belongs to class 0 if
(A1) V is continuous on each of the sets [tk−1; tk) × Rn and for all x ∈ Rn and k ∈ Z+; the limits
lim(t; y)→(t−k ;x) V (t; y) = V (t
−
k ; x) exist.
(A2) V is locally Lipschitzian in x and V (t; 0) ≡ 0.
Let V ∈ 0; for any (t; x) ∈ [tk−1; tk)×Rn, the right-hand derivative V ′(t; x) along the solution x(t)
of (1.1) and (1.2) is de(ned by
V ′(t; x(t)) = lim sup
h→0+
V (t + h; x(t + h))− V (t; x(t))
h
:
We say a function W : [0;∞) → [0;∞) belongs to class R if W is continuous and strictly
increasing and satis(es W (0) = 0.
58 Z. Luo, J. Shen / Journal of Computational and Applied Mathematics 131 (2001) 55–64
2. Main results
Theorem 2.1. Let Wi ∈ R (i=1; 2; 3); V (t; x) ∈ 0; and q ∈ C(R+; R+) such that q(s) is nonincreasing;
q(s)¿ 0 for s¿ 0. Assume that the following conditions hold:
(i) W1(|x|)6V (t; x)6W2(|x|);
(ii) for each k ∈ Z+ and all x ∈ Rn,
V (tk ; Jk(x))6(1 + bk)V (t−k ; x);
where bk¿0 with
∑∞
k=1 bk ¡∞;
(iii) for some $0 ¿ 0; any %; 0¡M%6$0 and any '¿ 0; there exists a number (= ((%; $0; ')¿ 0
such that when V (t; x(t))¿%; supV (s; x(s))6$0 and V (s; x(s))6MV (t; x(t))+( for max{a; t−
q(V (t; x(t)))}6s6t; we have
V ′(t; x(t))6−W3(|x(t)|) + ';
where M =
∏∞
k=1(1 + bk); x(t) = x(t; ; ’) is the solution of (1:1) and (1:2) and ¿t
∗; ’ ∈
PCB().
Then the zero solution of (1:1) and (1:2) is uniformly asymptotically stable.
Proof. For a given ¿ 0 we suppose W1()¡$0 and choose a positive number = () such that
MW2()6W1(). Let ¿t∗; ’ ∈ PCB() and x(t) = x(t; ; ’) be the solution of (1.1) and (1.2).
Set V (t) = V (t; x(t)), and let  ∈ [tm−1; tm) for some m ∈ Z+, where t0 = t∗. Then
W1(|x(t)|)6V (t)6W2()6M−1W1(); a6t6:
We claim that
V (t)¡M−1W1(); 6t ¡ tm: (2.1)
Suppose there exists some Ot ∈ (; tm) such that
V (Ot) =
1
M
W1()¿W2(); (2.2)
V (t)6V (Ot); t ∈ (; Ot) (2.3)
then 6|x(Ot)|6; V ′(Ot)¿0 and V (s)6V (Ot) for a6s6Ot.
Thus, let ' such that 0¡'¡ inf 6s6 W3(s), % = W2()6$0. One has, V (Ot)¿%; supV (s)6$0;
V (s)6MV (Ot) + (; for any (¿ 0 and max{a; Ot − q(V (Ot; x(Ot)))}6s6Ot. By assumption (iii),
V ′(Ot)6−W3(|x(Ot|) + '¡ 0:
This is a contradiction and so (2.1) holds. From (2.1) and assumption (ii) one has
V (tm) = V (tm; Jm(x(t−m )))6(1 + bm)V (t
−
m )6M
−1(1 + bm)W1():
Similarly, one can prove that
V (t)6M−1(1 + bm)W1(); tm6t ¡ tm+1;
V (tm+1)6M−1(1 + bm)(1 + bm+1)W1()
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and by induction, we can prove in general that for i = 0; 1; : : : ;
V (t)6M−1(1 + bm) · · · (1 + bm+i)W1(); tm+i6t ¡ tm+i+1;
V (tm+i+1)6M−1(1 + bm) · · · (1 + bm+i+1)W1():
Thus, one has
W1(|x(t)|)6V (t)6W1(); t¿
or |x(t)|6 for t¿. This completes the proof of US.
Next we will show UAS. For a given  = 1 ¿ 0, we can choose a ¿ 0 such that MW2() =
W1(1)6$0, in view of the proof of US, we know that ’ ∈ PCB() implies that
V (t)6W1(1); |x(t)|61; t¿:
Now, let ¿ 0(¡ 1), we will prove that there exists a T = T ()¿ 0 such that ’ ∈ PCB()
implies that
|x(t)|6; t¿ + T:
Set
'= 12 inf{W3(s): W−12 (M−1W1())6s61}; %=
1
M
W1();
h=max
{
W1(1)(1 +M ∗)
'
; q(M−1W1())
}
;
where M ∗ =
∑∞
k=1 bk . From (iii), there exists a (¿ 0. Let N be the smallest positive integer such
that MW2()6M−1[W1() + N(]. Let
+i =  + 2ih; i = 0; 1; : : : ; N:
We will prove that
V (t)6W1() + (N − i)(; t¿+i; i = 0; 1; : : : ; N: (2.4i)
Clearly, (2:40) holds. Now, suppose (2:4i) holds for some 06i¡N . We prove that
V (t)6W1() + (N − i − 1)(; t¿+i+1; i = 0; 1; : : : ; N: (2.4i+1)
We (rst claim that there exists a Ot ∈ Ii = [+i + h; +i+1] such that
V (Ot)6M−1[W1() + (N − i − 1)(]: (2.5)
Suppose for all t ∈ Ii,
V (t)¿M−1[W1() + (N − i − 1)(];
then for such t we have
M−1W1()¡V (t)6W1(1)
and so
W−12 (M
−1W1())6|x(t)|61
V (s)6W1() + (N − i)(¡MV (t) + (; t − h6s6t:
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In view of the de(nition of h and noting that q is nonincreasing, one has for t ∈ Ii; V (t)¿%,
supV (s)6W1(1)6$0, V (s)6MV (t) + (, for max{a; t − q(V (t; x(t)))}6s6t. By assumption (iii),
we have for t ∈ Ii,
V ′(t)6−W3(|x(t)|) + '6− ':
Thus, for t ∈ Ii,
V (t)6V (+i + h)− '(t − +i − h) +
∑
+i+h6tk¡t
[V (tk)− V (t−k )]
6W1(1)− '(t − +i − h) +
∞∑
k=1
bkV (t−k )
6 (1 +M ∗)W1(1)− '(t − +i − h):
Set t = +i+1, we have
V (+i+1)6(1 +M ∗)W1(1)− ' (1 +M
∗W1(1))
'
= 0:
It is a contradiction and so (2.5) holds for some Ot ∈ Ii.
Let l=min{k ∈ Z+: tk ¿ Ot}. We claim that
V (t)6M−1[W1() + (N − i − 1)(]; Ot6t ¡ tl: (2.6)
Otherwise, there exists a tˆ ∈ (Ot; tl) such that
V (tˆ)¿M−1[W1() + (N − i − 1)(]¿V (Ot)
which implies that there is a Rt ∈ (Ot; tˆ ] such that
V ′( Rt)¿ 0 and V ( Rt)¿M−1[W1() + (N − i − 1)(]:
On the other hand, for Rt − h6s6 Rt,
MV ( Rt) + (¿W1() + (N − i)(¿V (s)
and so
V (s)6MV ( Rt) + (; max{a; Rt − q(V ( Rt))}6s6 Rt:
By assumption (iii),
V ′( Rt)6−W3(|x( Rt)|) + '6− '60:
This is a contradiction and so (2.6) holds. From (2.6) and assumption (ii) we have
V (tl)6(1 + bl)V (t−l )6M
−1(1 + bl)[W1() + (N − i − 1)(]:
By induction, one can prove in general that
V (t)6M−1(1 + bl) · · · (1 + bl+i)[W1() + (N − i − 1)(]; tl+i6t ¡ tl+i+1;
V (tl+i+1)6M−1(1 + bl) · · · (1 + bl+i+1)[W1() + (N − i − 1)(]; i = 0; 1; : : :
thus,
V (t)6W1() + (N − i − 1)(; t¿Ot:
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Therefore, (2:4i+1) holds. By induction, we know that (2:4i) hold for all i= 0; 1; : : : ; N . Thus, when
i = N we obtain
W1(|x(t)|)6V (t)6W1(); t¿ + 2Nh:
Now, let T = 2Nh, then |x(t)|6 for t¿ + T . The proof is complete.
Remark 2.2. From the proof of the uniform stability part in Theorem 2.1, one can easily see that
if conditions (i) and (ii) are satis(ed and condition (iii) is replaced
(iii′) for some $0 ¿ 0, any %; 0¡M%6$0 and any '¿ 0, there exists a number (= ((%; $0; ')¿ 0
such that when V (t; x(t))¿%; supV (s; x(s))6$0 and V (s; x(s))6MV (t; x(t)) + ( for a6s6t,
we have
V ′(t; x(t))6−W3(|x(t)|) + ';
where M =
∏∞
k=1(1 + bk); x(t) = x(t; ; ’) is the solution of (2.1) and (2.2).
Then the zero solution of (1.1) and (1.2) is uniformly stable.
As two convenient versions of Theorem 2.1, we have the following theorems.
Theorem 2.3. Let Wi ∈ R(i=1; 2; 3), V (t; x) ∈ 0; and q ∈ C(R+; R+) such that q(s) is nonincreasing;
q(s)¿ 0 for s¿ 0. Assume that the following conditions hold:
(i) W1(|x|)6V (t; x)6W2(|x|);
(ii) for each k ∈ Z+ and all x ∈ Rn;
V (tk ; Jk(x))6(1 + bk)V (t−k ; x);
where bk¿0 with
∑∞
k=1 bk ¡∞;
(iii) for any ¿t∗ and ’ ∈ PCB();
V ′(t; x(t))6−W3(|x(t)|) if
P(V (t; x(t))¿V (s; x(s)) max{a; t − q(V (t; x(t)))}6s6t;
where P(s) ∈ C(R+; R+); P(s)¿Ms for s¿ 0; M=∏∞k=1(1+bk); x(t)=x(t; ; ’) is the solution
of (1:1) and (1:2).
Then the zero solution of (1:1) and (1:2) is uniformly asymptotically stable.
Proof. For any %; $; 0¡M%¡$ and any '¿ 0, let (= inf %6s6$(P(s)−Ms). It is clear that (¿ 0.
When V (t; x(t))¿%, supV (s; x(s))6$ and V (s; x(s))6MV (t; x(t)) + (, for max{a; t − q(V (t; x(t)))}
6s6t we have
V (s; x(s))¡MV (t; x(t)) + P(V (t; x(t)))−MV (t; x(t))
= P(V (t; x(t)) for max{a; t − q(V (t; x(t)))}6s6t:
By (iii) we get
V ′(t; x(t))6−W3(|x(t)|)6−W3(|x(t)|) + ':
By the Theorem 2.1, the zero solution of (1.1) and (1.2) is uniformly asymptotically stable.
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Theorem 2.4. Let Wi ∈ R(i=1; 2; 3); V (t; x) ∈ 0; and q ∈ C(R+; R+) such that q(s) is nonincreasing;
q(s)¿ 0 for s¿ 0. Assume that the following conditions hold:
(i) W1(|x|)6V (t; x)6W2(|x|);
(ii) for each k ∈ Z+ and all x ∈ Rn;
V (tk ; Jk(x))6(1 + bk)V (t−k ; x);
where bk¿0 with
∑∞
k=1 bk ¡∞;
(iii) there exists a function G : R+ × R+ → R continuous and satisfying G(v;Mv) =−W3(v); such
that for any solution of (1:1) and (1:2)
V ′(t; x(t))6G
(
V (t; x(t)); sup
max{a; t−q(V (t;x(t)))}6s6t
V (s; x(s))
)
:
Then the zero solution of (1:1) and (1:2) is uniformly asymptotically stable.
Proof. For any %; $; 0¡M%¡$ and any '¿ 0, since G is uniformly continuous on [%;M$]×[%;M$],
there is a ¿ 0 such that for any u; v ∈ [%; $], when |u−Mv|6(, one has
|G(v; u)− G(v;Mv)|6':
Let V (t; x(t))¿%; supV (s; x(s))6$ and supV (s; x(s))6MV (t; x(t)) + (. Then, |supV (s; x(s)) −
MV (t; x(t))|6(. For max{a; t − q(V (t; x(t)))}6s6t. We have
V ′(t; x(t))6−W3(V (t; x(t)) + |−G(V (t; x(t)); MV (t; x(t)))
+G
(
V (t; x(t)); sup
max{a; t−q(V (t;x(t)))}6s6t
V (s; x(s))
)∣∣∣∣∣
6−W4(|x(t)|) + ';
where W4(z) = infW1(z)616W2(z) W3(1). By Theorem 2.1, the zero solution of (1.1) and (1.2) is uni-
formly asymptotically stable.
Finally, we give an example to show the application of the above result.
Example. Consider the scalar impulsive di&erential equation
x′(t) = a(t)x(t) +
∫ t
−∞
b(t; s− t; x(s)) ds; t¿0; (2.7)
x(tk) = Jk(x(t−k )); k ∈ Z+ (2.8)
where a(t) ∈ C(R+; R); b(t; u; v) is continuous on R+ × (−∞; 0] × R, and |Jk(x)|6|1 + ck ||x|; k =
1; 2; : : : ; for x ∈ R and ∑∞k=1 |ck |¡∞. Suppose |b(t; u; v)|6m(u)|v|; t¿0, and there is a number
A¿ 0 such that
M
∫ 0
−∞
m(u) du¡A6− a(t); (2.9)
where M=
∏∞
k=1(1+2|ck |+c2k). Then the zero solution of (2.7) and (2.8) is uniformly asymptotically
stable.
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In fact, from (2.9) one can choose a constant L¿ 0 and a continuous function q : (0;∞) →
(0;∞); q is nonincreasing, such that
a(t) +
√
M
∫ 0
−∞
m(u) du6− L;
2
∫ −q(s)
−∞
m(u) du6L
√
s:
Let V (t; x) = V (x) = x2,
then
V (tk ; Jk(x)) = (Jk(x))26(1 + 2|ck |+ c2k)x2 = (1 + bk)V (t−k ; x);
where bk =2|ck |+ c2k . By Remark 2.2, one can easily prove that the zero solution of (2.7) and (2.8)
is US. Therefore, without loss of generality, one may assume that ||x||[−∞; t]61. For any solution
x(t) of (2.7) and (2.8), we have
V ′(t; x(t))6 2a(t)x2(t) + 2|x(t)|
∫ t−q(V (t;x(t)))
−∞
m(s− t)|x(s)| ds
+2|x(t)|
∫ t
t−q(V (t;x(t)))
m(s− t)|x(s)| ds
6 2a(t)x2(t) + 2|x(t)|
∫ −q(V (t;x(t)))
−∞
m(u) du
+2|x(t)| sup
max{−∞; t−q(V (t;x(t)))}6s6t
|x(t)|
∫ 0
−∞
m(u) du
6−Lx2(t)− 2|x(t)|(
√
M |x(t)| − sup|x(s)|)
∫ 0
−∞
m(u) du
= G
(
V (t; x(t)); sup
max{−∞; t−q(V (t;x(t)))}6s6t
V (s; x(s))
)
;
where G(V;U )=−LV −2√V (√MV −√U ) ∫ 0−∞m(u) du. Clearly, G is continuous and G(V;MV )=
−LV . By Theorem 2.4, the zero solution of (2.7) and (2.8) is uniformly and asymptotically stable.
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