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The refined inertia ri(A) of a real n × n matrix A is the ordered 4-
tuple (n+, n−, nz, 2np) where n+ (resp. n−, nz, 2np) is the number
of positive (resp. negative, zero, nonzero pure imaginary) eigenval-
ues of A. Let Hn = {(0, n, 0, 0), (0, n − 2, 0, 2), (2, n − 2, 0, 0)}.
An n × n sign pattern Sn requiresHn ifHn = {ri(A)|A has sign pat-
tern Sn} and allows Hn if Hn ∈ {ri(A)|A has sign pattern Sn}. Sign
patterns that require or allow Hn are investigated for small values
of n and for patterns with all diagonal entries negative. Examples
are given relating these concepts to Hopf bifurcation in dynamical
systems.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The concept of the refined inertia of a real matrix, which was introduced by Kim et al. [6], splits the
number of zero eigenvalues from the number of other eigenvalues on the imaginary axis in the usual
definition of the inertia of a matrix.
Definition 1.1. The refined inertia ri(A) of A ∈ Rn×n is an ordered 4-tuple (n+, n−, nz, 2np) of non-
negative integers summing to n, where n+ is the number of eigenvalues of A with positive real part,
n− is the number of eigenvalues of A with negative real part, nz is the number of zero eigenvalues of
A, and 2np is the number of nonzero pure imaginary eigenvalues of A.
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To connect this with well-known concepts in the literature, first note that the usual inertia of A
is (n+, n−, nz + 2np). Also, matrix A is (negative) stable if and only if ri(A) = (0, n, 0, 0), and A is
nilpotent if and only if ri(A) = (0, 0, n, 0).
The concept of refined inertia is extended to sign pattern matrices in [2,6,9] and to zero-nonzero
pattern matrices in [2]. Here we consider n × n sign pattern matrices, where a sign pattern (matrix)
S = [sij] is a matrix with entries in {+,−, 0}. Its associated sign pattern class of matrices is Q(S) =
{A = [aij] | sign(aij) = sij for all i, j}. A sign pattern S ′ = [s′ij] is a superpattern of S if s′ij = sij for all
sij = 0.
Definition 1.2. The refined inertia of a (square) sign patternS is defined as ri(S) = {ri(A) | A ∈ Q(S)}.
Several well-known classes of sign patterns can be characterized in terms of refined inertia. A sign
pattern S is sign nonsingular (SNS) if nz = 0 (i.e., det(A) = 0) for all A ∈ Q(S). Also, S of order n is sign
stable if n− = n for all A ∈ Q(S), and S is potentially stable if n− = n for some A ∈ Q(S). If the refined
inertia of S contains all possible refined inertias for its order, then S is refined inertially arbitrary. If any
given multiset of n numbers that is closed under complex conjugation is the spectrum of some n × n
matrix A ∈ Q(S), then S is spectrally arbitrary.
Our focus is on three particular refined inertias for a sign pattern. This is motivated by the fact
that in a dynamical system, the presence of nonzero pure imaginary eigenvalues can signal the onset
of periodic solutions by Hopf bifurcation. This may occur as a parameter varies if in the linearized
matrix, the eigenvalues move from all having negative real parts (stability) to a pair of pure imaginary
eigenvalues that cross into the right half plane to have positive real parts. For a system of order n, this
corresponds to the refined inertia going from (0, n, 0, 0) to (0, n − 2, 0, 2) to (2, n − 2, 0, 0).
With this motivation, we define Hn as the set of these three refined inertias, and consider sign
patterns that require or allow this set of refined inertias. We use Sn to denote an arbitrary n × n sign
pattern.
Definition 1.3. For n ≥ 2, letHn = {(0, n, 0, 0), (0, n − 2, 0, 2), (2, n − 2, 0, 0)}. A sign pattern Sn
requires refined inertiaHn ifHn = ri(Sn), and Sn allows refined inertiaHn ifHn ⊆ ri(Sn).
From the definition, it is clear that if Sn requires refined inertiaHn, then Sn allows refined inertiaHn
and Sn is SNS with sign(det(An)) = (−1)n for all An ∈ Q(Sn). If Sn allows refined inertiaHn, then Sn
is potentially stable, and has at least one negative diagonal entry. In addition, if Sn is refined inertially
arbitrary or spectrally arbitrary, then Sn allowsHn. The following result follows by using continuity.
Observation 1.4. If Sn allows Hn, then any superpattern S ′n of Sn allows Hn if and only if S ′n allows
refined inertia (0, n − 2, 0, 2).
For a reducible sign pattern, we have the following result.
Observation 1.5. Let Rn be an n × n sign pattern and Tm be an m × m sign pattern. Then the sign
pattern⎡
⎣Rn #
0 Tm
⎤
⎦ ,
where # denotes an arbitrary n×m sign pattern, has refined inertia equal to the sumset of ri(Rn) and
ri(Tm), that is, {r + t | r ∈ ri(Rn), t ∈ ri(Tm)}. Moreover, if Rn allows (resp. requires)Hn and Tm is
potentially stable (resp. sign stable), then the sign pattern allows (resp. requires) refined inertiaHn+m.
Herewe investigate signpatterns that requireor allowHn. Unlessotherwise stated, signpatternsare
assumed to be irreducible.We identify sign patterns up to equivalence (i.e., transposition, permutation
similarity and signature similarity). We begin with sign patterns of small orders, then construct some
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families of sign patterns that allow Hn, and consider sign patterns that require Hn. Applications to
specific dynamical systems are given in a final section.
2. Sign patterns of small orders
2.1. Sign patterns of order 2
It is easy to verify that no sign pattern requiresH2. The sign pattern
⎡
⎣+ +
− −
⎤
⎦
allowsH2 as it is spectrally arbitrary [1], and it is the only sign pattern that allowsH2.
2.2. Sign patterns of order 3
Theorem 2.1. If S3 is a sign nonsingular sign pattern that allowsH3, then S3 requiresH3.
Proof. There are 13 possible refined inertias when n = 3 [2]. However the stated conditions imply
that det(A) < 0 for all A ∈ Q(S3) so A has at least one negative eigenvalue and the product of the
other two is positive. This is possible only if ri(A) ∈ H3. 
Up to equivalence, there are three tree sign patterns that requireH3 [9], and the following shows
that their SNS superpatterns also requireH3.
Theorem 2.2. If S3 is a sign nonsingular sign pattern that allows (and hence requires)H3 and S ′3 is a sign
nonsingular superpattern of S3, then S ′3 allows (and hence requires)H3.
Proof. By Observation 1.4, it is necessary to verify only that S ′3 allows the refined inertia (0, 1, 0, 2),
since by continuity S ′3 allows the refined inertias (0, 3, 0, 0) and (2, 1, 0, 0). Let A0 be a realization of
S ′3 with the refined inertia (0, 3, 0, 0) and let A1 be a realization with the refined inertia (2, 1, 0, 0).
For each t ∈ [0, 1] define the matrix At by
At = tA1 + (1 − t)A0.
Note that for each t, the matrix At has the sign pattern S ′3. Let the eigenvalues of At be αj(t) + iβj(t)
for j = 1, 2, 3. For t = 0 every αj(0) is negative, while for t = 1, two αi(1) are positive. Since
each αj(t) is a continuous function of t, it follows that there exists some t0 ∈ (0, 1) such that some
αj(t0) is zero. Hence, assume α1(t0) = 0. As S ′3 is SNS, β1(t0) = 0. This implies that the eigenvalue
of At0 corresponding to j = 1 is one of an imaginary pair, and so assume that α2(t0) = 0 and
β2(t0) = −β1(t0). As At0 must have a real eigenvalue, this leaves β3(t0) = 0. Finally, as a matrix
with sign pattern S3 must have a negative determinant, α3(t0) < 0. Hence, At0 has refined inertia
(0, 1, 0, 2). 
Up to equivalence, all sign patterns that requireH3 are listed in Appendix A. Such patterns are all
irreducible, since no sign pattern requiresH2.
2.3. Sign patterns of order 4
Theorem 2.3. If S4 is a sign nonsingular sign pattern that requires a negative trace and allowsH4, then
S4 requiresH4.
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Proof. A sign pattern of order 4 can allow at most 22 refined inertias [2], but only those in H4 are
consistent with both a negative trace and a positive determinant. 
Example 2.4. The sign pattern
M4 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 + 0 0
0 0 + 0
0 0 0 +
− − − −
⎤
⎥⎥⎥⎥⎥⎥⎦
,
which is a companion matrix sign pattern, allows all characteristic polynomials with all coefficients
positive. In particular, it allows the following characteristic polynomials:
• (z + 1)4 giving (0, 4, 0, 0) ∈ ri(M4),• (z2 + 1)(z + 1)2 giving (0, 2, 0, 2) ∈ ri(M4),• (z2 − z + 8)(z + 2)2 giving (2, 2, 0, 0) ∈ ri(M4).
ThusM4 allowsH4, and since it requires negative trace and is SNS, it requiresH4 by Theorem 2.3.
Note that an n × n generalization of this companion matrix sign pattern (i.e., Mn = [μij] with
μni = − for i = 1, . . . , n, μi,i+1 = + for i = 1, . . . , n − 1 and all other entries 0) allows Hn for
n ≥ 3, and requiresHn for n = 3, 4 but can be shown to not requireHn for n ≥ 5.
The following example shows that an analogue of Theorem 2.1 does not hold when n = 4. Note
that, when considering refined inertia, an n× nmatrix realization of a sign pattern can be normalized
by positive diagonal similarity and positive scaling to have n entries equal to ±1.
Example 2.5. The sign pattern
⎡
⎢⎢⎢⎢⎢⎢⎣
+ + 0 0
− − + 0
0 + 0 +
0 + 0 −
⎤
⎥⎥⎥⎥⎥⎥⎦
allows H4 and is SNS, but does not require H4. This can be seen by considering a realization of this
sign pattern, namely the matrix
⎡
⎢⎢⎢⎢⎢⎢⎣
1 1 0 0
−c −a 1 0
0 d 0 1
0 e 0 −b
⎤
⎥⎥⎥⎥⎥⎥⎦
,
with the constants a through e positive.
The following values for a through e give the indicated refined inertias.
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Values Refined inertia
a = · · · = e = 1 (2, 2, 0, 0)
a = 9, b = 1, c = 20, d = 2 and e = 1 (0, 4, 0, 0)
a = 1, b = 1, c = 10, d = 7/9 and e = 1 (0, 2, 0, 2)
a = 1/2, b = 1/100, c = 100, d = 1, e = 40 (4, 0, 0, 0)
The first three rows in the table show that the above sign pattern allowsH4, while the fourth shows
that it does not requireH4.
3. Sign patterns with a negative diagonal
In this section we consider sign patterns that have each diagonal entry negative (and thus are
potentially stable), and give some families of sign patterns that allow Hn. We begin with a result for
a more general class. The n × n identity matrix is denoted by In and In denotes the sign pattern with
each diagonal entry equal to + and all other entries 0.
Lemma 3.1. Let Sn be an n × n sign pattern with no zero entry on its diagonal. If Sn allows the refined
inertia (a, b, c, d), then it allows the refined inertias (a+ c + d, b, 0, 0) and (a, b+ c + d, 0, 0) as well.
Proof. Given amatrix An that has both the sign pattern Sn and the refined inertia (a, b, c, d), it follows
that for  > 0 sufficiently small, both An + In and An − In have the sign pattern Sn. The former has
refined inertia (a + c + d, b, 0, 0) and the latter has refined inertia (a, b + c + d, 0, 0). 
The following is an immediate consequence of Lemma 3.1.
Corollary 3.2. An n× n sign pattern with all its diagonal entries nonzero allowsHn if and only if it allows
(0, n − 2, 0, 2).
Theorem 3.3. Let Sn be an n × n sign pattern that allows refined inertia Hn and has all of its diagonal
entries negative. Then any n × n superpattern of Sn allows refined inertiaHn.
Proof. By Observation 1.4 or Corollary 3.2, it is only necessary to check whether a superpattern S ′n
allows refined inertia (0, n − 2, 0, 2). Let An ∈ Q(Sn) be such that ri(An) = (0, n − 2, 0, 2). Since all
diagonal entries of An are negative, there exists sufficiently small a > 0 such that An + aIn ∈ Q(Sn)
has a pair of complex conjugate eigenvalues with positive real part, and all other eigenvalues have
negative real part. By continuity, there exists Bn ∈ Q(S ′n) such that Bn has a pair of complex conjugate
eigenvalues with real part b > 0 (and nonzero imaginary part), and all other eigenvalues of Bn have
negative real part. Then Bn − bIn ∈ Q(S ′n) and ri(Bn − bIn) = (0, n − 2, 0, 2). 
Corollary 3.4. If Rn is an n × n sign pattern that allows refined inertia Hn and has all of its diagonal
entries negative, then every (n + m) × (n + m) superpattern ofRn ⊕ −Im allows refined inertiaHn+m.
For some of our proofs for specific sign patterns we consider the roots of the characteristic polyno-
mial of a real n × nmatrix written as the nth degree polynomial
p(x) = xn + p1xn−1 + p2xn−2 + · · · + pn−1x + pn,
and use the associated Routh–Hurwitz matrix and stability conditions (see, e.g., [4, Section 6, p. 190]
or [10, Section 11.4, p. 369]). The Routh–Hurwitz matrix of order n associated with p(x) is
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n =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p1 p3 p5 · · · p2n−1
1 p2 p4 · · · p2n−2
0 p1 p3 · · · p2n−3
...
...
... · · · ...
0 0 0 · · · pn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.1)
where pk = 0 if k > n. For k = 1, . . . , n, let δk denote the order k Routh–Hurwitz determinant ofn,
namely the leading k × k principal minor of n. A necessary and sufficient condition for p(x) to have
all zeros with negative real parts is that δ1, . . . , δn are positive.
3.1. Negative diagonal plus negative cycle
For n ≥ 3 consider the sign pattern Cn = [γij] corresponding to the sign pattern of a negative
n-cycle matrix; i.e., γ12 = γ23 = · · · = γn−1,n = +, γn1 = − and all other entries are 0.
Theorem 3.5. The sign nonsingular sign pattern Kn = −In + Cn allowsHn for all n ≥ 3.
Proof. The set of eigenvalues of Cn ∈ Q(Cn) consists of a positive scalar multiple of the nth roots of−1, and hence Cn has a unique pair of complex conjugate eigenvalues withmaximum real partα > 0.
Matrix −αIn + Cn ∈ Q(Kn) has refined inertia (0, n − 2, 0, 2). The result then follows by Corollary
3.2. 
A full negative sign pattern is a sign pattern in which every entry is negative.
Corollary 3.6. For n ≥ 3, the n × n full negative sign pattern allowsHn.
Proof. If n is odd and Nn = [νij] has ν12 = ν23 = · · · = νn−1,n = νn1 = − and all other entries 0,
then −In + Nn is signature similar to Kn. The result then follows from Theorems 3.3 and 3.5. If n is
even, then −In−1 + Nn−1 is signature similar to Kn−1, and so allowsHn−1 by Theorem 3.5. Thus by
Corollary 3.4, (−In−1 + Nn−1) ⊕ [−] allowsHn , and the result follows from Theorem 3.3. 
We now determine for which values of n the sign pattern −In + Cn requiresHn.
Lemma 3.7. The sign pattern K5 = −I5 + C5 does not allow any refined inertia with n+ ≥ 3.
Proof. Any matrix with sign pattern K5 is similar to a matrix K with
K =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−a 1 0 0 0
0 −b 1 0 0
0 0 −c 1 0
0 0 0 −d 1
−f 0 0 0 −e
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
for some positive constants a through f . Let p(x) be the characteristic polynomial of K , so that
p(x) = (x + a)(x + b)(x + c)(x + d)(x + e) + f ,
let p1, . . . , p5 be defined by
p(x) = x5 + p1x4 + p2x3 + p3x2 + p4x + p5,
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and let the Routh–Hurwitz determinants of 5 be δ1, . . . , δ5 (see (3.1)). By [10, Section 11.4, p. 369],
if none of the δi is zero, then the number of eigenvalues of K in the (open) right half-plane is equal to
r = V(1, δ1, δ3, δ5) + V(1, δ2, δ4), (3.2)
where V counts the number of sign changes in the sequence. If f = 0, then all pi and δi are positive
(as K is stable). If f > 0, then it enters only into p5, giving p5 = abcde + f > 0. Since p5 does not
enter into δ1 or δ2, these are positive, and since δ5 = p5δ4, the product δ4δ5 is positive. With these
constraints, (3.2) gives r ≤ 2. 
This same method of proof using r = V(1, δ1, δ3, δ5) + V(1, δ2, δ4, δ6) gives a similar result for
n = 6, since it can be shown that δ1, δ2, δ3 and the product δ5δ6 are all positive.
Lemma 3.8. The sign pattern K6 = −I6 + C6 does not allow any refined inertia with n+ ≥ 3.
Theorem 3.9. The sign pattern Kn = −In + Cn requiresHn if and only if 3 ≤ n ≤ 6.
Proof. By Theorem 3.5, Kn allows Hn for all n ≥ 3. As K3 is SNS, it follows by Theorem 2.1 that K3
requiresH3. As K4 is SNS and requires negative trace, it requiresH4 by Theorem 2.3.
For n = 5, note that a 5×5 sign patternmay allow atmost 34 refined inertias [2]. Of these, the fact
thatK5 requires negative trace and negative determinant rules out all but 6, namely the three inH5 as
well as (4, 1, 0, 0), (2, 1, 0, 2) and (0, 1, 0, 4). It follows from Lemma 3.1 that in order to show thatK5
does not allow these latter three refined inertias, it suffices to show that it does not allow (4, 1, 0, 0),
and this is an immediate consequence of Lemma 3.7.
Similarly, for n = 6, a 6 × 6 sign pattern may allow at most 60 different refined inertias [2]. The
fact thatK6 requires negative trace and positive determinant rules out all but 6 of them, namely those
in H6 as well as (4, 2, 0, 0), (2, 2, 0, 2) and (0, 2, 0, 4). It follows from Lemma 3.1 that in order to
show K6 does not allow these latter three refined inertias, it suffices to show that it does not allow
(4, 2, 0, 0), and this is an immediate consequence of Lemma 3.8.
Finally, suppose n ≥ 7. Let Cn = [cjk] ∈ Q(Cn) be the matrix with cj,j+1 = 1 for j = 1, . . . , n − 1,
cn,1 = −1 and every other entry equal to 0. Then the eigenvalues of Cn are
exp
(
iπ
(
1 + 2k
n
))
for k = 0, 1, . . . , n − 1.
Since n ≥ 7, the eigenvalues exp(iπ(1/n)) and exp(iπ(3/n)) along with their complex conjugates
give four eigenvalues of Cn that are in the right half-plane. Choose  > 0 such that  < cos(3π/n).
Then Cn − In is a matrix with sign patternKn that has at least four eigenvalues in the right half-plane,
demonstrating that Kn does not requireHn. 
Example 3.10. A generalization of the Goodwinmodel for a regulatorymechanism in cellular physiol-
ogy is given in Murray [8, Section 6.2, pp. 143–144]. The model is formulated as a system of 3 ordinary
differential equations:
dM
dt
= V
K + Pm − aM,
dE
dt
= bM − cE, and dP
dt
= dE − eP
k + P ,
where M, E, P represent respectively the concentrations of the messenger RNA, the enzyme, and the
product of the reaction of the enzyme and a substrate. Parameters V, K,m, a, b, c, d, e, k are positive
constants. Linearizing about an equilibrium gives the matrix
⎡
⎢⎢⎢⎣
−a 0 − VmPm−1
(K+Pm)2
b −c 0
0 d − ek
(k+P)2
⎤
⎥⎥⎥⎦ ,
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where P takes its equilibrium value. This gives a sign pattern that is equivalent to K3, and so requires
H3 by Theorem 3.9. Murray [8, p. 144] states that limit cycle oscillations can occur for realistic values
of the Hill constantm, for examplem = 2.
3.2. Negative diagonal, positive n-cycle plus one additional negative entry
For n ≥ 3, let Bn = [βij] with β12 = β23 = · · · = βn−1,n = βn1 = +, β21 = −, and all
other entries equal to 0. This can be thought of as the sign pattern of a positive n-cycle matrix with an
additional entry in the (2, 1) position that is negative.
Theorem 3.11. The sign pattern Fn = −In + Bn allowsHn if and only if n ≥ 5, but does not requireHn.
Proof. To show that Fn allows Hn for n ≥ 5, it suffices to show that there are some positive real
numbers a and b such that the n × nmatrix
An =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 · · · 0
−1 0 1
0 0 −a 1
...
... −a . . .
0 0
. . . 1
b 0 −a
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
has n− 2 of its eigenvalues in the open left half-plane and a single complex conjugate pair in the open
right half-plane, as then each refined inertia inHn can be realized by amatrix inFn by adding−αIn to
the matrix An for some α > 0. Note that An ∈ Q(F ′n) where F ′n = Fn except that the (1, 1) and (2, 2)
entries are 0.
The characteristic polynomial of An is
p(x) = (x + a)n−2(x2 + 1) − b.
When b = 0, the matrix An has a pair of eigenvalues ±i and n − 2 eigenvalues equal to −a. Consider
z satisfying p(z) = 0 and examine the derivative of the real part of z as a function of b. Taking the
derivative of p(z) with respect to b gives
(
(n − 2)(z + a)n−3(z2 + 1) + (z + a)n−22z
) dz
db
− 1 = 0.
With b = 0 and z = i,
dz/db =
(
2i(i + a)n−2
)−1
.
The sign of the real part of 1/
(
2i(i + a)n−2
)
is the same as the sign of the real part of i(i + a)n−2.
Similarly, for b = 0 and z = −i, the sign of the real part of dz/db is the same as the sign of the real
part of i(i + a)n−2. Observe, then, that
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i(i + a)n−2 = i
(√
1 + a2
)n−2
(cos θ + i sin θ)n−2
= i
(√
1 + a2
)n−2
(cos θ(n − 2) + i sin θ(n − 2))
=
(√
1 + a2
)n−2
(− sin θ(n − 2) + i cos θ(n − 2)),
(3.3)
where θ = arctan(1/a) is the argument of the complex number i + a. The real part of (3.3) is
positive precisely when sin θ(n − 2) < 0. Hence, it suffices to show that a may be chosen so that
π < θ(n − 2) < 3π/2, for which it is sufficient to have
arctan(1/a) = θ = 5π
4(n − 2) .
For this take
a =
(
tan
(
5π
4(n − 2)
))−1
,
which is positive when n ≥ 5, since 0 < 5π
4(n−2) <
π
2
. Thus as b is increased, the pure imaginary
pair of eigenvalues±imoves into the right half-plane, implying that sufficiently small values of b give
eigenvalues as desired.
To show that Fn = −In + Bn does not allowHn for n ∈ {3, 4}, first note that a matrix of the form
⎡
⎢⎢⎢⎣
−1 1 0
−c −a 1
d 0 −b
⎤
⎥⎥⎥⎦
with a, b, c, d positive has Routh–Hurwitz determinant δ2 = a2b+ ab2 + a2 + 2ab+ ac + b2 + a+
b + c + d > 0. This implies (see [4, p. 197]) that no matrix of this form has a pure imaginary pair of
eigenvalues.
Similarly, a 4 × 4 matrix with sign pattern F4 can be written as
⎡
⎢⎢⎢⎢⎢⎢⎣
−1 1 0 0
−d −a 1 0
0 0 −b 1
f 0 0 −c
⎤
⎥⎥⎥⎥⎥⎥⎦
with a, b, c, d, f positive. This has Routh–Hurwitz determinant
δ3 = a3b2c + a3b2 + a3bc2 + 2a3bc + a3b + a3c2 + a3c
+a2b3c + a2b3 + 2a2b2c2 + 4a2b2c + a2b2d + 2a2b2
+a2bc3 + 4a2bc2 + 2a2bcd + 4a2bc + 2a2bd + a2b + a2c3
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+a2c2d + 2a2c2 + 2a2cd + a2c + a2f + ab3c2
+2ab3c + ab3d + ab3 + ab2c3 + 4ab2c2 + ab2cd + 4ab2c
+2ab2d + ab2 + 2abc3 + abc2d + 4abc2 + 4abcd
+2abc + abd2 + 2abd + 2abf + ac3d + ac3 + 2ac2d
+ac2 + acd2 + 2acd + 2acf + 2af + b3c2 + b3c
+b3d + b2c3 + 2b2c2 + b2cd + b2c + b2d + b2f
+bc3 + bc2d + bc2 + 2bcd + 2bcf + bd2 + 2bf + c3d
+c2d + c2f + cd2 + 2cf + f ,
which is visibly positive. So no matrix of this form has a pair of pure imaginary eigenvalues. Since for
n ≥ 3, Fn is not SNS, it does not requireHn. 
3.3. Negative diagonal, positive (n − 1)-cycle plus a negative 2-cycle
For n ≥ 3, let Gn = [φij] with φ12 = φ23 = · · · = φn−1,n = φn2 = +, φ21 = −, and all other
entries equal to 0. This can be thought of as the sign pattern of a positive (n − 1)-cycle matrix joined
to a negative 2-cycle matrix.
Theorem 3.12. The sign pattern En = −In + Gn allowsHn if and only if n ≥ 3, but does not requireHn.
Proof. The proof uses the same method as that in Theorem 3.11. Let An be the matrix in the proof
of Theorem 3.11 except that the (n, 1) entry is replaced by 0 and the (n, 2) entry by b > 0. The
characteristic polynomial of this matrix is
p(x) = (x + a)n−2(x2 + 1) − bx.
Considering z such that p(z) = 0 and examining the derivative of the real part of z as a function of b
shows that if, for example,
a =
(
tan
(
π
4(n − 2)
))−1
,
then as b increases from 0, the pure imaginary eigenvalues±imove into the right-half plane, implying
that sufficiently small values of b give ri(An) = (2, n − 2, 0, 0) with a complex conjugate pair in the
right half plane. Note that 0 < π
4(n−2) <
π
2
when n ≥ 3, and so a > 0. Since the sign pattern En is not
SNS, it does not requireHn. 
4. Sign patterns that requireHn
All sign patterns that requireH3 are listed in Appendix A, and Theorem 3.9 gives an example of a
sign pattern that requiresHn for each of n = 4, 5, 6. If Rn is equal to a sign pattern that requiresHn
(for example those in Theorem 3.9 with 3 ≤ n ≤ 6) and Tm is equal to a sign stable sign pattern, then,
by Observation 1.5, the reducible sign pattern Rn ⊕ Tm requiresHn+m for any order n + m ≥ 4. For
n ≥ 7 irreducible sign patterns that require Hn are more difficult to find. One example with n = 7
is presented below, and we conjecture that no such example exists for n sufficiently large, possibly
n ≥ 8.
2238 E. Bodine et al. / Linear Algebra and its Applications 437 (2012) 2228–2242
Example 4.1. Let
W7 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
− + 0 0 0 0 0
0 − + 0 0 0 0
0 0 − + 0 0 0
0 0 0 − + 0 0
0 0 0 0 − + 0
− 0 0 0 0 − +
0 0 0 0 0 − 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Any matrix with sign patternW7 is similar to one of the form
W =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−a 1 0 0 0 0 0
0 −b 1 0 0 0 0
0 0 −c 1 0 0 0
0 0 0 −d 1 0 0
0 0 0 0 −e 1 0
−g 0 0 0 0 −f 1
0 0 0 0 0 −h 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where a through h are positive real numbers. The following values for a through h give the indicated
refined inertias, and show thatW7 allowsH7.
Values Refined inertia
a = · · · = h = 1 (0, 7, 0, 0)
a = · · · = h = 1/2 (2, 5, 0, 0)
a = · · · = f = 1, g = 8, h = 2 (0, 5, 0, 2)
AsW7 is SNS and requires a negative determinant and a negative trace, there are only seven other
possible refined inertias itmight allow.Theseare (6,1,0,0), (4,3,0,0), (4,1,0,2), (2,3,0,2), (2,1,0,4), (0,3,0,4),
and (0,1,0,6). Hence, it remains to show that none of these is actually allowed byW7.
For matrixW , let
p(x) = x7 + p1x6 + p2x5 + p3x4 + p4x3 + p5x2 + p6x + p7
be its characteristic polynomial and let δ1, . . . , δ7 be its Routh–Hurwitz determinants of7; see (3.1).
Setting g = 0 in W results in a matrix that is sign stable and thus has a characteristic polynomial
with every coefficient and every Routh–Hurwitz determinant positive. Since g contributes only to the
coefficient p6, and δ1, δ2 and δ3 do not depend on p6, the following observations hold.
(a) Every pi is positive.
This follows from the above remarks and the calculation
p6 = abcdef + abcdh + abceh + abdeh + acdeh + bcdeh + g,
which is positive.
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(b) δi > 0 for i = 1, 2, 3, 4.
As noted above, setting g = 0 gives δ1, δ2 and δ3 positive. Since these do not depend on p6,
it follows that they are positive when g > 0. Further, the contribution to δ4 involving p6 is
equal to
p6
∣∣∣∣∣∣∣∣∣
p1 p3 p5
0 p1 p3
0 1 p2
∣∣∣∣∣∣∣∣∣
= p6(p2p21 − p1p3) = p1p6(p2p1 − p3) = p1p6δ2.
Since p1 and δ2 are positive, this is a positivemultiple of p6,which is only increased by increasing
g. Hence, the fact that δ4 > 0 when g = 0 implies that this is true when g > 0 as well.
(c) Since δ7 = p7δ6 and p7 > 0, the signs of δ7 and δ6 are the same.
By repeated application of [12, Lemma 1], if p(z) = 0 has m nonzero roots on the imaginary axis,
then δn = · · · = δn−m+1 = 0. Thus by observation (b), W cannot have more than one pair
of pure imaginary eigenvalues, and hence cannot have refined inertia (2, 1, 0, 4), (0, 3, 0, 4) or
(0, 1, 0, 6).
IfW has no eigenvalue on the imaginary axis, then subject to a small perturbation of its entries, it
can be assumed that all of its Routh–Hurwitz determinants are nonzero. Since (b) and (c) above imply
that
V(1, δ1, δ3, δ5, δ7) + V(1, δ2, δ4, δ6) ≤ 2,
it follows thatW cannot havemore than two eigenvalues in the right half-plane. Hence,W cannot have
refined inertia (6, 1, 0, 0) or (4, 3, 0, 0). Then by Lemma 3.1, W cannot have refined inertia (4,1,0,2)
or (2,3,0,2). ThusW7 requiresH7.
Note that defining an analogous sign pattern for n = 8 does not yield a sign pattern that re-
quires H8. Specifically, let W8 = [ωij] with ωii = − and ωi,i+1 = + for i = 1, . . . , 7, and
ω71 = ω87 = −. Then the matrix realization with the (7,1) entry equal to −4 × 104 and the magni-
tude of all other nonzero entries equal to one has refined inertia (4,4,0,0), showing thatW8 does not
requireH8.
5. Extension to restricted patterns from dynamical systems
In examples from dynamical systems,modeled as a system of ordinary differential equations, some
entries of a sign patternmay be unrestricted inmagnitude, whereas others may have fixedmagnitude
or be related to other entries in the sign pattern. We call such sign patterns restricted sign patterns,
use Srn to denote an n × n restricted sign pattern, and use the same definitions of require/allow Hn
as for sign patterns with Sn replaced by Srn (see Definitions 1.1 and 1.2). We give three examples from
different applications to dynamical systems, and leave a reader to consult the references for more
details of the systems in their contexts.
5.1. Schnakenberg pattern
Schnakenberg [11] introduced the following 2-dimensional system for a chemical network:
du
dt
= u2v − u and dv
dt
= a − u2v.
Here u, v are concentrations of substrates and a is a positive constant. Linear stability of the steady
state, u∗ = a, v∗ = 1/a, can be examined by considering the linearization around (u∗, v∗), giving the
restricted sign pattern
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X r2 =
⎡
⎣ 2u∗v∗ − 1 u∗2
−2u∗v∗ −u∗2
⎤
⎦ =
⎡
⎣ 1 a2
−2 −a2
⎤
⎦ .
As a varies, the refined inertia takes different values, specifically
• a > 1: ri(X r2) = (0, 2, 0, 0)• a = 1: ri(X r2) = (0, 0, 0, 2)• a < 1: ri(X r2) = (2, 0, 0, 0).
Note that the Schnakenberg restricted sign pattern has positive determinant for all a > 0 and thus
requiresH2. There is a Hopf bifurcation at a = 1 and a small amplitude limit cycle may appear as the
parameter a is decreased through 1, but the stability of this limit cycle is uncertain ([3, Section 8.8] and
[11]). To keep trajectories bounded, the first equation can be modified by introducing b > 0 to give
du
dt
= u2v − u + b.
Then for bmuch smaller than a, closed periodic solutions are found for a close to but less than 1 [3,11].
5.2. Lorenz pattern
In 1963 Lorenz introduced a 3-dimensional differential equation system as an idealization of the
equationsofmotionof afluid ina layerofuniformdepthwith constant temperaturedifferencebetween
the top and bottom; see, for example, [7, p. 141]. Linearizing about a positive equilibrium, this system
gives rise to the restricted sign pattern
Yr3 =
⎡
⎢⎢⎢⎣
−σ σ 0
1 −1 −γ
γ γ −b
⎤
⎥⎥⎥⎦ ,
whereparametersσ > 0, b > 0, γ = (b(r−1)) 12 with r > 1. Forσ > b+1, taking r as thebifurcation
parameter and defining r0 = σ(σ+b+3)σ−b−1 , the refined inertia of Yr3 takes the following values:
• r < r0: ri(Yr3) = (0, 3, 0, 0)• r = r0: ri(Yr3) = (0, 1, 0, 2)• r > r0: ri(Yr3) = (2, 1, 0, 0).
Thus Yr3 allows H3. In fact, since it has determinant equal to −2σγ 2, which is negative, Yr3 requires
H3; see Theorem 2.1. As r increases through r0, the Lorenz system undergoes a Hopf bifurcation, and
periodic orbits arise, which may be stable or unstable depending on the values of σ and b.
5.3. Example from epidemiology
The restricted sign pattern
Zr4 =
⎡
⎢⎢⎢⎢⎢⎣
−b −b −b −b
c −a 0 0
0 a −a 0
0 0 a −a
⎤
⎥⎥⎥⎥⎥⎦
with a, b, c > 0 comes from an infectious disease model with three temporary immune stages [5].
The leading principal submatrices are also of interest. The leading 2 × 2 subpattern (one temporary
immune stage) requires refined inertia (0,2,0,0), and thus is stable. The leading 3 × 3 subpattern
(two temporary immune stages) has refined inertia (0,3,0,0) and is also stable. Note that if magnitude
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restrictions are ignored, this leading 3×3 subpattern allows (and thus requires)H3; see Theorems 3.5
and 2.2. The restricted sign patternZr4 has determinant equal to a3b+3a2bc, which is positive, andZr4
allows refined inertia H4, thus it requires refined inertia H4; see Theorem 2.3. In fact this infectious
disease model with three temporary immune stages may exhibit stable periodic solutions for some
parameter values.
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Appendix A. Patterns that requireH3
Up to equivalence (transposition, permutation similarity and signature similarity), all sign patterns
that requireH3 are listed below. Here ⊕ denotes + or 0 and 
 denotes - or 0.
A.1. Tree sign patterns [9] and their SNS superpatterns (see Theorem 2.2)
⎡
⎢⎢⎢⎣
− + ⊕
+ − +

 − 0
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
+ + ⊕
− − +

 + 0
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
− + 

− + +
0 − 0
⎤
⎥⎥⎥⎦
A.2. Negative diagonal plus negative cycle and its SNS superpatterns (see Theorems 2.1, 3.3 and 3.5)
⎡
⎢⎢⎢⎣
− + ⊕

 − +
− 0 −
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
− + 0

 − +
− − −
⎤
⎥⎥⎥⎦
A.3. Remaining sign patterns that requireH3 and their SNS superpatterns
Without loss of generality, since all other such patterns require a negative diagonal entry and a
negative 3-cycle, they are superpatterns of the patternN3 + C3, where C3 is defined in Section 3.1, and
N3 has a − as its (1, 1) entry and zeros elsewhere. Consideration of all such possible sign patterns
gives the following list (in which the first sign pattern duplicates some sign patterns in A.1).⎡
⎢⎢⎢⎣
− + ⊕
⊕ − +
− 
 0
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
− + +
− − +
− 0 0
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
− + 0
− − +
− 
 0
⎤
⎥⎥⎥⎦
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