ABSTRACT Classical spatial scan statistics are based on pre-defined shapes for scanning windows and specific distribution models and are used to detect latent cluster(s). However, the pre-defined windows (especially circularly shaped windows) may not be suitable for real situations, and the specific distribution models are inadequate for real clusters in which the exact distributions of the test statistics are only known in special cases. To generate more reasonable results, we propose a spatial scan statistic method with an irregularly shaped scanning window. A combinatorial particle swarm optimization method is used to optimize this window. A distribution-free concentration index is constructed to measure the difference between inside cluster and outside cluster. A compactness penalty function is employed to avoid generating clusters in a tree-structure. Simulation data sets are used to test the proposed method, and the results show the feasibility of our method.
I. INTRODUCTION
To detect aggregation of events, which are grouped together in space and/or in time, spatial cluster detection has received considerable attention in the past, and the literature has proposed several methods for their detection. Among these methods, the spatial autocorrelation [1] , [2] and the spatial scan statistic [3] - [6] are the two mainstream approaches.
The Local Moran's Index or the Getis statistic are generally used to assess the spatial autocorrelation. While the global index only measures the spatial autocorrelation with a single value, the local index assesses the extent and the location to which observations of similar and dissimilar values are clustered for each location [7] . The major shortcoming of local spatial autocorrelation indices is that the choice of the weighted neighbourhood matrix is controversial; thus, different choices of the weighted neighbourhood matrix may lead to different spatial analysis results.
Unlike the local spatial autocorrelation, the spatial scan statistic is based on a likelihood ratio test and uses a scanning window to detect latent cluster(s) in the study area [3] .
According to previous studies, key factors in a spatial scan statistic are:
Specific distribution of spatial point process Shape and size of scanning window Evaluation function
Although the exact distribution of the test statistic is only known in special cases, most spatial scan statistics in the literature are based on special distributions: Bernoulli, Poisson, exponential, and others. These distributions are used to find acceptable approximations for the spatial point processes. However, without previous knowledge, the distribution model we adopt in a spatial scan statistic may differ from the underlying distribution, which can lead to very different results. In this case, some distribution-free methods have been proposed, and the results of these methods are better than those with special distributions.
The shape and the size of the scanning window also have a significant influence on the scanning results. Thus, they are often the improvement directions of the spatial scan statistics. The size of the scanning window changes from fixed to variable, and the shape changes from pre-defined to irregular. While a fixed window size always results in only taking the maximum number of points in the window, a variable window size detects the most likely cluster with the most likelihood ratio test and generates more reasonable results. The predefined shaped window is widely used in the literature, but it is probably more sensible to use an irregularly shaped cluster.
The likelihood ratio test is one of the most powerful tools used to detect latent clusters in spatial scan statistics. However, in some cases, the likelihood ratio test is unachievable, and alternative evaluation methods (non-parametric) need to be employed [8] - [11] .
Considering the abovementioned points, this paper proposes a distribution-free spatial scan statistic based on an irregularly shaped scanning window. A combinatorial particle swarm optimization method (CPSO) method is used to optimize the scanning window. The density of events and compactness of the shape(s) are also taken into consideration to more reasonably detect the results.
This paper contributes to the existing literature by introducing a new spatial scan statistic methodology. The new method improves classical methods from three different dimensions.
First, a distribution-free evaluation function is employed, which is unusual in the literature. Moreover, it takes the event density into consideration when detecting the latent cluster. The results in our simulation study and application validate our evaluation function, especially when a there is a significant difference between each region's event densities.
Second, a new penalty function (an area-MI method) is used to avoid generating clusters in a tree-structure. This penalty function is more stable and, to our knowledge, has never been used in any spatial scan statistics.
Third, a CPSO is introduced to detect irregularly shaped clusters. This optimization has fast convergence and easy operation. When compared with the PSO method, the CPSO method can find clusters with any given shape.
The rest of this paper is organized as follows. Our method is discussed from a different perspective in Section 2, including the distribution-free hypothesis, the compactness of the shape(s), the cluster detection tool (concentration indices), and a CPSO method, which is used to optimize the irregularly shaped scanning window. Three concentration indices are proposed at the end of the section, and analysed in the following section.
In Section 3, simulation datasets are generated to test the scan statistic method proposed in this paper. Since the distribution-free method has been validated, we compare our method with the distribution-free method proposed by Cucala [8] rather than other scan statistics with specific distributions.
In Section 4, our method is used to study the distribution of census data, with a population over 60 years of age.
Finally, we draw conclusions and discuss the paper in Section 5.
II. METHOD A. A DISTRIBUTION-FREE HYPOTHESIS
Most spatial scan statistics are based on specific distribution models: Bernoulli [3] , [12] , multinomial [13] , [14] , Poisson [3] , [15] , normal [16] , [17] , exponential [5] , [18] , Weibull [19] , beta regression [20] , etc. Contrary to previous studies, Cucala [8] proposed a distribution-free spatial scan statistic for any kind of marked point process.
The distribution-free method relies on a null hypothesis H 0 : the marks, which are associated with events, are realizations of independent and identically distributed random variables.
Let us denote {(l i , c i ) , i = 1, . . . , n} as a marked point process, l i is the location of the point, and c i is the associated mark.
Assume the null hypothesis H 0 is true: C 1 , . . . , C n are independent, identically distributed, random variables associated with the marks (c 1 , . . . , c n ). Then, for any C i , the expectation is µ, and the variance is σ 2 .
Suppose area Z is a cluster. It is noticeable that the mean of C i associated with c i within Z should be significantly higher than the outside mean, which we denote asZ .
The mean of Z is defined in Equation (1):
where δ (l i ) = 1 if l i ∈ Z , δ (l i ) = 0 otherwise, and the difference between µ (Z ) and µ Z is
The expectation of D (Z ) is null and the variance depends on the number of locations in Z andZ . Mathematically, the variance of D (Z ) can be obtained from Equation (3):
Since the mean inside cluster Z must be significantly higher than the mean outside (Z ),
is constructed as a concentration index, which has null expectation and variance σ 2 . The variance of Equation (4) equals the variance of the variable C i . λ I = max I (Z ) is found to detect potential cluster(s). While it seems reasonable to use circularly shaped scanning windows, irregularly shaped scanning windows will generate additional issues. For example, adding the zone (A z ), which has a large area, to a potential cluster is considered. The centroid location of A z is c z , the associate event is C z , and the event density is low due to the large area. Thus, although the concentration index I (ZX ) will be larger if we add A z to the latent cluster, the event density of the cluster may be lower than before. If the area of A z is sufficiently large, in extreme cases, the cluster's event density may even be lower than the non-cluster zones'.
To avoid this situation, we can consider the density difference in Equation (5):
where d (Z ) denotes the density of Z , and s (Z ) is the area of Z .
If the area of the zones are equal in the study region, Equation (4) gives the same value as Equation (5) .
According to Equation (5), the concentration index λ ID = max I (Z ).
Since the distribution under H 0 is not precise, both the null distribution of the concentration indices (λ I , λ ID ) and the solution to simulate the random datasets under H 0 are intractable. Cucala [8] evaluated the significance of this distribution-free scan statistic as follows.
Denote N as the number of the simulated datasets, and λ 1 , . . . , λ N are the results of the distribution-free scan statistic to these simulated datasets. Then, the p-value is:
B. MEASURE OF COMPACTNESS
To avoid generating clusters in tree-structure and develop more promising clusters, Duczmal and Assunção [21] first used a penalty function. Clusters detected with the penalty function are more circular than those that are not detected with the penalty function. The compactness represents the compact degree of the planar geometric object(s). Thus, the compactness measures can be used as penalty functions in the spatial scan statistics.
Osserman [22] proposed the IPQ (Isoperimetric Quotient) to measure compactness by calculating the ratio of the area to the perimeter:
where A and P denote the area and perimeter of the shape, respectively. Duczmal et al. [23] use the same criteria to define the compactness of the shape:
where A (z) denotes the area of z, and H (z) is the perimeter of the convex hull of z.
To measure the compactness value more efficiently and effectively, Li et al. [24] used the moment of inertia (MI ) to calculate the compactness value for a single shape or region. The MI of a single shape can be defined as:
where da is the infinitesimally small unit of area, and z g is the distance from da to the centroid of the shape. The compactness value based on MI can be calculated as:
where A is the area of z. Equation (10) is an area-MI method versus other area-perimeter methods. Table 1 presents the results.
It is known that the compactness values computed by C IPQ are always the lowest, while the compactness values computed by CP MI are always the highest, and. the K Z value C IPQ is in between. The primary reason for this is that the perimeter of the convex hull is shorter than the perimeter of the original shape(s) in most situations.
The most time-consuming part of calculating C IPQ , is uniting the zones as a single shape and calculating its area and perimeter. When calculating K Z , there is no need to unite the shapes, and the computational time of the convex hull area calculation is less than for the C IPQ . The computational time of the CP MI is more than that of C IPQ and K Z , due to the timeconsuming process of determining the moment of inertia.
We then used all 14 shapes in Figure 1 as a single unit to compare the computational times between the C IPQ , K Z and CP MI . For each method, we performed 1,000 calculations obtain the mean value. The computational times of the C IPQ , K Z and CP MI are 0.00039, 0.00017 and 0.00106, respectively.
Compared with the C IPQ and K Z , the CP MI is additive, robust, and computationally efficient [24] . Therefore, we compute the compactness value of the potential clusters using the CP MI for the remainder of this paper. The compactness value is taken into consideration when we compute the concentration index of a latent cluster in the next subsection, thus affecting the results of the cluster detection.
Then, when we detect the irregularly shaped cluster, the concentration index of both the density and compactness
It is important to note that the parameter α varies from 0 to infinity. When detecting a cluster, we do not consider the compactness of the area if α is set to 0. The clusters with circular shapes are only considered when α tends to infinity.
C. IRREGULARLY SHAPED WINDOW OPTIMIZED WITH CPSO
Classical spatial scan statistics use circularly shaped or elliptically shaped windows to detect clusters, but these windows may not be adapted to the shape of real clusters. Methods have been proposed to detect irregularly shaped clusters to reflect the actual pattern of events [6] , [25] - [27] . In addition, some stochastic optimization techniques are adopted to detect the most promising clusters of the study area: simulated annealing (SA), genetic algorithm (GA), particle swarm optimization (PSO), etc.
Duczmal and Assunção [21] proposed a simulated annealing strategy to detect arbitrarily shaped spatial clusters (SA method). Instead of using traditional scanning windows (circular, elliptical, rectangular, etc.), the spatial cluster was not restricted in their method to a fixed geometric shape. The SA method uses three temperature levels (high, medium and low), which correspond to three different criteria, to choose the next neighbour of the subgraph. Other methods typically choose the highest likelihood ratio to determine the neighbours of the existing zone.
Duczmal, Cançado, Takahashi and Bessegato [28] introduced a genetic algorithm for irregularly shaped spatial scan statistics. The GA method first initializes several seeds to be stored in the current generation list. Then, non-disjoint parents (seeds) generate several offspring and new generation lists, after which the mutation is introduced. On the premise of connectedness, one random region is removed and one added at a small fraction of the new generation list, which is used to update the current generation list. After G generations, the process is stopped, and the final generation list is sorted by the likelihood ratio in descending order, resulting in the offspring that has the highest likelihood ratio.
Izakian and Pedrycz [29] presented a PSO-optimized method to detect disease outbreak. Distinct from the SA and GA method mentioned above, this method does not use the graph-based representation. The PSO-optimized method uses a circle with n sectors to represent a complex and irregular shape. The Pbest (personal best position), Nbest (neighbourhood best position), and velocity are used to update the position of the particles during each iteration. The detected cluster is obtained when the stopping conditions are satisfied.
However, there are limitations in the methods above. In Duczmal and Assunção [21] 's method, the convergence rate is very low and requires a significant amount of time for the cluster to present itself. Izakian and Pedrycz [29] 's PSO-optimized method has a faster convergence rate, but the number of sectors is fixed and cannot represent clusters of all shapes.
The PSO is one of the most recent metaheuristics and was first introduced by Kennedy and Eberhart [30] . Jarboui, Cheikh, Siarry and Rebai [31] presented a new PSO algorithm to solve the combinatorial optimization problem, which is known as the CPSO algorithm. The CPSO is used to solve discrete optimization problems while the classical PSO is applied to continuous optimization problems.
In this paper, we adopt a CPSO method to detect irregularly shaped clusters [32] , and the main characteristics are as follows:
Each particle in the CPSO method is a candidate solution (the latent cluster), and the velocity of the particle determines the next state of the current particle (zones' in the latent cluster).
A particle (X t ij ) is a vector of n elements, where n is the number of zones in the study area, i represents the i th particle. The value of the j th (j ≤ n) element (X t ij ) is in {−1, 1}. A value of 1 indicates that the corresponding zone is part of the cluster, while −1 indicates the opposite.
The subtraction operation is redefined as the difference operation. The difference between A and B is denoted as A−B. If A is the same as B, the result is 0. Otherwise, the result is A.
The addition operation is redefined as the combination operation. The combination of A and B is denoted as A + B. The result is 0 if both of operands are 0. Otherwise, the result is equal to the operand, which is not 0.
The particle dynamics only depends on its velocity. If the velocity is non-zero, the particle's next position is the value of its velocity. Figure 1 is then represented as follows:
Equation (11) shows the difference operation in the CPSO:
Equation (12) shows the combination operation in the CPSO: 
Equation (13) shows the multiplication operation in the CPSO:
The velocity is then defined as Equation (14) V t+1 ij
where the difference operation, the combination operation and the multiplication operation are defined in Equation (11)-(13), W , R 1 and R 2 are vectors with n elements with values of 1 or 0, depending on the probability of w, r 1 , and r 2 , respectively. Suppose w = 0.7, r 1 = 0.6 and r 2 = 0.6, then W , R 1 and R 2 are represented as follows:
W , R 1 , R 2 will be regenerated for each iteration of the procedure.
After computing next velocity (V t+1 ij ) with Equation (14), we can obtain the current particle's next position (X t+1 ij ) with Equation (15):
We then validate the connectivity of each region (X t+1 ij = 1). If there are two or more clusters in a given space, they are evaluated with the concentration index. Elements in clusters where the concentration index is not the highest are then renumbered to −1. For example, suppose the i th particle's current position is This position indicates that there are two clusters (cluster a: 1, 2, 3 and cluster b: 10) for the i th particle. Since our aim is to obtain the most promising cluster, we must abandon the less promising ones (those with a lower concentration index) to ensure the regions in the cluster are connected in space. If the concentration index of cluster a is higher than in cluster b, the i th particle's current position changes into For each particle, the moving procedure will iterate nt times. The CPSO will be terminated if one of the two stopping criteria is reached: nt reaches the maximum iteration times MaxT. the concentration index ofGbest is constant after a predefined number of iterations noMaxT (noMaxT < MaxT)
When the CPSO terminates, the Gbest is the most promising cluster we intend to detect.
III. A SIMULATION STUDY
To evaluate the reliability of the spatial scan statistics method proposed in this paper, we adopt three different criteria, which are also used in Cucala [8] 's paper: the Similar with Cucala [8] , in the Bernoulli model, the number of events are simulated independently with a Poisson distribution, while λ = 100, and the associated marks follows a Bernoulli distribution: where r is the ratio of the expected number of events inside of C to the expected number of events outside of C. In the Poisson model, the number of events is 10 * r, and the number of controls is 100−10 * r while inside of C. If the zone is outside of C, the number of events is 10, and the number of controls is 90. A Poisson distribution independently simulates both the number of events and the number of controls.
Cucala [8] compares his method (λ I ) with two other spatial scan statistics, which are based on the Bernoulli and Poisson distributions. The results prove that a distribution-free method is more powerful. In this study, we compare λ ID with λ I using a circular scanning window to testify the rationality of λ ID .
The results are shown in Table 2 and Table 3 . From Table 2 and Table 3 , we can see that the power value of λ ID is higher in most situations. While both TP and FP decrease, the FP falls to a greater degree. These results indicate that a spatial scan statistic with λ ID tends to be more 'conservative' and leads to the detection of smaller clusters. It is more apparent that both TP and FP drop sharply when the cluster's shape is irregular.
During this simulation study, the area of the regions inside the cluster is smaller than it is outside. The ratio of the event density inside to outside the cluster is larger than the ratio of the events number inside to outside the cluster, which leads to a higher power performance with the λ ID . In addition, some regions (A, B and C in Figure 2 ) inside the cluster have a larger area than others, resulting in the maximum event density being twice as much as the minimum. To obtain the highest concentration index, the regions with low event density are excluded from the cluster detection with a smaller scanning window. This explains why a spatial scan statistic with λ ID tends to be 'conservative'. Figure 2 shows that a larger circular scanning window leads to an increase the values of TP and FP, while a smaller window results in lower TP and FP values. Since the spatial scan statistic with λ ID tends to be conservative, the detected cluster is in a smaller scanning window and results in lower TP and FP.
Note: The TP and FP are 11 and 4 with the larger scanning window, and 3 and 1 with the smaller window, respectively.
We then use the spatial scan statistic with different concentration index to detect clusters.
Figure 3 - Figure 5 shows the results. Note: A is a Poisson simulation dataset. B is a Bernoulli simulation dataset. The p-value of cluster in A is 0.002, the p-value of cluster in B is 0.001.
Note: A is a Poisson simulation dataset. B is a Bernoulli simulation dataset. The p-value of cluster in A is 0.003, the p-value of cluster in B is 0.003.
Note: A is a Poisson simulation dataset. B is a Bernoulli simulation dataset. The p-value of cluster in A is 0.001, the p-value of cluster in B is 0.001. We find that no matter which concentration index is used, the cluster detection of CPSO scan statistics always achieve better results than the results of circular shape distributionfree scan statistics. The FP in CPSO scan statistics are 0 in all situations, and TP is dependent on the concentration index used and the distribution model of the simulation dataset. For λ IDCP , the TP is 7 with a Poisson simulation dataset and 8 with a Bernoulli simulation dataset. For λ ID , the TP is 9 with both Poisson simulation dataset and Bernoulli simulation dataset. For λ I , each TP is 11, which is equal to the number of regions in the real cluster.
Compared with a circular scanning window spatial scan statistic, the CPSO spatial scan statistic does not have a fixed shape for the scanning window. The fixed shape scanning window is the source of the classical spatial scan statistics' primary shortcoming: a high TP with high FP or low FP with low TP. Regions can be a candidate cluster on the premise of connectedness in the CPSO spatial scan statistic. This connectedness is why our CPSO spatial scan statistic has an improved performance: high TP with low FP. Because the difference in the event densities between the inside and outside cluster is larger than the difference in the number of events, a spatial scan statistic with λ ID tends to have a lower FP and TP than with λ I . If a region outside the cluster has a higher event density, it may be considered as part of the cluster. Accordingly, the FP increases and TP decreases if a region inside the cluster has a lower event density than those outside the cluster. This is logical because the event density inside the cluster should be higher than on the outside.
To further verify the CPSO spatial scan statistic, six simulation datasets with different clusters are generated. For each dataset, the cluster intensity ratio is 2.0, and the event number is generated with the Poisson model.
The SA method and GA method are used to make comparisons with the CPSO method. The six simulation datasets are shown in Figure 6 , and the results are shown in Table 4 .
The comparison in Table 4 shows that the CPSO method and the GA method have equal good performance in TP, FP and λ ID and always perform better than the SA method. The iteration time of CPSO method is much less than that of the GA method and the SA method. This shows the feasibility of the CPSO method. 
IV. APPLICATION TO CENSUS DATA
Currently, the ageing population is attracting increasing attention. The study of population spatial distribution is becoming an important research focus. Here, the CPSO spatial scan statistic is applied to detect the latent cluster in 2015 Wuhan's census data focused on the population that is over 60 years of age.
Wuhan is located in Hubei Province, China. As the largest city of Central China, Wuhan has a population of more than 10,000,000. Wuhan's population distribution is imbalanced, and the differentiation of the population growth is large in the spatial dimension. Figure 7 shows the maps of population distribution. The map on the left shows the distribution of the population size, and the map on the right shows the distribution of population density.
It can be seen from Figure 7 that the population density map shows a completely different situation compared to the population size map. The difference is obvious in the upper left portion of the two maps. The population size is large due to the large statistical area, while. the density of the map shows the true distribution. The population in the lower right part of the map is much more concentrated than in the upper left.
We apply the CPSO spatial scan statistic to detect present clusters in the study area: w = 0.7, r 1 = 0.6, r 2 = 0.6, and α = 0.5. The number of particles is 40, and the iteration number is set at 2000. We first use λ I to distinguish the difference between the cluster and non-cluster, and λ I is then replaced by λ ID . After the cluster has been detected, 999 MonteCarlo simulations are used to compute the significance in the cluster (p-value). The results can be seen in Figure 8 and Figure 9 .
Note: The maximum concentration index is 835 and the p-value of the detected cluster is 0.955.
Note: The maximum concentration index is 157 and the p-value of the detected cluster is 0.003. Figure 8 and Figure 9 show that the cluster detected by λ cp (λ = λ I ) has a very high p-value: 0.955. This indicates that in the 1000 simulations, the number of clusters that have a concentration value more than 839 (the maximum concentration index in Figure 8 ) is 955, This result indicates that the cluster detected by λ cp (λ = λ I ) is extremely unreliable. In contrast, the p-value of cluster detected by λ cp (λ = λ ID ) is 0.003, which reflects the significance of the cluster. The results mean that if there is a considerable difference in the area of the statistical regions, λ I is no longer appropriate and λ ID is a more reasonable choice. Figure 8 and Figure 9 also show that the number of iterations to reach the final result using λ ID is smaller than with λ I , thus illustrating that λ ID reflects the inside to outside difference of the cluster more when compared with the λ I in a CPSO spatial scan statistic.
Notably, α is set as 0.5 in this application. As discussed above, a higher α leads to a more circular cluster and a slower convergence rate. The choice of α is important to the CPSO spatial scan statistic. We do not suggest that α be higher than 1, because that would result in a relatively slow convergence rate and an almost circular cluster. Therefore, α = 0.5 is applicable in most cases.
V. DISCUSSION AND CONCLUSION
In this paper, we proposed a CPSO distribution-free spatial scan statistic to detect present clusters. Our method has advantages in the TP, FP, and power when compared with the method proposed by Cucala.
The distribution model, the evaluation function, and the scanning window are key factors in the performance of the spatial scan statistic. In our method, we do not depend on any specific distribution model and only rely on the distributionfree null hypothesis H 0 : the marks that are associated with events are realizations of independent and identically distributed random variables. A concentration index is then constructed to detect the present clusters. Although the model performs well in our simulation study, a problem arises if the event density is largely different between different regions. In this case, we use an alternative concentration index for the cluster identification by applying the alternative index to the census data, and the results show the improved model to be more appropriate.
Several stochastic optimization techniques are applied to spatial scan statistics, and the most popular technologies are the simulated annealing and genetic algorithm. A PSO has been used to detect irregular clusters, but has some shortcomings. One limitation is that the a PSO cannot represent all possible shapes of the clusters. Since the study region has a graph-based representation, the process of irregularly shaped cluster detection can be seen as a combinatorial optimization problem, which aCPSO is a good solution for.
The CPSO is used to obtain the most significant clusters and improve the accuracy (higher TP and lower FP) of the detection. We represent the particles and redefine the particlemoving algorithm for the problem. The simulation results show that CPSO spatial scan statistic can improve the Power, TP and FP values. To avoid generating clusters in a treestructure, we take the clusters' compactness into consideration in their detection. Although the introduction of parameter compactness may lead to a lower convergence rate, we can improve the convergence rate by weakening the effect of the compactness.
In general, our method shows advantages when compared with other classical spatial scan statistics. The simulation study and the application to census data show the power of our method and prove the validity of the CPSO, its effectiveness, and its practicability in spatial scan statistics.
However, work still needs to be done to improve our methodology.
The compactness parameter is introduced to avoid generating clusters with a tree-structure, but it also prevents other types of structures, such as along the river. The compactness parameter makes our detected clusters more 'circular' as it prevents the tree-structure from occurring. Some other functions are proposed in literature, such as the connectively penalty function and the inter cohesion penalty function. But those function are unstable and sensitive to map scales. An alternative penalty function should be proposed to measure the clusters and solve this problem.
The PSO algorithm is easily trapped into only performing local optimization. Other algorithms can be adopted to solve the optimization model, such as the annealing and genetic algorithm.
The spatial scan statistic is a measure of spatial local heterogeneity. When research area is large and includes quantities of regions, there may exits multiple clusters and the spatial stratification of heterogeneity. [33] can influence scanning results. It is necessary to consider the spatial stratified heterogeneity when detecting multiple clusters.
Future work should focus on these aspects.
