We consider the class M of monotonically increasing binary output functions. M has considerable practical signi cance in machine learning and pattern recognition because prior information often suggests a monotonic relationship between input and output variables. The decision boundaries of monotonic classi ers are compared and contrasted with those of linear classi ers. M is shown to have a VC dimension of 1, meaning that the VC bounds cannot guarantee generalization independent of input distribution. We demonstrate that when the input distribution is taken into account, however, the VC bounds become useful because the annealed VC entropy of M is modest for many distributions. Techniques for estimating the capacity and bounding the annealed VC entropy of M given the input distribution are presented and implemented.
Introduction
Much of learning theory is concerned with measuring the exibility and approximating power of various function classes. Concepts such as capacity 1], VC dimension 2] and e ective number of parameters 3] have been developed with this goal in mind.
Most function classes analyzed in these frameworks are explicitly parametrized functional forms such as sigmoidalneural networks of a given architecture. It is also of interest, however, to consider classes of functions which satisfy properties the target function may in some cases be believed to possess. Monotonicity is an example of a constraint the target function is likely to satisfy in some instances. In many application domains, common sense or expert knowledge indicates that the target function is monotonic in some or all input variables. For instance, in screening credit card applicants, one might expect that the probability of default increases monotonically with debt but decreases monotonically with salary. Recent work has shown that constraining models such as neural networks to obey monotonicity can lead to an improvement in performance over both linear models and unconstrained nonlinear models 4]. It would therefore be signi cant both practically and theoretically to quantify the expressive power of monotonic functions.
We will consider the class M of monotonically increasing (non-decreasing) functions from R d ! f0; 1g. Let x = (x 1 ; x 2 ; : : :x d ) and x 0 = (x 0 1 ; x 0 2 ; : : :x 0 d ) be members of R d . We will say that x 0 dominates x, which we denote by x 0 x, if 8i; 1 In many applications, domain knowledge may indicate decreasing monotonicity (i.e., a monotonically decreasing relationship between input and output) in some variables rather than increasing monotonicity. The analysis which follows will also hold for each of the other 2 d ?1 function classes where some or all variables have a decreasing monotonicity constraint rather than an increasing one. This equivalence is made clear by observing that decreasing monotonicity may be converted to increasing monotonicity by relabelling an input variable as its negation. There are also many situations where monotonicity only holds for some variables, while the relationship of the other variables to the output is completely unknown a priori. This case is more complex and will not be addressed here. Note that the class M is not explicitly parametrized by weights, unlike classes such as sigmoidal networks with a xed number of hidden units. When a nite, parametrized model is further constrained to obey monotonicity in all variables, the resulting class of functions will be some subset of M. Thus, bounds on the capacity of M will upper-bound the capacity of any parametrized model where monotonicity is enforced.
Section 2 describes the decision boundaries of monotonic classi ers, comparing and contrasting them to separating hyperplanes. Results are developed about the capacity and VC dimension of M in section 3. In particular, the capacity is shown to depend almost completely on the input distribution. Section 4 presents methods for estimating the capacity and bounding the annealed VC entropy of M given a model of the input distribution. These techniques are implemented and shown to yield in some cases much tighter bounds than those which result from bounding the VC dimension of feedforward neural networks with very few hidden units. In section 5, analytical results are derived concerning how the capacity of M grows with d for independent inputs. Section 6 discusses the results and considers future work.
Decision boundaries
A monotonic classi er may be thought of as a mildly nonlinear generalization of a linear classi er. This relationship is perhaps best demonstrated by considering the decision boundaries corresponding to the two models. It is well known that the decision boundary implemented by a linear perceptron is simply a d?1 dimensional hyperplane splitting input space into two regions. In two dimensions, this boundary consists of a straight line dividing the input plane.
Consider a monotonic classi er (m(x 1 ; x 2 )), where m maps R 2 to R and (u) is the Heaviside step function, i.e., (u) = 1 if u 0 and (u) = 0 otherwise. Let m(x 1 ; x 2 ) be a continuous, di erentiable, strictly increasing function of both variables, i.e., 8x 1 ; x 2 we have @m @x1 > 0 and @m @x2 > 0. Assume that for any value of x 1 , there exists an x 2 for which m(x 1 ; x 2 ) > 0 and an x 2 for which m(x 1 ; x 2 ) < 0. Similarly, assume that for any value of x 2 , there exists an x 1 for which m(x 1 ; x 2 ) > 0 and an x 1 for which m(x 1 ; x 2 ) < 0. De ne the decision boundary of a classi er (g(x)) to be the set of points B = fx : g(x) = 0g. If the above conditions hold, then we have the following theorem. Proof: Fix x 1 = a, and let x min 2 (a) be the smallest value x 2 can take such that m = 1. By continuity in m, m(a; x min 2 (a)) = 0, and by the strictly increasing nature of m, 8x 2 > x min 2 ; m(a; x 2 ) > 0. Therefore, x min 2 is the only value of x 2 for x 1 = a which lies on the decision boundary. By an analogous argument, for each value of x 2 , there is a unique value of x 1 such that the point lies on the decision boundary. Therefore, the boundary must be an invertible function from one input variable to the other . This theorem is in agreement with the intuition that a monotonic model is more exible than a linear one, but is still very severely constrained.
If we make analogous assumptions in the d-dimensional case, then the boundary must be a single, somewhat exible sheet such that specifying the values of any subset of d ? 1 input variables de nes a unique value of the dth variable at which the classi cation changes.
Basic Capacity Results
To make the idea of capacity precise, we must de ne a few auxiliary concepts. De ne a dichotomy to be a set of d-dimensional input vectors, each of which have an associated class label of either 0 or 1. De ne a positive example as an input vector labelled 1 and a negative example as an input vector labelled 0. We say that a dichotomy is separable by a function class if there exists at least one function in the class which maps each of the input vectors to its correct class label. A random dichotomy is a dichotomy where the label for each example is assigned randomly with equal probability for either class. Let P(n) be the probability that a random dichotomy of n examples can be separated by the function class.
The capacity of a function class is the integer n for which P(n) is closest to 0:5. Capacity (unlike VC dimension) is therefore a quantity which depends on the input distribution. The importance of this point will become clear below.
The following theorem provides a polynomial time test for monotonic separability: It is also clear that f belongs to M. Suppose f(x) = 1 and x 0 x. x must dominate some vector x in the dichotomy. Any vector x 0 which dominates x must also dominate x . Thus, f(x 0 ) = 1, hence, f(x 0 ) f(x). Therefore, f 2 M .
It follows immediately from the theorem that a dichotomy may be checked for monotonic separability in time at most quadratic in the number of examples.
Capacity results for the perceptron (i.e., the class of linear threshold functions) are well known: the capacity is 2d, where d is the dimensionality of the input space 1]. This result is true for any smooth distribution of continuous input variables, because the number of linearly separable dichotomies of a set of input vectors is independent of how those input vectors are arranged, provided they are in general position. This lack of dependence on input distribution is in sharp contrast to the case of M. Here, the number of dichotomies depends heavily on how the input vectors are arranged. Consider gure 2. A little inspection will reveal that this dichotomy is not monotonically separable, even if we are free to take decreasing monotonicity to hold for one or both of the input variables. Figure 3 depicts a drastically di erent situation. In this case, the input distribution is such that there exists a monotonically decreasing relationship between the two input variables, i.e., for all x = (x 1 ; x 2 ) and x 0 = (x 0 1 ; x 0 2 ), x 1 > x 0 1 ) x 2 < x 0 2 . When n input points are drawn from such a distribution, any of the 2 n possible dichotomies are separable by M, the class of monotonically increasing functions. To see why, consider that for a dichotomy not to be separable by M, there must be a negative example which is dominated by some positive example. But if the two input variables are related in a monotonically decreasing way, no example can dominate any other example. All dichotomies are therefore separable given such an input distribution. Note that even if the input dimensionality is greater than 2, a monotonically decreasing relationship between two of the input variables is su cient to make domination impossible, and hence, to make all dichotomies separable by M.
The example depicted in gure 3 establishes a result which explains why input distributiondependent notions such as capacity are more useful than the concept of VC dimension for the analysis of monotonicity. Recall that the VC dimension is the maximum value of n for which the growth function = 2 n . The growth function is de ned as the maximum number of separable dichotomies of n points, where this maximum is taken over all possible choices of the n points. Figure 3 demonstrates that we may always choose input points in such a way that all 2 n possible dichotomies may be separated monotonically. It is granted that the gure 3 example is not very realistic-it would be extremely odd to nd a problem where the target is believed to increase monotonically with two input variables which appear to be related to each other in a monotonically decreasing way. Nonetheless, such an example is permitted by the de nition of the growth function. Thus, the VC dimension of the class of monotonic functions = 1 ! This result is misleading, however, since monotonicity is still a very powerful constraint in most cases. The preceding examples demonstrate that the number of dichotomies separable by M, and hence, the capacity of M can be arbitrarily large or small depending on the particular input distribution. The second and third examples-especially the third-cannot be dismissed as merely irrelevant, degenerate cases which will never occur in real life. These two examples are the extreme versions of possible real world situations where the input variables do not have strict monotonic relationships but are correlated signi cantly. It should be clear from gure 4 that if we have two input variables which are highly but not perfectly positively correlated, then the number of separable dichotomies of n points is still likely to be low, although somewhat higher than n + 1. Likewise, if we have two input variables which have a substantial negative correlation, then the number of separable dichotomies is likely to be quite high, although somewhat less than 2 n . The e ect of correlation will be demonstrated numerically in the next section.
Capacity and VC Entropy Estimation
If we have a good model for the input distribution for a given problem, the capacity of M may be estimated computationally. n input vectors may be drawn from the model of the input distribution and labelled randomly as positive or negative with equal probability. Theorem 3.1 tells us how to check e ciently whether or not the dichotomy generated is separable by M. This procedure may be repeated many times to get an estimate of P(n), the probability that n randomly labelled points are separable by M. The estimate of the capacity of M is then that n for which P(n ) 0:5. This procedure was used to estimate the capacity of M for various d for the case of independent N(0; 1) input variables. The number of examples n was varied over a wide range. For each n, 1000 random dichotomies were generated and checked for monotonic separability. The capacity estimate was taken to be the n for which the estimate of P(n) was closest to 0.5. The results are shown in Table 1 . The capacity of M is modest for low d, but grows more quickly than the capacity of the perceptron. This behavior agrees with our intuition that M is a highly constrained function class, but nonetheless more exible than the class of perceptrons.
input dimension capacity of perceptron capacity of M , independent inputs 2 4 4 3 6 6 4 8 8  5  10  12  6  12  17  7  14  23  8  16  33  9  18  45  10  20  64  11  22  85  12  24  126  Table 1 Capacity of M and of the perceptron given independent gaussian inputs The e ect of correlation between input variables was also explored for d = 10. We generated 10 N(0; 1) input variables x 1 ; :::; x 10 according to a covariance matrix with 1s along the diagonal and elsewhere. As the theory of the previous section predicts, the capacity decreases drastically with increasing . Table 2 Capacity of M , d=10 for various levels of correlation between inputs
In addition to estimating capacity, it would be useful to make explicit statements about the generalization of a monotonic model. The VC bounds on generalization, based on the growth function, are well known. Such a bound is of no use to us here, since 8n, the growth function of M = 2 n . An analogous, distribution-dependent bound also holds, however. The growth function can be replaced in the bound with the annealed VC entropy H ann (n), which is de ned as the natural log of the expected number of In theory, one could estimate P(2n) using the technique outlined above for estimating capacity. Such a procedure is computationally infeasible for even modestly large n, however. Since H ann (2n) = ln(2 2n P(2n)), the bound may be written as 4(4e ? 2 ) n P(2n). Substituting in n = 5000, = 0:25, we nd that P(2n) would need to be the order of 10 ?2870 in order for the bound to be non-trivial. In order to demonstrate that P(2n) is this low, at least the order of 10 2870 (!) dichotomies would have to be generated and checked for monotonic separability. The number of dichotomies that need to be generated grows exponentially with n, so direct estimation of P(2n) is not an e cient way to obtain a bound. Fortunately, we can bound H ann (2n) using a polynomial time algorithm. We appeal to a lemma in 2]. Let x 1 ; x 2 ; : : :x n be a set of input vectors and let G (x 1 ; x 2 ; : : :x n ) be the number of dichotomies induced by a function class G on this sample. De ne shown in Figure 5 . r can be thought of as the \e ective" VC dimension of M on a particular set of n points, and indeed, it would be the VC dimension if the input space were restricted to be only those n points. An O(n 3 ) algorithm is given in 9] for nding a maximal independent set of edges in a bipartite graph. This algorithm, known as the alternating path method, was implemented and used to nd the the cardinality r of a maximal antichain for samples of size 5000 and 10; 000 in R 2 generated from a joint normal distribution with 1 on the diagonal of the covariance matrix and elsewhere. Since (4:1) involves H ann (2n), this procedure gives us bounds for training sets of size n = 2500 and n = 5000, respectively. For each (n; ) pair, 10 samples of cardinality 2n were generated and the corresponding r was determined.
For each sample, M (x 1 ; x 2 ; : : :x 2n ) is bounded by (r + 1; 2n). H ann (2n) is therefore bounded by ln(E (r + 1; 2n)]). Table 3 displays the sample mean and standard deviation of r. The standard deviation of r is quite low, meaning that 10 samples su ce to estimate E (r + 1; 2n)] quite accurately. Table 3 Average size of largest antichain and smallest for which the VC bound (4:1) is less than 0.01. This procedure yielded non-trivial bounds for correlated inputs in R 2 . For the sake of simplicity, we bound H ann (2n) by the sample mean of (r + 1; 2n) plus 2 p 10 , where is the sample standard deviation of (r + 1; 2n) 1 . The last column in Table 3 shows the largest value of for which (4:1) evaluates to less than :01 (the exact choice of con dence level makes little di erence, since the bound decreases very sharply from above unity to very small values over a very small range of ). Note that high levels of covariance are not unrealistic given the types of real-world problems where the monotonicity constraint arises. Consider, for instance, the problem of approving credit card applicants on the basis of their salaries and current savings. One would expect salary and savings to be highly correlated.
These bounds may appear rather loose at rst, but they are impressive compared with what would be obtained by bounding the VC dimension of a feedforward neural network. Let W be the total number of parameters (weights and thresholds) in a neural network and let N be the total number of units (hidden plus output Table 4 Upper bound on VC dimension of feedforward neural networks of linear threshold units with 2 inputs.
If a network of even fairly modest size is employed, many more examples would be needed to get the same bounds from bounding the VC dimension of the network than we get by bounding the annealed VC entropy of M. A comparison of Table 3 and Table 4 indicates that for n = 2500; = 0:5, we get a better bound by bounding M than we would by bounding the VC dimension of a network of 4 or more hidden units. For = 0:9, the bound is better than it would be for a network of only 3 hidden units.
Consider a 10 hidden unit network. For = 0:46, 9200 examples would be needed to get the same bound we get with 2500 examples and = 0:5 here. 13,000 examples would be needed to get the same bound at = 0:4 that we get for n = 5000, = 0:5. The bound we obtain for n = 5000, = 0:9 at = 0:34 would require 19,400 examples.
If a neural network is constrained to obey monotonicity, as in 4], then a bound on the annealed entropy of M upper-bounds the annealed entropy of the network with the constraint. Tables 3 and 4 demonstrate that this bound can be much tighter than the one obtained by employing the bound on growth function of the network. Tables 3 and 4 also con rms our intuition that the exibility and expressive power of M are fairly modest. This suspicion is supported by noting that the \e ective" VC dimension of M for reasonable input distributions in R 2 is comparable to the VC dimension of a small neural network with only a few hidden units.
The comparison of

Exponential Behavior of Capacity for Independent Inputs
The arguments in section 3 make it clear that analytical results regarding the capacity of M which apply independent of input distribution cannot be obtained, since capacity is highly distribution-dependent. If we assume independence between input variables, however, we can say something about how the capacity of M grows with d. Table 1 shows that capacity for independent inputs is low for low d but appears to increase quickly as d becomes larger. An exponential relationship between d and capacity is suggested by the results. In this section, we prove that capacity is indeed exponential in d for independent inputs 3 .
De ne a sequence q 1 (x 1 ); q 2 (x 1 ; x 2 ); q 3 Proof Clearly, P(n; d), the probability that a random dichotomy of n points drawn from q d is monotonically separable, is lower-bounded by 1 ? (n; d), the probability that all 2 n dichotomies are monotonically separable. Now suppose the theorem is false, i.e., suppose Capacity grows exponentially in d for independent inputs. This result should not be interpreted too pessimistically, however. The sorts of applications where monotonicity constraints arise (e.g. economic and medical diagnosis problems) typically involve relatively few inputs. In addition, there is often strong correlation between the variables, so the independence assumption does not hold in these cases.
Conclusion
We have shown that the capacity and annealed entropy of M can be estimated computationally given a model of the input distribution. The bounds on the annealed entropy lead to bounds on out-of-sample error which are tighter than those which would otherwise be obtained with neural networks with a very low number of hidden units. This led to the conclusion that monotonicity can be a very powerful constraint.
Future work may include extensions of the analytical results in section 5. Can we say something about how quickly the expected size of the maximal antichain increases with n and d? Correlated inputs also need to be considered. What level of correlation su ces for the capacity to grow polynomially with d?
