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Abstract Finding local invariant patterns in handwrit-
ten characters and/or digits for optical character recog-
nition is a difficult task. Variations in writing styles
from one person to another make this task challeng-
ing.We have proposed a non-explicit feature extraction
method using a multi-scale multi-column skip convo-
lutional neural network in this work. Local and global
features extracted from different layers of the proposed
architecture are combined to derive the final feature
descriptor encoding a character or digit image. Our
method is evaluated on four publicly available datasets
of isolated handwritten Bangla characters and digits.
Exhaustive comparative analysis against contemporary
methods establish the efficacy of our proposed approach.
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1 Introduction
Optical character recognition (OCR) denotes the pro-
cess of automatically recognizing characters from an op-
tically scanned page of handwritten or printed texts.
Some popular real world applications of OCR includes
document information extraction [1,2], question answer-
ing [3,4], classification of documents as potential appli-
cations [5,6] etc. Recognition of handwritten characters
is a difficult task as finding the local invariant patterns
within handwritten character or digit images is not triv-
ial. The already difficult task of OCR gets more chal-
lenging in case of stylistically varying handwritten texts
as handwriting style varies from one person to another.
In automated OCR systems, features describing the lo-
cal invariant patterns are extracted and sophisticated
classification models are employed to recognize a hand-
written character or digit. Such feature-based OCR sys-
tems can be classified into two major categories: explicit
feature-based and non-explicit feature-based OCR sys-
tems. Syntactic or formal grammar-based features [7],
moment-based features [8], graph-theoretic approaches
[9], shadow-based features [10], gradient-based features
[11] etc. are some of the most popular examples of
explicit feature-based OCR system. In this approach
handcrafted features are explicitly designed and extracted
from a character or digit image. Contrary to the explicit
feature-based approaches, non-explicit feature (NeF )
based methods do not rely on handcrafted features. As
raw character or digit images are fed into the OCR,
a learned model automatically extracts features from
the image. The model itself is learned over multiple it-
erations by minimizing the misclassification error. Ar-
tificial neural network [12,13], deep convolutional neu-
ral network based approaches [14,15,16], recurrent neu-
ral network [17,18,19], markov-model based approaches
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[20,21] and unsupervised sparse feature extraction [22]
methods are some examples of non-explicit feature (NeF )
based OCR systems. Statistically derived parameters
play a significant role in those approaches.
Based on spatial coverage two types of features have
traditionally been used in explicit and non-explicit fea-
ture based OCR systems, local features and global fea-
tures. Local features refer to a pattern or distinct struc-
ture found in a small image patch. They are usually
associated with local properties of an image patch that
differs from its immediate surroundings in texture, colour,
or intensity. Examples of local features used in con-
temporary literature include blobs, corners, and edge
pixels. Local features have been used in a wide variety
of applications. A sampling based approach [23], pro-
posed by Nowak et al., extracts visual descriptors for
classification task by sampling the independent image
patches. Haralick et al. has proposed a textural-feature
based approach [24] which uses a piecewise liner deci-
sion rule and a min-max decision rule for identification
of image data. A multi-scale differential model [25], de-
veloped by Schmid et al., uses a voting algorithm with
semi-local constraints for retrieving images from large
image databases. A deep convolutional feature based
approach [26], proposed by Babenko et al., extracts lo-
cal deep features from images with the help of a deep
convolutional neural network. These local features are
finally aggregated to produce compact global descrip-
tors for image retrieval task. Hiremath et al. has pro-
posed a contend based approach [27] for retrieval of im-
ages. This approach uses primitive local image descrip-
tors like color moments, texture and shape for image
retrieval. A hierarchical agglomerative clustering based
model [28], developed by Mikolajczyk et al., combines
local features of different objects using an entropy dis-
tribution for recognizing multiple object classes. An op-
timization approach [29], proposed by Jiang et al. tries
to find the optimal combination of detector, kernel, vo-
cabulary size and weighting scheme for bag-of-features
(BoF). These aforementioned works are some popular
examples of usage of local image features.
Global features, on the other hand, describe the en-
tire image as a whole, representing the shapes and con-
tours present in the image. Global features have also
been used widely in the area of computer vision. Wang
et al. has proposed a combination technique [30] which
extracts global, regional and contextual features from
images and accumulates these extracted features by es-
timating their joint probability for automatic image an-
notation. Shyu et al. has developed a content-based im-
age retrieval model [31] which uses low-level computer
vision technique and image processing algorithms for
extracting features related to the different variations
of gray scale, texture, shape etc. Labit et al. proposed
a compact motion representation based method for se-
mantic image sequence coding [32] which uses global
image features. These are some popular examples of
usage of local image features.
Both local and global image features play impor-
tant roles in automated handwritten character and digit
recognition systems. A region sampling based approach
[33,34] to extract local features from the most discrim-
inating regions of a character/digit image, an ensemble
technique [35] to combine quad-tree based longest-run
features with statistical features using PCA [36] and
Modular PCA [37], artificial neural network-based ap-
proach [38,39,13], deep convolutional neural network-
based approach [40,41], multilayered boltzmann per-
ceptron network [42] to extract hard geometric fea-
tures, Transfer learning based approach [43] which used
a pre-trained ResNet [44], a multi-column based ap-
proach [45] to extract multi-scale local features from
pattern images for recognition of handwritten charac-
ters and digits, a multi-layer capsule network based ap-
proach [46] etc are some examples of local feature ex-
traction based handwritten character/digit recognition
methods. Global image features have also been used
for this purpose such as convex hull-based features [47,
48] and chain code histogram-based features [49], arti-
ficial neural network based approach [50] etc. In some
these aforementioned works a combination of local and
global image features have also been used but in most
of the works global features are extracted through an
explicit based feature extraction technique. Designing a
non-explicit based both global and local feature extrac-
tion method for recognition of handwritten character
or digit is the primary concern of our present work.
Despite the progress on developing OCR systems for
Indic scripts in the past decade, a commercially suc-
cessful comprehensive system is yet to emerge. In this
work, we have proposed an NeF based approach for
recognizing handwritten Bangla digits and characters
(shown in Fig. 1) by combining global and local features
extracted using a deep convolutional network (CNN).
We have developed a multi-column skip-connected con-
volutional neural network (MSCNN) architecture for
this purpose. Global features extracted from the initial
layers of the network are combined with local features
from the final layers of this convolutional architecture.
These features are learned by training the network over
multiple iterations to minimize misclassification error.
We proposed a novel fusion technique to combine these
global and local features extracted from different layers
of the architecture to generate the final feature descrip-
tor representing a character or a digit image. We have
evaluated the proposed method on five publicly avail-
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Fig. 1: A few samples of Bangla handwritten characters and digits
Fig. 2: A traditional convolutional architecture which consists of several convolutional and max-pooling layers
stacked on the top of each other
able, benchmark datasets of handwritten Bangla char-
acters and digits. Promising results have been achieved
for all the datasets. We have also tested our system on
MNIST dataset and achieved a maximum accuracy of
99.65 %, without any data augmentation to the orig-
inal data. A comparative analysis has also been per-
formed against some of the contemporary methods to
establish the superiority of our proposed method. The
rest of the paper is organized as follows: Section 2 in-
troduces a brief overview of CNN based architectures,
Section 3 presents a detailed description of the present
work, the datasets used in the experimental setup and
the experimental results are described in Section 4 . A
comparative study based on different possible combina-
tion technique is presented in Section 4.4 and finally,
a brief conclusion is made from the results.
2 A brief overview of CNN
Convolutional neural networks (CNNs) [12,41] are a
class of feedforward networks generally used for rec-
ognizing patterns of an image. Just as artificial neu-
ral network (ANN), CNNs are also biologically inspired
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architectures. The hierarchical information processing
style by the alternating layers of simple and complex
cells of visual cortex in brain [51] motivates the archi-
tecture of CNNs. In general, the architectures consist of
several convolutional and pooling (or subsampling) lay-
ers stacked on the top of each other as shown in Fig. 2.
The convolutional layers learn the features representing
the structures of the input image and thus, they serve
as feature extractors. Each neuron in the convolutional
layers relates to the neighborhood neurons of the pre-
vious layers via a set of learnable weights; also known
as filter banks (LeCun et al. [52]). These neurons in
the convolutional layers form feature maps by arrang-
ing in a specific order. Patterns in input images are
extracted with the learned weights in order to compute
a new feature map (shown in Fig. 3) and this map is
forward propagated into a non-linear activation func-
tion, which allow extracting non-linear features. Dif-
ferent parts of a feature map share similar weights to
learn translational invariant features and different fea-
ture maps from same convolutional layer contain differ-
ent weights which help learning multiple patterns from
every part of a pattern image. Pooling layers play a sig-
nificant role to achieve spatial invariance to input dis-
tortions and translations. Initially, most common pool-
ing operation was performed with average pooling [53],
in which the average of all the inputs values over a small
region of an image is propagated to the next layer. How-
ever, the most recent works (Tolias et al. [54]; Giusti et
al. [55]; Nagi et al. [56]; Scherer et al. [57]; Murray et al.
[58] etc) generally used max pooling [56,55], in which
maximum of all the input values is propagated to the
next layer. Hence, convolutional layers and pooling lay-
ers are two main building blocks of CNN architectures.
Therefore, the local invariant patterns are collected by
the convolutional layers and processed by pooling layers
to extract more powerful features.
In the field of OCR system, researchers [45] have
found in their experiments that convolutional sampling
at fixed scales often bounds the local invariant pattern
searching capabilities of a CNN; but sampling at mul-
tiple scales allows a CNN to extract more robust and
noise invariant features from different patches of an im-
age. In order to address this scope, the filter banks of
the proposed architecture have variable sizes (i.e. 3×3,
5× 5, 7× 7) at different convolutional layers (as shown
in Fig. 5). As, the maximum information loss occurs
due to the pooling layers, we have used smaller window
sizes (i.e. 2× 2) in our proposed system.
Multi-column convolutional neural network (MCNN)
(inspired by the microcolumns of neurons in the cere-
bral cortex) based architecture has shown a major break-
through in various research works like handwritten text
Fig. 3: The convolutional operation performed by CNN
layers
recognition [39,50,59,45], traffic sign classification [60],
crowd counting [61,62] etc. Multiple columns of feedfor-
ward convolutional neural networks are used together to
combine the output feature maps from all the columns.
Different feature maps are generated for same image
patches at different columns because the weights of the
filter banks in convolutional layers vary from one col-
umn to other. When a pattern image is propagated
through every column of a MSCNN based architec-
ture, multiple feature maps from each image patch are
extracted at the convolutional layers of the respective
columns. Feature maps generated at one convolutional
layer of a definite column differs from the similar (layers
at same depth) convolutional layers of other columns.
Similarly, for other layers of different columns, several
variations of feature maps are created and when these
multi-variate feature maps are combined more robust
abstraction of a pattern image is created and provides
a better prediction accuracy in a OCR system.
In multi-column CNN based architecture, multi-scaling
can be applied in two different ways, one is column-wise
multi-scaling and another is level-wise multi-scaling. In
column-wise multi-scaling, multiple scales of convolu-
tional filters (i.e. variable filter sizes used in convolu-
tional layers) are used within each column of MSCNN
based architecture, and more robust and geometrically
invariant patterns are extracted from different patches
of images within a single column [45]. On the other
hand, in level-wise multi-scaling similar types (layers
at same depth) of convolutional layers of different col-
umn has different filter sizes (shown in Fig. 5), hence
multi-variate patterns are sampled at the same levels
of different columns. The patterns derived from these
two types of multi-scaling techniques when accumu-
lated create shift, scale and distortion invariant feature
maps that contain more complex and deeper geometri-
cal information of character or digit images.
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Fig. 4: A multi-column based architecture used in our proposed system
Fig. 5: Multi-column based CNN architecture in which
level-wise multi-scaling and column-wise multi-scaling
is used
3 Present work
The primary contribution of our present work is to
utilize the information contained in both global and
local features of pattern images in handwritten char-
acters and digits recognition tasks. As mentioned be-
fore, global features define a geometrical abstraction of
the entire image and local features define more detailed
(upto pixel level) description of an image. Hence, global
features are more sensitive towards clutter and occlu-
sion, but local features are more robust in those cases
[28]. In our proposed system the global and the local
features are extracted in a non-explicit based feature
extraction approach from different parts of our network.
From our experiments we observed that, the connection
weights between the anterior layers of the network are
more prone to learn global features and the connection
weights between the posterior layers of the network are
more likely to extract local features from pattern im-
ages. These global and local features, when gathered
together, contain more robust and accurate description
of pattern images and significantly improves recogni-
tion results over the methods which use either global or
local features alone. A graphical representation of how
global and local features are fused in our present work
is shown in Fig. 4.
As mentioned above a NeF based approach using
MSCNN based architecture for the recognition of iso-
lated handwritten characters and digits of popular Bangla
scripts has been proposed in the present work. Combi-
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nation of features extracted at final FC layer of ev-
ery column of the multi-column based architecture is
used as implicit feature descriptor of pattern images.
After learning the connection weights between the lay-
ers through training; the test image is forward prop-
agated through the network and the final feature de-
scriptor are extracted between the final fully-connected
(FC) layer and the softmax classifier. Finally, the soft-
max classifier performs a classification task using the
final extracted feature to predict the final class label. A
graphical abstract of the proposed architecture is shown
in Fig. 7. More detailed description is presented in Sec-
tion 3.1 and Section 3.2 . As mentioned in the pre-
vious section, the proposed system uses two different
types of multi-scaling techniques: column-wise multi-
scaling and level-wise multi-scaling, which enhance the
global and local invariant pattern searching capabilities
of the proposed architecture from character or digit im-
ages. When these multi-scaled local and global features
are combined improves the recognition performance of
our proposed network on multiple intricate handwritten
character and digit images.
3.1 Description of the proposed architecture
Details of the MSCNN-based architecture is presented
in this section. The architecture contains three columns
with a subtle architectural difference among them. Ar-
chitecture of each of the columns has been configured
empirically. Each column has three levels and each of
the levels consists of a single convolutional layer or
a stack of convolutional and pooling layers as shown
in Fig. 4. From each level of every column, the out-
put feature map is forward propagated through a fully-
connected (FC) layer to extract more useful and neces-
sary features from the feature maps extracted at con-
volutional layers (shown in Fig. 7). Without these FC
layers, if the feature maps from the convolutional layers
are directly used, the network may learn redundant and
confusing features for updating the connection weights.
Hence, the FC layers play a significant role to eradi-
cate some of those unnecessary features from the fea-
ture maps extracted at different levels of the network.
The configurations of these local FC layers are also fi-
nalized empirically. The feature generation process is
explained in Eq. 1 - Eq. 18 and feature combination
process is described in Eq. 19 - Eq. 22 . The proposed
methodology combines multi-scaled global and local in-
variant features sampled at multiple layers of the net-
work through a features-concatenation method (shown
in Fig. 6).
X11 = C11(I) (1)
Fig. 6: Feature concatenation method used in our
present work to combine different types of features com-
ing from different parts of the present architecture
X12 = C12(I) (2)
X13 = C13(I) (3)
Y11 = F11(X11) (4)
Y12 = F12(X12) (5)
Y13 = F13(X13) (6)
X21 = C21(C11(I)) (7)
X22 = C22(C12(I)) (8)
X23 = C23(C13(I)) (9)
Y21 = F21(X21) (10)
Y22 = F22(X22) (11)
Y23 = F23(X23) (12)
X31 = C31(C21(C11(I))) (13)
X32 = C32(C22(C12(I))) (14)
X33 = C33(C23(C13(I))) (15)
Y31 = F31(X31) (16)
Y32 = F32(X32) (17)
Y33 = F33(X33) (18)
Some notations are used to describe the procedure
of feature combination after each level of the proposed
MSCNN based architecture. Cij(X) represents the the
output function of convolutional layer (along with max-
pool layer) at level i and column j of the proposed
architecture, where Cij denotes the corresponding con-
volutional and maxpooling layer and X denotes the in-
put. Fmn(Z) represents the output function of fully-
connected layer at level m and column n of the pro-
posed architecture, where Fmn denotes corresponding
FC layer with input Z, where Z is Cmn(X). Fk(W ) rep-
resents the output function of final fully-connected layer
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Fig. 7: A graphical abstract of the proposed architecture. The architecture uses global and local features extracted
by a multi-column multi-scale convolutional neural network
at column level k with input W , where W is the con-
catenated features from all the columns of level k. F (I)
represents the output function of the fully-connected
layer where the input is original image I. Qf (G) repre-
sents the output function of final FC layer of the pro-
posed architecture, where G is the final concatenated
feature from different levels of the network. Feature
concatenation is denoted by ⊕. Input image is forward
propagated through every column and different feature
maps are generated at different levels of the architec-
ture. C11, C12, C13 extract features from the input im-
ages and the local FC layers F11, F12, F13 extract more
useful features from the feature maps extracted at the
previous sampling layers. Similarly, F21, F22, F23 ex-
tract features from the feature maps sampled at C21,
C22, C23 in the second column and F31, F32, F33 ex-
tract features from the feature maps sampled at C31,
C32, C33 in the third column. The output features of
each local FC layer at same levels of different columns
are combined by the proposed features-concatenation
technique (shown in Fig. 4). This means features from
first levels of all the columns (i.e. output features of F11,
F12, F13) are combined, similarly features from the sec-
ond levels of all the columns (i.e. output features of F21,
F22, F23) are combined and features from the third lev-
els of all the columns (i.e. output features of F31, F32,
F33) are combined. These concatenated features at dif-
ferent levels are propagated through F1, F2, F3 layers,
and finally, the output features of F0, F1, F2, F3 lay-
ers are combined with feature concatenation method to
generate the final feature descriptor(Qf (G)). With this
feature combination method, basically, we are trying
to assemble similar kind of features i.e. features com-
ing from equal numbers of sampling (convolutional and
pooling) layers. This methodology helps to accommo-
date several variations of patterns from different image
patches into a single bank of feature descriptors. These
feature banks created at different levels contain features
sampled at multiple scales, hence provide a better geo-
metrical abstraction of pattern images. At the first level
the features are extracted from one convolutional layer,
similarly at the second level the features are extracted
from two convolutional layers and one maxpooling layer
and at the final level the features are extracted from
three convolutional layers and two maxpooling layers.
All the features from the same levels do not represent
the exact same abstraction of the actual image because
different columns have different filter sizes in their re-
spective convolutional layers. Combination of these sim-
ilar kind of features denotes one of the significant con-
tribution of the present work.
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W1 = Y11 ⊕ Y12 ⊕ Y13 (19)
W2 = Y21 ⊕ Y22 ⊕ Y23 (20)
W3 = Y31 ⊕ Y32 ⊕ Y33 (21)
G = F (I)⊕ F1(W1)⊕ F2(W2)⊕ F3(W3) (22)
3.2 Architecture of each column
The configuration of every column is given in this sec-
tion. The first column has the following architecture:
32C2-2P2-BN-RELU-64C1-BN-RELU-256C1-2P2-BN-
RELU. In this representation XCY denotes a convo-
lutional layer with a total of X kernels and stride of
Y pixels, MPN denotes a max-pooling layer with an
M ×M pooling window and stride of N pixels, BN de-
notes Batch-Normalization [63], RELU denotes a Rec-
tified Linear Unit activation layer [64,65]. Every level
of the first column has a definite FC layer. In the first
column, after the first level 1024FC-BN-RELU layer is
used; similarly, after the second level and the third level
2048FC-BN-RELU layer and 1024FC-BN-RELU layer
are used respectively. In this representation NFC de-
notes a fully-connected layer with N numbers of output
neurons. The second column has the following architec-
ture: 32C1-2P2-BN-RELU-64C1-BN-RELU-256C2-2P2-
BN-RELU. In the second column, after the first level,
second level and third level 3584FC-BN-RELU layer,
5120FC-BN-RELU layer and 2048FC-BN-RELU layer
are used respectively. And the third column has the
following architecture: 32C1-2P2-BN-RELU-64C1-BN-
RELU-256C1-2P2-BN-RELU. In the third column, af-
ter the first level, second level and third level 2560FC-
BN-RELU layer, 8192FC-BN-RELU layer and 8192FC-
BN-RELU layer are used respectively. A graphical rep-
resentation of the architecture is shown in Fig. 7.
From first level of all the columns, the extracted
features from the local FC layers are combined and the
concatenated features are forward propagated through
3584FC-BN-RELU layer. Similarly, from the second and
third level the extracted features are combined and
forward propagated through 8192FC-BN-RELU layer
and 5120FC-BN-RELU layer respectively. And the ac-
tual image is also directly passed through a 512FC-
BN-RELU layer. Output features from these four outer
fully-connected layers are again combined through features-
concatenation method (shown in Fig. 6) and finally the
resultant feature vector is propagated through 2048FC-
BN-RELU-softmax layer. An RBF kernel based multi-
class SVM (One vs All) classifier [66] is used as softmax
classifier in the present architecture and by performing
β/γ variations the parameters of the kernel are tuned
empirically. As mentioned before, three different convo-
lutional kernel dimensions i.e. 3× 3, 5× 5, 7× 7 (as in
Table 1: Parameters of learning algorithm used in
MSCNN based architecture.
Parameter name Parameter value
Learning algorithm RMSProp
Initial learning rate 0.001
Learning decay rate 0.993
Dropout 0.5
Batch size 500
Total number of training epochs 500
Fig. 5) are used in our present work for multi-scaling
feature extraction.
3.3 Training the proposed architecture
The proposed architecture is trained with an end-to-
end training method in which all the three columns is
trained simultaneously. The training images are passed
through all the columns simultaneously and the loss is
calculated at the final FC layer. The connection weights
between the layers of the whole architecture are up-
dated in a single pass of backpropagation after every
epoch using equations Eq. 23 , Eq. 24 .
E(g2)t = βE(g
2)t−1+(1−β)(∂C
∂w
)2 (23)
where, E[g] is moving average of squared gradients,
∂C
∂w is gradient of the cost function with respect to the
weight, η learning rate, β is moving average parameter.
wt = wt−1 − η√
E(g2)t
∂C
∂w
(24)
wt is value of the weight parameter at iteration t.
An adaptive learning process RMSProp [67,68] learn-
ing algorithm is used to train our proposed system. All
the three columns are trained simultaneously against
same cost calculated at the final FC layer. For calcu-
lating the loss during training crossentropyLoss [69] is
used as the loss function (shown in Eq. 25 ). The pro-
posed architecture is trained for 500 epochs with vari-
able learning rate [59], in which the learning rate is de-
creased by a factor of 0.993/epoch until it reaches to the
value of 0.00003. As suggested by LeCun et al. [52], the
dataset is randomly shuffled before each epoch of RM-
SProp based training. Shuffling introduces heterogene-
ity in the datasets and increases the convergence rate
of the learning algorithm. The proposed architecture is
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trained until the error rate converges or the total num-
ber of epochs reaches the aforementioned maximum.
Dropout regularization [70,71] is used (only in the FC
layers except the final FC layer) to train the proposed
architecture to help reduce the chances of overfitting of
the network while training. The parameter of the learn-
ing algorithm used to train the proposed architecture
is presented in Table 1 . After the training is over, an
SVM based classifier with Gaussian kernel is used to
perform the classification tasks. SVM based classifier
takes the output feature vector from the final FC layer
of the proposed architecture as input and after comple-
tion of training, it predicts the actual class label of each
test data.
H(y, yˆ) = −
k∑
i=1
[yi ln yˆi] (25)
where, y is actual class, yˆ is predicted class, k is total
number of classes.
As we create a validation set randomly from the
training images for every dataset used in our experi-
ments, the size of the training dataset is reduced and
consequently the final training set becomes insufficient
to train the whole architecture. To overcome this prob-
lem, we first divide the initial training set in train set
and validation set as done before. The proposed archi-
tecture is now trained on training set and saved against
the best accuracy achieved on validation set. Now the
epoch number is noted for the best validation accu-
racy. Now the network is again trained on the initial
training set (before creating the validation set) until
the noted epoch number is achieved and the network is
saved. Now the architecture is test against the test set
as done previously.
3.4 Extraction of multi-scale feature
Once the network is trained and connection weights are
learnt, the test image is propagated through each of the
column of the architecture separately. As the columns
are independent from each other, they extract features
independently in the corresponding convolutional and
pooling layers. As mentioned earlier, the feature maps
sampled at every level of different columns are com-
bined and more useful features are extracted through
an FC layers (as in Fig. 4). After performing feature
extraction through every column, the features are com-
bined to produce the resultant feature vector which is
then forward propagated through a final FC layer to
extract final feature descriptors. A softmax classifier is
trained with the finally extracted feature (as in Fig. 7)
and after training, the classifier is used to predict the
final class label of the test image. Hence, the final con-
catenated global and local features is used as the fi-
nal feature descriptors of the original input images in
this present architecture. As mentioned above, a multi-
class SVM classifier is used for classification instead of
an MLP based classifier because SVM performs better
than MLP in handwritten digits or characters recogni-
tion tasks [38].
Every convolutional and maxpooling layer of the
proposed architecture decreases the feature map size
from its previous layer. Generally, most of the infor-
mation loss occurs due to the maxpooling layers. For
this reason, it is imperative to used smaller kernels (i.e.
2× 2) in the pooling layers. As the convolutional layers
are less problematic than maxpooling layers, the larger
kernel (i.e. 3×3, 5×5, 7×7) in the convolutional layers
are admissible.
In order to extract both global and local features
from multiple scales different kernel sizes are used at
convolutional layers of every level of different columns
(as in Fig. 5). This allows multi-scaled feature extrac-
tion within same level. Also, for a definite column the
consecutive convolutional layers have kernel sizes dif-
ferent from each other, which allows multi-scaled fea-
ture extraction within each column [45]. The combi-
nation of these multi-scale features represents better
abstraction of the input image than the features from
fixed scales. These multi-scaled global and local features
extracted through two different types (i.e. level-wise
multi-scaling and column-wise multi-scaling) of multi-
scaling approach are used to recognize different stylisti-
cally varying Bangla handwritten characters and digits.
4 Experiments
As mentioned before, a non-explicit global and local
feature extraction technique has been proposed in this
present work. For this purpose a MSCNN based archi-
tecture is used for recognition of handwritten charac-
ters and digits from multiple Bangla scripts. A Python
based library, PyTorch is used to implement and train
the proposed MSCNN based architecture. Basic image
processing operations are performed using MATLAB.
All of the experiments are performed using systems
with Intel dual core i5 processors, 8 GB RAM and a
NVIDIA GeForce 1050 Ti graphics card with 12 GB
internal memory.
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Table 2: Datasets used in the present work.
Index Name of the dataset Dataset type Number of training samples Number of test samples Reference
D1 CMATERdb 3.1.1 Bangla digits 4000 2000 [35]
D2 ISIBanglaDigit ISI numerals 23,500 4000 [72]
D3 CMATERdb 3.1.2 Bangla basic characters 12,000 3000 [73]
D4 CMATERdb 3.1.3 Bangla compound characters 34,229 8468 [74]
4.1 Datasets
The proposed architecture is tested on four publicly
available datasets on isolated handwritten characters
and digits, belonging to popular Bangla scripts. De-
tails of the datasets used in our current experiment
is shown in the Table 2 . These significantly intricate
datasets, which are different from each other belonging
to Bangla scripts on isolated handwritten characters or
digits comprise an ideal test suite for the present work.
More details of these datasets can be found in references
cited in the right most column of the table.
4.2 Pre-processing of datasets
Images of each datasets are passed through a few num-
bers of pre-processing steps. Every image on isolated
handwritten characters or digits is binarized and centre-
cropped by the tightest bounding box [45] and finally
resized to 32× 32 pixels and normalized with mean 0.5
and std 0.5. Also, noise in the images are removed by
combination of median and Gaussian filter.
After the pre-processing step, the training dataset is
randomly divided into training set and validation set in
such a way that the size of the validation set matches
with the size of the test set. Now, the architecture is
trained on the training set and saved against the best
recognition accuracy achieved on validation set. After
the network is trained, it is evaluated on the test set.
4.3 Experimental results
The experimental results on every dataset is presented
in this section. As mentioned earlier, the proposed method-
ology is tested on four publicly available benchmark
datasets on isolated handwritten characters or digits
on Bangla scripts. Among these four datasets two are
belonging to Bangla digits, one is on Bangla basic char-
acters and last one is on Bangla compound characters.
Details of these datasets are given in Table 2 . The pro-
posed MSCNN based architecture is applied on each of
these four datasets 15 times and the SVM based classi-
fier performed the classification task every time based
on the extracted features from CNN based architecture.
We have also presented recognition accuracies achieved
by our proposed architecture using 5-Fold and 10-Fold
cross-validation techniques on the training set. And the
best classification result achieved among all the trials
for every dataset is listed in Table 3 . From our ex-
perimental observation we have found that the results
achieved by the present architecture is better than the
results achieved by the architecture which uses only the
local features of the input images. For comparison the
results achieved by using only local features are given
in Table 4 .
4.4 Comparative analysis
In this section we described various types of compar-
isons with our proposed architecture. As, mentioned
before the proposed network uses a feature fusion tech-
nique to combine global and local features sampled at
each convolutional layer of the network. There can be
other kinds of feature combination methods other than
our proposed feature fusion technique. We presented
some of those combination techniques in Section 4.4.1
and did a comparison based study to prove the superi-
ority of our proposed combination technique. Also, to
prove the efficacy of using global and local features for
recognition handwritten characters or digits, we com-
pared our proposed architecture with some of most pop-
ular contemporary works in Section 4.4.2 .
4.4.1 Comparing Different Column Combination
Techniques
The proposed system has been performed on five datasets
and significantly improved results have been achieved.
In the proposed multi-column CNN based architecture
various combination techniques of combining global and
local features are possible. Some of the combination
techniques are presented in this section and a compar-
ison based study on the recognition accuracy achieved
by using these techniques is taken up.
First baseline: The proposed multi-column CNN ar-
chitecture has three columns as in Fig. 4 and from every
convolutional layer features are extracted through FC
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Table 3: Recognition accuracy achieved by our proposed architecture on different datasets.
Name of the dataset Dataset type Number of classes Random validation set (%) 5-Fold cross-validation (%) 10-Fold cross-validation (%)
CMATERdb 3.1.1 Bangla digits 10 98.15 % 98.18 % 98.27 %
ISIBanglaDigit ISI numerals 10 99.36 % 99.34 % 99.38 %
CMATERdb 3.1.2 Bangla basic characters 50 96.65 % 96.56 % 96.7 %
CMATERdb 3.1.3 Bangla compound characters 171 93.48 % 93.5 % 93.53 %
Table 4: Comparison between recognition accuracies achieved by the architecture which use only local features
and the proposed architecture.
Name of the dataset Dataset type Proposed architecture (%) Using local features only (%)
CMATERdb 3.1.1 Bangla digits 98.15 % 95.75 %
ISIBanglaDigit ISI numerals 99.36 % 98.68 %
CMATERdb 3.1.2 Bangla basic characters 96.65 % 94.45 %
CMATERdb 3.1.3 Bangla compound characters 93.48 % 90.56 %
Table 5: Comparison between the recognition accuracies achieved by the proposed architecture and different feature
combination techniques.
Name of the dataset Dataset type First baseline (%) Second baseline (%) Third baseline (%) Proposed architecture (%)
CMATERdb 3.1.1 Bangla digits 97.15 % 97.76 % 97.52 % 98.15 %
ISIBanglaDigit ISI numerals 99.12 % 99.18 % 99.14 % 99.36 %
CMATERdb 3.1.2 Bangla basic characters 95.92 % 96.43 % 95.96% 96.65 %
CMATERdb 3.1.3 Bangla compound characters 91.15 % 92.34 % 91.46 % 93.48 %
layers. These extracted features are combined to gen-
erate the final feature descriptor which is then used for
recognition of multiple handwritten characters as men-
tioned in Section 3 . Other than the proposed level-
wise feature combination technique (shown in Fig. 7)
the features can be combined by concatenating all the
feature vectors sampled at every local FC layer and fi-
nally forward propagated through a final FC layer with
2048 output neurons to generate the final output fea-
ture vector. The recognition accuracy achieved by the
first baseline architecture on all the five datasets are
listed in Table 5 .
Second baseline: Feature vectors extracted at all the
local FC layers of the proposed multi-column architec-
ture (as shown in Fig. 7) can also be combined with
a column-wise feature combination technique, i.e. fea-
tures from every local FC layer of a definite column are
concatenated. Features sampled at every local FC lay-
ers of first column are concatenated and passed through
2048FC (FC layer with 2048 output neurons). Similarly,
concatenated features from second and third column
are forward propagated through 5120FC and 8192FC
respectively. Finally, the features from these columns
are combined with the input features extracted by a
512FC layer and the final concatenated feature is passed
through a final 2048FC layer. The recognition accuracy
achieved by the second baseline architecture on all the
five datasets are given in Table 5 .
Third baseline: As mentioned earlier the proposed
architecture consists of three columns (as in Fig. 4) and
features from every local FC layer are concatenated to
generate final feature descriptor. In the third combina-
tion technique the feature maps from convolutional lay-
ers are combined with feature-concatenation technique
(shown in Fig. 6). An extra skip connection is intro-
duced between the convolutional layers of each column
of our proposed architecture. The output feature maps
of the first level is combined with the output feature
maps of the second level for every column to form the
input feature maps to the third level. The recognition
accuracy achieved by the third baseline architecture is
given in Table 5 . The graphical abstracts of the archi-
tectures described in the above baselines are illustrated
in details in the accompanying supplementary files.
4.4.2 Comparisons against contemporary works
Significantly improved results have been achieved by
the proposed system for all of the datasets used in our
experimental setup. To prove the superiority of the pro-
posed method, its performance is compared with some
of the popular, contemporary works. The best recog-
nition accuracy achieved by a contemporary system is
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Table 6: A comparative analysis of the proposed methodology with some of the popular contemporaries.
Dataset type Work reference Recognition accuracy (%)
Bangla digits Das et al. [33] 97.80 %
Basu et al. [13] 96.67 %
Roy et al. [11] 95.08 %
Roy et al. [75] 97.45 %
Lecun et al. [12] 97.31 %
The Present Work 98.15 %
ISI numerals Sharif et al. [76] 99.02 %
Wen et al. [77] 96.91 %
Das et al. [33] 97.70 %
Akhnad et al. [78] 97.93 %
CNNAP [79] 98.98 %
Roy et al. [11] 93.338 %
Rajashekararadhya et al. [80] 94.20 %
The Present Work 99.36 %
Bangla basic characters Roy et al. [81] 86.40 %
Das et al. [38] 80.50 %
Basu et al. [10] 80.58 %
Sarkhel et al. [34] 86.53 %
Bhattacharya et al. [49] 92.15 %
Lecun et al. [12] 92.88 %
The Present Work 96.65 %
Bangla compound characters Das et al. [38] 75.05 %
Das et al. [82] 87.50 %
Sarkhel et al. [34] 78.38 %
Sarkhel et al. [47] 86.64 %
Pal et al. [83] 93.12 %
Lecun et al. [12] 86.85 %
Roy et al . [41] 90.33 %
The Present Work 93.48 %
Table 7: Best performance on the test set using different data augmentation techniques
Transformation Bangla digits ISI numerals Bangla basic characters Bangla compound characters
None 98.15 % 99.36 % 96.65 % 93.48 %
ColourJitter 98.70 % 99.38 % 96.85 % 93.12 %
Random Horizontal Flip 98.10 % 99.32 % 96.70 % 92.88 %
Random Vertical Flip 98.54 % 99.22 % 96.20 % 92.82 %
Random Crop 98.60 % 99.40 % 95.20 % 93.55 %
Rotation 98.52 % 99.34 % 96.63 % 94.30 %
Random Affine Transformation 98.20 % 99.17 % 94.45 % 92.12 %
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Table 8: Comparison with recognition accuracy between
different training methods.
Dataset type Simultaneous Training Separate Training
Bangla digit 98.15 % 97.55 %
ISI numerals 99.36 % 98.25 %
Bangla basic character 96.65 % 95.88 %
Bangla compound character 93.48 % 91.75 %
shown in boldface. The comparative analysis is given in
Table 6 .
4.5 Effects of different pre-processing and training
techniques
In this section we presented some of popular data aug-
mentation techniques to improve the performance of
the proposed architecture and showed a comparison be-
tween the recognition accuracy achieved with different
data augmentation techniques. This section also pre-
sented different training techniques to train a multi-
column CNN based architecture.
4.5.1 Data augmentation
Sometimes to improve the performance each input is
stochastically transformed during training a CNN-based
architecture [9, 12]. We used 6 different types of trans-
formations (e.g. crop, rotation, flip etc) in our current
experimental setup. Each of the transformation is ap-
plied separately to train our proposed architecture and
the recognition accuracy is presented in Table 7 . The
best recognition accuracy on each dataset is shown in
boldface.
With colourjitter we randomly change the bright-
ness, contrast and saturation of input images with a
factor of 0.05. With random horizontal flip we ran-
domly flip input images horizontally with probability
0.5. Similarly, with random vertical flip we randomly
flip input images vertically with probability 0.5. With
random crop we crop the images at random locations.
With rotation the training images were rotated by an
angle of 20◦. With random affine transformation we
did affine transformation randomly between the range
of [−45◦, 45◦] of each image with the center invariant.
4.5.2 Training methods
As mentioned earlier, our proposed architecture is trained
with an end-to-end training method, in which all the
three columns are simultaneously trained against same
loss calculated at the final FC layer of the architec-
ture. Another common practice to train a multi-column
CNN based architecture is to train each column sepa-
rately and finally merge all the columns to predict the
final class label of each test data. In the later training
technique, first every column of our proposed architec-
ture is trained separately on train set and saved against
the best recognition accuracy achieved on validation
set. After all the three columns are trained, the local
FC layers of all convolutional layers along with other
FC layers are trained as follows : batches of training
data are forward propagated through every previously
trained column and the features maps generated at each
sampling layer is passed through its local FC layer and
these feature maps are gradually extracted through the
other FC layers. The connection weights between the
FC layers are updated using backpropagation against
the loss calculated at final FC layer of our proposed
architecture. Finally, the connection weights between
all the FC layers are saved against the minimum loss
achieved on validation set. We tested the performances
of both the training techniques and found that our pro-
posed network performs better in case of simultaneous
training strategy. For comparison, the performance of
both training methods on the test set are shown in Ta-
ble 8 .
5 Conclusion
As mentioned in our present work, a multi-scale multi-
column skip convolutional neural network based archi-
tecture is proposed for recognition of various handwrit-
ten characters and digits. This architecture uses a com-
bination of multi-scale global and local geometric fea-
tures of pattern images for generating ubiquitous pat-
tern which describes the pattern images in more pre-
cise way. After the exploratory experiments on differ-
ent methods on multi-column CNN based architecture,
we conclude that the multi-scale global and local fea-
tures of a pattern image together can represent more
robust and impeccable description of the original im-
age. Significantly better results on recognition accuracy
advocate the effectiveness of the proposed methodol-
ogy. This proposed methodology opens a new area in
research towards pattern recognition tasks on different
types of pattern images.
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