The optimal estimation of a general continuous-discrete system can be achieved through the solution of the Fokker-Planck equation and the Bayesian update. However, solving the Fokker-Planck equation numerically is prohibitive in most cases. Recently a nonlinear filtering algorithm using a direct quadrature method of moments was proposed by the authors, in which the associated Fokker-Planck equation can be propagated efficiently and accurately. This approach involves a representation of the state conditional probability density function in terms of a finite collection of Dirac delta functions. The weights and locations (abscissas) in this representation are determined by moment constraints. Although this approach has demonstrated its promising in the field of nonlinear filtering in several examples, the "degeneracy" phenomenon, similar to that which exists in a typical particle filter, occasionally appears because only the weights are updated in the modified Bayesian rule in this algorithm. Therefore, in this paper to enhance the performance, a more stable measurement update process based upon the update equation in the Extended or Unscented Kalman filters and a more accurate initialization and re-sampling strategy for weight and abscissas are proposed. As demonstrated by a standard bearing-only tracking problem, the advantages of the method are: (1) the proposed approach could lead to a significant reduction in computational cost, as compared to finite difference and other equivalent methods, without compromising the estimation accuracy; (2) the estimation performance under less frequent measurement updates is superior to Extended or Unscented Kalman filters in terms of accuracy.
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I. Introduction
onlinear filtering problem consists of estimating the state of a nonlinear stochastic system from the measurements corrupted by noise [1] . This problem has been the subject of considerable research interest ever since the time Gauss formulated the deterministic least-square technique for simple orbit determination. Up to date, nonlinear filtering techniques have been used in a wide variety of applications, such as navigation and guidance systems, radar tracking, sonar ranging, satellite and airplane states determination, and the volatility of financial system estimation using stock market data, etc. [1] [2] [3] [4] [5] [6] .
The Bayesian framework is the most commonly used optimal nonlinear filtering methodology [7] [8] [9] , in which the principle is to find the probability density function (PDF) of the state conditioned on the measurements. If the system is linear with additive Gaussian noise, the predicted and posterior densities can be described by Gaussian densities. For this case, the Kalman filter gives the optimal solution in the senses of minimum-mean-square-error (MMSE), maximum likelihood (ML), and maximum a posteriori (MAP) [7] [8] [9] . However, it is always a challenge to N find efficient methods when systems and/or measurement models are nonlinear, and/or the state characteristics are non-Gaussian.
There are two major approaches for nonlinear filtering problems [10]: local and global approaches. In the local approach, the posterior density function is approximated and represented by a particular form, e.g. Gaussian, while in the global approach the posterior density function is calculated without any explicit assumption about the distribution. The prime example of the local approach is the Extended Kalman filter. It linearizes the nonlinear dynamics and/or measurement model with the Taylor series expansion around the latest estimation. Consequently, its performance heavily relies on the degree of nonlinearity.
Global approaches approximate the PDF directly. Therefore the computational complexity of the global approach can be far greater than a local approach, which has been major limiting factor for their applications. However, the enhancement of the performance coming from the global approach may outweigh the additional computational cost. The particle filter based on sequential Monte Carlo (SMC) methods [11] [12] is one of the examples used in the global approach. Another approach in this category is through the solution of the associated Fokker-Planck equation (FPE) [13] [14] [15] [16] . The FPE, which is also known as the Kolmogorov forward equation, is first introduced by Fokker [17] and Planck [18] to explain the Brownian motion of particles in modern physics, which can also be used to describe the propagation of the state probability distribution function of a dynamic system. This technique has been used in target tracking problems [2, 13] in recent years.
It is not an easy task to achieve a closed form solution of the FPE with only a few exceptions, and normally it has to be evaluated numerically. In Daum's paper [19] , where the characteristics of difference types of nonlinear filtering were described, he points out that the accuracy of the state estimation by this type of algorithm is optimal if designed carefully but the computational cost will be prohibitive for high dimensional problems. It was also mentioned that the high computational cost could be alleviated by using faster numerical schemes such as the fractional step method and the alternating direction implicit method with adaptive moving grids [2, 13, 20] . However, as shown in these papers, even with adaptive grids, the computational cost is still too high. To mitigate the computational cost, different types of quadrature methods [15] [16] [20] [21] have been used to solve the Fokker-Planck equation numerically.
A new approach based on the direct quadrature method of moments, along with Bayesian update of the conditional state PDF was recently proposed for solving the FPE based nonlinear filtering problems [15] . This approach involves a representation of the state conditional PDF in terms of a finite summation of Dirac delta functions, whose weights and locations (abscissas) are determined based on the constraints due to the evolution of moments and modified using the Baye's rule for the measurement update. Using a small number of scalars (in the Dirac delta function), the method is able to efficiently and accurately model stochastic processes through a set of ordinary differential equations (ODEs). The DQMOM approach could lead to a significant reduction in computational cost, compared to finite difference (and other equivalent) methods, especially for high dimensional problems since low order moments are preserved in the DQMOM approach.
Further studies on this DQMOM base nonlinear filter reveal that the "degeneracy" phenomenon, similar to the one exists in a typical particle filter, occasionally appears because in this algorithm only the weight is updated and the abscissas remain the same. The purpose is to avoid using computationally complex constrained zero finding algorithm. However, the consequence is that the un-updated abscissas might be propagated into the tail locations of the PDF, where no significant statistical meaning is carried. Thus the effect of measurement update is limited and the filter struggles when initial estimation errors are too large to be fixed by the measurement update.
To help ease this effect, in this paper, a better initialization and re-sampling strategy is applied such that correct mean and autovariance values of the distribution can be achieved. In the mean time the update step from the EKF or Unscented Kalman Filter (UKF) (so that the linearized model is not required in the update stage of the filter) is borrowed. Note that similar approaches of combing different filtering strategies have been proposed, such as KF and UKF by Sadhua [22] , and FPE and EKF/UKF by Daum [19] . In Daum's approach, the FPE is solved numerically using the Meshfree adjoint method [19] , and in Bayes' rule update, the optimal node locations are computed by EKF or UKF.
As demonstrated by a bearing-only tracking problem, the advantages of the modified method are: (1) the proposed approach could lead to a significant reduction in computational cost, as compared to finite difference and other equivalent methods, without compromising the estimation accuracy; (2) the estimation with less frequent measurement updates will have a superior accuracy than EKF/UKF. This paper is divided as follows. In Section II, we briefly describe the framework of the nonlinear filtering using the FPE approach. In Section III, the DQMOM approach is summarized with a new initialization and re-sampling strategy. Section IV includes the nonlinear filtering techniques using different update formula. Finally a standard bearing-only tracking problem is illustrated followed by the conclusion.
II. Nonlinear Filtering and Fokker Planck Equation
In a classical nonlinear filtering problem, the system is modeled as an n-dimensional continuous Itô stochastic differential equation (SDE) ( )
is the vector of the zero-mean Gaussian process with an autocorrelation of
where
is a measurement function (either linear or nonlinear). The measurement noise ( ) k t ν is assumed to be a Gaussian white noise with a covariance matrix of R and independent of ( )
The basic procedure of the nonlinear filtering technique is illustrated here. The probability density function characterizing this process between measurements (
where ( )
is the state conditional PDF and the measurement observation history is defined as
The first term on the right hand side (RHS) of the FPE is the drift term whereas the second term is the diffusion term. The process becomes a deterministic one if the diffusion term is neglected.
Once the PDF function is found from Eq. (3), the measurement ( ) k t y made at the time instant 1 k t + and the Bayes' formula are used together to update the conditional PDF ( )
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Hence, using the updated conditional PDF, the minimum mean-square estimate (MMSE) estimates of any state variables or functions of state variables can be obtained. The central issue associated with the FPE and Bayes' based nonlinear filtering technique is the high computational cost, which explains the reason of why this type of nonlinear filtering method has not been used until recent years. In the next section, a new approximation method will be described such that the FPE can be efficiently and accurately propagated.
III. Summary of the Direct Quadrature Based Method of Moments
The detailed derivation of the DQMOM approach can found in Ref. [15] and here only a brief outline of the algorithm is listed. Also in this section, a systematic initialization approach is proposed such that the initial abscissas and weights can represent the initial statistical characteristics, such as the mean and covariance values, precisely and unbiased.
A. Summary of the Method
In the DQMOM approach, the state or state conditional PDF ( )
is represented as the summation of a weighted multi-dimensional Dirac delta function as
where w α and j x α are the weights and abscissas respectively. 
and 1 1 1 ,...
respectively, where
Once the abscissas and weights are propagated from Eq. (6), any selected statistical moment of the state PDF, such as mean, variance, and covariance, etc., can be calculated from 1 2 ... 
S
using Eqs. (7) and (8).
Step 4: Propagate Eq. (6) from i t to 1 i t + Step 5: Calculate the user specified characteristic moments according to Eq. (9).
Step 6: If 1 i f t t + < , go to Step 2.
B. Initialization
The moments of the state conditional PDF will be constrained by Eq. (6) along the propagation. However, the abscissas and weights initially generated from the random number generator most likely cannot represent the desired/correct mean and variance values correctly. Hence, a proper modification of the weights and abscissas must be made, such that the low order moments such as the mean and variance can be represented correctly. Although we have not included in the paper, it is also straightforward to include consistency among covariance. The mean and variance values of the state j are constructed through of a set of randomly generated abscissas and weights are 
The mean can be modified by adding a constant to each abscissa and the variance can be adjusted by multiplying a constant to each abscise while the weights are kept same. Let us assume that the modified abscises are 
By substituting 1 j c and 2 j c , the adjusted abscissas with desired mean and variance is , , , , , 1,...,
The proofs of Eq. (13) and Eq. (14) are straightforward and have been omitted here.
IV.Nonlinear Estimation
In this section, three different update mechanisms are discussed and the advantages of the later two methods in mitigating the "degeneracy" phenomenon will be described.
A. Bayes' Formula
Once the weights and abscissas in the "predictor" PDF are found through the DQMOM (Eq. 6) propagation, the "updated" conditional PDF can be found using the new measurement ( ) ( , ( )) ( , ( )), 1,..., , 1,...,
Similar to that exists in particle filters, after a few iterations, many of the abscissas will have negligible weights, which means a large computational effort is devoted to updating abscissas whose contribution to the approximation of ( )
is almost zero. Also, when the abscissas are too close to each other, the singularity issue may happen during the propagating of Eq. (6). Furthermore, if the initial abscissas and weights are not close to the desired ones such that the state conditional PDF is not correctly represented initially, the moments specified in the approach of DQMOM will be maintained however to the wrong initial distribution. In the previous investigation [15] , the try and error method have been used such that the estimation error can be kept within a desired region. Here in Section B and Section C, the update mechanisms of the EKF and UKF will be borrowed such that after several measurement updates, the abscissas and weights can converge to the correct values.
B. Update through the Extended Kalman Filter
The prediction of the states 
The updated Kalman gain k K at the time step k t is given by
where the linearized measurement model is given by 
The predicted measurement is 
and ( )(
The Kalman gain is
The estimation of the state and the estimated error covariance are given as ˆˆ( -)
and
The measurement dynamics is linearized with a first-order Taylor series expansion about the current state estimate for EKF while unscented transformation (UT) is employed for UKF. The UT in UKF is as accurate as a secondorder Taylor series expansion. Comparison of measurement process between EKF and UKF are well illustrated in reference [23] .
D. Modification of Abscissas
After the measurement update, the abscissas obtained through the updates described in Section IV. A through C are re-sampled to match the updated mean and covariance. The procedure is the same as the initialization strategy described in Section III.B.
E. Algorithm Summary
The nonlinear filtering algorithm based upon the DQMOM approach, initialization/re-sampling strategy, and EKF or UKF update formula are outlined here.
Algorithm2: Nonlinear Filter 
V. Bearing Only Tracking
In this section, a standard bearing only tracking problem is used to demonstrate the effects of the modified DQMOM nonlinear filtering technique. The performance will be compared among the EKF, UKF, DQMOM-EKF, and DQMOM-UKF techniques.
A. Dynamics and Measurement
A simplified version of the passive bearing only tracking problem is adopted from [22] [24] as the example. The motion of the sensor platform is governed by 4 p x t = and 20 p y = , whereas the motion of the target is governed by
where the initial condition of the target is . The measurement model is given by
where the sensor noise ( ) B. Simulation Set Up 500 Monte Carlo simulation runs are used to compare the performance achieved from the EKF, UKF, DQMOM-EKF and DQMOM-UKF filters. The random number generation was reseeded with clock to ensure there is no correlation between the runs. The filters are set to make the estimation in each second regardless of the measurement update frequency. Two different measurement frequencies, 1Hz and 0.2 Hz are used to see the performance of the filters when the measurement is absent for a significant duration. Figure 1 shows that the filter based on the DQMOM and its original update formula have troubles to correct large initial errors in the position estimation ( Fig. 1 (a) ), and without re-sampling it shows that the filter is having difficult time to converge onto the correct velocity trajectory (Fig. 1 (b) ) even though it is near the actual value. In this simulation, 100 Monte Carlo simulation runs are performed with a 1 Hz measurement update rate. As shown in Fig. 2(b) , the performances of all the filters are similar in the velocity estimation. Fig. 2(d) shows that the RMSE of both the DQMOM-UKF and the DQMOM-EKF are comparable to the filter that they borrowed the update mechanism. For next simulation, the measurement update rate is reduced to 0.2 Hz while the filter is still making estimation at the rate of 1Hz. Regarding the estimation of position the DQMOM-UKF shows the best performance in terms of the rate of convergence and accuracy in contrast UKF is not working very well. The DQMOM-EKF and the EKF show similar performance. The RMSE in the position estimation of both DQMOM-EKF and DQMOM-UKF are better than those achieved by the EKF and UKF (Fig. 3(c) ). For the velocity estimation the DQMOM-EKF is showing the best result while in the performance of the RMSE these two DQMOM filters works better than the UKF and EKF in terms of convergence speed. The computational times for running 50 second simulations for each of the filters are list in Table 2 and here the case with 0.5 Hz update rate also has been considered. The proposed filtering algorithms are slower than EKF and UKF but are much faster than the finite difference method. It is worthwhile to notice that the same kind of simulations could take up to a minute with finite difference type methods, such as the Alternative Directional Implicit method with adoptive moving domain scheme. Also base on the data shown in the table, it can be found that the computational cost for 50 seconds estimation is only 4.2 seconds, which is fast enough for real-time estimation. The simulations were done using in a workstation with the Intel ® 2.33 GHz Xeon processor and coded MatLab ® . 
C. Simulation Results
VI. Conclusion
A new nonlinear filtering algorithm using the direct quadrature method of moments approach for the prediction step and the EKF/UKF for measurement update is presented. To help mitigate the "degeneracy" problem, the measurement update mechanism of the EKF and UKF are used and test for their performances. The new filtering method is tested with simple Bearing-only tracking problem with two different measurement update rates. When the measurement update rate is 1Hz it has been shown that the estimation of the proposed nonlinear filters have a better accuracy than those obtained from the EKF/UKF. With less frequent measurement updates rates (0.2 Hz) Overall the DQMOM-EKF is the best performer.
