I. INTRODUCTION

D
URING the last decade, concerns about global climate change, finite resources and decreasing costs of renewable energy sources (RES) have been major arguments to justify the inclusion of RES and energy-efficiency policies in a significant number of countries [1] . As grid-connected RES technologies are achieving significant penetration levels, the interest in analyzing the potential impacts of RES on the electrical distribution grid is also considerably increasing [2] , [3] . Indeed, aiming at maintaining continuity and security on the electricity supply-side, some countries have developed specific grid code requirements for connecting RES, and avoiding undesired disconnections under the presence of disturbances-mainly voltage dips-. These requirements have primarily focused on wind farms connected to the grid [4] , because of their major presence in current power systems. In fact, annual wind power installations in the European Union have increased steadily during the past 12 years from 3.5 GW in 2000 to 11.2 GW in 2013, with an average annual growth rate of 11% [5] . To enable the large-scale application of wind energy without compromising power system stability, wind turbines should stay connected and contribute to the grid in case of disturbances such as voltage dips [6] . Voltage dips are the most common types of power-quality disturbances, and analyzing them is the focus of relevant research interests. Moreover, performing automatic analyses of voltage dips and swells has become an essential requirement to assess power quality [7] . Previous works including both characterization and classification techniques for power disturbances can be found in [8] - [10] . Most are described as mathematical models based on the transformer connection or fault types [11] , and only a few present power quality surveys of renewable power installations [12] - [15] .
From our point of view, representations in the specific literature usually reduce the analysis of events in terms of two main characteristics: minimum root mean squared (rms) voltage compare to time duration. These studies imply an important simplification of disturbances and neglect the rms-voltage evolution during an event. In fact, besides the residual rms-voltage, the severity of the faults is highly dependent on the voltage evolution along the disturbance as well as the point-on-wave [16] . A representation of the entire rms-voltage dip trajectory compared to time initially appears to be more appropriate. However, this approach presents a couple of limitations: (1) it can be suitable for a reduced number of events, but it becomes more difficult when the number of events to be analyzed is significant; (2) it doesn't provide a systematic characterization in terms of voltage dip severity and proximity to the rms-voltage limits. To overcome these drawbacks, the present paper describes a novel statistical analysis methodology based on principal components analysis (PCA) and a K-means clustering process to group similar voltage dips and estimate averaged rms-voltage dip trajectories of a large amount of events. It can thus be an alternative method to classify and characterize voltage dips, and it can be applied to any group of disturbances. It is a novel solution wherein the initial group of disturbances is first linearized and the most frequent rms-voltage patterns are identified.
To illustrate the proposed methodology, it is evaluated by using real disturbances collected from a wind farm in Spain among several field-measurement campaigns. The observed voltage dips are linearized and clustered, and the most frequent average rms-voltage trajectories are estimated. Additionally, Spain's current grid code requirements are taken as benchmarks to estimate the severity of the collected events in light of the current limitations. The results and discussion are included in the paper.
II. CHARACTERIZATION BASED ON PRINCIPAL COMPONENT ANALYSIS AND K-MEANS CLUSTERING
A. Preliminaries. Definition of Lengths
Traditionally, power quality surveys focused on voltage dips have used two main parameters for characterization: time duration and residual rms-voltage. However, this simplified approach significantly reduces the information related to each event. The fact that all grid code requirements are expressed in terms of linearized rms-voltage trajectories, should inspire a more informative representation of such disturbances. In this subsection, a more detailed but simple description of an observed dip is proposed. This is done by defining a set of four segment lengths related to partial time intervals and rms-voltage trajectories to summarize the corresponding evolution of the rms-voltage values along the event in line with Spain's current national requirements. Fig. 1 shows the proposed set of lengths (l 1 to l 4 ) for generation units connected to the grid and submitted to voltage dips according to the Spain's current limitations. The proposed set of lengths bear a direct relation to the required limits for rms-voltages and duration after dividing each corresponding rms-voltage trajectory into segments characterized by their severity and the maximum slopes allowed by the regulation. They are thus the basis of a relevant representation of a dip. We propose representing and characterizing the collected events through these lengths. Previous classification schemes were also based on identifying and characterizing different stages by segmenting voltage waveforms. The events are then associated with at least one sudden change in the voltage magnitude, and these changes define the stages in the recording [17] .
The visualization of the four lengths, l 1 to l 4 , for a real disturbance collected from a wind farm in Spain is shown in Fig. 2 . Spain's grid code requirements for rms-voltage values are also included in the figure. Several conventions have to be made to concretely compute the four variables for a given disturbance: 1) l 1 is defined as 0.9 − V min . It is the length of the segment P 0 P 1 . It normally depends on how far (electrical distance) the fault is from the point of measurement, and the fault impedance, because at the point of the measurement, the voltage is actually a combination of the voltage as measured by the voltage division based on the impedances, and a voltage drop along the impedance leading to the point of measurement. 2) l 2 is the time spent in a vicinity of V min . It is the time it takes for the voltage to recover by more than 10% over the V min value. It is associated with the horizontal segment P 1 P 2 . In general, it speaks to the length of time the circuit breaker experiences the fault current until the fault is removed from the rest of the circuit (a few cycles). A single-line-to-ground fault normally takes longer time to be removed from the circuit. 3) l 3 is the length of the segment that goes from P 2 to the point where V recovers 0.8. (P 3 in the figure). In the case when 1.1V min > 0.8, l 3 is set to 0. This is the ramp related to how well or effective the instantaneous reactive compensation contributed compared to all the components of the power system. 4) l 4 is the length of P 2 to the point P 4 where V = 0.95 and the voltage is considered to have completely recovered. Lengths l 3 and l 4 are thus directly linked to slopes and time intervals of recovery for nominal voltage, which frequently enter into the definition of current rms limits. Notice that the severity of the disturbance takes into account the l 2 value, which represents the relative time interval around the minimum rmsvoltage value-residual rms-voltage-. An additional time interval is considered from the beginning of the disturbance until the rms-voltage is recovered above 0.8 (pu), labeled Δt 0.8 . The ratio between this partial time interval and the global duration of the event gives an estimation of how sharp the disturbance is. The severity of the voltage dip is not quantified through the residual rms-voltage but by considering the time interval (l 2 ) until the voltage is recovered above 10% of its minimum value. This proposal is in line with the typical evolution of most real rms-voltage profiles under the presence of faults, which clearly present a great diversity and for which only a few samples are usually collected for the minimum rms-voltage value. This relative time interval thus provides a realistic time duration around minimum rms-voltage values for real disturbances. Further information about this additional parameter and examples from real photovoltaic installations can be found in [18] .
B. Principal Component Analysis
As described in the previous subsection, each voltage dip is characterized using the four lengths l 1 to l 4 as a summary of the evolution of rms-voltage values along the disturbance. When a group of voltage dips are to be analyzed, it is not possible to represent all four lengths by using a three-dimensional axis system because the number of variables exceeds the number of axes. Moreover, if the amount of disturbances is large, a dimension-reduction technique is useful for gaining an understanding of the structure of variability among events while at the same time allowing for their visual representation. PCA is helpful in this context, see for example [19] , Chapter 14. PCA is a statistical technique that given a data set with p variables X 1 , X 2 , ..., X p , searches for a reduction of dimension without a dramatic loss of information regarding the variability among individuals. Concretely, the p principal components consist of optimal linear combinations of the original centered variables X 1 , X 2 , ..., X p :
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The linear combinations above are normalized: for each row i, λ
.., P C p are uncorrelated: corr (P C i , P C j ) = 0 for any i and j. The transformed dataset with variables P C 1 to P C p is therefore only an equivalent representation of the p-dimensional cloud of points through an orthonormal change of coordinate system. Notice that if the initial variables were uncorrelated, the principal components would coincide with those. The existence of correlation allows for the identification of most informative linear combinations of the initial variables.
A crucial feature of the new coordinate system is that the coefficients that form the first component, P C 1 , are such that the variance of P C 1 is maximized: no normalized linear combination of the variables X 1 , X 2 , ..., X p has a greater variance than P C 1 . Similarly, P C 2 presents the largest variance among all normalized linear combinations of the original variables that are uncorrelated with P C 1 ; P C 3 presents the largest variance among all normalized linear combinations that are uncorrelated to both P C 1 and P C 2 ; and so on. In addition the total variability is preserved:
but now the variance of the principal components are decreasing:
These last properties are the key to dimension reduction: if the first few components-two or three, for example-contribute to a large amount of the total variability in (1), a reduction of dimension is achieved by considering only these first few components as an (approximate) representation of the data set. This may be particularly useful for data visualization. Moreover, because the first component, P C 1 , exhibits the largest variance, it also helps in understanding the structure of variability within the data set for example, by identifying the original variables that contribute most to P C 1 . An example is given in Fig. 3 for a bi-dimensional dataset with variables X 1 and X 2 . Applying PCA, P C 1 and P C 2 are derived, which are uncorrelated variables, and they fulfill the previous requirements. Moreover, P C 1 presents a considerably larger variance than P C 2 , and, as a consequence, the initial bidimensional dataset could be reduced and characterized only by a one-dimensional variable through P C 1 . This transformation implies a small loss of information with respect to the original data set, because all individuals in the data set present similar values along P C 2 , which can then be dropped from the analysis. A useful reduction of the dimension of the problem is thus achieved, it can be used in particular for a graphical representation of structures and tendencies. Mathematically, the principal components are obtained as the eigenvectors of the covariance matrix of the dataset. For more information see [19] . In our case, p = 4 and the variables X 1 , ..., X 4 are the set of lengths (l 1 , l 2 , l 3 , l 4 ) that are previously centered to present zero mean values. Principal components are therefore centered around zero, which implies that they may take non positive values. Notice that Principal components cannot be interpreted as straightforwardly as the physical variables. They are usually used mainly for comparison among events and not in terms of their actual value. Nevertheless they provide valuable insight and allow visual representation.
C. Proposed Methodology. Inclusion of K-Means Clustering
To identify patterns and groups of voltage dips among a large data set of events, a K-means clustering process is carried out using the variables l 1 to l 4 . It provides insight with into time duration, residual rms-voltage and the severity of the disturbances within a real dataset, which, to our knowledge, is not found in other contributions. This identification of patterns and similarities of voltage dips significantly reduces the number of events to be represented. Moreover, the representative rms-voltage profiles can be compared to current grid code requirements, giv- ing an averaged estimation of the severity of disturbances in terms of the rms-voltage limitations required by the operational procedures.
K-means clustering is a method for finding clusters and cluster centers in a set of data. The user needs to specify the number of cluster centers, and the initial guess for them, and the K-means procedure iteratively moves the centers to minimize the total within the cluster variance. Concretely, given an initial set of centers, the K-means algorithm alternates the two steps: 1) Each point is assigned to its closest center.
2) The means of each variable for the data points in each cluster are computed, and this mean vector becomes the new center for that cluster. These two steps are iterated until convergence. Typically the initial centers are randomly chosen observations from the training data. For more information, see [19] , p 460.
An overall view of the proposed methodology is summarized in Fig. 4 : each collected voltage dip is first described through the set of lengths, l 1 , l 2 , l 3 , l 4 , which contain information on the evolution of the event. On one hand, PCA is then applied to obtain a reduced, though informative, representation of the original dataset, by keeping the components that jointly explain enough variability. To minimize the loss of information, those principal components will be kept so that 90% of the total variability is explained. On the other hand, a K-means clustering process is applied in parallel to identify patterns and similarities in the group of voltage dips. Finally, and considering the output of both processes, a visual representation of the 
(a) Example (I). Instantaneous voltage values (pu), (b) Example (II). Instantaneous voltage values (pu), (c) Example (I). rms-voltage evolution (pu), (d) Example (II). rms-voltage evolution (pu).
collected voltage dip tendencies is proposed, including averaged rms-profiles, percentages of most common events and comparisons to current operational procedure requirements based on the estimated representative rms-voltage trajectories.
III. RESULTS AND DISCUSSIONS
A. Field-Test Measurements. General Overview
Different voltage dip surveys were carried out in a wind farm in Spain located in a region with significant wind speed resources. These field-measurement campaigns were distributed from 2006 to 2011 collecting data among different months and grid conditions. Voltage dips and interruptions were monitored by using a three-phase power quality recorder, Fluke 1760TR, with 10.24 kHz of maximum sampling frequency. The corresponding rms-voltage values were estimated over a sliding window based on [20] ,
where N is the number of samples per cycle, and v j i is recorded (sampled) instantaneous voltage corresponding to the j-phase. Examples of collected disturbances are shown in Fig. 5 , which depicts two examples of instantaneous three-phase voltage values and rms-voltage values for the phase more affected by the dip. Both examples clearly present differences in the evolution of the voltage values. Actually, their rms-voltages along the time interval differ significantly: example (I) presents a more severe dip and a very short duration whereas example (II) presents a longer disturbance with a lower depth and consequently a higher residual rms-voltage. From the collected voltage data, and following the definitions given by [21] and [22] , almost 300 events were identified along the different field-measurement campaigns. A classical representation to characterize the global set of disturbances is based on the residual rms-voltages and duration: a 2D color map is shown in Fig. 6 , wherein the color scale summarizes the number of events for each specific range of residual rms-voltage and duration values. As discussed in Section I, this representation notably simplifies the characterization of events. In particular, the severity of the disturbance is not explicitly considered, which can be defined in terms of time interval around the residual rmsvoltage as represented in Fig. 1 (see length l 2 ). If this parameter is not included in the analysis, disturbances with significant differences in their rms-voltage trajectories but presenting similar residual rms-voltage values would thus be classified similarly. To illustrate this point, Fig. 7 shows two examples of voltage dips with similar residual rms-voltage values (V (1) min and V (2) min ), and similar time durations (Δt (1) and Δt (2) ) but different rms-voltage trajectories and severities. Consequently, if only rms-voltages and time duration are considered as parameters to represent the disturbance, both events could be considered similar. To overcome these drawbacks and provide a more complete visualization of a set of disturbances, the proposed methodology based on PCA and K-means clustering has been applied to the collected voltage data. Results are discussed in the following section.
B. PCA and K-Means Clustering Application
PCA is carried out on the transformed dataset l 1 , l 2 , l 3 , l 4 obtained from the original set of events. The first component, P C 1 , explains 55% of the total variability, whereas the second component, P C 2 , explains almost 40%, leaving the remaining third component, P C 3 , with the explanation of only 5% of the variability. As a consequence, an effective and convenient dimension reduction is achieved by considering only the first two components of the PCA algorithm, decreasing the initial four lengths up to two principal components with minimum loss of information. The expression that relates the first two principal components and the dip characteristics is the following: 
The first component is dominated by l 2 , the time interval corresponding to the rms-voltage evolution around the residual value, which therefore accounts for the main source of variability among the analyzed dips. The second component essentially consists of the sum of l 1 and l 3 two characteristics that basically relate to the depth of the fault. Actually, disturbances with high values of P C 2 would usually imply low residual rms-voltages and thus important reductions of the rms-voltage. It is relevant that, for the dips under study, such a significant reduction of dimension is achieved by considering two principal components. It amounts to say that among the dataset, the structure of variability between dips can be conveniently described with only two linear combinations of the original lengths. It would definitely be of interest to be able to relate this behavior to some dynamic characteristic of the system or with some fault clearing operations. However, it seems hard to draw such a conclusion and it would require a deeper analysis.
K-means clustering was applied in parallel and identifying 15 groups and patterns. The choice of the number of groups is always a delicate issue and should be the result of an iterative process of trial and error until a reasonable classification is achieved. Useful guidance is extracted from the 2D representation of the first two principal components for the data-set. This is a first advantage of our solution, reducing the dimension of the initial set of parameters (lengths) and allowing for a visual representation of the collected events. For the events under consideration, the reduced characterization involves more than 95% of the variability of the initial disturbances, decreasing from four variables to only two principal components.
The 293 dips of the collected field-measurement campaigns are represented in Fig. 8 by means of their P C 1 and P C 2 parameters. It is a two-dimensional projection of the principal components reduced to only the first two main directions: P C 1 and P C 2 . Individual dips are labeled with their cluster number. An alternative visualization of the localization of the dips in the bi-dimensional P C 1 and P C 2 space is shown in Fig. 9 , which shows a heatmap of the 2D density of the P C 1 and P C 2 values for the dips under study. It is striking that most dips fall along two lines (except basically cluster number 11, which falls in between). Going along the first line, from bottom left to bottom right, shows clusters 3, 8 and 6, and a progressive increment of P C 1 , i.e., the time interval corresponding to the rms-voltage evolution around the residual value and a decrement of P C 2 relating basically to the depth of the dip. Going along the second line, from bottom left to upper left, shows among others, clusters 7, 9, 10, 13 and 12, with an increment of P C 2 , while P C 1 remains stable and small, which corresponds to deeper short dips. This is confirmed in Table I , which shows, respectively, the mean and standard deviation for each length (from l 1 to l 4 ) within the 15 clusters. The definition of lengths was discussed in Section II-A, see Fig. 2 . In addition, Table II summarizes the clusters in terms of mean and typical deviation for the main parameters related to voltage and duration values. These parameters are in line with the predefined characteristics to be identified: the minimum rms-voltage (V min ), the global time duration of the event (Δt), the time interval around the minimum rms-voltage (Δt (V min )) and the partial time interval taken to recover up to 0.8 pu (Δt 0.8 ). The variability, measured through the standard deviation, of dips within clusters is reasonably small (except maybe for cluster number 6), which confirms that a sensible choice of number of clusters and classification is made. Considering the previously identified patterns as representative for most collected disturbances, it is then possible to overlay the average rms-voltage profiles with the grid code requirements. The corresponding comparison between a reduced number of significant patterns and the current rules provides remarkable information regarding the most common typology of events as well as their differences and points in common. Moreover, this analysis offers an alternative way to visualize the most frequent events deduced from field-measurement campaigns, avoiding massive individual comparisons. To our knowledge, there is a lack of contributions on this matter in the specific literature. As an example of the identified patterns, and with the aim of providing a general and simplified characterization of the total collected disturbances compared to Spain's current grid code profiles required by generation units connected to the grid, Fig. 10 shows the different average rms-voltage patterns corresponding to each cluster. These profiles are plotted together with the rms-voltage limits allowed by Spain's current requirements, as an attempt to visualize not only the most frequent rms-voltage values but also their averaged evolution compared to the limits provided by Spain's current rules. As shown, most events clearly present rms-voltage trajectories to be supported by the wind farm without disconnections. Moreover, considering that only a finite number of rms-voltage profiles can be used to test power electronics and the control system, and given the infinite number of possible voltage trajectories that lie within the 'no tripping zone' mandated by the grid interconnection code, these estimated patterns can also be used as additional rmsvoltage profiles to test power electronics and control. In this way, some authors affirm that if it is desirable to protect against all other fault waveforms, the system might be over-engineered, thereby leading to an increase of its cost [23] .
VI. CONCLUSION A complete characterization and classification of voltage dips is proposed and evaluated in this paper. The rms-voltage versus time is firstly linearized by means of a set of partial time intervals and trajectories that are directly related to the evolution of rms-voltages under the presence of disturbances. Subsequently, PCA and K-means clustering process are applied to identify rms-voltage patterns and propose a reduced number of representative rms-voltage profiles from the considered disturbances. The proposed methodology has been evaluated on almost 300 disturbances collected in a wind farm in Spain among different field-measurement campaigns. For representation purposes, each voltage dip is characterized by only two principal components (P C 1 and P C 2 ), explaining more than 95% of the global variability of the initial group of voltage dips. In addition, the collected events are classified by applying K-means clustering, keeping 15 representative rms-voltage trajectories. This proposal thus constitutes a novel and convenient contribution for power quality purposes, to analyze a large number of disturbances by a linearizing and clustering approach from the real rms-voltage evolutions.
