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QUANTUM COHOMOLOGY OF THE SPRINGER RESOLUTION
ALEXANDER BRAVERMAN, DAVESH MAULIK AND ANDREI OKOUNKOV
Abstract. Let G denote a complex, semisimple, simply-connected group and B its
associated flag variety. We identify the equivariant quantum differential equation
for the cotangent bundle T ∗B with the affine Knizhnik-Zamolodchikov connection of
Cherednik and Matsuo. This recovers Kim’s description of quantum cohomology of
B as a limiting case. A parallel result is proven for resolutions of the Slodowy slices.
Extension to arbitrary symplectic resolutions is discussed.
1. Introduction
The main goal of this paper is to study the quantum cohomology of the Springer
resolution associated to a semisimple algebraic group G. Since many of the ideas and
constructions here apply to arbitrary symplectic resolutions, much of the introduction
will discuss this more general context.
1.1. Geometry of symplectic resolutions. Recall from [26] that a smooth algebraic
variety X with a holomorphic symplectic form ω ∈ H0(X,Ω2) is called a symplectic
resolution if the canonical map
(1) X → X0 = SpecH
0(X,OX )
is projective and birational.
The deformations of the pair (X,ω) are classified by the image [ω] of the symplectic
form in H2deRham(X). In many important examples, the universal families
(2) X


//

X˜
φ

[ω] 

// H2(X,C)
may be described explicitly, see [26] for further discussion. The generic fiber of (2) is
affine. Fibers with algebraic cycles α∨ ∈ H2(X,Z) lie over hyperplanes
(3) (ω,α∨) =
∫
α∨
ω = 0
in the base. Primitive effective classes α∨ as above are called primitive coroots by the
analogy with the following prominent example.
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1.2. Grothendieck resolution. Let G be a complex, semi-simple simply connected
algebraic group with Lie algebra g. Let B be the flag variety of G that parametrizes,
among other things, Borel subalgebras b ⊂ g. Consider
X˜ = {(b, ξ), ξ ∈ [b, b]⊥} ⊂ B× g∗ ,
and the map
(4) X˜ 3 (b, ξ)
φ
−→ ξ
∣∣
b/[b,b]
∈ t∗ ,
where t is the Lie algebra of a maximal torus T ⊂ G.
The generic fiber of φ is a coadjoint orbit of G with its canonical Kirillov-Kostant
form ω, while
X = φ−1(0) ∼= T ∗B
with the canonical exact symplectic form of a cotangent bundle. The map
(5) X˜ 3 (b, ξ) −→ ξ ∈ g∗
takes X to the nilpotent cone N ⊂ g∗. This is known as the Springer resolution of N,
while (5) is referred to as the Grothendieck simultaneous resolution.
Fix a Borel subgroup B ⊂ G with a maximal torus T . A weight λ ∈ Hom(B,C∗)
defines an equivariant line bundle
O(λ) = G×B Cλ
on B and, by pullback, on X. The map
λ 7→ Dλ = c1(O(λ))
yields an isomorphism
(6) Λ = Hom(T,C∗) ∼= H2(X,Z)
Applying ⊗ZC to (6), we get an isomorphism t
∗ ∼= H2(X,C) that makes
(7) T ∗B


//

X˜
φ

0


// t∗
an instance of the diagram (2) with φ as in (4).
We will denote by R,R+, and Π the set of roots, positive roots, and simple roots
respectively. A positive coroot α∨ defines an SL2-subgroup Gα∨ ⊂ G and hence a
rational curve
Gα∨ · [B] ⊂ B ⊂ X .
Since G is simply-connected, coroots generate the lattice
(8) Λ∨ = Hom(C∗, T ) ∼= H2(X,Z) ,
in which the positive ones generate the effective cone. It is well-known that this classical
notion of a positive coroot agrees with the definition given in Section 1.1.
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1.3. Equivariant symplectic resolutions. Our interest lies in enumerative invari-
ants of curves in X, particularly, in quantum cohomology of X. Since a symplectic
resolution X may be deformed to an affine variety, most Gromov-Witten invariants of
X trivially vanish. However, equivariant Gromov-Witten invariants of X may be very
interesting.
In what follows, we assume that a connected reductive algebraic group G acts on X
so that:
(1) Xg is proper for some g ∈ G;
(2) G scales ω by a nontrivial character.
The second property implies X does not have any G-equivariant symplectic deforma-
tions since any connected group acts trivially onH2(X). See [24] for general conjectures
concerning the existence of scaling actions on X.
For the Springer resolution X = T ∗B, we take
G = G× C∗
where the second factors acts by scalar operators on g∗, t∗, and the cotangent fibers.
While all constructions of Section 1.2 are G-equivariant, note that G acts nontrivially
on the base of the deformation with a unique fixed point 0 ∈ t∗.
Other examples of equivariant symplectic resolution include: cotangent bundles of
homogeneous spaces, as well as Hilbert schemes of points and more general moduli of
sheaves on symplectic surfaces. The largest class of examples comes from Nakajima
quiver varieties, see [17] for an introduction. For a general symplectic resolution, we
denote by G ⊂ G the stabilizer of ω.
1.4. Goal of the project. There exist powerful heuristic as well as proven principles
that organize Gromov-Witten invariants of algebraic varieties into certain beautiful and
powerful structures. This is loosely known as mirror symmetry, see e.g. [11, 19, 21] for
an introduction. We believe for symplectic resolutions, these structures recover and
generalize some classical notions of geometric representation theory.
To see this in full generality is the goal of a large joint project which we pursue with
R. Bezrukavnikov, P. Etingof, V. Toledano-Laredo, and others. It has also many points
of contact with the ongoing work of N. Nekrasov and S. Shatashvili [41].
This paper may be seen as a first step, in which we explain what these structures
mean for the most classical symplectic resolution of all — the Springer resolution. This
will be reflected in the paper’s structure: the reader will notice that the generalities take
up much more space than the actual geometric computation of quantum multiplication
in Section 5.
1.5. Quantummultiplication. By definition, the operator of quantummultiplication
by α ∈ H∗
G
(X) has the following matrix elements
(9) (α ◦ γ1, γ2) =
∑
β∈H2(X,Z)
qβ 〈α, γ1, γ2〉
X
0,3,β ,
where (· , ·) denotes the standard inner product on cohomology and the quantity in
angle brackets is a 3-point, genus 0, degree β equivariant Gromov-Witten invariant of
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X, see Section 4. It is a very general fact that (9) defines a commutative associative
deformation of the algebra H∗
G
(X), see e.g. [11].
We denote by T∨ the dual torus, for which the roles of (6) and (8) are reversed.
Each monomial qβ is naturally a function on T∨. In fact, the series (9) will be shown
to be rational, that is, to lie in C(T∨). Parallel rationality is expected for arbitrary
symplectic resolutions.
It is well-known that H∗(B) is generated by divisors and, for an arbitrary symplectic
resolution X, one may hope that the quantum cohomology is generated by divisors
even if the classical cohomology is not.
The main result of the paper is a computation of operators of quantum multiplication
by divisors for the Springer resolution. Before stating it, we discuss the general structure
of the answer.
1.6. Correspondence algebra and root subalgebras. Consider the fiber product
(10) X ×X0 X ⊂ X ×X .
It is known that all components of (10) have dimension ≤ dimX and those of dimension
dimX are Lagrangian, see [17]. Lagrangian components of (10) act by correspondences
on the Borel-Moore homology of X. We denote by Corr(X) ⊂ End (H∗(X)) the subal-
gebra that they generate, known as the correspondence algebra. We will show that the
quantum contribution to divisor multiplication will lie in Corr(X). More precisely, we
establish the following refined statement in section 5.
Let Xα be a generic fiber of (2) over the hyperplane where α∨ is algebraic. Then we
can again consider the fiber product
(11) Xα ×Xα0 X
α ⊂ Xα ×Xα .
Since Xα ∼ X as a topological G-space, Lagrangian components of (11) act by corre-
spondences in the Borel-Moore homology of X. We denote Sα ⊂ Corr(X) the subalge-
bra that they generate.
Let D ⊂ H2(X) be a divisor. By an abstract argument, we show the operator D◦
of quantum multiplication by D has the following form
(12) D◦ = classical + t
∑
α∨
(D,α∨)Sα
(
qα
∨
)
, Sα(z) ∈ Sα ⊗C[[z]] ,
where the first term is the classical multiplication by D, the sum is over all positive
coroots α∨ ∈ H2(X,Z), and t is the weight of the symplectic form ω. See sections 5.1
and 5.2 for the argument.
Formula (12) is functorial in the sense that α∨-term in it describes the quantum
corrections to multiplication in H∗(Xα). This reduces the computation of quantum
cohomology to varieties with a unique effective curve class, as we discuss further below.
We will also see that similar functoriality holds for slices of X.
In the case of Nakajima varieties, which come in families, the root subalgebras Sα
and the operators of classical multiplication can be extended to a representation of
the so called Yangian algebra Y (g) associated to the corresponding Kac-Moody Lie
algebra, see [48]. Through the work of Nekrasov and Shatashvili, this has a direct link
to the classical work of C. N. Yang in quantum integrable systems.
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1.7. Main result. In the Springer case, the action of classical multiplication and the
root subalgebras has a very concrete description in terms of the graded affine Hecke
algebra Ht. Recall that Ht is generated by the symmetric algebra Sym t
∗ of t∗ and the
group algebra of W subject to the relation
sαxλ − xsα(λ)sα = t(α
∨, λ),
where sα is the reflection associated with the simple root α and xλ ∈ S
1t∗ corresponds
to λ ∈ t∗.
As before, t is a parameter which may be identified with the weight of the symplectic
form ω, that is, with the equivariant parameter of the C∗-factor in G. The algebra Ht
is graded by deg xλ = 2,degw = 0,deg t = 2.
An action of Ht on H
∗
G
(T ∗B) is due to Lusztig [31]. Its construction is recalled in
Section 3. In particular, xλ acts by classical multiplication by Dλ, while S
α is generated
by the corresponding reflection in sα ∈ W . Having introduced the above notations we
can now state
Theorem 1.1. The operator of quantum multiplication by the divisor Dλ is given by
(13) Dλ◦ = xλ + t
∑
α∨∈R∨+
(λ, α∨)
qα
∨
1− qα
∨
(sα − 1).
Since Dλ generate cohomology, this determines all operators of quantum multiplica-
tion. We give a more detailed statement of this theorem in section 3.5. The commuting
elements (13) are, of course, well-known, as we now recall.
1.8. The quantum connection. Over
T∨reg = {q ∈ T
∨| α(q) 6= 1 for any α ∈ R+}.
consider what is known as the quantum differential equation, namely the following
connection on the trivial bundle with fiber H∗
G
(X)
(14) ∇λ = dλ −Dλ◦ = dλ − xλ − t
∑
α∈R+
(λ, α∨)
qα
∨
1− qα
∨
(sα − 1).
Here dλ is the derivative in the direction of λ ∈ t
∗ = Lie(T∨). It is a general result of
Dubrovin that quantum connections are always flat, see [11].
In our case, a simple gauge transformation, see Section 2.2, identifies (14) with the
affine KZ connection studied by Cherednik [8], Matsuo [32], Felder and Veselov [15]
and others.
Recall that an integrable connection ∇ on an algebraic vector bundle E defines a
D-module, that is, a module over differential operators on the base. For the quantum
differential equation, this is known as the quantum D-module. The isomorphism class
of the D-module determines ∇ up to gauge equivalence; in other words, passing from
the quantum connection to the quantum D-module corresponds to forgetting the fact
that the quantum connection was defined on the trivial bundle (thus, knowing the
quantum D-module alone is not enough in order to recover the quantum multiplication
by divisor classes).
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In the Springer case, the quantum D-module coincides with the quantum Calogero-
Moser D-module for the Langlands dual group. After providing background, we will
give a precise formulation in Section 2.5 and Theorem 3.2. In particular, one can de-
scribe the corresponding quantum cohomology ring of T ∗B by using the corresponding
classical Calogero-Moser integrable system. For g = sln, this was obtained indepen-
dently by Nekrasov and Shatashvili. A related result is due to A. Negut [40], see below.
1.9. The Ka¨hler moduli space. Let K = T
∨
⊃ T∨ be the compactification defined
by the fan of Weyl chambers. The connection (14) extends to K as a connection
with first-order poles along a normal crossing divisor. In accordance with the mirror
symmetry nomenclature, we call K the compactified Ka¨hler moduli space.
The expansion (9) is around the point
q α
∨
1 = q α
∨
2 = · · · = 0 ,
where α∨i are the simple positive coroots. This is one of the |W |-many T
∨-fixed points
of K. Such points are called the large radius points.
The Weyl group W acts on both the base and the fiber of ∇ and one easily checks
that
(15) w∇λ w
−1 = ∇w(λ) , w ∈W .
In fact, this is equivalent to the commutation relations in Ht.
Note that T∨ is naturally the base of the multiplicative version of Grothendieck
simultaneous resolution for the Langlands dual group G∨. In fact, we expect these two
families to be equivariant mirrors and hope to elaborate on this point in a future paper.
1.10. Monodromy and derived equivalences. In general, a compactified Ka¨hler
moduli space may have large radius pointsm1 andm2 that correspond to nonisomorphic
varieties X1 6∼= X2. One always expects, however, that
Db(X1) ∼= D
b(X2) .
and, moreover, that the equivalence should depend on a choice of a path from m1 to
m2, thus giving
(16) ρ : pi1(U) −→ AutD
b(Xi)
for a certain open U ⊂ K. One further expects that U is the regular locus of ∇ and
that there is a nonzero intertwiner between the monodromy of ∇ and the image of ρ
in K-theory
ρK : pi1(U) −→ AutK(X)⊗ C .
See, for example, [22] for an introduction to these ideas.
Specializing this to the Springer case, we first use theW -equivariance (15) to descend
∇ to a connection on T∨reg/W . The fundamental group of T
∨
reg/W is the affine braid
group B
Ŵ
. Bezrukavnikov constructed an action of B
Ŵ
on Db(X) in [2, 3], see also
the work of Khovanov and Thomas [28] in the case g = sln. On the K-theory, this
braid group action factors trough the affine Hecke algebra action constructed earlier
by Kazhdan and Lusztig [27] and Ginzburg [9]. And indeed this precisely matches
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Cherednik’s description of the monodromy, see page 64 in [8] and Sections 2.7 and 3.6
for further discussion.
A parallel result for X = Hilb(C2, n) is the subject of [4]. In both cases, monodromy
of ∇ is irreducible and isomorphic to ρK .
1.11. Matching of equivariant parameters. One aspect of the correspondence de-
scribed in Section 1.10 merits a special discussion, namely the identification of equi-
variant parameters.
Equivariant K-theory KG(X)⊗C is a module over the representation ring C[G]
G of
G while H∗
G
(X,C) is a module over C[g]G where g is the Lie algebra of G. Assuming
that ∇ depends regularly on a ∈ g, its monodromy is an entire function of a. Hence,
to match ρK with the monodromy of ∇, we need a map
ζ : C[G]G → Can[g]
G ,
where Can stands for analytic functions. We claim the only natural choice is
(17) ζ(f)(a) = f
(
e2piia
)
.
This holds in the Springer case and can be argued in general as follows.
The simplest autoequivalences of Db(X) are tensor products with line bundles L ∈
Pic(X). These are expected to be compatible with ρ as follows. Let m ∈ K be a large
radius point. The intersection of a small neighborhood of m with U has an abelian
fundamental group, namely H2(X,Z). One requires that
(18) ρ(c1(L)) = L⊗ —
To see the connection with (17), we treat the purely equivariant classes in H2
G
(X,Z)
on the same footing as the geometric ones. For a purely equivariant class, the quantum
differential equation is a constant coefficient, in fact, scalar equation. In this case (18)
specializes to (17).
1.12. Shift operators. Formula (17) predicts the monodromy is a periodic function of
equivariant parameters. For the Springer resolution, this means that for any s ∈ Λ∨⊕Z,
we have a a shift operator
S(s) ∈ End (H∗T (X))⊗ C(T
∨)
satisfying
∇(a)S(s) = S(s)∇(a+ s) ,
where a ∈ Lie(G) denotes the equivariant parameters of ∇. And, indeed, such inter-
twiner may be constructed geometrically as described in Section 6.
These are the shift operators of Opdam ([43, 20]) that played a very significant role
in understanding the quantum Calogero-Moser systems.
1.13. The Toda limit. Recall that the parameter t in (13) is the equivariant parameter
for the scaling action in the fibers of T ∗B. It is known and explained in Section 8 that
the t→∞ limit, taken correctly, recovers the quantum cohomology of the base B.
The analog of Ht for B is a certain nil-version Hnil generated by xλ for λ ∈ t
∗ and
w for w ∈W . The element xλ still acts on by multiplication by a divisor D
B
λ , while w
are nilpotent in Hnil. Precise definitions are given in Section 2.3.
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Referring to Sections 7 and 8 for the details of the t→∞ limit, we state the result.
Introduce the following subset R′+ of the set of R+ of positive roots of G. Namely, let
α ∈ R+. Denoting by Π the set of simple positive roots, we have an expansion
α =
∑
β∈Π
aββ .
Then α ∈ R′+ if one of the following conditions is satisfied:
(1) α is a long root;
(2) aβ = 0 for all long simple roots β.
In particular, we see that R+ = R
′
+ if G is simply laced and that R
′
+ contains all
simple roots.
Theorem 1.2. The operator of quantum multiplication by DBλ on H
∗
G(B) is equal to
xλ +
∑
α∈R′+
(λ, α∨)qα
∨
sα.
The quantum cohomology of B has been studied in great detail by many authors,
see for example [10, 18, 29, 37, 45] for a very incomplete selection of references. In
particular, the above formula may be deduced from Theorem 6.4 in [37].
1.14. Generalization to Slodowy slices. To any n in the nilpotent cone N, one
associates the Slodowy slice Sn ⊂ N, which is a transversal slice to the G-orbit of n in
N. This is an affine conical algebraic variety, which has an open smooth symplectic
subset (equal to the intersection of Sn with the open G-orbit in N). The slice Sn is
defined uniquely up to conjugation by an element of the centralizer Zn of n in G. Let
S˜n = pi
−1(Sn). Then S˜n is smooth and symplectic; it provides a symplectic resolution
of singularities for Sn. Note that when n = 0 we have Sn = N and S˜n = T
∗B.
According to [31] and [16] the algebra Ht still acts on H
∗
Zn×C∗
(S˜n). Abusing notation
we shall denote the restriction of the class Dλ to S˜n by the same symbol. Then we have
Theorem 1.3. Assume that the restriction map H2(X,Z)→ H2(S˜n,Z) is an isomor-
phism. Then the operator of quantum multiplication by Dλ in H
∗
Zn×C∗
(S˜n) is given by
the same formula as in Theorem 1.1.
Let us note that the assumption on H2 in the formulation of Theorem 1.3 is not very
restrictive. For example, one can show (cf. the Appendix) that this assumption always
holds when G is simply laced.
1.15. Reduction to rank 1. As discussed in section 1.6, one can study quantum
cohomology of X in terms of that of generic non-affine deformations Xα. In fact, we
can further simplify this analysis as follows.
The symplectic form ω induces a Poisson algebra structure on OX which makes X0
a Poisson variety with finitely many symplectic leaves, see [24]. Let Z ⊂ X0 be a
symplectic leaf of minimal dimension. If one has an isotrivial fibration X → Z which is
a Poisson map, then, since Z is affine, this reduces quantum cohomology of X to that
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of the fiber X ′. If one has such a structure for Xα, in combination with (12), we can
reduce further to the fibers
X ′α


// Xα

Zα
for the simpler varieties Xα of X.
In general, while we may not have a global fibration X → Z, there is a formal result
of Kaledin [24] which allows us to write, for z ∈ Z, the formal neighborhood (̂X0)z as
a product of Ẑz and the formal neighborhood of a lower-dimensional symplectic singu-
larity. It turns out that, for equivariant symplectic resolutions, this formal statement
is already sufficient for the reduction step.
We say that a symplectic resolution X has rank 1 if Z is a point and dimH2(X) = 1.
The above reduction procedure obviously stops once we reach a rank 1 variety X.
Examples of rank 1 varieties are cotangent bundles T ∗Gr(k, n) of the Grassmannians
and also moduli of framed torsion-free sheaves on C2. Further examples may be found
among Nakajima quiver varieties.
In the Springer case, only T ∗P1 appear as fibersX ′α - here the formal argument will be
unnecessary. Their quantum cohomology is very well understood. Similarly, Nakajima
varieties for quivers of finite type lead only to T ∗Gr(k, n). They will be discussed
in forthcoming paper (the corresponding quantum connection should presumably be
related to the trigonometric Casimir connection – cf. [46, 47]). Similarly, for quiver
varieties of affine type one has to understand the the quantum cohomology of the moduli
space of framed sheaves on P2 of arbitrary rank; this is more involved - cf. [35].
1.16. Related work. From our viewpoint, the operators of quantum multiplication
form a family (parametrized by q) of maximal abelian subalgebras in a certain geomet-
rically constructed Yangian. Long before geometric representation theory, Yangians
appeared in mathematical physics as symmetries of integrable models of quantum me-
chanics and quantum field theory. The maximal abelian subalgebra there is the algebra
of quantum integrals of motion, that is, of the operators commuting with the Hamilton-
ian. A profound correspondence between quantum integrable systems and supersym-
metric gauge theories was discovered by Nekrasov and Shatashvili, see [41]. It connects
the two appearances of Yangians and, for example, correctly predicts that the eigenval-
ues of the operators of quantum multiplication are given by solutions of certain Bethe
equations (well-known in quantum integrable systems, but probably quite mysterious
to geometers). The integrable and geometric viewpoints are complementary in many
ways and, no doubt, will lead to new insights on both sides of the correspondence.
It is a well-known phenomenon that a particular solution of the quantum differential
equation (the so-called J-function) may often be computed as the generating function
of integrals of certain cohomology classes over different compactifications of the moduli
space of maps P1 → X. For example for maps to flag varies of g = sln, one can try
to use the so called Laumon moduli space flags of sheaves on P1. The corresponding
generating function was identified by A. Negut with the eigenfunctions of the quantum
Calogero-Moser system [40].
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As a rule, sheaf compactifications admit torus action with isolated fixed points, thus
expressing J-functions as a certain multivariate hypergeometric series. The spectrum
of the operators of quantum multiplication may be deduced from the semiclassical
asymptotics of this solution. This asymptotic behavior is determined by a unique
maximal term in the hypergeometric series. The spectrum is thus determined as a
solution of a certain finite-dimensional variational problem. It is one of the cornerstones
of Nekrasov-Shatashvili theory that this variational problem coincides with the Yang-
Yang variational description of Bethe roots. For flag varieties, this can be seen very
explicitly.
1.17. Organization of the paper. In Section 2 we review necessary facts about
the graded affine Hecke algebra and the corresponding affine KZ connection as well
as introduce the graded affine nil-Hecke algebra and the corresponding connection.
In Section 3 we review various well-known facts about the cohomology of B and its
cotangent bundle and restate our main result in these terms. In Section 4 we discuss
equivariant Gromov-Witten invariants and explain general properties of the reduced
virtual fundamental class. Once these generalities are in place, we apply them in
Section 5 to give an extremely short proof of Theorem 1.1. In Section 6 we explain the
geometric construction of the shift operators for the affine KZ connection. In Sections
7 and 8 we study the t→∞ limit of the above constructions.
Finally, in Section 9 we prove the generalization of Theorem 1.1 to the varieties S˜n.
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N. Nekrasov, and S. Shatashvili played a very important role in development of the
ideas presented in this paper. We would also like to thank T. Bridgeland, I. Chered-
nik, D. Kaledin, T. Lam, E. Opdam, R. Pandharipande, and Z. Yun for very helpful
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A.B. was partially supported by the NSF grant DMS-0901274. D.M. was partially
supported by a Clay Research Fellowship. A.O. was partially supported by the NSF
grant DMS-0853560.
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2. Hecke algebras, connections and integrable systems
In this section we recall some standard algebraic background about graded affine
Hecke algebras and the affine KZ connection. The geometrically-minded reader can
skip this section on a first reading.
2.1. The graded affine Hecke algebra. Consider the graded Hecke algebra Ht. By
definition, it is generated by elements xλ for λ ∈ t
∗ and w ∈ W and a central element
t such that
a) xλ depends linearly on λ ∈ t
∗
b) xλxµ = xµxλ for any λ, µ ∈ t
∗
c) The w’s form the Weyl group inside Ht;
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d) For any i ∈ I, λ ∈ t∗ we have
sixλ − xsi(λ)si = t(α
∨
i , λ),
where si is the reflection associated with the simple root αi.
We define a grading on Ht in such a way that deg xλ = 2,degw = 0,deg t = 2.
2.2. The affine KZ connection. The Dunkl (or affine KZ) connection is a connection
on T∨reg with values in Ht. In other words, given a module M over Ht, we may define a
connection ∇ on the trivial bundle over T∨reg with fiber M . The connection is defined
as follows. Any λ ∈ t∗ defines a vector field on T∨ and thus on T∨reg; we shall denote by
dλ the derivative in the direction of this vector field. In order to define ∇ it is enough
to define ∇λ for every λ ∈ t
∗, which is given by the following formula:
(19) ∇λ = dλ − t
∑
α>0
(λ, α∨)
qα
∨
1− qα∨
(sα − 1)− xλ
By specifying xλ’s to their values at some point in t we get a family of connections on
the trivial bundle with fiber M over T∨reg, parametrized by t. This connection is known
to have regular singularities; moreover, it is clear that it is W -equivariant (with respect
to the natural action of W on T∨reg and trivial W -action on M).
For the sake of completeness, let us compare our form of the connection ∇ with the
connection of [8], (1.1.41). In loc. cit. the author defines a slightly different connection
∇′ given by
∇′λ = dλ − t
∑
α>0
(λ, α∨)
sα
qα∨ − 1
− xλ.
Let
δ =
∏
α∈R+
(qα
∨
− 1).
Then it is clear that ∇ = δ−t∇′δt. In other words, our connection ∇ is obtained from
Cherednik’s connection ∇′ by a simple gauge transformation. As a byproduct of this
remark, we see that ∇ is integrable (since the same is known about ∇′).
2.3. The graded nil-Hecke algebra and the Toda connection. In this subsection
we’ll be working with the affine nil-Hecke algebra Hnil, defined as follows: it is also
generated by xλ for every λ ∈ t
∗ and by elements w for w ∈W satisfying the following
relations:
a’)xλxµ = xλxµ for every λ, µ ∈ t
∗
b’)
(20) w1w2 =
{
w1w2 if `(w1w2) = `(w1) + `(w2)
0 otherwise
c’)
(21) sixλ − xsi(λ)si = (α
∨
i , λ).
The algebras Ht and Hnil are related in the following way: let H˜t denote the C[t
−1]-
subalgebra of Ht[t
−1] generated by all the xλ’s and by the elements w˜ = t
−`(w)w. Then
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it is clear that the fiber of H˜t at t =∞ is naturally isomorphic to Hnil. In other words
we get a P1-family HP1 of associative algebras whose restriction to A
1 is isomorphic
to Ht and whose fiber at t = ∞ is naturally isomorphic to Hnil. Informally we can
say that Hnil is the limit of Ht when t → ∞; under this limit the elements xλ go to
themselves and the limit of w˜ is equal to w.
Let now M be an Ht-module which is free over C[t] and let M˜ be an H˜t-submodule
of M [t−1] such that M˜ [t] = M [t−1]. In other words, M˜ defines an extension of M to
a sheaf of modules MP1 over HP1 . The fiber of M˜ at t = ∞ is an Hnil-module which
we shall denote by M . In the future such P1-families of HP1-modules will be of special
interest to us. One example of such family is discussed below.
2.4. Some modules. Here we would like to describe explicitly some modules over Ht
and Hnil, which we are going to use in the future.
First, we define a module M over Hnil. As a vector space we have M = Sym(t
∗) =
O(t). The action of Hnil on Sym(t
∗) is described as follows: the action of xλ is just
given by the multiplication by λ. The action of si (for a simple reflection si) is given
by
(22) si(f) =
f − f si
αi
,
where f si(a) = f(si(a)).
Similarly, we can define a module Mt over Ht. Namely, we set Mt = Sym(t
∗)[t] =
O(t×C) as a vector space. The action of Ht is defined as follows: the element xλ ∈ Ht
as before acts by multiplication by λ; t acts in the obvious way. The action of a simple
reflection si ∈W is defined by
si(f(a, t)) = f(a, t)− (f(a, t)− f(si(a), t))(1 −
t
αi
).
In other words we have
(23) (1− si)f(a, t) = (f(a, t)− f(si(a), t))(1 −
t
αi
).
The verification of the relations of Ht is straightforward.
It is also clear that we if we set s˜i = t
−1si then limt→∞ s˜i is independent of t and
is equal to si. Hence when t → ∞ the action of w˜ = t
−`(w)w becomes independent of
t and goes to the the action of w on Sym(t∗). In other words, if we set MP1 to be the
trivial bundle over P1 with fiber Sym(t∗) then MP1 becomes a sheaf of modules over
HP1 whose restriction to A
1 is Mt and whose fiber at ∞ is M.
Note that the action of Sym(t∗)W commutes with the action of Ht on Mt and with
the action of Hnil on M. For any ξ ∈ t/W let us denote by Cξ the corresponding
one-dimensional module over Sym(t∗)W . Then we set
Mξ,t = Mt ⊗
Sym(t∗)W
Cξ; Mξ = M ⊗
Sym(t∗)W
Cξ,
which are modules over Ht and Hnil respectively of dimension #W .
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On the other hand, for each a ∈ t let us denote by Ca the one-dimensional Sym(t
∗)-
module supported at a. We define
Ma,t = Ht ⊗
Sym(t∗)
Ca.
These are often called the principal series representations of Ht. It is clear that
dimMa = #W .
The same definitions make sense for Hnil instead of Ht. Namely, for any a ∈ t we
define the principal series representation Ma of Hnil by
Ma = Hnil ⊗
Sym(t∗)
Ca.
The following fact is shown in Theorem 1.2.2 of [8] in the case of the algebra Ht; the
same proof as in loc. cit. works for Hnil.
Proposition 2.1. (1) There are isomorphisms
Mt ' Ht ⊗
C[W ]
C; M ' Hnil ⊗
C[W ]
C,
where by C[W ] ⊂ Hnil we mean the span of all the w.
For generic (a, t) ∈ t× C one has:
(2) The modules Ma,t and Ma are irreducible.
(3) For any w ∈W there are isomorphisms
Ma,t 'Mw(a),t; Ma 'Mw(a).
(4) Let ξ be the image of a in t/W . Then there are isomorphisms
Ma,t 'Mξ,t; Ma 'Mξ.
2.5. The Calogero-Moser system. The trigonometric Calogero-Moser (or CM for
short) quantum integrable system is an embedding ηCM,t of the commutative algebra
Sym(t∗)W into the algebra D(T∨reg) of differential operators on T
∨
reg, which depends on
a parameter t ∈ C. This embedding is characterized by the following properties:
CM1) For any f ∈ Sym(t∗)W the highest symbol of ηCM,t(f) is equal to f ;
CM2) Let us choose a non-degenerate W -invariant quadratic form on t∗; let C be
the corresponding element of Sym2(t∗)W and let ∆ denote the corresponding Laplacian
on T∨ (this is a W -invariant differential operator of order 2 on T∨ with constant
coefficients). Then
ηCM,t(C) = ∆− t(t− 1)
∑
α∈R+
(α∨, α∨)
(qα∨/2 − q−α∨/2)2
.
Using the map ηCM,t we may consider D(T
∨
reg)[t] as a D(T
∨
reg) ⊗ Sym(t
∗)W [t]-module:
here D(T∨reg) acts by left multiplication and any f ∈ Sym(t
∗)W acts by right mul-
tiplication by η(f). We shall call this the Calogero-Moser D-module and denote it
by CMt. For any ξ ∈ t/W we denote by CMξ,t the specialization of CMt to ξ (i.e.
Mξ,t = Mt ⊗
Sym(t∗)W
Cξ).
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On the other hand, consider O(T∨reg)⊗Mt. Since Sym(t
∗)W acts on Mt by endomor-
phisms of the Ht-module structure, by using the connection ∇ we may view it as a
D(T∨reg)⊗ Sym(t
∗)W [t]-module. According to Cherednik (cf. [7] or [8] Theorem 1.2.11)
and Matsuo [32] we have the following result:
Proposition 2.2. There exists an isomorphism
O(T∨reg)⊗Mt ' CMt
of D(T∨reg) ⊗ Sym(t
∗)W [t]-modules. In particular, for any ξ ∈ t/W there exists an
isomorphism
O(T∨reg)⊗Mξ,t ' CMξ,t
of D(T∨reg)-modules.
Remark. In fact, in [32] Theorem 2.2 is proved for generic (a, t) ∈ t for Ma,t instead
of Ma,t. In [8] Theorem 2.2 is proved for Ma,t (for any a) and it is easy to see that the
proof ”works in families” (i.e. for Mt itself).
2.6. The classical Calogero-Moser system. The quantum Calogero-Moser system
has it quasi-classical analog – the classical Calogero-Moser system. This is a C[t]-linear
embedding
ηclCM,t : Sym(t
∗)W [t] = C[g]G ↪→ O(T ∗(T∨reg)× C) = O(T
∨
reg × t)[t]
whose image consists of Poisson commuting functions and which satisfies obvious analogs
of the conditions CM1, CM2.
2.7. The monodromy. Let now Hv denote the ”usual” affine Hecke algebra; by the
definition this is a C[v, v−1]-algebra, generated by elements Xλ for λ ∈ Λ and Tw for
w ∈W subject to the well-known relations. In particular, Hv is a quotient of the group
algebra of C[B̂W ] of the affine braid group B̂W = pi1(T
∨
reg/W ) associated with the Weyl
group W ; also the subalgebra of Hv generated by the Xλ’s is just C[Λ] which is the
same as the algebra of regular functions on T . The subalgebra of Hv generated by all
the Tw is the finite Hecke algebra H
′
v. It is a deformation of the group algebra C[W ]
and we shall denote by 1 the corresponding deformation of the trivial C[W ]-module.
For any z ∈ T we shall denote by Cz the corresponding 1-dimensional module over
C[Λ]. Abusing notation, we shall sometimes think about v as an element of C∗ rather
than as a formal variable. Let us set
Mv = Hv ⊗
H′v
1.
The algebra C[Λ]W = O(T/W ) acts on Mv on the right (in fact, this algebra is the
center of Hv and therefore it acts on every Hv-module); for any z ∈ T/W we shall
denote by Mz,v the specialization of Mv at z. This is a finite-dimensional Hv-module
of dimension #W , which is known to be irreducible for generic z.
Let us denote Ht −mod
f the category of finite-dimensional Ht-modules; similarly,
let us denote by Hv −mod
f the category of finite-dimensional Hv-modules. Cherednik
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Proposition 2.3. There exists a functor I : Ht −mod
f → Hv −mod
f , which depends
on a choice of a point q0 ∈ T
∨
reg/W , satisfying the following conditions:
(1) I(Mξ,t) =Mz,v where z = e
2piiξ and v = e2piit.
(2) For any M in Ht−mod
f let us consider the corresponding affine KZ connection,
as a connection over T∨reg/W on the trivial bundle with fiber M . Then the
monodromy representation of C[pi1(T
∨
reg/W, q0)] on M factors through Hv and
the resulting Hv-module is I(M).
In other words, one may say that the functor I is provided by the monodromy of the
affine KZ connection.
3. Affine Hecke algebras via the Steinberg variety
In this section, we recall how the algebras Ht and Hnil appear geometrically and
give a more detailed statement of our main result.
3.1. The Steinberg variety. Recall that we have the natural proper (Springer) map
f : T ∗B→ N. The Steinberg variety St is defined as follows:
St = T ∗B×
N
T ∗B.
Explicitly, St parametrises triples (b1, b2, x) where b1 and b2 are two Borel subalgebras
in g and x is a nilpotent element in b1∩b2. Alternatively, St can be defined as the union
of the conormal bundles to the G-orbits in B×B. In particular, St is equi-dimensional
of dimension 2 dimB and its irreducible components are parametrised by elements of
W . The variety St is endowed with a natural action of the group G = G× C∗ where
G acts on everything by conjugation and the multiplicative group C∗ dilates x (and
doesn’t change b1 and b2). We refer the reader to Section 3.3 of [9] for further details
about St.
3.2. Borel-Moore homology and Lusztig’s construction. Let HG∗ (St) denote the
G-equivariant Borel-Moore homology of St. According to [9] the space is endowed with
a natural structure of an associative algebra. Moreover, this algebra acts naturally on
HG(T
∗B) as well as on H∗Zn×C∗(Sn).
According to [31] we have a natural isomorphism1
(24) HG∗ (St) ' Ht.
Under this isomoprhism t corresponds to the generator of H∗C∗(pt) (note that H
G
∗ (St)
is a module over H∗
G
(pt)).
Similarly, one can define an associative algebra structure on HG∗ (B×B). In this case
one has the isomorphism
(25) HG∗ (B×B) ' Hnil.
The construction of the above isomorphism. Let us just note (cf. [9]) that the algebra
H∗
G
(St) acts naturally on HG(T
∗B) (and more generally on H∗Zn×C∗(S˜n) for any n ∈ N)
and the algebra HG∗ (B×B) acts on H
∗
G(B).
1In fact, in [31] this isomorphism is constructed in a much more general situation
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3.3. Explicit construction: geometry. The isomorphism (24) can be described as
follows. Namely, according to [31], Section 4, the element xλ ∈ Ht corresponds just
to the push-forward of the class Dλ under the diagonal embedding T
∗B ↪→ St. In
particular, the action of xλ on H
∗
G
(T ∗B) (or, more generally, on H∗Zn×C∗(S˜n)) is given
by multiplication byDλ. The description of the image ofW inH
G
∗ (St) is more involved;
however one can still describe explicitly the image of a simple reflection si ∈ W (cf.
[31], Section 3). Let us recall this construction.
First of all, for each vertex i of the Dynkin diagram of G let Pi the corresponding
sub-minimal 2 parabolic and let Pi = G/Pi be the variety parametrizing all subgroups
of G which are conjugate to Pi. We have the natural projection pi : B → Pi which
is a locally trivial G-equivariant P1-fibration. Let Yi = B ×
Pi
B. Then Yi is a closed
subvariety of B × B and its fundamental class [Yi] ∈ H
G
∗ (B × B) is equal to si. The
corresponding operator on H∗G(B) is just p
∗
i (pi)∗.
Similarly, let us now denote by Wi the conormal bundle to B×
Pi
B. This is a smooth
closed G-invariant subvariety of St and thus its fundamental class [Wi] is a well defined
element ofHG∗ (St) which is equal to si. In particular, if we viewWi as a correspondence
from T ∗B to itself, then its action on G-equivariant cohomology of T ∗B is equal to the
action of si − 1.
3.4. Explicit construction: algebra. The above actions of Ht on H
∗
G
(T ∗B) and of
Hnil on H
∗
G(B) can be described explicitly in the following sense. First of all, we have
the natural isomorphisms
H∗G(B) ' H
∗
B(pt) = H
∗
T (pt) = Sym(t
∗) = M.
Similarly, by using the pull-back map with respect to the projection T ∗B → B we
may identify H∗
G
(T ∗B) with H∗
G
(B) = Sym(t∗)[t] = Mt. Then we have the following
Proposition 3.1. The above isomorphism H∗G(B) ' M is an isomorphism of Hnil-
modules. Similarly, the above isomorphism H∗
G
(T ∗B) ' Mt is an isomorphism of
Ht-modules.
3.5. Main result revisited. With all this context in place, we are now ready to give
a reformulation of the main result of this paper.
Theorem 3.2. (1) The operator of quantum multiplication by Dλ in H
∗
G
(T ∗B) is
equal to
xλ + t
∑
α∨∈R∨+
(λ, α∨)
qα
∨
1− qα∨
(sα − 1),
where the action of Ht on H
∗
G
(T ∗B) is the one described above.
(2) The G-equivariant quantum connection of T ∗B is given by Equation 33.
(3) The G-equivariant quantum D-module of T ∗B is isomorphic to the Calogero-
Moser D-module CMt (this is an isomorphism of D(T
∨
reg)⊗Sym(t
∗)W [t]-modules).
2Here and and in the sequel the word ”subminimal” means that the semi-simple rank of the corre-
sponding Levi is equal to 1
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(4) The G-equivariant quantum cohomology ring of T ∗B is isomorphic to the ring
of functions on T ∗(T∨reg)× A
1 = T∨reg × t× A
1, where the embedding H∗
G
(pt) =
C[g]G = Sym(t∗)W [t] ↪→ O(T ∗(T∨reg) × A
1) is given by the classical Calogero-
Moser map ηclCM,t.
The proof of the first assertion of Theorem 3.2 occupies the next two Sections.
Theorem 3.2(2) is just a reformulation of Theorem 3.2(1). Theorem 3.2(3) follows from
Theorem 3.2(2) by Proposition 2.2 and Proposition 3.1. Part 3.2(4) was also known to
Nekrasov and Shatashvili [41] for G = SL(n); in the general case it follows easily from
Theorem 3.2(3).
3.6. Monodromy and derived equivalences. The isomorphism (24) has an analog
in K-theory (in fact, historically, it was discovered before (24)). Namely, for a G-
scheme Y let us denote by let KG(Y ) = K0(Coh
G(Y )) ⊗ C the Grothendieck group
of the category CohG(Y ) of G-equivariant coherent sheaves on Y . Then KG(St) has
a natural structure of an associative algebra (defined by convolution) which acts on
KG(T ∗B). Then we have:
Proposition 3.3. [27, 9]
(1) There exists a natural isomorphism
KG(St) ' Hv.
(2) KG(T ∗B) is isomorphic to Mv as a K
G(St) = Hv-module.
Since Hv is a quotient of the group algebra of the corresponding affine braid group
B̂W , Proposition 3.3 provides an action of B̂W onK
G(St). This action is categorified in
[3]. Namely, in loc. cit. the authors construct an action of B̂W on the derived category
Db(CohG(St)), which descends to the above action of B̂W on the K-theory. Thus,
via Proposition 2.3, Proposition 3.1 and Theorem 3.2(2), we can verify the relation
between monodromy of the quantum connection and derived auto-equivalences in our
situation, as discussed in section 1.10.
4. Preliminaries on Gromov-Witten invariants
In this section, we review some definitions from Gromov-Witten theory and sketch
the basic properties of the reduced virtual class. The latter is a technical construction
responsible for many of the nice qualitative properties discussed in the introduction.
Proofs and more detailed discussion of the results here can be found in [42, 36].
4.1. Definitions. We first clarify the definitions of the equivariant Gromov-Witten
invariants
〈γ1, . . . , γn〉
X
0,n,β =
∫
[M0,n(X,β)]vir
n∏
k=1
ev∗k γk.
In the above expression, the integrand is the virtual class on the moduli space of
n-pointed stable maps to X, which has expected dimension
−KX · β + dimX + n− 3 = 2dimB+ n− 3,
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and the map evk is the evaluation map associated to the k-th marked point on the
domain curve.
The moduli space of maps is typically noncompact; however there is still a well-
defined pushforward morphism H∗
G,c(M 0,n(X,β)) → H
∗
G
(pt) (here H∗
G,c stands for the
corresponding equivariant cohomology with compact support). On the other hand, we
have the map H∗
G,c(M 0,n(X,β)) → H
∗
G
(M 0,n(X,β)). This is a map of H
∗
G
-modules,
which becomes an isomorphism once we tensor everything with the field of fractions
of H∗
G
(pt), provided thatthe T-fixed locus is compact. Thus we get a well-defined
integration on H∗
G
(M0,n(X,β) which takes values in the field of fractions of H
∗
G
(pt).
Explicitly, this integral can be defined using virtual localization.
We further observe that for β 6= 0,
〈γ1,Dλ, γ2〉
X
0,3,β = (Dλ · β)〈γ1, γ2〉
X
0,2,β,
by the divisor equation. As a result, in order to understand the non-classical contribu-
tion to divisor operators, it suffices to study the two-point invariants of X.
4.2. Reduced class. Given a variety V with an everywhere-nondegenerate holomor-
phic symplectic form ω, it is well-known that the usual non-equivariant virtual fun-
damental class on Mg,n(V, β) vanishes for β 6= 0. However, one can correct this phe-
nomenon by modifying the standard obstruction theory so that the virtual dimension
is increased by 1.
We explain this modification for the deformation theory of maps from a fixed nodal
curve C; applying this construction relative to the moduli stack of nodal curves gives
the construction in general. Let MC(V, β) denote the moduli space of maps from C to
V with target homology class 0 6= β ∈ H2(V,Z). The standard obstruction theory for
MC(V, β) is defined by the natural morphism
(26) Rpi∗(ev
∗TV )
∨ → LMC ,
where LMC denotes the cotangent complex of MC(V, β) and
ev : C ×MC(V, β)→ V,
pi : C ×MC(V, β)→MC(V, β).
are the evaluation and projection maps.
Let ωpi denote the relative dualizing sheaf. There is a map
ev∗(TV )→ ωpi ⊗ (Cω)
∗,
induced by the pairing with the symplectic form and pullback of differentials. This, in
turn, yields a map of complexes
Rpi∗(ωpi)
∨ ⊗ Cω → Rpi∗(ev
∗(TV )
∨)
and the truncation
ι : τ≤−1Rpi∗(ωpi)
∨ ⊗ Cω → Rpi∗(ev
∗(TV )
∨).
The truncation is a trivial line bundle, although will carry a nontrivial weight in the
equivariant setting if the group action acts by a nontrivial character on ω.
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There is an induced map
(27) C(ι)→ LMC
where C(ι) is the mapping cone associated to ι. Moreover, this map (27) satisfies
the necessary properties of a perfect obstruction theory. This is known as the reduced
obstruction theory and defines the reduced virtual fundamental class associated to V .
4.3. One-parameter families. Another characterization of reduced virtual classes is
given in [36] in terms of one-parameter deformations of the holomorphic symplectic
variety V .
Suppose we are in the following situation: There is a smooth map pi : V → B
where B is a smooth curve, such that pi is topologically trivial as a fibration and V is
equipped with a fiber-wise holomorphic symplectic form. There is a point b ∈ B such
that V = Vb. Furthermore, assume that we have a class β ∈ H2(V,Z) ⊂ H2(V,Z)
satisfying the following conditions:
• The fiber V is the unique fiber of pi for which the class β is represented by an
effective curve.
• The composition
(28) TB,b → H
1(V, TV )
∼
−→ H1(V,ΩV )
β∪
−−→ C
is an isomorphism.
In the above diagram, the first map is the Kodaira-Spencer map, the second map is
the isomorphism induced by the holomorphic symplectic form on V , and the last map
is given by cup product with the curve class β.
The following result is proven in Theorem 1 of [36]
Proposition 4.1. Given the above hypotheses, the embedding
M0,n(V, β)→M0,n(V, β)
is an isomorphism of stacks and we have an equality of virtual classes
[M 0,n(V, β)]
red = [M 0,n(V, β)]
vir,
where the right-hand side is just the usual virtual fundamental class associated to V.
This statement can be easily generalized in many directions. If we have a fiber-wise
group action of T on V, then the above equality holds for T -equivariant virtual classes.
If there are finitely many points on B for which β is effective and infinitesimally rigid
in the sense of equation (28), the statement generalizes in the obvious way where the
left-hand side involves a summation over these points.
5. Proof of Theorem 1.1
We now use the results of the last section to give a short proof of Theorem 1.1.
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5.1. Lagrangian correspondences. We first apply the results of section 4.2 to our
situation. Since the holomorphic symplectic form on X has equivariant weight −t with
respect to G, the construction there extends to the equivariant setting. In particular,
the reduced obstruction theory produces a cycle class
[M 0,2(X,β)]
red ∈ HBM,G2 dimX(M0,2(X,β)
for β 6= 0 such that
[M 0,2(X,β)]
vir = t · [M 0,2(X,β)]
red.
This equality explains the factor of t in front of the nonclassical contribution to Theorem
1.1.
Recall the Springer map
f : X → N.
Since N is affine, any proper curve on X is contained in a fiber of f , and the evaluation
map to X ×X factors through the Steinberg variety
φ :M0,2(X,β)→ St = X ×N X.
The resolution X → N is semismall, so the irreducible components Zk of X ×N X all
have dimension dimX. In particular, we immediately have the following elementary
but crucial lemma.
Lemma 5.1.
(29) φ∗[M 0,2(X,β)]
red =
∑
ak[Zk] ∈ H
BM,G
2 dimX(X ×N X),
where ak ∈ Q are nonequivariant constants.
Proof. This follows immediately from dimension constraints, since we are working with
non-localized coefficients. 
Since the correspondence operators defined by [Zk] give the action of Z[W ] on the
cohomology of X, this explains why the non-classical contribution to Dλ is expressed
in terms of Weyl group operators. To complete the proof of Theorem 1.1, it remains
to match the coefficients ak with the predicted answer. Since these coefficients are
rational numbers, they are unaffected by specializing to t = 0. Therefore, we only need
to compute the left hand side of equation 29 in G-equivariant cohomology.
5.2. Simultaneous resolution. We now apply section 4.3 to rephrase reduced invari-
ants in terms of one-parameter deformations of X; here it is important that we are only
working G-equivariantly.
We obtain such deformations using the Grothendieck resolution of section 1.2:
φ : X˜ → t∗.
Recall that the fiber over the origin is X and that there is a fiber-preserving G-action
which cannot be extended to a fiber-preserving G-action. In general, for z ∈ t∗, the
monoid of effective curve classes in the fiber φ−1(z) is given by
Eff(φ−1(z)) = Span{α∨|α ∈ ∆+, (α
∨, z) = 0}.
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Consider a generic linear subspace φ0 : A
1 → t, chosen to intersect each hyperplane
transversely exactly once at the origin; via pullback, we have a smooth map V0 → A
1
whose fiber over the origin is X.
Lemma 5.2. The family V0 → A
1 satisfies the conditions listed in section 4.3.
Proof. On the set-theoretic level, this is obvious. The infinitesimal statement follows
from the transverse assumption, since the cup product pairing in equation 28 can be
identified with the pairing of the root lattice with t. 
Proposition 4.1 implies that, for γ1, γ2 ∈ H
∗
T (X,C), we have
〈γ1, γ2〉
X,red
0,2,β = 〈γ1, γ2〉
V0
0,2,β,
where the right-hand side again denotes invariants defined via the standard virtual
class.
We now deform the variety V0 and apply deformation invariance, following the ap-
proach in [6, 33]. Let D = A1 and consider a family of maps φt : A
1 → t, t ∈ D, so that
for t = 0 we recover φ0 and for any t 6= 0 sufficiently near 0, the image of φt intersects
each hyperplane Hα transversely at distinct points. We fix t 6= 0 with this property,
and let zα be the distinct intersection points of φt with Hα. The associated smooth
family Vt will again satisfy the conditions of section 4.3 at each of these intersection
points.
Lemma 5.3. For t 6= 0, we have the equality of G-equivariant reduced Gromov-Witten
invariants
〈γ1, γ2〉
X,red
0,2,β =
∑
α∈∆+
〈γ1, γ2〉
Xzα ,red
0,2,β
Proof. The left and right sides of the statement can be identified with 〈γ1, γ2〉
Vs
0,2,β, for
s = 0 and s = t respectively. These are equal by deformation invariance of the standard
virtual class construction applied to the family V→ D. Although the associated moduli
space of maps relative to D
M0,2(V/D, β) → D
is not proper over D, it admits a fiberwise T -action whose fixed loci are proper over D,
and the results from [1] can be applied. 
The arguments in these two sections apply without change to the general setting of
the introduction, as discussed in section 1.6. In particular, we see that the nonclassical
terms of divisor operators lie in the subalgebras associated to primitive coroots.
5.3. Actual calculation. Lemma 5.3 reduces the argument to understanding the codi-
mension one fibers of the simultaneous resolution. These have the following description.
Consider a general point z ∈ Hα for α ∈ ∆+ and let Mz denote its centralizer in G; it
is easy to see that Mz fits into an exact sequence with its center Z(Mz):
1→ Z(Mz)→Mz → PGL(2)→ 1.
This sequence induces an action of Mz on T
∗P1; the fiber Xz is
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Xz = G×Mz T
∗P1,
and this identification is compatible with the G-action. This description shows that
Xz is a fiber bundle over the affine variety Az = G/Mz with fiber T
∗P1; in particular,
we see the effective curves are multiples of the zero-section of the fiber, in class α∨. Let
Yz denote the affinization of Xz, which is just the contraction of this class.
As in the proof of Lemma 5.1, evaluation on the moduli space of maps factors through
the Steinberg construction:
φ :M0,2(Xz, β)→ Xz ×Yz Xz = Xz ∪Wz
where Wz is a P
1 × P1-bundle over Az.
Lemma 5.4.
φ∗[M0,2(Xz, dα
∨)]red =
1
d
[Wz]
Proof. Let M0,2(Xz/Az , β) denote the moduli space of stable maps to Xz relative to
Az, parametrizing a point a ∈ Az and a stable map to the fiber over a. Since the map
Xz → Az is smooth, this moduli space admits a perfect obstruction theory relative to
the map to Az. Furthermore, since we have a fiberwise holomorphic symplectic form on
Xz, we can construct the reduced obstruction theory relative to Az and the associated
reduced virtual class [M0,2(Xz/Az, β)]
red.
We first claim that
[M0,2(Xz, β)]
red = [M0,2(Xz/Az, β)]
red.
This follows from a comparison of obstruction theories. First, for standard virtual
classes, there is a map of obstruction spaces associated to maps from a fixed curve C
H1(C, f∗TXz/Az)→ H
1(C, f∗TXz).
When C is a rational curve, this is an isomorphism. For reduced classes, we need this
map to be compatible with the one-dimensional quotient arising from the holomorphic
symplectic form (fiberwise, in the case of Xz/Az). This follows from the fact that the
holomorphic symplectic form on fibers of Xz/Az are the restrictions of the form on Xz.
As in Lemma 5.1, dimension constraints imply that
φ∗[M0,2(Xz, dα
∨)]red = c1[Xz ] + c2[Wz],
for c1, c2 ∈ Q.
We can calculate the coefficients c1, c2 after restricting to a fiber of Xz → Az. More
precisely,
if we pick a point ι : a→ Az,
φ∗[M 0,2(T
∗P1, d)]red = φ∗ι
![M0,2(Xz , dα
∨)]red =
ι!φ∗[M 0,2(Xz, dα
∨)]red = c1[T
∗P1] + c2[P
1 × P1].
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These coefficients are thus determined from the case G = SL2, where Theorem 1.1
has already been established in this case ([5],[33]). The action of the cycle [P1 × P1] is
the operator s− 1 on H∗(T ∗P1,C), so we see that c1 = 0 and c2 = 1/d.

The proof of Theorem 1.1 now follows from the following result at the end of section
3.3.
Lemma 5.5.
[Wz] = sα − 1
6. Shift operators
We now explain the geometric construction of the shift operators, discussed in section
1.12, that intertwine the monodromy representation of the quantum connection for
different values of the equivariant parameters.
Let us choose an integral parameter s ∈ Λ∨ ⊕ Z. We can associate to s a principal
T-bundle over P1
P (s) = (T × (C2\{0})/C∗,
where C∗ acts on T via the 1-parameter subgroup defined by s. Let
X(s) = P (s)×T X → P
1
be the associated fibration over P1 with fiber X. There exists a unique lifting of the C∗
action on P1 to an action on X(s) so that the fiber X(s)0 of 0 ∈ P
1 is fixed pointwise
by the action, giving an action of T˜ = T × C∗ on X(s). Let z denote the equivariant
parameter associated to the extra torus factor.
Given a weight λ ∈ Λ, there is again an associated equivariant line bundle Dλ,s on
X(s), compatible with restriction to fibers. Given β ∈ H2(X(s),Z), we can use these
line bundles to assign a natural monomial function qβ on the dual torus T∨.
We will only consider curve classes β ∈ H2(X(s),Z) such that
pi∗β = [P
1],
and the corresponding moduli spaces of stable maps
M0,2(X(s), β).
Let
ι0, ι∞ : X ↪→ X(s)
denote the inclusions of the fiber over 0 and ∞ respectively. Given γ1, γ2 ∈ H
∗
T
(X),
the two-pointed Gromov-Witten invariant
〈γ1, γ2〉
X(s)
0,2,β =
∫
[M0,2(X(s),β)]vir
ev∗1(ι0,∗γ1) ∪ ev
∗
2(ι∞,∗γ2) ∈ FracH
∗
T˜
(X).
In order to make sense of the above expression, for each fiber over 0 and∞, we use the
identification H∗
T˜
(X) = H∗
T
(X) ⊗C[z] to lift γ1 and γ2 to T˜-equivariant cohomology.
The corresponding shift operator
S(s) ∈ End (H∗T(X)) ⊗ C[[Λ]]
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is then defined via the pairing
〈γ1|S(s)|γ2〉 =
∑
β∈H2(X(s),Z)
pi∗β=[P1]
qβ
(
〈γ1, γ2〉
X(s)
0,2,β
)
|z=1 .
The intertwiner property of S(s) can be seen as follows. We first describe the contri-
bution of the residues associated to classical multiplication. Given x ∈ XT associated
to the Weyl group element wx ∈W , let
φx = (wx, 0) : t
∗ → t∗ ⊕ C = (Lie(T))∗
denote the associated linear map, which we can view as a multi-valued function on T∨,
depending on a parameter a ∈ Lie(T). We define the operator qM on H∗
T
(X) which is
diagonal in the fixed-point basis, with diagonal entries given by the function φx.
In the neighborhood of the base point
qα
∨
1 = qα
∨
2 = · · · = 0,
there exists a unique fundamental solution of the quantum differential equation, nor-
malized to have the form
Ψ(q, a) = qM (Id + O(qα
∨
i )).
Here, we have made explicit the dependence of Ψ on the equivariant parameters a ∈
Lie(T). There exists a geometric expression for Ψ(q, a) in terms of descendent invariants
(see, for example, [11]).
We also define the operator ∆(s) on H∗
T
(X), so that it is diagonal in the fixed-point
basis, with diagonal entries given by the ratio
∆(s)p,p =
∏
tangent weights ρ
at x∈X
Γ(ρ+ s(ρ))
Γ(ρ+ 1)
.
It follows from equivariant localization with respect to T˜ that S(s) can be factored
in terms of the fundamental solution and ∆.
(30) S(s) = Ψ(q, a) ◦∆(s) ◦Ψ−1(q, a+ s).
From here, we see immediately that the operators S(s) satisfy the following inter-
twiner and composition identities:
∇(a)S(s) = S(s)∇(a+ s)(31)
S(s1 + s2) = S(s1) ◦ S(s2)|a=a+s1(32)
In order to compare the monodromy representation after integral parameter shifts
a 7→ a+ s,
we use the following proposition.
Proposition 6.1. The matrix entries of S(s) are rational functions on C(T∨):
S(s) ∈ End (H∗T(X)) ⊗C(T
∨).
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Proof. We will only sketch the proof here. In the case of Hilb(C2) and higher-rank
framed sheaves, a version of this argument can be found in [34] and [35]. We refer the
reader to these papers for a more detailed exposition.
Using the composition identity for S(s), it suffices to prove the proposition for
s = (δ, 0), (0, 1) ∈ Λ∨ ⊕ Z,
where δ is a fundamental weight of T∨. The virtual dimension of the moduli spaces
M0,0(X(s), β) are, respectively, 2 dimB and dimB.
In the first case, if we choose insertions over 0 and∞ from a basis of Schubert conor-
mal Lagrangians in X, the relevant two-point invariants will be degree 0. Moreover,
there exists a choice of basis for which the space of stable maps meeting these cycles
is proper. As a consequence, the associated matrix entries are degree 0 equivariant
polynomials, thus constant. If we specialize to t = 0, we can deform X(s) so that it
has affine fibers, and only sections of pi contribute. In particular, the answer can be
calculated directly (e.g. using the case of B = P1).
The second case is more involved. We consider the subspace V of vectors v ∈
HT(X) ⊗ C(T
∨) for which S(s)v has rational function entries. We require two claims
about V :
• V contains the identity element 1 ∈ H∗
T
(X)
• V is closed under application of the differential operators ∇λ.
The first claim follows again via equivariant specialization. By construction,M0,2(X(s), β)
is proper - any section of X(s) → P1 is forced to lie inside B × P1. Therefore, when
expressed in a basis of Schubert conormals, every entry in S(s) ◦ 1 is a nonequivari-
ant constant, so the claim can be checked after setting t = 0. If we apply virtual
localization, we require the specialization of the fundamental solution of the quantum
connection when t = 0, 1. However, it follows from the form of the Calogero-Moser
system given in section 2.5 that the connection becomes essentially trivial at these
values, yielding the result. The second claim follows immediately from the intertwiner
property. Since classical cohomology is generated by divisors, we then conclude from
these two claims that V = HT(X)⊗ C(T
∨). 
Corollary 6.2. For a ∈ Lie(T) away from a discriminant locus (depending on s), the
monodromy representation of the quantum differential equation ∇(a) is isomorphic to
the monodromy representation for ∇(a+ s)
Notice that the intertwiners S(s) may have acquire singularities as a function of a,
accounting for the discriminant locus in the statement of the corollary. It follows from
irreducibility of the monodromy representation that the geometric intertwiners agree
with the Opdam shift operators, up to a global equivariant constant.
If we consider a general equivariant symplectic resolution as in section 1.1, we expect
analogous statements to hold; however the arguments given here only partially extend.
While the definition of the geometric intertwiner is completely formal, one needs to
check that the proof in Proposition 6.1 holds in any given geometry. In particular, the
simplification of the quantum connection for t = 1 and the generation of the quantum
ring by divisors are the key statements that need to be established.
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7. The limit t→∞: algebra
The purpose of the next two sections is to explain how Theorem 1.1 allows us to
compute the quantum cohomology of B.
7.1. The connection ∇. Similarly to the affine KZ connection ∇ we can define the
Toda connection ∇, which is a connection on T∨ with values in Hnil. More precisely,
given a module M over Hnil we have a connection on the trivial bundle over T
∨ with
fiber M over T∨ defined as follows. First, let us recall the subset R′+ of R+ defined in
section 1.13. Then we define
(33) ∇λ = dλ −
∑
α∈R′+
(λ, α∨)qα
∨
sα − xλ.
We are going to show that ∇ is integrable a little later. We shall refer to ∇ as the Toda
connection; the reason for this name is explained in section 7.2.
We now claim that under the above circumstances the connection ∇ is ”the limit of
∇ as t→∞” in the appropriate sense. More precisely, we have the following
Proposition 7.1. The limit
lim
t→∞
t2ρ∇ t−2ρ
exists and is equal to ∇ (which is a connection on T∨ with values in the trivial bundle
with fiber M). In other words, ∇ is the t → ∞-limit of ∇ if we make the change of
variables q → t−2ρq.
Remark. Note that the singularities of the connection∇ on T∨ disappear when t→∞;
however one can check that in general the connection ∇ will have irregular singularities
at ∞. Also, the W -equivariance of ∇ is lost under the above limit procedure (this has
to do with the fact that our change of variables q → t−2ρq is not W -equivariant).
Proof. ¿From equation 19 and from the definition of w˜ we get
t2ρ∇λ t
−2ρ = dλ +
∑
α>0
t−(2ρ,α
∨)+1qα
∨
1− t−(2ρ,α
∨)qα∨
(1− t`(sα)s˜α) + xλ.
Thus, in order to prove Proposition 7.1, it is enough to check the validity of the following
Lemma 7.2. (1) For any α ∈ R+ we have
`(sα) ≤ (2ρ, α
∨)− 1.
(2) The above inequality is an equality if and only if α ∈ R′+.
Proof. This lemma is essentially proved in Section 1 of [23]. More precisely, it is shown
in [23](Lemma 1.3) that `(sα) ≤ (2ρ, α
∨)−1 when α is long and that `(sα) = (2ρ
∨, α)−1
when α is short. Thus it is enough to show that for any short positive root α we have
(34) (ρ∨, α) ≤ (ρ, α∨),
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where the equality holds if and only if α ∈ R′+. Note that if α is short, then α
∨ is long.
Let Π∨lg denote the set of simple long coroots and let Π
∨
sh denote the set of simple short
coroots. Let
α∨ =
∑
β∨∈Π∨lg
aββ
∨ +
∑
γ∨∈Π∨sh
aγγ
∨.
Let us choose a W -invariant inner product on t∗ satisfying (α,α) = 1 for every short
root α and set
r = max
α∈R+
(α,α).
Then we have (ρ, α∨) =
∑
aβ +
∑
aγ and according to Section 1.2 of [23] we have
(ρ∨, α) =
∑
β∨∈Π∨lg
aβ +
1
r
∑
γ∨∈Π∨sh
aγ ,
which implies (34). 

Corollary 7.3. The connection ∇ is integrable.
Proof. This follows immediately from Proposition 7.1 and from the fact that ∇ is
integrable. 
7.2. The Toda system. Similarly to section 2.5 one can define the quantum Toda
integrable system, which is now a map ηT : Sym(t
∗)W → D(T∨). The map ηT is
characterized by the following properties:
T1) For any f ∈ Sym(t∗)W the highest symbol of ηT (f) is equal to f ;
T2) For any non-degenerate W -invariant quadratic form on t∗ as above one has
ηT (C) = ∆−
∑
α∈Π
(α∨, α∨)qα
∨
.
It is known (cf. Section 7 of [14]) that for any f ∈ Sym(t∗)W one has
(35) lim
t→∞
t2ρηCM,t(f)t
−2ρ = ηT (f).
Using the map ηT we may view D(T
∨) as a D(T∨) ⊗ Sym(t∗)W -module, which we
shall denote by T. We shall call T the Toda D-module.
We now want to present an analog of Theorem 2.2 in the case when the Calogero-
Moser system is replaced by the Toda system. Namely, by using the connection ∇ we
may view O(T∨) ⊗M as a D(T∨) ⊗ Sym(t∗)W -module. We now claim the following
analog of the Cherednik-Matsuo theorem for the Toda lattice:
Theorem 7.4. There exists an isomorphism
O(T∨)⊗M ' T
of D(T∨)⊗ Sym(t∗)W -modules.
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Remark. It is tempting to say that Theorem 7.4 follows from Theorem 2.2 by taking
t →∞ limit and using Proposition 7.1 together with (35). However, a priori it is not
clear why the limiting procedure in Proposition 7.1 is the same as in (35). Hence we
are going to give an independent proof of Theorem 7.4.
Proof. Let us define a map ι : T = D(T∨)→ O(T∨)⊗M = O(T∨)⊗Sym(t∗) which send
every d ∈ D(T∨) to d(1⊗1) (let us recall that the action of D(T∨) on O(T∨)⊗Sym(t∗)W
is given by ∇).
Lemma 7.5. The map ι is an isomorphism of vector spaces.
Proof. The module T = D(T∨) is endowed with a natural filtration by order of a
differential operator. Similarly, O(T∨) ⊗ Sym(t∗) is endowed with a filtration coming
from the natural filtration on Sym(t∗) (by degree of a polynomial). From the definition
of ι it is clear, that it is compatible with the above filtration it defines between the
associated graded spaces. This shows that ι is an isomorphism itself.

On the other hand, it is obvious that ι is a morphism of D(T∨)-modules. Hence, in
order to prove Theorem 7.4 it is enough to verify that it is a morphism of Sym(t∗)W -
modules. We claim that it is enough to check this for quadratic elements of Sym(t∗)W .
Indeed, applying ι−1 to the action of Sym(t∗)W on O(T∨) ⊗ Sym(t∗) we get an action
of Sym(t∗)W on T = D(T∨); this action commutes with the left D(T∨)-action and
thus comes from a homomorphism η′ : Sym(t∗)W → D(T∨). We need to show that
η′ = ηT . However, η
′ obviously satisfies property T1. Thus in order to show property
the equality η′ = ηT we need to check that η
′ satisfies T2, which exactly means that ι
commutes with quadratic elements in Sym(t∗)W .
Thus we are reduced to checking that for any C as in T2 we have
(36) η(C)(1 ⊗ 1) = 1⊗ C.
Let λ1, · · · , λ` be a basis of t
∗ and let µ1, · · · , µ` be the dual basis with respect to the
quadratic form corresponding to C. Then ∇λi(1⊗ 1) = −1⊗ λi. Thus
∆(1⊗ 1) =
∑`
i=1
∇µi∇λi(1⊗ 1) = −
∑`
i=1
∇µi(1⊗ λi) =
∑`
i=1
(1⊗ µiλi+
∑
α∈R′+
(µi, α
∨)qα
∨
(1⊗ sα(λi))) = 1⊗C +
∑
α∈R′+
qα
∨
∑`
i=1
(µi, α
∨)(1 ⊗ sα(λi))
Note that sα(λi) = 0 if α is not a simple root; for α ∈ Π we have sα(λi) = (λi, α
∨).
Thus∑
α∈R′+
∑`
i=1
(µi, α
∨)(qα
∨
⊗ sα(λi)) =
∑
α∈Π
qα
∨
∑`
i=1
(µi, α
∨)(λi, α
∨) =
∑
α∈Π
(α∨, α∨)qα
∨
(1⊗ 1),
which implies (36). 
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8. The limit t→∞: geometry
In this section we explain how we can recover the quantum cohomology of B by
studying the t→∞ limit of the quantum cohomology of X = T ∗B. Using the projec-
tion pi : X → B, we can identify
H∗T(X,C) = H
∗
T (B,C)[t],
and view the divisor operators DXλ as acting on the latter space:
DXλ (t, q) ∈ End(H
∗
T (B,C))[t][[q
β ]].
Let DXλ (t, t
−c1q) be the operators obtained by the substitution
qβ 7→ t−c1(B)·βqβ.
We want to compare these operators with the divisor operators DBλ (q) arising from
the quantum cohomology of B; since the T-action on B factors through T , there is no
t-dependence here.
Proposition 8.1.
DBλ (q) = limt→∞
DXλ (t, t
−c1q).
Proof. Matrix elements of DXλ are obtained from invariants of the form
〈γ1 · [B],Dλ, γ2〉
X
0,3,β,
where γ1, γ2 ∈ H
∗
T (B,C) and [B] denotes the class of the zero-section. Define the
moduli space of maps
M0,3(X, p1, β) = {(C, f) ∈M0,3(X,β)|f(p1) ∈ B ⊂ X}.
It is a standard fact that M0,3(X, p, β) admits a T-equivariant virtual class for which
ι∗[M 0,3(X, p1, β)]
vir = ev∗1[B] · [M0,3(X,β)]
vir.
Moreover, since TB is nef, f(p1) ∈ B implies that f factors through B, and we have
M0,3(X, p1, β) =M0,3(B, β)
as stacks, equipped with two different obstruction theories.
Consider the universal family
C
f
//
pi

B
M0,3(B, β)
σ1
II
where σ1 is the section associated to the first marked point, with image Σ1 ⊂ C. We
can define a sheaf K on C by the short exact sequence
0→ K→ f∗T ∗B→ f∗T ∗B|Σ1 → 0,
where the second map is the restriction map. It is easy to see that R0pi∗K = 0 and
that
E = R1pi∗K
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is a T-equivariant vector bundle on M0,3(B, β) with rank c1(B) · β.
The relative obstruction theories are then related by the triangle
E∨[1]→ EM(X,p1,β)/M0,3 → EM(B,β)/M0,3 ,
and we have
[M0,3(X, p1, β)]
vir = ct(E) ∩ [M0,3(B, β)]
vir
where
ct(E) = t
rk(E) + c1(E)t
rk(E)−1 + · · ·+ crk(E)(E)
is the T-equivariant Euler class. This yields
〈γ1 · [B],Dλ, γ2〉
X
0,3,β = 〈ct(E), γ1,Dλ, γ2〉
B
0,3,β .
If we want to recover the term corresponding to the operator DBλ , we can weight this
invariant by t−rk(E) = t−c1(B)·β and take the limit as t → ∞. This same argument
works for all multiplication operators. 
Let us now recall that c1(B) = −2ρ. Combining this with Proposition 8.1, Proposi-
tion 7.1, and Theorem 7.4 we obtain a new proof of the following result:
Theorem 8.2. (1) The operator of quantum multiplication by Dλ in H
∗
G(B) is
equal to
xλ +
∑
α∈R′+
(λ, α∨)qα
∨
sα.
Here xλ is the classical multiplication by Dλ.
(2) The G-equivariant quantum connection of B is given by Equation 33.
(3) The G-equivariant quantum D-module of B is isomorphic to the Toda D-module
T (as a D(T∨)⊗ Sym(t∗)W -module).
These statements are already well-known in the literature The first follows from
Theorem 6.4 in [37]. The second statement is of course just a reformulation of the first,
and the third statement follows from the main result of [29], although via a different
argument.
9. Slodowy slices
In this section, we prove Theorem 1.3.
Given n ∈ N, we can associate an sl2-triple (e = n, h, f) and consider the affine
subspace vn = {n + Keradf} ⊂ t. The Slodowy slice resolution S˜n is a local complete
intersection subvariety of X defined by the Cartesian diagram
(37) S˜n

 ι //
g′

X
g

vn

 ι // t
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Let T′ ⊂ T be the subtorus which preserves S˜n. Assume the natural mapH2(S˜n,Z)→
H2(X,Z) is an isomorphism. Given β ∈ H2(S˜n,Z), since vn and t are affine, the moduli
space of stable maps M0,2(S˜n, β) fits in the Cartesian diagram
M0,2(S˜n, β)
ι //
h

M0,2(X,β)
h

vn

 ι // t
In order to prove Theorem 1.3, we will show the following.
Proposition 9.1. There is an equality of T′-equivariant virtual classes
ι![M0,2(S˜n, β)]
vir = [M0,2(X,β)]
vir
Proof. As in section 4.2, we will prove the analogous statement for the moduli space
MC(S˜n, β) of maps from a fixed genus 0 nodal curve C; the full statement will then
follow by applying this statement relative to the moduli stack of nodal curves.
In order to prove the pullback of virtual classes, it is sufficient to prove that the ob-
struction theories on MC(S˜n, β) and MC(X,β) are compatible in the sense of Theorem
5.10 of [1]. To show this, we need to construct a morphism of exact triangles
ι∗EMC(X,β)
φ
//

E
MC(S˜n,β)
ψ
//

h∗Lvn/t
χ
//

ι∗EMC(X,β)[1]

LMC(X,β) // LMC(S˜n,β)
// L
MC(S˜n,β)/MC(X,β)
// LMC(X,β)[1]
Here, the bottom row is the standard triangle associated to the cotangent complex of
a morphism, and the vertical maps are the data of an obstruction theory.
The top row will be induced by the short exact sequence
(38) 0→ T
S˜n
→ ι∗TX → g
∗Nvn/t → 0.
To see this, recall that, in the notation of section 4.2, we have
EMC(V,β) = Rpi∗(ev
∗TV )
∨
for V = X and S˜n. So if we apply Rpi∗(ev
∗(−)∨ to the sequence (38) we get the triangle
ι∗EMC(X,β) → EMC(S˜n,β)
→ Rpi∗(ev
∗g∗Nvn/t)
∨[1]→ ι∗EMC(X,β)[1].
Since the genus of C is 0, we have Rpi∗(ev
∗g∗Nvn/t)
∨[1] = h∗Lvn/t, and the maps
obviously commute with the vertical maps associated to each obstruction theory.
Since the obstruction theories associated to X and S˜n are compatible, Theorem 5.10
in [1] then immediately gives an isomorphism of virtual classes after pullback. 
We use this proposition to give a short proof of Theorem 1.3.
Proof. As in the proof of Theorem 1.1, the identification of classical multiplication
by Dλ follows from the definition of the Hecke algebra action on H
∗
T′(S˜n). For the
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nonclassical terms, it suffices to calculate the two-point Gromov-Witten invariants of
S˜n.
Consider the Cartesian diagram induced by the evaluation maps to the Steinberg
variety:
M0,2(S˜n, β)
ι //
φ

M0,2(X,β)
φ

S˜n ×Sn S˜n
ι // X ×N X
The action of the Hecke algebra Ht on H
∗
T′(S˜n) is induced by the pullback map
ι∗ : H∗T′(X ×N X)→ H
∗
T′(S˜n ×Sn S˜n).
Since Theorem 1.1 identifies the action of the operator given by φ∗[M0,2(X,β)]
vir, the
corresponding result for S˜n follows from the equality
φ∗[M 0,2(S˜n, β)]
vir = φ∗ι
![M0,2(X,β)]
vir = ι∗(φ∗[M0,2(X,β)]
vir).

10. Appendix: second cohomology of Springer fibers
In this appendix we would like to prove the following theorem:
Theorem 10.1. Let G be a simply laced semi-simple group and let as before f :
T ∗B → N be the Springer map. Then for any non-regular n ∈ N the restriction
map H2(B,Z) → H2(f−1(n),Z) is an isomorphism (note that f−1(n) is embedded in
B by the definition of f).
Theorem 10.1 implies that the restriction map H2(T ∗B,Z) → H2(S˜n,Z) is an iso-
morphism as was announced in the remark after Theorem 1.3.
Proof. Without loss of generality we may assume that G is almost simple. We shall
also write Bn instead of f
−1(n). Let Or denote the regular orbit in N (i.e. the unique
open orbit) and let Osr ⊂ N denote the subregular nilpotent orbit (i.e. the unique orbit
which has codimension 2 in N). Let us first assume that n ∈ Osr. Then it is well known
that f−1(n) is a tree of P1’s of degrees corresponding to all α∨ ∈ Π∨ ⊂ Λ∨; this implies
that H2(Bn,Z) = Λ
∨ and H2(Bn,Z) = Λ. Since H
2(B,Z) = Λ the statement of the
Theorem follows.
For general n ∈ N our strategy will be as follows. First we are going to show that
the natural map H2(Bn,Z)→ H2(B,Z) is surjective. Then we going to show that the
natural map H2(Bn,C)→ H
2(B,C) is an isomorphism. On the other hand, it is shown
in [12] that H∗(Bn,Z) has no torsion, which implies the statement of Theorem 10.1.
To prove the surjectivity of the map H2(Bn,Z) → H2(B,Z) we are going to show
that for every simple coroot α∨ ∈ Π∨ there exists an embedding P1 → Bn, which has
degree α∨ in B. The required surjectivity follows since H2(B,Z) = Λ
∨ is generated
by simple coroots. To show the existence of such a P1 let us denote by Pα the moduli
space of subminimal parabolics corresponding to α. Then all the P1’s of degree α∨
in B are fibers of the projection pα : B → Pα. Since n is not regular, it lies in the
QUANTUM COHOMOLOGY OF THE SPRINGER RESOLUTION 33
closure of Osr. Thus there exists a curve C with a point c ∈ C and a map η : C → N
such that η(x) ∈ Osr if x 6= c and η(c) = n. For any x 6= c the Springer fiber Bη(x)
contains unique P1 of degree α∨. In other words, we get a map φ : C\{c} → Pα such
p−1α (φ(x)) ⊂ Bη(x). Since Pα is proper, the map φ extends to the whole of C and we
are going to have p−1α (φ(c)) ⊂ Bφ(c). Since φ(c) = n, we are done.
To prove that the map H2(Bn,C) → H
2(B,C) is an isomorphism, let us consider
the Springer sheaf Spr = f∗(C[dimN]) (here f∗ denotes the derived direct image in
the category of constructible sheaves). It is well-known (cf. [9]) that it is perverse
and semi-simple. Moreover, its irreducible direct summands are all of the form IC(E)
where E is a G-equivariant local system on a G-orbit O ⊂ N and IC(E) stands for its
Goresky-Macpherson extension to N. We shall write CO for the constant local system
on O with fiber C. Also, for any complex of sheaves F on N we shall denote by Fn the
fiber of F at n; this is a complex of vector spaces over C.
Let now n ∈ N which is not regular and not subregular and let O be its G-orbit.
Then H2(Bn,C) is the cohomology of the fiber of Spr at n of degree 2 − dimN. Let
O′ ⊂ N be a G-orbit such that O¯sr ⊃ O¯′ ⊃ O and let E be a local system on O
′. Then
we claim that H2−dimN(IC(E)n) is 0 unless O
′ = Osr. Indeed, this follows from the
definition of IC-sheaves and from the fact that if O′ 6= Osr then dimO
′ < dimN − 2.
Thus in order the only contribution to H2−dimN(IC(E)n) may come from IC(E) where
E is a local system either on Or or Osr. It is well-known that the only E on Or such that
IC(E) appears in Spr is the constant local system and in this case IC(E) is constant
on N and therefore does not contribute anything to H2−dimN(IC(E)n). Also, if E is an
irreducible local system on Osr such that IC(E) appears in Spr, then E is constant and
Hom(IC(COsr [dimOsr]),Spr) = t
∗ 3. On the other hand, H2−dimN(IC(COsr)) = CO¯sr .
4 Thus H2−dimN(IC(COsr)n) = C and hence H
2−dimN(Sprn) = t
∗ = H2(B,C).

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