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The dissertation can be broadly classified into four projects. They are presented in four
different chapters as (a) Stein estimation for l1 penalised regression and model selection, (b)
Loss estimation for model selection, (c) Largest eigenvalue distributions of random matrices,
and (d) Maximum domain of attraction of Tracy-Widom Distribution.
In the first project, we construct Stein-type shrinkage estimators for the coefficients of a
linear model, based on a convex combination of the Lasso and the least squares estimator.
Since the Lasso constraint set is a closed and bounded polyhedron (a crosspolytope), we
observe that under a general quadratic loss function, we can treat the Lasso solution as a
metric projection of the least squares estimator onto the constraint set. We derive analytical
expressions for the decision theoretic risk difference of the proposed Stein-type estimators
and Lasso and establish data-based verifiable conditions for risk gains of the proposed esti-
mator over Lasso. Following the Stein’s Unbiased Risk Estimation (SURE) framework, we
further derive expressions for unbiased esimates of prediction error for selecting the optimal
tuning parameter.
In the second project, we consider the following problem. For a random vector X, estimation
of the unknown location parameter θ using an estimator d(X) is often accompanied by a loss
function L(d(X), θ). Performance of such an estimator is usually evaluated using the risk of
d(X). We consider estimating the loss function using an estimator λ(X) which is conditional
on the actual observations as opposed to an average over the sampling distribution of d(X).
In this context, we consider estimating the loss function when the unknown mean vector θ
of a multivariate normal distribution with an arbitrary covariance matrix is estimated using
both the MLE and a shrinkage estimator. We derive sufficient conditions for inadmissibility
of the unbiased estimators of loss for such a random vector. We further establish conditions
for improved estimators of the loss function for a linear model when the Lasso is used as a
model selection tool and exhibit such an improved estimator.
The largest eigenvalue of the Gaussian and Jacobi ensembles plays an important role in clas-
sical multivariate analysis and random matrix theory. Historically, the exact distribution
for the largest eigenvalue has required extensive tables or use of specialised software. More
recently, asymptotic approximations for the cumulative distribution function of the largest
eigenvalue in both settings have been shown to have the Tracy-Widom limit. Our main
results concern using a unified approach to derive the exact cumulative distribution function
of the largest eigenvalue in both settings in terms of elements of a matrix that have explicit
scalar analytical forms.
In the fourth chapter, the maximum of i.i.d. Tracy-Widom distributed random variables
arising from the Gaussian unitary ensemble is shown to belong to the Gumbel domain of
attraction. This theoretical result has potential applications in any situation where a multiple
comparisons is needed using the greatest root statistic.
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Chapter 1
Shrinkage Estimation for l1 Penalised
Regression
1.1 Introduction
There has recently been considerable attention on applying shrinkage ideas to model selec-
tion and parameter estimation in regression models. Compared with ordinary least squares
(OLS), shrinkage methods often improve the prediction accuracy and, if a defined constraint
set has edges or corners, some parameter estimates can be shrunk exactly to zero. A very
popular method in this regard is the Lasso, proposed by Tibshirani [45]. Its popularity stems
from the fact that it serves the dual role of model selection and estimation. In particular,
when the number of variables is large, a common situation in genomics, astronomy and
meteorological data among other fields, the problem of variable selection is combinatorially
hard. The Lasso is a very effective method in such situations. It is obtained by minimising
the error sum of squares subject to an l1 norm constraint on the regression coefficients. In
other words, the Lasso estimate, βˆt, is obtained as
βˆt = argmin
β∈Lt
‖y −Xβ‖22 (1.1)
where Lt = {β ∈ Rp :
∑p
j=1 |βj| ≤ t}. The equivalent Lagrange multiplier formulation is
given by
βˆt = argmin
β
‖y −Xβ‖22 + λ
p∑
j=1
|βj| (1.2)
where t and λ are nonnegative tuning parameters.
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The solutions to (1.1) and (1.2) are sparse, thus making the Lasso popular among prac-
titioners as a model selection procedure. There has been increasing interest in the sparse
solution’s theoretical properties. Knight and Fu [28] provide consistency results for Lasso
type problems under some regularity conditions on the design matrix. They further pro-
vide the limiting distribution of the Lasso solution. Zhao and Yu [57] provide a condition
which serves as a necessary and sufficient condition for the Lasso to select the true model.
More recently, Chatterjee and Lahiri [8] propose a modified bootstrap method to provide
approximations of the distribution of the Lasso estimator. They also prove consistency in
estimating the asymptotic bias and variance. There are numerous papers establishing vari-
ous other theoretical properties and extensions in various other settings. Candes and Tao [7]
examine the restricted isometry property that serves as a condition for the coding matrix to
satisfy to recover a sparse and corrupted signal. Their result focuses on the uniform Gaus-
sian ensemble in the noiseless setting and an under-determined system (n = γp for some
γ ∈ (0, 1)). They prove that there exists some α > 0 such that all sparsity patterns with
s ≤ αp can be recovered with high probability in the asymptotic setting. Wainwright [51]
gives a necessary and sufficient condition that the sample size n, the problem dimension p,
and the sparsity s have to satisfy for recovery of the true sparsity with high probability.
In addition, he also provides the thresholds based on the eigenvalues of a random Gaussian
design matrix to recover the true sparsity with a high probability.
Shrinkage estimation has, arguably, been one of the most active research areas in statistics
over the last several decades. For a random vector X having a multivariate normal distribu-
tion, Np(θ, Ip), the usual estimator X is the uniform minimum variance unbiased estimator
(UMVUE), best equivariant location estimator as well as the maximum likelihood estimator
2
(MLE) of the mean vector. It has a constant risk and is also a minimax estimator. However,
when the dimension of the parameter space exceeds two, the MLE becomes inadmissible.
James and Stein [22] proved that the, now classical, estimator (1 − a‖X‖−2)X dominates
the MLE for 0 < a < 2(p− 2) and that a = p− 2 gives the uniformly best estimator in this
class.
One of the many possible extensions and generalisations of the canonical setting of Stein
estimation is when the parameter space is restricted. An early work in this area was done
by Bock [5] who proposed Stein-like estimators for the multivariate normal distribution with
identity covariance matrix when the mean vector is constrained to lie in a closed and con-
vex polyhedron. A remarkable fact proved there is that the domination of the Stein-type
estimator over the MLE was dependent on the codimension of the face of projection of the
MLE onto the constraint set and not just on the ambient dimension. Sengupta and Sen [40]
considered the case when the parameter space is a positively homogeneous cone. Since Stein
type estimators dominate the MLE, they construct Stein-type estimators that dominate the
restricted MLE under various forms of conical restrictions. A further extension of this idea,
proposed by Kuriki and Takemura [30] developed shrinkage estimators when the parameter
space was constrained to be a closed and convex set with a smooth or piecewise smooth
boundary. Their estimators are derived by considering a sequence of polytopes converging
to the constraint set and looking at the limit of the corresponding shrinkage estimators to the
polytopes. Bock’s estimator turns out to be a special case of this result when the constraint
set is polyhedral.
From an asymptotic view there is a body of literature devoted to identifying adaptive min-
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imax estimators for various estimation problems, which are simultaneously asymptotically
minimax over a range of restricted parameter spaces [e.g. q-balls] as in Donoho [13], and
Donono and Jonstone [14]. The present work has close connections to the normal means
problem and minimax estimation over the 1-ball. A key observation in our exercise has been
the role of sparsity in risk domination. A basic result in this direction is that the James-
Stein estimator for the normal means problem is adaptive asymptotic minimax over 2-balls,
see for example [14], but not asymptotically minimax over q-balls for q < 2 [13]. Minimax
estimators for q-balls, with q < 2, generally perform well when the parameter of interest
is sparse and, for the normal means problem, thresholding estimators were introduced to
achieve asymptotic minimaxity in this setting. We observe both in simulation and real data
analysis that the extent of sparsity in the data has a direct bearing in the amount of risk
dominance noticed.
In the estimator we consider, the shrinkage factor lies between 0 and 1. Our proposed esti-
mator becomes the Lasso solution when the shrinkage factor equals one. Lasso thus acts as a
boundary case for the proposed shrinkage estimator. This is also corroborated in simulations
when we observe that when the true number of nonzero coefficients proportional to the total
number of variables in a model is large, the shrinkage factor is closer to 0 and we note large
risk gains of the shrinkage estimator over the Lasso. However, when the true number of
nonzero coefficients as a proportion of the total number of variables in the model is few, the
adaptive shrinkage factor is closer to one and we will see that the decision theoretic risks of
the shrinkage model and the Lasso are comparable.
On the computational side, Osborne et al. [35] presented an efficient algorithm to compute
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the Lasso solutions treating the problem as a convex programming problem. The seminal
paper by Efron et al. [17] on least angle regression (LARS) provides a robust computational
algorithm to compute the entire Lasso solution path with the running time of a single least
squares fit. The latter algorithm also provides Cp as an output of the fitting process as a
tool for selecting the optimal tuning parameter for model selection.
We treat the Lasso as a projection of the least squares estimator onto the constraint set Lt;
geometrically a p-crosspolytope, and propose shrinkage estimators of the regression coeffi-
cients in the linear model setting. In this setting, we can also view the Lasso as the restricted
MLE on Lt. We then establish closed form analytical formula of the risk difference between
the proposed shrinkage estimator and Lasso and give conditions for dominance of the pro-
posed estimator over the Lasso. In addition, we also give data based closed-form expressions
for estimates of prediction risk. Opting for a more conservative model selection approach, we
use the smallest prediction risk as the criterion for choosing the optimal shrinkage estimator.
In Section 1.2 we give the results pertaining to estimation of risk of the regression parame-
ters and establish conditions of dominance over Lasso and the results are proved in Section
1.6. In Section 1.4 we derive explicit analytical expressions for unbiased estimates of the
prediction risk which are important for model choice tuning parameter selection. In Section
1.5 we present the simulation methodology followed by a presentation of an idea on ensuring
sparsity using our approach in Section 1.3.1. Next we present some simulation results and
some results of analysis performed on real data, we use the diabetes data for this purpose
and present a comparison with the Lasso. Tables and Figures are presented in Section 1.8.
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1.2 Shrinkage Estimators
Throughout the chapter, we denote βˆ0 as the ordinary least squares (OLS) estimator and
βˆt as the Lasso estimator for any arbitrary tuning parameter. Under a general quadratic
norm, the Lasso is a metric projection of the least squares estimator on the compact and
convex constraint set. As such, we also refer to the Lasso as the projection estimator. Using
the least squares estimator and the projection estimator, we can construct an improved (a
Stein-type) estimator for the coefficients of the linear model as
βˆφ = βˆt + (1− φ(·))(βˆ0 − βˆt), (1.3)
where φ(·) is a real-valued function called the shrinkage factor, such that 0 < φ(·) < 1. The
natural question is why should the above equation be called the improved estimator. We
have imposed the Lasso constraint on the regression coefficients, i.e. , β ∈ Lt. The first term
in the right hand side of (1.3) refers to the projection of βˆ0 onto Lt. This term captures
the maximum possible information about the unknown coefficients given the OLS estimates.
In other words, because βˆt ∈ Lt, it corresponds to the component of the observation that
conforms to the prior belief indicating Lt as the set in which a reasonable estimate should lie.
On the other hand, (βˆ0 − βˆt) corresponds to the deviation of the observation from the prior
belief. As such, we would like to shrink this component to get improved estimators. We get
the following as boundary cases: φ(·) = 0 gives βˆ0, the least squares estimator indicating
no shrinkage and φ(·) = 1 gives βˆt, the projection estimator or Lasso indicating complete
shrinkage.
To choose the shrinkage factor, φ(·), we use the results of Bock [5], and Kuriki and Takemura
[30], and set the shrinkage factor to be φ(l) = (m− 2)/l2 where m is the codimension of the
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face of projection of the least squares solution on the polytope and l2 denotes the squared
length of projection between the least squares solution and the Lasso. Observe that, the
results in [5] and [30] treat the constraint set as fixed, in the sense that they are not indexed
by a tuning parameter. However, in the case we consider, the constraint set Lt is indexed
by a tuning parameter and owing to the nature of the algorithms performing Lasso, the
codimension of the face of projection, m and the squared length of projection, l2 changes for
each value of t. Consequently, what we obtain is a sequence of shrinkage estimators indexed
by t as opposed to a fixed shrinkage estimator proposed in [5] and [30]. Hence the choice of
t for optimal estimator selection is important, addressed in Section 1.4.
Define the difference in loss functions due to Lasso and OLS as
∆L10 = ‖βˆt − β‖2Σ − ‖βˆ0 − β‖2Σ.
Define the difference in loss functions due to βˆφ and OLS as
∆Lφ0 = ‖βˆφ − β‖2Σ − ‖βˆ0 − β‖2Σ.
∆L = ∆Lφ0 −∆L10 gives the difference in the loss functions of βˆφ and the Lasso. Let ∆R
denote the difference in risk between βˆφ and the Lasso.
∆R = Eβ[∆L]
= Eβ[∆Lφ0]− Eβ[∆L10]
= ∆Rφ0 −∆R10.
where ∆Rφ0 denotes the risk difference between βˆφ and the least squares estimator and ∆R10
denotes the risk difference between the Lasso and least squares estimator.
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1.2.1 Main Results
We state the main results of this chapter below and give their proofs in Section 1.6. Theorem
1.1 provides an unbiased estimator of the risk difference between the Lasso solution and the
least squares solution, i.e., it gives an expression for ∆̂R10 such that Eβ[∆̂R10] = ∆R10. In
what follows, we consider the standard linear model Y = Xβ+  where X is a design matrix
having n observations on p variables and  ∼ N(0, σ2), independent of X. It is well known
that if σ2 is known, then βˆ0 ∼ N(β, σ2(XTX)−1). We denote Σ−1 = σ2(XTX)−1.
Theorem 1.1. An unbiased estimator of the risk difference between the Lasso and the least
squares estimator is given by ∆̂R10 = l
2−2m where l2 = ‖βˆ0−βˆt‖2Σ and m is the codimension
of the face of projection of the least squares vector on the Lasso constraint set.
Note that m equals the number of zero components as estimated by each sequence in the
Lasso solution path. Theorem 1.2 provides an unbiased estimator of the risk difference
between βˆφ and the least squares estimator, i.e., it gives an expression for ∆̂Rφ0 such that
Eβ[∆̂Rφ0] = ∆Rφ0.
Theorem 1.2. An unbiased estimator of the risk difference between βˆφ and the the least
squares estimator is given by ∆̂Rφ = φ
2l2−2(m−2)φ− 4φ
l2
{βˆT0 Γβˆ0−2βˆT0 Γβˆt+ βˆTt Γβˆt}, where
Γ = ΣJ , J is the Jacobian of the transformation corresponding to the metric projection of
the least squares estimator on the Lasso constraint set.
Define ∆̂R = ∆̂Rφ0− ∆̂R10. This gives an unbiased estimator of ∆R = R(βˆφ, β)−R(βˆt, β).
In the spirit of Stein estimation, the following proposition gives a sufficient condition for βˆφ
to be an improved estimator of β over the Lasso.
Theorem 1.3. Under the conditions of Theorem 1.2, βˆφ dominates the Lasso if 2 < m <
l2 + 2 and φ2l2 − 2(m− 2)φ− 4φ
l2
{βˆT0 Γβˆ0 − 2βˆT0 Γβˆt + βˆTt Γβˆt} − l2 − 2m ≤ 0.
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Proof. Define ∆̂R = ∆̂Rφ0−∆̂R10. It follows that if ∆̂R ≤ 0, then E[∆̂R] ≤ 0 which further
implies ∆Rφ0 ≤ ∆R10. The expression in the proposition follows trivially by plugging in the
estimates as obtained in Theorem 1.1 and Theorem 1.2 and noting that 0 < φ < 1.
Note that (1.3) has the following Baranchik form, βˆφ = βˆt + (1 − φ(·))(βˆ0 − βˆt) where
φ(·) = r(l2)(m − 2)/l2 where r(l2) is a nondecreasing function of l2 and 0 < r(l2) < 1.
Choosing r(l2) = exp(−1/l2) satisfies the requirement. In Section 1.6 we state and derive
some properties of treating Lasso as the projection estimator. We derive the divergence of
the difference between the least squares estimator and the proposed shrinkage estimator in
Proposition 1.2 which is used to prove Theorem 1.2.
1.3 Alternative Shrinkage Estimators
The Lasso produces a sparse model, however, the shrinkage estimator proposed here loses
on sparsity but has decision theoretic risk gains over the Lasso estimate. As stated earlier,
Lt is a closed convex polytope. Consequently, although the metric projection of the least
squares solution onto the polytope is unique, it is not an orthogonal projection. We can get
an orthogonal projection if the constraint set is a subspace or a cone instead of a polytope.
In this section, we discuss a potential approach of retaining sparsity as obtained by Lasso in
addition to conditions of decision theoretic risk domination for a James-Stein type estimator
by embedding the Lasso constraint set in a cone.
1.3.1 The Lasso Embedded into a Cone
Recall that the solution set P of a finite system of linear inequalities ATX ≤ B is a convex,
possibly vacuous set, and is called a polyhedron and a bounded polyhedron is called a poly-
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tope. Let V1 = (t, 0, . . . , 0), V2 = (0, t, . . . , 0) . . . , Vp = (0, . . . , t) denote p vectors in Rp. Note
that each point Vj has p components. The Lasso constraint set Lt, is the convex hull of the
points V1, V2, . . . , Vp, referred to as the p-crosspolytope. This is the higher dimensional ana-
logue of the regular octahedron. Consider the following fact from finite dimensional vector
spaces, X = L+L⊥ where X ∈ Rn and L,L⊥ are orthogonal subspaces. Such an orthogonal
decomposition is not possible if L is a polytope instead of a subspace. However, we can
resort to the theory of cones where polar sets play the role which orthogonal complements
play in the theory of subspaces. Recall that a set C such that, if x ∈ C then λx ∈ C, ∀λ ≥ 0
is called a cone (the positive orthant is a simple example). For any arbitrary subset S ⊆ Rn
we define its polar cone as Sp = {Y ∈ Rn|〈Y,X〉 ≤ 0, ∀X ∈ S}. Note that Sp is a cone
even if S is not. The following Lemma called the Moreau decomposition, can be thought of
as an extension of the projection theorem on subspaces to cones.
Lemma 1.1. Let C ⊆ Rn be a cone. If X ∈ Rn admits an orthogonal decomposition
X = Y + Z, with Y ∈ C, Z ∈ Cp and 〈Y, Z〉 = 0, then Y and Z are the projections of X
onto C and Cp respectively. Conversely, if X ∈ Rn has a projection onto C, then it also has
a projection onto Cp and both projections constitute an orthogonal decomposition of X.
We can rewrite the definition of a polar cone as
Sp = ∩
X∈S
{Y |〈X, Y 〉 ≤ 0}.
In the above equation, the polar cone of any set is being written as an intersection of
homogeneous half-spaces. We further have
Spp = ∩
Y ∈Sp
{X|〈Y,X〉 ≤ 0}.
Spp is the intersection of all homogeneous half-spaces which contain S. Note that, if 0 is an
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interior point of the set S, then Sp is just the origin and as such, Spp is the whole space, Rn.
The above results and the following Lemma can be found in [44].
Lemma 1.2. Spp is the intersection of all homogeneous half-spaces which contain S. Every
polar set Sp is an intersection of half-spaces. Hence Sppp = Sp holds for every subset S ∈ Rn.
We associate with an arbitrary set S ⊆ Rn, the cone
GS =

 X
1
 ∈ Rn+1|X ∈ S

pp
. (1.4)
In the other direction, we can define the map
DS˜ =
X ∈ Rn|
 X
1
 ∈ S˜
 , S˜ ⊆ Rn+1. (1.5)
G is called the homogenising operator and we can think of D as an “inverse” operator to G.
1.3.2 An Augmented Estimate
In what follows in this section, treat the least squares estimate vector as being an observa-
tion in Rn to keep it distinct from the notation of the polar cone. As defined earlier, let
Lt := {β ∈ Rp :
∑p
j=1 |βj| ≤ t}. For the sake of exposition in this section, we assume the
tuning parameter t to be fixed. Applying the homogenising operator G, let C = GLt. Thus
C is the smallest cone in Rn+1 that contains the n dimensional Lasso constraint set. In other
words, we can say that Lt which lies in Rn has been embedded into the cone C which is in
Rn+1. To facilitate orthogonal projection of the observed least squares vector onto the cone
of constraints, we need to convert the observed least squares in Rn to an observed vector in
Rn+1. We thus augment the least squares vector in the following manner.
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We know βˆ0 ∼ N(β,Σ−1). Let Y ∼ N(1, ) be independent of βˆ0, for some small . Define
the augmented multivariate normal vector as
X˜ =
 X
y

where y is a realisation of the normal random variable Y drawn independent of βˆ0. Thus,
X˜ ∼ N(β˜, Σ˜) where β˜ =
 β
1
. Also note that
C =

 β
1
 ∈ Rn+1|β ∈ Lt ⊆ Rn

pp
. (1.6)
Further,
Σ˜ =
 Σ−1n×n 0n×1
01×n 
 .
Let Cp denote the polar cone of C. Consequently, from Lemma 1.1, we get
X˜ = X˜c + X˜cp (1.7)
where X˜c is the projection of X˜ onto C and X˜cp is the projection of X˜ onto the polar cone
of C and 〈X˜c, X˜cp〉 = 0.
1.3.3 Estimators in the augmented setting
In the augmented problem, we consider β˜, the augmented set of parameters (augmented
by 1) to lie in the cone C ∈ Rn+1. We could think of the Lasso solution as the restricted
maximum likelihood estimate of the original problem, when the parameter space is restricted
to lie in a closed convex polytope in Rn. In the augmented problem, the parameter space is
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C ∈ Rn+1. For this case, we have X˜c denoting the restricted MLE of β˜.
Consider shrinkage estimators based on the restricted maximum likelihood estimate as
(1 − φ)X˜c. Essentially, we have converted the Lasso problem to an equivalent problem
in a dimension higher to be able to take advantage of orthogonal decomposition to cones.
Thus, the loss difference in estimating β˜ between the shrinkage estimator and the restricted
maximum likelihood estimate is
∆L = ‖(1− φ)X˜c − β˜‖
2 − ‖X˜c − β˜‖
2
= ‖X˜cp + (1− φ)X˜c − β˜‖
2 − ‖X˜cp + X˜c − β˜‖
2
= ‖X˜cp + (1− φ)X˜c − β˜‖
2 − ‖X˜ − β˜‖2. (1.8)
Therefore, the risk difference is given by
∆R = Eβ[∆L]
= Eβ[‖X˜cp + (1− φ)X˜c − β˜‖
2 − ‖X˜ − β˜‖2]
Writing Xˆφ = X˜cp + (1− φ)X˜c
= Eβ[‖Xˆφ − β˜‖2]− Eβ[‖X˜ − β˜‖2]
= Eβ[‖Xˆφ − X˜ + X˜ − β˜‖2]− Eβ[‖X˜ − β˜‖2]
= Eβ[‖X˜ − Xˆφ‖2]− 2Eβ[〈X˜ − β˜, X˜ − Xˆφ〉]
Applying Lemma 1.3 to the second term in the right hand side above we get,
= Eβ[φ
2‖X˜c‖2 − 2div{φX˜c}].
Thus, a necessary and sufficient condition for improving over the restricted maximum likeli-
hood estimate is φ2‖X˜c‖2 − 2div{φX˜c} ≤ 0. Notice that the above expression has the exact
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same analytical form as (1.28) with ‖X˜c‖2 likened to l2. Note however that the divergence
term here is difficult to evaluate owing to a lack of an analytical expression for the point of
projection of a vector to a polyhedral cone. Computational evaluation of the projection and
the corresponding evaluation of the divergence term is currently work in progress. Recall
that Lt ⊂ C. C is the smallest cone in a higher dimension containing the Lasso constraint
set. Traversing along the shortest path from X˜c to Lt, one would reach the Lasso constraint
set, thus obtaining sparsity along with risk gains over Lasso.
1.3.4 A James-Stein Form
In (1.3), we considered formulation of an estimator in the classical James-Stein framework.
In Section 1.3.1, we considered an idea to ensure sparsity in addition to gains in decision
theoretic risk where the choice of the shrinkage factor φ is clearer. We now look at shrinkage
estimators of the Lasso of the following form.
βˆaltφ = (1− φ)βˆt. (1.9)
Define the difference in loss functions due to the estimator in (1.9) and the Lasso as
∆Lalt = ‖βˆaltφ − β‖2Σ − ‖βˆt − β‖2Σ. (1.10)
The right hand side of (1.10) can be written as
∆Lalt = ‖βˆaltφ − βˆt + βˆt − β‖2Σ − ‖βˆt − β‖2Σ
= ‖βˆaltφ − βˆt‖2Σ − 2〈βˆt − β, βˆt − βˆaltφ 〉
= ‖(1− φ)βˆt − βˆt‖2Σ − 2〈βˆt − β, φβˆt〉.
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which further simplifies to
∆Lalt = φ
2‖βˆt‖2Σ − 2〈βˆt − βˆ0 + βˆ0 − β, φβˆt〉
= φ2‖βˆt‖2Σ − 2〈βˆ0 − β, φβˆt〉+ 2φ〈βˆ0, βˆt〉 − 2φ‖βˆt‖2Σ
= (φ2 − 2φ)‖βˆt‖2Σ + 2φ〈βˆ0, βˆt〉 − 2〈βˆ0 − β, φβˆt〉. (1.11)
Let ∆Ralt denote the risk difference between the proposed alternative shrinkage estimator
and the Lasso. In other words, ∆Ralt denotes the expectation of (1.11). Applying Lemma
1.3 to the last term in (1.11) we get,
∆Ralt = Eβ[(φ
2 − 2φ)‖βˆt‖2Σ + 2φ〈βˆ0, βˆt〉 − 2div{φβˆt}]. (1.12)
where for any p-vector w = (w1, w2, . . . , wp), div(w) denotes the divergence of the vector.
Observe that all the terms in the content of the expectation operator in (1.12) is independent
of the parameter β. In order to compute the expectation of the last term in (1.12), we can
use the product rule of divergence as follows. Given a vector F and a scalar valued function
ψ, we have
div(ψF ) = Oψ · F + ψdiv(F ), (1.13)
where a · b denotes the dot product of two vectors a and b. In this case, writing φ(l2) = c/l2
for some suitable choice of the constant function c, it can be shown that
Oφ = 2 ∂φ
∂l2
(βˆT0 Σ− βˆT0 ΣJ − βˆTt Σ + βˆTt ΣJ)
= 2
∂φ
∂l2
(βˆ0 − βˆt)TΣ(I − J). (1.14)
where I is the p×p identity matrix and J is the Jacobian of the transformation corresponding
to the metric projection of the least squares vector onto the Lasso constraint set Lt, dervied
in Lemma 1.6. From Zou et al. [58], we know that div(βˆt) = p−m where m is the number
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of zeroes as estimated by any solution in the Lasso solution path. We can thus write the
divergence term in (1.12) as
div(φβˆt) = 2
∂φ
∂l2
(βˆ0 − βˆt)TΣ(I − J) · βˆt + φ(p−m) (1.15)
Consequently, we get an unbiased estimator of the risk difference between βˆaltφ and βˆt as
∆̂Ralt = (φ
2 − 2φ)‖βˆt‖2 + 2φ〈βˆ0, βˆt〉 − 4 ∂φ
∂l2
(βˆ0 − βˆt)TΣ(I − J) · βˆt − 2φ(p−m) (1.16)
Choosing φ such that ∆̂Ralt ≤ 0 almost everywhere and strictly negative on a set of positive
measure would give an estimator that would dominate Lasso in this framework. Although
such an estimator would have smaller decision theoretic risk compared to the Lasso in addi-
tion to retaining sparsity as obtained using the Lasso, a good choice of the shrinkage factor
φ in this context is not clear, since this functional form of the estimator doesn’t fall under
the purview of the classical James-Stein framework. This prompts us to propose a shrinkage
estimator in the classical framework as given in (1.3).
1.4 Prediction Risk
An important application of the unbiased estimate of risk calculations in the previous section
is to model selection. In this section we develop a model and tuning parameter selection
methodology. We will apply Efron’s ideas [16], where Stein’s Unbiased Risk Estimate (SURE)
is used to construct estimates of prediction risk. Define, erri = (yi − µˆi)2 and Erri =
E0(y
0
i − µˆi)2 where E0 denotes the expectation over y0i ∼ (µi, σ2) independent of y with µˆi
held fixed. Suppose µˆ = m(y) be any rule for estimating µ from y. Using the fact that
E(yi − µi)2 = E0(yi − µi)2 and taking expectations on both sides in the following identity
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we get, (yi − µi)2 + (µi − µˆi)2 = (yi − µˆi)2 + 2(µˆi − µi)(yi − µi), so that
E(‖y0 − µˆ‖)2 = E(‖y − µˆ‖)2 + 2
n∑
i=1
cov(µˆi, yi) (1.17)
= E(‖y − µˆ‖)2 + 2σ2df(µˆ).
where df(µˆ) =
n∑
i=1
cov(µˆi, yi)/σ
2. Note that for a linear estimation rule as in the least squares
estimate, the covariance term in (1.17) equals σ2Hii where Hii denotes the i
th diagonal entry
of the hat matrix. In the same spirit as the least squares case, the covariance term in (1.17)
is also called the degrees of freedom of the model. Thus, a covariance penalty is added to
the error sum of squares to unbiasedly estimate the prediction risk of the model.
Since cov(µˆi, yi) is not an observable statistic, we need some way to estimate it. We use
Stein’s lemma for the purpose. Suppose µˆi : Rn → R is absolutely continuous in the ith
coordinate for i = 1, . . . , n. If E|∂µˆi
∂yi
| < ∞ for each i, then
n∑
i=1
cov(µˆi, yi)/σ
2 = E(divµˆ)
where div(µˆ) =
n∑
i=1
∂µˆi
∂yi
. Hence div(µˆ) is an unbiased estimator of the degrees of freedom of
the model. As such, we can define an Unbiased Estimate of Prediction Risk as follows:
PR(µˆ) =
‖y − µˆ‖2
n
+
2d̂f(µˆ)
n
σ2. (1.18)
Let µˆ = Xβˆ0 be the ordinary least squares fit and µˆL = Xβˆt be the Lasso fit. An unbiased
estimate of prediction risk of the ordinary least squares model is given by
PR(µˆ) =
‖y − µˆ‖2
n
+
2σ2
n
p.
An unbiased estimate of the prediction risk of the Lasso model is given by
PR(µˆL) =
‖y − µˆL‖2
n
+
2σ2
n
(p−m).
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where m is the number of zeroes as estimated by Lasso. Let µˆφ denote the mean estimate
using the improved estimator of β, that is let µˆφ = Xβˆφ. Then, we have the following
Proposition.
Proposition 1.1. The prediction risk of µˆφ is
PR(µˆφ) =
‖y − µˆφ‖2
n
+
2d̂f(µˆφ)
n
σ2. (1.19)
where
d̂f(µˆφ) = tr
[
H − φH + φ∂µˆL
∂y
− (µˆ− µˆL)∂φ
∂y
]
,
and
∂φ
∂y
= −2(m− 2)
σ2l4
[
yTH − µˆTL − yT
∂µˆL
∂y
+ µˆTL
∂µˆL
∂y
]
.
Proof. To develop estimates of the prediction risk, we need to derive expressions for the
covariance penalties or equivalently we need to compute the divergence of the model con-
structed using βˆφ. In what follows, we compute the necessary divergence terms. Since
µˆφ = Xβˆ0 − (Xβˆ0)φ+ (Xβˆt)φ, taking derivatives on both sides with respect to y gives,
∂µˆφ
∂y
= X
∂βˆ0
∂y
−X
(∂βˆ0
∂y
)
φ− (Xβˆ0)
(∂φ
∂y
)
+X
(∂βˆt
∂y
)
φ+ (Xβˆt)
(∂φ
∂y
)
= H −Hφ+ ∂µˆL
∂y
φ− (µˆ− µˆL)
(∂φ
∂y
)
. (1.20)
Note that ∂φ
∂y =
∂φ
∂l2
∂l2
∂y . We define l
2 to be the squared weighted distance between the least
squares vector and the Lasso, i.e., l2 = ‖βˆ0− βˆt‖2Σ = βˆT0 Σβˆ0−2βˆT0 Σβˆt+ βˆTt Σβˆt. Let T1, T2, T3
denote the first, second and third terms in the above expression respectively. Therefore,
∂l2
∂y
=
∂T1
∂y
− ∂T2
∂y
+
∂T3
∂y
.
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Let us look at each term on the right hand side separately.
∂T1
∂y
= βˆ0
T
(2Σ)
(∂βˆ0
∂y
)
=
2
σ2
yTH.
Similarly,
∂T2
∂y
= 2βˆt
T
Σ
∂βˆ0
∂y
+ 2βˆT0 Σ
∂βˆt
∂y
=
2
σ2
βˆTt (X
TX)(XTX)−1XT +
2
σ2
yTX(XTX)−1(XTX)
∂βˆt
∂y
=
2
σ2
[
µˆL
T + yT
∂µˆL
∂y
]
.
It can be shown that
∂T3
∂y
= 2βˆTt Σ
(∂βˆt
∂y
)
.
Combining the three terms it follows that,
∂l2
∂y
=
2
σ2
[
yTH − µˆTL − yT
∂µˆL
∂y
+ µˆTL
∂µˆL
∂y
]
.
Further note that ∂φ/∂l2 = −(m− 2)/l4. Thus, plugging these into (1.20), we get
∂µˆφ
∂y
= H − φH + φ∂µˆL
∂y
− (µˆ− µˆL)∂φ
∂y
,
where
∂φ
∂y
= −2(m− 2)
σ2l4
[
yTH − µˆTL − yT
∂µˆL
∂y
+ µˆTL
∂µˆL
∂y
]
.
Taking trace on both sides of the above equation gives an expression for the degrees of
freedom.
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1.5 Simulation
We perform a simulation study to check the effectiveness of the proposed estimator as com-
pared to both the Lasso and the OLS. We use Stein’s unbiased estimate of risk (prediction
risk) as the criterion for choosing the estimator and report the corresponding estimates of
decision theoretic parameter risk for the proposed estimate in (1.3) (a James-Stein type es-
timator) and the Lasso estimator. We also report the corresponding data-based shrinkage
factors. Note that we are operating under the p < n case.
Here, we present three different simulation settings. The data in Table 1.1 corresponds to
the case where we set n = 200, p = 100, σ2 = 1. The data in Table 1.3 corresponds to the
case where we set n = 200, p = 100, σ2 = 9000 and the data in Table 1.4 corresponds to the
case where we set n = 2000, p = 100, σ2 = 9000. and the All the three tables have 9 columns.
The first column, denoted by A gives the size of the active set for the model. In other words,
it shows the varying levels of sparsity under which the simulation study is conducted. The
active set decreases from 90 to 10 where 90 indicates that the true number of zeroes in
the model are 10. Similarly, A = 10 indicates that the true number of zeroes in the linear
model is 90. The second column denoted by ‘RiskDiff’ gives the estimates of the difference
in decision theoretic parameter risk between the James-Stein type estimator and the Lasso.
A more negative value in this column corresponds to more risk gains by doing James-Stein
estimation. The third, fourth and fifth columns present the estimates of Prediction Risk for
(1.3), the Lasso and the least squares model respectively. The sixth column displays the
shrinkage factor for the corresponding James-Stein estimator. The last three columns give
the ‘True Loss’ for (1.3), the Lasso and the least squares methods, respectively. The true
loss is the weighted l2 norm between the estimate and the true parameter value, weighted
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by the design matrix. The simulation methodology is outlined in the next paragraph.
Generate a p dimensional β∗ vector with A nonzero components in β∗. Generate an n×p ma-
trix X, from a multivariate normal distribution such that the correlation between Xi and Xj
is ρ = 0.5|i−j|. Setting yi =
∑p
j=1 xijβ
∗
j + i, where i ∼ N(0, σ2), we generate the response
y. Performing the LARS algorithm on the generated dataset, we get the entire LASSO so-
lution path and pick the optimal Lasso solution for which the estimate of Stein’s unbiased
risk estimate (SURE) is the smallest. For each step in the path, compute l2 = ‖βˆ0 − βˆt‖2Σ
and m denoting the number of zero components as estimated by each solution in the Lasso
solution path. Further, set the shrinkage factor as φ(l) = (m − 2)/l2. For each solution in
the path, compute the corresponding shrinkage estimate of β as βˆφ = βˆt + (1− φ)(βˆ0 − βˆt),
where βˆt is a solution in the solution path and βˆ0 is the least squares solution. We then
compute ∆̂R10 = l
2−2m and ∆̂Rφ0 = φ2l2−2(m−2)φ− 4(m−2)l4 {βˆ0
T
Γβˆ0−2βˆ0TΓβˆt+ βˆtTΓβˆt}
corresponding to each Lasso solution in the path. Compute estimates of Prediction Risk for
the model obtained by using the shrinkage estimates of β from analytical expressions as ob-
tained in Section 1.4 and pick the Shrinkage solution corresponding to the smallest estimate
of SURE. Finally, report the corresponding estimates of the risk difference of the parameters
as ∆̂R = ∆̂Rφ − ∆̂RL.
From the data in Tables 1.1, 1.3 and 1.4 we can see that the amount of risk gains is directly
related to the active set in the model. Comparing the three tables, we can also observe that a
larger value of n for a fixed value of p yields more gains in risk for similar values of the active
set. For instance, when n = 2000, A = 90 and σ2 = 9000, we see risk gains of the shrinkage
estimator over Lasso to be around 15 times more compared to when n = 200 for the same
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values of A and σ2. The risk gains become less as the cardinality of the active set decreases.
It is further noticeable comparing the results in 1.1 and 1.3 that the proposed estimator is
invariant to the error variance in the model. The pattern of risk gains is similar when we
compare the results of these two tables. We also observe that estimates of prediction risks
for the shrinkage model and the Lasso model are very similar across every simulation setting.
As expected, both methods consistently have smaller prediction risks compared to the least
squares estimator.
In Figures 1.1, 1.2 and 1.3, we give the plots of the risk difference between the shrinkage
model and the Lasso model as a function of the shrinkage factor. It can be seen that shrinkage
factors closer to 0 give more risk gains of the proposed estimator over the Lasso. However,
when shrinkage factor is closer to 1, the risk gains are quite low and on some occasions,
Lasso does marginally better than the proposed estimator. Shrinkage factor closer to 0 cor-
responds to a higher cardinality of the active set in the model and shrinkage factors closer
to 1 correspond to smaller active sets in the model. This supports the theory in the sense
that φ = 1 reduces to the Lasso, which acts like a boundary case for the proposed estimator.
We then conduct the analysis on the diabetes dataset. The data in Tables 1.5, 1.6 and 1.7
summarise the results obtained by conducting the analysis on the diabetes data. The dataset
has p = 64 predictors on n = 442 observations. Each row of the table gives the number of
predictors used in the model which is increased from p = 10 to p = 64, the active set A,
giving the number of nonzero predictors in the model as obtained by doing the Lasso using
the LARS algorithm and the corresponding risk difference between (1.3) and the Lasso along
with the respective prediction risk estimates of improved estimate and the Lasso. Figure 1.4
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shows the optimal proposed estimate, the Lasso and the ordinary least squares estimator as
a function of the number of predictors in the dataset. Optimality criterion is adjudged by
the model for which the estimate of prediction risk is the smallest. Figure 1.5 depicts the
decision theoretic risk difference between the optimal proposed model and the optimal Lasso
fit as a function of the number of predictors used in the model. We observe substantial risk
gains through the entire range of the diabetes data set when A/p < δ for some 0 < δ < 1.
It can also be seen that our proposed estimator also has smaller Prediction risks compared
to the Lasso for most of the range of the diabetes data. A theoretical understanding of the
threshold δ is work in progress.
1.6 Proofs of Section 1.2.1 Results
The following lemma from Fourdrinier et al. [19] is used repeatedly in this chapter and hence
we state it here for the sake of completeness.
Lemma 1.3. If X ∼ Np(θ,Σ), where Σ is a positive definite symmetric matrix. Let
L(X, θ) = ‖X − θ‖2Σ = (X − θ)TΣ−1(X − θ) denote the general quadratic loss function
and 〈·, ·〉 denote the inner product induced by this norm. Then, for a weakly differentiable
function g : Rp → Rp, we have, Eθ[〈X − θ, g(X)〉] = Eθ[divg(X)], where divg(X) denotes
the divergence of g(X).
It is a well known classical result, see for example Deutsch [11], that if K is a non-empty
closed and convex subset of Rp, then the metric projection of any point x ∈ Rp onto K is
unique. In a linear model setting, Y = Xβ + , the least squares solution, βˆ0 is a random
vector in Rp. The Lasso constraint set, given by Lt := {β ∈ Rp :
∑p
j=1 |βj| ≤ t}, is a closed
and convex subset of Rp. Let βˆLt denote the unique metric projection of the least squares
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estimator onto Lt. We call βˆLt as the projection estimator and is unique for any fixed value
of the tuning parameter t. Define the inner product 〈·, ·〉 in Rp by 〈w1, w2〉 = w′1V w2 for
w1, w2 ∈ Rp where V = (XTX). Then, we note from Kato [27] that the Lasso solution can
be treated as the projection of the least squares estimator onto the cross-polytope. Thus, in
what follows, the Lasso and the projection estimator would be used interchangeably, how-
ever, we shall call the LARS output as the Lasso estimate.
We know that βˆ0 ∼ N(β, σ2(XTX)−1). Let Σ−1 = σ2(XTX)−1. Following the same notation
convention as in Zou et al. [58], let µˆλ be the Lasso fit for any value of λ as obtained using
the LARS algorithm. Suppose M is any matrix with p columns. Let S be a subset of the
indices {1, 2, . . . , p}. Define βS = (. . . βj . . .)j∈S for any vector β of length p. Let sgn(·) be
the sign function: sgn(x) = 1 if x > 0, sgn(x) = −1 if x < 0 and sgn(x) = 0 if x = 0. Let
A denote the active set of β, i.e., the set of β for which sgn(β) 6= 0 where sgn(β) is the
sign vector of β given by sgn(β)j = sgn(βj). Let Bm denote the active set at the transition
points, λm. Let the corresponding submatrix of X be denoted by XBm . The entire Lasso
solution path is obtained by performing the LARS algorithm as given in Efron et al. [17].
For a given response vector y, there is a finite sequence of λ’s called the transition points,
λ0 > λ1 > λ2 > . . . > λK
such that for all λ > λ0, βˆt(λ) = 0. We state the following Lemma from [58] for the sake of
completeness.
Lemma 1.4. Zou et al.(2007) Consider the transition points λm and λm+1, λm+1 ≥ 0. Bm
is the active set in (λm+1, λm). Suppose iadd is an index added into Bm at λm and its index
in Bm is i∗, that is, iadd = (Bm)i∗. Denote by (a)k, the kth element of the vector a. We can
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express the transition point λm as
λm =
2((XBmXBm)−1XTBmy)i∗
((XBmXBm)−1sgnm)i∗
.
Moreover, if jdrop is a dropped index at λm+1 and jdrop = (Bm)j∗, then λm+1 can be written
as
λm+1 =
2((XBmXBm)−1XTBmy)j∗
((XBmXBm)−1sgnm)j∗
.
Denoting ∂/∂y as the partial derivative with respect to the vector y ∈ Rn and ∂/∂βˆ0 as the
partial derivative with respect to the least squares estimates βˆ0 ∈ Rp we have the following
Lemma.
Lemma 1.5. Let µˆL = Xβˆt be the Lasso fit for any value of t or equivalently for any λ .
Then, div(µˆL) = tr[∂βˆt/∂βˆ0] = trJ .
Proof. The result follows from the following divergence calculation.
div(µˆL) = tr
[
∂µˆL
∂y
]
= tr
[
X
∂βˆt
∂βˆ0
∂βˆ0
∂y
]
= tr
[
∂βˆt
∂βˆ0
]
.
We can define the Jacobian of the projection of the least squares estimator on the Lasso
polytope. The first part of the following Lemma gives the Jacobian of the transformation
for the case when λ is a non-transition point and the second part gives the Jacobian when
λ is a transition point.
Lemma 1.6. (i) The Jacobian of the projection of the ordinary least squares vector onto the
closed convex polytope when λ ∈ (λm+1, λm), i.e., when λ is a non-transition point is given
by
J =
∂βˆt
∂βˆ0
= (XTX)−1XTHλ(y)X
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where Hλ(y) is the projection matrix on the subspace of the nonzero coordinates of the Lasso
solution, i.e., on the subspace spanned by the vectors in the active set, A.
(ii) The Jacobian of the projection of the ordinary least squares vector onto the closed convex
polytope at the transition points, λm is given by
J =
∂βˆt
∂βˆ0
= (XTX)−1XTΦmX
where
Φm = HBm −
1
2
XBm(X
TBmXBm)
−1sgnmϑ(Bm, i∗)XTBm
and
ϑ(Bm, i∗) = 2
{
(XTBmXBm)
−1[i∗, ·]
(XTBmXBm)
−1[i∗, ·]sgnm
}
.
Proof. We know from Zou et al. [58] that when λ ∈ (λm+1, λm), a nontransition point, the
active set A(λ) and the sign vector sgn(λ) are locally constant. Further, µˆλ(y) is uniformly
Lipschitz in y. As such we get,
∂µˆλ(y)
∂y
= Hλ(y). (1.21)
Thus,
Hλ(y) = X
∂βˆt
∂y
= X
(
∂βˆt
∂βˆ0
)(
∂βˆ0
∂y
)
= X
(
∂βˆt
∂βˆ0
)
(XTX)−1XT
XTHλ(y) = (X
TX)
(
∂βˆt
∂βˆ0
)
(XTX)−1XT .
From the above expression, part (i) of the Lemma follows as
∂βˆt
∂βˆ0
= (XTX)−1XTHλ(y)X. (1.22)
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To demonstate part (ii) of the Lemma, note that the Lasso fit at the transition points is
given by
µm(y) = HBmy −
1
2
XBm(X
TBmXBm)
−1sgnmλm.
Note that at the transition points, sgnm is strictly nonzero. Thus, differentiating both sides
with respect to y, we get,
∂µm(y)
∂y
= HBm −
1
2
XBm(X
TBmXBm)
−1sgnm
∂λm
∂y
∂Bm
∂y
= (XTX)−1XT{HBm −
1
2
XBm(X
TBmXBm)
−1sgnm
∂λm
∂y
}X.
From Lemma 1.4, we can get that,
∂λm
∂y
= 2
{
(XTBmXBm)
−1[i∗, ·]
(XTBmXBm)
−1[i∗, ·]sgnm
}
XTBm
= ϑ(Bm, i∗)XTBm .
Proposition 1.2. Assume Σ = (XTX)/σ2 is completely specified and the Jacobian J , is as
in Lemma 1.6, then
div(βˆ0 − βˆφ) = (m− 2)φ+ 2φ
l2
[
βˆT0 Γβˆ0 − 2βˆT0 Γβˆt + βˆTt Γβˆt
]
.
where Γ = ΣJ .
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Proof. Note that βˆφ = βˆt + (1− φ)(βˆ0 − βˆt) where φ = (m− 2)/l2. Then,
div(βˆ0 − βˆφ) = div{φ(βˆ0 − βˆt)}
=
p∑
j=1
∂
∂βˆ0j
{φ(βˆ0j − βˆtj)}
=
p∑
j=1
{φ ∂
∂βˆ0j
(βˆ0j − βˆtj) + (βˆ0j − βˆtj)
∂φ
∂βˆ0j
}
= mφ+
p∑
j=1
(βˆ0j − βˆtj)
∂φ
∂βˆ0j
= mφ− (m− 2)
l4
p∑
j=1
(βˆ0j − βˆtj)
∂l2
∂βˆ0j
.
Note that l2 is a scalar and βˆ0 is a (p× 1) vector and so ∂l2/∂βˆ0 is a (1× p) vector. We can
write the above expression as
div{φ(βˆ0 − βˆt)} = mφ− φ
l2
{(
∂l2
∂βˆ0
)
· (βˆ0 − βˆt)
}
. (1.23)
Note also that l2 = ‖βˆ0‖2Σ − 2〈βˆ0, βˆt〉 + ‖βˆt‖2Σ = βˆT0 Σβˆ0 − 2βˆT0 Σβˆt + βˆTt Σβˆt. Let T1, T2, T3
denote the first, second and third terms in the above expression respectively. Note that T1
and T3 are quadratic forms and T2 is a bilinear form, thus it follows that
∂l2
∂βˆ0
=
∂T1
∂βˆ0
− ∂T2
∂βˆ0
+
∂T3
∂βˆ0
.
Consequently we obtain,
∂l2
∂βˆ0
· (βˆ0 − βˆt) =
(
∂T1
∂βˆ0
− ∂T2
∂βˆ0
+
∂T3
∂βˆ0
)
· (βˆ0 − βˆt).
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Now,
∂T1
∂βˆ0
· (βˆ0 − βˆt) = 2‖βˆ0‖2Σ − 2〈βˆ0, βˆt〉.
∂T2
∂βˆ0
· (βˆ0 − βˆt) = (2βˆTt Σ + 2βˆT0 Σ
∂βˆt
∂βˆ0
) · (βˆ0 − βˆt)
= 2〈βˆ0, βˆt〉 − 2‖βˆt‖2Σ + 2βˆT0 Γβˆ0 − 2βˆT0 Γβˆt.
∂T3
∂βˆ0
· (βˆ0 − βˆt) = 2βˆTt Γβˆ0 − 2βˆTt Γβˆt.
where Γ = Σ(∂βˆt/∂βˆ0). Combining the above equations we get,(
∂l2
∂βˆ0
)
· (βˆ0 − βˆt) = 2[l2 − βˆT0 Γβˆ0 − βˆTt Γβˆt + 2βˆT0 Γβˆt]. (1.24)
Substituting (1.24) in the second term of (1.23) we get,
div{φ(βˆ0 − βˆt)} = mφ− 2φ
l2
[
l2 − βˆT0 Γβˆ0 − βˆTt Γβˆt + 2βˆT0 Γβˆt
]
= (m− 2)φ+ 2φ
l2
[
βˆT0 Γβˆ0 − 2βˆT0 Γβˆt + βˆTt Γβˆt
]
.
We now prove Theorems 1.1 and 1.2.
PROOF OF THEOREM 1.1: Let
∆R10 = E[‖βˆt − β‖2Σ − ‖βˆ0 − β‖
2
Σ]
= E[‖βˆt − βˆ0 + βˆ0 − β‖2Σ − ‖βˆ0 − β‖
2
Σ]
= E[‖βˆ0 − β‖2Σ + ‖βˆ0 − βˆt‖2Σ − 2〈βˆ0 − β, βˆ0 − βˆt〉
− ‖βˆ0 − β‖2Σ]
= E[‖βˆ0 − βˆt‖2Σ − 2〈βˆ0 − β, βˆ0 − βˆt〉]
= E[l2 − 2〈βˆ0 − β, βˆ0 − βˆt〉].
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Letting g(βˆ0) = βˆ0 − βˆt and using Lemma 1.3 we get,
= E[l2 − 2div(βˆ0 − βˆt)] (1.25)
where l2 = ‖βˆ0 − βˆt‖2Σ. We next need an expression for the divergence term in the above
equation. Note that,
div(βˆ0 − βˆt) =
p∑
j=1
∂
∂βˆ0j
(βˆ0j − βˆtj)
= p− tr
(
∂βˆt
∂βˆ0
)
. (1.26)
From Zou et al. [58], tr(∂βˆt/∂βˆ0) = p − m. We thus, get an expression for an unbiased
estimator of risk difference between the Lasso and least squares estimate as
∆̂R10 = l
2 − 2m. (1.27)
PROOF OF THEOREM 1.2:
∆Rφ0 = Eβ[‖βˆφ − β‖2Σ]− Eβ[‖βˆ0 − β‖
2
Σ]
= Eβ[‖βˆφ − βˆ0 + βˆ0 − β‖2Σ − ‖βˆ0 − β‖
2
Σ]
= Eβ[‖βˆ0 − β‖2Σ + ‖βˆ0 − βˆφ‖2Σ − 2〈βˆ0 − β, βˆ0 − βˆφ〉
− ‖βˆ0 − β‖2Σ]
= Eβ[‖βˆ0 − βˆφ‖2Σ − 2〈βˆ0 − β, βˆ0 − βˆφ〉].
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Letting g(βˆ0) = βˆ0 − βˆφ and using Lemma 1.3 we get,
= Eβ[‖βˆ0 − βˆφ‖2Σ − 2div(βˆ0 − βˆφ)]
= Eβ[‖φ(βˆ0 − βˆt)‖2Σ − 2div(βˆ0 − βˆφ)]
= Eβ[φ
2l2 − 2div(βˆ0 − βˆφ)]
= Eβ[φ
2l2 − 2div{φ(βˆ0 − βˆt)}]. (1.28)
From Propostion 1.2, we get an expression for the divergence term. We thus have,
∆Rφ0 = E
[
φ2l2 − 2(m− 2)φ− 4φ
l2
{βˆT0 Γβˆ0 − 2βˆT0 Γβˆt + βˆTt Γβˆt}
]
. (1.29)

1.7 Discussion
We have presented an approach to understand Stein estimation in the penalised regression
framework establishing analytical results for risk estimates of the Lasso and the correspond-
ing Stein type estimators obtained by treating the Lasso as restricted maximum likelihood
estimate. In addition, we have estimates of the degrees of freedom of the shrinkage model
which in turn provides unbiased estimates of prediction risk for optimal tuning parameter
selection.
A possible next step of the above approach would be to evaluate the above risk expressions
by retaining the sparsity that Lasso produces. Yet another extension would be understand
how the shrinkage model works for the p > n case. Further, we need to establish asymptotic
properties of the shrinkage estimator focussing in particular to evaluate asymptotic risk of
the Stein-type estimator and also deriving the limit distribution of the proposed estimator.
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In addition, deriving the distribution of the squared length of projection of the least squares
solution on the cross-polytope can help understand the risk properties of the Lasso better.
1.8 Tables and Figures
Table 1.1 – JS Estimate versus Lasso for n = 200, p = 100, σ2 = 1
A RiskDiff PredJS PredLasso PredOLS Shrinkage LossJS LossLasso LossOLS
90 -45.885 1.485 1.482 1.489 0.1865 99.18 105.11 99.17
80 -7.965 1.481 1.473 1.498 0.4515 100.31 100.09 100.36
70 -4.069 1.455 1.446 1.491 0.6083 98.63 95.51 99.09
60 -0.715 1.433 1.420 1.493 0.7719 96.37 91.86 100.52
50 -0.013 1.407 1.394 1.497 0.7623 90.03 87.27 100.36
40 0.565 1.363 1.348 1.491 0.7940 80.23 78.66 99.43
30 1.591 1.318 1.302 1.494 0.8476 69.99 69.22 100.52
20 1.758 1.252 1.234 1.490 0.8687 58.51 57.66 100.34
10 2.364 1.170 1.150 1.495 0.8982 40.81 38.55 100.21
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Table 1.2 – JS Estimate versus Lasso for n = 200, p = 100, σ2 = 100
A RiskDiff PredJS PredLasso PredOLS Shrinkage LossJS LossLasso LossOLS
90 -81.826 148.27 147.71 149.70 0.3426 98.97 101.50 100.30
80 -12.193 146.78 145.89 149.52 0.5282 97.55 98.26 100.98
70 -5.622 144.68 143.88 149.38 0.6286 93.80 94.22 100.43
60 -0.8933 141.88 140.68 149.38 0.7361 88.97 89.11 99.88
50 -0.2796 139.57 138.25 150.02 0.7653 82.69 82.57 99.58
40 0.6376 134.95 133.34 149.34 0.8086 75.78 75.48 99.60
30 1.0263 130.90 129.35 149.93 0.8406 67.97 67.16 100.97
20 1.6463 124.04 122.09 149.22 0.8700 55.42 54.29 99.89
10 2.1238 116.77 114.75 149.97 0.8948 37.97 35.92 100.95
Table 1.3 – JS Estimate versus Lasso for n = 200, p = 100, σ2 = 9000
A RiskDiff PredJS PredLasso PredOLS Shrinkage LossJS LossLasso LossOLS
90 -16.213 11691.05 11683.32 13441.48 0.6959 68.05 70.75 100.68
80 -11.186 11530.18 11526.61 13442.60 0.7276 64.56 67.22 100.27
70 -9.516 11384.45 11369.39 13467.62 0.7430 59.51 62.23 99.66
60 -6.569 11147.69 11105.46 13457.92 0.7704 55.40 57.44 99.41
50 -4.567 10925.98 10885.12 13451.05 0.7963 49.38 51.39 99.65
40 -1.586 10609.42 10545.22 13422.45 0.8255 44.28 46.25 100.41
30 -0.074 10283.63 10184.81 13429.07 0.8526 37.18 38.81 100.99
20 1.049 10079.60 9957.54 13503.79 0.8763 28.05 29.01 100.96
10 4.018 9809.09 9419.89 13426.02 0.8958 16.86 16.98 100.39
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Figure 1.1 – n = 200, p = 100, σ2 = 1. Shrinkage Factor vs JS Estimate Risk Difference
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Figure 1.2 – n = 200, p = 100, σ2 = 9000. Shrinkage Factor vs JS Estimate Risk Difference
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Table 1.4 – JS estimate versus the Lasso for n = 2000, p = 100, σ2 = 9000
A RiskDiff PredJS PredLasso PredOLS Shrinkage LossJS LossLasso LossOLS
90 -281.856 9415.62 9413.45 9444.88 0.4055 95.15 98.18 100.15
80 -48.712 9399.74 9394.85 9444.57 0.5446 92.53 93.62 99.04
70 -19.282 9395.25 9389.38 9460.70 0.6294 91.15 91.89 101.30
60 -9.530 9340.93 9335.16 9430.80 0.6758 84.50 84.97 100.07
50 -7.023 9316.86 9310.38 9435.23 0.7220 78.62 78.94 100.14
40 -2.978 9297.65 9289.44 9445.10 0.7756 70.47 70.86 100.14
30 -1.668 9271.85 9263.04 9467.94 0.8123 62.07 62.04 101.27
20 0.1828 9187.75 9175.19 9442.63 0.8509 50.37 50.24 99.96
10 1.634 9096.45 9078.83 9422.05 0.8866 34.57 33.62 99.61
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Figure 1.3 – n = 2000, p = 100, σ2 = 9000. Shrinkage Factor vs JS Estimate Risk Difference
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Table 1.5 – JS Estimate and Lasso for the diabetes data
p A RiskDiff PredJS PredLasso PredOLS Shrinkage
10 7 -10.9152 2987.636 2978.308 2992.391 0.1393
11 10 -27.8007 2958.704 2954.805 2964.222 0.1184
12 11 -38.0976 2944.279 2939.618 2950.075 0.1102
13 12 -37.2379 2949.996 2946.905 2957.466 0.1264
14 10 -35.6415 2960.139 2957.266 2969.602 0.1441
15 10 1.5898 2961.256 2956.874 2973.513 0.3533
16 10 2.7291 2966.647 2956.874 2986.409 0.4711
17 10 3.5256 2969.958 2956.839 2998.502 0.5808
18 17 -2.2285 2942.761 2948.661 2961.343 0.3504
19 12 -45.0147 2911.783 2936.618 2928.498 0.1763
20 17 -26.0537 2828.888 2875.763 2843.930 0.2041
21 14 -24.6274 2837.269 2890.579 2855.139 0.2238
22 14 -18.2106 2845.097 2887.726 2865.896 0.2599
23 14 -17.1613 2851.165 2887.572 2875.333 0.2806
24 15 -19.8026 2835.457 2891.579 2860.599 0.2755
25 24 -18.4304 2843.393 2870.900 2872.245 0.2964
26 25 -18.3917 2843.505 2865.662 2875.236 0.3079
27 26 -18.4801 2853.542 2875.364 2885.187 0.3073
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Table 1.6 – JS Estimate and Lasso for the diabetes data
p A RiskDiff PredJS PredLasso PredOLS Shrinkage
28 27 -21.0438 2864.318 2885.237 2897.084 0.3009
29 28 -21.0009 2864.482 2891.879 2900.115 0.3110
30 29 -20.6710 2866.318 2895.675 2905.118 0.3226
31 30 -19.4684 2873.225 2909.543 2916.110 0.3396
32 31 -18.9295 2876.259 2919.591 2922.740 0.3521
33 24 -18.5834 2878.165 2925.410 2928.126 0.3629
34 32 -17.3397 2885.282 2925.873 2939.899 0.3801
35 32 -16.8797 2887.832 2924.589 2946.290 0.3914
36 25 -15.9764 2892.954 2936.251 2955.979 0.4060
37 25 -5.8806 2878.172 2916.149 2942.216 0.4866
38 25 -5.1835 2881.883 2915.912 2951.471 0.5083
39 25 -4.4633 2885.737 2915.724 2961.196 0.5286
40 25 -4.2182 2886.741 2915.144 2966.905 0.5404
41 25 -3.4474 2890.908 2915.052 2977.569 0.5619
42 25 -2.9410 2893.491 2914.748 2986.045 0.5786
43 25 -2.1513 2897.788 2914.743 2997.597 0.6017
44 15 -1.8604 2899.081 2917.295 3004.377 0.6140
45 15 -1.2044 2902.585 2917.253 3015.226 0.6351
46 15 -0.9564 2905.074 2918.422 3023.377 0.6465
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Table 1.7 – JS Estimate and Lasso for the diabetes data
p A RiskDiff PredJS PredLasso PredOLS Shrinkage
47 15 -0.5756 2906.926 2918.236 3031.676 0.6612
48 15 -0.2484 2908.460 2918.026 3039.543 0.6747
49 28 -1.9131 2897.977 2914.081 3024.381 0.6381
50 28 -1.4902 2900.083 2913.774 3032.902 0.6521
51 15 -0.8434 2903.541 2916.345 3044.273 0.6717
52 15 -1.8325 2897.184 2915.281 3036.731 0.6528
53 15 -1.3294 2899.773 2915.184 3046.332 0.6680
54 15 -1.0088 2901.275 2914.980 3054.014 0.6792
55 15 -1.0012 2900.905 2914.572 3057.996 0.6830
56 15 -0.4228 2903.959 2914.562 3069.124 0.7006
57 15 0.1195 2906.810 2914.552 3080.240 0.7182
58 15 0.6276 2909.466 2914.542 3091.363 0.7357
59 15 0.3715 2907.507 2913.944 3091.727 0.7311
60 15 0.8317 2909.880 2913.915 3102.460 0.7475
61 15 1.2808 2912.200 2913.904 3113.509 0.7644
62 15 1.4686 2912.939 2913.683 3120.687 0.7732
63 15 1.4301 2912.300 2913.264 3124.144 0.7742
64 15 1.7933 2914.117 2913.219 3134.534 0.7893
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Figure 1.4 – Prediction Risk Comparisons for the Diabetes Data
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Figure 1.5 – Risk Difference between the Shrinkage Model and the Lasso
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1.9 Estimators under a general constraint set
The constraint set under consideration here is the same crosspolytope as earlier. However,
we consider the approach of treating the problem as considered by Kuriki and Takemura
[30]. They treat the problem in great detail for the case when X ∼ N(β, I). We extend
some of their results for an arbitrary covariance matrix Σ and observe that their results hold
true in this more general setting.
Let us denote the constraint region by K that is a closed convex set in Rp. We get the
following theorem from [53].
Theorem 1.4. Given a non-empty closed convex set K and a point x in Rp, there exists a
unique point a0 of K such that
‖x− a0‖ = inf{‖x− z‖ : z ∈ K}
Thus, we can define a mapping f : Rp → K as f(x) = a0, where a0 is the closest point of K
from x. This mapping is the projection operator and the point a0 is the metric projection
of x onto Kt. Further, this is a Lipschitz continuous map. For further details, refer [53].
Appealing to the Projection theorem, we have the following expression. For any vector x in
Rp we get
x = xk + (x− xk) (1.30)
Let ∂K denote the boundary of the set K. For a fixed s ∈ ∂K, the normal cone of K at s
is given by N(K, s) = {y − s|yK = s}.
We partition the boundary ∂K, depending on the dimension of the normal cone as
∂K = D1(∂K) ∪ . . . ∪Dp(∂K) (1.31)
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where
Dm(∂K) = {s ∈ ∂K| dimN(K, s) = m}
Define,
Em(∂K) = {x ∈ Rp\K|xK ∈ Dm(∂K)}
We make the following regularity condition on the smoothness of the boundary. Dm(∂K) is
a (p−m) dimensional C2 manifold consisting of a finite number of relatively open connected
components. If ∂K meets the above condition, it is called piecewise smooth.
We are dealing with the least squares estimates. βˆ0 denotes the OLS estimate vector. Sup-
pose that βˆ0 /∈ K and let s = βˆt ∈ Dm(∂K) denote the projection of the OLS vector on the
constraint set. Since Dm(∂K) is a (p − m) dimensioanl C2 manifold, there exists a local
co-ordinate system given by s = s(θ), θ = (θ1, . . . , θp−m) in a neihbourhood of s. The tangent
space Ts(θ) of Dm(∂K) at s(θ) is spanned by
{ba(θ) = ∂s
∂θa
, a = 1, . . . , p−m}
Tangent space Ts(θ) is a vector space and the above set forms a basis for the space. We can
write the orthonormal basis of T⊥s(θ) as
{nα(θ), α = 1, . . . ,m}
and
〈ba(θ), nα(θ)〉 = 0
The metric G = G(θ) of Dm(∂K) at s = s(θ) is
G(θ) = (gab(θ))1≤a,b≤p−m
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and
gab(θ) = 〈ba(θ), bb(θ)〉
Note: T⊥s(θ) is the affine hull of N(K, s), we can write an element in N(K, s) as
m∑
α=1
tαnα(θ)
with the new parameter t = (t1, . . . , tm). Hence the OLS vector can be written as
βˆ0 = s(θ) + n(θ, t) (1.32)
where n(θ, t) =
m∑
α=1
tαnα(θ). The Jacobian of this local one-to-one transformation, x↔ (θ, t)
was first given in the derivation of Weyl’s tube formula as
Lemma 1.7.
dx = |Ip−m +H(θ, t)|ds(θ)dt (1.33)
where H(θ, t) denotes the second fundamental form and
ds(θ) =
√
(G(θ)dθ1 . . . dθp−m
is the volume element of Dm(∂K), dx = dx1 . . . dxp and dt = dt1 . . . dtm
We are projecting a vector in Rp onto a bounded polyhedron. Hence the second fundamental,
H(θ, t) ≡ 0. We now extend the results of Kuriki and Takemura [30] to the case of a non-
orthogonal design. Using the above Jacobian, we can look at the distribution of (θ, t) from
βˆ0. In the rest of this section, we shall denote σ
2(X ′X)−1 as Σ.
Lemma 1.8. Let βˆ0 ∼ N(β,Σ). The conditional density of t = (t1, . . . , tm) given βK =
s(θ) ∈ Dm(∂K) is
f(t|θ) = e(θ) exp{−1
2
‖n(θ, t)‖2 + 〈n(θ, t), µ− s(θ)〉}dt
for t such that n(θ, t) ∈ N(K, s(θ))
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Proof. We note from (1.32) that the random variable βˆ0 is expressed as a sum of two com-
ponents. Fixing the point of projection, s(θ) leaves n(θ, t) as the random component in that
expression. Now,
f(βˆ0)dβˆ0 =
1
(2pi)
p
2 |Σ|− 12 exp[−
1
2
(βˆ0 − β)′Σ−1(βˆ0 − β)]dβˆ0.
Using the Jacobian from the Weyl tube formula and noting that s(θ) is assumed fixed for
this calculation
f(t|θ)dt = C exp[−1
2
‖s(θ) + n(θ, t)− β‖2]dt
= C exp[−1
2
‖n(θ, t) + (β − s(θ)‖2]dt
= C exp[−1
2
‖n(θ, t)‖2 − 1
2
‖β − s(θ)‖2 + 〈n(θ, t), β − s(θ)〉]dt
= e(θ) exp[−1
2
‖n(θ, t)‖2 + 〈n(θ, t), β − s(θ)〉]dt.
In the above expressions, C denotes the normalising constant independent of θ and e(θ)
denotes the normalising constant as a function of θ.
This result could be used to derive the distribution of the squared length of projection
under smoothness conditions on the boundary of the convex set. Kuriki and Takemura[30]
derive the conditional distribution of the squared length of projection, conditioned on the
fixed point of projection, for the i.i.d. normal case. We conjecture a similar result for the
arbitrary covariance case in the following lemma.
Lemma 1.9. Let βˆ0 ∼ N(β,Σ). Let the squared length of projection be given by
l2 = ‖βˆ0 − βˆt‖2Σ (1.34)
Substituting u = l−1t ∈ Sm−1 we get the conditional density of l given βˆt = s(θ) ∈ Dm(∂K)
45
and u such that n(θ, u) ∈ N(K, s(θ)) is
f(l|θ, u) =

e(θ, u) exp{−1
2
l2 + l〈n(θ, u), µ− s(θ)〉}lm−1dl if l ≥ 0
0 o.w.
(1.35)
Here, e(θ, u) is a normalising constant as a function of θ and u.
In Chapter 2, we empirically observe the conditional distribution of the squared length of
projection, conditioned on the extent of sparsity in the model, to have a Weibull distribution.
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Chapter 2
Loss Estimation
2.1 Introduction
Let X be a p-dimensional random vector having the distribution Pθ where θ ∈ Θ ⊂ Rp is a
vector of unknown parameters. Given d(X), an estimator of θ, it is common to analyse the
quality of the estimation rule through a loss function L(d(X), θ). The loss function measures
the discrepancy between the unknown parameter and its estimator. Typically, this loss is not
known since θ is unknown. We derive conditions under which unbiased estimators of loss are
dominated for the estimation of mean vector of a multivariate normal model with a known
but arbitrary covariance matrix. Improved loss estimators are derived for the cases when
the estimator of the unknown mean is chosen to be the MLE and an improved estimator,
respectively. We further derive loss estimators that dominate the unbiased estimator of loss
for θ for a linear model Y = Zθ +  when the estimation rule is the Lasso [45].
A global evaluation of the estimation procedure, based on all possible observations of the
random X is usually obtained by looking at the risk, R(d(X), θ) = Eθ[L(d(X), θ)], where
Eθ denotes expectation with respect to the distribution Pθ. Such a risk function can then
be used to compare competing estimators of θ. Among various risk metrics, the maximum
risk, R¯(d(X)) = supθ R(d(X), θ) is often used as a frequentist assessment of risk. However,
such a criterion is not data dependent because it averages over the sampling distribution
of X and does not give due weight to the actual observation(s). As such, estimating the
loss function directly using some function of the observed data would serve as a parameter
estimation criterion that is conditional with respect to the observation(s) at hand. We thus
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consider the problem of estimating the loss, using a data dependent estimator λ(X). Such an
estimator is known as the loss estimator. Thus, instead of using a global selection criterion,
like the maximum risk or average risk, we choose a conditional approach and estimate the
loss incorporating the information of the realisation of the random vector X.
To evaluate the performance of λ(X) as an estimator of loss, we consider squared error
L∗(λ(X), θ) = (λ(X)− L(d(X), θ))2.
In order to investigate the global performance criterion, we consider the expectation of the
new loss function and call it the “mean distance” between λ(X) and L(d(X), θ). It is
expressed as the risk of λ(X) as follows
M(λ(X), L(d(X), θ)) = Eθ[λ(X)− L(d(X), θ)]2
= Eθ[λ(X)− ‖d(X)− θ‖2]2.
Let R(d, θ) = Eθ[L(d(X), θ)] denote the risk of d(X). Suppose λ
U(X) is an unbiased esti-
mator of risk, such that Eθ[λ
U(X)] = R(d, θ). This implies Eθ[λ
U(X)] = EθL(d(X), θ) and
thus Eθ[λ
U(X)−L(d(X), θ)] = 0. Consequently, we say that λU(X) is an unbiased estimator
of loss. Our objective is to exhibit conditions under which an estimator λ(X) is such that
it has smaller mean distance compared to an unbiased estimator of loss. In other words, we
construct new estimators λ(X) of L(d(x), θ) such that M(λ(X), L) ≤ M(λU(X), L).
An early work in this area was done by Sandved [38], where he proposed the notion of best
unbiased estimators of loss. Johnstone [23] considered the problem of providing improved
estimators of loss in an i.i.d. normal setting when the mean vector is estimated using both
the MLE and the James-Stein estimator. He showed that if X ∼ Np(θ, I) and if we use
d(X) = X as the MLE of θ, then λU(X) = p is an unbiased estimator of L(X, θ). He proved
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that λ(X) = p − 2(p − 4)/‖X‖2 dominates λU(X) when p ≥ 5. He further showed that
λ(X) = p− (p− 2)2/‖X‖2 + 2p/‖X‖2 improves upon the unbiased estimator of loss for the
James-Stein estimator of θ. Wan and Zou [52] provided unbiased and improved estimators
of loss for the unknown variance case in the i.i.d. normal setting. Rukhin [37] provided a
loss function framework that combined the decision problem error with an inaccuracy esti-
mate. In other words, such an estimator of loss gave a method for simultaneous reporting of
decision and precision. In addition, he also provided necessary and sufficient conditions for
admissibility of such a loss estimator. Lele [31] presents a unified method to prove admissi-
bility of a variety of Bayes loss estimators for the general exponential family of distributions.
Fourdrinier and Wells [21] estimate the loss of a point estimator for the case of spherically
symmetric distributions for the general linear model. They present improved loss estimators
for two different location estimators; the least squares estimator and a shrinkage estimator.
More recently, Fourdrinier and Lepelletier [18] consider the problem of estimating c(‖x−θ‖2)
for a general nonnegative function c under usual quadratic loss. They provide a sufficient
condition of domination over the unbiased estimator of loss in terms of a partial differential
inequality.
An important application of the theory of loss estimation is for model selection. It is shown
in Fourdrinier and Wells [20] that improved loss estimators give more accurate model selec-
tion procedures. Bartlett et al. [4] study model selection based on penalised empirical loss
minimisation and indicate the relationship between loss estimation and data-based complex-
ity penalisation. Any good loss estimate may be converted to a penalty function and the
performance of the estimate is dictated by the quality of the estimate of loss. This establishes
the relationship between complexity regularisation and good estimates of loss.
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In Section 2.2, we consider estimating the loss for estimating the mean vector of X where
X ∼ Np(θ,Σ), a p-dimensional multivariate normal vector with a known but arbitrary
covariance matrix. Using a similar approach as Johnstone [23], we exhibit estimators of loss
that dominate the unbiased estimator of loss. We provide a simulation study showing risk
gains when the covariance matrix is a diagonal and a full ranked symmetric, positive definite
matrix, respectively. In Section 2.3, we consider the same multivariate normal set-up, but
now we seek to provide improved estimators of loss when an improved estimator is used
to estimate θ. We give sufficient conditions for domination over an unbiased estimator of
loss. In Section 2.4, we work in the linear model framework with a known error variance.
We first construct an unbiased estimator of quadratic loss when Lasso is used to estimate
the regression coefficients and we then exhibit an improved loss estimator that dominates
Lasso under some conditions. Finally we present a detailed simulation study in Section 2.5
where risk gains of the improved loss estimator on using Lasso are shown for varying levels
of sparsity.
2.2 Loss Estimation for MLE
Throught the chapter, we assume that the covariance matrix is completely specified. We
state the following lemma from Fourdrinier, Strawderman and Wells [19] for the sake of
completeness.
Lemma 2.1. Let X ∼ Np(θ,Σ), where Σ is a positive definite symmetric matrix. Let
L(X, θ) = ‖X − θ‖2Σ = (X − θ)TΣ−1(X − θ) denote the general quadratic loss function
and 〈·, ·〉 denote the inner product induced by this norm. Then, for a weakly differentiable
function g : Rp → Rp, we have, Eθ[〈X − θ, g(X)〉] = Eθ[divg(X)], where divg(X) denotes
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the divergence of g(X).
Lemma 2.2. Given X ∼ Np(θ,Σ) and a weakly differentiable function γ : Rp → R, we have
Eθ[‖X − θ‖2Σγ(X)] = Eθ[p γ(X) + div{ΣOγ(X)}].
Proof. Upon expanding the squared norm we have,
‖X − θ‖2Σγ(X) = (X − θ)TΣ−1(X − θ)γ(X).
Letting F (X) = Σ−1(X − θ) and K(X) = F (X)γ(X), we get, ‖X − θ‖2Σγ(X) = (X −
θ)TK(X). Applying Lemma 2.1 we find,
Eθ[‖X − θ‖2Σγ(X)] = Eθ[(X − θ)TK(X)]
= Eθ[div(ΣK(X))]
= Eθ[div(ΣΣ
−1(X − θ)γ(X))]
= Eθ[div{(X − θ)γ(X)}].
We can now use the product rule of divergence as follows. Suppose a = (a1, a2, . . . , ap) and
b = (b1, b2, . . . , bp) are two p-dimensional vectors and a · b = a1b1 + a2b2 + . . .+ apbp denotes
the dot product of two vectors a and b, then, given a vector F and a scalar valued function
φ, we have
div(φF ) = Oφ · F + φdiv(F ). (2.1)
Thus, div(γ(X)(X − θ)) = Oγ(X) · (X − θ) + γ(X)div(X − θ). Since div(X − θ) = p and
Oγ(X) · (X − θ) = (X − θ)TOγ(X), we have,
Eθ[‖X − θ‖2Σγ(X)] = Eθ[div{(X − θ)γ(X)}]
= Eθ[(X − θ)TOγ(X) + γ(X)p]
= Eθ[div{ΣOγ(X)}+ p γ(X)],
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where the last step, follows from Lemma 2.1. We thus have that an unbiased estimator of
‖X − θ‖2Σγ(X) is p γ(X) + div{ΣOγ(X)}.
Given a fixed estimator d(X) of θ, define the invariant loss as ‖d(X)− θ‖2Σ = (d(X) −
θ)TΣ−1(d(X) − θ) where X ∼ N(θ,Σ). If we use the MLE to estimate θ, then we choose
d(X) = X. Denote the “improved” loss estimator by λ(X) and let λU(X) denote an un-
biased estimator of L(d(X), θ). Then, the frequentist risk incurred by λ(X) is Eθ[λ(X) −
‖d(X)− θ‖2Σ]2. It can be easily seen that when d(X) = X, the frequentist risk of d(X)
equals p. Therefore, λU(X) = p is an unbiased estimator of L(X, θ) since E[p−L(X, θ)] = 0.
An unbiased estimator for the loss is established if the estimation rule for θ is the MLE. The
natural question would then be under what conditions can we provide improved estimators
for loss.
Fixing the estimation rule to estimate θ to be the MLE, let us see how we can improve in
estimating the loss. Consider improved loss estimators of the following form, λ(X) = p−γ(X)
where γ : Rp → R. We need expressions for the expected distance or the risk incurred by
λ(X). The following theorem gives closed form expressions for Eθ[λ(X)− L(X, θ)]2.
Theorem 2.1. Suppose X ∼ N(θ,Σ). Let L(X, θ) = (X − θ)TΣ−1(X − θ) denote the
general quadratic loss function when X is used as an estimator of θ. Let λU(X) be an
unbiased estimator of loss for this problem and further suppose γ is a real valued function
having two integrable weak derivatives. Then an unbiased estimator of the risk of λ(X) is
Eθ[λ(X)− L(X, θ)]2 = Eθ[2p+ γ2(X) + 2div{ΣOγ(X)}].
Proof. We know that λU(X) = p is an unbiased estimator of ‖X − θ‖2Σ. Since λ(X) is a real
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valued function and given that γ : Rp → R, we have,
λ(X)− ‖X − θ‖2Σ = p− γ(X)− ‖X − θ‖2Σ.
Now,
[‖X − θ‖2Σ − λ(X)]2 = [‖X − θ‖2Σ − p]2 + γ2(X)
+ 2γ(X)[‖X − θ‖2Σ − p].
(2.2)
Consider the first term in (2.2). Let W = ‖X − θ‖2Σ. Given X ∼ N(θ,Σ), we get W ∼ χ2p.
Therefore, Eθ(W ) = p and Var(W ) = 2p. Hence, Eθ[‖X − θ‖2Σ−p]2 = Var(W ) = 2p. Taking
expectations on both sides of (2.2) we get,
Eθ[‖X − θ‖2Σ − λ(X)]2 = Eθ[‖X − θ‖2Σ − p]2 + Eθ[γ2(X)]
+ 2Eθγ(X)‖X − θ‖2Σ − 2pEθγ(X).
(2.3)
Using Lemma 2.2, we can write the third term in (2.3) as
Eθ[‖X − θ‖2Σγ(X)] = Eθ[pγ(X) + div{ΣOγ(X)}]. (2.4)
Therefore the right hand side of (2.2) equals
Eθ[2p+ γ
2(X) + 2div{ΣOγ(X)}].
Thus, for the improved estimator λ(X), we get an unbiased estimator of the mean distance
to the loss function as
M(λ(X)) = 2p+ γ2(X) + 2div[ΣOγ(X)].
The risk of λU(X) equals 2p. Let D(θ, d, λ) = R(θ, d, λ) − R(θ, d, λU) denote the difference
of the mean distance of the “improved” estimator λ(X) and the unbiased estimator of loss
λU(X). Then choosing γ(X) such that γ2(X) + 2div[ΣOγ(X)] ≤ 0 with strict inequality on
a set of positive measure gives a sufficient condition for the inadmissibility of λU(X) = p.
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2.2.1 Examples
Let X ∼ Np(θ,Σ) where Σ = D is a diagonal matrix with diagonal entries being d1, d2, . . . , dp.
Let the squared norm of the observed vector x be ‖x‖2Σ = xTΣ−1x. Choose γ(x) = c/‖x‖2Σ,
where c is some constant. It can then be shown that
γ2(x) + 2div(ΣOγ(x)) = [c2 − 4c(p− 4)] 1‖x‖4Σ
. (2.5)
The right hand side of (2.5) is negative when 0 < c < 4(p − 4). The greatest improvement
happens for c = 2(p − 4) and this gives γ2(x) + 2div(ΣOγ(x)) = −4(p − 4)2/‖x‖4Σ. Conse-
quently, we express the percentage risk gains of the new loss estimator as 100∗ (R(θ, d, λU)−
R(θ, d, λ))/R(θ, d, λU) and this is tabulated in Table 2.1. For each simulation run, we gener-
ate a p-dimensional diagonal matrix Σ with entries d1, d2, . . . , dp drawn independently from
a uniform distribution with support on (10, 40). Then we generate a p-dimensional multi-
variate normal random vector X as X ∼ N(0,Σ). The results in the second row of Table 2.1
present the percentage risk gains at θ = 0 on using the improved estimator for loss over the
unbiased estimator of loss when the estimation rule for θ is d(X) = X. Further, the results
are indicated as the dimension of the random vector increases from p = 10 to p = 100 over
the 10, 000 simulation runs for each such p.
As a second example, suppose X ∼ N(θ,Σ) with Σ equal to a known but arbitrary covariance
matrix. Generate a covariance matrix such that the correlation between Xi and Xj, the i
th
and jth components of X, is ρ = 0.5|i−j|. We then generate a random vector X having a mul-
tivariate normal distribution with such a covariance structure. Define ‖x‖2Σ = xTΣ−1x. Once
again, choose γ(x) = c/‖x‖2Σ. Note that, for this choice of γ(x),Oγ(x) = −2cΣ−1x/‖x‖4Σ. It
can be shown as before that the risk difference equals (2.5). The results in the third row of
Table 2.1 show percentage risk gains at θ = 0 on using the improved estimator for loss over
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the unbiased estimator of loss for an arbitrary covariance matrix. The results are obtained
over 10, 000 simulation runs as the dimension of the random vector increases from p = 10
to p = 100. It is interesting to note that the percentage of risk gains as shown in the Table
2.1 has the same order of magnitude as the results for the i.i.d. case presented in Johnstone
[23]. We can thus deduce that the conditions of risk domination and the optimal choice of c
for this choice of γ(x) is invariant to the norm of x.
Table 2.1 –
Percent Risk Gains using improved loss estimator for diagonal and arbitrary covariance matrix
p 10 12 15 18 21 24 30 40 60 100
Diagonal Σ 14.75 13.06 11.34 9.69 8.53 7.60 6.22 4.74 3.19 1.95
Arbitrary Σ 14.79 13.27 11.29 9.66 8.50 7.50 6.14 4.70 3.20 1.97
2.3 Loss Estimation for Improved Estimators
The next natural step is the construction of improved estimators when the estimation rule
used to estimate θ ∈ Θ ⊂ Rp is an improved estimator of the form d(X) = X + g(X).
Choosing g(X) = (1− (p− 2)/‖X‖2)X gives the classical James-Stein estimator. As before,
suppose we observe X, a realisation from a p dimensional multivariate normal distribution
with unknown vector of location parameter θ, and known positive definite covariance ma-
trix Σ. Johnstone [23] further established the inadmissibility of unbiased estimators of loss if
the estimation rule used to estimate θ is the improved estimator in the i.i.d. Np(θ, Ip) setting.
Consider the estimator d(X) = X + g(X) of θ, where g : Rp → Rp has two square integrable
weak derivatives and consider the general quadratic loss function as L(d(X), θ) = (d(X) −
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θ)TΣ−1(d(X)− θ). The risk function for this choice of d(X) can be written as
Eθ[L(d(X), θ)] = Eθ[‖X + g(X)− θ‖2Σ]
= Eθ[‖X − θ‖2Σ + ‖g(X)‖2Σ + 2〈(X − θ, g(X)〉]
= p+ Eθ[‖g(X)‖2Σ + 2 divg(X)]. (2.6)
The quantity inside the expectation operator on the right hand side of (2.6) is just a function
of X, independent of θ. It is known as the Stein’s Unbiased Risk Estimate (SURE), when
d(X) is of the form X + g(X). As such, a natural unbiased estimator for the loss is SURE,
which is,
λU(X) = p + ‖g(X)‖2Σ + 2 divg(X).
Stein [43] provided an unbiased estimator of the mean square distance between λU(X) and
L(d(X), θ) when Σ = Ip.
Theorem 2.2. Suppose X ∼ Np(θ,Σ) and θ ∈ Θ ⊂ Rp and Σ is positive definite. Let
d(X) = X + g(X) be an estimator of θ and consider the loss function to be L(d(X), θ) =
(d(X)−θ)TΣ−1(d(X)−θ). Let λU(X) = p + ‖g(X)‖2Σ + 2 divg(X) be an unbiased estimator
of the loss function L(d(X), θ) and λg(X) = λU(X)− γ(X) be an improved estimator of the
loss function, where γ(X) is a twice differentiable real valued function. Then an unbiased
estimator of the mean square distance between λg(X) and L(d(X), θ) is given by
M(λg, θ) = 2p+ 4Eθ[‖h(X)‖2 + (divh(X))2 + tr{OhT (X)}2
+ 2
∑
i
∑
j
hi(X)hjij(X)]− 8Eθ[div{g(X)divg(X)}]
+ 4Eθ[(divg(X))
2] + 8Eθ[divg(X)] + Eθ[γ
2(X)]
+ 2Eθ[div{ΣOγ(X)}]− 2Eθ[Oγ(X)Tdivg(X)].
where h(X) = Σ−1g(X) and hij(X) = Ojhi and hiij = OiOjhi.
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Proof. We first need to extend Theorem 3 of Stein [43] for the case of a general symmetric
positive definite Σ and further establish conditions for improved loss estimator when d(X) =
X + g(X).
Consider competing estimators that could serve to improve the unbiased loss estimator. Let
λg(X) = λU(X)− γ(X) be such a construction of an improved estimator of L(X + g(X), θ).
The mean square distance is given by
M(λg, θ) = Eθ[λ
g(X)− L(X + g(X), θ)]2
= Eθ[‖X + g(X)− θ‖2Σ − λU(X) + γ(X)]2
= Eθ[‖X + g(X)− θ‖2Σ − p− ‖g(X)‖2Σ
− 2 divg(X) + γ(X)}]2.
= Eθ[A+ γ(X)]
2
= Eθ[A
2 + 2Aγ(X) + γ2(X)]. (2.7)
where A = ‖X + g(X)− θ‖2Σ − p − ‖g(X)‖2Σ − 2 divg(X). Let us look at each term in (2.7)
separately. The first term in the content of the expectation in (2.7) is
A2 = [‖X + g(X)− θ‖2Σ − p− ‖g(X)‖2Σ − 2 divg(X)]2
= [‖X − θ‖2Σ + 2〈(X − θ, g(X)〉 − p− 2 divg(X)]2
= [‖X − θ‖2Σ − p]2 + 4[〈(X − θ), g(X)〉 − divg(X)]2
+ 4[{‖X − θ‖2Σ − p}{〈(X − θ), g(X)〉 − divg(X)}].
(2.8)
Once again, we need to look at (2.8) term by term. We know that Eθ[‖X − θ‖2Σ − p]2 = 2p.
Thus, the expectation of the first term (2.8) is 2p. Let’s look at the second term in (2.8).
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Denote the second term in (2.8) by A2.
Eθ[A2] = 4Eθ[〈(X − θ), g(X)〉 − divg(X)]2
= 4Eθ[〈(X − θ), g(X)〉2 − 2〈(X − θ), g(X)〉divg(X) + {divg(X)}2]. (2.9)
Consider the first term in (2.9), Eθ[〈(X − θ), g(X)〉2] = Eθ[(X − θ)TΣ−1g(X)]2. Since
Σ−1 is a matrix of constants, letting h(X) = Σ−1g(X), we get Eθ[〈(X − θ), g(X)〉2] =
Eθ[(X−θ)Th(X)]2. This has the same form as Theorem 3 in Stein [43]. Thus, the expression
becomes,
Eθ[〈(X − θ), g(X)〉2] = Eθ[‖h(X)‖2 + {divh(X)}2 + tr{OhT (X)}2
+ 2
∑
i
∑
j
hi(X)hjij(X)].
(2.10)
Thus, we see that the expectation of the first term in (2.9) which was a function of X and θ
can be written just as a function of X as in (2.10). Now, consider the second term inside the
expectation on the right hand side of (2.9). Note that divg(X) is just a scalar function of
X, independent of θ. Thus, applying Lemma 2.1 to the second term within the expectation
we get,
Eθ[〈(X − θ), g(X)〉divg(X)] = Eθ[div{g(X)div(g(X))}]. (2.11)
The last term inside the expectation of (2.9) being just a function of X is fine. Hence,
collecting the terms from (2.10) and (2.11) we get an expression for (2.9) just as a function
of X, independent of θ. We next need to look at the third term in (2.8). Let’s call this A3.
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Thus,
A3
4
= {‖X − θ‖2Σ − p}{〈(X − θ), g(X)〉 − divg(X)}
= [{‖X − θ‖2Σ}{〈(X − θ), g(X)〉} − {‖X − θ‖2Σ}{divg(X)}
− p 〈(X − θ), g(X)〉+ p divg(X)]
= A31 − A32 − A33 + A34.
Now consider A31. Taking expectation of this term we have,
Eθ[A31] = Eθ{‖X − θ‖2Σ}{〈(X − θ), g(X)〉}.
= Eθ[div(αg(X))].
where α = ‖X − θ‖2Σ and so the content of the above expectation term is not indepedent of
θ. Applying the product rule of divergence as in (2.1), we have, div(αg(X)) = (Oα)Tg(X) +
α divg(X). In our case, Oα = O[‖X − θ‖2Σ] = 2Σ−1(X − θ), so, (Oα)Tg(X) = 2(X −
θ)TΣ−1g(X). Therefore, Eθ[div{αg(X)}] = 2Eθ[〈(X − θ), g(X)] + Eθ[α divg(X)]. Using
Lemma 2.1 we thus get,
Eθ[div{αg(X)}] = 2Eθ[divg(X)] + Eθ[α divg(X)].
Therefore we have,
Eθ[A31] = 2Eθ[divg(X)] + Eθ[α g(X)]
= 2Eθ[divg(X)] + Eθ[A32].
Consequently, Eθ[A3] = 8Eθ[divg(X)]− 4Eθ[A33] + 4Eθ[A34]. Note that Eθ[A32] cancels out
in the above expression since Eθ[A33] = Eθ[p 〈(X − θ), g(X)〉] = Eθ[p divg(X)]. Note also
that E[A33] cancels with E[A34], which leaves
Eθ[A3] = 8Eθ[divg(X)]. (2.12)
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Combining all the above terms, we see that E[A2] can be written just as a function of X,
independent of θ. Now, we need an expression for the second term in (2.7). The second term
of (2.7) is
Eθ[Aγ(X)] = Eθ[‖X + g(X)− θ‖2Σ − p− ‖g(X)‖2Σ − 2 divg(X)]γ(X)
= Eθ[‖X − θ‖2Σ + 2〈(X − θ), g(X)〉 − 2 divg(X)]γ(X)
= Eθ[‖X − θ‖2Σ]γ(X) + 2Eθ[〈(X − θ), g(X)γ(X)〉]
− 2Eθ[γ(X)divg(X)]− Eθ[p γ(X)].
Applying Lemma 2.2, we get expressions for the first term in terms of X and using Lemma
2.1 we can get an expression for the second term purely as a function of X. The third term
above is already a function of X so nothing needs to be done for that. Consequently,
Eθ[Aγ(X)] = Eθ[div{ΣOγ(X)}]− 2Eθ[Oγ(X)Tdivg(X)]. (2.13)
Combining expressions for (2.9), (2.12) and (2.13), we can write (2.7) as
M(λg, θ) = E[A2 + 2Aγ(X) + γ2(X)].
All the terms in the right hand side of the above equation are just functions of X, inde-
pendent of θ. As such, we can write the sufficient condition for improved estimator of loss
corresponding to an improved estimator of θ as M(λg, θ) ≤ M(λU(X), θ).
2.4 Loss Estimation for the Lasso
Extending the ideas of risk domination from Sections 2.2 and 2.3, in this section, we will
explore the domination in the context of the Lasso. In Theorem 2.3 in Subsection 2.4.1,
we derive an unbiased estimator of the risk of the improved estimator of the loss difference
between Lasso and least squares for the linear model. In Subsection 2.4.2, we derive sufficient
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conditions under which we can get improved estimators for loss when Lasso is used for model
selection. In Subsection 2.4.3, we present an example satisfying the sufficient conditions for
domination of loss when Lasso is used.
2.4.1 Risk Difference Expression
Consider a linear model, Y = Zθ + , where Y n×1 is a response vector, Zn×p is a matrix
having n observations on p covariates, θp×1 is the unknown vector of regression coefficients
and  ∼ N(0, σ2In). The Lasso estimate is obtained by solving
argmin
θ
‖y − Zθ‖22 subject to
p∑
j=1
|θj| ≤ t. (2.14)
The equivalent Lagrange multiplier formulation is given by
argmin
θ
‖y − Zθ‖22 + λ
p∑
j=1
|θj| (2.15)
where t and λ are equivalent nonnegative tuning parameters. Let Kt := {θ :
∑p
j=1 |θj| ≤ t}.
We know from Kato [27] that Lasso is equivalent to the projection of the least squares
estimator onto the closed convex set Kt under the general quadratic norm, i.e., if v1 and v2
are two p-dimensional vectors, then consider the norm induced by the inner product between
the two vectors as 〈v1, v2〉 = vT1 Σv2, where Σ = (ZTZ)/σ2.
Let θˆ0 denote the ordinary least squares estimator and let θˆK denote the Lasso estimator
obtained by solving (2.14) or (2.15). Both θˆ0 and θˆK are estimators of the regression co-
efficient θ. For the following calculations, let us assume the tuning parameter to be fixed
and so the constraint set Kt is denoted by K. It is well known that θˆ0 ∼ N(θ,Σ) where
Σ = σ2(ZTZ)−1. Define a loss function as L(d, θ) = ‖d− θ‖2Σ.
Define ∆L = L(d2, θ) − L(d1, θ) where d1 = θˆ0 and d2 = θˆK . Thus, the difference in risks
is given by ∆R = Eθ[L(d2, θ)] − Eθ[L(d1, θ)]. Let λU denote an unbiased estimator of the
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risk difference, that is, Eθ[λ
U ] = ∆R. Let l2 = ‖θˆ0 − θˆK‖2Σ and m denote the codimension
of the face of the projection of the least squares estimator onto the Lasso constraint set.
In other words, m denotes the number of zeroes as estimated by Lasso for a given tuning
parameter. From Theorem 1.1, we know that λU(θˆ0) = l
2 − 2m is an unbiased estimator of
the difference in losses when θˆ0 and θˆK are used as estimators of θ respectively. Consider
“improved” estimator of the loss difference as
λg(θˆ0) = λ
U(θˆ0)− γ(θˆ0)
where γ : Rp → R has two integrable weak derivatives. Thus, the mean squared distance
between λg(θˆ0) and ∆L is
Eθ[λ
g(θˆ0)−∆L]2 = Eθ[λU(θˆ0)− γ(θˆ0)−∆L]2. (2.16)
As a result, we have the following theorem.
Theorem 2.3. Let ∆L denote the loss difference between Lasso and the ordinary least
squares estimator for the coefficients of a linear model. Let λg(θˆ0) denote an improved
estimator over λU(θˆ0), an unbiased estimator of ∆L. Then, M(λ
g,∆L), the mean squared
distance between λg(θˆ0) and ∆L is given by
Eθ[λ
g −∆L]2 = 4Eθ[‖h(θˆ0)‖2 + (divh(θˆ0))2 + tr{OhT (θˆ0)}2
+ 2
∑
i
∑
j
hi(θˆ0)hjij(θˆ0) +m
2 − 2m div(θˆ0 − θˆK)
+mγ(θˆ0)− div{(θˆ0 − θˆK)γ(θˆ0)}] + Eθ[γ2(θˆ0)],
where γ(θˆ0) is a real valued function and h(θˆ0) = Σ
−1(θˆ0−θˆK). hij = Ojhi and hiij = OiOjhi.
Proof. Rewriting the right hand side in (2.16) we have,
Eθ[λ
g −∆L]2 = Eθ[{λU(θˆ0)−∆L}2 − 2γ(θˆ0){λU(θˆ0)−∆L}+ γ2(θˆ0)]. (2.17)
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Note that the second term in (2.17) equals Eθ[γ(θˆ0)λ
U(θˆ0)]− Eθ[γ(θˆ0)∆L]. Hence,
Eθ[γ(θˆ0)∆L] = Eθ[{‖θˆK − θ‖2Σ − ‖θˆ0 − θ‖
2
Σ}γ(θˆ0)]
= Eθ[{‖θˆK − θˆ0 + θˆ0 − θ‖2Σ
− ‖θˆ0 − θ‖2Σ}γ(θˆ0)]
= Eθ[‖θˆ0 − θˆK‖2Σγ(θˆ0)]
− 2Eθ[〈θˆ0 − θ, θˆ0 − θˆK〉γ(θˆ0)].
(2.18)
Letting g(θˆ0) = (θˆ0 − θˆK)γ(θˆ0) we have,
Eθ[〈θˆ0 − θ, g(θˆ0)〉] = Eθ[(θˆ0 − θ)TΣ−1g(θˆ0)]
= Eθ[divg(θˆ0)]
= Eθ[div(θˆ0 − θˆK)γ(θˆ0)].
Therefore, it follows that,
Eθ[γ(θˆ0)(λ
U(θˆ0)−∆L)] = Eθ[γ(θˆ0)λU(θˆ0)]− E[γ(θˆ0)∆L]
= Eθ[γ(θˆ0)λ
U(θˆ0)− ‖θˆ0 − θˆK‖2Σγ(θˆ0)
+ 2div{(θˆ0 − θˆK)γ(θˆ0)}].
Substituting λU(θˆ0) = ‖θˆ0 − θˆK‖2Σ − 2m we have,
= Eθ[γ(θˆ0)‖θˆ0 − θˆK‖2Σ − 2mγ(θˆ0)
− γ(θˆ0)‖θˆ0 − θˆK‖2Σ + 2div{(θˆ0 − θˆK)γ(θˆ0)}]
= Eθ[−2mγ(θˆ0) + 2div{(θˆ0 − θˆK)γ(θˆ0)}]. (2.19)
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Consider the first term in (2.17),
Eθ[λ
U(θˆ0)−∆L]2 = Eθ[‖θˆ0 − θˆK‖2Σ − 2m−∆L]2
= Eθ[‖θˆ0 − θˆK‖2Σ − 2m− ‖θˆK − θ‖
2
Σ + ‖θˆ0 − θ‖
2
Σ]
2
= Eθ[‖θˆ0 − θˆK‖2Σ − 2m− ‖θˆK − θˆ0 + θˆ0 − θ‖2Σ
+ ‖θˆ0 − θ‖2Σ]2
= Eθ[‖θˆ0 − θˆK‖2Σ − 2m− ‖θˆ0 − θ‖
2
Σ − ‖θˆ0 − θˆK‖2Σ
+ 2〈θˆ0 − θ, θˆ0 − θˆK〉+ ‖θˆ0 − θ‖2Σ]2
= Eθ[2〈θˆ0 − θ, θˆ0 − θˆK〉 − 2m]2
= 4Eθ[〈θˆ0 − θ, θˆ0 − θˆK〉2 +m2 − 2m〈θˆ0 − θ, θˆ0 − θˆK〉]. (2.20)
Again, letting g(θˆ0) = (θˆ0 − θˆK), we can write the first term in (2.20) as,
Eθ[〈(θˆ0 − θ), g(θˆ0)〉2] = Eθ[(θˆ0 − θ)TΣ−1g(θˆ0)]2.
Since Σ−1 is a matrix of constants, let h(θˆ0) = Σ−1g(θˆ0). Therefore,
Eθ[〈θˆ0 − θ, θˆ0 − θˆK〉2] = Eθ[(θˆ0 − θ)Th(θˆ0)]2.
This has the same form as Theorem 3 in Stein [43]. Hence,
= Eθ[‖h(θˆ0)‖2 + (divh(θˆ0))2 + tr{OhT (θˆ0)}2
+ 2
∑
i
∑
j
hi(θˆ0)hjij(θˆ0)].
(2.21)
As such, we can write E[λU(θˆ0)−∆L]2 as a function of θˆ0, independent of θ, that is,
Eθ[λ
U(θˆ0)−∆L]2 = 4Eθ[[‖h(θˆ0)‖2 + {divh(θˆ0)}2 + tr{OhT (θˆ0)}2
+ 2
∑
i
∑
j
hi(θˆ0)hjij(θˆ0) +m
2 − 2m div(θˆ0 − θˆK)].
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Combining (2.17), (2.19) and (2.21), we get an expression for the squared distance between
the improved loss estimator of the loss difference of Lasso and least squares estimator as
follows
Eθ[λ
g −∆L]2 = E[θλU(θˆ0)−∆L− γ(θˆ0)]2
= 4Eθ[[‖h(θˆ0)‖2 + {divh(θˆ0)}2 + tr{OhT (θˆ0)}2
+ 2
∑
i
∑
j
hi(θˆ0)hjij(θˆ0) +m
2 − 2m div(θˆ0 − θˆK)
+mγ(θˆ0)− div{(θˆ0 − θˆK)γ(θˆ0)}] + Eθ[γ2(θˆ0)].
(2.22)
We thus note that all the terms inside the expectation operator in the right hand side
of (2.22) are independent of θ. Consequently, we get an expression for the mean square
distance between the improved loss estimator and the difference in loss functions due to
Lasso and least squares only as the function of the observations. Choosing γ(θˆ0) such that
M(λg(θˆ0),∆L) ≤ M(λU(θˆ0),∆L) yields a sufficient condition for improved estimators of the
loss difference between Lasso and ordinary least squares.
2.4.2 Conditions for Improved Loss Estimators for Lasso
Here, we establish the sufficient conditions of domination over an unbiased estimator of
loss when the estimator of the regression coefficients in a linear model is the Lasso. As in
Subsection 2.4.1, we consider Y = Zθ +  to represent the linear model in question where
 ∼ N(0, σ2In). We assume σ2 is known.
Define the loss function of doing Lasso by L(θˆK , θ) = ‖θˆK − θ‖2Σ. Denote an unbiased
estimator of L(θˆK , θ) by λ
U(X). As a simple corollary to Theorem 1.1, we can say that
λU(θˆ0) = l
2 − 2m + p where l2 = ‖θˆ0 − θˆK‖2Σ and m is the number of zeroes in the Lasso
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solution. Consider estimators of the form λg(θˆ0) = λ
U(θˆ0)−γ(θˆ0), where γ : Rp → R has two
weak derivatives. Let R(λU(θˆ0), L) and R(λ
g(θˆ0), L) denote the mean risk of the unbiased
estimator of loss and the “improved” estimator of loss, respectively. Then it follows that,
D(λg, λU , L) = R(λg(θˆ0), L)−R(λU(θˆ0), L)
= Eθ[γ
2(θˆ0)]− 2Eθ[(λU(θˆ0)− L)γ(θˆ0)]
= Eθ[γ
2(θˆ0)]− 2Eθ[(l2 − 2m+ p)γ(θˆ0)] + 2Eθ[‖θˆK − θ‖2Σγ(θˆ0)]. (2.23)
The first two terms in the right hand side of (2.23) are not dependent on θ but the third
term is dependent on both the estimator and θ. Consider the third term in (2.23).
Eθ[‖θˆK − θ‖2Σγ(X)] = Eθ[‖θˆK − θˆ0 + θˆ0 − θ‖2Σγ(X)]
= Eθ[{‖θˆ0 − θ‖2Σ + ‖θˆ0 − θˆK‖
2
Σ
− 2〈θˆ0 − θ, θˆ0 − θˆK〉}γ(θˆ0)]
= Eθ[l
2γ(θˆ0) + ‖θˆ0 − θ‖2Σγ(θˆ0)]
− 2Eθ[div{(θˆ0 − θˆK)γ(θˆ0)}]. (2.24)
From Lemma 2.2 we know,
Eθ[‖θˆ0 − θ‖2Σγ(θˆ0)] = Eθ[pγ(θˆ0) + div{ΣOγ(θˆ0)}].
Furthermore it follows that,
div{θˆ0 − θˆK}γ(θˆ0) = Oγ(θˆ0)T (θˆ0 − θˆK) + γ(θˆ0)div(θˆ0 − θˆK).
As an extension based on Zou et al. [58] we get, div(θˆ0 − θˆK) = m, hence,
Eθ[‖θˆK − θ‖2Σγ(X)] = Eθ[(l2 + p)γ(θˆ0) + div{ΣOγ(θˆ0)}]
− 2Eθ[Oγ(θˆ0)T (θˆ0 − θˆK) +mγ(θˆ0)].
(2.25)
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Therefore we can express (2.23) as
D(λg, λU , L) = Eθ[γ
2(θˆ0) + 2div(ΣOγ(θˆ0))− 4Oγ(θˆ0)T (θˆ0 − θˆK)]. (2.26)
Thus a sufficient condition for getting improved loss estimators for Lasso is
γ2(θˆ0) + 2 div(ΣOγ(θˆ0))− 4Oγ(X)T (θˆ0 − θˆK) ≤ 0. (2.27)
2.4.3 Example
Choose γ(θˆ0) = c/l
2 where c is an arbitrary constant and l2 = ‖θˆ0 − θˆK‖2Σ. Let Σ be a
completely specified covariance matrix. Further, let J denote the Jacobian of the projection
of the least squares estimator onto the Lasso constraint set. From Lemma 1.6 we get that
the Jacobian J is
J =
∂θˆK
∂θˆ0
= (ZTZ)−1ZTHλ(y)Z (2.28)
where Hλ(y) is the hat matrix for any value of the Lasso tuning parameter λ, on the subspace
spanned by the covariates corresponding to the set of nonzero coefficients. In other words,
for any arbitrary λ, let A = {i : θˆi 6= 0}. Then A is called the active set and Hλ(y) =
ZA(Z
T
AZA)
−1ZTA where ZA is the set of covariates corresponding to the active set A. It can
be shown that,
Oγ = −2c
l4
[Σ−1(θˆ0 − θˆK)− JΣ−1(θˆ0 − θˆK)],
and
ΣOγ = −2c
l4
[(θˆ0 − θˆK)− ΣJΣ−1(θˆ0 − θˆK)].
Calculating the divergence on both sides yields,
div{ΣOγ} = −2c[(O 1
l4
)T (θˆ0 − θˆK) + 1
l4
div(θˆ0 − θˆK)
− (O 1
l4
)TΓ(θˆ0 − θˆK)− 1
l4
div{Γ(θˆ0 − θˆK)}],
(2.29)
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where Γ = ΣJΣ−1. Similarly,
O( 1
l4
) = − 4
l6
[Σ−1(θˆ0 − θˆK)− JΣ−1(θˆ0 − θˆK)],
O( 1
l4
)T (θˆ0 − θˆK) = − 4
l6
[l2 − (θˆ0 − θˆK)TΣ−1JT (θˆ0 − θˆK)]
= − 4
l4
+
4
l6
(θˆ0 − θˆK)TΣ−1JT (θˆ0 − θˆK),
and
O( 1
l4
)TΓ(θˆ0 − θˆK) = − 4
l6
[(θˆ0 − θˆK)TΣ−1Γ(θˆ0 − θˆK)
− (θˆ0 − θˆK)TΣ−1JTΓ(θˆ0 − θˆK)]
= − 4
l6
[(θˆ0 − θˆK)TJΣ−1(θˆ0 − θˆK)
− (θˆ0 − θˆK)TΣ−1JTΓ(θˆ0 − θˆK)].
Since div(θˆ0 − θˆK) = m, it can be shown that
div(Γ(θˆ0 − θˆK)) = tr(Γ)− tr(ΓJT )
= tr(J)− tr(ΓJT )
= p−m− tr(ΓJT ).
Hence we can write (2.29) as
div{ΣOγ} = −2c
l4
[(m− 4) + 4
l2
(θˆ0 − θˆK)TΣ−1JT (θˆ0 − θˆK)
+
4
l2
(θˆ0 − θˆK)TJΣ−1(θˆ0 − θˆK)
− 4
l2
(θˆ0 − θˆK)TΣ−1JTΓ(θˆ0 − θˆK)
− (p−m− tr(ΓJT )]
(2.30)
and
(Oγ)T (θˆ0 − θˆK) = −2c
l4
[l2 − (θˆ0 − θˆK)TΣ−1JT (θˆ0 − θˆK)]. (2.31)
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Therefore, substituting (2.30) and (2.31) in (2.27) we get a quadratic in c from which con-
sidering c > 0 we get a sufficient condition for domination over an unbiased loss estimator
when Lasso is used as an estimator for the linear model. In Section 2.5 we present a detailed
simulation study using this choice of γ(θˆ0) for varying levels of sparsity in the “true” model.
2.5 Simulation
We consider the classical linear model framework Y = Zθ +  where Z is a n × p matrix
of covariates with full column rank p, and  ∼ N(0, σ2In). The simulation is conducted for
varying levels of sparsity in the unknown vector of regression coefficients θ. Here, we present
the results when n = 1000 and p = 100 but the results look similar for other settings of n
and p under the condition that p < n.
The results in Table 2.2 show the risk gains of the loss estimate itself obtained on using
the improved loss estimator when Lasso is used as the estimator of θ for varying levels of
sparsity. By sparsity or zeroes in the model, we mean the “true” number of regression co-
efficients, θ, that are zero. The first column in Table 2.2 is denoted by A, the active set
of nonzero parameters. The parameter vector, θ ∈ R100 is a 100 dimensional vector. The
active set A shows the “true” number of non-zero components in the θ vector. The active set
decreases from 90 to 10 where 90 indicates that the true number of zeroes in the model are
10. Similarly, A = 10 indicates that the true number of zeroes in the linear model is 90. The
next five columns denoted by RG indicates the risk gains obtained on using the improved
loss estimator under different settings of the error variance, σ2. The table shows risk gains
for different sparsity levels as the error variance increases from σ2 = 1 to σ2 = 6000. The
simulation methodology is outlined in the next paragraph.
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Let RD equal the left hand side in (2.27). We obtain the percent risk gains as RG =
−100 ∗ RD/λU . Generate a p dimensional θ∗ vector with A number of non-zero compo-
nents in θ∗. Generate an n × p matrix Z, from a multivariate normal distribution such
that the correlation between Zi and Zj is ρ = 0.5
|i−j|. Setting yi =
∑p
j=1 zijθ
∗
j + i, where
i ∼ N(0, σ2), we generate the response y. Performing the LARS algorithm on the generated
dataset, we get the entire LASSO solution path and pick the optimal Lasso solution as the
one for which Cp is the lowest. Let θˆ0 and θˆK denote the least squares and the optimal Lasso
solution respectively. Choosing γ(θˆ0) = c/l
2, we obtain an upper bound for the sufficient
condition for domination of λg(θˆ0) = λ
U(θˆ0) − γ(θˆ0) as given in (2.27). Denote that upper
bound by C. Note that the interval, (0, C) is a random interval because it depends on the
Lasso solution. Therefore, for any 0 < c < C, we improve in estimating the loss if Lasso
is used as an estimator. We report our simulation results by choosing c = C/2. This is
admittedly a sub-optimal choice but theoretical optima of c is as yet unclear. We carry out
5000 simulation runs for each setting of the active set A and error variance σ2 combination.
Based on this choice of c, we note from Table 2.2 that we observe a similar pattern of risk
gains. We observe maximal risk gains of around 7% − 8% in the middle ranges, i.e., when
A/p is between 0.30 and 0.70. The risk gains are in the order of 4% when the true number
of zeroes in the model is large, i.e., when A/p → 0. It is encouraging to see that we get
significant risk gains of around 4%− 7% even when the number of zeroes in the true model
is few as evidenced by the second row in Table 2.2 . Further, as the error variance increases,
which is a realisitic situation, we observe larger gains in risk on using the improved estimator
for loss. This fact can be gleaned as we move across from left to right for any given row
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in the table. In particular, when the error variance is really large, we observe risk gains of
around 10% when A/p → 1. Consequently, we note that in any modelling situation where
Lasso is used, we could obtain risk gains of around 5% − 9% depending on the number of
zeroes as estimated by Lasso. An interesting curious fact observed in the simulations is the
Table 2.2 – Percentage Risk Gains for different Active Sets for n = 1000 and p = 100
A RG RG RG RG RG
(σ2 = 1) (σ2 = 80) (σ2 = 300) (σ2 = 2000) (σ2 = 6000)
90 1.13 1.86 2.78 6.79 10.55
80 4.09 4.65 5.69 7.14 9.17
70 6.96 7.11 7.52 8.16 7.95
60 7.85 7.78 7.93 7.89 6.56
50 7.90 7.01 7.13 6.10 4.46
40 5.97 5.98 5.09 5.29 4.66
30 5.15 5.60 5.22 4.62 3.50
20 4.70 4.51 4.66 3.81 3.60
10 4.27 4.31 3.01 3.68 7.42
distribution of the squared length of projection l2 = ‖θˆ0− θˆK‖2Σ for varying levels of sparsity.
For each active set (A) and error variance (σ2) combination, we present the QQ-plots in
Figures 2.1, 2.2, 2.3 and 2.4 respectively. Each figure shows the QQ-plots of the squared
length of projection, l2, for varying active sets, ranging from A = 90 to A = 10 overlaid
with a fitted Weibull distribution for error variances ranging from σ2 = 1 to σ2 = 6000. The
Weibull parameters are estimated using their corresponding maximum likelihood estimators.
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In Figure 2.1 for instance, the QQ-plots for active sets ranging from A = 90 to A = 10 are
presented when the error variance in the linear model is 1. Figure 2.2 presents a similar
picture when the error variance is 300.
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Figure 2.1 – QQ plot of l2 with Weibull Distribution for n = 1000, p = 100, σ2 = 1
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Figure 2.2 – QQ plot of l2 with Weibull Distribution for n = 1000, p = 100, σ2 = 300
It seems from the QQ-plots that irrespective of the error variance in the “true” model,
Weibull distribution seems to fit very well when the active sets exceed some threshold. From
the figures shown here, it seems that the fit is quite good when the active set exceeds 70. We
observe that the distributions of l2 change from being a quasi-exponential distribution to a
quasi-Gaussian distribution as A changes from 90 to 10. In other words, when A = 90, the
distribution of l2 looks like an exponential distribution and when A is small, i.e., A = 10, the
distribution of l2 looks like a Gaussian distribution. For intermediate values of A, the distri-
bution seems right skewed, akin to a gamma distribution. This flexible shape of the variable
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based on the extent of “true” sparsity in the model prompted to fit Weibull distribution to
the data. As a special case, observe that if in the constraint set Kt := {θ :
∑p
j=1 |θj| ≤ t},
we set t = 0, then θˆK = 0 and as such l
2 = ‖θˆ0‖2Σ, becomes the norm of the least squares
vector which we know has a χ2 distribution.
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Figure 2.3 – QQ plot of l2 with Weibull Distribution for n = 1000, p = 100, σ2 = 2000
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Figure 2.4 – QQ plot of l2 with Weibull Distribution for n = 1000, p = 100, σ2 = 6000
The fitted Weibull distribution to the empirical data of l2 is presented in Table 2.3. The first
column gives the error variance of the model. The second column shows the fitted shape
and scale parameters of the Weibull distribution. The next 9 columns present the values
of the fitted shape and scale parameters for the squared length projection, l2, as the active
set decreases from A = 90 to A = 10. We observe that for a given error variance, the
shape parameter increases steadily from less than 1 to about 4 and the corresponding scale
parameters increase steeply from small positive values till about 70 as A decreases from 90
to 10. It is also discernible that the estimated shape and scale parameters increase as the
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error variance increases for a fixed value of A. For instance, when A = 90, proceeding down
along that column, one notices that the fitted shape and scale parameters for σ2 = 1 are 0.08
and 0.02 respectively and the fitted shape and scale parameters for A = 90 and σ2 = 6000
are 0.49 and 3.49 respectively. We can thus conjecture that the fitted parameter estimates
seem to depend on the error variance of the true model.
Table 2.3 – Weibull fits of l2 for different error variance and active sets
Variance Weibull Active Sets from 90 to 10
shape 0.08 0.31 0.98 1.50 1.83 2.33 2.67 3.02 3.90
σ2 = 1
scale 0.02 1.96 6.32 11.33 16.50 26.74 37.10 47.22 65.61
shape 0.11 0.33 0.90 1.67 2.04 2.27 2.57 3.16 3.78
σ2 = 80
scale 0.20 2.27 6.42 13.77 20.26 27.43 34.71 50.15 63.84
shape 0.13 0.54 1.12 1.64 1.99 2.47 2.68 3.09 4.33
σ2 = 300
scale 0.42 3.91 7.70 13.43 20.36 32.68 37.72 48.37 71.76
shape 0.30 0.66 1.51 1.70 2.16 2.23 2.67 3.40 4.39
σ2 = 2000
scale 2.13 4.86 12.19 15.75 24.62 30.38 42.19 56.73 74.01
shape 0.49 1.11 1.69 1.85 2.49 2.59 2.88 3.30 3.91
σ2 = 6000
scale 3.49 8.23 16.11 22.09 35.42 37.48 53.22 63.13 73.69
2.6 Discussion and Future Work
We have exhibited improved estimators of the loss function for the case of estimating the
mean vector in the multivariate normal model with an arbitrary covariance matrix when
the mean vector is estimated using (1) MLE and (2) an improved estimator. Extending
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those ideas, we presented improved estimators of the loss difference when the competing
estimators of the parameters of a linear model are the least squares estimator and Lasso
respectively. In addition, we derived sufficient conditions under which domination over an
unbiased estimator of loss can be obtained and presented simulation studies to demonstrate
the theoretical results. The optimal choice of c in γ(θˆ0) for the loss estimation calculations
in the linear model setting is not clear. Investigating methods to choose an optimal c in
the random interval would certainly result in larger risk gains than demonstrated here. As
far as improved loss estimators are concerned, extensions of the techniques developed here
could also be used to devise improved loss estimators for more general constrained regression
problems like group Lasso and fused Lasso.
The simulation study in the linear model framework was particularly illuminating in the
context of the distribution of the squared length of projection. We conjecture that if θˆ0 and
θˆK denote the least squares and Lasso estimators of the regression coefficients of a linear
model and suppose l2 = ‖θˆ0 − θˆK‖2Σ denote the squared distance between the two estima-
tors and further suppose k denotes the “true” number of zeroes in the linear model, then,
l2 ∼ W (ξ, λ), has a Weibull distribution with shape parameter ξ and scale parameter λ as
k(n)/p(n) → ν ∈ (α, 1), where n is the number of observations and α is a positive real
number bounded away from zero.
The conjecture has more general ramifications in distribution theory where one could think of
deriving distributions of lengths of projections of a random vector with a correlation structure
when the parameter space lies in more general constraint sets like a cone or a convex set
with a smooth boundary. Kuriki and Takemura [30] derived the conditional distribution of
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the squared length of projection for a multivariate normal random vector in the i.i.d. setting
when the parameter space was a closed convex set with a piecewise smooth boundary. It
would be instructive to extend the idea to a multivariate normal random vector with a
covariance structure and then to explore the distributional properties of squared lengths for
spherically symmetric and ellipitically symmetric distributions.
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Chapter 3
Largest Eigenvalue Distribution
3.1 Introduction
Eigenvalues of random matrices have a rich mathematical structure and are a source of in-
teresting distributions. The distribution theory for a large number of multivariate statistical
procedures, such as principle component, canonical correlation, discriminant analysis, mul-
tivariate analysis of variance (MANOVA), Roy’s union intersection test, and so forth, are
derived from the extreme eigenvalues of certain random matrices. Here, we present a unified
approach to find the exact distribution of the largest eigenvalue in the Gaussian and the
double Wishart settings, the latter being ubiquitous in the theory of multivariate statistical
analysis.
For square symmetric random matrices, the celebrated semicircle law of Wigner [54] describes
the limiting density of eigenvalues; the analogue for covariance matrices is due to Marc˘enko
and Pastur [32]. Beginning in the 1950s, physicists began to use random matrix models to
study quantum phenomena. Many early results in random matrix theory (RMT) have their
origins in quantum mechanics where the energy levels of a system are described using the
eigenvalues of a Hermitian operator H (known as the Hamiltonian). Wigner proposed that
the local statistical behaviour of energy levels can be well modelled using the eigenvalues of
a large random matrix. In particular, Wigner [54] gives the famous semicircular law which
states that the empirical spectral density of an n × n symmetric random matrix with i.i.d.
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entries having mean 0 and variance σ2 has a semicircular law given by
dF (xσ
√
n) =
1
4pi
√
4− x2dx.
for −2 < x < 2.
Even for Gaussian random matrices, the exact distributions of the largest roots are difficult
to compute. Most exact expressions are in terms of a hypergeometric function with a matrix
argument, with no general and simple closed form. Recently some exact algorithms have been
made available, but they are not yet in wide use. Koev and Edelman [29] have developed effi-
cient algorithms (and a MATLAB package available at http://www-math.mit.edu/∼plamen)
for the evaluation of such matrix hypergeometric functions using recursion formulae from
group representation theory.
The elegant approximations in Johnstone [24, 25] to the distribution of the largest roots
of Wishart random matrix and the multivariate beta distribution turn out to be expressed
in terms of the Tracy-Widom distributions from RMT. These distributions are parameter
free, and can be easily tabulated. The approximation is an asymptotic one, in which the
dimension p increases to infinity, and the degrees of freedom parameters grow in proportion
to p. It can be shown that these approximations are of the order O((p ∧ n)−1/3). We by-
pass these approximations and present an exact distribution theory for the distribution of
largest roots using a class of determinant formulae and a remarkable theory of integration
for determinants developed by De Bruijn [6].
3.1.1 The Wishart distribution
Recall that if Xj are i.i.d. standard normal variables, N(0, 1), then the distribution of
χ2n = X
2
1 + X
2
2 + . . . + X
2
n has the central χ
2 distribution. When measurements are made
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on p continuous variables on n independent subjects, it is common in multivariate statis-
tics to assume the data to be n i.i.d. copies of a p-variate normal distribution with an
unknown mean vector and a fixed but unknown covariance matrix, i.e., for a n× p ran-
dom matrix X = [X1,X2, . . . ,Xp] and each row Xj ∼ Np(µ,Σ). We can thus say that
X ∼ Nnp(1⊗ µ, In ⊗Σ). If A = XTX, where the n × p matrix X is N(0, In ⊗ Σ), then A
is said to have the Wishart distribution with n degrees of freedom and covariance matrix Σ.
We will write A is Wp(n,Σ). The Wishart distribution plays an important role in multivari-
ate analysis because given a data matrix, Xn×p regarded as n i.i.d. copies of a multivariate
normal distribution, the sample covariance matrix defined as
S =
1
n
n∑
i=1
(Xi −X)(Xi −X)T
is Wp(n,
Σ
n
). If A is Wp(n,Σ) with n ≥ p, then the density function of A is given by
f(A) =
1
2
pn
2 Γp(
n
2
)(det Σ)
n
2
etr(−1
2
Σ−1A)(detA)
n−p−1
2 (3.1)
where Γp(
n
2
) denotes the multivariate gamma function defined by
Γp(a) =
∫
A>0
etr(−A)(detA)a− p+12 (dA) (3.2)
for [Re(a) > (p− 1)/2] and etr(A) = exp{tr(A)} and the integral is over the space of p× p
positive definite matrices (note that for p = 1 in (3.2), the right hand side reduces to the
univariate Gamma function). The density function of the central χ2n can be obtained as a
special case by substituting p = 1 and Σ = 1.
Many multivariate analysis techniques like principal components, MANOVA, canonical cor-
relations depend on the eigen-analysis of sample covariance matrices. The characteristic
roots of a nonsingular A are real and nonnegative, and according to the classical formula of
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Fisher, Girshick, Hsu, Mood and Roy, have a density which is given in Muirhead [34, p. 106]
by
f(l1, . . . , lp) = C(p, n)
p∏
i=1
l
n−p−1
2
i
p∏
i<j
(li − lj)
∫
O(p)
etr(−1
2
Σ−1HLH ′)dH, (3.3)
where C(p, n) is a normalising constant that can be explicitly evaluated, L = diag(l1, l2, . . . , lp),
H ∈ O(p) is a an orthogonal matrix belonging to O(p), the orthogonal group of (p× p) ma-
trices, dH represents the Haar invariant measure on O(p) normalised so that the volume of
O(p) is one.
An explicit closed form formula for the above density function is difficult to calculate owing
to the integral over the orthogonal group. However, infinite series expansions for the integral
are available using the theory of Zonal Polynomials, a detailed treatment of which can again
be found in Muirhead [34]. Constantine [9] expresses the cumulative distribution function
of the largest root distribution in terms of a matrix hypergeometric function as
P (lmax < nx) = dp,nx
pn
2 1F1(
n
2
,
n+ p+ 1
2
;−n
2
xIp), (3.4)
where dp,n is a constant depending only on p and n (cf. [34, pg.421]).
For a wide range of modern data sets (microarray data, genomics, weather forecasting, etc.),
the number of features p is very large while the number of observations n is much smaller
than or just comparable to p. For these situations, the classical asymptotics is not always
appropriate and different asymptotic theories are needed. When n < p, and A is singular
and Srivastava [42] gives the probability density function for the singular Wishart case. We
are however interested in the classical n > p case. In the next subsection, we briefly discuss
the role of eigenvalues in the double Wishart setting.
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3.1.2 Double Wishart Setting
Let A and B be independent, central Wishart matrices in p variables with common covariance
and having n1 and n2 degrees of freedom respectively. Let Σ be the covariance matrix of the
multivariate normal distribution from which the Wishart matrices have been constructed.
Define, C = (A + B)−1B. We are interested in computing the distribution of the largest
eigenvalue of C. This problem is equivalent to solving the determinantal equation det[B −
l(A + B)] = 0. In some hypothesis testing situations, interest may be in constructing the
likelihood ratio test which would require the joint distribution of all the eigenvalues but in
many other situations, the inference is based on looking at the distribution of the largest
characteristic root.
Definition 3.1. (Real, Complex and Symplectic Jacobi Ensembles) Let A ∼ W (β)p (n1, I)
be independent of B ∼ W (β)p (n2, I) where n1, n2 ≥ p are independent real, complex or quater-
nion Wishart matrices (where β = 1, 2 or 4 respectively), then C = (A+B)−1B is called the
real, complex or symplectic Jacobi ensemble indicated by the parameter β. In particular, the
real Jacobi ensemble is called the multivariate beta distribution.
Definition 3.2. (Greatest root statistic) The largest eigenvalue l1 of C = (A+B)
−1B,
the multivariate beta distribution is called the greatest root statistic and a random variable
having this distribution is denoted by l1(p, n1, n2).
Since A and B are positive definite, all the eigenvalues are less than 1. Moreover, every
eigenvalue of the real, complex or symplectic Jacobi ensemble is real. Let l1, l2, . . . , lp denote
the eigenvalues of C. The joint density of the eigenvalues is given by
fβ(l) =
1
I(p, β, a1, a2)
p∏
i=1
l
a1−β(p−1)2 −1
i (1− li)a2−
β(p−1)
2
−1∏
i<j
|li − lj|β, (3.5)
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where
I(p, β, a1, a2) =
Γ
(β)
p (1 +
β
2
p)
pi
βp(p−1)
2 (Γ(1 + β
2
))p
Γ
(β)
p (a1)Γ
(β)
p (a2)
Γ
(β)
p (a1 + a2)
.
is the Selberg Integral value [39] and
Γ(βp (c) = pi
p(p−1)β
4
p∏
i=1
Γ(c− β
2
(i− 1)).
for Re(c) > β
2
(p − 1) is the multivariate gamma function with parameter β > 0. While
β = 2, 4 are interesting mathematical objects, the case corresponding to β = 1, the real
case, is more relevant for the purposes of multivariate statistical analysis and hence for the
most part of this chapter, we focus on the case β = 1. In (3.5), it is known that a1 = n1/2
and a2 = n2/2. As such, these parameters are known in advance and need not be estimated
using any statistical procedure. Exact evaluation of the marginal distribution of the largest
eigenvalue has not been found yet and in this note, we propose a method for the same.
Dumitriu et al. in [15], give an expression for the distribution function and the density
function of the largest eigenvalue of a real Jacobi matrix as
P (l1 < x) = C1,px
pn1
2 2F1(
n1
2
,
−n2 + p+ 1
2
;
n1 + p+ 1
2
;xI), (3.6)
where
C1,p =
Γ
(1)
p (
n1+n2
2
)Γ
(1)
p (
p+1
2
)
Γ
(1)
p (
n1+p+1
2
)Γ
(1)
p (
n2
2
)
.
and 2F1(·, ·; ·, xI) denotes the hypergeometric function with a matrix argument, which in
this case is considered to be the identity matrix. They further provide a generalisation of
the above result for any β > 0 and not just the real case.
3.1.3 Multiple Integrals and Determinants
In this subsection, we review a classical result involving multiple integrals and determinants
that are used in subsequent sections to compute some multiple integrals having determinantal
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representations. We present it here for the sake of completeness. The following result was
established in the late nineteenth century.∫
· · ·
∫
a<x1≤...≤xn<b
det(φi(xj)) det(ψi(xj))dx1 . . . dxn = det
1≤i,j≤n
b∫
a
φi(x)ψj(x)dx. (3.7)
A formula for a similar integral with a single determinant term was not established until
1955 by De Bruijn in the seminal paper [6]. He provided a technique to compute integrals
of the following form in an ordered measure space.
Ω =
∫
· · ·
∫
a<x1≤...≤xn<b
detφi(xj)dx1dx2 . . . dxn. (3.8)
The result for this type of integral was similar to the previous one, except that instead of Ω,
its square was expressed as a determinant; in other words Ω was expressed as a Pfaffian form.
The computation of the above integral is closely related to the s ignature function, E(x1, x2, . . . , xn)
defined as follows. For any ordered set S, if x1 ∈ S, x2 ∈ S, . . . , xn ∈ S, the signature func-
tion satisfies two properties:
(1)E(x1, x2, . . . , xn) = 1 if x1 < x2 < . . . < xn and (2)E(x1, x2, . . . , xn) is alternating in its
arguments. Consequently, we can write it as
E(x1, x2, . . . , xn) =
∏
1≤i<j≤n
sgn(xj − xi).
Note that the range of integration is not restricted to finite values of a and b. It is true
even if a = −∞ and b = ∞. The approach holds true for any ordered measure space. The
following expansion of the signature function can be proved by the method of induction.
Considering n to be even and m = n/2, we can write
E(x1, x2, . . . , xn) =
1
2mm!
n∑
j1=1
. . .
n∑
jn=1
E(j1, . . . , jn)E(xj1, xj2), . . .
. . . E(xj2m−1 , xj2m)
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where E(j1, . . . , jn) is the signature of the permutation of j1, . . . , jn and is equal to zero when
it is not a permutation. The formulaic structure of the signature function is similar to the
representation of a Pfaffian which is defined as follows.
Definition 3.3. Given a skew symmetric n× n matrix A = (aij), the Pfaffian of A is given
by
Pf(A) =
1
2mm!
n∑
j1=1
. . .
n∑
jn=1
E(j1, . . . , jn)aj1aj2 . . . aj2m−1aj2m ,
where we let n to be even and m = n/2. It is equivalently given by
=
1
2mm!
∑
σ∈Sn
sgn(σ)
m∏
i=1
aσ(2i−1),σ(2i),
where Sn is the symmetric group and sgn(σ) is the signature of the permutation σ.
Note that multiplying the integrand on the right hand side of (3.8) by E(x1, x2, . . . , xn)
leaves the value of the integral unaltered and makes the integrand symmetric in its argument.
Consequently, we can write (3.8) as
Ω =
1
n!
b∫
a
. . .
b∫
a
E(x1, . . . , xn) detφi(xj)dx1 . . . dxn.
Using symmetry in the arguments of signature function and the fact that the determinant
of an n× n matrix has n! terms we can rewrite the integral as
Ω =
b∫
a
. . .
b∫
a
E(x1, . . . , xn)φ1(x1) . . . φn(xn)dx1 . . . dxn.
Noting the expansion of the signature function from its definition, the integral Ω can be
written as a sum of products of m double integrals if n is even and an additional double
integral if n is odd and we thus get the following theorem.
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Theorem 3.1. (DeBruijn, 1955)
(i)
∫
· · ·
∫
det(φj(xk))1≤j,k≤N det(ψj(xk))1≤j,k≤Ndµ(x1) . . . dµ(xN)
= N ! det
(∫
φj(x)ψk(x)
)
1≤j,k≤N
; (3.9)
(ii)
∫
· · ·
∫
a<x1≤...≤xN<b
det(φj(xk))dµ(x1) . . . dµ(xN)
= Pf
 b∫
a
b∫
a
sgn(x− y)φj(x)φk(y)dµ(x)dµ(y)1≤j,k≤N
 ; (3.10)
(iii)
∫
· · ·
∫
det(φj(xk) ψj(xk))1≤j≤2N,1≤k≤Ndµ(x1) . . . dµ(xN)
= (2N)!Pf
(∫
φj(x)ψk(x)− φk(x)ψj(x)dµ(x)
)
1≤j,k≤2N
. (3.11)
These integral identities were developed in de Bruijn [6] as an attempt to generalise (3.7).
Note that the first and last integral identities are valid in general measure spaces. In the
second identity, the space needs to be ordered. In the last identity, the left hand side
determinant is a 2N×2N determinant whose columns are alternating columns of the φj and
ψj, hence the notation, and asymmetry in indexing. It is quite interesting that most of the
foundational theory of random matrices, in the case of invariant measures, is a consequence
of the integrals given in Theorem 3.1.
3.2 Results for Gaussian Ensembles
We first consider the case of real valued Gaussian matrices which will be referred to as
Gaussian Orthogonal Ensemble corresponding to the case of β = 1. The complex and the
quaternion cases are simple extensions of the real case.
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Definition 3.4. Consider matrices of the form, Mn = [Xi,j]
n
i,j=1 where Xi,j = Xj,i ∼ N(0, 1),
i < j and Xi,i ∼
√
2N(0, 1) and are independent for all (i, j). Such a matrix is called a
Gaussian Orthogonal Ensemble.
The above random matrix can be constructed in the following way. Let A = [Yi,j]
n
i,j=1,
where Yi,j ∼ N(0, 1) where the entries are independent and identically distributed. Defining
Mn = (A+ A
T )/
√
2 would give the required Gaussian matrix.
Let Hn denote the space of (n×n) real symmetric matrices, which has
(
n
2
)
+n free variables.
Thus a canonical measure on this space is the Lebesgue measure on R(
n
2)+n. The density for
the GOE with the above Lebesgue measure is 1
Zn
exp[−1
4
trH2]dH where
trH2 =
n∑
i,j=1
h2ij
=
n∑
i=1
h2i,i + 2
∑
i>j
h2ij.
Thus, we can write the density with respect to the above measure as
f(H) =
n∏
i=1
1√
4pi
e−
h2ii
4 dhii
∏
i>j
1√
2pi
e−
h2ij
2 dhij.
Hence, the normalising constant is Zn = (4pi)
n
2 (2pi)
1
2(
n
2). In general, Gaussian ensembles can
be written as
fβ(H) =
1
Zn,β
exp[−β
4
trH2],
where β = 1, 2, 4 corresponding to Gaussian Orthogonal Ensemble i.e., GOE (when we
consider random matrix with real valued random variables), Gaussian Unitary Ensemble
i.e., GUE (when we consider random matrix with complex valued random variables) or
Gaussian Symplectic Ensemble i.e., GSE (when considered over quaternions). A GOE is
invariant under an orthogonal conjugation. Given a GOE, Hn and an (n × n) orthogonal
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matrix P , then P THP has the same density as Hn. Mehta [33] gives the result that the
joint density of the eigenvalues of a GOE/GUE/GSE
fβ(l1, l2, . . . , ln) = CN,β
∏
i<j
|li − lj|βe−
β
2
Pn
i=1 l
2
i (3.12)
where Cn,β is a known normalising constant and l1 > l2 > . . . > ln. It is interesting to
note that the joint eigenvalue distributions corresponding to the three separate cases can
be expressed in a unified notation parameterised by β. Tracy and Widom [46, 47] derived
the asymptotic distribution of the largest eigenvalue for the above three canonical Gaussian
ensembles. They provide limit laws as the matrix dimension goes to infinity. If
Fn,β(t) = Pn,β(l1 < t), β = 1, 2, 4
denotes the distribution function of the largest eigenvalue, then the existence and the closed
form expressions for the three get from [46, 47, 48] that
Fβ(x) = lim
n→∞
Fn,β(2σ
√
n+
σx
n
1
6
) (3.13)
exist and is given by
F2(x) = exp
− ∞∫
x
(y − x)q2(y)dy

F1(x) = (F2(x))
1
2 exp
−1
2
∞∫
x
q(y)dy

F4(x) = (F2(x))
1
2 cosh
−1
2
∞∫
x
q(y)dy

where q is the unique solution to the Painleve` II equation q′′ = xq + 2q3 satisfying the
boundary condition q(x) ∼ Ai(x) as x→∞, and where Ai(x) denotes the Airy function.
89
Expressions for the orthogonal and symplectic ensembles for n→∞ are presented in [48] as
well as the tail behaviour when x→ +∞. The results corresponding to the case of x→ −∞
can be found in [50]. Johnstone [24] proved a universality result under the null hypoth-
esis that Σ = Ip and showed that under appropriate shifting and scaling, the asymptotic
distribution of the largest eigenvalue of Wishart matrices converges to the Tracy-Widom
limit.
3.2.1 Gaussian Orthogonal Ensemble
In this subsection, we derive the exact cumulative distribution function of the largest eigen-
value of a Gaussian orthogonal ensemble. It will be evident from the proof of the next
theorem that Gaussian unitary and symplectic ensembles may be developed in exactly the
same manner.
Theorem 3.2. The cdf of the largest eigenvalue for a N×N GOE is P (l1 ≤ x) = CNΩ where
Ω = Pf(A). Pf(A) denotes the Pfaffian of a matrix A and A = (aij) is a skew-symmetric
matrix such that and aij = I
1
ij − I2ij, where
I1ij =
∞∑
n=0
∞∑
k=0
Γ(c+ 1)
2nΓ(a+ n+ 1)
x2k
Γ(c+ k + 1)
−
∞∑
n=0
Γ(c)
2nΓ(a+ n+ 1)
− 1
2
Γ(a)Γ(b)[x2be−
x2
2
∞∑
n=0
x2n
2nΓ(b+ n+ 1)
− 1].
and
I2ij =
1
4
Γ(a)Γ(b)
[
x2ae−
x2
2
∞∑
n=0
x2n
2nΓ(a+ n+ 1)
− 1
]
×
[
x2be−
x2
2
∞∑
n=0
x2n
2nΓ(b+ n+ 1)
− 1
]
.
where a = i/2, b = j/2, α = i+ j + 2n and c = α/2.
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Proof. Let l1 = lmax denote the largest eigenvalue. Hence, the distribution function of the
largest eigenvalue is given by
F (x) = P (l1 ≤ x)
= P (l1 ≤ x, l2 ≤ x, . . . , lN ≤ x)
= CNΩ.
Leaving the normalising constant, the integral that we need to compute is given by
Ω =
∫
[−∞,x]N
∏
i<j
|li − lj|βe−
β
2
PN
i=1 l
2
i dl1dl2 . . . dlN .
Setting β = 1 for GOE we get,
Ω =
∫
[−∞,x]N
∏
i<j
|li − lj|e
− 1
2
NP
i=1
l2i
dl1dl2 . . . dlN .
Note that the joint distribution of the eigenvalues is the same as the joint distribution of the
order statistics of the eigenvalues, except the normalising constant. Further
∏
i<j |li − lj| =
det(li−1j ) and since we consider that eigenvalues are ordered from the largest to the smallest,
we denote l1 to be the largest eigenvalue and lN to be the smallest eigenvalue.
Let the Stieltjes’ measure be defined as dµ(l) = exp[−1
2
l2]dl. Let g(l) = exp[−1
2
l2]. It is
easily seen that g(l) is increasing when l < 0 and g(l) is decreasing when l > 0. Let us
suppose that x < 0 so that we find the distribution function of l1 when l1 < 0. The case for
x > 0 can be handled analogously. Thus,
Ω =
∫
[−∞,x]N
∏
i<j
|li − lj|dµ(l1)dµ(l2) . . . dµ(lN)
=
∫
[−∞,x]N
det(φi(lj))dµ(l1)dµ(l2) . . . dµ(lN).
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Now, using De Bruijn’s theorem, we know that Ω = Pf(A) where A is a skew-symmetric
matrix(of even order for the time being). Let aij denote the (i, j)
th entry of the matrix.
Hence,
Ω = Pf
 x∫
−∞
x∫
−∞
sgn(y − t)φi(t)φj(y)dµ(t)dµ(y)
 .
Writing the (i, j)th entry of the matrix A, we get,
aij =
x∫
−∞
x∫
−∞
sgn(y − t)φi(t)φj(y)dµ(t)dµ(y)
=
x∫
−∞
x∫
−∞
sgn(y − t)ti−1yj−1dµ(t)dµ(y)
=
x∫
−∞
y∫
−∞
yj−1ti−1dµ(t)dµ(y)−
x∫
−∞
x∫
y
yj−1ti−1dµ(t)dµ(y)
= 2
x∫
−∞
y∫
−∞
ti−1yj−1dµ(t)dµ(y)−
x∫
−∞
x∫
−∞
ti−1yj−1dµ(t)dµ(y)
= I1i,j − I2i,j. (3.14)
where,
I1i,j = 2
x∫
−∞
y∫
−∞
ti−1yj−1dµ(t)dµ(y). (3.15)
and
I2i,j =
x∫
−∞
x∫
−∞
ti−1yj−1dµ(t)dµ(y). (3.16)
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Let us look at (3.16) first
I2i,j =
x∫
−∞
x∫
−∞
ti−1yj−1dµ(t)dµ(y)
=
x∫
−∞
x∫
−∞
ti−1yj−1e−
t2
2 e−
y2
2 dtdy
=
x∫
−∞
ti−1e−
t2
2 dt
x∫
−∞
yj−1e−
y2
2 dy.
Consider
I2
′
ij =
x∫
−∞
ti−1e−
t2
2 dt.
Substituting t
2
2
= v we rewrite the above as
= 2
i
2
−1
x2
2∫
∞
v
i
2
−1e−vdv
= −2 i2−1
∞∫
x2
2
v
i
2
−1e−vdv
= −2 i2−1Γ(a, x
2
2
).
where a = i
2
and the last term refers to an upper incomplete Gamma function, see [56]. We
know from [56] that Γ(a, x
2
2
) = Γ(a)−γ(a, x2
2
) where γ(a, x
2
2
) is the lower incomplete Gamma
function and
γ(a,
x2
2
) = a−1(
x2
2
)ae−
x2
2 F1(1, a+ 1,
x2
2
)
where F1 is the confluent Hypergeometric series given by
F (a, c, z) =
∞∑
n=0
(a)n
(c)n
zn
n!
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for c 6= 0,−1,−2, . . .
=
Γ(c)
Γ(a)
∞∑
n=0
Γ(a+ n)
Γ(c+ n)
zn
n!
.
Now,
F (1, a+ 1,
x2
2
) =
∞∑
n=0
(1)n
(a+ 1)n
x2n
2nn!
=
Γ(a+ 1)
Γ(1)
∞∑
n=0
Γ(n+ 1)
Γ(a+ n+ 1)
(x2)n
2nn!
= Γ(a+ 1)
∞∑
n=0
x2n
2nΓ(a+ n+ 1)
.
Thus we get,
γ(a,
x2
2
) =
x2a
a · 2a e
−x2
2 Γ(a+ 1)
∞∑
n=0
x2n
2nΓ(a+ n+ 1)
. (3.17)
The infinite series given in (3.17) converges for all x since Γ(a+ n+ 1) is non-negative. We
therefore get
I2
′
ij =
x∫
−∞
ti−1e−
t2
2 dt
= −2 i2−1Γ(a, x
2
2
)
= −2 i2−1[Γ(a)− γ(a, x
2
2
]
= 2
i
2
−1[γ(a,
x2
2
)− Γ(a)]
= 2
i
2
−a−1Γ(a)
[
x2ae−
x2
2
∞∑
n=0
x2n
2nΓ(a+ n+ 1)
− 1
]
=
1
2
Γ(a)
[
x2ae−
x2
2
∞∑
n=0
x2n
2nΓ(a+ n+ 1)
− 1
]
. (3.18)
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Similarly, letting b = j
2
we can write
I2
′′
ij =
x∫
−∞
yj−1e−
y2
2 dy
= 2
j
2
−b−1Γ(b)
[
x2be−
x2
2
∞∑
n=0
x2n
2nΓ(b+ n+ 1)
− 1
]
=
1
2
Γ(b)
[
x2be−
x2
2
∞∑
n=0
x2n
2nΓ(b+ n+ 1)
− 1
]
. (3.19)
We thus get I2i,j = (3.18)× (3.19). Now, let’s look at I1i,j. From (3.15) we see,
I1i,j = 2
x∫
−∞
y∫
−∞
ti−1yj−1dµ(t)dµ(y)
= 2
x∫
−∞
y∫
−∞
ti−1yj−1e−
t2
2 e−
y2
2 dtdy
I1i,j = 2
x∫
−∞
yj−1e−
y2
2
 y∫
−∞
ti−1e−
t2
2 dt
 dy
= Γ(a)
x∫
−∞
yj−1e−
y2
2
[
y2ae−
y2
2
∞∑
n=0
y2n
2nΓ(a+ n+ 1)
− 1
]
dy
= Γ(a)
x∫
−∞
y2a+j−1e−y
2
∞∑
n=0
y2n
2nΓ(a+ n+ 1)
dy − Γ(a)
x∫
−∞
yj−1e−
y2
2 dy
= Γ(a)[I1
′
ij − I1
′′
ij ]
where
I1
′
ij =
x∫
−∞
∞∑
n=0
y2a+j+2n−1e−y
2
2nΓ(a+ n+ 1)
dy.
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Let α = 2a+ j + 2n, since the infinite sum is convergent, we can take it out of the integral
to get
=
∞∑
n=0
1
2nΓ(a+ n+ 1)
x∫
−∞
yα−1e−y
2
dy
= −
∞∑
n=0
1
2nΓ(a+ n+ 1)
∞∫
x2
v
α
2
−1e−vdv
= −
∞∑
n=0
1
2nΓ(a+ n+ 1)
Γ(c, x2).
where c = α
2
= −
∞∑
n=0
Γ(c)
2nΓ(a+ n+ 1)
+
∞∑
n=0
γ(c, x2)
2nΓ(a+ n+ 1)
(3.20)
Now, remember that
γ(c, x2) =
x2c
c
e−x
2
F1(1, c+ 1, x
2)
F1(1, c+ 1, x
2) = Γ(c+ 1)
∞∑
n=0
x2k
Γ(c+ k + 1)
.
Substituting the last two expressions in (3.20), we get
∞∑
n=0
∞∑
k=0
Γ(c+ 1)
2nΓ(a+ n+ 1)
x2k
Γ(c+ k + 1)
−
∞∑
n=0
Γ(c)
2nΓ(a+ n+ 1)
. (3.21)
Therefore we have
I1
′′
ij = Γ(a)
x∫
−∞
yj−1e−
y2
2
=
1
2
Γ(a)Γ(b)[x2be−
x2
2
∞∑
n=0
x2n
2nΓ(b+ n+ 1)
− 1]. (3.22)
Thus, setting I1ij = (3.21)-(3.22) we get the required integral. Consequently, we have closed
form analytical expressions to get the (i, j)th entry of the matrix A as aij = I
1
ij − I2ij.
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The required integral is given by Ω = Pf(A) and consequently the cumulative distribution
function of the largest eigenvalue for the GOE is given by F (x) = CN,1Ω.
3.2.2 Extensions to GUE/GSE
The above approach can be easily extended to the cases of β = 2, 4 as well. For β = 2, that
is for Gaussian Unitary Ensemble , the main integral to be evaluated is
Ω =
∫
[−∞,x]N
∏
i<j
(li − lj)2e−
PN
i=1 l
2
i dl1dl2 . . . dlN .
The only difference in the entire analysis from the GOE case corresponds to the treatment
of the Vandermonde term. Using (3.9) with φi(x) = x
i, ψj(x) = x
j, we can write
∏
i<j(li −
lj)
2 = det(φi(x)ψj(x)). As a consequence of Theorem 3.1[3.9], the above multiple integral
evaluation reduces to the following evaluation of a determinant whose (i, j)th entries are
single integrals as shown below with,
aij =
x∫
−∞
φi(x)ψj(x)dµ(x)
Ω = det(A) where A = (aij). The principle analysis would in fact be simpler since we would
be dealing with single integrals and hence with single incomplete gamma functions.
For the case of β = 4, the Guassian Symplectic Ensemble, the integral to be evaluated is
Ω =
∫
[−∞,x]N
∏
i<j
(li − lj)4e−2
PN
i=1 l
2
i dl1dl2 . . . dlN .
It is to be noted that the primary difference in the above integral once again happens to be
the Vandermonde term, which in this case is
∏
i<j(li − lj)4 which can be dealt with as in
Dieng and Tracy [12] by appealing to∏
0≤j<k≤N
(xj − xk)4 = det(xjk jxj−1k )j=0,...2N−1,k=1,...,N , (3.23)
97
and applying Theorem 3.1[3.11]. The exact evaluations are somewhat more direct in the
β = 4 case since one does not need to deal with the sgn(·) term in (3.14) as in the β = 1
setting.
3.3 Results for Jacobi Ensemble
The Double Wishart setting is also referred to in literature as the Jacobi ensemble owing to its
representation in terms of the Jacobi polynomials. Again, we only present the β = 1 case, i.e.,
real valued matrices. The definition of the greatest root statistic was given in section (3.1.2).
An approximate expression in terms of a hypergeometric function with a matrix argument
was also presented. Koev et al. in [29] present efficient algorithms and implementation
using MATLAB to evaluate a hypergeometric function with a matrix argument. Johnstone
[25] reports that current MATLAB evaluations to compute the distribution function of the
greatest root statistic take about 1 second for n1, n2, p ≤ 17. Recently, Johnstone in [25]
presented an asymptotic result of the greatest root statistic. The universality behaviour of
the largest eigenvalue of this class of random matrices was established. It turns out that
under some growth conditions on the sample sizes, n1, n2 and the number of variables, p,
the logit transform of the greatest root statistic also follows the Tracy-Widom law. More
precisely, assume p is even and that p, n1(p) and n2(p) tend to infinity together in such a
way that
lim
p→∞
min(p, n2)
n1 + n2
> 0, lim
p→∞
p
n1
< 1.
Then the following is true.
Theorem 3.3 (Johnstone, 2008). Let l1(p) denote the greatest root statistic. Assume that
n1, n2 →∞ as p→∞ through even values of p as given above. For each s0 ∈ R, there exists
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C > 0 such that for all s ≥ s0,
|P{Wp ≤ µp + σps} − F1(s)| ≤ Cp− 23 e− s2 ,
where F1(s) is the CDF of the Tracy-Widom distribution, Wp = log
l1(p)
1−l1(p) , µp and σp are
centring and scaling constants given by
µp = 2 log tan(
φ+ γ
2
) and σ3p =
16
(n1 + n2 − 1)2
1
sin2(φ+ γ) sinφ sin γ
,
where the angle parameters φ and γ depend on n1, n2 and p.
We are however interested in deriving the exact cumulative distribution function of the
greatest root statistic which effectively reduces to evaluate the following integral.
Ω =
∫
[0,x]p
p∏
i=1
lb1i (1− li)b2
∏
i<j
|li − lj|dl1dl2 . . . dlp. (3.24)
Theorem 3.4. The integral in (3.24) is Ω = Pf(A), where Pf(A) denotes the Pfaffian
of a matrix A, and A = (aij) is a skew-symmetric matrix whose (i, j)
th entry is given by
aij = I
1
ij − I2ij where
I1ij = 2
b2∑
n=0
b2∑
k=0
(−b2)n(−b2)k
(i+ b1 + n)(α + n+ k)
xα+n+k
(n!)(k!)
I2ij =
[
xi+b1Γ(b2 + 1)
b2∑
n=0
(−1)n 1
(i+ b1 + n)Γ(b2 + 1− n)
xn
n!
]
[
xj+b1Γ(b2 + 1)
b2∑
n=0
(−1)n 1
(j + b1 + n)Γ(b2 + 1− n)
xn
n!
]
where (−b2)n = (−1)n(b2 − n+ 1)n, (a)n = Γ(a+n)Γ(a) and α = i+ j + 2b1.
Proof. Suppose l1 ≥ l2 ≥ . . . lp are the eigenvalues of the multivariate beta distribution.
Then, owing to the positive definiteness of the Wishart matrices used in the construciton of
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the multivariate beta matrix, all the eigenvalues of the multivariate beta matrix lie between
0 and 1. Now,
P (l1 ≤ x) = P (l1 ≤ x, l2 ≤ x, . . . , lp ≤ x)
=
∫
[0,x]p
f(l)dl.
Denoting the joint distribution by J1
P (J1 ≤ x) =
∫
[0,x]p
f(l)dl.
As a reminder, a1 = n1/2 and b1 = n2/2. Let b1 = a1 − p−12 − 1 and b2 = a2 − p−12 − 1.
As such, we have b1 =
n1−p+1
2
− 1 and b2 = n2−p+12 − 1. The normalising constant in the
joint density function is completely specified for known values of a1 and a2. We need an
analytical expression for the integral given above. We use Theorem 3.1 (ii). Note that the
joint distribution of the eigenvalues is the same as the joint distribution of the order statistics
of the eigenvalues. Further,
∏
i<j |li − lj| = det(li−1j ) For the time being, let us assume that
the matrix is of even order. The odd order case would require just a slight modification.
The integral that we need to evaluate is given by
Ω =
∫
[0,x]p
p∏
i=1
l
a1− p−12 −1
i (1− li)a2−
p−1
2
−1∏
i<j
|li − lj|dl1dl2 . . . dlp
=
∫
[0,x]p
p∏
i=1
lb1i (1− li)b2
∏
i<j
|li − lj|dl1dl2 . . . dlp. (3.25)
Define the following Stieltjes’ measure as µ(l) = lb1(1−l)b2dl. Let g(l) = lb1(1−l)b2 . We need
the above measure to be a valid Stieltjes’ measure so that we can use De Bruijn’s Theorem
and as such we need conditions for which g(l) would be a monotone function. Thus,
g(l) = lb1(1− l)b2 .
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Differentiating with respect to l we get
g′(l) = b1lb1−1(1− l)b2 − b2lb1(1− l)b2−1
= lb1−1(1− l)b2−1[b1(1− l)− b2l].
We know that b1, b2 are positive. Let us further assume that b1, b2 > 1, which is equivalent
to saying that n1 > p + 2 and n2 > p + 2. We know that l ∈ [0, 1]. Therefore, 0 <
lb1−1(1 − l)b2−1 < 1 ∀l. For g(l) to be a monotone increasing function, we need g′(l) > 0.
This implies b1(1 − l) − b2l > 0 and so that l < b1b1+b2 . Therefore, if x < b1b1+b2 , then
we can use the Stieltjes’ measure, for g(l) would be a monotone increasing function in
that case. Note also that g( b1
b1+b2
) = 0 and the function is symmetric around b1
b1+b2
so
for x > b1
b1+b2
, the function is monotone decreasing. As such, for this case the integral
computation would be symmetric with a negative sign. Let us consider the case of x < b1
b1+b2
.
Let dµ(lj) = l
b1
j (1− lj)b2dl and define
Ω =
∫
[0,x]p
p∏
i=1
lb1i (1− li)b2
∏
i<j
|li − lj|dl1dl2 . . . dlp
=
∫
[0,x]p
∏
i<j
(li − lj)dµ(l1)dµ(l2) . . . dµ(lp)
=
∫
[0,x]p
det(φi(lj))dµ(l1)dµ(l2) . . . dµ(lp). (3.26)
As written earlier, φi(lj) = l
i−1
j and the determinant thus computed is the classical Vander-
monde determinant. Now, using De Bruijn’s Theorem, we know that Ω = Pf(A) where A is
a skew-symmetric matrix (of even order for the time being), let aij denote the (i, j)
th entry
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of the matrix. From Theorem 3.1 (ii) we get,
aij =
x∫
0
x∫
0
φi(t)φj(y)sgn(y − t)dµ(t)dµ(y)
=
x∫
0
x∫
0
ti−1yj−1sgn(y − t)dµ(t)dµ(y)
=
x∫
0
y∫
0
ti−1yj−1dµ(t)dµ(y)−
x∫
0
x∫
y
ti−1yj−1dµ(t)dµ(y)
aij = 2
x∫
0
y∫
0
ti−1yj−1dµ(t)dµ(y)
−
 x∫
0
y∫
0
ti−1yj−1dµ(t)dµ(y) +
x∫
0
x∫
y
ti−1yj−1dµ(t)dµ(y)

= I1ij − I2ij
where
I1ij = 2
x∫
0
y∫
0
ti−1yj−1dµ(t)dµ(y) (3.27)
and
I2ij =
x∫
0
y∫
0
ti−1yj−1dµ(t)dµ(y) +
x∫
0
x∫
y
ti−1yj−1dµ(t)dµ(y)
=
x∫
0
x∫
0
ti−1yj−1dµ(t)dµ(y). (3.28)
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Let us first look at (3.28), it follows that
I2ij =
x∫
0
x∫
0
ti−1yj−1dµ(t)dµ(y)
=
x∫
0
x∫
0
ti−1yj−1tb1yb1(1− t)b2(1− y)b2dtdy
=
 x∫
0
ti+b1−1(1− t)b2dt
 x∫
0
yj+b1−1(1− y)b2dy

= B(i+ b1, b2 + 1, x)B(j + b1, b2 + 1, x). (3.29)
where B(·, ·, x) is the incomplete beta function. From [56], we see that incomplete beta
functions can be represented as a Gaussian hypergeometric series. The standard Gaussian
Hypergeometric series is given by
F (a, b, c, z) =
∞∑
n=0
(a)n(b)n
(c)n
zn
n!
,
where (a)n is called the Pochhammer symbol given by (a)n =
Γ(a+n)
Γ(a)
. We also note from [56]
that if in the Gaussian Hypergeometric series, either a or b is a negative integer, then the
series becomes a polynomial, that is,
F (−m, b, c, z) =
m∑
n=0
(−m)n(b)n
(c)n
zn
n!
.
Given an incomplete Beta function as
B(a, b, z) =
z∫
0
ta−1(1− t)b−1dt
with 0 < z < 1 we can write it as
B(a, b, z) =
za
a
F (a, 1− b, a+ 1, z).
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where F (a, 1 − b, a + 1, z) is the standard Gaussian hypergeometric series. In our case, we
see that,
B(i+ b1, b2 + 1, x) =
xi+b1
i+ b1
F (i+ b1,−b2, i+ b1 + 1, x)
=
xi+b1
i+ b1
b2∑
n=0
(i+ b1)n(−b2)n
(i+ b1 + 1)n
xn
n!
. (3.30)
We further have, (−b2)n = (−1)n(b2 − n+ 1)n so that, we can rewrite (3.30) as
B(i+ b1, b2 + 1, x) =
xi+b1
i+ b1
b2∑
n=0
(−1)n (i+ b1)n(b2 − n+ 1)n
(i+ b1 + n)n
xn
n!
(3.31)
=
xi+b1
i+ b1
b2∑
n=0
(−1)n i+ b1
i+ b1 + n
Γ(b2 + 1)
Γ(b2 + 1− n)
xn
n!
= xi+b1Γ(b2 + 1)
b2∑
n=0
(−1)n 1
(i+ b1 + n)Γ(b2 + 1− n)
xn
n!
.
(3.32)
Using (3.31), we can write (3.29) as
I2ij =
[
xi+b1Γ(b2 + 1)
b2∑
n=0
(−1)n 1
(i+ b1 + n)Γ(b2 + 1− n)
xn
n!
]
[
xj+b1Γ(b2 + 1)
b2∑
n=0
(−1)n 1
(j + b1 + n)Γ(b2 + 1− n)
xn
n!
]
.
(3.33)
Now, upon examination of (3.27), which is denoted by I1ij we see
I1ij = 2
x∫
0
y∫
0
ti−1yj−1dµ(t)dµ(y)
= 2
x∫
0
yj−1
 y∫
0
ti−1dµ(t)
 dµ(y).
Now the inner integral is an incomplete beta function that is given by
y∫
0
ti−1dµ(t) =
y∫
0
ti+b1−1(1− t)b2dt
=
yi+b1
i+ b1
F (i+ b1,−b2, i+ b1 + 1, y).
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Thus, we can write I1ij as
I1ij =
2
i+ b1
x∫
0
yi+j+2b1−1(1− y)b2F (i+ b1,−b2, i+ b1 + 1, y)dy.
Let α = i+ j + 2b1, then
I1ij =
2
i+ b1
x∫
0
yα−1(1− y)b2F (i+ b1,−b2, i+ b1 + 1, y)dy.
Since i, j, b1, b2 ≥ 1 we have,
=
2
i+ b1
x∫
0
yα−1(1− y)1+b2−1
(
b2∑
n=0
(i+ b1)n(−b2)n
(i+ b1 + 1)n
yn
n!
)
dy.
The summation is a polynomial and hence taking it outside of the integral
=
2
i+ b1
b2∑
n=0
(i+ b1)(−b2)n
(i+ b1 + n)(n!)
x∫
0
yα+n−1(1− y)1+b2−1dy
= 2
b2∑
n=0
(−b2)n
(i+ b1 + n)(n!)
B(α + n, 1 + b2, x)
= 2
b2∑
n=0
(−b2)n
(i+ b1 + n)(n!)
xα+n
(α + n)
F (α + n,−b2, α + n+ 1, x)
= 2
b2∑
n=0
(−b2)nxα+n
(i+ b1 + n)(α + n)(n!)
b2∑
k=0
(α + n)k(−b2)k
(α + n+ 1)k
xk
k!
= 2
b2∑
n=0
(−b2)nxα+n
(i+ b1 + n)(α + n)(n!)
b2∑
k=0
(α + n)(−b2)k
(α + n+ k)
xk
k!
= 2
b2∑
n=0
b2∑
k=0
(−b2)n(−b2)k
(i+ b1 + n)(α + n+ k)
xα+n+k
(n!)(k!)
. (3.34)
Thus, using (3.33) and (3.34) we can write the (i, j)th entry of the matrix A as aij =
(3.34)− (3.33).
Proposition 3.1. For the real Jacobi case as above, the cdf of the largest eigenvalue is
obtained as the Pfaffian of a skew-symmetric matrix whose (i, j)th entry is derived above.
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Let A = (aij) denote the required skew matrix. P (λ1 ≤ x) = Cp,1Pf(A), where Cp,1 is a
normalizing constant. We show that 0 ≤ Pf(A) ≤ 1.
Proof. Note that, we are considering only the matrix of even order for the time being. For
a matrix of even order, its determinant can be written as the square of a polynomial in
the matrix entries. This polynomial is called the Pfaffian of the matrix. Thus, Pf(A) =√
det(A). We first show that aij for each (i, j) is lies between −1 and 1 and strictly nonzero
for some i and j in the range of integration. From above, we see that
aij = I
1
ij − I2ij
where I1ij and I
2
ij are given as
I1ij = 2
x∫
0
y∫
0
ti−1yj−1dµ(t)dµ(y)
I2ij =
x∫
0
x∫
0
ti−1yj−1dµ(t)dµ(y).
Obviously y ≤ x. Thus, I1ij ≤ 2I2ij. Hence, (I1ij − I2ij) ≤ I2ij. Note that
I2ij = B(i+ b1, b2 + 1, x)B(j + b1, b2 + 1, x),
which by definition they lies between 0 and 1, therefore, I2ij < 1 for x < 1. Consequently,
aij < 1 for every value of i and j.
We thus see that each entry of the skew symmetric matrix lies between −1 and 1. It is
known that the determinant of a matrix can be interpreted as the area of the parallelogram
whose vertices are given by the columns of the matrix. Consider a skew matrix B = (bij) of
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order (2n× 2n) where n ∈ I+ such that bji = −bij. Let the matrix B be given by
B =

0 −1 · · · −1
1 0 · · · −1
...
...
. . .
...
1 1 · · · 0

.
It is clear that det(B) = 1. Geometrically, we can think of the parallelogram constructed
using the columns of A to lie inside the parallelogram constructed using the columns of B
and as such, the area of parallelogram using columns of A is less than 1.
We next need to show that aij is strictly nonzero in the the range of integration. The integral
under consideration is given by
aij =
x∫
0
x∫
0
ti+b1−1(1− t)b2yj+b1−1(1− y)b2sgn(y − t)dtdy.
The integral is being evaluated in the box, [0, x] × [0, x] for 0 < x < 1. For i 6= j (off-
diagonal elements), the integrand is asymmetric around the diagonal joining [0, 0] and [x, x].
However, for i = j, the integral is symmetric and due to the sign function, the integral
is 0, which also follows from the skew symmetricity of the matrix. Hence, the integral is
nonzero in the range of integration for every i and j. Therefore 0 < det(A) < 1. Hence,
0 < Pf(A) =
√
det(A) < 1.
As in Subsection 3.2.2 the above approach can be extended to the cases of β = 2, 4 as well.
In the general Jacobi ensemble setting, the extension of (3.24) that is needed is of the form
Ωβ =
∫
[0,x]p
p∏
i=1
lc1i (1− li)c2
∏
i<j
|li − lj|βdl1dl2 . . . dlp. (3.35)
As in the general Gaussian ensemble setting, the only difference in the entire analysis is the
treatment of the Vandermonde term. If β = 2 we can write
∏
i<j(li − lj)2 = det(xixj) and
apply (3.9), whereas for the case of β = 4, we apply (3.23) in (3.11).
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3.4 Moments of the greatest root statistic for the bivariate case
Consider the p = 2 case. The joint distribution of the two eigenvalues of the multivariate
beta distribution is given by
f(l1, l2) =
1
I(2, 1, a1, a2)
2∏
i=1
l
a1− 12−1
i (1− li)a2−
1
2
−1(l1 − l2)
where
I(2, 1, a1, a2) =
Γ
(1)
2 (2)
pi(Γ(3
2
))2
Γ
(1)
2 (a1)Γ
(1)
2 (a2)
Γ
(1)
2 (a1 + a2)
.
In the current section, we denote the normalising constant given above by C. Here, we
evaluate the moments of the greatest root statistic when the number of dimensions is 2.
For a 2 × 2 skew symmetric matrix, A = (aij), it is easy to see that Pf(A) = a12, which
normalised by the above constant gives the cdf of the greatest root. The support of the
distribution of the greatest root is (0, 1). We know that for a continuous positive random
variable, X, the expected value can be written as
E[X] =
∞∫
0
P [X > x]dx.
We can thus write the expected value of the greatest root as
E[l1] =
1∫
0
P [l1 > x]dx
=
1∫
0
[1− CPf(A)]dx
= 1− C
1∫
0
a12dx
= 1− C
1∫
0
I112dx+ C
1∫
0
I212dx. (3.36)
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As in the previous section, we investigate the expectation term by term. Consider the first
integral.
E1 =
1∫
0
I112dx
=
2
i+ b1
b2∑
n=0
(i+ b1)(−b2)n
(i+ b1 + n)(n!)
1∫
0
x∫
0
yα+n−1(1− y)1+b2−1dydx
=
2
i+ b1
b2∑
n=0
(i+ b1)(−b2)n
(i+ b1 + n)(n!)
1∫
0
B(α + n− 1, 1 + b2, x)dx
=
2
i+ b1
b2∑
n=0
(i+ b1)(−b2)n
(i+ b1 + n)(n!)
1∫
0
xα+n
(α + n)
2F1(α + n,−b2, α + n+ 1, x)dx. (3.37)
The following result gives the definite integral of a 2F1 hypergeometric function in terms of
a 3F2 hypergeometric function
1∫
0
xρ−1(1− x)σ−12F1(α1, β, γ, x)dx = Γ(ρ)Γ(σ)
Γ(ρ+ σ)
3F2(α1, β, ρ; γ, ρ+ σ; 1).
Setting ρ = α + n and σ = 1 in (3.37), we get
E1 =
2
i+ b1
b2∑
n=0
(i+ b1)(−b2)n
(i+ b1 + n)(n!)(α + n)(α + n+ 1)
3F2(α + n,−b2, α + n+ 1;α + n+ 1, α + n+ 2; 1).
(3.38)
The second integral term in (3.36) is E2 =
∫ 1
0
I212dx which is
E2 = Γ
2(b2 + 1)
b2∑
n=0
b2∑
k=0
(−1)n(−1)k
n!k!
1
(1 + b1 + n)Γ(b2 + 1− n)
1
(2 + b1 + k)Γ(b2 + 1− k)
1∫
0
x3+2b1+n+kdx
= Γ2(b2 + 1)
b2∑
n=0
b2∑
k=0
(−1)n(−1)k
n!k!
1
(1 + b1 + n)Γ(b2 + 1− n)
1
(2 + b1 + k)Γ(b2 + 1− k)
1
(4 + 2b1 + n+ k)
.
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Thus, writing E = 1−CE1 +CE2, we get an analytical expression for the expected value of
the greatest root statistic when p = 2. Using exactly the same argument as above, analytical
expressions of higher order moments can be easily derived. However, deriving moments for
dimensions greater that 2 seems a much more difficult proposition.
3.5 Discussion
We have presented a unified analytical framework to derive the distribution function of the
largest eigenvalue of the Gaussian orthogonal ensemble and the Jacobi ensemble exploiting
the theory of special functions and the Pfaffian form. Extensions to the analytical evalua-
tions for GUE/GSE as presented in Subsection (3.2.2) need to be carried out. Extensions
to the theoretically interesting case of evaluating a similar analogue for GSE and the corre-
sponding complex and quaternion cases in the double Wishart setting are also in the works.
The next natural questions would be to provide analytical expressions for the moments (if
any) of the respective random variables and also address the case of computing exact p-values
and confidence intervals for the greatest root statistic. It would also be instructive to devise
a method to simulate from the derived distributions.
A related but analytically different question to address is to understand the maximal do-
main of attraction of the Tracy-Widom distribution. In other words, if X1, X2, . . . , Xn
are i.i.d. copies of Tracy-Widom distributed random variables, what is the distribution
of max{X1, X2, . . . , Xn}? This question is the subject of Chapter 4.
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Chapter 4
Domain of Attraction of Tracy-Widom
Distribution
4.1 Introduction
The Tracy-Widom law appears as the limiting distribution of the largest eigenvalue of var-
ious random matrices. However, it cannot be parametrised as a classical extreme value
distribution since the Tracy-Widom law arises as an asymptotic distribution for a dependent
sequence of random variables, contrary to the limit distributions in extreme value theory. We
investigate the maximum domain of attraction of an i.i.d. sequence of Tracy-Widom random
variables and show that it belongs to the Gumbel domain of attraction. Classical analysis
of the extremes of random variables have relied on the well developed extreme value theory.
We don’t present details related to extreme value theory here and refer the reader to [10] or
[36] for details.
The finite sample exact distribution of the largest eigenvalue of many classes of random
matries is hard to find. The computation of p-values corresponding to the largest eigenvalue
arising in many multivariate analyses techniques involving a single or double Wishart setting
are rather tedious, relying on cumbersome tables or specialised software. Good asymptotic
approximations are therefore a dersirable goal. Johnstone in [24] showed that the limiting
distribution of the largest eigenvalue of a Wishart random matrix has the Tracy-Widom
distribution. More precisely, suppose X = (Xij)n×p has entries that are i.i.d. Xij ∼ N(0, 1)
and suppose the sample eigenvalues of the Wishart matrix XTX are denoted by l1 > l2 >
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. . . > lp. Then Johnstone [24] showed that,
l1 − µnp
σnp
→ W1 ∼ F1
where
µnp = (
√
n− 1 +√p)2 and σnp = (
√
n− 1 +√p)( 1√
n− 1 +
1√
p
)
1
3 .
and F1 is the Tracy-Widom distribution corresponding to a Gaussian orthogonal ensemble,
details of which are presented in Section 4.2.
The greatest root statistic, which is the largest eigenvalue of a multivariate beta distribution
or a Jacobi ensemble, describes the null hypothesis distribution of several methods such as
MANOVA, canonical correlations, testing equality of covariance matrices etc. The definition
of a Jacobi ensemble and the greatest root statistic are presented in Chapter 3. Traditionally,
calculation of the exact distribution of the greatest root statistic has once again relied on
extensive tables or use of specialised software. Dumitriu et al. in [15], give an expression for
the distribution function and the density function of the largest eigenvalue of a real Jacobi
matrix as
P (l1 < x) = C1,px
pn1
2 2F1(
n1
2
,
−n2 + p+ 1
2
;
n1 + p+ 1
2
;xI), (4.1)
where
C1,p =
Γ
(1)
p (
n1+n2
2
)Γ
(1)
p (
p+1
2
)
Γ
(1)
p (
n1+p+1
2
)Γ
(1)
p (
n2
2
)
.
and 2F1(·, ·; ·, xI) denotes the hypergeometric function with a matrix argument, which in
this case is considered to be the identity matrix. Yet another spectacular universality result
was proved by Johnstone in [25] where he showed that the logit transform of the greatest
root statistic converges to the Tracy-Widom law corresponding to the Gaussian orthogonal
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ensemble subject to a more complicated location and scale transformation. In hypothesis
testing situation with the greatest root statistic, people have classically resorted to using a
lower bound based on the F distribution, which is highly anti-conservative. In this regard,
several examples motivated in Johnstone [26] provide sound evidence of using the Tracy-
Widom approximation to compute corresponding p-values.
4.2 Tracy-Widom Distribution
A random matrix model is a probability space (Ω,F , P ) where the sample space Ω is a space
of matrices and the probability measure P , is an invariant measure corresponding to the
symmetricity of the matrix structure. The following two definitions are in order.
Definition 4.1. (GOE) Consider matrices of the form, Mn = [Xi,j]
n
i,j=1 where Xi,j = Xj,i ∼
N(0, 1), i < j and Xi,i ∼
√
2N(0, 1) and are independent for all (i, j). Such a matrix is
called a Gaussian Orthogonal Ensemble.
Definition 4.2. (GUE) Consider matrices of the form, Mn = [Xi,j]
n
i,j=1 where Xi,j = Xj,i,
Xi,j ∼ N(0, 1) + iN(0, 1/2), i < j and Xi,i ∼ N(0, 1) and are independent for all (i, j). Such
a matrix is called a Gaussian Unitary Ensemble.
The density function corresponding to the reference Lebesgue measure is given by
1
Zn,β
exp(−β
4
trM2)
where β = 1 corresponds to GOE and β = 2 corresponds to GUE. Analogously, one can
define the density function for the Guassian symplectic ensmebles by setting β = 4. GSE is
a Gaussian random matrix model defined over the field of quaternions.
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For any matrix A in the above matrix ensembles, let λ1 ≤ λ2 ≤ . . . λn := λmax denote the
eigenvalues of A. Note that since we are dealing with symmetric and Hermitian matrices,
all the eigenvalues are real. The joint density of the eigenvalues of both GOE and GUE,
parametrised by β can be written as
fβ(x1, x2, . . . , xn) = Cn,β
∏
1≤i≤j≤n
|xi − xj|β
n∏
i=1
exp(−βx
2
i
2
) (4.2)
The exact distribution of the largest eigenvalue from the joint distribution of all the eigen-
values in the right hand side of (4.2) involves a highly non-trivial integration. Moreover,
eigenvalues of such random matrices were used to model very high energy levels of complex
nuclei and this involved understanding the behaviour in an asymptotic setting. Prompted
by the analytical difficulty of the integration and to address the physical question of interest,
Tracy and Widom in their seminal works in [48, 49] derived the limit distribution, i.e., the
Tracy-Widom distribution, of the largest eigenvalue arising in both GOE and GUE.
The Tracy-Widom cumulative distirbution function arising from the GUE is given by
F2(x) = exp
− ∞∫
x
(s− x)q2(s)ds
 . (4.3)
and the Tracy-Widom cumulative distribution function arising from the GOE is given by
F1(x) = exp
−1
2
∞∫
0
q(s)dy
 (F2((x)) 12 . (4.4)
in terms of the solution q(x) to classical Painleve´ non-linear second order differential equation
q′′(x) = xq(x) + 2q3(x), q(x) ∼ Ai(x) as x→∞ (4.5)
where Ai(x) denotes the Airy function and where q(x) ∼ Ai(x) means
lim
x→∞
q(x)
Ai(x)
= 1.
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The above cumulative distribution functions can also be expressed as a Fredholm determinant
but we don’t present that representation here. More details can be found in any of [12, 24,
48, 49, 50]. The Tracy-Widom distribution is parameter-free and the approximate mean and
variance corresponding to GOE (β = 1) and GUE (β = 2) are presented in Table 4.1.
Table 4.1 – TW Statistics
β Mean Variance
1 -1.21 1.607
2 -1.77 0.813
4.3 Domain of Attraction
We investigate the following problem. If X1, X2, . . . , Xn are i.i.d. copies of random variables
having a Tracy-Widom distribution arising from the Gaussian Unitary Ensemble (GUE),
then what domain of attraction does Mn = max{X1, X2, . . . , Xn} belong to? We know from
[50] that the eigenvalues of GUE are real. We state below the classical result, see for example
[10], that characterises extremal distributions.
Theorem 4.1. (Fisher-Tippet Theorem)
Let (Xn) be a sequence of i.i.d. random variables. If there exist normalising constants cn > 0
and dn ∈ R and some non-degenerate distribution function H such that
c−1n (Mn − dn) d→ H
then H belongs to the type of one of the following three distribution functions:
1. Frechet: φα(x) =
 0 for x ≤ 0exp(−x−α) for x > 0

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2. Weibull: ψα(x) =
 exp(−(−x)
α) for x ≤ 0
1 for x > 0

3. Gumbel: Λ(x) = exp(−(exp(−x))) x ∈ R.
Theorem 4.2. (Fisher-Tippet (1928) and Gnedenko (1943)) The class of extreme
value distributions is Gγ(ax+ b) with a > 0, b ∈ R where
Gγ(x) = exp
{−(1 + γx)−1/γ} , 1 + γx > 0
with γ ∈ R and where for γ = 0, the right hand side is interpreted as exp(−e−x). The
parameter γ is called the extreme value index.
We have the following result from [10] that gives a sufficient condition for any continuous
distribution to belong to a particular domain of attraction.
Theorem 4.3. Let F be a distribution function and x∗ be its right endpoint. Suppose F ′′(x)
exists and F ′(x) is positive for all x in some left neighbourhood of x∗. If
lim
x↑x∗
(1− F (x))F ′′(x)
(F ′(x))2
= −γ − 1.
then F is in the domain of attraction of Gγ.
Theorem 4.4 states the result of the domain of attraction of the maximum of an i.i.d. sequence
of random variables having the Tracy-Widom distribution arising from the GUE.
Theorem 4.4. Let X1, X2, . . . , Xn be a sequence of i.i.d. random variables having the Tracy-
Widom distribution for the unitary case with cumulative distribution function F2 as given in
(4.3). Let x∗ = sup{x ∈ R|F2(x) < 1} denote the right end point of F2. Here x∗ = ∞. Let
X = max(X1, X2, . . . , Xn) denote the maximum. Then, F2 ∈ D(G0), i.e., F2 belongs to the
domain of attraction of the Gumbel Distribution.
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Before proving the theorem, we first prove a few lemmas that are required to prove the
theorem.
Lemma 4.1. Suppose q(x) denotes the solution to the Painleve´ II differential equation, and
q′(x) denotes the first derivative of q(x), then for sufficiently large values of x, i.e., for
x→∞,
q′(x) ∼ −x1/2q(x).
Proof. It is well known that q(x) ∼ Ai(x) as x→∞. Recall from [2] that the Airy function
Ai(x) satisfies Ai
′′
(x) = xAi(x) and as x→∞,
Ai(x) ∼ 1
2
√
pix1/4
e−
2
3
x3/2 .
Writing ζ = 2
3
x3/2, from Chapter 9 in [55], we see that
Ai
′
(x) = −31/6pi−1/2ζ4/3e−ζU(7
6
,
7
3
, 2ζ). (4.6)
where U(a, b, x) is a standard solution to the Kummer’s equation
x
d2w
dx2
+ (b− x)dw
dx
− aw = 0.
and is uniquely determined by the property that
U(a, b, x) ∼ x−a as x→∞
Thus as x→∞, the function U(·, ·, ·) in (4.6) becomes
U(
7
6
,
7
3
, 2ζ) ∼ (2ζ)−7/6. (4.7)
Hence, asymptotically, (4.6) is
Ai
′
(x) ∼ −31/6pi−1/2ζ4/3e−ζ(2ζ)−7/6.
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which simplifies to
Ai
′
(x) ∼ − 1
2
√
pi
x1/4e−
2
3
x3/2
∼ −x1/2Ai(x). (4.8)
From [41], we see that q(x) satisfies the boundary condition that q(x) → 0 as x → ∞ and
from [55], we see that the Airy function is such that limx→∞Ai(x) = 0. Consequently, by
l’Hospital rule, q′(x) ∼ Ai′(x) as x→∞. Thus, from (4.8) we see
q
′
(x) ∼ −x1/2q(x) as x→∞.
Lemma 4.2. Let F
′
2(x) and F
′′
2 (x) denote the first and second derivative of F2(x), the cu-
mulative distribution of the Tracy-Widom distribution arising from GUE (β = 2). Then,
F
′
2(x) = F2(x)R(x).
F
′′
2 (x)
F
′
2(x)
= R(x) +
R′(x)
R(x)
.
where
R(x) =
∞∫
x
q2(s)ds. (4.9)
Proof. Let
φ(x) =
∞∫
x
(s− x)q2(s)ds =
∞∫
x
sq2(s)ds− xR(x). (4.10)
When s → ∞, then sq2(s) → 0 because q(s) behaves asymptotically like the Airy function
for sufficiently large values of s. Thus, letting the upper limit of the integration on the right
hand side of (4.10) be some x0 where x0 is “sufficiently” large, we can apply the fundamental
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theorem of calculus to get
d
dx
 x0∫
x
sq2(s)ds
 = −xq2(x) for x0 →∞. (4.11)
Similar argument gives
R′(x) = −q2(x). (4.12)
Combining (4.11) and (4.12) we get the derivative of φ(x) as
φ
′
(x) = −R(x). (4.13)
Rewriting (4.3) as F2(x) = exp(−φ(x)) and then taking logarithms on both sides and differ-
entiating with respect to x we get,
F
′
2(x)
F2(x)
= −φ′(x) = R(x) (4.14)
which implies
F
′
2(x) = F2(x)R(x).
Taking logarithms and differentiating again with respect to x in the above equation we get,
F
′′
2 (x)
F
′
2(x)
=
F
′
2(x)
F2(x)
+
R
′
(x)
R(x)
= R(x) +
R
′
(x)
R(x)
. (4.15)
Lemma 4.3. For x→∞, R(x) is asymptotically given by
R(x) = exp
(
− 4
3
x3/2
)( 1
8pix
+O(x−5/2)
)
. (4.16)
Proof. R(x) is as in (4.9). From Baik et al. [3], we get an equivalent representation of R(x)
as
R(x) = [q′(x)]2 − xq2(x)− q4(x). (4.17)
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Bassom et al. in [1] provide asymptotic expansions for q(x) and q′(x) as
q(x) =
1
2
√
pi
x−1/4 exp
(− 2
3
x3/2
)[
1− 5
48
x−3/2 +O(x−3)
]
. (4.18)
q′(x) = − 1
2
√
pi
x1/4 exp
(− 2
3
x3/2
)[
1 +
7
48
x−3/2 +O(x−3)
]
. (4.19)
From the above equations we get,
xq2(x) =
1
4pi
x1/2 exp
(− 4
3
x3/2
)[
1− 5
48
x−3/2 +O(x−3)
]2
=
1
4pi
x1/2 exp
(− 4
3
x3/2
)[
1− 5
24
x−3/2 +O(x−3)
]
=
1
4pi
exp
(− 4
3
x3/2
)[
x1/2 − 5
24x
+O(x−5/2)
]
. (4.20)
and
[q
′
(x)]2 =
1
4pi
x1/2 exp
(− 4
3
x3/2
)[
1 +
7
48
x−3/2 +O(x−3)
]2
=
1
4pi
x1/2 exp
(− 4
3
x3/2
)[
1 +
7
24
x−3/2 +O(x−3)
]
=
1
4pi
exp
(− 4
3
x3/2
)[
x1/2 +
7
24x
+O(x−5/2)
]
. (4.21)
Expanding q4(x) similarly and combining the expressions obtained in (4.20) and (4.21) we
get the required result.
PROOF OF THEOREM
Proof. We use Theorem 4.3 to prove the result. In other words, we need to to show that
lim
x→∞
[1− F2(x)]F ′′2 (x)
[F ′2(x)]2
= −1. (4.22)
If the limit in (4.22) evaluates to −1, then the extreme value index γ = 0 which gives
a sufficient condition that the Tracy-Widom distribution for GUE belongs to the Gumbel
domain of attraction. The left hand side of (4.22) can be written as
L =
[
1− F2(x)
F ′2(x)
]
·
[
F ′′2 (x)
F ′2(x)
]
.
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From Lemma 4.2 we get
L =
[
1− F2(x)
F2(x)R(x)
]
·
[
R(x) +
R′(x)
R(x)
]
= [1− F2(x)] +
[
1− F2(x)
F2(x)
]
·
[
R′(x)
R2(x)
]
. (4.23)
Since F2(x) is a cdf, limx→∞[1− F2(x)] = 0. We thus need to show that the second term in
the right hand side of (4.23) goes to −1 as x → ∞. Since F2(x) = exp[−φ(x)] and using
(4.12), we can express the second term in (4.23) as
L2 = − lim
x→∞
q2(x)[eφ(x) − 1]
R2(x)
. (4.24)
Let J(x) = 1
2
√
pi
x−1/4e−
2
3
x3/2 . It is well known that asymptotically Ai(x) ∼ J(x) as x → ∞,
see for example [55]. Thus, q(x) ∼ J(x). Hence,
L2 = − lim
x→∞
J2(x)[eφ(x) − 1]
R2(x)
.
Applying l’Hosptial rule we get,
L2 = − lim
x→∞
J2(x)eφ(x)φ′(x) + 2J(x)J ′(x)[eφ(x) − 1]
2R(x)R′(x)
.
It is easily seen that
J ′(x) = −
[
1
4x
+ x1/2
]
J(x).
It follows that J ′(x) ∼ −√xJ(x). Thus,
2J(x)J ′(x)[eφ(x) − 1] = 2J(x)[eφ(x) − 1]
[
J ′(x)
−√xJ(x)
][−√xJ(x)]
= −2√xJ2(x)[eφ(x) − 1]
[
J ′(x)
−√xJ(x)
]
.
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Thus, (4.24) is
L2 = − lim
x→∞
J2(x)R(x)eφ(x) + 2
√
xJ2(x)[eφ(x) − 1][J ′(x)/−√xJ(x)]
2q2(x)R(x)
= −
[
lim
x→∞
1
2
· J
2(x)eφ(x)
q2(x)
+ lim
x→∞
√
xJ2(x)[eφ(x) − 1][J ′(x)/−√xJ(x)]
q2(x)R(x)
]
= −
[
lim
x→∞
1
2
· e
φ(x)
q2(x)/J2(x)
+ lim
x→∞
√
x[eφ(x) − 1]
R(x)
·
[
J ′(x)/−√xJ(x)]
q2(x)/J2(x)
. (4.25)
Observe that limx→∞ φ(x) = 0, so limx→∞ eφ(x) = 1 and limx→∞ q2(x)/J2(x) = limx→∞
[
J ′(x)/−
√
xJ(x)
]
= 1. Thus, if it is shown that limx→∞
√
x[eφ(x)−1]/R(x) = 1/2, we get the required
result.
lim
x→∞
√
x[eφ(x) − 1]
R(x)
= lim
x→∞
√
x(1− e−φ(x))
e−φ(x)R(x)
= lim
x→∞
√
x(1− F2(x))
F2(x)
· 1
R(x)
. (4.26)
Observe that F2(x) = F (x)
2 where
F (x) = exp
−1
2
∞∫
x
(s− x)q2(s)ds
 .
From [50] we note that
F (x) = 1− e
− 4
3
x3/2
32pix3/2
(
1 +O(x−3/2
)
.
Thus, asymptotically,
F2(x)
−1 = F (x)−2 = 1 +
e−
4
3
x3/2
16pix3/2
(
1 +O(x−3/2)
)
.
and,
(1− F2(x)) = e
− 4
3
x3/2
16pix3/2
(
1 +O(x−3/2)
)
.
Hence we get the following asymptotic expression as
1− F2(x)
F2(x)
=
(
1
16pix3/2
+O(x−3)
)
e−
4
3
x3/2 . (4.27)
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Using Lemma 4.3 and (4.27), the right hand side of (4.26) has the following asymptotic
expression
√
x(1− F2(x))
F2(x)
· 1
R(x)
=
√
x
(
1
16pix3/2
+O(x−3)
)
e−
4
3
x3/2(
1
8pix
+O(x−5/2)
)
e−
4
3
x3/2
=
1
16pix
+O(x−7/2)
1
8pix
+O(x−5/2)
=
1
2
· 1
1 +O(x−3/2)
+
O(x−5/2)
1 +O(x−3/2)
(4.28)
The right hand side in (4.28) goes to 1/2 as x→∞. As such, (4.25) is
L2 = −
[
lim
x→∞
1
2
· e
φ(x)
q2(x)/J2(x)
+ lim
x→∞
√
x[eφ(x) − 1]
R(x)
· lim
x→∞
[
J ′(x)/−√xJ(x)]
q2(x)/J2(x)
= −[1
2
· 1 + 1
2
· 1]
= −1
which is the required result.
In Figure 4.1, we plot the expression in the left hand side of (4.22) for the Tracy-Widom
distribution corresponding to GUE (β = 2) and GOE (β = 1) for a grid of x values.
Analytical derivation of the limit result for the GOE case seems more complicated than the
GUE case. However, the convergence of the limit to −1 can be gleaned from the figure for
both the cases which is encouraging since the tail behaviour of the distribution for the GOE
case seems to indicate that it should belong to the Gumbel domain of attraction.
4.4 Simulation
We conducted a basic simulation study to compare the behaviour of the maximum of i.i.d.
Tracy-Widom random variables corresponding to β = 2 and the Gumbel distribution. In
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Figure 4.1 – Limit corresponding to GUE and GOE
each simulation run, generate an i.i.d. sequence, X1, X2, . . . , Xk, of Tracy-Widom random
variables of length k = 10000 and store the value of M = max{X1, X2, . . . , Xk} from each
run. This exercise is repeated n = 1000 times to get a distribution of M , the maximum of
i.i.d. Tracy-Widom random variables. In Table 4.2, we present some basic empirical statis-
tics of the simulated distribution of maximums and also report the corresponding theoretical
statistics from the Gumbel distribution. It can be seen that the basic measures of mean and
standard deviation of the simulated distribution of maximums and the Gumbel distribution
are indeed very close to each other. In Table 4.3, we report the 1st, 25th, 75th, 90th, 95th, and
99th quantiles of the simulated maximums and the theoretical Gumbel distribution respec-
tively. It can be clearly seen that even at the 90th, 95th and 99th quantile, the corresponding
numbers are very close. In fact, for any hypothesis test conducted at α = 0.05 or even
α = 0.01, using the Tracy-Widom distribution, the p-value computations using a Gumbel
approximation would be conservative.
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In Figure 4.2, we present the QQ-plot of the simulated maximums and the Gumbel distribu-
tion. We observe a departure on the extreme right tail. However, this happens well beyond
the 99th quantile and for all practical purposes, this would not cause any problem in carrying
out any hypothesis tests. In Figure 4.3, we present a histogram of the simulated maximum
of Tracy-Widom random variables overlaid with the theoretical Gumbel density. It can be
seen that the fit seems to be rather good. The exercise was done on the R platform with the
newly available RMTSTAT software. The location term for normalisation is bn = U(n) where
U(n) is the left continuous inverse of 1/(1−F2). U(n) can be treated as the 100 ∗ (1− 1/n)
quantile of the distribution, which can be easily obtained using the the quantile function
of the software. The scaling term is an = 1/(nF
′
2(bn)). Since the cumulative distribution
function is continuous, F ′2(bn) is just the density function evaluated at bn, which can also be
easily obtained using the package RMTSTAT.
Table 4.2 – Comparison of some statistics of simulated max TW with true Gumbel
Measures Mean S.D.
Max TW 0.5771 1.2586
Gumbel 0.5572 1.2825
Table 4.3 – Comparison of some Quantiles of simulated max TW and Gumbel
Quantiles 1st 25th 75th 90th 95th 99th
Max TW -2.1479 -0.3229 1.2445 2.2815 2.9614 4.2539
Gumbel -2.1439 -0.3140 1.2114 2.2160 2.9212 4.5204
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Figure 4.2 – QQ plot of Max TW (GUE) with theoretical Gumbel
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Figure 4.3 – Histogram of Max TW GUE overlaid with the Gumbel density
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4.5 Statistical Applications
Suppose there are n1 i.i.d. samples from x ∼ N(µ1,Σ1) and n2 i.i.d. samples from y ∼
N(µ2,Σ2). Further suppose the objective is to compare the equality of the two covariance
matrices, i.e., define the null and the alternative hypothesis as H0 : Σ1 = Σ2 vs Ha : Σ1 6= Σ2.
Let Si be the covariance estimates which are independent Wishart distributed matrices with
ni degrees of freedom, i.e., niSi ∼ Wp(ni,Σi) for i = 1, 2. Then, a test of the null hypothesis
is based on the largest eigenvalue, λ1 of (n1S1+n2S2)
−1n2S2, which under the null hypothesis
has the λ1(p, n1, n2) distribution. It can be seen in Johnstone [26] that the Tracy-Widom
distribution corresponding to β = 1 provides very good approximation to the distribution of
λ1(p, n1, n2) to test the null hypothesis.
Consider the following union-intersection type sequence of hypotheses to be conducted. Let
H01 : Σ11 = Σ12, H02 : Σ21 = Σ22, . . . , H0k : Σk1 = Σk2.
Define the multivariate hypothesis H0 as H0 = ∩H0j for j = 1, 2, . . . , k. This implies that
H0 is true if and only if each of the component hypothesis H0j is true. Thus, accept H0 if
and only if every component hypothesis H0j is accepted. We can equivalently say that we
reject H0 if any component hypothesis H0j is rejected. Let Rj denote the rejection region
corresponding to the jth hypothesis test. Then by the union-intersection test principle, R =
∪Rj denotes the rejection region corresponding to H0. Let n11, n12 denote the sample sizes
corresponding to the hypothesis test H01. Let n21, n22 be the sample sizes corresponding to
the hypothesis test H02. In general, let nj1, nj2 denote the sample sizes for the j
th hypothesis
test for j = 1, 2, . . . , k. Let Sj1, Sj2 denote the covariance estimators for the j
th hypothesis
test. Thus, the test statistic for H0j is λ1j(p, nj1, nj2), which is the largest eigenvalue of
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(nj1Sj1 + nj2Sj2)
−1nj2Sj2. For each of the component hypothesis, let Tj denote the Tracy-
Widom approximation of λ1j(p, nj1, nj2). Thus, Rj = {Tj > cj} where cj is a constant. Let
Mk = max{T1, T2, . . . , Tk} and R = ∪Rj. Therefore, reject H0 if Mk falls in the rejection
region, i.e., R = {Mk > c} for some constant c which is chosen so that PH0(Mk > c) = α. For
large k, Mk ∼ G where G has a Gumbel distribution. Hence, in such union-intersection type
test constructions for a large number of independent tests where the greatest root statistic is
used, one could use a Gumbel distribution approximation to compute approximate p-values.
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