The main applications of 188 Re in radionuclide therapies include trans-arterial liver radioembolization and palliation of painful bone-metastases. In order to optimize 188 Re therapies, the accurate determination of radiation dose delivered to tumors and organs at risk is required. Single photon emission computed tomography (SPECT) can be used to perform such dosimetry calculations. However, the accuracy of dosimetry estimates strongly depends on the accuracy of activity quantification in 188 Re images. In this study, we performed a series of phantom experiments aiming to investigate the accuracy of activity quantification for 188 Re SPECT using high-energy and medium-energy collimators. Objects of different shapes and sizes were scanned in Air, non-radioactive water (Cold-water) and water with activity (Hot-water). The ordered subset expectation maximization algorithm with clinically available corrections (CT-based attenuation, tripleenergy window (TEW) scatter and resolution recovery was used). For high activities, the dead-time corrections were applied. The accuracy of activity quantification was evaluated using the ratio of the reconstructed activity in each object to this object's true activity. Each object's activity was determined with three segmentation methods: a 1% fixed threshold (for cold background), a 40% fixed threshold and a CT-based segmentation. Additionally, the activity recovered in the entire phantom, as well as the average activity concentration of the phantom background were compared to their true values. Finally, Monte-Carlo simulations of a commercial γ-camera were performed to investigate the accuracy of the TEW method. Good quantification accuracy (errors <10%) was achieved for the entire phantom, the hot-background activity concentration and for objects in cold background segmented with a 1% threshold. However, the accuracy of activity quantification for objects segmented with 40% threshold or CT-based methods decreased (errors >15%), mostly due to partial-volume effects. The Monte-Carlo simulations confirmed that TEW-scatter correction applied to 188 Re, although practical, yields only approximate estimates of the true scatter.
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Introduction

Rhenium-188 (
188 Re, half-life = 17 h) is a promising isotope for use in radionuclide therapies thanks to its favourable physical and chemical properties. 188 Re decays by emission of high-energy beta particles ( E max = 2.1 MeV) which can be used to deliver a high radiation dose to tumor cells. Furthermore, the beta decay is accompanied by emission of 155 keV photons which can be imaged using γ-cameras, allowing us to perform image-based dosimetry calcul ations (Hambye et al 2002, Zanzonico and Divgi 2008) . Additionally, the chemistry of 188 Re is similar to that of its congener 99m Tc, making the pair 188 Re99m Tc an ideal candidate for theranostic applications. Lastly, 188 Re can be cost-effectively obtained from a 188 W/ 188 Re generator which, due to its parent's half-life of 69 d, has a useful shelf-life of several months (Argyrou et al 2013, Dash and Knapp 2015) .
The main clinical applications of 188 Re in radionuclide therapies are currently the treatment of painful bone metastases (Li et al 2001 , Lange et al 2016 , radiation synovectomy (Shin et al 2007) and trans-arterial liver cancer therapies (Bernal et al 2007 , Liepe et al 2007 , Nowicki et al 2014 . In order to assess the effectiveness, as well as to optimize 188 Re therapies, the accurate knowledge of radiation dose delivered to targets and organs at risk is required. The accuracy of image-based dosimetry calculations relies on the accuracy of quantification of the activity distribution within the patient body (Dewaraja et al 2012) .
Accurate measurements of 188 Re activity using SPECT are challenging due to the complex decay scheme of this isotope (table 1, Singh 2002) . Considering gamma emissions, 188 Re emits, in addition to the 155 keV photon, high-energy photons which result in large amounts of down-scattered events within the photopeak energy window (Uribe et al 2016 . Furthermore, these high-energy photons also cause high levels of collimator septal-penetration. To minimize these problems, the use of medium energy (ME) or high energy (HE) collimators to image 188 Re has been recommended (Eary et al 1990) . However, poor spatial resolution of these collimators results in strong partial volume effects. On a positive note, although the interactions of beta particles (emitted from the 188 Re decay) with tissue produce Bremsstrahlung radiation, its contribution to the detected signal in the gamma camera is negligible (Uribe et al 2016) .
Given the problems described above, it is expected that the accuracy of 188 Re SPECT activity quantification will be influenced by the choice of the collimator, the image acquisition parameters and the accuracy of the corrections for image-degrading factors implemented in the reconstruction algorithm.
Several studies have investigated quantitative capabilities of SPECT for imaging radionuclide therapy isotopes other than 188 Re, such as 131 I (Dewaraja et al 2013) , 177 Lu (Ljungberg et al 2015 , Uribe et al 2017 and 90 Y (Minarik et al 2008 , Rong et al 2012 . Regarding 188 Re, (Hambye et al 2002) performed a phantom study to investigate the differences between the image quantification capabilities of 188 Re and 99m Tc. The authors concluded that the accuracy of target-to-background activity estimation in the phantom was significantly lower for 188 Re than for 99m Tc, mostly due to the presence of down-scattered photons recorded in the 188 Re photopeak.
Another phantom study (Chaudakshetrin et al 2004) showed that quantification of 188 Re activity using a 2D imaging method can be reasonably accurate, with errors below 25%. This method was applied to perform patient-specific dosimetry for 188 Re therapy of liver cancer (Zanzonico and Divgi 2008) .
More recently, Shcherbinin et al (2013) demonstrated the feasibility of accurate quantification of 188 Re SPECT images using phantom experiments. However, the experimental conditions of this phantom study (phantom geometry and activity levels) did not resemble those used in typical 188 Re therapies. Additionally, the images were corrected for scatter using an analytical method (Wells et al 1998) , which is not available in clinical scanners. For these reasons, the quantitative accuracy of 188 Re SPECT imaging for clinically relevant conditions (i.e. similar to these which are available in clinical scanners) still remains unknown.
In this work we performed a series of phantom experiments aiming to expand and complement those performed by Shcherbinin et al (2013) . In this context, the objectives of our study were:
(1) To evaluate the accuracy of image quantification for 188 Re SPECT studies acquired under clinically relevant conditions and reconstructed using the standard ordered subset expectation maximization (OSEM) (Hudson and Larkin 1994) algorithm with the three clinically available corrections (CT-based attenuation, triple-energy window (TEW) scatter and resolution recovery). Additionally, a commercial γ-camera was modelled with Monte-Carlo to simulate the planar acquisitions of a point-source and a phantom containing a sphere filled with 188 Re. The goal of these simulations was to investigate the accuracy of the TEW scatter correction method for 188 Re.
Materials and methods
The accuracy of 188 Re SPECT activity quantification was investigated through phantom experiments and Monte-Carlo simulations. To this end, three series of phantom experiments were performed:
(1) Quantification experiments-to evaluate the accuracy of the reconstructed activity distribution of 188 Re with compensation for attenuation (AC), scatter (SC), resolution recovery (RR) and dead-time losses (DT); (2) Dead-time experiments-to determine the dead-time correction factors (DTCFs) to be applied on 188 Re SPECT high-activity studies; (3) Calibration experiments-to determine the camera normalization factor that converts corrected counts in the reconstructed image into the units of activity (or activity concentration).
Additionally, Monte Carlo simulation studies were done using Geant4 Application for Tomography Emission (GATE) v7.1 (Jan et al 2004) . In these studies, the 188 Re planar acquisitions of a sphere and a point source as would be acquired with the SPECT camera equipped with medium-and high-energy collimators were simulated to investigate the performance of the TEW scatter correction method.
The details of the phantom experiments and Monte-Carlo simulations are described in the following sub-sections.
2.1.
188 Re Phantom experiments 2.1.1. Quantification experiments. The accuracy of quantification of 188 Re SPECT images was investigated using a thorax phantom (Data Spectrum Corporation, USA) with lungs and spine inserts. The phantom was scanned in two configurations: (A) containing a set of five spheres (labeled as S1-S5) and two bottles (B1 and B4) and (B) containing a set of four bottles (labeled as B1-B4) and one sphere (S6). These objects model lesions of different sizes located at different positions inside the body (figure 1). To test the accuracy of quantification under the challenging attenuation and scattering conditions, some of the objects were placed at the locations resembling regions with non-uniform distribution of tissue density such as between the spine and the lungs (figure 1). The information about the phantom experimental conditions, including object volumes, diameters and activities are summarized in table 2.
The 188 Re activities were measured using the Atomlab 100plus dose calibrator (Biodex, USA) available at our Nuclear Medicine department at Vancouver General Hospital (VGH). The 188 Re dose calibrator dial setting number ( 76.5 ± 4.8 ) was determined experimentally using a thyroid-probe method . Both phantom configurations were scanned under three conditions: (1) with empty background (Air)-to investigate the quantification with minimal scatter and attenuation; (2) with the phantom body (background) filled with water (Cold-water)-to investigate the performance of attenuation and scatter corrections and; (3) with the background filled with a 188 Re solution (Hot-water), to evaluate the accuracy of quantification in conditions similar to those of a real patient scan. The source-tobackground ratio (SBR) in the Hot-water scan was 7:1, which represents an intermediate value of Tumor-to-Normal liver ratio in 188 Re radioembolization therapies, as measured in clinical and pre-clinical studies (Lepareur et al 2012) .
All phantom experiments were performed using our Symbia T (Siemens Medical, Germany) SPECT/CT camera (VGH, Nuclear Medicine Department). The acquisitions were performed twice: with the ME and the HE collimators. The collimator specifications are shown in table 3.
In order to investigate the effect of the scatter-energy window width on the accuracy of quantification of the reconstructed images, the projection data from the phantom experiment with configuration A was acquired using the 155 keV photopeak energy window and the two sets of scatter windows referred to as 'narrow' and 'wide' (table 4). The projection data from the phantom with configuration B was acquired using the 155 keV photopeak and the 'narrow' window settings only.
The acquisition matrix was 128 × 128 and a total of 90 projections were acquired for each scan using non-circular orbits. The projection time was 5 s for the scans in Air, and 10 s for the scans in Cold-and Hot-water. At the scan time, the sum of activity in the phantom inserts (spheres and bottles) was 697 MBq and 575 MBq for A and B configurations, respectively. The total activity in the entire phantom, including the hot background, was 1193 MBq for phantom B, whereas only 491 MBq for phantom A because this scan was performed 2 days after the Air/Cold-water acquisitions due to an unexpected mechanical problem of the camera.
Dead-time experiments. DTCF for
188 Re imaged using the Symbia T camera equipped with ME and HE collimators were obtained following the method described by Celler et al (2014) . This method requires the determination of the calibration curves corresponding to the losses of primary photons due to the dead-time as a function of increasing activity in the imaged object (patient or phantom). We are interested in dead-time losses of primary photons because only these photons are used in the creation of quantitative images. The experimental procedures used in the dead-time experiments were as follows:
• A 20 MBq ml −1 188 Re master solution was prepared by diluting 4.5 GBq of 188 Re into 230 ml of water.
• This master solution was dispensed into 17 syringes with the following distribution: ten syringes were filled with 100 MBq each, four syringes were filled with 250 MBq each, one was filled with 500 MBq and two with 1000 MBq each. The exact activity in each syringe was measured using our Atomlab 100plus dose-calibrator.
• In a series of experiments, the content of each of these syringes was sequentially dispensed into a 300 ml bottle that was placed 5 cm off-centre inside a water filled Jaszczak phantom. As a result, the bottle activity increased from 0 MBq to 1000 MBq (in 10 steps, 100 MBq each), from 1000 MBq to 2000 MBq (in 4 steps, 250 MBq each), from 2000 MBq to 2500 MBq (in 1 step, 500 MBq) and from 2500 MBq to 4500 MBq (in 2 steps, 1000 MBq each).
• For each activity level, planar scans were performed with the camera heads in a 180° configuration. Both ME and HE collimators were used in these scans. The distance between the collimator and the centre of the bottle was 35 cm and 25 cm for head 1 and head 2, respectively. This geometry created different photon flux and different scattering conditions for head 1 and head 2. The energy window settings for these planar acquisitions are shown in table 4. In total, the data were acquired in five energy windows covering the entire energy spectrum measured by the camera (18 keV-700 keV). To minimize errors due to counting statistics, the acquisition times of planar images ranged from 5 min (for activities lower than 500 MBq) to 1 min (for activities higher than 1500 MBq).
• For each individual planar image, the observed primary photons count-rate was determined as the collected count-rate in the 155 keV photopeak window corrected for scatter using the TEW method. The true primary count-rate was estimated by linear extrapolation of the observed primary photon count-rates from acquisitions where the measured Table 4 . Energy window settings (narrow and wide) for the 188 Re quantification and the dead-time experiments. Extra windows SLE (spectrum at low energies) and SHE (spectrum at high energies) were used to measure count-rates in the entire energy spectrum. Values are given in keV. count-rate in the entire spectrum was less than 50 kct s −1 (i.e. camera dead-time was negligible).
• The 'observed' versus 'true' primary photon count-rates were plotted and the data were fitted to the paralyzable + non-paralyzable model (Guirado et al 2012) :
where R O and R T represent the 'observed' and the 'true' primary photon count-rates, respectively; τ P and τ NP represent the paralyzable and non-paralyzable camera dead-time values (in seconds). Curve fitting was performed using a non-linear least squares method applying the 'trust-region' algorithm on MATLAB (Mathworks, USA).
• From the fitted data (i.e. phantom calibration curves), for each observed count-rate of primary photons, the DTCF can be calculated as the ratio of the 'observed' to the 'true' primary photon count-rates.
• In order to determine the DTCF to be applied to the reconstructed images, the value of this factor had to be determined (and tabulated) as a function of the total count rates corresponding to the 'observed' primary photon losses. This was done by relating the values of the 'observed' primary photon count rates to the corresponding total observed count rates.
When performing the dead-time correction for the subsequent patient (or phantom) study, first the 'observed' total count-rate (recorded in the entire spectrum) has to be estimated, as the measured count-rate averaged over all the tomographic projections. Subsequently, the DTCF corresponding to this total count-rate has to be evaluated using the tabulated DTCF values (determined in the previous phantom experiments). Finally, this correction factor has to be applied to the SPECT image reconstructed using primary photons only.
Monte-Carlo simulations for
188 Re SPECT Parallel to the experimental acquisitions, Monte Carlo simulations of the SPECT system were performed. The model of the Symbia T camera included the following elements: the ME and HE collimators (table 3); a 9.5 cm thick NaI detector covered by a 0.05 cm thick aluminum layer at the front; a back-compartment region (light-guide and photo-multiplier tubes) and; lead shielding around the detector. This model of the camera was validated in our previous publication (Uribe et al 2016) .
The planar images of a 188 Re point-like source (0.15 cm radius) in air, a sphere filled with a 188 Re solution (1.0 cm radius) placed in air, and the same sphere placed inside a Jaszczak phantom filled with water were simulated. For each source, the projections of the true scattered photons detected in the photopeak window and those of scattered photons, which would be acquired using narrow and wide settings of the energy windows used with the TEW scatter correction, were generated. Additionally, the energy spectra that would be detected by the camera for each source were simulated. A total of 1.2 × 10 9 and 3 × 10 9 188 Re decays were simulated for the point source and the sphere, respectively, to ensure that the number of detected counts in the photopeak window was above 50 000 (resulting in 0.5% statistical uncertainty). The 188 Re decay data in GATE is based on the Evaluated Nuclear Structure Data File database (Bhat 1992) . The physics of photon interactions included photoelectric processes, Compton and Rayleigh scattering, pair production, electron ionization and scattering, Bremsstrahlung and electron-positron annihilation.
Image reconstruction, data processing and camera calibration
The tomographic reconstructions were performed using the standard ordered subsets expectation maximization (OSEM) algorithm (Hudson and Larkin 1994) with 10 subsets and 8 iterations. The number of updates of the estimated image during OSEM reconstruction will affect the contrast and recovery of the object's activity, especially for small structures. Although the selected parameters for our study (10 subsets, 8 iterations) were not optimized to achieve the best object's activity recovery, our previous tests (not described here) indicate that these reconstruction parameters provide a good compromise between the recovery of small and large reconstructed objects and the speed of the reconstruction, and are similar to those typically used in clinics. The corrections for attenuation (using the CT-based attenuation map), scatter (using the TEW method with two sets of scatter window settings, see table 4) and resolution recovery (as in Blinder et al (2001) ) were applied. No filter was applied on the reconstructed images. Since the amount of Bremsstrahlung photons present in the photopeak window of 188 Re tomographic projections is negligible (Uribe et al 2016) , no further corrections were required.
The counts in the reconstructed SPECT images were corrected for dead-time losses (as described in section 2.1.2) and then converted into units of activity using the experimentally measured calibration factor (CF). The CFs for ME and HE collimators were determined using planar acquisitions of a 12 MBq 188 Re point source. These planar images were corrected for background from the high-energy scattered photons using the TEW with 'narrow' or 'wide' scatter windows (corresponding to what was used in the SPECT reconstruction). In the analysis of images for the camera calibration, the counts recorded in the entire image were used (a 1% threshold was applied).
The quantification accuracy of 188 Re images was evaluated in terms of the recovery coefficients (RC), which represent the ratio of the measured activity in each object in the reconstructed image to this object's true activity, as determined using the dose-calibrator. The recovery curves (i.e. RC versus object diameter) were determined for each phantom configuration (A and B), both scatter energy window settings ('narrow' and 'wide' window) and all scanning conditions (Air, Cold-water and Hot-water).
To quantify the individual object's activity, three segmentation methods were applied. First, a fixed 1% threshold (consistent with that used in the camera calibration measurement) was applied to the SPECT image of the objects in cold background (Air and Cold-water images). This segmentation method was implemented to investigate the quantification accuracy of objects without the influence of partial volume effects (PVEs) as in this case the resulting volumes were large enough to account for the spill-out of activity. However, for obvious reasons, the 1% threshold could not be used for hot-water phantoms.
Moreover, the object's activities in Air, Cold-and Hot-water images were quantified by applying a fixed 40% threshold, which is often used in clinical settings (Erdi et al 1995) and by delineating (in 3D) the object's boundaries based on its physical shape obtained from CT images.
Additionally, since the accuracy of a small object's activity quantification can be strongly influenced by the segmentation method due to partial volume effects, the accuracy of activity quantification in the whole phantom was evaluated for all phantom configurations. The total activity in the entire phantom was determined by applying a 1% fixed threshold to the SPECT image. Furthermore, the average activity concentration in a cylindrical VOI (Volume = 175 ml) placed in a uniform region of the phantom background was estimated from the Hot-water images. This approach allowed us to evaluate the accuracy of activity quantification independent of the segmentation method. The quantification errors were estimated as the percent difference between the total phantom activity (and activity concentration) recovered in the reconstructed image and its true activity.
Results
Measurements of camera dead-time factors
Figures 2(A) and (B) show the primary photons' count losses due to the dead-time for ME and HE collimators, measured with both camera detectors. These curves represent the observed count-rates of primary photons (i.e. TEW-scatter corrected photopeak photons) as a function of the true primary photons count-rates. Because we used an additional 10 cm of water between the source and detector 1 (as compared to source-detector 2), detector 1 count-rates were not sufficiently high to generate any visible camera dead-time when using HE or ME collimator. For detector 2, the primary photon count-losses were observed with both HE and ME collimators and the measured dead-time was modelled as a combination of paralyzable and non-paralyzable system (equation (1)). The DTCF estimated from the HE and ME calibration curves were tabulated and plotted as a function of the total observed count-rate (figures 2(C) and (D)).
3.2.
188
Re quantification
The experimentally determined camera CFs, required to convert the reconstructed image counts into activity values when using TEW-narrow energy window settings were equal to 14.0 × 10 −3 cps kBq −1 and 19.0 × 10 −3 cps kBq −1 for HE and ME collimators, respectively. The use of wide window settings for scatter correction of the calibration scan yielded slightly larger CFs, 14.2 × 10 −3 cps kBq −1 (HE) and 19.4 × 10 −3 cps kBq −1 (ME). The activity recovery curves (i.e. ratio of reconstructed to true object's activity) determined from the 188 Re SPECT images of objects segmented with the 1% threshold, the 40% threshold and the CT-based volume-of-interests (VOIs) are shown in figure 3. Data acquired with HE collimator and reconstructed using narrow TEW energy windows yielded relatively accurate RCs (errors below 7%) for objects in Air (average RC = 0.95 ± 0.03 ) and Cold-water (average RC = 1.07 ± 0.02 ) segmented with the 1% threshold method. The use of ME collimator combined with the 1% threshold segmentation and narrow TEW settings resulted in RCs consistently lower than those of HE, with RC average values of 0.86 ± 0.04 and 1.00 ± 0.05 for sources in Air and Cold-water, respectively. The RCs were mostly independent of the object size for objects larger than 30 ml (>2.5 cm in diameter), scanned in cold background (Air and Cold-water) and segmented using a 1% fixed threshold. Although the same segmentation was applied for images in Air and Cold-water, the RCs of objects in Cold-water were approximately 8% higher than RCs of objects in air. This 8% difference was observed at all objects sizes and for both collimators. Recovery curves of Air, Cold-water and Hot-water phantoms scanned with high-energy and medium-energy collimators and reconstructed using the narrow (solidline) and wide (dashed-line) scatter window settings. The objects were segmented by applying a 1% threshold (only in Air and Cold-water images), a 40% threshold and by using their CT-based boundaries. Note: data with wide scatter window settings were available for phantom configuration A only.
The 40% fixed threshold method resulted in substantial underestimation of activities of most objects (RCs were always below 0.80) scanned using all experimental conditions and both collimators. The CT-based segmentation yielded slightly higher RCs than the 40% threshold method but still these RCs ranged from 0.60 (for objects with 2-3 cm in diameter) to 0.85 (for large objects), resulting in underestimation of the activities higher than 10%.
For objects in cold background (Air and Cold-water), the use of wide scatter windows for TEW scatter correction resulted in RCs approximately 5% to 10% higher than those obtained with narrow scatter window settings. This trend was observed in images acquired with both collimators. In the case of hot-background, the effect of the scatter window width on the RCs was more noticeable for ME collimator and large objects.
Overall, the analysis of the RCs suggests that the use of HE collimator results in 188 Re SPECT images with better quantification accuracy than those acquired with ME collimator.
The quantification accuracies (i.e. percent errors) of the activity measurements in the entire SPECT images of the thorax phantom with and without DTCF are reported in table 5. The activity values measured with the dose-calibrator were decay corrected to the beginning of each scan. For experiments where activities were high enough to cause dead-time losses, Table 6 . Activity concentrations in the phantom background of the Hot-water scans, estimated dead-time correction factors (DTCF), reconstructed activity concentrations and percentage errors. Note: phantom A, hot-water has relatively low activity as it was scanned three half-lives later after Air and Coldwater measurements.
including DTCFs improved the accuracy of activity quantification (errors decreased from 18% to <10%). The application of DTCF was particularly important for ME collimator acquisitions, were the estimated camera dead-time losses of primary photons were as high as 13.9% (phantom B, Hot-water). For the phantom images acquired with HE collimator, the estimated DTCFs were always lower than 2%. Table 6 shows the average reconstructed activity concentrations in the background region of the Hot-water phantoms with and without corrections for dead-time losses. The errors of the reconstructed background activity concentrations decreased from ~20% to ⩽10% of the true concentrations (as measured with the dose-calibrator) for both phantom configurations and collimators when the images were corrected for the dead-time. Comparison of the simulated true scatter, simulated TEW-narrow scatter estimate and simulated TEW-wide scatter estimate from a 188 Re point-source and a 2.0 cm diameter sphere filled with 188 Re and scanned in air and water using HE collimator. Row 1: simulated energy spectra obtained from counts within a 5.0 cm diameter circular ROI around the source centre. The wide (W) and narrow (N) scatter window settings are indicated with vertical dashed lines. Row 2-4: simulated projection images. Row 5: profiles along the simulated projection images.
Monte-Carlo simulations for
188 Re SPECT Figure 4 shows the energy spectra, the scatter projections (both true and TEW estimates) and the line profile across these projections for the simulated point-source and spheres filled with 188 Re and scanned with the HE collimator. The simulated data demonstrates variations in the performance of the TEW method depending on the scattering medium. For objects in Air (point-source or sphere), the TEW method seems to over-estimate the fraction of scattered photons under the photopeak. In contrast, the simulations indicated that TEW method underestimates the amount of scatter when objects are placed in a uniform Cold-water background. The simulated data also shows that the fraction of scattered photons estimated with the narrow TEW method was always slightly higher than that obtained with the wide TEW scatter window settings for objects in Air and Cold-water.
Similar results were obtained for the simulated data with the ME collimator (see figure A1 in the supplementary material (stacks.iop.org/PMB/62/6379/mmedia)).
Discussion
Figures 2(C) and (D) show that, for the same observed total count-rate, the count losses of primary photons for ME collimator were only slightly larger (i.e. higher DTCF) than those for the HE collimator. This result agrees with our hypothesis that primary photon dead-time losses depend mostly on the total observed count-rate. However, the same total observed count rates for ME and HE result from much lower activity when ME collimator is used, partly due to its higher septal penetration. Therefore, the losses of primary photons due to dead time for ME are typically substantially higher than those of HE at the same activity level (table 5) .
Our analysis of RCs for objects with different sizes placed in a cold background (Air and Cold-water phantoms) and segmented with a 1% fixed threshold allowed us to investigate the quantification accuracy of 188 Re image reconstructions without the influence of PVEs. Additionally, the measurements of objects in Air and Cold-water helped us to compare the performance of attenuation and the TEW scatter corrections in these conditions.
It is interesting to notice that, regardless of the segmentation method, the RCs for objects in Cold-water were always higher than those of objects in Air. To clarify this issue, we investigated the performance of the TEW scatter corrections using Monte-Carlo simulations (section 2.2). A point source in Air (modeling the conditions of the calibration acquisition), and a 2 cm diameter sphere placed in Air and Cold-water (modeling the experiment) were simulated. Figure 4 shows the differences between the simulated true scatter, the simulated TEW-narrow scatter estimate, and the simulated TEW-wide estimate (for simulations with HE collimator). The analyses of the simulated energy spectra and the projections of scattered photons show that for sources in air the number of photons in the TEW-scatter windows exceeds the true scattered photons. Therefore, the reconstructed activity is lower than the true activity. However, this situation is reversed for the sphere placed in water, where simulations indicate that TEW-scatter windows seriously underestimate the true scatter.
The Monte-Carlo simulations also revealed that scatter estimates using the wide energy window settings are slightly lower than those obtained with narrow TEW settings (figure 4). This effect is mostly due to the substantial contribution of the tails of the photopeak into the narrow scatter windows. Therefore, the RCs for images reconstructed with narrow TEW settings are consistently lower than RCs for images with wide settings (figure 3). This result is not as pronounced for scans in Cold-water, where the effect of underestimation of scatter by TEW dominates and, amplified by attenuation correction, causes RC to be 8-10% higher than 1.
The TEW method, although simple and practical, only approximates the true scatter and its performance depends on the object scattering conditions (see figure 4, sphere in air and water). Robinson et al (2016) also reported a similar overestimation of activity due to TEW in a phantom study using 177 Lu. To compensate for the differences between the estimated scatter and the true scatter, the use of scaling factor was suggested (Dewaraja et al 2013 , van Gils et al 2016 .
The investigation of activity quantification accuracy for scans of objects placed in hot background (which represents clinically realistic conditions), underlines the importance of an adequate segmentation method. The RCs for objects segmented using the 40% threshold clearly show that this segmentation fails to recover the true objects' activities in both HE and ME collimator images. This is caused by the PVEs. Although the loss of resolution was partly compensated in our reconstruction algorithm, the implemented method did not model septal penetration. Septal penetration of high-energy photons was substantial in both these cases (Uribe et al 2016) . Additionally, the 40% threshold method yielded noisy RCs (i.e. RCs that did not increase 'smoothly' with object's diameter). Such variability in RCs could be due to the fact that the size and shape of the segmented VOIs were very sensitive to the statistical noise, the shape of the object and the activity distribution within the segmented object. Although the objects in our study were filled with uniform activity, the use of resolution recovery during reconstruction created Gibbs artefacts (displayed as 'horns' at the edges of large objects, or as a 'peak' in the center of small objects) which resulted in non-uniformities of activity in the SPECT image of these objects. The Gibbs artefacts are rarely apparent in patient studies, however, they may influence activity distribution and this analysis illustrates the variability of accuracy of activity quantification using a fixed thresholding method.
For CT-based segmentation, the activity RCs were approximately 5% higher (on average) than those obtained with the 40% threshold segmentation because CT-derived VOIs were consistently larger than those obtained with the 40% threshold method. The recovery values were always below 0.85 except for the large objects (>100 ml) reconstructed with wide TEW energy window settings.
In terms of the quantification accuracy of total activity measurements in the entire phantom, the point-source calibration method applied to 188 Re images reconstructed with CT-based attenuation corrections, TEW-narrow scatter correction, resolution recovery and dead-time corrections resulted in errors below 10% for all the investigated phantom configurations (table  5) . Similarly, the measurements of activity concentration in the background region of the Hotwater phantoms (table 6) further support our claim that, in the absence of PVE, the SPECT imaging provides quantitatively accurate activity estimation (errors <10% for ME and HE). The accuracy achieved in this study for 188 Re is similar to that reported by other phantom studies of 99m Tc, 111 In, 131 I (Shcherbinin et al 2008) and 177 Lu (Ljungberg et al 2015 , Uribe et al 2017 , demonstrating that the standard reconstruction with corrections yields relatively accurate quantification of 188 Re total activities. The remaining challenge, however, is image segmentation and partial volume effect corrections on nuclear medicine images.
Due to the septal penetration of high-energy photons the dead-time losses for the ME collimator were as high as 14% (table 5) for 1.2 GBq activity, which is a typical dose in 188 Re radioembolization procedures (Bernal et al 2007) . The use of the HE collimator considerably decreased septal penetration and minimized the DT losses. In our study, the applied DTCFs did not completely recover the total phantom activity of ME images (table 5), causing RCs to be slightly lower than those of the HE images, but still below ±10%.
One limitation of the proposed dead-time correction method is that it estimates the DTCF based on the count-rate of the whole energy spectrum averaged over all the acquired tomographic projections which may not apply to patient studies that show large variations in the count-rate across different projection angles. However, these deviations in DTCF will be small and will only marginally affect the overall DT corrections (which for HE collimator usually remain below 10%). Additionally, despite this limitation, the simplicity of this approach and the resulting improvement of activity quantification (especially for high-activity studies acquired with ME scans) seems to justify its potential use in clinics.
Another factor that needs to be considered for image quantification is the camera CF. Different methods for camera calibration have been proposed (Dewaraja et al 2012 , Ljungberg et al 2015 . The point source planar method is a simple method and it is expected to provide accurate estimates of activity if all the image-degrading factors are properly compensated during the reconstruction (Uribe et al 2017) . Alternatively, if the reconstruction algorithm is not fully quantitative, a CF derived from a tomographic acquisition of a large phantom filled with activity is recommended as it is expected that in this case both the calibration phantom and patient images would suffer from the same quantification inaccuracies (Dewaraja et al 2012) . In our study, the camera CF was determined using the planar image of a 188 Re point source scanned in air, with corrections for scatter using TEW. The TEW method was required to remove the down-scattered high-energy photons recorded in the photopeak window of the planar calibration image.
Conclusions
In this work, the accuracy of activity quantification of 188 Re SPECT was evaluated using phantoms experiments and Monte-Carlo simulations. The experimental conditions resembled those of typical 188 Re radioembolization therapy scans. In conclusion, good accuracy of activity quantification (errors below 10%) was obtained for the entire phantom and for most objects scanned in cold background (Air and Cold-water) segmented with a fixed 1% threshold when the reconstruction was performed with OSEM (10 subsets, 8 iterations), with CT-based attenuation correction, TEW scatter corrections with narrow scatter windows, resolution recovery and dead-time correction was applied. Substantial errors (15% and higher) were observed when object activities were determined using the 40% thresholds or object boundaries were obtained from CT images. The use of a ME collimator resulted in large dead-time losses that decreased quantification accuracy despite the fact that the dead-time correction was applied. The Monte-Carlo simulations confirmed that TEW scatter correction applied to 188 Re, although practical, yields only approximate estimates of the true scatter.
For patient-specific dose calculations of 188 Re therapies, the use of improved segmentation methods, such as the iterative adaptive threshold (Grimes et al 2012) , potentially could reduce these activity quantification errors. Alternatively, the errors in activity estimates can be decreased by applying correction factors for partial-volume effects, for example by using coefficients derived from the recovery curves.
