Abstract. We obtain Abelian and Tauberian theorems describing a relationship between the asymptotic behavior at the origin of the spectrum of a random field and that at infinity of the integral of the random field over a sphere or a ball. We consider the case of homogeneous isotropic fields with singular spectra at the origin. The asymptotic behavior is given in terms of OR functions.
Introduction
Abelian and Tauberian theorems (in what follows we simply say "Tauberian theorems") are not only of their own interest but also have many applications in asymptotic problems for stochastic processes and random fields (see, for example, [2, 3, 5, 6, 7, 8, 9, 10, 11, 15] ). Most of the known Tauberian theorems provide the relations between the behavior of spectral characteristics at infinity and correlation characteristics at the origin.
We obtain Tauberian theorems describing the relation between the behavior of the spectrum at the origin and integrals over a sphere or a ball at infinity for random fields. The asymptotic behavior is given in terms of OR functions. Similar results are obtained in [7, 8, 9, 12] for regularly varying functions. We extend the class of functions appropriate for the proof of Tauberian theorems and propose simpler proofs as compared to the papers mentioned above. Moreover, we obtain a better result concerning the asymptotic behavior of spectral densities.
Tauberian theorems for the Laplace transform of OR functions are considered in [2, 13, 14] . For the general case of integral transforms with nonnegative kernels that decrease to zero, results of this type are obtained in [4] . In contrast to the earlier papers, nonmonotone kernels are considered in the current paper.
Necessary definitions and properties of OR functions are presented in Section 2. In Section 3, we introduce the functionals of random fields whose asymptotic behavior is studied in Section 4. We also recall some technical results concerning the Bessel functions in Section 4. The main results are stated and proved in Sections 5 and 6. In what follows we use the symbols C and R with sub-and superscripts to denote constants whose precise values do not matter for our reasoning. Moreover, the same symbol may be used for different constants appearing in the same proof.
Definition 1.
A positive measurable function f varies regularly at infinity if there exists a number ρ ∈ R such that
We consider a wider class of O-regularly varying functions. Let
Definition 2. A positive measurable function f is O-regularly varying (belongs to the class OR)
The following Feller theorem is useful when checking whether a function belongs to the class OR.
Theorem 1. Let f be positive and nonincreasing. If
Definition 3. Let f be a positive measurable function. The infimum of those α for which there are constants C = C(α) such that
for all Λ > 1 as x → ∞ is called the upper Matuszewska index and is denoted by α(f ). The supremum of those β for which there are constants D = D(β) > 0 such that
for all Λ > 1 as x → ∞ is called the lower Matuszewska index and is denoted by β(f ).
Theorem 2. f ∈ OR if and only if both of its Matuszewska indices
c) for any β < β(f ), there are positive constants C and X such that
Definition 4.
By OR(β, α) we denote the subclass of OR functions whose Matuszewska indices satisfy α(f ) ≤ α and β ≤ β(f ).
The following result provides a useful representation of OR functions. 
Functionals of random fields
) be the area of the surface of the sphere s(1) in R n−1 . Furthermore, let ξ(t), t ∈ R n , be a real-valued measurable mean-square continuous homogeneous random field, isotropic in the wide sense (see [6, 16] ), with zero mean and the correlation function
It is known (see, for example, [6, 16] ) that there is a bounded nondecreasing function Φ(x), x ≥ 0, for which
where J ν (z) is the Bessel function of the first kind and of order ν > − 
then f is called the isotropic spectral density of the field ξ(t).
It is shown in [6, 16] that
where m(·) is the Lebesgue measure on the sphere s(r);
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is the incomplete beta function. Note that the right hand side of (2) is a Hankel type integral transform. If the correlation function B n (r) is nonintegrable, then the field has a long range dependence structure. Long range dependent fields can alternatively be characterized by a singularity of their spectra at zero (say, by the unboundedness of the spectral density at zero or by the convergence to zero of the spectral density). We are going to establish a relationship between the behavior of the function Φ(x) as x → +0 and the functions l n (r) and b n (r) as r → +∞ for random fields with long range dependence.
It is convenient to introduce the following notation:
We omit the subscript n if this does not cause any misunderstanding.
Properties of the function G n (·)
In what follows we need some asymptotic properties of the function G(x) and its derivative. All of the properties needed later in the discussion are listed in the following result; their proof is based on some properties of the Bessel functions (see [1] ). 
, and j ν,1 < j ν+1,1 . Proof. Statements 1) and 3) follow from properties of the Bessel functions J ν (x). Statement 2) follows from (7) in view of the following expansion:
, where Γ(·) is the gamma function.
Lemma 2. Let g(·)
:= −G n (·). Then (9) g(u) := (2π) n 2J (n−2)/2 (u)J n/2 (u) u n−2 .
The asymptotic behavior of the function g(·) is such that
Now statement 1) follows from (8) . Furthermore,
and thus
This proves statement 2).
Tauberian theorem for spectral functions
This section is devoted to Tauberian theorems describing a relationship between the asymptotic behavior of functionals of random fields at infinity and that of their spectra at zero.
We write
Then the following relations are equivalent: 
G(u).
Let λ = 1. Lemma 1 implies thatl
Integrating the right hand side of (4) by parts we get
since (10) 
Below we estimate every integral separately. Since Φ(·) is a nondecreasing function, we have
Next, 
for r ≥ 1. It follows from Theorem 3 and from the remark after it that
Statement 2) of Lemma 2 implies for β > β > 2 − n that the integral in (13) does not exceed
|g(u)|u
−β du < ∞ whatever r ≥ 1 is. Since the spectral function is monotone and bounded,
Applying statement c) of Theorem 2 to Φ(1/ ·) we see that, for any β < β, there exists R > 0 such that
for all r ≥ R. Thus the integral I 3 is estimated as follows:
Statement 2) of Lemma 2 yields that (15)
as x → 0. The latter expression is bounded in a neighborhood of zero if β > 2 − n. By inequality (14) ,
If r is sufficiently large, the sum
is bounded and thusl(r) = O(Φ(1/r)) as r → ∞, whencel(r) Φ(1/r) as r → ∞.
Therefore there are constants C 1 , C 2 , and R such that
Rewriting Φ(1/r 1 )/l(r) as Φ(1/r 1 ) Φ(1/r) · Φ(1/r) l(r) and using bound (16) and Theorem 2, we obtain
for sufficiently large r 1 and r, r 1 ≥ r. This completes the proof of the implication (i) ⇒ (iii). (iii) ⇒ (i). We use bound (11) and obtain that Φ(1/r) Φ(1/(λr)) ≥ min and using (iii), we obtain
for sufficiently large r 1 and r, r 1 ≥ r, where C 1 and C 2 are defined in (16) . According to Definition 3, the Matuszewska indices of the function Φ(1/r) do not exceed β and α, respectively. This completes the proof of the implication (iii) ⇒ (i).
. Since (i) and (iii) are equivalent, the inclusion
and relationl(r) Φ(1/r) imply (ii).
(ii) ⇒ (i). We representl(r) as the sum of the following three terms:
where c, K ≥ 1. Now we estimate every integral separately.
Integrating by parts, we get
G(u) .
Relation (11) implies that
Applying Theorem 3 tol(zr)/l(r) we obtain
Choosing K such that η is bounded on [K, +∞) we get for an arbitrary β < β that
by Theorem 3. Statement 2) of Lemma 2 implies that the integral in (17) is bounded from above by
It follows from (11) that
Applying statement c) of Theorem 2 tol(·) we prove for any β < β that there exists
for all r ≥ R. This allows one to estimate the integral I 3 as follows:
Thus relation (15) implies that
r β for sufficiently large r. Note that the constants C 1 and C 2 do not depend on r and c. Thus there exists a sufficiently large number c such that
G(u) .
Using bounds (11) and (19) we get
Assumption (ii) and Definition 3 imply that
for an arbitrary Λ > 1 as r → ∞. Using bounds (11) and (19) we obtain
Consider the following two cases: a) λ ∈ [c, Λ], and b) λ ∈ [1, c] . a) Assumption (ii) and Definition 3 imply
for all Λ > 1 as r → ∞.
Now Definition 3 implies that Φ(1/ ·) ∈ OR(β, α).
This completes the proof of the implication (ii) ⇒ (i) as well as the proof of the theorem itself. 
Proof. The proof follows from Theorem 4 by noting that (2π) 2b n (r) =l n+2 (r) according to (4) and (6). 
Tauberian theorem for spectral densities
Below we discuss some results, similar to those in the preceding section but expressed in terms of isotropic spectral densities instead of in terms of spectral functions.
It turns out that analogs of the Tauberian part in Theorems 4 and 5 do not hold if one does not use an extra assumption. We show this by an example. In Example 1, we construct a spectral function Φ(·) whose density
Example 1. Consider the following spectral density: Proof. Since Φ(1/ ·) ∈ OR(β, α), Theorem 2 implies that there exists a number r 0 > 0 such that
According to Theorem 2, if f (1/ ·) ∈ OR, then there are constantsα,β ∈ R, C 1 , C 2 , and A > 0 such that
In view of (21),
for sufficiently small x. Thus
for sufficiently large λ. Analogously
The latter result and (21) imply that
Finally, we obtain from (22) and (23) that Φ(1/r) f (1/r)/r n as r → ∞. Therefore f (1/ ·) ∈ OR(β + n, α + n).
The following result contains a kind of extra assumption mentioned above. The assumption is given in terms of the monotonicity of spectral densities in a neighborhood of the origin.
Remark 5. The assumption imposed on the isotropic spectral density in Theorem 9 implies that x n−1 f (x) has the following singularity properties:
(1) x n−1 f (x) is unbounded at zero if β > −1; (2) x n−1 f (x) approaches 0 if α < −1.
Concluding remarks
Abelian and Tauberian theorems are proved in the paper for a class of OR functions wider than the class of regularly varying functions. The proofs for OR functions are simpler than those for R ρ functions in most cases. This is explained by the following observation. Despite the fact that the class OR is wider than R ρ , the asymptotics does not require the exact value of the constants C and D involved in Definition 3 in the case of OR functions. On the other hand, if one wants to get a result for R ρ functions as a corollary of the corresponding result for OR functions, then one needs not only choose α = β = ρ but also one should prove that C = D.
Comparing the results of Sections 5 and 6 with the analogous results for R ρ functions in [6, 9, 12, 16] the following question appears. Is it possible to decrease the lower bound for indices α and β? This question and the asymptotic behavior of spectral and correlation characteristics of random fields with limit Matuszewska indices will be investigated elsewhere. We also plan to exhibit some applications of the above Tauberian theorems and study the asymptotic behavior of functionals of random fields.
Bibliography

