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Small codimension components of the Hodge locus
containing the Fermat variety
Roberto Villaflor Loyola1
Abstract
We characterize the smallest codimension components of the Hodge locus of smooth
degree d hypersurfaces of the projective space Pn+1 of even dimension n, passing through the
Fermat variety. They correspond to the locus of hypersurfaces containing a linear algebraic
cycle of dimension n
2
. Furthermore, we prove that among all the local Hodge loci associated
to a non-linear cycle passing through Fermat, the ones associated to a complete intersection
cycle of type (1, 1, ..., 1, 2) attain the minimal possible codimension of their Zariski tangent
spaces. This answers a conjecture of Movasati, and generalizes a result of Voisin about
the first gap between the codimension of the components of the Noether-Lefschetz locus to
arbitrary dimension, provided that they contain the Fermat variety.
1 Introduction
Let pi : X → T be the family of all smooth degree d hypersurfaces of Pn+1, of even dimension
n. The Hodge locus HLn,d ⊆ T is the set of parameters t ∈ T corresponding to hypersurfaces
containing non-trivial primitive Hodge cycles, i.e. such that Hn(Xt,Z) ∩ H
n
2
,n
2 (Xt)prim 6= 0.
The study of the Hodge locus for n = 2 and d ≥ 4 is a classical subject in algebraic geometry,
since it corresponds to the Noether-Lefschetz locus NLd which parametrizes degree d surfaces
contained in P3 with Picard number bigger than 1 (i.e. those surfaces not satisfying the classical
Noether-Lefschetz theorem).
For d ≥ 2 + 4n , every component Σ of the Hodge locus HLn,d corresponds locally to the
space of parameters t ∈ T where a section λ of the local system Rnpi∗Z is a primitive Hodge
cycle, i.e. λ(t) ∈ H
n
2
,n
2 (Xt)prim ∩ H
n(Xt,Z). We will denote this local Hodge locus by Vλ (it
has a natural structure of analytic scheme, that might be non-reduced). The development of
the infinitesimal variations of Hodge structures by Carlson, Green, Griffiths and Harris in 1983
[CGGH83] provided the necessary tool to study the first order approximations of the local Hodge
loci Vλ. Initiating until the beginning of the nineties a series of results about the components
of the Noether-Lefschetz locus.
From this local description of the branches of the Hodge locus, it follows that the Noether-
Lefschetz locus is locally defined by h2,0 =
(d−1
3
)
equations, providing an upper bound for
the codimension of its components. The components of codimension exactly h2,0 are called
general components while the other components are called special components. It was proved by
Ciliberto, Harris and Miranda in [CHM88] that the Noether-Lefschetz locus has infinitely many
general components which are dense in T with respect to the analytic topology. On the other
hand, the lower bound for the codimension of the special components is a subtle result due to
Green in [Gre88], where he proved that the sharp lower bound corresponds to d − 3 (as was
previously conjectured in [CGGH83]).
Harris conjectured that the Noether-Lefschetz locus must have only finitely many special
components, leading Voisin to an intensive study of these components. In [Voi88], Voisin (and
independently Green in [Gre89]) proved that the unique component of the Noether-Lefschetz
locus of minimal codimension corresponds to the locus of surfaces containing a line. Later in
[Voi89], Voisin proved that there are no components of codimension bigger than d − 3 and less
than 2d−7, and the unique component of codimension 2d−7 corresponds to the locus of surfaces
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containing a conic. This result implied Harris conjecture for d = 5, and in [Voi90], Voisin proved
the conjecture also for d = 6, 7. Finally in [Voi91], Voisin disproved Harris conjecture for a high
non-explicit degree.
For higher dimensional hypersurfaces the knowledge about the Hodge locus is much more
limited. After a deep result due to Cattani, Deligne and Kaplan [CDK95] it is known that the
Hodge locus is also a countable union of algebraic subvarieties of T . In this case, the study of
the local Hodge loci Vλ is an interesting problem by itself, since variational Hodge conjecture
claims that if λ(0) ∈ H
n
2
,n
2 (X0)prim ∩ H
n(X0,Z) is an algebraic class (i.e. λ(0) = [Z0]prim is
the primitive part of the cohomology class of an algebraic cycle Z0 ∈ CH
n
2 (X0)), then λ(t) is
an algebraic class for all t ∈ Vλ. Variational Hodge conjecture has been verified for some types
of algebraic cycles (see [Blo72] for semi-regular locally complete intersection algebraic cycles,
[Otw03] and [Dan17] for complete intersection algebraic cycles, [MV18] and [VL18] for certain
non-complete intersection algebraic cycles). While global results about the Hodge locus, such
as the sharp bounds for the codimension of its components are still open. In this direction,
Otwinowska has proved that for d >> n, every component Σ of HLn,d satisfies
(1) CodimT Σ ≥
(n
2 + d
d
)
− (
n
2
+ 1)2,
with equality if and only if Σ is the locus of hypersurfaces containing a linear subvariety of
dimension n2 (see [Otw02, Theorem 3]). On the other hand, Movasati proved in [Mov17a,
Theorem 2], that all components passing through the Fermat variety satisfy (1) for any degree
d ≥ 2 + 4n . In fact, he proves that the Zariski tangent space of all the local Hodge loci passing
trough the Fermat variety satisfy (1), and so all the non-reduced local Hodge loci passing trough
Fermat (and the ones which are singular at Fermat) must have strictly bigger codimension. After
this result, Movasati expects that the only local Hodge loci attaining the equality in (1) are of the
form Vλ where λ(0) = a[P
n
2 ]prim for some P
n
2 ⊆ X0 and some a ∈ Q
×, see [Mov17b, Conjecture
9]. In this article we provide a proof of Movasati’s conjecture.
Theorem 1. Let n be an even number and d ≥ 2+ 6n . Consider a component Σ of HLn,d passing
through the Fermat variety 0 ∈ HLn,d given by X0 = {F = 0} ⊆ P
n+1 and F = xd0 + · · ·+ x
d
n+1.
The equality in (1) holds if and only if
(2) Σ =
{
t ∈ T : Xt contains a linear subvariety of dimension
n
2
}
.
In fact, for any polydisc 0 ∈ ∆ ⊆ T and for any λ ∈ Γ(∆, Rnpi∗Z) such that 0 ∈ Vλ,
(3) CodimT0T T0Vλ =
(n
2 + d
d
)
− (
n
2
+ 1)2
if and only if λ(0) = a[P
n
2 ]prim for some P
n
2 ⊆ X0 and some a ∈ Q
×.
One of the main ingredients in the proof of Theorem 1 is the Artinian Gorenstein algebra
associated to a Hodge cycle of a smooth degree d hypersurface of Pn+1. This algebra was
introduced by Voisin in [Voi89] for the case surfaces, and by Otwinowska in [Otw03] for arbitrary
dimension hypersurfaces. We rephrase its definition as follows: Let X = {F = 0} ⊆ Pn+1 be
a smooth degree d hypersurface of even dimension n, and let λ ∈ H
n
2
,n
2
dR (X)prim ∩ H
n(X,Z)
be a non-trivial primitive Hodge cycle, its associated Artinian Gorenstein algebra is RF,λ :=
C[x0, ..., xn+1]/J
F,λ, where
(4) (JF,λ)i :=
{
P ∈ C[x0, ..., xn+1]i :
∫
X
res
(
PQΩ
F
n
2
+1
)
∧ λ = 0,∀Q ∈ C[x0, ..., xn+1]σ−i
}
2
for every i ≥ 0 and σ := (d − 2)(n2 + 1). For algebraic cycles that are linear combination of
complete intersection subvarieties, the ideal (4) can be computed explicitly after [VL18] (see
also §2, Proposition 2). It has also been observed by Movasati and Serto¨z in [MS19] that in the
case λ is an algebraic cycle, the low degree equations defining its support correspond with the
low degree generators of this ideal even for some non-complete intersection algebraic cycles (for
complete intersection algebraic cycles this is a corollary of Dan’s result [Dan17], see §2, Example
1). Using this Artinian Gorenstein algebra, we provide an elementary proof of Theorem 1 based
only on basic Gro¨bner basis computations. We recall these basic commutative algebra facts
about monomial orderings and ideals in §3.
Following the same spirit as [Voi89], we determine the lower bound of the codimension of
the local branches of the Hodge locus not satisfying Theorem 1 as follows.
Theorem 2. Let n be an even number, d ≥ 2 + 6n , 0 ∈ HLn,d be the Fermat variety and 0 ∈ Σ
be a component of the Hodge locus different from (2). Then
(5) CodimT Σ ≥
{ (n
2
+d
d
)
+
(n
2
+d−1
d−1
)
− (3n
2
8 +
9n
4 + 2) if d ≥ 4,(n
2
+1
3
)
+
(n
2
−1
2
)
if d = 3.
In fact, if 0 ∈ ∆ ⊆ T is a polydisc and λ ∈ Γ(∆, Rnpi∗Z) is such that 0 ∈ Vλ but (3) does not
hold, then
(6) CodimT0T T0Vλ ≥
{ (n
2
+d
d
)
+
(n
2
+d−1
d−1
)
− (3n
2
8 +
9n
4 + 2) if d ≥ 4,(n
2
+1
3
)
+
(n
2
−1
2
)
if d = 3.
Furthermore, if the equality in (6) is attained and n, d ≥ 4, then there exists a complete inter-
section Z ⊆ Pn+1 of type (1, 1, ..., 1, 2) such that I(Z) ⊆ JF,λ. If in addition F ∈ (JF,λ)2, then
Z ⊆ X0 and λ(0) = a[Z]prim for some a ∈ Q
×.
It follows from Dan’s result that for every complete intersection n2 -dimensional subvariety
Z of any smooth degree d hypersurface X = {F = 0} ⊆ Pn+1, the condition F ∈ (JF,[Z])2 is
satisfied (see §2, Remark 2). Note that for the case of cubic hypersurfaces, for every complete
intersection Z ⊆ X of type (1, 1, ..., 1, 2) there exists a linear subvariety P
n
2 ⊆ X such that
[Z]prim = −[P
n
2 ]prim. It is not clear for the author if the gap given in (6) for non-linear cycles
inside Fermat cubics is sharp or not.
Acknowledgements. I am grateful to Prof. Remke Kloosterman for useful comments and sug-
gestions. Special thanks go to Prof. Hossein Movasati for his careful reading and contributions
to this article.
2 Artinian Gorenstein algebra associated to a Hodge cycle
The proofs of Theorem 1 and Theorem 2 are based on a reduction to a purely algebraic problem.
This is possible after the algebraic description of the Zariski tangent space of the local Hodge
loci.
Proposition 1. Let T ⊆ C[x0, ..., xn+1]d be the parameter space of smooth degree d hypersurfaces
of Pn+1, of even dimension n. For t ∈ T , let Xt = {F = 0} ⊆ P
n+1 be the corresponding
hypersurface. For every primitive Hodge cycle λ ∈ H
n
2
,n
2 (Xt)prim ∩H
n(Xt,Z), we can compute
the Zariski tangent space of its associated Hodge locus Vλ as
TtVλ =
{
P ∈ C[x0, ..., xn+1]d :
∫
X
res
(
PQΩ
F
n
2
+1
)
∧ λ = 0,∀Q ∈ C[x0, ..., xn+1]dn
2
−n−2
}
.
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Where Ω =
∑n+1
i=0 (−1)
ixidx0 ∧ · · · d̂xi · · · ∧ dxn+1, and res : H
n+1
dR (P
n+1 \Xt)→ H
r
dR(Xt) is the
residue map. Note that we have identified TtT ≃ C[x0, ..., xn+1]d.
Proof This is a well-known result that follows from the description of the Zariski tangent space
of the Hodge locus associated to a Hodge cycle by means of the infinitesimal variations of Hodge
structures (see [Voi03, Lemma 5.16]) and the fact that the infinitesimal variations of Hodge
structures corresponds to polynomial multiplication in the case of hypersurfaces (see [Voi03,
Theorem 6.17]).
The previous proposition motivates the definition of the ideal JF,λ introduced in (4). It
follows from the following proposition that RF,λ := C[x0, ..., xn+1]/J
F,λ is an Artinian Gorenstein
algebra, and furthermore we can compute it after [VL18, Theorem 1] for complete intersection
algebraic cycles. Recall that a graded C-algebra R is Artinian Gorenstein if there exist σ ∈ N
such that Re = 0 for all e > σ, dim CRσ = 1 and the multiplication map Ri × Rσ−i → Rσ is a
perfect pairing for all i = 0, ..., σ. The number σ =: soc(R) is the socle of R.
Proposition 2. Let X = {F = 0} ⊆ Pn+1 be a smooth degree d hypersurface of even dimension
n, and λ ∈ H
n
2
,n
2 (X)prim ∩ H
n(X,Z) be a non-trivial primitive Hodge cycle. Then RF,λ is
an Artinian Gorenstein algebra over C of socle σ := (d − 2)(n2 + 1). Furthermore if J
F :=
〈 ∂F∂x0 , ...,
∂F
∂xn+1
〉 is the Jacobian ideal, then
(7) JF,λ = (JF : Pλ),
for Pλ ∈ C[x0, ..., xn+1]σ such that λ = res
(
PλΩ
F
n
2
+1
)n
2
,n
2
.
Proof It follows from Macaulay’s theorem (see [Voi03, Theorem 6.19]) that the Jacobian ring
RF := C[x0, ..., xn+1]/J
F is an Artinian Gorenstein C-algebra of socle 2σ. Using this fact, it is
elementary to show that if Pλ /∈ J
F then (JF : Pλ) is Artinian Gorenstein of socle σ. Thus,
the proposition is reduced to prove (7). Take P ∈ C[x0, ..., xn+1]i and Q ∈ C[x0, ..., xn+1]σ−i for
i ∈ {0, 1, ..., σ}. Since λ ∈ H
n
2
,n
2 (X)prim, it follows from Griffiths basis (see [Voi03, Theorem
6.5]) that λ = res
(
PλΩ
F
n
2
+1
)n
2
,n
2
, for some Pλ ∈ C[x0, ..., xn+1]σ. And it follows from a result due
to Carlson and Griffiths (see [CG80, Theorem 2]) that∫
X
res
(
PQΩ
F
n
2
+1
)
∧ res
(
PλΩ
F
n
2
+1
)
= 0⇔ PQPλ ∈ J
F .
Therefore JF,λi = {P ∈ C[x0, ..., xn+1]i : QPPλ = 0 ∈ R
F
2σ,∀Q ∈ R
F
σ−i}. By the perfect pairing
condition on the Jacobian algebra it follows that JF,λ = (JF : Pλ), and so Pλ ∈ J
F ⇔ λ = 0.
Corollary 1. Let X = {F = 0} ⊆ Pn+1 be a smooth degree d hypersurface of even dimension
n, and consider two primitive Hodge cycles λ1, λ2 ∈ H
n
2
,n
2 (X)prim ∩H
n(X,Z). Then
JF,λ1 = JF,λ2 ⇔ ∃c ∈ Q× : λ1 = c · λ2.
Proof Take some xα ∈ C[x0, ..., xn+1]σ \ J
F,λ1
σ (it must exist since R
F,λ1
σ 6= 0). By definition
(4), there exist a unique c ∈ C× such that∫
X
res
(
xαΩ
F
n
2
+1
)
∧ λ1 = c ·
∫
X
res
(
xαΩ
F
n
2
+1
)
∧ λ2.
In consequence xα ∈ JF,λ1−c·λ2 . On the other hand, since JF,λ1 = JF,λ2 it follows that
JF,λ1 ⊂ JF,λ1−c·λ2 , and this inclusion is proper. Thus RF,λ1−c·λ2σ = 0, then by Proposition
2 we have λ1 − c · λ2 = 0. Finally since λ1 and λ2 are integral classes c ∈ Q.
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Corollary 2. Let T ⊆ C[x0, ..., xn+1]d be the parameter space of smooth degree d hypersurfaces
of Pn+1, of even dimension n. For t ∈ T , let Xt = {F = 0} ⊆ P
n+1 be the corresponding
hypersurface. For every primitive Hodge cycle λ ∈ H
n
2
,n
2 (Xt)prim ∩H
n(Xt,Z),
TtVλ = (J
F : Pλ)d,
for λ = res
(
PλΩ
F
n
2
+1
)n
2
,n
2
.
Remark 1. In this way the degree d piece of RF,λ encodes the information of the Zariski tangent
space of the local Hodge locus Vλ (this is similar to the fact that the Jacobian ring R
F encodes
the Hodge numbers of the hypersurface X = {F = 0} in its degree dk − n− 2 pieces). We will
see that it is useful to consider the whole ideal JF,λ instead of just its degree d piece.
Example 1. It was proved by Dan in [Dan17] that
Σ(d1,...,dn
2
+1)
:= {t ∈ T : Xt contains a complete intersection of type (d1, ..., dn
2
+1)}
is a component of HLn,d. In this example we will illustrate how to obtain this result considering
the ideal JF,λ. This argument is due to Movasati.
Consider for every 0 ∈ Σ(d1,...,dn
2
+1)
the primitive Hodge cycle
λ = [Z]prim ∈ H
n
2
,n
2 (X)prim ∩H
n(X0,Z),
where Z is a complete intersection cycle of type (d1, ..., dn
2
+1) given by
I(Z) = 〈f1, ..., fn
2
+1〉, deg(fi) = di.
If X0 = {F = 0}, we can write F = f1g1+ · · ·+ fn
2
+1gn
2
+1. It follows from the definition of J
F,λ
(4) that I(Z) ⊆ JF,λ. On the other hand, if we define
Zi := {f1 = · · · = fi−1 = gi = fi+1 = · · · = fn
2
+1 = 0},
then [Z] + [Zi] = [X ∩ {f1 = · · · = fi−1 = fi+1 = · · · = fn
2
+1 = 0}], and so [Zi]prim = −[Z]prim.
In consequence I(Zi) ⊆ J
F,λ for every i = 1, ..., n2 + 1, then
I := 〈f1, g1, ..., fn
2
+1, gn
2
+1〉 ⊆ J
F,λ.
By Macaulay’s theorem it follows that R′ := C[x0, ..., xn+1]/I is Artinian Gorenstein of socle
soc(R′) =
n
2
+1∑
i=1
(deg(fi) + deg(gi)− 2) = (d− 2)(
n
2
+ 1) = soc(RF,λ).
In consequence I = JF,λ, and so
TtVλ = 〈f1, g1, ..., fn
2
+1, gn
2
+1〉d.
Letting S := C[x0, ..., xn+1], the tangent space of Sd1 × Sd−d1 × · · · × Sdn
2
+1
× Sd−dn
2
+1
at
(f1, g1, ..., fn
2
+1, gn
2
+1) goes to 〈f1, g1, ..., fn
2
+1, gn
2
+1〉d via the map
ϕ(P1, Q1, ..., Pn
2
+1, Qn
2
+1) := P1Q1 + · · ·+ Pn
2
+1Qn
2
+1.
This implies that Vλ is smooth, reduced and corresponds to a local analytic branch of HLn,d.
Therefore if Λ is the set of all complete intersections of type (d1, ..., dn
2
+1) contained in Xt, then
(Σ(d1,...,dn
2
+1)
, t) =
⋃
Z∈Λ
V[Z],
and since Σ(d1,...,dn
2
+1)
is a Zariski open set of Im(ϕ), it must be a component of HLn,d.
Remark 2. Since F = f1g1 + · · · + fn
2
+1gn
2
+1 and J
F,λ = 〈f1, g1, ..., fn
2
+1, gn
2
+1〉, we see that
for every complete intersection algebraic cycle F ∈ (JF,λ)2.
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3 Preliminaries about monomials
Before going to the proof of Theorem 1, we recall some facts about computational commutative
algebra. Our reference is [CLO07].
Definition 1. Consider the polynomial ring C[x0, ..., xn+1]. Let M be the set of all monomials
in this ring. A monomial ordering is a multiplicative linear order on M . The unique example of
monomial order we will use is the lexicographic order, that orders first the variables xσ(0) < · · · <
xσ(n+1) for some permutation σ ∈ Sn+2, and then extends the order to all M lexicographically.
Definition 2. Consider over C[x0, ..., xn+1] a fixed monomial order. We define the leading term
of f ∈ C[x0, ..., xn+1] by
LT(f) := max{xα ∈M : the monomial xα appears in the expression of f}.
Let I ⊆ C[x0, ..., xn+1] be an ideal. The leading terms ideal is by definition
〈LT(I)〉 := 〈{LT(f) : f ∈ I}〉.
Proposition 3. Let I ⊆ C[x0, ..., xn+1] be an ideal. Then the ideal 〈LT(I)〉 has the same Hilbert
function as I.
Proof See [CLO07] Proposition 4, page 458.
Remark 3. In particular, in order to compute the dimension of C[x0, ..., xn+1]d/Id it is enough
to compute the dimension of C[x0, ..., xn+1]d/〈LT(I)〉d, and since 〈LT(I)〉 is a monomial ideal
dim C
(
C[x0, ..., xn+1]
〈LT(I)〉
)
d
= #{xα ∈ C[x0, ..., xn+1] \ 〈LT(I)〉 : deg(x
α) = d}.
Definition 3. Consider over C[x0, ..., xn+1] a fixed monomial order. Let I = 〈f1, ..., fk〉 ⊆
C[x0, ..., xn+1] be an ideal. We say that f1, ..., fk is a Gro¨bner basis of I (with respect to the
monomial order) if
〈LT(I)〉 = 〈LT(f1), ...,LT(fk)〉.
Proposition 4. Consider over C[x0, ..., xn+1] a fixed monomial order. Let I = 〈f1, ..., fk〉 ⊆
C[x0, ..., xn+1] be an ideal. The generators f1, ..., fk ∈ C[x0, ..., xn+1] are a Gro¨bner basis of I if
and only if for any polynomial g ∈ C[x0, ..., xn+1], g ∈ I if and only if the residue obtained after
applying the division algorithm to g by f1, ..., fk is zero.
Proof See [CLO07, §6] Proposition 1 and Corollary 2, page 82.
We close this section with the following elementary proposition about monomials which was
inspired on [Mov17a, Proposition 8].
Proposition 5. Let xα ∈ C[x0, ..., xn+1] be any monomial. For every d > 0 let
Sdα := {x
β ∈ C[x0, ..., xn+1]d : x
β|xα}.
Then, for any i 6= j such that 0 < αi ≤ αj ,
(8) #Sdα′ ≤ #S
d
α
6
where α′k := αk for k 6= i, j, α
′
i := αi − 1 and α
′
j := αj + 1. Moreover (8) is a strict inequality
if αj ≤ d ≤ deg(x
α) − αi. As a consequence, for every x
α|(x0 · · · xn+1)
d−2 of deg(xα) = σ =
(d− 2)(n2 + 1) we have
#Sdα ≥
(n
2 + d
d
)
− (
n
2
+ 1)2,
with equality if and only if
(9) #{0 ≤ i ≤ n+ 1 : αi = d− 2} = #{0 ≤ i ≤ n+ 1 : αi = 0} =
n
2
+ 1,
i.e. up to some relabeling of the coordinates α = (0, ..., 0, d−2, ..., d−2). Furthermore, for those
α not satisfying (9), we have for d ≥ 4 that
#Sdα ≥
(n
2 + d
d
)
+
(n
2 + d− 1
d− 1
)
−
(
3n2
8
+
9n
4
+ 2
)
,
with equality if and only if up to some relabeling of the coordinates α = (0, ..., 0, 1, d − 3, d −
2, ..., d − 2).
Proof Consider the map f : Sdα′ → S
d
α given by
f(xβ
′
) :=
{
xβ
′
· (xi/xj) if β
′
j > 0,
xβ
′
· (xj/xi)
β′i if β′j = 0.
This map is clearly injective. For the case αj ≤ d ≤ deg(x
α)−αi, f is not surjective since there
exist xβ ∈ Sdα with βi = 0 and βj = αj . These monomials do not belong to the image of f .
4 Proof of Theorem 1
Let us divide the proof of Theorem 1 into three lemmas.
Lemma 1. Let X = {F = 0} ⊆ Pn+1 be a smooth degree d hypersurface of even dimension
n, and λ ∈ H
n
2
,n
2 (X)prim ∩ H
n(X,Z) be a non-trivial primitive Hodge cycle. If there exist
L1, ..., Ln
2
+1 ∈ J
F,λ
1 linearly independent, such that
P
n
2 := {L1 = L2 = · · · = Ln
2
+1 = 0} ⊆ X.
Then there exists c ∈ Q× such that
λ = c · [P
n
2 ]prim,
and so Vλ = V[P
n
2 ]
.
Proof Since P
n
2 ⊆ X, we can write
F = L1Q1 + · · · + Ln
2
+1Qn
2
+1.
Taking partial derivatives we get that for every i = 1, ..., n2 + 1
Qi =
∂F
∂Li
−
n
2
+1∑
k=1
Lk
∂Qk
∂Li
∈ JF,λ.
In consequence (see Example 1 for the first equality)
JF,[P
n
2 ] = 〈L1, Q1, ..., Ln
2
+1, Qn
2
+1〉 ⊆ J
F,λ,
and the result follows from Corollary 1.
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Lemma 2. Let F = xd0 + · · · + x
d
n+1 and X = {F = 0} the degree d Fermat variety of even
dimension n. Let λ ∈ H
n
2
,n
2 (X)prim ∩H
n(X,Z) be a non-trivial primitive Hodge cycle such that
there exist L1, ..., Ln
2
+1 ∈ J
F,λ
1 linearly independent. Then
P
n
2 := {L1 = · · · = Ln
2
+1 = 0} ⊆ X.
Proof Since F = xd0+ · · ·+x
d
n+1, then J
F = 〈xd−10 , ..., x
d−1
n+1〉 ⊆ J
F,λ. Without loss of generality
we can assume that the set L1, ..., Ln
2
+1 is reduced, and so we assume that
Li = x2i−2 + li(x1, x3, ..., xn+1),
for every i = 1, ..., n2 + 1 (note that since we are in Fermat we can relabel the variables). In
consequence
I := 〈L1, ..., Ln
2
+1, x
d−1
1 , x
d−1
3 , ..., x
d−1
n+1〉 ⊆ J
F,λ.
By Macaulay’s theorem, R := C[x0, ..., xn+1]/I is Artinian Gorenstein of socle
soc(R) = (d− 2)(
n
2
+ 1) = σ = soc(RF,λ).
Then
JF,λ = 〈L1, ..., Ln
2
+1, x
d−1
1 , x
d−1
3 , ..., x
d−1
n+1〉.
Considering the lexicographic order generated by the following order in the variables x0 > x2 >
· · · > xn > x1 > x3 > · · · > xn+1, it follows that as C-vector spaces
JF,λe ≃ 〈x0, x2, ..., xn, x
d−1
1 , x
d−1
3 , ..., x
d−1
n+1〉e ∀e ≥ 0,
then by Proposition 3 it follows that L1, ..., Ln
2
+1, x
d−1
1 , ..., x
d−1
n+1 are a Gro¨bner basis of J
F,λ. By
expanding the following binomial we see that
(Li − x2i−2)
d−1 ∈ JF,λ,
but Li − x2i−2 = li depends only on the odd variables x1, x3, ..., xn+1. Therefore, dividing
(Li − x2i−2)
d−1 by the Gro¨bner basis (see Proposition 4) we conclude that
(Li − x2i−2)
d−1 = ai,1x
d−1
1 + ai,3x
d−1
3 + · · · + ai,n+1x
d−1
n+1,
for some ai,j ∈ C. The only possibility of this to happen is that
Li = x2i−2 − aixp(2i−2),
for some p(2i− 2) ∈ {1, 3, ..., n + 1}. We claim that we can choose
p : {0, 2, ..., n} → {1, 3, ..., n + 1},
such that it is a bijection. In fact, we have to show that for every i 6= j such that ai, aj ∈ C
×,
then p(2i− 2) 6= p(2j − 2). In order to do this we will compute the polynomial
Pλ ∈ C[x0, ..., xn+1]σ \ J
F
σ .
We can assume that
(10) Pλ =
d−2∑
i0,...,in+1=0
c(i0,...,in+1)x
i0
0 · · · x
in+1
n+1 .
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By Proposition 2 we have that LiPλ ∈ J
F = 〈xd−10 , ..., x
d−1
n+1〉. Rewriting (10) as
Pλ =
d−2∑
j,k=0
qj,kx
j
2i−2x
k
p(2i−2),
for qj,k not depending on x2i−2 and xp(2i−2) for every j, k ∈ {0, ..., d − 2}. We obtain that
necessarily qj,k = aiqj+1,k−1 = · · · = a
k
i qj+k,0 and so qj,k = 0 for j + k > d − 2. On the
other hand if l < d − 2 we see that ql,0 = 0 (otherwise LiPλ contains the non-zero monomial
ql,0x
l+1
2i−2 /∈ J
F ). Then
Pλ =
∑
j+k=d−2
qd−2,0x
j
2i−2(aixp(2i−2))
k = qd−2,0 · Si.
Since Si =
∏d−2
j=1(x2i−2 − ζ
j
d−1aixp(2i−i)) for some (d− 1)-th primitive root of unity ζd−1, the Si
are two by two coprimes for i = 1, ..., n2 + 1. Therefore
Pλ =
n
2
+1∏
i=1
(
xd−12i−2 − (aixp(2i−2))
d−1
Li
)
.
In consequence, if ai, aj ∈ C
× then p(2i − 2) 6= p(2j − 2) as claimed (otherwise we would
contradict (10)).
Let us do now the following change of variables: For i even take ui := Li and for j odd take
uj := xj . Then
F (u0, ..., un+1) = (u0 + a0up(0))
d + ud1 + · · ·+ (un + anup(n))
d + udn+1,
P
n
2 = {u0 = u2 = · · · = un = 0}.
We notice that when we restrict the partial derivatives of F to P
n
2 we obtain for i even
∂F
∂ui
|
P
n
2
= dad−1i up(i),
and for j odd
∂F
∂uj
|
P
n
2
= d(adp−1(j) + 1)u
d−1
j .
Let K := {i ∈ {0, 2, ..., n} : adi 6= −1}. Consider the change of variables vi := ui for i /∈ K even,
vi := ui +
ad−1
i
adi+1
up(i) for i ∈ K, vj := uj for j odd with j /∈ p(K), and vp(i) := ui −
ad−1
i
adi+1
up(i) for
i ∈ K. Then P
n
2 = V ({vi}i/∈K even ∪ {vi + vp(i)}i∈K) and
∂F
∂vj
|
P
n
2
= 0 for j odd. It follows from
Euler’s identity that P
n
2 ⊆ X.
Lemma 3. Let X = {F = 0} ⊆ Pn+1 be a smooth hypersurface of even dimension n and degree
d ≥ 2 + 4n . Let λ ∈ H
n
2
,n
2 (X)prim ∩ H
n(X,Z) be a non-trivial primitive Hodge cycle. If there
exists xα ∈ C[x0, ..., xn+1]σ \ 〈LT(J
F,λ)〉σ such that x
α|xd−20 · · · x
d−2
n+1 for some monomial order.
Then
(11) dimC R
F,λ
d ≥
(n
2 + d
d
)
− (
n
2
+ 1)2.
If the equality holds in (11) and d ≥ 2 + 6n , then there exist L1, ..., Ln2+1 ∈ J
F,λ
1 linearly inde-
pendent.
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Proof Under the hypothesis it follows from Proposition 3 and Remark 3 that
(12) dimC R
F,λ
d ≥ #S
d
α
and so (11) follows from Proposition 5. Assuming that the equality holds for d ≥ 2 + 6n , again
by Proposition 5
(13) xα = xd−2i1 · · · x
d−2
in
2
+1
for some 0 ≤ i1 < · · · < in
2
+1 ≤ n + 1. After relabeling the variables we can assume x
α =
xd−21 x
d−2
3 · · · x
d−2
n+1. Then for every k ≥ 0
Skα ⊆ {x
β ∈ C[x0, ..., xn+1]k \ 〈LT(J
F,λ)〉k : x
β is a monomial},
otherwise there would be a monomial xβ|xα inside 〈LT(JF,λ)〉 but this contradicts the fact
xα /∈ 〈LT(JF,λ)〉. We claim both sets are equal for k = 1, in other words we claim
(14) 〈LT(JF,λ)〉k ⊆ 〈x0, x2, ..., xn, x
d−1
1 , x
d−1
3 , ..., x
d−1
n+1〉k
is an equality for k = 1. By Remark 3 we know (14) is an equality for k = d, since both sides
have the same codimension inside C[x0, ..., xn+1]d. For k > d, take any
xβ ∈ 〈x0, x2, ..., xn, x
d−1
1 , x
d−1
3 , ..., x
d−1
n+1〉k.
Then for some i ∈ {0, ..., n+1}, βi ≥ 1 and i is even, or βi ≥ d− 1 and i is odd. In any case we
can produce some xγ |xβ such that xγ ∈ 〈x0, x2, ..., xn, x
d−1
1 , x
d−1
3 , ..., x
d−1
n+1〉d = 〈LT(J
F,λ)〉d and
so xβ ∈ 〈LT(JF,λ)〉k. Since d ≥ 2+
6
n then σ−1 ≥ d and so the equality follows for k = 1 by du-
ality. Therefore there exist Li ∈ J
F,λ
1 such that LT(Li) = x2i−2 for i = 1, ...,
n
2+1 as desired.
If Σ is a component of HLn,d passing through the Fermat variety 0 ∈ HLn,d, i.e. X0 = {F =
0} for F = xd0 + · · ·+ x
d
n+1. Then there exist some λ ∈ H
n
2
,n
2 (X0)prim ∩H
n(X0,Z) such that Vλ
is a component of (Σ, 0). By Proposition 1 it follows that
Codim TΣ = Codim TVλ ≥ Codim T0TT0Vλ = dim CR
F,λ
d .
Consider any monomial order and take xα ∈ C[x0, ..., xn+1]σ \ 〈LT(J
J,λ)〉σ for
σ = (d− 2)(
n
2
+ 1) = soc(JF,λ).
Since JF ⊆ JF,λ, it follows that xα /∈ JF , then xα|xd−20 · · · x
d−2
n+1. Applying Lemma 3 we get the
desired bound
Codim TΣ ≥
(n
2 + d
d
)
− (
n
2
+ 1)2.
And if the equality holds, it follows from Lemmas 1, 2 and 3 that λ = c · [P
n
2 ]prim for some
P
n
2 ⊆ X0 and c ∈ Q
×. Therefore every component of (Σ, 0) is of the form V
[P
n
2 ]
for some
P
n
2 ⊆ X0, i.e.
(Σ, 0) = (Σ(1,...,1), 0),
where Σ(1,...,1) corresponds to the locus of smooth hypersurfaces containing a linear subvariety of
dimension n2 , which is known to be a component of the Hodge locus (see Example 1). Therefore
Σ = Σ(1,...,1) as desired.
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5 Proof of Theorem 2
Let 0 ∈ HLn,d be the Fermat variety, i.e. X0 = {F = 0} for F = x
d
0+ · · ·+x
d
n+1. Let 0 ∈ ∆ ⊆ T
be a polydisc and λ ∈ Γ(∆, Rnpi∗Z) be such that 0 ∈ Vλ but (3) does not hold. Let us prove the
inequality (6):
Case 1: Suppose first that d ≥ max{2 + 6n , 4}.
Consider any monomial order and take xα ∈ C[x0, ..., xn+1]σ \〈LT(J
J,λ)〉σ for σ = (d−2)(
n
2 +
1) = soc(JF,λ). It follows from Proposition 3 and Remark 3 that
(15) dimC R
F,λ
d ≥ #S
d
α.
Case 1.1: If xα is not of the form
(16) xα = xd−2i1 · · · x
d−2
in
2
+1
for some 0 ≤ i1 < · · · < in
2
+1 ≤ n+ 1, then (6) follows from (15) and Proposition 5.
Case 1.2: If xα is of the form (16) we can assume xα = xd−21 x
d−2
3 · · · x
d−2
n+1 after some relabeling
of the variables. Since (15) is strict in this case, there must exist some xβ ∈ C[x0, ..., xn+1]d \
(〈LT(JF,λ)〉d ∪ S
d
α). In consequence there exists some i even such that xi|x
β and so xi ∈
C[x0, ..., xn+1]1 \ (〈LT(J
F,λ)〉1 ∪ S
1
α), i.e. dimC R
F,λ
1 > #S
1
α. By duality dimC R
F,λ
σ−1 > #S
σ−1
α
and so there exists some xα
′
∈ C[x0, ..., xn+1]σ−1 \ (〈LT(J
F,λ)〉σ−1 ∪ S
σ−1
α ). By Proposition 3 it
follows that
dimC R
F,λ
d ≥ #(S
d
α ∪ S
d
α′) = #S
d
α +#(S
d
α′ \ S
d
γ)
where γi = min{αi, α
′
i} for every i = 0, ..., n + 1. Let us divide the analysis into two cases:
Case 1.2.1: If
#{i ∈ {0, ..., n + 1} : α′i = d− 2} =
n
2
,
then by Proposition 5 #Sdα′ ≥ #S
d
α0 for α0 := (0, ..., 0, 1, d − 4, d − 2, ..., d − 2). Also in this
case, up to some relabeling of the variables we can assume xγ |xd−41 (x3x5 · · · xn+1)
d−2, and so
#Sdγ ≤ #S
d
γ0 for γ0 := (0, ..., 0, d − 4, d − 2, ..., d − 2) with deg(x
γ0) = σ − 2. Therefore
dimC R
F,λ
d ≥ #S
d
α +#S
d
α0 −#S
d
γ0 =
(n
2 + d
d
)
+
(n
2 + d− 1
d− 1
)
−
(
3n2
8
+
9n
4
+ 2
)
.
Case 1.2.2: If
#{i ∈ {0, ..., n + 1} : α′i = d− 2} <
n
2
.
Again by Proposition 5 we have #Sdα ≥ #S
d
α1 for α1 := (0, ..., 0, 1, d − 3, d − 3, d − 2, ..., d − 2),
and up to relabeling of the variables we have that xγ |(x1x3)
d−3(x5x7 · · · xn+1)
d−2, and so #Sdγ ≤
#Sdγ1 for γ1 := (0, ..., 0, d − 3, d− 3, d − 2, ..., d − 2) with deg(x
γ1) = σ − 2. Then
dimC R
F,λ
d ≥ #S
d
α +#S
d
α1 −#S
d
γ1 =
(n
2 + d
d
)
+
(n
2 + d− 1
d− 1
)
−
(
n2
4
+
5n
2
+ 2
)
≥
(n
2 + d
d
)
+
(n
2 + d− 1
d− 1
)
−
(
3n2
8
+
9n
4
+ 2
)
as desired.
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Case 2: Assume now that d = 3 ≥ 2 + 6n .
We can assume up to relabeling that xα = x1x3 · · · xn+1. By a similar argument as in Case
1.2 we can assume that there exists xα
′
= x0x5x7 · · · xn+1 ∈ C[x0, ..., xn+1]σ−1 \(〈LT(J
F,λ)〉σ−1∪
Sσ−1α ). By Proposition 3 we get the desired bound
dimC R
F,λ
d ≥ #(S
d
α ∪ S
d
α′) =
(n
2 + 1
3
)
+
(n
2 − 1
2
)
.
Let us analyze now the equality in (6) for n, d ≥ 4 (the case n = 2, d ≥ 5 was established by
[Voi89]):
Finally, for the equality of (6), a similar argument as in the equality of (3) (see the proof of
Lemma 3) shows that in each of the three cases considered above we can compute 〈LT(JF,λ)〉k
for k ≥ d and corresponds respectively in Case 1.1, Case 1.2.1 and Case 1.2.2 (up to some
relabeling of the variables) to
(17) 〈LT(JF,λ)〉k = 〈x0, x2, ..., xn−2, x
2
n, x
d−1
1 , x
d−1
3 , ..., x
d−1
n−1, x
d−2
n+1〉k,
(18) 〈LT(JF,λ)〉k = 〈x0, x2, ..., xn−2, x
2
n, x
d−1
1 , x
d−1
3 , ..., x
d−1
n−1, x
d−1
n+1, xnx
d−3
n+1〉k,
(19) 〈LT(JF,λ)〉k = 〈x0, x2, ..., xn−2, x
2
n, x
d−1
1 , x
d−1
3 , ..., x
d−1
n−1, x
d−1
n+1, xnx
d−2
n−1, xnx
d−2
n+1〉k.
By duality, these equalities are valid for k ≤ σ−d. The hypothesis n, d ≥ 4 implies d−2 ≤ σ−d
and also note that for n ≥ 4, the inequality (6) is strict in the Case 1.2.2, then we do not consider
the case (19). Therefore, we conclude that in any case
(20) JF,λk = 〈L0, L2, ..., Ln−2, Cn〉k,
for some homogeneous polynomials with LT(Li) = xi, for i = 0, 2, ..., n − 2, and LT(Cn) = x
2
n,
∀k = 0, ..., d − 2. Therefore there exists a complete intersection of type (1, 1, ..., 1, 2) given by
Z := {L0 = · · · = Ln−2 = Cn = 0} such that I(Z) ⊆ J
F,λ. And if we assume further that
F ∈ (JF,λ)2, then
F = f1g1 + · · ·+ fmgm
for some homogeneous polynomials fi, gi ∈ J
F,λ. Without loss of generality we can assume that
deg(fi) ≤ deg(gi), then deg(fi) ≤ d− 2 and so fi ∈ 〈L0, L2, ..., Ln−2, Cn〉 for every i = 1, ...,m,
then we can rewrite
F = L0P0 + L2P2 + · · ·+ Ln−2Pn−2 +CnQn
for P0, ..., Pn−2, Qn ∈ J
F,λ. Then Z ⊆ X0 and also
I(Z) = 〈L0, L2, ..., Ln−2, Cn, P0, ..., Pn−2, Qn〉 ⊆ J
F,λ.
Since both ideals are Artinian Gorenstein of the same socle it follows that JF,λ = I(Z), and so
by Corollary 1, λ = a[Z]prim for some a ∈ Q
×.
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