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ON THE PROPAGATION OF REGULARITY OF SOLUTIONS OF
THE KADOMTSEV-PETVIASHVILLI (KPII) EQUATION
PEDRO ISAZA, FELIPE LINARES, AND GUSTAVO PONCE
ABSTRACT. We shall deduce some special regularity properties of so-
lutions to the IVP associated to the KPII equation. Mainly, for da-
tum u0 ∈ Xs(R2), s > 2, (see (1.2) below) whose restriction belongs
to Hm((x0,∞)×R) for some m ∈ Z+, m ≥ 3, and x0 ∈ R, we shall
prove that the restriction of the corresponding solution u(·, t) belongs
to Hm((β ,∞)×R) for any β ∈ R and any t > 0.
1. INTRODUCTION
We consider solutions of the initial value problem (IVP) associated to the
Kadomtsev-Petviashvilli (KPII) equation,{
∂tu+∂ 3x u+α∂−1x ∂ 2y u+u∂xu = 0, (x,y) ∈ R2, t > 0, α = 1,
u(x,y,0) = u0(x,y),
(1.1)
the operator ∂−1x is defined via the Fourier transform by
∂̂−1x f (ξ ,η) =− iξ f̂ (ξ ,η).
The KP equations (KPI (α = −1) and KPII (α = 1)) are models for the
propagation of long, dispersive, weakly nonlinear waves which travel pre-
dominantly in the x direction, with weak transverse effects. These equations
were derived by Kadomtsev and Petviashvilli [10] as two-dimensional ex-
tensions of the Korteweg-de Vries equation (see (1.5) below). The KP equa-
tions have been studied extensively in the last few years in several aspects.
For an interesting account of KP equations features and open problems we
refer the reader to [12] (see also [14]).
Our main purpose in this paper is the study of smoothing properties of
solutions of the IVP (1.1).
Before stating our result we briefly describe the development of the local
well-posedness theory for the IVP (1.1). The first outcome regarding the
local well-posedness of the IVP (1.1) was given by Ukai in [21] (see also
[15], [9]) for initial data in Hs(R2), s≥ 3. In [1] Bourgain proved local and
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global well-posedness of the IVP (1.1) in L2(T2) and L2(R2). Takaoka and
Tzvetkov [18] and Isaza and Mejı´a [7] established local well-posedness for
data in the anisotropic Sobolev spaces Hs1,s2(R2), s1 >−1/3, s2≥ 0, where
Hs1,s2(R2) = { f ∈S ′(R2) : ‖ f‖Hs1,s2 = ‖〈ξ 〉s1〈η〉s2 f̂ ‖< ∞},
and 〈·〉2 = 1+ | · |2 (for previous results we refer [16], [19], [20]). Later
Takaoka in [17] proved local well-posedness in Hs1,s2(R2), s1 >−1/2, s2 =
0, but imposing an additional low frequency condition in the initial data (i.e.
|Dx|− 12+εu0 ∈ L2(R2), for a suitable ε > 0). In [2] Hadac removed the latter
condition on the initial data and showed local well-posedness for any data in
Hs1,s2(R2), s1 >−1/2, s2 ≥ 0. Finally, Hadac, Herr and Koch obtained the
local well-posedness in the scaling anisotropic Sobolev space H−
1
2 ,0(R2)
for any size data. They also obtained global well-posedness for small data
in the homogeneous anisotropic Sobolev space H˙−
1
2 ,0(R2) and local well-
posedness in the same space for any size data. In the anisotropic Sobolev
spaces Hs1,s2(R2) the best global result known for any size data was proved
by Isaza and Mejia in [8] for s1 > −1/14, s2 = 0. We point out that the
inverse scattering method provides global solution for the KPII equation
only for small initial data (see [22]).
In our analysis we will use a result of Iorio and Nunes [4] regarding
local well-posedness for the KP equations (α = ±1 in (1.1)) and a general
nonlinearity ∂xF(u) in Sobolev spaces Hs(R2), s > 2. More precisely, we
define
Xs = { f ∈ Hs(R2) : ∂−1x f ∈ Hs(R2)}. (1.2)
Theorem A ([4]). Let u0 ∈ Xs(R2), s > 2. There exist T > 0 and a unique
u = u(x,y, t) solution of the IVP (1.1) such that u ∈C([0,T ];Xs). Moreover,
the data-solution map is continuous in the ‖ · ‖s–norm.
Our main result reads as follows:
Theorem 1.1. For T > 0, let u be a solution in [0,T ] of equation (1.1) with
initial data u0 ∈ Xs(R2), s > 2. Suppose that for an integer n≥ 3 and some
x0 ∈ R, the restriction of u0 to (x0,∞)×R belongs to Hn((x0,∞)×R) and
∂−1x ∂ 3y u0 ∈ L2((x0,∞)×R).
Then, for any ν > 0 and ε > 0
sup
t∈[0,T ]
∑
α1+α2≤n
∞∫
−∞
∞∫
x0+ε−νt
(∂α1x ∂
α2
y u(x,y, t))
2 dxdy < ∞. (1.3)
In particular, for all times t ∈ (0,T ] and for all a∈R, u(t)∈Hn((a,∞)×R).
Remark 1.2. We observe that the condition ∂−1x ∂ 3y u0 ∈ L2((x0,∞)×R) is
automatically fulfilled if s≥ 3.
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Remark 1.3. From our comments above and our proof of Theorem 1.1 it
will be clear that the requirement u0 ∈ Xs(R2) in Theorem 1.1 can be low-
ered.
As a direct consequence of Theorem 1.1 we can deduce
Corollary 1.4. Let u ∈C(R : Xs(R2)), s > 2, be a solution of the equation
in (1.1) described in Theorem A. If there exist m ∈ Z+, m≥ 3, tˆ ∈R, a ∈R
such that
u(·, tˆ) /∈ Hm((a,∞)×R),
then for any t ∈ (−∞, tˆ) and any β ∈ R
u(·, t) /∈ Hm((β ,∞)×R).
Next, one has that for appropriate class of data singularities of the corre-
sponding solutions travel with infinite speed to the left in the x-variable as
time evolves.
Corollary 1.5. Let u ∈C(R : Xs(R2)), s > 2, be a solution of the equation
in (1.1) described in Theorem A. If there exist k,m ∈ Z+ with k ≥ m and
a, b ∈ R with b < a such that
u0 ∈ Hk((a,∞)×R) but u0 /∈ Hm((b,∞)×R), (1.4)
then for any t ∈ (0,∞) and any v > 0 and ε > 0
∑
α1+α2≤k
∞∫
−∞
∞∫
a+ε−vt
|∂α1x ∂α2y u(x,y, t)|2 dxdy < ∞,
and for any t ∈ (−∞,0) and γ ∈ R
∑
α1+α2≤m
∞∫
−∞
∞∫
γ
|∂α1x ∂α2y u(x,y, t)|2 dxdy = ∞.
Remark 1.6.
(a) If in Corollary 1.5 in addition to (1.4) one assumes that
∑
α1+α2≤k
∞∫
−∞
b∫
−∞
|∂α1x ∂α2y u0(x,y)|2 dxdy < ∞,
then by combining the results in this corollary with the group properties it
follows that
∑
α1+α2≤m
∞∫
−∞
β∫
−∞
|∂α1x ∂α2y u(x,y, t)|2 dx = ∞, for any β ∈ R and t > 0.
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This shows that the regularity in the left hand side does not propagate for-
ward in time.
(b) Notice that (1.3) tells us that the local regularity of the initial datum
u0 described in the statement of Theorem 1.1 propagates with infinite speed
to its left in the x-variable as time evolves.
(c) In [5] we proved the corresponding result concerning the IVP for the
k-generalized Korteweg-de Vries equation{
∂tu+∂ 3x u+uk ∂xu = 0, x, t ∈ R, k ∈ Z+,
u(x,0) = u0(x).
(1.5)
More precisely,
Theorem B. If u0 ∈ H3/4+(R) and for some l ∈ Z+, l ≥ 1 and x0 ∈ R
‖∂ lxu0‖2L2((x0,∞)) =
∫ ∞
x0
|∂ lxu0(x)|2dx < ∞, (1.6)
then the solution of the IVP (1.5) provided by the local theory satisfies that
for any v > 0 and ε > 0
sup
0≤t≤T
∫ ∞
x0+ε−vt
(∂ jx u)
2(x, t)dx < c, (1.7)
for j = 0,1, . . . , l with c = c(l;‖u0‖3/4+,2;‖∂ lxu0‖L2((x0,∞));v;ε;T ).
In particular, for all t ∈ (0,T ], the restriction of u(·, t) to any interval
(x1,∞) belongs to H l((x1,∞)).
Moreover, for any v≥ 0, ε > 0 and R > 0∫ T
0
∫ x0+R−vt
x0+ε−vt
(∂ l+1x u)
2(x, t)dxdt < c, (1.8)
with c = c(l;‖u0‖3/4+,2;‖∂ lxu0‖L2((x0,∞));v;ε;R;T ).
Remark 1.7. For solutions of the IVP associated to the Benjamin-Ono
equation, that is,{
∂tu−H ∂ 2x u+u∂xu = 0, x ∈ R, t > 0,
u(x,0) = u0(x),
(1.9)
whereH denotes the Hilbert transform, we also showed a similar property
(see [6]).
Remark 1.8. In [5] we obtained the following result.
Theorem C. If u0 ∈ H3/4+(R) and for some n ∈ Z+, n≥ 1,
‖xn/2u0‖2L2((0,∞)) =
∫ ∞
0
|xn| |u0(x)|2dx < ∞, (1.10)
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then the solution u of the IVP (1.5) provided by the local theory satisfies
that
sup
0≤t≤T
∫ ∞
0
|xn| |u(x, t)|2 dx≤ c (1.11)
with c = c(n;‖u0‖3/4+,2;‖xn/2u0‖L2((0,∞));T ).
Moreover, for any ε,δ ,R > 0,v≥ 0, m, j ∈ Z+, m+ j ≤ n, m≥ 1,
sup
δ≤t≤T
∫ ∞
ε−vt
(∂mx u)
2(x, t)x j+ dx
+
∫ T
δ
∫ R−vt
ε−vt
(∂m+1x u)
2(x, t)x j−1+ dxdt ≤ c,
(1.12)
with c = c(n;‖u0‖3/4+,2;‖xn/2u0‖L2((0,∞));T ;δ ;ε;R;v).
In [12] (p.783) Klein and Saut gave an example showing that initial data
in the Schwartz class do not necessarily lead to solutions of the KPII equa-
tion in the Schwartz class. On the other hand, Levandovsky in [13] showed
that for initial data u0 satisfying∫
R2
{
u20+(∂
3
x u0)
2+(∂−1x ∂yu0)
2+ xL+u
2
0+ x
L
+(∂xu
2
0)
}
dxdy < ∞ (1.13)
for all integer L ≥ 0, where x+ = max{0, x}, there exists a unique solution
of the IVP (1.1) u(t) ∈C∞(R2) for t ∈ (0,T ).
We shall notice that solutions of the IVP (1.1) also share a smoothing
property similar to the one proved by Kato ([11]) for solutions of the KdV
equation (see [15]).
For the generalized KPII equation i.e.
∂tu+∂ 3x u+∂
−1
x ∂
2
y u+u
p∂xu = 0 p ∈ Z+, p > 1, (1.14)
it may be possible to obtain similar results as those in Theorem 1.1.
This paper is organized as follows. In Section 2, we introduce some tools
that will be employed in the proof of Theorem 1.1. Section 3 will be devoted
to the proof of Theorem 1.1.
2. PRELIMINARIES
Our argument of proof uses weighted energy estimates. In this case we
will employ weights independent of the variable y. More precisely, for each
ε > 0 and b≥ 5ε we define a function χε,b ∈C∞(R) with χ ′ε,b(x)≥ 0, and
χε,b(x) =
{
0, x≤ ε,
1, x≥ b, (2.1)
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which will be constructed as follows. Let ρ ∈C∞0 (R), ρ(x)≥ 0, even, with
suppρ ⊆ (−1,1) and ∫ ρ(x)dx = 1 and define
νε,b(x) =

0, x≤ 2ε,
1
b−3ε x− 2εb−3ε , x ∈ [2ε,b− ε],
1, x≥ b− ε,
(2.2)
with
χε,b(x) = ρε ∗νε,b(x) (2.3)
where ρε(x) = ε−1ρ(x/ε). Thus
supp χε,b ⊆ [ε,∞),
supp χ ′
ε,b
(x)⊆ [ε,b]. (2.4)
If x ∈ (3ε,b−2ε), then
χ ′
ε,b
(x)≥ 1
b−3ε . (2.5)
and for any x ∈ R
χ ′
ε,b
(x)≤ 1
b−3ε . (2.6)
We will frequently use the following facts
χε/5,ε (x) = 1, on supp χε,b ,
χ ′′
ε,b
(x)≤ cχε/5,b+ε (x).
(2.7)
Throughout the article we will apply the following inequality of Gagliardo-
Nirenberg’s type:
Lemma 2.1. Let f = f (x,y) be a function such that f χ ∈ H1(R2), where
χ = χ(x) = χε,b is as above. Then,(∫
R2
f 4χ2
)1/2 ≤ c∫
R2
f 2χ+ c
∫
R2
(∂x f )2χ+ c
∫
R2
(∂y f )2χ+ c
∫
R2
f 2χ ′ . (2.8)
Proof. It suffices to observe that
f 2(x,y)χ(x)≤
∫ +∞
−∞
(2| f∂x f |χ+ f 2χ ′)dx and
f 2(x,y)χ(x)≤
∫ +∞
−∞
2| f∂y f |χ dy.
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Therefore∫∫
f 4χ2 ≤ c
(∫∫
(| f∂x f |χ+ f 2χ ′)dxdy
)(∫∫
| f∂y f |χ dydx
)
.
In this way, (2.8) follows from Young’s inequality. 
3. PROOF OF THEOREM 1.1
We begin by giving a brief sketch of the proof. By using a translation in
x if necessary we may assume that x0 = 0. For two integers α1,α2, with
α1 ≥−1 and α2 ≥ 0, let α = (α1,α2), |α|= α1+α2 and ∂α = ∂α1x ∂α2y . We
apply ∂α to equation (1.1), multiply by
∂αu χ ≡ ∂αu χε,b(x+νt),
and integrate in R2. Formally assuming that we have enough regularity to
apply integration by parts we obtain that
1
2
d
dt
∫
(∂αu)2χ dxdy −ν
2
∫
(∂αu)2χ ′ dxdy︸ ︷︷ ︸
Aα1≡A1
−1
2
∫
(∂αu)2χ ′′′ dxdy︸ ︷︷ ︸
Aα2≡A2
+
3
2
∫
(∂x∂αu)2χ ′ dxdy︸ ︷︷ ︸
Aα3≡A3
+
1
2
∫
(∂α∂−1x ∂yu)
2χ ′ dxdy︸ ︷︷ ︸
Aα4≡A4
+
∫
∂α(u ∂xu)∂αu χ dxdy︸ ︷︷ ︸
Aα5≡A5
= 0 .
(3.1)
In order to write our expressions in a simple form we will use the follow-
ing notation: for α = (α1,α2),
[α1,α2]ε,b ≡ [α1,α2] :=
∫
(∂αu)2χε,b(x+νt)dxdy,
[α1,α2]′ε,b ≡ [α1,α2]′ := Aα3 =
∫
(∂x∂αu)2χ ′ε,b(x+νt)dxdy,
[α1,α2]′′ε,b ≡ [α1,α2]′′ := Aα4 =
∫
(∂α∂−1x ∂yu)
2χ ′ε,b(x+νt)dxdy.
(3.2)
When n ≥ 3, χε,b(·)u0 ∈ Hn(R2) and χε,b(·)∂ 2y (∂−1x ∂y)u0 ∈ L2(R2), we
will use Gronwall’s lemma to show that
sup
t∈[0,T ]
[α1,α2](t) = sup
t∈[0,T ]
∫
(∂αu)2χε,b(x+νt)dxdy≤C (3.3)
for all indices α with 3≤ |α| ≤ n.
By induction we will suppose that (3.3) is proved for all cases with |α| ≤
n−1 and we will refer to a case already proved as a former case.
8 PEDRO ISAZA, FELIPE LINARES, AND GUSTAVO PONCE
For an index α with |α| = n, our procedure will lead to verify that, as a
consequence of a former case,∫ T
0
|Aα1 (t)|dt ≡ c
∫ T
0
∫
(∂αu)2χ ′ dxdydt ≤C
and∫ T
0
|Aα2 (t)|dt ≡ c
∫ T
0
|
∫
(∂αu)2χ ′′′ dxdy|dt ≤C.
(3.4)
Notice that for |α| = 0,1,2 with α1 ≥ 0, inequalities (3.3) and (3.4) fol-
low directly from the well-posedness of the IVP (1.1) with u0 ≡ u(0) ∈
H2
+
(R2). Taking into account (3.4) and the fact that Aα3 ≥ 0 and Aα4 ≥ 0,
we will restrict our attention to show that
|Aα5 (t)| ≡
∣∣∫ ∂α(u ∂xu)∂αu χ dxdy∣∣≤ c∫ (∂αu)2χ dxdy+g(t) , (3.5)
where g≥ 0 is a function with ∫ T0 g(t)dt ≤C (sometimes we will mix sev-
eral cases together to obtain an inequality similar to (3.5).) We will continue
denoting by g a generic nonnegative integrable function on [0,T ].
Once (3.5) is obtained, Gronwall’s Lemma will give (3.3) for the case α
under consideration. Also, from (3.1) to (3.5) it will follow that∫ T
0
[α1,α2]′ dt ≡
∫ T
0
Aα3 (t)dt ≡ c
∫ T
0
∫
(∂x∂αu)2χ ′ dxdydt ≤C (3.6)
and∫ T
0
[α1,α2]′′ dt ≡
∫ T
0
Aα4 (t)dt ≡ c
∫ T
0
∫
(∂−1x ∂y∂
αu)2χ ′ dxdydt ≤C , (3.7)
which guarantees for the case (α1+1,α2) with α1 ≥−1 and the case (α1−
1,α2+1) with α1 ≥ 1 that∫ T
0
|A(α1+1,α2)1 |dt ≡ c
∫ T
0
∫
(∂x∂αu)2χ ′ dxdydt
=
∫ T
0
[α1,α2]′ dt ≤C,
(3.8)
and ∫ T
0
|A(α1−1,α2+1)1 |dt ≡ c
∫ T
0
∫
(∂α1−1x ∂
α2+1
y u)
2χ ′ dxdydt
=
∫ T
0
[α1,α2]′′ dt ≤C.
(3.9)
Since |χ ′′′ε,b| ≤ cχ ′ε/5,b+ε , we will have that∫ T
0
|A(α1+1,α2)2 |dt ≤C, and
∫ T
0
|A(α1−1,α2+1)2 |dt ≤C. (3.10)
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In this way (3.8), (3.9), and (3.10) will give (3.4) for the cases (α1+1,α2)
and (α1−1,α2+1).
We now begin the proof by considering the cases with |α| = 2, α1 ≥ 0.
Though the regularity of the solution provides (3.3) for these cases, we
consider them in order to establish the local smoothing effects expressed in
(3.6) and (3.7), which will be used in future cases.
Case (2,0):
With α = (2,0), ∂α = ∂ 2x we estimate the cubic term A5 in (3.1). Using
integration by parts and Sobolev’s embeddings,
|A5|= |
∫
∂ 2x (u ∂xu)∂
2
x u χ|= |
∫
3∂xu(∂ 2x u)
2χ+u ∂ 3x u ∂
2
x u χ|
= |5
2
∫
∂xu(∂ 2x u)
2χ− 1
2
∫
u(∂ 2x u)
2χ ′|
≤ c(‖∂xu ‖L∞xy +‖u ‖L∞xy)‖∂ 2x u ‖2L2xy ≤ c‖u ‖
3
C([0,T ];H2+(R2)
Besides,
|A1|+ |A2| ≤ c|
∫
(∂ 2x u)
2χ ′|+ c|
∫
(∂ 2x u)
2χ ′′′| ≤ c‖u ‖2
C([0,T ];H2+(R2).
Thus, by integrating (3.1) in [0,T ], and taking into account that the values
of [2,0] at t = 0 and at t = T are bounded by c‖u ‖2
C([0,T ];H2+(R2)
, we obtain
(3.6) and (3.7) for the case (2,0), which, according to our notation (3.2), is∫ T
0
([2,0]′+[2,0]′′)dt ≤C. (3.11)
Notice that this estimate provides (3.4) for the future case α = (3,0).
Case (1,1):
With α = (1,1) and ∂α = ∂x∂y, we apply integration by parts to obtain
that
|A5|= |
∫
(2∂x∂yu ∂xu+∂yu ∂ 2x u+u ∂y∂
2
x u)∂x∂yu χ|
= |
∫
3
2∂xu(∂x∂yu)
2χ− 12u(∂x∂yu)2χ ′+∂yu ∂ 2x u ∂x∂yu χ|
≤ ‖u ‖3
C([0,T ];H2+(R2),
(3.12)
and, proceeding as in the former case we have that∫ T
0
([1,1]′+[1,1]′′)dt ≤C, (3.13)
which gives (3.4) for the case α = (2,1).
Case (0,2):
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The cubic term A5 with α = (0,2) in (3.1), is treated as the former cases
to obtain that
|A5|= |
∫
1
2∂xu(∂
2
y u)
2χ− 12u (∂ 2y u)2χ ′+2∂yu ∂x∂yu ∂ 2y u χ| ≤C,
and from this estimate we then have that∫ T
0
([0,2]′+[0,2]′′)dt =
∫ T
0
∫
(∂x∂ 2y u)
2χ ′ dxdydt ≤C, (3.14)
to be used in the case α = (1,2).
For the estimations of order |α| = 3 we will need to consider a single
case with α1 =−1, namely the case (-1,3).
Case (-1,3):
For this case ∂α = ∂−1x ∂ 3y . From integration by parts and Young’s in-
equality it follows that
|A5|= 12 |
∫
∂ 3y u
2∂−1x ∂
3
y u χ|=
1
2
|
∫
(2u ∂ 3y u+6∂yu ∂
2
y u)∂
−1
x ∂
3
y u χ|
≤ 1
2
|−
∫
∂xu(∂−1x ∂
3
y u)
2χ−
∫
u(∂−1x ∂
3
y u)
2χ ′|
+ c‖∂yu ‖L∞
∫
|∂ 2y u||∂−1x ∂ 3y u|χ
≤ c‖∂xu ‖L∞ [−1,3]+ c‖u ‖L∞[0,2]′′+ c[0,2]+ c[−1,3]
≤ c+ c[−1,3]+g(t) .
On the other hand, since |χ ′′′| ≤ cχ ′ε/5,b+ε , we see that in this case
|A1+A2| ≤ c
∫
(∂−1x ∂
2
y u)
3χ ′ε/5,b+ε dt ≤ c[0,2]′′ε/5,b+ε .
In this way, from the above estimates
d
dt
[−1,3]≤ c[−1,3]+g(t) ,
which gives (3.3), (3.6), and (3.7) for this case.
We now turn to the cases with |α|= 3 . Thus we assume that u0 satisfies
the hypotheses in the statement of Theorem 1.1 with n = 3.
Case (3,0):
From integration by parts we see that
A5 =
∫
∂ 3x u(u∂xu)∂
3
x u χ =
∫
(4∂xu ∂ 3x u+3∂
2
x u ∂
2
x u+u ∂
4
x u)∂
3
x u χ
= 72
∫
∂xu(∂ 3x u)
2 χ− 12
∫
u(∂ 3x u)
2 χ ′−3 · 13
∫
(∂ 2x u)
3χ ′ ≡ A51+A52+A53 .
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By Sobolev embeddings
|A51|+ |A52| ≤ (‖∂xu ‖L∞+‖u ‖L∞)
∫
(∂ 3x u)
2 χ+ c
∫
(∂ 3x u)
2 χ ′
≤ c[3,0]+ c[2,0]′.
(3.15)
The first term on the right hand side of (3.15) is the quantity to be estimated
while the second term has finite integral in [0,T ] by (3.11). Now, from
integration by parts and Young’s inequality
|A53|= |−2
∫
∂xu ∂ 2x u ∂
3
x u χ
′−
∫
∂xu(∂ 2x u)
2χ ′′|
≤ c‖∂xu ‖L∞
(∫
(∂ 2x u)
2χ ′+
∫
(∂ 3x u)
2 χ ′+
∫
(∂ 2x u)
2|χ ′′|)
≤ c+ c[2,0]′+ c,
(3.16)
which is bounded after integration in [0,T ].
Since from the case (2,0), and inequalities (3.8) and (3.10) we have that
|A1| and |A2| have finite integral in [0,T ], it follows that
d
dt
[3,0]≤ c[3,0]+g(t).
Therefore, as we have shown in the sketch of our proof, we obtain (3.3)
(3.6), and (3.7) for the case (3,0). That is
sup
t∈[0,T ]
[3,0]≤C and
∫
[3,0]′+[3,0]′′ dt < ∞.
We will now turn to the cases (2,1), (1,2), and (0,3). As it will be seen, we
need to consider these three cases together for the application of Gronwall’s
lemma.
Case (2,1):
We have that
|A5|=
∫
∂ 2x ∂y(u∂xu)χ
=
∫
(a1∂ 2x ∂yu∂xu+a2∂x∂yu ∂
2
x u+a3∂yu ∂
3
x u+u ∂
3
x ∂yu)∂
2
x ∂yu χ
≡ A51+A52+A53+A54.
We apply Young’s inequality and Sobolev embeddings to obtain that
|A51+A53| ≤ c‖∂xu ‖L∞[2,1]+ c‖∂yu ‖L∞([3,0]+ [2,1])
≤ c+ c[2,1], (3.17)
since (3,0) is a former case and we have already seen that [3,0]≤ c.
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From integration by parts it follows that
|A54|= |− 12
∫
∂xu(∂ 2x ∂yu)
2χ− 1
2
∫
u(∂ 2x ∂yu)
2χ ′|
≤ c[2,1]+ c[1,1]′.
(3.18)
For A52, we integrate by parts to conclude that
A52 =−a22
∫
(∂x∂yu)2∂ 3x u χ−
a2
2
∫
(∂x∂yu)2∂ 2x u χ
′ ≡ A521+A522.
To estimate A521 we apply (2.8) and the facts that χε,b = χε,bχε/5,ε and
χ2ε/5,ε ≤ χε/5,ε to conclude that
|A521|= c|
∫
(∂x∂yu)2∂ 3x u χχε/5,ε |
≤
(∫
(∂x∂yu)4χ2
)1/2(∫
(∂ 3x u)
2χ2ε/5,ε
)1/2
≤ c[3,0]1/2ε/5,ε
(∫
(∂x∂yu)2χ+(∂ 2x ∂yu)
2χ+(∂x∂ 2y u)
2χ+(∂x∂yu)2χ ′
)
≤ c([1,1]+ [2,1]+ [1,2]+ [0,1]′)
≤ c+ c[2,1]+ c[1,2]+ c[0,1]′,
(3.19)
since the cases (3,0) and (1,1) are former cases.
A522 can be treated in a similar manner to obtain that
|A522| ≤
(∫
(∂x∂yu)4(χ ′)2
)1/2(∫
(∂ 2x u)
2χ2ε/5,ε
)1/2
≤ c[2,0]1/2ε/5,ε
(∫
(∂x∂yu)2χ ′+(∂ 2x ∂yu)
2χ ′
+(∂x∂ 2y u)
2χ ′+(∂x∂yu)2|χ ′′|
)
≤ c([0,1]′+[1,1]′+[0,2]′+[0,1]′ε/5,b+ε),
(3.20)
since
|χ ′′|= |χ ′′ε,b| ≤ cχ ′ε/5,b+ε
and (2,0) is a former case.
On the other hand,
|A1|+ |A2| ≤ c|
∫
(∂ 2x ∂yu)
2χ ′|+ c|
∫
(∂ 2x ∂yu)
2χ ′′′|
≤ c[1,1]′+[1,1]′ε/5,b+ε .
In this way, gathering the above estimates, and taking into account that the
cases (0,1), (0,2), and (1,1) are former cases we conclude that
d
dt
[2,1]≤ c[2,1]+ c[1,2]+g(t). (3.21)
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Case (1,2):
|A5|=
∫
∂x∂ 2y (u∂xu)∂x∂
2
y u χ
=
∫
(a1∂x∂ 2y u ∂xu+a2∂x∂yu ∂x∂yu+a3∂
2
y u ∂
2
x u
+a4∂yu ∂ 2x ∂yu+u ∂
2
x ∂
2
y u)∂x∂
2
y u χ
≡ A51+A52+A53+A54+A55.
Integrating by parts in the term A55, and proceeding as we did to obtain
(3.17) and (3.18), we have that
|A51+A54+A55| ≤ c[1,2]+ c([1,2]+ [2,1])+ c([1,2]+ c[0,2]′) .
Integration by parts with respect to y shows that A52 = 0.
For A53 we integrate by parts and apply (2.8) to conclude that
|A53|=
∣∣∣−a3
2
∫
(∂ 2y u)
2∂ 3x u χ−
a3
2
∫
(∂ 2y u)
2∂ 2x u χ
′
∣∣∣
=
∣∣∣−a3
2
∫
(∂ 2y u)
2 χ ∂ 3x u χε/5,ε +
a3
2
(∫
2∂ 2y u ∂x∂
2
y u ∂xuχ
′+
∫
(∂ 2y u)
2∂xu χ ′′
)∣∣∣
≤ c[3,0]1/2ε/5,ε
(∫
(∂ 2y u)
4χ2
)1/2
+ c
∫
|∂ 2y u ∂x∂ 2y u| χ ′+ c
∫
(∂ 2y u)
2 χ ′ε/5,b+ε
≤ c([0,2]+ [1,2]+ [0,3]+ [1,1]′′)+ c([1,1]′′+[0,2]′)+ c[1,1]′′ε/5,b+ε .
Also,
|A1|+ |A2| ≤ c
∫
(∂x∂ 2y u)
2χ ′ε/5,b+ε ≤ c[0,2]′.
From the above estimates and taking into account that (0,2) and (1,1) are
former cases we have that
d
dt
[1,2]≤ c[2,1]+ c[1,2]+ c[0,3]+g(t). (3.22)
Case (0,3):
A5 =
∫
∂ 3y (u∂xu)∂
3
y u χ
=
∫
(∂ 3y u∂xu+3∂
2
y u ∂x∂yu+3∂yu ∂x∂
2
y u+u ∂x∂
3
y u)∂
3
y u χ
≡ A51+A52+A53+A54.
From Sobolev embeddings and Young’s inequality
|A51+A53| ≤ c[0,3]+ c([1,2]+ [0,3]).
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Applying integration by parts we obtain
|A52|= |32
∫
∂x∂ 2y u(∂
2
y u)
2χ|= |1
2
∫
(∂ 2y u)
3χ ′|
= |
∫
∂yu ∂ 3y u ∂
2
y u χ
′| ≤ c
∫
(∂ 3y u)
2χ ′+ c(∂ 2y u)
2χ ′
≤ c[−1,3]′+ c[1,1]′′.
For A54 we see that
|A54|= |− 12
∫
∂xu(∂ 3y u)
2χ− 1
2
∫
u(∂ 3y u)
2χ ′|
≤ c[0,3]+ c[−1,3]′.
Also
|A1|+ |A2| ≤ c
∫
(∂ 3y u)
2χ ′ε/5,b+ε ≤ c[−1,3]′ε/5,b+ε .
In this way we see that
d
dt
[0,3]≤ c[0,3]+ c[1,2])+g(t), (3.23)
since the cases (−1,3) and (1,1) are former cases.
Hence, from (3.21), (3.22), and (3.23) it follows that
d
dt
([2,1]+ [1,2]+ [0,3])≤ c([2,1]+ [1,2]+ [0,3])+g(t),
which gives (3.3), (3.6), and (3.7) for the three cases (2,1), (1,2), and (0,3)
together.
For the cases with |α|= 4 we will see that the case (4,0) can be obtained
independently of the other cases of the same order.
Case (4,0): For this case
|A5|=
∣∣∫ ∂ 4x u(u∂xu)∂ 4x uχ = ∫ (5∂ 4x u ∂xu+10∂ 2x u ∂ 3x u+u ∂ 5x u)∂ 4x u χ∣∣
=
∣∣−52 ∫ ∂xu(∂ 4x u)2 χ− 12 ∫ u(∂ 4x u)2 χ ′+10∫ ∂ 2x u ∂ 3x u ∂ 4x uχ∣∣
≤ c[4,0]+ c[3,0]′+ ∣∣∫ (∂ 2x u)2(∂ 3x u)2χ∣∣+ c[4,0].
To estimate the last integral term we will use the notation χ˜ := χε/5,ε and
take into account that χ2ε ′,b′ ≤ cχε ′,b′ and (χ˜ ′)2ε ′,b′ ≤ cχ˜ ′ε ′,b′ for 0 < ε ′< b′/5.
We will aslo apply the following Gagliardo-Nirenberg’s inequality:∫
f 6 dxdy≤ c
∫
f 2 dxdy
(∫ (
(∂x f )2+(∂y f )2
)
dxdy
)2
.
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In this way,∣∣∫ (∂ 2x u)2(∂ 3x u)2χ∣∣= |− 13 ∫ (∂ 2x u)3∂ 4x u χ− 13 ∫ (∂ 2x u)3∂ 3x u χ ′∣∣
=
1
3
∣∣∫ (∂ 2x u)3χ˜3∂ 4x u χ+∫ (∂ 2x u)3χ˜3∂ 3x uχ ′∣∣
≤ c
∫
(∂ 2x u χ˜)
6+ c[4,0]+ c
∫
(∂ 2x u χ˜)
6+ c[2,0]′
≤ c
(∫
(∂ 2x u)
2χ˜2
)(∫
(∂ 3x u)
2χ˜2+(∂ 2x u)
2(χ˜ ′)2+(∂y∂ 2x u)
2χ˜2
)2
+ c[4,0]+ c[2,0]′
≤ c‖u(t)‖H2([3,0]2ε/5,ε +‖u(t)‖4H2 +[2,1]2ε/5,ε)+ c[4,0]+ c[2,0]′
≤ c+ c[4,0]+ c[2,0]′ ≤ c[4,0]+g(t),
which together with (3.8) and (3.10) gives (3.3) for this case.
We will now consider the cases (3,1), (2,2), (1,3) and estimate them to-
gether.
Case (3,1):
A5 =
∫
∂ 3x ∂y(u∂xu)∂
3
x ∂yu χ
=
∫
(a1∂ 3x ∂yu ∂xu+a2∂
2
x ∂yu ∂
2
x u+a3∂
3
x u ∂x∂yu)∂
3
x ∂yu χ
+
∫
(a4∂yu ∂ 4x u+u ∂x∂
3
x ∂yu)∂
3
x ∂yu χ
= A51+A52+A53+A54+A55 .
Treating the last term in the former integral by integration by parts and
proceeding as we did to obtain (3.17) and (3.18) we have that
|A51+A54+A55| ≤ c[3,1]+ c[4,0]+ c[2,1]′ ≤ c+ c[3,1]+ c[2,1]′ .
For the remaining terms A52 and A53 we can use inequality (2.8) to obtain
that
|A52+A53| ≤ c
(∫
(∂ 2x ∂yu)
4χ2
)1/2(
(∂ 2x u)
4χ˜2
)1/2
+ c
(
(∂ 3x u)
4χ2
)1/2(
(∂x∂yu)4χ˜2
)1/2
+ c[3,1]
≤ c([2,1]+[3,1]+[2,2]+[1,1]′)([2,0]+[3,0]+[2,1]+[1,0]′)ε/5,ε
+ c([3,0]+[4,0]+[3,1]+[2,0]′)([1,1]+[2,1]+[1,2]+[0,1]′)ε/5,ε
+ c[3,1],
(3.24)
16 PEDRO ISAZA, FELIPE LINARES, AND GUSTAVO PONCE
where the subindex (ε/5,ε) in the closing parenthesis means that all terms
[·, ·] inside the parentheses are to be taken as [·, ·]ε/5,ε . Since
([2,0]+ [1,0]′+[1,1]+ [0,1]′)ε/5,ε ≤ c‖u‖C([0,T ];H2(R2))
and noticing the former cases in (3.24), we conclude that
|A52+A53| ≤ c+ c([3,1]+ [2,2]+ [1,1]′+[4,0]+ [2,0]′)
≤ c+ c([3,1]+ [2,2]+ [1,1]′+[2,0]′),
and therefore, from the above estimates for this case,
|A5| ≤ c[3,1]+ c[2,2]+g(t). (3.25)
Case (2,2):
We proceed as in case (3,1) to obtain analogous terms A51 to A56. We
observe as before that
|A51+A55+A56| ≤ c[2,2]+ c[3,1]+ c[1,2]′,
while for A52, A53 and A54 we see that
A52+A53+A54 =
∫
(a2∂ 2x ∂yu ∂x∂yu+a3∂x∂
2
y u ∂
2
x u+a4∂
2
y u ∂
3
x u)∂
2
x ∂
2
y u χ,
which can be treated by using inequality (2.8), as we did in the case (3,1),
to conclude that
|A52+A53+A54| ≤ c[2,2]
+ c([2,1]+ [3,1]+ [2,2]+ [1,1]′)([1,1]+ [2,1]+ [1,2]+ [0,1]′)ε/5,ε
+ c([1,2]+ [2,2]+ [1,3]+ [0,2]′)([2,0]+ [3,0]+ [2,1]+ [1,0]′)ε/5,ε
+([3,0]+ [4,0]+ [3,1]+ [2,0]′)([0,2]+ [1,2]+ [0,3]+ [1,1]′′)ε/5,ε
≤ c+ c([3,1]+ [2,2]+ [1,1]′+[1,3]+ [0,2]′+[4,0]+ [2,0]′).
Thus, for the case (2,2),
|A5| ≤ c[3,1]+ c[2,2]+ c[1,3]+g(t) . (3.26)
Case (1,3):
We see that
A5 =
∫
∂x∂ 3y (u∂xu)∂x∂
3
y u
=
∫
(a1∂x∂ 3y u ∂xu+a2∂
3
y u ∂
2
x u+a3∂x∂
2
y u ∂x∂yu+a4∂
2
y u ∂
2
x ∂yu
+a5∂yu ∂ 2x ∂
2
y u+ u ∂
2
x ∂
3
y u)χ ∂x∂
3
y u
= A51+ · · ·+A56.
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As before,
|A51+A55+A56| ≤ c[1,3]+ c[2,2]+ c[0,3]′ . (3.27)
The terms A53 and A54 can be bounded using inequality (2.8) as it was done
to obtain (3.24) above. In this case we have
|A53+A54| ≤ c[1,3]
+ c([1,2]+ [2,2]+ [1,3]+ [0,2]′)([1,0]+ [2,0]+ [1,2]+ [0,1]′)ε/5,ε
≤ c([0,2]+ [1,2]+ [0,3]+ [1,1]′′)ε/5,ε([2,1]+ [3,1]+ [2,2]+ [1,1]′).
Since
([0,1]′+[1,1]′′)ε/5,ε ≤ c‖u‖2C([0,T ];H2(R2)),
it follows that
|A53+A54| ≤ c+ c([2,2]+ [1,3]+ [0,2]′+[3,1]+ [1,1]′). (3.28)
We now consider the term A52. For this term we will use the embedding
W 2,1(R2) ↪→ L∞(R2), (where W 2,1 is the classical Sobolev space of L1 func-
tions having derivatives up to second order in L1). More precisely we will
use the inequality
‖ f‖L∞(R2) ≤ c‖∂y∂x f‖L1(R2). (3.29)
Now,
|A52|= c|
∫
∂ 3y u ∂
2
x u ∂x∂
3
y u χ| ≤ c
∫
(∂ 3y u)
2(∂ 2x u)
2 χ χ˜+ c[1,3]
≤ ‖(∂ 2x u)2χ‖L∞x,y [0,3]ε/5,ε .
(3.30)
We estimate the L∞ norm in (3.30) by using inequality (3.29) to conclude
that
‖(∂ 2x u)2χ‖L∞x,y ≤ c
∫
|∂x∂y[(∂ 2x u)2χ]|
= c
∫
|2∂ 2x ∂yu ∂ 3x u χ+2∂ 2x u ∂ 3x ∂yu χ+2∂ 2x u ∂ 2x ∂yu χ ′|
≤ c[2,1]+ [3,0]+ c[2,0]+ c[3,1]+ c[1,0]′+ c[1,1]′
≤ c[3,1]+g(t).
(3.31)
Therefore, from (3.27), (3.28), (3.30), and (3.31) it follows that
|A5| ≤ c[3,1]+ [2,2]+ [1,3]+g(t). (3.32)
From the estimates obtained in (3.25), (3.26), and (3.32) for the cases (3,1),
(2,2), and (3,3), we conclude that
d
dt
([3,1]+ [2,2]+ [1,3])≤ c([3,1]+ [2,2]+ [1,3])+g(t),
and thus we have (3.3) for the cases (3,1), (2,2), and (1,3).
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Notice that we also have the option of treating the case (4,0) by using
inequalities (2.8) or (3.29) to obtain an estimate for the four terms [4,0],
[3,1], [2,2], and [1,3] together.
Case (0,4):
In this case
A5 =
∫
∂ 4y (u∂xu)∂
4
y u χ =
∫
(∂ 4y u ∂xu+a2∂
3
y u ∂x∂yu+a3∂
2
y u ∂x∂
2
y u
+a4∂yu ∂x∂ 3y u+u ∂x∂
4
y u)∂
4
y u χ
= A51+ · · ·+A55.
As usual, after applying integration by parts in A55 we find that
|A51+A54+A55| ≤ c[0,4]+ c[1,3]+ c|
∫
u(∂ 4y u)
2 χ ′| .
Notice that the last term in the former expression is bounded by c[1,3]′
which is also a case of order 4. However, we took precautions to avoid the
appearance of the term [0,4] in our bounds for the other cases of order 4.
In particular, we achieve that in the case (1,3) with the application of the
embedding W 2,1 ↪→ L∞ in (3.30) and (3.31).
In this way, since the case (1,3) is already a former case, we conclude
that
|A51+A54+A55| ≤ c[0,4]+g(t).
For the terms A52 and A53 we observe that they have the form
∫
∂ γu ∂ βu ∂ 4y u χ
with |γ|= 3 and β = 2 allowing us to apply inequality (2.8) as we did in the
cases above. Thus, taking into account all former cases, we find that
|A52+A53| ≤ c[0,4]+g(t),
and we can conclude that (3.3) is valid for this case.
Cases with n≥ 5:
The cases with |α| = n ≥ 5 are easier since, as we saw for n = 4, we
have enough regularity to estimate the terms with second order derivatives
by means of the Sobolev embedding (3.29).
We group the cases (n,0), (n− 1,1), · · · ,(1,n− 1), estimate the corre-
sponding integrals [n,0], [n− 1,1], · · · , [1,n− 1] together in a single appli-
cation of Gronwall’s lemma, and then consider the estimation of [0,n] sep-
arately.
If α = (α1,α2), with α1+α2 = n and α1 ≥ 1, we observe that the expan-
sion of A5 =
∫
∂α(u∂xu)∂αuχ consists of a sum of terms of the form
Aβ =
∫
∂ βu ∂x∂ γu χ, with |β |+ |γ|= n. (3.33)
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Proceeding as in the cases with |α| = 3,4 we first consider the terms with
|β |= 1 or |γ|= 0, which can be treated by the Sobolev inequality ‖∂xu‖L∞+
|∂yu‖L∞ ≤ c and Young’s inequality. For the term with |β | = 0 (|γ| = n),
A(0,0), we apply as before integration by parts to obtain the bound
|A(0,0)| ≤ c‖∂xu‖L∞ [α1,α2]+ c‖u‖L∞ [α1−1,α2]′. (3.34)
The terms with |β | = 2 (|γ| = n−2) or with |γ| = 1 (|β | = n−1) can now
be bounded, as we did in the case (1,3), by using the Sobolev embedding
(3.29). Notice that in the estimates of these cases the term [0,n] will not
appear.
The intermediate terms with other combinations of β and γ will have
|β | ≤ n− 2 and |γ| ≤ n− 2 and can be estimated by means of inequality
(2.8) to give bounds which always come from former cases. In this way,
adding all cases under consideration we have that
d
dt
([n,0]+[n−1,0]+· · · [1,n−1])≤ c([n,0]+[n−1,0]+· · · [1,n−1])+g(t) ,
which gives (3.3) for these cases.
Now, we proceed to consider the case (0,n) separately. Here, the es-
timation of the terms Aβ is carried out as in the former cases of order n.
However, for A(0,0), instead of (3.34) we obtain,
|A(0,0)| ≤ c‖∂xu‖L∞[α1,α2]+ c‖u‖L∞
∫
(∂ ny u)
2 χ ′
≤ c[α1,α2]+ [1,n−1]′′ .
Notice that the case (1,n− 1) is of order n, but is already a former case.
Therefore, taking into account that all cases (n,0), · · ·(1,n− 1) are former
cases we obtain the inequality
d
dt
[0,n]≤ [0,n]+g(t),
thus giving (3.3) for this case.
To justify the above formal computations we shall follow the following
standard argument.
Consider data uτ0 = ρτ ∗u0 with ρ ∈C∞0 (R2), suppρ ∈ B1(0) = {z ∈R2 :
|z|< 1}, ρ ≥ 0,
∫
R2
ρ(z)dz = 1 and
ρτ(z) =
1
τ2
ρ
( z
τ
)
, τ > 0.
For τ > 0 consider the solutions uτ of the IVP (1.1) with data uτ0 where
(uτ)τ>0 ⊆C([0,T ] : H∞(R)).
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Using the continuous dependence of the solution upon the data we have
that
sup
t∈[0,T ]
‖uτ(t)−u(t)‖s,2 ↓ 0 as τ ↓ 0 for s > 2. (3.35)
Applying our argument to the smooth solutions uτ(·, t) one gets that
sup
[0,T ]
∫
R2
(∂αuτ)2 χε,b(x+ vt)dxdy≤ c0 (3.36)
for any ε > 0, b≥ 5ε , v > 0, c0 = c0(ε;b;v)> 0 but independent of τ > 0.
Combining (3.35) and (3.36) and a weak compactness argument one gets
that
sup
[0,T ]
∫
R2
(∂αu)2 χε,b(x+ vt)dxdy≤ c0 (3.37)
which is the desired result.
This completes the proof of Theorem 1.1.
ACKNOWLEDGMENTS
P. I. was supported by Colciencias, Fondo nacional de financiamiento
para la ciencia, la tecnologı´a y la innovacio´n Francisco Jose´ de Caldas,
project Ecuaciones diferenciales dispersivas y elı´pticas no lineales, code
111865842951. F. L. was partially supported by CNPq and FAPERJ/Brazil.
G. P. was supported by a NSF grant DMS-1101499.
REFERENCES
[1] J. Bourgain, On the Cauchy problem for the Kadomtsev-Petviashvili equation, Geom.
Funct. Anal. 3 (1993), 315–341.
[2] M. Hadac, Well-posedness for the Kadomtsev-Petviashvili II equation and general-
izations, Trans. Amer. Math. Soc. 360 (2008), 6555–6572.
[3] M. Hadac, S. Herr, and H. Koch, Well-posedness and scattering for the KP II equation
in a critical space, Ann. Inst. Henri Poincare´, Anal. Non Line´aire 26 (2009), 917–
941.
[4] R.J. Iorio Jr. and W.V.L. Nunes, On equations of KP-type, Proc. R. Soc. Edinb. 128
(1998), 725–743.
[5] P. Isaza, F. Linares, and G. Ponce, On the propagation of regularity and decay of
solutions to the k-generalized Korteweg-de Vries equation, to appear in Comm. PDE.
[6] P. Isaza, F. Linares, and G. Ponce, On the propagation of regularities in solutions of
the Benjamin-Ono equation, arXiv:1409.2381.
[7] P. Isaza and J. Mejı´a, Local and global Cauchy problems for the Kadomtsev-
Petviashvili (KP-II) equation in Sobolev spaces of negative indices, Comm. PDE 26
(2001), 1027–1057.
[8] P. Isaza and J. Mejı´a, Global solution for the KadomtsevPetviashvili equation (KPII)
in anisotropic Sobolev spaces of negative indices, Electron. J. Differential Equations
68 (2003), 12 pp.
PROPAGATION OF REGULARITY OF THE KPII EQUATION 21
[9] P. Isaza, J. Mejı´a, and Stallbohm, Local solution for the Kadomtsev-Petviashvili equa-
tion in R2, J. Math. Anal. Appl. 196 (1995), 566–587
[10] B.B. Kadomtsev and V.I. Petviashvili, On the stability of solitary waves in weakly
dispersing media, Sov. Phys. Dokl. 15 (1970), 539–541.
[11] T. Kato, On the Cauchy problem for the (generalized) Korteweg-de Vries equations,
Studies in Applied Mathematics. Adv. Math. Suppl. Stud., 8 (1983), 93–128.
[12] C. Klein and J-C. Saut, Numerical study of blow up and stability of solutions of
generalized Kadomtsev-Petviashvili equations, J. Nonlinear Sci. 22 (2012), 763–811.
[13] J.L. Levandovsky, Gain of regularity for the KPII equation, Indiana Math J. 49
(2000), 353–403.
[14] F. Linares and G. Ponce, Introduction to nonlinear dispersive equations. Universitext.
Springer, New York, 2nd Ed. 2015.
[15] J-C. Saut, Remarks on the generalized Kadomtsev-Petviashvili equations, Indiana
Univ. Math. J. 42 (1993), 1011–1026.
[16] H. Takaoka, Global well-posedness for the Kadomtsev-Petviashvili II equation, Dis-
crete Contin. Dyn. Syst. 6 (2000), 483–499.
[17] H. Takaoka, Well-posedness for the Kadomtsev-Petviashvili II equation, Adv. Differ-
ential Equations 5 (2000), 1421–1443
[18] H. Takaoka and N. Tzvetkov, On the local regularity of Kadomtsev-PetviashviliII
equation, Int. Math. Res. Not. 8 (2001), 77–114.
[19] N. Tzvetkov, Global low regularity solutions for Kadomtsev-Petviashvili equation,
Differ. Integral Equ. 13 (2000), 1289–1320.
[20] N. Tzvetkov, On the Cauchy problem for Kadomtsev-Petviashvili equation, Comm.
Partial Differential Equations 24 (1999), 1367–1397.
[21] S. Ukai, Local solutions of the Kadomtsev-Petviashvili equation, J. Fac. Sci., Univ.
Tokyo, Sect. 1A, Math. 36 (1989), 193–209.
[22] M.V. Wickerhauser, Inverse scattering for the heat operator and evolution in 2+1
variables, Comm. Math. Phys. 108 (1987), 67–87.
(P. Isaza) DEPARTAMENTO DE MATEMA´TICAS, UNIVERSIDAD NACIONAL DE COLOM-
BIA, A. A. 3840, MEDELLIN, COLOMBIA
E-mail address: pisaza@unal.edu.co
(F. Linares) IMPA, INSTITUTO MATEMA´TICA PURA E APLICADA, ESTRADA DONA
CASTORINA 110, 22460-320, RIO DE JANEIRO, RJ, BRAZIL
E-mail address: linares@impa.br
(G. Ponce) DEPARTMENT OF MATHEMATICS, UNIVERSITY OF CALIFORNIA, SANTA
BARBARA, CA 93106, USA.
E-mail address: ponce@math.ucsb.edu
