Abstract -Quadratic permutation polynomials (QPPs) have been widely studied and used as interleavers in turbo codes. However, less attention has been given to cubic permutation polynomials (CPPs). This paper proves a theorem which states sufficient and necessary conditions for a cubic permutation polynomial to be a null permutation polynomial. The result is used to reduce the search complexity of CPP interleavers for short lengths (multiples of 8, between 40 and 352), by improving the distance spectrum over the set of polynomials with the largest spreading factor. The comparison with QPP interleavers is made in terms of search complexity and upper bounds of the bit error rate (BER) and frame error rate (FER) for AWGN and for independent fading Rayleigh channels. Cubic permutation polynomials leading to better performance than quadratic permutation polynomials are found for some lengths.
Introduction
The permutation polynomial (PP) based interleavers are the most recent published in the literature and they are characterized by [1] : complete algebraic structure, efficient implementation (high speed and low memory requirements) and very good performances concerning bit error rates (BER) and frame error rates (FER).
The most studied PP based interleavers are those based on quadratic permutation polynomials (QPPs) [1] [2] [3] [4] [5] [6] . They are used in the Long Term Evolution (LTE) standard [7] .
Necessary and sufficient conditions for equivalence of QPP based interleavers have been established in [8] [9] . Independently, equivalence conditions, but just for sufficiency, were given in [10] . These conditions are useful to reduce the complexity of search QPP based interleavers, when used in turbo codes.
Less attention was paid to cubic permutation polynomials (CPPs) [11] [12] . In this paper we want to find equivalence conditions for CPP based interleavers. They are given by means of the null permutation polynomial (NPP) [9] , i.e. a permutation polynomial equal to zero for all the elements to be permuted. In addition, we want to look for CPPs appropriate for classic turbo codes with the global coding rate of 1/3 and the generator matrix with the component code G = [1, 15/13] (octal form), as in the LTE standard.
The paper is structured as follows. The second section gives some basic definitions as well as the conditions on QPP equivalence. The third section states sufficient and necessary conditions for a CPP to be cubic null permutation polynomials (CNPP) and makes an analysis in terms of search complexity of QPP and CPP based interleavers. Section 4 proposes a method to obtain QPP and CPP based interleavers leading to the largest spread and the best distance spectrum for lengths between 40 and 352, multiples of 8. Section 5 presents simulations for two interleaver lengths and the above mentioned component code of memory 3. Section 6 concludes the paper.
Basic definitions and previous results on QPP equivalence
A permutation polynomial of degree n is defined as [1] :
where the coefficients , 1, , A QPP based interleaver of length L results from (1) for 2 n = .
In the following we only consider QPPs with the free term q 0 = 0, as for the QPP interleavers in the LTE standard.
A CPP based interleaver of length L results from (1) for 3 n = .
The conditions that coefficients of a CPP have to fulfill so that they generate a permutation polynomial were given in [11] [12] .
A NPP is characterized by:
A NPP is useful because by adding it to a given permutation polynomial we obtain another polynomial leading to an identical permutation (excepting the NPP with all null coefficients). This avoids re-calculating the parameters imposed by the search.
Null permutation polynomials have been studied in [9] and the necessary and sufficient conditions for a QPP to be NPP was given in [8] . The sufficiency condition has been independently given and it has been demonstrated in [10] in two ways, one of them being different from the classic one in [8] . Therefore, a QPP is a null permutation polynomial (QNPP), different from the polynomial with all coefficients 0, if and only if the length L is an even number and
These conditions reduce the search time, avoiding the calculation of the distance spectrum for turbo codes for identical permutation polynomials. In this paper we intend to find the necessary and sufficient conditions for a CPP to be NPP. The QPP and CPP based interleavers are optimized considering the distance spectrum and they are searched in a reduced set of polynomials (those with maximum spreading factor).
The spreading factor or parameter D of an interleaver is defined by [1] 
where
The QPP based interleavers which lead to the largest spreading factor D for some lengths are given in [1] . An algorithm for faster computation of D by means of representatives of orbits in the representation of the interleaver-code is also presented. The interleaver-code is a graphic representation of an interleaver with a point for each pair ( ) ( )
. An orbit is a set of points, equivalent under the action of an isometry group.
Necessary and sufficient conditions for CNPP
Firstly we state a lemma which helps to prove the next theorem. Lemma. The sum of the first n natural numbers is:
or ( )
Proof.
because ( )
because ( )( )
n n p p m
The following theorem specifies the conditions on the interleaver length and on the coefficient values of a CPP, so that it is a CNPP.
Theorem. A CPP of length L defined by the permutation ( )
with 0 0 q = is a CNPP (with at least one nonzero coefficient), if and only if its coefficients are as in the following ten cases (I -X), under three conditions on the interleaver length (a-c): 3 2 3 3 5 6
where the notation a b means that a divides b , the notation | a b / means that a does not divide b .
Proof.
The proof of the theorem is based on the idea in [8] used for QNPP. For a CNPP with 0 0 q = , we must have
Summing the relations in (13) for the first n natural numbers, we have:
Relation (14) can be equivalently written as:
or ( ) ( )
In the following we prove the sufficiency for each of the cases I to X. a) Cases I and II follow directly, because of the relations below:
They are true, due to the fact that the numbers ( )
b) For the cases III and IV, as 3 L , we consider 3 L r = , r ∈ ℕ . We have to check the condition in (16) . For the case III: -if condition (7) is fulfilled, the sum in (16) 
The notation ( ) ⋮ in the right hand of (19) and (20) means that the sums are divisible by 3r , that is, by L and, therefore, the condition in (16) is fulfilled.
For the case IV: -if condition (7) is fulfilled, the sum in (16) 
Thus, in this case the condition in (16) is also fulfilled.
c) For cases V-X, because 6 L , we consider 6 L r = , r ∈ ℕ . We have to check the condition in (16) . We note that if condition (8) is fulfilled, then 3 1 n p = + .
For the case V: -if condition (7) is fulfilled, the sum in (16) 
because ( ) 
For the case VI: -if condition (7) is fulfilled, the sum in (16) 
For the case VII: -if condition (7) is fulfilled, the sum in (16) 
-if condition (8) is fulfilled, the sum in (16) 
For the case VIII: -if condition (7) is fulfilled, the sum in (16) 
For the case IX: -if condition (7) is fulfilled, the sum in (16) 
because ( ) (8) is fulfilled, the sum in (16) 
because 3 15 and ( )
For the case X: -if condition (7) is fulfilled, the sum in (16) 
because 3 15 and ( ) (8) is fulfilled, the sum in (16) 
because 3 45 and ( )
In this way the sufficiency of the theorem is proved.
In order to prove the necessity of the theorem, we write relation (16) for 1 n = , 2 n = and 3 n = , obtaining
Considering (35), relations (36) and (37) become:
Multiplying (38) by 4 and subtracting it from (39), we get:
Equation (40) has
. They are of the form:
where "gcd" stands for greatest common divisor. Considering (41), (38) becomes
whose solutions are
The solutions for 1 q are obtained from (35), taking into account (41) and (43).
The fact that 0 0 q = results from (1) and (2) for 0 x = . As gcd ( , 6) L can take the values 1, 2, 3 or 6, and gcd( , 2)
L can take the values 1 or 2, we see immediately that all solutions (different from zero) are those given in the theorem statement. Thus, the theorem is proven. □
The theorem allows us to evaluate the search complexity of CPP interleavers. Assuming that all the coefficients between 0 and 1 L − are taken into account and neglecting the constant term of the PP, the complexity is of order ( ) 3 O L . Given the equivalence conditions between the CPPs stated by the theorem and considering those for QPPs (relation (3)), the search complexity is reduced to 
Comparing the search complexities of CPPs and QPPs. the CPP searching is approximately 2 L , 3 L , and 6 L times, respectively, more complex than QPP searching in each of the three cases. The complexity orders are summarized in Table 1 . The ratio between the order of search complexity for CPPs and QPPs
QPP and CPP interleavers of small length and improved distance spectrum
In this section we look for QPP and CPP interleavers optimized for additive white Gaussian noise (AWGN) and for Rayleigh fading channels, and compare their performances. For a quick search we restricted the interleaver lengths to multiples of 8, between 40 and 352 (the first 40 lengths of the LTE standard). The turbo code is composed from the parallel concatenation of two recursive systematic convolutional codes, with the generator matrix G = [1, 15/13] (in octal form). The trellis termination of the turbo code is as for the LTE standard (i.e. as in [14] , transmitting the termination bits of the second trellis). The searches exclude polynomials reducible to linear permutation polynomials. The search method is that in [10] , i.e. from the set of polynomials with the largest parameter D, those with the best distance spectra are retained. The truncated upper bounds (TUB) of BER and FER are used. For AWGN channel, the formulas are [15] , [16] ( ) ( )
For independent Rayleigh fading channel the formulas are [17] ( )
( )
where M is the number of terms from the distance spectrum taken into account, d i is the distance i in the spectrum, w i is the total information weight corresponding to distance i, N i is the number of code words with distance d i , R c is the encoding rate and SNR is the signal to noise ratio. We minimized TUB(BER) for the AWGN channel and TUB(FER) for the Rayleigh fading channel, as this channel type is widely encountered in wireless communications, for which FER presents more interest. The obtained polynomials are denoted by LS-QPP-TUB(BER)min, LS-CPP-TUB(BER)min, LS-QPP-TUB(FER)min and LS-CPP-TUB(FER)min, respectively (LS stands for "largest spread"). To calculate the distance spectrum we have used Garello's method [18] , [19] . The value of the parameter wu_max is equal to 10, as recommended in [19] .
To reduce the computing time, the number of terms in the spectrum is firstly reduced when the length is greater than or equal to 120, then when it is greater or equal to 296. The considered SNR values were decreased in (44) -(47), when the interleaver length increased, in order not to determine too small values for TUB(BER) or TUB(FER), as in [10] . Since the turbo code uses a component code with memory 3, the coding rate is calculated with the relation: Table 2 gives the QPPs and CPPs found out by optimizing the distance spectrum for AWGN channel. The search for CPPs included QPPs in order not to result in a weaker interleaver than that based on QPP in terms of TUB(BER)/TUB(FER) performances. This is why in the tables we indicate LS-CPP-TUB(BER)min or LS-QPP-TUB(BER)min. For the specified SNR values and the considered number of distances, the values 10 7 × TUB(BER) and 10 5 × TUB(FER) are given. The value of the parameter D for each interleaver is also given, as well as the number of QPPs and CPPs which led to the highest value of D and the minimum TUB(BER) for that length. The CPP count also includes the QPPs to which the CPPs are reducible, when the largest parameter D is the same for QPPs and CPPs. The table only presents the polynomials with the lowest q 1 , then with the lowest q 2 (for QPP) and then with the lowest q 3 (for CPPs). In the last column the ratio between the TUB(BER) for QPP and CPP interleavers is given. We observe values greater than or equal to 2 for some lengths (40, 48, 64, 72, 120), expecting better performance for these lengths.
For CPP interleavers the maximum value of the parameter D can be higher than that for QPP ones, but the performance is not necessarily better (eg. for lengths of 200, 256 and 304). Extended search results are given in Table 3 for AWGN channel. As shown, for the lengths 120, 240 and 336, the same polynomials have resulted. For the length 200 a slightly better polynomial resulted, and for the lengths 256 and 304, we obtained even the LS-QPP-TUB(BER)min. However, the search complexity increased. The remaining lengths lead to a TUB(BER) ratio below 2, i.e. similar performance. For lengths 80, 128, 144, 184, 192 , 216, 224, 232, and those greater than 256, excepting 336, the TUB(BER) is equal to one, that is, identical interleavers from the point of view of equivalent permutation polynomial or distance spectrum.
For lengths higer than 256, excepting 336, CPP interleavers equivalent to QPP ones resulted.
However, it should be noted that for each QPP at least 2 equivalent CPPs exist (more precisely, two equivalent CPPs, when 2 L and 3 | / L and ten equivalent CPPs, when 6 L ). Therefore, one cannot say that a CPP is inferior to a QPP one for the specified lengths, and for the CPP and QPP classes in which the search was made, unless CPPs are irreducible to QPPs. For longer lengths it is not important for the parameter D to be the largest, but rather the metric
to be the largest (ζ ′ is the refined nonlinearity degree and it contributes to reducing the codeword multiplicities), as shown in [1] . As a result, CPPs superior to QPPs may result, but the search complexity increases considerably for large lengths. Table 4 presents the QPPs and CPPs obtained by optimizing the distance spectrum for Rayleigh fading channel. In the last column of Table 4 the ratio between the TUB(FER) for QPP and CPP interleavers is given. We observe values greater than or equal to 2 for four lengths (40, 64, 72, 120), the same as for the AWGN channel, excepting length 48. Identical interleavers from the point of view of equivalent permutation polynomial or distance spectrum result for the same lengths as for AWGN channel. Table 5 provides the results when extensive searches were made, imposing the parameter D of the CPPs to be equal to or greater than that of the LS-QPP. The same polynomials as in the initial search (in Table 4 Regarding the number of resulted polynomials, we can note the following: -for QPP interleavers the number of polynomials is 4 or 2; -for CPP interleavers the number of polynomials is 4 or 8, when 2 L and 3 | / L and 12 or 24, when 6 L . The situation when two polynomials result for QPPs and four or twelve polynomials result for CPPs is related to the number of equivalent permutation polynomials, according to conditions given in (3) and the theorem in Section 3. Doubling these numbers in each case can be explained as follows: the inverse of both QPPs and CPPs may differ from the original ones and also have the same number of equivalent polynomials. The distance spectrum results identical for the inverse polynomial because of the construction symmetry of turbo codes (parallel concatenation of two recursive systematic convolutional codes).
Imposing the parameter D influences the number of determined polynomials. Figure 1 .a shows the number of different polynomials, including LS-CPP (and LS-QPP, when the parameter D is the same for LS-QPP and LS-CPP interleavers) and LS-QPP interleavers, respectively, for which the distance spectrum is calculated with the parameter D shown in Tables 2 and 4 (i.e. the largest possible). Figure 1 .b shows the ratio between the number of mentioned polynomials (LS-CPPs or LS-CPPs and LS-QPPs) and the number of LS-QPPs, depending on their length. We note that, excepting the lengths 120, 256 and 304, when the parameter D differs for interleavers based on LS-CPPs and LS-QPPs, the number of polynomials for which the distance spectrum was calculated for LS-CPPs or LS-CPPs and LS-QPPs is greater than that of the LS-QPPs ones (as it was expected, when the parameter D is the same for LS-CPP and LS-QPP based interleavers).
The reasons for which for the lengths 120, 256 and 304 the number of CPPs gets lower than the number of QPPs are: 1) the largest parameter D of CPPs is higher than that of QPPs (and thus the class of CPPs with the largest parameter D does not include the class of QPPs with the largest parameter D);
2) the total number of CPPs for which the distance spectrum is calculated is reduced 2 or 6 times, respectively, compared to the total number of QPPs (as shown in Table 1 ).
As shown in Figure 1 .b the complexity of calculating the distance spectrum for LS-CPP (or LS-CPP and LS-QPP) interleavers is at most 2 to 4 times higher than for LS-QPP interleavers (with 8 exceptions from the 40 lengths) for the set with maximum parameter D, which is a substantial reduction compared to the exhaustive search (see analysis in Section 3). However, for larger lengths, the search complexity increases and also the required time, because too many polynomials with maximum parameter D result and the distance spectrum computation is more time consuming for larger lengths. Tables 3 and 5 were made. Figure 2b shows the ratio between the number of the above mentioned polynomials and that of LS-QPP polynomials. This ratio reaches up to approximately 13 for the lengths 200 and 256, showing the increasing complexity of the search, compared to the previous case. 
Simulation results
Simulations were performed for interleaver lengths equal to 64 and 120. The component code we considered is the one mentioned in Section 4, i.e. that corresponding to the generator matrix G = [1, 15/13] . The decoding algorithm is the MAP (Maximum-Aposteriori) criterion and the iteration stop criterion based on the LLR (Logarithm Likelihood Ratio) module. The maximum number of iterations is 12, and the LLR threshold is 10. We have simulated the same number of blocks of bits for each SNR value. Obviously, the required number of blocks increases with the SNR value. The simulated channels were AWGN and Rayleigh fading, respectively, and the used modulation BPSK (Binary Phase Shift Keying).
For both lengths we have simulated LS-CPP-TUB(BER)min and LS-QPP-TUB(BER)min interleavers for AWGN channel, and LS-CPP-TUB(FER)min and LS-QPP-TUB(FER)min interleavers for Rayleigh fading channel, respectively.
Since for the length 64 for Rayleigh fading channel the LS-CPP-TUB(FER)min and LS-QPP-TUB(FER)min interleavers lead to similar BER/FER performances, LS-CPP-TUB(BER)min and LS-QPP-TUB(BER)min were also determined and the corresponding interleavers were simulated. As we have already mentioned above, for Rayleigh fading channel the LS-CPP-TUB(FER)min and the LS-QPP-TUB(FER)min interleavers lead to similar BER/FER performances. To realize why this happens, the first 20 terms of their distance spectra have been determined. The first two distances with the corresponding multiplicities for the LS-CPP-TUB(BER)min interleaver are 15/1/1 and 16/2/4. The remaining distances up to 34 are the same for the two interleavers, with higher multiplicities for the LS-CPP-TUB(FER)min interleaver (except the distance 21, when the multiplicities are 56/172 for the LS-CPP-TUB(BER)min interleaver compared to 37/137, for the LS-CPP-TUB(FER) min interleaver).
The minimum distance resulted with the LS-CPP-TUB(FER)min interleaver is greater than 16. From the distance spectra calculated for the LS-CPP-TUB(FER)min and LS-CPP-TUB(BER)min interleavers it was found that for weights greater than 16 up to 34, there are more codewords of these weights for the LS-CPP-TUB(FER)min interleaver than for the LS-CPP-TUB(BER)min interleaver (i.e., higher multiplicities). For weights less than or equal to 16, there are only three codewords of the LS-CPP-TUB(BER)min interleaver (a code word of weight 15 and two codewords of weight 16, as shown by the previously specified multiplicities: 1/1 and 2/4). The three code words have minor influence on the TUB(BER) and TUB(FER) for LS-CPP-TUB(FER)min interleaver. Considering the simulation results, we can say that there are codewords of weights greater than 34 for which the multiplicities for this interleaver are higher than those corresponding to LS-CPP-TUB(BER)min one. The higher multiplicities for weights greater than 34 lead to larger TUB(BER) and TUB(FER) for a large number of terms in distance spectrum for the LS-CPP-TUB(FER)min interleaver than for the LS-CPP-TUB(BER)min one, showing the BER/FER performances difference.
For Rayleigh fading channel the LS-CPP-TUB(BER)min interleaver leads to an additional coding gain of approximately 0.155 dB in the BER domain (at BER=10 -6 ) and of approximately 0.3 dB in the FER domain (at FER = 10 -5 ), compared to the other two interleavers. The LS-QPP-TUB(BER)min interleaver leads to slightly weaker performance than LS-CPP-TUB(FER)min and LS-QPP-TUB(FER)min interleavers. These gains are lower compared to those for AWGN channel. The Rayleigh fading channel requires an additional SNR about 2 dB for the same error rate compared to AWGN channel.
BER and FER curves are given in Figure 4 for the length 120. For AWGN channel, we note an additional coding gain for the LS-CPP-TUB(BER)min interleaver compared to the LS-QPP-TUB(BER)min interleaver of approximately 0.25 dB, both in BER domain (at BER = 10 -6 ) and in the FER domain (at FER = 10 -5 ).
For Rayleigh fading channel we note an additional coding gain for the LS-CPP-TUB(FER)min interleaver compared to LS-QPP-TUB(FER)min interleaver of approximately 0.15 dB in the BER domain (at BER = 10 -6 ) and of approximately 0.5 dB in the FER domain (at FER = 10 -5 ). We also note a lower gain for the BER and higher gain for the FER compared to those for AWGN channel, due to the fact that the interleaver was searched by minimizing TUB(FER). Rayleigh fading channel again requires an additional SNR about 2 dB for the same error rate. 
Conclusions
The paper states and proves the necessary and sufficient conditions to be met by the coefficients of a cubic permutation polynomial to be a null permutation polynomial. The result can be used to reduce the search complexity of CPP interleavers, avoiding the distance spectrum calculation for an interleaver identical to a previous one. On the basis of this result a comparison is made in terms of searching complexity for CPP and QPP interleavers. It is shown that for CPP QPPs and CPPs of short lengths (multiples of 8, between 40 and 352) are searched over the restricted set of polynomials with the largest spreading factor or parameter D, by optimizing the distance spectrum for AWGN and independent Rayleigh fading channel, respectively. This reduces the search complexity, being mostly 2 to 4 times higher for CPPs than for QPPs. CPPs lead to better performance for several lengths. The simulations in Section 5 confirm this.
