Let K be an imaginary quadratic field with class number one. We prove that mod ℓ, a system of Hecke eigenvalues occurring in the first cohomology group of some congruence subgroup Γ of SL 2 (Ø K ) can be realized, up to twist, in the first cohomology with trivial coefficients after increasing the level of Γ by (ℓ).
In this paper, we prove that what Figueiredo assumed is true following the technique used by Ash and Stevens in [AS2] . Our main corollary is as follows Corollary 1.1. Let K be an imaginary quadratic field of class number one and Ø be its ring of integers. Let a be an ideal of Ø that is prime to the ideal (ℓ) where ℓ is a rational prime that is split in Ø. Let Φ be a Hecke eigenvalue system occuring in H 1 (Γ 1 (a), E) where E is a finite dimensional F ℓ [GL 2 (Ø/(ℓ))]-module. Then Φ occurs in H 1 (Γ 1 (aℓ), F ℓ ), up to twist.
As an immediate corollary of the above, we get Corollary 1.2. Mod ℓ, there are only finitely many eigenvalue systems with fixed level.
Note that due to the possible existence of torsion in the second cohomology with integral coefficients, we cannot in general lift mod ℓ forms to characteristic 0. So this result does not immediately imply mod ℓ congruences between Bianchi modular forms.
Notation Once and for all, fix a quadratic imaginary field K of class number one and an ideal a of Ø = Ø K . Also fix a rational prime ℓ that is coprime to a and splits in Ø as ℓ = λλ . Let b be an arbitrary ideal. We use the following notation: 
Hecke Operators on Cohomology
In this section, we describe the Hecke operators on the cohomology. Let R be a ring and α = α 0 0 1 where α is a prime element of Ø. We follow the standart notations and put Γ α := Γ ∩α −1 Γα and Γ α := Γ ∩αΓα −1 . Let V be a right R[M 2 (Ø)]-module. We define the Hecke operator T α on the cohomology as the composition
where the mapα is defined by
where c is a cocycle in H 1 (Γ α , V ) and α ι = det(α)α −1 . One can describe Hecke operators T α explicitly: suppose ΓαΓ = m i=1 γ i Γ. Given g ∈ Γ and γ i , there is a unique γ j(i) such that γ −1
We note that this formula agrees with the one given in [AS1, p.194] .
We define the Hecke algebra H as the subalgebra of the endomorphisms algebra of H 1 (Γ, V ) that is generated by the T π 's where π is a prime. Note that H is a commutative algebra.
The induced module
Then Ind(V ) is a right Γ-module with the action (f ·y)(x) = f (yx) for x, y ∈ Γ and f ∈ Ind(V ). We can extend the Γ-action on Ind(V ) to a right ∆-action in the following way. Let α ∈ ∆ and f ∈ Ind(V ) and x ∈ Γ, then there are β ∈ ∆(b) and y ∈ Γ such that αx = yβ. We define
A key tool is Shapiro's lemma: Proposition 2.1. There is an isomorphism
given by f → f (I) for every cocycle f in H 1 (Γ, Ind(V )) where I denotes the identity matrix. Moreover, the Hecke operators commute with the Shapiro map θ.
The fact that the Hecke operators commute with the Shapiro isomorphism θ was proved in a more general setting in [AS1] . See also [Wi] for a proof in the case of PSL 2 (Z) using the same construction as ours for the Hecke operators.
A system of eigenvalues of H with values in a ring R is a ring homomorphism Φ : H → R. We say that an eigenvalue system Φ occurs in the RH-module A if there is a nonzero element a ∈ A such that T a = Φ(T )a for all T in H.
The following lemma is proved in [AS1, Lemma 2.1].
Lemma 2.2. Let F be a field and V be a F ∆-module which is finite dimensional over F . If an eigenvalue system Φ :
Thus it is enough to investigate the cohomology with irreducible coefficient modules if we are only interested in the eigenvalue systems. In the next two sections, we discuss the irreducible
The Irreducible Modules
For a nonnegative integer k, we are interested in the right representationẼ k of GL 2 on Sym k (A 2 ) where A 2 is the affine plane. Another model of this representation is given as follows. Given a commutative a ring R, we have E k (R) ≃ R[x, y] k where the latter is the space of homogeneous degree k polynomials in two variables over R.
For a polynomial P (X, Y ) in E k (Ø) and a matrix a b c d
in M 2 (Ø), the above mentioned representation is defined as
The quotients rings Ø/λ and Ø/λ are canonically isomorphic to F ℓ . Then M 2 (Ø) acts on E k (F ℓ ) in two different ways: through reduction by λ and byλ.
In this note, we are interested in the absolutely irreducible representations of GL 2 (Ø/(ℓ)) over F ℓ . Given nonnegative a, r, put
It follows from a result of Brauer and Nesbitt [BN] that the absolutely irreducible representations
These are M 2 (Ø) modules as well: M 2 (Ø) acts on the first module through reduction by λ and on the second through reduction byλ. For the rest of the paper, we will work over F ℓ . So we simply write E a,b r,s . Moreover, we write E r,s when a = b = 0.
the cohomology group H * (Γ, E) twisted as a Hecke module. More precisely, let v be an element of H * (Γ, E). Denote it as v ′ when viewed as an element of H * (Γ, E) (a,b) . Let τ 1 , τ 2 be the reduction maps from Ø to F ℓ by λ andλ respectively. Given a Hecke operator T π , we have
r,s is the same as E r,s . The difference occurs when they are considered as Hecke modules. The following observation is immediate.
Lemma 3.1. We have
as Hecke modules.
Induced Modules
As we announced in the introduction we want to go down to trivial weight by increasing the level by ℓ. Thus we are interested in the Hecke module H 1 (Γ(ℓ), F ℓ ). We investigate these in this section.
Let χ :
where (F ℓ ) χ is the rank one F ℓ -module on which Γ 0 (ℓ) acts via χ. The last isomorphism follows from Lemma 1.1.5 of [AS1] . Using Shapiro's lemma, we relate these to the cohomology of Γ.
We follow Ash and Stevens and use the following space of functions in order to study the module Ind(Γ 0 (ℓ), Γ, (F ℓ ) χ ). Let I be the set of F ℓ valued functions on F 2 ℓ which vanish at the origin. The semigroup ∆ acts on I both by reduction by λ and byλ. The action is given by
for f ∈ I, (a, b) ∈ F 2 ℓ and M ∈ ∆. For each integer n, let I n be the ∆-submodule of I consisting of homogeneous functions of degree n, that is, the collection of functions f ∈ I such that f ((xa, xb)) = x n f ((a, b)). Observe that I k = I k+l−1 . A function f ∈ I n is determined by its values on the set {(1, 0), ..., (1, ℓ − 1), (0, 1)} , which can be identified with P 1 (F ℓ ). Thus every I n is ℓ + 1 dimensional. We have the decomposition
ℓ be the restrictions of the canonical isomorphisms to the units. We have the following isomorphisms of ∆-modules
Of course, in the first case ∆ acts on I k via reduction through λ and in the second case via reduction throughλ.
ℓ can be written uniquely as a product χ r 1 · χ s 2 for some 0 ≤ r, s ≤ l − 1. In this case, we denote χ as χ(r, s).
The following is a straightforward generalization of Lemma 2.6 of [AS2] .
Proof. As before, we have
So it suffices to show that
Observe that P (ℓ), the intersection of the principal congruence subgroup of level ℓ and Γ, acts trivially on (F ℓ ) χ(r,s) . Thus after factoring, we get
where B(Ø/ℓ) is the subgroup of upper triangular matrices in SL 2 (Ø/ℓ). Notice that we have
The claim follows easily from here.
Exact Sequences
We will need the following two facts, see [AS2, Section 3] .
, we consider the following SL 2 (Ø)-invariant maps. Each polynomial in E r can be seen as a function on F 2 ℓ . This gives us a morphism α r : E g → I r . Let β r : I r → E r ℓ−1−r be given by We have ∆-module morphisms
Lemma 5.5. Let the notation be as above. Let 0 ≤ r ≤ ℓ − 1 and 0 ≤ s ≤ ℓ − 1. We have the following exact sequence ∆-modules:
Proof. Note that ∆-modules in question are flat since they are also F ℓ -vector spaces. So, by Lemma 5.2, ι is injective. One can easily see that Im(ι) ⊆ Ker(π) and π ′ is surjective. Thus, in order to complete the proof, it suffices to show that dim(Im(π)) = (ℓ + 1) 2 − (r + 1)(s + 1); this is what we do below.
Identifying E r with its image in I r , we can write the vector space decomposition I r = E r ⊕ E ℓ−1−r . Now, it is evident that dim(π(E r ⊗I s )) = (r +1)(ℓ−s) and that dim(π(E ℓ−1−r ⊗I s )) = (ℓ − r)(ℓ + 1). Elementary linear algebra shows that these images have trivial intersection and this gives us the desired dimension.
Setting W r,s := ker(π ′ : U r,s → V r,s ), by Lemma 5.5, we get two short exact sequences
Invariants
For convenience, we will write F ℓ (g) for the module E g,g 0,0 which we defined in Section 3. Lemma 6.1. For any nonnegative integers r, s, we we have the following isomorphism of Hecke modules 
Proof. The claim is obvious when (r, s) = (0, 0). Assume (r, s) = (0, 0) and (r, s) = (ℓ − 1, ℓ − 1). Then, the exact sequence (1) induces the following exact sequence
By Proposition 6.1, H 0 (Γ, I r,s ) = 0 and so is H 0 (Γ, E r,s ). Assume (r, s) = (ℓ − 1, ℓ − 1). We have the isomorphism E ℓ−1,ℓ−1 ∼ = (Ø/ℓ)[x, y] ℓ−1 . On the other hand, in [Ds] , Dickson showed that Γ invariants ofẼ * is generated by s) is not of (ℓ − 1, ℓ − 1), (0, ℓ − 1) and (ℓ − 1, 0). Then, tensoring the exact sequence in Lemma 5.2 with E ℓ−1−r (r), we get the following short exact sequence
we have the following isomorphism of Hecke modules
This induces the following long exact sequence
Since V r,s ∼ = E ℓ−1−r,ℓ−1−s as Γ-modules, by Lemma 6.2, H 0 (Γ, V r,s ) = 0. On the other hand, by Lemma 6.2, H 0 (Γ, E ℓ−1−r (r) ⊗ E s ) = 0 and H 0 (Γ, U 1 ) = 0. Likewise, one tensors the exact sequence in Lemma 5.2 with E ℓ−1−s (s) and gets H 0 (Γ, U 2 ) = 0, hence the vanishing of
Using the exact sequence of cohomology groups above, we conclude that H 0 (Γ, U 1 ) ∼ = F ℓ as vector spaces. Likewise, one gets H 0 (Γ, U 2 ) = 0. In case (r, s) = (0, ℓ − 1), one proceeds exactly as above and gets H 0 (Γ, U 1 ) = 0 and H 0 (Γ, U 2 ) = F ℓ . Finally assume (r, s) = (ℓ−1, ℓ−1). In this case, H 0 (Γ, E ℓ−1−r (r)⊗Ē s ) = 0 and H 0 (Γ, V r,s ) ∼ = F ℓ by Lemma 6.2. One can easily see that π ′ | U 1 : U 1 → V r,s is surjective and so H 0 (Γ, U 1 ) ∼ = F ℓ as vector spaces. Exactly in the same way, one gets H 0 (Γ, U 2 ) ∼ = F ℓ (as vector spaces). One checks the action of the Hecke algebra and completes the proof.
Lemma 6.4. Let 0 ≤ r, s ≤ ℓ − 1. Then, we we have the following isomorphism of Hecke modules
Proof. First of all, the exact sequence (2) above induces the following long exact sequence of Hecke modules in cohomology
Assume (r, s) = (0, ℓ − 1) or (ℓ − 1, 0). Then, by Lemma 6.2, H 0 (Γ, V r,s ) = 0. The proof immediately follows from Lemma 6.3.
Assume (r, s) = (ℓ − 1, ℓ − 1). Then, by Lemma 6.2, H 0 (Γ, V r,s ) ∼ = F ℓ and, by Lemma 6.3,
Using the definition, one can easily see that π ′ * is surjective and gets the desired result using the exact sequence of cohomology groups above.
Finally, assume (r, s) is not equal to one of (0, ℓ − 1), (ℓ − 1, 0) and (ℓ − 1, ℓ − 1). Then, by Lemma 6.3, H 0 (Γ, U r,s ) = 0 and, using the exact sequence above, we complete the proof.
Remark 6.5. One can compute the above invariants using the following approach which was suggested by Gebhard Boeckle. As P (ℓ) acts trivially on E r,s , I r,s and the direct summands of U r,s , we get, for instance,
Since we are taking invariants, we get
This gives
Now one can follow the proof of Lemma 3.3 of [AS2] to compute these invariants. Same approach applies to Lemmas 6.3 and 6.4 as well.
Proof Of The Theorem
We are now ready to prove our main result:
Theorem 7.1. Let Φ be a Hecke eigenvalue system occuring in
Proof. By Lemma 3.1, we have ,b) . Exact sequence (1) induces the following long exact sequence of H-modules
We claim that the map H 1 (Γ, E r,s ) → H 1 (Γ, I r,s ) is injective. Assume that (r, s) is equal to one of the tuples (0, ℓ − 1), (ℓ − 1, 0) or (ℓ − 1, ℓ − 1). Then, by Lemma 6.2, H 0 (Γ, E r,s ) = 0; by Lemma 6.1, H 0 (Γ, I r,s ) ∼ = F ℓ and, by Lemma 6.4, H 0 (Γ, W r,s ) ∼ = F ℓ (as vector spaces). By the definition, π ′ * is surjective and thus we get the claim. Otherwise, by Lemma 6.4, H 0 (Γ, W r,s ) = 0. Now the result follows from Proposition 4.1 Let Φ be a Hecke eigenvalue system occuring in H 1 (Γ, E) where E is some rational finite dimensional F ℓ [GL 2 (Ø/(ℓ))]-module. Then Lemma 2.2 tells us that Φ can be realized in some
r,s ) with 0 ≤ a, b ≤ l − 2 and 0 ≤ r, s ≤ l − 1. Thus our main theorem implies the followings as we announced in the introduction.
Corollary 7.2. Let Φ be a Hecke eigenvalue system occuring in
For congurence subgroups of SL 2 (Z), the following was first proved by Tate-Serre for level 1 (unpublished), by Jochnowitz [J] for prime levels less than 19 and for arbitrary levels by Ash-Stevens [AS2] .
Corollary 7.3. The set of Hecke eigenvalue systems occuring in H 1 (Γ 1 (a), E) for fixed a and varying E, where E is a rational finite dimensional F ℓ [GL 2 (Ø/(ℓ))]-module, is finite.
It is natural to ask whether increasing the level by (ℓ) is optimal. In other words, are there eigenvalue systems with nontrivial weight which have no twists that occur with trivial weight when the level is increased by (λ) or (λ). One can see, by the methods we used in this note, that the answer to this question is positive if r = 0 or s = 0. It looks like this is the only case where the answer is positive. We present a numerical example to support this speculation.
Example 7.4. Let Ø = Z(ω) where ω = √ −2. Using the programs developed by the first author in his doctoral thesis [Sen] , we find an eigenform v in H 1 (PSL 2 (Ø), E 10,10 (F 11 )). The following table gives eigenvalues Φ α of v for the first few Hecke operators T α .
α ω 1 + ω 1 − ω 3 + 2ω 3 − 2ω 1 + 3ω 1 − 3ω 3 + 4ω 3 − 4ω Φ α 9 10 10 9 9 0 0 5 5
Note that we have 11 = (3 + ω)(3 − ω). The spaces H 1 (Γ 0 (3 + ω), F 11 ) and H 1 (Γ 0 (3 − ω), F 11 ) are isomorphic and they are two dimensional. Our eigenvalue system Φ does not occur in these spaces. Next, we examine H 1 (Γ 0 (11), F 11 ). We find an eigenvalue system that is the reduction of a characteristic 0 system. Indeed, we find an eigenvector in H 1 (Γ 0 (11), Ø) with the following eigenvalues Ψ α . α ω 1 + ω 1 − ω 3 + 2ω 3 − 2ω 1 + 3ω 1 − 3ω 3 + 4ω 3 − 4ω Ψ α -2 -1 -1 -2 -2 0 0 -6 -6
Reducing these eigenvalues mod 11, we get an eigenvalue system in H 1 (Γ 0 (11), F 11 ) that matches (we computed only the first 20 split primes) our level 1 weight (10, 10) eigenvalue system Φ.
