Abstract-In this paper, a novel multiobjective evolutionary algorithm (MOEA/CT) is proposed to better manage convergence and distribution of solutions when MOEAs are used for solving multiobjective optimization problems. The coordinate transformation strategy, an external archive update strategy, and a diversity maintenance strategy are proposed in MOEA/CT. The coordinate transformation strategy in the objective space is designed to find more efficient solutions that can accelerate the convergence process. Based on the coordinate transformation strategy, a novel update strategy and diversity maintenance approach for selecting nondominated solutions from the external archive set are integrated in MOEA/CT for getting better distribution of the solutions. The proposed MOEA/CT is compared with eight state-of-art algorithms on six biobjective and seven triobjective test problems. In terms of four performance metrics, the comparative experimental results demonstrate that MOEA/CT outperforms the other eight competitors and it can achieve solutions with better distribution and better convergence to the Pareto front. In addition, parameter sensitivity analysis is provided to investigate the effect of a key parameter in MOEA/CT; the proposed three strategies are also studied individually to investigate their contribution to MOEA/CT; the performance analysis along with the capacity of external archive is given to clearly make the influence in MOEA/CT; finally, the scalability performance of MOEA/CT is investigated and compared with five notable many-objective evolutionary algorithms on the DTLZ and WFG test suites with 5, 8, 10, and 15 objectives.
I. INTRODUCTION
M ULTIOBJECTIVE optimization (MOO) concerns with optimization problems that have more than one objective function to be optimized simultaneously. The objectives in MOO are usually conflicting and competing with each other and the optimal solutions should consider the tradeoffs between the conflicting objectives. Multiobjective optimization problems (MOPs) [8] , [39] , [70] arise in many fields, such as finance, economics, optimal control and design, electric power systems, etc. Solving MOPs is to find a set of tradeoff solutions, known as Pareto-optimal solutions, which can make a compromise among all the objectives and constraints. Multiobjective optimization evolutionary algorithms (MOEAs) have been suggested to solve MOPs since they can find a set of Pareto-optimal solutions in a single run [5] , [15] .
In recent years, many new evolutionary mechanisms have been introduced to MOEAs to get better performance for MOPs. The major MOEAs can be classified into three types in general, which are Pareto dominance-based algorithms, performance indicator-based algorithms, and decomposition-based algorithms. Pareto dominance-based MOEAs are one of the most popular approaches for MOPs in the past several years, which are good at solving MOPs with two or three objectives. The nondominated sorting genetic algorithm (NSGA) is one of the early proposed Pareto dominance-based MOEAs [41] . Deb et al. [17] presented a fast elitist NSGA-II with much better performance than its previous version. NSGA-II uses a selection operator to select the best solutions by combining the parent and offspring populations in the mating pool. The introduction of elitism in NSGA-II has helped the algorithm to achieve better convergence. The computational complexity is greatly reduced by a fast nondominated sorting approach. However, the elite strategy makes it easy for NSGA-II to focus on the nondominated solutions far away from the Pareto front (PF), to a certain extent, which limits the search performance of NSGA-II. In view of the deficiency of NSGA-II, NSGA-III [16] was proposed, which is a reference-point-based many-objective evolutionary algorithm following the NSGA-II framework that emphasize population members that are nondominated, yet close to a set of supplied reference points. In order to reduce the cost of maintaining the nondominated levels (NDL) in NSGA-II, Li et al. [31] designed an efficient NDL update approach. Zitzler and Thiele [69] proposed the strength Pareto evolutionary algorithm (SPEA) and its improved version SPEA2 [68] for finding the Pareto optimal set for MOPs. In [60] , a knee point-driven evolutionary algorithm is proposed to solve MOPs. Knee points are naturally most preferred among nondominated solutions if there is no explicit user preferences. A bias toward the knee points in the nondominated solutions in the current population is shown to be an approximation of a bias toward a large hypervolume, thereby enhancing the convergence performance.
As the dominate control method is concerned, researchers have proposed a number of improved measures. A shift-based density estimation (SDE) strategy [33] was presented, which can adjust the distance between the adjacent individuals and take the adjusted distance as the parameter for density estimation. Similar with the θ -dominance in [55] , an efficient nondominated sorting (ENS) [61] was proposed for MOPs, which uses a solution to be assigned to a front according to demand and then divides the individuals into several regions with different levels which can avoid the unnecessary dominance comparisons. The ENS reduces the computational complexity greatly, but the use of different search strategies has a certain impact on the scale of the solutions. An MOEA based on information separation (ISEA) proposed in [64] uses a fixed hyper plane through an inclined angle to realize the separation of individual information. Furthermore, by using the neighborhood penalty mechanism of hierarchical selection, the elite individuals are selected to make good distribution of the population.
Since Zhang and Li [59] introduced decomposition strategy into MOEAs in 2007 and proposed an MOEA based on decomposition (MOEA/D), MOEA/D has attracted wide attention in terms of the decomposition approaches, dominance approaches, weight vector generation approaches, etc. [44] . MOEA/D decomposes an MOP into a number of scalar optimization subproblems and optimizes the individual objectives simultaneously. Each subproblem is optimized by using the information from its several neighboring subproblems. Hence, MOEA/D can well deal with disparately scaled objectives. In [12] , an internal population and an external archive strategy were employed in MOEA/D for handling multiobjective combinatorial optimization. For solving many-objective optimization problems by MOEA/D, several strategies, such as sorting-and-selection strategy [11] , two kinds of adjustments [10] , and decomposition-based-sorting and angle-based-selection [11] , have been proposed to balance convergence and diversity among the subproblems. In [49] , an improved decomposition approach was designed for MOEA/D by imposing constraints on different subproblems. Zhou and Zhang [65] studied a novel resource allocation strategy for MOEA/D by using a probability of improvement vector instead of the equally allocation strategy. For solving MOPs with complex PFs, computational resources allocation approach and new niche scheme in two phases are incorporated with MOEA/D [24] . Yang et al. [52] improved two novel penalty boundary intersection schemes for decomposition in MOEA/D. In order to balance between convergence and diversity in MOEA, two kinds of stable matching-based selection mechanisms and the combination of dominance and decomposition were implemented in MOEA/D in [30] and [50] , respectively. By dividing the whole objective space uniformly into several subspaces with regarding to the set of weight vectors, a decomposition-based archiving approach for MOEA was proposed in [63] .
As performance indicator-based algorithms are concerned, the main motivation to use different performance indicators to guide the optimization process. In [9] and [67] , a general indicator-based evolutionary algorithm (IBEA) [67] and a simple indicator (hypervolume)-based evolutionary algorithm [9] were proposed. In 2007, Beume et al. [7] proposed the SMS-EMOA for getting a well-distributed set of Pareto optimal solutions, where hypervolume is combined with nondominated sorting. Hypervolume was also used in [4] for ranking the solutions in multiobjective optimization. In order to solve many objective optimization problems based on the performance indicator framework, Li et al. proposed the stochastic ranking-based multi-indicator algorithm in [28] . In [35] , Pareto criterion and non-Pareto criterion are combined to utilize their strengths for MOPs.
Some traditional meta-heuristic algorithms, such as particle swarm optimization (PSO), simulated annealing, differential evolution, ant colony optimization, artificial bee colony algorithm have also been extended from single-objective optimization problem to MOPs [2] , [6] , [14] , [25] , [29] , [46] , [51] , [57] . For example, Coello et al. [14] proposed the multiobjective PSO (MOPSO) algorithm. MOPSO uses an adaptive grid mechanism to preserve external population and introduces a new mutation strategy to increase the speed of convergence and maintain the diversity of solutions. However, the MOPSO does not deal with the global optimal particle effectively, making the algorithm easy to fall into local optimum. Zhang et al. [62] introduced a competitive mechanism into MOPSO algorithm in order to reduce the dependant on the global or personal best position in the population. Multiobjective optimization has also been used in different problem types, such as dynamic problems [22] , [37] , constrained problems [48] , [58] , and combinatorial problems [54] .
In this paper, we propose a coordinate transformation-based MOEA, MOEA/CT for short. In the proposed MOEA/CT, the coordinate system of the objective space is transformed according to each solution and the fitness of each objective function for a solution is re-evaluated, which is then regarded as the convergence information of each solution. Based on the convergence information, a new external elitist archive strategy is proceeded in MOEA/CT in order to find more effective solutions that help to accelerate the convergence process. For preventing the neighbor solutions from being selected in the external archive simultaneously and maintaining the spread of solutions, an L p -norm-based estimation of density is used with the fractional distance instead of Euclidean distance for calculating the crowding distance of a solution.
The remainder of this paper is organized as follows. In Section II, the backgrounds of MOPs and MOEAs are introduced. The details of the proposed MOEA/CT are presented in Section III. Section IV studies the parameter setting for MOEA/CT, presents the experimental results on benchmark functions, and compares the MOEA/CT with the other six state-of-art MOEAs. Finally, the conclusions are drawn in Section V.
II. BACKGROUNDS OF MOPS AND MOEAS

A. MOP
Without loss of generality, an MOP can be formulated as follows:
where S ⊂ R n is the decision (variable) space,
and R m is called the objective space. In MOO, a solution x 1 is said to dominate another solution x 2 , which is denoted as x 1 x 2 or x 2 ≺ x 1 , if and only if the following conditions hold:
A solution x * is said to be Pareto-optimal if and only if ¬∃ x ∈ R n : x x * . The set of all Pareto-optimal solutions is called Pareto set (PS) and the union of F( x * ) is called the PF, that is,
B. MOEA
In [27] , a unified model for MOEAs (UMMEA) with elitism is introduced where a specific MOEA can be regarded as an example of it. As formulated in UMMEA, two populations exist simultaneously, which are the "normal population" B and the "elite population" A. At the beginning of UMMEA, the elite population and the initial population are initially generated and the parameter elitism intensity p e is also initialized. In the following iterative steps, the offspring population is generated from the previous offspring population and the elite population. The parameter p e is used to control the number of individuals in the elite population to be involved in the offspring population. The elite population updates according to the elitism strategy which refers to the use of an external archive to store the nondominated individuals and its size is bounded. For evaluating the fitness of individuals, various strategies can be used by the users. The crossover and mutation operators are conducted for creating new offspring population.
III. MULTIOBJECTIVE EVOLUTIONARY ALGORITHM BASED ON COORDINATE TRANSFORMATION (MOEA/CT)
In this paper, a novel MOEA, termed as MOEA/CT, is presented by cooperating the proposed coordinate transformation (CT) strategy, the external archive update strategy, and the diversity maintenance strategy.
A. Coordinate Transformation Strategy
In general, an MOEA is hoped to obtain the nondominated set of solutions as close as possible to or covering the PF * . Therefore, in order to find more efficient nondominated individuals, the CT strategy is designed in this paper to accelerate the convergence process and to quickly approximate the complete PF * . Similar to the SDE method in [28] and [33] , where for j = 1 : |Q t | do 4: for k = 1 : m do 5 :
else 8:
end if 10: end for 11: Use (5) end for 13: Use (6) to calculate D p i ; 14: end for an individual's density is estimated by shifting other individuals in the population with regard to the individual in order to improve the distribution of population, in the CT strategy, an individual compares with each individual in the population in order to improve the convergence of the algorithm. In the CT strategy, the coordinate system of the objective space is transformed according to the position of each individual. That is, for each individual, its position is regarded as the new origin and then the other individuals are transformed according to the new origin. The distances of each individual to all the other individuals in the transformed coordinate system is summarized as the fitness of the individual.
Let i, j be two individuals, the number of objectives is m, and the number of individuals in the population is n. The position of individual i is set as the origin of the transformed coordinate system and the individual j is then adjusted as
where p i (k) and q j (k) represent the fitness of the kth objective of the individuals i and j, respectively, in the original coordinate system, q j (k) is the fitness of the jth individual after the coordinate transformation. Then the summarized distances for individual i can be calculated as
where d(p i , q j ) denotes the distance between the individuals i and j in the transformed coordinate system. The pseudo code of the CT strategy is shown in Algorithm 1.
Here, we take a bi-objective optimization problem as an example to illustrate the CT strategy. As shown in A on the objective of f 1 , then the solution B is transformed along the direction of f 2 to get B (−2, 0). In the same way, the solutions C and D are transformed in the transformed coordinate system to get C (0, −1) and D (0, −2), respectively. According to (4)-(6), the distance fitness of A is D A = 1.67
In Fig. 2 (a) and (b), a concave PF is shown and the coordinate system is transformed according to the solution A and B, respectively. The distance of A to B and C and the distance of B to A and C are shown in red in Fig. 2(a) and (b). It can be seen that the distance fitness of A is less than that of B, which demonstrates better quality of the solution A [64] . Fig. 3 shows another instance, where the PF is convex and the solution A is better than the other two solutions B and C based on the CT strategy.
B. External Archive Update Strategy
With the increasing of iterations, the number of nondominated solutions is increased exponentially, which will reduce the convergence speed and the accuracy of converging to the Pareto optimal front. Therefore, it is necessary to update the nondominated solutions with a certain amount. Here, we use the external archive to preserve the nondominated solutions during the evolutionary procedure with the proposed update strategy.
As described in Section III-A, the distances between the individuals in the transformed coordinate system can reflect the quality of the solutions. In the proposed external archive update strategy, the fitness of the ith individual defined by (6) is first normalized as
where Max_d i and Min_d i are the maximum and minimum distance from the individual i to the other individuals. In order to evaluate the difference between the ith individual and the others with more accuracy, we construct the following function:
In order to converge to the Pareto optimal front more quickly, we rewrite (8) as
where 1/α is used to search for the optimal objective value of the function in this degree and α indicates the number of objectives. With the increasing in the number of iterations, the number of nondominated solutions will continue to increase, making the solution set become larger, which results in a decrease in the efficiency of the algorithm. In order to control the number of nondominated solutions, on the basis of (9) we introduce a linearly decreasing factor g max /g, where g means the current iteration number and g max means the total number of iterations. Hence, the final discrimination function is as follows:
Finally, we choose individual i with γ i < O i as the basis access to the external archive. The sensitivity of α on the convergence of the algorithm will be studied in detail in Section IV. From the formulation of (10), it can be found that the function not only considers the population size but also the distance from the ith individual to the other individuals. The function can dynamically adjust along with the iterations, which can keep the optimal individuals as much as possible.
C. Diversity Maintenance Strategy
In existing MOEAs, the crowding distance is usually used to guide the selection procedure for keeping the diversity and getting a uniformly distributed PF. The Euclidean L 2 -norm distance and Mahalanobis distance are the common methods to calculate the crowding distance [32] , [38] , [40] . However, these distance measurements cannot accurately reflect the degree of crowding among the individuals when the number of objectives is increasing [1] . Meanwhile, the crowding distance among all the individuals should be calculated and large deviations may occur when two individuals are far away from each other. In [26] and [47] , it is pointed out that an MOEA with the fractional distance (L p -norm) is more efficient when dealing with high dimensional problems compared to that with the L 2 -norm distance. Aggarwal et al. [1] concluded that a higher contrast between the nearest and farthest neighbors can be obtained with a smaller p in the fractional distance. Therefore, in this paper we use the fractional distance in the proposed MOEA/CT to measure the crowding distance and set p = 1/m (m is the number of objectives) as that in [47] , the formula is shown as follows:
When the number of nondominated solutions is larger than the population size, the solutions with the maximum and minimum fitness values are first selected, which helps to distribute the individuals more uniformly. Then, the crowding distance is calculated based on the L p -norm distance. At last, the individuals will be selected according to the distances. The Insert T_in_max and T_in_min into POP; 6: end for 7: while |POP| < popnumber do 8: for i = 1:|P| do 9: Temp_dis ← 0; 10: for j = 1:|P| do 11: Use (11) 15: end for 16: T_in = the individual with max (Dis); 17: Move T_in from P to POP; 18: end while pseudo code of the diversity maintenance strategy is shown in Algorithm 2. The pseudo code of MOEA/CT is shown in Algorithm 3.
D. Computational Complexity of MOEA/CT
The computational complexity of MOEA/CT is derived from the coordinate transformation, nondominated sorting and the calculation of crowding distances. For the MOP with 
Insert u i ∈ U g into V g ; 14: end if 15 : end for 16 : P g+1 = Diversity maintenance(V g ); 17 : g = g + 1; 18: until 19 : g = g max ; 20 : P final = P g ; m objectives and MOEA/CT with the population size of N, the coordinate transformation costs O ((mN) 2 ), the nondominated sorting costs O(N log M−2 N) [26] , and the calculation of crowding distances costs O(mN 2 ) . Hence, the total complexity of MOEA/CT is max(O(N log M−2 N), O(mN 2 )). 
IV. EXPERIMENTAL RESULTS
A. Experimental Setup 1) Test Problems:
Thirteen different types of test problems are selected to evaluate the performance of MOEA/CT, including ZDT1, ZDT2, ZDT3, ZDT6 functions, Kursawe function [18] , and Fonseca function [42] with two objectives [19] , DTLZ1, DTLZ2, DTLZ3, and DTLZ4 [21] , WFG1, WFG2, and WFG3 [23] functions with three objectives. The search ranges, dimensions, and maximum iterations of the thirteen test problems are listed in Table I .
2) Performance Metrics: In order to evaluate the convergence performance and distribution performance of the algorithms, we use the generational distance (GD), inverted GD (IGD), spacing (SP), convergence indicator (γ ), and maximum spread (MS) as the performance metrics. Let P * be a set of known uniformly distributed solutions along PF in the objective space and P be an approximation to PF achieved by the algorithm. a) GD: GD [45] describes the distance between P and P * , which is defined as
where d i represents the minimum Euclidean distance between the ith nondominated solution in P and the solutions in PF. A smaller value of GD means a better convergence to PF. b) IGD: IGD [66] is a comprehensive indicator to measure the convergence and diversity simultaneously of P if |P * | is large enough. The IGD between P and P * is defined as follows:
where d(x, P) is the Euclidean distance between the solution x and the closest solution in the set P from x. A smaller value of IGD indicates a better diversity and convergence to PF. c) γ : γ is used to measure the similarity of the nondominated solution set P achieved by the algorithm approximating to the PF [20] , which is defined as e) SP: The spacing metric [17] indicates the uniformity of the solutions, which is to calculate the variance of the Pareto-optimal solutions achieved by the algorithm, that is,
where n is the number of Pareto-optimal solutions in P, i, j = 1, 2, . . . , n, f i k ( x) denotes the kth objective function value of the ith solution in P. The smaller the value of SP means the more uniform distribution of the obtained Pareto-optimal solutions.
B. Performance Comparison
In order to completely evaluate the performance of MOEA/CT, NSGA-III [16] , SPEA2+SDE [33] , MOEA/DD [30] , Two_arch2 [47] , ssNSGAII_ENLU [31] , MOEAD_DRA_ASTM [50] , SPEA2+DECOM [63] , and CMOPSO [62] are taken to compare with MOEA/CT. The source codes of Two_arch2, SPEA2+SDE, SPEA2+DECOM, MOEAD_DRA_ASTM, and ssNSGAII_ENLU are downloaded from the websites. The other three algorithms are implemented in the PlatEMO [43] . The specific parameter settings for each algorithm are chosen according to the recommended values in the original literature. In this paper, we use the SBX crossover operator and the polynomial mutation operator in the proposed algorithm [16] . For all the experiments, the population size is 100. There are four parts in the experiments. The first part is to investigate the sensitivity to the parameter α. The purpose is to find a suitable value for α with respect to the number of objectives. The second one is to compare the proposed CT scheme with SDE scheme in order to find the performance difference. The third one and the fourth one are to compare MOEA/CT with the other eight MOEAs on bi-objective and tri-objective problems, respectively. The aim is to illustrate the ability of MOEA/CT in MOPs. 
1) Sensitivity Analysis to Parameter α:
The parameter α in MOEA/CT is used to control the convergence performance of the algorithm, which should be specified by the user. Here, the performance sensitivity of MOEA/CT to α with the values of 1, 2, 3, 5, 10, 20 will be studied on the bi-objective function ZDT1 and tri-objecitve function DTLZ1. The choice of ZDT1 and DTLZ1 is not special and they are only selected to represent the bi-objective problem and tri-objective problem.
As shown in Fig. 4(a) , with the increasing of the iterations, the convergence indicator γ is decreasing. MOEA/CT with α = 2 gets the smallest γ value, which shows that the convergence rate of the algorithm is the fastest in this situation. We can also find that each convergence curve in Fig. 4 fluctuates in the beginning, which is due to the random selection of individuals in the initial stage. Fig. 4(b) gives the overall trend of the convergence indicator γ , which appears to decrease with the increase of iterations, but the curves fluctuate greatly than that in Fig. 4(a) . This is due to the fact that with the increasing of the number of objects, a small change in an individual will cause large deviation in the fitness value. The value of γ is relatively stable with α = 3 compared to the other instances. When the α value is too large, such as α =10, most of the individuals are removed and then new random individuals are generated which reduces the convergence speed. On the contrary, when the α value is too small, such as α =1, too much inferior solutions are retained which results in the γ value keeping unchanged for a long time. When α is 2 and 5, similar results can be found, that is, between the 50th and 120th iterations convergence the rate is fast and around the 150th iteration the convergence curve fluctuates much more, which may lead to the premature convergence.
Therefore, based on the above analysis, we set α =2 when MOEA/CT is used to solve bi-objective functions and α = 3 for the tri-objective problems in this paper.
2) Comparison Experiments Between CT and SDE:
Since the shift scheme for individuals regarding their convergence comparison in SDE has the similar idea of the proposed CT scheme in this paper, we carry out the comparison between SDE and CT in order to make clear the performance difference. For fair comparison, SDE is employed in MOEA (MOEA/SDE), which is the same as CT with MOEA. MOEA/SDE and MOEA/CT are used to solve the functions of ZDT2, ZDT6, DTLZ2, and DTLZ3. The parameter setting from MOEA/SDE is the same as those for MOEA/CT. The experimental results over 30 independent runs are shown in Table II . It is obviously that MOEA/CT gets the best performance on both bi-objective functions regarding the four performance metrics. For tri-objective functions DTLZ2 and DTLZ3, MOEA/SDE shows better performance than MOEA/CT on the results of SP and MOEA/CT outperforms MOEA/SDE on the results of GD and γ . From the overall results of the four instances, the CT scheme is more effective than the SDE scheme.
3 bold. The Wilconxon rank sum test is used at a significance level of 0.05. The symbols "+," "−," and "=" in Table III indicate that the statistical test result is significantly better, significantly worse and statistically similar to that solved by MOEA/CT, respectively. The term "b/w/e" at the bottom of Table III indicates the number of functions that MOEA/CT performs significantly better than, significantly worse than, and statistically similar to the compared algorithm; and "gm" is the difference between the term "b" and "w" in order to show the overall comparison between MOEA/CT and the compared algorithm.
The nondominated solution set of ZDT1 is convex in the objective space. From Table III , it is clear that all the algorithms have a good GD value where CMOPSO shows the best performance. SPEA2+DECOM and ssNSGAII_ENLU get the best value on the metrics of γ and SP, respectively. As MS value is concerned, CMOPSO, SPEA2+DECOM, and ssNSGAII_ENLU have similar good performance followed by MOEA/CT, SPEA2+SDE, Two_arch2, and MOEAD_DRA_ASTM. NSGA-III got the worst MS value.
The nondominated solution sets of ZDT2 and Fonseca in the objective space are both nonconvex. For ZDT2, MOEA/CT The Pareto optimal solutions of ZDT6 is not uniformly distributed along the PF. The closer the solutions to the PF, the lower the density of the solutions. MOEA/CT solves the problem with the best values on GD, γ , and MS where the SP value is slightly worse than the best one that is achieved by SPEA2+SDE.
Overall, MOEA/CT obtains the best values in twelve out of the 24 test instances, followed by Two_arch2. NSGA-III and MOEA/DD cannot show the prominent results among all the test instances.
4) Comparison Experiments on Tri-Objective Problems:
The experimental results of mean values and standard deviations on tri-objective problems are given in Table IV . The same statistical test is adopted as that on bi-objective problems and the statistical results are also shown in Table IV . The signs have the same meanings as those in Table III. In total, MOEA/CT wins on 14 out of 28 comparisons and followed by MOEA/DD which wins 4 comparisons. In terms of SP value, MOEA/CT gets the best performance on almost all the seven problems except on WFG1, which shows the solutions obtained by MOEA/CT have better distribution on this test suite. The solutions of DTLZ1 function is a Pareto optimal boundary with a linear form. Smaller values of IGD and γ by SPEA2+DECOM indicate better stability with a better approximation to PF by the algorithm.
DTLZ2 is usually used to evaluate the performance of the algorithm when the number of objectives increases. From the results, it is obviously that the solutions obtained by MOEA/CT distribute more uniformly and has a better approximation. The smallest value of IGD achieved by MOEA/CT shows the best comprehensive performance on DTLZ2.
DTLZ3 is used to test the performance of algorithms regarding converging to the PF. As shown in Table IV , all the four metrics by MOEA/CT have the best values compared to the other eight algorithms, which mean the obtained solutions can converge to the PF very closely with more uniformly distribution.
In DTLZ4, different mapping methods from the decision variables to the objective functions are used, which can well test the distribution of obtained solutions. From the values in Table IV , MOEA/DD gets the best values on IGD and γ , which shows the best performance on diversity, convergence, and approximations to PF. MOEA/CT wins on GD and SP values, which show the best performance on convergence and distribution. The solutions obtained by NSGA-III always gathered together due to the maintenance of all the nondominated solutions. For Two_arch2, the distribution of nondominated solutions is not as good as that of MOEA/CT. This is duo to little interaction among the individuals during the calculation of fitness values. But in MOEA/CT, the nearby individuals enter the archive set selectively due to the external archive update strategy and diversity maintenance strategy, which help to keep the diversity of the population and obtain the solutions uniformly.
From Table IV , MOEA/CT gets the best performance on GD and IGD for solving WFG1, which means the nondominated solutions it obtained have excellent accuracy and distribution. Among the nine compared algorithms, NSGA-III achieves the best value of SP on WFG1 and therefore shows the best uniformity of the nondominated solutions, which is attributed to the reasonable reference point set. For WFG2 and WFG3, MOEA/CT gets the smallest value on SP, which shows that it has the better distribution performance than the other eight algorithms.
5) Supplementary Experiments:
The experimental results of the investigation on MOEA with and without the proposed three strategies, performance analysis along with the capacity of external archive, and comparison between SDE and CT are given in the supplementary materials.
Since MOEAs have difficulties to solve the many-objective problems (MaOPs) which are the MOPs with more than three objectives, MaOPs have attracted much more attention in recent years and several many-objective EAs have been proposed to tackle MaOPs [3] , [13] , [34] , [53] , [56] . In this paper, MOEA/CT has been shown to perform very well on the MOPs with two and three objectives. However, its scalability performance on MaOPs is unknown. Therefore, we supply the experimental results by comparing MOEA/CT with four stateof-the-art many-objective EAs on the test suites of DTLZ and WFG with 5, 8, 10, and 15 objectives. The results are also given in the supplementary material.
V. CONCLUSION
In this paper, an MOEA/CT has been proposed for better managing convergence and distribution of solutions when MOEAs are used for solving MOPs. The main idea in MOEA/CT is the coordinate transformation strategy that helps to find more efficient solutions. Based on the coordinate transformation strategy, a novel strategy that selects solutions from the nondominated solution set and the L p -norm strategy that is used to get good distribution of the solutions are integrated in MOEA/CT. The comparative experiments are performed on ZDT, DTLZ, and WFG test suites. In terms of four performance metrics, the proposed MOEA/CT outperforms the other eight state-of-the-art competitors not only on the linear MOPs but also on the complex nonlinear MOPs. In the future, we will examine the proposed algorithm on high-dimensional problems, many-objective optimization problems, and real-world MOPs.
