An exact test for the equality of two intraclass correlation coefficients under unequal family sizes based on two independent multi-normal samples is proposed. This exact test consistently and reliably produced results superior to those of the Likelihood Ratio Test (LRT) and the large sample Z-test proposed by Young and Bhandary (1998). The test generally performed better in terms of power (for higher intraclass correlation values) for various combinations of intraclass correlation coefficient values and the exact test remained closer to the significance level under the null hypothesis compared to the other two tests. For small sample situations, sizes of the LRT and large-sample Z-tests are drastically higher than alpha-level, but the size of the exact test is close to the alpha-level. The proposed exact test is computationally simple and can be used for both small and large sample situations.
Introduction
The intraclass correlation coefficient ρ is widely used to measure the degree of intrafamily resemblance with respect to characteristics such as blood pressure, cholesterol, weight, height, stature, lung capacity, etc. Several authors have studied statistical inference concerning ρ based on single multinormal samples (Scheffe, 1959; Rao, 1973; Rosner, et al., 1977 Rosner, et al., , 1979 Donner & Bull, 1983; Srivastava, 1984; Konishi, 1985; Gokhale & SenGupta, 1986; SenGupta, 1988; Velu & Rao, 1990) . Donner and Bull (1983) discussed the likelihood ratio test (LRT) for testing the equality of two intraclass correlation coefficients based on two independent multinormal samples under equal family sizes. Konishi and Gupta (1987) proposed a modified LRT and derived its Madhusudan Bhandary is an Associate Professor in the Department of Mathematics. Email him at: bhandary_madhusudan@columbusstate.edu. Koji Fujiwara is a graduate student in the Department of Statistics. Email him at: koji.fujiwara@ndsu.edu. asymptotic null distribution; they also discussed another test procedure based on a modification of Fisher's Z-transformation following Konishi (1985) . Huang and Sinha (1993) considered an optimum invariant test for the equality of intraclass correlation coefficients under equal family sizes for more than two intraclass correlation coefficients based on independent samples from several multinormal distributions. For unequal family sizes, Young and Bhandary (1998) proposed a LRT, a large sample Z-test and a large sample Z * -test for the equality of two intraclass correlation coefficients based on two independent multinormal samples.
For several populations and unequal family sizes, Bhandary and Alam (2000) proposed a LRT and a large sample ANOVA test for the equality of several intraclass correlation coefficients based on several independent multinormal samples. Donner and Zou (2002) proposed an asymptotic test for the equality of dependent intraclass correlation coefficients under unequal family sizes. Bhandary and Fujiwara (2006) proposed an Fmax test for several populations and under unequal family sizes. None of these studies, however, derived an exact test under unequal family sizes. It is an important practical problem to consider an exact test for the equality of intraclass correlation coefficients under unequal family sizes.
This article proposes an exact test for the equality of two intraclass correlation coefficients based on two independent multinormal samples under fixed but unequal family sizes. Developing an exact test for the equality of intraclass correlation coefficients under unequal family sizes would allow, for example, the determination of whether blood pressure, cholesterol, lung capacity, etc., among families in Native American or Caucasian races differ from the same among families in Asian races. . ,..., 2 , 1 k i = The structure of mean vector and the covariance matrix for the familial data is given by the following (Rao, 1973) : 
Using orthogonal transformation, the data vector can be transformed from log log 1 ( 1) ( 1) log(1 )l og 1 ( 1) ( 1) log(1 )(
where, Λ = likelihood ratio test statistic, has an asymptotic Chi-square distribution with 1 degree of freedom. Here (2.7) is not exact −2(loglikelihood ratio) because Srivastava's (1984) estimator of parameters was substituted instead of exact likelihood estimator (which are not closed form in this situation).
However, Srivastava's (1984) estimators are strongly consistent and hence the asymptotic behavior of (2.7) may not be accurately as Chisquare distribution. It is a close approximation to the Chi-square distribution.
Young and Bhandary (1998) also proposed large sample Z-test as follows: H using the formula given by Srivastava and Katapa (1986) as follows: iii. The approximate asymptotic distribution of Z is obtained in (2.8) as N(0,1) using (*) and (**), where 2 S is ( ) V ρ with its estimate given by (2.9) where ρ is replaced by ρ under 0 H .
Young and Bhandary (1998) showed through simulation that the likelihood ratio test given by (2.7) consistently produced results superior to those of the large sample Z-test given by (2.8). It can be observed that likelihood ratio test given by (2.7) is computationally complex and is also used asymptotically, that is, when family sizes are large (at least 30). However, a researcher may have a situation in which only a small sample is available; thus, an exact F-test is proposed which is computationally simple and can be used for both small sample and large sample situations.
Proposed Exact Test
The new exact test is described as follows: ; ( 1), ( 1) It can be observed that the test statistic F given by (2.10) is very simple to compute and that the distribution of F is exact and hence can be used for both small sample and large sample situations.
Simulation Study
Multivariate normal random vectors were generated using the R program in order to evaluate the power of the F statistic as compared to the LRT statistic and Z-statistic. Five, 15 and 30 vectors of family data were created for each of the two populations. The family size distribution was truncated to maintain the family size at a minimum of 2 and a maximum of 15 siblings. Previous research in simulating family sizes (Rosner, et al., 1977; Srivastava & Keen, 1988) determined the parameter setting for FORTRAN IMSL negative binomial subroutine with a mean = 2.86 and a success probability = 0.483. In this study, the mean was set to equal 2.86 and theta equals 41.2552. All parameters were set the same for each population, except the values of 1 ρ and 2 ρ which took on all combinations possible over the range of values from 0.1 to 0.9 at increments of 0.1. The R program produced estimates of 1 ρ and 2 ρ along with the F statistic, the LRT statistic and the Z-statistic 3,000 times for each particular combination of population parameters ( 1 ρ and 2 ρ ). The frequency of rejection for each test statistic at α =0.05 was noted and the proportion of rejections are reported in Table 1 for various combinations of 1 ρ and 2 ρ . Table 2 shows the size comparison for the LRT statistic, Example with Real Life Data The main goal of this study is to find a better and easier way to compute the proposed exact F-test compared to the test given by Young and Bhandary (1998) , the aim is not to find a test in situations such as In this example two tests using real life data collected from Srivastava and Katapa (1986) are compared. First the data is randomly split into two samples as shown in Table 3 .
First, the data is transformed by multiplying each observation vector by Helmert's orthogonal matrix Q, where 
This results in transformed vectors from formula (2.7) and (2.10) respectively are as follows: LRT statistic = 1.73374 and F statistic = 2.15690. Based on these results, the null hypothesis would not be rejected by either test at 1%, 5% or 10% levels. Intuitively, the test should not be rejected because the data is from one population and split into two samples. Considering the power and level of the two tests suggested in the simulation the proposed exact F test is recommended for use in practice.
