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ABSTRACT 
Let A be a C*-algebra with 1 and denote by At the set of invertible positive 
elements of A with its canonical connection and Finsler structure (see [2]). Then a 
Jacobi field l(t) along a geodesic in A + with initial conditions J(O) = 0 or DJ/dtI,=o 
has increasing Finsler norm for t 2 0. 
Let A be a C*-algebra with 1, and denote by A+ the set of positive 
invertible elements of A. We use G to denote the group of invertible 
elements of A. Notice that G operates on the left on A+ by the r&e 
L,a = (g*>P’ag-l (g E G, a E A+). This action allows us to introduce a 
natural reductive homogenous space structure in the sense of [6]. For details 
see [2]. 
The corresponding connection-which is preserved by the group action 
-is given by the covariant derivative 
DX dX 
-=_ 
dt dt 
- $q-‘x + xy+), 
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where X is a tangent field on A+ along the curve y. The exponential is 
given by 
exp, X = e 
;Xa-1 $-lx 
ae , a E A+, XETA,~. 
For each a E A+ we identify TAZ with A” = {X E A : X* = X}. The 
curvature tensor for this connection is 
R( X, Y)Z = $(Z[a-‘X, a-‘Y ] - [ Xa-‘, Ya-l]Z) 
for X,Y, Z E TAZ. 
The manifold A+ has also a natural Finsler structure given by ]I X ])(1 = 
Ila-‘/2Xap’/211 for X E TA+ (1 . Th e group G operates by isometries for this 
Finsler metric. 
Recall that a Jacobi field along a geodesic y(t) is a field J(t) such that 
g + R(J,V)V = 0, (1) 
where V(t) = +(t). We will say that a Jacobi field is of type 1 [respectively, 
of type 21 if 
DJ 
dt t=,, = ’ 
[respectively, J(O) = 01. 
THEOREM. If] is a Jacobifield oftype 1 OT type 2, then IIJ(t)llyct, is an 
increasing function oft > 0. 
Proof. Notice first that by the invariance of the connection and the 
metric under the action of G we may assume that y(t) = etx is a geodesic 
starting at 1 E A, where X = X* E A. Then for the field K(t) = 
e ““XJ(t)e- $tx the &ff erential equation (1) changes into 
4r;; = KX2 + X2K - 2xKX, (2) 
where the dots indicate the ordinary detivative with respect to t. The field J 
is of type 1 or 2 according to whether K(O) = 0 or K(O) = 0. The theorem 
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then reduces to showing that 
II%)ll 4wll for O=Gs<t, 
where the norm is the ordinary norm in the C*-algebra A. 
Consider first the case where the self-adjoint element 
form 
n 
x = c Ai pi 
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X E A has the 
(3) 
i=l 
with A,, A,, . . , A, real numbers and p,, p,, . . . , p, self-adjoint idempotent 
elements of A that are pairwise “disjoint,” i.e., p, pj = 0 for i +j, and with 
p, + p, + -** +p, = 1. 
Let s > 0 be given. Represent A faithfully in a Hilbert space 2 in such a 
way that for a unit vector x E% we have IjK(s)ll = j(K(s)z, x)1. Also 
decompose x E %as x = Cy= 1 .& xi, where xi is a unit vector in the range of 
pi and the Ei are scalars. Then Cy= I ti2 = 1) x\12 = 1. Define also the matrix 
k(t) = (kij( t)) by kij(t) = ( K(t)xj, xj) for all t. 
Assume now that t > s is fixed. Then 
where we write 5 = ( tr, t2, , (,,I. Suppose that we know that 
Ilw~Nl 4lw)ll. (4) 
Choose 77 = (qr, q2, . . , 77,) E C” of norm 1 such that Ilk(t)l\ = 
I( k(t)q, q>[. Setting y = CFq xi E Z, we conclude that (1 y (1 = 1, and from 
(k(t)q, 7) = (K(t)y, y) it follows that 
Thus the theorem follows for X of the form (3) when we know (4). 
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To prove (4) we proceed as follows. The differential equation (2) reads 
kij@) = 6;kij(t), (2 bis) 
where aij = (hi - Aj)/2. If the field J is of type 1, then the solution of (2 
his) has the form kij(t) = Cij(t)kij(0), where Cij(t) = cosh(6,,t), so that 
k(t) = C(t)ok(O>, where 0 denotes the Schur product of matrices (see [4]). If 
the field J is of type 2, the solution of (2 bis) has the form kij(t) = 
Sjj(t)kij(0), where 
I $ sinh( aijt) szj(t> = ‘I for A,#A,, t for Ai = Aj, 
and then k(t) = S(t)&(O). 
Write k(t) = B(t, s)%(s) with 
I 
cij(t> 
- fortypel, 
‘ij( ‘> 
E:(t, s>i.l = s,,(t> 
Sl;( S) 
for type 2, 
and define the linear transformation 4 : M,,(C) + M,(C) [where M,(C) is 
the space of 12 x n complex matrices] by 4(m) = Wt, s)om, where Wt, .s)~] 
= [B(t, s)~ .I-‘. It suffices to prove that the norm of 4 is < 1, because then 
4(k(t)) = k<.s) implies (4). Abbreviate 
f(A) = 
cosh( sh) 
cosh( tA) 
for type I, and 
L 
sinh( sh) 
f(A) = sinh@l\) 
for A#O, 
t 
for A = 0 
for type 2. Then q(t, s)~] =_f(iAi - fAj>. 
In both cases f is the Fourier transform of a positive function (see [S, 
p. 311). Then by Bochner’s theorem (see[l]) we can conclude that f is a 
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positive definite function, or equivalently that Wt, s) is a positive .semidefi- 
nite matrix: Wt, s) > 0. 
On the other hand, a theorem of Davis [4, 71 for matrices U, V E M,(C) 
says that 
where dij are the entries of the matrix (U*U)‘/” and eIj the entries of the 
matrix (uu*)~/~. Because the matrix q(t, s) is positive, we conclude that 
dii = e,, = q(t, s>~~. Therefore ]]$]j < max q(t, sjii = 1 by definition of 
q(t, s). This proves the inequality (4) (and hence the theorem) for X of the 
form (3). 
In the general case-when X is an arbitrary self-adjoint element of 
A-the spectral theorem allows us to approximate X (in operator norm> by 
elements of the form (3). From the well-posedness of the problem (2) we 
conclude that (t, X) -+ K(t) is norm continuous, and the inequality IIK(s)ll 
< IIK(t>ll for 0 < s < t for arbitrary X follows from the same inequality for 
X of the form (3). This concludes the proof of the theorem. 
REMARK. For fixed a E A+ and X E TA,: the derivative of the expo- 
nential 
CT exP,)* : T@,+) x + %-x,,, x 
increases norms (see [3]). This can be used to obtain a different proof of the 
theorem for fields of type 2. 
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