Spaces of matrices without non-zero eigenvalues in their field of definition, and a question of Szechtman  by Quinlan, Rachel
Linear Algebra and its Applications 434 (2011) 1580–1587
Contents lists available at ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
Spaces of matrices without non-zero eigenvalues in their field
of definition, and a question of Szechtman
Rachel Quinlan
School of Mathematics, Statistics and Applied Mathematics, National University of Ireland, Galway, Ireland
A R T I C L E I N F O A B S T R A C T
Article history:
Received 18 June 2010
Accepted 21 November 2010
Available online 28 December 2010
Submitted by R. Guralnick
AMS Classification:
15A04
15A18
Keywords:
Space of linear endomorphisms
Dimension
Non-zero eigenvalue
Let V be a vector space of dimension n over any field F. Extreme
values for the possible dimension of a linear subspace of EndF(V)
with a particular property are considered in two specific cases. It
is shown that if E1 is a subspace of EndF(V) and there exists an
endomorphismg ofV , not inE1, such that for everyhyperplaneH ofV
someelementofE1 agreeswithg onH, thenE1 hasdimensionat least
n(n+1)
2
− 1. This answers a question that was posed by Szechtman
in 2003. It is also shown that a linear subspace ofMn(F) in which no
element possesses a non-zero eigenvalue in Fmay have dimension
atmost
n(n−1)
2
. The connectionbetween these twoproperties,which
arises from duality considerations, is discussed.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The following question is posed by Szechtman in [4].
Question 1.1. Let V be a vector space of finite dimension n over a field F, and let E1 be a subspace of
EndF(V) with the following property : there exists an endomorphism g of V, not in E1, such that given any
proper subspace (equivalently any hyperplane) H of V, there exists an element f of E1 for which g and f
agree on H.
What is the minimum possible dimension of E1?
In the language of [4], this question is expressed in terms of the minimum possible dimension of a
linear subspace of EndF(V) that is properly contained in its n-envelope. In any context involving a set
S of functions on a domain D, one can define the n-envelope in S of a subset S1 of S as the set of all
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functions f in S with the property that on every subset ofDwith fewer than n elements, some element
of S1 coincides with f . In the linear algebra setting of Question 1.1, we introduce the term hyperplane
envelope to refer to the n-envelope in the full endomorphism ring of a set of linear endomorphisms of
a vector space of dimension n.
Question 1.1 arises for finite fields in [4], in the context of a construction of finite p-groups that
admit n-inner automorphisms which are not inner. An automorphism of a group G is n-inner if on
every set of fewer than n elements of G, it coincides with some inner automorphism. For example a
2-inner automorphism is one that preserves conjugacy classes. The question of whether a finite group
may possess a class-preserving outer automorphism was posed in the second edition of Burnside’s
Theory of Groups of Finite Order, published in 1911, and answered affirmatively by Burnside in 1913 [1].
In general, a group G possesses n-inner automorphisms that are not inner if the n-envelope in Aut(G)
of the inner automorphism group Inn(G) properly contains Inn(G).
It is shown in [4] that if V has dimension n over a finite field Fq of q elements, a subspace of
EndFq(V) of dimension m that is properly contained in its hyperplane envelope may be used to con-
struct a group of order q2n+m having n-inner automorphisms that are not inner. It is also shown there
that the space of upper triangular matrices of trace zero has this property (see Example 2.3 below),
hence there exists for each prime power q a group of order q
1
2
(n2+5n)−1 that possesses outer n-inner
automorphisms.
The main results of this paper are the following two theorems, which arise as dual versions of
each other when orthogonality with respect to a certain symmetric bilinear form is considered. The
equivalence of these results under this duality has an important role to play in our proof of both
theorems as well as potentially being of intrinsic interest. As usual we denote the space of n × n
matrices with entries in F byMn(F).
Theorem 1.2. For every field F the answer to Question 1.1 is
n(n+1)
2
− 1.
Theorem 1.3. For any field F and any natural number n, letN be a linear subspace of Mn(F) in which no
element has a non-zero eigenvalue belonging to the field F. Then dimF N ≤ n(n−1)2 .
If F is a formally real field (this means that −1 is not a sum of squares in F), then the space of
skew-symmetric n× nmatrices inMn(F) is an example of a space of matrices of dimension n(n−1)2 in
which no element has a non-zero eigenvalue in F.
If on the other hand F is an algebraically closed field, then any subspace of Mn(F) which satisfies
the hypotheses of Theorem 1.3 must consist of nilpotent matrices.
Theorem1.3maybe interpreted in thecontextof existingknowledgeabout linear spacesofnilpotent
matrices. For any fieldF, it is an immediate consequence of Theorem 1.3 that the dimension of a space
of nilpotent matrices in Mn(F) cannot exceed
n(n−1)
2
. This statement was originally proved (subject
to the condition that |F| ≥ n) by Gerstenhaber [2]; a more elementary proof that does not require
any restriction on the field order is given by Mathes et al. [3]. The example of the space of skew-
symmetric matrices over a formally real field shows that Theorem 1.3 genuinely extends these results
of Gerstenhaber and Mathes et al.
It is also proved in [2] that if |F| ≥ n, then every subspace of Mn(F) that consists of nilpotent
matrices and has dimension
n(n−1)
2
is similar to the space of strictly upper triangular matrices (the
condition on the field order here is relaxed to |F| > 2 in [3]). However, a space of nilpotent matrices
whose dimension does not meet Gerstenhaber’s bound need not be triangularizable; for example it
is shown in [3] that for any field F and positive integer m, M3m(F) contains an irreducible space
of nilpotent matrices of dimension m2 + 1. A space of nilpotent matrices that has the additional
structure of a Lie algebra (with the usual Lie bracket) must be triangularizable by Engel’s theorem.
However, a Lie algebra of matrices that satisfies the more general hypothesis of Theorem 1.3 need
not be triangularizable, as demonstrated by the skew-symmetric n × n matrices over a formally real
field.
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2. Proper inclusion of a space of endomorphisms in its hyperplane envelope
We fix a field F and a vector space V of finite dimension n over F. Let E1 be a linear subspace
of EndF(V) that is properly contained in its hyperplane envelope, and as in Question 1.1 let g be an
element of the hyperplane envelope of E1 that does not belong to E1. This means precisely that for
every hyperplane H of V , E1 contains an element f for which g − f annihilates H. Thus the property
of E1 described in Question 1.1 can be expressed as follows : there is a coset of E1 in EndF(V), different
from E1 itself, that contains for each hyperplane H of V an element annihilating H.
Now let E denote the subspace of EndF(V) that is spanned by E1 and g. Then E1 is a subspace
of codimemsion 1 in E , and E\E1 contains elements of rank 1 annihilating all hyperplanes of V . For
convenience we introduce the following definition. The notation F(n) is used here, and throughout
this article, to denote the space of row vectors of length nwith entries in F.
Definition 2.1. A subset X of EndF(V) has the hyperplane annihilation property on V if for every
hyperplane H of V , X contains an element whose kernel is H.
A subset Y of Mn(F) will be said to have the hyperplane annihilation property if it has this property
when considered as a set of endomorphisms of the space of column vectors of length nwith entries in
F. This occurs precisely if for every non-zero vector v in F(n), Y contains an element of rank 1 whose
rowspace is 〈v〉.
We now reformulate Question 1.1 as follows.
Question 2.2. What is the minimum possible dimension of a linear subspace E of EndF(V) (equivalently,
of Mn(F)) for which the set E\E1 has the hyperplane annihilation property for some subspace E1 of codi-
mension 1 in E?
Theorem 1.2 states that the answer to this new version of Question 1.1 is
n(n+1)
2
. The follow-
ing two examples establish this number as an upper bound. In these examples T denotes the sub-
space of Mn(F) consisting of all matrices of trace zero. This notation will be used throughout the
article to denote either the space of F-endomorphisms of V of trace zero, or the space of matri-
ces of trace zero in Mn(F), according to the context. The transpose of a matrix X is denoted
by XT .
Example 2.3. Represent V as the space of all column vectors of length n with entries in F, and let U
denote the subspace ofMn(F) consisting of all upper triangularmatrices. ThenU has dimension n(n+1)2
and the set U\U ∩ T of upper triangular matrices with non-zero trace has the hyperplane annihilation
property on V .
Let H be a hyperplane of V . Then H is the orthogonal complement of some 1-dimensional subspace
of V , with respect to the usual scalar product on V . Let v be the unique element of this 1-dimensional
space whose first non-zero entry is 1, and say that this first non-zero entry is in position i in v. Define
the upper triangular matrixMH as follows :
• MH has vT as its ith row;• All entries ofMH outside Row i are zeroes.
ThenMH is an upper triangular matrix which annihilates H and has trace 1.
In this example U ∩ T plays the role of E1 in Question 1.1, and any upper triangular matrix of
non-zero trace may play the role of g.
Example2.4. LetFbea formally realfield.AgainconsiderV tobe thespaceof columnvectorsof lengthn
with entries inF, and let S be the space of symmetric matrices inMn(F), a space of dimension n(n+1)2 .
Then the set S\S ∩ T of symmetric matrices with non-zero trace has the hyperplane annihilation
property on V .
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LetH be a hyperplane of V . As above let v be a non-zero vector which spans the orthogonal comple-
ment of H in V . Then the matrix product v vT is a symmetric matrix of rank 1 that has non-zero trace
and represents an endomorphism with kernel H.
Suppose now that E is a subspace of EndF(V) and that E1 is a subspace of codimension 1 in E , for
which E\E1 has the hyperplane annihilation property on V . After choosing a basis of V wemay assume
that E is a subspace of Mn(F). Our next step is to show that in the investigation of the minimum
possible dimension of E , we may safely assume that E1 = E ∩ T .
For any element A ofMn(F) and any subsetM ofMn(F), we define AM by
AM = {AM : M ∈ M}.
If A is invertible, then AE and AE1 have the same respective dimensions as E and E1, and AE\AE1 has
the hyperplane annihilation property since E\E1 does.
In order to simplify the proof of Theorem 2.6 below, we introduce at this point a bilinear form on
Mn(F) which will be used again in Section 3.
Definition 2.5. Define τ : Mn(F) × Mn(F) −→ F by
τ(A, B) = trace(AB),
for A, B ∈ Mn(F).
It is easily verified that τ is a non-degenerate symmetric F-bilinear form onMn(F). For a subspace
X ofMn(F), we will let X⊥ denote the orthogonal complement of X with respect to τ . Thus dimX +
dimX⊥ = n2.
Theorem 2.6. Let E be a subspace of Mn(F) and let E1 be a subspace of E of codimension 1 for which
E\E1 has the hyperplane annihilation property. Then there exists an invertible matrix A ∈ Mn(F) for which
AE1 = AE ∩ T .
Proof. Extend E1 to a subspaceH of codimension 1 ofMn(F), that does not contain E . Then E1 = H∩E .
Let A be a matrix that spans the 1-dimensional orthogonal complement ofH with respect to τ ; Thus
H = {X ∈ Mn(F) : trace(XA) = 0} .
Then AH ⊆ T , and AE1 = AE ∩ T . It remains to show that the fact that E\E1 has the hyperplane
annihilation property implies that A is invertible.
Let v be any non-zero element of F(n). Since E\E1 has the hyperplane annihilation property it
contains anelementBv of rank1 thathas 〈v〉as its rowspace. This elementdoesnotbelong toH = 〈A〉⊥,
thus trace(BvA) = 0 and there is at least one column of A that is not orthogonal to v with respect to
the ordinary scalar product.
Since this is true for every non-zero v ∈ F(n) it follows that the column space of A has dimension
n and that A is invertible. 
The following Corollary, which is immediate from Theorem 2.6, will be used to assert the existence
of a subspace of EndF(V) that is properly contained in its hyperplane envelope and has the minimum
possible dimension subject to this property, and is equal to the intersection of its hyperplane envelope
with the space of endomorphisms of trace zero.
Corollary 2.7. Suppose there exists a subspace E of EndF(V) for which E\E1 has the hyperplane annihila-
tion property for some subspace E1 of codimension 1 in E . ThenMn(F) contains a subspace E< of dimension
equal to that of E , for which E<\E< ∩ T has the hyperplane annihilation property.
1584 R. Quinlan / Linear Algebra and its Applications 434 (2011) 1580–1587
3. A dual problem
In this sectionwe show that Question 2.2 is equivalent to the problemof determining themaximum
possible dimension of a linear subspace ofMn(F) inwhichno element possesses a non-zero eigenvalue
that belongs to the fieldF. Themain ingredients are Corollary 2.7 and the bilinear form τ of Definition
2.5.Webeginwith a reinterpretation of the hyperplane annihilation property in terms of orthogonality
with respect to τ .
Theorem 3.1. Let E be a linear subspace ofMn(F). Then E\E∩T has the hyperplane annihilation property
if and only if no element of E⊥ has a non-zero eigenvalue in F.
The proof of Theorem 3.1 employs the following lemma, which is easily proved.
Lemma 3.2. Let v1 and v2 be elements ofF
(n). Then the trace of the n×nmatrix vT1v2 is the (usual) scalar
product v1 · v2.
Proof. (of Theorem 3.1). First suppose that some element B of E⊥ has a non-zero eigenvalue λ inF, and
let v be a non-zero row vector with entries in F, for which vB = λv. If E contains no element whose
rowspace is spanned by v, then E does not have the hyperplane annihilation property. So suppose that
A is a matrix in E whose rowspace is spanned by v. Then A = uTv, for some non-zero u ∈ F(n). Now
τ(A, B) = trace(AB) = 0, since A ∈ E and B ∈ E⊥. Thus
0 = trace(AB) = trace(uTvB) = trace(uTλv) = λ trace(uTv) = λ trace A.
Thus trace A = 0, sinceλ = 0. Then A ∈ E∩T , and E\E∩T does not have the hyperplane annihilation
property.
On the other hand suppose that no element of E⊥ has a non-zero eigenvalue in F, and let v be any
non-zero element of F(n). Then
{vB : B ∈ E⊥}
is a subspace of F(n) that does not include v, and hence has dimension at most n − 1 over F. Then
there exists an element u of F(n) for which u · vB = 0 for every element B of E⊥, and u · v = 1.
Now write A = uTv. Then trace A = u · v = 1 by Lemma 3.2. For each B ∈ E⊥ we have
trace(AB) = trace(uTvB) = u · vB = 0.
Thus τ(A, B) = 0 for all B ∈ E⊥, so A ∈ E . Since A ∈ T , we have shown for each non-zero row vector
v the existence of an element of E\E ∩ T whose rowspace is spanned by v. Thus E\E ∩ T has the
hyperplane annihilation property. 
The following statement summarizes the connection between Question 2.2 and the existence of
subspaces ofMn(F) whose elements possess no non-zero eigenvalues in F.
Corollary 3.3. Let E be a subspace of dimension k of EndF(V), containing a subspace E1 of dimension
k − 1 for which E\E1 has the hyperplane annihilation property. Then Mn(F) contains a linear subspace of
dimension n2 − k in which no element has a non-zero eigenvalue in F. Furthermore, if k is the minimum
possible dimension of a subspace of EndF(V) in which the complement of a subspace of codimension 1 has
the hyperplane annihilation property, then n2 − k is the maximum possible dimension of a subspace of
Mn(F) in which no element has a non-zero eigenvalue in F.
As well as being of potential interest in its own right, Theorem 3.1 will be essential to our proof of
Theorem 1.2 in Section 4. Its role in the proof arises from the following theorem, which asserts that
if a space of matrices of trace zero is properly included in its hyperplane envelope, then the space
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consisting of the transposes of its elements also possesses this property. For a subspace E of Mn(F),
we define ET by ET = {XT : X ∈ E}.
Theorem 3.4. Let E be a subspace of Mn(F). Then E\E ∩ T has the hyperplane annihilation property if
and only if ET\ET ∩ T does.
Proof. By Theorem 3.1, E\E ∩ T has the hyperplane annihilation property if and only if E⊥ contains
no element having a non-zero eigenvalue in F. Now
(ET )⊥ = {M ∈ Mn(F) : trace(XTM) = 0 ∀ X ∈ E}
= {M ∈ Mn(F) : trace(MTX) = 0 ∀ X ∈ E}
= {M ∈ Mn(F) : MT ∈ E⊥}
= (E⊥)T .
For subspaces of Mn(F), the property of containing no element with a non-zero eigenvalue in F is
clearly preserved under transposition; thus E⊥ has this property if and only if (E⊥)T = (ET )⊥ does.
The result is now immediate from Theorem 3.1. 
We conclude this section now by recalling Examples 2.3 and 2.4, in the context of Theorem 3.1.
Example 3.5. If U is the space of upper triangular matrices inMn(F), then U⊥ is the space of strictly
upper triangular matrices. In this case U⊥ has dimension n(n−1)
2
and all of its elements are nilpotent.
Example 3.6. If F is a formally real field and S is the space of symmetric matrices in Mn(F), then S
has dimension
n(n+1)
2
and, from Example 2.4, S\S ∩ T has the hyperplane annihilation property. In
this case S⊥ is the space of skew-symmetric matrices inMn(F). No skew-symmetric matrix inMn(F)
has a non-zero eigenvalue in F.
4. Completion of the proof
In this final section we show that a subspace E of Mn(F) for which E\E ∩ T has the hyperplane
annihilationpropertymusthavedimensionat least
n(n+1)
2
. Theproof isby inductionon thedimensionn
andmakes use of the symmetry property described in Theorem3.4. The key ingredient of the induction
argument is the following lemma, which describes how the hyperplane annihilation property may be
restricted to a subspace of V .
Lemma 4.1. Let E be a linear subspace of EndF(V), whose elements of non-zero trace form a set with the
hyperplane annihilation property. Let U be any non-zero subspace of V, and let W be any subspace of V for
which V = U⊕W. Let EW denote the subspace of E consisting of all those elements that annihilateW, and
let prU denote the projection of V on U with respect to the decomposition V = U ⊕ W. For f ∈ EndF(V)
let f |U denote the restriction of f to U. Then the subspace EU of EndF(U) defined by
EU = {prU ◦ f |U : f ∈ EW }
has the property that its elements of non-zero trace form a set having the hyperplane annihilation property
for U.
Proof. Let H be a hyperplane of U. Then H ⊕ W is a hyperplane of V , and so EW contains an element
g that has trace 1 and kernel H ⊕ W . Now prU ◦ g|U is an element of EU that has trace 1 and kernel
H. 
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The induction proof will proceed as follows.Wewill choose v ∈ V , and suppose that E is a subspace
of EndF(V) for which E\E ∩ T has the hyperplane annihilation property. Our induction hypothesis,
along with Lemma 4.1, will allow us to assume that the subspace Ev of E consisting of elements whose
kernel contains vmust have dimension at least
(n−1)n
2
. The following lemma, along with Theorem 3.4,
will show that vmay be chosen to ensure that the dimension of E exceeds that of Ev by n.
Lemma 4.2. Let E be a subspace of EndF(V) for which E\E ∩ T has the hyperplane annihilation property.
Then it is possible to choose a basis of V with respect to which every element of F(n) appears as the first
row of a matrix representing an element of E .
Proof. Choose an element f1 of E of rank 1, with trace f1 = 1. Let b1 ∈ V be a non-zero element of the
image of f1. Then f1(b1) = b1, since f1 has rank 1 and trace f1 = 1.
We extend {b1} to a basis of V by the following recursive process, which terminates with the
definition of bn. Suppose that b1, b2, . . . , bi−1 have been defined, where 1 < i ≤ n. Define bi as
follows : choose an element fi of rank 1 in E , with trace fi = 1 and {b1, . . . , bi−1} ⊆ ker fi. Such
an element certainly exists, since for every hyperplane H of V , E contains an element of trace 1 that
annihilates H. Let xi be a non-zero vector that spans the image of fi. Then xi does not belong to the
linear span of {b1, . . . , bi−1}, since this linear span is contained in the kernel of fi and fi has trace 1.
Define bi = xi − b1.
Then B = {b1, . . . , bn} is a basis of V . For i = 1, . . . , n, letMi denote the matrix of fi with respect
to B. Then M1 has 1 as its entry in the top left position. For i > 1 the first row of Mi has zeroes as its
first i− 1 entries and has 1 as its ith entry. Thus the first rows of the matricesMi, i = 1, . . . , n, form a
spanning set for F(n), and every element of F(n) occurs as the first row of a matrix that appears in the
representation of E with respect to the basis B. 
Corollary 4.3. Let E be a subspace of EndF(V) forwhich E\E∩T has the hyperplane annihilation property.
Then there exists an element v of V for which {f (v) : f ∈ E} = V.
Proof. It is immediate from Lemma 4.2 and Theorem 3.4 that it is possible to choose an ordered basis
of V with respect to which every column vector of length n occurs as the first column of a matrix
representing an element of E . The first element of this ordered basis has the required property. 
We are now in a position to complete the proof of Theorem 1.2, reformulated here in full detail.
Theorem 4.4. Let V be a vector space of dimension n over any field F. Let E be a subspace of EndF(V)
for which E\E1 has the hyperplane annihilation property for some subspace E1 of codimension 1 in E . Then
dimF E ≥ n(n + 1)
2
.
Proof. By Theorem 2.6, there is no loss of generality in assuming that E1 = E ∩ T , and we make this
assumption. We proceed by induction on n.
The base case n = 1 is easily handled, since in this case V has only the trivial hyperplane, and the
only candidate for a subspace of EndF(V) having elements of non-zero trace is the full endomorphism
space, which has dimension 1 = 1(1+1)
2
.
Suppose now that n > 1. By Corollary 4.3 we may choose v ∈ V for which
{f (v) : f ∈ E} = V .
LetH be a hyperplane of V with v ∈ H. Thus V = H⊕〈v〉; let prH denote the projection of V onHwith
respect to this direct sumdecomposition. Let Ev denote the subspace of E consisting of elementswhose
kernel contains v. Since the space of images of v under elements of E is all of V , Ev has codimension n
in E .
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By Lemma 4.1, the subspace EH of EndF(H) defined by
EH := {prH ◦ f |H : f ∈ Ev}
has the property that its elements of non-zero trace form a set with the hyperplane annihilation
property for H. Thus by the induction hypothesis, EH has dimension at least (n−1)n
2
over F. Hence Ev
has dimension at least
(n−1)n
2
over F also, and since Ev has codimension n in E , we may conclude that
dimF(E) ≥ (n − 1)n
2
+ n ⇒ dimF(E) ≥ n(n + 1)
2
. 
Theorem 1.3, which states that the maximum possible dimension of a subspace ofMn(F) in which
no element has a non-zero eigenvalue in F is
n(n−1)
2
, is now an immediate consequence of Theorems
4.4 and 3.1.
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