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Abstract
We develop the noncommutative harmonic space (NHS) analysis to study the
problem of solving the non-linear constraints eqs of noncommutative Yang-Mills self-
duality in four-dimensions. We show that this space, denoted also as NHS(η, θ),
has two SU(2) isovector deformations η(ij) and θ(ij) parametrising respectively two
noncommutative harmonic subspaces NHS(η,0) and NHS(0,θ) used to study the self-
dual and anti self-dual noncommutative Yang-Mills solutions. We reformulate the
Yang-Mills self-dual constraint eqs on NHS(η,0) by extending the idea of harmonic
analyticity to linearize them. Then we give a perturbative self dual solution recover-
ing the ordinary one. Finally we present the explicit computation of an exact self-dual
solution.
July, 2000
1
1 Introduction
Yang-Mills instantons on noncommutative geometry have been subject to some
interest nowadays in connection with the recent developments in superstrings the-
ory [1] and compactification of matrix model of M-theory [2, 3, 4]. Noncommutative
instantons are involved in the study of D(p-4)/Dp brane systems (p≥ 3) of super-
strings; in particular in the ADHM construction of the D0/D4 system [5, 6, 7] and
in the determination of the vacuum solutions of the Higgs branch of supersymmetric
gauge theories with eight supercharges [8, 9, 10].
In string theory, noncommutative geometry appears from the study of quantum
properties of D-branes coupled to the closed string background fields gµν and Bµν .
The boundary conditions of open strings of D-branes interpolate between Neumann
and Dirichlet conditions and depend on the value of the NS-NS Bµν field [11, 12].
For large values of B (or equivalently B constant if one uses the Seiberg-Witten limit
taking the closed string metric gµν to zero) the action of the system is dominated
by its boundary terms describing a boundary world-sheet conformal field theory.
In this case the correlation functions of the one dimensional boundary string fields
xM (t) satisfy nontrivial commutation relations leading to a noncommutative space-
time. This noncommutative space has a canonical geometry extending the usual
phase space geometry of quantum mechanics [13, 14]. The coordinates xM(t) do no
longer commute and the usual product of functions is replaced by the star product of
Moyal Bracket [15]. Soon after this development several studies have been devoted
to develop the quantum field theory on noncommutative spaces [16, 17] and many
partial results have been obtained [18, 19, 20].
The aim of this paper is to contribute to these efforts by considering the problem
of noncommutative instantons in harmonic space (NHS). Our main motivations for
this are: (1) harmonic space is a natural space where the problem of solving the self-
dual Yang-Mills constraints may be done in straightforward way due to the important
role played by harmonic analyticity discovered by Galperin et al in the mid-eighties.
This latter has known many successful applications as in the off-shell formulation
of extended supersymmetric and supergravity theories [21, 22, 23], in hyperKahler
metrics building [24, 25, 26] and in the study of Yang-Mills self-dual solutions [27, 28].
(2) Standard noncommutative instantons analysis shows that the self-dual constraint
eqs are non-linear and hence difficult to solve exactly [1]. The known non trivial
solutions are obtained by perturbative analysis around the ordinary geometry. But
here we will develop a different method based on a noncommutative harmonic space
leading to non perturbative explicit solutions. We will see that NHS method offers a
powerful manner to go beyond the standard perturbative solutions.
The presentation of this paper is as follows. In section 2, we review the main
lines of the problem of solving self-dual Yang-Mills constraints eqs in ordinary HS. In
2
section 3, we study the Yang-Mills instantons on NHS. We first construct the NHS
spaces and show the existence of two subspaces NHS(η,0) and NHS(0,θ) depending on
the values of the deformation parameters θ and η. Then we establish the connection
between these noncommutative geometries and superstrings theory in presence of
background fields gµν and Bµν . Next we focus our attention on NHS(η,0) and study
the perturbative solutions of the self-dual constraint eqs while the derivation of the
exact solutions of these constraints is given in section 4. Finally, section 5 will be
devoted to the conclusion.
2 Self-Dual Yang-Mills Constraints
As promised in the introduction, we review here briefly the main lines of one of
possible resolution ways of the problem of finding self-dual Yang-Mills (YM) solutions
in ordinary R4. The method we will present is a powerful way exhibiting manifestly
the SU(2) symmetry rotating the three Kahler structures of the hyperKahler moduli
space of instantons. It allows in addition to reformulate the self-dual YM constraint
eqs as integrability conditions for the existence of analytic homeomorphisms of patches
of C2 ∼ R4. This method permits also to construct explicit solutions of the self-dual
constraints by working in harmonic space based on first realising geometrically the
SU(2)≃ S3 symmetry of the instanton hyperKahler moduli space and second using
the concept of harmonic analyticity extending the usual complex analyticity where
only one Kahler structure is manifestly exhibited.
To fix the ideas, we will start by describing the fundamentals of harmonic ana-
lyticity for YM instantons. Recall that such analyticity was successfully exploited in
different occasions. In particular in the off-shell superspace formulation of supersym-
metric field theories with eight supercharges [21, 29, 24], d = 4 N = 2 and d = 2
N = 4 (conformal) supergravity theories [23, 30, 31, 32] and in the hyperKahler
metrics building [24, 25, 26, 33].
2.1 Harmonic Analyticity
Since the analysis we will present hereafter is valid for generalized self-dual YM
fields in ordinary R4n, n = 1, 2, . . ., we shall give the machinery for R4n and consider
the particular leading case whenever it is necessary. Roughly speaking R4n is a real
commutative Euclidean flat space whose local coordinates {xM , M = 1, . . . , 4n} obey
generally the following natural identities
xM = xM
xMxN − xNxM = 0 (2.1)
3
xM → x′M = ΛMN x
N ,
which define the reality, commutativity and homogeneity conditions respectively. The
ΛMN ’s are SO(4n) Lorentz matrices in the 4n vector representation. If R
4n is endowed
by a complex structure, the natural coordinates are the usual complex variables zα
and of zα¯ of C
2n. They transform in the fundamental 2n and 2n representations of
U(2n)=U(1)×SU(2n) ⊂ SO(4n) and related to the xM ’s as
zα = xα + ixα+2n;
zα¯ = x
α − ixα+2n, α = 1, . . . , 2n. (2.2)
Reality, commutativity and homogeneity of R4n then become in C2n
[zα, zβ ] = [zα¯, zβ¯] = [z
α, zβ¯] = 0
zα = uα.βz
β , z′α¯ = zβ¯u
β¯
.α¯ (2.3)
where uα¯
.β¯
∈ 2n and uβ¯.α¯ ∈ 2¯n with the property zα¯ = (z
α)+. Though this complex
frame exhibits manifestly one complex structure, one can go ahead and study the
problem of solving the YM self-duality constraint eqs on C2. One recalls for instance
the ADHM construction of YM instantons which find actually many applications in
D-brane physics. Using this complex frame one can do even more by considering the
problem of YM fields on C2n, n ≥ 1 and study the solving of the generalized self-dual
constraint eqs. Such a kind of problem was considered in many occasions before as
in YM and gravitational theories on Cp in connection with the Yang-Lee theory and
(hyper)Kahler geometry respectively [34, 35, 27, 36]. In the present study, we shall
not use the complex frame as given in (2.2,2.3). What we will do instead is to use
the SU(2) symmetry factor of the SU(2)× SP(n) homogeneity group of n dimensional
hyperKahler manifolds to introduce a new local frame of C2n where the three complex
structures are manifestly exhibited. Breaking the SO(4n) Lorentz group of R4n down
to SU(2)× SP(n) by reindexing the xM variables as xiα, where now the double index
(i, α) transform in the (2, 2n) representation of SU(2)× SP(n), eqs (2.1) read then as
x¯iα = Ωαβεijx
jβ,
[xiα, xjβ] = 0 (2.4)
xiα → xiα
′
= uijC
α
βx
jβ,
where uij and C
α
β are respectively 2 × 2 and 2n × 2n matrices in the fundamental
representations of SU(2) and SP(n), while Ω and ε satisfy the following properties
ΩαγΩγδ = δ
γ
δ , Ω
αβ = −Ωβα, Ωα,α+n = 1; 1 ≤ α ≤ n and εikεkj = δij , ε
ij =
−εji, ε12 = ε21 = 1.
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To write down the generalized self-dual YM constraint eqs using the local coordinates
system {xiα}, it is enough to consider the gauge covariant derivatives Diα and the
gauge curvatures Fiαjβ. Like for YM theory on R
4n with gauge group G, we have
Diα =
∂
∂xiα
+ Aiα
= ∂iα + Aiα, (2.5)
where Aiα = Aiα(x
jβ) are the gauge potential component fields valued in the Lie alge-
bra g of the gauge group G. The field strengths Fiαjβ are given by the commutators
of the Diα’s
[Diα,Djβ] = iFiαjβ. (2.6)
Taking the tensor product of the fundamental representation of SU(2)× SP (n), one
can put the above eqs into a convenient form by decomposing Fiαjβ curvatures as
shown here below
[Diα,Djβ] = iεijF(αβ) + iF(ij)[αβ], (2.7)
where ( ) and [ ] denote complete symmetrisation and antisymmetrisation respectively.
Having given the curvatures Fiαjβ, we turn now to introduce the generalized self-
duality constraint eqs of YM fields on 4n dimensional space with SU(2)× SP(n)
homogeneity symmetry. They are defined as
2iF(ij)[αβ] = ([Diα,Djβ] + [Djα,Diβ]) = 0, (2.8)
or equivalently
[Diα,Djβ] = iεijF(αβ). (2.9)
Note that for n = 1, the homogeneity group of R4 is SU(2)× SP(1)∼ SO(4). In this
case, F(ij)[αβ] = ΩαβF(ij) and so eq (2.7) becomes
[Diα,Djβ] = iε(ij)F(αβ) + iΩαβF(ij). (2.10)
In this special situation one may impose not only the self-dual constraint eqs, F(ij) = 0,
but also anti self-dual ones associated with the condition F(αβ) = 0.
What we want to do now is to show that in some special situations one may solve
explicitly the generalized self-dual constraints (2.8,2.9) by using harmonic analytic-
ity. The method may be summarized as follows: First, instead of using the local
coordinates systems {xiα} parameterizing the 4n dimensional homogeneous space
P/SU(2) × SP (n), where P stands for the Poincare´ group with SU(2) × SP(n) as
its Lorentz subgroup, we rather use the harmonic space P/SP(n) parametrized by
{x±α, u±i } .
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On this new space we have the following:
(i) the u±i variables parameterize the unit S
3 sphere. In terms of these variables, the
SU(2) Lorentz sub-symmetry of the 4n space is generated by the differential operators
D++ = u+∂/∂u−
D−− = u−∂/∂u+ (2.11)
D0 = u+∂/∂u+ − u−∂/∂u−,
which obey the familiar su(2) algebra
[D++, D−−] = D0
[D0, D++] = 2D++ (2.12)
[D0, D−−] = −2D0
(ii) the x+
α
and x−
α
bosonic coordinates still carry an su(2) isospin 1
2
representation
since
[D++, x+
α
] = 0
[D++, x−
α
] = x+
α
(2.13)
[D0, x±
α
] = ±x±
α
.
Eqs (2.13) mean that x+
α
= u+i x
iα and x−
α
= u−i x
iα. Note that, as far as the x±’s
are concerned, the usual reality condition x˜iα = εijΩαβx
jα is replaced in HS by
x˜+α = −Ωαβx
+β
x˜−α = Ωαβx
−β. (2.14)
This conjugaison has been introduced first in [21] and turns out to be the natural
conjugation in HS.
(iii) The gauge covariant derivatives in HS language are defined as
D+α = ∂/∂x
−α + iA+α = ∂
+
α + iA
+
α
D−α = ∂/∂x
+α + iA−α = ∂
−
α + iA
−
α . (2.15)
They obey the following constraint eqs
[D++,D+α ] = 0
[D−−,D+α ] = D
−
α (2.16)
[D0,D±α ] = ±D
±
6
which ensure that D±α are SU(2) doublets; i.e. D
±
α = u
±
i D
i
α.
(iv) In HS, the gauge curvatures read as
[D+α ,D
+
β ] = iF
++
[αβ]
[D+α ,D
−
β ] = iF(αβ) + iF
+−
[αβ] (2.17)
They verify the constraint eqs
[D++
2
, F+−[αβ]] = [D
++, F++[αβ]] = 0
[D++, F(αβ)] = 0. (2.18)
Eqs (2.17) mean amongst others that the symmetric part F(αβ) of the curvature is
a SU(2) singlet as it does not depend on the u±’s while the antisymmetric part is a
SU(2) triplet, i.e.
F++[αβ] = u
+
(iu
+
j)F
(ij)
[αβ]. (2.19)
The second step consists of writing the generalized self-duality conditions (2.8,2.9) in
the HS as
[D+α ,D
+
β ] = 0. (2.20)
These constraints, which take a simple form in HS, can be treated as integrability
conditions for the existence of an analytic harmonic subspace (AHSS) of the HS space.
On this subspace, the solving of F++[αβ] = 0 may be easily worked out. The key idea
of the AHSS resolution method is to say that under a gauge transformation1, one
may set A+α = 0 so that the gauge covariant derivatives D
+
α reduces to a flat space
derivative ∂+ = ∂/∂x−
α
. The price one should pay for this operation is that the su(2)
harmonic derivatives D++, D−− and D0 eqs (2.11) acquire now connections as shown
here below
D++ → D++ = D++ + iV ++ (2.21)
D−− → D−− = D−− + iV −−
D0 → D0 = D0,
with the requirement
[D++,D−−] = D0
[D0,D±±] = ±2D±±, (2.22)
or equivalently
[D0, V ++] = 2V ++,
[D0, V −−] = −2V −−. (2.23)
D++V −− −D−−V ++ + i[V ++, V −−] = 0,
1This transformation is given in [27]
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Before going ahead, let us make some remarks regarding this tricky approach.
V ++ and V −− are harmonic gauge connections; they are not independent as they are
related through eqs (2.23). Up on solving them, one may usually express V −− as a
function of V ++. We will show later on how this is done in practice. For the moment
let us note that V ++ turns out to be the basic object in solving the generalized self-
duality constraint eqs. This property may be easily seen by rewriting the full set of
the generalized self-duality constraints in HS. We have:
[D+α , D
+
β ] = 0
[D+α , D
−
β ] = iF(αβ) (2.24)
[D0, D±] = D±α ,
and
[D++, D+α ] = 0
[D−−, D+α ] = D
−
α
[D++,D−−] = D0
[D0,D±±] = ±2D±±. (2.25)
To derive the solutions of these constraints eqs, let us rewrite them in a more con-
venient way. Using harmonic analyticity which allows to take D+α as ∂/∂x
−α; i.e.
A+α = 0, and replacing D
++, D−− and D0 by their expressions (2.21), the generalized
self-duality constraint eqs may be represented as
[D0, V ++] = 2V ++ (a)
[∂+α , V
++] = 0 (b)
D++V −− −D−−V ++ + i[V ++, V −−] = 0 (c) (2.26)
[∂+α , V
−−] = −A−α (d)
[∂+α , A
−
β ] = F(αβ). (e)
These relations define the form of the self-duality YM constraint eqs we are looking
for.
2.2 Solving The Constraints
To solve the previous eqs, we shall proceed step by step by working out the
solution of each relation of the system (2.26). These details will be useful in the
study of the instantons in NHS. The first relation (2.26.a) tells us that V ++ is a
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harmonic function on the S2 ≃ SU(2)/U(1) sphere and so it may be expanded in a
harmonic series in term of the u±’s as:
V ++(x+, x−, u±) = V ++(x+, x−) + u+(iu
−
j)V
++(ij)(x+, x−)
+u+(i1u
+
i2
u−j1u
−
j2)
V ++
(i1i2j1j2)(x+, x−) + . . . , (2.27)
where the fields V ++
(i1i2...in,j1j2...jn)(x+, x−) are coefficients of the harmonic expansion
on S2. It turns out that except the leading term V ++(x+, x−) where no explicit
dependence on the u±’s appear, all the extra terms of (2.27) may be ignored due to
the existence of U(1) symmetry see (4.24). Forgetting about these terms, and putting
(2.27) in (2.26.b), one sees that the potential V ++ should be an analytic function on
S2 depending on the x+ variable only. This means that the general solution of (2.26)
for a gauge group G of generators {T a} should read as
(V ++)a = tr(T aV ++)
= Maαβx
+αx+
β
, (2.28)
where Maαβ are constant coefficients scaling as the inverse of the square length di-
mension. Note that Maαβ carry two SP(n) indices α, β. Commutativity of x
+α and
x+
β
requires Maαβ = M
a
βα and so transform under the adjoint representation of the
SP(n) Lorentz subgroup. Note also that in the case where the gauge group G is itself
a SP(n) symmetry, one may take as a solution for the SP(n) potentials V ++αβ the
following remarkable one
(V ++)αβ =
i
ρ2
ΩαγΩβδx
+γx+
δ
(2.29)
where ρ is a dimensionful parameter interpreted in R4 as the size of the SU(2) in-
stanton. Putting this solution back into the constraint (2.26.c), one gets after some
straightforward algebra the following expression for the SP(n) gauge potentials:
(V −−)αβ =
i
(x2 + ρ2)
ΩαγΩβδx
−γx−
δ
, (2.30)
where we have used the convention notation x2 = Ωαβx
+αx−
β
= x+
α
x−α. From
(2.30), one gets the gauge potential A−α by help of (2.26.d). It reads as:
(A−ν )αβ =
−i
(x2 + ρ2)
[−Ων(αΩβ)γx
−γ +
1
(x2 + ρ2)
ΩνσΩαγΩβδx
+σx−
γ
x−
δ
] (2.31)
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The curvatures (Fµν)αβ are immediately obtained by solving (2.26.e) using the relation
of A−α given here above. We find:
(Fµν)αβ =
1
(x2 + ρ2)
[−Ωµ(αΩβ)ν +
1
(x2 + ρ2)
Ωµ(αΩβ)γΩνσx
+σx−
γ
]
−
i
(x2 + ρ2)2
ΩµρΩν(αΩβ)γx
+ρx−
γ
2i
(x2 + ρ2)3
ΩµρΩνσΩαγΩβδx
+ρx+
σ
x−
γ
x−
δ
(2.32)
Finally the Lagrangian density of the instanton is:
tr[(Fµν)
2] =
ρ4
(x2 + ρ2)4
. (2.33)
In the limit ρ → 0, eq (2.33) has a singularity near the origin and so the density
tr(Fµν)
2 behaves as a Dirac delta function.
3 Yang-Mills Instantons on Noncommutative R4θ
We start this section by considering the extension of the harmonic space an-
alyticity idea in order to study the problem of Y-M instantons on noncommutative
R4θ. To do so, we have a priori different choices of non commutative local coordinates.
For example one can use directly the usual real coordinates system {xM}, where the
xM ’s transforming in the 4 vector representation of SO(4) satisfy:
[xM , xN ] = iθMN . (3.1)
Then extends the standard analysis of YM instantons by incorporating this non-
commutativity feature. An other way is to break the SO(4) Lorentz group down to
U(2)=U(1)×SU(2) and use the complex coordinates frame {zµ = xµ + ixµ+2; izµ¯ =
xµ − ixµ+2; µ = 1, 2} satisfying the following commutation relations
[zµ, zν ] = θµν
[zµ¯, zν¯ ] = θµ¯ν¯
[zµ, zν¯ ] = θµν¯
[zµ¯, zν ] = θµ¯ν (3.2)
This coordinate system, which is useful whenever one can impose complex analyticity,
is nowadays intensively used in the noncommutative ADHM formulation of instantons
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[5, 6, 7]. But we will use neither the first method nor the second. What we will do
instead is to develop a non commutative harmonic space analysis by extending the
study of subsection 2.2. Thus taking the local coordinates of R4 as {xiα; i =
1, 2; α = 1, 2}. The space of noncommutativity reads as
[xiα, xjβ] = Ωαβη(ij) + εijθ(αβ), (3.3)
where η(ij) and θ(αβ) transform respectively under the (1, 0) and (0, 1) representations
of the SU(2)×SP(1) Lorentz group. Now introducing the harmonic variables u±i , the
noncommutative harmonic space is defined as
[x+
α
, x+
β
] = iΩαβη++
[x−
α
, x−
β
] = iΩαβη−−
[x+
α
, x−
β
] = iΩαβη − iθ(αβ)
[x−
α
, x+
β
] = iΩαβη + iθ(αβ), (3.4)
where we have used
η++ = u+(iu
+
j)θ
(ij)
η−− = u−(iu
−
j)θ
(ij) (3.5)
η = u+(iu
−
j)θ
(ij).
Observe that according to the values of η(ij) and θ(αβ) which together carry the six
degrees of freedom of the six-dimensional antisymmetric representation of SO(4), one
may distinguish four kinds of harmonic subspaces: (1) the ordinary one considered in
section 2 corresponding to θ(ij) = 0; η(ij) = 0 and three noncommutative ones given
by (2) η(ij) 6= 0; θ(αβ) = 0, (3) η(ij) = 0; θ(ij) 6= 0 and (4) η(ij) 6= 0; θ(αβ) 6= 0. We
shall refer to these four kinds of harmonic spaces as HS(η, θ) which roughly speaking
may be viewed as a two deformation parameters of the standard harmonic space.
Note moreover that these spaces are intimately related with the problem of finding
(anti) self-dual YM instantons on noncommutative geometry. In this regards it is not
difficult to see that the noncommutative harmonic subspaces HS(η,0) and HS(0,θ) are
respectively associated with self-dual and anti self-dual YM instantons of the non-
commutative geometry. The point is to use the Seiberg-Witten realisation according
to which in the α′ zero slope limit the parameters η(ij) and θ(αβ) are proportional to
the inverse of the NS-NS antisymmetric BMN field leaving on an Euclidean D3-Brane
world volume. Put differently, if we decompose Biαjβ as εijB(αβ) +ΩαβB(ij); we have
η(ij) ∼ B(ij)/B
2; θ(αβ) ∼ B(αβ)/B
2. (3.6)
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These eqs show clearly that η(ij) is related to the self-dual part of the B field while
θ(αβ) is given by the anti self-dual one. In what follows we shall consider the example
of noncommutative HS(η,0) and study the problem of finding noncommutative YM
instantons by using the idea of harmonic analyticity developed previously. Similar
analysis may be done for the anti self-dual constraints by using NHS(0, θ).
3.1 Noncommutative YM instantons in NHS(η,0)
The commutation relations of the local coordinates {x+α, x−β , u±i } defining the
noncommutative HS(η,0) are immediately obtained from (3.4) by setting θ(αβ) = 0
which gives
[x+
α
, x+
β
] = iΩαβη++
[x+
α
, x−
β
] = iΩαβη (3.7)
[x−
α
, x−
β
] = iΩαβη−−.
Such commutation relations have however a nice interpretation in D-brane physics in
presence of closed string background fields giαjβ and Biαjβ. Indeed if we consider a
D3-brane with Euclidean R4 world volume in a constant antisymmetric B field and
world sheet action
S =
1
4πα′
∫
Σ
(giαjβδ
AB − 2iπBiαjβε
AB)∂Ax
iα∂Bx
jβ, (3.8)
consistency requires that the open string fields xiα should obey the following boundary
conditions
(giαjβ∂nx
jβ + 2iα′Biαjβ∂tx
jβ)|∂Σ = 0, (3.9)
where ∂n and ∂t are the normal and tangential derivatives along the world sheet
boundary ∂Σ respectively. In practice we will use the classical approximation to
open string where Σ may be taken as a disc and hence can be conformally mapped
to the upper half plane parametrized by z = τ + iσ and ∂ = 1
2
( ∂
∂τ
− i ∂
∂σ
),0 σ ≥ 0. In
this world sheet coordinates, the boundary conditions (3.9) becomes
[giαjβ(∂ − ∂¯)x
jβ + 2iα′Biαjβ(∂ + ∂¯)x
jβ]|z=z¯ = 0. (3.10)
Eq (3.10) describes an interpolation from Neumann to Dirichlet boundary conditions.
In the Seiberg Witten limit where giαjβ ∼ α′
2εijΩαβ with α
′ ∼ ǫ
1
2 goes to zero, Eq
(3.10) becomes Dirichlet boundary conditions where at each boundary the open string
world sheet is attached to a single point (zero brane) in the D3 brane. In this limit ,
the action (3.8) reduces to
S = −
i
2
∫
R
dτ(BijΩ
αβxiα
dxjβ
dτ
+Bαβεijx
iαdx
jβ
dτ
). (3.11)
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Now taking the anti self-dual part B(αβ) of the antisymmetric NS-NS field to zero, one
can calculate the propagators of the boundary fields xiα(τ). From the eqs of motion
of the one dimensional fields xkγ(τ), namely
iεkiB(ij)
dxjγ
dτ
= 0, (3.12)
one can easily check that the propagators of the xiα(τ)’s read as
〈xiα(τ1)x
jβ(τ2)〉 =
i
2
η(ij)Ωαβε(τ1 − τ2), (3.13)
where ε(τ1− τ2) is the Heveaside function ε(τ) = 1 for τ > 0 and ε(τ) = −1 for τ < 0
and where
η(ij)B(ij) = 1 (3.14)
In harmonic space {x+α, x−α, u±}, the boundary conformal field theory we have dis-
cussed is described by the following action
S = −
i
2
∫
R×S2
dτduΩαβ
[
(B++x−
αdx−
β
dτ
−B−−x+
αdx+
β
dτ
)−B(x+
αdx−
β
dτ
+x−
αdx+
β
dτ
)
]
,
(3.15)
where integration with respect to the u’s keeps only SU(2) singlets and where we have
used
B++ = u+(iu
+
j)B
(ij)
B−− = u−(iu
−
j)B
(ij) (3.16)
B = u+(iu
−
j)B
(ij).
The propagators in the harmonic space are
〈x+
iα
(τ1)x
+jβ(τ2)〉 =
i
2
Ωαβη++ε(τ12),
〈x−
iα
(τ1)x
−jβ(τ2)〉 =
i
2
Ωαβη−−ε(τ12),
〈x+
iα
(τ1)x
−jβ(τ2)〉 =
i
2
Ωαβηε(τ12),
〈x−
iα
(τ1)x
+jβ(τ2)〉 =
i
2
Ωαβηε(τ12), (3.17)
Computing the commutators of the conformal field operators x±
α
(τ) by using the
short distance products (3.17), we find the following relations
[x+
iα
(τ1), x
+jβ(τ2)] = iΩ
αβη++,
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[x−
iα
(τ1), x
−jβ(τ2)] = iΩ
αβη−−,
[x+
iα
(τ1), x
−jβ(τ2)] = iΩ
αβη,
[x−
iα
(τ1), x
+jβ(τ2)] = iΩ
αβη, (3.18)
which are similar to the commutation relations of the noncommutative harmonic
space NHS(η,0) given by (3.4). In the remainder of this section we want to discuss
some features of the algebra of functions on NHS(η,0). In conformal field theory on
harmonic space one distinguishes different ground state vertex operators;
exp (±ip+x−); exp (±ip−x+). (3.19)
They satisfy the short distance products
: e+ip
−x+(1) :: e+iq
−x+)(2) : = e−
1
2
η++p−q− : ei(p
−+q−)x+(2) :
: e−ip
+x−(1) :: e−iq
+x−)(2) : = e−
1
2
η−−p+q+ : ei(p
++q+)x−(2) :
: e+ip
−x+(1) :: e−iq
+x−)(2) : = e
1
2
ηp−q+ : e+i(p
−x+−q+x−)(2) :
: e−ip
+x−(1) :: e−iq
−x+)(2) : = e
1
2
ηp+q− : e−i(p
+x−−q−x+)(2) : . (3.20)
In noncommutative harmonic space language, the above short distance products co-
incide with the usual star product on noncommutative geometry. Thus we have for
instance the identification
lim
τ→0
e±ip
−x+(τ).e±iq
−x+(0) ∼ e±ip
−x+ ∗ e±iq
−x+ . (3.21)
More generally given two harmonic space functions f (q1)(x+, x−, u) and g(q2)(y+, y−, u),
the star product of these functions is defined as
f (q1)(x) ∗ g(q2)(y) = exp
i
2
(ΩαβMαβ)f
(q1)(x)g(q2)(y), (3.22)
where
Mαβ = (η
++ ∂
∂x+α
∂
∂y+β
+ η−−
∂
∂x−α
∂
∂y−β
)− η(
∂
∂x+α
∂
∂y−β
+
∂
∂x−α
∂
∂y+β
). (3.23)
At first order in η++, η−− and η, (3.22) reduces to
f (q1) ∗ g(q2) = f (q1)g(q2) +
i
2
Ωαβ
[
(η++∂−α f
(q1)∂−β g
(q2) + η−−∂+α f
(q1)∂+β g
(q2))
−η(∂−α f
(q1)∂+β g
(q2) + ∂+α f
(q1)∂−β g
(q2))
]
+O(2) (3.24)
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3.2 Self-Dual Yang-Mills Constraints in NHS(η,0)
Noncommutative YM theory in Euclidean four dimensional space is formulated
in a similar way as YM theory in ordinary R4 except that the gauge group matrix
multiplication is now replaced by the star product (3.22). For instance the transfor-
mations of the gauge field ÂM and the field strength F̂MN of noncommutative YM
theory are
δτ̂ Âµ = ∂µτ̂ − i(τ̂ ∗ Âµ − Âµ ∗ τ̂)
F̂MN = ∂M ÂN − ∂N ÂM − i(ÂM ∗ ÂN − ÂN ∗ ÂM) (3.25)
δτ̂ F̂MN = i(τ̂ ∗ F̂MN − F̂MN ∗ τ̂).
Remark that the gauge parameters τ̂ , the fields ÂM and F̂MN carry a hat in order
to be distinguished from their ordinary geometry analogue. This convention notation
will also be used in the remainder of this study.
YM gauge theory in noncommutative harmonic space may be constructed in a
similar manner as in the standard formulation. This is achieved in practice by ex-
tending the usual HS(0,0) classical fields to functionals on NHS(η,0) and replacing
the ordinary product by the star one given by (3.22). The novelty brought by the
harmonic variables is completely controlled by the SU(2) symmetry. Since the u±i
variables still obey the same relations as in ordinary HS(0,0), the covariant harmonic
derivatives in NHS(η,0) defined as
D++ = D++ + iV̂ ++
D−− = D−− + iV̂ −− (3.26)
D0 = D0,
where V̂ ++ and V̂ −− are harmonic gauge connections on HS(η,0), still obey the SU(2)
algebra (2.22) which requires in turns:
[D0, V̂ ++] = 2V̂ ++;
[D0, V̂ −−] = −2V̂ −− (3.27)
D++V̂ −− −D−−V̂ ++ + i(V̂ ++ ∗ V̂ −− − V̂ −− ∗ V̂ ++) = 0.
The SU(2) symmetry (2.22) and (3.26,3.27) shows also that the self-dual YM con-
straint eqs in noncommutative NHS(η,0) may be obtained from (2.26) by replacing
the HS(0,0) objects by their extensions on NHS(η,0). The noncommutative self-dual
YM constraints read then:
[D0, V̂ ++] = 2V̂ ++ (a)
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[∂+α , V̂
++] = 0 (b)
D++V̂ −− −D−−V̂ ++ = −i(V̂ ++ ∗ V̂ −− − V̂ −− ∗ V̂ ++) (c) (3.28)
[∂+α , V̂
−−] = −Â−α (d)
[∂+α , Â
−
β ] = F̂(αβ) (e)
To solve these constraint eqs, we shall make two analysis by considering first per-
turbative solutions around the ordinary one. Then we examine the exact solution of
these constraints by using noncommutative calculus on NHS(η,0).
3.3 Perturbative Analysis
Here we shall consider special perturbative solutions preserving manifestly the
SU(2) symmetry and corresponding to small values of the deformation parameters
η++, η−− and η. Eqs (3.28) suggest that one may expand the noncommutative con-
nections V̂ ++ and V̂ −− around the ordinary V ++ and V −− ones of (2.29, 2.30) as
follows
V̂ ++ = V ++ + ηW++ +O(2)
V̂ −− = V −− + ηU−− + η−−U + η++U−4 +O(2) (3.29)
Expanding (3.28.c) to first order in η++, η−− and η as in (3.22) and using (3.28,3.29),
in particular the analyticity of V̂ ++, we find
η (D++U−− + 2U) + η−−D++U
+η++(D++U−4 + U−−)− ηD−−W++ − η−−W++
= −i(η{[V ++, U++] + [W++, V −−]}
+η−−[V ++, U ] + η++[V ++, U−4]) +
1
2
Ωαβ{η++(∂−α V
++∂−β V
−−
−∂−α V
−−∂−β V
++)− η(∂−α V
++∂+β V
−− − ∂+α V
−−∂−β V
++)}+O(2). (3.30)
These eqs imply in turn
D++U −W++ + i[V ++, U ] = 0
D++U−− −D−−W++ + 2U + i[V ++, U−−] + i[W++, V −−] = 1
2
Ωαβ{∂−α V
++∂+β V
−−
−∂+α V
−−∂−β V
++)
D++U−4 + i[V ++, U−4] + U−− = 1
2
Ωαβ{∂−α V
++∂−β V
−−
−∂−α V
−−∂−β V
++) (3.31)
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To solve these eqs, we choose the fields W++, U , U−− and U−4 of the form
W++
α
β = ax
+αx+β
Uαβ = b1x
+αx−β + b2x
−αx+β (3.32)
U−−
α
β = cx
−αx−β
where a, b1, b2 and c are parameters to be determined. Lengthy but straightforward
calculations lead to:
a =
1
ρ4
b1 = −
1
2(x2 + ρ2)2
b2 = −
2x2 + ρ2
2ρ2(x2 + ρ2)2
c = −
1
(x2 + ρ2)2
. (3.33)
4 Exact Solution
Here we give the exact solution of the self-dual YM constraint (3.28) on non-
commutative HS(η,0). As for ordinary HS(0,0) harmonic space, (3.28.a-b) show that
V̂ ++ is a harmonic function on NHS(η,0) depending on x+
α
only. This means that
according to (3.28.a-b), V̂ ++ may be written as
(V ++)αβ = x+
α
∗ A ∗ x+
β
+ C++Ωαβ (4.1)
where A and C++ are harmonic functions without any dependence on the x±’s. The A
and C++ scale as the inverse of length squared. Therefore, they behave as the inverse
of η since according to (3.4)), one can check that we have the following identities
x+γ ∗ x
+γ = x+ ∗ x+ = iη++
x−γ ∗ x
−γ = x− ∗ x− = iη−−
x+γ ∗ x
−γ = x+ ∗ x− = iη + z2
x−γ ∗ x
+γ = x− ∗ x+ = iη − z2, (4.2)
where we have used ΩαβΩ
αβ = 2 and set z2 = 1
2
(x+ ∗ x− − x− ∗ x+) ≥ 0. Note that
(4.1,4.2) satisfy
D−−(V ++)αβ = (x+
α
∗ A ∗ x−
β
+ x−
α
∗ A ∗ x+
β
)
+x+
α
∗ (D−−A) ∗ x+
β
+ (D−−C++)Ωαβ . (4.3)
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and
D++η++ = 0
D++η = η++ (4.4)
D++η−− = 2η.
The next step is to find (V −−)αβ by solving (3.28.c). Harmonic analysis on
NHS(η, 0) shows that we should look for a solution of the form
(V −−)αβ = x−
α
∗B ∗ x−
β
+ x+
α
∗ E−− ∗ x−
β
+x−
α
∗K−− ∗ x+
β
+ x+
α
∗G(−4) ∗ x+
β
+H−−Ωαβ (4.5)
where B, E−−, K−−, G(−4) and H−− are to be determined . Taking the harmonic
derivative of (4.5), we get
D++(V −−)αβ = x+
α
∗ [B +D++E−−] ∗ x−
β
+ x−
α
∗ [B +D++K−−] ∗ x+
β
+x+
α
∗ [E−− +K−− +D++G(−4)] ∗ x+
β
(4.6)
+x−
α
∗ [D++B] ∗ x−
β
+D++H−−Ωαβ .
Moreover using (4.1) and (4.5) we have
i(V ++
α
γ ∗ V
−−γ
β − V
−−α
γ ∗ V
++γ
β)
= x+
α
∗ [iA ∗ (x+x−) ∗B + iA ∗ (x+x+) ∗ E−−] ∗ x−
β
+x−
α
∗ [−iB ∗ (x−x+) ∗ A− iK−− ∗ (x+x+) ∗ A] ∗ x+
β
(4.7)
+x+
α
∗ [iA ∗ (x+x−) ∗K−− + iA ∗ (x+x+) ∗G(−4)
−E−− ∗ (x−x+) ∗ A− iG(−4) ∗ (x+x+) ∗ A] ∗ x+
β
.
Putting back (4.1,4.4),(4.5) and (4.6) in the constraint (3.28.c) one gets an equation
transforming in the 1⊕ 3 representation of the SU(2) symmetry which up on project-
ing it along the different U(1) cartan subsymmetry directions, we get the following
system of four equations[
D++E−− + iA ∗ (x+x+) ∗ E−− + [1 + iA ∗ (x+x−)] ∗B − A
]
= 0 (a)[
D++K−− − iK−− ∗ (x+x+) ∗ A+B ∗ [1− iA ∗ (x−x+)] ∗ A]− A
]
= 0 (b)[
D++G(−4) + E−− ∗ (1− i(x−x+) ∗ A)
+[1 + iA ∗ (x+x−)] ∗K−− −D−−A
]
= 0 (c)
D++B = 0 (d)
D++H−− −D−−C++ = 0 (e)
(4.8)
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To solve these, it is interesting to note the following: (1) the η parameter is a C
number independent of the x±’s and so commute with the star product. it scales as
(length)−2. η−− and η++ are proportional to the norm of the sp(1) isospinor x+
α
and x−
α
which are no longer zero due to noncommutativity. (2) In the limit η → 0,
x+x− ≥ 0 and x−x+ ≤ 0 as may be check explicitly by help of (2.4) (3) Dimensional
arguments show that the unknown functions A, B, C−−, E−−,K−− and G(−4) in (4.8)
scale as
[A] = [B] = [E−−] = [K−−] = [G−4] = −[η]
= −2[x±] = (length)−2 (4.9)
(4) In the limit η → 0, eqs (4.8) should coincide with the ordinary case and so
lim
η→0
A = −i
1
ρ2
lim
η→0
B = −i
1
ρ2 + z2
(4.10)
lim
η→0
E−− = lim
η→0
K−− = lim
η→0
G(−4) = 0.
These limits show that E−−, K−− and G−4 should be proportional to η. Eq (4.8.d)
shows that B does not depend on the harmonics. This means that if it carries
a dependence on η, then this should be in terms of the invariant η++η−− − η2 =
η(ij)ηij = ~η
2. However the dimensional arguments show that the natural solution is
just the ordinary one which reads as
B = −i
2
(2ρ2 + x+x− − x−x+)
= −i
1
ρ2 + z2
, (4.11)
where we have used (4.2).
Now we turn to solve (4.8.a-b) which we rewrite using (4.2) as
[D++E−− − η++AE−−] + [(1 + iAx+x−)B −A] = 0 (a)
[D++K−− − η++AK−−] + [(1− iAx−x+)B −A] = 0 (b). (4.12)
Taking A to be
A = −i
1
ρ2 − iη
(4.13)
and using (4.11), the last terms of eq (4.2.a) vanish. It follows that (4.12) become
(D++ + i η
++
ρ2−iη
)E−− = 0
(D++ − i η
++
ρ2−iη
)K−− + 2ηAB = 0. (4.14)
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Integrating these eqs, we find that the most general solution is given by
E−− = cnst
ρ2 − iη
(~η2 + η2)
K−− = −η−−AB
=
η−−
(ρ2 − iη)(2ρ2 + x+x− − x−x+)
(4.15)
However the constant appearing in the solution of (4.15) should vanish due to the
constraints (4.10). Therefore
E−− = 0 (4.16)
Now we turn to solve (4.8.c). Using the previous solutions (4.11), (4.13), (4.15) and
(4.16), eq (4.8.c) can be brought to the following form
D++G(−4) +
A
B
K−− = D−−A. (4.17)
At first sight, this eq seems to be difficult to handle; but if we consider the following
remarkable features
K−− = −ABη−−
D−−A = −η−−A2, (4.18)
it reduces to
D++G(−4) = 0 (4.19)
and so
G(−4) = 0. (4.20)
Finally, concerning (4.8.e), the H−− and C++ are solved as
C++ = D++λ
H−− = D−−λ, (4.21)
where λ is an arbitrary function on the S2.
Summary
The noncommutative YM SU(2) instanton formulated on NHS(η,0) is described
by the harmonic connections V ++
α
β and V
−−α
β given
V ++
α
β = x
+α ∗ A ∗ x+β +D
++λδαβ
V −−
α
β = x
−α ∗B ∗ x−β − η
−−x−
α
∗ A ∗B ∗ x+β (4.22)
+D−−λδαβ
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with
A = −i
1
ρ2 − iη
B = −i
1
ρ2 − iη + x+x−
. (4.23)
At this level certain interesting comments may be done: (1) The solutions of the
noncommutative YM self-dual constraint eqs we have obtained are exact solutions.
They extend the perturbative one given in the end of section 3.
(2) our solution admits a U(1) symmetry;
V ++ → V ++ +D++λ
V −− → V −− +D−−λ (4.24)
for any λ. (3) As long as η 6= 0, our solution is non singular. This result agrees with
the absence of small instanton in noncommutative geometry. (4) In the limit η → 0,
we recover the ordinary solution. Using the associativity of the star product, (3.22)
and the algebra of the differential operators
∇−µ = η
−−∂+µ − η∂
−
µ
∇+µ = η
++∂−µ − η∂
+
µ , (4.25)
one discovers the perturbative solution obtained in section 3 (3.29-3.33). (5) In the
ordinary geometry, the parameter ρ2 is interpreted as the size of the YM instantons.
It is also a real Kahler parameter of the resolution of ADE singularities by blowing
up two-spheres. In the noncommutative YM theory in NHS(η,0), ρ2 is shifted by η
and becomes a quaternionic parameter ̺ as shown here below
̺ = ρ2 − iη
= ρ2 − iu+(ku
−
l)η
(kl). (4.26)
(6) Finally observe that it is possible to work out an other solution of the constraint
(3.28) by taking
A = −i
1
ρ2 + iη
. (4.27)
This choice affects (4.12) which becomes
(D++ + i η
++
ρ2+iη
)E−− − 2ηAB = 0
(D++ + i η
++
ρ2+iη
)K−− = 0. (4.28)
The second class of solutions of (3.28) are given by (4.22) and (4.23) up to performing
η → −η and K−− ↔ E−− .
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5 Conclusion
In this paper we have studied Yang-Mills Instantons on noncommutative har-
monic space NHS(η,0). This approach has the advantage of allowing to explicit exact
solutions of the noncommutative self dual Yang Mills constraint eqs. It also has the
merit of going beyond the perturbative solution described in [1].
We have first developed harmonic space noncommutative geometry and have
shown that NHS(η, θ) has two remarkable NHS subspaces in addition to the usual
ordinary one. This property may be seen by remarking that NHS(η, θ) has two
deformation parameters η and θ transforming as (1,0) and (0,1) representations of
SU(2)×SP(1)∼ SO(4) Lorentz group. According to whether η and θ are zero or not,
we obtain four subspaces, three of them are noncommutative. Second we have re-
formulated the noncommutative self-duality Yang-Mills constraints in NHS(η, θ) by
extending the idea of harmonic analyticity. In this formulation, the basic objects
carrying the Yang-Mills self-dual constraints are given by the harmonic connections
V̂ ++ and V̂ −− of a gauged SU(2) symmetry. The latter is a generalisation of a well
known trick allowing to go from the standard analysis to the harmonic one. The
noncommutative gauge fields ÂM and curvatures F̂µν are related to V̂
++ and V̂ −−
as shown in eqs (3.28). Third we have studied the solutions of (3.28) by considering
in a first step perturbative solutions around the ordinary one. In a second step, we
have given an explicit derivation of an exact solution of the self-dual Yang-Mills con-
straints. It should be noted here that besides the power of harmonic space analysis,
this exact solution has been made possible due to the choice of θ(αβ) = 0 and useful
properties described in section 4.
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