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Резюме. При предложенном в настоящей рабо
те подходе для определения Uopt(t) не используются
сопряженные переменные Ψ(t), ввиду чего исклю
чаются как проблема по определению вектора
Ψ(0), так и проблема по удовлетворению условиям
трансверсальности на левом и/или на правом кон
цах фазовых траекторий. Эти обстоятельства нам
ного упрощают решение рассматриваемой задачи,
несмотря на увеличение при этом размерности эк
вивалентной задачи НЛП.
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Известно, что нелинейные стохастические си
стемы широко используются для описания реаль
ных процессов в экономике, технике, медицине и
т. д. Асимптотические методы идентификации, та
кие, например, как метод максимального правдо
подобия, метод наименьших квадратов и др. позво
ляют находить оценки неизвестных параметров
моделей с известными статистическими свойства
ми при неограниченном увеличении объема на
блюдений. В то же время, последовательный метод
оценивания параметров динамических систем по
зволяет получить оценки с гарантированным каче
ством в среднеквадратическом смысле за конечное
время. Время оценивания определяется моментом
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остановки, построенным по наблюдаемому про
цессу. Для простых моделей, например, скалярных
моделей авторегрессии первого порядка с дискрет
ным и непрерывным временем, удается построить
так называемую одноэтапную последовательную
процедуру оценивания [1, 2]. В этих случаях одноэ
тапная последовательная оценка представляет со
бой оценку по методу наименьших квадратов, вы
численную в специальный марковский момент. Та
кие оценки являются несмещенными и достаточно
просты для исследования. В более сложных мо
делях, например, моделях авторегрессии высоких
порядков и многомерных регрессионных процес
сах, приходится применять более сложную двухэ
тапную процедуру последовательного оценивания
[3, 4] и др. При этом теряется, в частности, свой
ство несмещенности оценок. Отметим также ре
зультаты по двухэтапному оцениванию параметров
с дрейфом в моделях авторегрессионного типа
[5, 6]. В то же время существует класс многомерных
моделей, позволяющий строить одноэтапную про
цедуру оценивания неизвестных параметров [7, 8].
В работе рассматриваются модели подобного
типа. Основное отличие от моделей, рассмотрен
ных в [7], состоит в наличии дополнительного ад
дитивного шума, что позволяет расширить область
применения одноэтапного метода оценивания.
Построена последовательная процедура оценива
ния неизвестных параметров модели общей регрес
сии. В качестве примеров рассмотрены модели дву
мерного процесса авторегрессии с дрейфующими
параметрами и модели типа AR/ARCH.
Модель общей регрессии
Пусть (Ω,F,P) – произвольное, но фиксирован
ное вероятностное пространство с фильтрацией
F*=(Fn)n≥0. Предполагается, что наблюдаемый
pмерный процесс (x(n)) удовлетворяет уравнению:
(1)
где A0(n), A1(n), B1(n), B2(n) – Fnизмеримые наблю
даемые матрицы размерностей p×1, p×q, p×1, p×m
соответственно, элементы которых могут зависеть
от реализации процесса (x(n)).
Шумы ξn и ηn образуют последовательности –
Fnизмеримых независимых одинаково распреде
ленных векторов таких, что Eξn=Eηn=0,
Eξnξ'n=Eηnη'n=I; λ=(λ1,...,λq)' – вектор неизвестных
параметров.
Задача состоит в построении одноэтапной по
следовательной процедуры оценивания параметра
θ=a'λ, где a – заданный постоянный вектор.
Для построения процедуры оценивания введем
псевдообратные матрицы A1+(n)=[A'1(n)A1(n)]–1A'1(n)
в предположении, что все обратные матрицы
[A'1(n)A1(n)]–1 п.н. определены. Кроме того предпо
лагается, что существуют известные Fnизмеримые
матрицы Σ1(n), Σ2(n) такие, что для всех n≥1 спра
ведливы следующие неравенства в смысле квадра
тичных форм:
п.н.    (2)
Последовательные оценки θ будем строить на
основе модифицированных оценок по методу наи
меньших квадратов:
где
Согласно (1) уклонение оценки θ{N имеет вид:
где ζ(n+1)=B1(n)ξn+1+B2(n)ηn+1. Заметим, что функ
ция c(n) представляет собой обратную верхнюю
границу для условной дисперсии шумового про
цесса a'A1+(n)ζ(n+1):
Определим последовательный план (θ*(H), τ(H)),
оценивания параметра θ с заданной среднеквадрати
ческой точностью H–1 по формулам
(3)
где
(4)
Теорема 1. Пусть наблюдаемый процесс (x(n))
удовлетворяет (1), матричные функции A1(n) и
B1(n), B2(n) такие, что выполнено условие (2) и
1. Ec(n)<∞ для каждого n≥1,
2.
Тогда для любого H>0 последовательный план
(θ*(H), τ(H)), определенный в (3), (4), замкнут, т. е.
τ(H)<∞ п.н. и справедливы следующие утвержде
ния:
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Доказательство теоремы 1. Конечность с вероят
ностью 1 момента остановки τ(H) следует непо
средственно из условия 2 теоремы 1. Доказатель
ство свойства несмещенности по существу повто
ряет доказательство теоремы, приведенной в [2], и
поэтому опускается. Аналогично [2] проводится
также доказательство второго утверждения теоре
мы с учетом определения момента τ(H), c(n) и
свойства βn(H)≤1:
В качестве примеров предложенной процедуры
оценивания рассмотрим две двумерные модели
специального вида.
Двумерный процесс авторегрессии 
с дрейфующими параметрами
Рассмотрим модель вида:
(5)
Процесс x(n)=(x1(n),x2(n))' удовлетворяет (1),
причем
где σξ2=a'B12a, ση2=a'B22a, B2=diag{ση1,ση2}. Тогда, по
лагая
(6) 
получаем, что последовательные планы (3), (4)
полностью определены.
Следует отметить, что наличие в модели дрей
фующих параметров не позволяет применять об
щую процедуру последовательного одноэтапного
оценивания, построенную в [7].
Теорема 2. Пусть наблюдаемый процесс (x(n))
удовлетворяет (5). Тогда для любого H>0 последо
вательный план (θ*(H), τ(H)), определенный в (3),
(4), (6), замкнут, и справедливы следующие утвер
ждения:
1.
2.
3. Существует постоянная m0, такая, что для любо
го H0>0
Доказательство теоремы 2 вынесено в Прило
жение.
Двумерный процесс AR/ARCH
Рассмотрим модель вида (1)
(7)
где
и предположим, что существуют известные по
стоянные δ 2, σ02 и σ12 такие, что для всех n≥1 спра
ведливы следующие неравенства
Тогда последовательные планы (3), (4) полно
стью определены, если положить
(8)
где 
Теорема 3. Пусть наблюдаемый процесс (x(n))
удовлетворяет (7). Тогда для любого H>0 последова
тельный план (θ *(H), τ(H)), определенный в (3), (4),
(8), замкнут, и справедливы утверждения теоремы 2.
Доказательство теоремы 3 вынесено в приложе
ние.
Заключение
Рассмотрена одноэтапная последовательная
процедура оценивания параметров модели общей
регрессии. Приведены примеры двумерного про
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цесса авторегрессии с дрейфующими параметрами
и модели типа AR/ARCH. Показано, что предло
женные оценки обладают свойством несмещенно
сти и гарантированности. В примерах исследовано
среднее время оценивания. Отметим, в частности,
что для модели авторегрессии с дрейфующими па
раметрами процедура одноэтапного последова
тельного оценивания, предложенная в [7], не при
менима, а задача одноэтапного последовательного
оценивания параметров многомерной модели
AR/ARCH ранее не рассматривалась.
Автор выражает благодарность В.А. Васильеву за помощь
в написании работы.
Работа выполнена при финансовой поддержке Российского
фонда фундаментальных исследований (проект № 09%01%00172).
Приложение
Доказательство теоремы 2. Доказательство пер
вых двух утверждений теоремы 2 проводится ана
логично доказательству теоремы 1.
Для доказательства конечности момента оста
новки (4), (6) проверим расходимость ряда
по схеме доказательства теоремы в [10]. Для этого
запишем систему (5) в следующем виде:
где
откуда для всех m>n≥1 получаем уравнение
С помощью следующей оценки
получаем неравенство
решая которое относительно находим
где c=(√⎯1+⎯||λ||2⎯–||λ||)2 (см. также [10]), и по опреде
лению ζ(n)
нижняя граница при соответственно выбранных n
и m будет иметь вид:
(9)
где n>1 и
Тогда, согласно усиленному закону больших чи
сел
п.н.,
где 
и, следовательно,
п.н.
Последнее предельное соотношение обеспечи
вает расходимость ряда из c(n).
Покажем, что для процесса (5) справедливо
утверждение 3 теоремы 2. Обозначим через [a]1 –
целую часть числа a. Следуя идее доказательства
[11] с помощью неравенств (9) при n=2 находим:
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Таким образом, определяя вспомогательный
момент остановки,
получаем, что Eτ(H)≤Eτ–(H), H>0.
Поскольку слагаемые в определении τ–(H) неза
висимы и одинаково распределены, согласно [10]
существует универсальная константа m0, такая, что
для любого H0>0
Доказательство теоремы 3. Доказательство пов
торяет в целом доказательство теоремы 2, поэтому
приведем только основные отличия.
В ходе доказательства расходимости ряда из c(n)
аналогично получаем для всех m>n неравенства
с помощью которых нетрудно показать, что для
всех i≥1
п.н.
При доказательстве третьего утверждения тео
ремы 3 аналогично доказательству теоремы 2 уста
навливаются неравенства Eτ(H)≤Eτ~(H), H>0, где
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1 0 1 2
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