INTRODUCTION
Geophysical models can benefit greatly from the combined inversion of multiple data sets. Different techniques are sensitive to different petrophysical parameters and/or different parts of the subsurface and usually have uncorrelated noise components. Even the use of multiple data sets from the same technique can be beneficial, as the noise components of data sets collected at different times are also likely to be uncorrelated. Thus, the additional information available for the inversion will reduce the commonly present solution nonuniqueness and improve the quality of the model result.
The classical approach to the simultaneous joint inversion problem is based on a scalar objective function that combines misfit measures for all data sets and also includes a joint term that connects the different data sets. This aggregation of all misfit measures into a single objective function has the major disadvantage that a weighting of the data sets is imposed. This cannot be avoided as even including no weighting factors is a form of weighting that treats all data sets as equally important, which can have adverse effects on the result if the data sets contain different amounts of information, i.e. one data set dominates the others, or are of different quality. A second disadvantage of the standard method is that it gives only limited indication if the different data sets are compatible, i.e. are sensitive to similar features, and if the assumed connection between the data sets, which is necessary to perform a joint inversion, is valid. Incompatible data sets will produce a joint model that is worse than the corresponding single data set models and includes unnecessary artefacts to compensate for the incompatibility and try to fit all data sets simultaneously.
An alternative to the classical approach are so called multiobjective optimisation methods, particularly multi-objective evolutionary algorithms (MOEAs).
These types of approaches treat different data set as separate objectives rather than aggregating them into a single objective function, avoiding forced weighting. Furthermore, objective trade-off surfaces are created, which allow inference of the compatibility of different data sets/objectives. Additionally, evolutionary algorithms work with a population of solutions rather than a single solution and the created solution ensemble can be used to infer model uncertainties. These types of optimisation algorithms have so far been widely neglected in the geophysics modelling community. To our knowledge the only use of MOEAs in geophysics to this date was by Moorkamp et al. (2007 Moorkamp et al. ( , 2010 . They used the MOEA NSGA-II (Deb et al., 2002) to jointly invert teleseismic receiver functions and magnetotelluric data (Moorkamp et al., 2007) and receiver functions, surface wave dispersion, and magnetotelluric data (Moorkamp et al., 2010) .
In this paper we present the Multi-objective Joint Optimisation algorithm (MOJO), which is based on the Borg algorithm, an auto-adaptive Multiobjective Evolutionary Algorithm developed by Hadka and Reed (2013) (Figure 1) . We chose the Borg algorithm, as it is a state of the art MOEA capable of automatically adapting to varying problems. Borg was shown to outperform its competitors on a variety of test problems, especially on problems with many objectives Reed, 2012, 2013) . This is of high importance, as many MOEAs generally deteriorate in performance for more than three objectives (Ishibuchi et al., 2008) , whereas we are expecting to regularly run problems in excess of three
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Key words: Multi-objective, Pareto efficient, joint inversion, dataset compatibility, 1D layer model. objectives. Borg has displayed good convergence and produces a final solution ensemble with high solution diversity, which is necessary to infer model ranges and generate reliable information on the compatibility of different objectives. For additional information on the basics of MOEAs and alternative approaches we refer the reader to Coello et al. (2007) , for a comprehensive overview.
METHOD
When dealing with multiple conflicting objectives there exists no single best solution and objectives based on different geophysical data sets will always be conflicting objectives, as even measurements using the same method never see the same picture of the subsurface.
Pareto Optimality
In the area of multi-objective optimisation the most widely used concept to rate solution quality is that of Pareto optimality, which was first introduced by Edgeworth (1881) and Pareto (1896) . A solution is considered Pareto optimal if there is no other feasible solution that can improve an objective without deteriorating another objective. The entirety of solutions fulfilling this criterion is called the Pareto optimal set. When plotted this set is referred to as the Pareto front, which composes a trade-off surface between the different objectives.
The objective space vectors of the Pareto optimal solutions are regarded as Pareto non-dominated. For a multi-objective minimisation problem with N objectives an objective vector x * = ( , containing the N objective function values for a given solution, is defined to dominate another vector x = ( , if and only if:
(see e.g. Coello et al., 2007, p. 10-11) .
Appraising the Ensemble
Non-dominated solutions found during an optimisation run are saved in a so called archive. The n archive solutions contained in the final archive represent the full range of optimal solutions found by the algorithm, before the termination criterion was reached. As described before, optimality is determined in the sense of Pareto Optimality.
To allow for better compatibility between the different archive solutions, which have layers of varying thickness, the parameters for each solution are transferred into a unified segment space. The depth interval between the surface and the deepest estimate for the top of the half-space is divided into segments and for each solution all parameter values of the different layers are transferred to the corresponding segments, which can then be compared easily.
For a given optimisation run we statistically analyse the probability for a layer interface to be located in a given segment and the distribution of the resistivities for all segments. The probability p interface,i (Equation 2) for an interface to be located in segment i is calculated by the number c i of archive solutions that have an interface in the specific segment, divided by the total number of final archive solutions n archive :
→ ∑ If all solutions have an interface in the same segment, the probability will be 1. The sum of all interface probabilities equals the number of layers per model solution.
For the analysis of the segment resistivities, the resistivity distributions are composed from the archive solutions. These distributions can then be used to calculate a standard arithmetic mean solution or a weighted mean solution. When calculating the weighted mean solution ̅ (Equation 3 ) for a given segment s from the segment values for all archive solutions ρ s,w one has to ensure that appropriate weights w i have been chosen, as they greatly influence the result.
As weights for a given solution i we use the mean of the RMS of the main objectives for that solution:
RESULTS
To test our approach, we have conducted a first preliminary synthetic case study. For this case study we generated an idealised synthetic model.
Idealised Synthetic Test Case
The model consists of six layers of varying resistivity and thickness over a 1000 Ωm half-space. It includes a 75 m sediment top layer with a resistivity of 25 Ωm and an anomalous 125 m thick layer with a resistivity of 30 Ωm starting at a depth of 505 m (Figure 2) . Based on that model we calculated an audio magnetotelluric (AMT) data set with 19 frequencies in the range of 128 -65536 Hz, a broadband magnetotelluric (BB MT) data set with 17 frequencies in the range of 4 -1024 Hz, a set of six simulated seismic layer interface estimates, and a simulated resistivity well-log. Noise has been added to all data sets, 2 % normal distributed noise in the case of the two MT data sets, and 5 % normal distributed noise for the seismic interfaces and the resistivity well-log.
We ran two inversions: Firstly, a run using all available data sets and secondly, a run using only the BB MT data set. Both runs used the same program parameters and were both limited to 1,000,000 function evaluations. Figure 2 shows the results for the single data set optimisation run, as well as the multi objective optimisation run. The single data set inversion reached an RMS BB = 0.33. It is apparent that the single data set inversion only recovers the first layer correctly. The model shows interfaces close to the real interface locations between layers 1 -2, 2 -3, 4 -5, and 5 -6, but it also misses the interface between layers 3 -4, creates an extra boundary in layer 5, underestimates the depth of the top of the half-space by about 575 m, and does not recover the resistivities of any of the layers, except layer 1, correctly. As there is only a single best fit solution, no uncertainties can be calculated. In comparison to that, the multi data set inversion closely recovers the original synthetic model. It underestimates the depth of the layer 2 -3 interface, but otherwise places interfaces close to the true locations. The interface location distributions are generally very narrow, indicating that most of the solutions have interfaces in similar locations. Towards greater depth the distributions get wider, indicating an increase in uncertainty with depth. In contrast to the single-set inversion, the multi-set inversion is also able to recover the resistivities. For the first 1000 m the resistivity uncertainties for the multi set inversion are almost negligible. Slightly elevated uncertainties are only present around interfaces. Below 1000 m the uncertainties increase, especially for depth sections without well-log support. Below 1600 m the uncertainties decrease again, as most solutions seem to recover the correct homogeneous half-space values from that depth on. The weighted average multi-set inversion achieves an RMS AMT = 0.23 and an RMS BB = 0.57, which is about 75 % higher than the RMS BB of the single-set inversion.
Objective Compatibility
The Pareto front objective trade-off surfaces are an excellent tool to analyse the compatibility of the different objectives to each other. The shape and evolution of the fronts during the search is dependent on the compatibility of the objectives.
To test the front behaviour, we performed two optimisation runs based on the same synthetic model as used in the idealised test case. Both worked on two objectives, the first using the same simulated AMT and BB MT data sets as used above, to simulate two compatible objectives. The second optimisation run was constructed to simulate two incompatible objectives. It used the same BB MT data set as before, but was combined with an AMT data set based on a version of the synthetic model that had been mirrored at the axis of 100 Ωm resistivity. Both runs had a termination criterion of 10 6 function evaluations. Figure 3a shows the shape and evolution of the Pareto fronts of a compatible two objective optimisation run and Figure 3b shows the Pareto fronts for the incompatible case. The behaviour of the two groups of fronts shows elementary differences, the key feature of the compatible case being, convex shaped Pareto fronts, which converge to smaller RMS, as the search progresses. Opposed to that, the Pareto fronts in the incompatible case are flat curves, which show little to no convergence.
DISCUSSION AND CONCLUSIONS
We show that our evolutionary direct search approach MOJO is an effective way to jointly invert datasets without imposing a priori weighting, while being able to greatly reduce the solution non-uniqueness of a problem, by adding the information from multiple data sets. This reduction in solution non-uniqueness was demonstrated in the idealised test case. Even though both the single-set inversion and the multiset inversion achieved good misfits, the multi-set was a much better representation of the true model. One might wonder why the multi-set weighted average solution had a 75 % higher RMS BB than the single-set solution. This is caused by the single-set inversion fitting some of the noise inherent in the used BB MT data set, whereas the multi-set inversion cannot do this, as it has to cater for the AMT data set as well. That way the amount of model artefacts caused by noise is reduced. The statistical analysis of the solution ensemble from the final non-dominated population yields an overview over the range of viable model solutions. From the analysis, average and weighted average models can be calculated, including uncertainty estimates.
Analysing the objective trade-off surfaces allows evaluation of objective compatibility, and requires a complete and diverse representation of the Pareto-front. Therefore, using the stateof-the-art Borg MOEA makes this approach more reliable than former approaches using earlier generation MOEAs.
As expected, an optimisation with two compatible data sets is capable of fitting both objectives to acceptable misfit levels simultaneously. For the case of incompatible data sets the algorithm is capable to find solutions that fit a single data set, but cannot fit all objectives simultaneously. Nevertheless, these solutions are preserved by the Pareto definition of optimality, and determine the signature Pareto front shapes and behaviours that enable the compatibility analysis.
Thus far, the objective compatibility analys is is done visually, but we will automate the analysis and develop a robust scalar measure for the objective compatibility. We will also test our approach on further cases and are planning to expand the algorithm's capabilities by implementing additional objectives, like for example Airborne EM. The algorithm has a modular structure and can easily be extended, incorporating a variety of different methods, as long as the different data sets can be connected to a common set of model parameters. In this case our model parameters are layer thicknesses and resistivities, but the multi-objective approach can be used with any other combination of model parameters. (a) (b) 
