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El presente estudio analiza si dos espacios son homeomorfos usualmente para demostrar 
ello hay que encontrar tan sólo un homeomorfismo lo cual es muy laborioso revisar la 
totalidad de las funciones y decidir si son o no homeo 
 
morfos, es por ello que este trabajo hace uso del cálculo del grupo fundamental empleando 
el teorema de Seifer-van Kampen para determinar si dos espacios son homeomorfos, si dos 
espacios tienen grupos fundamentales iguales entonces existe un homeomorfismo entre 
ellos. 
Para poder lograr nuestro objetivo se utilizaron tres espacios el toro, la botella de Klein y 
el plano proyectivo se calculó sus grupos fundamentales respectivamente, el procedimiento 
para hallar el grupo fundamental del toro y el plano proyectivo es parecido pero tienen 
distintas representaciones de grupo, asimismo el grupo fundamental de la botella de Klein 
tiene una representación distinta y es única. Teniendo en cuenta la representación de grupo 
de un espacio podemos asociarlo a otros de que tienen la misma estructura y llegar a la 
conclusión que son homeomorfos. 
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Present study analyze if two space are homeomorph usually for show they have fine only 
an homeomorphism, it is laborious review totally of the functions and decide if are or not 
homeomorph is for that this homework do use of calculate of the fundamental group 
employing the theorem of Seifert- Van Kampen for determination if two spaces are 
homeomorph, if two spaces have equals fundamentals groups. 
Then exist one homeomorphism between them. 
By can achieve our objective was use three spaces. The bull, the bottle of Klein and the 
projective plane was calculated those fundamentals groups respectively, the process for 
find the fundamental group of bull and the projective plane is similar but they have 
different representations of the group, itself the fundamental group of the bottle of Klein 
has one different representation and it¨s only. We will have account each representation of 
group of each one of the spaces we can find relations with others which have the same 
structure and arrive to the conclusions they are homeomorph.  
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Al estudiar la carrera de matemática me interesé por áreas como álgebra  y 
topología. En el transcurso del curso de topología me di cuenta que se podían 
asociar diversas áreas con ella, así me llamó la atención dentro de topología 
algebraica el grupo fundamental. 
Uno de los problemas básicos de la topología es determinar si dos espacios 
topológicos no son homeomorfos, lo cual en general es muy difícil, pues,  para ello  
hay que encontrar tan sólo un homeomorfismo, pero al contrario, para demostrar 
que no lo son, hay que demostrar que no existe tal homeomorfismo, y es imposible 
revisar la totalidad de las  funciones y decidir si  son o no   homeomorfismos. 
Por ello me hice la siguiente  pregunta: ¿qué propiedades  topológicas  permite 
distinguir un espacio de otro? y encontré que existen técnicas que se pueden aplicar 
a casos particulares. 
Una de ellas es el construir el  grupo fundamental que consiste en encontrar  
espacios homeomorfos tengan  grupos fundamentales isomorfos. 
El fin de este trabajo es presentar el primer grupo de homotopía o grupo 
fundamental y  dar a conocer su importancia. 
Esta tesis está dividida en tres capítulos. El capítulo I repasaremos  los conceptos 
de álgebra y topología necesarios para el estudio del grupo fundamental, no se 
presentan demostraciones, pues el lector está ya familiarizado con dichos 
conceptos. 
El capítulo segundo se dedica al estudio del grupo fundamental de 
un espacio, presentamos las herramientas importantes que nos permitirán dar la  
estructura para la construcción del grupo fundamental, se introduce la relación de 
homotopía, espacios recubridores, el grupo fundamental del círculo, retracciones y 
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puntos fijos, para facilitar la comprensión la noción de tipo de homotopía será de 
gran ayuda la noción de retracto por deformación y tipos de homotopía, finalmente 
para poder realizar el cálculo de presentaciones del grupo fundamental se incluye 
el teorema de Seifert-van Kampen. 
En el capítulo III que es el central en esta tesis como el título indica; en esta sección 
la dedicamos a aplicar lo planteado en el capítulo II, calcularemos y analizaremos 





















Definición 1.1. Espacio topológicos  
Sea 𝑋 un conjunto no vacío. Una 𝜏 clase de subconjuntos de 𝑋 con las siguientes 
propiedades: 
(𝑇1)  𝑋 𝑦 ∅ pertenecen a 𝜏.  
(𝑇2)  La unión (finita o infinita) de conjuntos de 𝜏 pertenece a 𝜏. 
(𝑇3)  La intersección finita de conjuntos de 𝜏  pertenece a 𝜏.  
Decimos que 𝜏 es una topología de 𝑋. Los elementos de 𝜏 se llaman 𝜏– abiertos o 
simplemente abiertos y el par (𝑋, 𝜏) se dice que es un espacio topológico.  
Sea (𝑋, 𝜏) y (𝑌, 𝜏′) dos espacios topológicos. La función 𝑓: 𝑋 → 𝑌 es continua 𝜏 − 𝜏′ 
continua, o simplemente continua, sii la imagen inversa de un abierto en 𝑌 es abierta en 
𝑋. Para definir la continuidad en un punto 𝑎 ∈ 𝐴, basta con tomar abiertos que contengan 
al punto 𝑓(𝑎).  
Dos espacios topológicos 𝑋 y 𝑌 son homeomorfos o topológicamente equivalentes sii 
existe una función biyectiva 𝑓:𝑋 → 𝑌 tal que 𝑓 y 𝑓−1 Sean continuas. En tal caso 𝑓 se 
llama homeomorfismo. 
Definición 1.1.1.  Topología inducida  
Sea 𝐴 ⊂ 𝑋  donde (𝑋, 𝜏) es un espacio topológico. La clase 𝜏𝐴 = {A ∩ U| U ∈ τ}     es una 
topología de 𝐴 que se conoce como topología inducida, relativa de 𝐴 o relativización de 
𝜏 a 𝐴. 




Definición 1.1.2. Topología cociente 
Sean 𝑋 𝑒 𝑌 espacios topológicos y sea 𝑝: 𝑋 → 𝑌  una aplicación  sobreyectiva. La 
aplicación 𝑝 se dice que es una aplicación cociente siempre que un subconjunto 𝑈 de 𝑌 es 
abierto en 𝑌  si, sólo si 𝑝−1(𝑈) es abierto en 𝑋. 
Si 𝑋 es un espacio topológico, 𝐴 ⊂ 𝑋 y 𝑝: 𝑋 → 𝐴 es una aplicación sobreyectiva, entonces 
existe exactamente una topología 𝜏 sobre 𝐴  relativa a la cual 𝑝 es una aplicación cociente; 
se le denomina topología cociente inducida por 𝑝. 
Definición 1.1.3. Topología métrica 
Sea 𝑑 una métrica de un conjunto no vacío 𝑋, al par (𝑥, 𝑑) se le llama espacio métrico. La 
topología 𝜏 de 𝑋 generada por la clase de las esferas abiertas (intersecciones de esferas 
forman una base para 𝜏) de 𝑋 se llama topología métrica (o topología inducida por la 
métrica d). 
Definición 1.2. Conjunto compacto 
Sea 𝐴 ⊂  𝑋 y {𝐸𝑖} una clase de subconjuntos de 𝑋. Diremos que {𝐸𝑖} es un recubrimiento 
de 𝐴 sii 𝐴 ⊂ ∪ 𝐸𝑖. Si los 𝐸𝑖 son abiertos para cada 𝑖 diremos que 𝐸𝑖 es un recubrimiento 
abierto. Un subconjunto 𝐴 ⊂  𝑋  es compacto si todo recubrimiento de A es reducible a 
un recubrimiento finito que cubre a dicho conjunto. Un subconjunto cerrado de un conjunto 
compacto es también compacto. 
Definición 1.3. Espacio producto  
Sea {(𝑋𝑖; 𝜏𝑖)} una colección de espacios topológicos y sea 𝑋 el producto de los conjuntos 
𝑋𝑖, i.e. 𝑋 = ∏ 𝑋𝑖𝑖 . La topología menos fina 𝜏 de 𝑋 respecto a la cual son continuas todas 




las proyecciones 𝜋𝑖: 𝑋 →  𝑋𝑖 recibe el nombre de topología producto 𝝉, i.e. (X, τ), es el 
espacio topológico o simplemente, espacio producto. 
Definición 1.4. Espacios de Hausdorff 
Un espacio topológico es de Hausdorff si para todo par de puntos distintos 𝑥, 𝑦 existen 
conjuntos abiertos 𝑈𝑥 , 𝑈𝑦 que contienen a 𝑥 e 𝑦 respectivamente, tales que 𝑈𝑥 ∩ 𝑈𝑦 = ∅. 
Así pues, todos los espacios metrizables son de Hausdorff. 
Definición 1.5. Espacio conexo 
Un subconjunto 𝐴 de un espacio topológico 𝑋 es inconexo (o no conexo) si existen 
subconjuntos abiertos 𝐺 y 𝐻 de  𝑋  tales que  𝐴 ∩ 𝐺 y 𝐴 ∩ 𝐻 son conjuntos no vacíos 
disjuntos cuya unión es 𝐴. En este caso, 𝐺 ∪ 𝐻 es una inconexión de A. Un conjunto es 
conexo si no es inconexo. 
Un espacio topológico 𝑋 es conexo si los únicos subconjuntos de 𝑋 abiertos y cerrados a 
la vez son ∅ y 𝑋. 
Definición 1.6. Camino 
Dados dos puntos 𝑥 e 𝑦 del espacio 𝑋, un camino en 𝑋 que une 𝑥 con 𝑦 es una aplicación 
continua 𝑓: [𝑎, 𝑏] → 𝑋 de algún intervalo cerrado de la recta real en 𝑋, de modo que 
𝑓(𝑎) = 𝑥  y  𝑓(𝑏) = 𝑦. El punto 𝑥 se llama punto inicial del camino e  𝑦 es el punto final 
del camino.  Si 𝑓(𝑎) = 𝑓(𝑏) = 𝑥 se tiene lo que se conoce como camino cerrado. 
 
 




Definición 1.7. Conjunto arco – conexo 
Un subconjunto 𝐸 de un espacio topológico 𝑋 es un conjunto arco-conexo si, para cada par 
de puntos 𝑎, 𝑏 ∈ 𝑋 existe un camino 𝑓: 𝐼 → 𝑋 de 𝑎 a 𝑏 que está contenida en 𝐸. 
Definición 1.8. Conjunto simplemente conexo 
Sea 𝐹 ⊂ 𝑋, 𝐹 es simplemente conexo sii es conexo por arcos y toda trayectoria cerrada en 




                  Simplemente conexo                            No simplemente conexo 
Figura 1. Ilustración del concepto de conjunto simplemente conexo 
Definición 1.9. Lema del pegamiento 
Sea  𝑋 = 𝐴 ∪ 𝐵, donde 𝐴 y 𝐵 son cerrados en 𝑋. Sean 𝑓: 𝐴 → 𝑌 y 𝑔:𝐵 → 𝑌 continuas. Si 
𝑓(𝑥) = 𝑔(𝑥) para cada 𝑥 ∈ 𝐴 ∩ 𝐵, entonces 𝑓 y 𝑔 se combinan para dar una función 
continua ℎ: 𝑋 → 𝑌, definida mediante ℎ(𝑥) = 𝑓(𝑥)  si 𝑥 ∈ 𝐴, y ℎ(𝑥) = 𝑔(𝑥) si 𝑥 ∈ 𝐵. 
Definición 1.10.  Multiplicación de caminos 
Un camino en 𝑋 es una aplicación continua 𝑓: [0,1] → 𝑋 tal que 𝑓(0) = 𝑥0 se llama origen  
y 𝑓(1) = 𝑥1 final, decimos que 𝑓 es un camino en 𝑋 desde 𝑥0 a 𝑥1.  




Un camino 𝜀𝑥: [0,1] → 𝑋 , definido por 𝜀𝑥(𝑡) = 𝑥 para todo 𝑡 ∈ [0,1], donde 𝑥 es un punto 
de 𝑋, se denomina camino constante. 
Si 𝑓 es un camino en 𝑋 de 𝑥0 a 𝑥1, y 𝑔 es un camino en 𝑋 de 𝑥1 a 𝑥2, definimos el producto  
𝑓 ∗ 𝑔 de 𝑓 y 𝑔 como el camino ℎ dado por las ecuaciones. 




                (𝑓 ∗ 𝑔)(𝑠) =      
                                                𝑔(2𝑠 − 1)    𝑝𝑎𝑟𝑎 𝑠 ∈ [
1
2
, 1]  
Definición 1.11. Grupo 
Un grupo es el par (𝐺,∗) donde 𝐺 es un conjunto no vacío y ∗ , llamada la operación de 
grupo, es una función∗: 𝐺 ×  𝐺 → 𝐺 que satisface las siguientes propiedades:  
 (𝐺1) El grupo es cerrado bajo la operación ∗ :   
        ∗: 𝐺 ×  𝐺 → 𝐺 
         Si  𝑥; 𝑦 ∈ 𝐺 → 𝑥 ∗ 𝑦 = 𝑧 ∈ 𝐺 
(𝐺2) La operación es asociativa; es decir: 
        ∀ x, y, z ∈ G / (𝑥 ∗ 𝑦) ∗ 𝑧 = 𝑥 ∗ (𝑦 ∗ 𝑧) 
 (𝐺3) Elemento neutro:  
        ∃𝑒 ∈ 𝐺, ∀ 𝑥 ∈ 𝐺  𝑥 ∗ 𝑒 = 𝑒 ∗ 𝑥 = 𝑥 
(𝐺4) Elemento inverso: 
        ∀𝑥 ∈ 𝐺, ∃𝑥′ ∈ 𝐺 𝑥 ∗ 𝑥′ = 𝑥′ ∗ 𝑥 = 𝑒  
El grupo trivial  es un grupo que sólo contiene el elemento identidad. 




Si 𝐺 es finito, 𝐺 es un grupo finito. En este contexto, el cardinal de 𝐺 se conoce como  el  
orden de 𝐺. 
 
Definición1.11.1. Grupo Abeliano  
Un grupo 𝐺 es abeliano si ∗ es conmutativo. En tal caso sólo por convención, la notación 
∗ se cambia por + y al elemento neutro 𝑒 se le representa por 0. 
Sean los grupos 𝐺1, … , 𝐺𝑛 considerando a los 𝐺𝑖 como conjuntos, podemos formar el 
conjunto producto ∏ 𝐺𝑖
𝑛
𝑖=1 . El siguiente teorema da la forma como en que se puede hacer 
grupo a este conjunto producto. 







𝑖=1 → ∏ 𝐺𝑖
𝑛
𝑖=1  como 
(𝑎1, … , 𝑎𝑛) ⨂ (𝑏1, … , 𝑏𝑛)= (𝑎1𝑏1, … , 𝑎𝑛𝑏𝑛) 
Entonces ∏ 𝐺𝑖
𝑛
𝑖=1  es un grupo, el Producto directo externo de los grupos 𝐺𝑖, bajo la 
operación binaria ⨂. 
Si cada uno de los 𝐺𝑖 es abeliano, se utiliza la notación ⨂ ∶ 𝑖=1
𝑛 𝐺𝑖 y nos referiremos a  
∏ 𝐺𝑖
𝑛
𝑖=1  como la suma directa externa de grupos 𝐺𝑖. Si cada 𝐺𝑖 es conmutativo,  ∏ 𝐺𝑖
𝑛
𝑖=1  




𝑟1… . 𝑟𝑛 




Definición 1.11.3. Sea 𝐺 un grupo, sea {𝐺𝛼}𝛼𝜖𝐽 una familia de subgrupos de 𝐺 que generan 
𝐺. Supongamos que 𝐺𝛼 ∩ 𝐺𝛽 está formado sólo por el elemento neutro cuando 𝛼 ≠ 𝛽. 
Diremos que 𝐺 es el producto libre de los grupos 𝐺𝛼 si para cada 𝑥 ∈ 𝐺 existe una única 





Definición 1.11.4. Relación de equivalencia 
Una relación ~ en X es una relación de equivalencia si cumple las tres condiciones 
siguientes: 
(i) Reflexiva: 𝑥~𝑥 para todo 𝑥 ∈ 𝑋. 
(ii) Simétrica: Si 𝑥~𝑦 entonces 𝑦~𝑥. 
(iii) Transitiva: Si 𝑥~𝑦 e 𝑦~𝑧 entonces 𝑥~𝑧. 
 La clase de equivalencia de 𝑥 es el conjunto. 
[𝑥] = {𝑦 ∈ 𝑋; 𝑥~𝑦} 
Si  ~ es una relación de equivalencia en 𝑋, entonces cada elemento de  𝑋 pertenece 
exactamente a una clase de equivalencia. 
Definición 1.11.5. Grupo normal 
Un subgrupo K de un grupo G es normal si 𝑔𝑘𝑔−1 ∈ 𝐾 para todo 𝑔𝜖𝐺, 𝑘𝜖𝐾. 
Si K es un subgrupo normal de G, la clase lateral por la izquierda 𝑔𝐾 coincide con la 
clase lateral 𝐾𝑔 y el conjunto 𝐺/𝐾 de todas las clases laterales por la izquierda de 𝐾  es 
un grupo con la operación 




(𝑔𝑘)(𝑔′𝑘) = (𝑔𝑔′)𝐾 
El grupo 𝐺/𝐾 se llama grupo cociente de 𝐺 por K. 
 
Definición 1.11.6. Anillo 
Un anillo es un triplete (𝑅,∗,∗′) donde ∗,∗′: 𝑅 × 𝑅 → 𝑅 satisfacen los siguientes axiomas: 
(A1)  (𝑅,∗) es un grupo abeliano 
(A2)  ∗ ′ es asociativa 
(A3)   ∀ 𝑥, 𝑦, 𝑧 ∈ 𝑅 se cumple 𝑥 ∗ (𝑦 ∗′ 𝑧) = (𝑥 ∗ 𝑦) ∗ ′(𝑥 ∗ 𝑧) 
Debido a (A1), a se le llama comúnmente suma y se denota por + mientras que a ∗ ′ se le 
llama multiplicación. 
Definición 1.11.7.  Homomorfismo 
Sean (𝑅,+, . ) y (𝑅′,⊕,⊙) dos anillos. Una función es un homomorfismo sii 
(Ho1)    ∀ 𝑟, 𝑟´ ∈ 𝑅 se cumple 𝜑(𝑟 + 𝑟′) =  𝜑(𝑟) + 𝜑(𝑟′) 
(Ho2)    ∀ 𝑟, 𝑟´ ∈ 𝑅 se cumple 𝜑(𝑟. 𝑟′) =  𝜑(𝑟). 𝜑(𝑟′) 
Igual que antes, si definimos la suma y la multiplicación como el teorema 1.11.2, entonces 
el producto directo ∏ 𝑅𝑖
𝑛
𝑖=1   de los anillos 𝑅1, … , 𝑅𝑛  es también un anillo. 
Un homomorfismo se dice que es un isomorfismo si es biyectivo. 
Definición 1.11.8.  Grupo libre 




Sea {𝑎𝛼} una familia de elementos de un grupo 𝐹. Supongamos que cada 𝑎𝛼 genera un 
subgrupo cíclico infinito 𝐹𝛼 de 𝐹. Si 𝐹 es el producto libre de los grupos {𝐹𝛼} entonces 
diremos que 𝐹 es un grupo libre, y la familia {𝑎𝛼} se dice que es un sistema de generadores 
libres para 𝐹. 
Definición 1.11.9.  Presentación de grupo 
Una presentación de un grupo 𝐺 es un par  (𝑆; {𝑟𝑖}𝑖∈𝐼) donde 𝑆 es el conjunto generador 
de 𝐺 y {𝑟𝑖}𝑖∈𝐼 es un conjunto completo de relaciones entre los generadores. La presentación 
se dice que es finita si tanto 𝑆 como 𝐼 son finitos y el grupo 𝐺se llama presentación finita 
si posee al menos una presentación finita 
La presentación de un grupo G suele escribirse en la forma 〈𝑆; {𝑟𝑖}𝑖∈𝐼〉.  
Definición 1.11.10. Si tenemos {𝑟𝑖}𝑖∈𝐼 una familia de relaciones entonces se dice que una 
relación 𝑟 es la consecuencia de los {𝑟𝑖}𝑖∈𝐼 si 𝑟 pertenece al menor subgrupo normal que 
contiene a los {𝑟𝑖}𝑖∈𝐼. Si cualquier relación es consecuencia de los {𝑟𝑖}𝑖∈𝐼 se dice que {𝑟𝑖}𝑖∈𝐼 
es un conjunto completo de relaciones. 
Dada la definición anterior es conveniente denotar por 〈{𝑟𝑖}𝑖∈𝐼〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅  el menor subgrupo normal 
que contiene a {𝑟𝑖}𝑖∈𝐼. 
Si {𝑟𝑖}𝑖∈𝐼 es un conjunto completo de relaciones, entonces 𝑘𝑒𝑟 𝑓 está completamente 
determinada por {𝑟𝑖}𝑖∈𝐼, ya que es la intersección de todos los subgrupos normales que 
contienen a {𝑟𝑖}𝑖∈𝐼. Así que 𝐺 está completamente determinado, salvo isomorfismos, por 
el conjunto generador 𝑆 y el conjunto {𝑟𝑖}𝑖∈𝐼 pues 𝐺 es isomorfo al cociente 𝐹/〈{𝑟𝑖}𝑖∈𝐼〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . 
Definición 1.11.11.  Subgrupo Conmutador 




 Sea 𝐺 un grupo. Si 𝑥, 𝑦 ∈ 𝐺, denotamos por [𝑥, 𝑦] el elemento 
[𝑥, 𝑦] = 𝑥𝑦𝑥−1𝑦−1 
de 𝐺 que se denomina conmutador de 𝑥 e 𝑦. El subgrupo de 𝐺 generado por el conjunto 
de todos los conmutadores en 𝐺 se denomina subgrupo conmutador de 𝐺 y se denota por 
[𝐺, 𝐺]. 
Definición 1.11.12.Sea 𝑆 un conjunto arbitrario. Un grupo libre sobre el conjunto 𝑆 (o 
grupo libre generado por 𝑆) es un grupo 𝐹 junto con una función 𝜑: 𝑆 → 𝐹 tal que para 
cualquier grupo 𝐻 y cualquier función 𝜓: 𝑆 → 𝐹 existe un único homomorfismo 𝑓:𝐹 → 𝐻 
que hace conmutativo el siguiente diagrama. 
 
 
Figura 2. Diagrama conmutativo de las funciones 𝜓, 𝜑 𝑦 𝑓. 
Un diagrama conmutativo es un diagrama de objetos (también conocidos como vértices) y 
morfismos (también conocidos como flechas o aristas) tales que todas las rutas directas en 
el diagrama con los mismos puntos finales conducen al mismo resultado por composición. 
Proposición 1.11.13. Sea 𝐹 un grupo libre sobre 𝑆 respecto a la función 𝜑: 𝑆 → 𝐹 y 
denotemos por 𝜋: 𝐹 → 𝐹/[𝐹, 𝐹] la proyección natural de 𝐹 sobre su grupo cociente. 
Entonces 𝐹/[𝐹, 𝐹] es un grupo abeliano libre sobre el conjunto 𝑆 con respecto a la función 













ESTRUCTURA DEL GRUPO FUNDAMENTAL 
2.1. HOMOTOPÍA DE CAMINOS  
Definición 2.1.1. Sean 𝑓: 𝐼 → 𝑋 y 𝑔: 𝐼 → 𝑋, caminos tales que 
𝑓(0) = 𝑔(0) = 𝑥0 
𝑓(1) = 𝑔(1) = 𝑥1 
Decimos que 𝑓 es homotópica a 𝑔, lo que se denota por 𝑓 ≃𝑝  𝑔, si existe una función 
continua 𝐹: 𝐼 × 𝐼 → 𝑋 tal que para cualquier 𝑠, 𝑡 ∈ 𝐼,  
𝐹(𝑠, 0) = 𝑓(𝑠)      y     𝐹(𝑠, 1) = 𝑔(𝑠) 
𝐹(0, 𝑡) = 𝑥0       y      𝐹(1, 𝑡) = 𝑥1 





 Figura 3. Homotopía de caminos.  
La aplicación 𝐹 recibe el nombre de homotopía de caminos entre 𝑓 y 𝑔, la cual se denotará 
por 𝐹: 𝑓 ≃𝑝 𝑔 o simplemente 𝑓 ≃𝑝 𝑔 se deberá tener cuenta que homotopía se está 

















Si tomamos a 𝑡 como el tiempo, entonces la homotopía 𝐹 describe una deformación 
continua de 𝑓 en 𝑔 cuando 𝑡 se mueve de 0 a 1. Para cada 𝑡 la aplicación 𝑓𝑡, definida por              
𝑓𝑡(𝑠) = 𝐹(𝑠, 𝑡), es un camino desde 𝑥0 hasta 𝑥1 los cuales permanecen fijos durante la 
deformación. 
Si 𝑓 es un camino, denotaremos su clase de equivalencia de homotopía de caminos por 
[𝑓]. 
Ejemplo 2.1. Sean 𝑓 y 𝑔 son caminos de 𝑥0 a 𝑥1, entonces 𝐹 definida por 
𝐹(𝑠, 𝑡) = (1 − 𝑡)𝑓(𝑠) + 𝑡𝑔(𝑠) 
será una homotopía por rectas para dichos caminos. 
En general sea 𝐴 un subespacio convexo de ℝ𝑛. Entonces dos caminos cualesquiera 𝑓, 𝑔 
en 𝐴 de 𝑥0 a 𝑥1 son homotópicos por caminos en 𝐴, ya que la homotopía por rectas 𝐹 entre 
ellos mantiene su imagen en 𝐴. 
 
Figura 4. Homotopía por rectas. 
Ejemplo 2.2. Denotemos por 𝑋 el plano agujereado ℝ2 − {𝟎}, el cual escribiremos como 
ℝ2 − 𝟎 . Los siguientes caminos en 𝑋, 
𝑓(𝑠) = (cos 𝜋𝑠 , sen 𝜋𝑠), 











son homotópicos por caminos, la homotopía por rectas entre ellos es una homotopía de 
caminos aceptable  
𝐹(𝑠, 𝑡) = (cos 𝜋𝑠 , (1 + 𝑡) sin 𝜋𝑠) 
pero la homotopía por rectas entre 𝑓 y el camino  
ℎ(𝑠) = (cos 𝜋𝑠 ,− sen 𝜋𝑠) 











Figura 5.  Ilustración de ejemplo 2.2.  
Lema 2.1.2. La  relación ≃𝑝 es de equivalencia. 
Demostración 
Sean 𝑓, 𝑔, ℎ: 𝐼 → 𝑋 caminos en 𝑋 tales que 
𝑓(0) = 𝑔(0) = ℎ(0) =  𝑥0 
𝑓(1) = 𝑔(1) = ℎ(1) =  𝑥1 
 
Se deben probar que se cumplen las propiedades de relaciones de equivalencia. 








Sea 𝐹: 𝐼 × 𝐼 → 𝑋 definida por 𝐹(𝑠, 𝑡) = 𝑓(𝑠)  entonces 𝐹 es una homotopía de 𝑓 a 
𝑓 pues  
𝐹(𝑠, 0) = 𝑓(𝑠) 
𝐹(𝑠, 1) = 𝑓(𝑠) 
𝐹(0, 𝑡) = 𝑓(0) = 𝑥0 
𝐹(1, 𝑡) = 𝑓(1) = 𝑥1 
así  𝑓 ≃𝑝 𝑓. 
(ii) Simetría: Si 𝑓 ≃𝑝 𝑔 entonces 𝑔 ≃𝑝 𝑓. 
Sea 𝐹 una homotopía entre 𝑓 y 𝑔. Sea 𝐺: 𝐼 × 𝐼 → 𝑋 tal que                       𝐺(𝑠, 𝑡) =
𝐹(𝑠, 1 − 𝑡) es una homotopía entre 𝑔 y 𝑓 entonces 
𝐺(𝑠, 0) = 𝐹(𝑠, 1) = 𝑔(𝑠) 
𝐺(𝑠, 1) = 𝐹(𝑠, 0) = 𝑓(𝑠) 
𝐺(0, 𝑡) = 𝐹(0, 1 − 𝑡) = 𝑥0 
𝐺(1, 𝑡) = 𝐹(1, 1 − 𝑡) = 𝑥1 
 con lo cual 𝑔 ≃𝑝 𝑓. 
 
(iii) Transitividad: Si 𝑓 ≃𝑝 𝑔 y  𝑔 ≃𝑝 ℎ entonces 𝑓 ≃𝑝 ℎ 
Sea 𝐹 una homotopía entre 𝑓 y 𝑔, y 𝐺 una homotopía entre 𝑔 y ℎ. Definamos 
𝐻: 𝐼 × 𝐼 → 𝑋 por la ecuación  




           𝐻(𝑠, 𝑡) = 
                                    𝐺(𝑠, 2𝑡 − 1)    para 𝑡 ∈ [
1
2
, 1]    
 




 La aplicación 𝐻 está bien definida ya que, para 𝑡 =
1
2
, tenemos                                        




] y 𝐼 × [
1
2
, 1] de 𝐼 × 𝐼, entonces 𝐻 es continua en todo 𝐼 × 𝐼, por el lema del 







 Figura 6. 𝐹 y 𝐺 homotopías de caminos que dan lugar a la  homotopía 𝐻. 
 
Por la definición de multiplicación de caminos con la operación producto sobre caminos 
induce una operación bien definida sobre las clases de homotopía de caminos, dada por la 
ecuación  
[𝑓] ∗ [𝑔] = [𝑓 ∗ 𝑔]. 
Para comprobar esta afirmación, sea 𝐹 una homotopía de caminos entre 𝑓 y 𝑓′ y sea 𝐺 una 
homotopía de caminos entre 𝑔 y 𝑔′. Definamos 




       𝐻(𝑠, 𝑡) = 


















Dado que 𝐹(1, 𝑡) = 𝑥1 = 𝐺(0, 𝑡), para todo 𝑡 la aplicación 𝐻 está bien definida; es 
continua por el lema del pegamiento. Lo cual se probará en la siguiente proposición. 
 
Proposición 2.1.3. Si 𝐹: 𝑓 ≃𝑝 𝑓′  y 𝐺: 𝑔 ≃𝑝 𝑔′  entonces 𝑓 ∗ 𝑔 ≃𝑝 𝑓
′ ∗ 𝑔′. 
Demostración 




Figura 7. Producto de homotopías. 
 
Definimos 𝐻: 𝐼 × 𝐼 → 𝑋 motivada por la figura 7, de la siguiente manera 




𝐻(𝑠, 𝑡) = 


































𝐻 está bien definida pues 𝐹(1, 𝑡) = 𝑥1 = 𝐺(0, 𝑡) y por el lema del pegamiento es continua. 
Además  




                   𝐻(𝑠, 0) =                                                                = (𝑓 ∗ 𝑔)(𝑠)     








                   𝐻(𝑠, 1) =                                                                 = (𝑓′ ∗ 𝑔′)(𝑠)     





𝐻(0, 𝑡) = 𝑥0 
𝐻(1, 𝑡) = 𝑥2 
Entonces así que 𝐻:𝑓 ∗ 𝑔 ≃𝑝 𝑓
′ ∗ 𝑔′ 
La operación ∗ sobre las clases de homotopía de caminos satisface las propiedades de 
grupoide.  
Teorema 2.1.4. La operación ∗ satisface las siguientes propiedades: 
(1) (Asociatividad). Si [𝑓] ∗ ([𝑔] ∗ [ℎ]) está definida, también lo está ([𝑓] ∗ [𝑔]) ∗ [ℎ] y 
son iguales. 
(2) (Neutro a izquierda y derecha). Dado 𝑥 ∈ 𝑋, se denotará por 𝑒𝑥 el camino constante 
𝑒𝑥: 𝐼 → 𝑋 que lleva todo 𝐼 al punto 𝑥. Si 𝑓 es un camino en 𝑋 desde 𝑥0 hasta 𝑥1, entonces  
[𝑓] ∗ [𝑒𝑥1] = [𝑓]    y    [𝑒𝑥0] ∗ [𝑓] = [𝑓] 
(3) (Inverso). Dado el camino 𝑓 en 𝑋 desde 𝑥0 hasta 𝑥1, sea 𝑓 ̅ el camino definido por           
𝑓(̅𝑠) = 𝑓(1 − 𝑠), el cual se conoce como inverso de 𝑓. Entonces 
[𝑓] ∗ [𝑓]̅ = [𝑒𝑥0]     y     [𝑓]̅ ∗ [𝑓] = [𝑒𝑥1]. 





Sea 𝑘: 𝑋 → 𝑌 una aplicación continua y 𝐹 es una homotopía de caminos en 𝑋 entre los 
caminos 𝑓 y 𝑓′, entonces  𝑘  ⃘𝐹 es una homotopía de caminos en 𝑌 entre los caminos 𝑘  ⃘ 𝑓 
y 𝑘  ⃘ 𝑓′.  
 
 
Figura 9. Ilustración de la composición de la homotopía 𝑘  ⃘𝐹. 
El segundo es el hecho de que si 𝑘: 𝑋 → 𝑌 es una aplicación continua y si 𝑓 y 𝑔 son 
caminos en 𝑋 con 𝑓(1) = 𝑔(0), entonces 
𝑘   ⃘ (𝑓 ∗ 𝑔) = (𝑘   ⃘ 𝑓) ∗  (𝑘   ⃘ 𝑔). 
Esta ecuación se deduce inmediatamente de la definición de la operación ∗. 
Paso I. Comprobemos las propiedades (2) y (3). Para verificar (2) denotemos por 𝑒0 el 
camino constantemente igual a cero en 𝐼 y denotemos por 𝑖: 𝐽 → 𝐼 la aplicación identidad, 



























Figura 10. Ilustración del elemento neutro para un camino. 
Como 𝐼 es conexo, existe una homotopía de caminos 𝐺 en 𝐼 entre 𝑖 y 𝑒0 ∗ 𝑖. Entonces 
𝑓  ⃘𝐺  es una homotopía de caminos 𝑋 entre los caminos 𝑓  ⃘𝑖 = 𝑓 y 
    𝑓  ⃘ (𝑒0 ∗ 𝑖) = (𝑓  ⃘ 𝑒0) ∗ (𝑓  ⃘𝑖) = 𝑒𝑥0 ∗ 𝑓 
Siguiendo un argumento similar, utilizando el hecho de que si 𝑒1 denota el camino 
constantemente 1 entonces  𝑖 ∗ 𝑒1 es homotópico por caminos en 𝐼 al camino 𝑖, se 
demuestra que  [𝑓] ∗ [𝑒𝑥1] = [𝑓]. 
Para comprobar  (3), observemos que el inverso de 𝑖 es 𝑖
−
(𝑠) = 1 − 𝑠. Entonces 𝑖
−
∗ 𝑖 es un 







Figura 11. Ilustración del elemento inverso para un camino. 
Dado que 𝐼 es convexo, existe una homotopía de caminos 𝐻 en 𝐼 entre 𝑒0 e  𝑖 ∗ 𝑖
−
. Entonces 













( 𝑓   ⃘ 𝑖 ) ∗ ( 𝑓   ⃘𝑖
−
 ) = 𝑓 ∗ 𝑓. 
Analogamente, utilizando el hecho de que  𝑖
−
∗ 𝑖 es homotópico por caminos en    𝐼 a 𝑒1, 
demuestra que [𝑓]̅ ∗ [𝑓] = [𝑒𝑥1]. 
Paso II. Para demostrar (3)  la asociatividad será conveniente describir el producto de 
caminos de una manera diferente emplearemos  




                     ((𝑓 ∗ 𝑔) ∗ ℎ)(𝑠) =          𝑔(4𝑠 − 1)            
1
4
≤ 𝑠 ≤  
1
2
        (1.1) 
                                                             ℎ(2𝑠 − 1)            
1
2
≤ 𝑠 ≤ 1 




                     (𝑓 ∗ (𝑔 ∗ ℎ))(𝑠) =          𝑔(4𝑠 − 2)            
1
2
≤ 𝑠 ≤  
3
4
        (1.2) 
                                                             ℎ(4𝑠 − 3)            
3
4
≤ 𝑠 ≤ 1 



















Figura 12. Diagrama para la asociatividad de caminos. 
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],       




En el diagrama la recta que une al punto (
1
4
, 0) con el punto (
1
2
, 1) es la recta 𝑠 =
𝑡+1
4
 y la 
que une el punto (
1
2
, 0) con (
3
4
, 1) es la recta 𝑠 =
𝑡+2
4
 por lo que un valor arbitrario de 𝑡: 










],       




Para encontrar la homotopía, tenemos que encontrar homeomorfismos lineales que 












, 1] en [0,1] y componerlos con 




] → [0,1]                               𝑟1 =
4𝑠
𝑡+1







]  → [0,1]                           𝑟2 = 4𝑠 − 𝑡 − 1                   (1.4) 







, 1] → [0,1]                               𝑟3 = 1 −
4(𝑠−1)
𝑡−2
   ,                  (1.5) 
así tenemos 
                                                                𝑓 (
4𝑠
𝑡+1










           
                                                               ℎ(1 −
4(𝑠−1)
𝑡−2
)             
𝑡+2
4
 ≤ 𝑠 ≤ 1 




                                   𝐹(𝑠, 0)    =          𝑔(4𝑠 − 1)                  
1
4
≤ 𝑠 ≤  
1
2
         
                                                               ℎ(2𝑠 − 1)                   
1
2









                                   𝐹(𝑠, 1)  =            𝑔(4𝑠 − 2)            
1
2
≤ 𝑠 ≤  
3
4
         
                                                               ℎ(4𝑠 − 3)            
3
4
≤ 𝑠 ≤ 1 
𝐹(0, 𝑡) = 𝑓(0) 
𝐹(1, 𝑡) = ℎ(1) 




por lo tanto  ((𝑓 ∗ 𝑔) ∗ ℎ)(𝑠) ≃ (𝑓 ∗ (𝑔 ∗ ℎ))(𝑠). Entonces el producto de clases de 
equivalencia es asociativo. 
Teorema 2.1.5. Sea 𝑓 un camino en 𝑋 y sean 𝑎0, … , 𝑎𝑛 números tales que                              
0 = 𝑎0 < 𝑎1 < ⋯ < 𝑎𝑛 = 1. Sea 𝑓𝑖: 𝐼 → 𝑋 el camino igual a la aplicación lineal positiva 
de 𝐼 en [𝑎𝑖−1, 𝑎𝑖] compuesta con 𝑓. Entonces  
[𝑓] = [𝑓1] ∗ … ∗ [𝑓𝑛]. 
2.2. EL GRUPO FUNDAMENTAL 
Hemos visto que el conjunto de clases equivalencia de caminos de 𝑋 satisface 
prácticamente los axiomas de grupo. Pero tenemos dos problemas que impiden que sea un 
grupo: 
 La multiplicación no siempre está definida para cualesquiera dos clases. 
 La identidad no es única. 
Para evitar estos problemas usamos el concepto de camino cerrado o lazo. 
Si tomamos un punto 𝑥0  ∈  𝑋 y consideramos ahora el conjunto de clases de equivalencia 
de caminos cerrados con punto base 𝑥0 podemos ver que el producto de dos de esos 
caminos esta siempre definido y tiene una única identidad, el camino constante 𝑒𝑥0. 
Definición 2.2.1. Sea 𝑋 un espacio topológico y 𝑥0 un punto de 𝑋. Un camino en 𝑋 que 
empieza y acaba en 𝑥0 se llama  lazo basado en 𝑥0. El conjunto de clases de homotopía 
asociadas a los lazos basados en 𝑥0, con la operación∗, se denomina grupo fundamental 
de 𝑋 relativo al punto base 𝑥0. Se denota por 𝜋1(𝑋, 𝑥0). 
De acuerdo a (2.1.4)  la operación ∗ restringida a este conjunto, satisface los axiomas de 
grupo. Dados dos lazos 𝑓 y 𝑔 basados en 𝑥0, el producto 𝑓 ∗ 𝑔 está siempre definido y es 
un lazo basado en 𝑥0. 




Si se cambia el punto base, los grupos correspondientes no guardan relación. 
Algunas veces este grupo se conoce como primer grupo de homotopía de 𝑋 o grupo de 
Poincaré.  
Ejemplo2.3. Sea ℝ𝑛 el espacio euclideo 𝑛 dimensional. Entonces 𝜋1 ( ℝ
𝑛, 𝑥0) es el grupo 
trivial (consistente sólo en el neutro), ya que si 𝑓 es un lazo en  ℝ𝑛 basado en 𝑥0, la 
homotopía por rectas es una homotopía de caminos entre 𝑓 y el camino constantemente 
𝑥0. En general, si 𝑋 es un subconjunto convexo de ℝ
𝑛, entonces 𝜋1(𝑋, 𝑥0) es el grupo 
trivial. En particular, la bola unidad 𝐵𝑛 de ℝ𝑛, 
𝐵𝑛 = {𝑥|𝑥1
2 +⋯+ 𝑥𝑛
2 ≤ 1} 
tiene grupo fundamental trivial. 
 
 
Definición 2.2.2. Sea 𝛼 un camino en 𝑥 de 𝑥0 a 𝑥1. Definimos la aplicación 
?̂?: 𝜋1(𝑋, 𝑥0) → 𝜋1(𝑋, 𝑥1) 
por la ecuación 
?̂?([𝑓]) = [?̅?] ∗ [𝑓] ∗ [𝛼] 
La aplicación ?̂? se denomina “𝛼-gorro” está bien definida porque la operación ∗ está bien 
definida. Si 𝑓 es un lazo basado en 𝑥0, entonces ?̅? ∗ (𝑓 ∗ 𝛼) es un lazo basado en 𝑥1. Por 
tanto, ?̂? aplica 𝜋1(𝑋, 𝑥0) en 𝜋1(𝑋, 𝑥1), esta aplicación depende sólo de la clase de 














Figura 13. Ilustración de la aplicación ?̂? 
Teorema 2.2.3.  La aplicación ?̂? es un isomorfismo de grupos. 
Demostración 
Para probar que  ?̂? es un homomorfismo calculemos 
?̂?([𝑓]) ∗ ?̂?([𝑔]) = ([?̅?] ∗ [𝑓] ∗ [𝛼]) ∗ ([?̅?] ∗ [𝑔] ∗ [𝛼]) 
=  [?̅?] ∗ [𝑓] ∗ [𝑔] ∗ [𝛼] 
= ?̂?([𝑓] ∗ [𝑔]) 
Para ver que es un ?̂? es un isomorfismo, vamos probar que si 𝛽 denota el camino ?̅? que es 
el inverso de 𝛼, entonces ?̂? es el inverso para ?̂?. Calculamos para cada elemento [ℎ] de 
𝜋1(𝑋, 𝑥1), 
?̂?([ℎ]) = [?̅?] ∗ [ℎ] ∗ [𝛽] = [𝛼] ∗ [ℎ] ∗ [?̅?] 
?̂? (?̂?([ℎ])) =  [?̅?] ∗ ([𝛼] ∗ [ℎ] ∗ [?̅?]) ∗ [𝛼] = [ℎ] 
Asimismo  
?̂?(?̂?([ℎ])) = [?̅?] ∗ ([?̅?] ∗ [𝑓] ∗ [𝛼]) ∗ [𝛽] 
= [𝛼] ∗ ([?̅?] ∗ [𝑓] ∗ [𝛼]) ∗ [?̅?] 





Así pues la aplicación ?̂? es un isomorfismo de grupos. 
Corolario 2.2.4: Si 𝑋 es conexo por caminos, y 𝑥0 y 𝑥1 son dos puntos de 𝑋, entonces  
𝜋1(𝑋, 𝑥0) es isomorfo a  𝜋1(𝑋, 𝑥1). 
Si 𝑋 es conexo por caminos, es tentador eliminar 𝑥0 de 𝜋1(𝑋, 𝑥0), todos los grupos 
𝜋1(𝑋, 𝑥) son isomorfos, de manera que pretender identificar  todos estos grupos con uno 
solo y hablar simplemente del grupo fundamental del espacio 𝑋, sin hacer referencia al 
punto base. La dificultad de esta aproximación es que no hay forma natural de identificar 
𝜋1(𝑋, 𝑥0) con 𝜋1(𝑋, 𝑥1); caminos diferentes 𝛼 y 𝛽 de 𝑥0 a 𝑥1 pueden darnos isomorfismos 
diferentes entre estos grupos. Por ello, omitir el punto base puede conducir a un error. 
Sin embargo, resulta que el isomorfismo entre 𝜋1(𝑋, 𝑥0) y 𝜋1(𝑋, 𝑥1);  es independiente del 
camino si y sólo si el grupo es abeliano. 
Definición 2.2.5. Un espacio 𝑋 se dice que es simplemente conexo si es conexo por 
caminos y 𝜋1(𝑋, 𝑥0) es el grupo trivial (un elemento) para algún 𝑥0 ∈ 𝑋 y, por tanto para 
todo 𝑥0 ∈ 𝑋. Con frecuencia expresamos el hecho de que 𝜋1(𝑋, 𝑥0) es el grupo trivial 
escribiendo 𝜋1(𝑋, 𝑥0) = 0.  
Se dice que un espacio 𝑋 es contraíble si es homotópicamente equivalente a un punto. 
Intuitivamente un espacio contraíble si puede deformarse en sí mismo a un punto. 
Definición 2.2.6. Un espacio topológico X es simplemente conexo si es conexo por 
trayectorias y su grupo fundamental es trivial. 
Corolario 2.2.7. Todo espacio contraíble tiene grupo fundamental trivial.  




Lema 2.2.8. En un espacio simplemente conexo 𝑋, dos caminos cualesquiera con los 
mismos puntos inicial y final son homotópicos por caminos. 
Demostración 
Sean 𝛼 y 𝛽 dos caminos de 𝑥0 a 𝑥1. Entonces 𝛼 ∗ ?̅? está definido y es un lazo en 𝑋 basado 
en 𝑥0. Dado que 𝑋 es simplemente conexo, este lazo es homotópico por caminos al lazo 
constante en 𝑥0. Entonces 
[𝛼 ∗ ?̅?] ∗ [𝛽] = [𝑒𝑥0] ∗ [𝛽] 
de donde se deduce que [𝛼] = [𝛽].  
De esta manera se entiende que el grupo fundamental es un invariante topológico del 
espacio 𝑋. 
2.2.1. Homomorfismo inducido por una aplicación continua 
Definición 2.2.9. Sea ℎ: (𝑋, 𝑥0) → (𝑌, 𝑦0) una aplicación continua. Entonces tenemos los 
siguientes hechos: 
(i)  Si 𝑓 y 𝑔 son caminos en 𝑋, entonces ℎ  ⃘𝑓 y ℎ  ⃘𝑔 son caminos en 𝑌 . 
(ii)  Si 𝑓 ≃ 𝑔, entonces ℎ  ⃘𝑓 ≃ ℎ  ⃘𝑔. 
(iii)  Si 𝑓 es un lazo en 𝑋 con punto base 𝑥0  ∈  𝑋, ℎ  ⃘𝑓 es un lazo en 𝑌 con punto 
base ℎ(𝑥0). 
Así pues, si [𝑓] ∈ 𝜋1(𝑋, 𝑥0), [ℎ  ⃘𝑓] es un elemento bien definido de 𝜋1(𝑌, ℎ(𝑥0)) 
Definimos por lo tanto 
ℎ∗: 𝜋1(𝑋, 𝑥0) → 𝜋1(𝑌, 𝑦0) 
por la ecuación 




ℎ∗([𝑓]) = [ℎ  ⃘𝑓]. 
Lema 2.2.10. La aplicación ℎ∗ es un homomorfismo de grupos. 
Demostración 
ℎ∗([𝑓] ∗ [𝑔]) = ℎ∗([𝑓 ∗ 𝑔]) = [ℎ  ⃘𝑓 ∗ ℎ  ⃘𝑔] = [ℎ  ⃘𝑓] ∗ [ℎ  ⃘𝑔] = ℎ∗([𝑓]) ∗ ℎ∗([𝑔]) 
La aplicación ℎ∗ se denomina homomorfismo inducido por h, relativo al punto base 𝑥0. 
La aplicación ℎ∗ está bien definida no solo depende de la aplicación ℎ: 𝑋 → 𝑌 sino también 
de la elección del punto base 𝑥0 (una vez que está fijado 𝑦0 está determinado  por ℎ). De 
este modo podríamos tener alguna dificultad en la notación si queremos considerar 
diferentes puntos base en 𝑋. Si 𝑥0 y 𝑥1 son dos puntos diferentes de 𝑋, no podemos usar 
el mismo símbolo ℎ∗ para denotar los dos homomorfismos diferentes, uno teniendo 
dominio 𝜋1(𝑋, 𝑥0) y el otro dominio 𝜋1(𝑋, 𝑥1).Incluso si 𝑋 es conexo por caminos estos 
grupos son isomorfos pero no son el mismo grupo. En tal caso, utilizaremos la notación 
(ℎ𝑥0)∗: 𝜋1(𝑋, 𝑥0) → 𝜋1(𝑌, 𝑦0) 
para  el primer homomorfismo y (ℎ𝑥1)∗ para el segundo. Si sólo hubiera un punto base de 
consideración, omitiremos al punto base y denotaremos homomorfismo inducido 
simplemente por ℎ∗. 
El homomorfismo inducido tiene dos propiedades que son cruciales. Para las aplicaciones. 
Se conocen como “propiedades funtoriales” y están dadas en el siguiente teorema. 
Teorema 2.2.11: Los homomorfismos inducidos satisfacen las siguientes propiedades: 
(a) Supongamos que  ℎ: (𝑋, 𝑥0) → (𝑌, 𝑦0) y 𝑘: (𝑌, 𝑦0) → (𝑍, 𝑧0) son aplicaciones 
continuas, entonces (𝑘  ⃘ℎ)∗ = 𝑘∗  ⃘ ℎ∗.  




(b) Si 𝑖: (𝑋, 𝑥0) → (𝑋, 𝑥0) es la aplicación identidad, entonces 𝑖∗ es el homomorfismo 
identidad en 𝜋1(𝑋, 𝑥0). 
Demostración 
Sea [𝑓] ∈ 𝜋1(𝑋, 𝑥0), entonces,  
(a) Por definición 
(𝑘  ⃘ℎ)∗([𝑓]) = [(𝑘  ⃘ℎ)  ⃘𝑓] 
(𝑘∗  ⃘ ℎ∗)([𝑓]) = 𝑘∗(ℎ[𝑓]) = 𝑘∗([ℎ  ⃘𝑓]) = [𝑘  ⃘ (ℎ  ⃘𝑓)] 
(b) Análogamente  𝑖∗([𝑓]) = [𝑖  ⃘𝑓] = [𝑓]. 
Corolario 2.2.12. Si ℎ: (𝑋, 𝑥0) → (𝑌, 𝑦0) es un homeomorfismo entre 𝑋 e 𝑌, entonces ℎ∗ 
es un isomorfismo entre 𝜋1(𝑋, 𝑥0) y 𝜋1(𝑌, 𝑦0) para cada 𝑥0 𝑥 ∈ 𝑋. 
Demostración 
Considérese 𝑘: (𝑌, 𝑦0) → (𝑋, 𝑥0) la inversa de ℎ. Entonces se satisface 𝑘∗  ⃘ ℎ∗ =  (𝑘  ⃘ℎ)∗ =
 𝑖∗, donde 𝑖 es la aplicación identidad de (𝑋, 𝑥0); y  ℎ∗  ⃘ 𝑘∗ = (ℎ  ⃘𝑘)∗ = 𝑗∗, donde  𝑗 es la 
aplicación identidad de (𝑌, 𝑦0). Dado que 𝑖∗ y 𝑗∗ son homomorfismo identidad de los 
grupos 𝜋1(𝑋, 𝑥0) y 𝜋1(𝑌, 𝑦0), respectivamente, 𝑘∗ es la inversa de ℎ∗. 
El significado del teorema anterior es que el grupo fundamental es un funtor de la categoría 
de espacios topológicos con punto base y aplicaciones continuas que preservan el punto 
base, a la categoría de grupos y homomorfismos de grupos. 
Las características de que sea un funtor son las siguientes: 
1.  Para cada espacio topológico (con algún punto base), obtenemos un grupo, (el 
grupo fundamental). 




2. Para cada aplicación continua, entre espacios topológicos obtenemos un 
homomorfismo entre los grupos correspondientes (el homomorfismo inducido). 
3.  La composición de dos aplicaciones continuas induce la composición de los 
homomorfismos inducidos. 
4.  La identidad, induce el homomorfismo identidad. 









2.3. ESPACIOS RECUBRIDORES 
Los espacios recubridores se introducen a veces como simples herramientas, por ser 
normalmente más sencillos que los espacios que cubren. El principio de generalidad va a 
ser el siguiente: el objeto primario de interés será el espacio topológico 𝐵, pero cuando 𝐵 
es demasiado complicado, se recurre a un espacio recubridor 𝐸, más sencillo, y se usa la 
teoría de los espacios recubridores, para obtener información de 𝐵 a partir de la de 𝐸 . 
El estudio cuidadoso de las aplicaciones recubridoras permitirá analizar y calcular muchos 
más grupos fundamentales. 
Definición 2.3.1. Sea  𝑝 ∶ 𝐸 → 𝐵 una aplicación continua y sobreyectiva. Un conjunto 
abierto 𝑈 de 𝐵 se dice que está regularmente cubierto por 𝑝 si la imagen inversa 𝑝−1(𝑈) 




puede escribirse como una unión disjunta de conjuntos abiertos conexos 𝑉𝛼 de 𝐸 tales que; 
para cada 𝛼, la restricción de  𝑝 a 𝑉𝛼 es un homeomorfismo de 𝑉𝛼 en 𝑈. 
 
 La colección {𝑉𝛼} será denominada una partición de 𝑝









Figura 14. Ilustración de la aplicación recubridora. 
Definición 2.3.2. Sea 𝑝 ∶ 𝐸 → 𝐵 una aplicación continua y sobreyectiva. Si todo punto 𝑏 
de 𝐵 tiene un entorno 𝑈 que está regularmente cubierto por 𝑝, entonces 𝑝 se dice que es 
una aplicación recubridora y 𝐸 un espacio recubridor de 𝐵. 
Ejemplo 2.4. Sea 𝑋 un espacio topológico y sea 𝑖: 𝑋 → 𝑋 la aplicación identidad. Entonces 
𝑖 es una aplicación recubridora. En general sea 𝐸 el espacio 𝑋 × {1,… , 𝑛} consistente en 𝑛 
copias disjuntas de 𝑋. La aplicación 𝑝: 𝐸 → 𝑋 dada por 𝑝(𝑥, 𝑖) = 𝑥, para todo 𝑖, es  
nuevamente una aplicación recubridora. 
Teorema 2.3.3. La aplicación 𝑝 ∶ ℝ → 𝑆1 dada por la ecuación  
𝑝(𝑥) = (cos 2𝜋𝑥 , 𝑠𝑒𝑛 2𝜋𝑥) 
es una aplicación recubridora. 
Podemos representar 𝑝 como una aplicación que enrolla la recta real  ℝ alrededor del 









El hecho de que 𝑝 sea una aplicación recubridora reside en las propiedades elementales de 
la función seno y coseno. Consideremos, por ejemplo, el subconjunto 𝑈 de 𝑆1 consistente 
en aquellos puntos que tienen primera coordenada positiva. El conjunto 𝑝−1(𝑈) consiste 
en aquellos puntos 𝑥 para los que cos 2𝜋𝑥 es positivo, es decir, es la unión de los intervalos 




















Figura 15. Aplicación recubridora 𝑝. 
Ahora bien, la aplicación 𝑝, restringida a cualquier intervalo cerrado ?̅?𝑛, es inyectiva 
porque 𝑠𝑒𝑛 2𝜋𝑥 es estrictamente monótona en tales intervalos. Además, 𝑝 lleva ?̅?𝑛 
sobreyectivamente sobre ?̅?, y 𝑉𝑛 sobre 𝑈, por el teorema de los valores intermedios. Dado 
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que ?̅?𝑛 es compacto, 𝑝|𝑉𝑛 es un homeomorfismo entre ?̅?𝑛 y ?̅?. En particular, 𝑝|𝑉𝑛 es un 
homeomorfismo entre 𝑉𝑛 y 𝑈. 
Si 𝑝 ∶ 𝐸 → 𝐵 es una aplicación recubridora entonces 𝑝 es un homeomorfismo local entre 
𝐸  y 𝐵. Es decir cada punto 𝑒 de 𝐸 tiene un entorno que se aplica por 𝑝 homeomórficamente 
sobre un subconjunto abierto de 𝐵. Sin embargo la condición de que 𝑝 sea un 
homeomorfismo local no es suficiente para asegurar que 𝑝 sea una aplicación recubridora. 
La existencia del homeomorfismo local, hace que 𝐸 herede todas las propiedades 
topológicas locales de 𝐵 (la conexión local, la compacidad local, etc.). Si además 𝑝 es 
sobreyectiva, 𝐵 también hereda las propiedades topológicas locales de 𝐸 .  
Ejemplo 2.5. La aplicación 𝑝:ℝ+ → 𝑆
1 dada por la ecuación 
𝑝(𝑥) = (cos 2𝜋𝑥 , 𝑠𝑒𝑛 2𝜋𝑥) 







Figura 16. Aplicación no recubridora p con dominio restringido a los reales positivos. 
 Sin embargo, no es una aplicación recubridora ya que el punto 𝑏0 = (1,0) no tiene un 
entorno 𝑈 que esté regularmente cubierto por 𝑝. El típico intervalo 𝑈 de 𝑏0 tiene una 
imagen inversa consistente en pequeños entornos  𝑉𝑛 de cada entero 𝑛, para 𝑛 > 0, junto 
con un pequeño intervalo  𝑉0 de la forma (0, ∈). Cada uno de los intervalos 𝑉𝑛, para 𝑛 > 0, 












se aplica homeomórficamente sobre 𝑈 por la aplicación 𝑝, pero el intervalo 𝑉0 está 
únicamente embebido en 𝑈 mediante 𝑝. 
Teorema 2.3.4. Sea 𝑝 ∶ 𝐸 → 𝐵 una aplicación recubridora. Si 𝐵0 es un subespacio de 𝐵 y 
si 𝐸0 = 𝑝
−1(𝐵0) entonces la aplicación 𝑝0 ∶ 𝐸0 → 𝐵0, obtenida al restringir 𝑝, es una 
aplicación recubridora. 
Demostración 
Dado 𝑏0 ∈ 𝐵0, sea 𝑈 un conjunto abierto en 𝐵 que contiene y que está regularmente 
cubierto por 𝑝; sea {𝑉𝛼} una partición de 𝑝
−1(𝑈) en rebanadas. Entonces 𝑈 ∩ 𝐵0 es un 
entorno de 𝑏0 en 𝐵0 y los conjuntos  𝑉𝛼 ∩ 𝐸0 son abiertos disjuntos en 𝐸0 cuya unión es 
𝑝−1(𝑈 ∩ 𝐵0), y cada uno de ellos se aplica homeomórficamente sobre  𝑈 ∩ 𝐵0 mediante 
𝑝.  
Teorema 2.3.5. Si 𝑝: 𝐸 → 𝐵 y 𝑝′ ∶  𝐸′ → 𝐵′ son aplicaciones recubridoras entonces  
𝑝 × 𝑝′: 𝐸 × 𝐸′ → 𝐵 × 𝐵′ 
es  una aplicación recubridora. 
Demostración 
Dados 𝑏 ∈ 𝐵 y 𝑏′ ∈ 𝐵′, sean 𝑈 y 𝑈′ entornos de 𝑏 y 𝑏′, respectivamente, que estén 
regularmente cubiertos por 𝑝 y 𝑝′, respectivamente. Sean {𝑉𝛼} y {𝑉′𝛽} particiones en 
rebanadas de 𝑝−1(𝑈) y (𝑝′)−1(𝑈′) , respectivamente. Entonces la imagen inversa 
mediante 𝑝 × 𝑝′ del conjunto abierto 𝑈 × 𝑈′ es la unión de todos los conjuntos 𝑉𝛼 × 𝑉𝛽′. 
Estos conjuntos son abiertos disjuntos de 𝐸 × 𝐸′, y cada uno de ellos se aplica 
homeomórficamente sobre 𝑈 × 𝑈′ por  𝑝 × 𝑝′.  
Ejemplo 2.6. Consideremos el espacio 𝑇 = 𝑆1 × 𝑆1, conocido como toro. La aplicación 
producto  
𝑝 × 𝑝: ℝ × ℝ → 𝑆1 × 𝑆1  




Es un cubrimiento del toro por el plano ℝ2, donde 𝑝 es la aplicación recubridora del 
Teorema 2.3.3. Cada uno de los cuadros unidad [𝑛, 𝑛 + 1] × [𝑚,𝑚 + 1] se enrolla 






Figura 17. Aplicación producto sobre el toro. 
En esta figura hemos representado al toro no como el producto 𝑆1 × 𝑆1, que es un 
subespacio de ℝ4 y difícil de visualizar, sino como la superficie familiar de un donut 𝐷 en 
ℝ3 obtenida rotando el círculo 𝐶1 en el plano 𝑥𝑧 de radio 
1
3
 centrado en (1,0,0) alrededor 
del eje 𝑧. No es difícil ver que 𝑆1 × 𝑆1 es homeomorfo con la superficie 𝐷. 
Sea 𝐶2 el círculo de radio 1 en el plano 𝑥𝑦 centrado en el origen. Entonces apliquemos 
𝐶1 × 𝐶2 en 𝐷 definiendo 𝑓(𝑎 × 𝑏) como el punto al cual va a parar  𝑎 cuando rotamos el 
círculo 𝐶1 alrededor del eje 𝑧 hasta que su centro alcanza el punto 𝑏. 






















Figura 18. Ilustración de la aplicación 𝑓. 
 
 
Ejemplo 2.7. Consideremos la aplicación recubridora 𝑝 × 𝑝. Sea 𝑏0 el punto 𝑝(0) de 𝑆
1 y 
denotemos por 𝐵0 el subespacio 
𝐵0 = (𝑆
1 × 𝑏0) ∪ (𝑏0 × 𝑆
1) 
de  𝑆1 × 𝑆1. Entonces 𝐵0 es la unión de dos círculos que tienen un punto común; algunas 
veces se denomina espacio figura ocho. El espacio 𝐸0 = 𝑝
−1(𝐵0) es la “cuadricula 
infinita” 
𝐸0 = (ℝ × ℤ) ∪ (ℤ × ℝ) 
Representada en figura 17. La aplicación 𝑝0: 𝐸0 → 𝐵0 obtenida restringiendo 𝑝 × 𝑝 es, por 
tanto, una aplicación recubridora. 
La cuadrícula infinita es uno de los espacios recubridores de la figura ocho. 
Ejemplo2.8. Consideremos la aplicación recubridora 
𝑝 × 𝑖:ℝ × ℝ+ → 𝑆
1 × ℝ+ 
donde 𝑖 es la aplicación identidad de ℝ+ y 𝑝 es la aplicación del teorema . Si tomamos el 
homeomorfismo estándar entre 𝑆1 × ℝ+ y ℝ
2 − 𝟎, que lleva 𝑥 × 𝑡 a 𝑡𝑥, la composición 
nos permite obtener un cubrimiento 
ℝ ×ℝ+ → ℝ
2 − 𝟎  


























2.4. EL GRUPO FUNDAMENTAL DEL CÍRCULO 
En esta sección encontraremos el primer grupo fundamental no trivial, el cual nos servirá 
como base para obtener incluso, todas las superficies compactas y conexas en ℝ3. 
Intuitivamente, el grupo fundamental de 𝑆1 es el grupo cíclico infinito, ya que podemos 
enrollar al círculo con trayectoria en alguna dirección y desenrollarlo en sentido contrario, 
y además lo podemos enrollar tanto como queramos siempre una vuelta más y nunca va a 
volver a desenrollarse. Probaremos estas dos ideas en 𝑆1 en forma rigurosa, primero que 
su grupo fundamental es cíclico y después que es de orden infinito.  
Definición 2.4.1. Sea 𝑝 ∶ 𝐸 → 𝐵 una aplicación. Si 𝑓 es una aplicación continua de algún 
















Figura 20. Diagrama del levantamiento 𝑓 ̃. 
No toda aplicación continua posee un levantamiento, aunque p sea un homeomorfismo. 
Ejemplo 2.9: Consideremos el cubrimiento 𝑝:ℝ → 𝑆1 (teorema 2.3.3). El camino 
𝑓: [0,1] → 𝑆1 comenzando con 𝑏0 = (1,0) y dado por 𝑓(𝑠) = (cos 𝜋𝑠 , 𝑠𝑒𝑛 𝜋𝑠)  se levanta 
al camino 𝑓(𝑠) = 𝑠/2 comenzando en 0 y acabando en  
1
2
. El camino 𝑔(𝑠) =




El camino ℎ(𝑠) = (cos 4𝜋𝑠 , 𝑠𝑒𝑛 4𝜋𝑠)  se levanta al camino ℎ̃(𝑠) = 2𝑠 comenzando en 0 
y acabando en 2. Intuitivamente, ℎ enrolla dos veces el intervalo [0,1] alrededor del 
círculo; esto queda reflejado en el hecho de que el levantamiento ℎ̃ comienza en cero y 





Figura 21. Ilustración de los levantamientos 𝑓, ?̃? y ℎ̃. 
 
Lema 2.4.2: Sea 𝑝 ∶ 𝐸 → 𝐵 una aplicación recubridora con 𝑝(𝑒0) = 𝑏0. Cualquier camino 
𝑓: [0,1] → 𝐵 comenzando con 𝑏0 tiene un único levantamiento a un camino 𝑓 ̃ en 𝐸 que 
comienza en 𝑒0. 
Demostración 
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Cubramos 𝐵 por conjuntos abiertos 𝑈 que estén regularmente cubiertos por 𝑝. 
Encontraremos una subdivisión de [0,1], pongamos 𝑠0, … , 𝑠𝑛, tal que para cada 𝑖 el 
conjunto 𝑓([𝑠𝑖, 𝑠𝑖+1]) esté contenido en alguno de tales conjuntos abiertos 𝑈 (Aquí 
utilizamos el lema del número de Lebesgue). Se definirá el levantamiento 𝑓 ̃ paso a paso. 
Primero definamos 𝑓 ̃(0) = 𝑒0. Entonces, suponiendo que 𝑓 ̃(𝑠) está definida para 0 ≤
𝑠 ≤ 𝑠𝑖, definimos 𝑓 ̃ en [𝑠𝑖, 𝑠𝑖+1] como sigue: el conjunto 𝑓([𝑠𝑖, 𝑠𝑖+1]) está contenido en 
algún intervalo abierto 𝑈 que está regularmente cubierto por 𝑝. Sea {𝑉𝛼} una partición en 
rebanadas de 𝑝−1(𝑈); cada conjunto 𝑉𝛼 es aplicado por 𝑝 homemórficamente sobre 𝑈. Así, 
𝑓 ̃(𝑠𝑖) está en alguno de estos conjuntos, pongamos en 𝑉0. Definamos 𝑓 ̃(𝑠) para 𝑠 ∈
[𝑠𝑖, 𝑠𝑖+1] por la ecuación  𝑓 ̃(𝑠) = (𝑝|𝑉0)
−1(𝑓(𝑠)). 
Como 𝑝|𝑉0: 𝑉0 → 𝑈 es un homeomorfismo, 𝑓 ̃ será continua sobre [𝑠𝑖, 𝑠𝑖+1] . 
Continuando de esta forma, definimos 𝑓 ̃ en todo el intervalo [0,1]. La continuidad de 𝑓 ̃ 
se deduce del lema del pegamiento; el hecho de que 𝑝    ⃘ 𝑓 ̃ = 𝑓 es inmediato de la 
definición de  𝑓 ̃. 
La unicidad de 𝑓 ̃ se prueba también paso por paso. Supongamos que 𝑓 es otro 
levantamiento de 𝑓 comenzando en 𝑒0. Entonces 𝑓 (0) = 𝑒0 = 𝑓 ̃(0). Supongamos que 
𝑓 (𝑠) = 𝑓 ̃(𝑠), para todo 𝑠 tal que 0 ≤ 𝑠 ≤ 𝑠𝑖. Sea 𝑉0 como en el párrafo anterior; entonces, 
para 𝑠 ∈ [𝑠𝑖, 𝑠𝑖+1], 𝑓 ̃(𝑠) está definido como (𝑝|𝑉0)
−1(𝑓(𝑠)). ¿Puede coincidir con 𝑓 (𝑠)? 
Dado que 𝑓  es un levantamiento de 𝑓, debe llevar el intervalo [𝑠𝑖, 𝑠𝑖+1] en el conjunto 
𝑝−1(𝑈) = ⋃𝑉𝛼. Las rebanadas 𝑉𝛼 son abiertas y disjuntas; como  el conjunto 𝑓([𝑠𝑖, 𝑠𝑖+1]) 
es conexo, debe estar totalmente contenido en uno de los conjuntos 𝑉𝛼. Y como 𝑓 (𝑠𝑖) =
𝑓 ̃(𝑠𝑖), que está en 𝑉0, 𝑓 debe llevar todo el intervalo [𝑠𝑖, 𝑠𝑖+1] en el conjunto 𝑉0. Por lo 
tanto, para 𝑠 en [𝑠𝑖, 𝑠𝑖+1], 𝑓(𝑠) debe ser igual a algún punto 𝑦 de 𝑉0 que esté en 𝑝
−1(𝑓(𝑠)). 




Pero sólo hay un punto 𝑦 en estas condiciones, concretamente (𝑝|𝑉0)
−1(𝑓(𝑠)). Por 
consiguiente, 𝑓(𝑠) = 𝑓 ̃(𝑠) para 𝑠 ∈ [𝑠𝑖, 𝑠𝑖+1].  
Lema 2.4.3. Sea 𝑝 ∶ 𝐸 → 𝐵 una aplicación recubridora con 𝑝(𝑒0) = 𝑏0. Sea                  𝐹 ∶
𝐼 × 𝐼 → 𝐵 una aplicación continua con 𝐹(0,0) = 𝑏0. Existe un único levantamiento de  𝐹 
a una aplicación continua 
?̃?: 𝐼 × 𝐼 → 𝐸 
tal que  ?̃?(0,0) = 𝑒0. Si 𝐹 es una homotopía de caminos, entonces  ?̃?  también es una 
homotopía de caminos. 
Demostración 
Dada 𝐹, definimos primero ?̃?(0,0) = 𝑒0. Utilizamos ahora el lema anterior para extender 
?̃? al lado izquierdo 0 × 𝐼 y al lado inferior 𝐼 × 0 de 𝐼 × 𝐼. Entonces extendemos ?̃? a todo 
cuadrado 𝐼 × 𝐼 como sigue. 
Elijamos subdivisiones 
𝑠0 < 𝑠1 < ⋯ < 𝑠𝑚, 
𝑡0 < 𝑡1 < ⋯ < 𝑡𝑛 
de 𝐼 lo suficientemente finas como para que cada rectángulo  
𝐼𝑖 × 𝐽𝑗 = [𝑠𝑖−1, 𝑠𝑖] × [𝑡𝑗−1, 𝑡𝑗] 
se aplique mediante 𝐹 en un conjunto abierto de 𝐵 que esté regularmente cubierto por 𝑝 
(utilizamos el lema del número de Lebesgue). Definimos el levantamiento ?̃?, paso a paso, 
comenzando con el rectángulo 𝐼1 × 𝐽1, continuando con los otros rectángulos 𝐼𝑖 × 𝐽1 de la 
‘fila inferior’, después con los rectángulos 𝐼𝑖 × 𝐽2 de la siguiente fila, y así sucesivamente. 




En general, dados 𝑖0 y 𝑗0, supongamos que ?̃? está definido en el conjunto 𝐴 determinado 
por la unión de 0 × 𝐼, 𝐼 × 0 y todos los rectángulos previos a 𝐼𝑖0 × 𝐽𝑗0 (aquellos rectángulos 
𝐼𝑖 × 𝐽𝑗 con 𝑗 < 𝑗0 y aquellos con 𝑗 = 𝑗0 e 𝑖 < 𝑖0).  
Supongamos también que ?̃? es un levantamiento continuo de 𝐹|𝐴. Definamos ?̃? en 𝐼𝑖0 ×
𝐽𝑗0 . Escojamos un conjunto abierto 𝑈 de 𝐵 que esté regularmente cubierto por 𝑝 y contenga 
al conjunto 𝐹(𝐼𝑖0 × 𝐽𝑗0). Sea {𝑉𝛼} una partición en rebanadas de 𝑝
−1(𝑈); cada conjunto 𝑉𝛼 
se aplica mediante 𝑝 homeomórficamente sobre 𝑈. Ahora bien, ?̃? está ya definida en el 
conjunto en el conjunto 𝐶 = 𝐴 ∩ (𝐼𝑖0 × 𝐽𝑗0). Este conjunto es la unión de los lados 
izquierdo e inferior del rectángulo 𝐼𝑖0 × 𝐽𝑗0 y, por tanto, es conexo. Así, ?̃?(𝐶) es conexo y 
debe estar totalmente contenido dentro de uno de los conjuntos 𝑉𝛼. 







  Figura 22. Ilustración del conjunto ?̃?(𝐶) que está contenido en 𝑉0. 
Denotemos por 𝑝0: 𝑉0 → 𝑈 la restricción de 𝑝 a 𝑉0. Dado que ?̃? es un levantamiento de 













𝑝0 (?̃?(𝑥)) = 𝑝 (?̃?(𝑥)) = 𝐹(𝑥), 
de manera que ?̃?(𝑥) = 𝑝0
−1(𝐹(𝑥)). Por tanto, podemos extender ?̃? definiendo 
?̃?(𝑥) = 𝑝0
−1(𝐹(𝑥)) 
para 𝑥𝜖 𝐼𝑖0 × 𝐽𝑗0. La aplicación extendida será continua por el lema del pegamiento. 
Continuando de esta forma, definimos ?̃? en todo el cuadrado 𝐼2. 
Para comprobar la unicidad, observemos que, en cada paso de la construcción de ?̃?, como 
primero hemos extendido ?̃? a los lados inferior e izquierdo de 𝐼2, y entonces los 
rectángulos 𝐼𝑖 × 𝐽𝑗 , uno por uno, existe sólo una forma de extender ?̃? de manera continua. 
De modo que, una vez especificado el valor de ?̃? en (0, 0), ?̃? está completamente 
determinado.  
Supongamos ahora que 𝐹 es una homotopía de caminos. Queremos probar que ?̃? es una 
homotopía de caminos. La aplicación 𝐹 lleva todo el lado izquierdo 0 × 𝐼 de 𝐼2 a un solo 
punto 𝑏0 de 𝐵. Como ?̃? es un levantamiento de 𝐹, lleva todo este lado sobre el conjunto 
𝑝−1(𝑏0). Pero este conjunto tiene topología discreta como subespacio de 𝐸. Dado que 0 ×
𝐼 es conexo y ?̃? es continua,  ?̃?(0 × 𝐼) es conexo y, por lo tanto, debe ser igual a un 
conjunto unipuntual. Análogamente, ?̃?(1 × 𝐼) debe ser también un conjunto unipuntual. 
Así, ?̃? es una homotopía de caminos. 
Teorema 2.4.4. Sea 𝑝 ∶ 𝐸 → 𝐵 una aplicación recubridora con 𝑝(𝑒0) = 𝑏0. Sean 𝑓 y 𝑔 dos 
caminos en 𝐵 de 𝑏0 a 𝑏1, y sean 𝑓 y ?̃? sus respectivos levantamientos a caminos en 𝐸 
comenzando en 𝑒0. Si 𝑓 y 𝑔 son homotópicos por caminos, entonces 𝑓 y ?̃? terminan en el 
mismo punto de 𝐸 y son homotópicos por caminos. 





Sea 𝐹: 𝐼 × 𝐼 → 𝐵 la homotopía de caminos entre 𝑓 y 𝑔. Entonces 𝐹(0, 0) = 𝑏0. Sea ?̃?: 𝐼 ×
𝐼 → 𝐸 el levantamiento de 𝐹 a 𝐸 tal que ?̃?(0, 0) = 𝑒0. Por el lema anterior, ?̃? es una 
homotopía de caminos, de manera que ?̃?(0 × 𝐼) = {𝑒0} y ?̃?(1 × 𝐼) es un conjunto 
unipuntual {𝑒1}. 
La restricción ?̃?|𝐼 × 0 de ?̃? al lado inferior de 𝐼 × 𝐼 es un camino en 𝐸 comenzando en 𝑒0 
y que es el levantamiento de 𝐹|𝐼 × 0. Por la unicidad de los levantamientos de caminos, 
debemos tener que ?̃?(𝑠, 0) = 𝑓 (s). Análogamente, ?̃?|𝐼 × 1 y comienza en 𝑒0 porque 
?̃?(0 × 𝐼) = {𝑒0}. Por la unicidad de los levantamientos de caminos, ?̃?(𝑠, 1) = ?̃?(𝑠). Por 
lo tanto, 𝑓 y  ?̃? terminan en 𝑒1 y ?̃? es una homotopía de caminos entre ellos.  
Definición 2.4.5.  Sea 𝑝 ∶ 𝐸 → 𝐵 una aplicación recubridora 𝑏0 ∈ 𝐵. Elijamos 𝑒0 de forma 
que 𝑝(𝑒0) = 𝑏0. Dado un elemento [𝑓] de 𝜋1(𝐵, 𝑏0), sea 𝑓 el levantamiento de 𝑓 a un 
camino en 𝐸 que comience en 𝑒0. Denotemos por ([𝑓]) el punto final 𝑓(1) de 𝑓. Entonces 
𝜑 es una aplicación bien definida 
 ∶ 𝜋1(𝐵, 𝑏0) → 𝑝
−1(𝑏0). 
Denominamos a 𝜑 correspondencia del levantamiento derivada de la aplicación 
recubridora 𝑝. Desde luego depende de la elección del punto 𝑒0. 
 
Teorema 2.4.6. Sea 𝑝 ∶ 𝐸 → 𝐵 una aplicación recubridora con 𝑝(𝑒0) = 𝑏0. Si 𝐸 es 
conexo por caminos, entonces la correspondencia del levantamiento  
 ∶ 𝜋1(𝐵, 𝑏0) → 𝑝
−1(𝑏0) 
es sobreyectiva. Si 𝐸 es simplemente conexo, entonces es biyectiva. 
Demostración  




Si 𝐸 es conexo por caminos entonces, dado 𝑒1 ∈ 𝑝
−1(𝑏0), existe un camino 𝑓 en 𝐸 de 𝑒0 
a 𝑒1. De modo que 𝑓 = 𝑝  ⃘ 𝑓 es un lazo en 𝐵 con base 𝑏0 y ([𝑓]) = 𝑒1, por definición. 
Supongamos que E es simplemente conexo. Sean [𝑓] y [𝑔] dos elementos de 𝜋1(𝐵, 𝑏0) 
tales que ([𝑓]) = ([𝑔]) . Sean 𝑓 y ?̃? los levantamientos de 𝑓 y 𝑔, respectivamente, a 
caminos en 𝐸 comenzando en 𝑒0; entonces 𝑓(1) = ?̃?(1). Como 𝐸 es simplemente conexo, 
existe una homotopía de caminos ?̃? en 𝐸 entre 𝑓 y ?̃?. Entonces 𝑝   ⃘ ?̃?  es una homotopía de 
caminos en 𝐵 entre 𝑓 y 𝑔.  
 
 
Teorema 2.4.7. El grupo fundamental de 𝑆1 es isomorfo al grupo aditivo de los enteros. 
Demostración 
Sea 𝑝 ∶  ℝ → 𝑆1 la aplicación recubridora 𝑝(𝑥) = (cos 2𝜋𝑥 , 𝑠𝑒𝑛 2𝜋𝑥) (teorema 2.3.2.), 
pongamos 𝑒0 = 0 y sea 𝑏0 = 𝑝(𝑒0). Entonces 𝑝
−1(𝑏0) es el conjunto ℤ de los enteros. 
Dado que ℝ es simplemente conexo, la correspondencia del levantamiento 
 ∶ 𝜋1(𝑆
1, 𝑏0) → ℤ 
es biyectiva. Probemos que   es un homomorfismo y el teorema quedará demostrado.  
Dados [𝑓] y [𝑔] en 𝜋1(𝑆
1, 𝑏0), sean 𝑓 y ?̃? sus respectivos levantamientos a caminos en ℝ 
comenzando en 0. Sean 𝑛 = 𝑓(1) y 𝑚 = ?̃?(1), entonces ([𝑔]) = 𝑚, por definición. Sea 
?̃̃? el camino  
?̃̃?(𝑠) = 𝑛 + ?̃?(𝑠) 
en ℝ. Como 𝑝(𝑛 + 𝑥) = 𝑝(𝑥), para todo 𝑥 ∈ ℝ, el camino ?̃̃? es un levantamiento de 𝑔 que 
comienza en 𝑛. Entonces el producto 𝑓 ∗ ?̃̃? está definido y es el levantamiento de 𝑓 ∗ 𝑔 
que comienza en 0. El punto final de este camino es ?̃̃?(1) = 𝑛 +𝑚 = ([𝑓]) + ([𝑔]). 




Definición 2.4.8. Sea 𝐺 un grupo y 𝑥 un elemento de 𝐺. Denotemos el inverso de 𝑥 por 
𝑥−1. El símbolo 𝑥𝑛 representa el producto de 𝑥 por sí mismo 𝑛 veces, 𝑥−𝑛 denota el 
producto de 𝑥−1 por sí mismo 𝑛 veces, y 𝑥0 denota el elemento neutro de 𝐺. Si el conjunto 
de todos los elementos de la forma 𝑥𝑚, para 𝑚 ∈ ℤ, coincide con 𝐺, entonces se dice que 
𝐺 es un grupo cíclico y 𝑥 se dice que es un generador de 𝐺. 
El cardinal de un conjunto se llama también orden del grupo. Un grupo es cíclico de orden 
infinito si, y solamente si, es isomorfo al grupo aditivo de los enteros; es cíclico de orden 
𝑘 si, y sólo si, es isomorfo al grupo ℤ/𝑘 de los enteros módulo 𝑘. El teorema precedente 
implica que el grupo fundamental del círculo es cíclico infinito. 
Observemos que si 𝑥 es un generador del grupo cíclico infinito 𝐺 y si 𝑦 es un elemento de 
un grupo arbitrario 𝐻, entonces existe un único homomorfismo ℎ de 𝐺 en 𝐻 tal que ℎ(𝑥) =
𝑦; está definido poniendo ℎ(𝑥𝑛) = 𝑦𝑛, para todo 𝑛. 
2.5. RETRACCIONES Y PUNTOS FIJOS 
Definición 2.5.1: Si 𝐴 ⊂ 𝑋, una retracción 𝑋 en 𝐴 es una aplicación continua 𝑟: 𝑋 → 𝐴 tal 
que 𝑟|𝐴 es la aplicación identidad de 𝐴. Si existe dicha aplicación 𝑟, decimos que 𝐴 es un 
retracto de 𝑋. 
Lema 2.5.2. Si 𝐴 es un retracto de 𝑋, entonces el homomorfismo de grupos fundamentales 
inducido por la inclusión  𝑗: 𝐴 → 𝑋 es inyectivo. 
Demostración.  
Si 𝑟: 𝑋 → 𝐴 es una retracción entonces la aplicación compuesta  𝑟   ⃘ 𝑗 es igual a la 
aplicación identidad  de 𝐴. Se sigue 𝑟∗  ⃘ 𝑗∗ es la aplicación identidad de 𝜋1(𝐴, 𝑎), de manera 
que  𝑗∗ debe ser inyectiva.  
En el siguiente teorema se denotará a 𝐵2 = {𝑥 × 𝑦|𝑥2 + 𝑦2 ≤ 1}. 
Teorema 2.5.3. (Teorema de la no-retracción) No existe una retracción de 𝐵2 en  𝑆1. 





Si 𝑆1 fuera un retracto de 𝐵2, entonces el homomorfismo inducido por la inclusión 𝑗: 𝑆1 →
𝐵2  debería ser inyectivo. Pero el grupo fundamental de 𝑆1 es no trivial y el grupo 
fundamental de 𝐵2 es trivial. 
Lema 2.5.4. Sea ℎ: 𝑆1 → 𝑋  una aplicación continua. Las siguientes condiciones son 
equivalentes: 
(1) ℎ es homotópicamente nula. 
(2) ℎ se extiende a una aplicación continua 𝑘: 𝐵2 → 𝑋. 
(3) ℎ∗ es el homomorfismo trivial de grupos fundamentales. 
Demostración 
(1) ⇒ (2) 
Sea 𝐻: 𝑆1 × 𝐼 → 𝑋 una homotopía entre ℎ y una aplicación constante. Sea 𝜋: 𝑆1 × 𝐼 → 𝐵2 
la aplicación 
𝜋(𝑥, 𝑡) = (1 − 𝑡)𝑥. 
Entonces 𝜋 es continua, cerrada y sobreyectiva, de manera que es una aplicación cociente; 
ésta colapsa todo 𝑆1 × 1 en el punto 𝟎 y es inyectiva en el resto de puntos. Como 𝐻 es 
constante sobre 𝑆1 × 1, induce, vía la aplicación cociente 𝜋, una aplicación continua 
















Figura 23. Ilustración de la aplicación continua 𝑘 como extensión de ℎ. 
(2) ⇒ (3). Si 𝑗: 𝑆1 → 𝐵2 es la aplicación inclusión, entonces ℎ es igual a la composición 
𝑘  ⃘𝑗. Por tanto ℎ∗: 𝑘∗  ⃘ 𝑗∗. Pero 
𝑗∗: 𝜋1(𝑆
1, 𝑏0) → 𝜋1(𝐵
2,  𝑏0) 
es trivial porque el grupo fundamental de 𝐵2 es trivial. Por consiguiente, ℎ∗ es trivial. 
(3) ⇒ (1). Sea 𝑝:ℝ → 𝑆1 la aplicación recubridora estándar y sea 𝑝0: 𝐼 → 𝑆
1 su 
restricción al intervalo unidad. Entonces [𝑝0] genera 𝜋1(𝑆
1, 𝑏0) porque 𝑝0 es un lazo en 
𝑆1 cuyo levantamiento a ℝ comienza en 0 y acaba en 1. 
Pongamos 𝑥0 = ℎ(𝑏0). Como ℎ∗ es trivial, el lazo 𝑓 = ℎ   ⃘ 𝑝0  representa el elemento 
neutro de 𝜋1(𝑋, 𝑥0). Por tanto, existe una homotopía de caminos 𝐹 en 𝑋 entre 𝑓 y el lazo 
constante en 𝑥0. La aplicación 𝑝0 × 𝑖𝑑: 𝑋 × 𝑋 → 𝑆
1 × 𝐼 es una aplicación cociente al ser 
continua, cerrada y sobreyectiva; ésta aplica 0 × 𝑡 y 1 × 𝑡 sobre 𝑏0 × 𝑡, para cada 𝑡, y el 
resto es inyectiva. La homotopía de caminos 𝐹 aplica 0 × 𝐼, 1 × 𝐼 e 𝐼 × 1 sobre el punto 




















Figura 24. Representación del homomorfismo trivial que es homotópicamente nulo. 
 
Corolario 2.5.5: La aplicación inclusión 𝑗: 𝑆1 → ℝ2 − {𝟎} no es homotópicamente nula. 





 Existe un retracción de ℝ2 − {𝟎} en 𝑆1 dada por la ecuación 𝑟(𝑥) = 𝑥/‖𝑥‖. Así, 𝑗∗ es 
inyectiva y, por tanto, no trivial. Análogamente, 𝑖∗ es el homomorfismo identidad y, por 
tanto, no trivial. 
Teorema 2.5.6. Dado un campo de vectores sobre 𝐵2 que no se anule en ningún punto, 
existe un punto de 𝑆1 donde el campo de vectores apunta directamente hacia el interior y 
un punto de 𝑆1 donde apunta directamente hacia el exterior. 
Demostración 
Dado un campo de vectores sobre 𝐵2 es un par ordenado (𝑥, 𝑣(𝑥)), donde 𝑥 está en 𝐵2 y 
𝑣 es una aplicación continua de 𝐵2 en ℝ2. En cálculo, frecuentemente se utiliza la notación 
𝑣(𝑥) = 𝑣1(𝑥)𝒊 + 𝑣2(𝑥)𝒋 




para la aplicación 𝑣, donde 𝒊 y 𝒋 son los vectores básicos unitarios estándar en ℝ2. Sin 
embargo, consideraremos la notación funcional simple. Decir que un campo de vectores 
no se anula significa que 𝑣(𝑥) ≠ 𝟎 para todo 𝑥; en tal caso 𝑣 realmente aplica 𝐵2 en ℝ2 −
{𝟎}, es homotópicamente nula. 
Por otro lado, 𝑤 es homotópica a la aplicación inclusión 𝑗: 𝑆1 → ℝ2 − {𝟎}. La figura 25  
ilustra la homotopía, definida formalmente por la ecuación 
𝐹(𝑥, 𝑡) = 𝑡𝑥 + (1 − 𝑡)𝑤(𝑥), 









Figura 25. Ilustración de la homotopía 𝐹. 
Debemos probar que 𝐹(𝑥, 𝑡) ≠ 𝟎. Claramente, 𝐹(𝑥, 𝑡) ≠ 𝟎 para 𝑡 = 0 y 𝑡 = 1. Si 
𝐹(𝑥, 𝑡) = 0, para algún 𝑡 con 0 < 𝑡 < 1, entonces 𝑡𝑥 + (1 − 𝑡)𝑤(𝑥) = 0, de forma que 
𝑤(𝑥) es un múltiplo escalar negativo de 𝑥. Pero esto significa que 𝑤(𝑥) apunta 
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directamente hacia el interior en 𝑥, por lo tanto, 𝐹 aplica 𝑆1 × 𝐼 en ℝ2 − {𝟎}, como 
deseábamos. 
Deducimos que 𝑗 es homotópicamente nula, contradiciendo el lema precedente. Para 
demostrar que 𝑣 apunta directamente hacia el exterior de algún punto de 𝑆1, aplicamos el 
resultado que acabamos de probar al campo de vectores (𝑥,−𝑣(𝑥)).  
Teorema 2.6.7.  (Teorema del punto fijo Brouwer para el disco).  Si 𝑓: 𝐵2 → 𝐵2 es 
continua entonces existe un punto 𝑥𝜖𝐵2 tal que 𝑓(𝑥) = 𝑥. 
Demostración 
Procedemos por reducción al absurdo. Supongamos que 𝑓(𝑥) ≠ 𝑥, para todo 𝑥 en 𝐵2. 
Entonces definiendo 𝑣(𝑥) = 𝑓(𝑥) − 𝑥, obtenemos un campo de vectores (𝑥, 𝑣(𝑥)) en 𝐵2 
que no se anula en ningún punto. Pero el campo de vectores 𝑣 no puede apuntar 
directamente hacia el exterior en ningún punto 𝑥 de 𝑆1 porque esto significaría que 
𝑓(𝑥) − 𝑥 = 𝑎𝑥 
para algún número real positivo 𝑎, de manera que 𝑓(𝑥) = (1 + 𝑎)𝑥 se encontraría fuera 
de la bola unidad 𝐵2. Llegamos así a una contradicción.  
2.6. RETRACTOS DE DEFORMACIÓN Y TIPOS DE HOMOTOPÍA 
Lema 2.6.1: Sean ℎ, 𝑘: (𝑋, 𝑥0) → (𝑌, 𝑦0) dos aplicaciones continuas. Si ℎ y 𝑘 son 
homotópicas y si la imagen del punto base 𝑥0 de 𝑋 permanece fija en 𝑦0 durante la 
homotopía, entonces los homomorfismos ℎ∗ y 𝑘∗ coinciden. 
Demostración 
Por hipótesis, existe una homotopía 𝐻:𝑋 × 𝐼 → 𝑌 entre ℎ y 𝑘 tal que  𝐻(𝑥0, 𝑡) = 𝑦0, para 
todo 𝑡. Se sigue que si 𝑓 es un lazo 𝑋 basado en  𝑥0, entonces la composición 






→  𝑋 × 𝐼
𝐻
→𝑌 
es una homotopía entre ℎ  ⃘𝑓 y k  ⃘𝑓; es una homotopía de caminos porque 𝑓 es un lazo en 
𝑥0 y 𝐻 aplica 𝑥0 × 𝐼 en 𝑦0.  
Utilizando este lema, generalizamos un resultado concerniente al espacio ℝ2 − {𝟎} y 
probado anteriormente, demostrando que el homomorfismo inducido por la inclusión 
𝑗: 𝑆1 → ℝ2 − {𝟎} no sólo es inyectivo sino también es sobreyectivo. 
 
Teorema 2.6.2. La aplicación inclusión 𝑗: 𝑆𝑛 → ℝ𝑛+1 − {𝟎} induce  un isomorfismo de 
grupos fundamentales. 
Demostración 
Sea 𝑋 = ℝ𝑛+1 − {𝟎} y 𝑏0 = (1,0,… ,0). Sea 𝑟: 𝑋 → 𝑆
𝑛 la aplicación 𝑟(𝑥) = 𝑥/‖𝑥‖. 
Entonces 𝑟  ⃘ 𝑗 es la aplicación identidad de 𝑆𝑛, de manera que 𝑟∗  ⃘𝑗∗ es el homomorfismo 
identidad de 𝜋1(𝑆
𝑚, 𝑏0). 






Esta aplicación no es la identidad de 𝑋, pero es homotópica a la aplicación identidad. 
En efecto, la homotopía por rectas (𝑥, 𝑡) = (1 − 𝑡)𝑥 + 𝑡𝑥/‖𝑥‖, es una homotopía entre la 
aplicación identidad de 𝑋 y la aplicación 𝑗  ⃘𝑟. Observamos que 𝐻(𝑥, 𝑡) nunca es igual a ?⃗?  
porque (1 − 𝑡) + 𝑡/‖𝑥‖ es un número entre 1 y 1/‖𝑥‖. 
El punto 𝑏0 permanece fijo durante la homotopía ya que ‖𝑏0‖ = 1. Se sigue por el lema 
precedente que el homomorfismo (𝑗  ⃘𝑟)∗ = 𝑗∗  ⃘ 𝑟∗ es el homomorfismo identidad de 
𝜋1(𝑋, 𝑏0) .  
Definición 2.6.3. Sea 𝐴 un subespacio de 𝑋. Decimos que 𝐴 es un retracto de deformación  
de 𝑋 en 𝐴 y tal que cada punto de 𝐴 permanece fijo durante la homotopía. Esto significa 




que existe una aplicación continua 𝐻: 𝑋 × 𝐼 → 𝑋 tal que 𝐻(𝑥, 0) = 𝑥 y 𝐻(𝑥, 1)𝜖𝐴, para 
todo 𝑥𝜖𝑋, y 𝐻(𝑎, 𝑡) = 𝑎, para todo 𝑎 ∈ 𝐴. La homotopía 𝐻 se llama retracto de 
deformación de 𝑋 en 𝐴. La aplicación 𝑟: 𝑋 → 𝐴 definida por la ecuación 𝑟(𝑥) = 𝐻(𝑥, 1) 
es una retracción de 𝑋 en 𝐴 y 𝐻 es una homotopía entre la aplicación identidad de 𝑋 y la 
aplicación 𝑗  ⃘𝑟, donde 𝑗: 𝐴 → 𝑋 es la inclusión. 
La demostración del teorema anterior se generaliza inmediatamente para probar el 
siguiente: 
Teorema 2.6.4. Sea 𝐴 un retracto de deformación de 𝑋 y 𝑥0𝜖𝐴. Entonces la aplicación 
inclusión 
𝑗: (𝐴, 𝑥0) → (𝑋, 𝑥0) 
Induce un isomorfismo de 𝜋(𝐴, 𝑥0) en 𝜋(𝑋, 𝑥0)  para cualquier 𝑥0 ∈ 𝐴. 
Ejemplo 2.9. Denotemos por 𝐵 el eje 𝑧 de ℝ3 y consideremos el espacio ℝ3 − 𝐵. Ése 
tiene, como un retracto de deformación, al plano 𝑥𝑦 agujereado (ℝ2 − {𝟎}) × {𝟎}. La 
aplicación 𝐻 definida por la ecuación  
𝐻(𝑥, 𝑦, 𝑧, 𝑡) = (𝑥, 𝑦, (1 − 𝑡)𝑧) 
es  un retracto de deformación; éste colapsa gradualmente cada recta paralela al eje 𝑧 en el 
punto donde la recta interseca al plano 𝑥𝑦. Concluimos que el espacio ℝ3 − 𝐵 tiene grupo 
fundamental cíclico infinito. 
Ejemplo 2.10. Consideremos el  plano doblemente agujereado ℝ2 − {𝑝, 𝑞}. Aseguramos 
que tiene al espacio “figura ocho” como un retracto de deformación. Más que escribir las 
ecuaciones, simplemente esbozamos el retracto de deformación; es la deformación en tres 












Figura 26. Bosquejo del retracto de deformación del plano doblemente agujereado a la figura del ocho. 
Definición 2.6.5. Sean 𝑓: 𝑋 → 𝑌 y 𝑔:𝑌 → 𝑋 dos aplicaciones continuas. Supongamos que 
la aplicación 𝑔  ⃘𝑓: 𝑋 → 𝑋 es homotópica a la aplicación identidad de 𝑋 y que la aplicación 
𝑓  ⃘𝑔: 𝑌 → 𝑌 es homotópica a la aplicación identidad 𝑌. Entonces las aplicaciones 𝑓 y 𝑔 se 
denominan equivalencias homotópicas y cada una de ellas se dice que es una inversa 
homotópica de otra. 
Es directo comprobar que si 𝑓: 𝑋 → 𝑌 es una equivalencia homotópica de 𝑋 con 𝑌 y ℎ: 𝑌 →
𝑍 es una equivalencia homotópica de 𝑌 con 𝑍, entonces ℎ  ⃘ 𝑓: 𝑋 → 𝑍 es una equivalencia 
homotópica de 𝑋 con 𝑍. Se sigue que la relación de equivalencia homotópica es una 
relación de equivalencia. Dos espacios que son homotópicamente equivalentes se dice que 
tienen el mismo tipo de homotopía. 
Observemos que si 𝐴 es un retracto de deformación de 𝑋, entonces 𝐴 tiene el mismo tipo 
de homotopía que 𝑋. Efectivamente, sea 𝑗: 𝐴 → 𝑋 la aplicación inclusión y sea 𝑟: 𝑋 → 𝐴 
la aplicación retracción. Entonces la composición 𝑟  ⃘𝑗 es igual a la aplicación identidad de 
𝐴 y la composición 𝑗  ⃘𝑟 es, por hipótesis, homotópica a la aplicación identidad de 𝑋 (cada 
punto de 𝐴 permanece fijo durante la homotopía). 
Vamos a demostrar ahora que dos espacios que tengan el mismo tipo de homotopía tienen 
grupos fundamentales isomorfos. Con esta finalidad, necesitamos estudiar qué sucede 
cuando tenemos una homotopía entre dos aplicaciones continuas de 𝑋 en 𝑌 tales que el 
punto base de 𝑋 no permanece fijo durante la homotopía. 




Lema 2.6.6. Sean ℎ, 𝑘: 𝑋 → 𝑌 dos aplicaciones continuas con ℎ(𝑥0) = 𝑦0 y       𝑘(𝑥0) =
𝑦1. Si ℎ y 𝑘 son homotópicas, entonces existe un camino 𝛼 en 𝑌 de 𝑦0 a 𝑦1 tal que 𝑘∗ =
?̂?  ⃘ℎ∗. Ciertamente, si 𝐻:𝑋 × 𝐼 → 𝑌 es la homotopía entre ℎ y 𝑘, entonces 𝛼 es el camino                  





Figura 27. Diagrama de la aplicación 𝑘∗. 
 
 
Demostración. Sea 𝑓: 𝐼 → 𝑋 un lazo basado en  𝑥0. Debemos probar que  
𝑘∗([𝑓]) = ?̂?(ℎ∗([𝑓])) 
Esta ecuación afirma que [𝑘  ⃘𝑓] = [?̅?] ∗ [ℎ  ⃘𝑓] ∗ [𝛼]. 
Ésta es la ecuación que vamos a comprobar. 
Para empezar, consideremos los lazos 𝑓0 y 𝑓1 en el espacio 𝑋 × 𝐼 dados por las 
ecuaciones 
𝑓0(𝑠) = (𝑓(𝑠), 0) y 𝑓1(𝑠) = (𝑓(𝑠), 1). 
Consideremos también el camino 𝑐 en 𝑋 × 𝐼 dado por la ecuación 
𝑐(𝑡) = (𝑥0, 𝑡). 
Entonces 𝐻  ⃘𝑓0 = ℎ  ⃘𝑓 y 𝐻  ⃘𝑓1 = 𝑘  ⃘𝑓, mientras que 𝐻  ⃘𝑐 es igual al camino 𝛼 como se 































Figura 28. Ilustración de 𝐻  ⃘𝑐. 
Sea 𝐹: 𝐼 × 𝐼 → 𝑋 × 𝐼 la aplicación 𝐹(𝑠, 𝑡) = (𝑓(𝑠), 𝑡). Consideremos los siguientes 
caminos en 𝐼 × 𝐼, los cuales se mueven a lo largo de los cuatro lados  de 𝐼 × 𝐼: 
𝛽0(𝑠) = (𝑠, 0)    y    𝛽1(𝑠) = (𝑠, 1), 
𝛾0(𝑠) = (0, 𝑡)     y    𝛾1(𝑠) = (1, 𝑡). 
Entonces 𝐹   ⃘𝛽0 = 𝑓0 y 𝐹   ⃘𝛽1 = 𝑓1, mientras que 𝐹   ⃘ 𝛾0 = 𝐹  ⃘ 𝛾1 = 𝑐. 
Los caminos rectos a trozos 𝛽0 ∗ 𝛾1 y 𝛾0 ∗ 𝛽1 en 𝐼 × 𝐼 de (0,0) a (1,1); como 𝐼 × 𝐼 es 
convexo, existe una homotopía de caminos 𝐺 entre ellos. Entonces 𝐹  ⃘𝐺 es una homotopía 
de caminos en 𝑋 × 𝐼 entre 𝑓0 ∗ 𝑐 y 𝑐 ∗ 𝑓1.  
 𝐻  ⃘(𝐹  ⃘𝐺) es una homotopía de caminos en 𝑌 entre  
(𝐻  ⃘𝑓0) ∗ (𝐻  ⃘𝑐) = (ℎ  ⃘𝑓) ∗ 𝛼       y 
(𝐻  ⃘𝑐) ∗ (𝐻  ⃘𝑓1) = 𝛼 ∗ (𝑘  ⃘𝑓),                        
como  deseábamos. 
Corolario 2.6.7. Sean ℎ, 𝑘: 𝑋 → 𝑌 aplicaciones continuas homotópicas satisfaciendo    
ℎ(𝑥0) = 𝑦0 y 𝑘(𝑥0) = 𝑦1. Si ℎ∗ es inyectiva, sobreyectiva o trivial, entonces también lo 
es 𝑘∗. 
Corolario 2.6.8. Sea ℎ: 𝑋 → 𝑌 una aplicación. Si ℎ es homotópicamente nula, entonces ℎ∗ 
es el homomorfismo trivial.  




Teorema 2.6.9. Sea 𝑓: 𝑋 → 𝑌 continua con 𝑓(𝑥0) =  𝑦0. Si 𝑓 es una equivalencia 
homotópica entonces 
𝑓∗: 𝜋1(𝑋, 𝑥0) → 𝜋1(𝑌, 𝑦0) 
es un isomorfismo. 
Demostración 














Figura 29. Diagrama de los homomorfismos inducidos (𝑓𝑥0)∗  y (𝑓𝑥1)∗. 
[Aquí tenemos que distinguir entre los homomorfismos inducidos por 𝑓 relativos a dos 
puntos bases diferentes.]  
Ahora bien 
𝑔  ⃘𝑓: (𝑋, 𝑥0) → (𝑋, 𝑥1) 
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es por hipótesis, homotópica a la aplicación identidad, de manera que existe un camino 𝛼 
en 𝑋 tal que 
(𝑔  ⃘𝑓)∗ = ?̂?  ⃘(𝑖𝑋)∗ = ?̂? 
Se sigue que (𝑔  ⃘𝑓)∗ = 𝑔∗  ⃘ (𝑓𝑥0)∗ es un isomorfismo. 
Lo primero implica que 𝑔∗ es sobreyectiva y lo segundo implica que 𝑔∗ es inyectiva. Por 
lo tanto, 𝑔∗ es un isomorfismo. Aplicando la primera ecuación una vez más concluimos 
que 
(𝑓𝑥0)∗ = (𝑔∗)
−1  ⃘ ?̂? 
de  forma que (𝑓𝑥0)∗ es también un isomorfismo. 
Observemos que, aunque  𝑔 es una inversa homotópica para 𝑓, el homomorfismo 𝑔∗ no es 
un inverso para el homomorfismo (𝑓𝑥0)∗. 
La relación de equivalencia homotópica es claramente más general que el concepto de 
retracto de deformación.  
2.7. EL GRUPO FUNDAMENTAL  DE Sn. 
Teorema 2.7.1: Supongamos que 𝑋 = 𝑈 ∪ 𝑉, donde 𝑈 y 𝑉 son con juntos abiertos de 𝑋. 
Supongamos que 𝑈 ∩ 𝑉 es conexo por caminos y que 𝑥0 ∈ 𝑈 ∩ 𝑉. Sean 𝑖 y 𝑗 las 
aplicaciones inclusión de 𝑈 y 𝑉, respectivamente, en 𝑋. Entonces las imágenes de los 
homomorfismos inducidos 
𝑖∗: 𝜋1(𝑈, 𝑥0) → 𝜋1(𝑋, 𝑥0)     y    𝑗∗: 𝜋1(𝑉, 𝑥0) → 𝜋1(𝑋, 𝑥0) 
generan 𝜋1(𝑋, 𝑥0). 





Este teorema establece que, dado un lazo 𝑓 en 𝑋 basado en 𝑥0, éste es homotópico por 
caminos a un producto de la forma (𝑔1 ∗ (𝑔2 ∗ (… ∗ 𝑔𝑛))), donde cada 𝑔𝑖 es un lazo en 𝑋 
basado en 𝑥0 enteramente contenido en 𝑈 o en 𝑉. 
Paso 1. Probemos que existe una subdivisión 𝑎0 < 𝑎1 < ⋯ < 𝑎𝑛 del intervalo unidad tal 
que 𝑓(𝑎𝑖) ∈ 𝑈 ∩ 𝑉 y 𝑓([𝑎𝑖−1, 𝑎𝑖]) está contenido en 𝑈 o en 𝑉 para  cada 𝑖. 
Para comenzar, elijamos una subdivisión 𝑏0, … , 𝑏𝑚 de [0, 1] tal que, para cada 𝑖, el 
conjunto 𝑓[(𝑏𝑖−1, 𝑏𝑖]) esté contenido 𝑈 o en 𝑉 (utilizando el teorema del número de 
Lebesgue). Si 𝑓(𝑏𝑖) pertenece a 𝑈 ∩ 𝑉, para cada 𝑖, habremos terminado. Si no es así, sea 
𝑖 un índice tal que 𝑓(𝑏𝑖) ∉ 𝑈 ∩ 𝑉. Cada uno de los conjuntos 𝑓[(𝑏𝑖−1, 𝑏𝑖]) y 𝑓[(𝑏𝑖 , 𝑏𝑖+1]) 
está contenido en 𝑈 o en 𝑉. 𝑓(𝑏𝑖) ∈ 𝑈, entonces ambos conjuntos deben estar en 𝑈; si 
𝑓(𝑏𝑖) ∈ 𝑉, ambos conjuntos deben estar en 𝑉. En cualquier caso, podemos suprimir 𝑏𝑖, 
obteniendo una subdivisión 𝑐0, … , 𝑐𝑚−1 que sigue satisfaciendo la condición de que 
𝑓[(𝑐𝑖−1, 𝑐𝑖]) esté contenido en 𝑈 o en 𝑉, para cada 𝑖. 
Un número finito de repeticiones de este proceso nos permite conseguir la subdivisión 
deseada. 
Paso 2. Probemos el teorema. Dado 𝑓, sea 𝑎0, … , 𝑎𝑛 la subdivisión construida en el Paso 
1. Definimos 𝑓𝑖 como el camino en 𝑋 igual a la aplicación lineal positiva de [0, 1] en 
[𝑎𝑖−1, 𝑎𝑖] compuesta con 𝑓. Entonces 𝑓𝑖 es un camino que está contenido en 𝑈 o en 𝑉, y 
por el teorema 2.1.5, 
[𝑓] = [𝑓1] ∗ [𝑓2] ∗ … ∗ [𝑓𝑛]. 




Para cada 𝑖, elijamos un camino 𝛼𝑖 en 𝑈 ∩ 𝑉 de 𝑥0 a 𝑓(𝛼𝑖) (aquí utilizamos el hecho de 
que 𝑈 ∩ 𝑉 es conexo por camino). Dado que 𝑓(𝑎0) = 𝑓(𝑎𝑛) = 𝑥0, podemos escoger que 





Figura 30. Ilustración del Paso 2. 
Ponemos ahora  
𝑔𝑖 = (𝛼𝑖−1 ∗ 𝑓𝑖) ∗ 𝑎?̅? 
Para cada 𝑖. Entonces 𝑔𝑖 es un lazo en 𝑋 basado en 𝑥0 cuya imagen está contenida en 𝑈 o 
en 𝑉. Mediante un cálculo directo se comprueba que  
[𝑔1] ∗ [𝑔2] ∗ … ∗ [𝑔𝑛] = [𝑓1] ∗ [𝑓2] ∗ … ∗ [𝑓𝑛].  
El teorema precedente es un caso especial de un teorema famoso de la topología  conocido 
por  teorema de Seifert – van Kampen, el cual lo veremos es la siguiente sección y expresa 
el grupo fundamental del espacio 𝑋 = 𝑈 ∪ 𝑉 de manera bastante más general, cuando 𝑈 ∩
𝑉 es conexo, en términos de los grupos fundamentales de 𝑈 y 𝑉.  
Corolario 2.7.2: Supongamos que 𝑋 = 𝑈 ∪ 𝑉, donde 𝑈 y 𝑉 son conjuntos abiertos de 𝑋 
y que 𝑈 ∩ 𝑉 es conexo por caminos y no vacío. Si 𝑈 y 𝑉 son simplemente conexos entonces 
𝑋 es simplemente conexo. 















Demostración. Sean 𝒑 = (0,0,… , 1) ∈ ℝ𝑛+1 y 𝒒 = (0,0,… , −1) el “polo norte” y “el 
polo sur” de 𝑆𝑛, respectivamente. 
Paso 1. Probemos que, para 𝑛 ≥ 1, la esfera agujereada 𝑆𝑛 − {𝒑} es homeomorfa a ℝ𝑛. 
Definamos 𝑓: ( 𝑆𝑛 − {𝒑}) → ℝ𝑛 por la ecuación 
𝑓(𝑥) = 𝑓(𝑥1, … , 𝑥𝑛+1) =
1
1 − 𝑥𝑛+1
(𝑥1, … , 𝑥𝑛). 
La aplicación se denomina proyección estereográfica. (Si cogemos la recta en ℝ𝑛+1 que 
pasa por el polo norte 𝑝 y el punto 𝑥 de 𝑆𝑛 − {𝒑}, entonces esta recta interseca al 𝑛 − plano 
ℝ𝑛 × {𝟎} ⊂ ℝ𝑛+1 en el punto 𝑓(𝑥) × 𝟎. Se comprueba que 𝑓 es un homeomorfismo 
viendo que la aplicación 𝑔:ℝ𝑛 → (𝑆𝑛 − {𝒑}) dada por 
𝑔(𝑦) = 𝑔(𝑦1, … , 𝑦𝑛) = (𝑡(𝑦). 𝑦1, … , 𝑡(𝑦). 𝑦𝑛, 1 − 𝑡(𝑦)), 
donde 𝑡(𝑦) = 2/(1 + ‖𝑦‖2), es la inversa por la derecha y por la izquierda de 𝑓. 
Observemos que la aplicación reflexión (𝑥1, … , 𝑥𝑛+1) → (𝑥1, … , 𝑥𝑛, −𝑥𝑛+1) define un 
homeomorfismo entre 𝑆𝑛 − {𝒑} y 𝑆𝑛 − {𝒒}, de manera que el último espacio también es 
homeomorfo a ℝ𝑛. 
Paso 2. Probemos el teorema. Sean 𝑈 y 𝑉 los conjuntos abiertos 𝑈 = 𝑆𝑛 − {𝒑} y 𝑉 =
𝑆𝑛 − {𝒒} de 𝑆𝑛. 
Observemos primero que, para 𝑛 ≥ 2, la esfera 𝑆𝑛 es conexa por caminos. Esto se deduce 
del hecho de que 𝑈 y 𝑉 son conexos por caminos (al ser homeomorfos a ℝ𝑛) y tienen el 
común punto (1,0,…,0) de 𝑆𝑛. 




Probemos ahora que, para 𝑛 ≥ 2, la esfera 𝑆𝑛 es conexa. Los espacios 𝑈 y 𝑉 son 
simplemente conexos, al ser homeomorfos a ℝ𝑛. Su intersección es igual a 𝑆𝑛 − {𝒑, 𝒒}, 
que es homeomorfo bajo la proyección estereográfica de ℝ𝑛 − {𝟎}. El último espacio es 
conexo por caminos, ya que todo punto de ℝ𝑛 − {𝟎}  puede unirse con un punto de 𝑆𝑛−1 
por un segmento de recta y 𝑆𝑛−1 es conexo por caminos si 𝑛 ≥ 2. Entonces se aplica el 








2.8. TEOREMA DE SEIFERT - VAN KAMPEN. 
Teorema 2.8.1 (Teorema de Seifert Van Kampen): Sea 𝑋 = 𝑈 ∪ 𝑉, donde 𝑈 y 𝑉 son 
abiertos en 𝑋; supongamos que 𝑈, 𝑉 y 𝑈 ∩ 𝑉 son conexos por caminos; sea 𝑥0 ∈ 𝑈 ∩ 𝑉. 
Sea 𝐻 un grupo y sean 
1: π1(𝑈, 𝑥0) → 𝐻 y 2: π1(𝑉, 𝑥0) → 𝐻 
homomorfismos. Sean 𝜑1, 𝜑2, 𝜓1, 𝜓2 los homomorfismos indicados en el siguiente 
diagrama, cada uno de ellos inducido por la inclusión. 
 










Figura 31. Diagrama de los homomorfismos del Teorema de Seifert – Van Kampen 
Si 1  ⃘ 𝜑1 = 2 ⃘ 𝜑2, entonces existe un único homomorfismo Φ: π1(𝑋, 𝑥0) → 𝐻 tal que 
𝛷  ⃘ 𝜓1 = 1 y 𝛷  ⃘ 𝜓2 = 2. 
En este teorema afirma que si 1 y 2 son homomorfismos arbitrarios que son “compatibles 
sobre 𝑈 ∩ 𝑉”, entonces inducen un homomorfismo de π1(𝑋, 𝑥0) en 𝐻. 
La demostración del teorema se realiza en  seis pasos: 
Paso 1: Se define una aplicación 𝜌 que asigna a cada lazo 𝑓 basado en 𝑥0, contenido en 𝑈 
o en 𝑉, un elemento de 𝐻. 
Dicha aplicación 𝜌 satisface las siguientes condiciones: 
(1) Si [𝑓]𝑈 = [𝑔]𝑈, o si [𝑓]𝑉 = [𝑔]𝑉, entonces 𝜌(𝑓) = 𝑝(𝑔). 
(2) Si 𝑓 y 𝑔 están en 𝑈, o si ambas están en 𝑉, entonces 𝜌(𝑓 ∗ 𝑔) = 𝜌(𝑓). 𝜌(𝑔). 
Paso 2: Se extiende 𝜌 a una aplicación 𝜎 que asigna a cada camino 𝑓 contenido en 𝑈 o en 
𝑉, un elemento de 𝐻, tal que la aplicación 𝜎 satisface la condición (1) del Paso 1, y satisface 
la condición (2) cuando 𝑓 ∗ 𝑔 está definido. 
Paso 3: Finalmente, se extiende la aplicación 𝜎 a una aplicación 𝜔 que lleva un camino 
arbitrario 𝑓 a un elemento de 𝐻. Dicha aplicación satisfará las siguientes condiciones: 
(1) Si [𝑓] = [𝑔] entonces 𝜔(𝑓) = 𝜔(𝑔) 
(2) 𝜔(𝑓 ∗ 𝑔) = 𝜔(𝑓) ∗ 𝜔(𝑔), si 𝑓 ∗ 𝑔 está definido. 
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Paso 4: Se prueba la condición (1) para la aplicación 𝜔. 
Paso 5: Se prueba la condición (2) para la aplicación 𝜔. 
Paso 6: El teorema se obtiene  aplicando los pasos anteriores. Para cada lazo 𝑓 en 𝑋 
basado en 𝑥0, definimos 
Φ([𝑓]) = 𝜔(𝑓). 
Las condiciones (1) y (2) prueban que Φ es un homomorfismo bien definido. 
Para detalles de la demostración ver: (Munkres James R. “Topología”. Prentice Hall, 
Massachusetts, 2002. (pp. 483-488)). 
 
PRIMERA APLICACIÓN DEL TEOREMA DE SEIFERT VAN KAMPEN 
Supongamos que 𝑋 = 𝑈 ∪ 𝑉, 𝑈 ∩ 𝑉 es conexo por trayectorias y 𝜑𝑖, 𝜓𝑖 con el mismo 
significado que en teorema 2.8.1 
Teorema 2.8.2. Si 𝑈 ∩ 𝑉 es simplemente conexo, entonces 𝜋(𝑋) es el producto libre de 
𝜋(𝑈) y 𝜋(𝑉) respecto a los homomorfismos 𝜓1: 𝜋(𝑈) → 𝜋(𝑋), 𝜓2: 𝜋(𝑉) → 𝜋(𝑋). 
 
Proposición 2.8.3. Sea 𝑋 un espacio topológico tal que 𝑋 = 𝐴 ∪ 𝐵, 𝐴 ∩ 𝐵 = {𝑥0} y 𝐴 y 𝐵 













Si 𝐴 y 𝐵 fueran abiertos podríamos utilizar el Teorema de Seifert Van Kampen , pero no 
lo son . Sin embargo haremos unas modificaciones ligeras para obtener conjuntos abiertos.  
Sea 𝑎 ∈ 𝐴 − {𝑥0} y 𝑏 ∈ 𝐵 − {𝑥0}  entonces, definimos 



















Figura 35.  La retracción de 𝑈 al círculo. 
𝑉 = 𝑋 − {𝑏} 
Entonces ambos 𝑈, 𝑉 son abiertos  y son homeormorfos a una circunferencia con dos 
antenas y además  




𝑈 ∩ 𝑉 = 𝑋 − {𝑎, 𝑏} 
es contraíble. Por otra parte 𝐴, 𝐵 son retractos de deformación de 𝑈 y 𝑉 respectivamente y 
por el teorema 2.6.4.  
𝐹(𝛼) = 𝜋(𝐴, 𝑥0) = 𝜋(𝑈, 𝑥0) 
𝐹(𝛽) = 𝜋(𝐵, 𝑥0) = 𝜋(𝑉, 𝑥0) 
Donde 𝛼 y 𝛽 son lazos que recorren 𝐴 y 𝐵 una sola vuelta. Ahora podemos utilizar el 
teorema 2.8.2 sobre los conjuntos abiertos 𝑈 y 𝑉 para obtener que 𝜋(𝑋, 𝑥0) es el producto 
libre de 𝐹(𝛼) y 𝐹(𝛽), así que  
𝜋(𝑋, 𝑥0) = 𝐹(𝛼, 𝛽) = ℤ ∗ ℤ 
 
 Supongamos que conocemos los grupos fundamentales de  𝑈 ∩ 𝑉, 𝑈 y 𝑉 y que vienen 
dados por sendas presentaciones  
𝜋(𝑈 ∩ 𝑉, 𝑥0) = 〈𝑆, 𝑅〉 
𝜋(𝑈, 𝑥0) = 〈𝑆1, 𝑅1〉 
𝜋(𝑉, 𝑥0) = 〈𝑆2, 𝑅2〉 
Si 𝑠 ∈ 𝑆, entonces 𝜑1∗𝑠 ∈ 𝜋 (𝑈, 𝑥0) y 𝜑2∗𝑠 ∈ 𝜋 (𝑉, 𝑥0) por lo que podemos expresar estos 
elementos como palabras en 𝑆1𝑆2 respectivamente. Sean ‘𝜑1∗𝑠’, ‘𝜑2∗𝑠’ representaciones 
de 𝜑1∗𝑠, 𝜑2∗𝑠 como palabras en los generadores 𝑆1𝑆2 respectivamente. 
Definición. 2.8.4. Denotamos 𝑅𝑠 el siguiente conjunto de palabras en 𝑆1 ∪ 𝑆2 
                              (′𝜑1∗𝑠′)(‘𝜑2∗𝑠’)
−1                          𝑠 ∈ 𝑆 
𝑅𝑠 pensando como un conjunto de relaciones es  
{′𝜑1∗𝑠
′ = ′𝜑2∗𝑠′;  𝑠 ∈ 𝑆}. 
 
El teorema precedente es la formulación moderna del teorema de Seifert-van Kampen. 
Ahora retrocedemos a la versión clásica, que involucra el producto libre de dos grupos. 




Recordemos que si 𝐺 es el producto libre 𝐺 = 𝐺1 ∗ 𝐺2, a menudo tratamos a 𝐺1 y 𝐺2 como 
subgrupos de 𝐺, para simplificar la notación. 
El teorema de Seifert Van Kampen, expresa la estructura de grupo fundamental de un 
espacio topológico 𝑋 respecto a los grupos fundamentales de dos subespacios abiertos y 
conexos por caminos 𝑈 y 𝑉 que cubren 𝑋. Se puede emplear para obtener el grupo 
fundamental de espacios construibles a partir de espacios más sencillos. 
 
SEGUNDA APLICACIÓN DEL TEOREMA DE SEIFERT VAN KAMPEN 
Teorema 2.8.5. (versión clásica del teorema de Seifert – van Kampen). Supongamos 
las hipótesis del teorema precedente. Sea 
𝜓: 𝜋1(𝑈, 𝑥0) ∗ 𝜋1(𝑉, 𝑥0) → 𝜋1(𝑋, 𝑥0) 
el homeomorfismo del producto libre que entiende los homomorfismos 𝜓1 y 𝜓2 inducidos 
por la inclusión. Entonces 𝜓 es sobreyectivo y su núcleo es el menor subgrupo normal 𝑁 
del producto libre que contiene todos los elementos representados por palabras de la forma 
(𝜑1(𝑔)
−1, 𝜑2(𝑔)) 
para 𝑔𝜖 𝜋1(𝑈 ∩ 𝑉, 𝑥0). 
En otras palabras, el núcleo de 𝜓 está generado por todos los elementos del producto libre 
de la forma 𝜑1(𝑔)
−1𝜑2(𝑔) y sus conjugados. 
Demostración 
Como  𝜋1(𝑋, 𝑥0) está generado por las imágenes de 𝜓1 y 𝜓2 entonces 𝜓 es sobreyectiva. 
Probemos que 𝑁 ⊂ ker 𝜓. Como ker𝜓 es normal, entonces es suficiente probar que 
𝜑1(𝑔)
−1𝜑2(𝑔) pertenece a ker𝜓 para todo 𝑔𝜖 𝜋1(𝑈 ∩ 𝑉, 𝑥0). Si 𝑖: 𝑈 ∩ 𝑉 → 𝑋 es la 
aplicación inclusión, entonces 
𝜓𝜑1(𝑔) =  𝜓1𝜑1(𝑔) = 𝜑∗(𝑔) = 𝜓2𝜑2(𝑔) = 𝜓𝜑2(𝑔). 
Entonces 𝜑1(𝑔)
−1𝜑2(𝑔) pertenece al núcleo de 𝜓. 




Se deducirá entonces que 𝜓 induce un epimorfismo 
𝑘:  𝜋1(𝑈, 𝑥0) ∗  𝜋1(𝑉, 𝑥0)/𝑁 →  𝜋1(𝑋, 𝑥0). 
Probaremos que 𝑁 = ker𝜓 demostrando que 𝑘 es inyectivo. Para ello será suficiente con 
probar que 𝑘 posee una inversa por la izquierda. 
Sea 𝐻 el grupo  𝜋1(𝑈, 𝑥0) ∗  𝜋1(𝑉, 𝑥0)/𝑁.Definamos 1:  𝜋1(𝑈, 𝑥0) → 𝐻 igual a la 
inclusión de  𝜋1(𝑈, 𝑥0) en el producto libre compuesta con la proyección del producto libre 
en su cociente con 𝑁. Sea 2:  𝜋1(𝑉, 𝑥0) → 𝐻 la aplicación definida de modo análogo. 







Figura 36. Diagrama de funciones del Teorema 2.8.5. 
Es fácil ver que 1  ⃘ 𝜑1 = 2  ⃘ 𝜑2. Si 𝑔𝜖 𝜋1(𝑈 ∩ 𝑉, 𝑥0), entonces 1(𝜑1(𝑔)) es la clase 
𝜑1(𝑔)𝑁 en 𝐻, y 2(𝜑2(𝑔)) es la clase 𝜑2(𝑔)𝑁. Como 𝜑1(𝑔)
−1𝜑2(𝑔)𝜖𝑁, las clases son 
iguales. 
Se deduce del teorema (2.7.2) que existe un homomorfismo Φ:  𝜋1(𝑈, 𝑥0) → 𝐻 tal que 
Φ1  ⃘ 𝜓1 = Φ2  ⃘ 𝜓2 = 2.Probaremos que Φ es un inverso por la izquierda de 𝑘. Será 
suficiente con demostrar que Φ  ⃘𝑘 actúa como el elemento neutro sobre cualquier 
generador de 𝐻, esto es, sobre cualquier clase de la forma 𝑔𝑁, donde 𝑔 ∈  𝜋1(𝑈, 𝑥0) o 
 𝜋1(𝑉, 𝑥0). Pero si 𝑔 ∈  𝜋1(𝑈, 𝑥0), tenemos 
𝑘(𝑔𝑁) = 𝜓(𝑔) = 𝜓1(𝑔) 
de modo que  
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Φ(𝑘(𝑔𝑁)) = Φ(𝜓1(𝑔)) = 1(𝑔) = 𝑔𝑁 









CONSTRUCCIÓN DEL GRUPO FUNDAMENTAL SOBRE  
SOBRE EL TORO, LA BOTELLA DE KLEIN Y EL PLANO 
PROYECTIVO Y SU EQUIVALENCIA. 
3.1. EL GRUPO FUNDAMENTAL DEL TORO. 
Proposición 3.1. El grupo fundamental del toro es ℤ × ℤ. 
Demostración. 











Representemos al toro 𝑇 como el espacio obtenido al identificar los lados opuestos de un 
cuadrado Figura 35. Los lados 𝑎 y 𝑏 se convierten bajo la identificación los lados opuestos 







Figura 35. Representación del Toro en una región cuadrada. 
Sea y un punto interior de la región cuadrada, 𝑈 = 𝑇 − {𝑦} y 𝑉 = 𝑇 − (𝑎 ∪ 𝑏); esto es 𝑉 










Figura 36. El borde de la región cuadrada (𝑎)  da lugar a una figura 8 en 𝑇 (𝑏). 
Sea 𝑥0 𝜖 𝑈 ∩ 𝑉 apliquemos el teorema 2.8.5. (Seifert van Kampen versión clásica): 



















donde  𝜑1: 𝜋(𝑈 ∩ 𝑉, 𝑥0) → 𝜋(𝑈, 𝑥0). La unión de los círculos 𝑎 y 𝑏 es un retracto de 
deformación de 𝑈 (véase figura 36) por ello 
𝜋(𝑈, 𝑥1) = 𝐹(𝛼, 𝛽) 
donde  𝛼 y 𝛽 denotan caminos cerrados de 𝑈, con punto base en 𝑥1, que recorren una vez 
𝑎 y 𝑏, respectivamente en las direcciones indicadas, entonces 𝜋(𝑈, 𝑥1) es el grupo libre 
generado por [𝛼] y [𝛽]. Además  [𝛼] y [𝛽] están unívocamente definidos. Denotamos por 
𝛿 un camino en 𝑈 de 𝑥0 a 𝑥1 que corresponda a 𝑑, (es decir, 𝛿: 𝐼 → 𝑑 es un 
homeomorfismo), entonces 𝜋(𝑈, 𝑥0) es un grupo libre generado por [𝛿 ∗ 𝛼 ∗ 𝛿
−1] y  [𝛿 ∗
𝛽 ∗ 𝛿−1], los cuáles serán escritos de manera abreviada por 𝐴1, 𝐴2 respectivamente, en 
consecuencia  𝜋(𝑈, 𝑥0) = 𝐹(𝐴1, 𝐴2). 
Donde 𝛼−1 , 𝛽−1 y 𝛿−1 son  los caminos inversos  de 𝛼 , 𝛽 y 𝛿 
El espacio formado por un único punto {𝑥0} es un retracto de deformación fuerte de 𝑉 y 
por tanto 𝜋(𝑉, 𝑥0) = 1. Para el espacio 𝑈 ∩ 𝑉 vemos que la circunferencia 𝑐 es un retracto 
de deformación fuerte de 𝑈 ∩ 𝑉 por ello 𝜋(𝑈 ∩ 𝑉, 𝑥0) = ℤ. Así pues, si 𝛾 denota un 
camino cerrado en 𝑈 ∩ 𝑉 con punto base 𝑥0 que recorre una vez 𝑐 en la dirección indicada 
en Figura 36.(b), entonces 𝜋(𝑈 ∩ 𝑉, 𝑥0) es un grupo libre generado por [𝛾]. 
Por el teorema de Seifert – Van Kampen se tiene que 𝜋(𝑇, 𝑥0) está generado por {𝐴1, 𝐴2} 
y está sujeto a la relación siguiente  
′𝜑1∗[𝛾] = 𝜑2∗[𝛾]′ 
Ahora bien, en 𝑈 tenemos  
                         [𝜑1𝛾] = [𝛿 ∗ 𝛼 ∗ 𝛽 ∗ 𝛼
−1 ∗ 𝛽−1 ∗ 𝛿−1] 
                           = [𝛿 ∗ 𝛼 ∗ 𝛿−1][𝛿 ∗ 𝛽 ∗ 𝛿−1][𝛿 ∗ 𝛼−1 ∗ 𝛿−1][𝛿 ∗ 𝛽−1 ∗ 𝛿−1]  




                                     = 𝐴1𝐴2𝐴1
−1𝐴2
−1 
Por otra parte, ′𝜑2∗[𝛾]′=1.  
Dado que 𝛾 genera a 𝜋(𝑈 ∩ 𝑉, 𝑥0) entonces [𝜎] ∈ 𝜋(𝑈 ∩ 𝑉, 𝑥0)             [𝜎] = 𝛾
𝑚 para 






es decir  
𝜑1(𝜋(𝑈 ∩ 𝑉, 𝑥1)) = 〈𝐴1𝐴2𝐴1
−1𝐴2
−1〉 
y entonces  
〈𝜑1(𝜋(𝑈 ∩ 𝑉, 𝑥1))〉
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = 〈𝐴1𝐴2𝐴1
−1𝐴2
−1〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 
y por el teorema  
y entonces por el teorema 2.8.5. 𝜋(𝑇, 𝑥0) = 𝐹(𝐴1, 𝐴2)/〈𝐴1𝐴2𝐴1
−1𝐴2
−1〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ . 
Ahora bien como había mencionado antes si se tiene un espacio 𝑋 conexo por caminos con 
𝜋(𝑋, 𝑥) es tentador tratar de identificar a todos los grupos en 𝑋 en uno solo y hablar solo 
del grupo fundamental del espacio 𝑋, sin hacer referencia al punto base. Una gran 
dificultad de dicha idea es que no hay forma natural de identificar  𝜋(𝑋, 𝑥0) con 𝜋(𝑋, 𝑥1); 
caminos diferentes 𝛼 y 𝛽 de 𝑥0 a 𝑥1 pueden darnos isomorfismos diferentes y  por ello 
debemos tener en cuenta el punto base salvo que el grupo sea abeliano es independiente 
del camino que se tome. 
Por ello cambiando el punto base 𝑥1 vamos a probar que   
𝜋(𝑇, 𝑥1) = 𝐹(𝛼, 𝛽)/〈𝛼𝛽𝛼−1𝛽−1〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  






















pues si [𝜎]𝜖(𝜋(𝑈 ∩ 𝑉, 𝑥0) entonces 
𝜓1
′  ⃘ 𝑑∗
−1([𝜎]) = 𝜓1
′([𝑑𝜎𝑑−1]) = [𝑑𝜎𝑑−1] 
y 
𝑑∗  ⃘ 𝜓1([𝜎]) = 𝑑∗([𝜎]) = [𝑑𝜎𝑑
−1] 
pues 𝜓1 y 𝜓1
′

























pues si [𝜎]𝜖 ker 𝜓1′ en consecuencia 𝜓1′[𝜎] = 1 y por la conmutatividad del diagrama, 
𝑑∗
−1  ⃘ 𝜓1   ⃘ 𝑑∗[𝜎] = 1 entonces 𝜓1(𝑑∗[𝜎]) = 1 así 𝑑∗[𝜎] ∈ ker 𝜓1 y [𝜎] ∈ 𝑑∗
−1(ker𝜓1). 
Recíprocamente, si [𝜎] ∈ 𝑑∗
−1(ker𝜓1) entonces  𝜓1(𝑑∗[𝜎]) = 1 y luego 𝜓1′[𝜎] =
𝑑∗
−1  ⃘ 𝜓1  ⃘𝑑∗[𝜎] = 𝑑∗
−1(1) = 1 entonces [𝜎]𝜖 ker𝜓1′. 
Si  ker 𝜓1′ = 〈𝐴1𝐴2𝐴1
−1𝐴2
−1〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ tenemos que  
 
ker𝜓1′ = 𝑑∗
−1(〈𝛼𝛽𝛼−1𝛽−1〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) 
               = 〈𝑑∗−1(𝛼𝛽𝛼−1𝛽−1)〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 
       = 〈𝛼𝛽𝛼−1𝛽−1〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  
y por lo tanto 
𝜋(𝑇, 𝑥1) = 𝐹(𝛼, 𝛽)/ ker𝜓1′ = 𝐹(𝛼, 𝛽)/〈𝛼𝛽𝛼−1𝛽−1〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  
Ahora probaremos que 𝐹(𝛼, 𝛽)/〈𝛼𝛽𝛼−1𝛽−1〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  es abeliano. Es suficiente probarlo para los 
generadores ?̅? = 𝛼〈𝛼𝛽𝛼−1𝛽−1〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  y ?̅? = 𝛽〈𝛼𝛽𝛼−1𝛽−1〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . Notemos que 
𝛼𝛽(𝛽𝛼)−1 = 𝛼𝛽𝛼−1𝛽−1𝜖〈𝛼𝛽𝛼−1𝛽−1〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  
lo que implica que  
?̅??̅? = 𝛼𝛽̅̅̅̅ = 𝛼𝛽̅̅̅̅ = ?̅??̅? 
por lo tanto 𝐹(𝛼, 𝛽)/〈𝛼𝛽𝛼−1𝛽−1〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  es abeliano, y ya que [𝐹(𝛼, 𝛽), 𝐹(𝛼, 𝛽)] es un subgrupo 
normal de 𝐹(𝛼, 𝛽) que hace abeliano al cociente tenemos que  
[𝐹(𝛼, 𝛽), 𝐹(𝛼, 𝛽)]  ⊂ 〈𝛼𝛽𝛼−1𝛽−1〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  
y por otra parte,𝛼𝛽𝛼−1𝛽−1𝜖[𝐹(𝛼, 𝛽), 𝐹(𝛼, 𝛽)] y como 〈𝛼𝛽𝛼−1𝛽−1〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  es el menor subgrupo 
normal que contiene a𝛼𝛽𝛼−1𝛽−1 tenemos que  


















〈𝛼𝛽𝛼−1𝛽−1〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ⊂ [𝐹(𝛼, 𝛽), 𝐹(𝛼, 𝛽)] 
y por lo tanto 
〈𝛼𝛽𝛼−1𝛽−1〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = [𝐹(𝛼, 𝛽), 𝐹(𝛼, 𝛽)] 
y entonces 
𝜋(𝑇, 𝑥1) = 𝐹(𝛼, 𝛽)/〈𝛼𝛽𝛼−1𝛽−1〉̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  
y por la proposición 1.11.13.  𝐹(𝛼, 𝛽)/[𝐹(𝛼, 𝛽), 𝐹(𝛼, 𝛽)] es un grupo abeliano libre de 
dos generadores y por lo tanto isomorfo a ℤ × ℤ y, por lo tanto, 𝜋(𝑇, 𝑥0) es el grupo con 
la presentación ({𝐴1, 𝐴2}, {𝐴1𝐴2𝐴1
−1𝐴2






3.2. GRUPO FUNDAMENTAL DE LA BOTELLA DE KLEIN.  
 
El grupo fundamental de la botella de Klein 𝑲 lo representaremos como en la figura 39.(a) 



















Figura 39. Polígono fundamental de la botella de Klein. 
Sea 𝑈 = 𝐾 − {𝑦} y 𝑉 = 𝐾 − (𝑎 ∪ 𝑏); donde 𝑉 es el interior de la región cuadrada entonces 
𝑈, 𝑉, 𝑈 ∩ 𝑉 son abiertos y conexos por caminos satisfacen las condiciones para poder 
emplear el teorema de Seifert-Van Kampen. El borde de la región cuadrada, después de la 
identificación, es una figura 8 y esta figura es un retracto de deformación fuerte de 𝑈 como 








Sea 𝛿 = [𝑑], entonces tenemos que 𝜋(𝑈, 𝑥0) es un grupo libre generado por {[𝛼], [𝛽]} 
donde 𝛼, 𝛽 denotan caminos que corresponden a 𝑎, 𝑏 respectivamente, esto es 
𝜋(𝑈, 𝑥0) = 𝐹(𝛼, 𝛽 ) 
Si 𝛿 denota el camino correspondiente a 𝛼, 𝜋(𝑈, 𝑥0) es el grupo libre generado por [𝛿 ∗
𝛼 ∗ 𝛿−1] y [𝛿 ∗ 𝛽 ∗ 𝛿−1], generadores que escribiremos abreviadamente como 𝐴1 y 𝐴2 
respectivamente. 
El espacio 𝑉 es contráctil y, por tanto,  𝜋(𝑉, 𝑥0) = 1. Además la circunferencia 𝑐 es un 
retracto de deformación fuerte de 𝑈 ∩ 𝑉, por lo que 𝜋(𝑈 ∩ 𝑉, 𝑥0) es un grupo libre 
generado por [𝛾] = 𝑐, donde 𝛾 es un camino de 𝑈 ∩ 𝑉 que recorre una vez 𝑐 en la dirección 
indicada. 




En 𝑈 tenemos 
             [𝜑1𝛾] = [𝛿 ∗ 𝛼 ∗ 𝛽 ∗ 𝛼
−1 ∗ 𝛽 ∗ 𝛿−1] 
= [𝛿 ∗ 𝛼 ∗ 𝛿−1] ∗ [𝛼 ∗ 𝛽 ∗ 𝛿−1][𝛿 ∗ 𝛼−1 ∗ 𝛿−1][𝛿 ∗ 𝛽 ∗ 𝛿−1] 
                       = 𝐴1𝐴2𝐴1
−1𝐴2.  
Por otra lado se tiene que 𝜑2[𝛾] = 1.  
Así pues, en virtud del teorema de Seifert – Van Kampen obtenemos inmediatamente el 








3.3. EL GRUPO FUNDAMENTAL DEL PLANO PROYECTIVO. 
El grupo fundamental del plano proyectivo real es el grupo cíclico de orden 2. 
Demostración.  
Consideremos el plano proyectivo real ℝ𝑃2 como el espacio de identificación de  Figura 
41. (a). Denotemos por 𝑥0, 𝑥1,𝑦, 𝑐 y 𝑑 los puntos, donde 𝑦 es el centro de la  circunferencia 
representado en la Figura 41.(b)  
Sean 𝑈 = ℝ𝑃2 − {𝑦} y 𝑉 = ℝ𝑃2 − 𝑎 abierto, por ello 𝑈 ∩ 𝑉es abierto. 𝑈, 𝑉, 𝑈 ∩ 𝑉, son 















de Seifert – Van Kampen. La curva 𝑎 representa una circunferencia en ℝ𝑃2 y es un retracto 









Así pues, 𝜋(𝑈, 𝑥0) es un grupo libre generado por [𝛼] el cual es un camino de 𝑈 que 
corresponde a 𝑎. Si 𝛿 denota el camino de 𝑥0 a 𝑥1 que corresponde a 𝑑, esto es 𝛿 = [𝑑], 
entonces 𝜋(𝑈, 𝑥0) es el grupo libre generado por [𝛿 ∗ 𝑎 ∗ 𝛿
−1] = 𝐴. 
𝜋(𝑈, 𝑥0) = 𝐹(𝐴) 
El subespacio 𝑉 es contráctil al punto 𝑥0 y, por tanto, 𝜋(𝑉, 𝑥0) = 1. La circunferencia 𝑐 es 
un retracto de deformación fuerte de 𝑈 ∩ 𝑉, por lo que 𝜋(𝑈 ∩ 𝑉, 𝑥0) es el grupo libre 
generado por [𝛾], donde 𝛾 denota un camino de 𝑈 ∩ 𝑉, con punto base 𝑥0, que corrsponde 
a 𝑐; esto es, recorre una vez 𝑐 en la dirección indicada. En virtud del teorema de Seifert- 
Van Kampen resulta que 𝜋(ℝ𝑃2, 𝑥0) es el grupo generado por 𝐴 con la relación 
′𝜑1∗[𝛾]′ = ′𝜑2∗[𝛾]′ 
En 𝑈 tenemos  
[𝜑1𝛾] = [𝛿 ∗ 𝛼 ∗ 𝛼 ∗ 𝛿
−1] = [𝛿 ∗ 𝛼 ∗ 𝛿−1][𝛿 ∗ 𝛼 ∗ 𝛿−1] = 𝐴2 
y dado que 𝛾 genera a 𝜋(𝑈 ∩ 𝑉, 𝑥0) significa que [𝜎]𝜖 𝜋(𝑈 ∩ 𝑉) es cualquier elemento 
arbitrario entonces [𝜎] = 𝛾𝑚 para algún 𝑚 ∈ ℤ. Así, 






𝑚 = (𝐴2)𝑚 
y entonces  
𝜑1( 𝜋(𝑈 ∩ 𝑉, 𝑥0)) = 〈𝐴
2〉 
pues como 〈𝐴〉 es abeliano y 〈𝐴2〉 un subgrupo de 〈𝐴〉 = 𝜋(𝑈, 𝑥0). 
Entonces tenemos el menor subgrupo normal de 𝜋(𝑈, 𝑥0) que contiene a 𝐼𝑚𝜑1 es el 
subgrupo generado por 〈𝐴2〉, es decir, 
〈𝜑1( 𝜋(𝑈 ∩ 𝑉, 𝑥0))〉
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 〈𝐴2〉̅̅ ̅̅ ̅̅  
ahora, por el teorema 2.8.5.  
𝜋(ℝ𝑃2, 𝑥0) = 〈𝐴〉/〈𝐴
2〉 
 Haciendo un cambio de base como en el caso del Toro tenemos que 𝜋(ℝ𝑃2, 𝑥0) ≅







 Se determinó el grupo fundamental del Toro, la botella de Klein y el plano 
proyectivo, y así se puede asociar a que grupos son isomorfos teniendo en cuenta su 
representación de grupo. 
 La teoría de homotopía es muy importante dentro del estudio de los grupos pues nos 
permite ver como un espacio se puede deformar continuamente en otro. 




 A través de la estructura de los espacios recubridores se llegó a comprender el grupo 
fundamental del círculo. 
 Las retracciones y puntos fijos son de gran valor para calcular el grupo fundamental 
de un espacio, y a través de la retracción se pudo reducir un espacio a un punto y su 
concepto está muy ligado con el de homotopía. 
 Mediante el Teorema de Seifert Van Kampen hemos podido dividir un espacio en 
tres subespacios abiertos y arco conexos, y si se conocen sus grupos fundamentales 
es posible poder encontrar el grupo del espacio en general. 
 El procedimiento para determinar el grupo fundamental del toro y el plano 
proyectivo son parecidos pero tienen distintas representaciones de grupo. 







RECOMENDACIONES Y SUGERENCIAS 
 
 Recomiendo a los lectores tener bien definido los conceptos de álgebra como son 
grupo cociente, producto directo, grupo libre entre otros, también es importante 
entender su estructura que lo identifica, caso contrario será difícil llegar a 
entender a profundidad el grupo fundamental de un espacio. 




 En el cálculo del grupo fundamental debemos tener en cuenta quien es nuestro 
punto base pues de lo contrario  pueden conducirnos a hacer un mal cálculo del 
grupo fundamental. 
 Insto a aquellos que estén interesados en estudiar el grupo fundamental que 
investiguen pues está asociado con la viroñogía en los anudamientos del ADN y 
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ANEXOS 
ANIMACIONES EN MATHEMATICA 7.0 
HOMOTOPÍA ENTRE SUPERFICIES 
Homotopía entre el cilindro y la corona circular 




Empleamos la parametrización del cilindro 
𝑓(𝑢) = (cos 𝑢 , sin 𝑢 , 𝑟) 
y la parametrización de la corona circular 
𝑔(𝑢) = ((1 + 𝑟) ∗ cos 𝑢 , (1 + 𝑟) sin 𝑢 , 0) 
Utilizando la homotopía de rectas encontraremos una homotopía entre 𝑓 y 𝑔 
𝐻(𝑢, 𝑡) = (1 − 𝑡)𝑓(𝑢) + 𝑡𝑔(𝑢) 
 𝐻(𝑢, 𝑡) = {(1 − 𝑡)Cos[𝑢] + 𝑡(1 + 𝑟)Cos[𝑢], (1 − 𝑡)Sin[𝑢] + 𝑡(1 + 𝑟)Sin[𝑢], (1 −
𝑡)𝑟} 
En mathematica: 
 Animate[ParametricPlot3D[{(1 − 𝑡)Cos[𝑢] + 𝑡(1 + 𝑟)Cos[𝑢], (1 − 𝑡)Sin[𝑢] +
𝑡(1 + 𝑟)Sin[𝑢], (1 − 𝑡)𝑟}, {𝑢, 0,2Pi}, {𝑟, 0,1}, PlotRange−>
  {{−2,2}, {−2,2}, {−2,2}}, AspectRatio−> Automatic,Mesh →









La función que lleva los puntos de la esfera al plano es 
 











Utilizamos la parametrización de la esfera 
ℎ(𝑢, 𝑣) = (cos 𝑢 cos 𝑣 , cos 𝑢 sin 𝑣 , sin 𝑢) 
Y obtenemos la homotopía 
𝑔(𝑢, 𝑣) = (cos 𝑢 cos 𝑣 + 
cos𝑢 cos𝑣
1−sin𝑢
, cos 𝑢 sin 𝑣 +
cos𝑢 sin𝑣
1−sin𝑢
, sin 𝑢) 
 En mathematica 
Animate[ParametricPlot3D[{(1 − 𝑡) ∗ Cos[𝑢] ∗ Cos[𝑣] + 𝑡
∗ (Cos[𝑢] ∗ Cos[𝑣]) (1 − Sin[𝑢])⁄ , (1 − 𝑡) ∗ Cos[𝑢] ∗ Sin[𝑣] + 𝑡
∗ (Cos[𝑢] ∗ Sin[𝑣]) (1 − Sin[𝑢])⁄ , (1 − 𝑡) ∗ Sin[𝑢]}, {𝑢, 0,2Pi},
{𝑣, 0,2Pi}, AspectRatio → Automatic,
Mesh → None, PlotStyle−









DEMOSTRACIÓN DEL  TEOREMA DE SEIFERT - VAN KAMPEN. 
Teorema 2.7.1 (Teorema de Seifert Van Kampen): Sea 𝑋 = 𝑈 ∪ 𝑉, donde 𝑈 y 𝑉 son 
abiertos en 𝑋; supongamos que 𝑈, 𝑉 y 𝑈 ∩ 𝑉 son conexos por caminos; sea 𝑥0 ∈ 𝑈 ∩ 𝑉. 
Sea 𝐻 un grupo y sean 




1: π1(𝑈, 𝑥0) → 𝐻 y 2: π1(𝑉, 𝑥0) → 𝐻 
 homomorfismos. Sean 𝑖1, 𝑖2, 𝑗1, 𝑗2 los homomorfismos indicados en el siguiente diagrama, 






Figura 29. Diagrama de los homomorfismos 𝑖1, 𝑖2, 𝑗1 y 𝑗2. 
Si 1  ⃘ 𝑖1 = 2  ⃘ 𝑖2, entonces existe un único homomorfismo Φ:π1(𝑋, 𝑥0) → 𝐻 tal que 
𝛷  ⃘ 𝑗1 = 1 y 𝛷  ⃘ 𝑗2 = 2. 
En este teorema afirma que si 1 y 2 son homomorfismos arbitrarios que son “compatibles 
sobre 𝑈 ∩ 𝑉”, entonces inducen un homomorfismo de π1(𝑋, 𝑥0) en 𝐻. 
Demostración 
El teorema 2.1.5. afirma que π1(𝑋, 𝑥0) está generado por las imágenes de 𝑗1 y 𝑗2. El valor 
de 𝛷 sobre el generador 𝑗1(𝑔1) debe ser igual a 1(𝑔1), y su valor sobre 𝑗2(𝑔2) debe 
coincidir con 2(𝑔2). Entonces Φ está completamente determinado por 1 y 2. La 
demostración de que Φ es un caso aparte. 
Por comodidad introduciremos la siguiente notación: dado un camino 𝑓 en 𝑋, escribiremos 
[𝑓] para denotar su clase de homotopía de caminos en 𝑋. Si 𝑓 está en 𝑈, entonces [𝑓]𝑈 
denotará su clase de homotopía de caminos en 𝑈. Las notaciones [𝑓]𝑉 y [𝑓]𝑈∩𝑉 se definen 
de modo similar. 
Paso 1. Comenzamos definiendo una aplicación 𝜌 que asigna a cada lazo 𝑓 basado en 𝑥0, 
contenido en 𝑈 o en 𝑉, un elemento de 𝐻. Definimos 
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𝜌(𝑓) = 1([𝑓]𝑈) si 𝑓 está en 𝑈, 
𝜌(𝑓) = 2([𝑓]𝑉) si 𝑓 está en 𝑉, 
Entonces 𝜌 está bien definida, ya que si 𝑓 está en la intersección de 𝑈 y 𝑉, entonces  
1([𝑓]𝑈) = 1𝑖1([𝑓]𝑈∩𝑉) y 2([𝑓]𝑈) = 2𝑖2([𝑓]𝑈∩𝑉) 
y estos dos elementos de 𝐻 son iguales por hipótesis. La aplicación 𝜌 satisface las 
siguientes condiciones: 
(3) Si [𝑓]𝑈 = [𝑔]𝑈, o si [𝑓]𝑉 = [𝑔]𝑉, entonces 𝜌(𝑓) = 𝑝(𝑔). 
(4) Si 𝑓 y 𝑔 están en 𝑈, o si ambas están en 𝑉, entonces 𝜌(𝑓 ∗ 𝑔) = 𝜌(𝑓). 𝜌(𝑔). 
La primera afirmación se satisface por definición, y la segunda porque tanto 1 como 2 
son homomorfismos. 
Paso 2. Ahora vamos a extender 𝜌 a una aplicación 𝜎 que asigna a cada camino 𝑓 
contenido en 𝑈 o en 𝑉, un elemento de 𝐻, tal que la aplicación 𝜎 satisface la condición 
(1) del Paso 1, y satisface la condición (2) cuando 𝑓 ∗ 𝑔 está definido. 
Para comenzar elegimos, para cada 𝑥 en 𝑋, un camino 𝛼𝑥 desde 𝑥0 hasta 𝑥 como 
sigue:𝑥 = 𝑥0, sea 𝛼𝑥 un camino en 𝑈 ∩ 𝑉. Y si está en 𝑈 o en 𝑉 pero no en 𝑈 ∩ 𝑉, sea 
𝛼𝑥 un camino en 𝑈 o en 𝑉, respectivamente. 
Entonces para cualquier camino 𝑓 en 𝑈 o en 𝑉, definimos un lazo 𝐿(𝑓) en 𝑈 o en 𝑉, 
respectivamente, basado en 𝑥0 por la ecuación 
𝐿(𝑓) = 𝛼𝑥 ∗ (𝑓 ∗ ?̅?𝑦) 


















Figura 44. Ilustración de 𝐿(𝑓). 
Finalmente, definimos 
𝜎(𝑓) = 𝜌(𝐿(𝑓)). 
Probemos que 𝜎 es una extensión de 𝜌. Si 𝑓 es un lazo basado en 𝑥0 que está en 𝑈 o en 
𝑉, entonces 
𝐿(𝑓) = 𝑒𝑥0 ∗ (𝑓 ∗ 𝑒𝑥0) 
ya que 𝛼𝑥0 es el camino constante  en 𝑥0. Entonces 𝐿(𝑓) es homotópica por caminos a 𝑓 
en 𝑈 o en 𝑉, de modo que 𝜌(𝐿(𝑓)) = 𝜌(𝑓) por la condición (1) para 𝜌. Por tanto, 𝜎(𝑓) =
𝜌(𝑓). 
Para comprobar la condición (1), sean 𝑓 y 𝑔 caminos homotópicos en 𝑈 o en 𝑉 a 𝐿(𝑓 ∗ 𝑔), 
por lo que 
𝜌(𝐿(𝑓 ∗ 𝑔)) = 𝜌(𝐿(𝑓) ∗ 𝐿(𝑔)) = 𝜌(𝐿(𝑓)). 𝜌(𝐿(𝑔)) 
por las condiciones (1) y (2) para 𝜌. Por tanto, 𝜎(𝑓 ∗ 𝑔) = 𝜎(𝑓). 𝜎(𝑔). 
Paso 3. Finalmente, extendemos la aplicación 𝜎 a una aplicación 𝜔 que lleva un camino 
arbitrario 𝑓 a un elemento de 𝐻. Dicha aplicación satisfará las siguientes condiciones: 
(3) Si [𝑓] = [𝑔] entonces 𝜔(𝑓) = 𝜔(𝑔) 




(4) 𝜔(𝑓 ∗ 𝑔) = 𝜔(𝑓) ∗ 𝜔(𝑔), si 𝑓 ∗ 𝑔 está definido. 
Dado 𝑓, escogemos una partición 𝑠0 < ⋯ < 𝑠𝑛 de [0,1] tal que 𝑓 aplica cada uno de los 
subintervalos [𝑠𝑖−1, 𝑠𝑖] en 𝑈 o en 𝑉. Denotemos por 𝑓𝑖 la aplicación lineal positiva del 
intervalo [0,1] en el intervalo [𝑠𝑖−1, 𝑠𝑖] compuesta con 𝑓. Entonces 𝑓𝑖 es un camino en 𝑈 o 
en 𝑉, y 
[𝑓] = [𝑓𝑖] ∗ … ∗ [𝑓𝑛]. 
Si 𝜔 debe ser una extensión de 𝜎 satisfaciendo (1) y (2), debe verificarse 
(∗)     𝜔(𝑓) = 𝜎(𝑓1). 𝜎(𝑓2)…𝜎(𝑓𝑛). 
De modo que utilizaremos esta ecuación como definición de 𝜔. 
Se probará que esta definición es independiente de la elección del subintevalo. 
Será suficiente con probar que el valor de 𝜔(𝑓) permanece invariable si añadimos un único 
punto 𝑝 para la partición. Sea 𝑖 el índice tal que 𝑠𝑖−1 < 𝑝 < 𝑠𝑖. Si calculamos 𝜔(𝑓) 
utilizando esta nueva partición, el único cambio en la fórmula (∗) es que el factor 𝜎(𝑓1) 




′′ son las aplicaciones 
lineales positivas de [0,1] en [𝑠𝑖−1, 𝑝] y [𝑝, 𝑠𝑖], respectivamente, compuestas con 𝑓. Pero 
𝑓𝑖 es homotópica por caminos a 𝑓𝑖
′ ∗ 𝑓𝑖
′′ en 𝑈 o en 𝑉, de modo que 𝜎(𝑓𝑖) = 𝜎(𝑓𝑖
′). 𝜎(𝑓𝑖
′′), 
por las condiciones (1) y (2) para 𝜎. Por tanto, 𝜔 está bien definida. 
Se deduce que 𝜔 es una extensión de 𝜎. En efecto, si 𝑓 está en 𝑈 o en 𝑉, podemos utilizar 
la partición trivial de [0,1] para definir 𝜔(𝑓); entonces 𝜔(𝑓) = 𝜎(𝑓) por definición. 
Paso 4. Probemos la condición (1) para la aplicación 𝜔. Esta parte de la demostración 
requiere tomar precauciones. 




En primer lugar verificaremos esta condición en un caso especial. Sean 𝑓 y 𝑔 caminos en 
𝑋 desde 𝑥 hasta 𝑦, y sea 𝐹 una homotopía de caminos entre ellos. Supongamos la hipótesis 
adicional  que  existe una partición 𝑠0 < ⋯ < 𝑠𝑛 de [0,1] tal que 𝐹 aplica cada rectángulo 
𝑅𝑖 = [𝑠𝑖−1, 𝑠𝑖] × 𝐼 dentro de 𝑈 o de 𝑉. Se probará en este caso que 𝜔(𝑓) = 𝜔(𝑔). 
Dado 𝑖, consideremos la aplicación lineal positiva de [0,1] en  [𝑠𝑖−1, 𝑠𝑖] compuesta con 𝑓 
o con 𝑔 y denominemos a estos dos caminos 𝑓𝑖 y 𝑔𝑖, respectivamente. La restricción de 𝐹 
a cada rectángulo 𝑅𝑖 nos proporciona una homotopía entre 𝑓𝑖 y 𝑔𝑖 que toma valores en 𝑈 
o en 𝑉 pero no es una homotopía de caminos, ya que los extremos de los caminos trazados 
por los extremos durante la homotopía. Definimos 𝛽𝑖 es un camino en 𝑋 desde 𝑓(𝑠𝑖) hasta 
𝑔(𝑠𝑖). Los caminos 𝛽0 y 𝛽𝑛 son los caminos constantes en 𝑥 e 𝑦, respectivamente como  






Figura 45. Representación de la partición del intervalo [0,1]  que aplica 𝐹 en 𝑈 o en  𝑉.     
Probaremos que, para cada 𝑖,  
𝑓𝑖 ∗ 𝛽𝑖 ≃ 𝛽𝑖−1 ∗ 𝑔𝑖 
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En el rectángulo 𝑅𝑖, consideremos el camino que recorre los lados inferior y derecho de 
𝑅𝑖, desde 𝑠𝑖−1 × 0 hasta 𝑠𝑖 × 1; si componemos este camino con la aplicación 𝐹 obtenemos 
el camino 𝑓𝑖 ∗ 𝛽𝑖 . Análogamente, si consideramos el camino que recorre los lados 
izquierdo y superior de 𝑅𝑖 y lo componemos con 𝐹 obtenemos el camino 𝛽𝑖−1 ∗ 𝑔𝑖. Como 
𝑅𝑖 es convexo, existe una homotopía de caminos en 𝑅𝑖 entre estos dos caminos; si 
componemos con 𝐹 obtenemos una homotopía de caminos entre 𝑓𝑖 ∗ 𝛽𝑖y 𝛽𝑖−1 ∗ 𝑔𝑖 que 
tiene lugar en 𝑈 o en 𝑉, como deseábamos. 
Se deduce de las condiciones (1) y (2) que  
𝜎(𝑓𝑖). 𝜎(𝛽𝑖) = 𝜎(𝛽𝑖−1). 𝜎(𝑔𝑖) 
de modo que 
(∗∗)  𝜎(𝑓𝑖) = 𝜎(𝛽𝑖−1). 𝜎(𝑔𝑖). 𝜎(𝛽𝑖)
−1 
De manera similar se deduce que puesto que 𝛽0 y 𝛽𝑛 son caminos constantes, 𝜎(𝛽𝑛) = 1. 
De la igualdad 𝛽0 ∗ 𝛽0 = 𝛽0 se deduce 𝜎(𝛽0) ∗ 𝜎(𝛽0) = 𝜎(𝛽0). 
Ahora calculamos 𝜔 del siguiente modo: 
𝜔(𝑓) = 𝜎(𝑓1). 𝜎(𝑓2)…  𝜎(𝑓𝑛). 
Sustituyendo (∗∗) en esta ecuación y simplificando, obtenemos la ecuación  
𝜔(𝑓) = 𝜎(𝑔1). 𝜎(𝑔2)…𝜎(𝑔𝑛) = 𝜔(𝑔). 
Por tanto hemos probado la condición (1) en un caso general. Dados 𝑓 y 𝑔 y una 
homotopía de caminos 𝐹 entre ellos, consideremos subdivisiones 𝑠0, … , 𝑠𝑛  y 𝑡0, … , 𝑡𝑚 de 
[0,1] tales que 𝐹 aplica cada rectángulo [𝑠𝑖−1, 𝑠𝑖] × [𝑡𝑗−1, 𝑡𝑗] en 𝑈 o en 𝑉. Sea 𝑓𝑗 el camino 
𝑓𝑗(𝑠) = 𝐹(𝑠, 𝑡𝑗); entonces 𝑓0 = 𝑓 y 𝑓𝑚 = 𝑔. La pareja de caminos 𝑓𝑗−1 y 𝑓𝑗 satisfacen las 
condiciones de nuestro caso especial, de modo que 𝜔(𝑓) = 𝜔(𝑔), como deseábamos. 




Paso 5. Ahora probaremos la condición (2) para la aplicación 𝜔. Dado un camino 𝑓 ∗ 𝑔 
en 𝑋, escojamos una subdivisión 𝑠0 < ⋯ < 𝑠𝑛 de [0,1] que contenga al punto 1/2 como 
un punto de la subdivisión, tal que 𝑓 ∗ 𝑔 aplica cada subintervalo en 𝑈 o en 𝑉. Sea 𝑘 el 
índice tal que 𝑠𝑘 = 1/2. 
Para 𝑖 = 1,… , 𝑘, la aplicación lineal positiva de [0,1] en [𝑠𝑖−1, 𝑠𝑖] compuesta con la 
aplicación 𝑓 ∗ 𝑔 coincide con la aplicación lineal positiva de [0,1] en [2𝑠𝑖−1, 2𝑠𝑖] 
compuesta con 𝑓; denotemos esta aplicación por 𝑓𝑖. De manera análoga, para cada  𝑖 =
𝑘 + 1,… , 𝑛, la aplicación lineal positiva de [0,1] en [𝑠𝑖−1, 𝑠𝑖], compuesta también con 𝑓 ∗
𝑔 coincide con la aplicación lineal positiva de [0,1] en [2𝑠𝑖−1 − 1, 2𝑠𝑖 − 1] compuesta con 
𝑔; denotemos esta aplicación por 𝑔𝑖−𝑘. Usando la subdivisión 𝑠0, … , 𝑠𝑛 para dominio del 
camino 𝑓 ∗ 𝑔 obtenemos 
𝜔(𝑓 ∗ 𝑔) = 𝜎(𝑓1)…  𝜎(𝑓𝑘). 𝜎(𝑔1)…  𝜎(𝑔𝑛−𝑘). 
Usando la subdivisión 2𝑠0, … ,2𝑠𝑘 para el camino 𝑓 tenemos 
𝜔(𝑓) = 𝜎(𝑓1)…  𝜎(𝑓𝑘). 
Y utilizando la subdivisión 2𝑠𝑘 − 1,… ,2𝑠𝑛 − 1 para el camino 𝑔 tenemos  
𝜔(𝑔) = 𝜎(𝑔1)…  𝜎(𝑔𝑛−𝑘). 
Por tanto, la condición (2) se satisface trivialmente. 
Paso 6. El teorema se obtiene ahora aplicando los pasos anteriores. Para cada lazo 𝑓 en 𝑋 
basado en 𝑥0, definimos 
Φ([𝑓]) = 𝜔(𝑓). 
Las condiciones (1) y (2) prueban que Φ es un homomorfismo bien definido. 
Probemos que Φ  ⃘𝑗1 = 1. Si 𝑓 es un lazo en 𝑈, entonces 
1([𝑓]𝑈) = Φ([𝑓]) 
              = 𝜔(𝑓) 




                                     = 𝜌(𝑓) = 1([𝑓]𝑈) 
Como se deseaba. De forma similar se demuestra Φ  ⃘𝑗2 = 2. 
 
 
