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Abstract 
The objective of this research is to present a systematic review of the non-parametric modal analysis methods in 
the frequency domain. Peak picking (PP), frequency domain decomposition (FDD), enhanced frequency domain 
decomposition (EFDD), and frequency–spatial domain decomposition (FSDD) are revisited and didactically 
illustrated by means of modal identification for a study case proposed in previous researches. Algorithm schemes are 
illustrated to summarize these frequency domain OMA techniques. Modal frequencies, modal damping ratios, and 
modal shapes are estimated using the different OMA techniques and compared to estimations obtained by the free 
decay (FD) method reported in previous researches. These are employed to compare the results obtained by the 
methods presented herein and show a very good correlation in obtaining modal frequencies and a low correlation in 
the case of modal damping. 
Keywords: operational modal analysis, peak picking, frequency domain decomposition, enhanced frequency 
domain decomposition, frequency–spatial domain decomposition 
 
1. Introduction 
Operational modal analysis (OMA) arises as a response to the need to identify the modal parameters of the structures, 
which may be difficult, expensive, or restricted for conventional experimental modal analysis (EMA). OMA is addressed in the 
modal parameters identification for systems subjected to one or more excitation sources, which cannot be measured [1-2]. 
These excitation signals are produced in normal operating conditions of the system under environmental forces [3]. Thus, the 
system response is the only information available for identification purposes [4-5]. OMA has been widely used in civil 
engineering since the 1990s as environmental tests [3, 6-7]. Due to the advantages provided by these methods, their use has 
spread to other areas such as aerospace engineering [8-10] and mechanical engineering [11-15], as well as monitoring of 
equipment for preventive maintenance [6, 16-17].  
OMA methods obtain information physically related to structure from correlation functions and spectral densities [2, 4]. 
The methods available to perform these analyses can be carried out in the time domain and the frequency domain. In the time 
domain identification in OMA, the information is extracted from the correlation functions [18]. The biggest drawback of using 
these identification techniques is that all modes contribute to the range of the problem at any time when working with free 
decays, usually estimated as correlation functions. However, it is possible to obtain bias-free data [4]. 
Frequency domain methods start with estimating the output response spectrum. The main advantage of these methods is 
the simplicity and speed with which the modal parameters can be obtained at a very low computational cost, compared to those 
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in the time domain. [3]. Employing a frequency domain approach allows a natural division of the information in the data to 
identify the modes of interest, and simplifying the identification model since it would only be necessary to model the modes in 
the selected frequency band [19-20]. However, the results of this scheme depend directly on the resolution of the estimation of 
the power spectral density (PSD), which suffers some type of bias [4, 20-21]. 
These methods can be parametric, when it is assumed that the sampled data comes from a specific probability distribution 
or; in contrast, these methods can be non-parametric, when it is assumed that the distribution from which the sample comes 
cannot be defined a priori [2]. 
The parametric approaches can be used only when there is enough information about the studied signal, which allows the 
formulation of a model. These methods may offer more accurate spectral estimations (inputs to the OMA methods) than the 
non-parametric ones in cases where the data effectively satisfies the model assumed by the previous methods. However, “in the 
more likely case that the data do not satisfy the assumed models and the non-parametric methods may outperform the 
parametric ones owing to the sensitivity of the latter to model misspecifications” [22]. 
The literature presents reviews articles of different OMA methods [2, 3, 6], and some of them show cases of the interest 
that allow comparing the results obtained between the different methods [7, 20]. In this research, it is intended to condense only 
non-parametric OMA methods in the frequency domain, which explains their use in a simple way. The objective of this 
research is to present a systematic review of the non-parametric modal analysis methods in the frequency domain, which shows 
the advantages and disadvantages of their use when obtaining the modal parameters of a system. This paper shows under what 
conditions these methods can be used and what results can be obtained when applied in the identification of a system.  
A classical two-degree-of-freedom mass-spring-damper system is tackled as a case study. The modal parameters of this 
system; modal frequencies, modal damping ratios, and modal shapes are estimated, by means of different frequency domain 
techniques and the results are compared with those ones obtained by the free decay (FD) technique [23]. 
2. Operational Modal Analysis 
The development of these methods, in the time domain and the frequency domain, has evolved since the 90s. Towards 
1992, the natural excitation technique (NExT) was developed by James & Carne [11, 24]. They proposed that the correlation 
function is the addition of decaying sinusoids, each one with a damped natural frequency and a damping ratio related to a 
modal form of the structure [11, 24]. As an extension of the EMA in 1993, Felber [25] applied this technique in the evaluation 
of the dynamic characteristics of a bridge and compared its results with those obtained using modal analysis techniques, 
concluding that the modal parameters could be obtained even with very low excitations. Then, James, Carne, and Lauffer [26] 
published a new theoretical derivation of NExT, which compares the experimental results calculated using NExT with 
analytical predictions of damping using aeroelastic theory. This study concludes that NExT provides the necessary information 
to refine analytical predictions. However, a difference in the expected damping in close modes is observed, due to the inability 
of NExT to separate symmetric and anti-symmetric modes [26]. 
The basic frequency domain method is the peak picking (PP) technique, based on the relationship between the input and 
output of PSD in a random process [3, 27-28]. In this method, the natural frequencies are obtained directly from the peaks 
present in the PSD function. This basic technique provides reliable results for well-separated modes, though it is limited bythe 
resolution of the PSD, the extraction of the operational form of deviation (ODS) instead of the modal form of the system, the 
low precision in damping ratio’s calculation, and the restriction when dealing with systems with closing modes [3, 6]. 
In 2000, Brincker, Zhang, and Andersen [29] published an extension of the PP method. Those authors proposed a singular 
value decomposition of the PSD matrix into a set of functions of auto-spectral density each corresponding to a 
degree-of-freedom (DOF). They presented the development of this technique, which they named frequency domain 
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decomposition (FDD). They simulated the response of a two-storey building loaded with noise and closing modes. This 
response was analyzed using the FDD technique, the natural frequencies, damping ratios, and mode shapes were identified 
with high accuracy [29]. Later, in 2001, Bricker, Ventura, and Andersen presented the enhanced frequency domain 
decomposition (EFDD) method. In this method, the singular values (SV) in the vicinity of the natural frequencies are 
transferred back to the time domain using the inverse of the fast Fourier transform (IFFT) and the damping coefficients are 
obtained by using logarithmic decrease techniques [30-31]. 
To obtain more precise results, Zhang [33] proposed the frequency–spatial domain decomposition (FSDD) method in 
2005 [32]. This method used the property of the unitary singular matrix to derive an enhanced output PSD, using as a modal 
filter the singular vector, corresponding to the k-th damped natural frequency. Using this technique, modal frequencies and 
damping ratios are estimated from the enhanced PSD directly, without the need to perform IFFT [34]. 
2.1.   The peak picking (PP) method  
The PP method is the simplest and fastest approximation technique known for estimating the modal properties of a 
vibrating structure, measuring only the response of the system [2]. This technique provides good estimates for lightly damped 
systems with well separated modes [6]. 
In the technique, it is assumed that the unknown input excitation can be characterized as a zero-mean Gaussian white 
noise, as all the methods under the frequency domain start from obtaining the spectral density function of response, previously 
estimated from the system responses [2]. If yn is a measured system response at time tn {(y1, t1), (y2, t2)…..(yn, tn)}, the unknown 
excitation that has generated this response xn; thus, it is considered like Gaussian white noise [31]. Then, the estimation of the 
spectrum matrix from the output measurements can be obtained by using the Welch method [25]. If the system response has 
been measured at m locations on the system, yn is an m×1 vector. Assuming that Gaussian white noise excitation has been 
applied in r location, then, xn is a r×1 vector, the m×m spectral density function Syy(ꞷ) can be defined as in Eq. (1) [31].  
*( ) ( ) ( )TYY uuS H R H=ω ω ω  (1) 
where H*(ω) and HT(ω) are the complex conjugates of the frequency response function and their transposition respectively, 
while Ruu denotes a scalar constant input matrix, which is assumed to be white noise. 
The PP method is based on the fact that the frequency response function (FRF) of a given system will experience extreme 
values around the modal frequencies of the system [35]. In this way, the natural frequency response is dominated by the 
corresponding modal form and the peak in the frequency spectrum can be used to identify modal frequencies [29], which 
correspond to peaks on the averaged and normalized spectral density function. 
This method is the most suitable for making a first check on the quality of the data collected and obtaining a first approach 
to the dynamic properties of the system since it is a non-parametric method in the frequency domain [2]. 
2.2.   Frequency domain decomposition (FDD) 
An alternative method known as FDD was proposed by Brincker, Zhang, and Andersen [29], which allows overcoming 
some of the issues related to the modal identification by the PP method. This method is an extension of the classical approach 
technique in the frequency domain. 
The method maintains most of the advantages of PP, such as peak selection. However, the FDD technique approximates 
the decomposition of the spectral density matrix into a set of systems of auto-spectral functions, each of which corresponds to 
an one-DOF system utilizing the singular value decomposition (SVD) technique [36-37]. This allows the closing modes to be 
separated so that they can be estimated with a very good approximation. 
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Taking into account that the structure is lightly damped, then the Ruu input is uncorrelated and therefore a diagonal matrix. 
Furthermore, the modal shapes are orthogonal, Eq. (1) can be simplified as Eq. (2) [2, 29], 
( ) VC( )VTYYS =ω ω  (2) 
where C(ω) is a diagonal matrix composed of functions of ω, each one dependent on the natural frequency and the modal 
damping ratio of the structure, and V is a matrix whose columns represent the modal forms. The next step is to extract the 
singular values and vectors of the spectral density of the response using the decomposed singular values of the matrix Ŝyy(ω), as 
shown in Eq. (3), 
ˆ ( ) HYY j j jS U S U=ω  (3) 
where the matrix Uj = uj1, uj2,…, ujn is the unit matrix containing the singular vectors uj, 
 the Hermitian matrix of Uj, the 
matrix Uj is an orthonormal matrix 
 = , and Sj is a diagonal matrix that contains the scalar singular values [4]. 
To identify the modes that contribute to the system response at a certain frequency, the proximity to the peak 
corresponding to the k-th mode in the spectrum should be used. This mode or a possible near mode will be dominant. Therefore, 
according to the FDD theory, the first singular vector is an estimator of the modal form 	Φ = 	
 [4]. 
The SVD provides the singular values in an ascending way, which means that for each discrete value of ω, the first 
singular value contains an ordinate of the spectrum associated with the dominant mode at that frequency, and the 
corresponding singular value is the auto spectral density function of the corresponding system’s DOF [4]. The number of 
non-zero singular values represents the range of the spectrum matrix at a specific frequency. In other words, the number of 
modes with a significant contribution to the system response at that particular frequency [2]. 
The singular values of the spectrum associated with each mode can be selected by comparing the singular vectors related 
to points close to an identified resonance frequency, with the singular vector related to the peak at this frequency (the estimated 
modal shape Φ ). This selection is generally made by setting a limit for a “modal assurance criterion” (MAC), which measures 
the correlation between two modal forms (Φ
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=  (4) 
The index of the MAC function varies between 0 and 1 when the modes only differ by a scale factor and the modes are 
orthogonal, respectively. The modal frequencies can be clearly visible as peaks by the singular values of the decomposed 
spectral density function [33]. 
2.3.   Enhanced frequency domain decomposition (EFDD) 
The second generation of FDD, called EFDD, has been developed to estimate frequencies and modal shapes; also, it has 
been added estimation of damping ratios. In this technique, the data of singular values close to the peak with the corresponding 
singular vector are transformed to the time domain using the IFFT [4], which provides an approximation to the correlation 
function of the one DOF system. 
The singular values near the peak, with the corresponding singular vector with a high MAC value (above a user-specified 
MAC rejection level) [38], are transferred back to the time domain by IFFT. Using the FD, the time domain function (which is 
also the auto correlation function of the single degree-of-freedom (SDOF) system of the k-th mode), the natural frequency, and 
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the damping ratio can be identified [31]. The modal damping ratio, ζ, can be found by the logarithmic decrement technique 
from the logarithmic envelope of the correlation function [31, 39], defined as shown in Eq. (5) [40], where x1 and x2 are two 
















One way to obtain a result with a lower degree of error is to apply a linear regression between the logarithm of the values 
of peaks and valleys obtained from the time domain response and the logarithmic decrease, as proposed in Eq. (6), where zj is 
the logarithm of the amplitudes ln(xj), ɑ is the slope of the curve that will correspond to the negative of the logarithmic decrease 
–δ, yj is the term j–1, and b is the cut of the line with the x axis corresponding to the logarithm of the first amplitude ln(xj) [41]. 
j j jz a y b= +  (6) 













This can be attained by a linear regression between the points called “zero crossing”, which correspond to the interception 
of the auto-correlation function with the time axis (consequently, the value of the auto-correlation function at these points are 
zero), and the time corresponding to the extremes (peaks) of function [31, 33, 37, 42]. 
The algorithm for the use of this technique can be summarized as follows [33]: 
(1) Identify the modal PSD function close to the resonance peaks. 
(2) Using the IFFT, transform each function from one DOF to the time domain. 
(3) Obtain the natural frequencies; determine the “zeros crossing” as a function of time. 
(4) Obtain the damping estimation by the logarithmic decrement technique and the logarithmic envelope of the correlation 
function. 
In this damping estimation, only the data near the peak of the singular value plot are utilized for the IFTT to calculate 
approximate correlation functions of the corresponding SDOF system, which may cause bias errors in the damping estimation. 
Furthermore, when dealing with closely spaced modes, the beating phenomenon can occur, which can lead to a damping ratio 
imprecise estimation when the logarithmic decrement technique is employed [33]. 
2.4.   Frequency-spatial domain decomposition (FSDD) 
The FSDD method consists of the third generation of FDD and it has been proposed to further improve FDD performance. 
The FSDD method uses the property of a unitary singular matrix to derive enhanced output spectral density matrix eŜyy(ω) by 
modal filtering. Eq. (9) defines an enhanced spectrum for the k-th mode [33-34]. 
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ω λ
 (9) 
In this way, the output PSD is enhanced in the vicinity of the k-th modal frequency and this behaves like one DOF system. The 
singular vector corresponding to a modal frequency acts as a modal filter. 
The least square algorithm can be employed to obtain the real and imaginary parts of the pole λm=–σm±iωdm, utilizing the 
enhanced output PSD data of the spectrum lines in the vicinity of modal frequency and by applying the curve fitting to the 
enhanced spectrum plot. The damping factor and the damped modal frequency are σm and ωdm, respectively. The modal 
frequency and the damping ratio can be obtained using Eqs. (10) and (11) [33]. 
2 2
m m dm= +ω σ ω  (10) 
2 2/m m dm= +ζ σ σ ω  (11) 
Fig. 1 summarizes the algorithm schemes for the frequency domain-based techniques mentioned in this compilation that 
has been integrated. 
 
Fig. 1 Summary algorithm of OMA techniques in frequency domain, PP, FDD, EFDD and FSDD 
3. Case Study 
 
Fig. 2 Shock absorber spring mass system 
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A case study is proposed to demonstrate the use of these methods in a simple example that is presented in the literature 
[23]. This consists of a two-degree-of-freedom system shown in Fig. 2. Asmussen considered two degrees of freedom for this 
case because only the structural modes with an eigenfrequency within that frequency range where the forces workare into 
vibration; therefore, the frequencies associated with this system are finite and can be identified [23].  
The system has the following characteristics; mass matrix; [1 0; 0 1] kg, stiffness matrix K=[k11; k12, k21; k22]=[700 -200; 
-200 500] N/m and damping matrix C=[c11; c12,c21; c22]=1.5×[0.9 –1 ; –1 1.8] N·s/m. In here, the system is loaded by 
uncorrelated Gaussian white noise processes at each mass, the sampling rate chosen is 120 Hz, and the response is simulated 
using ARMAV models [23]. 
Table 1 shows the modal parameters obtained using the FD technique by Asmussen [23]. These parameters are used as a 
reference in the comparison of the results obtained using the study techniques presented. 
Table 1 Modal system parameters obtained using the FD technique by Asmussen [23] 
 Frequency (Hz) ζ (%) |Φ|1 |Φ|2 
Mode 1 3.09 1.69 1 1.61 
Mode 2 4.56 3.56 1 0.62 
While the system previously described was excited in [23] with Gaussian mean white noise, for the proposed case study, 
it has been excited by adding an initial displacement for mass 2 of 1 m to the right. Fig. 3 illustrates the response to excitation 
of the system shown in Fig. 2, which has been obtained utilizing a 4th order Runge-Kutta method. These results are used as 
input to the operational modal analysis methods presented. 
 
Fig. 3 System response to excitation 
The characteristics of the chosen system meet the hypotheses necessary for the proper development of the presented 
methods, well separated modal frequencies, and low damping, as a result, good estimates of the modal parameters obtained 
from these responses are expected. 
4. Results and Discussion 
Based on the response shown in Fig. 3, assuming that the input excitation is unknown, and also characterizing it as a 
zero-mean Gaussian white noise, the PSD is obtained by the Welch method using a rectangular window and overlapping of 50 
% and a sample rate of 4000 Hz. Fig. 4 shows the PSD of the response system. Two dominant modes in the frequency range of 
0 to 6 Hz are identified with the PP algorithm. The peaks in the spectrum corresponding to the modal frequencies of the system 
are observed at the frequencies: 3.08 Hz (19.35 rad/s) and 4.578 Hz (28.764 rad/s) for the first and second mode, respectively. 
Using the FDD technique, the estimated spectral density matrix has been approximated to an auto-spectral function by 
means of the SVD technique. Employing the identified SDOF auto spectral density function associated to the first degree of 
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freedom, it was obtained the singulars values around the two peaks with a MAC value equal to 0.95. Fig. 5 illustrates the 
auto-spectral function and the singular values related to the first and second modes. The resultant modal frequencies are equal 
to 3.08 Hz (19.35 rad/s) and 4.578 Hz (28.76 rad/s) for the first and second mode, respectively.  
  
Fig. 4 Spectral Density Fig. 5 Values associated with MAC 0.95, for the peaks of 
the PSD 
The EFDD technique was applied to obtain the damping ratios. The singular values close to the peak were transformed 
back to the time domain by IFFT. The damping ratios were obtained by the logarithmic decrement of these responses 
(displayed in Fig. 6) for each mode, and these damping ratios are 1.19% and 2.79% for the first and second mode, respectively. 
 
Fig. 6 IFFT of the 2GL system using filtered MAC values 0.95 
The spectral lines (one DOF per mode) corresponding to the enhanced output PSD have been obtained using the singular 
vectors of the identified frequencies. Fig. 7 demonstrates the modal frequencies obtained using the FSDD algorithm. These are 
3.05 Hz (19.16 rad/s) for the first mode (Fig. 7(a)) and 4.52 Hz (28.40 rad/s) for the second mode (Fig. 7(b)). The damping 
ratios were achieved by the method of least square curve fitting on the enhanced spectrum. They are 1.14% and 2.77% for the 
first and second mode, respectively. 
  
(a) PSD (b) FSDD 
Fig. 7 Identification of the enhanced output 
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Tables 2 and 3 present the modal parameters obtained using each of these methods. Table 2 indications the undamped 
natural frequency in Hz and the damping ratios for each of the techniques used herein, while Table 3 shows the normalized 
modal forms obtained by each of these techniques. 
Table 2 Comparison between the frequency and damping ratio values obtained by the different OMA techniques 
 Frequency (Hz) Damping ratio ζ (%) 
Technique FD PP FDD EFDD FSDD FD PP FDD EFDD FSDD 
Mode 1 3.09 3.08 3.09 3.10 3.05 1.69% - - 1.19% 1.14% 
Mode 2 4.56 4.58 4.55 4.51 4.52 3.56% - - 2.79% 2.77% 
Table 3 Comparison of the mode shapes obtained by the different OMA techniques. 
 Mode Shape 
Technique FD FDD EFDD FSDD 
Mode 1 [1  1.61] [1  1.46] [1  1.46] [1  1.46] 
Mode 2 [1  0.62] [1  0.59] [1  0.61] [1  0.61] 
It can be observed in Table 2 that the values of the undamped natural frequency achieved by the different techniques are in 
good correlation with those obtained by the FD technique presented by Asmussen [23]. The standard deviations for the first 
mode 1 is equal to ±0.0192 and for the second mode is ±0.0288, being the FDD technique the most approximate for this case 
study. For the damping ratio, there is no good correlation, and the values of standard deviation are ±0.259 and ±0.388 for the 
first and second mode, respectively, as expected according [29-35]. 
The modal forms have been obtained using the FDD, EFDD and FSDD techniques, their results demonstrate a very good 
correlation concerning the values used as reference. 
5. Conclusions 
A systematic review of the non-parametric methods of modal analysis in the frequency domain, such as PP, FDD, EFDD, 
and FSDD, was presented in this research, showing the advantages and disadvantages of their use, under what conditions these 
methods can be used, and the expected results when these are applied in system identification. 
A scheme summarized the algorithms based on OMA techniques in the frequency domain mentioned in this compilation. 
A case study shows the use of these methods to obtain the parameters of a shock absorber mass system of two degrees of 
freedom with modal parameters identified in previous researches, which were employed to compare the results obtained by the 
methods presented herein. The results show a very good correlation in obtaining modal frequencies and a low correlation in the 
case of modal damping. 
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