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An inequality for a class of Markov
processes.
Mohammud Foondun
Abstract
Let α ∈ (0, 2) and consider the operator L given by
Lf(x) =
Z
[f(x+ h)− f(x)− 1(|h|≤1)h · ∇f(x)]
n(x, h)
|h|d+α
dh,
where the term 1(|h|≤1)h · ∇f(x) is not present when α ∈ (0, 1). Under
some suitable assumptions on the kernel n(x, h), we prove a Krylov-type
inequality for processes associated with L. As an application of the in-
equality, we prove the existence of a solution to the martingale problem
for L without assuming any continuity of n(x, h).
Subject Classification: Primary 60H10
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1 Introduction and main results.
The main object of study of this note is a class of stable-like processes associated
with the following operator
Lf(x) =
∫
[f(x+ h)− f(x)− 1(|h|≤1)h · ∇f(x)]
n(x, h)
|h|d+α
dh, (1.1)
where when α ∈ (0, 1), the term 1(|h|≤1)h · ∇f(x) is not present. When α ∈
[1, 2), this term is needed for the integral to converge. We discard it when
α ∈ (0, 1) because otherwise, the process will be dominated by the drift. Here
and throughout this paper, we associate a process to a given operator through
the martingale problem of Stroock and Varadhan [12].
This class of integral operators have received quite a bit of attention lately.
For example, see [5] where the uniqueness of the solution to the martingale
problem for the above operator was considered. In [4], a Harnack inequality for
1
harmonic functions of this operator was proved. For very recent results involving
this operator, see [1] and the references therein for a sample of relevant papers.
Here the corresponding process is a purely discontinuous one. Discontinuous
processes are proving to be very useful in physics and in finance. The book [6]
provides a lot of information about financial modelling using jump processes. It
is therefore important to study properties of non-local operators like the ones
defined by (1.1).
We will need some notations before we can state our main results. The ball
of radius R and center x will be denoted by B(x,R) and the stopping time τD
is defined by
τD = inf{t > 0;Xt /∈ D}.
We will also make the following assumptions:
Assumption 1.1. (a) There exists a positive constant κ such that
n(x, h) ≥ κ ∀x, h ∈ Rd.
(b) There exist positive constants K and β ∈ (0, 1) such that
|n(x, h)− 1| ≤ K(1 ∧ |h|β) ∀x, h ∈ Rd.
The following is the first main result of the paper.
Theorem 1.2. Let x0 ∈ R
d and R ∈ (0, 12 ]. Suppose that (P
x, Xt) solves the
martingale problem associated with L started at x ∈ B(x0, R). Then under
Assumptions 1.1, there exists a positive number p such that for any measurable
function f ∈ Lp(Rd), the following holds∣∣∣∣Ex
∫ t∧τB(x0,R)
0
f(Xs) ds
∣∣∣∣ ≤ c(R)‖f‖Lp(B(x0,R)), (1.2)
where c(R)→ 0 as R→ 0 and p satisfies d/p ≤ min{α, β}.
The above inequality was first proved by Krylov in [9] for a d-dimensional
diffusion process. Kurenok proved a variant of this inequality for stable process
with index α ∈ (1, 2). See [8] for more information. In [7], Lepeltier and Marchal
derived such an inequality for diffusions with jumps. They considered processes
associated with an integro-differential operator which is the sum of a uniformly
elliptic operator and a non-local part. Their proof is an adaptation of Krylov’s
original proof. Here our operator is a purely non-local one so we need to adopt a
different strategy; we use a perturbation method where we compare the operator
L with that of the generator of a stable process.
This inequality is very useful in the study of stochastic differential equations
and their applications to control theory, filtering problems and so on. Here, as
an application of this inequality, we obtain the existence of a solution to the
martingale problem associated with the operator L. The novelty of this result
is that no continuity of the jump kernel is required.
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Theorem 1.3. Suppose Assumptions 1.1 hold. Then for every x ∈ Rd, there
exists a solution to the martingale problem for L starting at x.
We end this introduction with some remarks concerning Assumptions 1.1.
That n(x, h) is bounded below and above is the analog of strict ellipticity of an
elliptic operator in non-divergence form. For small |h|, Assumption 1.1 says that
our jump kernel is close to that of a stable process. Such a condition seems to
be required for the inequality (1.2) to hold. In fact, in [3] Bass has constructed
a process which spends a positive amount of time in a set of measure zero. This
violates inequality (1.2) and a close examination of the process constructed in
[3] reveals that its jump kernel does not satisfy the second part of Assumption
1.1. The paper is structured as follows. In section 2, we derive some estimates
which will be needed in the proof of Theorem 1.2 and Theorem 1.3 which we
prove in sections 3 and 4 respectively.
2 Some estimates.
As mentioned in the introduction, we will use a perturbation method to prove
our result. To this end, we define the following operator
L0f(x) =
∫
[f(x+ h)− f(x)− 1(|h|≤1)h · ∇f(x)]
1
|h|d+α
dh, (2.1)
where the term 1(|h|≤1)h · ∇f(x) is not present when α ∈ (0, 1). We now let
pt(x, y) denote the transition density function of the process associated the
operator L0 and define
rλ(x) =
∫ ∞
0
e−λtpt(0, x) dt, (2.2)
where λ is a strictly positive constant. We will need upper bounds on rλ and
its derivatives. But first let us make the following definition which will make
the subsequent proofs read easier.
Fx(y, h) := |r
λ(x+ h− y)− rλ(x− y)− 1(|h|≤1)h · ∇r
λ(x− y)|,
Gx(y, h) :=
|n(x, h) − 1||f(y)|
|h|d+α
,
Iα,x(f) :=
∫
|x−y|≤1
|f(y)|
|x− y|d−α
dy,
Jα,x(f) :=
∫
|x−y|>1
|f(y)|
|x− y|d+α
dy,
where f is a measurable function. In the above, the term 1(|h|≤1)h · ∇r
λ(x− y)
is not present whenever α ∈ (0, 1).
Proposition 2.1. There exists a positive constant c ∈ (0,∞) such that the
following hold:
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(a) rλ(x) ≤ c( 1λ |x|
−2α) ∧ 1)|x|−d+α,
(b)
∑
i
∣∣∣∂rλ(x)∂xi
∣∣∣ ≤ c( 1λ |x|−2α ∧ 1)|x|−d+α−1,
(c)
∑
i,j
∣∣∣∂2rλ(x)∂xi∂xj
∣∣∣ ≤ c( 1λ |x|−2α ∧ 1)|x|−d+α−2.
We omit the proof of the above proposition since it can be found in [11]. The
following estimates will be important for our perturbation argument to work.
Proposition 2.2. There exists a positive constant c(α, β, d) such that,
(a)
∫
|x−y|≤1
∫
Fx(y, h)Gx(y, h) dh dy ≤ c(Iβ,x(f) + Iα,x(f)),
(b)
∫
|x−y|>1
∫
Fx(y, h)Gx(y, h) dh dy ≤ cJ2α,x(f).
Proof. We prove only the first part of the proposition and focus only on the
case when α ∈ [1, 2). The remaining part of the proof is similar. We begin by
splitting the integral as follows.∫
|x−y|≤1
∫
Fx(y, h)Gx(y, h) dh dy
=
∫
|x−y|≤1
∫
A
Fx(y, h)Gx(y, h)dh dy
=
∫
|x−y|≤1
∫
B
Fx(y, h)Gx(y, h)dh dy
=
∫
|x−y|≤1
∫
C
Fx(y, h)Gx(y, h)dh dy
= I1 + I2 + I3,
where
A := (h ∈ Rd; |h| ≤ |x− y|/2)
B := (h ∈ Rd; |x− y|/2 < |h| ≤ 3|x− y|/2)
C := (h ∈ Rd; |h| > 3|x− y|/2).
We consider I1 first and use Proposition 2.1 and Assumption 1.1(b) to write
I1 ≤ c1
∫
|x−y|≤1
∫
A
(
sup
z∈B(|x−y|,|x−y|/2)
∆rλ(z)
)
|f(y)|
|h|d+α−β−2
dh dy
≤ c2
∫
|x−y|≤1
|f(y)|
|x− y|d−β
dy
= c2Iβ,x(f).
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To deal with the second inequality, we consider the corresponding region of
integration and use Proposition 2.1 to write
Fx(y, h) ≤ c3[
1
|x+ h− y|d−α
+
1
|x− y|d−α
+
|h|
|x− y|d−α+1
]
≤ c4[
1
|x− y|d−α
+
1
|x+ h− y|d−α
].
We now use Assumption 1.1(b) together with the above to obtain∫
|x−y|≤1
∫
B
Fx(y, h)Gx(y, h) dh dy
≤ c5[
∫
|x−y|≤1
∫
B
|f(y)|
|x− y|d−α
1
|h|d+α−β
dh dy
+
∫
|x−y|≤1
∫
B
|f(y)|
|x+ h− y|d−α
1
|x− y|d+α+β
dh dy]
≤ c6
∫
|x−y|≤1
|f(y)|
|x− y|d−β
dy
= c6Iβ,x(f).
Finally, we look at the third integral and its corresponding region of inte-
gration to obtain
Fx(y, h) ≤ c7[
1
|x+ h− y|d−α
+
1
|x− y|d−α
+
|h|1(|h|≤1)
|x− y|d−α
]
≤ c8[
1
|x− y|d−α
+
|h|1(|h|≤1)
|x− y|d−α
].
The above together with the second part of Assumption 1.1 yield
I3 ≤ c9
∫
|x−y|≤1
∫ 1
3|x−y|/2
|f(y)|
|x− y|d−α
1
|h|d+α−β
dh dy
+ c10
∫
|x−y|≤1
∫ 1
3|x−y|/2
|f(y)|
|x− y|d−α+1
1
|h|d+α−β−1
dh dy
+ c11
∫
|x−y|≤1
∫ ∞
1
|f(y)|
|x− y|d−α
1
|h|d+α
dh dy
= c12[Iα,x(f) + Iβ,x(f)].
We now combine the above inequalities to obtain the result.
The first part of the following proposition is the crucial estimate for the
proof of Theorem 1.2.
Proposition 2.3. Let
u(x) =
∫
Rd
rλ(x− y)f(y) dy,
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where f is a measurable function. Then, there exists a positive constant c(d, α, β)
such that
(a) |Lu(x) − L0u(x)| ≤ c [Iα,x(f) + Iβ,x(f) + J2α,x(f)] ,
(b) |u(x)| ≤ c [Iα,x(f) + Jα,x(f)].
Proof. We prove part (a) first. Note that
|Lu(x)− L0u(x)| ≤
∫∫
Fx(y, h)Gx(y, h) dh dy
=
∫
|x−y|≤1
∫
Fx(y, h)Gx(y, h) dh dy
+
∫
|x−y|>1
∫
Fx(y, h)Gx(y, h) dh dy.
Part (a) of the proposition is readily obtained once we apply Proposition 2.2.
For part (b), we use Proposition 2.1 to write
|u(x)| ≤ c1
∫
|x−y|≤1
|f(y)|
|x− y|d−α
dy + c2
∫
|x−y|>1
|f(y)|
|x− y|d+α
dy
= c1Iα,x(f) + c2Jα,x(f).
3 Proof of Theorem 1.2.
Proof of Theorem 1.2. We begin by setting u(x) =
∫
Rd
rλ(x − y)g(y) dy,
where g is a smooth function so that u satisfies
L0u(x)− λu(x) = −g(x) x ∈ R
d. (3.1)
Since (Px, Xt) solves the martingale problem associated with L started at x, we
have
u(Xt)− u(X0)−
∫ t
0
Lu(Xs) ds = martingale.
Multiplying the above by λe−λt and integrating from t = 0 to t =∞, we obtain
−u(X0)−
∫ ∞
0
e−λs(Lu − λu)(Xs)ds = martingale,
which in turn yields
−u(x) = Ex
[∫ ∞
0
e−λs(Lu− λu)(Xs)ds
]
.
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We now use (3.1) to write the right hand side of the above equality as follows
−u(x) = Ex
[∫ ∞
0
e−λs(Lu − L0u)(Xs)ds
]
+ Ex
[∫ ∞
0
e−λs(L0u− λu)(Xs)ds
]
= Ex
[∫ ∞
0
e−λs(Lu − L0u)(Xs)ds
]
− Ex
[∫ ∞
0
e−λsg(Xs)ds
]
.
Rearranging the above two equalities and using Proposition 2.3, we obtain∣∣∣∣Ex
[∫ ∞
0
e−λsg(Xs)ds
]∣∣∣∣ ≤ c1(Iα,x(g) + Iβ,x(g) + Jα,x(g) + J2α,x(g)).
After noting that the above inequality holds for Lp-functions as well, we choose
g(Xs) = f(Xs)1(s≤τB(x0,R)) where f is an L
p-function. For this choice of g,
Jγ(g) = 0 for all γ > 0. Moreover, by using Ho¨lder’s inequality and the fact
that dp ≤ α, we obtain
Iα,x(f) ≤ c2
∫
B(x0,R)
|f(y)|
|x− y|d−α
dy
≤ c3R
α−d/p‖f‖Lp(B(x0,R)).
Combining the above estimates, we obtain∣∣∣∣Ex
∫ t∧τB(x0,R)
0
f(Xs) ds
∣∣∣∣ ≤ c(R)‖f‖Lp(B(x0,R)),
where the constant c(R) depends on α, β, κ and K as well.
4 Proof of Theorem 1.3.
We begin this section with the following construction due to Meyer. Suppose
that we have two jump kernels n0(x, h) and n(x, h) with n0(x, h) ≤ n(x, h) and
such that for all x ∈ Rd,
N(x) =
∫
Rd
(n(x, h)− n0(x, h))dh ≤ c.
Let L′ and L0 be the operators corresponding to the kernels n(x, h) and
n0(x, h) respectively. If X
0
t be the process corresponding to the operator L0,
then we can construct a process Xt corresponding to the operator L
′ as follows.
Let S1 be an exponential random variable of parameter 1 independent of Xt,
let Ct =
∫ t
0
N(Xs)ds, and let U1 be the first time that Ct exceeds S1. At the
time U1, we introduce a jump from XU1− to y, where y is chosen at random
according to the following distribution:
n(XU1−, h)− n0(XU1−, h)
N(XU1−)
dh.
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This procedure is repeated using an independent exponential variable S2. And
since N(x) is finite for any finite time interval, we have introduced only a finite
number of jumps. In [10], it is proved that the new process corresponds to the
operator L′.
We will also need the following in the proof of Theorem 1.2.
Proposition 4.1. Suppose for each k that Pk(X0 = x) = 1 and that for every
f ∈ C2b there exists cf (depending only on ‖f‖ and ‖f
′′‖) such that f(Xt) −
f(X0)− cf t is a Pk-supermartingale. Then
(a) the sequence Pk is tight on the space of ca´dla`g functions,
(b) Pk(τB(x,R) ≤ t) ≤ c1t/R
2 , c1 is independent of x.
Proof. See Propositions 3.1 and 3.2 of [2].
Proof of Theorem 1.2.. Define the jump kernel nk(x, h) as follows
nk(x, h) =


n(x,h)
|h|d+α
for |h| > 1k
1
|h|d+α
for |h| ≤ 1k .
Let Lk be the operator corresponding to nk(x, h). For each k, there exists
a solution Pxk to the martingale problem associated to the operator Lk. The
existence of the solution Pxk can be justified by the fact that for small h, the
jump kernel of Lk is that of a symmetric stable process of index α. Using
Meyer’s construction, we can add the big jumps (i.e |h| > 1k ) and get a process
corresponding to Lk. It follows from our assumptions and Proposition 4.1(a)
that Pxk is tight on the space of ca´dla`g functions.
Relabeling if necessary, let Pxk be a subsequence which converges to a prob-
ability measure, Px. We need to show that Px is a solution to the martingale
problem associated with L. It suffices to show that
Exk
[
Y [
∫ t
0
Lkf(Xs)ds]
]
→ Ex
[
Y [
∫ t
0
Lf(Xs)ds]
]
as k→∞, (4.1)
where Y =
∏m
i=1 gi(Xri), r1 ≤ r2 ≤ ... ≤ rm ≤ t and the gis are continuous
functions bounded by 1. Using Taylor’s formula and Assumption 1.1(b), we
obtain
|Lf(x)− Lkf(x)| =
∣∣∣∣∣
∫
|h|≤ 1
k
[f(x+ h)− f(x)− 1(|h|≤1)h · ∇f(x)]
[n(x, h) − 1]
|h|d+α
dh
∣∣∣∣∣
≤ c1
(
1
k
)2−α+β
, (4.2)
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where c1 depends on the function f . To show (4.1), we write
Ik(x) =
∣∣∣∣Exk
[
Y [
∫ t
0
Lkf(Xs)ds]
]
− Ex
[
Y [
∫ t
0
Lf(Xs)ds]
]∣∣∣∣
≤
∣∣∣∣Exk
[
Y [
∫ t
0
(Lk − L)f(Xs)ds]
]∣∣∣∣
+
∣∣∣∣Exk
[
Y [
∫ t
0
Lf(Xs)ds]
]
− Ex
[
Y [
∫ t
0
Lf(Xs)ds]
]∣∣∣∣
= I1 + I2. (4.3)
Using Theorem 1.2, we can bound I1 as follows,
I1 ≤
∣∣∣∣Exk
[
|Y |[
∫ t∧τB(x,R)
0
(Lk − L)f(Xs)ds
]∣∣∣∣
+
∣∣∣∣∣
∫
τB(x,R)≤t
|Y |
∫ t
0
|(Lk − L)f(Xs)|dsdP
x
∣∣∣∣∣
≤ c2‖Lf(x)− Lkf(x)‖Lp(B(x,R))
+ c3P
x(τB(x,R) ≤ t)‖Lf(x)− Lkf(x)‖L∞ .
Inequality (4.2) and Proposition 4.1(a) yield I1 ≤ c4
(
1
k
)2−α+β
. So for large
enough k, we have I1 ≤ ǫ/2. Finally the weak convergence of P
x
k yields I2 ≤ ǫ/2
for large k. Hence the theorem is proved.
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