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Summary
Scene understanding is a central problem in a field of computer vision. Depth estimation, in particular, is
one of the important applications in scene understanding, robotics, and 3-D reconstruction. Estimating a dense
depth map from a single image is receiving increased attention because a monocular camera is popular, small and
suitable for a wide range of environments. In addition, both multi-task learning and multi-stream, which use unlabeled
information, improve the monocular depth estimation efficiently. However, there are only a few networks optimized
for both of them. Therefore, in this paper, we propose a monocular depth estimation task with a multi-task and multi-
stream network architecture. Furthermore, the integrated network which we develop makes use of depth gradient
information and can be applied to both supervised and unsupervised learning. In our experiments, we confirmed that
our supervised learning architecture improves the accuracy of depth estimation by 0.13 m on average. Additionally,
the experimental result on unsupervised learning found that it improved structure-from-motion performance.









































2 人工知能学会論文誌 36巻 5号 B（2021年）
師なし単眼深度推定における有効性を検証することで，
提案モデルの活用範囲の拡大を狙う．
2. 基 礎 技 術



























3. 関 連 研 究









推定経路を持ち，それぞれは Coarse network(図 1．赤




図 1 Multi-Scale Model([Eigen 15] より引用)
networkの役割を果たす Scale1と，Refine networkの役







は下記の sc-inv error(式 (2))が使用される．sc-inv error
のDp，D∗，N はそれぞれ推定深度，正解深度，総ピ
クセル数を表す．損失関数の計算の際には d (式 (1))に
微分フィルターを適用し，深度勾配情報 ∇dを生成し
活用する．近距離と遠距離の違いによる損失関数への
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図 2 Two-Streamed network Model([Li 17] より引用)
図 3 SfM Learner Model([Zhou 17] より引用)
3 ·2 Two-Streamed network




























図 4 Depth CNN([Zhou 17] より引用)
ナルの TwoNetがそれぞれ 38,590,274個，39,314,628
個，77,180,548個となる．
3 ·3 SfM Learner




基盤となっている．SfM Learnerは Pose CNNとDepth
CNN(図 4)の 2種類のネットワークによって構築され






















式 (1)を表す．reconstruction loss(式 (3))は画面再構成
先にあたるターゲット画像と推定による生成画像の単

















































Lsfm = Lreconstruction +Lsmoothness +Lmask (6)
4. 提 案



















4 ·1 Depth Gradient Loss
TwoNet[Li 17]を参考に，提案モデルの学習の際には，
元モデルの損失関数に加えて Depth Gradient Loss(式
(7))を使用する．具体的には，MSMには式 (2)と式 (7)


























する (図 5．緑枠)．この時，x軸と y軸の 2種類の方向
の深度勾配情報を推定する．Depth’s Scale2 と Grad’s
Scale2は中間層の重みと特徴量を共有する (図 5．ピン
ク枠)．次に，推定深度と推定深度勾配を結合し，Multi-



















































合の学習にはNYU Depth v1と v2の Labeled data[Zhou
17]を用いた．データセットのシーンのうち，全体の




















地，閾値を表す．(2)absolute relative errorと (3)squared
relative errorは近距離の誤差を重視した評価関数であ











(1) σ < 1.25,σ < 1.252,σ < 1.253（thresholded accu-
racy）:　 percentage of Di such that max (D∗i /Dpi ,
Dpi /D
∗
i ) = σ < threshold.
(2) abs. rel（absolute relative error）
(3) sqr. rel（squared relative error）
(4) RMS(lin)（root mean squared error）
(5) RMS(log)（root mean squared error log10）
(6) MAE（mean absolute error）
(7) sc-inv.（sc-inv error）[Eigen 14]
(8) recon. loss（reconstruction loss）(式 (3))[Zhou 17]
(9) smooth. loss（smoothness loss）(式 (4))[Zhou 17]
(10) mask loss (式 (5))[Zhou 17]





(a) (b) (c) (d) (e) (f)
図 7 教師あり学習モデルの出力：(a)入力画像，(b) MSM(origin)の
出力，(c) 単体 Multi-task Learning モデルの出力，(d) Ours の
出力，(e)正解深度，(f)正解深度の平均値
表 1 Adam のハイパーパラメータ
lr momentum beta weight decay
2× 10−4 0.9 0.999 0




















適用し，生成深度勾配 (図 5．Generated Grad)をDepth
Gradient Loss(式 (7)) に活用する．同時に，共通の中
間層に深度情報と深度勾配情報を考慮した特徴量を獲
得する．次のステージでは，Multi-streamを活用して
MSM の Scale3 ブロックの学習を行う．具体的には，
推定深度と推定深度勾配を結合し，Scale3ブロックの
Multi-streamとして接続し，Refinement depthを推定す
る (図 5．オレンジ枠)．第一段階の学習には sc-inv er-
ror(式 (2))と Depth Gradient Loss(式 (7))を使用し，第
二段階の学習には sc-inv errorのみを使用する．
表 2 教師あり学習モデルの Scale2 ブロックを対象とした一般的な
評価関数における評価．
Supervised learning result in Normal evaluations
Scale2 network’s output depth
MSM(origin) MSM(grad) Multi-task
σ < 1.25 0.612 0.588 0.720
σ < 1.252 0.897 0.877 0.939
σ < 1.253 0.978 0.971 0.987
abs. rel 0.483 0.457 0.451
sqr. rel 1.051 0.880 0.914
RMS(lin) 1.698 1.627 1.561
RMS(log) 0.248 0.241 0.228
sc-inv. 0.325 0.303 0.286
MAE 0.582 0.632 0.477
表 3 教師あり学習モデルの Scale3 ブロックを対象とした一般的な
評価関数における評価．
Supervised learning result in Normal evaluations
Scale3 network’s output depth
MSM(origin) MSM(grad) Multi-task Multi-stream Ours
σ < 1.25 0.596 0.518 0.569 0.628 0.674
σ < 1.252 0.866 0.808 0.856 0.885 0.916
σ < 1.253 0.956 0.928 0.954 0.964 0.981
abs. rel 0.381 0.394 0.382 0.382 0.415
sqr. rel 0.607 0.664 0.600 0.612 0.730
RMS(lin) 1.456 1.557 1.458 1.452 1.484
RMS(log) 0.208 0.221 0.209 0.210 0.218
sc-inv. 0.235 0.251 0.235 0.239 0.261





合はDepth CNNのCommon encoderとDepth’s Decoder
ならびに Grad’s Decoderを学習することで特徴量を獲




には SfM Learner Loss(式 (6))とDepth Gradient Loss(式
(7))が使用され，第二段階の学習には SfM Learner Loss
のみが使用される．
5 ·3 教師あり学習の実験結果
表 2と表 3と表 4に推定精度を示す．MSM(origin)
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表 4 教師あり学習モデルを対象とした各深度区間におけるMAEの
評価．
Supervised learning result in
MAE in each section of every 1m
MSM(origin) MSM(grad) Multi-task Multi-stream Ours
0m∼1m 0.591 0.549 0.678 0.470 0.503
1m∼2m 0.314 0.302 0.334 0.298 0.304
2m∼3m 0.283 0.350 0.283 0.258 0.308
3m∼4m 0.691 0.822 0.724 0.636 0.531
4m∼5m 1.341 1.538 1.398 1.288 0.926
5m∼6m 2.184 2.369 2.214 2.102 1.552
6m∼7m 3.041 3.304 3.091 2.931 2.315
7m∼8m 3.942 4.219 3.992 3.839 3.096
8m∼9m 4.921 5.150 4.943 4.793 3.970
9m∼10m 5.822 6.125 5.907 5.708 4.880
表 5 教師なし学習モデルを対象とした一般的な評価関数における
評価．
Unsupervised learning result in Normal evaluations
Depth CNN’s output depth
SfM(origin) Multi-task Ours
σ < 1.25 0.651 0.573 0.599
σ < 1.252 0.875 0.818 0.838
σ < 1.253 0.948 0.913 0.926
abs. rel 0.233 0.291 0.271
sqr. rel 2.204 3.795 3.320
RMS(lin) 7.172 8.415 8.007
RMS(log) 0.307 0.378 0.353
recon. loss 0.102 0.100 0.094
smooth. loss 0.017 0.020 0.015
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(a) (b) (c)
図 10 教師なし学習モデルの深度情報とマスクに関する出力：奇数
段が深度を表し，偶数段が mask loss(式 (5))のマスクを表す．
(a)入力画像，(b) SfM(origin) の出力，(c) Ours の出力
図 11 教師なし学習モデルの画面再構成タスクに関する出力：(a)入
力画像，(b) Ours モデルの復元画像，(c) SfM(origin) の復元
画像















して 0.006の精度改善を達成した (表 5)．reconstruction











6. 議 論 と 考 察
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具体的には，推定深度と推定深度勾配の単純な加算に
よって隣接ピクセルの深度情報を間接的に求め，そう











めには提案モデルから smoothness loss(式 (4))を除外し
た状態で学習を行う必要がある．
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