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Summary
This thesis paper will present SSG (Simplified Spanish Grammar), an HPSG
Spanish Grammar. SSG is a computational grammar useful for Natural Lan-
guage Processing tasks. In its current development state, SSG is not the largest
Spanish computational grammar in literature. Therefore, why is SSG a valu-
able scientific work? The reason lays in the fact that SSG features innovative
analysis that helps to solve certain central problems of traditional computa-
tional grammars.
It is a fact that Computational Linguistics has not yet achieved a good
emulation of human linguistic skills. From the middle of the twentieth century
and despite discrepancies among different branches, linguistics has developed
a common background of knowledge regarding the structure of human lan-
guage. Nowadays, linguists know that every grammar of a natural language
must face several well-known challenging phenomena: phrase structure, agree-
ment, movement, binding, and so on. So what is the feature of the human
language that makes it so complex? Why is it so difficult to handle natural
language with an artificial processor?
Every phenomenon handled by a science must be formalized and codified
by means of a formal language. In a specific computational sense, certain
formal languages are more complex than others. This means that in order to
form these languages, the grammar has to be more complex. The simpler the
grammar, the easier it is to handle it with a computational device. There-
fore, it is assumed that the human language structure has to be formalized
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by means of a formal language which is too complex to be handled by an
artificial device (a computer).
Noam Chomsky, in his first works, established a hierarchy of four possi-
ble kinds of formal languages, according to their computational complexity.
These types of languages are sorted out according to their increasing order
of complexity. Every possible formal language has to fall into one of these
four categories. This hierarchy has been accepted as a right description, both
in Linguistics and Computational Science. However, a very important ques-
tion arises from it: What should be the formal language used to formalize
natural language? In Linguistics, unlike other sciences, this happens to be a
relevant question not only from a methodological point of view, but also from
an empirical point of view. Natural language, unlike other phenomena, must
be used in a specific way by human brains. Therefore, it matters in which
specific way natural language is codified and used by human brains. In Com-
putational Linguistics this question is crucial as well: the more complex the
language, the greater the computational cost of its corresponding grammar.
This means that an artificial device cannot deal with a great computational
cost in a reasonable time.
Chomsky’s hierarchy distinguishes among four kinds of languages. The
first kind is made of the so-called regular languages. The sentences of these
languages are one-dimensional strings: a linear sequence of items. It is plain
that the sentences of human language are not one-dimensional strings, be-
cause, besides their linear nature, they are arranged according to phrasal
relations. Hence, human language should not be formalized as a regular lan-
guage.
The second kind of languages is the so-called context-free languages. The
sentences of a context-free language are two-dimensional objects. As a mat-
ter of fact, the sentences of human languages are usually understood as two-
dimensional objects: their items are arranged according to both linear and
phrasal relations. In this case, human language can be formalized within a
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context-free language, unless their sentences feature more complex phenom-
ena.
The third set of languages in the hierarchy is context-sensitive languages.
The sentences of these languages are multi-dimensional. In a sense, human
language sentences can be conceived as multi-dimensional objects. Notice
that agreement, binding and movement relations are non-linear relations es-
tablished between items in different phrases.
There are different opinions in literature about this topic. For example,
what kind of formal language should be used by linguists? Transformation-
al Grammar considers sentences as complex objects with nested phrases,
where relations can be established directly between different items in different
phrases. Other generative models, such as Unification Grammars, and, specif-
ically, HPSG (the model of SSG) are intended to be more plausible linguistic
models (at least, from a computational point of view). Unification Grammars
conceive sentences (any phrase, actually) as atomic objects that lack their
constituents. According to this explanation, Transformational Grammar is
a context-sensitive grammar, and HPSG a context-free grammar. According
to this explanation, linguists would rather use HPSG than Transformational
Grammatical, because of its simpler computational nature. But is HPSG able
to handle challenging phenomena such as agreement, movement or binding?
In HPSG, any phrase or word is conceived as a feature structure. These fea-
ture structures are highly formalized descriptions of the nature of a word or
phrase. Hence, in HPSG, a phrase lacks its constituents, but certain relevant
information of these constituents can be saved in its feature structure by
means of the feature-sharing. In a feature structure two or more features are
allowed to share the value, so no matter what their value is, it has to be
exactly the same. In HPSG, when a phrase is formed, relevant feature sharing
relations are established between the resultant phrase and their constituents.
By means of this device, it is possible to establish in HPSG relations like
agreement, binding or movement.
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It seems that every attempt to formalize human language has to face a
great complexity, and, until now, Computational Linguistics has failed to
provide a general solution to the problem. However, HPSG, which is the most
popular grammatical model in Computational Linguistics, is supposed to
be a plausible and efficient solution to the problem. What is exactly the
problem? A Transformational Grammar conceives sentences as trees of con-
stituents where non-local relations can be directly established. In these trees
it is possible to identify a nested pronoun as the target of a binding or agree-
ment relation, because the actual pronoun is in the structure, in the tree. It
is also possible to find a nested NP or DP to move it to the left periphery of
the sentence. These processes are very complex (context-sensitive processes).
Nevertheless, this kind of process does not trigger ambiguity. Transforma-
tional Grammar does not need to blindly generate all possible behavioral
patterns of words in the first stages of analysis. That is due to the fact
that they are allowed to always remember the constituent structure and to
change it in certain ways. In fact, they can always build the canonical version
of words and wait for evidence to change this canonical structure only when
needed.
On the other hand, in HPSG all actual processes are local. Even non-local
relations are handled by means of a chain of local processes. These local
processes are definitely less complex than the process of Transformation-
al Grammar as they are in fact context-free processes. Nonetheless, they too
trigger ambiguity in non-trivial situations. As long as grammar is not allowed
to remember the constituents’ structures, it cannot change these structures
when needed. The only alternative is to generate all possible behavioral pat-
terns of every word in a sentence in the first stages and then try all possible
combinations. In fact, the result in non-trivial cases is a combinational ex-
plosion of hypothetical behavioral patterns.
For example, certain Spanish verbs such as subir have a transitive ver-
sion, an intransitive version, a passive version and a passive version with se.
All these patterns are compatible with a directional complement controlled
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by the inner argument of the verb. Subsequently, all these resultant patterns
are compatible with a dative complement. At the same time, these different
complements may be involved in a clitization process and different word or-
der phenomena (scrambling, wh-movement, and so on). If a grammar deals
with all these resultant patterns by means of different lexical rules, it will
generate a huge amount of lexical patterns involved in the analysis of every
sentence. These lexical patterns are the input to the merging of constituents.
Therefore, a grammar with that system of lexical rules will lead to expensive
and slow analysis processes.
This thesis aims to develop the core of an HPSG grammar of Spanish with a
really small amount of lexical rules, which has been named Simplified Spanish
Grammar (SSG). It is claimed that SSG analysis are elegant and theoretically
motivated, and such analysis significantly reduces the computational cost of
grammar. Three main groups of central phenomena in Spanish have been
implemented in SSG.
The first phenomenon is diathesis alternations. From a computational
point of view, this is one of the most challenging phenomena in natural lan-
guages as verbs can usually behave in different ways. They may have both
active and passive versions and they may accept certain optional comple-
ments among other things. HPSG lexical rules are meant to deal with these
alternations. In computational grammars, however, the use of lexical rules
should be improved in specific ways.
Many verbs accept different kinds of phrases in a specific argumental po-
sition. For example, the inner argument of certain verbs may be either a nom-
inal phrase or a verbal phrase. Computational grammars usually handle the
same alternations tying different lexical units to the same verb. This imple-
mentation, however, fails to capture an important generalization. Moreover,
many verbs have both active and passive versions or can feature other con-
structions, such as passive with se or pronominal construction. These verbs
may also be used with optional complements, such as controlled structures,
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datives, obliq complements and so on. If these criteria were to be crossed,
they would result in a bunch of many possible patterns that a verb is allowed
to use. Traditional computational grammars usually deal with this diversity
by means of different lexical rules. They implement as many specific lexical
rules and they are regarded as crossed patterns. According to this approach,
there are specialized lexical rules or lexical units to: transitive verbs with
nominal object, transitive verbs with nominal object and dative, transitive
verbs with clausal object, transitive verbs with clausal object and dative, and
so on. This traditional approach fails to capture due generalizations. Every
grammatical reality (transitivity, passive, and a certain kind of dative com-
plement) should be implemented just once. A verb happens to be transitive if
it is an instance of the unique transitive pattern of the grammar; a verb has
a certain dative complement only if it is an instance of the unique pattern
that adds such a complement, and so on. Moreover, argumental positions can
be filled with different types of phrases, which mean that both clausal and
nominal objects should be considered different fillers available to the same
argumental position in the same pattern.
This thesis paper develops a system in which every intuitive verbal pat-
tern is implemented with a unique lexical rule. This system is claimed to be
very simple, linguistically motivated, able to capture interesting generaliza-
tions and computationally more efficient than previous solutions.
The second central grammatical phenomenon implemented in SSG is the
Spanish clitics system. The nature of clitics has been broadly discussed in
literature. Regardless of whether they are considered a morphological or a
syntactic phenomenon, clitization in HPSG has always been formalized by
means of lexical rules. By following this approach, many lexical rules and cli-
tization patterns can be added to grammar, which can become a great source
of complexity in computational grammars. In Spanish, both accusative and
dative arguments can suffer clitization. Moreover, depending on the context,
a clitic can appear instead of its canonical object or beside it. Hence, Spanish
grammars need a minimum of four lexical rules to handle clitization. Current
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syntactic approaches use at least an extra specific rule to merge clitics and
verb. Therefore, this thesis develops an analysis of clitics that avoids using
any rule or lexical unit intended to deal with clitics. As previously stated
this analysis is simple, linguistically motivated and reduces the combination-
al explosion and the computational cost of the grammar.
The last grammatical phenomenon implemented in an innovative way in
SSG can be related to word order. The possibilities of word order are a great
source of complexity in every Spanish computational grammar. First of all,
canonical preverbal subjects can be inverted in several contexts. That in-
version has been implemented in traditional HPSG grammars by means of
a lexical rule, which leads to a bigger combinational explosion of patterns.
At the same time, post-verbal complements can switch their canonical posi-
tions, maybe only in a specific context, with certain intonation patterns and
with different informational purposes. Finally, Spanish grammar must face
well-known movement phenomena such as wh-movement, relative clauses or
topicalization. These phenomena, according to their non-local nature, are
a great source of complexity. Spanish data suggest that topicalization and
the rest of phenomena are due to different grammatical processes. Therefore,
both types of processes should be faced by means of different rules or lexical
units. SSG is not a final solution to these tricky problems. However, this thesis
is an interesting contribution because it proposes an innovative analysis of
subject linearization in regards to word order. This proposal is plausible in
a theoretical way and contributes to reduce the combinational explosion of
grammar. At the same time, in SSG, post-verbal linearization of complements
is implemented according to the classical Linearization Theory in HPSG. This
application of the theoretical approach to a computational solution in Span-
ish is new and it is claimed to reduce also the grammar complexity and its
computational cost. Finally, this thesis cannot propose a solution to classical
non-bounded movements. These data have been exposed here because they
support the analysis of clitics in SSG.
In the next paragraphs it will be explained how SSG can reach these goals.
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Firstly, how does SSG shape diathesis alternation in Spanish? In this the-
sis it has been coined the term non-destructive rule. Usually, in HPSG, lexical
rules are destructive and all verbs are supposed to have a canonical character-
ization. At the same time, lexical rules are intended to change that canonical
pattern into another. These rules destruct a feature structure and create an-
other one. Crucially, input and output are not supposed to be necessarily
compatible. The result is that an HPSG rule is able to change its input in
almost every way: it can add or remove an argument, change its category, its
case, its position and so on. The previous paragraphs have shown that using
lexical rules to achieve almost every type of change in verbal behavior is a
common practice in HPSG. Unlike previous grammars, SSG avoids using this
rules as lexical rules used by SSG are non-destructive rules. Non-destructive
rules never change their input structure, they only specify them. In a non-
destructive rule, input and output must share their feature structure and
both structures must be identical. Those rules take an underspecified verb
and specify it by adding information compatible with their original character-
ization. The non-destructive rule system is easier to implement and maintain
than a traditional system. This thesis claims that this approach has theo-
retical significance. Every science aims to explain as much data as possible
with a theoretical system in the simplest way possible. For example, early
stages of Transformational Grammar achieved wide explanations of linguistic
data by means of varied, language-specific and construction-specific trans-
formational rules. This powerful system of rules lacked explanatory capacity,
because it could operate almost every conceivable change in input. Hence,
in the next stages of Transformational Grammar, universal principles were
established and they drastically restricted the nature of conceivable changes
in constituents’ structures. The old language and specific construction rules
were substituted by very few and simple universal principles, which turned
out to be a huge methodological improvement. In a computational sense, ear-
ly transformations and HPSG lexical rules are absolutely different. However,
just like transformations, lexical rules can operate almost every conceivable
change in input and this power reduces HPSG’s explanatory capacity. This the-
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sis claims that a non-destructive lexical rules system can entirely solve this
problem. All non-destructive rules can be reduced, in fact, to a single uni-
versal operation: specification, application of an independently-legitimated
behavioral pattern.
Can this restricted system face the great complexity of diathesis alterna-
tion in Spanish? This system must carefully balance the original character-
ization of lexical units. However, the main problem is that characterization
will never be changed by lexical rules, but it will only be specified. The lexi-
cal unit must be under-specified, because it has to be compatible with very
different behavioral patterns. At the same time, it has to be specific enough
to avoid over-generation. Finding this perfect balance is the real challenge.
The solution in SSG is to deduce syntactic behavior of verbs from their se-
mantic characterization. Verbs are really under-specified in a syntactic sense,
but they feature a rich semantic characterization. It has been assumed that
syntactic alternatives share a common semantic background. A classic seman-
tic characterization has been used: verbs can be accomplishments, achieve-
ments, activities or states. According to this main classification, the semantic
feature structure of verbs informs about the possible presence of an exter-
nal argument, an inner argument, and the ability of the verb to receive a
certain kind of dative complements or certain controlled predicates. Verbs
are also crucially characterized by relevant syntactic features: their ability
to assign accusative case or government idiosyncrasies. All these features
are well-known verbal characterization criteria, so it is safe to say that they
are natural and linguistically motivated. The interesting point is that, just
by means of a system of several simple, classic notions, it is possible to
develop a general grammar of diathesis alternations of Spanish verbs in a
non-destructive fashion. SSG has only nine lexical rules that depict the main
verbal patterns in Spanish. There is a lexical rule in charge of all transi-
tive uses, another rule is in charge of passive uses, and another one deals
with passives with se. Moreover, there are three rules that handle intransi-
tive uses: unergative, unaccusative and pronominal uses. According to their
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underlying semantic characterization, verbs are able to be featured by some
of those rules. Furthermore, there are three rules that add extra arguments
to the original characterization: a controlled predicate, an obliq argument or
a dative argument. SSG features an innovative system that harnesses those
rules to be applied to different inputs, regardless of their original length. All
these rules restring the nature of their arguments in an interesting way. SSG
has a general description of the general notion of argument and it also has
a description of case: nominative, accusative, dative and obliq cases. The
confluence of all these notions, as well as several semantic idiosyncrasies of
certain verbs, successfully regulates the nature of the fillers of every argu-
mental position.
Secondly, how does SSG shape clitization in Spanish? In traditional Span-
ish grammars previous complexity has to be combined with a bunch of lexical
rules specifically devised to handle clitization of accusative and dative argu-
ments. SSG avoids using all these rules. Moreover, in SSG clitics are verbal
affixes. Thanks to this morphological approach, SSG avoids using a grammat-
ical rule to merge clitics and verb. In SSG, clitics information is added to the
verb by means of an inflectional rule. Note that inflectional rules do not trig-
ger combinational explosion, because they are applied separately and only if
pre-syntactic analysis (tokenization) has found actual clitics in the verb.
In SSG, clitics are not considered fillers available to an argumental posi-
tion. Rather, they are only the morphological mark that certain words have
left in the verb when they have filled their accusative or dative position.
These words are personal pronouns, elliptic pronouns and traces left in top-
icalization processes. This thesis claims that these words exist in grammar
independently of clitics. The outcome is a system of clitics that does not
add complexity to the grammar. This analysis has been formalized by means
of techniques broadly used in HPSG to handle non-local processes. In fact,
clitics can suffer non-local processes, called clitic climbing. SSG analysis of
clitics handles clitic climbing using non-local techniques in HPSG.
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This analysis of clitics does not add computational complexity to the
grammar. It is simple and natural and has been formalized by means of pre-
existent devices.
Finally, SSG features innovative analysis of Spanish word order.
In Spanish, subjects are typically pre-verbal arguments. However, there
are contexts in which they have to (or can) appear after the verb: the in-
version process. According to typical HPSG formalization, this is a source of
complexity and ambiguity. Inversion is usually handled by means of a lexical
rule. The output of this rule combines with all other verbal patterns, and
it results an increase of combinational explosion and complexity. Grammar
with canonical preverbal subjects features a systematic ambiguity between
local and topicalized subjects. In order to reach a simplified and compu-
tationally efficient analysis of subject linearization, SSG regards subjects as
originally post-verbal arguments where pre-verbal subjects are the result of
a topicalization. It is claimed that this approach is plausible in theoretical
terms, it solves ambiguity (all preverbal subjects are topics) and reduces the
computational cost of grammar.
Post-verbal complements in Spanish can be sorted in many ways. Ac-
cusative and dative complements can exchange their positions without any
semantic or informational implication. This phenomenon can be understood
as a scrambling process and it has been handled by traditional computa-
tional grammars in different ways. All of them are really expensive in a
computational sense: different orders are handled by means of specific lexical
or grammatical rules. However, HPSG has developed a whole Linearization
Theory whose explanation of scrambling leads to a great simplification of
grammar. The key idea is to use discontinuous constituents and all argu-
ments are always listed in the same order in the verb. However, imagine that
a parser is able to merge two constituents no matter if they are adjacent. In
that case, all these arguments, which are always listed in the same order, can
be found in different relative positions. This approach has not been applied
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to traditional computational grammars because traditional parsers cannot
deal with this kind of discontinuous constituents. In this thesis paper, it has
been implemented a parser able to do that. For this reason, SSG does not
need any rule to deal with scrambling as all complements are always listed
in the verb according to a unique increasing order of obliquity.
After the verb, obliq complements can also appear as controlled predicates
and subjects. All these post-verbal arguments can be sorted in different ways,
but those possibilities involve specific intonational patterns and information-
al meanings. Hence, unlike accusative and dative alternations, these word
order possibilities are not meant as scrambling. However, according to Liner-
ization Theory, all these implications can be handled as extra conditions to
the creation of certain discontinuous constituents. As a consequence, these
word orders are explained by means of the same concept of discontinuous
constituent, and only some orders are tied to extra conditions. In this thesis,
Spanish post-verbal word order possibilities have been explained according
to the standard Linearization Theory in HPSG. Therefore, SSG does not fea-
ture any kind of extra complexity to handle all these possibilities, which
are handled by a parser able to build both continuous and discontinuous
constituents. In principle, all complements after the verb can be sorted any
possible way. This is definitely true to accusative and dative complements.
In order to correctly shape other alternations, some restrictions should be
added to order possibilities in feature research. Hence, thanks to this ap-
proach, grammar becomes simpler and easier to maintain. However, can it
be said that this approach reduces combinational explosion? It is not clear.
In purely grammatical terms, this approach does not add rules to grammar,
but the corresponding parser builds discontinuous constituents. This ques-
tion will be answered at the end of the present summary.
The last word order phenomena regarded in this thesis are classical un-
bounded dependencies, such as wh-movement and topicalization. Both wh-
movement and topicalization have been implemented in the current version
of SSG. Their analysis is not innovative, but they have been implemented and
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documented because they are related to the clitics system. Notice that these
movements left traces in their base position. In fact, these traces fill argumen-
tal positions. According to the analysis of clitics in SSG, and like all words,
a trace, in an accusative or dative position may trigger the appearance of a
clitic. According to Spanish data, topicalization traces must trigger the ap-
pearance of a clitic in those positions, and wh-movement traces must not (at
least in accusative positions). Therefore, SSG considers two different traces:
the first one can trigger clitization, the second one cannot. This distinction is
crucial to SSG analysis of clitics, but it is claimed that it is needed indepen-
dently of clitics. Topicalization and wh-movement are different processes. For
example, a sentence admits multiple topics, but just one wh-particle move-
ment; in the left periphery of a sentence, topics must precede the wh-particle;
topics and wh-particles can be moved from different places. In HPSG, it is not
possible to formalize these movements with the same rules and lists because
every movement is triggered by a different rule, so every rule can use a dif-
ferent trace.
Same SSG analyses have already appeared in theoretical versions of HPSG.
However, they have never been applied to computational grammars of Span-
ish. The reason is that these analyses need technical support that current
parsers hardly ever provide. For example, morphological analyses of clitics
are popular in HPSG. However, in Spanish, clitics (proclitics, to be precise)
and verbs are written as different words. As a result, a grammar whose clitics
are affix needs a device able to join clitics and verb before the syntactic anal-
ysis. Hence, in order to handle scrambling and similar phenomena by means
of the notion of discontinuous constituents, a parser has to be able to merge
two constituents regardless of whether they are adjacent. In principle, such
a parser can merge two constituents just when they do not overlap. In fact,
during the development of SSG, SGP (Simplified Grammars Parser) has been
developed. SGP is a bunch of libraries written in Perl with access to a data
bases server MySQL. SGP provides all the needed tools to analyze written text
with HPSG grammars. Moreover, it provides all the needed tools to analyze
with an original grammar as SSG and a library that joins clitics and verb, as
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well as a parser compatible with discontinuous constituents.
To sum up, this summary aimed at explaining SSG, specifically three
groups of phenomena in particular: diathesis alternation, clitics and word
order. SSG provides innovative analysis for all these phenomena. It is claimed
that these analysis are simple and linguistically motivated. Thanks to them,
SSG is simpler than previous grammars, more scalable and easier to maintain.
This analysis significantly reduces the computational cost of grammars. This
last claim has been proved true by means of a compared analysis of the same
test suit both with SSG and NSSG (Non Simplified Spanish Grammar). NSSG
is a traditional grammar whose analysis of diathesis alternation, clitics and
word order use the traditional lexical rules. Specifically, NSSG is SSG with
eleven extra rules. NSSG uses a version of the same parser that does not allow
discontinuous constituents. The result of the compared analysis is that SSG is
absolutely faster than NSSG. This is a really predictable outcome, because SSG
has achieved analysis able to significantly reduce the number of lexical rules
in the grammar. At the same time, in regards to discontinuous constituents,
this is not a trivial conclusion because discontinuous constituents are a source
of computational complexity. This compared analysis proves that discontinu-
ous constituents should be preferred to the combinational explosion of lexical
rules.
Introduccio´n
Este trabajo presenta SSG —Simplified Spanish Grammar—, una grama´tica
del espan˜ol creada dentro del marco teo´rico HPSG —Head-Driven Phrase
Structure Grammar—. SSG es una grama´tica computacional, pensada para
su uso en labores de procesamiento automa´tico del lenguaje natural. Se ha
implementado usando el lenguaje TDL —Type Description Language, definido
en Copestake (2002)—.
Existe ya en la actualidad una grama´tica de este tipo que cubre un gran
nu´mero de feno´menos del espan˜ol: SRG —Spanish Resource Grammar 1—. SSG
no pretende competir en cuanto a cobertura con SRG. En cambio, pretende
solucionar ciertos problemas existentes en las grama´ticas computacionales
actuales; en concreto, ciertos problemas relevantes para el tratamiento del
espan˜ol. Las grama´ticas computacionales actuales, segu´n ganan cobertura,
ganan tambie´n complejidad. Su uso real en labores de ana´lisis profundo suele
acarrear tiempos de procesamiento inasumibles. Un analizador automa´tico,
con una grama´tica de este tipo, debe calcular y recordar muchas hipo´tesis al-
ternativas de ana´lisis parcial. Una unidad ato´mica de la secuencia de entrada
admite muchos patrones de realizacio´n. A partir de esta ambigu¨edad inicial,
el proceso de combinacio´n sinta´ctica genera tambie´n una gran ambigu¨edad
estructural.
Todo ello, en usos no triviales de las grama´ticas, genera una gran ex-
plosio´n combinatoria, con un coste de memoria y de tiempo de procesamiento
1Marimon (2013)
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inasumible. La solucio´n a este problema es la gran encrucijada en la que se
encuentra en la actualidad la Lingu¨´ıstica Computacional. Seguramente, dicha
solucio´n no la proporcionara´ un ana´lisis propiamente lingu¨´ıstico. La investi-
gacio´n sobre el lenguaje natural proporciona datos que suscitan reflexiones
en campos como la Biolog´ıa o la Inteligencia Artificial: ¿Co´mo funciona el
cerebro humano para dar lugar al procesamiento lingu¨´ıstico en tiempo real?
¿Co´mo es posible emular ese funcionamiento, de forma eficiente, mediante un
procesador artificial? El ana´lisis propiamente lingu¨´ıstico ayuda a entender la
complejidad estructural del lenguaje humano y la complejidad computacional
que requiere su procesamiento. Pero estos datos suscitan dilemas de corte
computacional cuya solucio´n, seguramente, quede fuera de las posibilidades
de la Lingu¨´ıstica misma.
No obstante, s´ı es necesaria una revisio´n cr´ıtica de los ana´lisis lingu¨´ısticos
habituales en las grama´ticas computacionales. Esta revisio´n debe valorar el
coste computacional de estos ana´lisis; y debe buscar alternativas, lingu¨´ıstica-
mente motivadas, que reduzcan la explosio´n combinatoria, y con ella el coste
de procesamiento. SSG es el fruto de esta revisio´n para las grama´ticas de tipo
HPSG; en concreto, para las del espan˜ol. En definitiva, SSG quiere ser una
grama´tica del espan˜ol ma´s sencilla que las anteriores, que permita un coste
computacional reducido; de ah´ı su nombre: Simplified Spanish Grammar .
Este trabajo documenta tres grandes aspectos de la grama´tica del es-
pan˜ol, a los que SSG da un tratamiento novedoso. En primer lugar, da cuenta
de las alternancias de dia´tesis de los verbos de esta lengua. Cada verbo,
normalmente, puede participar de patrones de comportamiento diferentes:
versio´n transitiva, media, pasiva, pasiva refleja; con an˜adido o no de un da-
tivo; etc. Adema´s, es posible que la misma posicio´n argumental de un verbo
sea ocupada por elementos de distinta categor´ıa gramatical: nombres, com-
plementantes, verbos; marcados o no con preposicio´n. SSG, para regular estas
alternancias, utiliza solo un pequen˜o sistema de reglas le´xicas. Esta sencillez
simplifica la implementacio´n, y reduce el coste computacional que asumı´an
las grama´ticas previas. Adema´s, es un sistema conceptualmente novedoso
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que restringe el concepto de regla le´xica de HPSG, y aporta soluciones te´cni-
cas u´tiles.
En segundo lugar, SSG cuenta con un ana´lisis novedoso de los cl´ıticos del
espan˜ol. En HPSG, hasta el momento, se han utilizado reglas le´xicas para
modelar los procesos de clitizacio´n. SSG da cuenta de los mismos datos sin
necesidad de uso de regla alguna. En cambio, en esta grama´tica, son ciertas
unidades le´xicas (pronombres y huellas) las que, cuando se unen al verbo co-
mo argumentos, desencadenan la aparicio´n del cl´ıtico en este. Como se vera´,
tampoco se utilizan para ello unidades le´xicas cuya existencia no este´ justifi-
cada de forma independiente. Este ana´lisis, igual que ocurriera con el de las
alternancias de dia´tesis, al prescindir del uso de reglas, supone tambie´n una
reduccio´n del coste computacional de la grama´tica.
Por u´ltimo, el espan˜ol es una lengua con orden de palabras relativamente
libre. Las grama´ticas computacionales de tipo HPSG no manejan de forma
satisfactoria esta libertad, y dan soluciones para ella de alto coste computa-
cional. En este estudio se hace una reflexio´n al respecto, y se proponen ana´lisis
con reducido nu´mero de reglas; ana´lisis, por tanto, que reducen la explosio´n
combinatoria de las propuestas previas. En concreto, SSG cuenta con ana´lisis
novedosos para la inversio´n de sujeto, para el scrambling de complementos
verbales en posicio´n posnuclear, y para los casos ma´s importantes de depen-
dencias no acotadas.
En resumen, SSG es una grama´tica novedosa del espan˜ol. Gracias a su
motivacio´n lingu¨´ıstica, es una grama´tica sencilla, con una implementacio´n
clara y coherente, fa´cil de ser ampliada con nuevos feno´menos. Adema´s, re-
duce, con respecto a las propuestas previas, el nu´mero de reglas necesario
para dar cuenta de las alternancias de dia´tesis, los feno´menos de clitizacio´n,
y los o´rdenes de palabras. Con ello, SSG reduce la explosio´n combinatoria y
el coste computacional.
Es importante definir cua´l es el a´mbito cient´ıfico-te´cnico al que pertenece
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este trabajo. Este no es, propiamente, un estudio lingu¨´ıstico teo´rico. Sin em-
bargo, s´ı se ha querido dotar a SSG de una cierta fundamentacio´n teo´rica que
le aporta coherencia interna, sencillez y elegancia conceptual. Adema´s, su im-
plementacio´n ha ido acompan˜ada de una reflexio´n sobre la complejidad com-
putacional de los feno´menos tratados; sobre la complejidad computacional,
en definitiva, de las lenguas naturales. Esta reflexio´n solo tiene sentido si los
feno´menos en cuestio´n se han tratado, de un modo u otro, de acuerdo con las
caracter´ısticas irrenunciables del lenguaje humano. Pero, a pesar de ello, SSG
es, fundamentalmente, una herramienta que ha de ser u´til para su aplicacio´n
pra´ctica. Por ello, la eleccio´n de uno u otro ana´lisis ha estado condicionada
por criterios de sencillez, rentabilidad del gasto computacional y ahorro de
coste de procesamiento. Estos criterios no son siempre fa´ciles de conciliar
con la fundamentacio´n teo´rica antes mencionada. En aras de esta vocacio´n
aplicada, los ana´lisis de SSG, en ocasiones, no se preocupan de cubrir datos
problema´ticos marginales. Tambie´n en ocasiones se opta por ana´lisis, siempre
plausibles desde un punto de vista teo´rico, pero pendientes de demostracio´n,
o controvertidos entre los especialistas.
Queda fuera de las posibilidades y del intere´s de este trabajo hacer una
defensa teo´rica so´lida de cada uno de estos ana´lisis. SSG pretende ser el ger-
men de una solucio´n computacional completa de la grama´tica del espan˜ol: es
fruto del engarce de un ana´lisis diferente para cada uno de los muy diferentes
feno´menos tratados. Este enfoque amplio no puede cubrir una demostracio´n
teo´rica de cada uno de estos feno´menos. Su fin es, en cambio, demostrar que
es posible crear una grama´tica general del espan˜ol, fundamentada en ana´lisis
teo´ricos plausibles, que reduzca sensiblemente la explosio´n combinatoria de
las grama´ticas anteriores.
Adema´s, SSG, en su actual estado de desarrollo, es un trabajo de macroestruc-
tura. Pretende ser una solucio´n adecuada para los grandes problemas que
presenta la grama´tica del espan˜ol. Pero queda por implementar y documen-
tar la microestructura de la grama´tica. Por ejemplo, SSG cuenta, como se ha
dicho, con un ana´lisis de las alternancias de dia´tesis de los verbos del espan˜ol:
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un sistema que define las posibilidades de realizacio´n de los distintos tipos de
verbos de esta lengua. Pero falta definir una ontolog´ıa exhaustiva de clases
verbales, con la debida adscripcio´n de cada verbo a su clase. Esta limitacio´n
tiene relacio´n con el valor de SSG como investigacio´n novedosa y u´til. Como
ya se ha dicho, existe en la actualidad una grama´tica del espan˜ol —SRG— que
cubre un muy amplio abanico de feno´menos. SSG no ser´ıa, entonces, intere-
sante por el hecho de volver a modelar estos feno´menos. El valor de SSG es,
en cambio, su planteamiento general, la macroestructura. Esta s´ı es novedosa
y u´til dentro del campo de la implementacio´n de grama´ticas computacionales.
Por u´ltimo, en varias ocasiones, las soluciones que da SSG a ciertos feno´menos
son cla´sicas desde un punto de vista teo´rico, pero novedosas desde un punto de
vista aplicado. Se observa, en las grama´ticas aplicadas, un cierto alejamiento
de algunas opciones teo´ricas preferidas. Es posible que este alejamiento se
deba a falta de recursos te´cnicos. Los parsers utilizados habitualmente —el
del entorno de desarrollo de grama´ticas LKB: Linguistic Knowledge Build-
ing2— no esta´n equipados para la utilizacio´n de dichas soluciones cla´sicas.
Por ejemplo, es frecuente que los estudios de HPSG entiendan a los cl´ıticos co-
mo afijos verbales, como realidades morfolo´gicas. En cambio, las grama´ticas
aplicadas actuales los suelen entender como pronombres, como entes sinta´cti-
cos auto´nomos. Te´ngase en cuenta que, en la escritura en espan˜ol, el verbo y
sus cl´ıticos antepuestos —procl´ıticos— se escriben separados. Los parsers de
texto escrito habituales entienden como unidad sinta´ctica ato´mica, en prin-
cipio, todo aquello que este´ separado por espacio en blanco. Por tanto, a
falta de otros recursos te´cnicos pertinentes, estos parsers solo son compati-
bles con la interpretacio´n sintactista del feno´meno de los cl´ıticos. Del mismo
modo, la Teor´ıa de la Linealizacio´n cla´sica de HPSG contempla la existencia
de constituyentes discontinuos en ciertas lenguas. Esta nocio´n es la clave de
la explicacio´n en este modelo del feno´meno de scrambling de lenguas como
el alema´n o el espan˜ol. Pero los parsers de uso habitual no contemplan la
existencia de este tipo de constituyentes.
2Copestake (2002).
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Precisamente, en SSG, los cl´ıticos se conciben como afijos verbales; y los
casos de scrambling se formalizan haciendo uso del concepto de constituyente
discontinuo. Por tanto, SSG es una grama´tica computacional novedosa, en tan-
to que utiliza los ana´lisis teo´ricos cla´sicos de HPSG. Para ello, en este trabajo
se ha desarrollado, junto a SSG, SGP: Simplified Grammars Parser . SGP es
un parser implementado en Perl que admite la existencia de constituyentes
discontinuos. Adema´s, cuenta con un mo´dulo de preprocesamiento que une
en una sola entidad al verbo y sus cl´ıticos.
El trabajo que sigue se divide en cinco partes. En el cap´ıtulo 1 se explica
cua´l es el marco teo´rico en el que se ha desarrollado SSG. Se explicara´ que´ es
una grama´tica generativa, que´ tipos de grama´ticas existen y cua´l es su com-
plejidad computacional. Se explicara´ tambie´n que´ es una grama´tica de unifi-
cacio´n; y, en concreto, se explicara´ HPSG, modelo en el que se ha desarrollado
SSG. En el cap´ıtulo 2, se explican ciertos problemas de corte computacional
y teo´rico de HPSG, para los cuales SSG es una solucio´n. En los tres cap´ıtu-
los siguientes se explica SSG propiamente dicha. En el cap´ıtulo 3, se explica
el sistema de reglas le´xicas mediante el cual SSG modela las alternancias de
dia´tesis de los verbos del espan˜ol. En el cap´ıtulo 4 se explica la solucio´n que
aporta esta grama´tica al feno´meno de los cl´ıticos del espan˜ol. Por u´ltimo, en
el cap´ıtulo 5, se explica el ana´lisis que hace SSG del orden de palabras del
espan˜ol.
Adema´s, el trabajo incluye dos ape´ndices. Por un lado, el ape´ndice A
documenta el parser SGP. Por otro, el ape´ndice B presenta una test suite
que recoge los feno´menos del espan˜ol tratados en los cap´ıtulos 3, 4 y 5. Se
muestran en e´l los resultados del ana´lisis de esta test suite para el parser
SGP, de acuerdo con la grama´tica SSG y de acuerdo con una grama´tica ma´s
tradicional. Se vera´ co´mo con SSG los tiempos de ana´lisis son sensiblemente
menores.
Cap´ıtulo 1
Marco teo´rico
1.1. La Lingu¨´ıstica Generativa
En Chomsky (1957), una lengua natural cualquiera (el espan˜ol, por ejem-
plo) se entiende como un conjunto infinito de oraciones de longitud finita,
construidas todas ellas a partir de un conjunto finito de elementos. La tarea
fundamental del lingu¨ista que estudia una lengua natural consiste en crear
una grama´tica de dicha lengua: un ingenio que determine que´ secuencias de
elementos forman parte de tal lengua y que´ secuencias no. Cabe preguntarse,
entonces, ¿que´ es una grama´tica? ¿que´ tipo de ingenio entiende Chomsky que
permitir´ıa discriminar que´ es y que´ no es una oracio´n de una lengua natural
dada?
Con los primeros trabajos de Chomsky, comenzo´ a plantearse la necesidad
de representar al lenguaje natural, en tanto que objeto de estudio cient´ıfico,
mediante un lenguaje formal1: un conjunto de teoremas derivables a par-
tir de unos axiomas mediante un conjunto finito de reglas. Pues bien, una
grama´tica es este conjunto de axiomas y reglas. De acuerdo con Chomsky
1Posteriormente, la escuela chomskyana ha relajado la necesidad de formalizacio´n en
el estudio del lenguaje. Pero otras escuelas, tambie´n generativas, hijas del trabajo original
de Chomsky (Grama´ticas de Unificacio´n, Grama´tica Categorial...), siguen una formal-
izacio´n rigurosa. Ve´anse Shieber (1986) o Moreno Sandoval (2001) para las Grama´ticas
de Unificacio´n, y Carpenter (1995) para la Grama´tica Categorial.
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(2003)2, en un lenguaje formal al uso (la aritme´tica, por ejemplo) el sistema
de axiomas y reglas son meramente un modo de describir el lenguaje. El
lenguaje mismo son los teoremas. Son estos los u´nicos que representan una
parcela de la realidad. Los teoremas pueden representarse por medio de muy
distintos sistemas de axiomas y reglas. Y, en principio, uno de estos sistemas
no es preferible a otro. No cabe preguntarse, entonces, que´ sistema de axio-
mas y reglas para derivar los teoremas de la aritme´tica son los verdaderos.
Todos son sistemas va´lidos de representacio´n de tales teoremas. En cambio,
el lenguaje natural, entendido tambie´n como sistema formal, es diferente. El
cerebro humano debe tener un sistema de ca´lculo que permita discriminar
que´ es una oracio´n de una lengua natural y que´ no. Y ese sistema de ca´lculo
ha de ser de un modo concreto. Por tanto, en Lingu¨´ıstica s´ı es pertinente
preguntarse que´ sistema de axiomas y reglas derivativas es el que representa
ese sistema de ca´lculo cerebral. Es pertinente, pues el cerebro ha de usar un
sistema y no otro.
De cualquier modo, el problema central de la Lingu¨´ıstica Generativa, en
cuanto a una lengua natural concreta, consiste en establecer la grama´tica que
permite generar las oraciones de esta lengua. En te´rminos formales, consiste
en establecer el conjunto de reglas que, a partir de unos axiomas, generan
todos los (y solo los) teoremas de la lengua en cuestio´n.
1.1.1. Lenguajes formales y Teor´ıa de la Computacio´n
Hasta la aparicio´n de Chomsky (1957), el estudio del lenguaje hac´ıa taxo-
nomı´a de palabras, construcciones y feno´menos gramaticales. Pero en ningu´n
momento se planteo´ la posibilidad de entender, como hace la Lingu¨´ıstica Ge-
nerativa, los mecanismos que permiten generar las oraciones de una lengua.
Fue necesaria para la aparicio´n de este nuevo enfoque el desarrollo previo de
ciertas ramas de la Matema´tica.
Estas fueron la Teor´ıa de Lenguajes Formales y la Teor´ıa de la Com-
2Chomsky (2003), p. 106.
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putacio´n. Los lenguajes formales son artificios creados para representar el
objeto de estudio de una ciencia. Todo hecho que pueda contemplar una cien-
cia debe poder representarse en el lenguaje formal en el que esta se exprese.
Si este hecho se concibe como verdadero, debe ser un teorema del lenguaje
formal, es decir, debe ser demostrable dentro de tal lenguaje. En cambio, si se
concibe como falso, debe no ser un teorema: no debe ser demostrable dentro
del lenguaje. Pero ¿que´ quiere decir que un enunciado sea o no demostrable
dentro de un lenguaje formal? Un enunciado queda demostrado dentro de un
lenguaje formal cuando es posible derivarlo a partir de los axiomas de dicho
lenguaje, mediante la aplicacio´n sucesiva de las reglas de inferencia de este.
Un axioma es un enunciado del lenguaje que se entiende como teorema sin
necesidad de demostracio´n: se asume su veracidad. Por su parte, las reglas
de inferencia son teoremas que permiten deducir otros teoremas a partir de
ciertas premisas (teoremas previamente demostrados o axiomas). Entonces,
demostrar un enunciado, demostrar que es un teorema, miembro del lenguaje
formal, consiste en crear tal enunciado mediante la aplicacio´n de las reglas
del lenguaje a partir de sus axiomas. Dicho de otro modo, el lenguaje formal
(el conjunto de sus teoremas) se describe, no de modo extensional (mediante
el listado uno a uno de dichos teoremas), sino mediante el establecimiento de
unos axiomas y reglas a partir de los cuales se pueden generar todos los (y
solo los) teoremas.
Durante la primera mitad del siglo xx se dio un fuerte desarrollo de la
Teor´ıa de Lenguajes Formales. David Hilbert, matema´tico alema´n, planteo´ en
1900 la posibilidad de demostrar todos los teoremas de la aritme´tica a par-
tir de un mismo conjunto de axiomas y reglas de inferencia, de forma que
tal sistema fuese totalmente coherente: no diese lugar a contradicciones3. En
respuesta a ello, Bertrand Russell publico´ en 1910, 1912 y 1913 sus Prin-
3Lo hizo en el Congreso Internacional de Matema´ticos de Par´ıs de 1900. Planteo´ como
un reto para la comunidad cient´ıfica veintitre´s cuestiones de intere´s en aquel momento, la
u´ltima de las cuales es la que se trata aqu´ı. Ve´anse Hopcroft y otros (2001) p. 339 o Iranzo
(2004) p. 72.
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cipia Mathematica4, obra que defin´ıa un sistema de axiomas y reglas que
deb´ıa poder demostrar todos los teoremas de la aritme´tica. En realidad,
nadie sab´ıa entonces si, realmente, la obra de Russell englobaba a toda la
aritme´tica, ni si carec´ıa de contradicciones. En 1931, Kurt Go¨del, lo´gico y
matema´tico austr´ıaco, demostro´ que todo intento de axiomatizacio´n de la
aritme´tica es incompleto5. En aquel momento, los matema´ticos acostumbra-
ban a buscar la demostracio´n de enunciados aparentemente sencillos. Ten´ıan
la idea de que, por muy dif´ıcil que fuese dar con tales demostraciones, estas
exist´ıan. Era cuestio´n de tiempo que alguien diese con ellas. Sin embargo, el
descubrimiento de Go¨del abrio´ la puerta a la posibilidad de que tales enuncia-
dos, u otros, fuesen intr´ınsecamente indemostrables. Si todo sistema formal
que intente axiomatizar toda la aritme´tica es incompleto, un determinado
enunciado puede caer en el grupo de los indemostrables. Dicho esto en otros
te´rminos, el descubrimiento de Go¨del demostro´ que no existe un conjunto de
axiomas y reglas de inferencia a partir de los cuales pueda ser demostrado
como teorema o no teorema cualquier enunciado.
En esta situacio´n, se planteaba en las matema´ticas la pregunta crucial de
que´ se puede demostrar y que´ no, que´ enunciados o tipos de enunciados s´ı son
demostrables y cua´les no, que´ lenguajes formales se pueden describir median-
te un sistema axioma´tico y cua´les no. Recue´rdese que los enunciados de un
lenguaje formal son la representacio´n formalizada de problemas, hechos, es-
tudiados por una ciencia que se expresa mediante este lenguaje formal. Por
tanto, estas preguntas son equivalentes a preguntarse para que´ tipo de proble-
mas existe una solucio´n. Como respuesta a estas preguntas surgio´ la Teor´ıa
de la Computacio´n. Esta disciplina estudia que´ lenguajes formales pueden
describirse por medio de dispositivos computacionales. ¿Que´ es un dispo-
sitivo computacional? Cualquier dispositivo concebible capaz de solucionar
4Ve´ase Russell y Whitehead (1992).
5Go¨del demostro´ que un sistema formal lo suficientemente complejo como para rep-
resentarse a s´ı mismo no es completo mientras sea coherente. A esto se le conoce como
Teorema de la Incompletitud de Go¨del. El art´ıculo original en alema´n es Go¨del (1931). La
traduccio´n en ingle´s es Go¨del (1962).
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problemas de modo algor´ıtmico, mediante un algoritmo. Un algoritmo es un
conjunto de reglas que dice paso a paso co´mo proceder para conseguir un
fin concreto. Por tanto, la Teor´ıa de la Computacio´n estudia para que´ tipo
de problemas existe un algoritmo que pueda solucionarlo. Para solucionar
un problema mediante un algoritmo es necesario expresarlo de modo total-
mente formalizado: mediante un lenguaje formal. Habra´ tipos de problemas
para cuya solucio´n exista un algoritmo, otros para los cuales no; o, dicho
en te´rminos de lenguajes formales, habra´ lenguajes que podra´n describirse
mediante un conjunto de axiomas y reglas, y otros que no.
Adema´s, los lenguajes formales que s´ı cuentan con una posible descrip-
cio´n mediante un algoritmo pueden clasificarse en funcio´n de su complejidad
computacional; es decir, en funcio´n de lo complejos que sean los algoritmos
necesarios para la descripcio´n. Chomsky6 establecio´ una jerarqu´ıa de posibles
lenguajes en funcio´n de dicha complejidad computacional. Esta jerarqu´ıa se
expone en el siguiente apartado, 1.1.2.
Recue´rdese que se dec´ıa al comienzo de este apartado 1.1.1 que para el
desarrollo de la Lingu¨´ıstica Generativa fue necesario un desarrollo previo de
las teor´ıas de Lenguajes Formales y de la Computacio´n. Efectivamente, el
lingu¨ista generativo no describe una lengua haciendo una taxonomı´a de los
tipos de oraciones de esta, sino creando una grama´tica: un conjunto de axio-
mas y reglas a partir de los cuales se derivan todas las (y solo las) oraciones
de la lengua. Las teor´ıas de Lenguajes Formales y de la Computacio´n pro-
porcionaron, como se ha visto, un fundamento matema´tico adecuado para
ello. Como ya se ha dicho, en Lingu¨´ıstica se da la situacio´n, extran˜a en otras
ciencias, de que el conjunto de axiomas y reglas mediante el cual se describe
un lenguaje formal no es una mera estrategia descriptiva de tal lenguaje,
sino que este conjunto es objeto de estudio en s´ı mismo. El cerebro humano
se concibe como ese dispositivo computacional que, mediante un algoritmo,
genera las posibles oraciones de una lengua natural, o entiende una secuencia
6Ve´ase, por ejemplo, Chomsky (1956).
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de elementos como oracio´n de esa lengua. Por tanto, ¿cua´l es ese algoritmo?,
¿que´ conjunto de axiomas y reglas son las pertinentes para describir una
lengua natural en los te´rminos en los que lo hace el cerebro humano? son
preguntas pertinentes para la Lingu¨´ıstica7.
1.1.2. La jerarqu´ıa de lenguajes de Chomsky
De acuerdo con lo visto hasta ahora, una lengua natural, en tanto que
objeto de estudio cient´ıfico, debe expresarse mediante un lenguaje formal. El
conjunto infinito de oraciones de esta sera´ el conjunto, tambie´n infinito, de
teoremas de ese lenguaje. La grama´tica que describa la lengua sera´ el con-
junto de axiomas y reglas de inferencia del lenguaje.
Como se dijo en 1.1.1, cabe distinguir varios tipos de lenguaje formal
en funcio´n de la complejidad computacional necesaria para su descripcio´n.
Chomsky8 establecio´ una jerarqu´ıa de posibles lenguajes en orden creciente
de complejidad. Se pregunto´, adema´s, cua´l de todos esos tipos de lenguaje
era el adecuado para describir una lengua natural. Existen diversos crite-
rios para determinar la pertinencia de un lenguaje formal, de una grama´tica,
para la descripcio´n de una lengua natural. En primer lugar, es necesario lo
que suele llamarse una adecuacio´n observacional. Es necesario que el lengua-
je en cuestio´n, la grama´tica, sea capaz de derivar como teoremas todas las
oraciones pertenecientes a la lengua, y que no derive como teoremas aque-
llo que no sean oraciones de la lengua. Pero es un hecho que esta tarea la
pueden cumplir bien para una lengua natural cualquiera muy distintos tipos
7En realidad, la Lingu¨´ıstica no aspira a describir una lengua en los te´rminos exactos
en que pueda contemplarla el cerebro humano, entendido este como dispositivo computa-
cional. El funcionamiento del cerebro, el modo en que este represente su conocimiento
es una cuestio´n biolo´gica. La Lingu¨´ıstica trabaja en te´rminos puramente lingu¨´ısticos, no
biolo´gicos. Pero como objetivo a largo plazo, el lingu¨ista aspira a que esos te´rminos tengan
una correspondencia directa con los te´rminos en los que la Biolog´ıa exprese los procesos
cerebrales, de igual modo que los procesos qu´ımicos se expresan en te´rminos qu´ımicos que,
en u´ltima instancia, se corresponden con procesos f´ısicos fundamentales.
8Chomsky (1956). Ve´anse tambie´n Sa´nchez Leo´n (2006) y Serrano (1975).
CAPI´TULO 1. MARCO TEO´RICO 7
de grama´tica. Por tanto, se pide a una grama´tica, adema´s, que tenga lo que
se ha dado en llamar adecuacio´n descriptiva: debe describir adecuadamente
la lengua. En general, se considera que una grama´tica describe una lengua
mejor que otra si resulta ma´s sencilla y si capta ma´s generalizaciones. Es-
tas son consideraciones comunes a cualquier ciencia. Es preferible una teor´ıa
cient´ıfica que otra si, aun describiendo la misma parcela de realidad, una lo
hace con menor aparato teo´rico, explicando diferentes hechos como resultado
de los mismos principios generales.
Pero, en Lingu¨´ıstica, parece pertinente contemplar au´n otros criterios de
adecuacio´n de una grama´tica como descripcio´n de una lengua. La Lingu¨´ısti-
ca es una ciencia emp´ırica, que pretende estudiar una parcela del univer-
so: el lenguaje humano. Este lenguaje es fruto de una actividad, o una
situacio´n cerebral concreta. La grama´tica, como ya se ha dicho, debe ser una
teor´ıa plausible sobre esa actividad cerebral concreta. Por tanto, el lingu¨ista
esta´ constren˜ido, a la hora de crear una grama´tica, por la necesidad de buscar
una cierta adecuacio´n explicativa. Es decir, su grama´tica debe ser compati-
ble con una cierta teor´ıa general del lenguaje natural, concebido este como
facultad humana universal. Su grama´tica debe ser un modelo plausible como
descripcio´n de la grama´tica que, se entiende, utiliza el cerebro humano de un
modo concreto y observable.
En definitiva, Chomsky distinguio´ varios tipos posibles de lenguaje for-
mal en funcio´n de su complejidad. Y es necesario elegir, para la descripcio´n
de las lenguas naturales, uno de estos tipos: el ma´s adecuado desde un punto
de vista observacional, descriptivo y explicativo. Como se vera´, cualquiera
de los tipos de grama´tica posibles es adecuado desde un punto de vista ob-
servacional para la descripcio´n de una lengua. En cuanto a la adecuacio´n
descriptiva, se vera´ que este criterio hace ver que ciertos lenguajes son de-
masiado sencillos para describir las lenguas naturales de un modo adecuado,
pues dan lugar a grama´ticas muy complejas y redundantes. Por u´ltimo, hay
ciertos criterios relacionados con la adecuacio´n explicativa que hacen preferir
un tipo de grama´tica a otro. Por ejemplo, se suele entender que, en principio,
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cuanto ma´s sencillo sea un lenguaje formal, ma´s plausible es como grama´tica
de una lengua natural. La idea es que el cerebro humano debe enfrentarse a
tareas de generacio´n y procesamiento de oraciones, y estas tareas se antojan
de un coste computacional enorme. Cuanto mayor sea la complejidad com-
putacional de una grama´tica, ma´s costoso sera´ el desarrollo real de esas tareas
para el cerebro humano. Por tanto, en principio, suele considerarse ma´s ade-
cuada una grama´tica cuanto menor sea su complejidad computacional. En
general, los criterios de adecuacio´n de tipo descriptivo y explicativo suelen
entrar en conflicto. Una grama´tica suele captar ma´s generalizaciones, suele
ser ma´s sencilla desde un punto de vista teo´rico, cuanto mayor sea su com-
plejidad computacional; la cual, sin embargo, es un problema desde el punto
de vista de la adecuacio´n explicativa.
No ser´ıa justo obviar aqu´ı lo que Chomsky entendio´ como criterio funda-
mental de adecuacio´n explicativa. Para Chomsky el cerebro humano esta´ equipa-
do de forma innata con una Grama´tica Universal:9 un muy rico conocimiento
gramatical que evolucionara´ de formas distintas en los distintos individuos
al contacto con las lenguas con las que estos tengan experiencia. La idea
es que el conocimiento gramatical necesario para el manejo de una lengua
tiene una grand´ısima complejidad. Llama la atencio´n el hecho de que un
nin˜o sea capaz de aprender esa enorme complejidad haciendo uso solo de una
muy pobre experiencia, recibida de los usos lingu¨´ısticos que lo rodean en sus
primeros an˜os de vida. Para Chomsky, esto solo se explica si se supone que
el grueso de ese conocimiento lingu¨´ıstico lo tiene el nin˜o de forma innata. A
ese conocimiento innato, y por tanto universal, comu´n a todo ser humano, es
a lo que se llama Grama´tica Universal. Las distintas lenguas naturales son,
entonces, esencialmente iguales entre s´ı. Si esto es cierto, se espera que la
Lingu¨´ıstica sea capaz de describir esas distintas lenguas naturales mediante
grama´ticas esencialmente ide´nticas. Esta es una constriccio´n muy grande a
lo que puede ser una grama´tica de una lengua natural: debe ser compatible
con una teor´ıa general del lenguaje humano, debe utilizar mecanismos es-
9Ve´ase, por ejemplo, Chomsky (1986b), cap. 1.
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encialmente comunes a los que usan lenguas aparentemente muy diferentes.
Esta es, claro, una constriccio´n relacionada con la adecuacio´n explicativa, que
debe contemplar la Lingu¨´ıstica si se toma como cierta la tesis universalista
de Chomsky.
Es en el conflicto entre la adecuacio´n descriptiva y la explicativa (se en-
tienda esta u´ltima de uno u otro modo) donde reside el valor emp´ırico de
la Lingu¨´ıstica Generativa. Esta no es un mero artificio matema´tico. Es una
disciplina emp´ırica constren˜ida por los datos. Debe lograr una teor´ıa genera-
lizadora y sencilla del lenguaje humano, compatible, al tiempo, con los datos
de las distintas lenguas y con determinadas hipo´tesis de ı´ndole general.
En 1.1.2.1, 1.1.2.2, 1.1.2.3 y 1.1.2.4, se muestran los cuatro tipos de
lenguajes que contemplo´ Chomsky en su jerarqu´ıa. Se han colocado en orden
creciente de complejidad. Hay que tener en cuenta que cada lenguaje engloba
a todos los lenguajes de complejidad menor, y las grama´ticas que definen ca-
da lenguaje engloban tambie´n a todas las grama´ticas de complejidad menor.
Es decir, un tipo de grama´tica G es capaz de definir lenguajes L de hasta
una determinada complejidad. Las grama´ticas y lenguajes menos complejos
que los de tipo G y L son casos concretos de grama´ticas y lenguajes de tipo
G y L que no alcanzan la complejidad ma´xima que pueden expresar estos.
1.1.2.1. Lenguajes regulares
El primer tipo de lenguaje que contempla Chomsky en su jerarqu´ıa son los
lenguajes regulares. Son secuencias de elementos que obedecen a la estructura
an. Es decir, son secuencias que constan de un nu´mero n de elementos de tipo
a. Son meras secuencias lineales en las que sus constituyentes no mantienen
otra relacio´n entre s´ı que la de sus posiciones lineales relativas. Por ejemplo,
para definir el lenguaje anbm —una secuencia lineal de n elementos de tipo
a seguidos de m elementos de tipo b, donde n y m no son necesariamente
iguales, pero son mayores que 0 — es necesaria una grama´tica como la que
se representa en la figura 1.1.
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Axioma A
Regla1 A→ aA
Regla2 A→ aB
Regla3 B → bB
Regla4 B → b
Figura 1.1: Lenguaje anbm
En la figura 1.2 se muestra la derivacio´n de aaabb, uno de los teoremas
del lenguaje anbm, de acuerdo con la grama´tica de la figura 1.1.
Axioma A
Regla1 aA
Regla1 aaA
Regla2 aaaB
Regla3 aaabB
Regla4 aaabb
Figura 1.2: Derivacio´n en anbm
A las grama´ticas que representan a los lenguajes regulares se les llama
grama´ticas regulares. Sus reglas toman como input una secuencia y la am-
pl´ıan necesariamente siempre por una de sus ma´rgenes, siempre por la misma.
La sucesiva aplicacio´n de reglas a una secuencia hace crecer a esta siempre
linealmente, siempre por un extremo, por el mismo. Obse´rvese esto en la
grama´tica de la figura 1.1. Los s´ımbolos susceptibles de ser sustituidos —
A y B— siempre se colocan en la margen derecha del output de las reglas.
Concretamente, las reglas de las grama´ticas regulares solo tienen la forma
A→ tB y A→ t o A→ Bt y A→ t, donde B es un signo rescribible y t no.
1.1.2.2. Lenguajes independientes del contexto
En el apartado 1.1.2.1 se han descrito los lenguajes regulares. Los teore-
mas de estos lenguajes eran meras secuencias lineales de elementos: secuencias
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del tipo an, con n elementos de tipo a. Son el tipo ma´s sencillo de lenguaje.
Hay lenguajes ma´s complejos. Es el caso, por ejemplo, de un lenguaje de
tipo anbn; es decir, un lenguaje formado por secuencias consistentes en un
nu´mero n de elementos de tipo a seguidos de un mismo nu´mero n de elemen-
tos de tipo b. Este lenguaje no es regular, no puede ser descrito mediante una
grama´tica regular10. Recue´rdese que las grama´ticas regulares solo permiten
describir secuencias lineales, sin ningu´n tipo de estructura interna. Las se-
cuencias se van creando con ellas mediante la sucesiva ampliacio´n lineal de la
misma margen de las secuencias anteriores. Por ello, para crear una secuencia
anbn con una grama´tica regular habr´ıa que an˜adir a la secuencia primero a n
veces, y despue´s b, tambie´n n veces. Pero esto es imposible, pues no se puede
saber cua´ntas veces se ha iterado a en la derivacio´n en el momento en que
se tiene que iterar b.
Axioma A
Regla1 A→ aAb
Regla2 A→ ab
Figura 1.3: Lenguaje anbn
Por la misma razo´n, tampoco son regulares lenguajes como anbncn, anbncndn,
o, en definitiva, cualquier lenguaje del tipo (an)m, donde m sea mayor que 1 .
Los teoremas de estos lenguajes no son meras secuencias lineales de elemen-
tos, sino objetos multidimensionales. Para definirlos son necesarias grama´ticas
cuyas reglas definan un crecimiento parejo de las distintas dimensiones que
conforman las secuencias. Por ejemplo, para definir el lenguaje anbn es nece-
saria una regla que an˜ada a la secuencia una b por cada a an˜adida. Es-
ta grama´tica se representa en la figura 1.3. En la figura 1.4 se muestra la
10S´ı son lenguajes regulares akbk, donde k es un nu´mero menor o igual a una cota
determinada. Por ejemplo, s´ı se puede crear una grama´tica regular que defina secuencias
formadas por k iteraciones de a seguidas de k iteraciones de b, donde k es, por ejemplo,
un nu´mero menor o igual a diez. Esta ser´ıa una grama´tica trivial que enumerar´ıa uno a
uno cada uno de sus teoremas. Tambie´n es regular un lenguaje como anbm, donde n y m
pueden tener o no el mismo valor.
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derivacio´n de uno de los teoremas del lenguaje anbn: aaaaabbbbb.
Axioma A
Regla1 aAb
Regla1 aaAbb
Regla1 aaaAbbb
Regla1 aaaaAbbbb
Regla2 aaaaabbbbb
Figura 1.4: Derivacio´n en anbn
Los lenguajes de tipo anbn se conocen como lenguajes independientes
del contexto. Y las grama´ticas que los generan —la de la figura 1.3, por
ejemplo— son grama´ticas independientes del contexto. Reciben este nombre
por el hecho de que las reglas de estas grama´ticas tienen siempre la estruc-
tura A→ x, donde x es una secuencia de s´ımbolos. Es decir, son reglas que
rescriben un s´ımbolo de la entrada, A, sea cual sea el contexto en el que
este aparece. De ah´ı el nombre: independientes del contexto. En el siguiente
apartado 1.1.2.3 se vera´n reglas que permiten la rescritura de A, pero solo en
determinados contextos —por ejemplo, en xAy → xay, se definir´ıa la posible
rescritura de A como a, solo para aquellos casos en los que A aparezca prece-
dido de una secuencia x y seguido de una secuencia y—. A las grama´ticas con
este tipo de reglas, y a los lenguajes que definen, se les llamara´ dependientes
del contexto.
1.1.2.3. Lenguajes dependientes del contexto
En el apartado 1.1.2.1 se ha descrito el tipo de lenguaje ma´s sencillo de
la jerarqu´ıa de Chomsky: los lenguajes regulares. Las secuencias de estos
lenguajes son secuencias lineales de s´ımbolos. Pudiera decirse que son se-
cuencias unidimensionales, cuyos s´ımbolos constituyentes se relacionan entre
s´ı en una u´nica dimensio´n: la u´nica relacio´n que se establece entre ellos es
la de ordenacio´n lineal. Son lenguajes de tipo an. En cambio, en el apartado
1.1.2.2 se vio un tipo ma´s complejo de lenguaje, el segundo tipo en orden
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creciente de complejidad en la jerarqu´ıa de Chomsky: los lenguajes indepen-
dientes del contexto. Las secuencias de estos lenguajes son bidimensionales.
Por ello pueden ser de tipo anbn, pues las reglas que las definen pueden es-
tablecer un crecimiento parejo de la secuencia en sus dos dimensiones.
En este apartado se vera´ un tipo de lenguaje, tambie´n contemplado en
la jerarqu´ıa de Chomsky, au´n ma´s complejo. En este grupo se encuadran
los lenguajes de tipo anbncn, anbncndn, anbncndnen, y, en general, cualquier
lenguaje de tipo (an)m para el cual m sea mayor que 2 . Si las secuencias
de los lenguajes regulares eran unidimensionales y las de los lenguajes inde-
pendientes del contexto bidimensionales, este nuevo tipo de lenguajes ten-
dra´ secuencias multidimensionales. Igual que las reglas de los lenguajes de
tipo anbn pod´ıan definir un crecimiento uniforme de la secuencia en cada
una de sus dos dimensiones, las reglas de un lenguaje como anbncn deben
poder contemplar la secuencia como un objeto tridimensional y, as´ı, definir
un crecimiento uniforme de esta en sus tres dimensiones. Por tanto, podr´ıa
pensarse que la grama´tica necesaria para definir un lenguaje de tipo anbncn
es esencialmente ide´ntica a la necesaria para definir un lenguaje anbn. Ambas
deber´ıan constar de reglas de tipo A → x, donde un s´ımbolo A se rescribe
como la secuencia x . La u´nica diferencia estriba en que, en un caso x es un
objeto bidimensional y en el otro es tridimensional.
Pero esto no es cierto: un lenguaje de tipo anbncn no puede definirse me-
diante una grama´tica independiente del contexto. La razo´n de ello es que los
s´ımbolos constituyentes de toda secuencia de un lenguaje —ya se conciba es-
ta como objeto unidimensional, bidimensional o multidimensional— guardan
entre s´ı una relacio´n de ordenacio´n lineal. La hipote´tica regla A → x en la
que x es un objeto tridimensional solo ser´ıa posible si los elementos de cada
dimensio´n no estuvieran ordenados linealmente con respecto a los del resto
de dimensiones. Pero en una secuencia del lenguaje anbncn, los elementos de
tipo a han de preceder linealmente a los de tipo b, y estos a los de tipo c.
Como se vio en 1.1.2.2, esta ordenacio´n lineal de los elementos de las distintas
dimensiones de una secuencia puede establecerse mediante reglas del tipo de
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A → x cuando las dimensiones son dos. Pero es imposible hacer otro tanto
con tres o ma´s dimensiones. Por tanto, una grama´tica para el lenguaje anbncn
necesita reglas ma´s complejas que las reglas independientes del contexto del
lenguaje anbn.
En la figura 1.5 se muestra una grama´tica que describe el lenguaje anbncn.
Sus dos primeras reglas (Regla1 y Regla2 ) permiten generar secuencias con
un mismo nu´mero n de elementos de tipo a, b y c. Estas reglas son inde-
pendientes del contexto. Pero, adema´s de estas reglas, son necesarias otras
(Regla3 , Regla4 y Regla5 ) que reordenen los elementos de modo que todos
los de tipo b precedan a los de tipo c. Obse´rvese que estas reglas no son in-
dependientes del contexto (de tipo A→ x). En su parte izquierda no aparece
solo un s´ımbolo rescribible, sino varios s´ımbolos, rescribibles o no. Concre-
tamente, las reglas de esta grama´tica son del tipo x → y, donde x e y son
secuencias de s´ımbolos rescribibles o no, para las cuales solo existe la restric-
cio´n de que el nu´mero de s´ımbolos de y debe ser mayor o igual al de x . A las
grama´ticas con este tipo de reglas se les llama dependientes del contexto; y
a los lenguajes que describen, lenguajes dependientes del contexto. Esto se
debe a que son reglas que permiten definir el contexto en el cual un s´ımbolo
puede rescribirse —como ocurre con Regla4 , donde se define la rescritura de
C como c, solo cuando C va precedida de c—. Pero, en realidad, tambie´n
permiten definir reordenaciones de elementos, como la que se establece en
Regla3 .
Axioma A
Regla1 A→ aABC
Regla2 A→ abc
Regla3 cB → Bc
Regla4 cC → cc
Regla5 bB → bb
Figura 1.5: Lenguaje anbncn
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En la figura 1.6 se muestra la derivacio´n de la secuencia aaabbbccc, con-
forme a la grama´tica de la figura 1.5. Los tres primeros pasos de la derivacio´n
son los que establecen que la secuencia tendra´ tres elementos en cada una
de sus dimensiones. Pero estos elementos no esta´n adecuadamente ordenados
linealmente: aaabcBCBC . El resto de pasos son necesarios para la reorde-
nacio´n de los elementos.
Axioma A
Regla1 aABC
Regla1 aaABCBC
Regla2 aaabcBCBC
Regla3 aaabBcCBC
Regla4 aaabBccBC
Regla3 aaabBcBcC
Regla4 aaabBcBcc
Regla3 aaabBBccc
Regla5 aaabbBccc
Regla5 aaabbbccc
Figura 1.6: Derivacio´n en anbncn
En resumen, los lenguajes de tipo anbncn, anbncndn, anbncndnen, etc.
son lenguajes dependientes del contexto, para cuya descripcio´n son nece-
sarias grama´ticas ma´s complejas que las vistas en los apartados anteriores:
grama´ticas dependientes del contexto. Estas grama´ticas permiten describir
cualquier lenguaje recursivo: ve´ase el apartado 1.1.2.4.
1.1.2.4. Lenguajes no recursivos
Todos los lenguajes contemplados por Chomsky en su jerarqu´ıa —los ya
vistos en 1.1.2.1, 1.1.2.2 y 1.1.2.3 y los que se vera´n en este u´ltimo apartado
1.1.2.4— son lo que se ha dado en llamar lenguajes recursivamente enu-
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merables. Es decir, son lenguajes susceptibles de ser descritos mediante un
sistema de axiomas y reglas de inferencia: estos generan como teoremas to-
das sus secuencias, y no generan secuencias ajenas al lenguaje. Fuera de este
grupo quedan aquellos lenguajes (no enumerables) para los cuales no existe
tal modo de descripcio´n. Adema´s, los lenguajes expuestos hasta ahora —los
regulares, los independientes del contexto y los dependientes del contexto—
son lenguajes recursivos. Un lenguaje es recursivo cuando es posible crear
para e´l un procedimiento formal capaz de decidir, para toda secuencia dada,
si esta forma parte o no del lenguaje en cuestio´n. El u´ltimo tipo de lenguaje
de la jerarqu´ıa de Chomsky es el de los no recursivos, es decir, lenguajes
recursivamente enumerables, para los cuales no existe un modo formal de
decidir, para cualquier secuencia, si esta es o no un teorema del lenguaje.
Imag´ınese la grama´tica G del lenguaje L, donde L es un lenguaje infinito.
Si L es recursivamente enumerable, debe poder idearse una grama´tica G que
genere todas sus secuencias, y solo esas. La demostracio´n de que cualquier
teorema t s´ı forma parte de L consiste en que G generara´ t en un tiempo
finito, mediante un nu´mero finito de pasos. Pero imag´ınese que se quiere
comprobar si una secuencia cualquiera s es o no un teorema de L. Si s es un
teorema, G lo generara´ en un tiempo finito, con lo cual queda demostrado
que s´ı pertenece a L. Pero, si no es un teorema, G nunca lo generara´; aunque,
como L es infinito, un observador podr´ıa esperar infinitamente por si s fuese
el siguiente teorema generado por G .
Obse´rvese que demostrar cua´les son los no teoremas de L es tanto co-
mo definir al lenguaje complementario de L, lla´mese L. Por tanto, la de-
mostracio´n de que cualquier secuencia t no es un teorema de L consiste,
entonces, en demostrar que s´ı es un teorema de L. La secuencia t no forma
parte de L si la grama´tica G que define a L genera t en un tiempo finito. Por
tanto, un lenguaje recursivamente enumerable L es, adema´s, recursivo si es
posible definir mediante una grama´tica G a su lenguaje complementario L; es
decir, si L tambie´n es recursivamente enumerable. Para estos lenguajes, los
recursivos, es posible decidir en un tiempo finito si una secuencia cualquiera
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s forma o no parte del lenguaje.
Pero existen lenguajes recursivamente enumerables —L— cuyos comple-
mentarios —L— no son recursivamente enumerables. Es decir las secuencias
de L forman un conjunto coherente, definido mediante alguna grama´tica G ;
pero las secuencias que no forman parte de L no forman un conjunto coheren-
te definible mediante una grama´tica: no puede definirse un hipote´tico L a
trave´s de G.
Los lenguajes regulares, los independientes del contexto y los dependien-
tes del contexto eran lenguajes recursivos. Los lenguajes que se an˜aden a la
jerarqu´ıa en este apartado se diferencian de aquellos en que no son recursivos.
Las grama´ticas de los lenguajes recursivos son reglas de tipo x→ y donde x
e y son secuencias de s´ımbolos sin restriccio´n alguna. Recue´rdese que en las
reglas dependientes del contexto (las ma´s libres de las vistas hasta ahora) el
nu´mero de s´ımbolos de y debe ser mayor o igual a los de x ; es decir, no se
permit´ıan reglas que redujesen el taman˜o del input . Las grama´ticas que ge-
neran lenguajes no recursivos se caracterizan, en cambio, por admitir reglas
que definen tanto el crecimiento como la reduccio´n de las secuencias.
En el apartado 1.1.3.4 se vera´n ciertos ejemplos de lenguajes no recur-
sivos. Para la correcta comprensio´n de la naturaleza de estos lenguajes es
u´til cierta formalizacio´n que aparecera´ en el siguiente apartado. De momen-
to, entie´ndase que es posible representar cada una de las grama´ticas vistas
en este apartado como una secuencia formada a partir de un mismo alfa-
beto. Si este fuera el caso, se podr´ıa definir el conjunto de las secuencias que
representan todas las grama´ticas regulares, todas las grama´ticas indepen-
dientes del contexto, todas las grama´ticas dependientes del contexto, todas
las grama´ticas que definen un lenguaje de al menos una secuencia, etc. Pues
bien, como se dira´ en 1.1.3.4, estos lenguajes definitorios del conjunto de
grama´ticas que obedecen a una propiedad no trivial son necesariamente no
recursivos (algunos de ellos tampoco son recursivamente enumerables). Val-
gan estos, entonces, como ejemplos de lenguajes no recursivos. Ser´ıa larga y
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alejada de los intereses de este trabajo la exposicio´n de las correspondientes
demostraciones —ve´ase, no obstante, 1.1.3.4—.
1.1.3. Ma´quinas abstractas
En el apartado 1.1.2 se mostraron los cuatro tipos de lenguaje formal que
contemplo´ Chomsky en su jerarqu´ıa. En este nuevo apartado se describira´n
esos mismos lenguajes desde una perspectiva nueva. De forma paralela al
trabajo de Chomsky, en Teor´ıa de la Computacio´n se definieron una serie
de ma´quinas abstractas capaces de definir distintos tipos de lenguaje11. Se
ha demostrado que estos tipos de lenguaje son, precisamente, los que propu-
so Chosmky en su jerarqu´ıa. Es decir, que estas ma´quinas abstractas y las
grama´ticas de la jerarqu´ıa de Chomsky son descripciones equivalentes de los
mismos tipos de lenguaje. Los lenguajes regulares se describieron en te´rmi-
nos de auto´matas finitos —como se vera´ en el apartado 1.1.3.1—. Por su
parte, los lenguajes independientes del contexto se describieron en te´rminos
de auto´matas a pila —apartado 1.1.3.2—, y los dependientes del contex-
to como auto´matas acotados linealmente —apartado 1.1.3.3—. Adema´s, los
lenguajes no recursivos se pueden describir mediante ma´quinas de Turing
—apartado 1.1.3.4—.
La finalidad de este apartado es caracterizar los lenguajes de 1.1.2 desde
un punto de vista no meramente descriptivo, sino computacional, algor´ıtmico.
Una ma´quina abstracta puede entenderse como un algoritmo capaz de decidir
en un nu´mero finito de pasos, y con el uso de una determinada cantidad de
memoria, si una secuencia forma o no parte de un lenguaje. Sera´ posible,
por tanto, evaluar si, para llevar a cabo ese ca´lculo, un determinado tipo de
ma´quina necesita un nu´mero mayor o menor de pasos, o una cantidad mayor
o menor de memoria. En este apartado se pretende, entonces, valorar el coste
computacional que tiene la descripcio´n de cada uno de los lenguajes de la
jerarqu´ıa de Chomsky; coste valorado en te´rminos de tiempo (nu´mero de
pasos) y espacio (cantidad de memoria). Se vera´ que, cuanto ma´s complejo
11Se sigue aqu´ı a Hopcroft y otros (2001) y Aranda y otros (2006).
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es un lenguaje (en 1.1.2 se presentaron en orden creciente de complejidad)
mayor sera´ el coste computacional necesario para definirlo.
1.1.3.1. Auto´matas finitos
Los auto´matas finitos son ma´quinas capaces de definir solo lenguajes re-
gulares. Constan de un conjunto Q de estados (entre los cuales debe haber
un estado de inicio i y un subconjunto Φ de estados finales o de aceptacio´n),
un conjunto Σ de s´ımbolos de entrada y una funcio´n de transicio´n δ. Esta
funcio´n toma como argumentos un estado de Q y un s´ımbolo de Σ y devuelve
un estado de Q .
Un auto´mata opera del siguiente modo. Su objetivo es leer una cinta de
entrada —una secuencia de signos de Σ— y decidir si dicha secuencia es o
no un teorema del lenguaje que define. Para ello, se encuentra en todo mo-
mento en uno de los estados de Q —lla´mese q— y en una de las posiciones
de la cinta de entrada, leyendo el signo de Σ que se encuenta en tal posicio´n
—lla´mese s—. Si la funcio´n de transicio´n δ define una transicio´n del estado
q al estado k , dada la lectura del signo s , entonces, el auto´mata pasa a estar
en estado k , y pasa a leer el signo que aparezca en la siguiente posicio´n de
la cinta de entrada. Esta operacio´n se repite hasta que terminan los signos
de la cinta de entrada. La actividad del auto´mata comienza siempre en el
estado de inicio, leyendo la cinta de entrada en uno de sus extremos. En cada
transicio´n el auto´mata pasara´ a un nuevo estado y pasara´ a leer el siguiente
signo de la cinta de entrada. Se considera que la secuencia de dicha cinta
es un teorema del lenguaje que se define si, tras leerse el u´ltimo signo, el
auto´mata se encuentra en un estado final o de aceptacio´n. En cambio, una
secuencia no es un teorema si, al terminar la lectura de la cinta, el auto´mata
no se encuentra en un estado final; o no se ha podido terminar la lectura de
la cinta porque, en algu´n momento, el auto´mata se encontraba en un estado
q , leyendo un signo s , para los cuales δ no define una transicio´n posible.
Es importante precisar que un auto´mata finito (a diferencia de otras
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ma´quinas ma´s complejas que se vera´n en los apartados siguientes) lee la
cinta de entrada siempre en el mismo sentido. Comienza leyendo la cinta en
uno de sus extremos, por convencio´n el izquierdo, y, con cada transicio´n, pasa
a leer el signo de la siguiente posicio´n a la derecha.
Recue´rdese que en el apartado 1.1.2.1 se definio´ el lenguaje anbm, formado
por todas las posibles secuencias de n elementos de tipo a seguidos de m
elementos de tipo b. Este lenguaje se formaliza ahora mediante un auto´mata
finito, en el cual Q = q0, q1, q2; i = q0; Φ = q2; Σ = a, b; y δ se muestra en
la figura 1.7, donde el resultado de la funcio´n para cada par estado y signo
es el estado que se encuentra en la convergencia entre ambos. Este auto´mata
es, al igual que la grama´tica vista en 1.1.2.1, una definicio´n intensional del
lenguaje anbm.
a b
q0 q1
q1 q1 q2
q2 q2
Figura 1.7: Lenguaje anbm: δ
q0 a q1
q1 aa q1
q1 aaa q1
q1 aaab q2
q2 aaabb q2
Figura 1.8: Derivacio´n en anbm
De acuerdo con e´l, un teorema de anbm es una secuencia de signos de Σ
para los cuales δ define una transicio´n desde el estado de inicio (q0) hasta
un estado final (q2). Por ejemplo, la secuencia aaabb es un teorema de anbm.
Se muestra la derivacio´n que lo prueba en 1.8, donde cada fila muestra una
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transicio´n. En la primera columna se muestra el estado en el que se encuentra
un auto´mata antes de realizar la transicio´n. En la segunda columna aparece
la secuencia derivada hasta el momento. Y en la tercera columna aparece el
estado al cual se mueve el auto´mata.
En definitiva, un auto´mata de estados finitos es una ma´quina abstracta
que realiza movimientos desde un estado a otro, motivados por la lectura
secuencial de los signos de una cinta de entrada. Un auto´mata finito de-
fine, como teorema del lenguaje que representa, a toda secuencia que motive
un movimiento desde su estado de inicio hasta un estado final. Mediante
auto´matas finitos solo pueden representarse lenguajes regulares, del tipo an.
Te´ngase en cuenta que son ma´quinas que solo realizan una lectura lineal de
una secuencia; y, en un momento dado, no tienen memoria alguna de las tran-
siciones que han efectuado hasta entonces. Por ello, no pueden definirse con
auto´matas finitos lenguajes independientes del contexto —del tipo anbn—,
pues se necesitar´ıa recordar, en el momento de determinar el nu´mero de ele-
mentos de tipo b de la secuencia, cua´ntos elementos de tipo a se establecieron.
Los auto´matas finitos carecen de esa memoria. Tampoco es posible definir
con estas ma´quinas lenguajes dependientes del contexto —del tipo anbncn—.
En 1.1.2.3 se vio co´mo, para definir estos lenguajes, era necesario generar un
nu´mero n de elementos de tipo a, b y c; y, despue´s, reordenarlos de forma que
todos los de tipo a precediesen a los de tipo b, y estos a los de tipo c. Para
realizar esta reordenacio´n es necesario identificar un contexto en la cinta de
entrada (identificar, por ejemplo, una c y a continuacio´n una b), y volver
hacia atra´s en esta para efectuar el cambio de orden (en la primera posicio´n
de la cinta borrar la c para escribir b, y en la segunda cambiar b por c). Los
auto´matas finitos solo leen la cinta de entrada de modo secuencial, por lo que
para ellos no son posibles estas operaciones, y no pueden, por tanto, definir
lenguajes dependientes del contexto.
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1.1.3.2. Auto´matas a pila
En el apartado 1.1.3.1 se ha visto un tipo de ma´quina, el auto´mata fini-
to, capaz de definir solo lenguajes regulares. Estas ma´quinas establecen un
movimiento de estado a estado conforme se hace una lectura lineal de la se-
cuencia de la cinta de entrada. En cada momento del proceso no son capaces
de recordar que´ se ha le´ıdo anteriormente en la cinta, ni por que´ estados
se ha transitado. Una ma´quina de estas caracter´ısticas es incapaz de definir
lenguajes independientes del contexto, de tipo anbn, pues carecen de la memo-
ria necesaria para recordar, a la hora de establecer el nu´mero de elementos
de tipo b de la secuencia, con cua´ntos elementos de tipo a contaba esta.
Por tanto, para definir lenguajes independientes del contexto, es necesario
dotar al auto´mata con una memoria: una pila. Una pila es una estructura
de almacenamiento de informacio´n en la cual el u´ltimo elemento introduci-
do es el primero en salir. Estas ma´quinas aumentadas con una pila reciben
el nombre de auto´mata a pila. Constan, como los auto´matas finitos, de un
conjunto de estados Q , con un estado inicial i y un subconjunto de estados
finales Φ; un conjunto Σ de s´ımbolos de entrada; una funcio´n de transicio´n
δ; y una pila, con un alfabeto de pila Γ. La funcio´n de transicio´n δ, en un
auto´mata a pila, toma tres y no dos argumentos: un estado de Q , un s´ımbolo
de Σ y un s´ımbolo de pila Γ. El resultado de la funcio´n es un par formado
por un estado de Q y un nuevo s´ımbolo de pila de Γ. En definitiva, si δ, en
un auto´mata finito, defin´ıa transiciones de un estado a otro, condicionadas
por el s´ımbolo le´ıdo en la cinta de entrada, en un auto´mata a pila define esas
mismas transiciones, pero condicionadas por el s´ımbolo le´ıdo en la cinta de
entrada, y el le´ıdo en la pila. Con cada transicio´n, el auto´mata pasa a leer
el siguiente s´ımbolo de la cadena de entrada y opera de un modo u otro con
la pila: se elimina el elemento le´ıdo en esta, se an˜ade un nuevo elemento, o
se mantiene la pila inalterada. Un auto´mata a pila reconoce como teorema
del lenguaje que define a aquella secuencia que motive una transicio´n desde
el estado de inicio a un estado final y deje la pila vac´ıa.
CAPI´TULO 1. MARCO TEO´RICO 23
Por ejemplo, el lenguaje anbn se puede definir mediante un auto´mata a
pila en el cual Q = q0, q1; i = q0; Φ = q1; Σ = a, b; Γ = A; y δ. Se muestra
este auto´mata en la figura 1.9. En el eje horizontal se han colocado los pares
que motivan la transicio´n de un estado a otro: el primer elemento de cada par
es un s´ımbolo de Σ; el segundo, un s´ımbolo de Γ. La secuencia AA indica que
se an˜ade a la pila un s´ımbolo A a otro s´ımbolo A preexistente. Por u´ltimo,
 denota un elemento nulo: indica que en la pila no se encuentra ningu´n
s´ımbolo (la pila esta´ vac´ıa), o que el s´ımbolo le´ıdo en la pila se ha eliminado.
a,  a, A b,A
q0 q0, A q0, AA q1, 
q1 q1, 
Figura 1.9: Lenguaje anbn: δ
Dicho de forma intuitiva, este auto´mata admite secuencias, primero con
n elementos de tipo a, y a continuacio´n con m elementos de tipo b. Para
controlar que n y m sean iguales, se utiliza la pila: por cada elemento de
tipo a de la cinta de entrada se an˜ade a la pila un elemento A. Es decir, la
pila es la memoria que establece el nu´mero de elementos de tipo a vistos en
la secuencia. A continuacio´n, el auto´mata so´lo admite un elemento de tipo
b en la cinta de entrada por cada elemento de tipo A guardado en la pila.
En cada transicio´n lee un elemento de tipo b en la cinta y elimina una A
en la pila. Si la secuencia tiene ma´s elementos de tipo a que de tipo b, al
terminar el auto´mata la cinta de entrada, la pila no estara´ vac´ıa; y, si tiene
ma´s de tipo b que de tipo a, la funcio´n de transicio´n no permitira´ terminar
de leer la cinta de entrada (pues esta solo permite leer una b si en la pila
hay una A). En cualquier caso, la secuencia en cuestio´n no se considerara´ un
teorema de anbn. Pero si la secuencia cuenta con tantos elementos de tipo a
como de tipo b, el auto´mata, al leer n elementos de tipo a, an˜adira´ A a la
pila n veces; y, a continuacio´n, al leer n elementos de tipo b, eliminara´ A de
la pila n veces. De este modo, al terminar de leer la cinta de entrada, la pi-
la estara´ vac´ıa y la secuencia en cuestio´n s´ı se considerara´ un teorema de anbn.
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Este proceso puede observarse en la siguiente derivacio´n de 1.10, que
legitima a aaabbb como teorema de anbn. Cada fila representa una transicio´n.
En la primera columna aparece el estado de origen de dicha transicio´n, y en
la cuarta el estado de destino. En la segunda columna aparecen la secuencia
que el auto´mata ha reconocido hasta el momento, donde el u´ltimo s´ımbolo es
el que la transicio´n en cuestio´n ha le´ıdo en la cinta de entrada. En la tercera,
por u´ltimo, aparece el estado en el que la transicio´n deja la pila.
q0 a A q0
q0 aa AA q0
q0 aaa AAA q0
q0 aaab AA q1
q1 aaabb A q1
q1 aaabbb  q1
Figura 1.10: Derivacio´n en anbn
Los auto´matas a pila pueden, entonces, definir lenguajes independientes
del contexto. Pero no pueden definir lenguajes dependientes del contexto —
anbncn—. Una memoria de tipo pila puede recordar el nu´mero elementos de
tipo a de una secuencia. Pero esta informacio´n se va perdiendo conforme se
vac´ıa la pila al reconocerse los elementos de tipo b. No habr´ıa modo, con este
tipo de memoria, de recordar a continuacio´n con cua´ntos elementos de tipo
c ha de contar la secuencia. Parece, por tanto, que para definir un lenguaje
dependiente del contexto es necesario un tipo de ma´quina diferente, ma´s
compleja.
1.1.3.3. Auto´matas acotados linealmente
Los auto´matas acotados linealmente son ma´quinas abstractas capaces de
definir lenguajes dependientes del contexto; capaces, por tanto, conforme a
lo visto en 1.1.2.4, de definir cualquier lenguaje recursivo. Son auto´matas,
como los vistos hasta el momento; pero capaces, a diferencia de estos, de
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leer la cinta de entrada no solo de forma secuencial, de izquierda a derecha,
sino en ambos sentidos. Adema´s pueden rescribir los s´ımbolos de la cinta de
entrada. Cuentan con un conjunto de estados Q , con un estado inicial i y un
subconjunto de estados finales Φ; un conjunto de s´ımbolos Σ; y una funcio´n
de transicio´n δ. Esta funcio´n toma dos argumentos, un estado de Q y un
s´ımbolo de Σ; y da como resultado un triplete formado por un estado de Q ,
un s´ımbolo de Σ y una instruccio´n D o I . Es decir, las transiciones definidas
mediante δ representan movimientos de un estado a otro, motivados por la
lectura de un s´ımbolo de la cinta de entrada. Pero, adema´s, estas transiciones
suponen la rescritura de ese s´ımbolo de la cinta (quiza´ por el mismo s´ımbolo,
o por otro), y establecen si la siguiente posicio´n que se leera´ en la cinta de
entrada sera´ la ubicada inmediatamente a la derecha del u´ltimo s´ımbolo le´ıdo
(instruccio´n D), o a su izquierda (instruccio´n I )12. Se dice de estos auto´matas
que esta´n acotados linealmente porque la cinta de entrada es necesariamente
finita, acotada entre un s´ımbolo de inicio # y un s´ımbolo final $, ambos
miembros de Σ. El auto´mata no podra´ leer la cinta de entrada a la izquierda
de # ni a la derecha de $.
Se puede definir anbncn mediante un auto´mata acotado linealmente. Para
ello, Q = q0, q1, ..., q11, donde i = q0 y Φ = q11; Σ = a, b, c, A,B,C,#, $; y δ
se define como aparece en la figura 1.11. El resultado de δ se ha representado
como un estado de destino con un sub´ındice con dos elementos: el s´ımbolo
por el que se rescribe la posicio´n de la cinta de entrada, y la instruccio´n que
indica si el auto´mata pasa a leer la cinta hacia la derecha o la izquierda. Este
auto´mata lee una secuencia, en primer lugar, de izquierda a derecha. Cuando
encuentra la primera a, la cambia por A; cuando encuentra la primera b, la
cambia por B ; y, cuando encuentra la primera c, la cambia por C . Una vez
llega al final de la secuencia, lee la cinta en sentido inverso para volver al
12Como se ve, los auto´matas acotados linealmente no cuentan con una pila. Esta no
es necesaria, pues la posibilidad de rescribir los s´ımbolos de la cinta de entrada de estos
auto´matas, as´ı como el poder leer dicha cinta en ambos sentidos, de forma no necesaria-
mente secuencial, cubre las posibilidades expresivas que aporta a un auto´mata el uso de
una pila.
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comienzo. Este proceso, si la secuencia en cuestio´n cuenta con un nu´mero n
de elementos de tipo c, se repite n veces. Despue´s, el auto´mata lee el s´ımbolo
de final de secuencia # y pasa al estado q9. Si el nu´mero de elementos de tipo
a y b de la secuencia es tambie´n n, no deber´ıan quedar en este momento en la
cinta elementos de tipo a, b ni c; lo cual comprueba el auto´mata recorrie´ndola
de derecha a izquierda. Si, efectivamente, este es el caso, se llega al estado
de aceptacio´n q11. Esto nunca ocurrir´ıa si el nu´mero de elementos de tipo a
o de tipo b es menor que n —pues nunca se llegar´ıa a q9—, ni si es mayor
—pues algu´n s´ımbolo a o b impedir´ıa pasar de q9 a q11—.
a b c A B C # $
q0 q1#,D
q1 q2A,D q
1
A,D
q2 q2a,D q
3
B,D q
5
B,D
q3 q3b,D q
4
C,D q
6
C,D
q4 q7c,I q
9
$,I
q5 q3B,D q
5
B,D
q6 q4C,D q
6
C,D
q7 q8C,I
q8 q8a,I q
8
b,I q
8
c,I q
8
A,I q
8
B,I q
8
C,I q
0
#,D
q9 q10c,I
q10 q10a,I q
10
b,I q
10
c,I q
11
#,D
q11
Figura 1.11: Lenguaje anbncn: δ
La derivacio´n de la secuencia aabbcc, conforme a este auto´mata, se re-
presenta en la figura 1.12. En ella, cada fila denota una transicio´n. En la
primera columna aparecen los estados de inicio, y en la tercera los de desti-
no. En la columna central se muestra la secuencia derivada hasta el momento.
Obse´rvese que la posicio´n de la cinta que lee cada transicio´n aparece bajo
una flecha que indica cua´l va a ser la posicio´n de cinta le´ıda por la siguiente
transicio´n. En conclusio´n, para definir lenguajes dependientes del contexto
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q0
−→
# q1
q1 #
−→
A q2
q2 #A−→a q2
q2 #Aa
−→
B q3
q3 #AaB
−→
b q3
q3 #AaBb
−→
C q4
q4 #AaBbC←−c q7
q7 #AaBb
←−
C c q8
q8 #AaB
←−
b Cc q8
q8 #Aa
←−
BbCc q8
q8 #A←−a BbCc q8
q8 #
−→
AaBbCc q1
q1 #A
−→
ABbCc q1
q2 #AA
−→
BbCc q5
q5 #AAB
−→
BCc q3
q3 #AABB
−→
C c q6
q6 #AABBC
−→
C q4
q4 #AABBCC
←−
$ q9
q9 #AABBC←−c $ q10
q10 #AABB←−c c$ q10
q10 #AAB
←−
b cc$ q10
q10 #AA
←−
b bcc$ q10
q10 #A←−a bbcc$ q10
q10 #←−a abbcc$ q10
q10
−→
#aabbcc$ q11
Figura 1.12: Derivacio´n en anbncn
CAPI´TULO 1. MARCO TEO´RICO 28
—como anbncn, anbncndn, anbncndnen...— son necesarias ma´quinas bastante
ma´s complejas que las vistas en los apartados anteriores. Son los auto´matas
acotados linealmente. Recue´rdese que el conjunto de lenguajes dependientes
del contexto engloba todos los lenguajes recursivos. Cualquier lenguaje re-
cursivo puede, entonces, definirse mediante una ma´quina de este tipo. Ve´ase
el ejemplo relativo al lenguaje anbncn en la figura 1.12.
Como se ha visto, para definir estos lenguajes no es posible llevar a cabo
un mero reconocimiento lineal de la secuencia, como ocurre con los lenguajes
regulares o los independientes del contexto. La definicio´n de lenguajes co-
mo anbncn requiere formas de reconocimiento ma´s complejas. Por ejemplo, el
auto´mata descrito en este apartado necesita, para reconocer una secuencia
como miembro de anbncn, recorrer la cinta de entrada 2n veces: n veces en
un sentido y n veces en otro. Adema´s, para definir tales lenguajes, es nece-
saria una memoria ma´s poderosa que la pila utilizada en 1.1.3.2. Para los
auto´matas acotados linealmente, el hecho de poder retroceder en la lectura
de la cinta de entrada supone poder recordar, en todo momento, la natu-
raleza de la secuencia derivada hasta entonces.
Sin embargo, los auto´matas acotados linealmente no son capaces de re-
conocer lenguajes no recursivos. Todav´ıa es necesario un tipo de ma´quina de
mayor capacidad expresiva: la ma´quina de Turing.
1.1.3.4. Ma´quinas de Turing
Se ha dicho que Go¨del probo´ que no toda proposicio´n matema´tica es de-
mostrable. Con ello, los matema´ticos comenzaron a preguntarse que´ proposi-
ciones eran demostrables y cua´les no. Dicho en te´rminos de la Teor´ıa de la
Computacio´n, cobro´ importancia la pregunta de para que´ problemas exist´ıa
un me´todo efectivo, un algoritmo de resolucio´n. En definitiva, los matema´ticos
se estaban preguntando que´ es computable y que´ no. En los apartados an-
teriores se ha visto que cualquier problema formalizable como lenguaje re-
cursivo es computable, pues existen ma´quinas abstractas capaces de definir
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cualquiera de estos lenguajes. Pero ¿existe una ma´quina capaz de definir
cualquier lenguaje recursivamente enumerable? Una ma´quina tal ser´ıa capaz
de solucionar cualquier problema computable. Podr´ıa decirse que un proble-
ma que no cuente con solucio´n mediante tal ma´quina no es computable. Esta
ma´quina ser´ıa, entonces, la definicio´n de la computabilidad.
Varios matema´ticos utilizaron diversos lenguajes formales para lograr es-
ta definicio´n de lo computable. Alan Turing ideo´ lo que se ha dado en llamar
ma´quina de Turing13, Alonzo Church creo´ el ca´lculo λ14, Stephen Kleene defi-
nio´ las proposiciones recursivas generales15, y tambie´n Emil Post dio con un
sistema: la ma´quina de Post16. Las cuatro aproximaciones son equivalentes17.
A continuacio´n se explica la ma´s utilizada en la bibliograf´ıa: la ma´quina de
Turing.
En realidad, la ma´quina de Turing es pra´cticamente igual a los auto´matas
acotados linealmente vistos en 1.1.3.3. La u´nica diferencia estriba en que, en
una ma´quina de Turing, la cinta de entrada es potencialmente infinita. Re-
cue´rdese que la cinta de entrada de los auto´matas acotados linealmente ten´ıa
una longitud finita: la de la secuencia que se pasa a la ma´quina como en-
trada, ma´s un s´ımbolo de inicio de secuencia —#— y otro de final —$—.
La ma´quina no pod´ıa trabajar fuera de la cinta comprendida entre # y $.
En cambio, una ma´quina de Turing no tiene s´ımbolos de inicio y final de
secuencia, pues su cinta es infinita. Recue´rdese que la cinta de los auto´matas
acotados linealmente actuaba como memoria: estos pod´ıan retroceder en la
lectura de la cinta para comprobar as´ı la secuencia derivada hasta el mo-
mento. Esto dotaba a tales auto´matas de una capacidad expresiva mayor
que la de los auto´matas que solo hac´ıan una lectura secuencial de la cinta.
Por su parte, la ma´quina de Turing tiene una capacidad expresiva mayor
13Turing (1936).
14Church (1941).
15Kleene (1936).
16Post (1936) y Post (1946).
17Feynman (2003) pp. 65-66.
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que la de los auto´matas acotados linealmente gracias a que cuentan con una
memoria ma´s poderosa: una cinta infinita. Esta permite a la ma´quina de
Turing guardar resultados intermedios. Obse´rvese que un auto´mata acotado
linealmente recuerda solo el u´ltimo estado de la derivacio´n. En cambio, una
ma´quina de Turing puede recordar incluso la derivacio´n completa. En defini-
tiva, una ma´quina de Turing es un auto´mata que lee una cinta de entrada
infinita, de forma no necesariamente secuencial, en ambos sentidos; y que es
capaz de rescribir los s´ımbolos de tal cinta.
Si los auto´matas acotados linealmente eran capaces de definir cualquier
lenguaje recursivo, las ma´quinas de Turing son capaces de definir cualquier
lenguaje recursivamente enumerable, incluidos los no recursivos. Puede de-
cirse, entonces, que un lenguaje L es computable si y solo si existe una
ma´quina de Turing MT que lo defina: MT(L). Recue´rdese que los lenguajes
no recursivos son aquellos que son computables, pero su lenguaje comple-
mentario no lo es. Es decir, es posible definir las secuencias de tal lenguaje
como teoremas en un nu´mero finito de pasos, pero no es posible definir los no
teoremas como tales en un nu´mero finito de pasos. Por tanto, una ma´quina
de Turing que defina un lenguaje no recursivo L, y que este´ comprobando
si una secuencia σ forma parte de L, comprobara´ siempre que σ es un teo-
rema, si este es el caso, en un nu´mero finito de pasos: parara´ en un estado
de aceptacio´n. Pero, si σ no es un teorema de L, quiza´ el proceso de com-
probacio´n no acabe nunca: la ma´quina de Turing nunca parara´. Por tanto,
puede definirse un lenguaje recursivo L como aquel para el que existe algu-
na ma´quina de Turing MT que lo define —MT(L)— de tal modo que, para
cualquier secuencia σ, MT se detiene, sea σ teorema de L o no. En cambio,
un lenguaje L no es recursivo si la ma´quina de Turing MT que lo define, para
alguna secuencia σ, no para nunca al intentar decidir si σ es un teorema de L.
Siguiendo a Hopcroft y otros (2001) (y en relacio´n a lo apuntado en
1.1.2.4), todas las ma´quinas de Turing imaginables podr´ıan formalizarse como
distintas secuencias formadas a partir de un mismo alfabeto —por ejemplo,
un alfabeto binario—. Todas estas secuencias formar´ıan un u´nico lengua-
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je: el del conjunto de las ma´quinas de Turing posibles. A partir de e´l, po-
dr´ıan definirse lenguajes consistentes en subconjuntos de ma´quinas de Tur-
ing. Estos subconjuntos de ma´quinas de Turing podr´ıan definir propiedades
no triviales de los lenguajes: los lenguajes independientes del contexto, los
lenguajes no vac´ıos (con al menos una secuencia), etc. Puede demostrarse que
ninguno de estos lenguajes consistentes en subconjuntos de ma´quinas de Tur-
ing es recursivo. S´ı pueden ser, en cambio, recursivamente enumerables. Val-
gan estos, entonces, como ejemplo de lenguajes recursivamente enumerables
no recursivos. Quedan fuera del intere´s de este trabajo las correspondientes
demostraciones18.
1.1.4. Un formalismo adecuado para el lenguaje natu-
ral
En 1.1.2 se vieron distintos tipos de grama´ticas que defin´ıan distintos tipos
de lenguajes, de mayor o menor complejidad: lenguajes regulares, indepen-
dientes del contexto, dependientes del contexto o no recursivos. En 1.1.3 se
mostro´ una definicio´n alternativa de estos lenguajes, en te´rminos de ma´quinas
abstractas. Ambos modos de definicio´n son equivalentes. En este apartado se
reflexiona sobre si las lenguas naturales han de formalizarse como lenguajes
regulares, independientes del contexto, dependientes del contexto o no recur-
sivos. Parece razonable elegir, para la definicio´n de las lenguas naturales, el
formalismo ma´s sencillo posible. Por ejemplo, si es posible definir de modo
adecuado las lenguas naturales mediante lenguajes regulares, no hay razo´n
para utilizar en tal tarea un formalismo ma´s complejo. Pero si los lenguajes
regulares no tienen suficiente capacidad expresiva para ello, s´ı estara´ justi-
ficado el uso de un formalismo ma´s complejo: lenguajes independientes del
contexto, etc.
Los lenguajes de la jerarqu´ıa de Chomsky se han presentado en orden cre-
ciente de complejidad. La complejidad computacional se mide en te´rminos
18Se remite para ello a Hopcroft y otros (2001), cap. 9.
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de tiempo y espacio19. El tiempo se entiende como el nu´mero de pasos que
utiliza un algoritmo, una ma´quina de Turing —MT — para la resolucio´n de
un problema, y el espacio como la cantidad de memoria que emplea MT en
tal tarea. Dada una entrada de longitud n para MT , puede decirse que T(n)
es el tiempo de resolucio´n de MT para dicha entrada. Si T es una funcio´n
polino´mica20, puede considerarse que MT podra´ resolver el problema en un
tiempo razonable para cualquier valor de n. En cambio, si T es una funcio´n
exponencial21, el tiempo de ejecucio´n de MT sera´ enorme, excepto para val-
ores muy bajos de n. Se entiende que un problema es tratable si existe una
ma´quina de Turing capaz de resolverlo en tiempo polino´mico, y es intratable
si las ma´quinas de Turing capaces de resolverlo lo hacen en tiempo exponen-
cial. Por su parte, el espacio E que necesita una ma´quina de Turing MT ,
dada una entrada de longitud n, es, como ma´ximo, T(n) + 1 . Por tanto,
E(n) = T(n) + 1 . Esto se debe a que MT podra´ utilizar, en T(n) pasos,
como ma´ximo, T(n) celdas de la cinta de entrada, ma´s aquella en la que se
encuentra al inicio del proceso.
Dentro de los problemas tratables para alguna ma´quina de Turing, hay
que distinguir varios tipos. Para ello, es necesario introducir el concepto de de-
terminismo. Cualquiera de las ma´quinas abstractas vistas en 1.1.3, cualquier
ma´quina de Turing en definitiva, puede ser determinista o no determinista.
Una ma´quina de Turing es determinista cuando su funcio´n de transicio´n δ
—aquella que define las transiciones posibles entre sus estados—, es pro-
piamente una funcio´n: cuando, para cualquier entrada, δ establece una sola
salida posible. En cambio, una ma´quina de Turing es no determinista cuando,
para alguna entrada, δ establece ma´s de una salida. Es decir, una ma´quina
de Turing es determinista si, dado δ(x, σ) = y, donde x e y son, respectiva-
19La siguiente explicacio´n de la complejidad computacional se ha tomado de Hopcroft
y otros (2001) cap. 10.
20Una funcio´n es polino´mica cuando no presenta variables en sus exponentes. Por ejem-
plo, T(n) ser´ıa polino´mica si T (n) = n2, pero no ser´ıa polino´mica si T (n) = 2n.
21Una funcio´n es exponencial si presenta variables en sus exponentes. Por ejemplo, T(n)
es exponencial si T (n) = 2n.
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mente, los estados de origen y destino que establece δ para una cadena de
entrada σ, para cada valor de x solo existe un posible valor de y . En cambio,
una ma´quina de Turing es no determinista si, dado δ(x, σ) = y, existe algu´n
valor de x para el cual hay varios valores de y .
Hay problemas que pueden ser resueltos por ma´quinas de Turing de-
terministas en tiempo polino´mico. Y hay problemas, normalmente de tipo
factorial o combinatorio, que pueden ser resueltos por ma´quinas de Turing
no deterministas en tiempo polino´mico; pero, si se tratan con ma´quinas de
Turing no deterministas, necesitan un tiempo exponencial. Al primer conjun-
to de problemas se le suele llamar P , y al segundo NP . La distincio´n entre
P y NP es relevante, pues los procesadores de los ordenadores actuales son
necesariamente deterministas. Por tanto, para estos, solo son tratables los
problemas de P . Un procesador de este tipo, para emular el comportamiento
de una ma´quina de Turing no determinista, debe contemplar en cada momen-
to solo una de las posibles transiciones que δ establece para una determinada
entrada. El resto de posibilidades han de ser guardadas en memoria, y ha de
existir un algoritmo que establezca co´mo se van contemplando, una a una, las
distintas posibilidades. Un hipote´tico procesador no determinista, en cambio,
podr´ıa contemplar, al tiempo, como un u´nico paso de procesamiento, las dis-
tintas opciones.
La Teor´ıa de la Computacio´n tiene abiertas en la actualidad muchas pre-
guntas relativas a la complejidad computacional. Cabe preguntarse si, en
realidad, cualquier problema de NP es potencialmente reducible a un proble-
ma de P . Se sabe que cualquier problema formalizable mediante un lenguaje
regular pertenece a P . Adema´s, es posible que los problemas formalizables
mediante lenguajes independientes del contexto tambie´n pertenezcan siem-
pre a P . En cambio, parece que, entre los problemas formalizables mediante
lenguajes ma´s complejos —dependientes del contexto y no recursivos— hay
algunos cuya pertenencia a P es muy dif´ıcil.
Por tanto, ¿que´ tipo de lenguaje conviene para la formalizacio´n de las
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lenguas naturales? En cualquier caso, no ser´ıa deseable una formalizacio´n
que necesitase un tiempo de procesamiento exponencial. Cabr´ıa preguntarse
si el cerebro humano es un procesador determinista o no determinista. Si este
fuese capaz de procesar de forma no determinista, podr´ıa tratar problemas
de NP en tiempo polino´mico. En tal caso, una formalizacio´n no determin-
ista de las lenguas naturales perteneciente a NP , pero no a P , ser´ıa va´lida.
Pero, si el objetivo de una formalizacio´n es la emulacio´n del procesamiento
lingu¨´ıstico en un ordenador actual, determinista, esta formalizacio´n dar´ıa lu-
gar a tiempos de procesamiento enormes. Para tales fines ser´ıa necesaria una
formalizacio´n perteneciente a P .
En realidad, hasta el momento, la Lingu¨´ıstica se ha guiado por la idea in-
tuitiva de que las grama´ticas de la jerarqu´ıa de Chomsky presentan una com-
plejidad computacional creciente; y es deseable, como teor´ıa de las lenguas
naturales, la grama´tica ma´s sencilla de entre las de capacidad descriptiva su-
ficiente. Lo mostrado en el apartado 1.1.3 puede ayudar a ilustrar esta idea
intuitiva. El procesamiento de la cadena de entrada de las grama´ticas ma´s
sencillas —los auto´matas finitos, capaces de definir lenguajes regulares; y los
auto´matas a pila, capaces de definir lenguajes independientes del contexto—
consiste en una mera lectura lineal: si la cadena de entrada tiene una longitud
n, el nu´mero de pasos necesarios para efectuar dicha lectura es n. Se entiende
que los auto´matas a pila acarrean mayor coste computacional que los finitos
por el uso de la pila: esta supone un gasto de memoria. De cualquier modo,
ambos tipos de grama´tica tienen bajo coste computacional en comparacio´n
con los de los auto´matas acotados linealmente, capaces de definir lenguajes
dependientes del contexto. Estos auto´matas, al permitir la lectura de la cinta
de entrada en ambos sentidos, pueden requerir costes de procesamiento no
lineales sobre la longitud de la cinta de entrada. To´mese como ejemplo el
auto´mata que en 1.1.3.3 defin´ıa el lenguaje anbncn. Este auto´mata lee una
secuencia anbncn, aproximadamente, 2n veces. Si la secuencia en cuestio´n es
de longitud m, los pasos necesarios para su lectura son m2n. Por u´ltimo, las
ma´quinas de Turing irrestrictas, capaces de definir incluso lenguajes no recur-
sivos, son ide´nticas a los auto´matas acotados linealmente, por lo que pueden
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requerir costes computacionales como los de estos. Pero, adema´s, admiten
una cinta de entrada infinita, donde se pueden guardar resultados interme-
dios de la derivacio´n. Por ello, permiten un gasto de memoria mucho mayor.
En conclusio´n, la descripcio´n de los distintos tipos de lenguajes formales en
te´rminos de ma´quinas abstractas da una idea intuitiva clara del coste com-
putacional que acarrea el uso de cada uno de estos lenguajes.
En los siguientes subapartados se utilizan los conocidos criterios de ade-
cuacio´n observacional, descriptiva y explicativa para valorar si los lenguajes
de la jerarqu´ıa de Chosmky son o no apropiados para la definicio´n de las
lenguas naturales. Dado lo visto en este apartado, se escogera´ como forma-
lismo el ma´s sencillo de entre los que resulten adecuados.
1.1.4.1. Adecuacio´n observacional
Se ha llamado capacidad generativa de´bil22 de una grama´tica al con-
junto de secuencias que dicha grama´tica puede generar, con independen-
cia del ana´lisis que pueda asignarles. La capacidad generativa de´bil de una
grama´tica, es, en definitiva, el lenguaje que define esta. Para que una grama´tica
sea adecuada para la descripcio´n de las lenguas naturales, es indispensable
que tenga una capacidad generativa de´bil suficiente para tal fin: que pue-
da discriminar adecuadamente que´ secuencias forman parte de una lengua
y cua´les no. Una grama´tica es entonces adecuada para la descripcio´n de las
lenguas, desde un punto de vista observacional, si tiene una capacidad gen-
erativa de´bil suficiente para ello.
Chomsky (1957) demostro´ que las grama´ticas regulares no tienen tal ca-
pacidad, por lo que no son observacionalmente adecuadas, y no interesan
como teor´ıa de las lenguas naturales. Recue´rdese que estas grama´ticas solo
pueden definir lenguajes del tipo an, es decir, lenguajes formados por secuen-
cias concebidas como mera concatenacio´n de n elementos de tipo a. Quedan
fuera de la capacidad generativa de´bil de estas grama´ticas secuencias del tipo
22Chomsky (1965), cap. 1.9.
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anbn, donde la aparicio´n de n elementos de tipo a condiciona el que aparezca
a continuacio´n en la secuencia un mismo nu´mero n de elementos de tipo b.
Chomsky observa que las lenguas naturales s´ı presentan secuencias con este
patro´n anbn. Es un hecho que, en estas, es posible anidar una estructura
de tipo α dentro de una misma estructura de tipo α, de forma recursiva,
de modo que son potencialmente posibles infinitas anidaciones. Este tipo de
situacio´n acarrea, efectivamente, la aparicio´n de patrones de tipo anbn. Por
ejemplo, la anidacio´n recursiva de una estructura condicional dentro de otra
—(1)— hace necesaria la aparicio´n de n conjunciones si , y n oraciones que
expresen la consecuencia del cumplimiento de una condicio´n23.
(1) a. Si ganan el partido pasan a la final
b. Si si ganan el partido pasan a la final, pasan a la final
Del mismo modo, es posible anidar una oracio´n de relativo en el sujeto de otra
oracio´n. La repeticio´n recursiva de esta operacio´n da lugar a una secuencia
de n sujetos seguida de sus correspondientes n predicados, como se puede
observar en las oraciones de (2).
(2) a. El concurso ha sido suspendido
b. El concurso que el departamento hab´ıa convocado ha sido sus-
pendido
c. El concurso que el departamento que tu hermana dirige hab´ıa
convocado ha sido suspendido
Valgan estos datos para demostrar que en las lenguas naturales se dan
patrones de tipo anbn. Como se vio en 1.1.2, estos no pueden ser descritos
mediante grama´ticas regulares. Estas son las grama´ticas ma´s sencillas de la
jerarqu´ıa de Chosmky, las que acarrean menor coste computacional, por tan-
to. Por ello, en principio, ser´ıa deseable poder usarlas para la definicio´n de las
23Para un ser humano resultar´ıan incomprensibles, o muy dif´ıciles de interpretar en
tiempo real, oraciones con tres o ma´s anidaciones de este tipo. Es comu´nmente aceptado,
no obstante, que esto se debe a limitaciones de memoria, y no al hecho de que tales
oraciones fuesen agramaticales.
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lenguas naturales, pero, como ha quedado demostrado, no tienen la suficiente
capacidad generativa de´bil para ello.
De acuerdo con Chomsky (1957), las lenguas naturales no muestran pa-
trones de complejidad mayor a anbn. Si esto es cierto, bastar´ıa con una
grama´tica independiente del contexto —capaz de definir patrones anbn—
para formalizar las lenguas naturales adecuadamente, desde el punto de vista
observacional.
1.1.4.2. Adecuacio´n descriptiva
En el apartado anterior, se vio co´mo las grama´ticas regulares no tienen
la suficiente capacidad generativa de´bil para describir adecuadamente las
lenguas naturales. En cambio, las grama´ticas independientes del contexto
s´ı cuentan con una capacidad generativa de´bil suficiente. Es decir, en princi-
pio, es posible, para una lengua natural dada, definir una grama´tica indepen-
diente del contexto que decida de forma adecuada si una secuencia es o no una
oracio´n de tal lengua. Partiendo de este supuesto, en este apartado se discu-
tira´ si estas grama´ticas son adema´s capaces de describir las lenguas naturales
captando las debidas generalizaciones, evitando redundancias y dando una
descripcio´n adecuada de las secuencias de la lengua. Se discutira´, en defini-
tiva, si estas grama´ticas son herramientas descriptivamente adecuadas para
la formalizacio´n de las lenguas naturales.
Se entiende por capacidad generativa fuerte24 de una grama´tica la ca-
pacidad que tiene esta para describir de un modo u otro las secuencias de la
lengua. Una grama´tica puede tener la suficiente capacidad generativa de´bil
como para discriminar que´ secuencias forman o no parte de una lengua. Pero
quiza´ el ana´lisis que hace de las secuencias en cuestio´n no es suficientemente
rico como para describirlas adecuadamente. Se dec´ıa en el apartado ante-
rior que las grama´ticas regulares no eran capaces de definir secuencias de
tipo anbn, presentes en las lenguas naturales. En definitiva, el problema que
24Chomsky (1965), cap. 1.9.
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tienen estas grama´ticas para la correcta descripcio´n de las lenguas naturales
es que las oraciones de las lenguas no son una mera concatenacio´n lineal de
palabras. Las palabras, en cambio, dentro de una oracio´n, obedecen a una
cierta ordenacio´n interna: se agrupan en sintagmas de forma recursiva hasta
formar la oracio´n. Dada esta estructura sintagma´tica de las oraciones, son
posibles en las lenguas naturales patrones de tipo anbn. Las grama´ticas regu-
lares no son capaces de describir la estructura sintagma´tica de las oraciones,
pues definen las secuencias como una mera concatenacio´n lineal de elementos.
Por tanto, las grama´ticas regulares no tienen tampoco suficiente capacidad
generativa fuerte para la correcta descripcio´n de las lenguas naturales. En
cambio, las grama´ticas independientes del contexto s´ı permiten representar
la estructura sintagma´tica de las oraciones, y por ello, en cuanto a este crite-
rio, s´ı tienen suficiente capacidad generativa fuerte, s´ı son descriptivamente
adecuadas para formalizar las lenguas naturales.
Obse´rvese la siguiente grama´tica independiente del contexto de 1.13.
Obse´rvese que todas las secuencias que genere esta grama´tica han de constar
de un SN , formado por un D y un N , seguido de un SV , formado a su vez por
un V , etc. En una grama´tica de estas caracter´ısticas, puede considerarse que
las reglas definen relaciones sintagma´ticas: la margen izquierda de la regla
denota un sintagma cuyos constituyentes inmediatos son los que muestra la
margen derecha. En este sentido, estas grama´ticas asignan a las secuencias
que generan un ana´lisis en te´rminos de estructura sintagma´tica.
Axioma O
Regla1 O → SN SV
Regla2 SN → D N
Regla3 SV → V SN
Regla4 SN → SN SP
Regla5 SV → SV SP
Regla6 SP → P SN
Figura 1.13: Lengua natural I
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Asu´mase que vio es instancia de V ; un y una son instancias de D ; hom-
bre, tortuga y telescopio son instancias de N y con es instancia de P . En tal
caso, esta grama´tica generar´ıa la secuencia Un hombre vio una tortuga con un
telescopio. Esta oracio´n es ambigua: puede significar que ‘un hombre uso´ un
telescopio para ver una tortuga’, o que ‘un hombre vio una tortuga que ten´ıa
un telescopio’. El que la oracio´n reciba una u otra interpretacio´n depende
de que se le suponga una u otra estructura sintagma´tica: si con un telesco-
pio complementa al SV vio una tortuga, la interpretacio´n sera´ la primera;
pero, si complementa al SN una tortuga, la interpretacio´n es la segunda. La
grama´tica de 1.13 admite ambas derivaciones, como se observa en la figura
1.14.
Axioma O Axioma O
Regla1 SN SV Regla1 SN SV
Regla2 [D N] SV Regla2 [D N] SV
Regla3 [D N] [V SN] Regla5 [D N] [SV SP]
Regla4 [D N] [V [SN SP]] Regla3 [D N] [V SN SP]
Regla2 [D N] [V [D N SP]] Regla2 [D N] [V [D N] SP]
Regla6 [D N] [V [D N [P SN]]] Regla6 [D N] [V [D N] [P SN]]
Regla2 [D N] [V [D N [P [D N]]]] Regla2 [D N] [V [D N] [P [D N]]]
Figura 1.14: Derivacio´n en lengua natural I
Obse´rvese que se han an˜adido corchetes que indican la estructura sin-
tagma´tica que la grama´tica va asignando a la secuencia a lo largo de la
derivacio´n. Es importante el hecho de que estas ambigu¨edades interpretati-
vas, comunes en las oraciones de las lenguas naturales, se capturan de forma
satisfactoria con una grama´tica independiente del contexto como la de la
figura 1.13, capaz de asignar a las secuencias ana´lisis en te´rminos de estruc-
tura sintagma´tica. Para una grama´tica regular esta ambigu¨edad es imposible
de expresar, por el mero hecho de que no permite tal tipo de ana´lisis.
Dado lo visto hasta el momento, parece que las grama´ticas independientes
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del contexto, adema´s de ser capaces de generar todas las posibles secuencias
de una lengua natural, les asignan a estas ana´lisis adecuados en te´rminos
de estructura sintagma´tica. ¿Hay, no obstante, realidades de las lenguas na-
turales que este tipo de grama´ticas no sean capaces de modelar de forma
satisfactoria? A continuacio´n se discutira´n dos realidades que pudieran en-
contrarse en esta situacio´n: la concordancia y el movimiento.
En las lenguas naturales es comu´n el hecho de que diversas partes de una
secuencia hayan de coincidir en cuanto al valor de ciertos rasgos. Por ejemplo,
en espan˜ol, en un sintagma nominal, es necesario que los determinantes,
el nombre y los adjetivos presenten los mismos valores para sus rasgos de
ge´nero y nu´mero. Del mismo modo, el sujeto y el verbo de una oracio´n deben
coincidir en el valor de sus rasgos de persona y nu´mero. Las oraciones de
(3-b) y (3-c) son agramaticales por no cumplir este requerimiento.
(3) a. Esos olivos milenarios han visto pasar muchas generaciones
b. *Esas olivos milenarios han visto pasar muchas generaciones
c. *Esos olivos milenarios ha visto pasar muchas generaciones
Las grama´ticas independientes del contexto s´ı son capaces de capturar
estos requerimientos de concordancia, como se muestra en la grama´tica de la
figura 1.15. Para ello, es necesario multiplicar las reglas de la grama´tica de
la figura 1.13 de forma que solo sea posible crear un SN o un SV cuando sus
constituyentes tengan los mismos valores para los rasgos pertinentes. Esta
solucio´n es claramente indeseable, pues supone una enorme complicacio´n de
la grama´tica —compa´rense las figuras 1.13 y 1.15—. Adema´s de complica-
da, la grama´tica de la figura 1.15 es muy redundante y no capta las debidas
generalizaciones: lo que normalmente se entiende como una u´nica relacio´n de
pertenencia a un sintagma se desglosa hasta en seis reglas independientes.
En conclusio´n, estos feno´menos de concordancia los puede contemplar una
grama´tica independiente del contexto, pero de un modo que atenta contra
los requerimientos ma´s ba´sicos de adecuacio´n descriptiva.
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Axioma O
Regla1 O → SN1sg SV1sg
Regla2 O → SN1pl SV1pl
Regla3 O → SN2sg SV2sg
Regla4 O → SN2pl SV2pl
Regla5 O → SN3sg SV3sg
Regla6 O → SN3pl SV3pl
Regla7 SN3sg → D3msg N3msg
Regla8 SN3pl → D3mpl N3mpl
Regla9 SN3sg → D3fsg N3fsg
Regla10 SN3pl → D3fpl N3fpl
Regla11 SN1sg → SN1sg SP
Regla12 SN1pl → SN1pl SP
Regla12 SN2sg → SN2sg SP
Regla13 SN2pl → SN2pl SP
Regla14 SN3sg → SN3sg SP
Regla15 SN3pl → SN3pl SP
Regla16 SV1sg → SV1sg SP
Regla17 SV1pl → SV1pl SP
Regla18 SV2sg → SV2sg SP
Regla19 SV2pl → SV2pl SP
Regla20 SV3sg → SV3sg SP
Regla21 SV3pl → SV3pl SP
Regla22 SP → P SN1sg
Regla23 SP → P SN1pl
Regla24 SP → P SN2sg
Regla25 SP → P SN2sg
Regla26 SP → P SN3sg
Regla27 SP → P SN3pl
Figura 1.15: Lengua natural II
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De acuerdo con ello, parece necesario el uso de un tipo de grama´tica ma´s
complejo: una grama´tica dependiente del contexto.
Como se ha visto, estas grama´ticas permiten entender las secuencias co-
mo objetos multidimensionales —ve´ase 1.1.2.3—, donde estas dimensiones
pueden entenderse como los distintos elementos concordantes. No hacen una
sola lectura secuencial de las secuencias, sino que pueden retroceder sobre
sus pasos en la lectura —ve´ase 1.1.3.3—. De este modo, pueden establecer
mecanismos de control de la concordancia. Sin embargo, como tambie´n se
ha visto, las grama´ticas dependientes del contexto tienen un coste computa-
cional sensiblemente mayor al de las independientes del contexto.
La Lingu¨´ıstica moderna maneja un concepto que no se ha introducido
au´n en la discusio´n de este trabajo: el concepto de rasgo. Las distintas es-
cuelas (Grama´tica Transformacional, Grama´ticas de Unificacio´n, Grama´tica
Categorial) asumen de un modo u otro que las unidades gramaticales no son
objetos ato´micos, como se han venido presentado hasta el momento, sino que
cuentan con rasgos; puede decirse, incluso, que son haces de rasgos, conjun-
tos de rasgos. En el a´mbito de las Grama´ticas de Unificacio´n, se usa esta
idea de forma generalizada, y se ha desarrollado toda una teor´ıa totalmente
formalizada al respecto. Otras escuelas, como la transformacional, tambie´n
hacen un uso crucial del concepto de rasgo, si bien no le han dotado del
debido aparato teo´rico. En cualquier caso, el concebir las unidades grama-
ticales como conjuntos de rasgos puede considerarse actualmente como un
logro general de la Lingu¨´ıstica.
Este uso del concepto de rasgo permite tratar feno´menos como la concor-
dancia mediante grama´ticas independientes del contexto de forma descrip-
tivamente adecuada, sin caer en problemas de complejidad, redundancia o
falta de generalidad, como los vistos anteriormente. Si los objetos gramati-
cales presentes en una regla son conjuntos de rasgos, es posible establecer en
tal regla que ciertos rasgos de dichos objetos gramaticales han de compartir
el valor: sea su valor uno u otro, este ha de ser el mismo en todos ellos. De
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acuerdo con ello, la Regla1 de la figura 1.13 se reformular´ıa como se muestra
en la figura 1.16, donde se establece que el SN y el SV que forman O han de
tener rasgos de persona y nu´mero —PER y NUM, respectivamente—. El valor
de estos rasgos no se especifica en la regla, pero s´ı se especifica que, sea cual
sea dicho valor, ha de coincidir en SN y SV .

O
per 0
num 1
 →

SN
per 0
num 1


SV
per 0
num 1

Figura 1.16: Regla1 con rasgos
Se considera que una grama´tica independiente del contexto que conciba
sus unidades gramaticales como conjuntos de rasgos tiene la misma capaci-
dad expresiva que una grama´tica dependiente del contexto25. Por ello, dado
que las grama´ticas independientes del contexto acarrean menor coste com-
putacional, puede entenderse que, de momento, siguen siendo, con el an˜adido
del uso de rasgos, el sistema de formalizacio´n de las lenguas naturales ma´s
adecuado.
1.1.4.3. Adecuacio´n explicativa
Entre los elementos constituyentes de una secuencia se establecen rela-
ciones de dependencia: los complementos de un determinado nu´cleo mantienen
una relacio´n de dependencia con este. Estas relaciones son locales si los com-
plementos en cuestio´n se colocan en la secuencia de forma adyacente a su
nu´cleo. Esta es la situacio´n que se percibe como cano´nica. Pero es comu´n
que entre un nu´cleo y su complemento se de´ una relacio´n de dependencia no
local: el complemento se explicita en la secuencia alejado de su nu´cleo. A este
25Ve´ase Joshi (1989). En realidad este autor entiende que el uso de rasgos y unificacio´n
permitir´ıa modelar, incluso, ma´quinas de Turing irrestrictas. Pero los modelos gramati-
cales, de hecho, an˜aden restricciones que reducen esta capacidad generativa: de este modo
son solo capaces de generar lenguajes dependientes del contexto —ve´ase el apartado 1.3.3.2
de este trabajo—.
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hecho se le suele dar el nombre metafo´rico de movimiento: movimiento desde
la posicio´n original adyacente al nu´cleo hasta la posicio´n alejada de este en
la que de hecho se explicita.
(4) a. Quiere que le pode´is muchas ramas al olivo de la entrada
b. ¿Cua´ntas ramasi quiere que le pode´is hi al olivo de la entrada?
Por ejemplo, en (4-a), muchas ramas se explicita de forma adyacente a su
nu´cleo: el verbo podar . Pero, en (4-b), ese mismo argumento del verbo podar
—Cua´ntas ramas— se ha movido desde su posicio´n cano´nica —marcada con
h— hasta la margen izquierda de la oracio´n. Se trata de un movimiento —
propio del espan˜ol y otras muchas lenguas— de sintagmas interrogativos a
la margen izquierda de la oracio´n.
Adema´s, es comu´n que la operacio´n que aleja un complemento de su
nu´cleo pueda aplicarse de forma recursiva, de modo que nu´cleo y complemen-
to podr´ıan alejarse, en principio, infinitamente. Se dice entonces de esta que
es una relacio´n de dependencia no acotada: una relacio´n no local no acotada
dentro de un determinado dominio. En (5) se muestra co´mo el movimiento del
sintagma nominal interrogativo de (4-b) puede efectuarse tantas veces como
anidaciones de una oracio´n dentro de otra se den, hasta que el constituyente
movido alcanza la margen izquierda de la oracio´n.
(5) a. Cua´ntas ramasi le poda´is hi al olivo
b. [Cua´ntas ramasi quiere [hi que le pode´is hi al olivo]]
c. [Cua´ntas ramasi dice [hi que quiere [hi que le pode´is hi al olivo]]]
Existen otros muchos casos de movimiento en espan˜ol —topicalizacio´n, fo-
calizacio´n, salto de cl´ıticos, ubicacio´n de pronombres relativos, estructuras
de ascenso, etc.—, y en las lenguas naturales en general. Este es, por tanto,
un feno´meno usado recurrentemente en las lenguas.
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Te´ngase en cuenta que las secuencias de las lenguas naturales deben hac-
er converger dos realidades muy distintas, dos componentes de la actividad
cerebral: una secuencia tiene, por un lado, un significado, y por otro una
realizacio´n fone´tica. Por tanto, una grama´tica adecuada desde un punto de
vista explicativo debe ser capaz de explicar co´mo se concilian en una secuen-
cia estas dos dimensiones. Cabe imaginar que esta pregunta no tendra´ una
respuesta trivial. Podr´ıa definirse el movimiento como la situacio´n en la cual
un constituyente se realiza fone´ticamente en un lugar distinto a aquel en el
que se interpreta —alejado del nu´cleo del cual es argumento—. Por tanto, el
movimiento es un feno´meno en el cual la dimensio´n fone´tica de la secuencia
y la dimensio´n de significado no parecen estar bien conciliadas. Cabe pre-
guntarse por que´ se da el movimiento, por que´ la realizacio´n fone´tica de las
secuencias no es un calco perfecto de sus relaciones de significado. La res-
puesta a estas preguntas queda totalmente fuera de las posibilidades de este
trabajo, y, de hecho, la Lingu¨´ıstica no tiene hoy en d´ıa una respuesta clara
para ellas. S´ı se ha aventurado26 que quiza´ el movimiento sea el modo me-
diante el cual la grama´tica concilia dos tipos de significado presentes en las
secuencias. Por un lado, en una secuencia se establecen relaciones sema´nticas
argumentales: un nu´cleo tiene una serie de argumentos. Pero, por otro lado,
los constituyentes de las secuencias tienen asociado un significado informa-
tivo —tema o rema, informacio´n ya conocida o informacio´n novedosa27— y
mantienen entre s´ı ciertas relaciones de a´mbito. Todo ello tiene que reflejarse
en una secuencia que, desde el punto de vista fone´tico es unidimensional:
una mera secuencia lineal de sonidos. Quiza´ el movimiento sea la solucio´n
a este problema: las relaciones argumentales se establecen en las posiciones
cano´nicas de los constituyentes; pero estos se mueven a otras posiciones aso-
ciadas a ciertos valores informativos, o desde las cuales pueden establecer
determinadas relaciones de a´mbito.
La pregunta relevante en este punto es si las grama´ticas independientes
del contexto aumentadas con rasgos son capaces de modelar el feno´meno del
26Ve´ase Chomsky (2003), pp. 96-97.
27Ve´ase Zubizarreta (1999) o Contreras (1978).
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movimiento adecuadamente. Afro´ntese el problema desde esta perspectiva:
el constituyente desplazado en un movimiento debe aparecer en la posicio´n
de destino del movimiento y no debe aparecer en la posicio´n original. Es, por
tanto, necesario que, en el momento de an˜adir o no a la secuencia el elemento
desplazado en su posicio´n de destino, se pueda recordar si este se an˜adio´ pre-
viamente en su posicio´n original. Imag´ınese que la grama´tica ha generado
una oracio´n O a partir de un sintagma verbal transitivo SV . En principio,
dicho SV debiera haberse generado mediante la unio´n de un verbo V y un
complemento nominal SN . Si este es el caso, a O no se le podr´ıa an˜adir tal
SN a su izquierda, pues ya se ha an˜adido en su posicio´n cano´nica de comple-
mento de V . Por el contrario, imag´ınese que la grama´tica permite generar
SV a partir de un verbo transitivo V , sin unir V a su complemento SN , con
la esperanza de que SN se an˜ada una vez generada O , a la izquierda de esta.
Tal proceso solo ser´ıa leg´ıtimo si, de hecho, se an˜ade dicho SN a O . Si no
fuera el caso, la secuencia ser´ıa ileg´ıtima pues le faltar´ıa el complemento del
verbo transitivo V . En resumen, una grama´tica independiente del contexto
necesita recordar, en el momento de la derivacio´n en que se ha generado O ,
si a V ya se le an˜adio´, o no, su complemento SN . Esto es posible gracias, de
nuevo, al uso de rasgos. Es posible darle al SV resultante de la unio´n cano´nica
de V y SN una caracterizacio´n distinta del formado exclusivamente a partir
de V . Esta caracterizacio´n deben compartirla todas las proyecciones de V :
SV y O , en este ejemplo. De este modo, es posible recordar, una vez genera-
da O , si el complemento SN de V aparecio´ ya en su posicio´n cano´nica o no28.
La alternativa a esta solucio´n es la Grama´tica Transformacional de Chom-
sky. Chomsky (1957) defiende que para un modelado adecuado de las lenguas
es necesaria una grama´tica independiente del contexto aumentada con reglas
transformacionales. Las reglas de todas las grama´ticas mostradas hasta aho-
ra toman como input la secuencia resultante de la derivacio´n efectuada hasta
ese momento, y generan una nueva secuencia. En cambio, una regla transfor-
28La primera formulacio´n de este tipo de ana´lisis la hizo G. Gazdar para el modelo
gramatical GPSG: Gazdar y otros (1985). Ve´ase tambie´n Sells (1985) cap. 3, y Moreno
Moreno Sandoval (1998), pp. 109-110.
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macional toma como input la derivacio´n misma. Es decir, estas reglas tienen
acceso a la informacio´n de la historia derivativa de la secuencia sobre la que
operan. Para una regla de este tipo, el movimiento es una realidad muy fa´cil
de modelar. Imag´ınese que el input de una regla transformacional T es una
derivacio´n que ha dado lugar a una oracio´n en la que todos los constituyentes
aparecen en posicio´n cano´nica: O . T , como tiene acceso a la historia deriva-
tiva de O , conoce que O se ha formado a partir de un SV formado por un
V al que se ha an˜adido como complemento un sintagma nominal SN que es
interrogativo. T puede ser una regla tal que, ante un input de estas carac-
ter´ısticas, elimina SN de su posicio´n cano´nica y lo an˜ade a la izquierda de O .
Es decir, lo que las reglas independientes del contexto hacen en varios pasos
—se construye SV sin su complemento, se recuerda este hecho mediante el
uso de rasgos, y se an˜ade el SN desplazado a O— una regla transformacional
lo lleva a cabo en un solo paso.
O
SN SV
V SN
=⇒ O
SNi O
SN SV
V hi
Figura 1.17: Regla transformacional
Dicho de un modo visual, una grama´tica transformacional entiende como
objeto gramatical el a´rbol resultante de la derivacio´n que ha efectuado, donde
las ramas que unen los nodos definen relaciones entre estos. En cambio, para
una grama´tica independiente del contexto, este a´rbol no existe: solo es una
representacio´n gra´fica de la historia derivativa. Los objetos gramaticales exis-
tentes en una grama´tica independiente del contexto son los nodos del a´rbol.
Por tanto, cuando una grama´tica independiente del contexto ha generado
una oracio´n O , la u´nica informacio´n a la que tiene acceso es la del objeto que
ha creado: O . En cambio, cuando una grama´tica transformacional genera O ,
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en realidad ha generado el a´rbol completo que representa la historia deriva-
tiva que ha dado lugar a O . Por ello, dicho a´rbol, con toda su informacio´n,
puede ser input de una regla transformacional, como se observa en la figura
1.17.
Para una grama´tica transformacional, por tanto, es muy fa´cil definir el
contexto de aplicacio´n de una regla que modele un movimiento, pues el obje-
to sobre el que opera —el a´rbol de O , en este caso— cuenta, por definicio´n,
con la informacio´n relevante para ello. En cambio, el objeto resultante de una
derivacio´n con una grama´tica independiente del contexto —O , en este caso—
no cuenta con dicha informacio´n. Por ello es necesario suplir esta carencia
con el uso de rasgos.
El problema de estas reglas es que son muy costosas desde un punto de
vista computacional. Peters y Ritchie (1973) aportaron una demostracio´n for-
mal de que las grama´ticas transformacionales son equivalentes a las ma´quinas
de Turing irrestrictas29. Es decir, son el tipo de grama´tica ma´s costoso de
la jerarqu´ıa de Chomsky. Recue´rdese que la ma´quina de Turing es la u´nica
ma´quina abstracta que cuenta con una cinta infinita. En una grama´tica trans-
formacional, es necesaria una cinta infinita de este estilo para recordar en
cada momento del ana´lisis la historia derivativa previa. La cinta del resto de
ma´quinas solo cuenta con tantas celdas como sean necesarias para codificar
la cadena de entrada. En ese espacio limitado no podr´ıan memorizarse los pa-
sos intermedios de la derivacio´n. En cualquier caso, parece obvio que el coste
de memoria necesario para recordar en todo momento la historia derivativa
completa de una secuencia es mucho mayor del necesario para recordar solo
su resultado. Y aplicar operaciones sobre un input de tal complejidad nece-
sita tambie´n tiempos de procesamiento ma´s altos —pie´nsese, por ejemplo,
en la necesidad de decidir si una derivacio´n entera es o no el input adecuado
para la aplicacio´n de una transformacio´n—.
29Como se vera´ en el apartado 1.2, esta afirmacio´n habra´ de ser matizada.
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En resumen, en las lenguas naturales se da de modo generalizado un
feno´meno al que se ha llamado movimiento: ciertos constituyentes se expli-
citan en las secuencias alejados del lugar en el que se interpretan, alejados
del nu´cleo del que dependen. Este feno´meno puede modelarse con e´xito me-
diante grama´ticas transformacionales, aquellas que toman como input no la
secuencia resultante de la derivacio´n previa sino dicha derivacio´n al comple-
to. No obstante, se ha demostrado que estas grama´ticas acarrean un gran
coste computacional. Se ha demostrado, por otro lado, que las grama´ticas
independientes del contexto, aumentadas con rasgos, tambie´n son capaces
de dar cuenta del movimiento, sin el coste computacional inherente al mo-
delo transformacional. ¿Cua´l de los dos modelos es entonces ma´s adecuado
para la formalizacio´n de las lenguas naturales? Este es un problema de ade-
cuacio´n explicativa. Ambos modelos permiten tratar el movimiento de forma
descriptivamente adecuada. Lo que cabe preguntarse es si existen razones
para pensar que uno es ma´s fa´cil de conciliar que el otro con lo que se sabe
de la naturaleza del lenguaje, o del funcionamiento del cerebro. Concreta-
mente, en lo sucesivo, se utilizara´n como criterios de adecuacio´n explicativa
consideraciones relativas al coste computacional de los modelos. Ya se ha
visto que a las grama´ticas transformacionales se les supone, en tanto que
miembros del grupo de grama´ticas ma´s complejo de la jerarqu´ıa de Chom-
sky, un gran coste computacional. Las grama´ticas independientes de contex-
to aumentadas con rasgos son, en este sentido, menos costosas. Pero, en la
pra´ctica, tambie´n tienen problemas de este tipo. En los siguientes apartados
se dara´ una explicacio´n ma´s detenida de ambos modelos, y se intentara´ dilu-
cidar que´ problemas de coste computacional presentan.
1.2. La Grama´tica Transformacional
En el apartado 1.1.4.3 se presento´ la Grama´tica Transformacional que
propuso Chomsky (1957). Se explico´ co´mo este modelo gramatical utiliza
reglas transformacionales, lo cual hace de e´l un sistema costoso desde el
punto de vista computacional. Peters y Ritchie (1973) demostraron que una
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grama´tica transformacional equivale a una ma´quina de Turing irrestricta.
Demostraron que es capaz de generar lenguajes no recursivos. Dado que
este tipo de lenguaje solo puede ser generado por una ma´quina de Turing
irrestricta, solo cabe concluir que, efectivamente, las grama´ticas transforma-
cionales son equivalentes a este tipo de ma´quinas de Turing. El hecho de
que el modelo gramatical utilizado como teor´ıa del lenguaje natural permi-
ta definir lenguajes no recursivos es contrario a las intuiciones que suelen
manejar los lingu¨istas. Se entiende, normalmente, que un hablante es capaz
de discriminar, dada una secuencia, si esta forma o no parte de la lengua.
Pero si la lengua en cuestio´n puede ser un lenguaje no recursivo, esto, por
definicio´n, no ocurrira´ para todas las secuencias posibles.
La demostracio´n de Peters y Ritchie (1973) era va´lida para la Grama´tica
Transformacional tal como se defin´ıa en las primeras formulaciones de esta
—ellos remiten a Chomsky (1965)—. Cabe pensar que ciertas restricciones
extra pudieran limitar el poder generativo de estas grama´ticas, y asegurar
as´ı que solo generan lenguajes recursivos. Estos mismos autores aventuran
en este art´ıculo cua´les debieran ser estas limitaciones. Adema´s, la Grama´tica
Transformacional ha evolucionado desde 1973. La demostracio´n de estos au-
tores estaba fundamentada en el hecho de que una transformacio´n es capaz
de eliminar elementos de una secuencia30. Las formulaciones posteriores de
lo que es una regla transformacional —Chomsky (1986b)— eliminan esta
posibilidad, lo cual puede hacer pensar que la Grama´tica Transformacional,
con esta nueva formulacio´n, pudiera estar libre de la indeseable generacio´n
de lenguajes no recursivos.
De hecho, en Chomsky (1965) se asume que las grama´ticas transforma-
cionales y las dependientes del contexto tienen una misma capacidad gene-
30Recue´rdese que las reglas de las grama´ticas dependientes del contexto, capaces de
generar cualquier lenguaje recursivo, solo tienen la restriccio´n de que no pueden reducir la
secuencia sobre la que operan: el nu´mero de s´ımbolos del output ha de ser igual o mayor
que el del input . Es cuando una grama´tica permite procesos de reduccio´n de la secuencia
cuando puede definir lenguajes no recursivos.
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rativa de´bil31. La diferencia entre ambas residir´ıa, entonces, en la capacidad
generativa fuerte: en el tipo de ana´lisis que estas son capaces de asignar a
las secuencias. Pero esta diferencia en cuanto a capacidad generativa fuerte
no es trivial. El coste de memoria y tiempo de procesamiento necesario para
trabajar con unidades gramaticales tan complejas como las derivaciones mis-
mas es muy alto.
1.2.1. La Teor´ıa Esta´ndar
En las primeras formulaciones de la Grama´tica Transformacional (las de
Chomsky (1957) y Chomsky (1965)) esta contaba con un juego de reglas
independientes del contexto que generaban las estructuras ba´sicas de las
secuencias. Sobre estas estructuras se aplicaban las reglas transformacionales
para dar lugar a otras estructuras derivadas. Las secuencias de la lengua
eran el resultado de la sucesiva aplicacio´n de estos dos grupos de reglas. En
1.1.4.3 se vio co´mo el uso de transformaciones soluciona de modo sencillo
el problema del movimiento. Pero las transformaciones no se incluyeron en
el modelo como una solucio´n ad hoc para el movimiento. Son ma´s bien lo
que Chomsky entendio´ como solucio´n o´ptima a la bu´squeda de adecuacio´n
descriptiva. Es un hecho el que existen ciertas relaciones sistema´ticas entre
diversas secuencias de la lengua. Por ejemplo, en espan˜ol, las oraciones de (6)
tienen la misma estructura argumental. La diferencia entre ellas estriba en
que una es una oracio´n activa y otra es pasiva, pero su significado es ide´ntico.
(6) a. El ingeniero ha encontrado la solucio´n
b. La solucio´n ha sido encontrada por el ingeniero
31Chomsky (1965), cap. 2.3.3. y 2.3.4. Recue´rdese que las grama´ticas independientes del
contexto aumentadas con rasgos tienen tambie´n la misma capacidad generativa de´bil que
las dependientes del contexto. De acuerdo con ello, el uso de rasgos igualar´ıa la capacidad
generativa de´bil de los tres tipos de grama´ticas. No ocurre otro tanto con la capacidad
generativa fuerte.
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Una grama´tica que genere estas dos oraciones de modo totalmente indepen-
diente —por ejemplo, a partir de unidades le´xicas independientes encontrar
y haber sido encontrado— no da cuenta del hecho de que ambas comparten
una realidad comu´n. Esta grama´tica estar´ıa perdiendo generalidad, atentar´ıa
contra la adecuacio´n descriptiva. En cambio, una grama´tica transformacional
recoge el hecho de que, desde el punto de vista de significado, (6-a) y (6-b) son
ide´nticas, generando para ambas una misma estructura subyacente mediante
reglas independientes del contexto, en la que se representara la realidad de
significado. Esta estructura ser´ıa ba´sicamente la esperable para la oracio´n de
(6-a). En cambio, (6-b) ser´ıa el resultado de la aplicacio´n, sobre dicha estruc-
tura, de una transformacio´n que convierta una oracio´n activa en pasiva32.
Podr´ıa decirse que el sistema transformacional es el v´ınculo que une en las
secuencias del lenguaje natural la dimensio´n de significado y la realizacio´n
fone´tica. La realidad de significado de una secuencia quedar´ıa representada
mediante la estructura subyacente creada con reglas independientes del con-
texto. Pero el desfase que existe entre esta realidad y la realizacio´n fone´tica
de la secuencia lo regula el componente transformacional.
Durante las primeras etapas de la Grama´tica Transformacional —lo que
se conoce como Teor´ıa Esta´ndar— se elaboraron grama´ticas descriptivamente
adecuadas de las lenguas. Para alcanzar la debida cobertura, estas grama´ticas
contaban con muchas reglas, diferentes entre lenguas. Adema´s, estos sistemas
de reglas modelaban directamente las construcciones que hab´ıa contemplado
hasta entonces la tradicio´n gramatical: hab´ıa reglas ad hoc para modelar,
por ejemplo, las oraciones pasivas, las construcciones de relativo, las inte-
rrogativas, etc. Cada lengua ten´ıa entonces sus construcciones propias mo-
deladas directamente con muy distintas reglas espec´ıficas para esa lengua.
Aunque se alcanzo´ un gran nivel de adecuacio´n descriptiva, esta situacio´n
atentaba contra la adecuacio´n explicativa, tal como la entend´ıa Chomsky.
La lingu¨´ıstica chomskyana siempre ha asumido como criterio crucial de ade-
cuacio´n explicativa la conocida hipo´tesis del innatismo: habida cuenta de que
32O quiza´ una sucesio´n de transformaciones.
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el ser humano desarrolla el lenguaje en un corto espacio de tiempo, y con
unos datos extremadamente pobres, parece necesario suponer que el grueso
de dicho conocimiento es innato. De acuerdo con esto, las distintas lenguas
naturales no son sino instancias de una misma Grama´tica Universal. Las
diferencias entre estas han de ser, en realidad, relativamente pequen˜as. No
resulta entonces adecuada una teor´ıa gramatical que estipula un conjunto
enorme de reglas muy distintas entre lenguas. Sera´ necesaria una teor´ıa en
la cual las muy diversas construcciones propias de cada lengua se expliquen
como epifeno´menos deducibles de un aparato teo´rico comu´n y sencillo.
1.2.2. El modelo de Principios y Para´metros
Tras la estela de las ideas vistas en 1.2.1, la Grama´tica Transformacional
evoluciono´ desde finales de los an˜os sesenta, hasta dar lugar a la llama-
da Teor´ıa de Principios y Para´metros —to´mense como referencia Chomsky
(1986a) y Chomsky (1986b)—. En ella se abandona la idea de construc-
cio´n —construccio´n pasiva, construccio´n de relativo, interrogativa, etc.— co-
mo objeto gramatical, como unidad de ana´lisis. Estas pasan a considerarse
epifeno´menos resultantes de la convergencia de principios gramaticales mu-
cho ma´s abstractos, generales, comunes a las distintas lenguas. Se prescinde
tambie´n del complejo conjunto de reglas de la Teor´ıa Esta´ndar. Las posi-
bilidades de combinacio´n de unidades gramaticales esta´n solo restringidas
por principios universales. Por ejemplo, en la Teor´ıa Esta´ndar la construc-
cio´n de sintagmas estaba regulada por reglas independientes del contexto que
establec´ıan los constituyentes inmediatos de cada tipo de sintagma. Para dis-
tintos tipos de sintagma pod´ıan establecerse distintos tipos de constituyentes.
En el modelo de Principios y Para´metros se establece que cualquier estruc-
tura sintagma´tica de cualquier lengua humana ha de respetar sencillamente
lo establecido en la llamada Teor´ıa de la X con Barra: todo sintagma es el
resultado de dos niveles de proyeccio´n de su nu´cleo, uno logrado mediante
la unio´n de este con su complemento y otro mediante la unio´n con su es-
pecificador. Del mismo modo, el conjunto de reglas transformacionales de la
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Teor´ıa Esta´ndar —capaces de eliminar un elemento de una estructura sin-
tagma´tica, cambiarlo de lugar o permutar su posicio´n con otro elemento de la
estructura— se sustituyeron por la u´nica operacio´n transformacional posible,
consistente en mover un constituyente dentro de la estructura sintagma´tica.
La posibilidad de aplicacio´n de esta operacio´n esta´ constren˜ida por diversos
principios universales.
El modelo se llamo´ de Principios y Para´metros porque concibe la grama´tica
como un conjunto universal de principios universales que regulan los procesos
generativos, y un conjunto de para´metros que explican las diferencias entre
las lenguas. Las lenguas del mundo difieren entre s´ı en tanto que toman val-
ores distintos para ciertos para´metros de la Grama´tica Universal. Adema´s, se
ha propuesto que las diferencias parame´tricas residen exclusivamente en las
unidades le´xicas33. Los principios gramaticales que regulan la combinatoria
de unidades le´xicas y los procesos de movimiento son comunes a toda lengua.
Estos principios universales dan resultados distintos debido a que se aplican
sobre unidades le´xicas diferentes.
Cabe hacer ciertas consideraciones relativas al coste computacional de
este nuevo modelo gramatical. En primer lugar, el hecho de que las transfor-
maciones se reduzcan al movimiento de constituyentes dentro de la estructura
sintagma´tica es un hecho relevante. En el modelo anterior exist´ıa tambie´n la
posibilidad de que una regla transformacional eliminase un elemento. Como
ya se ha dicho, esta situacio´n hac´ıa de las grama´ticas transformacionales sis-
temas generativos capaces de definir lenguajes no recursivos. El hecho de que
en el modelo de Principios y Para´metros no existan transformaciones de este
tipo elimina dicha posibilidad, lo cual es deseable.
Sin embargo, el hecho de que el modelo gramatical haya pasado de estar
fundamentado en reglas a estar fundamentado en principios de correccio´n
33En la unidades le´xicas tradicionales y en las categor´ıas funcionales. Ve´ase Eguren y
Ferna´ndez Soriano (2004), pp. 205-206.
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puede acarrear problemas de ı´ndole computacional. En este modelo, las ope-
raciones gramaticales —combinacio´n o movimiento de constituyentes— se
pueden aplicar, en principio, libremente. Dara´n lugar a resultados leg´ıtimos
o no en funcio´n de que se atengan a determinados principios generales de
correccio´n. El problema consistir´ıa en que el filtro que establece la legitimi-
dad de las operaciones se aplicara a posteriori . La situacio´n ideal, desde un
punto de vista de coste computacional, es aquella en que la legitimidad de
la aplicacio´n de una operacio´n se puede valorar en el momento mismo de su
aplicacio´n. Si este es el caso, si se establece que la operacio´n en cuestio´n es
ileg´ıtima, sencillamente no se lleva a cabo, con lo cual el proceso ahorra un
coste de tiempo y memoria inu´til. Pero, si no es posible valorar la legitimi-
dad de las operaciones en el momento mismo de llevarlas a cabo, el sistema
se vera´ obligado a aplicarlas de forma ciega, dando lugar a resultados que a
posteriori se revelara´n inu´tiles, con el consecuente coste de tiempo y memoria.
Precisamente, en el modelo de Principios y Para´metros, se establecen has-
ta cuatro niveles de representacio´n que actu´an como filtro al resultado de las
operaciones gramaticales. El proceso de generacio´n de una secuencia es, en
este modelo, como sigue. Las unidades le´xicas se combinan de acuerdo con los
principios de la Teor´ıa de la X con Barra. Este proceso da lugar a la llamada
Estructura Profunda. A continuacio´n, se aplica a esta Estructura Profun-
da la operacio´n de movimiento, de lo cual resulta la Estructura Superficial.
Estructura Profunda y Estructura Superficial se conciben como niveles de
representacio´n sujetos a condiciones de buena formacio´n. Una vez creada la
Estructura Superficial, entran en juego dos nuevos niveles de representacio´n:
la Forma Lo´gica y la Forma Fone´tica. Son los niveles en los que se interpreta
sema´ntica y fone´ticamente el resultado de la computacio´n lingu¨´ıstica. Actu´an
como interficie entre el componente computacional propiamente lingu¨´ıstico y
los mo´dulos de la mente que interactu´an con este.
El proceso, por tanto, ha perdido su cara´cter derivacional y toma un
cara´cter representacional. Las operaciones que generan una Estructura Pro-
funda o una Estructura Superficial son muy sencillas: un proceso combina-
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torio de unidades del le´xico y la posibilidad de mover un elemento dentro
de la estructura. En principio, desde un punto de vista derivativo, es posible
aplicar estas operaciones de cualquier modo. Ahora, el resultado de estas op-
eraciones sera´ o no leg´ıtimo segu´n se atenga o no a las condiciones de buena
formacio´n de los niveles de representacio´n (Estructura Profunda, Estructura
Superficial, Forma Lo´gica y Forma Fone´tica). Desde un punto de vista de
coste computacional, ser´ıa fatal que la grama´tica pudiese aplicar libremente
las operaciones, y solo despue´s valorar si el resultado es leg´ıtimo conforme
a lo establecido en los niveles de representacio´n. Esto permitir´ıa un nu´mero
ingente de generaciones que a la postre se revelar´ıan inu´tiles. Ser´ıa necesario,
en cambio, que las condiciones de buena formacio´n establecidas por los nive-
les de representacio´n guiasen la aplicacio´n de las operaciones. Por supuesto,
no esta´ claro co´mo puede conseguirse este efecto. La Teor´ıa de Principios y
Para´metros carece de la formalizacio´n matema´tica necesaria para plantear
estas cuestiones. No obstante, el valor que tiene este modelo es el de haber
logrado explicar el lenguaje humano en te´rminos lo suficientemente abstrac-
tos como para lograr una generalidad y sencillez compatibles con las tesis
innatistas.
1.2.3. El Programa Minimista
La Teor´ıa de Principios y Para´metros supuso un gran avance en la inves-
tigacio´n lingu¨´ıstica. Desde un mero punto de vista metodolo´gico, se logro´ una
teor´ıa sencilla y muy generalizadora de las lenguas naturales. Desde el punto
de vista de la bu´squeda de adecuacio´n explicativa, se logro´ una teor´ıa compa-
tible con la hipo´tesis universalista del innatismo. Sin embargo, los principios
de este modelo gramatical tienen un fuerte cara´cter estipulativo. Aun con un
alto nivel de abstraccio´n, y con ello de generalidad y capacidad predictiva in-
terlingu¨´ıstica, no son sino meras descripciones de los hechos observados en las
lenguas: se observa que en las lenguas del mundo solo es posible el movimien-
to en tales situaciones estructurales, se observa que las ana´foras tienen que
estar ligadas por un antecedente dentro de una determinada configuracio´n
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estructural, se observa que los sintagmas nominales con realizacio´n fone´tica
deben haber recibido una marca de caso, etc.
Dada esta situacio´n, el Programa Minimista —Chomsky (1995)— intenta
reformular la grama´tica de tal forma que sus principios se deduzcan direc-
tamente de aquello que se sabe, o de las hipo´tesis que se establecen, sobre
el funcionamiento del lenguaje en el cerebro. Hasta este momento, se pre-
tend´ıa elaborar una grama´tica compatible con las hipo´tesis existentes sobre
la naturaleza del lenguaje: innatismo, universalismo... Pero los principios gra-
maticales mismos no ten´ıan una motivacio´n directa en tales hipo´tesis. En el
Programa Minimista se intenta no solo lograr una grama´tica compatible con
las hipo´tesis establecidas sobre el lenguaje humano. Se intenta tambie´n que
los principios mismos de la grama´tica tengan una motivacio´n independiente
en dichas hipo´tesis.
Entonces, ¿que´ se sabe del funcionamiento del lenguaje humano en el
cerebro, es decir, que´ criterios de adecuacio´n explicativa se podr´ıan usar?
Se conjetura que el lenguaje debe ser una facultad de la mente innata y
por tanto universal. La Teor´ıa de Principios y Para´metros ya desarrolla una
grama´tica compatible con estas hipo´tesis. Adema´s, se sabe que el lengua-
je humano consiste, en esencia, en un proceso recursivo de combinacio´n de
s´ımbolos. Esta caracter´ıstica se encuentra en el corazo´n de su naturaleza.
Por tanto, parece leg´ıtimo afirmar que la grama´tica debe contar con una op-
eracio´n combinatoria de este tipo: es una necesidad conceptual. ¿Que´ ma´s
criterios de adecuacio´n explicativa cabe utilizar? Se sabe que las secuencias
resultantes de la operacio´n combinatoria son susceptibles de interpretacio´n
en te´rminos de significado y en te´rminos de sonidos. Por tanto, puede decirse
que es necesario que el resultado de tal operacio´n combinatoria sea inter-
pretable por los mo´dulos de la mente encargados de gestionar el significado
y el sonido. Por u´ltimo, los co´mputos lingu¨´ısticos, que se antojan complejos,
han de poder efectuarse en tiempo real. Por tanto, tambie´n se sabe que el
lenguaje ha de tener una complejidad computacional limitada.
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Posiblemente no se sepa mucho ma´s sobre el funcionamiento del lenguaje
en el cerebro. El Programa Minimista parte, entonces, de estos supuestos,
y solo se permite establecer principios gramaticales que se puedan entender
como motivados por ellos. Desde este planteamiento, el lenguaje humano
se concibe como una realidad muy sencilla, pues no pueden estipula´rse-
le caracter´ısticas caprichosas de ningu´n tipo. En principio, esta hipo´tesis
parece incompatible con la evidencia emp´ırica: las lenguas humanas presen-
tan feno´menos complejos como es el movimiento, continuas redundancias
como la concordancia, etc. La hipo´tesis de Chomsky (1995) es que quiza´ las
caracter´ısticas aparentemente caprichosas del lenguaje no sean sino el modo
ma´s sencillo de lograr que el resultado de la computacio´n lingu¨´ıstica de´ lu-
gar a un output interpretable por los dos mo´dulos del cerebro que tienen
que interactuar con ella. Asumida esta hipo´tesis, en la grama´tica del Progra-
ma Minimista solo se podra´n definir operaciones que sean conceptualmente
necesarias (el lenguaje es en esencia un proceso recursivo de combinacio´n
de s´ımbolos) o que se presenten como necesarias para lograr un output de la
computacio´n interpretable por los mo´dulos externos de la mente. Movimiento
y concordancia, por ejemplo, los entiende Chomsky (1995) como el mecanis-
mo o´ptimo para eliminar ciertos rasgos de los s´ımbolos lingu¨´ısticos que no
son interpretables por estos mo´dulos externos: rasgos funcionales, como las
marcas de caso o los rasgos de concordancia redundantes. Concretamente,
en el Programa Minimista es clave el llamado Principio de Interpretacio´n
Plena, que establece que el resultado de la computacio´n lingu¨´ıstica no puede
incluir rasgos no interpretables por los mo´dulos de la mente con los que
esta interactu´a: el mo´dulo del significado solo reconoce estructuras de tipo
predicado-argumento, u operador-variable; y el mo´dulo del sonido reconoce
estructuras fone´ticas. Los diversos principios gramaticales que se establezcan
han de entenderse, entonces, como estrategias para alcanzar el Principio de
la Interpretacio´n Plena.
La idea de que el lenguaje es un sistema sencillo, que no tiene peculiari-
dades idiosincra´sicas, es una hipo´tesis necesitada de confirmacio´n. En caso de
ser correcta, el lenguaje ser´ıa un sistema extran˜o entre los sistemas biolo´gicos,
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caracterizados por la complejidad y la redundancia. Pero, aun en caso de no
ser cierta la hipo´tesis, como me´todo de trabajo es interesante. En principio,
ser´ıa posible definir distintas grama´ticas con la adecuacio´n explicativa que
manejaba la Teor´ıa de Principios y Para´metros. Pero la Lingu¨´ıstica es una
ciencia emp´ırica, a la que le interesa la configuracio´n real del lenguaje humano
en el cerebro. Por tanto, es interesante un programa de investigacio´n que se
pregunte si la cobertura emp´ırica de los principios desarrollados en la Teor´ıa
de Principios y Para´metros puede alcanzarse con un aparato teo´rico mı´nimo,
no estipulativo, con motivacio´n independiente en hipo´tesis generales sobre la
naturaleza y funcionamiento del lenguaje en el cerebro. Quiza´ se alcance la
conclusio´n de que no se puede explicar el lenguaje humano sin entender que
este cuenta con caracter´ısticas idiosincra´sicas caprichosas, redundancias, etc.
Pero para alcanzar tal conclusio´n es necesario evitar antes cualquier estipu-
lacio´n carente de motivacio´n independiente en certezas o hipo´tesis falsables
sobre el funcionamiento del lenguaje.
Adema´s del Principio de Interpretacio´n Plena, el Programa Minimista
cuenta con ciertas ma´ximas de economı´a. Se observa que ciertas derivaciones,
en principio leg´ıtimas —convergentes con el Principio de Interpretacio´n Plena—
, quedaban bloqueadas por otras derivaciones parecidas, pero que, en cierto
sentido bien definido, resultaban ma´s econo´micas, de un coste computacional
menor. La intuicio´n que hay detra´s de esta afirmacio´n es que, a partir de un
conjunto cerrado de unidades le´xicas, el sistema de computacio´n lingu¨´ısti-
ca tiende a buscar las solucio´n ma´s econo´mica para construir una secuencia
determinada; y solo la solucio´n o´ptima, en este sentido bien definido, es gra-
matical. Estas ma´ximas de economı´a juegan el mismo papel que el Principio
de Interpretacio´n Plena, pues son principios definitorios de la grama´tica fun-
damentados en hipo´tesis independientes sobre el funcionamiento del lenguaje:
la necesidad de que la produccio´n lingu¨´ıstica tenga un coste computacional
limitado. No obstante, la nocio´n de economı´a utilizada por la teor´ıa no puede
ser una valoracio´n general sobre el coste computacional real del las deriva-
ciones. Tiene que consistir, en cambio, en ma´ximas muy precisas que, en un
momento dado de la derivacio´n, hagan imposible la aplicacio´n de la operacio´n
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α por la existencia de una operacio´n posible β ma´s econo´mica en un senti-
do preciso. Por ejemplo, parece que, si un constituyente Σ se mueve en la
estructura desde una posicio´n original ω, no podra´ alcanzar una posicio´n de
destino δ1 si entre ω y δ1 hay una posicio´n de destino δ2 que es un destino
posible para Σ. En resumen, parece que la grama´tica prima el movimiento
ma´s corto posible.
Por u´ltimo, en su afa´n por evitar toda afirmacio´n estipulativa, la teor´ıa
se reformula restringiendo de forma dra´stica el aparato teo´rico del modelo
de Principios y Para´metros. Todos los principios de este, los niveles de rep-
resentacio´n, las subteor´ıas, etc. se ponen en cuestio´n en tanto que primitivos
gramaticales, se eliminan y se intenta deducir su contenido emp´ırico como
consecuencia necesaria de las operaciones gramaticales fundamentales, o co-
mo requerimientos del Principio de Interpretacio´n Plena o de las ma´ximas
de economı´a. Fruto de este proceso es la eliminacio´n de los niveles de repre-
sentacio´n de Estructura Profunda y Estructura Superficial, pues se observa
que las condiciones de buena formacio´n que se defin´ıan mediante estos niveles
se pueden deducir de forma independiente. S´ı se mantienen, en cambio, la
Forma Lo´gica y la Forma Fone´tica, pues se entiende que son necesarios en
tanto que interficie con los mo´dulos externos de la mente. Son el lugar natural
donde se aplica el Principio de Interpretacio´n Plena. De hecho, la grama´tica,
con el Programa Minimista, recupera su cara´cter eminentemente derivacional
original. La operacio´n recursiva de combinacio´n de s´ımbolos se aplica suce-
sivamente, paso a paso. Se minimiza el uso del nivel de representacio´n como
filtro que valora la legitimidad de una derivacio´n. Se comienza a observar
una preocupacio´n34 por la necesidad de que la valoracio´n de la legitimidad
de una operacio´n se haga de forma local, en el momento mismo de su apli-
cacio´n, y no a posteriori , en un nivel de representacio´n. El modelo de fases
—Chomsky (2008)— contribuye a la reduccio´n del problema. Dentro de una
fase, los objetos gramaticales son derivaciones, pero una vez cerrada esta, la
computacio´n no tendra´ acceso a su historia derivativa. Sin embargo, siguen
34Chomsky (1995), cap. 1.7.
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entendie´ndose la Forma Lo´gica y la Forma Fone´tica como niveles de rep-
resentacio´n que filtran las derivaciones que atentan contra el Principio de
Interpretacio´n Plena. Tambie´n se han formulado ma´ximas de economı´a que
bloquean derivaciones completas (no operaciones concretas) por la existencia
de otras derivaciones que, en conjunto, resultan ma´s econo´micas. Mientras
sea posible crear derivaciones de forma ciega confiando en que al final del
proceso existe un me´todo de evaluacio´n de los resultados (un nivel de repre-
sentacio´n o una comparacio´n de varias derivaciones en te´rminos de economı´a)
el sistema tendra´ un coste computacional inasumible.
1.2.4. Conclusio´n
La Grama´tica Transformacional, desde su origen hasta la actualidad, ha
entendido que el objeto sobre el que actu´an las operaciones gramaticales son,
no los sintagmas resultantes de las derivaciones, sino las derivaciones mismas.
Es decir, los a´rboles completos donde cada sintagma cuenta con la infor-
macio´n de sus constituyentes inmediatos. Efectivamente, existen feno´menos
muy importantes de las lenguas naturales que hacen necesario tomar como
objeto gramatical la derivacio´n completa y no su resultado. Por ejemplo, el
feno´meno del movimiento relaciona dos pasos diferentes de la derivacio´n: los
de las posiciones de origen y destino del elemento desplazado. El problema es
que una grama´tica de este estilo tiene un coste computacional muy elevado.
Aun asumiendo que —a partir de la Teor´ıa de Principios y Para´metros—
estas grama´ticas no generan lenguajes no recursivos, es evidente que hacer
que sea la derivacio´n completa el objeto gramatical que se toma como input
de las reglas tiene un alto coste computacional. En primer lugar, supone un
alto coste de memoria. En segundo lugar, efectuar cualquier operacio´n sobre
un input de tal complejidad es muy costoso tambie´n en te´rminos de tiempo.
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1.3. Las Grama´ticas de Unificacio´n. HPSG
En el apartado 1.2 se ha presentado la Grama´tica Transformacional como
una teor´ıa del lenguaje natural adecuada desde el punto de vista descriptivo.
Se ha discutido si tambie´n era adecuada desde el punto de vista explicati-
vo, utilizando la complejidad computacional como criterio. Se ha visto que
las reglas transformacionales son muy costosas en te´rminos computacionales.
¿Habra´, por tanto, que optar por una grama´tica de estructura sintagma´tica
independiente del contexto?
En este apartado se describe un modelo gramatical con reglas de este
tipo: las Grama´ticas de Unificacio´n. Estas nacieron en los an˜os 80, en bue-
na medida, con el fin de dar respuesta a los problemas de procesamiento en
tiempo real. Son, entonces, teor´ıas del lenguaje humano que, frente al mode-
lo chomskyano, buscan la moderacio´n del coste computacional, as´ı como la
adecuacio´n a ciertas caracter´ısticas observables del procesamiento lingu¨´ıstico.
Las Grama´ticas de Unificacio´n ma´s importantes son GPSG, LFG y HPSG.
GPSG (Generalized Phrase Structure Grammar) fue desarrollado por Gazdar,
Pullum y Sag —Gazdar y otros (1985)—. Hoy se encuentra en desuso. En
cambio, LFG (Lexical Functional Grammar) se encuentra en pleno desarrollo
—Dalrymple y otros (1995) y Bresnan (2001)—. HPSG (Head-Driven Phrase
Structure Grammar) es la evolucio´n de GPSG, y sera´ ampliamente estudiada
en el siguiente apartado.
1.3.1. Caracter´ısticas generales
Las Grama´ticas de Unificacio´n —ve´anse Shieber (1986) y Pollard y Sag
(1994)35— cuentan con las siguientes caracter´ısticas.
Esta´n basadas en la superficie. Caracterizan directamente el orden li-
neal de constituyentes. Solo utilizan, por tanto, reglas de estructura
35Pollard y Sag (1994), pp. 6-14.
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sintagma´tica independientes del contexto. Como ya se ha visto, estas
son reglas menos costosas que las transformaciones y, por ello, en prin-
cipio, ma´s adecuadas que estas en te´rminos de adecuacio´n explicativa.
Son informacionales. Contemplan el lenguaje humano como un sistema
de codificacio´n y transmisio´n de informacio´n. Las secuencias de las
lenguas se entienden, entonces, como elementos informacionales. Tam-
bie´n cada subsecuencia de una secuencia (en u´ltima instancia cada
s´ımbolo ato´mico) se contempla como un elemento informacional. Como
se vera´ con detalle en 1.3.2, estos elementos informacionales tienen una
definicio´n precisa y formalizada: son estructuras de rasgos.
El proceso de generacio´n de secuencias es una combinacio´n recursiva de
elementos informacionales que da lugar a nuevos elementos, informa-
cionalmente ma´s espec´ıficos. Si los elementos informacionales se han for-
malizado como estructuras de rasgos, las posibilidades de combinacio´n
de estos esta´n reguladas por la operacio´n matema´tica de unificacio´n de
estructuras de rasgos. Por tanto, en las Grama´ticas de Unificacio´n, la
descripcio´n de los elementos gramaticales y la de sus posibilidades de
combinacio´n esta´n totalmente formalizadas. Esta formalizacio´n hace de
ellas teor´ıas u´tiles para el trabajo en Lingu¨´ıstica Computacional.
Son declarativas. Se define la combinacio´n de subsecuencias en te´rmi-
nos de que´ combinaciones son permitidas, que´ estructuras de rasgos
unifican, y no de co´mo se calculan. Se desvincula as´ı la definicio´n de
la grama´tica del algoritmo de derivacio´n de secuencias. En el mode-
lo chomskyano estas dos realidades esta´n unidas: la grama´tica expli-
ca co´mo se va generando la secuencia a lo largo de la derivacio´n. Una
grama´tica de unificacio´n, en cambio, solo es una declaracio´n de que´ ele-
mentos son compatibles. Esta declaracio´n puede ser utilizada despue´s
por un algoritmo u otro (un parser u otro) para calcular en tiempo real
las secuencias del lenguaje que define. Resulta natural, as´ı, que una
misma grama´tica pueda ser utilizada tanto en labores de procesamien-
to como de generacio´n.
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Son monoestra´ticas. Cada secuencia y cada subsecuencia (cada elemen-
to informacional) presenta en paralelo la informacio´n relativa a cada
nivel lingu¨´ıstico (fonolo´gico, morfolo´gico, sinta´ctico, sema´ntico y con-
textual). No hay, por tanto, como en el modelo chomskyano, un orden
en el cual se va solucionando cada uno de estos niveles, sino que todos
se solucionan en paralelo. Todos ellos se formalizan como partes de la
misma estructura de rasgos que es un elemento informacional.
Pollard y Sag (1994) aseguran que, frente a la grama´tica chomskyana,
las de unificacio´n, dadas estas caracter´ısticas, logran tiempos de ana´lisis ra-
zonables; y, adema´s, explican de forma natural las siguientes propiedades del
procesamiento lingu¨´ıstico cerebral.
El procesamiento lingu¨´ıstico es incremental: los hablantes realizan in-
terpretaciones parciales a medida que procesan la oracio´n. Esto lo capta
una grama´tica de unificacio´n, pues sus s´ımbolos son elementos informa-
cionales parciales. Por tanto, una secuencia incompleta es, aun de forma
parcial, informativa. En la grama´tica chomskyana, en cambio, es nece-
sario haber procesado toda la oracio´n para lograr una interpretacio´n.
El procesamiento lingu¨´ıstico es tambie´n integrador: integra informacio´n
lingu¨´ıstica, conocimiento del mundo y del contexto comunicativo. Cada
uno de estos tipos de conocimiento establece una serie de restricciones,
que conducen a elegir la interpretacio´n apropiada entre varias posi-
bles. Las teor´ıas gramaticales actuales no combinan satisfactoriamente
conocimiento lingu¨´ıstico y extralingu¨´ıstico. Pero, como formalismo, las
estructuras de rasgos y su combinacio´n mediante la unificacio´n permi-
tir´ıan tal integracio´n.
Por u´ltimo, segu´n Pollard y Sag (1994), ha sido probado por experi-
mentos psicolingu¨´ısticos que el orden en el cual se accede a la informa-
cio´n esta´ estrechamente ligado al orden de aparicio´n de palabras. No se
soluciona primero la fonolog´ıa, despue´s la morfolog´ıa, la sintaxis y por
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u´ltimo la sema´ntica, sino que a este conocimiento se accede en paralelo.
Esta realidad la captan tambie´n las Grama´ticas de Unificacio´n, pues,
en ellas, los distintos niveles lingu¨´ısticos forman parte de una misma
estructura de rasgos.
Por tanto, si se utiliza como criterio de adecuacio´n explicativa la necesi-
dad de sencillez computacional, o el hecho de que el procesamiento lingu¨´ısti-
co humano sea incremental, integrador o monoestra´tico, las Grama´ticas de
Unificacio´n parecen ma´s adecuadas que el modelo chomskyano. En los si-
guientes subapartados se explican con detalle ciertas cuestiones importantes
que ya se han enunciado aqu´ı. En 1.3.2, se explicara´n los conceptos de ras-
go, de estructura de rasgos y de unificacio´n. En 1.3.3, se explicara´ la que es
la grama´tica de unificacio´n ma´s utilizada en Lingu¨´ıstica Computacional, la
utilizada en el resto de este trabajo: HPSG.
1.3.2. Estructuras de rasgos y unificacio´n
Las Grama´ticas de Unificacio´n utilizan una definicio´n formal muy precisa
de que´ es un elemento informacional, y de cua´les son las condiciones de com-
binacio´n de dos elementos informacionales. Para ello se utilizan los conceptos
de rasgo, estructura de rasgos y unificacio´n36.
El concepto de rasgo, de un modo u otro, es ampliamente utilizado por las
distintas escuelas lingu¨´ısticas, pero las Grama´ticas de Unificacio´n hacen un
uso generalizado y totalmente formalizado de e´l. Todo elemento informacional
(presente en una secuencia o contemplado por una Grama´tica de Unificacio´n)
se concibe no como un ente ato´mico, sino como una estructura de rasgos. Una
estructura de rasgos es un conjunto de rasgos, con un cierto valor informativo.
Cada rasgo de ese conjunto es un par atributo valor: F v, en la figura 1.1837.
36Kasper y Rounds (1986) y Carpenter (1992).
37Se seguira´ a partir de ahora la convencio´n habitual consistente en escribir los atributos
en mayu´scula y los valores, si fueran ato´micos, en minu´scula.
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[
F v
]
Figura 1.18: Rasgo F
Un atributo F es un s´ımbolo (un a´tomo, sin estructura interna) que da
nombre al rasgo. Su valor v puede ser o un a´tomo o una estructura de rasgos.
En la figura 1.19 se observa el rasgo F1, cuyo valor v1 es una estructura de
rasgos formada por el rasgo F2, cuyo valor es, a su vez, un elemento ato´mico:
v2. [
F1
[
v1
F2 v2
]]
Figura 1.19: Rasgo F con valor complejo
Kay (1979) fue el primero en establecer una definicio´n e implementacio´n
precisas de la nocio´n de rasgo. Para entonces era muy comu´n encontrar rasgos
en las descripciones lingu¨´ısticas, pero solo con valores ato´micos. Dicho trabajo
es el que introduce la posibilidad de que, junto a los valores ato´micos, se uti-
licen valores complejos (estructuras de rasgos). Esto permite contemplar un
u´nico tipo de unidades —los rasgos— va´lido para todos los niveles lingu¨´ısti-
cos; de modo que toda categor´ıa, toda realidad lingu¨´ıstica (las categor´ıas
cla´sicas, la nocio´n de oracio´n, la de concordancia, la de subcategorizacio´n,
etc.) puede describirse en te´rminos de estructuras de rasgos.
Puede decirse que los rasgos son funciones, de tal modo que solo es posible
asignar un valor en una situacio´n dada a un atributo. Por ejemplo, pudiera
definirse para objetos lingu¨´ısticos un rasgo NUM (nu´mero) cuyo valor pudiese
ser sg (singular) o pl (plural). En una determinada estructura de rasgos dicho
valor pudiera no estar especificado, o pudiera ser sg o pl, pero nunca ambos
al tiempo.
Por u´ltimo, dentro de una estructura de rasgos, es posible estipular que
dos rasgos —A y B— compartan valor. Es decir, se puede establecer para
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dos rasgos A y B, que el valor de estos, sea uno u otro, ha de ser siempre el
mismo38. A partir de ahora se llamara´ a esta situacio´n estructura comparti-
da —Shieber (1986), feature sharing—. La estructura compartida tiene una
aplicacio´n obvia para modelar la concordancia en el lenguaje natural, pero
en las Grama´ticas de Unificacio´n se hara´ un uso mucho ma´s rico de ella39.
[
A 1
B 1
]
Figura 1.20: Rasgo F con estructura compartida
Las estructuras de rasgos cumplen una funcio´n informacional. Por ello, es
posible hacer descripciones de objetos (objetos lingu¨´ısticos, por ejemplo) me-
diante estructuras de rasgos. Estas son descripciones parciales: la informacio´n
total asociada a una secuencia es fruto de la combinacio´n de la informacio´n
parcial de cada una de las subsecuencias que la constituyen. La unificacio´n
es la operacio´n matema´tica que regula esta combinacio´n. Para explicar el
concepto de unificacio´n, es necesario explicar antes la relacio´n de subsuncio´n
entre dos estructuras de rasgos.
[
D
A a
]
v

D’
A a
B
[
C c
]

Figura 1.21: D subsume a D’
Si a una estructura de rasgos se le an˜ade informacio´n (se le suman rasgos,
se le especifica el valor de los que ya tiene, o se le introduce una situacio´n
de estructura compartida), se obtiene una estructura ma´s informativa, ma´s
38No se confunda esta situacio´n con lo que Shieber (1986) llama rasgos semejantes. Dos
rasgos son semejantes, en una situacio´n dada, si esta´n evaluados del mismo modo. Pero
esta coincidencia en los valores es casual, no motivada por estipulacio´n alguna.
39Se seguira´ desde ahora la convencio´n de representar las situaciones de estructura com-
partida entre dos rasgos an˜adiendo al valor del rasgo el mismo ı´ndice nume´rico recuadrado.
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espec´ıfica que la original. Se dice que una estructura de rasgos D subsume a
otra D’ (D v D′) si la informacio´n de D es un subconjunto de la informacio´n
contenida en D’: figura 1.21.
Imag´ınense ahora dos estructuras de rasgos A y B tales que no se encuen-
tran en relacio´n de subsuncio´n: es decir, A y B tienen informacio´n diferente,
compatible o no. Se dice que estas dos estructuras de rasgos A y B unifican
(AunionsqB) si existe una tercera estructura de rasgos C a la que subsumen A y B
(A v C y B v C). Dicho de un modo intuitivo, la unificacio´n es la operacio´n
de combinacio´n de informacio´n de dos o ma´s estructuras de rasgos que da
lugar a una nueva estructura de rasgos que contiene la informacio´n de todas
ellas. 
A
F1 v1
F2
[
F3 v2
]
 6 unionsq

B
F2
[
F3 v3
]
F4 v4

Figura 1.22: A y B no unifican
Esto es solo posible entre estructuras que contienen informacio´n compa-
tible. Por ejemplo, en la figura 1.22, A y B no unifican, pues estas estructuras
tienen valores incompatibles para el rasgo F3. Pero A y B s´ı unifican en la
figura 1.23, pues, en este caso, no aparecen valores incompatibles.
A
F1 v1
F2
[
F3 v3
]
 unionsq

B
F2
[
F3 v3
]
F4 v4

Figura 1.23: A y B unifican
Hay que an˜adir que el resultado de la unificacio´n no es cualquier estruc-
tura ma´s informativa que las estructuras que se pretende unificar. Es, en
cambio, aquella estructura menos informativa posible que es subsumida por
todas las estructuras unificadas.
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Las propiedades de la unificacio´n son las siguientes.
Idempotencia D unionsqD = D.
Conmutativa D unionsqB = B unionsqD.
Asociativa (D unionsqB) unionsq C = D unionsq (B unionsq C).
Estas propiedades son importantes, porque implican que la informacio´n
asociada con la estructura unificada no depende del orden en que se obtiene:
una grama´tica de unificacio´n es una mera declaracio´n de condiciones de com-
patibilidad de subsecuencias, donde no se especifica el orden de unificacio´n.
Sera´ un algoritmo, externo a la grama´tica misma, el que opere dichos ca´lculos
en un orden determinado.
1.3.3. HPSG
HPSG (Head-Driven Phrase Structure Grammar , o grama´tica sintagma´tica
nuclear) surge a mediados de los 80. Es una teor´ıa ecle´ctica, que recoge in-
fluencias de otras teor´ıas lingu¨´ısticas y disciplinas relacionadas (filosof´ıa del
lenguaje, lo´gica y computacio´n)40. Puede decirse que hoy en d´ıa es el formalis-
mo de unificacio´n de aplicacio´n ma´s extendida en Lingu¨´ıstica Computacional.
Las obras de referencia son Pollard y Sag (1987), Pollard y Sag (1994)
as´ı como Sag y otros (2002). Como puede imaginarse, la formalizacio´n de
la grama´tica mediante estructuras de rasgos var´ıa inevitablemente de una
obra a otra. En los subapartados que siguen, se ira´ creando progresiva-
mente una grama´tica de tipo HPSG. La formalizacio´n de esta grama´tica es
claramente deudora de estos trabajos cla´sicos, y tambie´n sigue ciertas con-
venciones propias de la grama´tica computacional Matrix —Bender y otros
40En el campo sema´ntico, la influencia viene dada por la sema´ntica de situaciones —
Barwise y Perry (1983), Devlin (1991)—, y de la teor´ıa de representacio´n del discurso o
DRT —Kamp y Reyle (1993)–. En cuanto a las teor´ıas gramaticales influyentes, hay que
mentar a la Grama´tica Categorial, LFG, Government and Binding , Arc Pair Grammar
—Johnson y Postal (1980)— y, de manera especial, GPSG, teor´ıa de la cual es evolucio´n
directa.
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(2002)—. All´ı donde estas referencias discrepan, se ha optado por la solucio´n
ma´s ajustada a los intereses de este trabajo. En definitiva, la formalizacio´n
concreta que sigue, no es, en rigor, la explicacio´n de ninguna de las versiones
cla´sicas de HPSG, si bien las sigue muy de cera. Puede considerarse que es ya
la explicacio´n del corazo´n de la grama´tica SSG que es objeto fundamental de
este trabajo.
1.3.3.1. El signo lingu¨´ıstico
Los elementos informacionales mentados en 1.3.1 se entienden en HPSG
como signos lingu¨´ısticos. Un signo lingu¨´ıstico es una asociacio´n de significante
y significado, sea una palabra, un sintagma, una oracio´n o un discurso41.
Esta asociacio´n se formaliza mediante una estructura de rasgos, en la que
aparecen rasgos que caracterizan la naturaleza fone´tica y fonolo´gica del signo;
y otros que caracterizan su morfolog´ıa, sintaxis y sema´ntica. La estructura de
rasgos de la figura 1.24 formaliza el signo lingu¨´ıstico que se utilizara´ durante
el resto de este trabajo. El significante del signo se codifica como valor del
rasgo STEM, y su significado como valor del rasgo SYNSEM. En esta grama´tica,
la caracterizacio´n del significante es muy sencilla: es la lista (valor list) de la
representacio´n escrita de las palabras que constituyen el signo. La caracteri-
zacio´n del significado es ma´s rica. Consta de la informacio´n categorial (rasgo
HEAD), la informacio´n relativa a los constituyentes que el signo subcategoriza
(VAL, y dentro de este sus rasgos anidados SUBJ y COMPS42), los rasgos de
concordancia (rasgo AGR) y la informacio´n sema´ntica (SEM).
41El axioma de una grama´tica de tipo HPSG puede ser, en principio, cualquier signo
lingu¨´ıstico —en el modelo chomskyano, el axioma es la oracio´n—. Esto es especialmente
interesante para grama´ticas que quieran dar cuenta de la actuacio´n, y quieran analizar,
por tanto, oraciones truncadas y to´picos, palabras o morfemas aislados, etc.
42Pollard y Sag (1994) usan una sola lista SUBCAT que aqu´ı, en la l´ınea de Sag y
otros (2002), se ha desglosado en SUBJ y COMPS. Se entiende que SUBJ cuenta con el
argumento menos oblicuo de SUBCAT, y COMPS con el resto. Los elementos de COMPS
se listan en orden creciente de oblicuidad.
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Obse´rvese que esta informacio´n relativa al significante (HEAD, VAL, AGR y
SEM) se presenta en la figura 1.24 como valor del rasgo LOCAL. Existe, adema´s,
en el signo, el rasgo NON-LOCAL. La informacio´n de LOCAL es la informacio´n
entendida como local al signo (su categor´ıa, significado, complementos adya-
centes a e´l, etc.). La informacio´n codificada en NON-LOCAL sera´ la informacio´n
no local: la de aquellos constituyentes subcategorizados por el signo, pero re-
alizados en la secuencia alejados de e´l (to´picos, pronombres interrogativos,
relativos, etc.); o la de otros rasgos propios del signo materializados lejos de
e´l (cl´ıticos en el salto de cl´ıticos, si se entienden estos como afijos).
sign
stem list
synsem

synsem
local

local
head head
val

val
subj list
compslist

agr

agr
per per
num num
gend gend

sem mrs

non-local non-local


Figura 1.24: Signo lingu¨´ıstico
En realidad la caracterizacio´n del signo utilizada en este trabajo es ma´s
compleja. En los cap´ıtulos sucesivos habra´ ocasio´n de reformular la versio´n
de la figura 1.24 para dar cuenta de esa complejidad. De momento, esta ex-
plicacio´n es suficiente para entender co´mo se conciben en HPSG los elementos
informacionales que forman, y son, las secuencias de una lengua natural.
De acuerdo con la versio´n del signo de la figura 1.24, se pueden carac-
terizar palabras, sintagmas, oraciones, etc. Por ejemplo, el verbo del espan˜ol
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visitar , en tanto que unidad le´xica, pudiera caracterizarse tal como se mues-
tra en la figura 1.25.
visitar
stem
〈
visitar
〉
synsem

synsem
local

local
head verb
val

subj
〈

synsem
local

head
[
noun
case nom
]
val
[
subj 〈〉
comps 〈〉
]
agr 1


〉
comps
〈

synsem
local

head
[
noun
case acc
]
val
[
subj 〈〉
comps 〈〉
]


〉

agr 1
sem mrs

non-local non-local


Figura 1.25: Signo lingu¨´ıstico: visitar
Se ha caracterizado visitar como un verbo (HEAD verb) que subcategoriza
un sujeto (SUBJ) y un complemento (COMPS) . Estos deben ser un sintagma de
categor´ıa nominal (HEAD noun), con sus listas de subcategorizacio´n saturadas
(SUBJ y COMPS <>). El caso ha de ser nominativo y acusativo (CASE nom y
acc). Adema´s, se establece concordancia de persona, ge´nero y nu´mero entre
el sujeto y el verbo (estructura compartida de sus rasgos AGR)43.
43Pollard y Sag (1994), p. 36: “subject-verb agreement arises direcly from lexical specifi-
cations of the finite verb in conjunction with the structure sharing imposed by the Subcate-
gorization Principle”. Este Subcategorization Principle se explicara´ en breve. Es cierto que
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Obse´rvese que el valor de SUBJ y COMPS es una lista de estructuras de
rasgos. La notacio´n utilizada para representar las listas (los s´ımbolos < y
>) es una simplificacio´n. En realidad, una lista no es sino una estructura de
rasgos ma´s. La lista vac´ıa —<>— es un elemento ato´mico null. Y la lista no
vac´ıa es un elemento no ato´mico con dos rasgos: al primero se le suele llamar
FIRST y al segundo REST. El valor de FIRST sera´ del tipo de los elementos
listados. Si, como ocurre en SUBJ y COMPS, se esta´n listando elementos de
tipo synsem, FIRST tendra´ por valor un elemento synsem. Por su parte, REST
tiene por valor otra lista, que de nuevo tendra´ su FIRST y su REST. Para
denotar que la lista ha llegado a su fin, se establece como valor de REST
una lista vac´ıa null. Por tanto, las listas de cero, uno o dos elementos —<>,
< [ ] > y < [ ], [ ] >— son equivalentes a las siguientes estructuras de rasgos
de la figura 1.26.
[
null
]
list
first synsem
rest null


list
first synsem
rest

list
first synsem
rest null


Figura 1.26: Estructuras de rasgos del tipo list
Cabe decir, por u´ltimo, que los elementos subcategorizados por un signo
lingu¨´ıstico no son sino estructuras de rasgos que denotan subpartes de otros
signos. Los elementos subcategorizados como sujeto o complementos son de
tipo synsem —ve´ase la figura 1.25—; es decir, son caracterizaciones de co´mo
ha de ser la naturaleza sinta´ctica y sema´ntica de los signos que, en una
secuencia, sean el sujeto o los complementos del nu´cleo. Los valores del rasgo
SYNSEM de los signos lingu¨´ısticos que denoten a esos elementos habra´n de
la concordancia entre sujeto y verbo debe establecerse solo para los verbos en forma finita.
Se ha optado por incluirla aqu´ı por resultar reveladora del modo en que muchos principios
gramaticales se resuelven con naturalidad en HPSG mediante la caracterizacio´n le´xica en
forma de estructura de rasgos. Entie´ndase, entonces, que la estructura aqu´ı mostrada es
caracterizadora de este tipo de signo.
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unificar con estas caracterizaciones de su nu´cleo.
1.3.3.2. Reglas gramaticales
HPSG concibe entonces las secuencias de una lengua como signos lingu¨´ısti-
cos. Estos se formalizan mediante estructuras de rasgos que aglutinan la in-
formacio´n fone´tica, sinta´ctica, sema´ntica, etc. de la secuencia. Una secuencia
esta´ formada por distintas subsecuencias, que son tambie´n signos lingu¨´ısticos,
caracterizados, ba´sicamente, mediante el mismo tipo de estructura de rasgos
que caracteriza a la secuencia completa. La informacio´n que se le supone a
la estructura de rasgos de una secuencia es el resultado de la unificacio´n re-
cursiva de la informacio´n de las estructuras de rasgos de sus subsecuencias.
Por tanto, cada subsecuencia es portadora de una informacio´n parcial que,
adecuadamente unificada con la informacio´n del resto de subsecuencias, da
lugar a la informacio´n ma´s espec´ıfica de la secuencia completa.
Dada la lista de las palabras que forman una secuencia; es necesario que
la grama´tica defina cua´les son las condiciones que permiten combinarlas para
dar lugar a subsecuencias mayores, y, en u´ltima instancia, a la secuencia com-
pleta. Estas condiciones de compatibilidad se definen, fundamentalmente, en
te´rminos de subcategorizacio´n: una unidad le´xica es compatible con un sin-
tagma al que subcategoriza44. Como se vio en el apartado 1.3.3.1, la estruc-
tura de rasgos que caracterizaba al verbo visitar establec´ıa que este hab´ıa de
contar en la secuencia con un sujeto, y establec´ıa ciertas propiedades (cate-
gor´ıa, caso) que hab´ıa de satisfacer este. Pollard y Sag (1994) formalizaron el
modo en el que la grama´tica legitima la combinacio´n de signos en virtud de
la saturacio´n argumental, mediante lo que llamaron Subcategorization Prin-
ciple.
Este principio se pudiera concretar, entre otras posibilidades, en las sigu-
ientes reglas comps-rule y subj-rule —figuras 1.27 y 1.28—.
44No obstante, una grama´tica de tipo HPSG tambie´n contempla otros esquemas de
combinacio´n de signos: la modificacio´n, por ejemplo.
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[
P
synsem|val|comps 2
]
−→
p
synsem|val|comps
〈
1 . 2
〉, [C
synsem 1
]
Figura 1.27: Regla de saturacio´n de la lista COMPS: comps-rule
[
P
synsem|val|subj 2
]
−→,
[
C
synsem 1
]
,
p
synsem|val|subj
〈
1 . 2
〉
Figura 1.28: Regla de saturacio´n de la lista SUBJ: subj-rule
En comps-rule y subj-rule se establece que un sintagma P se forma median-
te la unio´n de un nu´cleo p y un sintagma C. Para que esta unio´n sea posible
es necesario que el valor de SYNSEM de C y el primer elemento de COMPS
o SUBJ de p, unifiquen — 1—. Dicho de otro modo, comps-rule y subj-rule
definen la proyeccio´n P de un nu´cleo p, dada la realizacio´n del argumento
C de p. Para que C pueda satisfacer esa necesidad argumental de p, debe
tener una estructura de rasgos unificable con lo que se ha establecido en p
que debe ser el argumento en cuestio´n. Como se ve en las figuras 1.27 y 1.28,
una vez C satisface la necesidad argumental de p, el argumento C se elimina
en P — 2—. Por tanto, la aplicacio´n de comps-rule o subj-rule sobre un nu´cleo
va saturando sus argumentos de COMPS o SUBJ. Para que este proceso de
saturacio´n tenga lugar, es necesario que en la secuencia en la que aparece
p aparezcan tambie´n los correspondientes elementos C, cuyas estructuras de
rasgos han de unificar con las caracterizaciones que para ellas establece el
nu´cleo p.
Obse´rvese que la combinacio´n de estas reglas modela lo que en el marco
chomskyano se captaba mediante la Teor´ıa de la X con Barra. A estas re-
glas se les da, entonces, en las obras cla´sicas de HPSG, una cierta vocacio´n
universalista —Pollard y Sag (1994) y Sag y otros (2002)—. Adema´s, este
sistema de proyeccio´n capta ya algo que despue´s se asumir´ıa en el Progra-
ma Minimista: los niveles de proyeccio´n no se restringen estipulativamente a
dos. Una proyeccio´n sera´ ma´xima o no segu´n las reglas hayan saturado todas
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sus necesidades o no. El nivel de proyeccio´n de una unidad es una cuestio´n
gradual, entonces, relativa al nu´mero de elementos ya saturados, y a los pen-
dientes de saturar.
No se ha dicho nada hasta ahora del orden lineal de constituyentes que
establecen comps-rule y subj-rule. Este puede variar de unas lenguas a otras.
En las figuras 1.27 y 1.28 se establece que, para comps-rule, p debe preceder
inmediatamente en la secuencia a C; y, para subj-rule, C debe preceder inme-
diatamente a p. Con ello se esta´ modelando el orden de palabras SVO (sujeto,
verbo, objeto) propio de lenguas como el ingle´s o el espan˜ol; el orden, en prin-
cipio, interesante para este trabajo. Es frecuente, adema´s, en las lenguas con
este orden de palabras, que la aplicacio´n de comps-rule deba preceder a la de
subj-rule, de forma que nu´cleo y complementos crean un constituyente al que
despue´s se une el sujeto. Para lograr este efecto, es necesario estipular que
el nu´cleo de subj-rule debe tener una lista COMPS vac´ıa. Y deben proyectarse
siempre, en comps-rule, el valor de SUBJ del nu´cleo; y en subj-rule, el valor de
COMPS del nu´cleo. Por motivos de claridad, se obviara´ esta caracterizacio´n
en la representacio´n de las estructuras siguientes.
Si bien comps-rule y subj-rule recogen el Subcategorization Principle antes
mentado, hay que an˜adirle cierta caracterizacio´n que formalice la idea intu-
itiva de que P es una estructura nucleada donde p es el nu´cleo. Pollard y
Sag (1994) formalizaron esta realidad mediante lo que llamaron Head Fea-
ture Principle. Este principio establece que el rasgo HEAD de la proyeccio´n
—P— comparte estructura con el rasgo HEAD del nu´cleo —p—. HEAD, como
se ha visto, codifica la naturaleza categorial del signo. Mediante este princi-
pio, entonces, Pollard y Sag (1994) dan cuenta de la observacio´n tradicional
de que la categor´ıa del nu´cleo la heredan todas sus proyecciones. Habra´ que
reformular, entonces, la regla de las figuras 1.27 y 1.28 para hacerla part´ıcipe
del Head Feature Principle. Esta reformulacio´n se muestra en las figuras 1.29
y 1.30.
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
P
stem
〈
4 . 5
〉
synsem

synsem
local

local
head 1
val|comps 3


head-dtr

p
stem
〈
4
〉
synsem

synsem
local

local
head 1
val|comps
〈
2 . 3
〉



non-head-dtr

C
stem
〈
5
〉
synsem 2


Figura 1.29: Regla de saturacio´n de COMPS
CAPI´TULO 1. MARCO TEO´RICO 78
En realidad, una regla no deja de ser un signo lingu¨´ıstico ma´s, caracteri-
zable mediante la estructura de rasgos de la figura 1.24. Pudiera entenderse
que los signos pueden ser de dos tipos fundamentales: le´xicos o sintagma´ticos.
Una unidad le´xica se formaliza mediante un signo le´xico; y un sintagma (nor-
malmente resultado de la unio´n de dos signos constituyentes), mediante un
signo sintagma´tico, una regla. En las figuras 1.29 y 1.30, se vuelve a mostrar
comps-rule y subj-rule en forma de estructura de rasgos, y en ellas se recoge
ya el Head Feature Principle. Los rasgos STEM y SYNSEM caracterizan al sig-
no lingu¨´ıstico que es el resultado de la aplicacio´n de la regla: la proyeccio´n
P. Adema´s, en HEAD-DTR se caracteriza al nu´cleo de la regla (p), y en NON-
HEAD-DTR al complemento (C). El hecho de que esta regla participa del Head
Feature Principle se capta haciendo que el rasgo HEAD de la proyeccio´n P y
el del nu´cleo p compartan valor — 1—. Las identidades de STEM reflejan el
orden lineal requerido en cada caso — 4 y 5—.

P
stem
〈
4 . 5
〉
synsem

synsem
local

local
head 1
val|subj 3


head-dtr

p
stem
〈
5
〉
synsem

synsem
local

local
head 1
val|subj
〈
2 . 3
〉



non-head-dtr

C
stem
〈
4
〉
synsem 2


Figura 1.30: Regla de saturacio´n de SUBJ
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En resumen, una regla es un signo lingu¨´ıstico ma´s que define al sintag-
ma resultante de la unio´n de un nu´cleo y un complemento —en su STEM y
SYNSEM—. Nu´cleo y complemento se recogen en la estructura de rasgos como
valores de HEAD-DTR y NON-HEAD-DTR —rasgos solo propios de los signos que
son reglas—. La regla declara la posibilidad de proyectar un nu´cleo, dada
la satisfaccio´n de una de sus necesidades argumentales. Por tanto, si en la
secuencia aparecen, en un determinado orden lineal, una unidad le´xica que
unifica con el valor de HEAD-DTR, otra que unifica con el de NON-HEAD-DTR, y
la segunda unifica con los requerimientos que, para ella, establece la primera,
se puede aplicar la regla en cuestio´n, y se crea as´ı la proyeccio´n resultante.
HPSG es un modelo gramatical radicalmente lexicista pues es en la caracte-
rizacio´n le´xica del nu´cleo donde se establece co´mo debe ser el complemento.
Esto permite que las reglas de la grama´tica sean pocas, y sean patrones tan
gene´ricos como comps-rule y subj-rule. En ellos se unen dos elementos cua-
lesquiera, confiando en que en la declaracio´n le´xica de cada nu´cleo ha sido
codificada la caracterizacio´n de lo que deben ser sus complementos.
Llegada la discusio´n a este punto, se puede entender por que´ no es trivial
el que los elementos de SUBJ y COMPS sean synsem, y no signos completos
sign. Gracias a esta decisio´n, se excluye la posibilidad de que un signo use,
en la caracterizacio´n de sus argumentos, la naturaleza de los constituyentes
de este. Nada impedir´ıa, si los elementos de SUBJ y COMPS fueran sign, que
estos fueran caracterizados en cuanto a sus rasgos HEAD-DTR o NON-HEAD-
DTR. Esta situacio´n se parecer´ıa enormemente a una regla transformacional.
Recue´rdese que una regla transformacional toma como input una derivacio´n,
un a´rbol sinta´ctico. Una declaracio´n de subcategorizacio´n que caracterice a
los constituyentes del elemento subcategorizado hace otro tanto. Esto atenta
contra un principio nuclear de las Grama´ticas de Unificacio´n, principio que
hace de ellas teor´ıas de menor coste computacional que la Grama´tica Trans-
formacional: sus reglas deben ser de estructura sintagma´tica independientes
del contexto. En versiones previas a Pollard y Sag (1994) —Pollard y Sag
(1987)— los elementos de SUBCAT (lo que aqu´ı es SUBJ y COMPS) eran de
tipo sign. Esto obligaba a los autores a incluir un principio de localidad en
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la grama´tica —Locality Principle— que exclu´ıa ad hoc esa posibilidad.
Adema´s, en HPSG se contempla la existencia de otras reglas gramaticales:
reglas que unen un adjunto al nu´cleo, reglas que unen un elemento desplaza-
do (filler) a una estructura, etc. Sobre el primer tipo de regla no se volvera´ a
hacer mencio´n en el trabajo; pero las reglas que an˜aden un filler a la estruc-
tura s´ı se tratara´n con detalle: apartado 5.3.
1.3.3.3. Sema´ntica
Una vez visto el proceso de saturacio´n de los argumentos de un nu´cleo
en HPSG, se explica aqu´ı el correlato sema´ntico de ese proceso45. Un signo
lingu¨´ıstico, una secuencia, es un par que une un significante y un significado.
El proceso de ana´lisis de una secuencia de una lengua natural debe consistir,
entonces, en definitiva, en la traduccio´n del significante en su significado, o
viceversa. En este apartado se explicara´ ese proceso de traduccio´n.
La informacio´n sema´ntica de un signo se codifica en la estructura de ras-
gos como valor del rasgo SEM. Este rasgo codifica, en concreto, cua´les son las
relaciones argumentales, y las relaciones de a´mbito, que se establecen entre
los constituyentes del signo. En este apartado se explicara´n las relaciones
argumentales. Estas se modelan, en una estructura de rasgos, mediante iden-
tidades entre los ı´ndices referenciales que identifican a cada individuo del
discurso y los roles tema´ticos de los predicados. Cada signo lingu¨´ıstico cuen-
ta en SEM con un rasgo INDEX, cuyo valor puede ser index o event. El valor
index se asigna al rasgo INDEX de los sintagmas que identifican individuos46,
mientras que los predicados tendra´n por valor de INDEX event. Los predicados
cuentan, adema´s, con un rasgo por cada una de sus posiciones argumentales.
45Sera´ una explicacio´n sencilla, cen˜ida a las necesidades propias de este trabajo. Para
ma´s informacio´n, ve´ase Copestake y otros (1998).
46Este tipo index se divide en Pollard y Sag (1994) en varios subtipos que distinguen
los elementos nominales referenciales de los expletivos; los pronombres, las ana´foras, los
reflexivos y los rec´ıprocos. Todo ello queda fuera del a´mbito de esta explicacio´n.
CAPI´TULO 1. MARCO TEO´RICO 81
Se sigue en este trabajo la convencio´n47 consistente en utilizar atributos neu-
tros para estos rasgos, atributos del tipo de ARG1, ARG2, ARG3, etc. Dado que
no existe una teor´ıa bien desarrollada sobre la no´mina de los posibles papeles
tema´ticos, es preferible utilizar este tipo de atributos.
En cada unidad le´xica predicativa debe establecerse cua´l es la relacio´n
existente entre los argumentos subcategorizados por ella y sus roles tema´ticos.
Si un verbo, visitar por ejemplo, subcategoriza en SUBJ un sujeto y en COMPS
un complemento en acusativo, los ı´ndices de cada uno de ellos (INDEX index)
debera´n estar coindizados con los roles tema´ticos del predicado del verbo:
ARG1 (adscrito para visitar a quien visita) y ARG2 (adscrito para visitar a
lo que se visita). Cuando el proceso de saturacio´n argumental identifique
al signo que es el predicado, y al signo que es su complemento, el ı´ndice del
complemento, con toda su informacio´n sema´ntica asociada, se identificara´ con
el rol tema´tico correspondiente del predicado. Se establecera´ as´ı, para el verbo
visitar , que ese individuo en cuestio´n es ‘quien visita’ o ‘lo que se visita’.
visitar
synsem

head verb
val

subj
〈head
[
noun
case nom
]
sem|hook|index 1

〉
comps
〈head
[
noun
case acc
]
sem|hook|index 2

〉

sem|rels
〈
predvisitar
arg1 1
arg2 2
, ...
〉


Figura 1.31: Correlato entre argumentos sinta´cticos y roles tema´ticos
Ve´ase en la figura 1.31 una primera aproximacio´n a la estructura de rasgos
47Convencio´n usada en la grama´tica Matrix. Los trabajos cla´sicos de HPSG utilizan para
cada predicado atributos propios que caracterizan ad hoc sus papeles tema´ticos.
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que establece estas relaciones. La siguiente estructura de rasgos de la figura
1.32 muestra de forma sencilla el modelado que hace HPSG de la naturaleza
sema´ntica de un signo de cara´cter predicativo.
sign
synsem|sem

mrs
hook|index 1
rels
〈

relation
arg0 1 event
pred string
arg1 index
arg2 index

, ...
〉


Figura 1.32: Signo lingu¨´ıstico predicativo: rasgo SEM
En SEM se encuentran, fundamentalmente, dos rasgos: RELS y HOOK. HOOK
es el lugar en el que aparece el ı´ndice sema´ntico del signo48 (INDEX event).
RELS es una lista donde se van sumando los predicados en los que directa, o
indirectamente, participa el ı´ndice de HOOK49. Cada unidad le´xica predicativa
cuenta, normalmente, con un u´nico elemento en la lista RELS: relation), con un
rasgo PRED (identificador del predicado), un rasgo ARG0 que denota al ı´ndice
de ese predicado (coindizado, como se puede imaginar, con el INDEX de HOOK)
y un rasgo ARG1, ARG2, etc. por cada uno de los roles tema´ticos del predicado.
La caracterizacio´n sema´ntica de un signo identificador de un individuo es
similar. El ı´ndice del signo se coloca tambie´n en el INDEX de HOOK, pero es
de tipo index. Su RELS incluye un elemento relation que representa al ı´ndice
en cuestio´n en la lista. Adema´s puede incluir otros elementos: predicados que
predican sobre dicho ı´ndice. Esto ocurre en cualquier sintagma nominal que
incluya un nombre o un adjetivo. Se observa la estructura propia de este tipo
de unidad le´xica en la figura 1.33.
48Junto con otras cuestiones, relativas al argumento externo del predicado, etc.
49Junto con otras cuestiones relativas a las relaciones de a´mbito, que exceden a las
posibilidades de este trabajo.
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
sign
synsem|sem

mrs
hook|index 1
rels
〈[
relation
arg0 1 index
]
,

relation
arg1 1 index
pred string
, ...
〉


Figura 1.33: Signo lingu¨´ıstico no predicativo: rasgo SEM
A las reglas sinta´cticas —apre´ciese de nuevo el lexicismo radical de HPSG—
solo les queda sumar, en la proyeccio´n que crean, las listas RELS de los cons-
tituyentes que unen. Adema´s, al menos en el tipo de reglas presentado aqu´ı,
identifican el ı´ndice sema´ntico del nu´cleo con el de la proyeccio´n, mediante
identidad de HOOK. Por tanto, a la caracterizacio´n de las reglas comps-rule y
subj-rule hay que an˜adirle la caracterizacio´n de la figura 1.34.
P
synsem|local|sem
hook 1
rels
〈
2 ⊕ 3
〉
head-dtr

p
synsem|local|sem
hook 1
rels
〈
2
〉

non-head-dtr
C
synsem|sem|rels
〈
3
〉

Figura 1.34: Reglas comps-rule y subj-rule. Informacio´n sema´ntica
As´ı pues, con esta nueva versio´n de comps-rule y subj-rule, y dado que
en las unidades le´xicas se ha establecido la debida relacio´n de ı´ndices entre
los argumentos sinta´cticos y los roles tema´ticos —figura 1.31—, la grama´tica
queda equipada para traducir significante a significado (entendido este, al
menos, como juego de relaciones argumentales). Concretamente, al crear un
sintagma, comps-rule y subj-rule suman en este las listas RELS de sus cons-
tituyentes. Se presupone, adema´s, que, en la declaracio´n le´xica del nu´cleo,
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se han establecido las debidas relaciones entre los ı´ndices de los argumen-
tos sinta´cticos, y los roles tema´ticos —figura 1.31—. Con todo ello, la lista
RELS del sintagma creado sera´ una caracterizacio´n adecuada de las relaciones
argumentales establecidas entre nu´cleo y complemento: constara´, al menos,
de un elemento relation que represente al predicado del nu´cleo, y otro que
represente al individuo que es su complemento; y el ı´ndice del individuo y la
posicio´n argumental del predicado compartira´n valor.
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
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〈
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〉


Figura 1.35: Signo lingu¨´ıstico: visito´
Para ilustrar este proceso, se explica a continuacio´n co´mo una grama´tica
de tipo HPSG opera para analizar una secuencia como Mar´ıa visito´ Madrid .
Obse´rvese co´mo el proceso recursivo de saturacio´n sinta´ctica —saturacio´n
de SUBJ y COMPS— elabora, recursivamente tambie´n, las debidas relaciones
CAPI´TULO 1. MARCO TEO´RICO 85
argumentales sema´nticas —codificadas en la lista RELS—. La estructura de
visito´ tiene la misma caracterizacio´n que se mostro´ en la figura 1.25 para la
unidad le´xica visitar , salvo por el an˜adido los rasgos de persona y nu´mero.
Ve´ase en la figura 1.35. Adema´s, obse´rvese que cada uno de los argumentos
de SUBJ y COMPS tiene relacionado su ı´ndice con un rol tema´tico del verbo
(ARG1 y ARG2). Con esta relacio´n, se formaliza la idea de que el individuo de-
notado por el sujeto de visitar sera´ ‘quien visite’; mientras que, el individuo
denotado por el complemento sera´ ‘lo que se visite’.

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head
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]
,
[
predMar´ıa
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]〉


Figura 1.36: Signo lingu¨´ıstico: Mar´ıa
Las estructuras de rasgos correspondientes a Mar´ıa y Madrid se mues-
tran, respectivamente, en las figuras 1.36 y 1.37. Te´ngase en cuenta que el
valor de CASE de ambos es str, es decir, estructural. Los sintagmas no tienen
especificado si van a estar marcados por caso nominativo o acusativo, pero
s´ı restringen sus posibilidades de marca a estos dos casos. Al unificar con la
posicio´n de sujeto o de complemento de visitar , el caso str pasara´ a ser nom
o acc; casos compatibles con str, pero ma´s espec´ıficos. Obse´rvese la identi-
dad de ı´ndices establecida, en ambos casos, entre el rasgo ARG0 de RELS y el
rasgo INDEX de HOOK. Recue´rdese que HOOK es el lugar donde se publica la
informacio´n de RELS del signo que puede ser utilizada por otro signo. Pre-
cisamente, en la caracterizacio´n del verbo visitar , la coindizacio´n entre los
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argumentos sinta´cticos y los roles tema´ticos se hace a trave´s de INDEX, no de
ARG0, de acceso ma´s dif´ıcil. Por tanto, esta identidad es importante.

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
Figura 1.37: Signo lingu¨´ıstico: Madrid
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

Figura 1.38: Signo lingu¨´ıstico: visito´ Madrid
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Para crear una primera proyeccio´n del verbo, visito´ y Madrid podr´ıan
unificar, respectivamente, con las posiciones HEAD-DTR y NON-HEAD-DTR de
comps-rule. El sintagma Madrid unifica con los requerimientos que establece
visito´ a su primer argumento, con lo cual se puede crear una primera proyec-
cio´n de visito´ en la que tal argumento queda saturado. Ve´ase en la figura 1.38.
La eliminacio´n del complemento en COMPS supone, en cambio, el an˜adido a
RELS del elemento relation de Madrid , con la debida relacio´n de su ı´ndice con
el ARG1 del predicado visitar .
Esta proyeccio´n puede volver a unificar con el valor del rasgo HEAD-DTR
de subj-rule. El valor de NON-HEAD-DTR podr´ıa unificar tambie´n con la estruc-
tura correspondiente a Mar´ıa. Como esta segunda estructura unifica con los
requerimientos que el verbo establece para su argumento, es posible crear una
proyeccio´n ma´xima de este, correspondiente a la oracio´n Mar´ıa visito´ Madrid .
Se muestra esta en la figura 1.39.

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
Figura 1.39: Signo lingu¨´ıstico: Mar´ıa visito´ Madrid
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De nuevo, la eliminacio´n del sujeto en SUBJ supone el an˜adido a RELS del
elemento relation de Mar´ıa, con la adecuada relacio´n de su ı´ndice con el ARG1
del predicado visitar .
Asu´mase que el axioma de la grama´tica, como es tradicional, es un signo
de categor´ıa verbal con sus necesidades argumentales resueltas. En tal ca-
so, la derivacio´n que se acaba de mostrar legitimar´ıa a Mar´ıa visito´ Madrid
como secuencia propia del lenguaje que la grama´tica define. Adema´s, el pro-
ceso de ana´lisis ha creado una proyeccio´n, la mostrada en la figura 1.39, cuya
caracterizacio´n sema´ntica refleja las relaciones argumentales que denota la
secuencia en cuestio´n. Es decir, el proceso sinta´ctico de ana´lisis de la secuen-
cia ha construido el significado de esta.
En el apartado 1.3.3.2, solo se presento´ uno de los tipos de reglas sinta´cti-
cas que contempla HPSG: el que legitima la creacio´n de un sintagma dada
la satisfaccio´n de una necesidad argumental de un nu´cleo. En este apartado
solo se ha contemplado la relacio´n sema´ntica correspondiente a esa relacio´n
gramatical de nu´cleo y complemento. Quedan sin explicar otros patrones de
relacio´n sema´ntica, igual que quedaron por explicar otros patrones de relacio´n
sinta´ctica. La relacio´n existente entre un nu´cleo y un adjunto de tipo intersec-
tivo (sin a´mbito sobre su nu´cleo) pedira´ en una grama´tica un tipo diferente
de regla y un patro´n sema´ntico propio. Otro tanto ocurre para la relacio´n
existente entre un nu´cleo y un modificador con a´mbito sobre e´l, la que se
establece entre un determinante y un sintagma nominal, o entre un filler y
una oracio´n. La modificacio´n y el ligado de variables por parte de los deter-
minantes quedan fuera de los intereses de este trabajo. Por tanto, las reglas
y patrones sema´nticos correspondientes a estas cuestiones no se tratara´n en
e´l. Como ya se dijo en 1.3.3.2, s´ı se trabajara´ en el apartado 5.3 la relacio´n
sinta´ctica, y sema´ntica tambie´n, entre una oracio´n y un filler .
1.3.3.4. Lexicismo y reglas le´xicas
HPSG es un modelo gramatical radicalmente lexicista. El lexicismo es pro-
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pio tambie´n de las u´ltimas versiones de la grama´tica chomskyana; es, quiza´,
una tendecia ma´s o menos general de la Lingu¨´ıstica actual50. Pero HPSG la
asume de un modo radical. En este modelo, son las unidades le´xicas las que
proporcionan el grueso de la informacio´n sobre los elementos que subcate-
gorizan. Son, entonces, las que establecen sus propias condiciones de com-
patibilidad. Asumido que las unidades le´xicas caracterizan minuciosamente
co´mo ha de ser la estructura de rasgos de sus elementos subcategorizados, la
grama´tica solo necesita unas pocas reglas muy generales.
En los apartados previos 1.3.3.2 y 1.3.3.3 ha quedado claro co´mo HPSG
vuelca el peso de la declaracio´n de las condiciones de compatibilidad de las
subsecuencias en el le´xico. Las reglas comps-rule y subj-rule establecen de for-
ma gene´rica que el complemento debe ser un sintagma ubicado en la secuen-
cia de un determinado modo con respecto al nu´cleo, y que ha de satisfacer
la caracterizacio´n que para e´l establece este. Pero esa caracterizacio´n se ha
codificado en la declaracio´n le´xica del nu´cleo, no en las reglas. En lo que a
la sema´ntica se refiere, la declaracio´n le´xica del nu´cleo establece las debidas
relaciones argumentales. A las reglas comps-rule y subj-rule solo les queda
proyectar el ı´ndice del nu´cleo y sumar los elementos relation de los consti-
tuyentes.
Por tanto, una grama´tica de tipo HPSG es una coleccio´n de unidades le´xi-
cas construidas en forma de estructuras de rasgos muy ricamente especi-
ficadas. A partir de tales unidades, un sistema de reglas sinta´cticas sen-
cill´ısimo (idealmente, una regla de especificador subj-rule y otra de comple-
mento comps-rule) generan las secuencias posibles de la lengua. Dada esta
situacio´n, en HPSG ha sido necesaria la elaboracio´n de una rica teor´ıa sobre
la elaboracio´n y organizacio´n del le´xico. El le´xico se convierte en un reposito-
rio enorme de informacio´n. Habra´ que velar por que este sea lo ma´s sencillo
50Pollard y Sag (1994), p. 37: “In the past decade, there has been a continuation of the
general trend in syntatic theory toward the ’lexicalization of grammar’, and concomitantly a
tendence to collapse or eliminate construction-specific rules in favour of hightly schematic
immediate dominance templates”.
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posible, evite redundancias, y recoja las debidas generalizaciones sobre el
funcionamiento de cada palabra. El siguiente apartado 1.3.3.5 ayudara´ a en-
tender co´mo se elabora un le´xico de estas caracter´ısticas. Se vera´ que no
se codifica cada unidad le´xica de forma independiente al resto. En cambio,
se intentan implementar de forma independiente generalizaciones de las que
participen distintas unidades le´xicas. Estas unidades le´xicas se codificara´n
despue´s como instancias de esas generalizaciones. De este modo, se evita la
redundancia. Por ejemplo, no es necesario ya implementar, repetidamente,
cada verbo transitivo como tal, de forma independiente al resto, sino que se
creara´ un signo lingu¨´ıstico transitivo del que se hara´ part´ıcipe a continuacio´n
a cada unidad le´xica que obedezca a ese patro´n.
La grama´tica chomskyana da cuenta del hecho de que, para una mis-
ma unidad le´xica, existen distintas posibilidades de realizacio´n. El ejemplo
cla´sico es la posibilidad de que un verbo transitivo —en espan˜ol o en ingle´s,
entre otras lenguas— pueda aparecer en voz activa o pasiva. Como se ex-
plico´ en 1.2, la grama´tica chomskyana utiliza las transformaciones para dar
a este feno´meno una explicacio´n adecuada, al menos, desde el punto de vista
descriptivo. No es descriptivamente adecuada una grama´tica que implemente
dos entradas le´xicas distintas para el mismo verbo transitivo: una activa y
otra pasiva. Se perder´ıa as´ı la generalizacio´n consistente en que se conciben
activa y pasiva como dos patrones de realizacio´n de la misma palabra. De
hecho, ambos patrones dan lugar a una misma interpretacio´n sema´ntica, al
menos a un mismo esquema de relaciones argumentales. Una grama´tica que
no recoja estas relaciones entre las distintas secuencias de las lenguas que
representa no es, entonces, descriptivamente adecuada. Por tanto, ¿co´mo da
HPSG cuenta de estas generalizaciones?
Utiliza para ello un nuevo tipo de signo lingu¨´ıstico: las reglas le´xicas.
En principio, la codificacio´n propiamente dicha de una unidad le´xica recoge,
exclusivamente, su realizacio´n cano´nica. El resto de posibilidades de reali-
zacio´n se logran mediante reglas que modifican apropiadamente la unidad
le´xica original. As´ı pues, un verbo transitivo se modela, en principio, en su
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versio´n activa. La versio´n pasiva sera´ el resultado de la aplicacio´n sobre esa
unidad le´xica de una regla que aplique al verbo morfolog´ıa pasiva, elimine su
argumento externo, y asigne caso nominativo al argumento interno. Si bien
desde el punto de vista de coste computacional las reglas le´xicas de HPSG
y las transformaciones no son en absoluto equiparables —una regla le´xica
no opera sobre una derivacio´n, sino sobre el resultado de esta—, desde un
punto de vista funcional, quiza´ s´ı lo sean. Ambas consiguen relacionar ade-
cuadamente las secuencias de las lenguas que deben estar relacionadas: dos
patrones distintos de realizacio´n de la misma palabra esta´n relacionados en
tanto que corresponden a derivaciones distintas a partir de la misma unidad
le´xica. Dentro de este marco, las reglas le´xicas no son sino un sistema genera-
tivo que crea nuevas unidades le´xicas (nuevos posibles inputs para el sistema
sinta´ctico) a partir de unidades le´xicas preexistentes51.
Solo queda mostrar co´mo se formaliza una regla le´xica mediante una
estructura de rasgos. Como cabe imaginar, una regla le´xica se concibe, de
nuevo, como el signo lingu¨´ıstico caracterizador de su output . Por tanto, no
sera´ sino un tipo de signo, con su rasgo STEM y su rasgo SYNSEM. A este signo
se le an˜ade un rasgo DTR cuyo valor es el signo que representa al input de
la regla. En la figura 1.40 su muestra la estructura de rasgos que formaliza
estas reglas. 
sign
stem list
synsem synsem
dtr sign

Figura 1.40: Regla le´xica
Mediante las adecuadas estructuras compartidas, se puede lograr que el
signo que es el output comparta, hasta cierto punto, la caracterizacio´n del
51Se habla de unidades le´xicas diferentes en tanto que son inputs le´xicos distintos para el
sistema sinta´ctico. La relacio´n evidente entre realizaciones distintas de una misma unidad
la preserva la mera derivacio´n.
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signo que es el input . Ahora, en tanto en cuanto input y output no compartan
estructura, sera´ posible modificar la caracterizacio´n del primero.
sign
stem pass
(
1
)
synsem

head 2
val

subj 〈〉
comps
〈
NP
case nom
index 4
,

PP
case obl
index 5

〉

sem 3

dtr

sign
stem 1
synsem

head 2
val

subj
〈
NP
case nom
index 5

〉
comps
〈
NP
case acc
index 4

〉

sem 3



Figura 1.41: Regla le´xica de pasivizacio´n
Por ejemplo, una hipote´tica regla de pasivizacio´n de un verbo transiti-
vo activo deber´ıa identificar, al menos, la categor´ıa verbal y la naturaleza
sema´ntica del input con las del output ; pero no deber´ıa identificar sus condi-
ciones de subcategorizacio´n, pues estas cambian de activa a pasiva. Valga
la representacio´n tentativa de esta regla de pasivizacio´n de la figura 1.41,
donde pass es una funcio´n que devuelve la versio´n pasiva del significante de
un verbo, y donde los argumentos se representan de forma simplificada.
Obse´rvese co´mo las relaciones argumentales del input se preservan en
el output . Por un lado, el valor de SEM del primero se identifica con el del
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segundo, con lo que se preserva la naturaleza predicativa de la unidad le´xi-
ca: el predicado que denote, con sus roles tema´ticos. Adema´s, los ı´ndices de
los argumentos sinta´cticos —que el verbo identificara´ con los roles tema´ticos
pertinentes— se identifican entre input y output . De este modo, el rol tema´tico
del sujeto activo se identifica con el rol tema´tico del complemento agente pa-
sivo; y el rol del objeto activo se identifica con el del sujeto pasivo. Esta
regla, asegura, entonces, que las realizaciones activa y pasiva de un verbo
dara´n lugar a un mismo juego de relaciones argumentales.
Es frecuente, por u´ltimo, que una unidad le´xica admita distintos patrones
de realizacio´n, excluyentes entre s´ı, pero entre los cuales no es posible iden-
tificar uno cano´nico y otros derivados. Para modelar este tipo de feno´menos
se utilizan reglas le´xicas en las que todo el input comparte estructura con
el output : ambos se identifican completamente. Se conf´ıa entonces en que
ambos sean absolutamente compatibles; si bien se entiende que en el output
se especificara´ en algu´n sentido la estructura del input .
sign
stem infl
(
1
)
synsem 2
dtr

sign
stem 1
synsem 2


Figura 1.42: Regla le´xica flexiva
Las grama´ticas incluyen una subclase de regla le´xica de este tipo, por
ejemplo, para modelar el feno´meno de la flexio´n de ciertas unidades: infl-rule.
Un verbo, por ejemplo, pudiera aparecer en tercera persona del singular, o
en tercera persona del plural. Parece conveniente que la unidad le´xica de tal
verbo no tenga especificacio´n alguna de persona y nu´mero; y que sean dis-
tintas reglas de tipo infl-rule las que le asignen una u otra caracterizacio´n. En
la figura 1.42 se entiende que infl
(
1
)
es una especificacio´n de 1 , consistente
en la concrecio´n del significante de la palabra, de acuerdo con el valor de los
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rasgos flexivos que asigne la regla.
Por ejemplo, el verbo visitar , como input de una hipote´tica regla 3-sg-
infl-rule, dar´ıa lugar a la palabra flexionada visito´ —obviando la naturaleza
tempoaspectual del verbo, que merece una formalizacio´n similar—. En cam-
bio, como input de 3-pl-infl-rule, dar´ıa lugar a la palabra flexionada visitaron.
Ve´anse estas reglas en la figura 1.43, donde 3sg(visitar) equivale a visito´, y
donde 3pl(visitar) equivale a visitaron.

3-sg-infl-rule
stem
〈
3sg
(
1
)〉
synsem 2
[
synsem|agr
[
per 3
num sg
]]
dtr

sign
stem
〈
1 visitar
〉
synsem 2



3-pl-infl-rule
stem
〈
3pl
(
1
)〉
synsem 2
[
synsem|agr
[
per 3
num pl
]]
dtr

sign
stem
〈
1 visitar
〉
synsem 2


Figura 1.43: Flexio´n del verbo visitar
1.3.3.5. Nocio´n de tipo y nocio´n de jerarqu´ıa
En las secciones previas se han mostrado distintas estructuras de ras-
gos, caracterizadoras de distintos tipos de signo lingu¨´ıstico: unidades y reglas
le´xicas, y reglas gramaticales. De un modo no expl´ıcito, y no formal, se ha
jugado con la idea intuitiva de que cada una de esas estructuras de rasgos
modelaban un objeto gramatical de un tipo concreto, distinto de otros ob-
jetos de otro tipo: una unidad le´xica, por ejemplo, es un objeto distinto de
una regla gramatical. No es dif´ıcil imaginar que, dentro de una grama´tica,
existira´n distintos tipos de unidad le´xica (verbos, nombres, adjetivos, etc.)
y distintos tipos de reglas gramaticales o le´xicas. Cada uno de esos tipos se
formalizara´ mediante una estructura de rasgos caracter´ıstica.
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HPSG hace un uso general y formalizado de la nocio´n de tipo. Esta for-
malizacio´n es deudora de los trabajos de Kasper y Rounds (1986) y Carpen-
ter (1992). En HPSG toda grama´tica G consiste en la siguiente cua´drupla:
< T, F, I, ∗top∗ >.
T es un conjunto de tipos t . Es decir, T = t1, ..., tn. Cada ti es una
estructura de rasgos con 0 o ma´s rasgos de F declarados para s´ı.
F es un conjunto de rasgos f . Esto es, F = f1, ..., fm. Cada fi es un
par atributo valor < fi tj >, tal que tj ∈ T . Adema´s, cada rasgo ha
debido ser declarado como rasgo de un tipo de T , y solo de uno.
I es una funcio´n que establece, para todo par de tipos ti ∈ T y tj ∈ T ,
un valor 0 o 1 . Dicho de forma intuitiva, I denota una relacio´n de
herencia entre ti y tj. De este modo, si I(ti, tj) = 1, entonces ti es sub-
tipo de tj —o lo que es lo mismo, tj es supertipo de ti—. Esta relacio´n
es relevante, porque se entiende que, si I(ti, tj) = 1, entonces tj v ti.
Es decir, cuando un tipo (ti) se declara como subtipo de otro (tj), en-
tonces, el subtipo (ti) hereda la estructura de rasgos de su supertipo
(tj): si para tj se declaro´ el rasgo fk, entonces, a la estructura de su
subtipo ti se le supone tambie´n el rasgo fk.
*top* es el u´nico miembro de T que no se ha declarado en G como
subtipo de ningu´n otro tipo (para cualquier tj ∈ T , I(∗top∗, tj) = 0).
Adema´s, todo tipo ti ∈ T distinto de *top* ha sido declarado en G ,
directa o indirectamente, como subtipo de *top* —o bien I(ti, ∗top∗) =
1, o bien existe un subconjunto R ⊂ T , donde R = r1, ..., rn; en tal
caso, r1 = ∗top∗, adema´s rn = ti y, para todo ri, I(ri+1, ri) = 1—. En
definitiva, de este modo, se establece que la grama´tica G es una u´nica
jerarqu´ıa de tipos, donde cada tipo es subtipo, al menos, de otro tipo.
Esta jerarqu´ıa tiene una estructura arbo´rea: a partir del axioma *top* ,
el resto de tipos se declaran como subtipos de este, o como subtipos de
otros tipos que, en u´ltima instancia, s´ı son subtipos de *top* .
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*top*
a
[ A c ]
b
c
Figura 1.44: Grama´tica G
Es decir, una grama´tica de tipo HPSG es un conjunto de tipos que modelan
distintos objetos gramaticales. Cada tipo es una estructura de rasgos. Cada
rasgo se declara para un solo tipo; y su valor es, necesariamente, uno de los
tipos de la grama´tica. Ve´ase, por ejemplo, la grama´tica G en la figura 1.44.
G consta de cuatro tipos: *top*, a, b y c. Los tipos *top*, b y c son ato´micos
(con estructuras de rasgos vac´ıas [ ]); mientras que a es una estructura de
rasgos con el rasgo A. El valor de A es un tipo de la grama´tica: c. No hubiese
sido posible de otro modo: todo rasgo debe tener por valor un tipo declarado
como tal. De igual modo, no se hubiese podido declarar a A como rasgo de a
y de b: cada rasgo se declara en un solo tipo de la grama´tica.
*top*
a
[ A c ]
d
[ D f ]
e
[ E g ]
b
c
f g
Figura 1.45: Grama´tica G’
Por lo dema´s, todos los tipos de G forman una jerarqu´ıa, esta´n relaciona-
dos por herencia, formando una u´nica estructura arbo´rea. El a´rbol de la figura
1.44 da a entender que a y b son subtipos de *top*, mientras que c es subtipo
de b. No hubiese sido posible que cualquier otro tipo distinto del axioma *top*
no hubiese sido declarado como subtipo de algu´n tipo. En tanto que axioma,
*top*, por contra, no hubiese podido ser declarado como subtipo de otro tipo.
Toda grama´tica debe obedecer, en definitiva, a un esquema arbo´reo como el
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de la figura 1.44. Si un tipo d es subtipo de otro tipo a, d hereda la estructura
de rasgos de a. Adema´s, la herencia es una relacio´n transitiva: si un tipo e es
subtipo de d, y d a su vez es subtipo de a; entonces e heredara´ la estructura
de d, e, indirectamente, tambie´n la de a. Valga como ejemplo la grama´tica G’,
versio´n ampliada de la grama´tica anterior G, y representada en la figura 1.45.
En ella aparece solo la estructura de rasgos directamente declarada en
cada tipo: A se ha declarado como rasgo de a, D se ha declarado como rasgo
de d, y E se ha declarado como rasgo de e. Dada la relacio´n de herencia, la
estructura de rasgos de d debe incluir, no solo la caracterizacio´n propiamente
declarada en d —el rasgo D—, sino tambie´n toda la caracterizacio´n heredada
de sus supertipos. Por tanto, de acuerdo con G’, su estructura de rasgos,
expandida, es la que se muestra en la figura 1.46.
d
a c
d f

Figura 1.46: Estructura de rasgos expandida de d
Adema´s, la relacio´n de herencia, como se ha dicho, es transitiva. Por tanto,
la estructura expandida del tipo e debe incluir la caracterizacio´n declarada en
s´ı —E—, la declarada en sus supertipos inmediatos —D— y la declarada en
los supertipos de sus supertipos hasta el axioma *top* —A—. En definitiva,
en G’, la estructura de rasgos expandida de e es la que se observa en la figura
1.47. 
d
a c
d f
e g

Figura 1.47: Estructura de rasgos expandida de e
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Suele entenderse, por u´ltimo, que existen tres tipos de herencia: herencia
simple, herencia mu´ltiple y herencia por defecto. La herencia simple es la
mostrada hasta el momento: es la situacio´n en la cual un tipo a es subtipo de
un u´nico supertipo b. Pero es posible que un mismo tipo a herede de ma´s de
un supertipo (b, c, etc.). Tal situacio´n recibe el nombre de herencia mu´ltiple.
En este caso, la estructura de rasgos del subtipo en cuestio´n debe incluir la
caracterizacio´n de todos sus supertipos. Por u´ltimo, se contempla la existen-
cia de la herencia por defecto. Esta es la forma habitual de representar las
excepciones. Se puede establecer en un tipo a que el valor para su rasgo X
es, por defecto, x —se representa X /x—. En tal caso, todo subtipo de a, por
defecto, tendra´ por valor de X, x. Pero es posible declarar un subtipo b de a
que sobrescriba ese valor por defecto; de tal forma que, para b, el valor de X
sea y. En tal caso, b es una excepcio´n de la generalizacio´n que denota a.
Se ha explicado, entonces, co´mo una grama´tica de tipo HPSG es una jerar-
qu´ıa de tipos relacionados mediante herencia. Llegada la explicacio´n a este
punto, habra´ que ordenar todas las realidades gramaticales vistas hasta el
momento en tal jerarqu´ıa. Recue´rdese que se ha visto una caracterizacio´n
concreta del signo lingu¨´ıstico. Por tanto, el signo como tal sera´ un tipo de
esa jerarqu´ıa: sign. Tambie´n se han vistos distintas clases de signo lingu¨´ısti-
co: unidades le´xicas, y reglas le´xicas y gramaticales. Estas realidades deben
formalizarse, por tanto, como tipos de esa misma jerarqu´ıa, concretamente,
como subtipos de sign. En la siguiente figura 1.48 se muestra una primera
aproximacio´n de lo que debe ser la jerarqu´ıa en cuestio´n. Se sigue la pra´ctica
habitual consistente en distinguir dos grandes clases de tipos: los tipos ato´mi-
cos —subtipos de atom— y los complejos —subtipos de avm52—. Como se
ve en la figura 1.48, el signo se clasifica como tipo complejo.
52Le´ase attribute value matrix , o matriz de pares atributo valor.
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*top*
avm
sign
phrase
headed-phrase
comps-phrase subj-phrase
lexeme
lex-unit
verb-lex noun-lex . . .
lex-rule
infl-rule
Figura 1.48: Grama´tica SSG. Jerarqu´ıa de tipos (I)
En la figura 1.48 se observa que un signo lingu¨´ıstico puede ser o un sintag-
ma (phrase) o un lexema (lexeme). Esta jerarqu´ıa, de momento, solo contem-
pla la existencia de sintagmas nucleados (headed-phrase); concretamente, el
resultante de la saturacio´n de un complemento en el nu´cleo (comps-phrase), y
el resultante de la saturacio´n de un sujeto (subj-phrase). Los lexemas pueden
ser unidades le´xicas propiamente dichas (lex-unit): verbos (verb-lex), nombres
(noun-lex), etc. Y tambie´n pueden ser reglas le´xicas (lex-rule), u´tiles, entre
otras cuestiones, para flexionar unidades le´xicas (infl-rule). Por razones de
claridad, no se incluyen en esta figura las estructuras de rasgos declaradas
en cada tipo. Recue´rdese que a sign se le suponen los rasgos STEM y SYNSEM,
que formalizan, respectivamente, el significante y el significado del signo. En
headed-phrase se an˜aden los rasgos HEAD-DTR y NON-HEAD-DTR, que repre-
sentan a los constituyentes del sintagma denotado. A lex-rule se le supone un
rasgo DTR lexeme, para modelar el input de la regla. Se han incluido, adema´s,
otras caracterizaciones en las estructuras de estos tipos, mediante estructuras
compartidas (el Headed Feature Principle en headed-phrase, el Subcategoriza-
tion Principle en comps-phrase y subj-phrase, etc.), o mediante especificacio´n
del valor de sus rasgos (la categor´ıa de las unidades le´xicas, sus condiciones
de subcategorizacio´n, etc.). Todo ello ya ha sido explicado en los apartados
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previos; solo queda observar co´mo todo confluye en la jerarqu´ıa de la figura
1.48.
*top*
avm
list
cons null
synsem local non-local . . .
Figura 1.49: Grama´tica SSG. Jerarqu´ıa de tipos avm (II)
Pero la versio´n de la jerarqu´ıa de dicha figura es insuficiente. Recue´rdese
que se ha establecido que todo valor de un rasgo de un tipo de la jerarqu´ıa
debe haber sido declarado, tambie´n, como tipo en la jerarqu´ıa. Por tanto,
a la jerarqu´ıa de la figura 1.48, habra´ que an˜adirle todos los tipos que, en
cualquier nivel de anidacio´n, caracterizan al signo lingu¨´ıstico: su valor cate-
gorial (head), sus condiciones de subcategorizacio´n (val), su sema´ntica (mrs),
etc. En concreto, a la jerarqu´ıa de la figura 1.48 habra´ que an˜adirle los tipos
de las figuras 1.49, 1.50 y 1.51. En la figura 1.49, se recogen los tipos que
son valores de los rasgos que caracterizan al signo en primera instancia. El
signo tiene un rasgo STEM cuyo valor es la lista de los significantes de todos
sus constituyentes. Por tanto la grama´tica ha de contar con un tipo list que
formalice el concepto de lista. El tipo list tiene un subtipo null, que denota
una lista vac´ıa —ve´ase el apartado 1.3.3.1—, y un subtipo cons, que denota
una lista no vac´ıa. Por su parte, la caracterizacio´n sinta´ctica y sema´ntica del
signo se modela como valor del rasgo SYNSEM. Ese valor es el tipo synsem,
que ha de recogerse, entonces, en la jerarqu´ıa. Una vez incluido synsem en
la grama´tica, es a su vez necesario incluir los tipos que son valores de sus
rasgos —LOCAL y NON-LOCAL, donde se formaliza, respectivamente, la infor-
macio´n local y no local del signo—. Estos tipos son local y non-local. En la
siguiente figura 1.50, se recogen los u´ltimos tipos complejos contemplados en
la grama´tica hasta el momento, los rasgos del tipo local: recue´rdese que head
determina la categor´ıa del signo, val sus condiciones de subcategorizacio´n
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(con las listas SUBJ y COMPS), agr agrupa los rasgos de concordancia (PER,
NUM y GEND) y mrs recoge la informacio´n sema´ntica (con la lista de predica-
dos relation RELS y el ı´ndice del signo INDEX, de valor index). Todos los tipos
pertinentes para tal caracterizacio´n se recogen en la figura 1.50.
*top*
avm
head val agr mrs relation
Figura 1.50: Grama´tica SSG. Jerarqu´ıa de tipos avm (III)
*top*
atom
per
1 2 3
num
sg pl
gend
masc fem
case
str
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Figura 1.51: Grama´tica SSG. Jerarqu´ıa de tipos atom
Para acabar, se incluyen en la jerarqu´ıa todos los tipos ato´micos vis-
tos hasta el momento: valores de los rasgos PER, NUM, GEND, CASE e INDEX.
Ve´ase la figura 1.51. En versiones posteriores de la grama´tica, los tipos case
e individual pasara´n a contemplarse como estructuras complejas, pues se les
an˜adira´ cierta caracterizacio´n interna. Pero de momento, se clasifican del mo-
do que intuitivamente resulta ma´s adecuado: como tipos ato´micos.
Ve´ase co´mo toda la caracterizacio´n de la grama´tica SSG que se ha ido des-
granando a lo largo de los apartados 1.3.3.1, 1.3.3.2, 1.3.3.3 y 1.3.3.4 confluye
en este u´ltimo apartado en una u´nica jerarqu´ıa de tipos. Toda grama´tica de
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tipo HPSG se formaliza u´nicamente mediante una jerarqu´ıa de tipos. Toda
realidad gramatical es un tipo de la jerarqu´ıa.
1.4. El modelo gramatical de SSG
Se ha visto en el apartado 1.3 que´ es una Grama´tica de Unificacio´n, y
se ha usado como ejemplo HPSG. En el apartado anterior —1.2— se explico´,
por su parte, la Grama´tica Transformacional chomskyana. Ambos son mode-
los gramaticales que han resultado descriptivamente adecuados. Pero sigue
abierta la pregunta sobre cua´l de los dos modelos es ma´s adecuado desde un
punto de vista explicativo. Como ya se ha dicho, cada uno de los modelos
se ha desarrollado intentando ser solucio´n a este problema de adecuacio´n
explicativa. Pero, en tal intento, han entendido cuestiones distintas por ade-
cuacio´n explicativa. El modelo chomskyano intenta ser compatible con sus
hipo´tesis innatistas y universalistas, y las Grama´ticas de Unificacio´n intentan
ser modelos plausibles de explicacio´n del procesamiento del lenguaje en tiem-
po real. Estos no son criterios excluyentes, sino complementarios: forman un
u´nico cuerpo de datos emp´ıricos a los cuales debe dar explicacio´n cualquier
teor´ıa cient´ıfica del lenguaje humano. Sin embargo, para este trabajo, dada
su vocacio´n aplicada, resulta relevante el criterio de procesamiento en tiempo
real ma´s que el de innatismo y universalismo.
De acuerdo con ese criterio, parece que los modelos de unificacio´n son
ma´s adecuados: sus reglas son ma´s sencillas, lo cual hace esperar tiempos
de procesamiento asumibles; y respetan ciertas caracter´ısticas observables en
el procesamiento cerebral del lenguaje —ve´ase el apartado 1.3.1—. Por tan-
to, queda excluido el modelo transformacional como herramienta u´til para
las labores de Lingu¨´ıstica Computacional que se abordara´n en los siguientes
cap´ıtulos. Se utilizara´, en cambio, HPSG. No obstante, el siguiente cap´ıtulo
2 esta´ destinado a explicar las debilidades que se observan en las versiones
cla´sicas de HPSG y en sus aplicaciones para el logro de buenos tiempos de
procesamiento. Estas debilidades consisten, en concreto, en que el uso masi-
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vo de reglas le´xicas da lugar, para casos no triviales, a una explosio´n combi-
natoria que hace lentas las herramientas de procesamiento basadas en estas
grama´ticas. SSG quiere ser una grama´tica del espan˜ol que, aun siendo fiel
al lexicismo de HPSG, minimice la proliferacio´n de reglas le´xicas, y con ella,
la explosio´n combinatoria. Es cierto que los ana´lisis propuestos necesitan,
en ocasiones, de determinadas herramientas de preprocesamiento, o de al-
goritmos de parsing concretos. Pero, no son estos elementos externos a la
grama´tica los que propician la mejora de los tiempos de procesamiento, sino
el limitado uso de reglas que hace la grama´tica misma.
Cap´ıtulo 2
HPSG: problemas
El objetivo fundamental de este trabajo es presentar la grama´tica com-
putacional SSG, y demostrar co´mo, en esta, se da una solucio´n elegante,
y computacionalmente adecuada, a ciertos feno´menos problema´ticos para
las grama´ticas previas: Matrix —Bender y otros (2002)— y SRG —Marimon
(2013)—. Matrix es un gran logro. Pretende ser un corazo´n gramatical a par-
tir del cual se pueda implementar una grama´tica computacional de cualquier
lengua natural. Hoy en d´ıa, pra´cticamente cualquier grama´tica computa-
cional de tipo HPSG esta´ basada, efectivamente, en Matrix. Y SRG, grama´tica
del espan˜ol de gran cobertura, el trabajo de referencia en la actualidad, es un
ejemplo. SSG no pretende competir con estas grama´ticas, ni en cobertura ni
en universalidad. Pretende, en cambio, demostrar que ser´ıa deseable asumir
ciertas estrategias de implementacio´n que favorecen la elegancia y el ahorro
computacional. Fundamentalmente, SSG se comparara´ a partir de ahora con
Matrix; pues se entiende que esta, en tanto que esta´ndar comu´nmente acep-
tado, recoge las estrategias usadas en la actualidad.
En los siguientes apartados —2.1, 2.2 y 2.3— se explicara´n ciertos pro-
blemas a los que tiene que hacer frente un implementador de grama´ticas
computacionales basadas en HPSG. En el resto de cap´ıtulos se mostrara´ SSG
y se defendera´ que esta grama´tica soluciona esos problemas.
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2.1. Explosio´n combinatoria
En el cap´ıtulo 1, se llego´ a la conclusio´n de que HPSG es un modelo gra-
matical ma´s adecuado que la Grama´tica Transformacional para el desarrollo
de grama´ticas computacionales: sus reglas no transformacionales son ma´s
sencillas y menos costosas. Sin embargo, es un hecho que, aun haciendo uso
de formalismos gramaticales como HPSG, no se han logrado au´n herramientas
de procesamiento eficientes para dominios de aplicacio´n amplios. El proble-
ma es el aumento inasumible de tiempo de procesamiento segu´n aumenta la
cobertura de la grama´tica. Este trabajo no es, ni con mucho, una solucio´n al
problema as´ı planteado; pero s´ı quiere ser un pequen˜o avance en ese camino.
En realidad, tanto a HPSG como a la Grama´tica Transformacional les
cuesta tratar eficientemente el hecho de que una misma unidad le´xica pueda
realizarse de muy distintos modos: pie´nsese en la alternancia entre activa o
pasiva o en la posibilidad de mover o no un sintagma nominal, por ejemplo.
Con ambos modelos, se genera una explosio´n combinatoria inasumible en las
labores de procesamiento, al intentar gestionar esta multiplicidad de posibi-
lidades.
Una transformacio´n es muy costosa en s´ı misma. Pero este modelo puede,
en principio, retrasar la decisio´n sobre si una unidad se esta´ comportando de
un modo u otro hasta el momento en el que la secuencia de entrada aporte
evidencia sobre la cuestio´n1.
En cambio, en HPSG es necesario un sistema generativo le´xico —las reglas
le´xicas— que genere, a ciegas, las posibilidades hipote´ticas de realizacio´n de
cada palabra, antes de iniciarse el proceso sinta´ctico de saturacio´n. Por ejem-
1Por ejemplo, imag´ınese una grama´tica G utilizada en labores de ana´lisis de una se-
cuencia σ que contiene un verbo transitivo V , que pudiera aparecer en voz activa (Vact) o
pasiva (Vpass). Si G es transformacional, podr´ıa generar una misma estructura transitiva
—la correspondiente a Vact—. A partir de ese momento, solo si se descubren en σ indicios
de que V funciona como verbo pasivo, se aplicara´ una transformacio´n de pasivizacio´n
sobre la estructura original.
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plo, si una grama´tica de tipo HPSG esta´ analizando una secuencia σ con un
verbo transitivo V , tendra´ que contemplar, al menos, la hipo´tesis (Vact) de
que V funcione en voz activa en σ; y la hipo´tesis (Vpass) de que V funcione
en voz pasiva en σ. Vact y Vpass son, a efectos del ana´lisis, unidades le´xicas
diferentes que se lanzan al proceso de saturacio´n sinta´ctico. Si V funciona
como verbo activo en σ, solo Vact dara´ lugar a una derivacio´n exitosa; y si
funciona como verbo pasivo, sera´ Vpass la unidad le´xica que de´ lugar a la de-
rivacio´n exitosa. La unidad le´xica desechada, no obstante, en tanto en cuanto
σ se lo permita, dara´ lugar a una derivacio´n parcial, luego implicara´ tiempo
de procesamiento inu´til.
Este no es un problema balad´ı. Las posibilidades de realizacio´n de cada
palabra son muchas, si se cruzan los distintos criterios pertinentes. Cada una
de ellas debera´ ser creada mediante reglas le´xicas, memorizada, y utilizada
como desencadenante de derivaciones parciales. En adelante, se llamara´ ex-
plosio´n combinatoria a esta situacio´n: el cruce de distintos criterios da lugar
a un nu´mero muy elevado de comportamientos posibles para una palabra.
Esta es una realidad inherente a una grama´tica que solo cuente con reglas
de estructura sintagma´tica, como HPSG. Si se asume, como es el caso, que
HPSG es u´til como explicacio´n del lenguaje natural; habra´ que demostrar que
esta caracter´ıstica del modelo, bien gestionada, no supone un coste de proce-
samiento inasumible. Este trabajo quiere ser un avance hacia el logro de esta
buena gestio´n.
Durante el resto de este apartado —visto que la explosio´n combinatoria
supone un serio coste computacional—, se intentara´ ilustrar hasta que´ punto
una palabra puede funcionar de muy distintos modos. To´mese como ejem-
plo el verbo subir . Un verbo como subir puede funcionar como transitivo
en voz activa —ejemplo (1-a)— o en voz pasiva —(1-b)—. Tambie´n puede
aparecer en construccio´n de pasiva refleja —(1-c)— o puede funcionar como
intransitivo (1-d)—.
(1) a. El botones ha subido el equipaje
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b. Ha sido subido el equipaje
c. Se ha subido el equipaje
d. Ha subido el precio de la habitacio´n
Todos estos patrones se cruzan con la posibilidad de que al verbo se le an˜ada
o no un argumento dativo: ejemplos de (2).
(2) a. El botones nos ha subido el equipaje
b. Nos ha sido subido el equipaje
c. Se nos ha subido el equipaje
d. Nos ha subido el precio de la habitacio´n
A su vez, los patrones de realizacio´n de subir (hasta el momento ocho), se
cruzan con la posibilidad de an˜adido al verbo de una construccio´n de control
de objeto.
(3) a. El botones ha subido el equipaje a la habitacio´n
b. Ha sido subido el equipaje a la habitacio´n
c. Se ha subido el equipaje a la habitacio´n
d. Ha subido el precio de las habitaciones a 100 euros
Con ello, subir podr´ıa obedecer a ocho patrones de realizacio´n ma´s (diecise´is
en total), los cuales se muestran en los ejemplos de (3) y de (4).
(4) a. El botones nos ha subido el equipaje a la habitacio´n
b. Nos ha sido subido el equipaje a la habitacio´n
c. Se nos ha subido el equipaje a la habitacio´n
d. Nos ha subido el precio de las habitaciones a 100 euros
Adema´s, te´nganse en cuenta las diferentes posibilidades de ordenacio´n lineal
de los complementos del verbo subir . Obse´rvese en los siguientes ejemplos que
los complementos del verbo subir admiten, en posicio´n posverbal, cualquier
orden lineal relativo. Hasta ahora se han contemplado cuatro patrones con
un complemento posverbal, ocho con dos complementos posverbales, y cuatro
con tres. Por tanto, el an˜adido del criterio de orden lineal supone un total de
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treinta y dos patrones de realizacio´n para el verbo subir . Se muestran en (5)
las posibilidades de ordenacio´n lineal de dos complementos del verbo subir .
(5) a. El botones le ha subido el equipaje al gu´ıa
b. El botones le ha subido al gu´ıa el equipaje
c. El botones ha subido el equipaje a la habitacio´n
d. El botones ha subido a la habitacio´n el equipaje
Por su parte, las siguientes, con su debido patro´n entonativo, son algunas de
las posibilidades de ordenacio´n lineal de tres complementos posverbales de
este verbo: (6) y (7).
(6) a. El botones le ha subido el equipaje al gu´ıa a la habitacio´n
b. El botones le ha subido al gu´ıa el equipaje a la habitacio´n
c. El botones le ha subido a la habitacio´n el equipaje al gu´ıa
(7) a. El botones le ha subido a la habitacio´n al gu´ıa el equipaje
b. El botones le ha subido el equipaje a la habitacio´n al gu´ıa
c. El botones le ha subido al gu´ıa a la habitacio´n el equipaje
Te´ngase en cuenta que, a su vez, el sujeto de subir pudiera omitirse; y los
complementos acusativo y dativo pudieran pronominalizarse como cl´ıticos.
Adema´s, los tres tipos de argumento pueden desplazarse a la izquierda de
la oracio´n (como to´picos, como focos o como part´ıculas interrogativas). Es
fa´cil calcular que los treintaido´s patrones de realizacio´n vistos hasta ahora,
combinados con estos nuevos criterios, dara´n lugar a un nu´mero realmente
elevado de posibilidades de realizacio´n del verbo subir .
Se puede discutir si estas cantidades son manejables, o no, para un proce-
sador. Quiza´ dependa del tipo de procesador. Se puede discutir, por ejemplo,
si son manejables para el cerebro humano, para un procesador determinis-
ta, para un procesador no determinista, etc. Este trabajo no puede aportar
nada a esta discusio´n. S´ı se pretende demostrar, en cambio, que las estrate-
gias de implementacio´n de SSG suponen una reduccio´n significativa de estas
cantidades, con respecto, por ejemplo, a las estrategias seguidas en Matrix.
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Esta reduccio´n, como es lo´gico, para los procesadores deterministas actuales,
acarrea un ahorro en tiempo de procesamiento.
2.2. Adecuacio´n descriptiva
En el apartado previo se explico´ co´mo las grama´ticas computacionales
basadas en HPSG sufren problemas de explosio´n combinatoria que hacen
dif´ıcil el logro de buenos tiempos de procesamiento. SSG quiere ser una
grama´tica que, gracias a sus estrategias de implementacio´n lingu¨´ısticamente
motivadas, reduzca esta explosio´n combinatoria. Estas estrategias tendra´n
mucha relacio´n con el uso de las reglas le´xicas.
Adema´s, en este apartado se sugiere la necesidad de mejora del concep-
to de regla le´xica en HPSG, por razones de elegancia teo´rica. A lo largo del
trabajo se defendera´ que SSG utiliza un sistema de reglas le´xicas sencillo y
elegante, desde un punto de vista teo´rico. Las reglas le´xicas de HPSG, tal
como se utilizan habitualmente, se parecen en cierto sentido a las transfor-
maciones de las primeras versiones de la grama´tica chomskyana. Estas eran
reglas muy poderosas. Pod´ıan an˜adir elementos a una derivacio´n, modificar-
los o eliminarlos. Pod´ıan tambie´n permutar las posiciones de varios elemen-
tos. Es cierto que desde un punto de vista de coste computacional las reglas
le´xicas son radicalmente distintas a estas transformaciones2. Sin embargo,
como ellas, las reglas le´xicas permiten modificar un elemento pra´cticamente
de cualquier modo: quitan o ponen argumentos, permutan sus posiciones, etc.
La grama´tica chomskyana ha evolucionado, desde sus primeras versiones,
en busca de una adecuacio´n explicativa, para la cual, ese tipo de reglas eran
un problema. Se entend´ıa que una grama´tica era adecuada desde un punto de
vista explicativo si era compatible con las tesis universalistas. Un modelo con
2Las reglas le´xicas operan sobre estados resultantes de las derivaciones, mientras que
las transformaciones operan sobre derivaciones, lo cual las hace mucho ma´s costosas.
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muchas reglas, muy diferentes unas de otras, no era, entonces, adecuado: era
dif´ıcil explicar que a esa compleja diversidad subyac´ıa una Grama´tica Univer-
sal. Por ello, en el modelo de Principios y Para´metros, las diversas reglas de
estructura sintagma´tica anteriores se redujeron a una u´nica forma establecida
por la Teor´ıa de la X con Barra; y las diversas transformaciones se redujeron
a una u´nica operacio´n de movimiento, sujeta a ciertas constricciones. Este
modelo es ma´s compatible que el anterior con las tesis universalistas. Es ma´s
adecuado, por tanto, desde un punto de vista explicativo.
Pero lo que interesa aqu´ı es que es un modelo ma´s sencillo, ma´s ele-
gante: en cualquier disciplina cient´ıfica es preferible, entre dos modelos que
expliquen los mismos datos, aquel que cuente con menor aparato teo´rico.
Por tanto, independientemente de que el modelo de Principios y Para´metros
alcanzase una determinada adecuacio´n explicativa, desde luego, supuso una
mejora en cuanto a adecuacio´n descriptiva: lo que era un sistema de muy
distintos tipos de reglas se redujo a unos pocos patrones.
Dada la similitud existente entre las primeras transformaciones y las re-
glas le´xicas —ambas operan todo tipo de cambios sobre el input—, ser´ıa
interesante para HPSG una revisio´n similar a la de la grama´tica chomskyana,
en busca, quiza´ no de adecuacio´n explicativa3, pero s´ı descriptiva. Ser´ıa in-
teresante alcanzar un sistema de reglas le´xicas que restringiese la forma y
funcio´n de estas, lo cual dar´ıa lugar a un modelo conceptualmente ma´s sen-
cillo. Adema´s, esta sencillez simplificar´ıa las labores de implementacio´n y
mantenimiento de las grama´ticas computacionales.
En el cap´ıtulo 3 se explicara´ el sistema de reglas le´xicas de SSG. Este
sistema pretende dar solucio´n al problema planteado en este apartado. Se
explicara´ en que´ sentido concreto se restringe lo que puede hacer una regla
le´xica de tipo HPSG. Esta restriccio´n dara´ lugar a un sistema en el que, efec-
tivamente, todas las reglas obedecen a un mismo patro´n de comportamiento
3HPSG no esta´ tan vinculado con las tesis universalistas como el modelo chomskyano.
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sencillo. Con ello se logra, por un lado, una teor´ıa sencilla y elegante; y por
otro, una pra´ctica de implementacio´n que facilita el desarrollo y manteni-
miento de la grama´tica.
2.3. Motivacio´n lingu¨´ıstica
Hay ciertos feno´menos que las grama´ticas computacionales de tipo HPSG
vienen tratando de forma, desde un punto de vista lingu¨´ıstico, antinatural.
Quiza´ haya casos en que estas pra´cticas sean inevitables, pero la tendencia
debe ser crear grama´ticas naturales desde un punto de vista teo´rico: con
motivacio´n lingu¨´ıstica. Esto, adema´s del intere´s teo´rico que pueda suponer,
favorece el que la grama´tica sea fa´cil de mantener y de ampliar; y, como se
vera´, suele ayudar al ahorro computacional.
Un ejemplo de esta situacio´n es el siguiente. La grama´tica Matrix propor-
ciona al implementador unos tipos de lexema ba´sicos. Por ejemplo, transitive-
lex-item modela los lexemas transitivos cuyos argumentos son de naturaleza
nominal; mientras que clausal-second-arg-trans-lex-item modela los lexemas
transitivos cuyo u´ltimo argumento es oracional. De acuerdo con ello, la al-
ternancia que se muestra en (8) se recoger´ıa en Matrix aplicando sobre saber
el patro´n transitive-lex-item en un caso, y clausal-second-arg-trans-lex-item en
otro.
(8) a. ¿Sabes el precio de la habitacio´n?
b. ¿Sabes si el hotel tiene sala de reuniones?
Con este ana´lisis se pierde la generalizacio´n consistente en que, para saber ,
la alternancia de (8) obedece a un u´nico patro´n de comportamiento transi-
tivo. El motivo de la alternancia es, sencillamente, que tanto un sintagma
nominal como un complementante unifican con la caracterizacio´n del argu-
mento interno de ese u´nico patro´n. La utilizacio´n en Matrix de dos patrones
distintos (transitive-lex-item y clausal-second-arg-trans-lex-item) no capta esa
intuicio´n. Adema´s, favorece la explosio´n combinatoria. Si estos dos patrones
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se pudiesen neutralizar en uno, se ganar´ıa en generalidad y sencillez; y se
ahorrar´ıa en tiempo de procesamiento.
Adema´s, en Matrix, junto a transitive-lex-item, se contempla el tipo ditransitive-
lex-item, que modela a las unidades le´xicas ditransitivas. Con estos tipos se
puede dar cuenta de los usos del verbo subir que aparecen en (9-a) y (9-b).
(9) a. El botones ha subido el equipaje
b. El botones le ha subido el equipaje al gu´ıa
c. Ha subido el precio de las habitaciones
d. Les ha subido el precio de las habitaciones
De acuerdo con Matrix, (9-a) es resultado de la aplicacio´n del patro´n transitive-
lex-item sobre el verbo subir ; mientras que (9-b), con an˜adido de un dativo
beneficiario, es resultado de la aplicacio´n de ditransitive-lex-item. De nuevo, la
existencia de estos dos patrones distintos no capta las debidas generalizacio-
nes. Parece apropiado entender que el argumento acusativo de (9-a) y (9-b)
aparece en ambas oraciones en virtud de un mismo proceso gramatical; al que
despue´s se puede an˜adir, o no, el argumento dativo. Pero, dados transitive-
lex-item y ditransitive-lex-item, la aparicio´n del acusativo viene legitimada por
patrones diferentes en cada oracio´n.
Del mismo modo, parece adecuado entender que el an˜adido de un dativo
beneficiario es siempre un mismo patro´n gramatical, independientemente de
que se aplique sobre un verbo transitivo —(9-b)— o intransitivo —(9-d)—.
De nuevo, Matrix no capta esta generalizacio´n, pues entiende a (9-a) y (9-d)
como part´ıcipes de dos patrones diferentes ditransitive-lex-item y transitive-
lex-item, respectivamente.
Otro campo en el que se observan soluciones no motivadas lingu¨´ıstica-
mente es el del tratamiento de los diferentes o´rdenes relativos entre com-
plementos. Las grama´ticas computacionales de tipo HPSG tienen ciertos pro-
blemas para tratar lenguas, como el espan˜ol, en que los complementos de
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un verbo admiten sin problemas diferentes ordenaciones lineales. Ya se vio
este feno´meno para los complementos del verbo subir , en el apartado 2.1. Se
repite la alternancia de orden entre acusativo y dativo en (10).
(10) a. El botones le ha subido el equipaje al gu´ıa
b. El botones le ha subido al gu´ıa el equipaje
La solucio´n que se da a estas situaciones en grama´ticas al uso —ve´ase
el apartado 5.2.1— consiste en multiplicar las reglas que saturan los argu-
mentos. Adema´s de la regla comu´n que satura el primer elemento de una
lista de complementos, se an˜ade otra que satura el segundo, otra que satu-
ra el tercero, etc. Otro modo obvio de dar cuenta de los o´rdenes de (10) es
crear reglas le´xicas que generen las posibilidades de ordenacio´n pertinentes.
Cualquiera de estas dos estrategias acarrea ciertos problemas te´cnicos, pero
sobre todo son soluciones ad hoc, carentes de motivacio´n lingu¨´ıstica.
En el cap´ıtulo 3 se defendera´ que SSG modela las alternancias le´xicas como
las vistas en los ejemplos de (8) y (9) de forma lingu¨´ısticamente motivada,
preservando las debidas generalizaciones. Incluso se defendera´ que la solucio´n
utilizada reduce significativamente la explosio´n combinatoria. Adema´s, se
dara´ una solucio´n, tambie´n motivada lingu¨´ısticamente, para el problema de
orden lineal de los ejemplos de (10): cap´ıtulo 5.2. En este caso, la solucio´n
es la aplicacio´n al espan˜ol del ana´lisis comu´nmente aceptado en los estudios
teo´ricos de HPSG relativos al scrambling .
2.4. Estado de la cuestio´n
El problema de la explosio´n combinatoria visto en 2.1 no ha pasado inad-
vertido en la bibliograf´ıa. En este apartado se mostrara´n las distintas solu-
ciones planteadas hasta el momento para tal problema. En primer lugar,
la complejidad computacional resultante de la explosio´n combinatoria se ha
intentado reducir desde planteamientos estad´ısticos. Los planteamientos es-
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tad´ısticos4 utilizan informacio´n extra´ıda de un corpus previamente anotado
morfosinta´cticamente. Dado un nodo estructural, se observa que´ reglas gra-
maticales permiten crear tal nodo en el corpus y que´ probabilidad existe de
que la regla utilizada sea una u otra. La probabilidad de que en un ana´lisis
se use una secuencia concreta de reglas es el producto de la probabilidad de
cada una de las reglas implicadas. Aplicando este conocimiento al problema
de la combinacio´n de reglas le´xicas, puede deducirse que´ secuencias de reglas
le´xicas son ma´s probables como ana´lisis de una entrada le´xica. Gracias a esta
informacio´n, es posible implementar algoritmos de ana´lisis que, en principio,
solo contemplen los ana´lisis ma´s probables para una entrada le´xica. Solo en
caso de que tales ana´lisis fallen se dar´ıa paso a los ana´lisis menos probables.
Gracias a ello, es posible obviar en multitud de situaciones buena parte de
los patrones de comportamiento posibles para las unidades le´xicas. Esta re-
duccio´n de posibilidades reduce la explosio´n combinatoria y los tiempos de
ana´lisis. En definitiva, las aproximaciones estad´ısticas intentan mejorar la
eficiencia del algoritmo de ana´lisis y no la de la codificacio´n misma de la
grama´tica5.
Otro algoritmo interesante para el tratamiento eficiente de los sistemas
de reglas le´xicas en las grama´ticas de tipo HPSG es el propuesto en Meur-
ers y Minner (1997). En este estudio se documenta la implementacio´n de
un compilador de sistemas de reglas le´xicas que reduce significativamente la
explosio´n combinatoria. Para ello, el compilador toma el sistema de reglas
le´xicas de una grama´tica y, a partir de e´l, asigna a cada unidad le´xica de esta
una caracterizacio´n eficiente de sus posibilidades de realizacio´n. Una vez el
compilador ha hecho su trabajo, la complejidad del ana´lisis en tiempo de eje-
cucio´n se ve seriamente reducida. En concreto, en Meurers y Minner (1997),
durante el ana´lisis, a una unidad le´xica se le asignan solo las secuencias de
reglas le´xicas que s´ı conducen a un ana´lisis posible para ella. Se evita as´ı que
el algoritmo pruebe reglas, o secuencias de reglas, que al final sera´n ana´lisis
4Ve´ase Moreno Sandoval (1998) pp. 198-203.
5Ve´ase Tsuruoka y otros (2004) como ejemplo de uso de algoritmos con informacio´n
probabil´ıstica con grama´ticas de tipo HPSG.
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imposibles para la unidad le´xica en cuestio´n.
El compilador de Meurers y Minner (1997) distingue, adema´s, para ca-
da regla le´xica, cua´l es la informacio´n del input que la regla cambia en el
output y cua´l es la informacio´n que permanece inalterada. A la informacio´n
inalterada se le llama frame. Dicho de forma intuitiva, el frame de una regla
le´xica es el escenario sobre el cual la regla opera. Dada la naturaleza de las
estructuras de rasgos de HPSG, es frecuente que para una misma regla le´xica
deban distinguirse varios frames . Sin embargo, el compilador es capaz de se-
leccionar, para cada unidad le´xica concreta, los frames de sus reglas le´xicas
que no unifican con ella. Gracias a ello, estos frames podra´n no tenerse en
cuanta en tiempo de ejecucio´n para esta palabra en concreto.
Por u´ltimo, el compilador de Meurers y Minner (1997) permite determi-
nar, para cada unidad le´xica, cua´l es el frame aplicable a cualquiera de sus
patrones de realizacio´n: el comu´n a todas sus reglas le´xicas. En un primer
momento del ana´lisis, basta con especificar cada palabra con la estructura
de este frame. La aplicacio´n de las secuencias de reglas le´xicas puede pospo-
nerse, entonces, a estadios avanzados del ana´lisis. Esta posposicio´n siempre
es deseable para la reduccio´n de la explosio´n combinatoria, pues el proceso
sinta´ctico especifica la estructura de la unidad le´xica y reduce as´ı el nu´mero
de reglas compatibles con ella. En resumen, la propuesta de Meurers y Minner
(1997) consiste en reducir en tiempo de compilacio´n las posibilidades reales
de aplicacio´n de reglas le´xicas a cada unidad del lexico´n. De este modo, el
proceso de ana´lisis en tiempo de ejecucio´n resulta mucho ma´s sencillo.
Actualmente, este tipo de estrategias consistentes en la mejora del algo-
ritmo de ana´lisis son las ma´s habituales en las aplicaciones computacionales.
Pero, siguiendo a Flickinger (2000), es tambie´n necesario determinar que´ tipo
de ana´lisis propiamente lingu¨´ısticos permiten reducir significativamente la
complejidad computacional de las grama´ticas. En Flickinger (2000) se docu-
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mentan tres experimentos llevados a cabo en English Resource Grammar 6
—ERG—, una grama´tica de tipo HPSG del ingle´s. En primer lugar, este autor
elimino´ los operadores disyuntivos que hasta entonces exist´ıan en las estruc-
turas de rasgos de ERG. Las alternativas que permit´ıa codificar este operador
pasaron a modelarse como distintos subtipos de un supertipo general. Este
cambio de estrategia acarreo´ una reduccio´n muy significativa de los tiempos
de ana´lisis de ERG.
El segundo experimento que documenta Flickinger (2000) hace referencia
a la codificacio´n de complementos opcionales en los nu´cleos le´xicos de ERG.
La versio´n original de ERG contaba con reglas gramaticales espec´ıficas para
eliminar tales complementos de las listas de subcategorizacio´n cuando estos
no aparec´ıan en la secuencia de entrada. Pero ERG gano´ en eficiencia gracias
a la eliminacio´n de estas reglas. Los complementos opcionales de los nu´cleos
pasaron a codificarse en un nuevo tipo de lista: opt-nelist. Esto permit´ıa con-
siderar a un nu´cleo como saturado tanto si sus rasgos de subcategorizacio´n
ten´ıan por valor una lista vac´ıa —null— como si ten´ıan una lista opt-nelist.
De nuevo, el mero uso de una estrategia de codificacio´n gramatical ayudo´ a
la reduccio´n significativa de los tiempos de ana´lisis.
Por u´ltimo, Flickinger (2000) documenta ciertos cambios en la codifi-
cacio´n de ERG que condujeron a una reduccio´n significativa de las estruc-
turas de rasgos implicadas en los procesos de unificacio´n. En ERG —y en
cualquier grama´tica de tipo HPSG— hay algunos rasgos que aparecen con
enorme frecuencia en las estructuras. Se trata de rasgos propios de cualquier
signo lingu¨´ıstico, como CAT que, en ERG, recoge la informacio´n categorial
del signo. Estos rasgos tienen habitualmente complejas estructuras de rasgos
anidadas. Sin embargo, en multitud de ocasiones, estas estructuras no presen-
tan ninguna especificacio´n an˜adida a las propias del tipo gene´rico para el que
se declararon. As´ı y todo, los algoritmos de unificacio´n las recorren tambie´n,
pues no tienen modo de saber si en algu´n lugar de estas habra´ informacio´n
6Copestake y Flickinger (2000).
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relevante. Para evitar esta situacio´n, en ERG se cambio´ el valor habitual de
estos rasgos: si hasta entonces el valor del rasgo F hab´ıa sido el tipo t (con
su compleja estructura de rasgos anidada), el valor de F paso a ser un nuevo
tipo t min sin estructura de rasgos anidada, donde t era subtipo inmediato de
t min. De este modo, si un signo lingu¨´ıstico cuenta con alguna caracterizacio´n
espec´ıfica de F, su valor sera´ t. Pero si su caracterizacio´n de F es la declarada
en la grama´tica para cualquier rasgo F, su valor sera´ t min. Lo interesante
es que solo en el primer caso el algoritmo de unificacio´n debera´ recorrer la
estructura anidada en F. Flickinger (2000) documenta co´mo esta estrategia
consiguio´ tambie´n una reduccio´n significativa de los tiempos de ana´lisis de
ERG.
En definitiva, Flickinger (2000) utiliza estos tres experimentos para ilus-
trar co´mo la eleccio´n de una u otra estrategia de codificacio´n tiene un im-
pacto muy significativo en la eficiencia de la grama´tica. No obstante, tal co-
mo e´l explica, no abundan en la bibliograf´ıa investigaciones que demuestren
que´ pra´cticas de codificacio´n son preferibles desde un punto de vista de coste
computacional. El presente trabajo es, precisamente, una investigacio´n de
tal tipo: en e´l se documenta co´mo ciertos ana´lisis concretos del espan˜ol con-
ducen a la reduccio´n del coste computacional de las grama´ticas. Este tipo de
ana´lisis es compatible con el uso de algoritmos de ana´lisis con informacio´n
probabil´ıstica o con el algoritmo de Meurers y Minner (1997). Para el de-
sarrollo de aplicaciones computacionales sera´ necesario, por un lado, el uso
de algoritmos de ana´lisis eficientes y, por otro, el uso de una codificacio´n
gramatical eficiente como la propuesta en esta tesis.
2.5. Conclusio´n
En el presente cap´ıtulo 2 se han mostrado ciertos problemas que existen
en la actualidad para la implementacio´n de grama´ticas computacionales de
tipo HPSG.
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Se ha discutido un problema de ı´ndole pra´ctica al que se enfrentan las
grama´ticas de cobertura amplia: la explosio´n combinatoria, con su conse-
cuente incremento de tiempos de procesamiento. En la pra´ctica, una palabra
puede realizarse de muy distintos modos, si se atiende a los muchos criterios
existentes de caracterizacio´n de su comportamiento: nu´mero de argumen-
tos, naturaleza y orden de estos, etc. Un parser debe contemplar todas las
posibilidades de realizacio´n de cada palabra, y guardarlas en memoria. A
continuacio´n debe, para cada una de estas posibilidades, comprobar si la
grama´tica contempla un ana´lisis compatible con la cadena de entrada. Cuan-
do los patrones de realizacio´n de las palabras son muchos, los pasos que debe
seguir el parser son muchos, y la informacio´n que debe guardar en memoria
tambie´n; y todo ello aumenta los tiempos de ana´lisis. Es una preocupacio´n
del implementador el que la complejidad del proceso no alcance un nivel que
pida tiempos de procesamiento excesivos.
Tambie´n se han presentado problemas de tipo teo´rico. Las grama´ticas
computacionales —si bien no son estudios propiamente teo´ricos, ligados a
teor´ıas concretas— aspiran a tener una cierta fundamentacio´n teo´rica, co-
herencia interna y elegancia en sus resoluciones. Se prefieren las soluciones
generales al modelado ad hoc de cada feno´meno. Estas pra´cticas favorecen
el que las grama´ticas sean fa´ciles de mantener y aumentar. En este cap´ıtulo
se ha defendido que las reglas le´xicas de HPSG permiten cualquier tipo de
alteracio´n del input , y que ser´ıa deseable restringir esa posibilidad, de forma
que todas estas reglas sigan un mismo patro´n de comportamiento. Con ello, el
modelo ganar´ıa en sencillez y elegancia. Tambie´n se han mostrado feno´menos
concretos para los cuales las grama´ticas computacionales, habitualmente, no
dan soluciones que obedezcan a la intuicio´n lingu¨´ıstica del implementador
(ciertas alternancias de dia´tesis y distintos o´rdenes relativos entre comple-
mentos).
En los pro´ximos cap´ıtulos se explica la grama´tica que es objeto fundamen-
tal de este estudio: SSG. Se defiende que esta grama´tica logra un modelado
elegante y eficiente de buena parte de los feno´menos centrales del espan˜ol.
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Es un modelado que quiere ser solucio´n a los problemas mostrados en este
cap´ıtulo 2.
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Cap´ıtulo 3
SSG: alternancias de dia´tesis
En el cap´ıtulo 1 se escogio´ HPSG como modelo teo´rico para la imple-
mentacio´n de SSG. A continuacio´n, en el cap´ıtulo 2, se mostraron ciertos
problemas propios de las grama´ticas computacionales basadas en este mo-
delo —fundamentalmente, de Matrix—. Estos problemas eran relativos a los
tiempos de procesamiento (la explosio´n combinatoria), o a la sencillez y ele-
gancia teo´rica (excesivo potencial de las reglas le´xicas, y estrategias de im-
plementacio´n que no reflejan las debidas generalizaciones). En 2 se dec´ıa que
SSG es un avance en la solucio´n de esos problemas.
De un modo u otro, todas las cuestiones expuestas en 2 ten´ıan relacio´n
con el sistema de reglas le´xicas. Este apartado explica el funcionamiento del
grueso de las reglas le´xicas de SSG. Se describe co´mo la grama´tica da cuen-
ta de las distintas construcciones de las que puede participar una palabra;
en adelante, alternancias de dia´tesis. En realidad, el estudio se cin˜e a las
alternancias de dia´tesis propias de los verbos del espan˜ol. En los cap´ıtulos
siguientes se completara´ esta discusio´n con otro tipo de alternancias relativas
a clitizacio´n, omisio´n y desplazamiento de los argumentos verbales.
El cap´ıtulo se organiza del siguiente modo. En el primer apartado 3.1 se
revisa la formalizacio´n del signo lingu¨´ıstico hecha en 1.3.3.1. Se an˜adira´n a
este signo rasgos necesarios para formalizar las propuestas de este cap´ıtu-
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lo. En 3.2 se explicara´ la clasificacio´n sema´ntica de tipos verbales de Levin y
Rappaport (1995) y Levin y Rappaport (1998). Los tipos verbales propuestos
por estas autoras sera´n los que se contemplen en SSG. En gran medida, la
pertenencia de un verbo a una de estas clases sema´nticas condicionara´ su
comportamiento sinta´ctico, en cuanto a nu´mero y tipo de argumentos, par-
ticipacio´n de ciertas construcciones, etc. En el apartado 3.3 se explicara´n,
entonces, las reglas le´xicas mediante las cuales SSG modela todas aquellas
construcciones verbales relacionadas con la presencia de argumentos de ca-
so nominativo y acusativo (transitiva, pasiva, etc.). En el apartado 3.4 se
presenta el caso especial de los verbos pronominales. A continuacio´n, en 3.5
se explicara´ co´mo se regula en SSG, mediante el uso de reglas le´xicas, la
posibilidad de an˜adido de un argumento de caso oblicuo o dativo, o de un
complemento predicativo, a un verbo. Por u´ltimo, en los apartados 3.6 y 3.7,
se valora el intere´s teo´rico del sistema de reglas le´xicas de SSG.
3.1. Revisio´n del signo lingu¨´ıstico (I)
En este primer apartado se ampl´ıa la versio´n de SSG vista hasta el momen-
to. El objetivo es dotar a SSG de las herramientas pertinentes para el logro
de un correcto modelado de los feno´menos del espan˜ol que se mostrara´n en
el resto del cap´ıtulo.
3.1.1. El rasgo HOOK
Recue´rdese que la caracterizacio´n sema´ntica del signo se formalizo´ en
1.3.3.3 mediante el tipo mrs, valor del rasgo local SEM. En aquella primera
aproximacio´n solo se le supusieron a mrs dos rasgos: INDEX y RELS. Ahora se
asumira´ —siguiendo a Matrix— la siguiente estructura de la figura 3.1. En la
versio´n previa, INDEX era el rasgo en el que se publicaba el ı´ndice sema´ntico del
signo. Ese ı´ndice ya aparec´ıa dentro de la lista RELS como valor de algu´n rasgo
ARG0. Pero, como es complejo acceder al interior de esta lista, resultaba u´til
rescatar el ı´ndice en cuestio´n en INDEX. Una vez rescatado, puede ser utilizado
desde fuera del signo mismo: quiza´, por un nu´cleo que lo subcategorice, o por
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un modificador que predique sobre e´l. Pero, como se vera´, es comu´n que
en RELS haya ma´s ı´ndices que merezcan ser rescatados. Es el caso, para los
predicados, del ı´ndice del argumento sobre el que predican. Este ı´ndice se
rescatara´ de RELS en el rasgo XARG. Por ello, se asume la existencia de un
rasgo HOOK en cuyo valor hook se recogen los distintos ı´ndices interesantes
de un signo lingu¨´ıstico (INDEX, el ı´ndice del signo mismo; y XARG, el ı´ndice
sobre el que predica el signo si es un predicado).
mrs
hook

hook
xarg index
index individual

rels list

Figura 3.1: Tipo mrs: revisio´n (I)
La de la figura 3.1 es la versio´n del tipo mrs de la grama´tica Matrix. En
SSG se ha asumido esa estructura, pero se ha enriquecido an˜adiendo a HOOK
otros ı´ndices, que pueden ser interesantes para una correcta caracterizacio´n
sema´ntica del signo. 
mrs
hook

hook
xarg index
iarg semarg
earg semarg
carg semarg
parg semarg
index individual

rels list

Figura 3.2: Tipo mrs: revisio´n (II)
El valor de EARG sera´ el ı´ndice del argumento externo del signo (si este
lo tuviera), mientras que IARG es el ı´ndice correspondiente al argumento in-
terno. EARG e IARG no son, necesariamente, ı´ndices diferentes al de XARG. La
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idea es que, normalmente, un predicado con argumento externo (rescatado
en EARG) predicara´ sobre este, con lo cual, se identificara´n en e´l EARG y XARG.
Como segunda opcio´n, si el predicado no muestra argumento externo, XARG
se identificara´ con el argumento interno, con IARG. En CARG se publica el
ı´ndice del argumento sobre el que debera´ predicar un hipote´tico complemen-
to predicativo. Por u´ltimo, PARG publica el ı´ndice del sujeto de los verbos
pronominales. Ve´ase la que sera´ ya versio´n definitiva de mrs en la figura 3.2.
*top*
avm
semarg
no-individual individual
index event
Figura 3.3: I´ndices sema´nticos: jerarqu´ıa de tipos
Adema´s, en SSG se utiliza la siguiente jerarqu´ıa de tipos para formalizar
la nocio´n de ı´ndice sema´ntico. La cuestio´n novedosa es la inclusio´n de un
tipo no-individual, que denota la no existencia de un ı´ndice. Gracias a este
tipo, es posible formalizar la idea de que un signo no tiene algu´n tipo de
ı´ndice: un predicado no tiene argumento externo (EARG no-individual) o no
tiene argumento interno (IARG no-individual).
index
i

agr
per per
num num
gend gend

sort sort

Figura 3.4: Tipo index
Tambie´n se asume —como en Pollard y Sag (1994) y en Matrix— que los
ı´ndices sema´nticos no son tipos ato´micos. Estos tienen, en cambio, rasgos de
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concordancia (I agr).
El tipo sort, o sus subtipos, no es necesariamente ato´mico. Como se vera´ en
el pro´ximo apartado 3.2, al tipo sort se le suponen, al menos, dos rasgos: ACT
y BECOME, de valor booleano (bool). Es decir, independientemente de la clase
sema´ntica a la que pertenezca un signo, este va a estar caracterizado sobre si
denota, o no, el desarrollo de una actividad (ACT yes o ACT no); y si denota,
o no, un cambio de estado (BECOME yes o BECOME no).
Por u´ltimo, se explicara´ una convencio´n asumida en SSG, relativa a los
papeles tema´ticos que definen los predicados verbales. Se ha visto co´mo cada
predicado identifica los ı´ndices de sus argumentos con el valor de los rasgos
ARG1, ARG2, ARG3, ARG4, etc. Estos atributos se han tomado de Matrix. Son
atributos que no dicen nada sobre el tipo de rol tema´tico que denotan. Sin
embargo, en SSG s´ı se les va a adscribir cierta identidad con roles tema´ticos
concretos. Con ello se va a conseguir que la caracterizacio´n sema´ntica del
predicado diga mucho de su posible comportamiento sinta´ctico, sin necesi-
dad de hacer una formalizacio´n concreta de este u´ltimo. La creacio´n de EARG
e IARG tiene el mismo fin. Como se vera´ en adelante, esto sera´ crucial para
la creacio´n del sistema de reglas le´xicas de SSG. As´ı pues, ARG1 se identi-
ficara´ con los argumentos externos: normalmente el agente (Mar´ıa en Mar´ıa
corrio´ hasta el final), pero tambie´n una causa (La tormenta en La tormenta
ha roto la ventana), y los experimentantes (Mar´ıa en Mar´ıa vio lo sucedido).
ARG2 y ARG3 se identificara´n con distintos tipos de argumento interno: ARG2 lo
hara´ con pacientes afectados por un cambio de estado (la ventana, en Mar´ıa
ha roto la ventana), mientras que ARG3 lo hara´ con temas que no denotan
un paciente afectado (una cosa en Mar´ıa ha pensado una cosa). Por u´ltimo,
el rasgo ARG4 se identificara´ con los argumentos que denotan al beneficiario
del proceso (a los vecinos en Mar´ıa les ha roto la ventana a los vecinos),
poseedores en dativo, etc.
Gracias a la combinacio´n de ARG1, ARG2, ARG3, ARG4, EARG, IARG y XARG,
CARG y PARG, SSG cuenta con una caracterizacio´n rica y accesible de la na-
CAPI´TULO 3. SSG: ALTERNANCIAS DE DIA´TESIS 126
turaleza sema´ntica de un verbo. Esto le permitira´ restringir adecuadamente
que´ verbos pueden participar de que´ patrones de comportamiento, sin —esto
es crucial— partir de una caracterizacio´n sinta´ctica rica; pues, normalmente,
los patrones de comportamiento de un verbo piden caracterizaciones sinta´cti-
cas incompatibles entre s´ı.
3.1.2. Teor´ıa del ligamiento: ARG-ST
Pollard y Sag (1994) asumen la existencia de la siguiente jerarqu´ıa de
tipos sema´nticos nominales, subtipos de mrs: figura 3.5.
mrs
nom-obj
pron
ana
refl recp
ppro
npro
Figura 3.5: Tipos sema´nticos nominales
.
El tipo pron define la sema´ntica propia de los pronombres, que pueden
ser pronombres personales (ppro) o ana´foras (ana). Las ana´foras, a su vez,
pueden ser reflexivas (refl) o rec´ıprocas (recp). El tipo npro representa, por su
parte, la sema´ntica propia de los nombres propios y de los sintagmas nomi-
nales cuantificados. Para el espan˜ol, el tipo ppro es el propio de los pronom-
bres personales (yo, tu´...); refl corresponde a la ana´fora a s´ı mismo; y recp
a la ana´fora rec´ıproca entre s´ı. Por u´ltimo, npro define la sema´ntica propia
de cualquier nombre propio o sintagma nominal cuantificado. Tambie´n las
unidades le´xicas sin realizacio´n fone´tica se pueden caracterizar conforme a
esta clasificacio´n sema´ntica1.
1En el modelo de Principios y Para´metros, Chomsky entiende que el movimiento a
posiciones argumentales deja como huella una ana´fora; mientras que el que tiene como
destino una posicio´n no argumental deja como huella una variable —equivalente, en cuanto
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El que una unidad le´xica nominal cuente con uno u otro de estos pa-
trones sema´nticos condiciona su comportamiento, en lo que a las condiciones
de ligamiento se refiere. De este modo, los pronombres personales (ppro) no
pueden ser correferentes con un elemento nominal que los preceda, dentro
de determinada configuracio´n sinta´ctica O —(1-b)—. Pero s´ı pueden ser co-
rreferentes con un elemento precedente, si este se encuentra fuera de dicha
configuracio´n O —(1-d)— . Los nombres propios y los sintagmas nominales
cuantificados (npro), por su parte, no pueden ser correferentes, nunca, con
un elemento nominal precedente —(1-a) y (1-c)—. En cambio, las ana´foras
(ana) s´ı deben ser correferentes con otro elemento nominal que las preceda,
dentro de esa misma configuracio´n sinta´ctica O —ve´ase (1-e)—.
(1) a. [ E´li vio a Juanj ]O
b. [ Juani lo vio a e´lj ]O
c. [ E´li dice que [ Teresa vio a Juanj ]O ]O′
d. [ Juani dice que [ Teresa lo vio a e´li ]O ]O′
e. [ Juani se vio a s´ı mismoi ]O
Estos contrastes se explicaron en la Grama´tica Transformacional median-
te la llamada Teor´ıa del Ligamiento de Chomsky (1986b). Pollard y Sag
(1994) revisaron la propuesta de Chomsky para adaptarla a HPSG. Y Sag y
otros (2002) hicieron una nueva formulacio´n que mejoraba la anterior2.
a condiciones de ligamiento, a un sintagma nominal cuantificado—. Adema´s, las lenguas
que, como el espan˜ol, permiten la elisio´n del sujeto, tienen pronombres personales sin
realizacio´n fone´tica (pro). Ve´ase Chomsky (1986b).
2En buena medida, los esfuerzos de estas obras de HPSG esta´n orientados a formular
la propuesta de Chomsky de un modo no configuracional. No´tese que la anterior expli-
cacio´n de los contrastes de (1) ha hecho uso —como Chomsky (1986b)— de la nocio´n de
configuracio´n sinta´ctica. Una configuracio´n sinta´ctica es un objeto gramatical en el que se
explicitan las relaciones de dependencia entre un sintagma y sus constituyentes; es decir, es
un a´rbol sinta´ctico. HPSG no contempla, por tanto, la configuracio´n sinta´ctica como objeto
gramatical. As´ı pues, es un reto formular la Teor´ıa del Ligamiento de Chomsky sin hacer
uso de este concepto. De hecho, la coindizacio´n de (1-d) se establece entre dos elementos
(Juan y e´l), tales que el primero se une a una proyeccio´n de la que es constituyente el
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Para explicar los contrastes de las oraciones de (1), Sag y otros (2002)
an˜aden a la estructura de rasgos del signo lingu¨´ıstico el rasgo ARG-ST. En ARG-
ST se listan todos los argumentos subcategorizados por el signo, que despue´s
se desglosara´n, mediante estructura compartida, entre SUBJ y COMPS. En SSG,
ARG-ST se ha definido para el tipo lexeme: figura 3.6.

lexeme
stem list
synsem|local|val
subj 〈 1〉
comps 2

arg-st
〈
1 . 2
〉

Figura 3.6: Relacio´n entre ARG-ST y VAL
La saturacio´n sinta´ctica se sigue haciendo en las listas de VAL, pero las
relaciones de ligamiento se establecen en ARG-ST. ARG-ST es el u´nico dominio
dentro del cual se puede afirmar que dos elementos deben o no estar coin-
dizados. Adema´s, los argumentos se listan en ARG-ST en orden creciente de
oblicuidad. De acuerdo con estas dos premisas, las condiciones de ligamiento
consistira´n, en cualquier caso, en que un elemento nominal debe, o no debe,
estar coindizado con otro que lo preceda en ARG-ST. O, lo que es lo mismo, un
elemento nominal debe, o no debe, estar coindizado con otro menos oblicuo
que e´l, dentro del dominio de su lista ARG-ST. Concretamente, de acuerdo con
todo ello, los contrastes de los ejemplos de (1) obedecen a los dos principios
siguientes.
Principio A: Toda ana´fora (ana) debe estar coindizada con un elemento
nominal que lo preceda en ARG-ST.
Principio B: Todo pronombre (ppro) puede estar coindizado con un
elemento nominal que no lo preceda en ARG-ST.
segundo. Parece, como el movimiento, la t´ıpica situacio´n que solo gestiona adecuadamente
una Grama´tica Transformacional, que contempla el a´rbol sinta´ctico como objeto.
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Obse´rvese que estos principios no dicen nada de las posibilidades de liga-
miento de los sintagmas nominales cuantificados y nombres propios (npro).
Se asume que los ı´ndices no se identifican, por defecto, a menos que los prin-
cipios del ligamiento lo permitan expl´ıcitamente. De este modo, se excluye la
posibilidad de que estos elementos nominales sean correferentes con elemen-
tos que los precedan en una configuracio´n sinta´ctica, sin usar propiamente
nociones configuracionales. Esta solucio´n se toma de Sag y otros (2002)3.
No obstante, estos principios de ligamiento no esta´n lo suficientemente
formalizados como para aplicarse directamente en una grama´tica computa-
cional. El Principio B tiene una formulacio´n en negativo imposible en el
formalismo de rasgos y unificacio´n presentado hasta el momento en este tra-
bajo. El concepto de precedencia tampoco se puede captar directamente en
este formalismo. En definitiva, el problema consiste en que las relaciones de
ligamiento, como el movimiento, se pueden establecer en dominios no locales
no acotados. Por ello, los principios de ligamiento de Pollard y Sag (1994)
y Sag y otros (2002), que quieren evitar dicho cara´cter no local, no resisten
la formalizacio´n rigurosa necesaria para ser aplicados a grama´ticas computa-
cionales. En cualquier caso, ni SSG ni Matrix cuentan con una solucio´n para
este problema.
No obstante, durante el resto del trabajo, la lista ARG-ST —como se ve,
en un principio vinculada al feno´meno del ligamiento— resultara´ una herra-
mienta muy u´til para el logro de un modelado elegante del sistema de reglas
le´xicas de SSG.
3.1.3. La nocio´n de argumento: el tipo argument
SSG cuenta con un tipo que formaliza la nocio´n de argumento sinta´cti-
co. Es el tipo argument, subtipo de local. Ve´ase su estructura en la figura
3En Pollard y Sag (1994) s´ı se inclu´ıa un Principio C que regulaba expl´ıcitamente el
comportamiento de los elementos nominales de tipo npro. Pero aquella formalizacio´n no
resultaba adecuada, pues, necesariamente, hac´ıa alusio´n a conceptos configuracionales.
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3.7. De acuerdo con esta estructura, para que un signo pueda concebirse co-
mo argumento de otro, debe ser una proyeccio´n ma´xima4 (tener sus listas
de subcategorizacio´n vac´ıas) y no debe ser (o funcionar como) un elemento
predicativo (PRD no). Por otro lado, se supone que todo argumento, en tanto
que tal, ha de ser capaz de recibir caso, luego ha de llevar rasgo CASE.
argument
head
[
prd no
case case
]
val
[
subj 〈〉
comps 〈〉
]

Figura 3.7: Tipo argument
Adema´s, argument tiene dos subtipos: inner y external. Estos son la for-
malizacio´n, respectivamente, de las nociones de argumento interno y externo.
La estructura de rasgos de inner no an˜ade informacio´n a la que hereda de sus
supertipos. En cambio, el tipo external cuenta con la caracterizacio´n extra
que se observa en la figura 3.8.
external
head|case nom
sem|hook|index index

Figura 3.8: Tipo external
De acuerdo con la figura 3.8, en SSG, todo argumento externo recibira´ ca-
so nominativo (CASE nom) y tendra´ naturaleza nominal: INDEX index5.
4En HPSG se contemplan relaciones argumentales donde el argumento no es propiamen-
te una proyeccio´n ma´xima —Pollard y Sag (1994)—. Se trata de estructuras de ascenso
y control en las cuales un verbo asume el sujeto, no saturado, de otro. No ser´ıa dif´ıcil
modificar SSG para contemplar esta posibilidad.
5Dada esta caracterizacio´n del argumento externo, quiza´ haya datos del espan˜ol que
quedan fuera de SSG. Puede ser el caso de los verbos copulativos, o de identidad: Que ven-
gas es fanta´stico, Que vengas supondra´ que nos lo pasaremos genial . Pero la generalizacio´n
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Por u´ltimo, como ya se ha visto con subir en 2.1, hay verbos con com-
plementos no argumentales: complementos predicativos. Estos complementos
no denotan un individuo al que se asigna un rol tema´tico. Son, en cambio,
predicados que predican sobre otro complemento del nu´cleo; este s´ı argumen-
to, y menos oblicuo. Es el caso de cantar en france´s en (2-a), corriendo en
(2-b), a la habitaio´n en (2-c), dormido en (2-d), etc.
(2) a. Oigo a Teresa cantar en france´s
b. Juan viene corriendo
c. Subio´ las cosas a la habitacio´n
d. Encontramos a Juan dormido
SSG cuenta con un tipo predicative. Su estructura se muestra en la figura
3.9. En ella se ve que un complemento predicativo debe ser, igual que los
argumentos, una proyeccio´n ma´xima. Pero, a diferencia de aquellos, estos
son predicativos: PRD yes. 
predicative
head|prd yes
val
[
subj 〈〉
comps 〈〉
]

Figura 3.9: Tipo predicative
SSG hara´ un uso crucial del tipo argument, y en la medida en la que
sea necesario, tambie´n de predicative. Te´ngase en cuenta que un argumento
pudiera ser un signo de muy diversa naturaleza: un sintagma nominal, o un
complementante, o una oracio´n en infinitivo, o una oracio´n interrogativa; o
cualquiera de esas posibilidades marcada con una preposicio´n a de acusativo,
o con una preposicio´n en, con, de... de caso oblicuo, etc. Es frecuente que,
en las grama´ticas basadas en Matrix, cada una de estas posibilidades de rea-
lizacio´n del argumento de un verbo se formalice, expl´ıcitamente, en un tipo
es u´til para la inmensa mayor´ıa de los casos. Parece, entonces, necesario, complicar la je-
rarqu´ıa con un tipo intermedio external-min para el argumento externo, que no especifique
su naturaleza sema´ntica, pero s´ı su caso. El tipo external ser´ıa subtipo de aquel.
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verbal distinto6.
En SSG, por elegancia y a fin de reducir la explosio´n combinatoria, se
pretende evitar una formalizacio´n expl´ıcita de ese estilo. En cambio, solo el
tipo argument y sus subtipos establecen, de forma general, cua´l puede ser la
naturaleza categorial de cualquier signo que se entienda como argumento. En
principio, cualquier signo que unifique con ellos sera´ va´lido.
Concretamente, la caracterizacio´n del tipo argument de la figura 3.7 unifi-
ca en SSG con los determinantes, nombres, preposiciones de marca de ca-
so, complementantes y part´ıculas interrogativas capaces de encabezar una
oracio´n. Por tanto, a falta de otra restriccio´n, cualquiera de estas categor´ıas
puede colocarse en una posicio´n argumental. As´ı pues, en SSG, para dar cuen-
ta de los diferentes usos del verbo saber que se muestran en (3), basta con
caracterizar al argumento interno de este verbo como argument (como inner,
en realidad).
(3) a. Se´ precios
b. Se´ los precios de la habitacio´n
c. Se´ que han subido los precios de la habitacio´n
d. Se´ cua´nto han subido los precios de la habitacio´n
e. Se´ subir los precios de la habitacio´n
En ocasiones (por ejemplo, en external) se pedira´ a un argumento que tenga
naturaleza sema´ntica nominal, mediante la especificacio´n de INDEX como in-
dex. Esto impedira´ que los complementantes ocupen la posicio´n argumental
en cuestio´n. La especificacio´n del caso tambie´n establecera´, de forma indirec-
ta, restricciones categoriales a lo que puede ser un argumento. La jerarqu´ıa
de subtipos de case en SSG se representa en la figura 3.10. Los casos nom y
acc se han declarado como subtipos de str (estructural).
6Recue´rdese transitive-lex-item para verbos con complementos nominales, frente a
clausal-second-arg-trans-lex-item para verbos con complementos verbales.
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case
str
nom acc
dat obl
Figura 3.10: Jerarq´ıa de casos (case)
Se asume, entonces, la divisio´n tradicional en la Grama´tica Transforma-
cional entre casos estructurales (asignados por la ubicacio´n del argumento en
una posicio´n de la estructura sinta´ctica) e inherentes (asignados directamente
por una preposicio´n encargada de marcar caso). No se asume aqu´ı que sea una
posicio´n estructural concreta (complemento del verbo, o especificador de una
categor´ıa funcional determinada) la que asigna caso estructural. Pero s´ı se
entiende que los casos nominativo y acusativo tienen una cierta naturaleza
comu´n: se asignan de forma regular a los argumentos menos oblicuos de los
verbos. Y, como se vera´ en adelante, str resultara´ un tipo natural para especi-
ficar el caso, necesariamente estructural pero variable, de ciertos argumentos
internos: acusativos en voz activa, pero nominativos en pasiva. La cuestio´n
es que los determinantes, nombres y complementantes tendra´n en SSG en el
le´xico caso str. Y las preposiciones de marca de caso tendra´n el caso acc, dat
u obl correspondiente. Por tanto, en SSG se entiende que un determinante,
nombre o complementante tiene por defecto caso str. Para que se le asigne
caso inherente debera´ ser tomado como complemento de una preposicio´n que
s´ı tenga tal caso7.
7No se ha conseguido en este trabajo restringir adecuadamente las posibilidades de rea-
lizacio´n de los argumentos con caso acusativo. Un argumento de acusativo va marcado con
preposicio´n a cuando es definido y animado. Y no lleva marca preposicional en cualquier
otro caso. Ve´ase (i).
(i) a. Veo *(a) Juan
b. Veo (*a) los barcos
c. Veo (*a) nin˜os
d. Veo (*a) barcos
Parece dif´ıcil dar cuenta de estos datos sin crear reglas le´xicas ad hoc. La solucio´n real
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Como cabe imaginar, los complementos de las preposiciones de marca
de caso se han caracterizado tambie´n como argument. De acuerdo con este
sistema, en SSG, al argumento interno de un verbo como saber se le asigna
caso estructural: CASE str. Gracias a ello, este argumento puede adoptar las
formas de (3), pero no la de preposicio´n de caso oblicuo, por ejemplo. En
cambio, ese mismo argumento interno, en el verbo acordarse, recibe caso
oblicuo (obl). Esta especificacio´n obliga a que el argumento interno de este
verbo se satisfaga con una preposicio´n de marca de oblicuo. Ahora bien, el
complemento de esta preposicio´n s´ı puede tener la naturaleza categorial de
un nombre, un sintagma nominal, etc. Todo ello da cuenta de los datos de
(4).
(4) a. No me acuerdo de precios
b. No me acuerdo del precio de la habitacio´n
c. No me acuerdo de que haya subido el precio de la habitacio´n
d. No me acuerdo de cua´nto ha subido el precio de la habitacio´n
e. No me acuerdo de subir los precios de la habitacio´n
Lo interesante de este sistema es que permite restringir la naturaleza catego-
rial de un determinado argumento directamente en la caracterizacio´n le´xica
de su nu´cleo. Para dar cuenta de las distintas alternativas de (3) y (4), no es
necesario el uso de reglas le´xicas diferentes. En cambio, Matrix sugiere el uso
de al menos dos patrones distintos para dar cuenta de estas oraciones: uno
para los argumentos nominales y otro para los verbales.
Es comu´nmente aceptado que solo los elementos nominales reciben marca
de caso8. En cambio, como se ha visto, SSG concibe tambie´n a los comple-
mentantes como categor´ıas susceptibles de recibir tal marca. No es posible
utilizada en este trabajo es externa a la grama´tica: se utiliza para ello uno de los mo´dulos
que procesa la secuencia de entrada antes de que se le pase al analizador sinta´ctico.
8En el modelo de Principios y Para´metros se asume que el caso se asigna a elementos
nominales: Eguren y Ferna´ndez Soriano (2004) pp. 131-132. En HPSG, generalmente, se
asume esta idea.
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hacer aqu´ı una defensa teo´rica de esta propuesta. Se ha asumido porque es
necesaria para lograr un sistema de asignacio´n de caso coherente y sencillo.
Gracias a ello, SSG puede explicar el contraste entre (3-c) y (4-c) del mismo
modo que se explica el de (3-b) y (4-b): como un proceso de asignacio´n de
caso diferente.
Adema´s, es necesario que la grama´tica contemple como posibles argu-
mentos oraciones con part´ıcula interrogativa —(3-d) y (4-d)—, y predicados
verbales en infinitivo —(3-e) y (4-e)—. No se han de contemplar como ar-
gumento, en cambio, las oraciones finitas sin part´ıcula interrogativa. En un
modelo gramatical con categor´ıas funcionales, como el chomskyano, es fa´cil
modelar esta asimetr´ıa. Las part´ıculas interrogativas, en el modelo chom-
skyano, se suelen colocar en el especificador de una categor´ıa funcional C
(complementante). Por tanto, la presencia de estas implica que la construc-
cio´n en cuestio´n, categorialmente, es un complementante C, con nu´cleo silente.
Por su parte, los complementantes propiamente dichos (que o si , en espan˜ol)
son nu´cleos expl´ıcitos de esa categor´ıa C. La oracio´n finita suele entenderse
como una categor´ıa funcional portadora de la flexio´n F. Los predicados ver-
bales no finitos, en infinitivo, se pudieran concebir, en principio, como nu´cleos
verbales le´xicos —V—, no como categor´ıas funcionales. Estructuralmente, C
es superior a F, y esta es superior a V9. Dada esta formalizacio´n, es posible
caracterizar a C y a V como compatibles con el tipo argument, y a F como
incompatible con e´l.
Pero, en HPSG el establecimiento de esta asimetr´ıa no es tan sencillo,
pues este modelo concibe las tres construcciones como elementos catego-
rialmente ide´nticos. En HPSG no existen categor´ıas funcionales. En ella, los
u´nicos nu´cleos existentes son los le´xicos (en este caso, los verbos). Por ello,
tanto las oraciones finitas, como las oraciones con part´ıcula interrogativa y
los predicados verbales en infinitivo son, categorialmente, verbos. Pueden
idearse mecanismos ad hoc para restringir la aparicio´n de estas construc-
9Ve´ase Eguren y Ferna´ndez Soriano (2004) pp. 152-161.
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ciones en la posicio´n de objeto10. Pero la solucio´n adecuada debe engarzarse
en una teor´ıa amplia que recoja en HPSG lo que otros modelos logran, de
forma satisfactoria, haciendo uso crucial de las categor´ıas funcionales.
3.1.4. Relacio´n entre ARG-ST y VAL
Perlmutter (1978) propuso por primera vez que los verbos intransitivos
(aquellos que no asignan caso acusativo) se pueden clasificar en dos grupos:
pueden ser verbos inergativos o inacusativos. La diferencia entre ellos consiste
en que el sujeto de un verbo inergativo es un argumento externo, mientras
que el de un verbo inacusativo es un argumento interno. Esto es relevante,
pues, si un sujeto es argumento externo, sera´ un sujeto genuino; mientras que,
si es interno, tendra´, aun con caso nominativo, la naturaleza de objeto, y un
comportamiento propio de objeto. Por ejemplo, es posible —ve´ase (5)— que
el sujeto de un verbo inacusativo sea un nombre posverbal sin determinante;
igual que pudiera haberlo sido el objeto de un verbo transitivo11.
(5) a. Siempre vienen mujeres
10SSG, en su actual estado de desarrollo, no contempla las part´ıculas interrogativas
como complementos posibles. Adema´s, el problema de los infinitivos no se plantea en la
versio´n actual de SSG. Esto se debe a que SSG recibe al infinitivo y al verbo del que es
argumento como un u´nico elemento ato´mico para el procesamiento sinta´ctico. Un mo´dulo
de preprocesamiento se encarga de presentarlos de tal modo al parser sinta´ctico
11Se ha seguido a Mendikoetxea (1999), tambie´n en los ejemplos. Esta autora recoge
adema´s los siguientes contrastes entre verbos inergativos e inacusativos. Por un lado, los
participios de los verbos inacusativos pueden aparecer en cla´usulas de participio absoluto
(no as´ı los de los verbos inergativos).
(i) a. Agotado el ozono en la atmo´sfera, el fin de la vida en la tierra es inminente
b. *Trabajado Juan, se dirigio´ a su casa
Por otro lado, los participios de verbos inacusativos pueden modificar a un sintagma
nominal que ser´ıa su sujeto sinta´ctico. No ocurre lo mismo con los de verbos inergativos.
(ii) a. Un tesoro recientemente aparecido
b. *Un perro muy ladrado
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b. Todos los an˜os llegan cigu¨en˜as
c. Existen problemas
En cambio, —(6)— no ocurre otro tanto con los inergativos12.
(6) a. *Duermen mujeres
b. *Juegan nin˜os
c. *Trabajan jo´venes
Adema´s, siguiendo a Contreras (1978), tambie´n en el ejemplo, para ciertos
verbos con sujeto argumento interno, la posicio´n cano´nica de este es siempre
posverbal: ve´ase el sujeto del verbo estallar en (7).
(7) Ha estallado la revolucio´n
Apoyada en estos datos, SSG entiende que, en espan˜ol, la realizacio´n cano´nica
de un argumento interno (sea este nominativo o acusativo) es posverbal. Y
solo el argumento externo se realizara´ de forma cano´nica como preverbal.
Por tanto, la anteposicio´n al verbo de un argumento interno es un orden de
palabras derivado, una relacio´n de dependencia no acotada, tambie´n si ese
argumento es nominativo. Para formalizar esta generalizacio´n, se han creado
en SSG dos tipos: unaccusative y unergative. Estos tipos establecen distintos
patrones de relacio´n entre las listas ARG-ST, SUBJ y COMPS.
unergative
synsem|local|val
subj 〈 1〉
comps 2

arg-st
〈
1
[
local external
]
. 2
〉

Figura 3.11: Relacio´n entre ARG-ST y VAL con argumento externo
12Sin embargo, existen ciertos contextos sinta´cticos que habilitan a tales verbos para
participar de esta construccio´n —Torrego (1989)—: la compan˜´ıa de un localizador (*Cor-
ren nin˜os vs. En este parque corren nin˜os), la pregunta, la exclamacio´n... (¿Corren nin˜os? ,
¡Mira, corren nin˜os! ).
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El tipo unergative representa a los nu´cleos que tienen argumento externo:
el caso protot´ıpico sera´n los verbos inergativos, pero tambie´n participara´n
de este patro´n los verbos transitivos —figura 3.11—. Estas unidades le´xi-
cas colocara´n su sujeto en SUBJ y el resto de complementos en COMPS. En
cambio, para los nu´cleos que carezcan de argumento externo —los verbos
inacusativos—, el patro´n utilizado sera´ el que se ha formalizado mediante el
tipo unaccusative: colocan todos sus argumentos, incluido el sujeto, en COMPS,
y dejan SUBJ vac´ıo13 —ve´ase 3.12—.
unaccusative
synsem|local|val
[
subj 〈〉
comps 1
]
arg-st 1
〈[
local inner
]
, ...
〉

Figura 3.12: Relacio´n entre ARG-ST y VAL sin argumento externo
Segu´n se ha definido SSG, el elemento colocado en SUBJ se realizara´ a la
izquierda del nu´cleo, y los colocados en COMPS, a su derecha. Por tanto, los
tipos unergative y unaccusative de SSG establecen que la realizacio´n cano´nica
de un argumento externo (el sujeto de un verbo inergativo o transitivo) es
preverbal, mientras que la realizacio´n cano´nica de un argumento interno (el
sujeto de un verbo inacusativo, o el objeto de uno transitivo) es posverbal.
13Pudiera contemplarse la posibilidad de colocar un expletivo en las listas SUBJ
aparentemente vac´ıas. En espan˜ol, este expletivo no tendr´ıa realizacio´n fone´tica. De este
modo, la lista SUBJ siempre contar´ıa con un elemento, lo cual es interesante. Por ejemplo,
el ana´lisis habitual en HPSG de las estructuras de ascenso o control conf´ıa en la presencia
de un elemento en SUBJ. Un verbo auxiliar, por ejemplo, suele analizarse como una es-
tructura de ascenso: toma como complemento un sintagma verbal cuyo elemento en SUBJ
no ha sido saturado, y asume que el ı´ndice de su sujeto es el ı´ndice del sujeto de su com-
plemento. Si un auxiliar A tomara como complemento un verbo inacusativo V con una
lista SUBJ vac´ıa, no encontrar´ıa sujeto. En cambio, si se hubiese colocado un expletivo en
la lista SUBJ de V , A tomar´ıa como sujeto en SUBJ al expletivo, igual que pudiera haber
tomado un ı´ndice referencial si V hubiese sido inergativo. Este ana´lisis tambie´n permitir´ıa
—como se propone en Matrix— colocar el cierre sema´ntico oracional en la regla de satu-
racio´n de SUBJ. En cambio, sin uso del expletivo, las oraciones con verbos inergativos no
necesitan tal regla, y no recibir´ıan cierre sema´ntico.
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De este modo se da una representacio´n natural a los datos de (5), (6) y (7).
Esta propuesta es una revisio´n de lo visto en el apartado 3.1.2, donde
solo se contemplaba un patro´n de relacio´n entre las listas en cuestio´n: el
equivalente a unergative. A lo largo del trabajo —en el apartado 5.1—, se
revisara´ de nuevo esta propuesta, a la luz de nuevos datos. En general, se
remite al cap´ıtulo 5 para una justificacio´n y explicacio´n por extenso de todas
las cuestiones relativas al orden de palabras.
3.2. Tipos verbales
Levin y Rappaport (1995) y Levin y Rappaport (1998) establecen que un
verbo puede denotar una actividad, un logro, una realizacio´n o un estado.
Esta es una clasificacio´n sema´ntica resultante del cruce de dos criterios: los
verbos pueden denotar, o no, un accio´n que se lleva a cabo; y pueden denotar,
o no, un cambio de estado que se sufre. Estos dos criterios se han formalizado
en SSG mediante los rasgos sema´nticos (declarados para el tipo sort) ACT y
BECOME, de valor booleano (yes o no). Ve´ase la figura 3.13.

sort
act bool
become bool

Figura 3.13: ACT y BECOME
Una actividad es un evento en el cual un participante x esta´ desarro-
llando una accio´n, esta´ haciendo algo. Es el caso de hablar , estudiar , nadar ,
pasear , caminar , bailar , correr o esquiar , por ejemplo. Estos verbos cuentan,
al menos, con un argumento: aquel que lleva a cabo la accio´n. Se trata de
un argumento externo. Es el caso de los turistas en (8-a), o el pronombre
omitido de primera persona del singular en (8-b).
(8) a. ¿Pueden esquiar los turistas en primavera?
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b. ¿Puedo hablar en ingle´s con el personal del hotel?
En SSG se recoge esta clase de verbos en el tipo activity, que se muestra
en la figura 3.14.
activity
synsem|local|sem

hook
index|sort
[
act yes
become no
]
earg index 1

rels
〈[
arg1 1 ,
arg2 no-individual
]
, ...
〉

arg-st
〈[
local
[
external
sem|hook|index 1
]]
, ...
〉

.
Figura 3.14: Actividades
Los verbos de clase activity, como denotan el desarrollo de una actividad,
tienen un valor positivo para ACT; pero, como no denotan cambio de estado
alguno, tienen valor negativo para BECOME. Adema´s, dado que estos verbos
cuentan con un argumento externo, se establece en su lista ARG-ST un primer
elemento de tipo external, cuyo ı´ndice sema´ntico se publica en el rasgo EARG.
Adema´s, este ı´ndice tambie´n se identifica con ARG1, con lo cual se da a enten-
der que denota un agente14. Por u´ltimo, aunque estos verbos pueden contar
tambie´n con un argumento interno, este no sera´ nunca un paciente afectado:
por ello, se especifica ARG2 no-individual.
Por su parte, un logro no denota una accio´n que lleve a cabo nadie, sino un
cambio de estado que sufre un participante x . Ejemplos de estos verbos son
florecer , crecer , estallar , palidecer , arder o enrojecer . Tambie´n obedecen a
este patro´n los usos intransitivos de empezar o subir . Son lo que se ha llamado
verbos de cambio de estado de causa interna. Es decir, la causa del cambio de
estado que denotan no esta´ en un agente externo que lo propicie, sino en la
misma naturaleza del participante afectado por el cambio. Por ejemplo, para
14Recue´rdese la explicacio´n de 3.1.1.
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empezar , la razo´n de que x empiece no esta´ en que se contemple la existencia
de un agente y que haga empezar a x . La causa esta´ en la misma naturaleza
de x . Estos verbos cuentan tambie´n, en principio, con un u´nico argumento: el
que denota aquello que sufre el cambio de estado. En (9-a) es el especta´culo
el argumento en cuestio´n, y en (9-b), el precio de las habitaciones .
(9) a. Ha empezado el especta´culo
b. Ha subido el precio de las habitaciones

achievement
synsem|local|sem

hook

index|sort
[
act no
become yes
]
earg no-individual
iarg index 1
xarg 1

rels
〈[
arg1 no-individual
arg2 1
]
, ...
〉

arg-st
〈[
local
[
inner
sem|hook|index 1
]]
, ...
〉

Figura 3.15: Logros
El tipo de la grama´tica que recoge esta clase verbal es achievement, que
se muestra en la figura 3.15. En tanto que cambio de estado, su valor de
BECOME es yes; y, en tanto que no denota una accio´n, su valor de ACT es
no. Su argumento es interno, y no tiene argumento externo15. Por tanto,
15En cuanto a esta identidad rigurosa entre paciente afectado y argumento interno ve´ase
la Nueva grama´tica de la lengua espan˜ola, II, p. 3056: “Se ha debatido largamente la
cuestio´n de si la distincio´n entre verbos inacusativos e inergativos tiene correspondencia
directa con las clases sema´nticas de verbos. Esta es una cuestio´n importante que no ha
recibido todav´ıa una respuesta satisfactoria. [...] Un buen nu´mero de verbos inacusativos
denotan presencia, existencia, aparicio´n, surgimiento o manifestacio´n de algo [...]. Otro
grupo numeroso de verbos inacusativos expresan cambios de estado”. En SSG no se entra
a esta compleja discusio´n y se asume que estas son clases sema´nticas correspondientes al
patro´n inacusativo.
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achievement cuenta con un elemento inner en ARG-ST, cuyo ı´ndice se publica
en IARG. Como el argumento en cuestio´n es un paciente afectado, se identifica
con la posicio´n argumental ARG2. La falta de argumento externo se codifica
evaluando EARG como no-individual. Tambie´n se puede establecer la falta de
un agente evaluando ARG1 como no-individual.
Por u´ltimo, el argumento interno tambie´n se puede identificar con el ras-
go XARG. Este rasgo denota el argumento que, en un uso concreto del verbo,
es el ma´s prominente, el menos oblicuo de entre los que tienen realizacio´n
sinta´ctica. Una actividad podr´ıa tener un uso activo y otro pasivo. En el
primer caso, XARG ser´ıa el argumento externo; y, en el segundo, el interno.
Pero para un verbo intransitivo, como es todo logro, esa alternancia no es
posible. Por ello, en cualquier caso, en achievement, XARG ha de estar identi-
ficado con su argumento interno.
Las realizaciones son verbos que tambie´n denotan el cambio de estado de
un participante x . Pero, en este caso, la causa del cambio es externa a x .
Es un agente y el que, desarrollando una actividad, propicia el cambio en
x . Estos verbos, por tanto, denotan dos subeventos: un cambio de estado y
una accio´n que propicia ese cambio. Verbos de este tipo son romper , borrar ,
descolgar , estropear , fastidiar , hundir , dividir , emocionar , alegrar , contratar
o los usos transitivos de subir . Son verbos que presentan, al menos, dos
argumentos: aquel que denota al agente causante del cambio, y el que denota
al participante que sufre el cambio. El primero sera´ un argumento externo y
el segundo un argumento interno. En (10-a), El botones es el argumento que,
llevando a cabo una accio´n, propicia que el equipaje (el segundo argumento)
cambie de estado: quede en la habitacio´n. Otro tanto ocurre con El hotel y
el gu´ıa en (10-b).
(10) a. El botones ha subido el equipaje a la habitacio´n
b. El hotel ha contratado al gu´ıa para la excursio´n
Las realizaciones quedan reflejadas en la grama´tica mediante el tipo accom-
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plishment, mostrado en la figura 3.16.

accomplishment
synsem|local|sem

hook

index|sort
[
act yes
become yes
]
earg index 1
iarg index 2

rels
〈[
arg1 1
arg2 2
]
, ...
〉

arg-st
〈[
local
[
external
sem|hook|index 1
]]
,
[
local
[
inner
sem|hook|index 2
]]
, ...
〉

Figura 3.16: Realizaciones
Estos verbos, al denotar tanto accio´n como cambio de estado, presen-
tan valor positivo para ACT y BECOME. El argumento que aporta el primer
subevento (el agente del cambio) es externo. Por ello, se establece que el
verbo cuenta con un argumento externo (EARG index), y se identifica a este
como agente (estructura compartida con ARG1). En cuanto al segundo argu-
mento (el paciente), es interno y paciente. Por ello, se establece IARG index,
y se identifica ese ı´ndice con ARG2. Ambos argumentos sema´nticos pueden
indentificarse, a su vez, con los ı´ndices de los correspondientes argumentos
sinta´cticos (adecuadamente caracterizados como external e inner) que ocupan
las dos primeras posiciones de ARG-ST. Tambie´n en este caso, la posibilidad
de que el verbo participe de un patro´n activo o pasivo hace imposible especi-
ficar aqu´ı el valor de XARG.
Por u´ltimo, los estados son verbos que no denotan ni acciones ni cambios
de estado. Son, sencillamente, verbos que denotan que un participante x
se encuentra en un determinado estado. Dicho participante no lleva a cabo
ninguna accio´n, ni cambia en ningu´n sentido. Ejemplos de esta clase de verbos
son existir , ocurrir , ver , tener , necesitar o costar . En (11-a), se da a entender
que el participante el hotel se encuentra en un estado de posesio´n de una
sala de reuniones. En (11-b), la entrada se encuentra adscrita a un precio
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concreto. Esta clase de verbos piden, en principio, un argumento: aquel que
se encuentra en el estado en cuestio´n. Ser´ıa el caso de el hotel en (11-a) y La
entrada en (11-b).
(11) a. ¿Tiene el hotel sala de reuniones?
b. La entrada cuesta 13 euros
El tipo que recoge a esta clase en la grama´tica es state —figura 3.17—.
state
synsem|local|sem
hook|index|sort
[
act no
become no
]
rels
〈[
arg2 no-individual
]
, ...
〉

arg-st
〈
synsem, ...
〉

.
Figura 3.17: Estados
Al no denotar estos verbos ni accio´n ni cambio de estado tienen valor
negativo para ACT y BECOME. Su u´nico argumento parece en unos casos in-
terno y en otros externo, con lo cual no se especifica su naturaleza en este
tipo. La u´nica caracterizacio´n propia de todos sus usos es que no denotara´ un
paciente afectado (en tanto que BECOME no).
En resumen, en la grama´tica se contemplan cuatro grandes clases de tipos
verbales, en funcio´n de su naturaleza sema´ntica: actividades, logros, realiza-
ciones y estados. Estas clases se han implementado, respectivamente, me-
diante los tipos activity, achievement, accomplishment y state. La naturaleza
sema´ntica de cada uno de estos tipos se caracteriza con los rasgos ACT y BE-
COME, de valores booleanos. Los verbos que denotan una accio´n (actividades
y realizaciones) son ACT yes. Los verbos que denotan un cambio de estado
(logros y realizaciones) son BECOME yes. Estos rasgos sema´nticos de los verbos
condicionan su naturaleza sinta´ctica. Un verbo que denota una accio´n cuenta
con un argumento externo en ARG-ST: el agente de esa accio´n. Por su parte,
un verbo que denota un estado (o un cambio de estado) cuenta tambie´n con
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un argumento en ARG-ST: aquel que se encuentra en el estado en cuestio´n, o
aquel que deviene a tal estado. Por tanto, las actividades cuentan, en princi-
pio, con un u´nico argumento: el agente de la accio´n. Los logros y los estados
cuentan, tambie´n en principio, con un solo argumento: el participante que se
encuentra en el estado en cuestio´n o que deviene a tal estado. Y las realizacio-
nes cuentan, al menos, con dos argumentos: el agente que propicia el cambio
de estado, y el paciente que deviene a tal estado. Levin y Rappaport (1998)
llaman a estos argumentos legitimados por este significado regular del verbo
argumentos estructurales. Obse´rvese que todos los argumentos estructurales
se han caracterizado con naturaleza nominal (INDEX index).
Adema´s de estos argumentos estructurales, un verbo puede contar con
otros argumentos legitimados por su significado idiosincra´sico. Dos verbos
pueden contar con un mismo esquema de significado ba´sico (el de actividad,
logro, realizacio´n o estado). Pero adema´s, cada verbo tiene un cierto signifi-
cado idiosincra´sico que lo diferencia del resto de verbos de su clase. Este
significado puede pedir ciertos argumentos extra. Por ejemplo, es comu´n que
las actividades y los estados pidan un tema que complete su significado. Es
lo que ocurre con el estado costar en (11-b): cuenta con un argumento (13
euros) que especifica cua´nto cuesta. Otro tanto ocurre con tener en (11-a):
presenta un argumento (sala de reuniones) que establece lo que se tiene.
Por u´ltimo, entie´ndase que todos estos tipos esta´n ordenados en SSG con-
forme a la siguiente jerarqu´ıa de la figura 3.18. Se entiende que v-semantic-c
aglutina todos los tipos verbales caracterizados en cuanto a patro´n sema´ntico.
basic-verb-lex
v-semantic-c
activity achievement accomplishment state
Figura 3.18: Tipos verbales segu´n Levin y Rappaport (1998)
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3.3. Argumentos estructurales
De acuerdo con lo visto en 3.2, los verbos, dada su naturaleza sema´ntica,
contara´n con una serie determinada de argumentos estructurales en ARG-ST.
Por ejemplo, un verbo que desde el punto de vista de su significado sea una
realizacio´n, como romper o alegrar , se implementara´ en la grama´tica como
instancia del tipo accomplishment, lo cual le aportara´ dos argumentos en
ARG-ST, adscritos a ciertos valores tema´ticos: el primero sera´ un agente y el
segundo un paciente.
Una vez un verbo tiene una lista de argumentos, es necesario marcar a
cada uno de ellos con un caso. El marcado de caso, como es comu´nmente
aceptado en HPSG16, es una caracterizacio´n le´xica: el verbo establece en el
le´xico el caso de cada argumento. En SSG, el marcado de caso corre a cargo
de ciertas reglas le´xicas independientes de los tipos que aportan argumentos
a los verbos. Las unidades le´xicas sera´n instancias de tipos como activity,
accomplishment, achievement o state, y no especificara´n el caso de sus argu-
mentos. El caso de estos se especificara´ posteriormente mediante la aplicacio´n
de reglas le´xicas como v-transitive-c o v-passive-c. De este modo, SSG recoge la
intuicio´n de que a un mismo argumento se le pueden asignar distintos casos;
y de que un mismo caso puede asignarse a distintos tipos de argumento: la
naturaleza de un argumento (su rol tema´tico, su cara´cter interno o externo,
etc.) es independiente de la marca de caso. Concretamente, en v-transitive-c
se implementa en la grama´tica el modelo de asignacio´n de caso propio de
los verbos transitivos en voz activa: el primer argumento en ARG-ST recibe
caso nominativo y el segundo acusativo. En cambio, en v-passive-c se recoge
el modelo de asignacio´n de caso propio de los verbos transitivos en voz pa-
siva: el primer argumento en ARG-ST no se realiza y al segundo se le asigna
nominativo. En definitiva, la grama´tica se ha implementado de tal forma que
activa, pasiva y otras construcciones se conciben como patrones de asignacio´n
de caso alternativos aplicables a unidades le´xicas subespecificadas en cuanto
a la asignacio´n de caso a sus argumentos.
16Sag y otros (2002).
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Como se ve, este planteamiento se aleja de la idea tradicional, presente
en las versiones cla´sicas de HPSG, de que la activa es la construccio´n cano´nica
de un verbo transitivo, y la pasiva se construye a partir de la primera. En
SSG, ambas son patrones de comportamiento en pie de igualdad, aplicables a
unidades le´xicas subespecificadas compatibles con ambos. Este planteamien-
to permitira´ una implementacio´n mucho ma´s sencilla y elegante de lo que
resulta habitual en las grama´ticas computacionales de tipo HPSG.
Todos los tipos de la grama´tica encargados de modelar los patrones de
asignacio´n de caso —v-transitive-c, v-passive-c, etc.— heredan del tipo de la
figura 3.19. 
v-nominative-c
stem 1
synsem 2
dtr

v-semantic-c
stem 1
synsem 2


Figura 3.19: Patrones de asignacio´n de caso (I)
El tipo v-nominative-c es una regla le´xica que toma como input un tipo
v-semantic-c, el supertipo general del cual heredan activity, accomplishment,
achievement y state. Adema´s, la estructura sinta´ctica y sema´ntica del input
y el output de la regla se identifican, mediante identidad del valor de sus
rasgos SYNSEM. Por tanto, v-nominative-c es una regla que toma una unidad
le´xica —instancia de v-semantic-c—, asume su estructura, y le an˜ade alguna
caracterizacio´n compatible con esta: el caso de sus argumentos.
Los diferentes subtipos de v-nominative-c asumen, entonces, la estruc-
tura de los verbos sobre los que operan y les an˜aden el caso. Estos sub-
tipos son, concretamente, v-transitive-c, v-passive-c, v-rpass-c, v-unergative-c,
v-unaccusative-c y v-pronominal-c. La aplicacio´n de una u otra de estas reglas
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sobre un verbo como contratar (instancia le´xica de accomplishment) da lugar
a los patrones de comportamiento de (12).
(12) a. El hotel ha contratado al gu´ıa para la excursio´n
b. Ha sido contratado un gu´ıa para la excursio´n
c. Se han contratado gu´ıas para la excursio´n
La versio´n transitiva activa de contratar de (12-a) esta´ legitimada por
la aplicacio´n sobre el verbo de la regla v-transitive-c. La versio´n pasiva —
(12-b)—, en cambio, obedece a la aplicacio´n de v-passive-c; mientras que la
construccio´n de pasiva refleja de (12-c) es el resultado de aplicar v-rpass-c. Las
construcciones intransitivas (v-unergative-c, v-unaccusative-c y v-pronominal-
c) no se pueden aplicar sobre contratar , pues este, inherentemente transitivo
en tanto que instancia de accomplishment, es un input inaceptable para ellas.
unergative
synsem|local|val
subj 〈 1〉
comps 2

arg-st
〈
1
[
local external
]
. 2
〉


unaccusative
synsem|local|val
[
subj 〈〉
comps 1
]
arg-st 1
〈[
local inner
]
, ...
〉

Figura 3.20: Patrones unergative y unaccusative
En SSG se ha entendido que estos patrones de asignacio´n de caso se cruzan
con los patrones de relacio´n entre ARG-ST y las listas de VAL: SUBJ y COMPS.
Como se vera´, ambas son cuestiones relacionadas. En 3.1.4, se mostraron los
patrones de relacio´n entre listas unergative y unaccusative, cuyas estructuras
de rasgos se repiten en la figura 3.20. Aqu´ı se propone an˜adir a estos, en
principio, un tercer patro´n: passive —ve´ase en la figura 3.21—. Este patro´n
es propio de verbos transitivos: su ARG-ST cuenta con un primer argumento
externo seguido de un argumento interno. Sobre esta lista ARG-ST, passive
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obvia el primer argumento, y opera con el resto de argumentos como si de un
verbo inacusativo se tratase: deja SUBJ vac´ıo e identifica COMPS con la lista
completa, excluido su primer elemento.

passive
synsem|local|val
[
subj 〈〉
comps 1
]
arg-st
〈[
local external
]
. 1
〈[
local inner
]
, ...
〉〉

Figura 3.21: Relacio´n pasiva entre ARG-ST y VAL
Los tipos unergative, unaccusative y passive son subtipos de v-nominative-c
y, por tanto, reglas le´xicas. Adema´s, los patrones de asignacio´n de caso (v-
transitive-c, v-passive-c...) son subtipos de estos patrones de relacio´n entre las
listas. Todos ellos se organizan conforme a la siguiente jerarqu´ıa de tipos de
la figura 3.22.
v-nominative-c
unergative
v-transitive-c v-unergative-c
passive
v-passive-c v-rpass-c
unaccusative
v-unaccusative-c
Figura 3.22: Jararqu´ıa de v-nominative-c
Es una versio´n provisional, a la que habra´ que an˜adir el tipo propio de
los verbos pronominales v-pronominal-c.
Solo queda mostrar co´mo los patrones de asignacio´n de caso (v-transitive-c,
v-passive-c...) especifican el valor del rasgo CASE de sus argumentos, en ARG-
ST. Dada la jerarqu´ıa de la figura 3.22, esos argumentos se distribuira´n con-
venientemente en las listas de VAL; pero, en adelante, se obviara´ esa cuestio´n,
CAPI´TULO 3. SSG: ALTERNANCIAS DE DIA´TESIS 150
ya explicada.
Perlmutter (1978) ya observo´ co´mo la existencia de verbos inacusativos,
y pasivos, hace pensar que la asignacio´n de caso nominativo es prioritaria
sobre la del caso acusativo. En principio, los verbos asignan caso acusativo a
su argumento interno. Es lo que ocurre con los verbos transitivos. Los verbos
inergativos no asignan acusativo porque no tienen argumento interno. Cabr´ıa
pensar que los verbos inacusativos, al tener argumento interno, le asignar´ıan a
este caso acusativo. Sin embargo, este argumento recibe caso nominativo. Del
mismo modo, las construcciones pasivas eliminan —de acuerdo con passive—
su argumento externo, el que en condiciones normales recibe nominativo. Y
a su argumento interno —que, en principio, debiera recibir acusativo— se le
asigna nominativo.
Parece, entonces, que en las lenguas del mundo hay una fuerte tendencia
a asignar caso nominativo al argumento ma´s externo de un verbo. Cuando
un verbo cuenta con argumento externo propiamente dicho, sera´ este el que
reciba caso nominativo, y el verbo podra´ asignar acusativo al interno, si lo
hubiera. Pero si un verbo no tiene argumento externo, o este se ha eliminado,
su argumento ma´s externo es el interno. En tal caso, a este se asigna caso
nominativo, con lo cual no se le puede ya asignar acusativo. En SSG se capta
esta generalizacio´n asignando caso nominativo al primer argumento de todo
verbo en ARG-ST. 
v-nominative-c
stem 1
synsem 2
arg-st
〈[
local|head|case nom
]
, ...
〉
dtr

v-semantic-c
stem 1
synsem 2


Figura 3.23: Patrones de asignacio´n de caso (II)
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El supertipo general de todos los patrones de asignacio´n de caso —v-
nominative-c— debe especificar, por tanto, que el primer argumento de su
lista ARG-ST tiene caso nominativo. Este argumento tendra´ naturaleza dis-
tinta en los diferentes subtipos de v-nominative-c: sera´ argumento externo
en v-transitive-c y v-unergative-c, pero interno en v-unaccusative-c. Para cap-
tar esta generalizacio´n, la estructura definitiva de v-nominative-c es la que
aparece en la figura 3.23.
En las siguientes figuras aparecen los tipos caracterizadores de los dis-
tintos patrones concretos de asignacio´n de caso. En ellas solo se muestra
la informacio´n declarada propiamente en dichos tipos. Habra´ que suponer-
les a estos tipos, adema´s, la informacio´n de sus supertipos: de acuerdo con
v-nominative-c, el primer argumento en ARG-ST siempre tendra´ caso nomina-
tivo; y los argumentos de esta lista estara´n repartidos en las listas de VAL
conforme al supertipo pertinente unergative, unaccusative o passive.
v-unergative-c
synsem|local|sem|hook
[
earg index
iarg no-individual
]

v-unaccusative-c
synsem|local|sem|hook
[
earg no-individual
iarg index
]
Figura 3.24: Patrones de asignacio´n de caso intransitivos
En la figura 3.24 se observan las estructuras propias de los verbos intran-
sitivos. Estos tipos restringen su input mediante los rasgos sema´nticos EARG e
IARG, que dan informacio´n sobre si el verbo en cuestio´n tiene o no argumento
interno o externo. Como se ve en 3.24, solo pueden participar de estos pa-
trones los verbos intransitivos: aquellos para los que no se hayan explicitado
tanto el argumento interno como el externo.
En la figura 3.25 se muestra el tipo v-transitive-c. Este es el u´nico patro´n de
la grama´tica que asigna caso acusativo. Opera sobre verbos con un argumento
CAPI´TULO 3. SSG: ALTERNANCIAS DE DIA´TESIS 152
externo y otro interno; que, adema´s, deben tener morfolog´ıa activa: VOICE
active. La asignacio´n de acusativo tiene lugar sobre el segundo argumento
de ARG-ST, el interno. El rasgo INTR regula que no participen de este patro´n
verbos que no asignen acusativo a su objeto. Cobrara´ sentido cuando se
expliquen los objetos de caso oblicuo en 3.5.2.
v-transitive-c
synsem|local
head
[
voice active
intr no
]
sem|hook|iarg 1

arg-st
〈
synsem,
local

inner
head|case acc
sem|hook|index 1

, ...
〉

Figura 3.25: Patro´n de asignacio´n de caso transitivo
Por su parte, v-passive-c —figura 3.26— recoge un patro´n de asignacio´n
de caso tambie´n propio de verbos con un argumento externo y otro interno:
la construccio´n pasiva. Esta regla pide un verbo en voz pasiva (VOICE pass),
obvia el argumento externo de este y asigna caso nominativo al interno.

v-passive-c
synsem|local|head|voice pass
arg-st
〈
synsem,
[
local|head|case nom
]
, ...
〉

Figura 3.26: Patro´n de asignacio´n de caso pasivo
El tipo v-rpass-c, cuya estructura se observa en la figura 3.27, recoge un
tercer patro´n de asignacio´n de caso: la construccio´n de pasiva refleja. Es una
construccio´n propia tambie´n de verbos transitivos. Consiste, de nuevo, en
obviar el argumento externo del verbo y asignar caso nominativo al interno.
Se aplica a verbos en voz activa (VOICE active), a los cuales se an˜ade un
cl´ıtico de tercera persona se. En la figura 3.27 se observa co´mo el cl´ıtico en
cuestio´n se recoge en la lista CLITICS del argumento externo. Es un cl´ıtico
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de tercera persona: se. Se ha establecido concordancia entre este y el sujeto
paciente. Este ana´lisis sugiere que es el argumento no realizado el que aporta
propiamente el cl´ıtico; sugiere que hay una cierta relacio´n entre la omisio´n
de este y la aparicio´n del cl´ıtico. Como se vera´ por extenso en el cap´ıtulo 4,
en SSG, los cl´ıticos de un verbo son la suma de los cl´ıticos que aportan a este
sus argumentos en ARG-ST.
v-rpass-c
synsem
[
local
[
head|voice active
sem|hook|iarg 2
]]
arg-st
〈[
non-local|clitics
〈
1
[
per 3
]〉]
,
local

inner
head|case nom
agr 1
sem|hook|index 2

, ...
〉

Figura 3.27: Patro´n de asignacio´n de caso pasiva refleja
En construcciones como la pasiva refleja, hay cl´ıticos cuya adscripcio´n
a un argumento no es evidente. Aqu´ı se preserva esa relacio´n. Se asume la
hipo´tesis de que el cl´ıtico de pasiva refleja lo aporta el argumento externo
que, aun presente en ARG-ST, no se realiza expl´ıcitamente por no pasar a las
listas de VAL17. Como se vera´ en adelante, no es esta una situacio´n u´nica en
SSG: los verbos pronominales recibira´n un ana´lisis similar.
3.4. Verbos pronominales
En este apartado se completa el apartado previo —3.3— con un u´ltimo
patro´n de asignacio´n de caso para los argumentos estructurales: el propio de
los verbos pronominales. Se sigue para ello la descripcio´n que de este tipo de
verbos hace la Nueva grama´tica de la lengua espan˜ola18. Los verbos pronomi-
17Ve´ase el cap´ıtulo 4.
18Nueva grama´tica de la lengua espan˜ola, Real Academia Espan˜ola, Espasa (2009), II,
pp. 3099-3111.
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nales son verbos, como arrepentirse, desgan˜itarse, dignarse, etc. que siempre
se construyen con un cl´ıtico sin valor argumental. Este cl´ıtico concuerda con
los rasgos de persona y nu´mero del verbo y el sujeto, y en tercera persona es
se. Estos verbos tienen un comportamiento similar, entonces, al de los verbos
reflexivos (peinarse, lavarse, etc.), pero, a diferencia de aquellos, para estos
no es posible explicitar un sintagma correspondiente al cl´ıtico, pues este no
tiene valor argumental. Ve´anse los ejemplos de (13), donde arrepentirse es
pronominal y peinarse reflexivo.
(13) a. ¿Se ha arrepentido de no ir a la playa?
b. ¿Co´mo puedo peinarme?
c. *¿Sei ha arrepentido a s´ı mismoi de no ir a la playa?
d. ¿Co´mo puedo peinarmei a mı´ mismoi?
De acuerdo con la Nueva grama´tica de la lengua espan˜ola, la mayor´ıa de los
verbos pronominales denotan cambios de estado o experiencias, en los que
el paciente o el experimentante no ejerce un control sobre el proceso. A este
esquema sema´ntico, adscribible a un verbo, se le ha llamado tradicionalmente
voz media. En lat´ın, a ciertos verbos transitivos se les pod´ıa aplicar la voz
media mediante el uso de morfolog´ıa pasiva. En cambio, el an˜adido a estos
verbos de un pronombre reflexivo les aportaba valor reflexivo. En su evolu-
cio´n, el lat´ın perdio´ la morfolog´ıa pasiva, lo cual propicio´ la neutralizacio´n
de las dos estrategias: la voz media tendio´ a expresarse tambie´n mediante
el an˜adido al verbo de un pronombre reflexivo19. En algu´n momento, por
tanto, el pronombre reflexivo debio´ resultar ambiguo: pod´ıa indicar tanto un
sentido reflexivo como un sentido medio.
19De acuerdo con la Nueva grama´tica de la lengua espan˜ola, ve´ase co´mo la forma activa
latina cura¯re, con pronombre se, toma sentido reflexivo (cura¯re se suamque aeta¯tem,
‘cuidarse, mantenerse en forma’), mientras que la forma pasiva cura¯ri tiene sentido medio
(Corpo˘ra cura¯ri possunt , ‘los cuerpos pueden curarse, sanar’). Con la desaparicio´n de
la morfolog´ıa pasiva, ambos sentidos fueron recogidos en la forma activa con pronombre
reflexivo. Por tanto, Ille se curat resulto´ ambiguo: ‘se cura a s´ı mismo’ o ‘sana’.
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Este parece ser el origen de los actuales verbos pronominales: provienen
de una construccio´n sinta´ctica reflexiva a la que se doto´ de sentido medio.
Esta construccio´n cuenta con un cl´ıtico (correspondiente a un argumento in-
terno original) y un sujeto (el propio de la construccio´n reflexiva original).
El u´nico rol tema´tico del patro´n sema´ntico medio se identifico´ con el sujeto
sinta´ctico; con lo cual, el cl´ıtico correspondiente al argumento interno origi-
nal perdio´ su valor argumental.
Por ello, en SSG, el patro´n pronominal recibe una formalizacio´n similar
a la de los verbos reflexivos. En SSG, la lista ARG-ST de un verbo reflexivo
cuenta con un sujeto y un objeto, donde el objeto es una ana´fora correfe-
rencial con el sujeto; y esta ana´fora es la que aporta el cl´ıtico al verbo. Un
verbo pronominal contara´ con una lista ARG-ST similar, con un sujeto seguido
de un segundo elemento que aporta el cl´ıtico. No puede decirse propiamente
que este segundo elemento sea un objeto, un argumento, etc. Intuitivamente,
se concibe como el vestigio de lo que fue el objeto del patro´n reflexivo. For-
malmente, es un elemento synsem sin valor referencial (sin rol tema´tico, por
tanto), con presencia en ARG-ST (donde aporta el cl´ıtico), pero ausente en
COMPS (y sin realizacio´n sinta´ctica, por tanto). No se especifica la naturaleza
interna o externa de este sujeto, para hacer a este patro´n compatible con
verbos inergativos e inacusativos20.
pronominal
synsem|local
val
subj 〈 1〉
comps 2

sem|hook|parg 3 index

arg-st
〈
1
[
local|sem|hook|index 3
]
, synsem . 2
〉

Figura 3.28: Relacio´n entre ARG-ST y VAL para verbos pronominales
20Segu´n la Nueva grama´tica de la lengua espan˜ola, solo algunos verbos pronominales
son inacusativos.
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Para dar cuenta de todo ello se han creado dos tipos: pronominal y v-
pronominal-c. El primero se concibe como un patro´n de relacio´n entre ARG-ST
y VAL, alternativo a los ya vistos (unergative, unaccusative y passive). Es un
patro´n similar al inergativo, pero obvia el argumento interno en el paso de
ARG-ST a COMPS —ve´ase en la figura 3.28—.
Por u´ltimo, es necesario introducir en hook un nuevo rasgo PARG que
regule la adscripcio´n de rol tema´tico al sujeto del patro´n pronominal. Este
sujeto podr´ıa identificarse con una posicio´n de argumento interno o externo
(EARG o IARG), y con uno u otro rol tema´tico (ARG1 o ARG2). Para permi-
tir que cada verbo adscriba el ı´ndice de este sujeto a los rasgos adecuados,
pronominal publica este ı´ndice en PARG. Sera´ cada verbo el que identifique
despue´s el rasgo PARG con los rasgos IARG, EARG, ARG1 o ARG2 pertinentes.
PARG permite, adema´s, regular que´ verbos admiten o no patro´n pronominal:
un verbo pronominal debe codificarse como PARG index, mientras que un ver-
bo no pronominal debe ser PARG no-individual.
Como subtipo de pronominal, se ha creado v-pronominal-c, tipo que an˜ade
a aquel ciertas peculiaridades propias de los verbos pronominales: figura 3.29.
Obse´rvese en dicha figura que el argumento interno no tiene valor referencial
(INDEX no-individual). En cambio, es el responsable de la aparicio´n del cl´ıtico
en el verbo: CLITICS. Adema´s, se establece que se trata de un elemento en
origen estructural mediante la caracterizacio´n CASE str.
v-pronominal-c
synsem|local|agr 1
arg-st
〈
synsem,
local
[
head|case str
sem|hook|index no-individual
]
non-local|clitics
〈
1
〉
, ...
〉

Figura 3.29: Patro´n de asignacio´n de caso para verbos pronominales
Esta formalizacio´n recoge la intuicio´n consistente en que el patro´n prono-
minal ha sido creado a partir de un patro´n reflexivo original, como sugieren
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los estudios diacro´nicos. Como se vera´ en el cap´ıtulo 4, los cl´ıticos se con-
ciben en esta grama´tica como marcas morfolo´gicas aportadas al verbo desde
sus posiciones argumentales. Por ejemplo, la ana´fora de un verbo reflexi-
vo es la que le aporta a este su cl´ıtico. Por tanto, es natural que sea una
posicio´n de ARG-ST la responsable de la aparicio´n del cl´ıtico de un verbo pro-
nominal. Por otro lado, es natural en SSG que una determinada construccio´n
obvie la existencia de un argumento presente en la lista ARG-ST del verbo.
As´ı se ha formalizado la eliminacio´n del argumento externo que suponen las
construcciones pasivas. Del mismo modo, el patro´n pronominal supone la
eliminacio´n de lo que fue un argumento interno. Por u´ltimo, el cl´ıtico de un
verbo pronominal lo aporta una posicio´n de ARG-ST sin posterior realizacio´n
sinta´ctica. Esta situacio´n ya se vio en 3.3 en la formalizacio´n de la pasiva
refleja: en ambos casos, el cl´ıtico caracter´ıstico de la construccio´n se entiende
como el resto morfolo´gico de la posicio´n argumental eliminada.
La mayor´ıa de los verbos pronominales admiten tanto el patro´n pronomi-
nal como el transitivo. Es el caso de los verbos secar y admirar , en (14).
(14) a. Me he secado el pelo
b. ¿Se ha secado la toalla?
c. Admiraba la belleza del paisaje
d. Se admiraba de la belleza del paisaje
El uso de uno u otro patro´n puede aportar al verbo, o no, significados di-
ferentes, con diferencias ma´s o menos sutiles. En ocasiones, es una cuestio´n
compleja el decidir si, dadas estas posibles diferencias, el uso pronominal
y el transitivo deben codificarse como entradas le´xicas diferentes, o como
alternancias de una misma entrada. Es cierto que SSG pretende evitar la du-
plicacio´n de entradas en el lexico´n. Pero esta estrategia solo es adecuada
cuando los distintos usos de una palabra no var´ıan su significado, o cuando
lo especifican de un modo regular.
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Por ello, en SSG se ha optado por entender como alternancias solo los usos
transitivos y pronominales que no impliquen grandes diferencias idiosincra´-
sicas de significado; y obedezcan a un mismo esquema sema´ntico ba´sico. Por
ejemplo, se entienden como diferentes versiones de una misma unidad le´xica
los usos transitivo y pronominal de los verbos que en ambos casos se in-
terpretan como el mismo estado de experiencia: admirar en (14-c) y (14-d).
Tambie´n se entendera´n como versiones distintas de una misma entrada le´xica
los usos transitivo y pronominal cuando se correspondan, respectivamente,
con la interpretacio´n causativa y no causativa de un mismo cambio de estado:
secar en (14-a) y (14-b).
La alternancia de (14-a) y (14-b) refuerza, desde un punto de vista mera-
mente sincro´nico, la naturalidad del ana´lisis propuesto en SSG para los verbos
pronominales. Un verbo que —como secar— participe de esta alternancia
debe contar en su codificacio´n le´xica con los dos argumentos estructurales
propios de una realizacio´n —3.2—. A partir de esa codificacio´n original, es
posible la aplicacio´n del patro´n transitivo y el pronominal, que acarrean las
interpretaciones causativa y media, respectivamente. La eliminacio´n del argu-
mento interno, en este caso, es una alternativa a su realizacio´n. La situacio´n
es similar a la que se establece entre la versio´n causativa de este verbo y una
posible versio´n pasiva —salvando las diferencias sema´nticas existentes—. Y,
por tanto, SSG formaliza estas construcciones de un modo similar, coherente21.
3.5. Argumentos no estructurales
Hasta el momento —apartado 3.5— se ha visto que un verbo cuenta en
el le´xico con una serie de argumentos estructurales, legitimados por su perte-
21De acuerdo con lo expuesto, SSG da cuenta del que, segu´n la Nueva grama´tica de la
lengua espan˜ola, es el prototipo de verbo pronominal del espan˜ol: un verbo intransitivo
con sentido medio. No obstante, el patro´n v-pronominal-c tambie´n es compatible con otros
verbos pronominales cuyo sujeto es un agente (confesarse, contenerse, decidirse o justifi-
carse). Han quedado fuera de la grama´tica, en cambio, unos pocos verbos transitivos con
cara´cter pronominal: encontrarse —encontra´rselo—, quedarse —queda´rselo—.
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nencia a una clase verbal. Las actividades cuentan con un solo argumento:
el agente de la accio´n que denotan. Los logros cuentan tambie´n con un ar-
gumento: el paciente del cambio de estado que denotan. Las realizaciones
tienen, por su parte, dos argumentos: el agente o causa del cambio de estado
que denotan, y el paciente de este. Por u´ltimo, los estados tienen al menos un
argumento: quien se encuentra en el estado denotado por el verbo. Estos son
los argumentos ba´sicos de los verbos, comunes a todos ellos, e ineludibles,
de acuerdo con Levin y Rappaport (1998). En este apartado se explica co´mo
a estos argumentos se les puede an˜adir otros, legitimados por el significado
idiosincra´sico del verbo: los argumentos no estructurales.
3.5.1. Argumentos con caso nominativo o acusativo
Como se dijo en 3.2, los verbos pueden an˜adir a sus argumentos estruc-
turales otros legitimados por su significado idiosincra´sico. Por ejemplo, el ver-
bo tener , en principio, en tanto que estado, solo denota un participante: aquel
que posee —el hotel en (15-a)—. Pero el significado idiosincra´sico de tener
pide que se especifique el objeto de la posesio´n. Esto legitima la aparicio´n
de un segundo participante: lo que se tiene —sala de reuniones en (15-a)—.
Este segundo argumento de tener esta´ legitimado, entonces, no porque este
verbo sea un estado; sino porque tener denota, de forma idiosincra´sica, que
se tiene algo.
(15) a. ¿Tiene el hotel sala de reuniones?
b. El hotel ha contratado al gu´ıa para la excursio´n
En cambio, en (15-b), contratar es una realizacio´n. Como se vio en 3.2, los
objetos de las realizaciones s´ı son argumentos estructurales, que denotan al-
go que es comu´n a todas las realizaciones. Todas las realizaciones denotan
cambios de estado, y el objeto de estas denota siempre al paciente afectado
por ese cambio. En concreto, los objetos que son argumentos estructurales
tienen papel tema´tico de paciente afectado, mientras que los que no son es-
tructurales son temas no necesariamente afectados.
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En cualquier caso, es interesante que dos verbos con naturaleza sema´ntica
diferente, como se ve en (15), pueden participar de un mismo patro´n de com-
portamiento transitivo. En SSG esta realidad se capto´ estableciendo un u´nico
tipo caracterizador del verbo transitivo activo: v-transitive-c, cuya estructura
se repite en la figura 3.30. Esta regla puede tomar como input tanto una
instancia le´xica de accomplishment, como de state o activity. Gracias a ello,
en SSG, la asignacio´n de caso para los argumentos no estructurales no es una
cuestio´n idiosincra´sica carente de generalidad. El objeto acusativo de una
realizacio´n, como contratar , y el de un estado, como tener , tienen naturaleza
sema´ntica diferente. Sin embargo, reciben caso del mismo modo, mediante la
aplicacio´n del mismo patro´n v-accusative-c.
v-transitive-c
synsem|local
[
head|voice active
sem|hook|iarg 1
]
arg-st
〈
synsem,
local

inner
head|case acc
sem|hook|index 1

, ...
〉

Figura 3.30: Patro´n de asignacio´n de caso transitivo
Te´ngase en cuenta, no obstante, que el input de v-accusative-c es distinto
si es una instancia le´xica de accomplishment, frente a si lo es de state o activity.
Si el verbo es accomplishment, el input ya caracteriza expl´ıcitamente la natu-
raleza del argumento interno, y v-accusative-c solo especifica el caso de este.
Pero si el verbo es state o activity, la especificacio´n que del argumento interno
haga v-accusative-c sera´ su primera caracterizacio´n expl´ıcita. Esto obliga a
explicitar en v-accusative-c cierta estructura relativa a este argumento inter-
no. Esta caracterizacio´n sera´ redundante con respecto a la caracterizacio´n de
accomplishment, pero nueva, y necesaria, con respecto a la de state y activity.
Por ello —figura 3.30— en v-accusative-c se ha caracterizado expl´ıcita-
mente el argumento interno como tal (inner), y se ha identificado su ı´ndice
con el rasgo IARG del verbo. Te´ngase en cuenta que no es posible identificar
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este argumento interno con un rol tema´tico concreto, pues, como se ha vis-
to, este no es siempre el mismo: para una realizacio´n, el argumento interno
es paciente afectado (ARG2); mientras que para un estado o actividad es un
tema no necesariamente afectado (ARG3). La estrategia seguida por SSG es
identificar el ı´ndice con una posicio´n neutra (IARG) y esperar que sea cada
verbo el que identifique a su vez IARG con el rol tema´tico oportuno (ARG2 o
ARG3). Te´ngase en cuenta que un estado o actividad puede establecer esta
identidad sema´ntica sin explicitar el argumento sinta´ctico correspondiente en
ARG-ST. Sigue pudiendo, por tanto, participar de patrones intransitivos.
Sin embargo, el origen diferente de los objetos estructurales y no estruc-
turales supone diferencias de comportamiento sinta´ctico. Siguiendo a Levin
y Rappaport (1998), un argumento estructural es ineludible, mientras que un
argumento idiosincra´sico puede no realizarse en una oracio´n. Este contraste
se muestra en las oraciones de (16).
(16) a. Ese hotel tiene sala de reuniones. ¿Y nuestro hotel tiene?
b. *Ese hotel ha contratado un gu´ıa. ¿Y nuestro hotel ha contrata-
do?
Tambie´n el hecho de que el papel tema´tico de esos objetos sea distinto supone
diferencias sinta´cticas. La construccio´n pasiva pide como sujeto un argumen-
to que denote un paciente afectado. Los objetos de las realizaciones son pa-
cientes afectados. Por tanto, estas admiten la construccio´n pasiva con gran
naturalidad. En cambio, los objetos de otros verbos transitivos (estados o
actividades) no son pacientes necesariamente afectados. La construccio´n pa-
siva no resulta natural, por ello, con ese tipo de verbos. Esto explica las
diferencias de comportamiento de (17), entre los verbos contratar y tener .
(17) a. *La sala de reuniones es tenida por el hotel
b. El gu´ıa ha sido contratado por el hotel para la excursio´n
Dado lo expuesto hasta ahora, es fa´cil dar cuenta de estos contrastes en SSG.
Las realizaciones (accomplishment), como se vio en 3.2, explicitan dos argu-
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mentos sinta´cticos en ARG-ST. El segundo es el argumento interno en cuestio´n.
Por ello, cualquier instancia le´xica de accomplishment debera´ explicitar en la
oracio´n, al menos, estos dos argumentos. Para ellas, la omisio´n del objeto de
(15) es, por tanto, imposible. Pero los estados como tener (state), o las activi-
dades (activity), solo explicitan un argumento en ARG-ST. Esta caracterizacio´n
las hace compatibles con los patrones de comportamiento transitivos: a ese
primer argumento en ARG-ST se le puede an˜adir despue´s otro argumento inter-
no. Pero tambie´n permite usos intransitivos como el que se observa en (16-a).
Por su parte, los contrastes relativos a la construccio´n pasiva —(17)— se
pueden modelar haciendo uso del tipo no-individual y los rasgos ARG2 y ARG3.
Un verbo que denota cambio de estado, como una realizacio´n, asigna siem-
pre a su objeto el rol tema´tico de paciente. Esto se formaliza identificando
el ı´ndice (index) del argumento en cuestio´n con el rasgo ARG2 del verbo. En
cambio, un verbo que no denota cambio de estado no tendra´ nunca paciente
afectado, lo cual se representa evaluando el rasgo ARG2 del verbo como no-
individual. Este es el caso de los estados y las actividades. Con todo ello, para
que la construccio´n de pasiva solo opere sobre verbos con paciente afectado,
basta pedir al input de esta construccio´n valor index para su rasgo ARG2.
Te´ngase en cuenta, por u´ltimo, que el ı´ndice del objeto de los estados y ac-
tividades se identifica con el rasgo ARG3 del verbo, rasgo que denota el papel
tema´tico de tema no afectado.
De lo aqu´ı expuesto se concluye que existen argumentos idiosincra´sicos
que, sin embargo, siguen los patrones generales de asignacio´n de caso propios
de los argumentos estructurales. Son objetos que, en activa, reciben caso
acusativo. Habr´ıa que entender que estos mismos objetos, en pasiva, debieran
recibir caso nominativo. No obstante, como se ha visto, el patro´n v-passive-c,
dado que necesita un input transitivo con paciente afectado, solo es aplicable
sobre realizaciones, cuyo objeto es estructural. Pero s´ı es aplicable para los
verbos con objeto idiosincra´sico la construccio´n de pasiva refleja: v-rpass-c.
Este patro´n, efectivamente, contempla la existencia de un argumento interno,
que es estructural en las realizaciones, pero no estructural para estados y
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actividades transitivos. Como se observa en los ejemplos de (18), tanto el
verbo tener como contratar admiten esta construccio´n.
(18) a. Se tienen salas de reuniones
b. Se han contratado gu´ıas para la excursio´n
Por ello, la estructura de rasgos de v-rpass-c —figura 3.27— explicita, como
ocurre para v-transitive-c, la naturaleza interna del argumento en cuestio´n, e
identifica el ı´ndice de este con el IARG del verbo.
3.5.2. Argumentos con caso oblicuo
Se observa que hay verbos que subcategorizan un objeto idiosincra´sico
—como tener en 3.5.1—, pero que no hacen uso del patro´n general de asig-
nacio´n de caso v-transitive-c. En cambio, asignan caso oblicuo al objeto en
cuestio´n22. Para ejemplificar tal situacio´n valga una actividad: el verbo jugar .
Las oraciones de (19-a) y (19-b) demuestran que los bolos , el objeto de jugar ,
recibe caso oblicuo mediante la preposicio´n a, y no acusativo —los juicios de
gramaticalidad son correspondientes al espan˜ol de Espan˜a—.
(19) a. ¿Puedo jugar a los bolos cerca del hotel?
b. *¿Puedo jugar los bolos cerca del hotel?
22De nuevo se sigue aqu´ı, para la descripcio´n de los feno´menos, la Nueva grama´tica de
la lengua espan˜ola II, pp. 2715-2726. Esta obra recoge bajo el mismo te´rmino de comple-
mento de re´gimen preposicional los distintos complementos preposicionales pedidos por
la sema´ntica de un predicado. No distingue entre los complementos cuya preposicio´n es
una mera marca de caso, y aquellos cuya preposicio´n es un predicado. Los primeros son
participantes del predicado que denota el verbo, marcados con la preposicio´n; los segun-
dos, predicados que predican sobre otro participante de ese verbo. En esta grama´tica,
se encuentran alusiones que invitan a contemplar estas diferencias, pero no se hace una
distincio´n formal. En cualquier caso, SSG contemplara´ a estos dos tipos de complementos
como realidades diferentes. Los primeros se presentan en este apartado, y los segundos en
3.5.3. Por lo dema´s, se obvia aqu´ı gran parte de la casu´ıstica que muestra esta grama´tica.
Existen verbos que piden de forma rigurosa una u´nica preposicio´n —disentir de—, pero
otros permiten mayor variacio´n: hablar de, sobre, acerca de. Tambie´n existen verbos que
subcategorizan dos argumentos oblicuos —comprometerse a con—.
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c. Ellos han adecuado el hotel a la normativa
Esta solucio´n es frecuente entre estados (disfrutar con, olvidarse de, ente-
rarse de...) y actividades (jugar a, comunicarse con, desentenderse de, hablar
de...). Estos verbos an˜aden un solo objeto idiosincra´sico a su sujeto estruc-
tural, con caso oblicuo. Pero tambie´n es posible que una realizacio´n an˜ada
un segundo objeto en oblicuo a sus dos argumentos estructurales. Es lo que
ocurre con adecuar en (19-c). Para este verbo existe un agente (Ellos) que
hace que un paciente (el hotel) quede adecuado conforme a un tema (la
normativa). Por tanto, en (19-c), al significado propio de toda realizacio´n,
adecuar le an˜ade un tercer argumento idiosincra´sico (aquello conforme a lo
que se adecu´a); igual que jugar o tener an˜aden un primer objeto a su sujeto
estructural.
SSG no contempla un patro´n de asignacio´n de caso alternativo a v-accusative-
c para cubrir estas situaciones. En cambio, se entiende que este tipo de ora-
ciones son usos intransitivos —(19-a)— o transitivos —(19-c)— que deben
ser modelados por los patrones v-unergative-c, v-unaccusative-c o v-transitive-
c. En este caso, jugar , como verbo inergativo que es, asignara´ nominativo a
su u´nico argumento estructural mediante el patro´n v-unergative-c. Y adecuar
asignara´ nominativo y acusativo a sus dos primeros argumentos mediante
v-transitive-c. Asumido esto, SSG s´ı contempla un patro´n que an˜ade un objeto
en oblicuo a la lista ARG-ST de cualquier verbo que lo permita. El rol tema´tico
de este objeto sera´ de tema no afectado (ARG3).
En principio, cualquier grama´tica computacional basada en HPSG nece-
sitar´ıa dos reglas distintas para an˜adir un argumento, por un lado a jugar ,
y por otro a adecuar . La primera pedir´ıa al input un u´nico argumento en
ARG-ST y an˜adir´ıa a este el argumento oblicuo; y la segunda pedir´ıa dos ar-
gumentos en ARG-ST y an˜adir´ıa el oblicuo como tercero. Otro tanto ocurrir´ıa
para el an˜adido de dativos, o de predicativos. Con ello se pierde la generali-
dad deseada: la intuicio´n dice que el an˜adido de un oblicuo, un dativo o un
predicativo es un u´nico proceso gramatical, aplicable a listas de argumentos
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de longitud variable. Adema´s, el contemplar muchas reglas le´xicas supone un
incremento del tiempo de procesamiento.
v-transitive-c
synsem|local
head
[
voice active
intr no
]
sem|hook|iarg 1

arg-st
〈
synsem,
local

inner
head|case acc
sem|hook|index 1

. 2
〉
stopper 2

Figura 3.31: Patro´n de asignacio´n de caso transitivo
Por tanto, SSG cuenta con un sistema que an˜ade un argumento a un tipo
con independencia de la longitud de la lista ARG-ST de este. Para ello se
ha utilizado una lista llamada STOPPER, adscrita al tipo sign. Los patrones
vistos hasta el momento (v-transitive-c, v-unergative-c, etc.) deben identificar
el resto de su lista ARG-ST con su lista STOPPER, como se muestra en la
figura 3.31 para v-transitive-c. Dada esta caracterizacio´n, es posible an˜adirles
a estos patrones un argumento, coloca´ndolo en su lista STOPPER. De ello
se encargan reglas como v-obliq-c: colocan el argumento nuevo en la lista
STOPPER del input ; confiando en que, en tal input , STOPPER y el resto de ARG-
ST hayan sido identificados. En concreto, v-obliq-c es una regla que utiliza este
sistema para an˜adir al input un argumento de caso oblicuo —figura 3.32—.
Lo interesante es que la misma regla v-obliq-c puede operar tanto sobre un
input transitivo como intransitivo. En ambos casos, la misma regla an˜ade
un argumento oblicuo, pero el que este sea segundo o tercer argumento en
ARG-ST depende de la naturaleza del input .
En la figura 3.33 se representa la jerarqu´ıa de tipos dentro de la cual
se entiende a v-obliq-c. De acuerdo con ella, v-nominative-c deja de ser el
supertipo absoluto de todos los patrones de asignacio´n de caso, y pasa a
serlo solo de aquellos que asignan caso nominativo: v-transitive-c, v-passive-c,
etc. Se crea un supertipo general v-case-c del que heredan, como hermanos,
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
v-obliq-c
synsem|local|sem|rels
〈[
arg3 1
]
, ...
〉
stopper 2
dtr

v-nominative-c
stopper
〈
expressed-synsem
local

argument
head|case obl
sem|hook|index 1

. 2
〉


Figura 3.32: Patro´n de an˜adido de argumento oblicuo
v-nominative-c y v-obliq-c. Adema´s, se ha establecido que v-obliq-c toma como
input cualquier subtipo de v-nominative-c.
v-case-c
v-nominative-c
[ DTR v-semantic-c ]
v-obliq-c
[ DTR v-nominative-c ]
Figura 3.33: v-case-c: jerarqu´ıa de tipos

v-case-c
stem 1
synsem 2
dtr
[
stem 1
synsem 2
]

Figura 3.34: v-case-c
Te´ngase en cuenta que cierta caracterizacio´n de v-nominative-c debe pasarse
al nuevo supertipo v-case-c, para que sea heredada tambie´n por v-obliq-c. Se
trata de la identidad que se asumio´ en 3.3 para v-nominative-c entre los ras-
gos STEM y SYNSEM del input y el output . En todas las reglas le´xicas en SSG
se asume que la estructura de rasgos del input y el output es directamente
unificable, con lo cual la regla nunca cambia la estructura del input : solo la
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especifica. Por tanto v-case-c cuenta con la estructura de rasgos de 3.34.
Si, adema´s, v-obliq-c identifica el resto de la lista STOPPER del input con
la lista STOPPER del output , v-obliq-c puede ser, a su vez, input de otra regla
de an˜adido argumental (quiza´ de un dativo). SSG debe asegurar que este pro-
ceso se itera del modo deseado. En cualquier caso, es imprescindible que, tras
la u´ltima aplicacio´n de una regla le´xica sobre una palabra, se cierre su lista
STOPPER. Si quedase abierta, las reglas gramaticales podr´ıan saturar infini-
tamente una lista potencialmente infinita.
Por tanto, cuando un signo le´xico entra como input de cualquier regla
de proyeccio´n gramatical, su lista STOPPER se evalu´a como null, como lista
vac´ıa. Con ello se asegura que la lista ARG-ST de la unidad le´xica —e, indirec-
tamente, tambie´n COMPS— queda cerrada. Concretamente, el tipo phrase de
SSG, supertipo general de toda regla gramatical, formalizacio´n del concepto
de sintagma, recibe la siguiente caracterizacio´n de la figura 3.35.
phrase
head-dtr|stopper null
non-head-dtr|stopper null

Figura 3.35: Cierre de STOPPER
Adema´s, en la figura 3.32 se ha codificado al argumento oblicuo en cuestio´n
como expressed-synsem. Este, en SSG es el tipo de synsem que aparece en los
signos lingu¨´ısticos con realizacio´n fone´tica expl´ıcita. Con esta especificacio´n
se evita la posibilidad indeseable de que un argumento se an˜ada al verbo
para que despue´s sea elidido.
En definitiva, en SSG, jugar y adecuar asignan caso a sus argumen-
tos estructurales mediante la aplicacio´n de los patrones v-unergative-c y v-
transitive-c, respectivamente. Esto preserva la generalidad en la grama´tica:
todos los verbos con patro´n de comportamiento inergativo obedecen a la regla
v-unergative-c, y todos los transitivos a la regla v-transitive-c. La cuestio´n
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tratada en este apartado es que algunos de estos verbos pueden an˜adir, a
esos patrones generales, un argumento con caso oblicuo: jugar y adecuar .
Este argumento lo an˜ade SSG mediante la aplicacio´n posterior de una sola
regla: v-obliq-c. De nuevo se preserva la generalidad en la grama´tica, pues es
una misma regla la que legitima la aparicio´n de ese argumento, sea para un
verbo transitivo o intransitivo.
Es necesario restringir que´ verbos admiten un objeto en acusativo y
que´ verbos admiten un objeto de caso oblicuo. La intuicio´n dice que un
verbo, normalmente, asigna acusativo a su complemento ma´s directo. Y los
casos de objeto oblicuo son situaciones excepcionales donde un verbo, de for-
ma idiosincra´sica, no marca directamente a su complemento. Debe hacerlo,
entonces, una preposicio´n. Esta es una caracter´ıstica idiosincra´sica de la sin-
taxis del verbo. Y como tal se caracteriza en SSG. Para ello, se utiliza el rasgo
INTR, adscrito a verb. Un verbo caracterizado como INTR yes es aquel incapaz
de asignar caso acusativo a su objeto. Estos verbos tendra´n vedado su pa-
so por los patrones transitivos y pasivos (v-transitive-c, v-passive-c y v-rpass-c).
Adema´s, te´ngase en cuenta que un verbo que marca con caso oblicuo a
su objeto lo hace siempre con la misma preposicio´n: se puede jugar a los
bolos, pero no se puede jugar de los bolos o en los bolos. Para establecer
esta restriccio´n, se ha utilizado un sistema inspirado en Matrix: el rasgo local
KEYS, de valor keys. Se le suponen a keys dos rasgos: KEY y OKEY. En KEY se
coloca el nombre del predicado principal del signo: el identificador del pre-
dicado establecido como valor de PRED —ve´ase 1.3.3.3—. Y OKEY sirve para
establecer restricciones idiosincra´sicas a la subcategorizacio´n del objeto. Su
valor sera´ una lista con, en principio, un identificador: el del objeto subcate-
gorizado. OKEY es un rasgo pensado para modelar colocaciones, frases hechas,
etc. En SSG se utiliza para establecer otro caso de subcategorizacio´n idiosin-
cra´sica: la reccio´n caprichosa, por parte de un verbo, de una determinada
preposicio´n. Por tanto, a la estructura de v-obliq-c vista anteriormente hay
que an˜adirle la caracterizacio´n de la figura 3.36. En ella, se muestra co´mo el
valor de KEY del argumento ha de coincidir con el valor que pide el verbo a
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dicho argumento: OKEY.
v-obliq-c
synsem|local|keys|okey
〈
1
〉
dtr
stopper 〈[local [head|case obl
keys|key 1
]]
, ...
〉

Figura 3.36: Reccio´n de preposicio´n en v-obliq-c
Como se ve, se ha supuesto que el valor de OKEY es una lista, dentro
de la cual se encuentra el identificador en cuestio´n. Esto permitir´ıa, si fuera
necesario, establecer distintas posibilidades de reccio´n. Pero sobre todo per-
mite evaluar OKEY como lista vac´ıa (null). Con ello, se dar´ıa a entender que
un verbo no rige preposicio´n. Es un modo natural de impedir el paso por v-
obliq-c a verbos como saber o tener , cuyo objeto no estructural lleva siempre
caso acusativo. Esta clase de verbos debe estar, por tanto, caracterizada en
el le´xico como OKEY null.
3.5.3. Complementos predicativos
En 3.5.2 se ha visto co´mo ciertos verbos (jugar a, adecuar a) subcate-
gorizan un sintagma preposicional como complemento. Se ha dicho que este
sintagma es un argumento con caso oblicuo. Se trataba, por tanto, de un com-
plemento preposicional cuya preposicio´n era una mera marca de caso, carente
de informacio´n sema´ntica: no era un predicado. Hay verbos que subcate-
gorizan, como aquellos, un complemento idiosincra´sico preposicional, pero
cuya preposicio´n es un predicado23. El an˜adido de estos complementos al
23Esta clase de complementos ha sido tradicionalmente adscrita al grupo de lo que la
Nueva grama´tica de la lengua espan˜ola llama complementos de re´gimen —3.5.2—, o al
grupo de los adjuntos; en funcio´n de que se hiciese primar, o no, su cara´cter de elemento
pedido por el significado del nu´cleo. En SSG, en tanto que elementos pedidos por el sig-
nificado del verbo, no se tratan como adjuntos. Y, en tanto que sema´nticamente diferentes
de los argumentos de 3.5.2, no se tratara´n como argumentos oblicuos. Son, en cambio,
complementos pedidos por el verbo, pero con cara´cter predicativo: predican sobre otro
argumento verbal.
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verbo crea una estructura de control, en la cual la preposicio´n predica so-
bre el argumento del verbo inmediatamente anterior a e´l en ARG-ST24. Son
frecuentes estos usos entre estados, actividades, logros y realizaciones que
denotan situacio´n espacial o movimiento: subir , bajar , correr , entrar , salir ,
etc.
(20) a. Ha subido el precio de la habitacio´n a cien euros
b. El botones ha subido el equipaje a la habitacio´n
Como se puede observar en (20), este tipo de complementos se puede an˜adir
tanto a un verbo transitivo como intransitivo. En (20-a), subir obedece a
un patro´n de comportamiento intransitivo: es un logro (achievement) con
un u´nico argumento estructural, interno, que recibe caso nominativo gra-
cias al patro´n de asignacio´n v-unaccusative-c: el precio de la habitacio´n. A
la lista ARG-ST correspondiente se ha an˜adido un sintagma preposicional con
la preposicio´n predicativa a, que toma el precio de la habitacio´n como argu-
mento externo, y dice de e´l que ha ascendido hasta los cien euros . La misma
relacio´n se establece entre el equipaje y la habitacio´n en (20-b). Pero en este
caso subir funciona como verbo transitivo, de modo que el equipaje, el argu-
mento interno, recibe caso acusativo. Este segundo uso de subir es resultado,
en SSG, de la aplicacio´n de v-transitive-c sobre el tipo caracterizador de las
realizaciones: accomplishment.
Por tanto, SSG cuenta con una regla —v-predicative-c— que permite el
an˜adido de un complemento predicativo preposicional a los verbos. Esta regla
an˜ade el predicativo del mismo modo que v-obliq-c an˜ad´ıa el argumento obli-
cuo. Asume como input cualquiera de los patrones ba´sicos de asignacio´n de
caso: v-transitive-c, v-passive-c, etc. Y utiliza la lista STOPPER para an˜adir el
complemento en cuestio´n.
24La preposicio´n de marca de caso oblicuo la suele establecer el verbo para su com-
plemento, de forma que esta suele ser, para cada verbo, una en concreto. En cambio,
para estos complementos predicativos la preposicio´n var´ıa, siempre dentro de un orden: la
preposicio´n debe denotan un movimiento o estado espacial compatible con el expresado
por el verbo.
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
v-predicative-c
synsem|local|sem|hook|carg 1
stopper 2
dtr

v-nominative-c
stopper
〈
expressed-synsem
local
[
predicative
sem|hook|xarg 1
]. 2
〉


Figura 3.37: Patro´n de an˜adido de complemento predicativo
Para restringir adecuadamente el input de esta regla se utiliza el rasgo
CARG. El que un verbo admita o no un complemento de este tipo se debe es-
pecificar en su declaracio´n le´xica original. Si no lo permite, su valor de CARG
debe ser no-individual. Pero la existencia de CARG esta´ justificada, adema´s,
por ser el lugar donde se publica el ı´ndice del argumento sobre el que debe
predicar el complemento que introduce v-predicative-c. Un verbo que admita
predicativo debe identificar CARG con su argumento interno o externo (IARG
o EARG), segu´n deba ser uno u otro el objetivo de la predicacio´n.
Obse´rvese co´mo, en la figura 3.37, el complemento predicativo an˜adido
predica sobre el argumento cuyo ı´ndice se haya colocado en CARG: identidad
entre el XARG del complemento y el CARG del verbo. Con ello —asumiendo
que en subir se identificaron CARG e IARG— se logran las relaciones predicati-
vas propias de todas las oraciones de (20), sin necesidad de explicitar en esta
regla la posicio´n en ARG-ST del objetivo de la predicacio´n. Si v-predicative-c
se hubiese aplicado sobre una actividad, en la que CARG se hubiese identi-
ficado con el ı´ndice del argumento externo (EARG), este mismo predicativo
predicar´ıa sobre tal argumento externo. Obse´rvese, por u´ltimo, que, en este
caso, el elemento an˜adido es de tipo predicative, y no argument; lo cual restrin-
ge adecuadamente la naturaleza categorial del signo que ocupe esa posicio´n.
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Se han contemplado solo predicativos preposicionales. En realidad, en es-
pan˜ol, hay muchos otros casos de complementos predicativos que establecen
estructuras de control. Por ejemplo, los verbos de percepcio´n suelen con-
tar con un verbo en infinitivo como predicativo: Ya oigo a Teresa hablar
de ti . Tambie´n son frecuentes los adjetivos y participios —Tengo a los nin˜os
suc´ısimos y Tengo a los nin˜os cansados de calor— o los gerundios —Llegaron
cantando canciones—. No se pueden restringir, entonces, estas estructuras
a las preposiciones, ni a los verbos de situacio´n espacial o movimiento. En
principio, SSG esta´ equipada para dar cuenta de todos estos datos. El tipo
predicative unifica tanto con preposiciones como con verbos en forma no per-
sonal o adjetivos. Y el rasgo CARG permite establecer para cada verbo si
admite o no este tipo de construccio´n. Pero falta una clasificacio´n completa
de los verbos que admiten predicativos. De momento, en la pra´ctica, en SSG
solo se han utilizado predicativos preposicionales para verbos de situacio´n es-
pacial y movimiento. Se deja a un trabajo futuro la tarea que falta al respecto.
Por u´ltimo, la regla v-predicative-c se entiende en SSG dentro de la jerarqu´ıa
de tipos de la figura 3.38. Es, como v-obliq-c, subtipo de v-case-c, y hermano
de v-nominative-c, tipo al que toma como input .
v-case-c
v-nominative-c
[ DTR v-semantic-c ]
v-obliq-c
[ DTR v-nominative-c ]
v-predicative-c
[ DTR v-nominative-c ]
Figura 3.38: v-case-c: jerarqu´ıa de tipos
3.5.4. Argumentos con caso dativo
En este apartado se sigue la Nueva grama´tica de la lengua espan˜ola25. En
espan˜ol, ciertos verbos cuentan con complementos de caso dativo que for-
25II, pp. 2655-2660.
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man parte de su estructura argumental ba´sica. Es el caso, entre otros, de los
destinatarios de los verbos de transferencia (dar , devolver ...), comunicacio´n
(avisar , contestar), etc. Y es el caso tambie´n de los experimentantes de los
verbos psicolo´gicos (asustar , alegrar), los de acaecimiento (suceder , ocurrir),
los de dan˜o o provecho (beneficiar , dan˜ar , perjudicar), etc.26. Tambie´n es
posible encontrar otros muchos verbos (abrir , subir , romper , contratar etc.)
para los que el complemento dativo, si bien es posible, no forma parte de su
estructura argumental ba´sica. Estos complementos denotan, normalmente,
un beneficiario de la accio´n —Me buscaron un albergue—; un poseedor —A
la casa se le mojo´ el tejado—; o un elemento alejado de la accio´n verbal,
pero afectado en algu´n sentido por esta: un dativo e´tico —No se me ponga
nerviosa—27.
El dativo de subir no forma parte de su estructura argumental ba´sica.
En cambio, s´ı forma parte de esta estructura argumental ba´sica el dativo de
dar .
(21) a. El botones le ha subido el equipaje al gu´ıa
b. El gu´ıa le ha dado propina al botones
c. ?El botones ha subido el equipaje al gu´ıa
d. El gu´ıa ha dado propina al botones
Segu´n Gutie´rrez Ordo´n˜ez (1999), el que un dativo forme o no parte de la
estructura argumental ba´sica de un verbo tiene cierta relevancia sinta´ctica.
Si el dativo s´ı forma parte de dicha estructura, es posible hacerlo aparecer
en la oracio´n sin explicitar su cl´ıtico correspondiente: (21-b) y (21-d). Pero
es imposible omitir el cl´ıtico correspondiende a un dativo no argumental:
(21-a) pero (21-c). Todo ello hace pensar que estos dos tipos de dativo han
de obedecer en SSG a procesos gramaticales diferentes.
(22) a. El botones ha subido el equipaje
26No es esta una no´mina exhaustiva.
27Los ejemplos son de la Nueva grama´tica de la lengua espan˜ola.
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b. El gu´ıa ha dado propina
No obstante, obse´rvese que los dos tipos de dativo contemplados pueden omi-
tirse: (22). Dada esta posibilidad, en SSG, en la caracterizacio´n le´xica de los
verbos, no se explicita el dativo en ARG-ST. En cualquier caso, sera´ una regla
le´xica la que an˜ada el dativo a tal lista: v-dative-c. Adema´s, en favor de la
simplicidad computacional, se ha optado por utilizar la misma regla para el
an˜adido de los dativos argumentales y no argumentales28.
Adema´s, no todos los verbos admiten con el mismo grado de facilidad los
dativos no argumentales. De acuerdo con la Nueva grama´tica de la lengua
espan˜ola, el nivel de aceptacio´n depende de condiciones sema´nticas, aspec-
tuales o discursivas. Un verbo puede admitir mejor o peor la existencia de un
participante directa o indirectamente afectado. Estas distinciones son sutiles:
cuando el verbo admite con facilidad el dativo, este se interpreta normalmente
como beneficiario o poseedor. Cuando no lo admite con facilidad su uso re-
sulta marcado, pero suele ser posible como dativo e´tico. En SSG se ha optado
por permitir la aplicacio´n de v-dative-c a todo verbo. Se entiende como una
idiosincrasia le´xica el que tal dativo se interprete como de uno u otro tipo; y
que se admita con mayor o menor facilidad.
Como puede verse en la figura 3.39, la regla v-dative-c es similar a las reglas
de an˜adido de complemento vistas hasta el momento (v-obliq-c y v-predicative-
c): toma un patro´n de asignacio´n de caso de los contemplados hasta ahora
y le an˜ade el dativo mediante la lista STOPPER. El papel tema´tico de este
argumento sera´ el que cada verbo suponga al rasgo ARG429, con el cual se
28No se da cuenta por tanto en SSG de los contrastes de (22). Para ello habr´ıa que utilizar
dos reglas diferentes en funcio´n de que el dativo an˜adido sea de uno u otro tipo. Pero, en
este punto, SSG ha primado la sencillez en la implementacio´n y el ahorro computacional.
Y se ha optado por contemplar una sola regla v-dative-c, que an˜ade de igual modo a todo
verbo un complemento dativo.
29Los dativos propios de ciertos verbos de experiencia como gustar , encantar , fastidiar ,
etc. son experimentantes. Han de ser identificados, por tanto, con el rasgo ARG1 del verbo.
Estos verbos son equivalentes, desde el punto de vista de estructura sema´ntica, a los estados
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identifica el ı´ndice del argumento.
v-dative-c
synsem|local|sem|rels
〈[
arg4 1
]
, ...
〉
stopper 2
dtr

v-case-c
stopper
〈local

argument
head|case dat
sem|hook|index 1

. 2
〉


Figura 3.39: Patro´n de an˜adido de argumento dativo
Se observa que este argumento en caso dativo se puede an˜adir a un verbo
al que ya se haya an˜adido un complemento predicativo o argumento en caso
oblicuo: (23-b) y (23-c).
(23) a. El botones le ha subido el equipaje al gu´ıa
b. El botones le ha subido el equipaje a la habitacio´n al gu´ıa
c. Ellos os han adecuado el hotel a la normativa.
Por tanto, v-dative-c debe poder aplicarse al resultado de una derivacio´n
que haya aplicado ya sobre el verbo, no solo un patro´n ba´sico de asignacio´n
de caso —v-transitive-c en (23-b) y (23-c)—, sino tambie´n v-predicative-c o
v-obliq-c. Obviamente, tambie´n debe ser aplicable sobre el resultado de una
derivacio´n que solo haya aplicado el patro´n ba´sico de asignacio´n de caso: v-
transitive-c en (21-a).
transitivos cuyo sujeto es un experimentante, identificado con ARG1 (querer , preferir , etc).
Ser´ıa interesante que la grama´tica contemplase estos verbos como dos tipos de sema´ntica
ide´ntica, pero adscribibles a patrones de asignacio´n de caso distintos. Para ello, ser´ıa
necesario que el dativo experimentante de verbos como gustar fuese an˜adido al verbo
mediante un patro´n distinto de v-dative-c, que an˜ade dativos beneficiarios (identificados
con ARG4). Pero, en SSG, en favor de la simplicidad, se recogen esos dativos tambie´n
mediante el patro´n general v-dative-c.
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v-general-case-c
v-case-c v-dative-c
[ DTR v-case-c ]
Figura 3.40: v-general-case-c: jerarqu´ıa de tipos
Para dar cuenta de esta situacio´n, v-dative-c se ha declarado como subtipo
de un supertipo general v-general-case-c, del cual hereda tambie´n v-case-c.
Adema´s, se establece en v-dative-c que el input debe ser de tipo v-case-c:
supertipo que engloba tanto a v-nominative-c como a v-pronominal-c y v-obliq-
c. En definitiva, la jerarqu´ıa de SSG debe modificarse conforme a lo que se
muestra en la figura 3.40. 
v-general-case-c
stem 1
synsem 2
dtr
[
stem 1
synsem 2
]

Figura 3.41: v-general-case
Como ya ocurrio´ en 3.5.2, una vez creado un nuevo supertipo de todas
las reglas le´xicas, es necesario colocar en e´l cierta caracterizacio´n que se
hab´ıa asignado anteriormente a uno de sus subtipos, en este caso, a v-case-c.
La estructura de rasgos de v-general-case-c es, entonces, la que se muestra
en la figura 3.41. Gracias a ello, tambie´n v-dative-c se concibe como una
regla que asume la estructura de su input y la especifica, pero nunca efectu´a
propiamente un cambio sobre ella.
3.6. Reglas le´xicas no destructivas
Como se ha visto hasta ahora, un verbo, en la pra´ctica, puede compor-
tarse de muy diferentes formas. En HPSG se suele dar cuenta de este hecho
suponiendo que el verbo en cuestio´n presenta, en el le´xico, una caracteri-
CAPI´TULO 3. SSG: ALTERNANCIAS DE DIA´TESIS 177
zacio´n que refleja su comportamiento cano´nico. El resto de posibilidades de
comportamiento se modelan mediante reglas le´xicas que modifican esa carac-
terizacio´n original. Un caso paradigma´tico es el tratamiento tradicional que
se hace de los usos activo y pasivo de los verbos transitivos. Es comu´nmente
aceptado que el uso cano´nico de un verbo es el activo, y el pasivo es un uso
derivado. Por tanto, un verbo transitivo se codifica normalmente en el le´xico
con su argumento externo como sujeto, en nominativo; y su argumento in-
terno como objeto, en acusativo. Adema´s, la grama´tica cuenta con una regla
de pasivizacio´n que elimina el argumento externo y cambia el caso al interno.
Lla´mese a este tipo de regla, regla destructiva. Son reglas que ma´s alla´ de
especificar la estructura sinta´ctica y sema´ntica de su input , la modifican.
Eliminan parte de su codificacio´n expl´ıcita y la cambian por una alternativa.

passivization
synsem

local

head 1
val

subj 〈〉
comps
〈
argument
case nom
index 2
 . 3
〉

agr 4
sem 5

non-local 6

dtr|synsem

local

head 1
val

subj
〈[
case nom
]〉
comps
〈[
case acc
index 2
]
. 3
〉

agr 4
sem 5

non-local 6


Figura 3.42: Regla destructiva de pasivizacio´n
En la pra´ctica estas reglas son complicadas de implementar. Requieren
una seleccio´n muy compleja de la informacio´n del input que pasa al output . Si
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los rasgos del input que cambia la regla esta´n muy anidados en su estructura,
habra´ que explicitar que el resto de rasgos hasta ese nivel pasan sin modifi-
cacio´n al output . To´mese como ejemplo la regla hipote´tica passivization que
se muestra en la figura 3.42. Se trata de una regla de pasivizacio´n que usa
el me´todo destructivo que se acaba de explicar. Esta regla debe vaciar en el
input la lista SUBJ y debe cambiar el valor del rasgo CASE de su objeto de
acc (acusativo) a nom (nominativo). Esos dos pequen˜os cambios requieren,
como se observa, un gran nu´mero de identidades entre los rasgos del input
y el output . Si no se explicitan estas identidades, todas las especificaciones
presentes en los rasgos afectados del input se perder´ıan en su paso al output .
Adema´s, el hecho de que las reglas le´xicas puedan cambiar su input de
forma absolutamente libre no resulta elegante. Las reglas le´xicas en HPSG no
tienen la complejidad computacional de las reglas transformacionales: desde
el punto de vista propiamente computacional, no son sino reglas de estruc-
tura sintagma´tica independientes del contexto. Sin embargo, esta libertad
ilimitada para modificar el input sobre el que operan recuerda al estilo de las
transformaciones de los comienzos de la grama´tica chomskyana. Una regla en
aquella grama´tica pod´ıa directamente an˜adir argumentos, eliminarlos, per-
mutar sus posiciones, etc. Mediante estas reglas se consiguio´ modelar muchos
feno´menos de distintas lenguas. Pero para ello se multiplicaron los tipos de
reglas: cada lengua, e incluso cada feno´meno en una misma lengua, contaba
con sus reglas propias. Esto atentaba contra las aspiraciones de universalidad
que ten´ıa la grama´tica chomskyana. Y atentaba tambie´n contra las aspira-
ciones de generalidad de cualquier teor´ıa cient´ıfica. Por ello, aquella grama´tica
evoluciono´ hacia lo que se llamo´ el Programa de Principios y Para´metros. En
lo que a las transformaciones se refiere, todas ellas se redujeron a una u´nica
operacio´n.
Es cierto que las reglas le´xicas no acarrean la complejidad computacional
de las transformaciones. Y es cierto tambie´n que HPSG no tiene las mismas as-
piraciones universalistas que la grama´tica chomskyana. Sin embargo, la total
libertad con que modifican al input las reglas le´xicas atenta, como lo hac´ıan
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las primeras transformaciones, contra las aspiraciones de generalidad de la
teor´ıa. Ser´ıa interesante restringir las posibilidades de estas reglas, reducirlas
todas a un mismo esquema de funcionamiento.
HPSG es una teor´ıa radicalmente lexicista. La sintaxis no consta, en esta
teor´ıa, sino de unas reglas muy simples, muy generales. Es en el le´xico donde
se recoge toda la complejidad de la grama´tica. Este se concibe como un sis-
tema generativo (formado por las reglas le´xicas) de las distintas unidades
ato´micas con las que opera la sintaxis. Lo que tradicionalmente se entiende
como unidad le´xica es un axioma de este sistema generativo, que da lugar
a todas las posibilidades de realizacio´n de tal unidad le´xica. En definitiva,
las reglas le´xicas forman un sistema que, a partir de las unidades le´xicas,
crean todas sus posibilidades de realizacio´n. Por ejemplo, a partir del verbo
transitivo contratar , las reglas le´xicas generan su versio´n en activa, en pa-
siva, con o sin argumento dativo, etc. Como se ha dicho, tradicionalmente,
las grama´ticas de tipo HPSG utilizan reglas destructivas: en la unidad le´xica
se codifica la realizacio´n cano´nica de la palabra, y las reglas modifican esa
caracterizacio´n para dar cuenta de las alternativas no cano´nicas.
Imag´ınese, sin embargo, que se prescinde de la idea de realizacio´n cano´nica.
Imag´ınese que, para un verbo transitivo, activo y pasivo son patrones de rea-
lizacio´n alternativos en pie de igualdad. En tal caso, no habr´ıa razo´n para
codificar en la unidad le´xica uno de estos patrones, y modificarlo con una
regla para obtener el otro. En cambio, a la unidad le´xica se le asignar´ıa una
caracterizacio´n compatible con ambos patrones, pendiente de ser especifica-
da por una de las reglas le´xicas que modela a estos. Esta es la idea directriz
del sistema de reglas le´xicas de SSG. En esta se usan exclusivamente reglas
no destructivas. Estas reglas asumen la estructura del input y le an˜aden una
caracterizacio´n compatible, unificable, con aquella.
Esto, por un lado, simplifica mucho la implementacio´n de las reglas. El
flujo de informacio´n del input al output de todas las reglas aplicables a una
palabra sigue una lo´gica muy simple: toda la informacio´n del input aparece
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en el output : no se cambia nada. Esto hace de la grama´tica un sistema sen-
cillo, fa´cil de mantener y ampliar. Y, desde un punto de vista teo´rico, las
reglas le´xicas no se asemejan ya a las citadas transformaciones. Son, en cam-
bio, meros tipos que modelan patrones de realizacio´n concretos. Son tipos
que modelan realidades de la grama´tica. Las unidades le´xicas necesitan una
caracterizacio´n en cuanto a ciertos criterios: necesitan asignar caso a sus argu-
mentos estructurales, concretar su lista de argumentos, concretar la categor´ıa
gramatical de estos, etc. Las reglas le´xicas les aportan esta caracterizacio´n.
Estas dejan de operar cambios sobre las palabras, para modelar ciertas rea-
lidades gramaticales de las que pueden participar tales palabras.
El contemplar las reglas le´xicas como patrones no destructivos neutraliza
las infinitas posibilidades de comportamiento de las reglas destructivas en
uno solo: el an˜adido de especificidad; o, dicho de otro modo, la adscripcio´n
de la unidad le´xica a un patro´n regular de comportamiento, con el que es
compatible. La existencia en la grama´tica de un patro´n de comportamiento
debe estar justificada con independencia de que se conciba o no como regla
le´xica. Asumido esto, efectivamente, la regla le´xica no destructiva, en tanto
que tal, siempre tiene la misma funcio´n: adscribir la unidad le´xica a uno u
otro patro´n.
3.7. Alternancias de dia´tesis con reglas no
destructivas
Se ha visto hasta el momento que los argumentos de un verbo pueden
contar con un amplio abanico de posibilidades de realizacio´n: un mismo verbo
puede contar con ma´s o menos argumentos, o con argumentos de uno u otro
tipo; en voz activa, pasiva, etc. Por ejemplo, un verbo como jugar admite, al
menos, solo un sujeto —(24-a)— o un sujeto y un objeto —(24-b)—.
(24) a. ¿Puedo jugar cerca del hotel?
b. ¿Puedo jugar a los bolos cerca del hotel?
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La grama´tica ha de ser capaz de dar cuenta de los dos usos y adscribir-
los a la misma unidad le´xica. Se ha de evitar, en favor de la generalidad y
la sencillez del lexico´n, duplicar las entradas le´xicas para dar cuenta de sus
distintas posibilidades de realizacio´n. Por tanto, las distintas posibilidades
de realizacio´n del verbo jugar en (24) han de generarse en la grama´tica
mediante reglas le´xicas aplicadas a una misma entrada. Si se usa, para ello,
un sistema de reglas no destructivo, hay que hacer frente a ciertos problemas.
De acuerdo con lo explicado en 3.6, con un sistema de reglas no destruc-
tivo, una unidad le´xica ha de estar lo suficientemente subespecificada como
para ser directamente unificable con todos los patrones de comportamiento
que le son propios. Esto se debe a que las reglas no destructivas asumen la
caracterizacio´n del input , y solo le an˜aden especificidad; nunca efectu´an sobre
e´l cambios: no eliminan argumentos, ni los cambian de orden, etc. Por tanto,
es necesario que, en el lexico´n, jugar no explicite su objeto. Si lo explicitara
para dar cuenta de (24-b), ninguna regla podr´ıa despue´s eliminarlo para dar
cuenta de (24-a)30.
Pero, al tiempo, toda unidad le´xica ha de estar lo suficientemente es-
pecificada como para evitar que se le apliquen reglas que modelen patrones
que no le son propios. Estos dos requerimientos suelen ser dif´ıciles de com-
paginar. Por ejemplo, se ha dicho que no es posible explicitar el objeto de
(24-b) en la caracterizacio´n le´xica del verbo jugar , para que este sea com-
patible con el uso de (24-a). Pero si no se explicita dicho objeto, ¿co´mo se
especifica cua´l ha de ser su naturaleza, para aquellos casos en que el verbo
s´ı cuente con e´l? ¿Co´mo se logra, por ejemplo, que, en caso de aparecer el ob-
jeto de jugar , este reciba caso oblicuo y no acusativo, como parece necesario?
30En 3.3 se mostraron reglas (pasivas) que eliminaban argumentos de ARG-ST. Es un
concepto de eliminacio´n distinto. Esas reglas eliminan (dentro del mismo input) un ele-
mento en su paso de ARG-ST a SUBJ o COMPS; no en su paso del input al output . Lo
que no puede hacer una regla no destructiva es tomar un elemento, por ejemplo de la lista
COMPS del input , y eliminarlo en la lista COMPS del output .
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En los siguientes apartados se muestra co´mo el sistema de reglas no des-
tructivas de SSG ha conseguido compaginar satisfactoriamente estos dos re-
querimientos. Con las nueve reglas le´xicas mostradas hasta el momento, se
da cuenta del grueso de las alternancias de dia´tesis de los verbos del espan˜ol.
Para ello, de nuevo, se utiliza como gu´ıa la clasificacio´n cla´sica de Levin y
Rappaport (1998).
3.7.1. Realizaciones y logros
Las realizaciones se han recogido en SSG en el tipo accomplishment. Co-
mo se vio en 3.2, cuentan con dos argumentos estructurales en ARG-ST: uno
externo y otro interno. Ambos tienen naturaleza nominal. La presencia de
estos argumentos en el verbo se recoge evaluando tanto EARG como IARG
como index. Esta caracterizacio´n hace a cualquier instancia le´xica de accom-
plishment incompatible con los patrones de asignacio´n de caso intransitivos:
v-unergative-c, v-unaccusative-c y v-pronominal-c. Ve´ase (25-d). En cambio,
no hay nada que haga incompatible a cualquier verbo de este tipo con v-
transitive-c —(25-a)—, v-passive-c —(25-b)— o v-rpass-c —(25-c)—.
(25) a. El hotel ha contratado al gu´ıa para la excursio´n
b. Ha sido contratado un gu´ıa para la excursio´n
c. Se han contratado gu´ıas para la excursio´n
d. *El hotel ha contratado
Adema´s, las realizaciones que hayan sido caracterizadas como CARG index
son compatibles con la regla de an˜adido de un complemento predicativo: v-
predicative-c. Es el caso de subir en (26-a). La estructura de rasgos de subir
debe incluir tambie´n identidad entre CARG e IARG, de modo que el predicativo
en cuestio´n predique sobre el argumento interno del verbo.
(26) a. El botones ha subido el equipaje a la habitacio´n
b. Ellos han adecuado el hotel a la normativa
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Del mismo modo, las realizaciones que contemplen la existencia de un segun-
do objeto con rol tema´tico de tema no afectado (adema´s del objeto paciente
estructural) deben ser caracterizadas como ARG3 index. Estos verbos podra´n
participar de v-obliq-c y contar, as´ı, con un tercer argumento de caso oblicuo
—(26-b)—.
Por u´ltimo, para cualquier realizacio´n, sea cual sea su patro´n de compor-
tamiento, es posible el an˜adido de un dativo —(27) y (28)—, mediante la
aplicacio´n de la regla v-dative-c.
(27) a. El hotel nos ha contratado al gu´ıa para la excursio´n
b. Nos ha sido contratado un gu´ıa para la excursio´n
c. Se nos han contratado gu´ıas para la excursio´n
(28) a. El botones os ha subido el equipaje a la habitacio´n
b. Ellos os han adecuado el hotel a la normativa
Los logros, por su parte, se han recogido en SSG en el tipo achievement.
Cuentan con un u´nico argumento estructural, interno, y necesariamente no-
minal: (29-a). Dada la caracterizacio´n consecuente (EARG no-individual e IARG
index), son compatibles u´nicamente con el patro´n de asignacio´n de caso v-
unaccusative-c, que supone un u´nico argumento estructural, interno. Son fre-
cuentes los logros con significado de movimiento. Estos verbos suelen contar,
adema´s, con un complemento predicativo que predica sobre el argumento
interno, e indica la direccio´n, el origen, etc. del movimiento que sufre este:
(29-b). Estos verbos deben estar caracterizados como CARG index, y deben
identificar CARG con IARG. Adema´s, tambie´n para todo logro se supone la
posibilidad de an˜adido de un argumento en dativo, ya sea junto al predicati-
vo o no: (29-c).
(29) a. Ha subido el precio de las habitaciones
b. Ha subido el precio de las habitaciones a cien euros
c. Nos ha subido el precio de las habitaciones a cien euros
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En resumen, basta la caracterizacio´n sema´ntica recogida, fundamentalmente,
en el rasgo HOOK de estos verbos, para regular su comportamiento sinta´ctico:
EARG e IARG determinan si el verbo tiene o no argumento externo e interno.
Los patrones de asignacio´n de caso transitivo e intransitivo piden, precisa-
mente, verbos con una determinada caracterizacio´n en cuanto a la presencia
de esos argumentos en HOOK. La posibilidad de an˜adido de argumento obli-
cuo se regula tambie´n mediante un rasgo sema´ntico: ARG3, que determina si
al verbo se le puede an˜adir un objeto con rol tema´tico de tema no afectado. Y
la presencia de predicativo la regula la existencia o no de un ı´ndice en CARG
(el lugar en el que el verbo publica el objetivo de una posible predicacio´n).
Por su parte, el dativo tiene una aplicacio´n universal.
Son todos rasgos que caracterizan al signo de forma lingu¨´ısticamente mo-
tivada. Es un caracterizacio´n sema´ntica, cuya existencia esta´, entonces, jus-
tificada, con independencia del uso sinta´ctico que se pueda hacer de ella.
Pero, de hecho, los procesos sinta´cticos pueden regularse satisfactoriamente
haciendo uso de esa caracterizacio´n. La estrategia que usa SSG consiste, en
definitiva, en regular la aplicacio´n de procesos sinta´cticos usando como re-
ferencia la caracterizacio´n sema´ntica del signo. Esto permite mantener sub-
especificada su dimensio´n sinta´ctica. Gracias a ello, es posible el uso de un
sistema de reglas le´xicas no destructivas: las unidades le´xicas son, al tiempo,
compatibles con todos los patrones sinta´cticos de los que participan; pero
suficientemente espec´ıficas como para evitar patrones que no les son propios.
3.7.2. Actividades y estados
Las actividades y los estados cuentan con un u´nico argumento estructural.
Las actividades se han recogido en el tipo activity, y los estados en el tipo
state. Ese u´nico argumento estructural, en las actividades, es externo (EARG
index, pero IARG no-individual). Esto las hace compatibles con v-unergative-c,
pero no con v-unaccusative-c. En cambio, el tipo state no especifica si su u´nico
argumento estructural es interno o externo, de modo que habra´ estados que
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participen de v-unergative-c (ver , saber , tener , etc.) y otros que lo hagan de
v-unaccusative-c (suceder , ocurrir , etc.). En cualquier caso, estados y activi-
dades —a diferencia de las realizaciones: (30-e)— admiten usos intransitivos:
(30).
(30) a. Yo conf´ıo en eso. ¿Tu´ conf´ıas?
b. Yo no hablo de eso. ¿Tu´ hablas?
c. Yo no se´ de eso. ¿Tu´ sabes?
d. Yo no tengo eso. ¿Tu´ tienes?
e. Yo no he roto eso. *¿Tu´ has roto?
Adema´s, las actividades y los estados con argumento externo, como ya se ha
visto en 3.5, admiten usos muy parecidos a los de las realizaciones: pueden
an˜adir al sujeto estructural un objeto. Pero este objeto esta´ legitimado por
el significado idiosincra´sico del verbo, y recibe un papel tema´tico de tema no
afectado. Adema´s, la naturaleza de este objeto es mucho ma´s variable de lo
que pudiera ser la del objeto de una realizacio´n: puede recibir caso oblicuo
o acusativo, y puede tener naturaleza nominal o verbal. Ve´anse los ejemplos
de (31).
(31) a. ¿Conf´ıas en que baje el precio?
b. ¿Hablas en ingle´s?
c. ¿Sabes que han subido el precio de las habitaciones?
d. ¿Tienes las entradas?
La caracterizacio´n del objeto de una realizacio´n como elemento necesaria-
mente nominal es sencilla de establecer, pues este argumento s´ı se explicita
en accomplishment. En cambio, los objetos no estructurales de (31) no se ex-
plicitan en las entradas le´xicas. Los objetos oblicuos de (31-a) y (31-b) solo
han sido explicitados en la regla v-obliq-c que los an˜ade. Y los acusativos de
(31-c) y (31-d) se explicitan por primera vez en la regla v-transitive-c. La es-
tructura de rasgos que modela a estos objetos en tales reglas no especifica su
naturaleza nominal o verbal. Adema´s, dado que las actividades y los estados
no explicitan en su caracterizacio´n el objeto, no es posible establecer direc-
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tamente si este ha de ser acusativo —aportado por v-transitive-c— u oblicuo
—aportado por v-obliq-c—.
Sin embargo, es obvio que estos verbos, en caso de presentar objeto, es-
tablecen ciertas restricciones sobre su naturaleza categorial y su caso: el verbo
confiar no admite que su objeto tenga caso acusativo, ni saber o tener ad-
miten un objeto con caso oblicuo; de igual modo, no parece natural que el
objeto de verbos como tener tenga naturaleza verbal. Ve´anse estas posibili-
dades en (32).
(32) a. ¿Tienes las entradas?
b. *¿Tienes de las entradas?
c. *Tengo que venga
d. ¿Puedo confiar en ti?
e. *¿Puedo confiar a ti?
f. Conf´ıo en que venga
¿Tiene SSG capacidad expresiva suficiente para establecer adecuadamente es-
tas restricciones? Por un lado, puede establecerse para cada verbo si el ı´ndice
sema´ntico del argumento en cuestio´n es necesariamente nominal (index) o no
(individual). Esta especificacio´n puede colocarse en el valor del rasgo ARG3 del
verbo, con el cual se identifica el ı´ndice sema´ntico de los objetos no estruc-
turales (en tanto que temas no afectados). Por su parte, el que estos objetos
puedan recibir uno u otro caso se regula mediante los rasgos INTR y OKEY
—ve´ase 3.5.2—. Los verbos que, como confiar , no admiten objetos en acusati-
vo deben ser caracterizados como INTR yes (como incapaces de asignar caso
acusativo). Esto los hace incompatibles con el patro´n v-transitive-c. Adema´s,
los verbos que, como tener o saber , no admiten objeto en caso oblicuo se
caracterizan como OKEY null (como carentes de preposicio´n de reccio´n para
el objeto). Esta caracterizacio´n los hace incompatibles con el patro´n v-obliq-c.
Como se ha dicho en 3.7.1, en SSG se ha regulado el comportamiento
sinta´ctico de los verbos haciendo uso de caracterizaciones sema´nticas in-
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dependientes. En cambio, INTR y OKEY son rasgos de tipo sinta´ctico. Esta
asimetr´ıa esta´ justificada, pues la asignacio´n de uno u otro caso al objeto es
una realidad rigurosamente sinta´ctica. No hubiese sido adecuado restringir
tambie´n este aspecto desde la sema´ntica. Cualquier rasgo que se hubiese
propuesto en SEM para dar cuenta de ello hubiese sido una estipulacio´n in-
justificada. En cambio, INTR y OKEY, rasgos sinta´cticos, s´ı tienen razo´n de ser.
El que un verbo este´ o no capacitado para asignar acusativo es una distincio´n
fundamental de la sintaxis de estos, que aqu´ı se recoge mediante INTR. Y el
que un verbo con objeto oblicuo rija una u otra preposicio´n es una realidad
idiosincra´sica del verbo que hay que codificar. La falta de esa preposicio´n es
el modo natural de establecer que el patro´n de asignacio´n de oblicuo no es
propio del verbo en cuestio´n.
Adema´s, en principio, los verbos que participan del patro´n v-transitive-c
admiten tambie´n el paso por las construcciones pasivas: v-passive-c y v-rpass-
c. En cambio, a los verbos ajenos al patro´n transitivo, no les son propias
las construcciones pasivas. Por tanto, v-passive-c y v-rpass-c, al igual que
v-transitive-c, han sido caracterizadas como INTR no; de modo que son in-
compatibles con los verbos que no asignan acusativo (INTR yes). Con tal
caracterizacio´n, SSG da cuenta adecuadamente de los contrastes de (33).
(33) a. ¿Se habla ingle´s?
b. ¿Se sabe el precio de las habitaciones?
c. *¿Se conf´ıa e´l?
Pero te´ngase en cuenta que, como se vio en 3.3, v-passive-c solo admite ver-
bos con paciente afectado. Por ello, v-passive-c se ha caracterizado como ARG2
index. Las actividades y los estados no tienen paciente afectado —son ARG2
no-individual—. Por tanto, estos verbos no pueden participar de v-passive-c.
Por u´ltimo, la regla v-dative-c es aplicable —como lo fuera para las realiza-
ciones y los logros— tambie´n a toda actividad o estado. Ve´anse los ejemplos
de (34) y (35).
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(34) a. ¿El personal del hotel os habla ingle´s?
b. ¿Os puedo hablar en ingle´s?
c. ¿Nos tienes las entradas?
(35) a. ¿Puedes confiarme en e´l?
b. El hotel se me desentiende de la situacio´n
c. Los turistas se os pueden personar en la oficina de turismo
d. ¿Co´mo se me puede comunicar con el personal del hotel?
Obviamente, no todos los verbos admiten el dativo del mismo modo. Ya se
explico´ esta situacio´n en 3.5.4. Los usos de (34) resultan mucho ma´s naturales
que los de (35). No obstante, los dativos de (35) s´ı son posibles como dativos
e´ticos, si denotan un elemento, alejado de la accio´n verbal, pero afectado
en algu´n sentido por ella. SSG no trata de forma distinta estos dos tipos de
argumento. La grama´tica, sencillamente, permite el an˜adido del argumento
dativo. Se conf´ıa en que un estudio le´xico posterior pudiera discriminar, para
cada verbo, que´ naturaleza sema´ntica tiene tal elemento. En cualquier caso,
ser´ıa posible regular desde el le´xico que´ verbos admiten o no un argumento
dativo: basta establecer adecuadamente el valor de ARG4, rasgo identificador
del ı´ndice adscrito al rol tema´tico propio de estos argumentos (beneficiario,
poseedor, destinatario, etc.).
3.7.3. Alternancia acusativo oblicuo
Se ha visto en 3.7.2 co´mo existen estados y actividades con argumen-
to externo e interno. Ese argumento interno, no estructural, puede recibir
caso acusativo u oblicuo. Por ejemplo, tener le asigna caso acusativo a su
objeto, mientras que el objeto de confiar recibe caso oblicuo. Pero son muy
comunes, adema´s, los verbos cuyo objeto puede recibir tanto caso acusati-
vo como oblicuo. Este es el caso del verbo hablar , como se observa en los
ejemplos de (36).
(36) a. ¿El personal del hotel habla ingle´s?
b. ¿Puedo hablar en ingle´s con el personal del hotel?
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De esta misma alternancia participan tambie´n el verbo saber (‘saber algo’
frente a ‘saber de algo’), disfrutar (‘disfrutar algo’ frente a ‘disfrutar de al-
go’), acertar (‘acertar algo’ frente a ‘acertar con algo’), consultar (‘consultar
a alguien’ frente a ‘consultar con alguien’) y cuidar (‘cuidar a alguien’ frente
a ‘cuidar de alguien’), entre otros31.
¿Co´mo dar cuenta de estos datos con los recursos expresivos de SSG?
Haciendo uso de los rasgos INTR y OKEY. Un verbo que admite objeto en
oblicuo debe especificar la preposicio´n que marca el caso de tal objeto en la
lista OKEY. Esta mera especificacio´n lo habilita para participar del patro´n
v-obliq-c. Si adema´s esta´ caracterizado como capaz de asignar caso acusativo
(INTR no), es al tiempo compatible con el patro´n transitivo v-transitive-c. De
acuerdo con ello, el verbo hablar , por ejemplo, para dar cuenta de los usos
de (36), debe caracterizarse como OKEY < en > y como INTR no. En cambio,
un verbo solo capaz de asignar acusativo a su objeto (tener) debe ser OKEY
null e INTR no. Un verbo como confiar , por u´ltimo, para ser solo compatible
con el patro´n de asignacio´n de caso oblicuo, debe caracterizarse como OKEY
< en > e INTR yes.
3.7.4. Alternancia causativa
Hasta el momento, se ha entendido que todo verbo debe codificarse como
instancia de uno de los cuatro grandes grupos verbales de 3.2: realizaciones,
logros, actividades o estados.
Pero hay datos del espan˜ol que sugieren que estas grandes clases pudieran
entenderse tambie´n como distintos patrones de realizacio´n aplicables a un
mismo verbo. Por ejemplo, es frecuente que un cambio de estado admita
31Nueva grama´tica de la lengua espan˜ola, Real Academia Espan˜ola, Espasa (2009),
II, pp. 2724-2726. Esta grama´tica contempla otros dos tipos de alternancia parecidos al
aqu´ı mostrado. Una es la propia de los verbos cuya versio´n intransitiva tiene cara´cter
pronominal: se vera´ en 3.8. La otra es aquella de la que participan los verbos transitivos
pronominales. Estos verbos, como se ha dicho anteriormente, se obvian en SSG.
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tanto un uso causativo como un uso no causativo: funcione, en definitiva,
como realizacio´n o como logro. Es lo que ocurre con el verbo subir , como
ya se vio en 2.1. Este verbo denota en cualquier caso un cambio de estado:
un paciente sufre un cambio de posicio´n. Es posible que no exista una causa
externa de tal cambio, como ocurre en (37-a). Pero tambie´n es posible que
s´ı exista tal causa externa: (37-b). Es la misma alternancia que se da entre
unidades le´xicas diferentes como morir y matar .
(37) a. Ha subido el precio de las habitaciones
b. El botones ha subido el equipaje
Otro tanto ocurre con verbos como bajar , abrir , cerrar , empezar , etc. Una
solucio´n adecuada para todos ellos ser´ıa entender accomplishment y achieve-
ment (y tambie´n state y activity32) como reglas: patrones alternativos apli-
cables a una misma entrada le´xica. Si se caracterizara a estos verbos como
BECOME yes, participar´ıan de accomplishment y de achivement, pero no de
state o activity.
SSG es perfectamente compatible con esta solucio´n. Pero no se ha uti-
lizado, pues complicar´ıa el sistema de reglas le´xicas, y aumentar´ıa el tiempo
de procesamiento. En cambio, estos verbos se han caracterizado como ins-
tancias del tipo become-verb-lex, representado en la figura 3.43. Este tipo
solo especifica al verbo como cambio de estado (BECOME yes), lo cual implica
la presencia de un argumento interno (IARG) cuyo rol tema´tico es de pa-
ciente afectado (ARG2). Esto lo habilita para la participacio´n de los patrones
transitivo, inacusativo y pasivo. Pero impide su aparicio´n en los patrones
intransitivos inergativo o pronominal.
32Por ejemplo, hay ciertos verbos de movimiento que pueden funcionar como agentivos
o no, de acuerdo con la naturaleza sema´ntica de su sujeto —ve´ase (i)—. El verbo girar ,
en (i-a), parece funcionar como una actividad, pero en (i-b) parece un logro.
(i) a. Juan, conscientemente, giro´ a la derecha
b. La barca, a la deriva, giro´ a la derecha
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
become-verb-lex
synsem|local|sem
hook
[
index|sort|become yes
iarg index 1
]
rels|first|arg2 1


Figura 3.43: become-verb-lex
En el siguiente apartado 3.8 se completa esta discusio´n mostrando una
versio´n de la alternancia causativa en la que el uso intransitivo es pronominal.
3.8. Alternancias con verbos pronominales
El que un verbo tenga o no cara´cter pronominal es una idiosincrasia le´xica.
Por tanto, se debe marcar, de forma idiosincra´sica, mediante el rasgo PARG:
un verbo que no admita uso pronominal debe ser PARG no-individual, y un
verbo que s´ı lo admita debe ser PARG index. Esta caracterizacio´n es suficiente
para evitar que los verbos no pronominales participen del patro´n intransitivo
v-pronominal-c, pues este pide verbos PARG index. Por su parte, los patrones
intransitivos no pronominales deben pedir verbos PARG no-individual, para
evitar que un verbo pronominal, en su versio´n intransitiva, pase por ellos.
Hay algunos verbos pronominales que solo admiten usos intransitivos.
Estos pueden contar con un objeto, que sera´ oblicuo —oraciones de (38)— o
predicativo locativo —oraciones de (39)—, pero nunca acusativo.
(38) a. El hotel se desentiende de la situacio´n
b. *El hotel desentiende la situacio´n
c. *El hotel se desentiende la situacio´n
d. *El hotel desentiende de la situacio´n
(39) a. Los turistas pueden personarse en la oficina de turismo a las
12:00
b. *Los turistas pueden personar en la oficina de turismo a las 12:00
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Estos verbos deben caracterizarse como INTR yes (lo cual evita que participen
de los patrones transitivo y pasivos) y como PARG index (lo cual obliga a que
el patro´n intransitivo del que participen sea el pronominal).
Pero tambie´n existen verbos pronominales que admiten tanto uso in-
transitivo con objeto en oblicuo como uso transitivo. Estos verbos solo son
pronominales en su versio´n intransitiva. Ya se vio en 3.7.3, para verbos no
pronominales como jugar , una alternancia similar. Son verbos como lamentar
(‘lamentar algo’ y ‘lamentarse de algo’), olvidar (‘olvidar algo’ y ‘olvidarse
de algo’), admirar (‘admirar algo’ y ‘admirarse de algo’), etc. Ve´anse los
ejemplos de (40) —tomados del apartado 3.4—.
(40) a. Admiraba la belleza del paisaje
b. Se admiraba de la belleza del paisaje
Estos verbos del tipo de admirar deben codificarse como INTR no y PARG
index; lo cual obliga a que sus usos intransitivos sean pronominales, pero ad-
mite al tiempo usos transitivos (obligatoriamente no pronominales; pues, en
SSG, la transitividad y el cara´cter pronominal son excluyentes). Por contra,
los verbos no pronominales que alternan entre objeto acusativo y oblicuo
(hablar en 3.7.3) deben ser INTR no (como se vio entonces), pero tambie´n
PARG no-individual; para evitar que su uso intransitivo sea pronominal.
En el apartado 3.7.4 se mostro´ co´mo ciertos verbos de cambio de esta-
do (como subir) participaban de la llamada alternancia causativa. En este
apartado se mostrara´ la misma alternancia para verbos que, en su versio´n in-
transitiva, tienen cara´cter pronominal: secar y secarse, acabar y acabarse,
acostar y acostarse, por ejemplo33. Como ya se vio en 3.4, secar y se-
carse tienen un mismo significado idiosincra´sico; pero su versio´n transitiva es
causativa (‘alguien seca algo’), mientras que la pronominal no lo es (‘algo se
seca’). La alternancia causativa se establecio´ en 3.7.4 para verbos de cambio
33Nueva grama´tica de la lengua espan˜ola, Real Academia Espan˜ola, Espasa (2009), II,
pp. 3107-3108.
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de estado no especificados en cuanto a su cara´cter transitivo o intransitivo:
become-verb-lex. Visto que hay verbos part´ıcipes de esta alternancia para los
cuales la versio´n intransitiva es pronominal (secarse), y otros para los cuales
no lo es (subir), las instancias de become-verb-lex deben ser especificadas en
cuanto a este particular (PARG index o no-individual, respectivamente). Esta
especificacio´n independiente a la naturaleza sema´ntica del verbo regulara´ el
que su versio´n intransitiva sea una instancia del patro´n no pronominal v-
unaccusative-c o del pronominal v-pronominal-c.
3.9. Conclusio´n
En este apartado se ha mostrado co´mo SSG cuenta con un sencillo sistema
de reglas le´xicas que da cuenta de las alternancias de dia´tesis de los verbos
del espan˜ol. La cobertura de este sistema no es exhaustiva, pero s´ı cubre el
grueso de los datos, con lo cual se ha demostrado que es un sistema viable.
Este sistema de reglas es novedoso e interesante por varios motivos.
En primer lugar, sus reglas son no destructivas: nunca alteran el input
que reciben, solo lo especifican. Con ello se consigue una implementacio´n
clara y sencilla, fa´cil de mantener y ampliar. Adema´s, conceptualmente, las
reglas le´xicas no destructivas son una realidad muy sencilla: son meras des-
cripciones de patrones directamente adscribibles a las unidades le´xicas; no
operaciones que las alteran, sino patrones que las especifican. Un sistema de
reglas le´xicas tradicional es mucho ma´s complejo desde un punto de vista
pra´ctico y conceptual: cada regla puede modificar el input pra´cticamente de
cualquier modo.
En segundo lugar, SSG cuenta con un tipo de regla que an˜ade un comple-
mento al input , sea cual sea el nu´mero de complementos original de tal input .
Este sistema reduce sensiblemente el nu´mero de reglas de la grama´tica. Nor-
malmente, una grama´tica usa distintas reglas para an˜adir el mismo tipo de
complemento: una lo an˜ade como segundo complemento, otra lo an˜ade como
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tercero, etc. SSG neutraliza esas reglas en una sola, con lo cual la grama´tica
gana en sencillez y elegancia conceptual.
Por u´ltimo, SSG hace un uso crucial del concepto de argumento. Se ha
definido mediante un u´nico tipo que´ puede ser un argumento (tambie´n se
han definido los conceptos de argumento interno, externo y complemento
predicativo). Gracias a ello, los patrones de comportamiento verbal contem-
plados en SSG no especifican la naturaleza categorial de sus argumentos, solo
su caso y quiza´ su sema´ntica. Se entiende que, en las posiciones argumentales,
solo podra´n aparecer elementos compatibles con la caracterizacio´n general de
lo que es un argumento, y con las restricciones que imponga el caso a dicha
posicio´n.
Los patrones de comportamiento intransitivo, transitivo, pasivo, de pasiva
refleja y pronominal se han entendido en SSG como el cruce de dos criterios:
cada patro´n es, por un lado, un modo de asignacio´n de caso a los argumentos
estructurales del verbo; y, adema´s, un modo de proyeccio´n de esos argumen-
tos desde la lista ARG-ST a las listas SUBJ y COMPS. Los patrones inergativo
e inacusativo se han formalizado como distintos modos de proyeccio´n de los
argumentos de ARG-ST a SUBJ y COMPS. Dada esta formalizacio´n, ha resul-
tado natural entender que los usos pasivos obedecen a un tercer patro´n de
relacio´n entre listas: este omite el argumento externo de ciertos verbos. El
patro´n pronominal, dada su procedencia histo´rica, se ha podido entender de
modo similar. No´tese la elegancia conceptual de entender estos patrones co-
mo diferentes posibilidades de una misma realidad. A estos patrones hay que
sumar aquellos que an˜aden a los argumentos estructurales un argumento no
estructural (un objeto oblicuo, un complemento predicativo o un dativo).
El reto fundamental al que se enfrenta un sistema de reglas le´xicas no des-
tructivas, como el de SSG, es regular a que´ unidades le´xicas se puede aplicar
cada patro´n. Para lograrlo, SSG ha dotado al verbo de una rica caracteri-
zacio´n sema´ntica, consistente en la publicacio´n de los ı´ndices de sus argu-
mentos en el rasgo HOOK. Esta caracterizacio´n permite discriminar que´ tipo
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de argumentos le son propios a cada verbo. Adema´s, se han creado dos ras-
gos sinta´cticos que regulan el caso que puede recibir el objeto de cada verbo.
Toda esta caracterizacio´n es independiente de la aparicio´n expl´ıcita de los
argumentos implicados, por lo cual, es compatible con patrones sinta´cticos
quiza´ incompatibles entre s´ı. Adema´s, se ha defendido que es una caracteri-
zacio´n lingu¨´ısticamente motivada.
Cabe terminar apuntando que esta buena gestio´n de las alternancias de
dia´tesis del espan˜ol es u´til desde un punto de vista computacional. Con ella se
ha conseguido un sistema de solo nueve reglas le´xicas que da cuenta del grueso
de los datos pertinentes. Esta sencillez reduce sensiblemente la explosio´n
combinatoria, y con ella, el coste computacional.
Cap´ıtulo 4
SSG: cl´ıticos
En el cap´ıtulo 3 se explico´ co´mo SSG da cuenta, con un sistema senci-
llo de nueve reglas le´xicas no destructivas, del grueso de las posibilidades
de realizacio´n de los verbos del espan˜ol. Las grama´ticas previas necesitaban
muchas ma´s reglas para dar cuenta de los mismos datos. La proliferacio´n
de reglas le´xicas es un serio problema para la viabilidad computacional de
una grama´tica. Por tanto, SSG es una buena solucio´n desde el punto de vista
del coste computacional. En este cap´ıtulo se completa esa discusio´n intro-
duciendo un feno´meno central en las lenguas roma´nicas: la clitizacio´n de los
argumentos. Este feno´meno, en definitiva, es un factor ma´s de variacio´n para
el comportamiento de un verbo. Por tanto, en principio, al ser modelado
en una grama´tica computacional, acarreara´ al ana´lisis un coste an˜adido. En
este cap´ıtulo se muestra co´mo el ana´lisis que de los cl´ıticos del espan˜ol hace
SSG supera a los ana´lisis previos al evitar absolutamente el uso de reglas. La
eliminacio´n de las reglas que, en otras grama´ticas, regulaban este feno´meno
supondra´ tambie´n un ahorro computacional.
En el apartado 4.1 se explican ciertos aspectos te´cnicos sobre la formaliza-
cio´n del signo lingu¨´ıstico en SSG. Estos son interesantes para la comprensio´n
del resto de apartados. En el apartado 4.2 se muestran los datos ba´sicos a los
que debe hacer frente SSG. En 4.3 se explican las soluciones habituales en los
trabajos teo´ricos y grama´ticas computacionales previas. En 4.4 se expone el
196
CAPI´TULO 4. SSG: CLI´TICOS 197
ana´lisis que hace SSG del sistema de cl´ıticos del espan˜ol; y en 4.5 se muestran
ciertos datos problema´ticos para este ana´lisis.
4.1. Revisio´n del signo lingu¨´ıstico (II)
El feno´meno de los cl´ıticos, como se vera´, es, en cierto modo, un feno´meno
no local. Este es el primer feno´meno no local que se formaliza en SSG. Por
tanto, sera´ este el momento adecuado para caracterizar al rasgo NON-LOCAL
del signo lingu¨´ıstico. De ello se ocupa el apartado 4.1.1. Adema´s, la aparicio´n
de cl´ıticos esta´ muy ligada a la elisio´n de argumentos, o a su desplazamiento
a la margen izquierda de la oracio´n. Por ello, en 4.1.2 se explica co´mo se
saturan en SSG los elementos de COMPS que se realizan de este modo.
4.1.1. El rasgo NON-LOCAL
En el apartado 1.1.4.3 se explico´ co´mo cualquier grama´tica de una lengua
natural debe enfrentarse al modelado de relaciones no locales. Efectivamente,
dos constituyentes de una secuencia pueden estar relacionados, aun sin ser
adyacentes: pueden mantener relaciones de dependencia estructural; o, sen-
cillamente, la naturaleza de uno puede condicionar la del otro.
Atie´ndase a los siguientes ejemplos de relaciones no locales. En todas
las oraciones de (1), el objeto de visitemos se interpreta en la proyeccio´n
1 , pero se explicita lejos de esta, en la proyeccio´n 4 . En (1-a) y en (1-c) el
movimiento esta´ legitimado por la naturaleza interrogativa del objeto; y en
(1-b) y en (1-d) por ser este un pronombre relativo. Pero, tanto en (1-c) como
en (1-d), las palabras que confieren a los objetos esa naturaleza interrogativa
o relativa se encuentran anidadas en proyecciones internas al objeto. Por
tanto, para que, en estos casos, la proyeccio´n 2 sea un objeto desplazado
leg´ıtimo; es necesario que la naturaleza interrogativa o relativa de que´ y que
trascienda su dominio local y se manifieste en la proyeccio´n 2 . Son estas,
entonces, manifestaciones no locales de la naturaleza de estas palabras.
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(1) a. ¿ [4 Que´i [3 quieres [2 que [1 visitemos i ]]]] ?
b. [ La ciudadi [4 quei [3 quieres [2 que [1 visitemos i ]]]]]
c. ¿ [ [2 A [1 que´i mujer ]] [ quieres [ que [ visitemos i ]]]] ?
d. [ La mujeri [[2 a [1 la quei ]] [ quieres [ que [ visitemos i ]]]]]
Ya se avanzo´ en 1.1.4.3 co´mo afronta una grama´tica de unificacio´n el
tratamiento de estos feno´menos. Recue´rdese que estas grama´ticas, a diferen-
cia de las transformacionales, solo entienden como objeto gramatical a cada
proyeccio´n en s´ı, no a la estructura compleja que incluye a la proyeccio´n y
a sus constituyentes. Por tanto, para una grama´tica de unificacio´n, las es-
tructuras de corchetes de (1) solo son representaciones del proceso derivativo,
nunca entes gramaticales sobre los que se pueda operar. Estas grama´ticas, en-
tonces, no pueden regular directamente las relaciones no locales de (1), pues
no contemplan la existencia de un objeto gramatical que incluya a los dos
elementos afectados. Por ejemplo, en (1-a) no pueden saturar directamente
el objeto de visitemos en 1 mediante la unio´n de Que´ a 4 . Una grama´tica
transformacional, en cambio, al contemplar toda esa estructura encorchetada
como un ente gramatical, s´ı puede.

Que´ 3
quieres 2
que 1
visitemos[acc]

−→

4
Que´ 3
quieres 2
que 1
visitemos[]

Figura 4.1: Regla transformacional
Ve´ase en la figura 4.1 co´mo una regla transformacional puede saturar la
necesidad argumental de visitemos[acc] en 1 , mediante la unio´n de Que´ a 3 :
visitemos[]. La clave esta´ en que esta regla toma como input la estructura
de constituyentes completa, y puede operar sobre ella. La regla equivalente
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en una grama´tica no transformacional, en cambio, solo operar´ıa sobre la
proyeccio´n 3 misma. Ve´ase en la figura 4.2. Esta regla no tiene informacio´n,
en principio, sobre las necesidades argumentales presentes en una proyeccio´n
sobre la que no opera: 1 .{
Que´ 3
}
−→
{
4
}
Figura 4.2: Regla no transformacional
Para solventar esta limitacio´n, en una grama´tica de unificacio´n, cada
proyeccio´n creada debera´ guardar en s´ı la informacio´n no local de sus cons-
tituyentes inmediatos. Este proceso se puede iterar tantas veces como sea
necesario, de forma que cada proyeccio´n cuente con informacio´n relativa a
lo que ocurrio´ en momentos previos de la derivacio´n. Se conf´ıa en que, en
algu´n momento de la derivacio´n, una proyeccio´n pueda utilizar esa informa-
cio´n heredada. Por ejemplo —como se muestra en la figura 4.3— para dar
cuenta de (1-a), la proyeccio´n 1 se crea saturando gratuitamente el objeto
de visitemos . Pero se guarda en 1 una sen˜al [acc] que indica que ese objeto
debe aparecer en algu´n momento posterior de la derivacio´n. Despue´s, cuando
la grama´tica crea 2 , esa informacio´n de 1 se pasa tambie´n a 2 . Otro tanto
ocurre en el paso de 2 a 3 . Por fin, esa informacio´n no local de 3 se puede
cotejar con Que´ al crearse la proyeccio´n 4 , con lo cual se legitima la satu-
racio´n gratuita anterior.
{
Que´ quieres que visitemos[acc]
}
−→
{
Que´ quieres que 1[acc]
}
{
Que´ quieres que 1[acc]
}
−→
{
Que´ quieres 2[acc]
}
{
Que´ quieres 2[acc]
}
−→
{
Que´ 3[acc]
}
{
Que´ 3[acc]
}
−→
{
4[]
}
Figura 4.3: Derivacio´n no transformacional
En definitiva, una grama´tica de unificacio´n, al contemplar las proyecciones
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como entes ato´micos1, debe guardar en cada proyeccio´n la informacio´n no lo-
cal de sus constituyentes, con la esperanza ciega de que alguna proyeccio´n
posterior pueda hacer el debido uso de ella. Una grama´tica transformacional,
en cambio, al contemplar las estructuras encorchetadas de (1) como entes
gramaticales, puede establecer directamente relaciones entre elementos de
distintas proyecciones.
Como se puede imaginar, la formalizacio´n de este proceso de paso de infor-
macio´n de una proyeccio´n a otra descansa, para una grama´tica de unificacio´n,
en el uso de rasgos con estructura compartida. En HPSG, la informacio´n no
local de un signo se codifica en su rasgo NON-LOCAL. Cada regla capaz de
crear una proyeccio´n debe heredar, como valor de su rasgo NON-LOCAL, la
informacio´n de NON-LOCAL de sus constituyentes. Pollard y Sag (1994) regu-
laron el paso de informacio´n no local de proyeccio´n en proyeccio´n mediante
lo que llamaron Nonlocal Feature Principle. Este principio, tal como se enun-
cia en esa obra, establece que el valor de NON-LOCAL en una proyeccio´n se
define como la suma del valor de NON-LOCAL de sus constituyentes inmediatos.
Pero ¿co´mo se formaliza la suma de los rasgos NON-LOCAL de los consti-
tuyentes en la proyeccio´n? ¿Que´ tipo de informacio´n no local cabe codificar
en NON-LOCAL, y co´mo debe ser formalizada? Es comu´nmente aceptado, tan-
to en los trabajos teo´ricos —Pollard y Sag (1994) y Sag y otros (2002)—
como en las grama´ticas computacionales —Matrix o SSG— que NON-LOCAL
este´ formado por una serie de listas2. Cada una de ellas recoge elementos
de aplicacio´n no local de uno u otro tipo. Por tanto, para sumar la informa-
1Para una grama´tica de unificacio´n, las proyecciones son entes ato´micos en el sentido
de que no incluyen la explicitacio´n de sus constituyentes. No lo son en tanto que consisten
en estructuras de rasgos.
2En realidad, en Pollard y Sag (1994), estos rasgos tienen por valor un conjunto, no
una lista. De este modo se da cuenta del hecho de que, cuando hay varios elementos
desplazados, la saturacio´n de estos no sigue un orden establecido —ve´ase (i)—.
(i) a. La ciudadi a los turistasj no se la hemos ensen˜ado ti tj
b. A los turistasj la ciudadi, no se la hemos ensen˜ado ti tj
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cio´n de NON-LOCAL de los constituyentes en la proyeccio´n, se debe definir cada
lista de esta como la suma de las correspondientes listas de sus constituyentes.
Pollard y Sag (1994) y Matrix asignan al valor de NON-LOCAL tres rasgos:
SLASH, QUE y REL. En SLASH se recogen los argumentos de un signo que no
se han realizado en su dominio local y esta´n pendientes de saturacio´n en un
dominio no local: como todos los objetos de visitemos en (1). En realidad, se
recoge la informacio´n local de esos argumentos: elementos de tipo local. En
QUE, en cambio, se recogen marcas que denotan la presencia de un elemento
interrogativo en algu´n punto de la derivacio´n: marcas u´tiles, por ejemplo,
para denotar la naturaleza interrogativa de una proyeccio´n como 2 en (1-c).
En concreto, Pollard y Sag (1994) colocan en QUE elementos sema´nticos de
tipo npro —subtipos de mrs propios de signos nominales no pronominales—.
Por u´ltimo, los elementos de REL son ı´ndices sema´nticos, u´tiles para establecer
la identidad entre los pronombres relativos y las posiciones argumentales a
las que obedezcan. Gracias a REL es posible establecer el cara´cter relativo de
la proyeccio´n 2 en (1-d). Asu´mase, entonces, que el valor de NON-LOCAL es
un tipo non-local, que obedece a la representacio´n de la figura 4.4.
non-local
slash
〈
local, ...
〉
que
〈
npro, ...
〉
rel
〈
index, ...
〉

Figura 4.4: Valor de NON-LOCAL
Por tanto, la informacio´n no local de un signo se formaliza a trave´s de
Pero en las grama´ticas computacionales no existe una sintaxis definitoria de la nocio´n de
conjunto. Por tanto, en Matrix estos rasgos son meras listas.
Adema´s, en esta obra, NON-LOCAL cuenta con una estructura ma´s compleja que la que
se presentara´ aqu´ı, pensada para dar cuenta de los niveles de saturacio´n de los argumentos
desplazados. Todo ello son cuestiones te´cnicas que no aportan nada a esta discusio´n. Se
obvian aqu´ı, por tanto.
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elementos, del tipo pertinente, listados en SLASH, QUE y REL. El Nonlocal
Feature Principle de Pollard y Sag (1994) establece, entonces, que las listas
SLASH, QUE y REL de una proyeccio´n se definen como la suma de las lis-
tas correspondientes de sus constituyentes. Con ello, se logra recordar a lo
largo de la derivacio´n la informacio´n no local pertinente. Como puede imag-
inarse, el Nonlocal Feature Principle, en una grama´tica computacional, se
formalizara´ en las reglas gramaticales, tal como se representa en la figura
4.5. 
phrase
synsem|non-local

slash
〈
1 ⊕ 2
〉
que
〈
3 ⊕ 4
〉
rel
〈
5 ⊕ 6
〉

head-dtr|synsem|non-local

slash 1
que 3
rel 5

non-head-dtr|synsem|non-local

slash 2
que 4
rel 6


Figura 4.5: Nonlocal Feature Principle en Pollard y Sag (1994)
Ahora bien, en Matrix, se logra el mismo efecto del Nonlocal Feature Prin-
ciple siguiendo una estrategia ligeramente distinta. En esta grama´tica, la
suma de SLASH, QUE y REL no se establece directamente entre los consti-
tuyentes y las proyecciones (en las reglas); sino que se establece en el le´xico.
Las unidades le´xicas que desencadenen procesos no locales colocara´n los ele-
mentos pertinentes en sus listas SLASH, QUE y REL. Para el resto, SLASH, QUE
y REL se definira´n como la suma de las listas correspondientes de sus argu-
mentos, listados en ARG-ST. Con ello, se consigue que cada nu´cleo de una
proyeccio´n tenga, ya desde el le´xico, su propia informacio´n no local, o la de
cualquier complemento que se una a e´l como argumento. Una vez sumada
en el nu´cleo la informacio´n no local de sus argumentos, esa informacio´n se
propaga del nu´cleo a sus proyecciones gracias a una especificacio´n gramati-
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cal: las reglas de proyeccio´n deben identificar el valor de NON-LOCAL de la
proyeccio´n con el valor de NON-LOCAL del nu´cleo. La combinacio´n de estas
dos caracterizaciones es el equivalente en Matrix al Nonlocal Feature Principle
de Pollard y Sag (1994).
SSG sigue a Matrix en este punto. En esta grama´tica las reglas capaces
de definir proyecciones son comps-rule y subj-rule. As´ı pues, el equivalente al
Nonlocal Feature Principle en SSG, para una unidad le´xica de dos argumentos
(transitive-lex-item), consiste en la combinacio´n de los tipos siguientes de las
figuras 4.63 y 4.7.
3En realidad, esta representacio´n de la suma de elementos, si bien sera´ utilizada en
adelante en la discusio´n, es una simplificacio´n. El operador ⊕ no existe como primitivo en
el lenguaje de implementacio´n de grama´ticas utilizado para el desarrollo de Matrix y SSG
—TDL—.
En realidad, las listas definidas como suma de otras listas (SLASH y QUE) se modelan
en Matrix y SSG con el tipo especial diff-list. Este tipo de listas cuentan con dos rasgos:
LIST y LAST. LIST es una lista normal list, y LAST se concibe como la u´ltima lista
anidada en LIST. De este modo, si se quiere sumar una lista λ a la lista LIST, basta con
colocar λ como valor del LAST correspondiente a LIST.
Para que este proceso de suma de λ sea efectivo, cada lista diff-list debe establecer
si tiene listados en s´ı elementos propios. Una lista diff-list que cuente con elementos
propios debe codificar esos elementos en LIST, e identificar el resto de esa lista con LAST.
Con ello se formaliza el que la lista consiste en sus elementos propios ma´s los que se le
aporten a trave´s de LAST (λ). Si, en cambio, la lista no cuenta con elementos propios,
debe identificar directamente LIST y LAST. Con ello se da a entender que esa lista
consistira´ solo en aquello que se le aporte a trave´s de LAST (λ). Lla´mese al primer patro´n
append-list y al segundo non-append-list.
Por u´ltimo, para sumar las listas diff-list de los argumentos de ARG-ST de un tipo a su
nu´cleo se deben establecer en tal tipo las siguientes relaciones. Cada argumento suma su
lista LIST a la lista LIST del argumento anterior, a trave´s de LAST. Por tanto, todas esas
listas quedan sumadas en la lista LIST del primer argumento de ARG-ST. Esa suma es la
que se pasa a la lista LIST del nu´cleo. Adema´s, el rasgo LAST del nu´cleo se identifica con el
rasgo LAST del u´ltimo elemento de ARG-ST. Con ello se asegura que, en el nu´cleo, LAST
represente la lista ma´s anidada de su correspondiente LIST. Esto es crucial si se quiere
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
transitive-lex-item
synsem|non-local

slash
〈
1 ⊕ 2
〉
que
〈
3 ⊕ 4
〉
rel
〈
5 ⊕ 6
〉

arg-st
〈non-local

slash 1
que 3
rel 5

,
non-local

slash 2
que 4
rel 6


〉

Figura 4.6: Nonlocal Feature Principle en SSG (I)

subj-rule
synsem|non-local 1
head-dtr|synsem|non-local 1


comps-rule
synsem|non-local 1
head-dtr|synsem|non-local 1

Figura 4.7: Nonlocal Feature Principle en SSG (II)
En resumen, dada la naturaleza no transformacional de las grama´ticas
de unificacio´n, cuando estas crean una proyeccio´n, deben codificar en ella
cierta informacio´n, entendida como no local, presente en sus constituyentes
inmediatos. Esta informacio´n es reveladora de lo sucedido en un determinado
estadio de la derivacio´n. Este proceso se itera n veces, en espera de que,
en otro estadio derivativo, tal informacio´n pueda ser utilizada por alguna
proyeccio´n n. Este es el mecanismo que utilizan las grama´ticas de unificacio´n
para dar cuenta de los feno´menos no locales.
4.1.2. La regla comps-rule con complementos elididos
Segu´n lo expuesto en 4.1.1, en Matrix y en SSG, el desencadenante de todo
proceso no local es el hecho de que una unidad le´xica cuente con un elemento
en una lista no local. En este apartado se reflexiona sobre la naturaleza de
algunas de las unidades le´xicas que desencadenan un proceso no local. Se
iterar este proceso, haciendo que, en algu´n momento de la derivacio´n, este nu´cleo funcione
como argumento de otro.
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repiten, para ello, los ejemplos de (1) en (2).
(2) a. ¿ [4 Que´i [3 quieres [2 que [1 visitemos i ]]]] ?
b. [ La ciudadi [4 quei [3 quieres [2 que [1 visitemos i ]]]]]
c. ¿ [ [2 A [1 que´i mujer ]] [ quieres [ que [ visitemos i ]]]] ?
d. [ La mujeri [2 a [1 la quei ]] [ quieres [ que [ visitemos i ]]]]]
En (2-c), la proyeccio´n 2 tiene cara´cter interrogativo. Y es este cara´cter
interrogativo el que la habilita como objeto desplazado. La cuestio´n es que
esa naturaleza se la debe 2 a la presencia de la part´ıcula que´ en la proyeccio´n
1 . Esta, por tanto, trasciende su dominio local y propaga su cara´cter inte-
rrogativo hasta la proyeccio´n 2 . Este hecho se formaliza, en Matrix y en SSG,
caracterizando a que´ en el le´xico tal como se muestra en la figura 4.8. Como se
observa, un determinante interrogativo como que´, instancia de interrogative-
specifier, coloca su informacio´n sema´ntica como elemento de su lista no local
QUE. 
interrogative-specifier
stem
〈
que´
〉
synsem
local|sem 1 npro
non-local|que
〈
1
〉 

Figura 4.8: interrogative-specifier
Entie´ndase que, en (2-c), que´ se une al nu´cleo mujer como especificador
de este. Los especificadores de un nu´cleo, en Matrix, tambie´n se colocan en su
lista ARG-ST. En tal caso, conforme a lo visto en 4.1.1, el elemento npro de la
lista QUE de que´ pasa a la lista QUE de mujer . Desde ah´ı, como se sabe, dada
la caracterizacio´n de comps-rule y subj-rule, se propaga a la proyecciones 1 y
2 .
Del mismo modo, en (2-d), la proyeccio´n 2 tiene cara´cter relativo gracias
a la presencia en esta del relativo que. Pero, de nuevo, que esta´ anidado
en la proyeccio´n 1 . Por tanto, que debe ser caracterizado en el le´xico de
CAPI´TULO 4. SSG: CLI´TICOS 206
modo tal que desencadene la propagacio´n no local del cara´cter relativo hasta
la proyeccio´n 2 . Para ello, que se codifica en el le´xico como instancia del
siguiente tipo de la figura 4.9.
relative-pronoun
stem
〈
que
〉
synsem
local|sem|hook|index 1 index
non-local|rel
〈
1
〉 

Figura 4.9: relative-pronoun
Por u´ltimo, cabe preguntarse que´ unidad le´xica desencadena el desplaza-
miento del objeto de visitemos , en todas las oraciones de (2). En cualquier
versio´n cla´sica de HPSG, como en el modelo chomskyano, suele entenderse,
de un modo u otro, que, en estos casos, visitemos se une a una huella ca-
rente de realizacio´n fone´tica: . Por tanto la proyeccio´n 1 de (2-a) y (2-b),
y las correspondientes en (2-c) y (2-d), son fruto de la unio´n de visitemos y
una huella. La caracterizacio´n le´xica de esta huella debe incluir en su lista
SLASH el elemento desencadenante del proceso no local; del mismo modo que
que´ incluye un elemento npro en su lista QUE, y que incluye un elemento index
en su lista REL . En Matrix estas huellas se modelan como signos lingu¨´ısticos
cuyo valor para el rasgo SYNSEM es de tipo gap. Por ejemplo, conte´mplese la
existencia de la siguiente unidad le´xica trace —figura 4.10—.
trace
stem 〈〉
synsem

gap
local 1 local
non-local|slash
〈
1
〉


Figura 4.10: trace
El tipo trace no tiene realizacio´n fone´tica. Adema´s, su estructura grama-
tical se caracteriza como de tipo gap: la informacio´n local se guarda como
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elemento de la lista SLASH. Por tanto, imag´ınese que un nu´cleo, como visite-
mos en (2), toma como argumento una unidad le´xica de tipo trace. En tal caso
se puede formar una proyeccio´n 1 , donde el objeto no tendra´ manifestacio´n
fone´tica. Pero ese objeto (en tanto que instancia de trace) aportara´ un elemen-
to a la lista SLASH de visitemos . Esa informacio´n se propagara´ proyeccio´n tras
proyeccio´n, hasta que un sintagma adecuado (filler) se una a la proyeccio´n
3 , saturando su lista SLASH. En ese proceso de saturacio´n, el filler identifica
su informacio´n local con la codificada en SLASH, con la de la huella. Con ello,
la informacio´n del filler se identifica con la del argumento de visitemos .
Por tanto, la huella en cuestio´n es capaz de ejercer de complemento de un
nu´cleo en un contexto local. En SSG, en estos casos, la huella ocupa la posicio´n
NON-HEAD-DTR de la regla comps-rule, igual que pudiera hacerlo un signo con
realizacio´n fone´tica. Para ello, SSG recoge las unidades le´xicas sin realizacio´n
fone´tica (huellas, pronombres omitidos, etc.) en un lexico´n propio. Despue´s,
el sistema de parsing SGP contempla la posibilidad de crear proyecciones a
partir del esquema comps-rule, dado un nu´cleo expl´ıcito en la secuencia de
entrada (HEAD-DTR) y un complemento sin realizacio´n fone´tica tomado de tal
lexico´n (NON-HEAD-DTR).
comps-rule
synsem|local|val|comps 2
head-dtr|synsem|local|comps
〈
phr-synsem 1 . 2
〉
non-head-dtr 1

Figura 4.11: comps-rule en Matrix
Esta es una solucio´n novedosa entre las grama´ticas computacionales. Ma-
trix no codifica los signos sin realizacio´n fone´tica como entradas del lexico´n.
Por ello, debe crear una regla de proyeccio´n por cada signo de este tipo que
contemple. En Matrix, comps-rule solo crea proyecciones a partir de dos sig-
nos identificados en la secuencia de entrada: el nu´cleo y el complemento. Los
complementos expl´ıcitos se caracterizan en esta grama´tica como de tipo sin-
tagma´tico: SYNSEM phr-synsem. Ve´ase en la figura 4.11.
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En cambio, para contemplar la posibilidad de que se cree una proyeccio´n
mediante la unio´n de un nu´cleo y una huella, Matrix usa una regla similar:
gap-comps-rule. Esta regla identifica un u´nico signo en la cadena de entrada:
el nu´cleo. A ese nu´cleo se le satura gratuitamente una necesidad argumental
en COMPS; y esa necesidad argumental se caracteriza como huella: SYNSEM
gap. Ve´ase en la figura 4.12.
gap-comps-rule
synsem|local|val|comps 1
head-dtr|synsem|local|comps
〈
gap . 1
〉

Figura 4.12: gap-comps-rule en Matrix
Otro tanto ocurre en Matrix para definir la unio´n de un nu´cleo con un
pronombre sin realizacio´n fone´tica. En este caso se utiliza una regla llamada
opt-comps-rule. Esta, como gap-comps-rule, identifica un u´nico constituyente
en la cadena de entrada: el nu´cleo, de nuevo. En ese nu´cleo tambie´n se satura
gratuitamente una necesidad argumental de COMPS; pero, en este caso, se
caracteriza a dicho argumento, no como huella (esta regla no desencadena
proceso no local), sino como elemento elidido: SYNSEM unexpressed. Ve´ase en
la figura 4.13. 
opt-comps-rule
synsem|local|val|comps 1
head-dtr|synsem|local|comps
〈
unexpressed . 1
〉

Figura 4.13: opt-comps-rule en Matrix
SSG evita esta multiplicacio´n de reglas, al entender que una huella o un
pronombre omitido son unidades le´xicas capaces de cubrir la posicio´n de
complemento de comps-rule. Con ello, la grama´tica gana en sencillez. No obs-
tante, en principio, esta estrategia no supone ahorro computacional. Con SSG,
para proyectar un nu´cleo con un complemento, el sistema de parsing debe
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aplicar comps-rule tantas veces como unidades le´xicas sin realizacio´n fone´tica
se contemplen; del mismo modo que, con Matrix, debe aplicar tantas reglas
diferentes como signos sin realizacio´n fone´tica se contemplen. Por tanto, en
principio, ambos sistemas son equivalentes en cuanto a coste computacional.
4.2. Casu´ıstica
En espan˜ol, los argumentos de dativo y acusativo de un verbo pueden
manifestarse en este en forma de cl´ıticos. El cl´ıtico aparece necesariamente
si el argumento en cuestio´n esta´ topicalizado —(3-a) y (3-b)—, cuando el
argumento esta´ omitido —(3-c) y (3-d)—, o cuando es un pronombre personal
—(3-e) y (3-f)—.
(3) a. La entrada, ¿puedo comprarla en la oficina de turismo?
b. Al encargado ¿le has dado la entrada?
c. ¿Puedo comprarla en la oficina de turismo?
d. Le ha dado la entrada
e. ¿La has contratado a ella?
f. Le ha dado la entrada a e´l
Cuando el argumento acusativo no se encuentra en ninguna de estas situa-
ciones, no puede llevar cl´ıtico, como se ve en (4-a). En cambio, el argumento
dativo, si no se encuentra en dichas situaciones, puede ir acompan˜ado de
cl´ıtico —(4-b)— o no4 —(4-c)—.
(4) a. *¿Lo has contratado al gu´ıa?
b. ¿Le has dado la entrada al encargado?
c. ¿Has dado la entrada al encargado?
Obse´rvese que, de acuerdo con lo anteriormente expuesto, cuando el argu-
mento se antepone al verbo, funciona de distinto modo segu´n sea o no to´pico.
Un argumento de dativo puede prescindir de cl´ıtico, o no, si es foco —(5-a)—,
4Conforme a lo que se mostro´ en 3.5.4, los verbos para los cuales el dativo no forma
parte de su red argumental ba´sica piden en cualquier caso la aparicio´n del cl´ıtico.
CAPI´TULO 4. SSG: CLI´TICOS 210
part´ıcula interrogativa —(5-b)— o relativo —(5-c)—; pero lo necesita si es
to´pico —(5-d)—.
(5) a. ¡A LOS NIN˜OS, (les) cuesta la entrada 13 euros, no a ti!
b. ¿A quie´nes (les) cuesta la entrada 13 euros?
c. Los nin˜os a quienes (les) cuesta la entrada 13 euros
d. A los nin˜os *(les) cuesta la entrada 13 euros
El acusativo, en cambio, no admite cl´ıtico si es foco —(6-a)—, part´ıcula
interrogativa —(6-b)— o relativo —(6-c)—; pero lo necesita si es to´pico —
(6-d)—.
(6) a. ¡AL GUI´A (*lo) he contratado, no al botones!
b. ¿A quie´n (*lo) has contratado?
c. El gu´ıa al que (*lo) contrataste
d. Al gu´ıa, *(lo) he contratado
Es importante, para la discusio´n que sigue, mostrar que estos mismos pro-
cesos de topicalizacio´n, elisio´n o pronominalizacio´n no suponen clitizacio´n
alguna para los argumentos de caso nominativo u oblicuo. Ve´ase en las ora-
ciones de (7).
(7) a. El gu´ıa dicen que viene con nosotros
b. Viene con nosotros
c. ¿Viene e´l con nosotros?
d. A los bolos juego cerca del hotel
e. Juego cerca del hotel
f. ¿Tu´ conf´ıas en e´l?
Adema´s de estos cl´ıticos relativos a los argumentos de acusativo y dativo,
el espan˜ol cuenta con los propios de las construcciones pronominal, pasiva
refleja e impersonal. Los verbos pronominales, ya vistos en 3.4, son aquellos
que solo pueden aparecer acompan˜ados de un cl´ıtico no referencial, como
desentenderse en (8-a). La pasiva refleja —ve´ase el apartado 3.3— es una
construccio´n que elimina el argumento externo de un verbo, asigna a su ar-
CAPI´TULO 4. SSG: CLI´TICOS 211
gumento interno caso nominativo y le an˜ade un cl´ıtico se. El uso de contratar
en (8-c) es un ejemplo de pasiva refleja, donde se ha eliminado el argumen-
to externo presente en las versiones transitivas de este verbo —(8-b)—. Por
u´ltimo, la construccio´n impersonal elimina tambie´n el argumento externo del
verbo y le an˜ade el cl´ıtico se; pero, a diferencia de la pasiva refleja, mantiene
el caso acusativo del argumento interno. Lo que interesa en este apartado es
que, como se ve en (8), estas tres construcciones implican la aparicio´n de un
cl´ıtico sin valor referencial.
(8) a. El hotel *(se) desentiende de la situacio´n
b. Ellos han contratado gu´ıas para la excursio´n
c. Se han contratado gu´ıas para la excursio´n
d. Ellos han visto al tiburo´n
e. Se ha visto al tiburo´n
Para acabar este apartado 4.2, se hablara´ del llamado salto de cl´ıticos. Un
verbo puede aparecer en una oracio´n como lo que se ha llamado verbo princi-
pal de otros verbos auxiliares, modales o aspectuales. Estos verbos ubican el
evento denotado por el verbo principal conforme a una serie de coordenadas
temporales, aspectuales y modales. Pues bien, los cl´ıticos propios del verbo
principal pueden colocarse en la oracio´n junto a este, pero tambie´n junto
a uno de sus verbos auxiliares (haber), modales (poder , deber , querer , etc.)
o aspectuales (empezar , terminar , continuar , etc.). El cl´ıtico, por tanto, se
interpreta como argumento del verbo principal, pero se puede realizar ma´s o
menos alejado de e´l. Los ejemplos de (9) muestran todo ello: los argumentos
del verbo pagar pueden colocarse, como cl´ıticos, en este, o en el verbo que lo
subcategoriza (querer).
(9) a. El hotel, lo queremos pagar al contado
b. El hotel, queremos pagarlo al contado
c. *El hotel, lo queremos pagarlo al contado
Este salto de cl´ıticos esta´ sujeto a ciertas reglas. Como se observa en
(9), los verbos en forma personal llevan los cl´ıticos antepuestos (procl´ıticos),
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mientras que los infinitivos, gerundios e imperativos los llevan pospuestos
(encl´ıticos). Adema´s, todos los cl´ıticos argumentos de un verbo deben rea-
lizar-se en el mismo lugar. Por ello, la oracio´n de (10), donde el cl´ıtico de
dativo de pagar se realiza en querer y el de acusativo en el mismo pagar , es
agramatical.
(10) a. El hotel, ¿se lo podemos pagar al contado?
b. *El hotel, ¿le podemos pagarlo al contado?
Por u´ltimo, no se establece salto de cl´ıticos entre dos verbos entre los que
media un complementante. Ve´ase (11).
(11) a. El hotel, ¿sabes si lo podemos pagar al contado?
b. El hotel, ¿lo sabes si podemos pagar al contado?
4.3. Soluciones previas
El feno´meno de los cl´ıticos, en los trabajos teo´ricos de HPSG, se ha solu-
cionado siempre haciendo uso de reglas le´xicas. Ya Pollard y Sag (1994)
asumen la existencia de reglas de clitizacio´n para el gale´s5. Monachesi (1998)
propone tambie´n reglas de este estilo para el italiano. En ambos casos, se
conciben los cl´ıticos como afijos verbales. Por su parte, SRG, la grama´tica
computacional de tipo HPSG de referencia en la actualidad, tambie´n utiliza
reglas le´xicas para el modelado de los cl´ıticos del espan˜ol. En SRG —en esto
se aleja de los trabajos teo´ricos antes mencionados—, los cl´ıticos son pronom-
bres auto´nomos, no afijos.
En cualquier caso, todas estas propuestas siguen una estrategia similar.
Dado un nu´cleo que subcategoriza un argumento, una regla le´xica opera
de algu´n modo sobre el argumento, y le an˜ade el cl´ıtico correspondiente al
nu´cleo. En el caso t´ıpico, la regla elimina el argumento de un verbo, y en
su lugar le an˜ade a este el cl´ıtico correspondiente. Si ese cl´ıtico an˜adido se
5Pollard y Sag (1994), pp. 351-358.
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concibe como un afijo verbal, bastara´ con que el significante del verbo refleje
la presencia del cl´ıtico. Pero si se concibe como un pronombre auto´nomo,
ese cl´ıtico sera´ un nuevo elemento subcategorizado, que debera´ ser saturado
de algu´n modo —hay que pensar que con una regla de proyeccio´n espec´ıfica—.
A continuacio´n, se explica con ma´s detalle el sistema de cl´ıticos de SRG. En
concreto, se presenta la solucio´n de Pineda y Meza (2005) para los cl´ıticos del
espan˜ol, solucio´n en el cual se basa la implementacio´n de aquella grama´tica.
Pineda y Meza (2005) entienden los cl´ıticos del espan˜ol como pronombres
a´tonos subcategorizados, no en COMPS, como el resto de complementos, sino
en una lista propia de cl´ıticos: CL-LIST. Por tanto, en VAL, an˜aden CL-LIST a
las listas de subcategorizacio´n SUBJ y COMPS. Desde esta lista, una nueva
regla gramatical, head-proclitic-rule, satura los cl´ıticos delante del verbo. En
la figura 4.14 se muestra esta regla —simplificada y adaptada a la versio´n
del signo utilizada hasta el momento—.
head-proclitic-rule
synsem|local|val|cl-list 〈〉
head-dtr|synsem|local|val|cl-list 1
non-head-dtr|synsem|local
[
head clitic
val|cl-list 1
]

Figura 4.14: Regla de saturacio´n de cl´ıticos de Pineda y Meza (2005)
Estos argumentos realizados como cl´ıticos se pasan directamente de ARG-
ST a CL-LIST. Este proceso se regula con reglas le´xicas. Por ejemplo, estos
autores contemplan una regla a la que llaman simple-clitization-rule. Es una
regla que toma un verbo ditransitivo, elimina de ARG-ST sus dos comple-
mentos, y los an˜ade a la lista de cl´ıticos CL-LIST —ve´ase en la figura 4.15—.
Dada la aplicacio´n de simple-clitization-rule, los complementos cano´nicos del
verbo quedan saturados, y sera´n sus cl´ıticos correspondientes los que habra´n
de saturarse mediante head-proclitic-rule. El resultado de esta regla es, pues,
una de las posibilidades de realizacio´n de un verbo ditransitivo en espan˜ol:
aquella en la que sus dos complementos —acusativo y dativo— se realizan
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como cl´ıticos.
simple-clitization-rule
synsem|local
[
val|cl-list
〈
3 , 2
〉]
arg-st
〈
1
〉
dtr
synsem|local|val|cl-list 〈〉
arg-st
〈
1 , 2 , 3
〉

Figura 4.15: Clitizacio´n simple
Como puede imaginarse, sera´n necesarias reglas le´xicas del tipo de simple-
clitization-rule que pasen a CL-LIST solo el primer complemento de un verbo
ditransitivo, o solo el segundo. Tambie´n habra´ que contemplar la existencia
de una regla que pase a CL-LIST el u´nico complemento de un verbo transitivo.
Adema´s, obse´rvese que simple-clitization-rule solo da cuenta de las apariciones
de cl´ıticos motivadas por elisio´n del complemento. Como se ha visto en 4.2,
un cl´ıtico aparece tambie´n en espan˜ol cuando su argumento correspondiente
es un pronombre personal o esta´ topicalizado. Para cubrir estos datos, Pineda
y Meza (2005) proponen pleonastic-clitization-rule, una regla que identifica los
ı´ndices de los complementos de ARG-ST con sus cl´ıticos correspondientes en
CL-LIST, pero no elimina los argumentos de aquella lista —figura 4.16—.
pleonastic-clitization-rule
synsem|local
[
val|cl-list
〈
3 i, 2
〉]
arg-st
〈
1 , 3
〉
dtr
synsem|local|val|cl-list 〈〉
arg-st
〈
1 , 2 , 3 i
〉

Figura 4.16: Clitizacio´n pleona´stica
Como puede observarse en la figura 4.16, pleonastic-clitization-rule opera
sobre verbos ditransitivos. Concretamente, representa, para estos, el patro´n
de realizacio´n consistente en la clitizacio´n y elisio´n del acusativo, y la cli-
tizacio´n sin elisio´n del dativo. Por ejemplo, para el verbo dar , pleonastic-
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clitization-rule representa el patro´n de realizacio´n propio de la oracio´n de (12).
(12) Al gu´ıa se lo han subido a la habitacio´n
De nuevo, sera´ necesaria la inclusio´n en la grama´tica de reglas similares a
pleonastic-clitization-rule que den cuenta de todas las posibilidades de cli-
tizacio´n (con elisio´n o sin ella) de los argumentos de los verbos ditransi-
tivos y transitivos del espan˜ol. Por tanto, una grama´tica que —como SRG—
asuma este sistema, u otro similar, an˜adira´ un buen nu´mero de reglas le´xicas
—simple-clitization-rule, pleonastic-clitization-rule y sus variantes— a las que
utilice para otros menesteres. En concreto, si SSG utilizara este sistema, para
calcular los posibles patrones de comportamiento de un verbo del espan˜ol,
deber´ıa cruzar estas reglas con las reglas vistas en el cap´ıtulo 3. Adema´s,
a las reglas de proyeccio´n comps-rule y subj-rule se les deber´ıa an˜adir head-
proclitic-rule.
4.4. El sistema de cl´ıticos de SSG
En este apartado, se explica co´mo da cuenta SSG de los datos que aparecen
en el apartado 4.2. Para ello, esta grama´tica se aleja de las soluciones previas
vistas en 4.3 y gana en sencillez, elegancia y ahorro computacional.
4.4.1. Los cl´ıticos como problema morfolo´gico
¿Es el de los cl´ıticos un feno´meno morfolo´gico o sinta´ctico? Es decir,
¿deben concebirse estos como afijos verbales, o como pronombres auto´nomos
que saturan una necesidad argumental de su verbo? Desde un punto de vista
teo´rico, esta es una cuestio´n controvertida, sin solucio´n cerrada. Este trabajo
no puede aportar nada al respecto. Como se ha dicho en 4.3, los trabajos
teo´ricos en HPSG —Pollard y Sag (1994) y Monachesi (1998)— tienden a
entender el de los cl´ıticos como un problema morfolo´gico. Para una defensa
teo´rica de este planteamiento morfolo´gico se remite a Monachesi (1998).
CAPI´TULO 4. SSG: CLI´TICOS 216
SSG se suma a estos trabajos y entiende tambie´n los cl´ıticos como afijos
verbales. Se hace por razones de coste computacional. Como se vio en 4.3, la
solucio´n sintactista implica el an˜adido a la grama´tica de una regla de proyec-
cio´n espec´ıfica. SSG pretende reducir la explosio´n combinatoria mediante la
reduccio´n del nu´mero de reglas. Por tanto, se asume el enfoque morfolo´gico
para evitar el uso de tal regla.
Sin embargo, el modelado de los cl´ıticos como problema morfolo´gico se
enfrenta a problemas que no existen para la solucio´n sintactista. Los traba-
jos teo´ricos de HPSG pueden obviar estos problemas, pero si se quiere crear
una grama´tica computacional real, es necesario afrontarlos. Toda grama´tica
computacional de ana´lisis sinta´ctico necesita un procesamiento previo de la
secuencia de entrada. En e´l se deben identificar las unidades ato´micas del
ana´lisis sinta´ctico: tokens . Los tokens de una secuencia, para casos no tri-
viales, no son siempre las palabras. Sera´ necesario unir varias palabras en
un mismo token (nombres propios complejos, locuciones, etc.), separar una
misma palabra en varios tokens (amalgamas), obviar signos de puntuacio´n,
etc. As´ı pues, un sistema que conciba los cl´ıticos como afijos verbales debe
unir, en un mismo token, al verbo propiamente dicho con sus cl´ıticos.
En (13) se muestra una propuesta de divisio´n en tokens de la secuencia
El hotel, ¿se lo podemos pagar al contado? Cada subsecuencia encorchetada
se corresponde con un token, y sera´, entonces, una unidad ato´mica para el
ana´lisis sinta´ctico. Como se ve, se han obviado todos los signos de puntuacio´n.
Adema´s, al y contado se han unido en un mismo token, pues forman una
locucio´n adverbial que se contempla como una sola entrada le´xica.
(13) [ El ] [ hotel ] , ¿ [ se lo podemos ] [ pagar ] [ al contado ]?
Del mismo modo, se, lo y podemos forman un u´nico token. En concreto, para
analizar (13), SSG, al concebir los cl´ıticos como afijos verbales, necesita recibir
como u´nico token la subsecuencia se lo podemos . Ser´ıa incapaz de analizar
(13) si recibe se, lo y podemos como tokens independientes.
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SGP, el sistema de parsing desarrollado en este trabajo, s´ı cuenta con
un mo´dulo de preprocesamiento que une los cl´ıticos al verbo en un mismo
token; y asigna a tal token una regla flexiva correspondiente. Por ejemplo,
SGP, al procesar la secuencia de (13), identifica como token la subsecuencia
se lo podemos , y le asigna el lema poder . Adema´s, le adscribe dos reglas fle-
xivas: verb-1-pl-present-indicative-irule y verb-se-lo-irule. La primera especifica
los rasgos de persona, nu´mero, tiempo y modo del verbo. La segunda, adema´s,
especifica la existencia en este de los cl´ıticos se y lo. Esta u´ltima especifi-
cacio´n restringira´ las posibilidades de realizacio´n del verbo y sus argumentos.
Esta regla verb-se-lo-irule cuenta en SSG con la siguiente estructura de
rasgos de la figura 4.17. En ella se ha an˜adido el rasgo CLITICS a la estructura
del signo lingu¨´ıstico. Su valor es una lista en la que se colocan los cl´ıticos con
los que cuenta un verbo, entendidos estos como afijos verbales.

verb-se-lo-irule
stem se lo
(
1
)
synsem 2
nonlocal|clitics
〈
accusative
per 3
gend masc
num pl
,
[
dative
per 3
]〉
dtr
[
stem 1
synsem 2
]

Figura 4.17: Regla flexiva de an˜adido de cl´ıticos: verb-se-lo-irule
Tambie´n puede observarse en la figura 4.17 que los cl´ıticos se han ca-
racterizado como conglomerados de rasgos de persona, ge´nero y nu´mero. En
concreto, un cl´ıtico de acusativo se ha recogido en SSG mediante el tipo ac-
cusative, subtipo de agr. El tipo dative, tambie´n subtipo de agr, recoge el
concepto de cl´ıtico de dativo. Tambie´n existe en SSG un tercer subtipo de agr
llamado nominative, que modela la concordancia de nominativo. Se conciben,
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entonces, los cl´ıticos como conglomerados de rasgos de concordancia adscritos
a un caso determinado, distintas l´ıneas de concordancia ha´biles para un ver-
bo6.
El tratamiento de los cl´ıticos como cuestio´n morfolo´gica evita ciertos
problemas que s´ı deben abordar las propuestas sintactistas. Siguiendo a
Ferna´ndez Soriano (1999), cuando un verbo cuenta con ma´s de un cl´ıtico
—tres como ma´ximo—, estos deben aparecer en un orden fijo, y existen cier-
tas combinaciones imposibles. Por ejemplo, el cl´ıtico se marcador de pasiva
refleja, impersonalidad, etc. solo puede aparecer en primera posicio´n de la
lista de cl´ıticos —ve´ase el contraste de (14)—.
(14) a. Se le han perdido los billetes
b. *Le se han perdido los billetes
Adema´s, no pueden aparecer en un mismo verbo dos cl´ıticos de primera
persona, o dos cl´ıticos de segunda persona: (15-a)7. En cambio, s´ı es posible
6Estos tipos nominative, accusative y dative no deben aparecer como valor del rasgo I de
los ı´ndices sema´nticos. El valor de tal rasgo debe ser siempre agr, y no uno de sus subtipos.
Esto es importante, pues hay situaciones en las que se coindizan argumentos de distinto
caso, ya sean de un mismo predicado (una ana´fora y su antecedente), o de predicados
distintos (un pronombre relativo y su antecedente, un sujeto controlado y su antecedente,
etc.).
7Ciertos casos particulares de esta restriccio´n se cruzan con una restriccio´n ma´s general
de la grama´tica: no puede haber solapamiento referencial entre los argumentos de un verbo.
Es decir, como se observa en (i), no es posible la coexistencia en un verbo de dos argumentos
(sujeto, objeto directo o indirecto) tales que uno sea de primera o segunda persona del
singular y el otro de esa misma persona en plural. Desde este punto de vista, todas las
oraciones de (i) son agramaticales en virtud del mismo principio.
(i) a. *Me nos han contratado
b. *Nos he contratado
Esta restriccio´n, en la que se ven implicados el sistema de cl´ıticos y la flexio´n de nominativo,
es un problema para SSG. Si la flexio´n relativa a uno y otro feno´meno se modela con reglas
flexivas distintas, como parece deseable, hay que idear un modo de que la interaccio´n entre
ellas contemple las restricciones de solapamiento referencial.
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la aparicio´n de dos cl´ıticos de tercera persona, siempre y cuando el primero
de ellos tome la forma se: ve´ase (15-b) frente a (15-c).
(15) a. {*Me me / *Te te} han contratado
b. Se lo han contratado
c. *Le lo han contratado
En caso de que aparezcan un cl´ıtico de segunda persona y un cl´ıtico de
primera, el de segunda debe preceder al de primera: (16-a) frente a (16-b)8.
(16) a. Te me han contratado
b. *Me te han contratado
En caso de coaparicio´n de un cl´ıtico de primera o segunda persona con un
cl´ıtico de tercera, este u´ltimo debe posponerse a aquel —(16-a) frente a
(16-b)— . Adema´s, en tales casos, como ocurre cuando conviven dos cl´ıticos
de tercera persona, el cl´ıtico de dativo precede siempre al de acusativo.
(17) a. Te lo han contratado
b. *Le te han contratado
Valgan estos datos para dar cuenta del hecho de que la coaparicio´n de
cl´ıticos esta´ sujeta a restricciones caprichosas dif´ıciles de gestionar como
feno´menos sinta´cticos. SSG no necesita hacer frente a tales restricciones. Dado
su tratamiento morfolo´gico del feno´meno de los cl´ıticos, basta con establecer
en la grama´tica solo reglas flexivas que aporten al verbo listas de cl´ıticos
leg´ıtimas. Por ejemplo, SSG contara´ con una regla flexiva que aporte a un
verbo una lista de cl´ıticos leg´ıtima te lo, pero no contara´ con la regla corres-
8No´tese que la oracio´n de (16-a) es ambigua: si Te se concibe como cl´ıtico de acusativo,
la oracio´n denota que ‘tu´ has sido contratado para mı´’, pero si se concibe como cl´ıtico de
dativo, la oracio´n denota que ‘yo he sido contratado para ti’. Parece que este requerimiento
de orden en funcio´n de la persona gramatical es prioritario sobre el requerimiento general
de que el cl´ıtico de dativo preceda al de acusativo. Esta ambigu¨edad sera´ un problema para
SSG, pues esta grama´tica presupone orden de cl´ıticos fijo en funcio´n del caso: el dativo
precede siempre al acusativo. Desde un punto de vista pra´ctico no es un gran problema:
la secuencia te me tiene un uso real marginal.
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pondiente a la lista ileg´ıtima le te.
4.4.2. Los cl´ıticos motivados por la naturaleza del ar-
gumento
En cualquiera de los trabajos presentados hasta ahora —Pollard y Sag
(1994), Monachesi (1998) o SRG— se hace un uso crucial de las reglas le´xicas
para regular la clitizacio´n de los argumentos verbales. SSG es, en cuanto a
este particular, una grama´tica novedosa, pues no utiliza regla alguna para
dar cuenta del feno´meno de los cl´ıticos del espan˜ol. Como se sugirio´ en 4.3,
esto supondra´ un serio ahorro de coste computacional.
En SSG se entiende que todo complemento de un verbo se saturara´ nece-
sariamente en la lista COMPS. Se entiende, adema´s, que, si un verbo cuenta
con un cl´ıtico, es porque uno de sus argumentos ha sido saturado (desde
COMPS) por un signo lingu¨´ıstico que se lo ha aportado. Este signo lingu¨´ıstico
no es el cl´ıtico. El cl´ıtico es un mero afijo verbal. Este signo lingu¨´ıstico es
una unidad le´xica (con realizacio´n fone´tica o sin ella) que desencadena en el
verbo la aparicio´n del cl´ıtico.
Entonces, ¿que´ unidades le´xicas aportan un cl´ıtico al verbo al que se unen
como argumentos? Recue´rdese que los procesos que desencadenan la apari-
cio´n de cl´ıtico son la realizacio´n del argumento como pronombre personal, la
omisio´n del argumento, y su topicalizacio´n. Por tanto, las unidades le´xicas
que aportan cl´ıtico al verbo son: los pronombres personales expl´ıcitos; sus
correspondientes pronombres omitidos; y las huellas que queden en la posi-
cio´n de base de una topicalizacio´n. Si todos ellos se conciben como unidades
le´xicas capaces de saturar un elemento de la lista COMPS, pueden caracteri-
zarse de forma que activen la aparicio´n de un cl´ıtico en el verbo. El resto
de unidades le´xicas capaces de ser argumentos de un verbo (determinantes,
nombres, complementantes, otro tipo de huellas...) deben caracterizarse de
forma que no aporten cl´ıtico.
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Por tanto, en SSG se entiende que, en (18-a), el cl´ıtico La es un afijo verbal
cuya aparicio´n ha sido desencadenada por el pronombre personal (ella) que
ha ocupado la posicio´n de argumento acusativo de contratar . En cambio,
un sintagma nominal cuantificado, como un gu´ıa en (18-b), en la misma
posicio´n de argumento acusativo, no desencadena la aparicio´n del cl´ıtico. Un
argumento, bajo este ana´lisis, nunca se realiza como cl´ıtico —el cl´ıtico es
un mero afijo verbal—. Se realiza, por ejemplo, como pronombre personal
o como sintagma nominal cuantificado. El primero tiene la propiedad de
desencadenar la aparicio´n del cl´ıtico, pero el segundo no.
(18) a. ¿La has contratado a ella?
b. ¿Has contratado un gu´ıa?
c. ¿Puedo comprarla en la oficina de turismo?
d. La entrada, ¿puedo comprarla en la oficina de turismo?
Adema´s, de acuerdo con el ana´lisis de SSG, en (18-c), el argumento acusativo
ha sido saturado por un pronombre sin realizacio´n fone´tica. Como se ve, este
tipo de pronombres tambie´n desencadena la aparicio´n del cl´ıtico en el verbo.
La idea es que este pronombre no es propiamente el cl´ıtico la. El pronombre
no tiene realizacio´n fone´tica; pero, al igual que su versio´n expl´ıcita de (18-a),
s´ı desencadena la aparicio´n del cl´ıtico la.
Otro tanto ocurre con la huella que satura, en (18-d), al argumento
acusativo del verbo comprar . La topicalizacio´n de un argumento —La en-
trada en (18-d)— es un caso de dependencia no acotada, de movimiento. El
ana´lisis habitual para estas construcciones en HPSG pasa por entender que,
en la posicio´n de base del movimiento (la lista COMPS de comprar), el argu-
mento queda saturado por una huella. Una huella es un signo lingu¨´ıstico sin
realizacio´n fone´tica9. Pues bien, SSG caracteriza a las huellas de los elementos
topicalizados de tal forma que tambie´n desencadenan la aparicio´n del cl´ıtico
en el verbo.
9Todo ello se explicara´ con detalle en el cap´ıtulo 5.
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A continuacio´n se presenta una primera formalizacio´n de este ana´lisis. A
la estructura del signo se le ha an˜adido una lista de cl´ıticos: CLITICS. Adema´s,
recue´rdese que los argumentos de un verbo se listan en ARG-ST. Pues bien, el
valor de la lista CLITICS de un verbo sera´ la suma del valor de la lista CLITICS
de sus argumentos de ARG-ST. Por ejemplo, un verbo con dos argumentos en
ARG-ST obedece a la siguiente caracterizacio´n de la figura 4.18. Como se ve,
se ha entendido CLITICS como un rasgo no local. Esta decisio´n cobrara´ sentido
cuando se explique la realizacio´n no local de los cl´ıticos, el salto de cl´ıticos
—4.4.3—.synsem|non-local|clitics
〈
1 ⊕ 2
〉
arg-st
〈[
non-local|clitics 1
]
,
[
non-local|clitics 2
]〉

Figura 4.18: Valor de CLITICS para un verbo con dos argumentos
Por otro lado, ve´ase co´mo este ana´lisis de los cl´ıticos esta´ inspirado en
el ana´lisis habitual en HPSG para cualquier feno´meno no local —este se ex-
plico´ en 4.1.1—. No es una solucio´n te´cnica ad hoc, sino la aplicacio´n de
una solucio´n de uso general a un feno´meno nuevo. Imag´ınese que las listas
CLITICS de los pronombres personales (omitidos o no), y las de las huellas
de topicalizacio´n, cuentan con un cl´ıtico. Imag´ınese tambie´n que, en cambio,
para el resto de unidades le´xicas, la lista CLITICS esta´ vac´ıa. En tal caso,
dada la caracterizacio´n verbal de la figura 4.18, la lista CLITICS de un verbo
contar´ıa con un cl´ıtico cada vez que uno de sus argumentos se realizase omi-
tido (como pronombre sin realizacio´n fone´tica), topicalizado (como huella de
topicalizacio´n) o en forma de pronombre personal. En cualquier otro caso, el
argumento no aportar´ıa cl´ıtico a la lista CLITICS del verbo.
Adema´s, recue´rdese —apartado 4.4.1— que los verbos entran al ana´li-
sis sinta´ctico cargados con la informacio´n de los cl´ıticos que aparecen en su
significante. A cada verbo se le aplica una regla flexiva que especifica esa
informacio´n en CLITICS. Obviamente, los cl´ıticos que los argumentos aportan
a un verbo y los cl´ıticos que aparecen en su significante deben ser coherentes
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—ambas dimensiones se codifican en CLITICS—.
Dicho de otro modo, un verbo cuyo significante aporte a CLITICS unos
cl´ıticos determinados solo permitira´ derivaciones en las cuales sus comple-
mentos aporten a esa lista esos mismos cl´ıticos. Un verbo con CLITICS vac´ıo
no admitira´, por ejemplo, un pronombre personal de acusativo como comple-
mento. Y un verbo con un cl´ıtico de acusativo en CLITICS no admitira´ como
complemento acusativo un sintagma nominal cuantificado. En ambos casos,
esos complementos configurar´ıan la lista CLITICS del verbo de forma incom-
patible con la caracterizacio´n que le aportaron las reglas flexivas, de forma
incoherente con lo que dice su significante.
Hasta el momento, se ha obviado en la discusio´n una cuestio´n de gran im-
portancia. Se ha dicho que los pronombres personales, omitidos y expl´ıcitos,
y las huellas de topicalizacio´n, aportan un cl´ıtico al verbo del que son ar-
gumentos. Se ha formalizado esta realidad codificando un cl´ıtico en su lista
CLITICS. Pero, en realidad, estos pronombres y huellas solo aportan cl´ıtico
cuando se les asigna un determinado caso: acusativo o dativo. Por tanto,
para que la lista CLITICS de una unidad le´xica este´ cargada con un cl´ıtico, y
lo aporte al verbo del que es argumento, es necesaria la convergencia de dos
requisitos: que la unidad le´xica sea una de las antes citadas, y que el caso
que reciba como argumento verbal sea de acusativo o de dativo.
En SSG, las palabras no tienen especificado el caso en el lexico´n. La carac-
terizacio´n del caso esta´ codificada en la posicio´n argumental del nu´cleo que
las tomara´ como complemento. Como se vio en el cap´ıtulo 3, los verbos, con
la aplicacio´n de ciertas reglas le´xicas, asignan caso a sus elementos listados en
ARG-ST. Un argumento de caso nominativo estara´ caracterizado como CASE
nom, uno acusativo sera´ CASE acc, uno dativo sera´ CASE dat, etc. Por tanto,
para que un pronombre o una huella de los antes mencionados aporte cl´ıtico
al verbo, es necesario que haya sido especificado como CASE acc o CASE dat.
Pero esta especificacio´n no llega hasta que ocupa la posicio´n argumental. Por
tanto, hasta ese momento, su lista CLITICS no debe ser especificada.
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La intuicio´n que se intenta formalizar es que, en espan˜ol, un caso puede
manifestarse mediante la presencia de determinadas marcas formales: un
cl´ıtico en el verbo, flexio´n verbal tradicional o presencia de preposicio´n.
As´ı pues, la grama´tica del espan˜ol establece que los casos nominativo y obli-
cuo no usan los cl´ıticos como estrategia de manifestacio´n formal. S´ı los usan,
en cambio, los casos acusativo y dativo. De acuerdo con ello, un argumento
de un determinado caso (y realizado de un modo adecuado para la mani-
festacio´n del cl´ıtico) aportara´ al verbo los cl´ıticos que la grama´tica contemple
como marca propia de tal caso. Para el espan˜ol, si este caso es nominativo u
oblicuo se aportara´n al verbo cero cl´ıticos; si es acusativo o dativo, un cl´ıtico.
Esta adscripcio´n del uso del cl´ıtico a la naturaleza de cada caso se ha
formalizado en SSG del siguiente modo. Se ha entendido que los distintos
valores del rasgo CASE (nom, acc, dat y obl, subtipos de case) no son tipos
ato´micos. Cuentan, en cambio, con informacio´n relativa a las marcas formales
que la grama´tica establece para cada uno de ellos. Por tanto, cuentan con un
rasgo CLITIC10, cuyo valor es una lista de cero o un elementos. Los tipos acc y
dat tendra´n un cl´ıtico en su lista CLITIC, mientras que nom y obl tienen listas
vac´ıas (null). Ve´ase la nueva caracterizacio´n de estos tipos en la figura 4.19.
[
nom
clitic 〈〉
]acc
clitic
〈
accusative
〉dat
clitic
〈
dative
〉[obl
clitic 〈〉
]
Figura 4.19: Subtipos de case
A partir de esta caracterizacio´n, los pronombres personales, expl´ıcitos u
omitidos, y las huellas de topicalizacio´n identifican su lista CLITICS con la lista
CLITIC de su caso. De este modo, estas unidades le´xicas aportan al verbo —
en CLITICS— uno o cero cl´ıticos: aquellos que su caso establezca como marca
formal para s´ı —en CLITIC—. En SSG, los pronombres personales (expl´ıcitos u
omitidos) y las huellas de topicalizacio´n se han recogido como instancias le´xi-
10CLITIC es distinto del rasgo no local CLITICS mostrado anteriormente.
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cas, respectivamente, de los tipos personal-pronoun y topic-trace11. Ve´anse en
la figura 4.20. En cambio, cualquier otra unidad le´xica (determinantes, nom-
bres, complementantes, otras huellas...) no establece esta identidad. Estas
(independientemente del valor de CLITIC), al no ser contextos oportunos para
la manifestacio´n del cl´ıtico, se caracterizara´n como CLITICS <>. Cualquiera
de ellas, de un modo u otro, sera´ instancia del tipo non-clitics-lex-item, repre-
sentado en la figura 4.21.
personal-pronoun
synsem
[
local|head|case|clitic 1
non-local|clitics 1
]

topic-trace
synsem
[
local|head|case|clitic 1
non-local|clitics 1
]
Figura 4.20: personal-pronoun y topic-trace

non-clitics-lex-item
synsem
[
local|head|case case
non-local|clitics 〈〉
]
Figura 4.21: non-clitics-lex-item
Segu´n lo expuesto, en SSG se puede crear una proyeccio´n, mediante el es-
quema comps-rule, a partir de la existencia de un nu´cleo verbal (HEAD-DTR) y
un complemento (NON-HEAD-DTR) identificado con una posicio´n argumental
del verbo. Si el elemento que se coloca en NON-HEAD-DTR es una instancia le´xi-
ca de personal-pronoun o topic-trace, y la posicio´n argumental es de acusativo
o dativo, se activa la aparicio´n de cl´ıtico.
Como ya se dijo en 4.1.2, SSG contempla la posibilidad, compatible con
las versiones cla´sicas de HPSG, de que las unidades le´xicas sin realizacio´n
fone´tica (instancias de personal-pronoun y topic-trace, por ejemplo) ocupen
la posicio´n de complemento del esquema comps-rule. En aquel apartado se
presento´ el tipo trace, que caracterizaba a cualquier huella de la grama´tica.
11Para una justificacio´n y revisio´n de esta decisio´n, se remite al cap´ıtulo 5.
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Hay que entender que el tipo topic-trace, visto en este apartado, es un sub-
tipo de aquel. Por tanto, la estructura expandida de topic-trace es la que se
muestra en la figura 4.22: lo propio de una huella es que desencadene un
movimiento mediante el an˜adido de su informacio´n local a su lista SLASH. La
existencia de un tipo trace y un subtipo de este —topic-trace— sugiere que,
en SSG, se contempla tambie´n la existencia de otras huellas. Efectivamente,
estas son necesarias para dar cuenta de otros movimientos que, como se vio
en 4.2, no desencadenan la aparicio´n de cl´ıtico: focalizacio´n, movimiento de
part´ıculas interrogativas y de relativos. Se sugiere, entonces, que en la posi-
cio´n de base de estos u´ltimos movimientos aparece una huella focus-trace,
cuya caracterizacio´n es la siguiente: figura 4.23.
topic-trace
synsem

local 1
[
head|case|clitic 2
]
non-local
[
clitics 2
slash 1
]


Figura 4.22: topic-trace

focus-trace
synsem

local 1
[
head|case case
]
non-local
[
clitics 〈〉
slash 1
]


Figura 4.23: focus-trace
Matrix, en principio, solo cuenta con una huella (caracterizada como gap).
Si en SSG se usan dos (focus-trace y topic-trace), dado que ninguna tiene reali-
zacio´n fone´tica, el parsing tendra´ que contemplar, a ciegas, dos proyecciones
de cada verbo donde Matrix solo contemplaba una. Pero ¿es esta multipli-
cacio´n de posibilidades fruto, propiamente, del modelado de los cl´ıticos? Co-
mo se vera´ con detalle en el apartado 5.3, en espan˜ol, si se quiere dar cuenta
de forma apropiada de los distintos tipos de movimiento, es necesario con-
templar dos tipos de huella distintos. Esta necesidad es independiente de la
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aparicio´n o no de cl´ıtico. Por tanto, las unidades le´xicas que usa SSG para dar
cuenta de los cl´ıticos esta´n justificadas de forma independiente. En cualquier
caso, ser´ıa necesario, para dar cuenta de los datos del espan˜ol, la existencia
de personal-pronoun, topic-trace y focus-trace. Este ana´lisis, por tanto, no hace
uso ni de reglas le´xicas, ni de unidades le´xicas creadas ad hoc para an˜adir
cl´ıticos al verbo. Esta realidad sera´ demostrada en 5.3.
Por u´ltimo, como se dijo en 4.2, la construccio´n de pasiva refleja, la im-
personal con se y los verbos pronominales piden la aparicio´n de un cl´ıtico. El
ana´lisis que se hizo en 3.3 de estas construcciones12 da solucio´n inmediata al
problema. Las reglas v-rpass-c y v-pronominal-c inclu´ıan en ARG-ST un argu-
mento que no pasaba despue´s a COMPS. Este argumento inclu´ıa un cl´ıtico en
su lista CLITICS. Por tanto, dado el ana´lisis presentado aqu´ı, este argumento,
aun no realizado sinta´cticamente por no pasar a COMPS, s´ı an˜ade el cl´ıtico
en cuestio´n al verbo. Estos argumentos ten´ıan en 4.2 su razo´n de ser, con
independencia de la aparicio´n del cl´ıtico: el de v-rpass-c era el argumento
externo que toda pasiva elimina —tambie´n presente en v-passive-c—. Y en
v-pronominal-c se entend´ıa que el cl´ıtico era el vestigio de un argumento in-
terno, obviado en esta construccio´n, pero presente en los verbos reflexivos,
similares a los pronominales.
En resumen, el feno´meno de los cl´ıticos se resuelve en SSG mediante el uso
de la lista CLITICS. Por un lado, en CLITICS se establecen los cl´ıticos presentes
en el significante del verbo. Estos se identifican en el preprocesamiento de la
secuencia, y se codifican en CLITICS mediante la aplicacio´n de reglas flexivas.
Por otro lado, en CLITICS se suman los cl´ıticos que los argumentos aportan
al verbo. Obviamente, ambas caracterizaciones de la misma lista han de ser
coherentes. Adema´s, una unidad le´xica aporta cl´ıtico a la lista CLITICS de un
verbo, del que es argumento, si tiene codificado tal cl´ıtico en su propia lista
CLITICS. Hay unidades le´xicas que s´ı tienen codificado tal cl´ıtico y otras que
12La construccio´n impersonal, por ser marginal, no se ha tratado; pero podr´ıa modelarse
siguiendo el mismo principio usado para la de pasiva refleja y la de verbos pronominales.
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no. Para aquellas unidades que s´ı pueden aportar cl´ıtico, se ha visto co´mo su
caracterizacio´n es relativa al caso que recibe esta en su posicio´n argumental.
Es labor de la codificacio´n le´xica de cada lengua establecer esta carac-
terizacio´n para sus unidades. Por tanto, en principio, este sistema es u´til
para cualquier lengua que deba modelar el feno´meno de los cl´ıticos. Como
es propio de HPSG, las diferencias de comportamiento dentro de la misma
lengua, y entre lenguas diferentes, dependen de la caracterizacio´n de sus
unidades le´xicas.
4.4.3. El salto de cl´ıticos
En 4.4.2 se ha dicho que es necesario que los cl´ıticos observados en el sig-
nificante de un verbo deben ser coherentes con los cl´ıticos que a este aportan
sus argumentos. Pero la relacio´n entre estas dos realidades no es una cuestio´n
trivial.
Como se vio en el apartado 4.2, en espan˜ol se da lo que se ha llamado salto
de cl´ıticos: el cl´ıtico correspondiente al argumento de un verbo se explicita
como afijo de otro verbo. Por ejemplo, en (19-b), el cl´ıtico lo es afijo de querer ,
pero se interpreta como el argumento de acusativo de pagar . Por tanto, lo,
en tanto que cl´ıtico aportado por un argumento a un verbo, se codificara´ en
la lista CLITICS de pagar ; pero, en tanto que afijo, se codificara´ en la lista
CLITICS de querer . Otro tanto ocurre en (19-c), donde el cl´ıtico lo salta desde
pagar , no una, sino dos posiciones, hasta el auxiliar haber .
(19) a. El hotel, queremos pagarlo al contado
b. El hotel, lo queremos pagar al contado
c. El hotel, lo hemos querido pagar al contado
Estos datos justifican la concepcio´n de CLITICS como rasgo no local; pues,
en las oraciones con salto de cl´ıticos, el valor de CLITICS del verbo principal
debera´ trascender su dominio local, hasta encontrar en la lista CLITICS de un
auxiliar o modal los afijos correspondientes. El salto de cl´ıticos se establece,
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entonces, en un dominio no local. Efectivamente, como se representa en la
figura 4.24 para la oracio´n de (19-c), este dominio esta´ formado por un verbo
finito que subcategoriza n verbos no finitos anidados.
1
lo hemos 2
querido 3
pagar 
Figura 4.24: Dominio para el salto de cl´ıticos
El ascenso de los cl´ıticos dentro del dominio se capta automa´ticamente
al ser CLITICS un rasgo no local. Como todo rasgo no local, CLITICS se define
como la suma de las listas correspondientes de sus argumentos. En concreto,
para los verbos modales o auxiliares, esa suma consiste en la identificacio´n
de la lista CLITICS del verbo con la lista correspondiente de su u´nico comple-
mento: un sintagma verbal en forma no personal. Gracias a ello, dentro de un
dominio de salto de cl´ıticos, los cl´ıticos del verbo principal pueden ascender,
en principio, hasta la lista CLITICS del l´ımite del dominio: la del verbo finito.
De este modo, es posible que cualquiera de los verbos del dominio explicite los
afijos correspondientes a los cl´ıticos del verbo principal, pues en cualquiera
de ellos esta´ disponible el valor de la lista CLITICS de dicho verbo.
Pero este sistema ha de complicarse si se quiere dar cuenta del hecho de
que el salto de cl´ıticos es un proceso de saturacio´n. Si los argumentos del
verbo principal aportan cl´ıticos, estos deben explicitarse en algu´n punto del
dominio. Si estos cl´ıticos no se explicitan nunca, la oracio´n es agramatical:
(20-a). Adema´s, todos los cl´ıticos del dominio deben explicitarse en el mismo
verbo: de ah´ı la gramaticalidad de (20-c) y (20-d), frente a la agramaticalidad
de (20-e). Por u´ltimo, una vez explicitado, no es posible una nueva aparicio´n
de un cl´ıtico en un verbo superior: (20-b).
(20) a. *El hotel, queremos pagar al contado
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b. *El hotel, lo queremos pagarlo al contado
c. El hotel, te lo queremos pagar al contado
d. El hotel, queremos paga´rtelo al contado
e. *El hotel, te queremos pagarlo al contado
En realidad, SSG conf´ıa en la existencia de un mo´dulo de preprocesamien-
to —presente en SGP— que une en un u´nico token todo lo que aqu´ı se ha
definido como posible dominio para el salto de cl´ıticos: el verbo principal y
sus n auxiliares o modales. Con ello, SSG mejora sensiblemente sus tiempos
de procesamiento. Pero, adema´s, esta solucio´n elimina la necesidad de dar
un tratamiento sinta´ctico al problema del salto de cl´ıticos: estos han de en-
contrarse en cualquier punto del token formado por el verbo principal junto
a sus auxiliares y modales; y cualquier restriccio´n a su aparicio´n se ha de
tratar como un cuestio´n morfolo´gica previa al procesamiento sinta´ctico. Es-
ta no es una solucio´n teo´rica adecuada, sino una simplificacio´n u´til para la
elaboracio´n de una herramienta de procesamiento eficaz. No obstante, SSG,
como se muestra a continuacio´n, es compatible con un modelado del salto de
cl´ıticos adecuado desde un punto de vista teo´rico.
Para dar cuenta adecuadamente del salto de cl´ıticos, basta con asumir la
formalizacio´n tradicional de la saturacio´n de listas no locales en HPSG. En
concreto, en Sag y otros (2002), las listas no locales se desglosan en dos listas:
una representa el input y otra el output del proceso de saturacio´n. El valor
de las listas que denotan el input en un signo se definen como la suma de
las listas que denotan el output correspondiente de sus argumentos. La satu-
racio´n de la lista en un signo se representa estableciendo valores diferentes
para el input y el output : el input hereda elementos de sus argumentos, pero
estos no pasan al output ; el output se define como lista vac´ıa.
Este es el sistema de saturacio´n de listas no locales cla´sico en HPSG13,
perfectamente aplicable para modelar el salto de cl´ıticos en SSG. Por ello,
13Las formalizaciones var´ıan de una obra a otra —compa´rense Pollard y Sag (1994) y
Sag y otros (2002)—. Pero la intuicio´n formalizada es la misma.
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la lista CLITICS de esta grama´tica deber´ıa desglosarse en dos: I-CLITICS y O-
CLITICS, para la representacio´n, respectivamente, del input y el output del
proceso. De acuerdo con ello, los argumentos aportan a su verbo los cl´ıticos
que tienen pendientes de saturar: los codificados en O-CLITICS. El verbo, por
su parte, cuando recibe esos cl´ıticos, los suma como input en su lista I-CLITICS.
Este proceso se observa en la figura 4.25 para los verbos con dos argumentos.
transitive-lex-item
synsem|non-local|i-clitics
〈
1 ⊕ 2
〉
arg-st
〈[
non-local|o-clitics 1
]
,
[
non-local|o-clitics 2
]〉

Figura 4.25: Suma de CLITICS de los argumentos en el nu´cleo
Los verbos que no explicitan cl´ıticos en su significante son aquellos que
han sido flexionados con la regla flexiva non-clitic-verb-irule, que se representa
en la figura 4.26. 
non-clitic-verb-irule
synsem|non-local
[
o-clitics 1
i-clitics 1
]
Figura 4.26: non-clitic-verb-irule
Como se ve, en estos verbos se identifican las listas I-CLITICS y O-CLITICS.
Es decir, en ellos, los cl´ıticos del input pasan al output . Con ello se formaliza
el que los cl´ıticos aportados al verbo por los argumentos no se han saturado:
quedan pendientes de saturar en un verbo superior del dominio. Efectiva-
mente, cuando un segundo verbo toma al anterior como complemento, los
cl´ıticos de la lista O-CLITICS del complemento se suman a la lista I-CLITICS del
verbo que lo subcategoriza. Con ello se formaliza el salto de los cl´ıticos de un
verbo hasta el modal o auxiliar que lo subcategoriza.
Mediante la iteracio´n de este proceso de ascenso, los cl´ıticos llegan a la
lista I-CLITICS del verbo en el que se explicitan. Este verbo ha sido flexionado
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con una regla —como verb-se-lo-irule, vista en el apartado 4.4.1— subtipo
de clitic-verb-irule: ve´ase este tipo en la figura 4.27. Estas reglas especifican
el valor de la lista I-CLITICS del verbo. Por ejemplo, la regla verb-se-lo-irule
caracteriza a I-CLITICS como una lista de dos cl´ıticos de determinado tipo.
Con ello, se establece el cotejo entre los cl´ıticos aportados al verbo principal
por sus argumentos y los afijos correspondientes. Una vez explicitados los
cl´ıticos, estos se consideran saturados dentro de su dominio, de modo que no
pueden volver a aparecer en un verbo superior —(20-b)—. Para establecer
esta restriccio´n, clitic-verb-irule no pasa los cl´ıticos de I-CLITICS a O-CLITICS,
sino que evalu´a esta u´ltima como lista vac´ıa.[
clitic-verb-irule
synsem|non-local|o-clitics 〈〉
]
Figura 4.27: clitic-verb-irule
Por u´ltimo, los verbos finitos son aquellos sobre los que se aplica una regla
flexiva subtipo de fin-verb-irule —ve´ase en la figura 4.28—. Al ser estos verbos
l´ımite del dominio, es necesario que su lista O-CLITICS sea una lista vac´ıa,
pues, alcanzado el l´ımite del dominio, todo cl´ıtico ha debido ser saturado.
Esta restriccio´n se establece, efectivamente, en fin-verb-irule. Gracias a ella, se
evita que en un dominio no lleguen nunca a saturarse los cl´ıticos establecidos
en la lista I-CLITICS del verbo principal.[
fin-verb-irule
synsem|non-local|o-clitics 〈〉
]
Figura 4.28: fin-verb-irule
En resumen, los cl´ıticos que aportan los argumentos a un verbo principal
no tienen por que´ explicitarse como afijos de este. Es posible que se expliciten
como afijos de alguno de los modales o auxiliares que forman lo que se ha
llamado dominio de salto de cl´ıticos. Esta posibilidad invita a entender la lista
de codificacio´n de cl´ıticos como un rasgo no local. Gracias a ello, es posible
que los cl´ıticos asciendan de verbo en verbo hasta alcanzar aquel en el que
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se explicitan. Este proceso de salto de cl´ıticos es un proceso de saturacio´n.
Para ello, en cada verbo se debe establecer una lista I-CLITICS en la que el
verbo recibe cl´ıticos de sus argumentos, y otra O-CLITICS en la que el mismo
verbo presenta los cl´ıticos heredados de sus argumentos que no se explicitan
en e´l. Si el verbo no cuenta con los afijos correspondientes, pasa los cl´ıticos
heredados en I-CLITICS a O-CLITICS. Si s´ı cuenta con tales afijos, los coteja con
los cl´ıticos heredados en I-CLITICS y los da por saturados dejando O-CLITICS
vac´ıa. Adema´s, los verbos finitos (l´ımite superior de todo dominio de salto
de cl´ıticos) tienen tambie´n la lista O-CLITICS vac´ıa, con lo cual se evita que
en un dominio no se expliciten los cl´ıticos en ningu´n punto.
4.5. Problemas
El modelado de los cl´ıticos que se ha presentado hasta el momento no
cubre ciertos datos del espan˜ol. En este apartado se explican estos feno´menos
y se presenta la solucio´n (provisional) que les da SSG. El ana´lisis de 4.4.2
esta´ fundamentado en el hecho de que un argumento aparece cuando se realiza
en un determinado contexto. Estos contextos son la omisio´n del argumento,
su topicalizacio´n o su realizacio´n como pronombre. Sin embargo, como se vio
en 4.2, y se observa en las oraciones de (21), existen otros contextos en los
que puede aparecer, concretamente, el cl´ıtico de dativo.
(21) a. (Le) han dado el equipaje al botones
b. ¿A quie´n (le) han dado el equipaje?
c. El botones a quien (le) han dado el equipaje
d. ¡AL BOTONES (le) han dado el equipaje, no al gu´ıa!
Un argumento de dativo realizado en su posicio´n cano´nica —como en (21-a)—
puede llevar cl´ıtico. Esta posibilidad no esta´ contemplada en el ana´lisis de
4.4.2. Del mismo modo, los datos de (21) demuestran que las huellas que
dejan en la posicio´n de base ciertos movimientos de un argumento de dativo,
distintos a la topicalizacio´n, tambie´n permiten la aparicio´n del cl´ıtico: es el
caso del movimiento de una part´ıcula interrogativa —(21-b)—, un pronombre
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relativo —(21-c)— o un foco —(21-d)—. Ninguno de estos cl´ıticos esta´ per-
mitido tampoco por el ana´lisis de 4.4.2.
De acuerdo con este ana´lisis, en (21-a), las unidades le´xicas que forman al
botones (una preposicio´n, un determinante y un nombre) no aportan cl´ıtico
alguno al verbo. Por tanto, este ana´lisis cubre la ausencia, posible, del cl´ıtico,
pero no su presencia. Adema´s, segu´n se vio en 4.4.2, la huella de base de los
movimientos de (21), en SSG, es focus-trace. Esta huella (a diferencia de topic-
trace, la propia de las topicalizaciones) no an˜ade cl´ıtico al verbo al que se une.
Esto da cuenta de los casos en los que los movimientos de (21) no aportan
cl´ıtico, pero no cubren la posibilidad de que ese cl´ıtico s´ı aparezca.
El u´nico modo de dar cuenta de estas alternancias es crear unidades le´xi-
cas alternativas a las existentes que s´ı aporten cl´ıtico. Por ejemplo, frente a
focus-trace, SSG deber´ıa contar con focus-trace’: una huella ide´ntica a aque-
lla, u´til para dar cuenta del mismo tipo de movimientos, pero que aporte al
verbo un cl´ıtico de dativo. Esta huella solo unificar´ıa, como parece deseable,
con posiciones argumentales de dativo. El problema de este ana´lisis es que
la multiplicacio´n de unidades le´xicas favorece la explosio´n combinatoria. Y
focus-trace’ no esta´ justificada ma´s que por la aparicio´n caprichosa del cl´ıtico
de dativo en contextos distintos de los contemplados hasta ahora.
Por u´ltimo, la oracio´n de (21-a) pone a prueba la hipo´tesis defendida en
este trabajo de que los cl´ıticos son aportados al verbo por ciertas unidades
le´xicas, capacitadas para ello, que ocupan su posicio´n argumental. En prin-
cipio, no resulta fa´cil justificar que el cl´ıtico de (21-a) lo aporta el sintagma
al botones . Desde un punto de vista te´cnico, no hay problema en establecer
que la preposicio´n de marca de caso dativo a puede aportar cl´ıtico al verbo.
Bastar´ıa, para ello, con contemplar la existencia de dos entradas le´xicas para
tal preposicio´n (a y a’), cada una caracterizada de un modo en cuanto a este
particular. Pero esta solucio´n no es deseable. En primer lugar, esta multipli-
cacio´n de entradas le´xicas tiene un coste computacional. Y en segundo lugar,
las unidades le´xicas que hasta ahora aportaban cl´ıticos eran de tipo nomi-
CAPI´TULO 4. SSG: CLI´TICOS 235
nal: pronombres y huellas. Es una solucio´n ad hoc el an˜adido a ese grupo
de la preposicio´n a. Quiza´ pudiera estudiarse en un futuro la posibilidad de
que el argumento de dativo de (21-a) haya sido saturado por una huella o
pronombre; y el sintagma al botones este´ legitimado en virtud de un esquema
distinto a comps-rule.
No obstante, te´ngase en cuenta que las soluciones alternativas a la de SSG
—las de 4.3— tambie´n tienen que multiplicar sus reglas le´xicas si quieren
hacer frente a estos datos. SSG, para dar cuenta de la mayor parte de los
cl´ıticos del espan˜ol, no necesita crear ninguna regla, ni ninguna unidad le´xica
cuya existencia no este´ justificada de forma independiente. Para dar cuenta
de los cl´ıticos de dativo de este apartado, s´ı crea ad hoc las unidades le´xicas
focus-trace’ y a’. Pero todas estas unidades le´xicas (o sus reglas correspondien-
tes) deben aparecer tambie´n, de un modo u otro, en los ana´lisis alternativos.
A esa complejidad, estos ana´lisis an˜aden reglas le´xicas —y gramaticales—
que se evitan en SSG.
4.6. Conclusio´n
En este cap´ıtulo se ha mostrado un ana´lisis de los cl´ıticos del espan˜ol
novedoso y econo´mico, desde el punto de vista del coste computacional. Los
ana´lisis previos en HPSG de los feno´menos de clitizacio´n descansaban en el
uso de reglas le´xicas. Esta estrategia supon´ıa un aumento de la explosio´n
combinatoria y del gasto computacional de la grama´tica. El ana´lisis de SSG
evita el uso de regla le´xica alguna.
Para ello, se entiende que los cl´ıticos que lleva un verbo deben ser es-
pecificados en este, antes del proceso sinta´ctico, como parte de su flexio´n
morfolo´gica. La presencia o ausencia de unos determinados cl´ıticos en un
verbo se entiende, entonces, como una especificacio´n morfolo´gica que recibe
este mediante reglas flexivas, y que restringira´ las posibilidades de realizacio´n
sinta´ctica de sus argumentos. Efectivamente, despue´s, en el proceso de satu-
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racio´n, un verbo solo admitira´ como argumentos a aquellos signos que resul-
ten compatibles con dicha caracterizacio´n morfolo´gica previa. En concreto,
esta caracterizacio´n se ha formalizado como una lista de cl´ıticos: CLITICS.
La mayor parte de las unidades le´xicas de la grama´tica no aportan ningu´n
cl´ıtico a la lista CLITICS del verbo al que se unen como argumentos. En cam-
bio, los pronombres personales (omitidos o no) y las huellas de topicalizacio´n,
si tienen caso acusativo o dativo, s´ı aportan un cl´ıtico correspondiente a la
lista CLITICS del verbo al que se unen. Estos cl´ıticos aportados por los argu-
mentos del verbo deben ser compatibles con la caracterizacio´n que de CLITICS
hizo la regla flexiva que se aplico´ a tal verbo.
En definitiva, SSG contempla el de los cl´ıticos como un feno´meno mor-
folo´gico. En concreto, se entienden los cl´ıticos como afijos cuya aparicio´n en
el verbo viene desencadenada por la unio´n a este de un determinado tipo de
unidad le´xica: pronombre personal, omitido o no, o huella de topicalizacio´n.
As´ı se da cuenta del hecho de que la clitizacio´n de un argumento tiene lugar
cuando este se omite, cuando se pronominaliza o cuando se topicaliza.
Este tratamiento morfolo´gico hace necesario el uso de un mo´dulo de pre-
procesamiento que une en un solo token al verbo y sus cl´ıticos, y establece
que´ regla flexiva debe codificar la presencia de tales cl´ıticos en el verbo. SGP
cuenta con tal mo´dulo. Aparte del derivado del uso de este mo´dulo de pre-
procesamiento, el tratamiento que de los cl´ıticos hace SSG no acarrea coste
computacional significativo a la grama´tica. Obse´rvese co´mo para dar cuenta
de e´l no se ha establecido regla le´xica alguna, ni reglas de proyeccio´n. S´ı se ha
contado con la existencia de unidades le´xicas concretas que aportan cl´ıticos.
Pero estas las debe contemplar, de un modo u otro, cualquier grama´tica del
espan˜ol, con independencia del ana´lisis de los cl´ıticos que haga.
Cap´ıtulo 5
SSG: orden de palabras
El espan˜ol es una lengua de orden de palabras relativamente libre. Igual
que ocurr´ıa con las posibilidades de clitizacio´n vistas en 4, la libertad de orde-
nacio´n lineal agrava el problema de la explosio´n combinatoria. Este cap´ıtulo
pretende explicar co´mo el ana´lisis que hace SSG de dicha libertad reduce
el coste computacional que asumen las soluciones previas al problema. Se
tratara´n a continuacio´n tres cuestiones centrales relativas al orden de pala-
bras del espan˜ol: la ubicacio´n del sujeto en relacio´n al verbo (apartado 5.1),
la libertad de ordenacio´n relativa entre los complementos (apartado 5.2) y
los distintos tipos de dependencias no acotadas (apartado 5.3).
El criterio de orden lineal de constituyentes ha sido muy utilizado en la
creacio´n de tipolog´ıas lingu¨´ısticas. ¿Que´ tipo de lengua es el espan˜ol, en lo
que a orden de palabras se refiere? Se sigue, para dar respuesta a esta pre-
gunta, a Ferna´ndez Soriano (1993). El espan˜ol es una lengua configuracional
de orden ba´sico SVO (sujeto, verbo, objeto), con una libertad de ordenacio´n
lineal de constituyentes relativamente grande (en comparacio´n con lenguas
de su entorno, como el france´s o el ingle´s).
Greenberg (1963) establecio´ una tipolog´ıa de lenguas en funcio´n de la or-
denacio´n ba´sica de sus constituyentes oracionales: sujeto, objeto y verbo. En
esta tipolog´ıa se hace una primera distincio´n entre lenguas configuracionales
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y lenguas no configuracionales. En las lenguas configuracionales, los consti-
tuyentes de la oracio´n se ordenan conforme a una cierta estructura sinta´ctica.
Como se observa en la figura 5.1, en estas lenguas, los distintos argumentos de
un nu´cleo se relacionan con este de un modo distinto desde el punto de vista
estructural. El complemento se une en primera instancia al nu´cleo desnudo.
Y el especificador se une, despue´s, al complejo formado por el nu´cleo desnudo
y su complemento.
X
Esp X
X Compl
Figura 5.1: Lenguas configuracionales
Las lenguas configuracionales pueden tener ma´s o menos libertad de or-
denacio´n lineal, pero siempre esta´n constren˜idas por la estructura: los consti-
tuyentes de un nodo estructural no pueden linealizarse de forma discontinua.
Por ejemplo, dada la estructura de la figura 5.1, el especificador puede apare-
cer a derecha o izquierda del constructo formado por nu´cleo y complemento;
pero nunca podra´ aparecer entre los constituyentes de este. En cambio, las
lenguas no configuracionales no esta´n sujetas a una estructura como la de
la figura 5.1, y su ordenacio´n lineal no estara´, por tanto, constren˜ida por
ella. Estas lenguas permiten gran libertad de ordenacio´n de elementos. Por
ejemplo, estas lenguas permitir´ıan, en principio, la aparicio´n de lo que en la
figura 5.1 se ha llamado especificador, entre el nu´cleo y el complemento.
O
Sujeto SV
Verbo Objeto
Figura 5.2: Sintagma verbal
Concretamente, las lenguas configuracionales cuentan con un constructo
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al que pudiera llamarse sintagma verbal. Es el resultado de la unio´n del ver-
bo con su complemento, el objeto. El sujeto se une, no al verbo propiamente
dicho, sino al sintagma verbal completo. As´ı pues, la figura 5.2 muestra un
ejemplo del esquema general de 5.1. En una lengua no configuracional, no
existe un constructo de este tipo.
Segu´n Ferna´ndez Soriano (1993), el espan˜ol pertenece al grupo de las
lenguas configuracionales. Presenta cierta libertad de ordenacio´n de consti-
tuyentes, pero siempre a partir de un orden ba´sico, cano´nico, establecido por
la estructura sinta´ctica. Es decir, en principio, en espan˜ol, sea cual sea el
orden de sujeto, verbo y objeto, estos no pueden ordenarse de forma tal que
los constituyentes del sintagma verbal (verbo y objeto) sean separados por
un elemento externo a e´l (el sujeto).
Dentro de las lenguas configuracionales, se pueden establecer varios tipos
en funcio´n de dos criterios. El primero es la posicio´n en que estas lenguas
linealizan el complemento con respecto al nu´cleo. Hay lenguas configura-
cionales que colocan el complemento delante de su nu´cleo y otras que lo
colocan detra´s. Parece claro que el espan˜ol coloca al complemento detra´s de
su nu´cleo. Adema´s, la posicio´n cano´nica de aparicio´n del sujeto en espan˜ol
(para verbos con sujeto y objeto) es la antepuesta al verbo. Por tanto, el
espan˜ol es una lengua configuracional que obedece a un orden ba´sico SVO
(sujeto, verbo, objeto).
Pero, adema´s, dentro de las lenguas configuracionales, esta´n aquellas que
siguen su orden ba´sico de constituyentes de forma estricta. Y otras que per-
miten, a partir de ese orden ba´sico de constituyentes, cierta dislocacio´n. Se
ha llamado a las primeras lenguas de orden fijo, y a las segundas lenguas de
orden libre. Se observa que las lenguas de orden libre cuentan con una mor-
folog´ıa y un sistema de preposiciones mucho ma´s rico que las lenguas de orden
fijo. La cuestio´n es que, de uno u otro modo, es necesario que sea reconocible
el papel tema´tico que el nu´cleo asigna a sus argumentos en la oracio´n. En una
lengua de orden fijo, ese papel tema´tico es reconocible porque el argumento
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se ubica de forma estrictamente adyacente al nu´cleo que se lo asigna. En una
lengua de orden libre, el papel tema´tico que asigna el nu´cleo al argumento se
reconoce porque este u´ltimo esta´ marcado con una preposicio´n, una marca
morfolo´gica o una relacio´n de concordancia que lo identifique. Esto permite
que el argumento en cuestio´n se linealice alejado de su nu´cleo. El lat´ın era
una lengua de morfolog´ıa muy rica. La identificacio´n del papel tema´tico de
los sintagmas nominales se aseguraba para esta lengua mediante el uso de
marcas morfolo´gicas. Esto le permit´ıa una gran libertad de ordenacio´n de sus
constituyentes. Las lenguas romances han perdido, en mayor o menor medi-
da, estas marcas morfolo´gicas, y, en consecuencia, la libertad de ordenacio´n
lineal. No obstante, el espan˜ol, si se compara con el france´s, conserva cierta
libertad de ordenacio´n lineal, gracias a su morfolog´ıa rica y su sistema de
preposiciones.
En resumen, el espan˜ol es una lengua configuracional de orden ba´sico
SVO, ma´s fijo que el lat´ın, pero bastante menos que el france´s o el ingle´s.
5.1. El sujeto
En el apartado 3.3, se mostro´ co´mo los sujetos en espan˜ol pueden ser
tanto argumentos internos (en los verbos inacusativos o pasivos) o externos
(en los verbos inergativos o transitivos). Se entendio´ entonces que la posicio´n
cano´nica de los sujetos consistentes en argumentos internos era la posverbal,
lo cual se formalizo´ colocando tales sujetos en la lista COMPS. En cambio,
la posicio´n cano´nica de los sujetos consistentes en argumentos externos es la
preverbal, de modo que estos fueron colocados en la lista SUBJ.
No obstante, ciertos contextos piden, o facilitan, la inversio´n de estos argu-
mentos externos sujeto. Las oraciones interrogativas —(1-a)—, la anidacio´n
de la oracio´n —(1-b)—, o la presencia de un to´pico —(1-c) y (1-d)— facilitan
la inversio´n.
(1) a. ¿Han visitado ellos este museo?
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b. Creo que ya han visitado ellos el museo
c. El museo ya lo han visitado ellos
d. A las 12:00, ya hab´ıan visitado ellos el museo
Adema´s, en el espan˜ol de Espan˜a, la aparicio´n de un foco, o de una part´ıcula
interrogativa, obliga a la inversio´n del sujeto (o a su topicalizacio´n): (2).
(2) a. *!ESE MUSEO ellos han visitado!
b. !ESE MUSEO han visitado ellos!
c. *¿Que´ museo ellos han visitado?
d. ¿Que´ museo han visitado ellos?
En HPSG, se han formalizado estos casos de inversio´n de sujeto haciendo
uso de una regla le´xica —ve´ase Sag y otros (2002)—. Esta regla, lla´mese
inversion, se ha entendido siempre como una regla destructiva: altera el input ,
pasando el sujeto de su posicio´n cano´nica en SUBJ, a COMPS. Se entiende que,
desde COMPS, se realiza pospuesto al verbo. Ya se explico´ en 3.6 que SSG
no utiliza reglas destructivas, por razones teo´ricas y pra´cticas. SSG podr´ıa
utilizar, no obstante, una versio´n no destructiva de inversion. Efectivamente,
inversion podr´ıa entenderse como un patro´n de comportamiento verbal, solo
para verbos con argumento externo —alternativo, entonces, a v-transitive-c o
v-unergative-c—. Este patro´n definir´ıa la ubicacio´n del sujeto en COMPS, tal
como se muestra en la figura 5.3.
inversion
synsem|local|val
[
subj 〈〉
comps 1
]
arg-st 1
〈
external, ...
〉

Figura 5.3: Hipote´tica regla inversion
Obse´rvese que inversion, tal como se muestra en la figura 5.3, y tal como se
entiende habitualmente en HPSG1, con reglas gramaticales como comps-rule,
1Sag y otros (2002).
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da lugar a una derivacio´n como la de la figura 5.4. En ella, el sujeto es el
primer elemento en unirse al verbo, y el objeto se une despue´s al constructo
formado por verbo y sujeto. Esta derivacio´n no es compatible con la asuncio´n
de que, en las lenguas configuracionales, existe un sintagma verbal, formado
por la unio´n inmediata de verbo y objeto.
SX
SX
Verbo Sujeto
Objeto
Figura 5.4: Derivacio´n con inversio´n de sujeto en HPSG
SF
Sujetoi F’
Vj+F SV
i V’
j Objeto
Figura 5.5: Derivacio´n en el modelo chomskyano (I)
En el modelo gramatical chomskyano, es fa´cil preservar, en principio, la
existencia del sintagma verbal en los casos de inversio´n. Este modelo contem-
pla la existencia de categor´ıas funcionales que toman a la proyeccio´n ma´xima
del nu´cleo le´xico como complemento. Por ejemplo, en el modelo de Principios
y Para´metros2, la oracio´n se entiende como la proyeccio´n de una categor´ıa
F (flexio´n), cuyo complemento es la proyeccio´n ma´xima de un verbo V. El
sujeto del verbo se genera en la posicio´n de especificador de V, donde recibe
papel tema´tico de este. Despue´s se mueve a la posicio´n de especificador de
2El ana´lisis siguiente esta´ inspirado en Eguren y Ferna´ndez Soriano (2004), pp. 152-161.
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F en busca de caso nominativo (el caso nominativo se marca en espan˜ol me-
diante concordancia del argumento con la flexio´n verbal). Adema´s, el nu´cleo
V se mueve a la posicio´n de nu´cleo de F (y de ah´ı la realizacio´n sincre´tica
del verbo con la flexio´n). Ve´ase todo ello en la figura 5.5. Obse´rvese co´mo
este ana´lisis permite dar cuenta del orden de constituyentes cano´nico SVO
del espan˜ol, de forma consistente con las constricciones estructurales propias
de una lengua configuracional.
SC
Objetok C’
V+Fj+C SF
Sujetoi F’
j SV
i V’
j k
Figura 5.6: Derivacio´n en el modelo chomskyano (II)
En el modelo de Principios y Para´metros se contempla adema´s la ex-
istencia de otras categor´ıas funcionales. La categor´ıa C (complementante,
definitoria de la modalidad oracional) toma como complemento la proyeccio´n
ma´xima de F. Y su posicio´n de especificador es el lugar de destino de ciertos
movimientos, por ejemplo, los de part´ıculas interrogativas. Asu´mase que el
objeto de una oracio´n se coloca, en forma de part´ıcula interrogativa, efec-
tivamente, como especificador de C. Asu´mase adema´s que, en las oraciones
interrogativas, el nu´cleo verbal asciende de F a C3. Ve´anse estos movimientos
3Eguren y Ferna´ndez Soriano (2004), p. 185 n. 95. Este ana´lisis se ha propuesto, por
ejemplo, para dar cuenta del orden inverso entre verbo y sujeto de las interrogativas
totales del ingle´s. No se afirma aqu´ı que sea va´lido para el espan˜ol. Solo se conjetura con
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en la figura 5.6.
La estructura de la figura 5.6 sugiere un orden de palabras OVS para este
tipo de oraciones —como (2-d)—. Con ello, se da cuenta del hecho de que, en
espan˜ol, el sujeto de las oraciones interrogativas se puede posponer al verbo.
Y se hace respetando las constricciones estructurales de una lengua configu-
racional: se crea un sintagma verbal, y son ciertos movimientos posteriores
los que legitiman la inversio´n del sujeto.
No se pretende aqu´ı hacer una explicacio´n rigurosa o exhaustiva de los
datos de (1) de acuerdo con la grama´tica chomskyana. Solo se pretende
mostrar co´mo su naturaleza transformacional y la existencia de categor´ıas
funcionales permiten explicar los casos de inversio´n; preservando la premisa
de que, en una lengua configuracional, el objeto forma junto al verbo una
primera proyeccio´n, a la que el sujeto se une despue´s.
HPSG no contempla la existencia de categor´ıas funcionales. En HPSG, el
nu´cleo le´xico dirige siempre la derivacio´n. Esta es una asuncio´n fundamental
de la teor´ıa —de ah´ı su nombre: Head-Driven Phrase Structure Grammar—.
La informacio´n que en la grama´tica chomskyana se formaliza mediante cate-
gor´ıas funcionales se recoge en HPSG como especificaciones de la estructura
de rasgos del nu´cleo le´xico. Por tanto, los nu´cleos le´xicos son el eje de la
derivacio´n, y sus argumentos se pueden linealizar solo a derecha o izquierda
de estos: no hay lugar para movimiento de nu´cleo a trave´s de unas categor´ıas
funcionales que no existen.
Por tanto, se asume en este trabajo que esta limitacio´n es inherente al
modelo utilizado; y no se le intenta, por ello, dar solucio´n. S´ı concierne, en
cambio, a este trabajo, reflexionar sobre el coste computacional del an˜adido
a SSG de una regla como inversion.
tal posibilidad.
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Al crear una grama´tica computacional del espan˜ol, dados los datos de (1),
es realmente complicado discriminar en que´ contextos se puede o no se puede
aplicar la inversio´n. En esta lengua, como demuestran (1-b), (1-c) y (1-d),
la inversio´n no es un feno´meno cen˜ido a las oraciones interrogativas. En la
grama´tica transformacional es comu´nmente aceptado que la posicio´n estruc-
tural original de los sujetos es interna al sintagma verbal4. Desde esa posicio´n
original, el sujeto asciende y se coloca como especificador de la categor´ıa fun-
cional T, lo cual explica su posicio´n preverbal cano´nica. Se entiende que este
ascenso esta´ motivado por una necesidad intr´ınseca de T: la de contar con
un especificador5. Cabe imaginar que, si esta necesidad fuese cubierta por un
elemento distinto al sujeto, el ascenso de este ser´ıa innecesario. En tales ca-
sos, el sujeto se linealizar´ıa en posicio´n posverbal. Efectivamente, Zubizarreta
(1998) o Gutie´rrez-Bravo (2008) asumen que la posicio´n de especificador de
T puede estar ocupada tambie´n por to´picos, focos o part´ıculas interrogativas.
Segu´n estas propuestas, cuando la necesidad de especificador de T esta´ cu-
bierta por estos elementos, el sujeto no asciende, y se linealiza pospuesto al
verbo6.
Esta formalizacio´n no es aplicable a HPSG. Pero s´ı es u´til la intuicio´n con-
sistente en que la posicio´n original del sujeto es interna al sintagma verbal, y
desde all´ı, posverbal; y la idea de que es la satisfaccio´n de un principio ajeno
a la mera proyeccio´n del nu´cleo verbal lo que explica la anteposicio´n del su-
jeto. No parece estar justificado en SSG que este principio sea una necesidad
oracional abstracta, como la del modelo transformacional. ¿Podr´ıa ser, en
cambio, una necesidad informativa? ¿Quiza´ la necesidad de que, dado cierto
4Se ha llamado a esta asuncio´n Hipo´tesis del sujeto interno al sintagma verbal: Eguren
y Ferna´ndez Soriano (2004), pp. 160-169.
5Esta necesidad se ha formalizado en el modelo de Principios y Para´metros con el
llamado PPA —Principio de Proyeccio´n Ampliado—. Ve´ase Eguren y Ferna´ndez Soriano
(2004), p. 129.
6Estas ideas no esta´n ren˜idas con el hecho de que T asigne caso nominativo al sujeto.
La asignacio´n de caso y el movimiento al especificador de T son procesos independientes.
Cuando el sujeto permanece en el interior del sintagma verbal, la asignacio´n de caso a este
sigue hacie´ndola T a distancia (Eguren y Ferna´ndez Soriano (2004), p. 294 n.).
CAPI´TULO 5. SSG: ORDEN DE PALABRAS 246
patro´n enunciativo, es necesaria la presencia a la izquierda del predicado de
un tema, un elemento conocido sobre el que predicar? Cuando ese patro´n
enunciativo no existe —(1-a), (1-b) y (3)—, o cuando la funcio´n de tema
la cubre otro elemento —(1-c) y (1-d)—, la anteposicio´n del sujeto no ser´ıa
necesaria y no tiene lugar.
(3) Ha empezado la visita
Todo ello, sin pasar de ser una hipo´tesis pendiente de demostrar, hace plausi-
ble el ana´lisis de los sujetos que hace SSG. Efectivamente, en SSG se asumira´ que
todos los sujetos se colocan originariamente en COMPS, desde donde pueden
realizarse en posicio´n posverbal. Esto da cuenta de los datos de (1). Cualquier
anteposicio´n del sujeto se concibe, entonces, como fruto de una topicalizacio´n.
Gracias a este ana´lisis, SSG prescinde de la regla inversion, y se hace inu´til la
existencia de subj-rule. De este modo, todos los elementos linealizados a la
derecha de un verbo se saturara´n mediante comps-rule, y todos los linealiza-
dos a su izquierda se saturara´n mediante la regla de realizacio´n de to´picos:
topic-rule, como se vera´ en 5.3. Por tanto, el tipo unergative, del que depen-
den los patrones v-transitive-c y v-unergative-c se reformula conforme a lo que
muestra la figura 5.7.

unergative
synsem|local|val
[
subj 〈〉
comps 1
]
arg-st 1
〈[
local external
]
, ...
〉

Figura 5.7: Relacio´n entre ARG-ST y VAL con argumento externo
La colocacio´n del sujeto en COMPS soluciona ciertos problemas a los que
se enfrenta cualquier grama´tica del espan˜ol. Un sujeto, igual que un objeto,
puede topicalizarse —(4-a)—. Para una grama´tica del espan˜ol que sature sus
sujetos desde SUBJ, a la izquierda del verbo, esto supone una ambigu¨edad
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sistema´tica7. Cuando un sujeto esta´ inmediatamente antepuesto a su verbo,
puede haberse realizado desde SUBJ, o a trave´s de una topicalizacio´n, como
se representa en (4-b). El ana´lisis de SSG hace desaparecer este problema.
(4) a. [Ellosi [creo que ti ya han visitado el museo]]
b. [Ellosi [ti ya han visitado el museo]]
Adema´s, este ana´lisis de SSG soluciona ciertas complicaciones relativas al
modelado de los auxiliares. Los auxiliares en HPSG se han entendido ha-
bitualmente como estructuras de ascenso: tomaban como complemento un
sintagma verbal con el sujeto pendiente de saturar, e identificaban ese su-
jeto con el suyo propio. Este proceso de ascenso puede iterarse de auxiliar
en auxiliar, hasta que el sujeto del verbo principal llega a la lista SUBJ de
un verbo finito, con rasgos de concordancia. All´ı se establece la concordancia
entre sujeto y flexio´n oracional; y desde all´ı el sujeto se satura, a la izquier-
da de todos los auxiliares. Pero, como se ha visto, un verbo puede sufrir, o
no, inversio´n. Si esta se entiende como el paso del sujeto desde SUBJ hasta
COMPS, un auxiliar podr´ıa tomar como complemento tanto un verbo con la
lista SUBJ vac´ıa como un verbo con la lista llena. Esta dualidad, de un modo
u otro, pide contemplar en la grama´tica dos tipos de auxiliares: uno debe
desencadenar ascenso del sujeto, y otro no.
SSG neutraliza automa´ticamente estos dos tipos de auxiliares, pues la lista
SUBJ de sus verbos siempre esta´ vac´ıa. En SSG, la anteposicio´n del sujeto al
verbo y a sus auxiliares es un caso de topicalizacio´n; y su posposicio´n es un
caso de realizacio´n cano´nica desde la lista COMPS del verbo principal. En
ambos casos, la concordancia existente entre el sujeto y la flexio´n del auxiliar
finito se establece mediante ascenso exclusivo de los rasgos pertinentes: XARG.
En concreto, en SSG un verbo auxiliar —como se muestra en la figura 5.8—
toma como complemento a la proyeccio´n ma´xima de un verbo no finito (FORM
7Solo se evita la ambigu¨edad entre la realizacio´n cano´nica del sujeto desde SUBJ y su
topicalizacio´n, si entre el sujeto y su verbo media otro elemento desplazado; o si el sujeto
se desplaza a la margen izquierda desde una oracio´n anidada.
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no-fin).
auxiliar-verb
synsem|local

sem|hook|xarg 1
val

subj 〈〉
comps
〈

local

head
[
verb
form no-fin
]
sem|hook|xarg 1
val
[
subj 〈〉
comps 〈〉
]


〉



Figura 5.8: Verbo auxiliar en SSG
Por tanto, los sujetos se saturan siempre en el verbo principal (ya sea como
sintagmas posverbales o como huellas de desplazamiento), y no es necesario
que asciendan a los auxiliares. El u´nico ascenso que tiene lugar es el del ı´ndice
sema´ntico de dicho sujeto. Este ascenso se formaliza estableciendo identidad
entre el ı´ndice XARG del auxiliar y el de su complemento8. Una vez el ı´ndice
del sujeto ha ascendido (en forma de rasgo XARG) hasta un auxiliar finito, en
este se establece la concordancia entre el sujeto y la flexio´n oracional. Para
ello, los verbos flexionados se definen en SSG como instancias de agree-lex-item
—figura 5.9—. 
agree-lex-item
synsem|local
[
sem|hook|xarg|i 1
agr 1
]
Figura 5.9: agree-lex-item
8Este ı´ndice ha sido identificado en el verbo principal con el ı´ndice de su argumento
ma´s prominente: el argumento externo de un verbo inergativo o transitivo; o el argumento
interno de un verbo inacusativo o pasivo. Es decir, en definitiva, XARG recoge el ı´ndice
del sujeto del verbo principal.
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5.2. Scrambling
En 5.1, se explicaron las posibilidades de ordenacio´n lineal del sujeto en
espan˜ol. En este apartado se hace otro tanto con los objetos. De momento
se contemplara´ la existencia de objetos de caso acusativo y dativo. Estos,
colocados siempre en COMPS, tienen posicio´n cano´nica posverbal.
O
Sujeto SV
SV
Verbo Objeto1
Objeto2
Figura 5.10: Sintagma verbal con dos proyecciones
Como el espan˜ol es una lengua configuracional, un sintagma verbal con
dos objetos habra´ de organizarse en varios niveles de proyeccio´n, como se
muestra en la figura 5.10. Adema´s, dado este cara´cter configuracional, es es-
perable una ordenacio´n cano´nica de los complementos internos al sintagma
verbal. Concretamente, la estructura sinta´ctica de 5.10 impide la aparicio´n
del segundo objeto entre el verbo y el primer objeto; pues esta ordenacio´n
har´ıa discontinua la linealizacio´n de la primera proyeccio´n del verbo.
Pero, como ya se vio en 2.1, dentro de tal dominio posverbal, los dos
objetos tienen gran libertad de ordenacio´n relativa. Se repiten aqu´ı los ejem-
plos de aquel apartado. En (5) se observa co´mo el objeto de acusativo y el
de dativo pueden linealizarse en cualquier orden relativo. De acuerdo con
Ferna´ndez Soriano (1993), estas diferencias de ordenacio´n lineal no acarrean
diferencias interpretativas.
(5) a. El botones le ha subido el equipaje al gu´ıa
b. El botones le ha subido al gu´ıa el equipaje
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Esta autora sugiere que estos datos pueden explicarse como el resultado de
un feno´meno de scrambling o redistribucio´n: los constituyentes de una de-
terminada estructura sinta´ctica pueden desordenarse. Esta sera´, entonces,
la solucio´n adoptada en SSG para los constituyentes del sintagma verbal. El
scrambling se ha modelado en HPSG de diferentes modos. Pra´cticamente todas
las soluciones utilizadas en las grama´ticas computacionales consisten en la
estipulacio´n en reglas ad hoc; y acarrean problemas de ambigu¨edad y falta de
eficiencia computacional. Se explican estas soluciones en 5.2.1. SSG, en cam-
bio, adopta la solucio´n ma´s extendida en los trabajos teo´ricos en HPSG para
la formalizacio´n de este feno´meno. Es una solucio´n que, por razones te´cnicas,
no ha sido adoptada habitualmente en las grama´ticas computacionales. Su
aplicacio´n a una grama´tica del espan˜ol es novedosa. Se explicara´ en 5.2.2.
5.2.1. Soluciones previas
Segu´n Mu¨ller (2004), las soluciones que se han dado al feno´meno del
scrambling en HPSG son las siguientes. Una posibilidad es utilizar reglas
sinta´cticas que saturen en un mismo paso todos los complementos. De este
modo, se puede estipular directamente cada orden posible en una regla di-
ferente. Las dos reglas necesarias para dar cuenta de los o´rdenes posibles de
los dos objetos de un verbo en espan˜ol obedecer´ıan a la caracterizacio´n de
las figuras 5.11 y 5.12.
1-flat-comps-rule
stem
〈
1 , 2 , 3
〉
synsem|local|val|comps 〈〉
head-dtr 1
[
synsem|local|comps
〈
2 , 3
〉]
non-head-dtr-1 2
non-head-dtr-2 3

Figura 5.11: Scrambling con reglas mononivel (I)
Estas dos reglas saturan al tiempo los dos complementos del nu´cleo. La
u´nica diferencia entre ambas se encuentra en que se presupone una realizacio´n
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
2-flat-comps-rule
stem
〈
1 , 3 , 2
〉
synsem|local|val|comps 〈〉
head-dtr 1
[
synsem|local|comps
〈
2 , 3
〉]
non-head-dtr-1 2
non-head-dtr-2 3

Figura 5.12: Scrambling con reglas mononivel (II)
fone´tica distinta en STEM9.
Esta solucio´n es muy poco elegante, pues implica crear ad hoc una regla
para cada orden posible. Es ma´s, con este sistema, habr´ıa que estipular nuevas
reglas por cada posible nu´mero de elementos que pudiera contener una lista.
Por ejemplo, las unidades le´xicas transitivas y las ditransitivas saturar´ıan sus
complementos mediante reglas diferentes. Del mismo modo, si la grama´tica
contempla listas de complementos con tres elementos, ser´ıan necesarias cuatro
reglas ma´s. Por u´ltimo, no parece posible, con reglas de este tipo, intercalar
modificadores del nu´cleo entre los complementos.
Por tanto, parece conveniente saturar los elementos de una lista de subca-
tegorizacio´n mediante la reiterada aplicacio´n de la misma regla. Para modelar
el scrambling de este modo es necesario que las reglas puedan saturar un
complemento cualquiera, este´ este o no en la primera posicio´n de la lista de
subcategorizacio´n. Esto se puede lograr entendiendo que los complementos
se agrupan, no en una lista, sino en un conjunto. La regla puede saturar
as´ı elementos en un orden aleatorio. El problema de este planteamiento es
que genera ambigu¨edades indeseables cuando el nu´cleo se realiza en medio
de sus complementos.
9En realidad, el orden lineal de constituyentes esperable en la cadena de entrada se
establece normalmente en el signo en una lista ARGS. Esta es una cuestio´n te´cnica que
resulta poco intuitiva y complica la discusio´n. Se presupone, entonces, que la lista STEM
refleja el orden de constituyentes tal como se encuentra en la cadena de entrada.
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H
L H
H R
H
H
L H
R
Figura 5.13: Ambigu¨edad indeseable
Imag´ınese que un nu´cleo H tiene dos complementos en su conjunto de
subcategorizacio´n: R y L. Como estos complementos esta´n organizados en un
conjunto, no se ha establecido entre ellos un orden de realizacio´n. Imag´ınese
que R se realiza a su derecha y L a su izquierda. Esto podr´ıa lograrse reali-
zando primero R y despue´s L, o a la inversa —ve´ase la figura 5.13—. Se da,
por tanto, una ambigu¨edad indeseable.
Esta situacio´n tiene lugar en una grama´tica del espan˜ol, por ejemplo,
cuando uno de los complementos se topicaliza y el otro no. Imag´ınese que L
es el complemento que se va a topicalizar y R el que no. En tal caso, una
regla de extraccio´n eliminar´ıa a L del conjunto de subcategorizacio´n (para
que al final de la derivacio´n pudiera realizarse a la izquierda) y otra realizar´ıa
a R a la derecha de H . Estos dos pasos podr´ıan darse en un orden u otro, lo
cual da lugar a la conocida ambigu¨edad.
1-set-comps-rule
stem
〈
3 , 1
〉
synsem|local|val|comps
〈
2
〉
head-dtr 3
[
synsem|local|comps
〈
1 . 2
〉]
non-head-dtr 1

Figura 5.14: Scrambling con conjuntos (I)
Adema´s, no es posible implementar un conjunto directamente con la
sintaxis utilizada habitualmente para el desarrollo de grama´ticas computa-
cionales —TDL—. Lo que hacen las grama´ticas computacionales que intentan
representar un conjunto es definir este como lista de n posiciones, asociada
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a n reglas de saturacio´n. Cada posicio´n i es saturada por la correspondiente
regla i . Por ejemplo, para realizar los complementos de un verbo ditransitivo,
Matrix utiliza las dos reglas de las figuras 5.14 y 5.15.
2-set-comps-rule
stem
〈
4 , 2
〉
synsem|local|val|comps
〈
1 . 3
〉
head-dtr 4
[
synsem|local|comps
〈
1 , 2 . 3
〉]
non-head-dtr 2

Figura 5.15: Scrambling con conjuntos (II)
Estas reglas funcionan en buena medida del mismo modo: eliminan de
la lista COMPS del nu´cleo el elemento que se realiza, y dejan en tal lista el
resto de elementos. Pero se diferencian en que cada una realiza un elemento
de la lista COMPS. Esta solucio´n tambie´n pide, por tanto, la estipulacio´n de
varias reglas: tantas como nu´mero de elementos puedan contener las listas de
la grama´tica. No es, entonces, una solucio´n elegante.
Un tercer modo de afrontar el problema del scrambling es usar reglas
le´xicas. Cada regla le´xica dar´ıa cuenta de una ordenacio´n posible de los com-
plementos de la palabra. As´ı pues, un verbo ditransitivo en espan˜ol pudiera
concretarse mediante una regla le´xica que colocase su argumento acusativo
en primer lugar de la lista COMPS y el dativo en segundo; o mediante otra
regla que colocase tales argumentos en orden inverso. La primera tendr´ıa el
aspecto que se muestra en la figura 5.16 y la segunda el de la figura 5.17.
ac-dat-ditr-lex-rule
synsem|local|val|comps
〈
1 , 2
〉
arg-st
〈
synsem, 1
[
case acc
]
, 2
[
case dat
]〉

Figura 5.16: Scrambling con reglas le´xicas (I)
En estas reglas se supone un orden de oblicuidad fijo entre los argumentos
CAPI´TULO 5. SSG: ORDEN DE PALABRAS 254
de un verbo, que se recoge en la lista ARG-ST. La diferencia entre una regla
y otra estriba en el paso de estos argumentos a la lista de subcategorizacio´n
COMPS. Cada una de estas reglas le´xicas da lugar a un patro´n de realizacio´n
del verbo. La aplicacio´n de las reglas sinta´cticas cano´nicas sobre cada uno de
ellos dara´ lugar a cada orden posible de complementos.
dat-ac-ditr-lex-rule
synsem|local|val|comps
〈
2 , 1
〉
arg-st
〈
synsem, 1
[
case acc
]
, 2
[
case dat
]〉

Figura 5.17: Scrambling con reglas le´xicas (II)
Este sistema es equivalente al anterior. Implica la misma ambigu¨edad
indeseable. Adema´s, estipula cada orden posible en una regla le´xica indepen-
diente, lo cual sigue sin ser una solucio´n elegante.
5.2.2. Constituyentes discontinuos
Las versiones cla´sicas de HPSG no contemplan feno´menos de scrambling .
Sin embargo, HPSG cuenta con una Teor´ıa de la Linealizacio´n. Su formulacio´n
original se debe a Reape (1992). La han reformulado despue´s Pollard y otros
(1993) y Kathol y Pollard (1995). Se ha utilizado para grama´ticas computa-
cionales en el proyecto Babel —Mu¨ller (1996)—. Esta propuesta s´ı da cuenta
de los ejemplos de (5) de forma elegante. Se repiten estos en (6).
(6) a. El botones le ha subido el equipaje al gu´ıa
b. El botones le ha subido al gu´ıa el equipaje
Todas estas versiones usan el concepto crucial de constituyente discon-
tinuo. Imag´ınese que los elementos de la lista COMPS aparecen siempre en un
mismo orden. Por ejemplo, imag´ınese que el complemento acusativo precede
siempre en COMPS al dativo. Adema´s, las reglas sinta´cticas saturan siem-
pre al primer argumento de las listas. De este modo, podr´ıa darse cuenta de
oraciones como (5-a), donde el acusativo precede al dativo. Pero, si se contem-
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pla la existencia de constituyentes discontinuos, las oraciones donde —como
en (6-b)— el dativo precede al acusativo tambie´n ser´ıan posibles. Haciendo
uso de tal concepto, tanto en (6-a) como en (6-b), la primera proyeccio´n
del sintagma verbal la formar´ıan el nu´cleo desnudo subido y el complemento
acusativo el equipaje. La u´nica diferencia ser´ıa que, en (6-a), ese constituyente
ser´ıa continuo (sus elementos se han linealizado juntos, de forma continua),
mientras que en (6-a) el constituyente ser´ıa discontinuo (sus elementos se
han linealizado separados, de forma discontinua, pues entre ellos aparece al
gu´ıa). Una vez creada, en ambos casos, la primera proyeccio´n del sintagma
verbal, esta puede unirse al dativo para crear la segunda.
Para implementar esta nocio´n de constituyente discontinuo, es necesario
que el parser que utilice la grama´tica contemple la posibilidad de que dos
elementos que se unan en el ana´lisis no tengan necesariamente que ser ad-
yacentes. El parser en cuestio´n —siguiendo a Mu¨ller (2004)— debe permitir
que dos elementos se unan en el ana´lisis siempre que no se superpongan.
La cadena de entrada de todo ana´lisis sinta´ctico esta´ dividida en n unidades
ato´micas: tokens . A cada una de ellas se le asigna una posicio´n. Por ejemplo, si
la cadena de entrada es la oracio´n de (6-b), a cada token le correspondera´ una
posicio´n de 0 a 8 , segu´n se muestra en (7).
(7) [0El ] [1 botones ] [2 le ha ] [3 subido ] [4 a ] [5 el ] [6 gu´ıa ] [7 el ] [8
equipaje]
En un parser tradicional se establece que, para que dos elementos se unan,
deben ocupar posiciones contiguas: uno debe terminar en la posicio´n i , y otro
debe comenzar en i + 1 . En cambio, en un parser que admita constituyentes
discontinuos, para que dos elementos se unan, basta con que ninguna de las
posiciones de la cadena que ocupe uno las ocupe el otro. En (7), el ver-
bo subido ocupa la posicio´n 3 de la cadena, y el complemento acusativo el
equipaje ocupa las posiciones 7 y 8 . Un parser tradicional no admitir´ıa la
unio´n de estos dos elementos, pues sus posiciones no son contiguas. Pero uno
que s´ı contemple constituyentes discontinuos s´ı permite la unio´n de subido y
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el equipaje, pues las posiciones de estos no se superponen. Este u´ltimo parser ,
una vez creado el constituyente discontinuo subido ... el equipaje, lo puede
unir al complemento dativo al gu´ıa, pues de nuevo las posiciones de subido
... el equipaje (3 , 7 y 8 ) y las de al gu´ıa (4 , 5 y 6 ) no se superponen. Con
todo ello, se crea el constituyente completo subido al gu´ıa el equipaje, que
ocupa las posiciones 3 , 4 , 5 , 6 , 7 y 8 .
En SSG se concibe la lista COMPS como una lista cuyos elementos, aun
siempre en posicio´n posnuclear, permiten cualquier ordenacio´n relativa. El
espan˜ol sigue entendie´ndose como una lengua configuracional, en la que
cualquier constituyente debe tener una linealizacio´n continua: solo las proyec-
ciones intermedias del sintagma verbal pueden ser discontinuas.
lex-unit
stem 1
synsem 2
dom
〈
stem 1
synsem 2
dom 〈〉

〉

Figura 5.18: Unidad le´xica con DOM
Pero, ¿es este concepto de constituyente discontinuo aplicable a una lengua
configuracional como el espan˜ol? Hasta ahora se ha entendido en la discusio´n
que estas lenguas no permiten constituyentes discontinuos. Precisamente, el
feno´meno de scrambling invita a matizar esta afirmacio´n. La teor´ıa de la
linealizacio´n de HPSG permite establecer adecuadamente tales matices. De
acuerdo con Donohue y Sag (2006), la Teor´ıa de la Linealizacio´n de HPSG
an˜ade al signo lingu¨´ıstico un rasgo llamado DOM (dominio). DOM es un con-
junto de elementos10. Cada uno de estos elementos cuenta a su vez con otro
dominio DOM anidado. Por ejemplo, la caracterizacio´n habitual de una unidad
10Cada una de las versiones de la Teor´ıa de la Linealizacio´n —Reape (1992); Pollard y
otros (1993); Kathol y Pollard (1995)— concibe estos elementos como tipos de una u otra
clase. Son matices te´cnicos que no interesan a esta discusio´n.
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le´xica en la Teor´ıa de la Linealizacio´n es la que se muestra en la figura 5.18.
Como se ve, el elemento del dominio DOM de un signo es una re´plica de buena
parte de la informacio´n de ese signo: STEM y SYNSEM. A esa informacio´n se
an˜ade un nuevo dominio DOM anidado. En el caso de las unidades le´xicas,
ese dominio anidado esta´ vac´ıo.
En cambio, en el caso de los sintagmas de las lenguas configuracionales, el
dominio DOM es un reflejo de las relaciones jera´rquicas establecidas entre el
sintagma y sus constituyentes. Cada sintagma cuenta con un u´nico elemento
DOM. Pero, a su vez, ese elemento cuenta en su rasgo DOM anidado con los
elementos correspondientes a sus constituyentes inmediatos. El rasgo DOM
original es, por tanto, una estructura con anidacio´n que refleja fielmente la
estructura de constituyentes del sintagma. En concreto, en estas lenguas,
los sintagmas se definen como instancias del tipo compacting-phrase que se
muestra en la figura 5.19.
compacting-phrase
stem 1
synsem 2
dom
〈
stem 1
synsem 2
dom δ1© δ2

〉
head-dtr|dom δ1
non-head-drt|dom δ2

Figura 5.19: Sintagma continuo
Por ejemplo, imag´ınese una derivacio´n en la que se crean sucesivamente
dos proyecciones del nu´cleo X : primero se une X a su complemento, y despue´s
a su especificador —figura 5.20—. Imag´ınese que X1 y X2 se han formado
como instancias de compacting-phrase. En tal caso, el rasgo DOM de cada
uno de estos sintagmas cuenta con un u´nico elemento: el que representa al
sintagma en s´ı. Los elementos correspondientes a sus constituyentes aparecen
anidados en el rasgo DOM de ese elemento. Por tanto, la derivacio´n que da
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lugar a X2 crea en el rasgo DOM de este sintagma la estructura de dominios
anidados que se observa en la figura 5.21.
X2
Esp
a
X1
X0
b
Compl
c
Figura 5.20: Derivacio´n de X2

compacting-phrase
dom
〈

X2
dom
〈[
a
dom 〈〉
]
©

X1
dom
〈dom 〈[b
dom 〈〉
]
©
[
c
dom 〈〉
]〉〉

〉

〉

Figura 5.21: DOM en X2 con compacting-phrase
Adema´s, en la Teor´ıa de la Linealizacio´n de HPSG, un rasgo DOM denota
un dominio cuyos elementos deben linealizarse de forma continua. Como se
ha visto, en un sintagma de tipo compacting-phrase, los constituyentes in-
mediatos cuentan con un dominio propio. Por tanto, en una lengua con este
tipo de sintagmas, cada nodo sintagma´tico debe tener linealizacio´n continua.
Esta es la caracter´ıstica definitoria de las lenguas configuracionales. Por tan-
to, en HPSG se formaliza el concepto de lengua configuracional, dada la nocio´n
de dominio y sus implicaciones, entendiendo que estas lenguas son aquellas
cuyos sintagmas son instancias de compacting-phrase.
Por otro lado, los distintos elementos de un mismo dominio se unen me-
diante el operador © —shuffle—. Este operador no estipula, en principio,
un orden relativo entre estos elementos. Pero a un dominio DOM pueden ad-
scribirse ciertas restricciones de linealizacio´n. Por ejemplo, en una lengua de
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nu´cleo inicial, puede establecerse una restriccio´n que pida en los dominios
apropiados anteposicio´n del nu´cleo al complemento. Pueden crearse restric-
ciones vinculadas a criterios discursivos, entonativos, informativos, etc.
¿Co´mo se capta en esta teor´ıa el concepto de lengua no configuracional?
En las lenguas no configuracionales, los sintagmas son de tipo liberating-phrase
—figura 5.22—. Como se puede observar, en estos sintagmas, el dominio DOM
no refleja la estructura de constituyentes. El rasgo DOM de estos sintagmas
es una estructura plana, sin anidacio´n, que recoge directamente la unio´n de
los dominios de los constituyentes. Estos dominios, entonces, no reflejan la
relacio´n jera´rquica existente entre sintagma y constituyentes.
liberating-phrase
dom δ1© δ2
head-dtr|dom δ1
non-head-drt|dom δ2

Figura 5.22: Sintagma discontinuo
Imag´ınese que, dada la derivacio´n vista en la figura 5.20, X1 y X2 son
instancias, no de compacting-phrase, sino de liberating-phrase. En tal caso,
el dominio de cada uno de estos sintagmas no crea una estructura anidada,
sino que recoge en un u´nico nivel los elementos DOM de sus constituyentes.
El resultado es que, en X2, DOM cuenta con un elemento por cada uno de
los constituyentes terminales de la derivacio´n, y entre ellos no se establecen
relaciones jera´rquicas: ve´ase en la figura 5.23.
liberating-phrase
dom
〈[
a
dom 〈〉
]
©
[
b
dom 〈〉
]
©
[
c
dom 〈〉
]〉
Figura 5.23: DOM en X2 con liberating-phrase
Dado el concepto de dominio —a´mbito en el cual los constituyentes deben
linealizarse de forma continua— una lengua cuyos sintagmas sean instan-
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cias de liberating-phrase permite linealizaciones discontinuas. En este caso, la
proyeccio´n X1 no cuenta en X2 con un dominio propio, sino que sus consti-
tuyentes —b y c— esta´n en el mismo dominio de X2, junto a a. Esto permite
que a se linealice entre b y c, lo cual hace de X1 un sintagma discontinuo.
En definitiva, en HPSG, una lengua no configuracional es aquella en la cual
los sintagmas son de tipo liberating-phrase.
Solo cabe an˜adir la formalizacio´n del hecho de que la estructura de do-
minios DOM condiciona la linealizacio´n de los constituyentes terminales de un
signo. Esta formalizacio´n se recogio´ en Reape (1992) en lo que se llamo´ Con-
stituent Ordering Principle. Este principio establece que existe una corres-
pondencia directa entre el significante de un signo —STEM en SSG— y el
significante de los elementos de su dominio: ve´ase en la figura 5.24.
sign
stem φ1 ⊕ ...⊕ φn
dom
〈[
stem φ1
]
⊕ ... ⊕
[
stem φn
]〉

Figura 5.24: Constituent Ordering Principle
Cabe esperar que cualquier lengua no configuracional cuente con ciertos
contextos en los que la linealizacio´n s´ı debe respetar la estructura sinta´ctica
—ve´ase el estudio del warlpiri de Donohue y Sag (2006)—. Es decir, para
entender una lengua como no configuracional basta con que esta haga un
uso amplio del patro´n liberating-phrase. Del mismo modo, el espan˜ol es clara-
mente una lengua configuracional, dado que, habitualmente, utiliza el patro´n
compacting-phrase. Pero esto no impide que existan adema´s ciertos contextos
que admitan la realizacio´n discontinua. Por tanto, el feno´meno de scrambling
que ocupa a este apartado es compatible con su cara´cter configuracional: en
espan˜ol, lengua configuracional, las proyecciones internas al sintagma verbal
no forman un dominio DOM propio. En cambio, la proyeccio´n ma´xima de este
sintagma verbal s´ı tiene un dominio propio.
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Aunque SSG asume, desde un punto de vista teo´rico, esta Teor´ıa de la
Linealizacio´n, no incluye en su signo lingu¨´ıstico el rasgo DOM. Este crea una
redundancia muy grande en la estructura de rasgos, lo cual acarrea coste
de procesamiento. Para dar cuenta de los efectos del scrambling basta con
concebir, como ya se ha apuntado, la lista COMPS como lista desde la cual el
parser puede crear constituyentes discontinuos: es posible saturar el primer
elemento de la lista COMPS de un nu´cleo, aunque nu´cleo y complemento no
tengan linealizacio´n contigua en la secuencia de entrada.
5.2.3. Problemas
Hasta aqu´ı se han tratado las posibilidades de ordenacio´n de los comple-
mentos de acusativo y dativo en posicio´n posverbal. Estos se saturan en tal
posicio´n desde la lista COMPS. Por tanto, se ha entendido que esta lista es el
dominio dentro del cual es posible el scrambling en espan˜ol. SSG cuenta con
que los elementos de COMPS puedan ser saturados en el orden en que esta´n
listados, pero quiza´ por sintagmas no adyacentes al verbo en la secuencia de
entrada.
¿Es esto va´lido para el resto de elementos de COMPS? Como se dijo en 5.1,
en SSG el sujeto se recoge tambie´n en dicha lista. Por tanto, si el scrambling
esta´ vinculado a COMPS, el sujeto debe poder realizarse, tras el verbo, en
cualquier orden relativo a los objetos. Los siguientes ejemplos, tomados de
Ferna´ndez Soriano (1993), muestran que, efectivamente, el sujeto Juan de
(8-b) y (8-c), en posicio´n posverbal, puede ir antepuesto o pospuesto al objeto
el perio´dico.
(8) a. Juan ha comprado el perio´dico
b. Ha comprado Juan el perio´dico
c. Ha comprado el perio´dico Juan
Pero, como sen˜ala esta autora, la eleccio´n de una u otra ordenacio´n acarrea
un cierto valor informativo diferente. La ordenacio´n cano´nica es la de (8-a).
Las de (8-b) y (8-c) son ordenaciones derivadas, en las que el sujeto busca
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un valor informativo que no tiene en su posicio´n cano´nica. Los objetos, en
cambio, pod´ıan variar su posicio´n sin que aquello acarrease diferencias in-
terpretativas a la oracio´n. Por tanto, no parece que el principio que regula
la libertad de aparicio´n del sujeto posverbal sea el mismo que regulaba la
libertad de ordenacio´n de los objetos.
Otro tanto ocurre con las posibilidades de ordenacio´n de otro tipo de com-
plementos de COMPS: los oblicuos y los predicativos. Los siguientes ejemplos
de (9), y los juicios de gramaticalidad, son de Ferna´ndez Soriano (1993).
(9) a. Pon el abrigo encima de la silla.
b. ?Pon encima de la silla el abrigo.
c. No se debe confundir la creatividad con la perseverancia.
d. ?*No se debe confundir con la perseverancia la creatividad.
En este trabajo se defiende que, con el debido valor informativo, (9-b) y
(9-d) s´ı son gramaticales. Estos complementos tambie´n pueden, por tanto,
ordenarse de mu´ltiples modos en posicio´n posverbal; pero, como ocurr´ıa con
el sujeto, la alteracio´n del orden cano´nico asigna un valor informativo carac-
ter´ıstico a la oracio´n.
¿En que´ consiste este valor informativo asociado a las distintas posibi-
lidades de ordenacio´n posverbal del sujeto y los complementos oblicuos y
predicativos? La estructura informativa de una oracio´n enunciativa descansa
en el uso de dos elementos: el tema y el rema11. El tema es la parte de la
oracio´n que denota una informacio´n conocida en el discurso. En cambio, el
rema es la parte de la oracio´n que denota una informacio´n nueva en el discur-
so. La idea es que un discurso avanza apoya´ndose en informacio´n conocida
(tema) a la que se va an˜adiendo informacio´n nueva (rema). Parece que en
espan˜ol —Contreras (1978), Zubizarreta (1999)— en una oracio´n enuncia-
tiva con entonacio´n normal la u´ltima s´ılaba to´nica recibe una cierta marca
proso´dica. En una oracio´n de estas caracter´ısticas, se pueden interpretar como
11Zubizarreta (1999).
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rema todos aquellos sintagmas que incluyan dicha marca. Por ejemplo, en la
oracio´n anterior de (8-a), que se muestra en la figura 5.25, la marca proso´di-
ca recae sobre la palabra perio´dico. As´ı pues, en esta oracio´n el rema puede
ser cualquier proyeccio´n que incluya perio´dico directa o indirectamente: SN2,
SV , SF y O . Es decir, el rema pueden ser todos aquellos sintagmas de la
oracio´n que incluyen la palabra marcada. En cambio, no pueden ser rema
SN1, F o V , pues ninguno de estos sintagmas incluyen la marca proso´dica
de perio´dico.
O
SN1
Juan
SF
F
ha
SV
V
comprado
SN2
el PERIO´DICO
Figura 5.25: Juan ha comprado el perio´dico
Por tanto, esta oracio´n puede aparecer como respuesta a situaciones en
las cuales se sepa que Juan ha comprado algo, pero no se sepa que´; o se sepa
que Juan ha hecho algo, pero no se sepa que´; o no se sepa nada, y toda la
oracio´n sea informacio´n nueva. Pero no es adecuada esta oracio´n en un con-
texto en el que se sepa que alguien ha comprado el perio´dico, y se pregunte
por el agente de la accio´n. Esto se debe a que, en tal caso, el rema de la
oracio´n deber´ıa ser exclusivamente el sujeto. Y, dado que este no incluye la
marca proso´dica, el sujeto no puede ser rema de la oracio´n.
Se ha dicho que esta marca proso´dica recae sobre la u´ltima s´ılaba to´nica
de la oracio´n. Por tanto, para permitir que el sujeto en cuestio´n incluya la
marca que lo habilitar´ıa como rema de la oracio´n, es necesario un cambio
en la ordenacio´n de los constituyentes. La oracio´n de (8-c) es el resultado
CAPI´TULO 5. SSG: ORDEN DE PALABRAS 264
de tal cambio. En ella, Juan, al aparecer en posicio´n final de la oracio´n, es
la palabra que recibe la marca proso´dica. Y gracias a ello, es el rema de la
oracio´n: (8-c) solo es adecuada en un contexto en el que, efectivamente, se
sepa que alguien compro´ el perio´dico, pero no se sepa quie´n lo hizo. En el
modelo transformacional que utilizan Contreras (1978) y Zubizarreta (1999),
este cambio de orden obedece a un proceso de movimiento de constituyentes.
Valga la versio´n de este de la figura 5.26. Dado este movimiento, el u´nico sin-
tagma que cuenta con la marca proso´dica pertinente es SN1. Por ello, cabe
predecir que (8-c) no admite otra interpretacio´n que aquella en la que el rema
es solo el sujeto Juan; lo cual parece cierto.
O
SFi
F
ha
SV
V
comprado
SN2
el perio´dico
O
SN1
JUAN
i
Figura 5.26: Ha comprado el perio´dico Juan
No se pretende explicar de modo exhaustivo el ana´lisis que estos trabajos
har´ıan de las oraciones de (8) y (9). Pero queda claro, gracias a la explicacio´n
precedente, que el hecho de que los sujetos puedan obedecer a ordenaciones
lineales diferentes se ha entendido como el resultado de la existencia de dife-
rentes configuraciones estructurales adscritas a distintos valores informativos.
Cabe pensar que otro tanto ocurre con los complementos de caso oblicuo y
los predicativos.
En resumen, parece que todos los argumentos verbales contemplados en
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SSG (incluido el sujeto) pueden aparecer, en posicio´n posverbal, en cualquier
orden relativo. En general, esos o´rdenes relativos distintos requieren patrones
entonativos distintos y aportan diferencias interpretativas a la oracio´n. Solo
los complementos de caso acusativo y dativo pueden permutar sus posiciones
sin que tal cambio implique diferencias interpretativas.
Como se dijo en 5.2.2, la Teor´ıa de la Linealizacio´n de HPSG puede modelar
todas estas posibilidades de ordenacio´n lineal haciendo uso del concepto de
constituyente discontinuo. Efectivamente, SSG entendera´ que cualquier orden
relativo entre los elementos de COMPS es posible gracias a dicho concepto. De
acuerdo con la Teor´ıa de la Linealizacio´n, todos estos elementos deben listarse
en un u´nico dominio DOM. Como se dijo en 5.2.2, a falta de otra restriccio´n,
esto implica que todos ellos se linealizan de forma continua, pero en cualquier
orden relativo. El hecho de que algunos de estos o´rdenes este´ adscrito a un
cierto patro´n entonativo e informativo se ha de modelar como restricciones
extra sobre la lista DOM en cuestio´n. No obstante, quedan pendientes de
estudiar, explicitar y formalizar cua´les son las restricciones informativas y
entonativas que deben vincularse a este dominio.
5.3. Dependencias no acotadas
Se termina el modelado del orden de palabras del espan˜ol con un aparta-
do dedicado a las dependencias no acotadas. En buena medida, este tipo de
feno´menos ya ha sido explicado en apartados previos del trabajo. En 1.1.4.3
se vio que estos son feno´menos no locales que ponen a prueba la adecuacio´n
descriptiva y explicativa de las grama´ticas. Son feno´menos que, en princi-
pio, parecen pedir un tratamiento transformacional. Sin embargo, ya en tal
apartado, y con ma´s detalle en 4.1, se explico´ que las grama´ticas de unifi-
cacio´n pod´ıan dar cuenta de ellos de un modo satisfactorio.
En concreto, en este apartado se explican tres tipos de desplazamientos
en dominio no acotado: desplazamiento de to´picos, de part´ıculas interrogati-
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vas y de relativos. Ya desde Gazdar y otros (1985) para GPSG, se ha utilizado
el rasgo SLASH —4.1— para dar cuenta de estos desplazamientos. Despue´s,
las versiones cla´sicas de HPSG, as´ı como las grama´ticas computacionales —
Matrix—, han utilizado sistemas muy similares. SSG, en esencia, utiliza el
mismo sistema. Pero los datos del espan˜ol hacen necesaria cierta compli-
cacio´n de su versio´n cla´sica, lo cual acarrea un coste computacional an˜adido.
SSG no cuenta con un ana´lisis de estos feno´menos de desplazamiento capaz
de neutralizar dicha complejidad. Solo se aventura, como posible solucio´n,
un ana´lisis basado en Balari (1998), cuya aplicacio´n a SSG har´ıa necesario
el desarrollo real de un sistema de ligamiento. Como se explico´ en 3.1.2, la
teor´ıa del ligamiento de HPSG no esta´ lo suficientemente formalizada como
para implementarla directamente en una grama´tica computacional.
En cualquier caso, este apartado tiene como objetivo justificar, en virtud
de los datos que se presentan a continuacio´n, el uso de las huellas topic-trace
y focus-trace propuesto en 4.4.2. El que la grama´tica contemplase dos tipos
de huellas diferentes era crucial para el ana´lisis de los cl´ıticos visto en tal
apartado. En este apartado se demuestra co´mo esa dualidad esta´ justifica-
da por razones independientes: cada tipo de huella desencadena procesos no
locales diferentes, imposibles de modelar con el mismo sistema de desplaza-
miento.
En espan˜ol son posibles distintos tipos de dependencias no acotadas. Un
argumento puede desplazarse a la margen izquierda de la oracio´n para colo-
carse en una posicio´n donde puede encontrar dos tipos de valor informativo:
puede ser to´pico —se presenta como tema del que se va a predicar— o foco
—se presenta como informacio´n que se esta´ corrigiendo o revisando en algu´n
sentido—. Esos deportes es ejemplo de to´pico en (12-a) y es foco en (10-b).
(10) a. Esos deportes los puede practicar el turista en la playa
b. !ESOS DEPORTES puede practicar el turista en la playa, no los
otros!
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To´pico y foco presentan comportamientos diferentes. Como se vio en 4.2,
la topicalizacio´n de un argumento clitiquizable pide aparicio´n de cl´ıtico, mien-
tras que su focalizacio´n no. Adema´s, la focalizacio´n pide inversio´n del sujeto
y la topicalizacio´n no, segu´n se observa en (11).
(11) a. Esos deportes el turista los puede practicar en la playa
b. !ESOS DEPORTES *los puede practicar el turista en la playa, no
los otros!
c. *!ESOS DEPORTES el turista puede practicar en la playa, no los
otros!
Por u´ltimo, una oracio´n puede contar con varios to´picos —(12-a)—, mientras
que solo es posible un foco —(12-b)—. S´ı es posible que convivan to´picos y
foco, en cuyo caso los primeros han de preceder linealmente al segundo —
(12-c) y (12-d)—.
(12) a. El turista, esos deportes los puede practicar en la playa
b. *!EL TURISTA, ESOS DEPORTES puede practicar en la playa, no
el gu´ıa los otros deportes!
c. El turista, ¡ESOS DEPORTES puede practicar en la playa, no los
otros deportes!
d. *!EL TURISTA, esos deportes los puede practicar en la playa, no
el gu´ıa!
Se observa —Zubizarreta (1999)— que el desplazamiento de part´ıculas
interrogativas (y en menor medida el de relativos) presenta las misas carac-
ter´ısticas que el desplazamiento de foco. Ve´ase en (13) co´mo el movimiento
de una part´ıcula interrogativa no admite clitizacio´n y pide inversio´n de suje-
to. Adema´s, no es posible desplazar dos elementos de este tipo, y estos deben
linealizarse tras los to´picos, en caso de que estos existan.
(13) a. ¿Que´ deportes *los puede practicar el turista en la playa?
b. *¿Que´ deportes el turista puede practicar en la playa?
c. *¿Quie´n, que´ deportes puede practicar en la playa?
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d. El turista, ¿que´ deportes puede practicar en la playa?
e. *¿Quie´n, esos deportes los puede practicar en la playa?
En (14) se observa tambie´n que el movimiento de un pronombre relativo no
admite clitizacio´n, si bien no pide inversio´n de sujeto. No se puede observar
el orden entre relativos y to´picos, pues estos u´ltimos en estas oraciones no
tienen lugar al que desplazarse.
(14) a. Los deportes que *los puede practicar el turista en la playa
b. Los deportes que el turista puede practicar en la playa
Por u´ltimo, te´ngase en cuenta que es posible extraer elementos mediante
topicalizacio´n de lugares desde los cuales no se puede extraer un pronombre
interrogativo o un relativo: el interior de un sintagma nominal, el interior de
un sujeto preverbal o el interior de un adjunto. En (15) se observa co´mo no
es posible extraer tales elementos desde dentro del sintagma nominal postales
de Madrid , ni desde el adjunto cuando abran la tienda.
(15) a. Podemos comprar postales de Madrid cuando abran la tienda
b. *De que´i podemos comprar [postales ti] cuando abran la tienda
c. *La ciudad de la que´i podemos comprar [postales ti] cuando abran
la tienda
d. *Que´i podemos comprar postales de Madrid [cuando abran ti]
e. *La tienda en la quei podemos comprar postales de Madrid [cuando
abran ti]
En cambio, s´ı es posible la topicalizacio´n desde el interior de un sintagma
nominal: (16).
(16) De Madridi podemos comprar [postales ti] cuando abran la tienda
Los mismos contrastes se observan cuando se intenta extraer un elemento
desde dentro de un sujeto preverbal como que visitemos el museo en (17).
(17) a. Que visitemos el museo es interesante
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b. *¿Que´i [que visitemos ti] es interesante?
c. *El museo quei [que visitemos ti] es interesante
d. El museoi [que lo visitemos ti] es interesante
Por tanto, parece que la focalizacio´n, el desplazamiento de part´ıculas in-
terrogativas y el de relativos funcionan del mismo modo: obedecen a un mis-
mo sistema de movimiento. De hecho, foco, part´ıcula interrogativa y relativo
son incompatibles entre s´ı. Parecen, entonces, hue´spedes alternativos de la
misma posicio´n estructural: (18).
(18) a. *¿Quie´n, ESOS DEPORTES puede practicar en la playa?
b. *ESOS DEPORTES, ¿quie´n puede practicar en la playa?
c. *El turista que ¿que´ deportes puede practicar en la playa?
d. *El turista que ESOS DEPORTES puede practicar en la playa
En cambio, la topicalizacio´n, con su comportamiento diferente, obedece a un
segundo sistema de movimiento. En cualquier caso, es imposible formalizar en
HPSG estos dos tipos de comportamiento con un mismo sistema. La intuicio´n
que debe formalizarse es que la posicio´n estructural que ocupan las part´ıcu-
las interrogativas, los relativos y los focos es inmediatamente superior a la
oracio´n, y no es iterable; mientras que la posicio´n de los to´picos es superior
a esta, y s´ı es iterable. La lista SLASH formaliza la existencia de una posicio´n
de realizacio´n de los argumentos externa a la oracio´n. Entie´ndase que esta
es el lugar de realizacio´n de los casos paradigma´ticos de desplazamiento a
la izquierda: las part´ıculas interrogativas y los relativos. Parece natural con-
tar, adema´s, con una nueva lista TOPIC para la realizacio´n de los to´picos.
Los to´picos dejar´ıan una huella de to´pico, y se desplazar´ıan y realizar´ıan en
TOPIC. En cambio, las part´ıculas interrogativas y los relativos dejar´ıan una
huella de foco, y se desplazar´ıan y realizar´ıan en SLASH. La lista SLASH solo
admitir´ıa un elemento, mientras que TOPIC admitir´ıa varios. Adema´s, SLASH
se saturar´ıa antes que TOPIC. Por u´ltimo, las condiciones de ascenso de in-
formacio´n de proyeccio´n a proyeccio´n ser´ıan diferentes entre SLASH y TOPIC,
con lo cual se dar´ıa cuenta de las distintas condiciones de extraccio´n de estos
dos feno´menos. Parece que esta es la solucio´n natural en HPSG a los datos
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antes presentados.
Este ana´lisis justifica la existencia de dos tipos de huella distintos, como ya
se dijo en 4.4.2: focus-trace y topic-trace. Se pueden observar sus representa-
ciones en las figuras 5.27 y 5.28. El tipo focus-trace representa a las huellas
que desencadenan los movimientos de part´ıculas interrogativas y relativos.
focus-trace
synsem

local 1
[
head|case case
]
non-local

clitics 〈〉
topic 〈〉
slash 1



Figura 5.27: focus-trace
Por su parte, topic-trace es la huella que desencadena las topicalizaciones.
topic-trace
synsem

local 1
[
head|case|clitic 2
]
non-local

clitics 2
topic 1
slash 〈〉



Figura 5.28: topic-trace
Ambos son instancias posibles de la posicio´n de complemento de la regla
comps-rule. Por tanto, ambos saturan una posicio´n argumental de la lista
COMPS de un verbo. Pero focus-trace guarda su informacio´n local en su lista
no local SLASH, mientras que topic-trace lo hace en TOPIC. En te´rminos locales
ambas desempen˜an la misma funcio´n; pero desencadenan procesos no locales,
como se ha visto, diferentes. Como se ve en la figura 5.28, topic-trace es una
unidad le´xica capaz de aportar cl´ıtico al verbo al que se une como argumento.
La discusio´n precedente demuestra que su inclusio´n en la grama´tica, nece-
saria para el sistema de cl´ıticos, esta´ justificada por razones independientes
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a este.
Queda explicar co´mo se saturan en SSG estos elementos desplazados de
uno y otro tipo. La lista SLASH se satura mediante la regla slash-rule, que se
puede observar en la figura 5.29; y TOPIC se satura mediante topic-rule: figura
5.30. La superioridad estructural de los to´picos se regula estableciendo que
topic-rule solo se aplica sobre nu´cleos con lista SLASH saturada —null—. En
cambio, slash-rule no altera la lista TOPIC del signo sobre el que se aplica.
Adema´s, la iteracio´n de un foco es imposible, pues slash-rule satura una lista
SLASH de un u´nico elemento.
slash-rule
stem
〈
3 . 4
〉
synsem

local|head 1
non-local
[
slash 〈〉
topic 5
]
head-dtr

stem
〈
4
〉
synsem

local|head 1
non-local
slash 〈 2〉
topic 5



non-head-dtr
stem 〈 3〉
synsem 2


Figura 5.29: Regla de saturacio´n de SLASH
Ha de apuntarse que los to´picos de una oracio´n pueden aparecer en
cualquier orden relativo: ve´anse las oraciones de (19). Por tanto, tal como
pasara con COMPS, TOPIC debe denotar un dominio en el cual los elementos
pueden realizarse en cualquier orden relativo. El resultado es una grama´tica
conceptualmente sencilla: toda posposicio´n de un argumento se debe a su rea-
lizacio´n expl´ıcita desde COMPS; y casi toda anteposicio´n se debe a un proceso
de topicalizacio´n, a una realizacio´n desde TOPIC. Ambas listas, en principio,
admiten saturacio´n a partir de elementos no adyacentes al nu´cleo.
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
topic-rule
stem
〈
5 . 4
〉
synsem

local|head 1
non-local
[
slash 〈〉
topic 3
]
head-dtr

stem
〈
4
〉
synsem

local|head 1
non-local
slash 〈〉
topic
〈
2 . 3
〉


non-head-dtr
stem 〈 5〉
synsem 2


Figura 5.30: Regla de saturacio´n de TOPIC
(19) a. El turista, esos deportes los puede practicar en la playa
b. Esos deportes, el turista los puede practicar en la playa
No obstante, la distincio´n entre SLASH y TOPIC tiene un coste computacional.
Para cada argumento desplazado, un parser tendr´ıa que contemplar a ciegas
dos posibilidades: que este dejase huella en SLASH o en TOPIC. Esto generar´ıa
dos derivaciones paralelas hasta la aparicio´n del filler . Pero es un coste ine-
vitable para toda grama´tica que quiera dar cuenta de los datos del espan˜ol.
Una posible solucio´n, inspirada en Balari (1998)12, consistir´ıa en entender
12Balari (1998) observa que existen dos grandes grupos de dependencias no acotadas
(Unbounded Dependency Constructions o UDCs). Por un lado, esta´n lo que llama depen-
dencias no acotadas fuertes (Strong UDCs). Son los casos protot´ıpicos de movimiento no
acotado: el de part´ıculas interrogativas, etc. Por otro, esta´n las dependencias no acotadas
de´biles (Weak UDCs). Estas son la topicalizacio´n con clitizacio´n de lenguas como el es-
pan˜ol, o el italiano (Clitic Left Dislocation), los huecos para´sitos (parasitic gaps) y las
construcciones de omisio´n de objeto (missing object construction). Strong UDCs y Weak
UDCs obedecen a comportamientos diferentes. Por ejemplo, las primeras esta´n sujetas a
fuertes restricciones a la extraccio´n, que no existen para las segundas. Balari (1998) analiza
las primeras como casos reales de movimiento —con una lista SLASH—. En cambio, las
segundas las entiende como relaciones de ligamiento. Para e´l, el elemento de base de esa
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que la topicalizacio´n no es propiamente un feno´meno de movimiento. Este
autor propone que la relacio´n entre el to´pico y lo que aqu´ı se ha formalizado
con topic-trace es, en cambio, una relacio´n de ligamiento. Los to´picos, en su
ana´lisis, se unir´ıan a la estructura en virtud de un esquema (lla´mese topic-
rule) que no satura ninguna lista no local. En principio, un to´pico podr´ıa
unirse a la estructura libremente, si bien legitimado de algu´n modo por la
aparicio´n en la derivacio´n de un pronombre del cual es antecedente.
SSG podr´ıa entonces prescindir de la lista TOPIC y la huella topic-trace y
entender que en la posicio´n de base de la topicalizacio´n se coloca un pronom-
bre sin realizacio´n fone´tica. Este tipo de pronombres —como se vio en 4.4.2,
formalizados entonces como instancias del tipo personal-pronoun— aportan
cl´ıtico al verbo, igual que lo hac´ıa topic-trace. Por tanto, el ana´lisis de los
cl´ıticos de SSG ser´ıa tambie´n va´lido en esta nueva versio´n de la grama´tica;
y aun simplificado, pues huellas de topicalizacio´n y pronombres omitidos se
neutralizar´ıan en el tipo personal-pronoun. Pero para la implementacio´n real
de esta solucio´n ser´ıa necesario formalizar el concepto de ligamiento entre el
to´pico y el pronombre de base.
5.4. Conclusio´n
Este cap´ıtulo 5 recoge tres cuestiones centrales relativas al orden de pa-
labras del espan˜ol: la inversio´n del sujeto, las posibilidades de ordenacio´n
relativa entre argumentos posverbales y los diferentes tipos de dependencias
no acotadas. Las soluciones habituales en HPSG para ellas son problema´ticas
desde un punto de vista de coste computacional. En SSG se ha optado por
soluciones que compaginen la motivacio´n lingu¨´ıstica con la economı´a com-
putacional.
Los datos de inversio´n del sujeto los cubre SSG entendiendo que la inver-
relacio´n de ligamiento puede ser una variable o un pronombre, cada uno de ellos con o sin
realizacio´n fone´tica.
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sio´n (la realizacio´n pospuesta al verbo) es la opcio´n por defecto: un sujeto,
a falta de otro proceso, se realiza en posicio´n posverbal, desde COMPS, co-
mo los complementos habituales. La anteposicio´n del sujeto es un proceso
de topicalizacio´n, como el de cualquier objeto. Falta una justificacio´n teo´rica
rigurosa al respecto, pero se ha mostrado co´mo la propuesta es plausible.
En cualquier caso, dicha propuesta simplifica enormemente la grama´tica: en
SSG todo argumento posnuclear se realiza desde COMPS y casi todo argumen-
to prenuclear obedece a un proceso de topicalizacio´n, desde la lista TOPIC.
Adema´s, haciendo uso de la Teor´ıa de la Linealizacio´n de HPSG, se ha entendi-
do que tanto la lista de realizacio´n pospuesta (COMPS) como la de realizacio´n
antepuesta (TOPIC) denotan dominios en los cuales los distintos elementos
admiten cualquier ordenacio´n relativa. Falta establecer las restricciones in-
formativas y entonativas adscritas a las distintas posibilidades de realizacio´n.
Por u´ltimo, se ha mostrado co´mo los datos del espan˜ol hacen pensar que
existen dos tipos distintos de dependencias no acotadas: de entre las contem-
pladas en SSG, por un lado esta´n los movimientos de part´ıculas interrogativas
y relativos y por otro, las topicalizaciones. Estos procesos obedecen a com-
portamientos diferentes, y, por tanto, han de ser modelados como desplaza-
mientos a trave´s de listas distintas. Este modelado justifica la existencia en
SSG de distintas huellas. En concreto, justifica la existencia de una huella
espec´ıfica para los procesos de topicalizacio´n. La existencia de esta unidad
le´xica es crucial para el modelado de cl´ıticos visto en el cap´ıtulo 4, pues esta
es la que aporta al verbo el cl´ıtico propio de una topicalizacio´n.
Cap´ıtulo 6
Conclusio´n
Este trabajo ha documentado la creacio´n de la grama´tica SSG: una grama´tica
computacional del espan˜ol de reducido coste computacional. El modelo gra-
matical en el que esta´ fundamentada es HPSG, una grama´tica de unificacio´n.
Estas grama´ticas, a diferencia del modelo transformacional chomskyano, mo-
delan directamente la estructura superficial de las secuencias. En HPSG, todo
objeto de ana´lisis se concibe como un signo lingu¨´ıstico, y se formaliza como
una estructura de rasgos. Es un modelo gramatical radicalmente lexicista: en
e´l, son las unidades le´xicas las que cuentan con el grueso de la informacio´n,
frente a las reglas sinta´cticas, que son pocas y muy abstractas. En HPSG es
necesaria, por tanto, una gestio´n eficiente de la informacio´n le´xica. Por ello,
estas grama´ticas se conciben como una u´nica jerarqu´ıa de tipos, donde cada
tipo se define como subtipo de uno o varios supertipos, de los cuales hereda
la informacio´n. Adema´s, una grama´tica de tipo HPSG cuenta con una serie de
reglas le´xicas que describen los distintos patrones de comportamiento apli-
cables a cada palabra.
HPSG nacio´, frente al modelo chomskyano, como teor´ıa plausible sobre el
lenguaje humano, entendido este como problema de procesamiento. De hecho,
es el modelo gramatical ma´s aplicado actualmente en Lingu¨´ıstica Computa-
cional. Por ello se ha utilizado para el desarrollo de SSG. Sin embargo, en la
pra´ctica, sufre problemas de ı´ndole computacional. Como se ha visto en este
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trabajo, las posibilidades de realizacio´n de cada palabra son, en la pra´ctica,
muchas. Dadas las reglas le´xicas de una grama´tica de tipo HPSG, un parser
calcula todas las hipote´ticas posibilidades de realizacio´n de cada palabra de
la secuencia que analiza. Esas hipo´tesis desencadenara´n despue´s derivaciones
parciales, la mayor´ıa de ellas inu´tiles, a la postre, para la secuencia analizada.
La combinacio´n de todas estas posibilidades genera una explosio´n combina-
toria que da lugar a tiempos de ana´lisis muy altos.
SSG es fruto de la reflexio´n sobre estos problemas computacionales de las
grama´ticas de tipo HPSG, aplicadas a los feno´menos propios del espan˜ol. En
espan˜ol, los verbos admiten muchos patrones de realizacio´n: transitivo, in-
transitivo, pasivo, de pasiva refleja, pronominal, con objeto oblicuo, con un
complemento predicativo, con un dativo, etc. Los sintagmas que cubren las
posiciones argumentales de estos patrones verbales pueden ser de distintos
tipos: cl´ıticos, sintagmas nominales, complementantes, huellas que desenca-
denan desplazamientos, etc. Adema´s, tales argumentos obedecen a distintas
posibilidades de ordenacio´n lineal. La combinacio´n de todo ello hace que un
verbo normal del espan˜ol pueda admitir un nu´mero realmente grande de posi-
bilidades de realizacio´n. Una grama´tica de tipo HPSG cla´sica representa cada
una de estas posibilidades mediante una regla, normalmente le´xica. Es la
combinacio´n de estas reglas la que genera los problemas computacionales de
los que se ha hablado. Por tanto, es deseable que una grama´tica de tipo HPSG
del espan˜ol reduzca, en la medida de lo posible, el nu´mero de reglas nece-
sarias para dar cuenta de estos datos. SSG quiere ser esa grama´tica. Cuantas
menos sean las reglas, menor sera´ la explosio´n combinatoria, y mejores los
tiempos de ana´lisis.
As´ı pues, conforme a lo visto en el cap´ıtulo 3, SSG da cuenta de las alter-
nancias de dia´tesis ba´sicas del espan˜ol: usos intransitivos, transitivos, pasivos,
de pasiva refleja, pronominales, con objeto oblicuo, con complemento predi-
cativo, y con dativo. Lo hace con un sistema de nueve reglas le´xicas que se
han dado en llamar no destructivas. En las versiones cla´sicas de HPSG, las re-
glas le´xicas pod´ıan alterar las unidades sobre las que operaban pra´cticamente
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de cualquier modo: an˜ad´ıan, eliminaban, modificaban argumentos, permuta-
ban sus posiciones, etc. Las reglas le´xicas no destructivas de SSG, en cambio,
solo efectu´an una operacio´n: especifican la estructura de las unidades le´xicas
con informacio´n directamente compatible con ella. Dado este tipo de reglas,
se entiende en SSG que no existen patrones de realizacio´n verbal cano´nicos y
derivados, sino que todos ellos conviven en pie de igualdad como alternati-
vas. Este estilo de implementacio´n, novedoso en HPSG, es sencillo conceptual-
mente, y simplifica y facilita el mantenimiento y ampliacio´n de la grama´tica.
El nu´mero de reglas le´xicas de SSG es tan reducido gracias a los siguientes
avances te´cnicos y teo´ricos. En primer lugar, el uso de la lista STOPPER ha
eliminado la multiplicacio´n de reglas de an˜adido de argumentos habituales
en las grama´ticas cla´sicas. En SSG, haciendo uso de STOPPER, una u´nica regla
puede an˜adir un argumento dativo, predicativo, etc. a un verbo, con indepen-
dencia de que dicho verbo contara originariamente con uno u otro nu´mero
de argumentos. Adema´s, en SSG tampoco se multiplican los patrones antes
presentados en funcio´n de la naturaleza categorial de sus argumentos. Por
ejemplo, los patrones verbales pasivos, el transitivo y el inergativo admiten
tanto argumentos internos nominales como verbales. SSG no ha duplicado
estos patrones para dar cuenta, mediante reglas diferentes, de uno u otro
tipo de argumento interno. La naturaleza categorial de los distintos tipos de
complementos subcategorizados por los verbos se restringe mediante el uso
de tipos como argument (argumento), external (argumento externo), inner
(argumento interno) o predicative (complemento predicativo). Cada posicio´n
argumental esta´ caracterizada en su verbo mediante estos tipos. Esta ca-
racterizacio´n, junto a la correspondiente especificacio´n de caso, basta para
restringir la naturaleza categorial posible en cada posicio´n argumental. Efec-
tivamente, el caso de una posicio´n argumental restringe indirectamente las
categor´ıas posibles para esta. Los nombres, complementantes y huellas han
sido especificados en el le´xico con caso estructural (supertipo de nominativo
y acusativo). Para que estas unidades le´xicas puedan aparecer en posiciones
argumentales marcadas con un caso diferente al que establece su caracteri-
zacio´n le´xica, deben haber sido tomadas como complemento de las pertinentes
CAPI´TULO 6. CONCLUSIO´N 278
preposiciones de marca de caso (de acusativo, dativo u oblicuo).
Cabe sen˜alar, adema´s, que SSG hace un uso crucial de la relacio´n habitual
en HPSG entre las listas ARG-ST, COMPS y SUBJ. Los patrones verbales inerga-
tivo (unergative), inacusativo (unaccusative), pasivo (passive) y pronominal
(pronominal) se conciben en SSG como distintos tipos posibles de relacio´n
entre tales listas. ARG-ST se ha entendido como lugar en el que se listan los
argumentos que, en principio, denota un verbo. Y COMPS y SUBJ son las listas
en las cuales deben proyectarse los argumentos de ARG-ST para realizarse de
uno u otro modo. As´ı pues, un patro´n pasivo se ha formalizado como aquel
que, en el paso de lista a lista, obvia el argumento externo de ARG-ST; y un
patro´n pronominal es aquel que, en el paso de lista a lista, ha perdido lo
que en un antiguo patro´n reflexivo era el argumento interno. Estos argumen-
tos, contemplados originariamente por los verbos, pero eliminados por las
construcciones pasivas o pronominal, son el lugar natural para la colocacio´n
de los cl´ıticos no argumentales del espan˜ol. Con todo ello, se consigue una
formalizacio´n sencilla y coherente, fundamentada en unos pocos principios,
de lo que otras grama´ticas tratan como feno´menos independientes.
Por u´ltimo, obse´rvese que, en SSG, la caracterizacio´n le´xica de un ver-
bo es fundamentalmente sema´ntica. Los verbos del espan˜ol se clasifican en
esta grama´tica conforme a la tipolog´ıa cla´sica: pueden ser realizaciones (ac-
complishment), logros (achievement), actividades (activity) o estados (state).
SSG ha enriquecido el signo lingu¨´ıstico con informacio´n sema´ntica relevante
que regula la participacio´n de las unidades le´xicas en los patrones sinta´cticos
antes citados. Este sistema deslinda en la grama´tica los distintos conceptos
(sinta´cticos y sema´nticos, de uno u otro tipo) y los hace converger adecuada-
mente, a fin de predecir el comportamiento sinta´ctico de cada unidad le´xica.
El cap´ıtulo 4 documenta el sistema de cl´ıticos de SSG. Este sistema da
cuenta de los datos del espan˜ol relativos a tal feno´meno, sin necesidad de
an˜adir a la grama´tica regla le´xica o sinta´ctica alguna. Esto es novedoso en
HPSG, y un avance en la bu´squeda de reduccio´n de la explosio´n combinatoria.
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Para ello, SSG concibe los cl´ıticos como afijos que aporta a un verbo una
unidad le´xica que se une a aquel como argumento. Hay ciertas unidades le´xi-
cas que tienen tal propiedad: los pronombres personales, expl´ıcitos y omitidos
(personal-pronoun) y las huellas de topicalizacio´n (topic-trace). Ese aporte al
verbo de un afijo se ha formalizado mediante el sistema habitual en HPSG
para dar cuenta de feno´menos no locales (lo cual esta´ justificado, dada la
naturaleza no local del feno´meno del salto de cl´ıticos). En SSG, tanto las
unidades le´xicas sin realizacio´n fone´tica, como aquellas que s´ı son expl´ıcitas,
ocupan en las reglas sinta´cticas (comps-rule) la misma posicio´n de comple-
mento. Con ello se evita la necesidad de crear reglas sinta´cticas espec´ıficas
que definan la proyeccio´n de nu´cleos a partir de la unio´n de estos a distin-
tos tipos de unidades le´xicas sin realizacio´n fone´tica. Esta simplificacio´n es
novedosa entre las grama´ticas computacionales de tipo HPSG, y ayuda a que
la implementacio´n de SSG sea sencilla, fa´cil de mantener y de ampliar.
Por u´ltimo, el cap´ıtulo 5 trata el orden de palabras del espan˜ol. En SSG,
fundamentalmente, existen dos listas desde las cuales se realizan los argumen-
tos de un verbo: COMPS y TOPIC. La realizacio´n cano´nica de todo argumento
verbal (incluido el sujeto) es posverbal, desde COMPS. Cualquier anteposicio´n
(tambie´n del sujeto) se debe a un feno´meno de desplazamiento a la izquierda;
en principio, a una topicalizacio´n. Por tanto, normalmente, los argumentos
antepuestos se realizan desde la lista no local TOPIC. Este sistema reduce el
nu´mero de reglas de SSG, y evita ambigu¨edades indeseables entre los sujetos
preverbales cano´nicos y los sujetos topicalizados. Adema´s, evita la necesidad
de dar un tratamiento ad hoc al feno´meno de inversio´n de sujeto. Adema´s,
en SSG, las listas COMPS y TOPIC se conciben como dominios en los cuales
los argumentos pueden unirse al nu´cleo de forma discontinua. Este es el mo-
do habitual de dar cuenta de feno´menos de scrambling en la Teor´ıa de la
Linealizacio´n de HPSG. Gracias a esta posibilidad, SSG da cuenta de que, en
espan˜ol, los complementos posverbales pueden aparecer, tras el verbo, pero
en cualquier orden relativo. Del mismo modo, los to´picos del espan˜ol pueden
aparecer, ante el verbo, pero en cualquier orden relativo. Esta libertad rela-
tiva en el orden de palabras se ha logrado en SSG sin necesidad de an˜adido
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alguno de regla: ha bastado con confiar en que el parser permitira´ que los
argumentos de las listas COMPS y TOPIC puedan unirse a su nu´cleo aun sin
ser adyacentes a e´l. Queda pendiente la labor de adscribir buena parte de
estas posibilidades de ordenacio´n a determinados patrones entonativos e in-
formativos.
El resultado de todo ello es una grama´tica conceptualmente sencilla, para
la cual ha sido necesaria una implementacio´n relativamente pequen˜a, fa´cil de
manejar y de ampliar. Adema´s, la reduccio´n sensible del nu´mero de reglas es
un avance hacia el logro de una grama´tica eficiente. SSG, en su actual estado
de desarrollo, no pretende ser una grama´tica de cobertura amplia, sino la
solucio´n sencilla y eficiente a los problemas centrales a los que debe hacer
frente el implementador al desarrollar una grama´tica del espan˜ol. Dadas las
soluciones centrales de SSG, la implementacio´n de la microestructura de una
grama´tica del espan˜ol de cobertura amplia debe ser una tarea relativamente
sencilla.
No obstante, este trabajo abandona a investigaciones futuras el tratamien-
to de ciertos problemas centrales del espan˜ol a los que no se ha dado solucio´n.
En primer lugar, ser´ıa muy interesante la obtencio´n de un sistema elegante y
econo´mico que modelase las relaciones de ligamiento. Si la grama´tica contase
con tal sistema —siguiendo a Balari (1998)— ser´ıa posible entender como
feno´menos de ligamiento buena parte de las relaciones que ahora mismo se
tratan como relaciones de dependencia no acotadas (topicalizaciones). Esto
reducir´ıa sensiblemente la ambigu¨edad de SSG, pues pronombres y huellas
de topicalizacio´n podr´ıan neutralizarse en un u´nico tipo de unidad le´xica
capaz de establecer relaciones de ligamiento (recue´rdese que ambas aportan
cl´ıtico al verbo). Tambie´n ser´ıa interesante una teor´ıa sobre el modelado en
HPSG de lo que la grama´tica chomskyana trata asumiendo la existencia de
categor´ıas funcionales. Esta teor´ıa deber´ıa ayudar a distinguir varios tipos
de proyecciones ma´ximas para una misma unidad le´xica, distincio´n u´til para
regular las posibilidades de aparicio´n de esta. Tambie´n ayudar´ıa a establecer
adecuadamente relaciones de orden de palabras relativas a determinantes,
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auxiliares y adverbios con a´mbito sobre el sintagma verbal. Por u´ltimo, fal-
ta una reflexio´n profunda sobre la modificacio´n intersectiva, orientada a la
eliminacio´n de las ambigu¨edades que esta genera.
Ape´ndice A
El parser SGP
SGP es un entorno de ana´lisis automa´tico de lenguas naturales conforme
a grama´ticas de tipo HPSG. Consta de un conjunto de librer´ıas escritas en
Perl1 con orientacio´n a objetos y con acceso a bases de datos alojadas en un
servidor MySQL2. Perl es un lenguaje de programacio´n interpretado, sencillo
y versa´til. Por ello, es u´til para el desarrollo de prototipos de parser destina-
dos a probar distintas estrategias de procesamiento de las lenguas naturales.
No es, sin embargo, un lenguaje de programacio´n adecuado para el desarrollo
de parsers eficientes en s´ı mismos. SGP debe entenderse, por tanto, como un
entorno de parsing pensado para la investigacio´n en Lingu¨´ıstica Computa-
cional y no para el desarrollo de herramientas de procesamiento eficientes.
De hecho, SGP se ha desarrollado como herramienta de apoyo a la presente
investigacio´n. La grama´tica SSG usa ana´lisis tradicionales en HPSG que, por
razones te´cnicas, no se han aplicado habitualmente a las grama´ticas com-
putacionales. SGP solventa esos problemas te´cnicos.
En la figura A.1 se muestra el funcionamiento ba´sico de SGP. SGP toma co-
mo input un documento de texto plano. Haciendo uso de la librer´ıa Tokenizer,
convierte este texto plano en texto preprocesado: un texto en el que cada
segmento (normalmente cada oracio´n) esta´ identificado como tal, y en el que
1Wall y Schwartz (1991).
2DuBois (2002).
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Figura A.1: Flujo principal de SGP
cada token (normalmente cada palabra) esta´ tambie´n identificado y analiza-
do. A su vez, este texto preprocesado es el input para el ana´lisis sinta´ctico.
SGP, con la librer´ıa Parser, y de acuerdo con una grama´tica (SSG por ejem-
plo), toma una lista de segmentos (de oraciones) y para cada uno de ellos
ejecuta la funcio´n central de ana´lisis sinta´ctico. El resultado de ello es que
para cada segmento se proporcionan 0 , 1 o ma´s ana´lisis sinta´cticos de los
cuales se puede sacar una u otra informacio´n: la historia derivativa que ha
dado lugar a un ana´lisis, el significado asociado a cada segmento, etc.
Tokenizer y Parser son las librer´ıas centrales de SGP. En A.1 se puede
ver co´mo estas librer´ıas se sirven para funcionar de otras librer´ıas auxilia-
res, as´ı como de bases de datos. En primer lugar, para la identificacio´n de
segmentos y tokens es necesaria una grama´tica que defina que´ es un seg-
mento y que´ es un token. Con tal fin se ha creado la librer´ıa Token, que
cuenta con un conjunto de expresiones regulares que definen los distintos
tipos de tokens ba´sicos de un texto: palabras separadas por espacios, con
mayu´scula, sin mayu´scula, signos de puntuacio´n de apertura, de cierre, etc.
Estos elementos ato´micos identificados se utilizan despue´s en Tokenizer para
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desencadenar transiciones de distintos auto´matas de estados finitos. Estos
auto´matas definen los elementos no ato´micos del ana´lisis: segmentos y tokens
complejos (nombres propios con varias palabras, uniones de cl´ıticos y verbo,
etc.). Adema´s, a cada token le´xico identificado se le da un ana´lisis: se dice
de e´l a que´ palabra corresponde (se le asigna un lema), y a que´ flexio´n de
esa palabra corresponde (se le asignan unas reglas flexivas). Esta informa-
cio´n esta´ guardada en la base de datos lexicon, y de ella se extrae para
anotar los tokens . El resultado de este preprocesamiento es un documento
XML3 que representa al texto preprocesado identificando en e´l sus segmentos
y en cada segmento sus tokens , anotados con la informacio´n le´xica pertinente.
Despue´s, SGP, mediante la librer´ıa Parser, toma el texto preprocesado y
analiza por separado cada segmento. Parser analiza siempre conforme a una
grama´tica de tipo HPSG que toma de una base de datos4. Su primera fun-
cio´n es convertir cada token del segmento en la palabra correspondiente en
la grama´tica. Despue´s unira´ sucesivamente esas palabras para formar con-
stituyentes mayores. Todas estas unidades gramaticales que crea y combi-
na Parser son representaciones de estructuras de rasgos previstas por la
grama´tica con la que analiza. En concreto, el sistema codifica estas estruc-
turas de rasgos como objetos de Perl. Cada estructura de rasgos es un objeto
de tipo type —un tipo de HPSG— cuyos rasgos se recogen como objetos de
3Como referencia general sobre XML, ve´ase Ray (2001). La estructura XML usada en
SGP es deudora de la utilizada por el entorno LKB.
4Son bases de datos relacionales alojadas en un servidor MySQL. Cada grama´tica se
corresponde con una base de datos que lleva su nombre (para este trabajo se ha usado,
por ejemplo, las base de datos ssg). Todas tienen el mismo esquema relacional. Cuentan
con una tabla type que recoge los tipos de la grama´tica, una tabla heritage que recoge
las relaciones de herencia inmediata entre los tipos, una tabla path que recoge las tuplas
que representan la estructura de rasgos de cada tipo, y una tabla feature que recoge los
rasgos declarados en la grama´tica: informa del tipo en el que se declaro´ y del valor que se
le asigno´. SGP cuenta con una librer´ıa grammar que gestiona estas bases de datos: sirve
de interfaz entre la base de datos y Parser y puede crear una base de datos a partir de
su declaracio´n en archivos TDL. Para analizar archivos TDL, grammar usa un analizador
(TDL Tok) que a su vez se sirve de una grama´tica de expresiones regulares de la sintaxis
TDL (TDL Gram).
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tipo feature anidados. A su vez, cada objeto de tipo feature tiene anidado
un objeto de tipo type: su valor5. Recue´rdese que en HPSG se definen las
posibilidades de combinacio´n de constituyentes en te´rminos de unificacio´n.
Por tanto, Parser permitira´ o no la combinacio´n de dos constituyentes (dos
objetos de tipo type) mediante la librer´ıa Unification, encargada de com-
probar si dos estructuras de rasgos (dos objetos de tipo type) unifican o no.
Parser usa un algoritmo bottom-up con chart . Los parsers bottom-up
operan de abajo hacia arriba: parten de las unidades le´xicas de la secuencia
e intentan combinarlas hasta alcanzar un axioma6. Es un algoritmo cla´sico,
con la salvedad de que admite la creacio´n de constituyentes discontinuos.
Todo parser admite la creacio´n de sintagmas a partir de la unio´n de dos
constituyentes si la grama´tica legitima tal unio´n y si entre ellos se establece
una determinada relacio´n de localidad. Para un parser habitual, los elemen-
tos unidos deben ser adyacentes en la secuencia. En cambio, los parsers que
permitan la creacio´n de constituyentes discontinuos deben prescindir de este
requerimiento: solo deben comprobar que los elementos que unen no se so-
5SGP se ajusta a las pra´cticas habituales de la programacio´n orientada a objetos. Las
librer´ıas mencionadas se han disen˜ado como clases que definen objetos: Tokenizer es
un objeto que analiza unidades textuales, Parser es un objeto que analiza sinta´ctica-
mente, Unification es un objeto que unifica estructuras de rasgos, etc. Adema´s, tanto
las unidades textuales del preprocesamiento como las unidades gramaticales del ana´lisis
profundo se han modelado como objetos. En el preprocesamiento, un texto como tal es un
objeto de tipo text, cada segmento es un objeto de tipo segment, cada token es un objeto
de tipo token, etc. Un objeto Tokenizer puede crear a su vez objetos de estos tipos,
anidar convenientemente unos en otros, leer las secuencias de objetos anidadas y modifi-
carlas, escribir un documento de texto XML que represente a un objeto de tipo text, etc.
Por su parte, un objeto Parser, de acuerdo con una grama´tica, puede crear y combinar
unidades gramaticales en forma de estructuras de rasgos. Estas estructuras son, tambie´n,
objetos de Perl —type, feature, etc.—. Un objeto de tipo Parser hace uso, a su vez,
de un objeto de tipo Unification. Este objeto es capaz de comparar dos objetos de tipo
type y decidir si unifican o no, as´ı como de crear el objeto type fruto de tal unificacio´n.
6Para una explicacio´n pormenorizada del funcionamiento de este tipo de parsers ve´ase
Gazdar y Mellish (1989).
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lapen7. Parser se ha creado de forma tal que puede configurarse para admitir
o no la creacio´n de constituyentes discontinuos.
Una vez el sistema ha calculado, conforme a la grama´tica, todas las
posibilidades de combinacio´n sucesiva de constituyentes, Parser comprueba
cua´les de los constituyentes construidos son ana´lisis adecuados del segmen-
to en cuestio´n. Se considera que un constituyente es un ana´lisis leg´ıtimo si
aglutina a todas las unidades le´xicas del segmento, y si unifica con alguno de
los axiomas definidos en la grama´tica. De estos ana´lisis leg´ıtimos se puede
extraer cierta informacio´n. Para el ana´lisis de la test suite del ape´ndice B se
extrajo la informacio´n que resulto´ relevante: una representacio´n de la historia
derivativa de cada ana´lisis (gracias a la cual se pudo comprobar si el ana´lisis
en cuestio´n era el esperado) y un ca´lculo del tiempo de procesamiento de
cada segmento (gracias al cual se pudo comparar la velocidad de ana´lisis de
SSG con la de una grama´tica tradicional). Para llevar a cabo estas tareas se
usaron, respectivamente, las librer´ıas GraphViz8 y Benchmark9.
Con todo ello, queda explicado el funcionamiento principal de SGP. Para
acabar, se mostrara´n ciertos aspectos de SGP que pudieran ser interesantes
para la obtencio´n de un sistema de ana´lisis eficiente para determinados
propo´sitos. Se han desarrollado en SGP mo´dulos de preprocesamiento que
permiten simplificar la complejidad de uso de las grama´ticas. Necesitan ser
desarrollados en el futuro, pero permiten ya dar cuenta de oraciones como las
de la test suite del ape´ndice B. Efectivamente, se han utilizado en el ana´lisis
de dicha test suite; se han aplicado en igualdad de condiciones a SSG y a la
grama´tica tradicional con la que se comparo´.
En concreto, la librer´ıa Tokenizer cuenta con las librer´ıas auxiliares sigu-
ientes: clitics, np chunk, vp chunk, left corner y silence pron. Estas
librer´ıas funcionan tras el ana´lisis central de Tokenizer. Este ana´lisis central
7Hay que evitar que un elemento cree una proyeccio´n mediante la unio´n consigo mismo.
8Brocard (2000).
9Hietaniemi y Bunce (1994).
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identifica las palabras de cada segmento y las anota con la informacio´n le´xica
pertinente, tal como ya se ha explicado. A continuacio´n, gracias a clitics,
los cl´ıticos y su verbo, que en un primer ana´lisis se codificaron en tokens
diferentes, se unen en un u´nico token. A partir del ana´lisis resultante de este
proceso, con la librer´ıa np chunk, se identifican las secuencias de tokens que
forman un sintagma nominal, y se unen tambie´n en un u´nico token (en re-
alidad se identifican sintagmas nominales, preposicionales, y pronombres de
distintos tipos). Del mismo modo, mediante vp chunk, se unen en un token
las secuencias formadas por un verbo principal y sus auxiliares y modales.
Cada uno de estos procesos esta´ regulado por un auto´mata de estados fini-
tos10 que va identificando en el input (una cadena de tokens) las secuencias
pertinentes. Para elaborar adecuadamente los tokens complejos resultantes es
importante que en cada paso se recupere la informacio´n relevante. Por ejem-
plo, un token verbal complejo, cuando incorpora cl´ıticos, los codifica en forma
de regla flexiva; cuando incorpora al verbo finito, codifica tambie´n la regla
flexiva correspondiente; y cuando incorpora al verbo principal, especifica el
lema. Por su parte, el token correspondiente a un sintagma nominal incorpora
informacio´n sobre el caso (al identificar o no una determinada preposicio´n),
sobre la flexio´n (al identificarla en determinantes, nombres o pronombres),
etc.
Las dos librer´ıas que entran en juego a continuacio´n —left corner y
silence pron— buscan en el segmento evidencias de la existencia de unidades
le´xicas sin realizacio´n fone´tica. La estrategia utilizada es buscar elementos
desplazados a la margen izquierda, que pudieran indicar la existencia de
huellas de desplazamiento. Tambie´n se comprueba si la flexio´n verbal (in-
cluidos los cl´ıticos) tiene o no un correlato en forma de sintagmas explicita-
dos. La falta de este correlato puede indicar la presencia de un pronombre
correspondiente sin realizacio´n fone´tica. De acuerdo con estas indagaciones,
las librer´ıas left corner y silence pron an˜aden a la secuencia de tokens del
10Todos los auto´matas de estados finitos que se utilizan en SGP funcionan gracias a una
misma librer´ıa Automata.
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texto preprocesado los tokens caracterizadores de las huellas y pronombres
omitidos encontrados11. Es decir, los elementos sin realizacio´n fone´tica nece-
sarios para cada oracio´n, aun habiendo sido caracterizados apropiadamente
como huellas o pronombres omitidos, s´ı aparecen expl´ıcitamente en el input
del ana´lisis sinta´ctico. Gracias a ello, se han podido implementar el parser
y las grama´ticas12 sin an˜adir complejidad alguna para permitir proyecciones
con este tipo de elementos. Esto supone un gran ahorro computacional, pues
el sistema solo permite crear proyecciones a partir de elementos sin realizacio´n
fone´tica si estos aparecen en la secuencia de tokens del input (es decir, si se
ha encontrado evidencia de que son necesarios para el ana´lisis).
El resultado de la utilizacio´n de estos mo´dulos de preprocesamiento es una
gran simplificacio´n del proceso de ana´lisis. Los sintagmas nominales se con-
ciben como elementos ato´micos, caracterizados en cuanto a flexio´n, caso (en
funcio´n de la presencia o ausencia de determinadas preposiciones), cara´cter
pronominal, interrogativo... Los verbos auxiliares y modales y sus verbos
principales forman un u´nico ente ato´mico tambie´n. Las huellas y pronombres
omitidos se representan como tokens igual que los sintagmas nominales ex-
pl´ıcitos, si bien desencadenara´n (en tanto que huellas y pronombres omitidos)
procesos no locales y presencia de cl´ıticos en los verbos a los que se unen. Ob-
viamente, todo ello es una abstraccio´n, u´til o no en funcio´n del propo´sito de la
herramienta en cuestio´n. Para esta investigacio´n ha resultado muy u´til, pues
11La librer´ıa silence pron se encuentra en una versio´n sencill´ısima necesitada de un de-
sarrollo futuro. Solo permite la legitimacio´n de pronombres omitidos de primera y segunda
persona (cuya referencia siempre se puede recuperar en cualquier contexto). En la test suite
del ape´ndice B, los referentes que legitiman la aparicio´n de pronombres de tercera per-
sona se han explicitado de forma trivial como sintagmas encorchetados al comienzo de su
oracio´n. Desde ah´ı left corner los puede identificar como to´picos y crea su correspondien-
te huella. Es una versio´n provisional. Esto es posible para SSG pues huella de topicalizacio´n
y pronombre personal omitido tienen una misma caracterizacio´n. La versio´n ideal de este
mo´dulo deber´ıa recuperar del contexto de cada oracio´n los referentes posibles para sus
pronombres omitidos de tercera persona y calcular tokens correspondientes.
12Recue´rdese que SSG tampoco recog´ıa reglas que permitieran la proyeccio´n de un nu´cleo
sin presencia expl´ıcita de un complemento.
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ha permitido simplificar las grama´ticas y los procesos de ana´lisis y as´ı cen-
trar el atencio´n en la demostracio´n de que las mejoras que propone SSG son
beneficiosas en te´rminos de eficiencia computacional y elegancia conceptual13.
Se acaba este ape´ndice con la presentacio´n de una u´ltima herramienta
destinada a recabar informacio´n en el preprocesamiento para simplificar el
ana´lisis profundo posterior. La librer´ıa vp chunk vista anteriormente per-
mite tambie´n deducir, a partir de la presencia en los verbos de determinados
cl´ıticos o auxiliares, que´ patrones de realizacio´n esta´n presentes para un verbo
determinado en una oracio´n determinada. Por ejemplo, un verbo, en princi-
pio, podr´ıa admitir los usos transitivo, intransitivo, pasivo y de pasiva refleja.
Pero si se observa en su flexio´n un cl´ıtico de acusativo —lo— las posibilidades
se reducen a una: el uso transitivo. Si, en cambio, se encuentra un auxiliar
ser , solo sera´ posible el patro´n pasivo. Hay, como se ve, mucha informacio´n
relativa a las unidades le´xicas que el preprocesamiento puede dar fa´cilmente
y que restringe enormemente sus posibilidades de realizacio´n. SGP explora
estas posibilidades.
13A fin de ganar en sencillez y rapidez, para el ana´lisis de la test suite del ape´ndice B no
se han usado reglas gramaticales de nu´cleo a la derecha (reglas de sujeto, to´pico, etc.). Los
sujetos, to´picos y part´ıculas interrogativas de las oraciones de la test suite han legitimado,
en el preprocesamiento, gracias a la librer´ıa left corner, la creacio´n de los tokens carac-
terizadores de sus correspondientes huellas. Es ma´s, se han cambiado los tokens de esos
argumentos a la izquierda del nu´cleo por los de sus correspondientes huellas a su derecha.
Con ello, podr´ıa perderse en la caracterizacio´n de las oraciones la informacio´n relativa a
las relaciones de a´mbito de los elementos desplazados. Pero las grama´ticas utilizadas en
este trabajo no cuentan de momento con tal tipo de informacio´n en su signo lingu¨´ıstico.
Ape´ndice B
Test suite
En el presente ape´ndice se muestra la test suite mediante la cual se ha
depurado SSG. Se persigue con ello un objetivo doble: comprobar la cobertu-
ra de la grama´tica y demostrar que el uso de las estrategias de SSG reduce
significativamente los tiempos de ana´lisis de las grama´ticas previas.
En cuanto al primer objetivo, la siguiente test suite demuestra que SSG
tiene la cobertura que se le supone: no genera oraciones que no esta´ previsto
que genere, ni deja de generar oraciones que s´ı debe generar. La test suite
recoge oraciones que demuestran que los argumentos internos de los verbos
que los admiten pueden responder a diversas caracterizaciones en funcio´n de
su categor´ıa y marca de caso. Esta multiplicidad de posibilidades es intere-
sante, porque SSG la cubre sin necesidad de estipular ad hoc cada posibilidad,
sino haciendo valer la caracterizacio´n dada al tipo que modela lo que puede
ser un argumento interno: inner, subtipo de argument. Ve´ase 3.3. Tambie´n
se recogen las oraciones necesarias para comprobar que los distintos tipos
de verbos participan de las alternancias de dia´tesis adecuadas. Como se ex-
plico´ en el cap´ıtulo 3, SSG regula todo ello con un sencillo sistema de nueve
reglas le´xicas. A continuacio´n se listan en la test suite las oraciones perti-
nentes para demostrar que SSG da cuenta adecuadamente de los feno´menos
de clitizacio´n del espan˜ol —sin necesidad de uso de reglas ni unidades le´xi-
cas, tal como explica el cap´ıtulo 4—. Cabe apuntar que se ha optado por
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dejar sin ana´lisis a aquellas oraciones que muestran cl´ıticos que, tal como se
explico´ en 4.5, resultan problema´ticos para SSG. Termina la test suite con
una serie de oraciones que demuestran que SSG cubre los distintos o´rdenes de
palabras posibles en espan˜ol. Tal como se explica en el cap´ıtulo 5, es posible
la inversio´n de sujeto y el feno´meno de scrambling entre los complementos
posverbales, sin necesidad de an˜adido de reglas le´xicas; y es posible tambie´n
la topicalizacio´n de complementos y la anteposicio´n al verbo de part´ıculas
interrogativas.
El segundo objetivo de este ape´ndice es demostrar que los ana´lisis de
SSG ayudan a la elaboracio´n de grama´ticas ma´s ra´pidas que las grama´ticas
previas. No ser´ıa adecuado hacer una comparacio´n de SSG con SRG (refe-
rente de grama´tica del espan˜ol en la actualidad), pues en la velocidad de
procesamiento inciden multitud de factores que distorsionan los resultados
(cobertura total de la grama´tica, requerimientos de preprocesamiento, etc.)
En cambio, se ha optado por establecer una comparacio´n entre SSG y lo que
se ha decidido llamar NSSG (No Simplified Spanish Grammar). NSSG es una
grama´tica pra´cticamente ide´ntica a SSG, salvo por el an˜adido de ciertas reglas
le´xicas habituales en las grama´ticas tradicionales. Estas reglas son las uti-
lizadas habitualmente para modelar las alternancias le´xicas, la aparicio´n de
cl´ıticos, la inversio´n de sujeto y el scrambling . En realidad, NSSG se beneficia
de buena parte de la simplicidad de SSG . Por un lado, comparte su concep-
cio´n morfolo´gica de los cl´ıticos (y el mo´dulo de preprocesamiento que une
cl´ıticos y verbo), lo cual le permite prescindir de una regla sinta´ctica de sa-
turacio´n de estos1. Tambie´n usa el sistema de reglas que an˜aden argumentos
a una lista con independencia de la longitud original de esta (lo cual le evita
1Los tiempos de ana´lisis del preprocesamiento completo de una oracio´n con SGP son
cercanos a 0 segundos. No hay lugar para una reduccio´n significativa de tiempos de ana´lisis
mediante la eliminacio´n del mo´dulo que une cl´ıticos y verbo. En cambio, el ana´lisis de esta
test suite demuestra que el an˜adido de unas pocas reglas a la grama´tica s´ı tiene un impacto
significativo en el incremento de tiempo de ana´lisis. No parece, por tanto, que una versio´n
sintactista del feno´menos de los cl´ıticos pueda mejorar, per se, los tiempos de ana´lisis del
sistema de SSG.
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multiplicar innecesariamente las reglas de an˜adido de dativo, objeto oblicuo
y complemento predicativo). El sistema de preprocesamiento y el parser de
SGP funcionan exactamente igual en el ana´lisis con ambas grama´ticas, salvo
en lo relativo a la posibilidad de crear constituyentes discontinuos. Efectiva-
mente, a diferencia de SSG, NSSG analiza con el parser configurado para no
permitir la creacio´n de tales constituyentes, lo cual reduce, en principio, las
posibilidades de combinacio´n y los tiempos de ana´lisis. Pero, como se vera´,
esta reduccio´n no compensa, ni con mucho, el coste de an˜adir reglas le´xicas
que modelen el scrambling .
A continuacio´n se explican con detalle los cambios que se han efectuado
sobre SSG para crear NSSG.
Tal como se vio en 3.3, uno de los logros de SSG ha sido haber modelado
las posibilidades de realizacio´n de los argumentos de los verbos del espan˜ol
sin necesidad de crear reglas le´xicas o unidades le´xicas espec´ıficas para las
distintas posibilidades. Por ejemplo, existen verbos que admiten como obje-
to tanto un sintagma nominal como un complementante. Y, en funcio´n de
cuestiones de caso, estos complementos ira´n precedidos o no de preposicio´n.
En Matrix, efectivamente, se modelan con tipos distintos el verbo con com-
plemento nominal frente al verbo con complementante. Esta duplicidad se
le ha an˜adido a NSSG. Para aquel verbo que en una oracio´n usara el pa-
tro´n transitivo u´nico de SSG, en NSSG se han contemplado v-transitive-np-c y
v-transitive-comp-c. Estas reglas se representan en las figuras B.1 y B.2.
v-transitive-np-c
arg-st
〈
synsem,
local|head
[
det
case acc
]
non-local|clitics 〈〉
, ...
〉

Figura B.1: v-transitive-np-c
Del mismo modo, a aquellos verbos que cuentan en una oracio´n con el
patro´n u´nico de an˜adido de oblicuo de SSG se les ha supuesto en NSSG dos
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
v-transitive-comp-c
arg-st
〈
synsem,

phr-synsem
local|head
[
comp
case acc
]
non-local|clitics 〈〉
, ...
〉

Figura B.2: v-transitive-comp-c
patrones: v-obliq-np-c y v-obliq-comp-c. Estas reglas se representan en las
figuras B.3 y B.42.
v-obliq-np-c
arg-st
〈
synsem,

phr-synsem
local|head
[
det
case obl
]
non-local|clitics 〈〉
, ...
〉

Figura B.3: v-obliq-np-c

v-obliq-comp-c
arg-st
〈
synsem,

phr-synsem
local|head
[
comp
case obl
]
non-local|clitics 〈〉
, ...
〉

Figura B.4: v-obliq-comp-c
2Obse´rvese en estas estructuras de rasgos que las preposiciones de marca de caso no se
esta´n tratando como nu´cleo del sintagma al que marcan —esto es comu´n a las versiones
actuales de SSG y NSSG—. Este ana´lisis es posible gracias al mo´dulo de preprocesamiento
que crea chunks consistentes en sintagmas nominales marcados con uno u otro caso en
funcio´n de la identificacio´n o no de preposiciones de marca de caso —ape´ndice A—. Este
ana´lisis es una simplificacio´n en relacio´n a lo propuesto desde un punto de vista teo´rico
para SSG —3.3—, pero es compatible con la concepcio´n de las marcas de caso de Pollard
y Sag (1994).
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Por otro lado, SSG cuenta con un sistema de cl´ıticos que no necesita
ni reglas le´xicas que conviertan un argumento en cl´ıtico —estrategia usa-
da comu´nmente en HPSG— ni unidades le´xicas cuya existencia no sea ya
necesaria en la grama´tica por motivos independientes. A NSSG, en cambio,
s´ı se le han an˜adido las reglas que regulan la conversio´n en cl´ıticos de sus
argumentos de acusativo y dativo. En concreto, en NSSG se incluye una regla
que hace aparecer el cl´ıtico correspondiente a un argumento de acusativo con-
sistente en un pronombre personal —B.5— y la que hace aparecer el cl´ıtico
cuando el argumento es un elemento elidido, ya sea pronombre o huella de
topicalizacio´n —B.6—.
v-transitive-clitization-pron-c
arg-st
〈
synsem,

phr-synsem
local|head

det
case
[
acc
clitic 1
]
non-local|clitics 1

, ...
〉

Figura B.5: v-transitive-clitization-pron-c

v-transitive-clitization-topic-c
arg-st
〈
synsem,

unexpressed-synsem
local|head

det
case
[
acc
clitic 1
]
non-local|clitics 1

, ...
〉

Figura B.6: v-transitive-clitization-topic-c
Tambie´n se han an˜adido a NSSG las reglas que regulan la aparicio´n de
los cl´ıticos de dativo: en B.7 se muestra la regla que hace aparecer el cl´ıtico
cuando el dativo es un pronombre personal y en B.8 se muestra la que hace
aparecer tal cl´ıtico por elisio´n o topicalizacio´n del argumento.
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
v-dative-clitization-pron-c
dtr|stopper
〈

phr-synsem
local|head

det
case
[
dat
clitic 1
]
non-local|clitics 1

, ...
〉

Figura B.7: v-dative-clitization-pron-c

v-dative-clitization-topic-c
dtr|stopper
〈

unexpressed-synsem
local|head

det
case
[
acc
clitic 1
]
non-local|clitics 1

, ...
〉

Figura B.8: v-dative-clitization-topic-c
Para permitir la aparicio´n del cl´ıtico correspondiente al dativo realizado
como sintagma preposicional posverbal o como part´ıcula interrogativa des-
plazada, ser´ıa necesario an˜adir dos reglas espec´ıficas. Se ha optado por no
cubrir estas posibilidades. Como se vio en 4.5, estos datos son tan problema´-
ticos para SSG (cuya versio´n actual tampoco los contempla) como para las
grama´ticas tradicionales.
Por u´ltimo, a NSSG se le han an˜adido reglas que le permiten dar cuenta
del orden de palabras del espan˜ol de acuerdo con los ana´lisis habituales en las
grama´ticas previas. El tipo unergative regula en SSG la relacio´n entre la lista
ARG-ST y las listas SUBJ y COMPS para los verbos con argumento externo. En
SSG, SUBJ siempre queda vac´ıa, pues incluso los argumentos externos pasan
de ARG-ST a COMPS. Con este modelado, como se vio en 5.1, todo sujeto se
satura de forma posverbal desde COMPS, y la posicio´n preverbal se entiende
como fruto de un desplazamiento. Gracias a ello, SSG puede prescindir de
cualquier regla espec´ıfica para tratar los sujetos: la inversio´n es fruto de
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una saturacio´n cano´nica como complemento y la anteposicio´n se logra con
el sistema general de topicalizacio´n. En cambio, este tipo unergative se ha
reformulado en NSSG de acuerdo con el ana´lisis habitual en HPSG para los
sujetos: el primer elemento de ARG-ST (el sujeto) pasa a SUBJ y el resto de la
lista (los complementos) pasa a COMPS —B.9—.
unergative
synsem|local|val
subj 〈 1〉
comps 2

arg-st
〈
1 . 2
〉

Figura B.9: unergative
Con esta caracterizacio´n, todos los argumentos externos de la grama´tica
NSSG deber´ıan saturarse desde SUBJ con una regla espec´ıfica subj-rule como la
vista en 1.3.3.2. Adema´s, para dar cuenta de los casos de inversio´n de sujeto,
NSSG necesita una regla inversion-c, representada en B.103.

inversion-c
synsem|local|val
subj 〈〉
comps
〈
1 . 2
〉
dtr|synsem|local|val
subj
〈
1
〉
comps
〈
2
〉


Figura B.10: inversion-c
El scrambling , por su parte, se ha modelado en NSSG mediante uno de
los sistemas tradicionales: el uso de reglas le´xicas que especifican los distin-
tos o´rdenes posibles para los elementos de la lista COMPS. En total, se han
3En realidad, se ha permitido a NSSG beneficiarse del preprocesamiento que hace SGP:
se identifican los argumentos preverbales como elementos desplazados y se coloca en posi-
cio´n posverbal la huella correspondiente —ape´ndice A—. Gracias a ello, y a la regla de
inversio´n, no ha sido necesario an˜adir a NSSG una regla de saturacio´n de SUBJ, pues los
sujetos se han podido encontrar siempre tras su verbo.
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creado seis reglas le´xicas de scrambling : scrambling-c-one —B.11— legitima a
los verbos con dos complementos en COMPS en un orden inverso al cano´nico.
Por su parte, scrambling-c-two —B.12—, scrambling-c-three, scrambling-c-four,
scrambling-c-five y scrambling-c-six legitiman las distintas ordenaciones posi-
bles de listas de tres elementos necesarias para dar cuenta de las oraciones
de la test suite4. 
scrambling-c-one
synsem|local|val
[
comps
〈
2 , 1
〉]
dtr|synsem|local|val
[
comps
〈
1 , 2
〉]

Figura B.11: scrambling-c-two

scrambling-c-two
synsem|local|val
[
comps
〈
1 , 3 , 2
〉]
dtr|synsem|local|val
[
comps
〈
1 , 2 , 3
〉]

Figura B.12: scrambling-c-two
Se muestra a continuacio´n la test suite en cuestio´n, en forma de tabla.
En la columna de la izquierda aparecen las oraciones que la componen. Se
ha usado la convencio´n habitual de colocar un asterisco ante las oraciones
agramaticales. Adema´s, se han colocado entre corchetes —tal como se ex-
plico´ en el ape´ndice A— los antecedentes de los pronombres omitidos de
tercera persona. En la segunda columna aparece el nu´mero de ana´lisis espe-
rable para cada oracio´n. A continuacio´n, en la tercera columna, se encuentra
el nu´mero de ana´lisis que da SSG a la oracio´n correspondiente, junto al tiempo
de CPU empleado en segundos (entre pare´ntesis). Por u´ltimo, en la columna
de la derecha, se muestran los ana´lisis obtenidos por NSSG junto al tiempo de
CPU, tambie´n en segundos y entre pare´ntesis.
4En la test suite hay tambie´n oraciones con cuatro elementos en COMPS. A fin de
evitar tiempos de ana´lisis prohibitivos, para estas oraciones no se han an˜adido reglas de
scrambling . Quedan, por tanto, sin ana´lisis.
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Oracio´n NoA SSG NSSG
Argumentos internos de distinta categor´ıa
1. Se´ cosas. 1 1 (3,35) 1 (97,27)
2. Se´ los precios. 1 1 (3,82) 1 (110,22)
3. Se´ que han subido los precios. 1 1 (9,94) 1 (180,83)
4. Se´ calcular los precios. 1 1 (2,05) 1 (17,05)
5. Me acuerdo de cosas. 1 1 (4,85) 1 (103,65)
6. Me acuerdo del precio. 1 1 (4,93) 1 (105,36)
7. Me acuerdo de que ha subido el precio. 1 1 (12,46) 1 (170,06)
8. ¿Te acuerdas de subir los precios? 1 1 (12,87) 1 (375,65)
Realizaciones y logros
9. El hotel ha contratado al guı´a. 1 1 (1,71) 1 (16,72)
10. Ha sido contratado un guı´a. 1 1 (1,08) 1 (2,77)
11. Se han contratado dos guı´as. 1 1 (1,08) 1 (2,75)
12. *El hotel ha contratado. 0 0 (1,13) 0 (16,39)
13. *[ Ellos ] El hotel ha contratado que suban el precio. 0 0 (9,23) 0 (82,55)
14. El botones ha subido el equipaje hasta la habitacio´n. 1 1 (7,02) 1 (68,88)
15. ¿Ellos han convencido al guı´a de todo? 1 1 (4,17) 1 (110,74)
16. Ellos han comparado el hotel con el resort. 1 1 (4,07) 1 (62,87)
17. El hotel nos ha contratado un guı´a. 1 1 (6,26) 1 (164,78)
18. Nos ha sido contratado un guı´a. 1 1 (2,53) 1 (12,16)
19. Se nos han contratado dos guı´as. 1 1 (2,55) 1 (12,26)
20. El botones os ha subido el equipaje hasta la habitacio´n. 1 1 (28,91) 0 (397,58)
21. ¿[ A e´l ] Ellos os lo han convencido de todo? 1 1 (15,08) 0 (556,33)
22. Ellos os han comparado el hotel con el resort. 1 1 (14,93) 0 (349,02)
23. Ha subido el precio. 1 1 (3,21) 1 (66,11)
24. Ha subido el precio hasta cien euros. 1 1 (4,41) 1 (70,25)
25. Nos ha subido el precio hasta cien euros. 2 2 (13,15) 2 (414,67)
26. *Ha subido que suban el equipaje. 0 0 (5,91) 0 (95,91)
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Actividades y estados
27. Tu´ sabes. 1 1 (3,22) 1 (106,78)
28. [ Eso ] Tu´ lo sabes. 1 1 (4,48) 1 (116,05)
29. [ Ellos ] Sabes si han subido el precio. 1 1 (17,60) 1 (185,21)
30. Se sabe el precio. 1 1 (1,03) 1 (2,46)
31. *Ha sido sabido el precio. 0 0 (2,66) 0 (115,67)
32. Tu´ sabes de eso. 1 1 (4,35) 1 (119,17)
33. Tienes las entradas. 1 1 (2,26) 1 (17,49)
34. *Tienes de las entradas. 0 0 (2,07) 0 (17,23)
35. Puedo confiar en ti. 1 1 (2,07) 1 (9,80)
36. *Puedo confiar a ti. 0 0 (1,96) 0 (9,41)
37. *Se confı´a e´l. 0 0 (1,43) 0 (9,47)
38. El hotel se desentiende de la situacio´n. 1 1 (2,51) 1 (11,45)
39. *El hotel se desentiende la situacio´n. 0 0 (2,83) 0 (12,08)
40. *El hotel desentiende de la situacio´n. 0 0 (2,10) 0 (11,87)
41. *El hotel desentiende la situacio´n. 0 0 (2,11) 0 (11,25)
42. ¿Tu´ te relacionas con el guı´a? 1 1 (4,92) 1 (57,04)
43. *¿Tu´ relacionas con el guı´a? 0 0 (2,09) 0 (7,66)
44. [ E´l ] Admiraba su belleza. 1 1 (4,37) 1 (121,58)
45. [ E´l ] Se admiraba de su belleza. 1 1 (4,64) 1 (126,38)
46. *[ E´l ] Admiraba de su belleza. 0 0 (4,16) 0 (127,39)
47. *[ E´l ] Se admiraba su belleza. 0 0 (5,01) 0 (128,19)
48. Has secado la toalla. 1 1 (2,40) 1 (20,00)
49. Se ha secado la toalla. 1 1 (1,91) 1 (19,44)
50. [ Eso ] Tu´ me lo sabes. 1 1 (12,59) 1 (594,51)
51. [ Eso ] Tu´ me lo tienes. 1 1 (6,00) 1 (147,00)
52. Tu´ me confı´as en E´l. 1 1 (5,72) 1 (87,70)
53. El hotel se te desentiende de la situacio´n. 1 1 (6,82) 1 (104,25)
54. Tu´ te me debes relacionar con el guı´a. 1 1 (6,88) 1 (7,78)
55. Te admiras de su belleza. 1 1 (9,73) 1 (655,42)
56. Me has secado la toalla. 1 1 (6,27) 1 (187,36)
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Cl´ıticos
57. La entrada puedo comprarla. 1 1 (2,20) 1 (18,42)
58. Al encargado le has dado la entrada. 1 1 (3,98) 1 (167,81)
59. ¿[ La entrada ] Puedo comprarla? 1 1 (2,10) 1 (18,77)
60. ¿[ A ella ] Le has dado la entrada? 1 1 (3,89) 1 (165,99)
61. ¿La has encontrado a ella? 1 1 (1,63) 1 (17,69)
62. ¿Le has dado la entrada a e´l? 1 1 (3,91) 1 (165,32)
63. *¿[ La entrada ] Puedo comprar? 0 0 (2,02) 0 (18,84)
64. *¿[ A ella ] has dado la entrada? 0 0 (3,76) 0 (161,77)
65. *¿Has encontrado a ella? 0 0 (1,51) 0 (17,72)
66. *¿Has dado la entrada a e´l? 0 0 (3,72) 0 (161,31)
67. ¿Has encontrado al guı´a? 1 1 (1,56) 1 (18,02)
68. *¿Lo has encontrado al guı´a? 0 0 (1,49) 0 (17,79)
69. ¿Has dado la entrada al encargado? 1 1 (4,20) 1 (158,60)
70. ¿Le has dado la entrada al encargado? 1 0 (4,17) 0 (163,08)
71. ¿Que´ puedo comprar? 1 1 (2,15) 1 (18,17)
72. *¿Que´ puedo comprarlo? 0 0 (1,98) 0 (18,21)
73. ¿A quie´n has dado la entrada? 1 1 (4,22) 1 (155,28)
74. ¿A quie´n le has dado la entrada? 1 0 (4,28) 0 (161,30)
75. [ El guı´a, ellos ] dicen que viene. 1 1 (5,18) 1 (23,77)
76. [ Tu´ ] E´l dice que vienes. 1 1 (5,06) 1 (18,45)
77. [ E´l ] Viene. 1 1 (1,46) 1 (3,74)
78. ¿Tu´ confı´as en e´l? 1 1 (2,04) 1 (9,03)
79. ¿En e´l confı´as tu´? 1 1 (1,99) 1 (9,05)
80. ¿Tu´ confı´as? 1 1 (1,46) 1 (8,84)
81. El hotel lo queremos pagar nosotros. 1 1 (1,97) 1 (17,03)
82. El hotel queremos pagarlo nosotros. 1 1 (1,99) 1 (17,38)
83. *El hotel lo queremos pagarlo nosotros. 0 0 (0,58) 0 (1,30)
84. El hotel ¿sabes si lo podemos pagar nosotros? 1 1 (11,57) 1 (127,11)
85. *El hotel ¿lo sabes si podemos pagar nosotros? 0 0 (11,13) 0 (136,95)
86. [ A e´l ] Se le han perdido los billetes. 1 1 (2,52) 1 (11,54)
87. *[ A e´l ] Le se han perdido los billetes. 0 0 (0,66) 0 (1,45)
88. *[ Ellos ] Me me han contratado. 0 0 (0,65) 0 (1,83)
89. *[ Ellos ] Te te han contratado. 0 0 (0,65) 0 (1,84)
90. *[ Ellos ] Me te han contratado. 0 0 (0,80) 0 (1,99)
91. [ Ellos ] Te me han contratado. 1 1 (4,36) 1 (153,92)
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92. [ Ellos, eso, a e´l ] Se lo han contratado. 1 1 (4,38) 1 (162,59)
93. *[ Ellos, eso, a e´l ] Le lo han contratado. 0 0 (0,81) 0 (2,17)
94. *[ Ellos, eso, a e´l ] Lo te han contratado. 0 0 (0,77) 0 (1,97)
Orden de palabras
95. ¿Has encontrado tu´ la toalla? 1 1 (1,58) 1 (17,27)
96. ¿Tu´ has encontrado la toalla? 1 1 (1,62) 1 (16,80)
97. ¿Le has dado la toalla a e´l? 1 1 (3,87) 1 (157,18)
98. ¿Le has dado a e´l la toalla? 1 1 (3,90) 1 (163,89)
99. ¿Le has dado tu´ a e´l la toalla? 1 1 (3,87) 1 (166,23)
100. ¿Le has dado a e´l tu´ la toalla? 1 1 (3,89) 1 (167,68)
101. ¿Le has dado a e´l la toalla tu´? 1 1 (3,92) 1 (139,18)
102. ¿Le has dado tu´ la toalla a e´l? 1 1 (3,88) 1 (156,65)
103. ¿Le has dado la toalla tu´ a e´l? 1 1 (3,89) 1 (159,49)
104. ¿Le has dado la toalla a e´l tu´? 1 1 (3,92) 1 (159,78)
105. ¿Has subido tu´ la toalla hasta la habitacio´n? 1 1 (5,39) 1 (66,60)
106. ¿Has subido tu´ hasta la habitacio´n la toalla? 1 1 (5,46) 1 (66,88)
107. ¿Has subido la toalla tu´ hasta la habitacio´n? 1 1 (5,47) 1 (64,07)
108. ¿Has subido hasta la habitacio´n tu´ la toalla? 1 1 (5,48) 1 (66,89)
109. ¿Has subido la toalla hasta la habitacio´n tu´? 1 1 (5,48) 1 (64,41)
110. ¿Has subido hasta la habitacio´n la toalla tu´? 1 1 (5,44) 1 (66,62)
111. ¿Que´ has subido hasta la habitacio´n? 1 1 (5,50) 1 (64,60)
112. La toalla ¿la has subido hasta la habitacio´n? 1 1 (3,61) 1 (62,18)
113. La toalla ¿a quie´n se la has subido hasta la habitacio´n? 1 1 (11,89) 0 (320,28)
114. *¿A quie´n la toalla se la has subido hasta la habitacio´n? 0 0 (6.05) 0 (303.88)
115. La toalla, a e´l ¿se la has subido hasta la habitacio´n? 1 1 (12,50) 0 (356,36)
116. A e´l, la toalla ¿se la has subido hasta la habitacio´n? 1 1 (12,75) 0 (361,53)
117. *¿A quie´n que´ has subido hasta la habitacio´n? 0 0 (6,17) 0 (68,29)
118. *¿Que´ a quie´n has subido hasta la habitacio´n? 0 0 (6,02) 0 (69,00)
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Todas las oraciones han sido analizadas con cada grama´tica diez veces. El
tiempo de CPU que se muestra es la media aritme´tica de los valores obtenidos
en estas diez iteraciones.
Como puede observarse comparando las columnas segunda, tercera y
cuarta de la tabla, la cobertura de SSG y NSSG es ba´sicamente la esperada.
Solo se observan las siguientes divergencias entre los resultados obtenidos y
el nu´mero de ana´lisis esperable para cada oracio´n. Como se ha dicho an-
teriormente, los cl´ıticos de dativo correspondientes a sintagmas cano´nicos
posverbales y a part´ıculas interrogativas son problema´ticos tanto para SSG
como para una grama´tica tradicional (NSSG). Se ha optado por no incluir
en las grama´ticas una solucio´n provisional. Por tanto, las oraciones con tal
tipo de cl´ıticos quedan sin analizar. Son las oraciones 70 y 74 . Adema´s, para
evitar tiempos de ana´lisis prohibitivos, no se han incluido en NSSG reglas de
scrambling que legitimen los distintos o´rdenes de complementos pertinentes
para listas COMPS con cuatro elementos. Por ello, las oraciones 20 , 21 , 22 ,
115 y 116 han quedado sin ana´lisis para NSSG5.
Por u´ltimo, cabe comentar que los tiempos de ana´lisis utilizados por el
parser con SSG son mucho menores que los utilizados con NSSG. SGP es un
sistema de parsing pensado para la prueba y comparacio´n de estrategias de
ana´lisis. No es un sistema eficiente en s´ı mismo. Se observa que el an˜adi-
do de unas pocas reglas a una grama´tica dispara la explosio´n combinatoria
y aumenta de forma muy sensible los tiempos de ana´lisis de SGP. SSG usa
nueve reglas le´xicas y una gramatical. NSSG utiliza trece reglas ma´s6. Con
una diferencia de reglas de este tipo (se dobla, ma´s o menos, el nu´mero de
reglas) se ha obtenido un crecimiento exponencial de los tiempos de ana´lisis.
Es posible que un parser ma´s eficiente sea capaz de reducir sensiblemente
5Te´ngase en cuenta que —de acuerdo con lo visto en el ape´ndice A— el ana´lisis de
estas oraciones en NSSG conf´ıa en la existencia de un sujeto invertido. Este sujeto y tres
complementos suman los cuatro elementos en cuestio´n.
6Recue´rdese —ape´ndice A— que el preprocesamiento elimina algunas reglas cuando
encuentra evidencias de que es posible hacerlo.
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este crecimiento exponencial. Pero los resultados obtenidos en este trabajo
demuestran que, en lo que a la elaboracio´n de la grama´tica se refiere, la re-
duccio´n del nu´mero de reglas es esencial para lograr herramientas eficientes.
Esta conclusio´n es la esperable. S´ı resulta ma´s interesante observar co´mo,
a la luz de estos resultados, cabe concluir que, para tratar el feno´meno de
scrambling , el uso de un parser capaz de crear constituyentes discontinuos
(caracter´ıstica que incrementa las posibilidades combinatorias y el tiempo de
ana´lisis) es preferible con mucho a la multiplicacio´n de reglas le´xicas.
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