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Abstract
The overloaded CDMA system, as the solution to the capacity limit of its conventional
counterpart, has drawn frequent interest of the researchers in the past. While there
exists numerous proposals on the construction of uniquely decodable (UD) signature
matrices for overloaded CDMA system with very high value of overloading factor, most
of them lag the efficient multiuser detector (MUD) for noisy transmission. Here, by
efficient, we imply the MUD to have acceptable BER performance and simplified in
design. Whereas the lack of efficiency of several MUDs is primarily due to the impact
of excess level of multiple access interference (MAI) because of the rise in the number
of active users, its random nature prohibits its accurate estimation and elimination.
Under such constraints, if the signature matrices can be intelligently constructed so as
to generate a defined and controlled pattern (hierarchy) of MAI so that the designed
MUD will exploit the knowledge of this hierarchy to remove the MAI completely and
attain better error performance at much lower cost of complexity. We consider this as
the motivation for research in this thesis.
First, we propose the ternary signature matrix with orthogonal subsets (TSMOS),
where the matrix with index-k comprises of k orthogonal subsets with each having
different number signatures, and all subsets besides the first (largest) one are of
ternary type. The correlation (interference) pattern among the signatures is mapped
into a twin tree hierarchy, which is further leveraged to design a simplified MUD
using the linear decoding blocks like matched filter (MF) to provide errorfree and
better error performance for noiseless and noisy transmission respectively. Next,
we generalize the construction of TSMOS to multiple structures i.e.; Type I, Type
II, Type III and mixed versions and reveal the complementary feature of 50%
signatures of the largest (binary) subset that further results in their optimality.
Further, we propose the non-ternary version of SMOS (called as 2k-SMOS), where
the binary alphabets in each of the k subsets are different from each other. With
vii
no complementary feature, 50% signatures of its largest subset are also found to be
optimal. The superiority of 2k-SMOS over TSMOS is also verified for an overloading
capacity of 150%. Next, we propose and discuss the hybrid SMOS (HSMOS), where
the subsets from TSMOS and 2k-SMOS are used as the constituents to produce
multiple SMOS structures, of which TSMOS and 2k-SMOS are treated as the special
cases. For better understanding of the features of the whole family of SMOS (with
an overloading capacity of 200%), the gradual change in the twin tree hierarchy and
BER performance of the left and right child of the individual subsets are studied.
Similar to SMOS, we also introduce the hierarchy based low density signature (HLDS)
matrix, where any UD matrix satisfying particular criterion can be considered as the
basis set. For hadamard matrix as the basis set, we design a MUD that uses the MF
to implement the decision vector search (DVS) algorithm, which is meant to exploit
the advantageous hierarchy of constellation of the transmitted vector to offer errorfree
decoding. For noisy channel, the marginal degradation in the level of BER of the
MUD (DVS) as compared to the optimum joint maximum likelihood decoder (MLD)
is worthy to be overlooked when compared with the significant gain achieved in terms
of complexity. For the smallest dimension of the hadamard matrix as the basis, the
MUD is further simplified to offer recovery using a comparison driven decision making
algorithm, also known as comparison aided decoding (CAD). Despite simplicity, the
error performance of the MUD (CAD) is observed to be very close to that of MUD
(DVS).
Keywords: CDMA; Overloaded CDMA; Uniquely Decobale Codes; Multiuser
Detection; AWGN; Bit Error Rate; Complexity.
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Chapter 1
Introduction
The field of multiple access (MA), being an important means of communication for
multiple users in wireless systems, has consistently retained its gravity for being in the
active zone of research. In many applications e.g.; satellite-based systems and mobile
and fixed terrestrial systems, the scope of sharing the limited available communication
medium among many active users provide an obvious edge in terms of cost-effective
and flexible channel utilization.
1.1 Code Division Multiple Access (CDMA)
In the early 1980’s, the first cellular network (i.e.; advanced mobile phone system
(AMPS)) using the concept of analog radio transmission was introduced for
commercialization. With the advent of this breakthrough approach for mobile voice
services, an immense rise was observed in the number of subscribers urging for more air
time. Subsequently, the problems in terms of busy network and call droppings became
more common. To serve the booming traffic within a radio spectrum of restricted
capacity, the concept of time division multiple access (TDMA) was brought forth
where multiple users could access the same channel on a time sharing basis. Soon
after, the systems like DAMPS (Digital AMPS) and GSM (Global System for Mobile)
with three to four times the capacity of AMPS were introduced. Meanwhile, the
DAMPS was in its phase of standardization in North America, an improved solution
for multiple access made its release i.e.; CDMA technology.
In the 1990s, the first mobile cellular communication standard using CDMA (known
as IS-95) was successfully developed by Qualcomm and commercialized in 1995. With
a capacity, approximately ten times of AMPS, DAMPS or GSM, the mobile cellular
architecture using CDMA has indeed surpassed the expectation concerning its growth
over other wireless technologies. Besides the advantage of accommodating more traffic,
several other complementary benefits e.g.; stronger security, improved voice quality,
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lower average power emission, broader coverage, and smoother evolutionary upgrading
of the networks.
Later on, both in theory and practice, the CDMA system using the direct
sequence (DS) spreading approach has retained its popularity not only due to its
higher bandwidth efficiency over TDMA and frequency division multiple access
(FDMA) but also due to other important features e.g.; privacy, low probability
of interception, attractive overlay operation with existing radio systems, immunity
against multipath interference, etc.. Till date, DS-CDMA technology is considered
as a preferable multiple access technology for numerous wireless networks and mobile
cellular standards e.g.; cdma2000, W-CDMA, and TD-SCDMA. In third generation
(3G) wireless systems, the standards IMT-2000 (cdma2000 and UMTS) support both
voice and data services. For fourth-generation (4G) wireless systems, the emphasis
is purely on the orthogonal frequency division multiple access (OFDMA). However,
the challenge related to the consequences of the unacceptable rise in peak to average
power ratio (PAPR) in OFDMA system, and need for enhancement in loading capacity
has, very recently, established the foundation of sparse code multiple access (SCMA)
[1–3]. The SCMA technology being a non-orthogonal technique of MA leverages the
advantages of both OFDMA and CDMA, therefore, is considered as a promising
candidate for the fifth generation (5G) wireless architecture [4].
1.2 Overloaded CDMA
The above discussion on CDMA explicitly clarifies about its superiority over the
other existing MA schemes like FDMA and TDMA. A radio channel with bandwidth
Bchannel = NBuser using FDMA can accommodate a maximum number of N users,
each with an available transmission bandwidth of Buser. Likewise, the maximum
number of allowable users in the same channel for TDMA is also N , provided the each
data frame is divided into N time slots. The noteworty point for the systems using
TDMA or FDMA is the strict hard limit on their capacity i.e.; the number of users, at
no cost, can exceed N . In contrast, this limit is quite soft for systems using CDMA.
The system using DS-CDMA assigns each user with a unique code (signature). A
signature with N elements (chip) is said to have the processing (spreading) gain of
N e.g.; Tb = NTc, where Tb= time duration of each transmitted bit and Tc= time
2
Chapter 1 Introduction
duration of each chip. Conventionally, the capacity limit for the CDMA system using
the codes with spreading gain of N is N . In other words, the maximum achievable
loading (overloading) factor  (i.e.;  = M/N) for a CDMA system using the signature
matrix CNM (N  M) is unity i.e;   1. However, according to the practical
studies, the limit on the value of  is not hard, which implies that the capacity of the
CDMA systems, unlike TDMA and FDMA, can be increased substantially.
1.3 Overview of Literature
1.3.1 Multi User Coding and Detecting Matrices
The motivation for the construction of detecting or uniquely decodable (UD)1 signature
matrices of overloaded dimension actually originated from the coin-weighing problem
of Söderberg and Shapiro [5] in the period of early 1960s. The problem statement
is defined as follows: provided a positive integer M , what is the minimum value of
fb(M) on N such that the binary detecting matrix of dimension (N  M) exists?
As a combinatorial problem, it became popular among several mathematicians. The
binary constructions proposed by Lindström [6], and Cantor and Mills [7] gave explicit
recursive constructions of binary detecting matrices with size (2k   1)  (2k 1   1),
which is found to be settled in asymptotic sense i.e.;
lim
M!1
fb(M)log2M
M
= 2 (1.1)
In [6], the construction of bipolar matrices proposed by Lindström has many
similarities with that of the binary. In [7], a class of ternary detecting matrices of
dimension 2k(2k 1(k+2)), as an intermediate step to form their binary counterparts,
came into picture, where
lim
M!1
ft(M)log2M
M
 2; (1.2)
for ft being the ternary counterpart of fb. Unlike the case of binary and bipolar, any
explicit lower bound on ft(M) was hard to find, even though adapting the results
of fb(M) in [6] to this case is not that difficult. However, it is speculated that the
problem of formation of ternary matrices was not that popular at that time, which
might be due to its less relevance to the context of coin weighing problem.
On an interesting note, the construction of ternary detecting matrices for the
1A matrix C is considered as UD over x, if for x1 6= x2, the inequality Cx1 6= Cx2 is true, where
x1 and x2 denote two different input vectors. In other words, a UD matrix is injective in nature or
there exists one-to-one mapping between the input, and output.
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issue of multiuser coding is of high importance, even if it has shown its minor role
in the coin-weighing problem. Chang and Weldon [8], in the late 1970s, introduced
the problem of multiuser coding for the additive channel. In particular, their efforts
emphasized on determining the Shannon capacity region and establishing a class of
UD signatures, such that
lim
N!1
(k)
Ssum(k)
= 1 (Eq. 4.5, Corollary in [8])
where  (k) = (Mk/Nk) and Ssum(k) =
MkP
f=0
0BBB@ Mk
f
1CCCA
2Mk
log2 2
Mk0BBB@ Mk
f
1CCCA
(Theorem 2.1 in [8])
represents the maximum achievable sum capacity. Equivalently, it implies
lim
Mk!1
ft(Mk)log2Mk
Mk
= 2 (1.3)
In the early 1980s, Ferguson [9] introduced a more general class, while attempting to
generalize the results of [8]. Later on, Chang [10] improvised their initial construction
[8] so as to produce a construction with an arbitrary number of columns (signatures).
Subsequently, few more constructions [11, 12] (bipolar and binary respectively) came
into literature explicitly mentioning towards the relation between the multi-user coding
and coin-weighing problem. More recently, in [13], an in-depth re-examination of the
above constructions are discussed by Mow through a unified window of analysis. The
role of the ternary UD matrices, fundamentally controlling the construction of the
signature sets for multi-user coding over bipolar and binary has also been discussed.
Afterward, the synchronous code division multiple access (SCDMA) as the primary
application of the detecting matrices was explained by Khachatrian and Martirossian
[14], Wu and Chang [15], and Mow [16]. According to them, the system capacity
exceeding the conventional limit of SCDMA can be achieved by allocating the columns
of the detecting matrices as the signatures for spreading purpose. Even if the above
proposals built the foundation of UD matrices for CDMA with asymptotic equality
(AE) 1.3 (i.e.; implying a very high value of ), none of them comprised an efficient
detection algorithm for noisy transmission. Probably, it is because hardly a long time
had passed after the commercialization of CDMA cellular network in 1995 and the
capacity of SCDMA with conventional decoders was sufficient enough to address the
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Figure 1.1: Receiver Classification for CDMA
capacity problem efficiently. Gradually, the popularity of CDMA led to the extension
of the capacity beyond the expected limit. Since then the demand of the decoder
or multi-user detector (MUD) for the signature matrices ( > 1) jointly offering low
complexity and better error performance became an open problem to look into.
1.3.2 Bounds on Total Squared Correlation (TSC)
The noisy transmission being a common scenario in practical communication
applications destroys the errorless feature of the UD matrices and the overall error
performance of the system is controlled by the cross-correlation property of the code
matrices, which is usually defined by the term total squared correlation (TSC). For
code matrix C, the TSC can be defined as the sum of the squared magnitudes of
all inner products of the elemental codes i.e., TSC (C) =
MP
i=1
MP
j=1
cHi cj2, where H
denotes the conjugate transpose operator. For the real or complex valued matrices,
TSC is lower bounded by TSC (C)   MK
N

, where K = max fM;Ng for M and N
representing the number of signatures and spreading gain of the codes respectively.
From the study of literature, the optimum sequences for synchronous transmission
meet the welch bound equality (WBE), which actually minimizes the variance of
the multiple access interference (MAI). While attaining the Welch bound is quite
common for the real/complex signature sets [17–25], deviation is observed for the case
of finite-alphabet codes. Recently, new operational bounds on TSC have been derived
for binary alphabets (1,-1) in conjunction with optimal signature designs [26–28]. In
[29–38, 38–40], other binary sets designs have been investigated.
1.3.3 Multi User Detector
Over a decade, the group based approach for the construction of signature matrices
for overloaded CDMA has gained the attention, significantly. Be it UD or non-UD,
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the usual practice adopted in this method for the formation of the overloaded matrix
CNM =

HNN jON(M N)

(M > N) is to add another group (set) of random
or quasi-orthogonal signature sequences ON(M N) to the existing orthogonal matrix
(usually Hadamard denoted as HNN) and thus achieve suitable gain in the value of
.
Without the prior knowledge of channel information, the effect of MAI
can, thence, be eliminated by the use of sophisticated multiuser detectors at
the receiver. The optimum joint multiuser detector (also known as joint
maximum likelihood decoder (MLD)) [41] yields the best outcome regarding the
error performance. But, its computational complexity being exponential to the
number of active signatures prohibits it straight from the practical implementation
and thus, prompts the researchers to look for the appropriate substitutes.
Subsequently, several low-complexity optimal or suboptimal detectors (Figure 1.1)
came into literature, where the utmost effort was concentrated on balancing the
performance-complexity trade-off. Few such instances can be found in [42–45].
When it comes to linear detectors, the decorrelator [46, 47] and minimum mean
square error (MMSE) detector [48, 49] performs better with significantly lower
complexity in comparison to their optimum equivalent. The MMSE detector executes
a linear mapping approach to keep the mean square error between the original input
symbol and soft outputs of the decoder at the minimum possible level and thus offers
acceptable error performance at much lower complexity than the optimum detector.
Likewise, the function of the decorrelator is driven by simple inversion of the channel
matrix, but by this action, the impact of noise becomes more pronounced. As an
advantage of the decorrelator, no demand for the knowledge of the received power
during detection phase is required, thereby avoiding the consequences of the near-far
problem. However their performances are not that satisfactory for the case of the
overloaded environment as the desired signal subspaces become rank-deficient. Later,
group wise multiuser detection involving the decorrelator [50] and MMSE detector
[51] strategies came into picture that can also be applied to the overloaded scenario.
In an improvised and generalized evaluation of the group based MUD in [52], the
decision-feedback detector suggested in [43] and [53] was found to be applicable for
grouping strategy.
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Among the non-linear decoding approaches, the multi-stage detector [54, 55] came
into discussion in the year 2000, where the method of detection is highly complex
[56–58] due to the iterative mechanism of the MUD using successive interference
cancellation (SIC) [59, 60] and parallel interference cancellation (PIC) [61, 62] stages as
the fundamental block of design for interference mitigation. More recently, the method
of probabilistic data association (PDA) [63] has been used for the iterative multi user
detection. Its error performance shows a rapid degradation for the overloaded scenario.
Later on, improvisations has been incorporated in the signature waveforms so as to
keep the TSC to the minimum, while achieving improvement in capacity [64] and
error performance. The above iterative decoders despite their high complexity fail to
eliminate the impact of MAI completely. Therefore, achieving errorfree performance
in the absence of noise, becomes impossible. Additionally, the massive complexity of
the detectors also makes its implementation doubtful.
Subsequently, the technique of reusing the WBE [65] sequences for different users
with different wave forms in [66] leads to the significant maximization in capacity, and
simplification of the receiver too. However, its implementation becomes challenging
due to the non-scalable [67] nature of the WBE sequences. Among the other reusing
techniques, the concept of collaborative coding [68, 69] and superposition coding [70]
have contributed towards the substantial expansion of the capacity limit.
In an attempt to construct an optimal set with the hierarchy of subsets (HoS),
Learned proposed a tree joint detection algorithm. Even though the detector offers
the optimal estimate with reduced complexity as compared to the optimum MLD [41],
the relaxation gained regarding complexity is still not fair when compared with that
of the linear decoders.
In an approach to propose a two-stage simplified MLD (SMLD) [71, 72], Pad et
al., in late 2000, came with the idea of exploiting the Kronecker (or Tensor) product
based construction for the UD sets to achieve simplified decoding. First, to generate
the matrices of larger dimension from its smaller counterparts (i.e.; CNM) simple
Kronecker product is used e.g.; (H
C) is of size (hN  hM). For decoding, the
received (decoding) vector is to be multiplied by (H 1
I) to split the overall recovery
problem into h parallel stages, each of which contributes to the detection of M users.
The result shows that the error performance of the system using core matrix of
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moderate or larger dimension is found to be better than that of smaller dimension.
But, selection of the core matrix with relatively large dimension, on the other hand,
also leads to the increase in decoder’s complexity due to the rise in the number of
secondary users (Hadamard refers to primary users), usually detected through the
method of joint MLD. In overall, the decoding using SMLD for the tensor product
based constructions has undoubtedly minimized the complexity of the optimum MLD
to a large extent. However, the rise in complexity of the decoder as compared to the
linear decoders is still not moderate.
From the aspect of implementation for the noisy channel, the additional (excess)
users are usually kept to a suitable minimal value to ensure better error performance
[71, 73, 74]. It is because, for the noisy transmission, the effect of MAI becomes more
prominent even if its impact remains silent for the noiseless case. To overcome this
drawback, an attempt has been made in [74], using the genetic algorithms involving
multiple distance criteria as the metric for analysis, to optimize the selection of
signatures so that the total available MAI in the code space can be notably reduced,
and hence, resulting in improvement of the error performance. Besides, a hierarchy
criterion is imposed on construction in [32] that minimizes the impact of MAI to a
suitable extent and brings improvement in the level of bit error rate (BER). Later, the
approach of tensor product based construction followed by decoding using SMLD has
been offered a deep insight by Alishahi et al. in [73, 75], where rigorous efforts are
invested towards the evaluation of the lower and upper bounds of the construction for
different sets of alphabets of the input vector and signature matrix as well. Further
improvisations concerning generalization of the similar type of construction can also
be found in [76].
1.3.4 Low Density Signatures (LDS) Matrices
For conventional CDMA architecture using binary signature matrices, each chip of
the received vector carries the transmitted bit from all the active users. Equivalently,
at every received chip, each user sees the contribution from all other users. When it
comes to the case of overloaded CDMA, the situation becomes worse as the level of
MAI on each user at a particular chip shows an abrupt rise. Under such conditions,
optimum MUD can be engaged with lower complexity as compared to the optimum
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joint MLD [41], provided the overall correlation matrix follows a specific hierarchy
[77]. However, the outcome of the system regarding complexity of the MUD lies much
higher over the linear detectors [46–49]. Now, recalling the result from [77–79], we
reckon that the necessary condition for each user to transmit the nonzero values to
all of its signature chips can also be skipped. Further investigations have emphasized
on creating an intelligent pattern or arrangement among the signature elements of
the whole matrix, such that, the MAI on each user can be advantageously aligned to
render satisfactory improvement in BER performance.
In pursuit of the above idea, over the past few years, the research on LDS [80]
matrices have shown its popularity towards the problem of design of the low complex
MUD. Recently, a new recurrent LDS construction [81] with  = 2 has been proposed,
where the priority drives straight towards the design of the highly simplified decoder
for the noisy channel, at the cost of sacrifice in asymptotic equality unlike the case of
the ternary constructions in [8–10, 13]. In [80], the authors exploit the pattern of the
low-density parity check (LDPC) matrices to design simplified MUD for overloaded
CDMA applications. Note that, the LDPC sets, as an efficient construction for error
correcting, has consistently retained its popularity so far. However, in recent literature
[80, 82], researchers being attracted by its overloaded dimension has attempted to
propose some low complex design of the MUD for CDMA application.
While the LDS based DS-CDMA is considered as a promising candidate bringing up
solutions to the problem of efficient MUD designs for overloaded CDMA, its exposure
to orthogonal frequency division multiplexing (OFDM) [3, 80, 83–85] technique can
be an efficient approach towards the substantial reduction in peak to average power
ratio (PAPR), which is yet considered as a crucial problem with the networks based
on OFDM system. Systems using OFDM and multi-carrier code division multiple
access (MC-CDMA) being referred as highly efficient techniques to provide high data
rate services have been embraced as the core technologies for the several mobile
communication architectures e.g.; the Worldwide Interoperability for Microwave
Access (WiMAX) and 3rd Generation Partnership Project Long Term Evolution
(3GPP-LTE). More recently, the SCMA [1, 2, 86–91] being a collaborative embodiment
of OFDM and LDS-CDMA is being provisionally considered as an efficient prospective
MA technique for the fifth generation (5G) architecture [4].
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1.4 Motivation
The possibility of successful implementation of any communication system including
CDMA is determined by the two factors: (a) the feasibility of practical realization of
the transmitter and receiver design, and (b) the error performance of the receiver over
the noisy and fading channel. Besides, the criterion of selection of the transmission
mode (synchronous and asynchronous) also supplements to the decision making
towards its application (downlink and uplink) in the cellular architecture.
As a matter of fact, the concept of overloading in CDMA being a solution to the
capacity limit of its conventional counterpart has drawn the frequent interest of the
researchers and continuously evolved through several phases. The extensive research
in this field can be broadly classified into problems like: (a) design of the signature
matrices and study of their maximum achievable capacity bounds, (b) development
of techniques to reuse the existing non-overloaded matrices, (c) design of MUD, (d)
proposing spreading strategy for improved error performance, and (e) study of the
error performance for different channel and input conditions, both for synchronous
and asynchronous transmission etc. Importantly, design of an efficient MUD being a
crucial problem in this area depends on the following criteria.
1.4.1 Better Alternative to TSC
From the earlier discussion on TSC, a WBE code set is supposed to have the minimum
TSC and the level of correlation for each signature is not taken into count. As a
result, it is possible that some signatures, under the effect of very high level of MAI,
will go through severe decoding failure. Therefore, for underloaded (M  N) CDMA,
although TSC is a suitable parameter to evaluate the performance, it does not hold
valid for the overloaded (M > N) CDMA system. It is because, TSC being a complete
measure of the correlation lags attention to the individual users. While within a
particular code set, the net level of peak cross-correlation among the signatures shows
random variation, their decoding also gets affected non-uniformly. Therefore, for more
accurate analysis of the error performance, considering the study of the correlation
level of signatures individually or group-wise should be of significant priority.
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1.4.2 Defined Correlation Hierarchy
Most of the proposed systems in literature deal with a type of MAI pattern, which is
completely random in nature. Due to the unpredictability and non-uniformity in its
distribution among the signatures, it’s accurate estimation (for each signature) for the
purpose of elimination, in the absence of noise, becomes almost impossible despite the
complex iterative structures of the MUD involving linear detection blocks like MF.
Irrespective of the type of detection (linear or non-linear), the quality of recovery is
directly associated with the impact of MAI, which for a particular signature is the
sum of its peak level of cross-correlation on other active signatures. Therefore, having
a known or defined pattern of MAI will be of high advantage towards its complete
elimination, further resulting in the improvement in BER performance.
1.4.3 Sacrificing the Asymptotic Equality
The initial discussion in the field of overloaded CDMA started from the design of
the UD matrices, which are found to project asymptotic equality 1.3 (i.e.; having
large capacity). In fact, the literature is crowded with the kind of approaches where
the whole attention is diverted to construct matrices satisfying the criterion of AE
only. Hardly any reasonable efforts have been made to propose useful MUD for their
full-fledged practical implementation. In other words, very obviously, construction of
the signature matrices with a very high value of  can hardly be a practical solution,
unless it is integrated by a fast, efficient encoder, and decoder. Over a decade,
the problem of design an efficient MUD has drawn the significant attention of the
researchers and evolved through multiple phases. From their approach of attempting
the problem, it is evident that sacrificing the AE for the reduction in MAI is, in fact,
a compromise worthy to be considered towards the design of an efficient MUD.
1.4.4 Embodiment of MF in MUD
From the discussion so far, a crucial point that has caught our immediate attention
is that hardly any MUD using matched filter (MF) as the fundamental block of
decoding exist which offers errorless performance in the absence of noise. In fact, MF
decoding (see Figure 1.2) being the most simplified and conventional form of decoding
if spaced in the design of the MUD, generate the scope of achieving a rich simplicity
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Figure 1.2: CDMA Receiver using Matched Filtering
in overall design. Additionally, implementing the MUD with MF blocks also imbibes
further scope in terms of realizing its feasibility for the improvised architectures like
rake receiver, meant for the detection over multi-path fading channels. Within such
priorities, the crucial criterion that needs to be satisfied for the MF decoding of a
particular signature to be errorless is: the level of its peak autocorrelation (PA) must
be greater than that of the level of total peak cross-correlation (TPC) on it from
other active signatures in the code space. However, fulfillment of this criterion for
all the signatures in an overloaded code set, so far, has not been possible. Achieving
this critical objective is not impossible if a firm control can be established over the
correlation pattern.
1.5 Problem Statement and Research Objectives
By and large, the above important motivations if summarized on a unified frame work
can be easily defined in a single problem statement i.e.; the literature still lags the
system design for overloaded CDMA, where the construction of the signature matrices
with significant value of  can be tactically controlled to produce an advantageous
and regularized correlation pattern so as to capacitate the MUD using MF to leverage
it to offer errorfree and better error performance for the noiseless and noisy channel
respectively. In this thesis, we consider this gap as the motivation for research. The
overall contribution can be split into the following meaningful objectives.
 To design new sets of UD signature matrices with the significant value of , such
that they will reflect a specific hierarchy of correlation pattern.
 To identify the available pattern of correlation among the signatures and exploit
it to propose an efficient sub-optimal MUDs offering errorfree performance in the
absence of noise.
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 To present sufficient mathematical proof to validate the UD and errorless nature
of the signature matrix and MUD respectively.
 To look for the scope of existence of the optimal users, either fully or partially.
 To classify the study of error performance of the whole signature matrix into
multiple subsets (subgroups) based on their difference in the level of total MAI.
 To formulate the suitable expression for evaluation of the theoretical error
performance and complexity of the MUD for noisy transmission.
 To analyze the simulation results for cross-verification in correspondence with
the study of the MAI followed by the logical explanation.
 To provide appropriate validations of the counter-intuitive deviations observed
in the performance behavior of the different subsets.
 To present suitable performance (error performance and complexity) comparison
concerning the existing literature.
1.6 Thesis Overview
Besides introduction, the thesis has five chapters, which demonstrates our approaches
and their novelty towards proposing the hierarchy based construction of the signature
matrices followed by extensive analysis of the MUD design and performance study.
In Chapter 2, we introduce the ternary signature matrix with orthogonal subsets
(SMOS) where the number of subsets in the matrix with index-k is k, for the number of
signatures in one subset to be different than the other. Primarily, we describe how its
twin tree structured correlation hierarchy facilitates an advantageous balance between
the PA and TPC for the signatures in each subset to offer errorless recovery using
MF, in the absence of noise. For noisy transmission, the BER performance of the
system is studied through analytical modeling and simulation results. With the use of
MF as the basic design block, the overall low complexity of the MUD is guaranteed.
Also, the complementary feature of the specific signatures of the largest subset for
quasi-synchronous transmission leading to optimality is discussed.
In Chapter 3, we feature the non-ternary version of SMOS where the binary
alphabets in each of the k constituent subsets are unique. Due to the participation
of 2k number of alphabets in the formation of the matrix, we call it 2k-ary SMOS.
Despite the similarity in twin tree hierarchy of interference, its non-uniformity brings
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noticeable contrast in the overall analysis, and outcome including the existence of
optimal signatures. For the maximization in user capacity to be 50%, the BER
performance of 2k-ary outsmarts that of the ternary SMOS (TSMOS), but beyond
that, it becomes a conditional entity. To validate the counter-intuitive deviations in
the simulation results, suitable logical explanation involving the actual operational
metrics are presented.
In Chapter 4, we show that further extension of the SMOS architecture,
beyond TSMOS and 2k-SMOS, in the hybrid form (a combination of TSMOS and
2k-SMOS, called as hybrid SMOS (HSMOS)) is also possible. For construction, either
bottom   to   top or top   to   bottom approach can be adopted. Looking at the
unified structure of construction involving the non-uniform tree hierarchy, we study
the variation observed in the error performance of each subset for noisy channel. The
whole discussion elaborates the translation of the SMOS architecture in detail: from
TSMOS to 2k-SMOS through the intermediate structures of HSMOS.
In Chapter 5, we propose a novel hierarchy based LDS (HLDS) matrix for
overloaded CDMA where multiple advantages i.e.; fast construction, generalization
to other existing UD sets, feasibility to arbitrary dimensions, fast decoding, and
satisfactory error performance for noisy transmission, all, can be attained. Unlike
existing approaches, our construction of the larger matrices from, the smaller
counterparts (basis sets) is driven by a simply overlapped hierarchy. For Hadamard
matrix as the basis, the construction poses a unique cross-correlation pattern that
is further leveraged by the decision vector search (DVS) algorithm to propose a
simplified MUD than the optimum MLD. For noisy case, the degradation in BER
can be overlooked in contrast to the prominent advantage gained in complexity. Our
efforts, to further simplify the MUD, results in the comparison aided decoding, where
the input symbols can be directly predicted from the constellation values through
simple comparisons.
Finally, in Chapter 6, we summarize the conclusions, limitations of the proposed
system models and present the scope for further research.
Chapter 2
Generalized TSMOS
2.1 Introduction
In this chapter, we explore the design of a new set of UD Codes (UDC) for overloaded
CDMA that addresses three crucial problems. The first one concerns, if the existence
of multiple orthogonal subsets within a single UD set is feasible, and if so, what general
criterion is to be followed by its recursive construction. The second one is about the
design of the simplified MUD. The third one is about the scope to achieve optimality
for the resultant UDC set, either wholly or partially.
In response to the first problem, we identify the unique fundamental matrix (C1
i.e., for k = 1) of construction from the existing literature [8–10, 81], develop a new
perspective for the recurrent design of the proposed matrices, and mathematically
validate its UD nature. The proposed construction being recursive results in a UD
matrix of dimension (Mk; Nk) forMk > Nk, which can further be split into k = log2Nk
number of orthogonal subsets (one binary (Hadamard) and (k   1) ternary) of varied
dimension.
In response to the second problem, a uniform twin-tree structured hierarchy
of cross-correlation is realized for the whole matrix due to the linear dependency
existing in the formation of the larger subsets from, the smaller counterparts. Later,
this opportunity is leveraged by the proposed MUD, where the simple logic of MF
serves as the primary block of design and recovers each subset with no error in the
absence of noise, given that the detector has a priori knowledge of the user’s status
(active or inactive). Also, we prove the errorfree nature of the decoder for noiseless
transmission. The logic of MF serving as the core design block of the decoder provides
an enormous saving over the complexity of optimum joint MLD [41]. Following the
twin tree hierarchy of correlation, each subset is exposed to a different level of MAI.
Subsequently, expecting the variation in their error performance is evident. For the
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noisy channel, we derive the theoretical expression of the average BER for each subset.
In response to the third problem, we discover the complementary feature of the
specific signatures of the largest (i.e.; binary) subset, which, with no significant
modification added at the MUD end, leads to their optimality in error performance.
For error performance analysis, we emphasize on the role of the two factors (cardinality
of the subset, and net level of MAI) for being responsible for the non-uniformity in
the order of their error performance.
Based on the discussion from literature in Section 1.4.1, we have already invalidated
the appropriateness of choosing the TSC as the metric to evaluate the impact of
MAI in the available code space. Therefore, throughout this thesis, it is logical to
consider the TPC and PA as the important metrics to assess the impact of MAI on
each individual user, where TPC(ca) =
M 1P
i6=a;i=1
NP
n=1
cancin and PA(ca) =
NP
n=1
cancan, for
CNM = [c1c2    cM ] and ca = [ca1ca2    caN ]. In the existing literature, deploying
these metrics for analysis is highly critical due to the randomness prevailing in the level
of TPC, even if the level of PA remains the same for all the signatures (i.e.; assuming
the matrix to be binary). In contrast, due to the predictable hierarchical pattern of
our proposed construction, dealing with these metrics for scrutinizing becomes simpler.
Moreover, these two metrics playing the actual role for the recovery in the MF approach
of decoding will offer a more accurate statistics to explain the error performance of
the system.
Rest of this chapter is arranged as follows. Section 2.2 describes the system model
with particular attention towards the role and features of the basis (fundamental)
matrix of the construction. Section 2.3 emphasizes on the recursive construction of
the proposed matrices followed by its generalization. The hierarchy of MAI including
the complementary feature is presented in Section 2.4 followed by design of the MUD in
Section 2.5. In Section 2.6, the analytical error performance of the system is discussed
focusing more towards the explanation of the error performance of the individual
subset. Section 2.7 presents the overview of simulation results. Finally, the conclusion
is presented in Section 2.8.
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Table 2.1: Recursive Consruction of the UDC Sets (Binary or Ternary) with C1 = B in (2.2) ,
where B(2k) = 2k 1k ( (3), [13]), Y, N, NL, NY, Ter., and Bin. denote ”Yes”, ”No”, ”Noiseless”, and
”Noisy”, ”Ternary”, and ”Binary” respectively.
Yr./Publication Type Nk Mk (k)  Ssum (k) Decoding
1979 / [7] Ter. 2k 2k 1(k + 1) Y NL
1982 /[9] Ter. 2k 2k 1(k + 2) Y NL
1984/ [10] Ter. k  B(k) + k Y NL
1995/ [14] Ter. 2k k2k 1 + 1 Y NL
1997/ [15] Bin. k  k

log2k 2
2log23

+ 1log23 Y NL
1998/ [92] Bin. 2k 2k 1(k + 1) + i Y NL
2012 /[81] Ter. 2k 2k+1   1 N NY
2.2 System Model
The synchronous CDMA system (synchronization corresponding to both bit and chip)
using the ternary UDC matrix with index-k (i.e.; Ck or CNkMk) for k 2Z+ can be
modeled as
y = r+ n (2.1)
where r = CkRx is the noiseless received vector with R = IMkMk = Identity
Matrix with diagonal elements representing the amplitudes assuming the system to
be perfectly power controlled. Here, x 2 f1; 0gMk is the input column vector,
and n denotes the vector corresponding to the AWGN channel with zero mean
and variance 2. In an effort to provide an unified approach of analysis, let
us concentrate on the recursive constructions (mentioned in Table 2.1), for which
C1 = B = 1p
2
24 H2 j +
0
35= basis matrix. Our intention is to study the varied
interpretations of B existing in different approaches towards the formation of the
matrices with larger dimension. Therefore, we focus on the basis matrix B and derive
the perspective of our method of construction.
2.2.1 Root of Construction: the Basis Matrix
Before proceeding further, it is important to note that, the fundamental (basis) matrix
of our construction (B in (2.2)) also delivers the same requisites for the construction
methods presented in Table 2.1. More appropriately, for the recursive design of the
matrices in [8–10, 14, 81], C1 = B and the researchers, based on the structure of B,
have established different interpretations to form the matrices of larger dimensions.
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Figure 2.1: Uniform Twin Tree Hierarchy for B = [c11c12jc21]
In this work, we propose a new approach towards the interpretation of B, not only
in the method of construction but also to simplify the process of decoding. For our
proposed construction, the inequality C1 6= B is easy to track. However, the so-called
fundamental matrixB appears in the intermediate stage during the recursive formation
of C2 from C1, and hence serves the purpose of providing an underlaying structure to
the design, where
B = 1p
2
24 H2 j +
0
35 = 1p
2
24 + + +
+   0
35 = [c11c12jc21] : (2.2)
and ”|” in B indicates its partitioning into two subsets i.e.; H2 = [c11c12] and c21.
2.2.2 Correlation Pattern of the Basis Matrix
First, we analyze the pattern of the cross-correlation matrix (), associated i.e.;
 = BTB =
26664
1 0 1/2
0 1 1/2
1/2 1/2 1/2
37775 (2.3)
In (2.3), the first, second, and third row of  denote the cross-correlation coefficient
corresponding to the signature in first, second and third column of B respectively.
On further evaluation, it is easy to decipher Det() = 0, where Det( ) denotes the
determinant of the matrix. Equivalently, the first two columns of B are correlated to
the third one, since the last row of  can be interpreted as the linear combination of
the scalar-multiplied version of the first two rows. Hence, it is logical to present their
correlation in the form of a tree structure, as shown in Figure 2.1.
2.2.3 Decoding the Basis Matrix
The decoding of B from the noisefree received vector r in (2.1), if subjected to the
logic of MF is not fully errorless, which is due to the presence of interference from
an additional user beyond H2. So, let us split B into two subsets (i.e.; H2 = [c11c12]
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and c21) as described in correspondence to (2.2). Accordingly, the input vector x can
be defined as x = [x1x2], where x1 = [x11x12] and x2 = [x21]. According to the logic
of MF, the decoding of x^1 can be achieved with no error (i.e.; x^1 = x1), where as
that of x^2 gets erroneous (i.e.; x^2 6= x2). This can be verified from the expression of
z = [z11z12z21] for x = [x11x12x21], where x^ = sign(z) = sign(x), such that:
z11 = 2x11 + x21, z12 = 2x12 + x21, z21 = x11 + x12 + x21.
From the above expression,
x^11 = sign(z11) = x11, x^12 = sign(z12) = x12
holds true irrespective of the value of x21 (interfering user of second subset).
Conversely, for all the 23 combinations of x, the similar outcome is not visible for
the decoding of x^21 i.e., x^21 6= x21.
So, as a possible approach towards the errorless recovery of B, the whole process
of decoding can be split into two stages. First, the orthogonal matrix H2 is decoded.
Second, we estimate its interference on the additional user and remove it completely
so that decoding of x^21 can be achieved with no error. In Section 2.5, we exploit the
similar logic to devise a MUD for the errorless recovery of multiple subsets within the
proposed matrices of larger dimension.
2.2.4 Complementary Feature of the Basis Matrix
In the above sections, the pattern of the correlation matrix () of the basis matrix,
and the respective layout of decoder leading to errorless recovery has been clearly
illustrated. Now again, let us consider B =
h
H2 j p
i
= [c11c12jc21] to explain the
complementary feature of different types of SMOS, shown in Table 2.2. Addition of
suitable timing delay (td) in transmission of p with respect to that of H2 reduces the
net level of peak cross-correlation on a specific signature i.e.; c12 = [1  1], whereas no
such deviation is observed for the signature c11 = [1 1]. For the purpose of comparison,
the value of  for both the cases (td = 0, and td = Tc/4) are presented below.
td=0 =
 
BTB

td=0
=
26664
1 0 1/2
0 1 1/2
1/2 1/2 1/2
37775 ; td=Tc/4 =  BTBtd=Tc/4 =
26664
1 0 1/2
0 1 1/4
1/2 1/4 1/2
37775
(2.4)
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Table 2.2: Construction of TSMOS matrices for k = 1; 2; 3 i.e.; C1 = C11, C2 = C21jC22,
C3 =

C31jC32jC33

C11 = 1p2 [H2]
C11 = 1p4 [H4] , C
1
2 =
2664
+ +
0
+
0
0
 
0
3775
C11 = 1p8 [H8] , C
1
2 =
1p
8
266666666664
+ + + +
0 0 0 0
+   +  
0
+
0
+
0
0
+
0
 
0
0
 
0
 
0
0
 
0
+
0
377777777775
; C13 = 1p8
266666666664
+ +
0
0
0
+
0
0
0
0
0
0
 
0
0
0
377777777775
According to (2.4), it is easily understandable that the peak level of cross-correlation
on C12 reduces by 50% for td = Tc/2, which definitely approves for its improved error
performance in noisy channel. We call this progressive reduction of the MAI as the
complementary feature. In Section 2.4, we discuss the implication of this property, in
details.
2.3 Construction of TSMOS
2.3.1 Recursive Construction
We introduce the following recursive mechanism for the construction of TSMOS
CNkMk for Nk = 2k, where k 2Z+.
 Initialize C0 = [1] and find C1 =

1p
2
H22 
C0

= 1p
2
H2
 For k > 1, Ck =

1p
2
H22 
A

, where A =
h
Ck 1j[1 0 0    0]T 12k 1
i
.
According to the above approach, for k = 2, we haveA = B. In [8], for the recursive
design of the matrices with higher dimension, the authors interpret the element ’1’ in
the vector f1 0g in B as the simple (1 1) Identity Matrix and continue the same for
the next iterations too. On the contrary, for the proposed construction, we consider
the sequence c21 = [1 0] as a one dimensional vector with one element as 1 and
the rest as 0. From Table 2.2, the proposed matrices with index-k has k orthogonal
subsets i.e.; Ck =

Ck1jCk2j    jCkk

, where the value of k is in the logarithmic with
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the spreading gain i.e.; k = log2Nk and the subset Cki for i = 1; 2; : : : ; k owns 2k i+1
number of signatures with the effective spreading gain (Nef ) of Nef i = Nk2i 1 . In the
present context, the effective spreading gain of a signature can be defined as its total
number of non-zero elements (1,-1). Below, we present Theorem 1 to prove the UD
nature of TSMOS.
Theorem 1: The kth indexed version of the TSMOS Ck with Mk signatures and
spreading gain of Nk being classified into k orthogonal subsets is uniquely decodable.
Proof : To prove Ck, in general, to be UD over xk 2 f1; 0; 1gMk , let us start
with C1. Following Table 2.2, C1 = H2 is orthogonal, which by default also assures
for its UD nature. For C1 being UD, B =
h
C1j[1 0]T
i
can be shown to be of UD type
(Theorem 1 in [92]). Now, let us extend this logic to a generalized sense.
If Ck 1 is UD over xk 1 2 f1; 0; 1gMk 1 i.e.; Ck 1xk 1(1) 6= Ck 1xk 1(2), then for
A =
h
Ck 1j[1 0 0    0]T 12k 1
i
, the relation A
 
xk 1(1) x1
 6= A  xk 1(2) x2 always
holds true when x1 6= x2, for xk 1(2);xk 1(2) 2 f1; 0; 1gMk 1 and x1; x2 2 f1; 0; 1g.
Following the steps of recursive construction of TSMOS, as the remaining part, now,
all we need to prove is the UD nature of Ck =

1p
2
H22 
A

that is explained below.
For Ck =

1p
2
H2 
A

=
24 A A
A  A
35 to be injective over f1; 0; 1gMk , all sums
of the term Ckxk need to be distinct. In other words, Ckxk(1) = Ckxk(2) must be
true, if and only if xk(1) = xk(2). To prove this, let us split the input vectors: xk(1) =
xk(11)xk(12)
T and xk(2) = xk(21)xk(22)T , so that
A(xk(11) + xk(12)) = A(xk(21) + xk(22)) and A(xk(11)   xk(12)) = A(xk(21)   xk(22))
Further, addition and subtraction of the above two equations results in Axk(11) =
Axk(21) and Axk(12) = Axk(22) respectively. This in turn implies xk(1) = xk(2) and
hence, proves Ck to be uniquely decodable. 
Under the above developments in analysis, now, let us define the TSMOS.
Definition 1: The matrix CNkMk is said to be TSMOS over the input f0; 1; 1g,
if the following conditions are satisfied.
 Ck is uniquely decodable over f0; 1; 1gMk .
 Ck comprises of k orthogonal subsets, such that Ck = Ck1jCk2j    jCkk, where
the number of signatures in Cki are Nk2i 1
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 Det() = 0, for  = (Ck)TCk
 The level of PA of an arbitrary signature in subset-Cki must be greater than the
level of TPC, due to the (k i) successive subsets: Cki+1;Cki+2; : : : ;Ckk. Mathematically,
it can be described by the expression:
ii(u; u) >
kX
j=i+1
Nk
2j 1X
v=1
ij (u; v): (2.5)
where
ii =
 
Cki
TCki =
26666664
ii(1; 1) ii(1; 2)    ii(1; 2k i+1)
ii(2; 1) ii(2; 2)    ii(2; 2k i+1)
:::
:::
:::
:::
ii(2
k i+1; 1) ii(2k i+1; 2)    ii(2k i+1; 2k i+1)
37777775
and
ij =
 
Cki
TCkj =
26666664
ij(1; 1) ij(1; 2)    ij(1; 2k j+1)
ij(2; 1) ij(2; 2)    ij(2; 2k j+1)
:::
:::
:::
:::
ij(2
k i+1; 1) ij(2k i+1; 2)    ij(2k i+1; 2k j+1)
37777775
2.3.2 Construction Generalization
The method of construction of TSMOS, as discussed in the previous section follows
a recursive approach. Our further observation reveals that other similar ternary
structures can also be realized, while still satisfying the conditions in Definition 1.
We classify them into different types e.g.; Type I, II, and III, Mixed (Type I), Mixed
(Type II), Mixed (Type III). In order to generalize their methods of formation, we
define the transformation function f ( ), which is unique to each type and summarized
in Table 2.3.
Theorem 2: For Ck 1 2 f0; 1; 1gMk 1 being the TSMOS, the newly formed
matrix Ck = f (A) is also TSMOS, where f ( ) represents the transformation function
(see Table 2.3) and A =

Ck 1jp or Ck 1jq for p = [1 0 0    0]12k 1 , q =
[0    0 0 1]12k 1 .
Proof: From Section 2.2, the basis matrix being considered as the root of the
whole ternary construction is B (2.2), and the proof to its UD nature can be found in
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(Theorem 1 in [92]). Equating B to A, we have C1 = H2, and p = [1 0]. Likewise,
[H2jq] can also be logically considered as another set of basis matrix, where q = [0 1].
To provide an unified approach of analysis, assume f ( ) to be the desired
transformation function, such that: Ck = f (A) is UD for A being UD, then it is
trivial to show that
f (A) =

f
 
Ck 1
 jf (p) or f  Ck 1 jf (q) ; (2.6)
for A =

Ck 1jp and Ck 1jq respectively. Let us define f(A) =24 g11(A) g12(A)
g21(A) g22(A)
35. In order to show f(A) to be injective over the input vector
f1; 0; 1gMk , all sums of the term f(A)xk need to be distinct i.e.; f(A)xk(1) =
f(A)xk(2) is true for xk(1) = xk(2). In other words, if xk(1) =

xk(11)xk(12)
T and
xk(2) =

xk(21)xk(22)
T , then
g11(A)xk(11) + g12(A)xk(12) = g11(A)xk(21) + g12(A)xk(22) (2.7)
g21(A)xk(11) + g22(A)xk(12) = g21(A)xk(21) + g22(A)xk(22) (2.8)
Further addition and subtraction of (2.7) and (2.8) result in the following expressions
(g11(A) + g21(A))xk(11) + (g12(A) + g22(A))xk(12) =
(g11(A) + g21(A))xk(21) + (g12(A) + g22(A))xk(22)
(2.9)
(g11(A)  g21(A))xk(11) + (g12(A)  g22(A))xk(12) =
(g11(A)  g21(A))xk(21)   (g12(A) + g22(A))xk(22)
(2.10)
To make the equality in (2.9) and (2.10) hold true irrespective of the values of xk(1),
and xk(2), the condition which needs to be satisfied is
g11(A)+ g21(A) 6= g12(A)+ g22(A) or g11(A)  g21(A) 6= g12(A)  g22(A) (2.11)
Subjected to the fact that the conditions in (2.11) are to be met for f(A) to be UD,
following possible relations between the co-efficients of f(A) can be derived:
g12(A) = g11(A); g22(A) =  g21(A) and g11(A) = g21(A) (TSMOS Type I); (2.12)
g12(A) = rot(g11(A)); g22(A) =  rot(g21(A)) and g11(A) = g21(A) (TSMOS Type III)
(2.13)
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Table 2.3: Defining f(A) for different types of TSMOS and their mixed counterparts in terms of
p = [100    0]12k 1 and q = [0    001]12k 1
f( ) TSMOS (Type I) TSMOS (Type II) TSMOS (Type III)
f(p)
 p p
p  p
  pNZ pNZ
pNZ  pNZ j
pZ pZ
pZ  pZ
  rot(p) rot(p)
rot(p)  rot(p)

f(q)
 q q
q  q
  qNZ qNZ
qNZ  qNZ j
qZ qZ
qZ  qZ
  rot(q) rot(q)
rot(q)  rot(q)

f(p;q)
 p p
q  q
  pNZ pNZ
qZ  qZ j
pZ pZ
qNZ  qNZ
  rot(p) rot(p)
rot(q)  rot(q)

f(q;p)
 q q
p  p
  qZ qZ
pNZ  pNZ j
qNZ qNZ
pZ  pZ
  rot(q) rot(q)
rot(p)  rot(p)

where rot(A) indicates the rotated version of A e.g.; if A =
24 a b
c d
35, then rot(A) =24 b a
d c
35. Likewise, if A can be split into two adjacent matrices e.g.; A = [ANZ jAZ ],
then application of either (2.12) or (2.13) generates a new group of TSMOS, which
is termed as of Type II. Since the relation among the coefficients from (2.12) and
(2.13) essentially approves for the UD nature of f(A), following (2.6), they are also
applicable to f
 
Ck 1

and f (p) separately. Similar realization is also applicable for
f
 
Ck 1

and f (q) . So, we consider it logical to use either of them to define f( )
in Table 2.3. Also, it is realized that corresponding to each of these constructions
(Type I, II, III), we can also define f(p;q), which will also result in TSMOS, but with
different structures. We call them mixed TSMOS. For a comparative overview, all the
structures of f( ) and C3 =

C31C32jC33

for each variant of TSMOS are presented in
Table 2.3 and Table 2.6 respectively.
2.4 Hierarchy of MAI
2.4.1 Correlation hierarchy for td = 0: (Det(td=0) = 0)
The design and performance of any detection algorithm in CDMA is driven by the level
of MAI on its users. For further explanation, the system model in (2.1) corresponding
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Figure 2.2: Uniform Twin Tree Hierarchy for TSMOS (TYpe I): Ck =
h
Ck1 jCk2 j    jCkk
i
to Ck =

Ck1jCk2j    jCkk

can be redefined as
y =
kX
i=1
Cki xi + n (2.14)
In this section, we intend to analyze the correlation structure of TSMOS.
The geometric pattern of the subsets in Ck can be shown to have a uniform twin
tree structured cross-correlation as shown in Figure 2.2. The nodes of the tree at a
particular level (depth) l = 1; 2; : : : ; k (i.e., l = k i+1) collectively represent a specific
subset. The following facts can be summarized from the pictorial representation.
 There exist two identical (twin) trees, each of which has its origin or root from
the smallest orthogonal subset ( i.e.; Ckk at the lowest level of the tree, l = 1). The
nodes at the highest level of the tree (i.e., l = k) represent the largest subset: Ck1.
 Each node (parent) at a level-l generates two nodes (child) for its next higher
level (l + 1).
 All the 2l nodes at level-l collectively form an orthogonal set and each node at a
particular level is correlated to its child and parent nodes only. For node-j at level-l
(i.e.; cklj), the two child nodes emanated at level-(l + 1) (i.e.; ck(l+1)(2j 1) and ck(l+1)(2j))
are considered as linear combination on cklj, which can be expressed either following
the bottom-to-top or top-to-bottom approach, as described below.
Bottom-to-Top Approach: For node-j at level-l of the tree (denoted as cklj), the
two child nodes emanated in level-(l + 1) (ck(l+1)(2j 1) and ck(l+1)(2j)) can be expressed
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Figure 2.3: Twin Tree Hierarchy for TSMOS (Type I) Ck showing complementary nodes.
Figure 2.4: Twin Tree Structure for C2 indicating the nodes with complementary feature for (a)
TSMOS (Type I), (b) TSMOS (Type II), and (c) TSMOS (Type III).
as the linear combination on cklj e.g.,
ck(l+1)(2j 1) = cklj + cklj (t (N/2l+1)Tc) (2.15)
ck(l+1) (2j) = cklj   cklj (t (N/2l+1)Tc) (2.16)
Top-to-Bottom Approach: For node-(2j   1) and 2j at level-(l + 1), denoted by
ck(l+1)(2j 1) and ck(l+1)(2j) respectively, the new node generated at level-l can be defined
as
cklj = 1/2

ck(l+1)(2j 1) + ck(l+1)(2j)

Note that, similar logic can also be considered for explaining the correlation among
the subsets in TSMOS (Type II and III ), but with a variation in selection of the nodes
from the higher level.
2.4.2 Correlation hierarchy for td 6= 0: (Det(td 6=0) 6= 0)
Complementary Feature of TSMOS: In order to demonstrate the
complementary nature of the users of Ck (in fact of Ck1), let us analyze its
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correlation property with respect to Figure 2.3. Consider splitting of Ck1 into two
binary subsets Ck1L and Ck1R depending on the linearity involved in its generation as
defined by (2.15) and (2.16) respectively, where ”L” and ”R” indicates the ”Left”
and ”Right” child respectively. In other words, Ck1 =

Ck1LjCk1R

where each subset
has Nk/2 number of signatures i.e.; Ck1L =
"
ck1L1ck1L2    ck1LNk
2
#
=
h
ck11ck13    ck1(Nk 1)
i
,
and Ck1R =
"
ck1R1ck1R2    ck1RNk
2
#
=

ck12ck14    ck1Nk

. Figure 2.4 shows the structural
variation in the twin tree hierarchy for different sets of TSMOS: Type I, Type II,
Type III. Note that afterwards, for the purpose of explanation, we consider TSMOS
(Type I) only, and it is trivial to expect the identical behavior to be noticed for other
types.
As per the observations so far, for td = 0, for each root signature in Cki =
cki1cki2    cki2k i+1

(2  i  k), level of MAI on the child signatures in Ck1 i.e., ck1Lj
and ck1Rj remain the same. For 0 < td < Tc, where the level of MAI on ck1Lj bears the
same value as that of td = 0, a reduction in its level is observed for ck1Rj . To verify
this, the generalized expression for the periodic cross-correlation between signature-j
of Ck1 (i.e., ck1j) and its root signature-r in Cki (i.e., ckir), denoted by p(c1j; cir;m/n)
have the following discrete form of presentation.
p(c1j; cir;m/n)= 1/n

Nn mP
q=1
cir(q)c1j(q +m) +
mP
q=1
cir(N  m+ q)c1j(q)

(2.17)
In (2.17), (m/n) represents the discrete domain equivalent of the fractional delay td,
such that td = (m/n)Tc, where n = total number discrete fractional intervals within
one chip duration Tc and m = number of fractional intervals within td. In particular,
m = 0 and n corresponds to the case of synchronous and one chip delayed transmission
respectively. On further simplification, the expression in (2.17) becomes
p(c1j; cir;m/n) =
2k i+1
n
[(n m) (b1) +m(b2)] (2.18)
where (b1; b2) = (1/N; 1/N) and (1/N;  1/N) for ck1j 2 Ck1L and Ck1R respectively.
Equivalent Delay Pair (EDP) (td1 ; td2): Consider p(c1j; cir;m/n) in (2.18) for two
different values of time delays: td1 = (m1/n)Tc and td2 = (m2/n)Tc, where td1; td2  Tc.
For both the cases, the level of MAI will be equal, if and only if
p(c1j; cir;m1/n) =  p(c1j; cir;m2/n).
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According to (2.18), the above expression can also be written as
2k i+1
n
[n  2m1] =  

2k i+1
n
[n  2m2]

,
which implies (m1 +m2) = n. This can be approved as the condition for equal level of
MAI and hence, for identical error performance for two different values of td. So, we
call them equivalent delay pair . 
Optimality Criterion for Ck1R 2 Ck1: From (2.18), for (b1; b2) = (1/N;  1/N), value
of p(c1j; cir;m/n) will be minimum (zero), when m/n = 1/2 and it corresponds to a
time delay of td = (0:5)Tc. Under such conditions, the Nk/2 users of Ck1 (i.e., Ck1R)
transmits under no MAI despite being a part of the same number of users that exists
for td = 0. In other words, for td = (0:5)Tc there prevails two different levels of
optimality in Ck: optimal for Ck1R and sub-optimal for rest: Ck1L, Ck2, Ck3,…, Ckk.

Please note that, for TSMOS (Type I, II, III), the number of optimal signatures
for Ck remains Nk/2. Similar behavior is also recorded for the hybrid counterparts.
Note 1: On further analysis, it is observed that the optimality criterion of Ck1e 2
Ck1 not only occurs for td = 0:5Tc but also for td = 2:5Tc; 4:5Tc; 6:5Tc; : : : . Therefore,
it is logical to state that the occurrence of this property is periodic at an interval of
2Tc, starting from td = 0:5Tc.
2.5 Design of MUD
From the tree hierarchy in Figure 2.2, considering the existence of k multiple subsets
in Ck, a signature in subset Cki (or Ck(k l+1) ) is correlated to each of its root
sequence in previous (k   i) (or l   1) subsets: Cki+1;Cki+1;    ;Ckk. Along with,
the correlation also prevails with (2i   2) number of child signatures existing in next
(i  1) orthogonal subsets. In particular, corresponding to each of the code sequence
in Cki , the subsets Cki 1;Cki 2;    ;Ck1 carry 21; 22; : : : ; 2i 1 number of child signatures
respectively. Therefore, major part of the MAI (or intergroup MAI) on a particular
signature in a subset is due to the child signatures. Since the number of child signatures
is usually decided by the level of the subset, a subset with lower level (low value of l
or high value of i) has comparatively more number of child signatures and hence, is
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Figure 2.5: (a) Twin tree hierarchy for TSMOS (Type I) C3 (b) Correlation Matrix for C3: 3 = 
C3
TC3
subjected to the higher level of MAI. Equivalently, the following relation summarizes
the effect of MAI on different subsets.
MAICk1 < MAICk2 <    < MAICkk (2.19)
According to the expression in (2.19), each signature in the orthogonal subset at
the highest level (of largest size) is subjected to the least level of MAI. Hence, the
corresponding subset validates its candidature to be decoded first.
For example: Figure 2.5 (b) shows the overall cross-correlation matrix associated
with that of C3 i.e., 3 =
 
C3
TC3, where the matrix and its respective tree structure
are shown by Table 2.2 and Figure 2.5 (a) respectively. The row-a or column-a in
Figure 2.5 (b) presents the correlation coefficients for user-a for 1  a  14. While
the non-zero entry in a cell indicates the presence of correlation among the particular
signatures, the cells with no entries implies the orthogonal nature of the signatures
involved.
Now, we attempt to justify the errorless nature of the proposed decoder. First, we
present Lemma 1 which further guides to the proof of Theorem 3.
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Lemma 1: For Ck 2 f1; 0gNkMk denoting the fully loaded TSMOS (Type I),
the decoding of the subset with the least MAI using MF detection is always errofree.
Proof: According to (2.19), the subset with the least MAI in TSMOS Ck is Ck1.
Adopting the logic of MF (in Section 2.2.3), the decision of sign(z1) corresponding to
x1 will be errorless, if and only if x^1 = sign(z1) = x1 where
z1 = r
 
Ck1
T
=
kX
i=1
1ixi (2.20)
for 1 = [11j12j    j1k] denoting the matrix representing the cross-correlation
coefficients of all the subsets with respect to Ck1, such that 11 =
 
Ck1
TCk1, 12 = 
Ck1
TCk2, : : : , 1k =  Ck1TCkk. So, for any signature in Ck1 (say signature-u), the
relation x^1u = x1u, is true, only if the following expression on 1 holds valid.
11(u; u) >
kX
i=2
Nk
2i 1X
v=1
1i (u; v) (2.21)
Note that the expression in (2.21) fully complies with the attribute of TSMOS
cited in (2.5), where the fundamental logic of decoding is governed by the fact that
the errorless recovery of the input data in the multi-user environment in CDMA is
feasible, if the level of its PA exceeds that of the TPC on it.
For better apprehension, let us take a look at the correlation matrix for C3 (3 in
Figure 2.5). The first 8 rows or columns indicate the cross-correlation entries for the
users of C31, which can be denoted individually as C31a for 1  a  8. For an arbitrary
user in C31, the correlation vector presenting the non-zero correlation coefficients is
found to be f1; 1/21; 1/22g, where the first and the rest indicate the level of auto and
peak cross-correlations respectively. Extending the analysis to the general case of Ck,
the correlation vector of any user in Ck1 becomes f1/20; 1/21; 1/22;    ; 1/2k 1g, which also
approves the relation in (2.21), since 1 > (1/21 + 1/22 +   + 1/2k). Now, if we remove
Ck1 from Ck indicating the successful detection of x^1, then following (2.19), Ck2 is
to be counted as the subset with the least MAI and the correlation vector for any
user in Ck2 becomes f1/21; 1/22;    ; 1/2k 1g and qualifies the logic associated in (2.21)
too, as 1/21 > (1/22 + 1/23 +   + 1/2k). Thus, with the similar approach considered for
removing a series of subsets from the higher level of the tree (say p subsets: Ck1, Ck2
…, Ckp), it is easy to show the decoding of subset Ckp+1 to be errorfree. Therefore,
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for the proposed code design, it is possible to decode the subset with the least MAI
with no error. 
Theorem 3: For Ck 2 f1; 0gNkMk being the fully loaded TSMOS (Type I),
there exists a feasible model low complex MUD for the error less detection of the
input vector x 2 f1; 1gMk .
Proof: The proof is guided by the outcome from Lemma 1, adopting which the
subset of Ck with the least MAI (i.e., Ck1) can be decoded with no error. This can be
considered as the first stage of the MUD. After it is correctly decoded (i.e., x^1 = x1),
it is possible to accurately estimate its level of MAI on other (k   1) subsets i.e.,
i1 = Ck1x^1. Now, subtraction of i1 from r (also call r1) generates r2, such that,
r2 = r1   i1 =
kX
i=2
Cki xi (2.22)
is the summed transmitted signal of the matrix with remaining (k   1) subsets still
left to be decoded:

Ck2jCk3j    jCkk

. According to (2.19), Ck2 then becomes the subset
under the least MAI. With reference to Figure 2.5 (b), for each of the (Nk/2) users of
Ck2, the correlation vector becomes f1/21; 1/22;    ; 1/2k 1g and validates the relation in
(2.21). Hence, the input vector corresponding to Ck2 is also detectable with no error
(i.e., x^2 = x2) and this becomes the second stage of MUD. On a recurrent mode,
similar interpretation of Lemma 1 is to be carried out in sequence till stage-k, so as to
validate the errorfree decoding of x^3; x^4; : : : ; x^k corresponding to Ck3;Ck4; : : : ;Ckk from
r3, r4, …, rk denoting the summed data vector for

Ck3jCk4j    jCkk

,

Ck4j    jCkk

, : : : ,
Ckk

respectively. This completes the proof. 
Now, we present a practically implementable design of the decoder for noisy
transmission in Table 2.4. The only deviation that needs to be noted in the following
steps is the substitution of r (noiseless received vector) by y (the noisy received vector
in (2.1)).
Note 2: Observation reveals that the proposed code set Ck is a subset of the
UD matrix generated at the kth iteration of the construction proposed in [10, 92].
This implies that for these matrices, all the features of the proposed system can be
realized, if and only if the transmission of the specific signatures (besides Ck) remain
inactive. In other words, the system in [10, 92] can have a low complex MUD for noisy
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Table 2.4: Detection Algorithm for Ck
MUD for Noisy Channel
For stage-i (1  i  k), estimate
 ii = Cki 1x^i 1
 yi = yi 1   ii 1
(where y1 = y, and i1 = 0Nk1)
 zi = yiCki
 x^i = sign(zi)
Finally, x^ = fx^1; x^2;    ; x^kg is the decoded vector.
transmission at the cost of sacrificing the asymptotic equality of (k) with Ssum(k),
as per our discussion in Section 1.4.3.
2.6 Performance Analysis
2.6.1 Bit Error Rate
While for the noisefree transmission, the proposed MUD guarantees unique
detectability, existence of error in the recovery of xk is inevitable, when the channel
gets noisy. From Table 2.4, the elaborated expression of zi corresponding to the subset
Cki can be written as
zi =

Nefi
Nk

Ixi +
kX
u=(i+1)
iuxu +
i 1X
v=1
iv(xv   x^v) + ni (2.23)
where xi is the desired input vector, iu and iv denote the cross-correlation matrix
of the desired subset (Cki ) with respect to the child subsets (already detected, and
denoted as Ckv) and the root subsets (to be detected, and denoted as Cku). In (2.23)
the terms involving iu and iv represent the sources of MAI where (xv   x^v) indicates
the error introduced during decoding in previous (i 1) iterations and ni =
 
Cki
Tn =
AWGN vector with zero mean.
To determine the probability of error for the jth user of Cki , let us rewrite the
expression in (2.23) as
zij =

Nefi
Nk

xij +
kX
u=(i+1)
iu(j)xu +
i 1X
v=1
iv(j)(xv   x^v) + ni(j) (2.24)
where xi =

xi1xi2    x
i
Nk
2i 1

, zi =

zi1zi2    z
i
Nk
2i 1

, and ni =

ni(1)ni(2)   ni(Nk)

.
32
Chapter 2 Generalized TSMOS
Figure 2.6: Block Digram of proposed MUD (Table 2.4, 1.3.3)
Following the central limit theorem, the terms (second and third) contributing to MAI
in (2.24) can be considered as the secondary source of noise. Hence, this is logical to
simplify the expression in (2.24) as
zij =

Nefi
Nk

xij + ij: (2.25)
With the expression in (2.25) representing the communication system model for a single
user BPSK system, we can write the probability of error of the user-j in subset-i as
P ije =
1p
2
1Z
Nefi
N
xij
e
 
 
2ij/2
!
dij (2.26)
which on further modification can also be written as
P ije =
1
2
erfc
 
Nefi
N
xijp
2
!
= Q
0BB@
vuutNefiN 2E  x2ij
2
1CCA : (2.27)
For better accuracy, the value of 2 in (2.27) is estimated to be
E (ij2) =
kP
u=(i+1)
2iu(j)E (xu2) +
i 1P
v=1
2iv(j)E
 
(xv   x^v)2

+ E
 
ni(j)
2

(2.28)
In (2.28),
E
 
(xv   x^v)2

= 0Pc
v + 4Pe
v
where P vc and P ve denote the probability of correctness and error in decoding,
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corresponding to the binary input. Therefore, the resultant expression for P ije is
derived to be
P ije = Q
0BBB@
vuuuuut

Nefi
N
2
E
 
x2ij

kP
u=i+1
2iu(j) + 4
i 1P
v=1
2iu(j)P
v
e + E

n2i(j)

1CCCA ; (2.29)
where E
 
ni(j)
2

= (No/2).
2.6.2 Error Performance of Individual Subsets
For CDMA system employing the ternary matrices, error performance of a user or
group of users using MF decoding is primarily influenced by two crucial metrics i.e.;
the net level of MAI and the available diversity (spreading gain). Therefore, we may
expect the hierarchy of MAI in (2.19) and the order of Nef defined as
Nef1 > Nef2 >    > Nefk (2.30)
to jointly approve for the following order in BER among the k subsets.
BERCk1 < BERCk2 <    < BERCkk ; (2.31)
In the above expressions, Nefi and BERCki denote the effective spreading gain and
the average BER for subset Cki respectively. It is important to realize that the value
of Nef i is directly proportional to the transmitted power associated with a signature
in subset-i. Now, it is worthy to follow the derived expression in (2.29) and explain
behavior of the curves representing the average BER of the individual subsets.
For lower values of Eb/No (or higher values of E

n2i(j)

in the denominator in
(2.29)), when the level of MAI is constant, the order of available diversity (Nefi in the
numerator) dominates and results in the order of error performance of the subsets,
as shown in (2.31). On a closer investigation of the MUD, the flow of the algorithm
appears to be sequential i.e.; the subset with lower value of Nef or at lower level of the
tree is recovered only after the decoding of that with higher value of Nef or at higher
level. Consequently, the BER performance of the latter being improved than that of
the former is perceptible. Nevertheless, for the higher values of Eb/No, there exists
the possibility of unusual variation in the order of their BER. Therefore, the analysis
takes a different turn with the following elaboration.
For higher values of Eb/No (or lower values of E

n2i(j)

in the denominator in
(2.29)), the factor that crucially controls the quality of recovery of the immediate next
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subset (Cki+1) is the net level of MAI, due to the remaining subsets (Cki+2; : : :Ckk).
From Lemma 1, this is already clear that for

Cki+1jCki+2j : : : jCkk

being the decoding
matrix, the net level of MAI on Cki+1 is always less than that on Cki corresponding to
the decoding matrix of

Cki jCki+1j : : : jCkk

. So, the lowering in level of BER for Cki+1
(lowering of first term in denominator in (2.29)), as compared to Cki is expected over
a certain higher range of Eb/No, even if it carries a low order diversity. This indicates
that there exists a high probability that the impact of MAI will dominate over that
of the diversity. As a result, the subsets spaced at the bottom level of the tree will
perform better than that of the top level. The value of Eb/No at which the fall in
BER with respect to that of the subsets at higher level will start, is influenced by its
level in the tree hierarchy (hence, the total level of intergroup MAI) and the value of
Nef . This is reflected in the simulation results in Figure 2.9.
2.6.3 Complexity
The proposed MUD deciphers all the k orthogonal subsets of Ck in k sequential stages.
The detection of a particular subset at a specific stage is achieved by the simple
logic of matched filtering. Furthermore, each stage is followed by an intermediate
stage meant for the estimation and cancellation of the interference due the subsets,
already detected. However, the complexity rise, if compared with that of the iterative
cancellation techniques involved in [35, 58, 64, 82, 93, 94] is found to be marginal.
Moreover, the massive saving in complexity as compared to that of the optimum
MLD [41] is easy to realize due to no use of the maximum likelihood (ML) approach.
We recall that the method of detection using optimum MLD strictly demands the
calculation of 2Mk euclidean distance (ED) vectors of length Nk, adopting which the
rise in complexity behaves exponentially with the value of Nk. To compare with other
simplified MUD design available in the literature, we derive the following mathematical
expression for the average number of multiplications (i.e.; Savgmul) and additions (i.e.;
Savgadd) required to decipher all the Mk input symbols.
Savgmul =MkNk| {z }
MF
+N2k
 
1   1
2
k 1
1   1
2
 !| {z }
IE
(2.32)
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Table 2.5: Comparison of Complexity: TSMOS (Proposed MUD) versus GCO (SMLD) [71]
Type Parameter Size of the Matrix64 x 96 64 x 112 64 x 120
SMOS (Proposed MUD) S
avg
mul 10240 13312 14848
Savgadd 10144 13200 14728
GCO (SMLD) S
avg
mul 21248 66432 132032
Savgadd 20032 62144 123648
Figure 2.7: BER versus Eb/No performance for three different systems of dimension (64  96):
TSMOS (proposed MUD), binary random and BWBE (iterative decoder [95]) and binary GCO
(SMLD [71]).
Savgadd =Mk (Nk   1)| {z }
MF
+Nk
 
Nk
 
1   1
2
k 1
1   1
2
 !  (k   1)!| {z }
IE
+Nk(k   1)| {z }
IC
(2.33)
According to Figure 2.6, the design of the MUD in each stage can be divided into three
different stages i.e.; matched filtering, interference estimation (IE), and interference
cancellation (IC). Accordingly, we have pointed out the corresponding terms in the
expressions in (2.32) and (2.33). As an example, the comparison study with respect
to the generalized codes for overloaded (GCO) CDMA using SMLD is presented in
Table 2.5.
2.7 Simulation Results
In this section, we focus on the BER versus (Eb/N0) performance of the proposed
system, assuming the channel to be additive white gaussian noise (AWGN). The system
is supposed to be BPSK modulated and perfectly power controlled. For simulation
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Figure 2.8: BER versus Eb/No performance for individual subsets of TSMOS (Type I) C64126 =
C61jC62jC63jC64jC65jC66

for (a) proposed MUD (b) MF.
throughout this thesis, we have used the MATLAB 2014 platform installed on a
personal computer (hp, 32 bit OS, 2GB RAM, Intel (R), Core (TM) i7 processor,
CPU @ 3.40 GHz).
Figure 2.7 is meant to offer an insight of the efficiency of TSMOS as compared to
two other class of codes: binary random and WBE sequences. For SMOS, we consider
the proposed MUD (as shown in Table 2.4), an iterative decoder with soft limiting [95]
is preferred for the random and WBE sequences. To have the uniformity in analysis,
the matrix dimension for all is kept at (64  96) leading to  = 1:5. Simulation of
conventional CDMA using Hadamard matrix of dimension (6464) is also included as
the performance benchmark. As evident, for Eb/No < 11 dB, a marginal improvement
in BER of the WBE codes as compared to SMOS is observed. But, for Eb/No > 11
dB, the level of BER of WBE saturates, which is because the mapping of binary
WBE codes, unlike the UD matrices, lags the invertible characteristic. Therefore,
by no means, it is possible to reduce the BER below the error floor, even not by
enhancing the Eb/No to infinite. Conversely, for SMOS, the gradual approach of the
BER level to zero with the increase in Eb/No is justified. When compared with the
BER performance of binary GCO [73] matrices using SMLD [71], the superiority of the
TSMOS does not exist. However, the notable advantage gained regarding complexity
reduction (as shown in Table 2.5) of the proposed MUD using MF over SMLD yet
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Figure 2.9: For individual subsets of TSMOS (Type I) C64126: (a) average BER versus Eb/No
(b) minimum BER versus Eb/No
retains its priority.
Figure 2.8 (a) and (b) illustrates the error performance of the individual subsets
of C6 = C64126 =

C61jC62jC63jC64jC65jC66

, when the detection is achieved by the
proposed MUD and the conventional MF decoder respectively. While the curves in
Figure 2.8 (b) validates the expression in (2.19), their behavior in Figure 2.8 (a) shows
an unprecedented variation over the range of Eb/No. This is already explained in
detail in Section 2.6. In Figure 2.8 (b), the dramatic lowering in the level of BER of
C61 is best explained by Lemma 1.
Figure 2.9 illustrates the impact of the detection error introduced at one stage
of the MUD in affecting the average error performance of the subsequent stages. In
Figure 2.9 (a) and (b), we show the average and the minimum level of the BER
performance for the individual subsets respectively. To validate the tendency of the
curves for the minimum level of BER, we follow the statement of Lemma 1. It is
just because Lemma 1 serves as the fundamental layout towards the design of the
proposed MUD, following whose extrapolation for the noisy transmission, the subset
under the least MAI can be efficiently decoded with the minimum probability of
error. In order to plot for the subsets C61, C62, C63, C64, C65, and C66, we select
the decoding matrices

C61jC62jC63jC64jC65jC66

,

C62jC63jC64jC65jC66

,

C63jC64jC65jC66

,
C64jC65jC66

,

C65jC66

,

C66

respectively, such that each subset following the tree
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Figure 2.10: BER versus Eb/No performance comparison between (a) C1L, (b) C1R with change
in value of td.
hierarchy of the corresponding matrix is under the least level of MAI. It further implies
that in order to plot the minimum level of BER of a particular subset of C64126, we
assume the subsets at the higher levels of the tree structure (if any) to be inactive (not
transmitting). With this approach, our intention is to neglect the effect of MAI on
the subsequent stages of MUD due to the detection error induced in previous stages
(second term in the denominator in (2.29). Still, in both the cases, the behavior of the
subsets hardly shows any noticeable deviation as far as their order among the BER is
concerned over a fixed span of Eb/No. Indirectly, this confirms that for the lower and
higher values Eb/No, it is the two factors only: the value of Nef and the net level of
MAI on the subset, which controls this order. On the other hand, it also validates the
fact that the propagation error from one stage to next hardly has any command over
this order, even though it has a marginal impact on the overall error performance of
the subsets.
In Figure 2.10 (a), we show the improvement achieved in error performance of
the Nk
2
users of Ck1 (denoted as Ck1R in Section 2.4.2, where Ck1 =

Ck1LjCk1R

),
due to its complementary nature, as already explained in the previous section. For
simulation, we consider C6496 (with two subsets Ck1 and Ck2). Four different values
of td : 0(synchronous); 0:2Tc; 0:4Tc; and; 0:5Tc are selected. With increase in the value
of td, significant lowering in the level of BER is observed. Interestingly, for td = 0:5Tc
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Figure 2.11: BER versus Eb/No performance comparison for td = 0:5Tc, for C64126 =
C61jC62jC63jC64jC65jC66

, between (a) C1L, (b) C1R.
the curve defining the average BER of Ck1R overlaps with that of the optimum error
performance (of H64). This confirms the outcome of corollary 2. Figure 2.10 (b),
similar to Figure 2.10 (a) presents the BER performance of the rest Nk
2
users of Ck1
(denoted as Ck1L). Unlike Ck1R, the level of BER for Ck1L subjected to the increase in
td remains undeviated from that of the synchronous case.
Figure 2.11 (a) and (b) corresponds to the error performance of left and right child
of the individual subsets in C664126, for td = 0:5Tc respectively. While for synchronous
transmission (td = 0), the behavior of the left and right child of Ck1 is fully identical
(shown in Section Figure 2.10), significant deviation can be recorded for td = 0:5Tc.
For td = 0:5Tc in Figure 2.11 (b), the only variation with respect to in Figure 2.11 (a)
observed is the optimal error performance of C61R, which is due to the complementary
feature as discussed in Corollary 2.
In Figure 2.12, the average error performance of the system is subjected to
comparison under different loading conditions for td = 0 and 0:5Tc respectively. For
td = 0:5Tc, the optimal error performance of C61L, as a whole, reduces the average error
performance of C61, which sequentially reduces the average BER associated with the
subsets detected in later stages of detection. Thus, the average level of BER for the
overall SMOS, at a particular loading condition for td = 0:5Tc, always stands lower than
that of td = 0. The variation in error performance subjected to the rise in the value of 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Figure 2.12: BER versus Eb/No performance comparison with increase in matrix dimension
for Nk = 64 i.e.; C6464 =

C61

, C6496 =

C61jC62

, C64112 =

C61jC62jC63

, C64120 =
C61jC62jC63jC64

, C64124 =

C61jC62jC63jC64jC65

, C64126 =

C61jC62jC63jC64jC65jC66

corresponding
to  = 1; 1:5; 1:75; 1:875; 1:94; 1:97 (a) for td = 0 and (b) for td = 0:5Tc.
(for k = 6 or Nk = 64) is presented. To increase , we continuously added the subsets
one by one, following the tree hierarchy. We start with the largest subset of C664126
(i.e., C61) and subsequently, smaller subsets (C62, C63, C64, C65, C66) are added one-by-one
in order to realize six different loading conditions:  = 1:5; 1:75; 1:875; 1:94; 1:97. For
C61, having error performance identical to that of H64 is obvious, since according to
construction of SMOS, C61 = H64. The degradation in level of BER with increase in
 is due to the increase in the level of MAI and serial propagation of error from one
stage to the next stage.
Figure 2.13, in overall, illustrates the periodic nature of the optimality criterion, as
described in Note 1. Unlike td = 0:5Tc in Figure 2.13 (a), the optimality nature of Ck1R
does not exist for td = 1:5Tc, which is quite evident from Figure 2.13 (b). However, for
td = 2:5Tc, the optimal nature of Ck1R again becomes prominent, as shown in Figure
2.13 (c).
Figure 2.14 validates the existence of an equivalent delay pair (td1; td2), e.g., td1 =
Tc   td2 , for which similar level of BER is achievable. For simulation, we selected few
such pairs: (0; Tc); (0:2Tc; 0:8Tc); (0:4Tc; 0:6Tc). From the plots, it is easy to realize
that for each set of EDP, the BER curves show complete overlapping over the scale of
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Figure 2.13: BER versus Eb/No performance comparison for TSMOS (Type I) C6496 for (a)
td = 0:5Tc, (b) td = 1:5Tc, (c) td = 2:5Tc.
Eb/No and thus, proves its equivalence.
2.8 Summary
We investigated the problem of design a new set of UD matrices (i.e.; TSMOS) for
overloaded CDMA system, which carries multiple orthogonal subsets (i.e.; first one
binary Hadamard, and rest ternary). Based on the study of literature, first, we
identified the basis matrix and built up a unique perspective towards the construction
of the proposed matrix. While the orthogonality of each subset ensured for the zero
intra-group MAI, the existing inter-group MAI among the subsets is balanced by the
advantageous pattern of the twin-tree structured cross-correlation hierarchy. As a
result, the linear decoding logic of MF became efficient to support as the fundamental
block of the decoder for the errorfree recovery for the noiseless channel and consistently
retained its simplicity in design even for the noisy case. For analyzing the error
performance, we emphasized more on the individual subsets than that of the overall
matrix and observed sheer non-uniformity in their order. The impact of the spreading
diversity and MAI being jointly responsible for such unusual behavior of the BER
curves was clearly explained concerning the derived expression of the average BER.
The superiority in BER of SMOS over the binary random and WBE sequences was
verified through simulation. On the other side, the superiority of the binary GCO
matrices using SMLD over TSMOS was achieved at the cost of noticeable gain in the
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Figure 2.14: BER versus Eb/No performance comparison of C1R of TSMOS (Type I) C6496
explaining the EDP.
complexity of SMLD over the proposed MUD. For synchronous noisy transmission, the
average error performance of all the subsets was found to be sub-optimal. However,
providing a timing delay (0 < td < Tc) in the transmission of any ternary subset
with the binary (Hadamard) led to dramatic reduction in the level of MAI on the
complementary signatures, due to that subset only, and thus improving their average
error performance. Accordingly, having td = 0:5Tc for all ternary subsets further
facilitated the complementary signatures to attain optimality, where no deviation
was reported about the sub-optimal nature of the rest. Later, we also discovered the
periodic nature of occurrence of the optimal behavior, and presence of equivalent delay
pair.
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Table 2.6: Construction of multiple structures of TSMOS (shown in Table 2.3): C3 = C31jC32jC33
of Type II, Type III, Mixed Type I, Mixed Type II, and Mixed Type III. (For Type I, see Table 2.1).
Type II:
C31 = 1p8 [H8] ;C
3
2 = 1p8
266666666664
+ + + +
+   +  
+ +    
+
0
0
0
0
 
0
0
0
0
 
0
0
0
0
+
0
0
0
0
377777777775
C33 = 1p8
266666666664
+ +
+
0
0
0
0
0
0
 
0
0
0
0
0
0
377777777775
Type III
C31 = 1p8 [H8] ;C
3
2 = 1p8
266666666664
+ + + +
0 0 0 0
0 0 0 0
+
+
0
0
+
 
+
0
0
 
+
 
0
0
 
 
 
0
0
+
377777777775
C33 = 1p8
266666666664
+ +
0
0
0
0
0
0
+
0
0
0
0
0
0
 
377777777775
Mixed Type I:
C31 = 1p8 [H8] C
3
2 = 1p8
266666666664
+ + 0 0
0 0 + +
+   0 0
0
+
0
+
0
0
+
0
 
0
+
0
 
0
 
 
0
 
0
+
377777777775
C31 = 1p8
266666666664
+ 0
0
0
0
+
0
0
0
0
0
+
0
0
0
 
377777777775
Mixed Type II:
C31 = 1p8 [H8] ; C
3
2 = 1p8
266666666664
+ + 0 0
+   0 0
+ + 0 0
+
0
0
0
0
 
0
0
0
0
0
+
+
 
 
0
+
 
 
+
377777777775
C33 = 1p8
266666666664
+ 0
+
0
0
0
0
0
0
0
0
0
0
0
+
 
377777777775
Mixed Type III:
C31 = 1p8 [H8] ; C
3
2 = 1p8
266666666664
+ + 0 0
0 0 + +
0 0 +  
+
+
0
0
+
 
+
0
0
 
0
0
 
 
0
0
0
 
+
0
377777777775
C33 = 1p8
266666666664
+ 0
0
0
0
0
0
0
+
0
0
+
 
0
0
0
377777777775
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2k-ary SMOS: Extending the Scope
beyond TSMOS
3.1 Introduction
In Chapter 2, the introductory discussion on SMOS is limited to the construction of
ternary matrices, the illustration of their twin tree hierarchy of correlation pattern, the
design of the simplified MUD followed by the validation of its errorless decoding, and
above all, the performance analysis for noisy transmission. Furthermore, TSMOS
being a subset to the matrices in literature [8–10, 92] implies that their efficient
decoding for noisy channel is also possible, but at the cost of the sacrifice concerning
the loss in asymptotic equality. As a noticeable observation, the unusual behavior of
the error performance of the individual orthogonal subsets is recorded, for which the
progressive variation in cardinality and pattern of MAI are shown to be responsible.
However, the relevant queries those have remained unanswered and hence, become our
source of encouragement for further research in this paper are:
 if the existence of non-ternary version of SMOS is realizable,
 if yes, then how the approach of construction is going to vary from the ternary,
 what difference will be observed in the error performance of its individual subsets
for noisy channel,
 whether there prevails any scope to achieve optimality as in the case of TSMOS,
either wholly or partially, and
 lastly, which of them (ternary or non-ternary) has the overall superiority in error
performance.
In this chapter, we address the above queries chronologically. First, we propose
the non-ternary version of SMOS, where the elements used in the construction of each
subset are binary, and the set of binary alphabets in each subset are unique. In total,
2k number of alphabets are involved in the construction of the SMOS with index-k (i.e.;
45
Chapter 3 2k-ary SMOS: Extending the Scope beyond TSMOS
Ck). So, we call it 2k-ary SMOS. For synchronous transmission, 50% signatures of its
largest subset (binary) are recognized to be optimal. While both types of constructions
(ternary and 2k-ary), in overall, replicate a twin tree structured correlation among the
signatures, notable difference in the value and pattern of their correlation coefficients
is recorded. Hence, expecting the proportional deviation in error performance of their
individual subsets as compared to ternary is easily predictable and verified through
simulation. The fact that makes this contribution more productive is its approach
of analysis of the error performance. Here, we firmly emphasize on the overall study
of error performance to be partitioned into that of the smaller subsets, rather than
just accepting the average BER of the whole SMOS for evaluation. While for ternary,
this classification results in k separate subsets, that for the 2k-ary, to validate the
current non-uniformity in MAI split it further into two smaller counterparts, and
thus, produces 2k number of subsets, in total. With this extensive segregation, the
objective to compare the error performance between 2k-ary and ternary demands a
significant number of simulations to be accomplished. Moreover, due to multiple
abnormalities and non-uniformity captured in the simulation results, the extraction of
a concrete decision about the superiority (ternary versus 2k-ary) also gets complex.
To offer a simplified explanation, we introduce few logical anomalies and trade-off
that collectively bring sufficient insight towards the apprehension of their overall
performance. By and large, the rigorous analysis of the MAI hierarchy, comparative
elaboration of the error performance under different loading conditions, the interesting
outcomes and above all, their logical validations imbibe further gravity into the whole
discussion, in this chapter.
We organize the remaining part of this chapter as follows. Section 3.2 describes the
brief review to the construction of TSMOS. In Section 3.3, we focus on the structure
and correlation of the basis set followed by the recursive construction. Section 3.4
deals with the explanation of the correlation hierarchy. Section 3.5 describes about the
MUD. Section 3.6, being an important section, emphasizes on the error performance
of 2k-ary and its significant deviation from that of ternary followed by the appropriate
explanation. In Section 3.7, the simulation results are logically analyzed. Finally, the
conclusion is presented in Section 3.8.
46
Chapter 3 2k-ary SMOS: Extending the Scope beyond TSMOS
3.2 Review of TSMOS
Let us start from the introductory literature on TSMOS in Chapter 2. Based on its
definition from Section 2.3, the matrix CNkMk is said to be SMOS over the input
f0; 1; 1g, if the following conditions are satisfied.
 Ck is UD over f0; 1; 1gMk .
 Ck comprises of k orthogonal subsets, such that Ck = Ck1jCk2j    jCkk, where
the number of signatures in subset-Cki is Nk2i 1 .
 Det() = 0, for  = (Ck)TCk
 The level of PA of an arbitrary signature in subset-Cki must be greater than
the TPC from (k   i) successive subsets: Cki+1;Cki+2; : : : ;Ckk, which is the sufficient
condition for the MF decoding of each subset to be errorless. Mathematically, it is
described by the relation:
ii(u; u) >
kX
j=i+1
Nk
2j 1X
v=1
ij (u; v): (3.1)
In the next section and onwards, our objective not only just lies in proposing the
non-ternary version of SMOS, but also in presenting a comparative overview of the
features of the new construction in contrast to its existing counterpart (i.e.; TSMOS
in Chapter 2). Apart from refining the concepts of SMOS through a generalized
perspective, our approach also provides an opportunity to reveal about, which of them
carries the ultimate superiority in error performance for noisy transmission.
3.3 Construction of 2k-ary SMOS
3.3.1 Correlation Structure of the Basis Matrix
In Section 2.2, the role of the basis matrix B =
24 +
+
+
 
j +
0
35 = [c11c21jc21]
in recursively driving the construction and decoding of SMOS has been explained in
detail. So, prior to proposing the 2k-ary SMOS, investing equal emphasis on analysis
of the structure of the its basis matrix B0 is of high importance, where
B0 =
24 +
+
+
 
j
1/2
1/2
35 (3.2)
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Figure 3.1: Comparison of Tree hierarchy of Basis sets: (a) for B (Ternary), (b) for B0 (2k-ary).
First, let us draw a comparison of the correlation matrices ( and 0) of the respective
basis sets i.e.; B and B0, where both
 = BTB =
26664
1 0 1/2
0 1 1/2
1/2 1/2 1/2
37775 =
26664
11 12 13
21 22 23
31 32 33
37775 and (3.3)
0 = (B)TB =
26664
1 0 1/2
0 1 0
1/2 0 1/4
37775 =
26664
011 
0
12 
0
13
021 
0
22 
0
23
031 
0
32 
0
33
37775 (3.4)
carrying an organized correlation pattern, can be translated to a meaningful two level
tree hierarchy, as shown in Figure 3.1. Below, we arrange its important outcomes.
 The node (signature) c21 at the bottom level can be interpreted as the root to
two signatures (i.e.; c11: left child, c12: right child) of the top level.
 For B, there exists equal level of correlation between c11, c21, and c12, c21 i.e.;
13 = 23 = 1/2 (uniform). In contrast, the correlation is not equal for B0 i.e.; 013 = 1/2,
023 = 0 (non-uniform)
 Unlike B, the right child (c12) available in the topmost level is always optimal
due to its complete orthogonality i.e.; 023 = 0
 Besides cross-correlation, the difference in the level of PA is also noteworthy e.g;
11 = 22 = 011 = 022 = 1 (i.e.; 011 = 11; 022 = 22 ), where as 33 = 1/2, 033 = 1/4
(i.e.; 033 6= 33). It distinctly indicates the mismatch persisting in the level of PA for
the signature that is not a part of the largest subset (binary Hadamard matrix).
 Despite the above variation from TSMOS, the criterion for the errorless decoding
(2.21) remains valid for each signature of 2k-ary SMOS.
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Table 3.1: Construction of 2k-ary SMOS Matrices for k = 1; 2; 3 e.g., C1 = C11, C2 = C21jC22,
C3 =

C31jC32jC33

C11 = 1p2 [H2]
C21 = 1p4 [H8] ;C
2
2 =
1p
4
2664
1/2 1/2
1/2
1/2
1/2
1/2
 1/2
 1/2
3775
C31 = 1p8 [H8] ;C
3
2 = 1p8
266666666664
1/2 1/2 1/2 1/2
1/2 1/2 1/2 1/2
1/2  1/2 1/2  1/2
1/2
1/2
1/2
1/2
1/2
 1/2
1/2
1/2
 1/2
 1/2
1/2
 1/2
 1/2
 1/2
 1/2
 1/2
 1/2
 1/2
1/2
1/2
377777777775
C31 = 1p8
266666666664
1/22 1/22
1/22
1/22
1/22
1/22
1/22
1/22
1/22
1/22
1/22
1/22
 1/22
 1/22
 1/22
 1/22
377777777775
3.3.2 Recursive Construction
Based on the above developments in the structure of B0, we propose the following
recurrent approach for the construction of the matrices with larger dimension i.e.;
CNkMk for Nk = 2k where k 2Z+, such that
 Initialize C0 = [1] and find C1 =

1p
2
H22 
C0

= 1p
2
H2
 For k > 1, Ck =

1p
2
H22 
A

, where
A =

Ck 1 j
h
1/2k 1 1/2k 1    1/2k 1
iT
12k 1

Table 3.1 illustrates the construction of 2k-ary SMOS for k = 1; 2; 3. As
evident, for C3 =

C31jC32jC33

, the elements of each subset are binary
and these binary elements (alphabets or symbols) differ from one subset to
other e.g.; C31 2 f1; 1g8, C32 2 f1/2;  1/2g4,C33 2 f1/22;  1/22g2. Also, we
may define it as C3 2 f1; 1/2; 1/22;  1/22;  1/2; 1g14. In general, the matrix
Ck 2 f1; 1/2; 1/22; 1/23;    ;  1/23;  1/22;  1/2; 1gMk for its construction, requires 2k
number of elements, where the nature of each subset, individually, is binary e.g.;
Ck1 2 f1; 1gNk ;Ck2 2 f1/2;  1/2g
Nk/2;Ck3 2 f1/22;  1/22g
Nk/22 ;    ;Ckk 2 f1/2k 1;  1/2k 1g2.
The steps to prove the UD nature of the above construction are similar to that of the
proof in 2.3. Without loss in generality of the construction approach, the relation
Mk = (2Nk   2) is maintained for each value of k, thereby allowing a maximum
achievable value of  to approach 2 i.e.; lim
Nk!1
k = lim
Nk!1

Mk
Nk

= 2.
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Figure 3.2: Twin Tree Hierarchy for Ck (2k-ary SMOS)
3.4 Hierarchy of MAI
As an important inference from the discussion of the basis matrices (in Section 3.3), the
two level tree hierarchy of B0 in comparison to that of B is found to be non-uniform.
To have a broader vision of the statistics involved in the correlation pattern, let us look
upon the multi level hierarchy of 2k-ary SMOS Ck, where the nodes of the tree at a
particular level (depth) l = 1; 2; : : : ; k (i.e., l = k i+1 for 1  i  k) collectively form
the subset-Ckk l+1. The following observations collaboratively provide an appropriate
summarization.
 There exist two identical (twin) trees, each of which has its origin or root from
the smallest orthogonal subset ( i.e.; Ckk at the lowest level of the tree, l = 1). The
nodes at the highest level of the tree (l = k) represent the largest subset: Ck1.
 Each node (parent) at level-l can be interpreted to generate two child nodes for
its next higher level i.e.; level-(l+ 1), of which, the left child (connected by solid lines
in Figure 3.2) is correlated to the parent node, where as no such correlation exists for
the right child (connected by dotted lines).
 Each left child at level-l is correlated to its left child in the subsequent upper
levels (i.e.; level-(l + 1) to k) and lower levels (i.e.; level-(l   1) to 1) e.g.;
ck(k)(2j 1) = 2ck(k 1)(j), …, ck(l+1)(2j 1) = 2ck(l)(j), ck(l)(2j 1) = 2ck(l 1)(j), …,
ck(l (l 2))(2j 1) = 2ck(l (l 1))(j) for 1  j  2l
and orthogonal (zero correlation) to all its right child lying in the subsequent upper
levels.
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Figure 3.3: Correlation Matrix corresponding to C3 for (a) SMOS (ternary), (b) SMOS (2k-ary)
Figure 3.4: Twin Tree Hierarchy corresponding to C3 for (a) SMOS (ternary), (b) SMOS (2k-ary)
 On the other hand, each right child at level-l is correlated to its left child in
the subsequent upper levels only. To all other nodes of the whole tree, it is fully
orthogonal. Therefore, the left child at each level confronts a relatively high level of
MAI over the right and subsequently for l = k, the right child corresponding to each
root node in l = (k   1) is under zero MAI and hence, justifies its optimality.
With an aim to offer better insight to the differences existing in the correlation
pattern, between the ternary and 2k-ary, we present the correlation matrices for C3 =
C31jC32jC33

and the corresponding twin tree structured hierarchy in Figure 3.3 and
3.4 respectively. From the perspective of the basis matrix, it is important to note that
simply substituting c21 = [1/2  1/2]T in (3.2) also retains the power ofB0 to generate the
desired SMOS, with the only variation added in the form of switching of the behavior
between the left and right child. In other words, the pattern of MAI related to the left
and right child corresponding to the present construction (Table 3.1) will be conveyed
by the right and left child of the newly produced one.
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3.5 Design of MUD
In Section 2.5, the proof of the errorfree decoding of the ternary SMOS is already
explained in Lemma 1, where the criterion in (3.1) primarily regularizes the errorfree
validation at each stage of detection. Due to the resemblance in construction and
pattern of MAI, an analogous approach can also be adopted to justify the errorless
decoding of 2k-ary. Equivalently, the design of MUD proposed for TSMOS (shown by
in Figure 2.6) is also applicable for the decoding of 2k-ary. Therefore, the advantage
in terms of MUD’s simplicity is also available for 2k-ary SMOS.
3.6 Error Performance Analysis
3.6.1 Expression for Average BER
Based on the discussion from the previous section, let us first rewrite the expression
in (2.1) so as to support our analysis involving the left and right child in each subset
of 2k-ary i.e.;
y =
kX
u=1
CkuLxuL +
kX
v=1
CkvRxvR + n: (3.5)
To have the expression for the average BER of the left and right child of subset-Cki , it is
logical to modify the expression of BER for the individual subsets of TSMOS, presented
in (2.29). Finally, we present the corresponding expressions in Table 3.2, which
indicates the difference existing in the average error performance of different smaller
subsets, thereby embracing the existing outcomes related to their non-uniformity in
MAI. Afterwards, regardless of the type, our approach to analyze the behavior of each
subset (say Cki ) is, therefore, divided in terms of its constituents subsets (i.e.; CkiL and
CkiR).
3.6.2 Analysis involving fundamental metrics: A Closer
Overview
Before we switch to the error performance analysis in next section, it is highly
imperative to consider the variation in the behavior of the basic metrics (i.e.; TPC
and PA) controlling the quality of recovery of the MUD. According to Figure 2.6,
for the errorless MF detection of different subsets (i.e.; Ck1;Ck2;Ck3; : : : ;Ckk) from the
respective received vectors (i.e.; y1, y2, y3, : : : , yk.), the inequality in (3.1) is to
be satisfied. In Table 3.3, we describe the statistics involving these metrics for the
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Table 3.2: Expression for the Average BER of different subsets in SMOS (2k-ary)
Subset Average BER
Ck1R Q
 s
E

x21Rj

E

n2i(j)

!
CkiR (2  i  k) Q
0@vuut  14i 1 2Ex21Rj
4
i 1P
v=1

0
iRv(j)
2
+E

n2i(j)

1A
CkiL (1  i  k) Q
0@vuut  14i 1 2Ex2iLj
kP
u=i+1

2
iLu(j)
2
+4
i 1P
v=1
2
iLv(j)
P ve +E

n2i(j)

1A
Table 3.3: Comparison of the inequality ii(u; u) >
kP
j=i+1
Nk
2j 1P
v=1
ij (u; v) for each subset in C664126 =
C61LjC61RjC62LjC62RjC63LjC63RjC64LjC64RjC65LjC65RjC66LjC66R

(ternary and 2k-ary), prior to applying
the MF decoding in the respective stages (see Figure 2.6)
Subset (#) Ternary SMOS 2k-ary SMOS
C61L 1 >
 
1
2
+ 1
22
+ 1
23
+ 1
24
+ 1
25

1 >
 
1
2
+ 1
22
+ 1
23
+ 1
24
+ 1
25

C61R 1 >
 
1
2
+ 1
22
+ 1
23
+ 1
24
+ 1
25

1 > 0
C62L 12 >
 
1
22
+ 1
23
+ 1
24
+ 1
25

1
22
>
 
1
23
+ 1
24
+ 1
25
+ 1
26

C62R 12 >
 
1
22
+ 1
23
+ 1
24
+ 1
25

1
22
> 0
C63L 122 >
 
1
23
+ 1
24
+ 1
25

1
24
>
 
1
25
+ 1
26
+ 1
27

C63R 122 >
 
1
23
+ 1
24
+ 1
25

1
24
> 0
C64L 123 >
 
1
24
+ 1
25

1
26
>
 
1
27
+ 1
28

C64R 123 >
 
1
24
+ 1
25

1
26
> 0
C65L 124 >
 
1
25

1
28
>
 
1
29

C65R 124 >
 
1
25

1
28
> 0
C66L 125 > 0 1210 > 0
C66R 125 > 0 1210 > 0
decoding of C6 =

C61jC62jC63jC64jC65jC66

(i.e.; Nk=64 and Mk=126). We position
them separately for both ternary and 2k-ary SMOS, so that the transition in their
values can be carefully scrutinized. Even if the smaller subsets (C6iL;C6iR) comprising
the left and right child of subset-C6i (e.g.; C6i =

C6iLjC6iR

) are detected in the same
stage of the decoder (stage-i), they are presented in separate (consecutive) rows, only
to vindicate the difference in their pattern of MAI, as already discussed in Section 3.3.
Below, we list the crucial remarks extracted from Table 3.3.
TPC and PA: (Left Child versus Right Child) For Ternary, both the left and
right child in a subset (i.e.; C6iL and C6iR) confronts identical level of TPC and PA.
Consequently, for 2k-ary, the level of TPC on the right child is always lower than that
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of the left. Nevertheless, no such mismatch is reported in the level of PA.
TPC and PA: (Ternary versus 2k-ary) Except C61L and C61R, the level of
PA and TPC for all other subsets of 2k-ary lies lower than that of the ternary
i.e.;
q
(PA)2k ary = (PA)ternary and (TPC)2k ary << (TPC)ternary. For C61L and
C61R, the corresponding values are fully equal i.e.; (PA)2k ary = (PA)ternary and
(TPC)2k ary = (TPC)ternary.
(PA TPC): (Ternary versus 2k-ary) For 2k-ary, first, the difference (PA  
TPC) for the left and right child is significant for the larger subsets (i.e.; the higher
level of the tree) and it shows a continuous fall as we proceed towards the smaller
subsets (i.e.; lower level of the tree). Secondly, the gap between the difference of
the left and right child (i.e.; d = ((PA   TPC)L   (PA   TPC)R) is also more for
the larger subset and gradually decreases towards the smaller ones. For the smallest
subset (the bottommost level of the tree), the value of d becomes zero, thus implying
the equality in the level of (PA   TPC), for both left and right child.
After the above description on the behavior of the metrics, an immediate
retrospection may yield multiple estimations about their error performance. But,
hardly any of them leads to a concrete projection of the reality. So, for a
clear-cut summarization, we present the following inferences to provide an appropriate
explanation towards the match between the theory (so far) and observations
(simulation results in Section 3.7).
3.6.3 Trade-off: PA versus TPC
Consider the explanation in Section 3.6.2. In the context of 2k-ary SMOS, it actually
points to the trade-off associated with the level of PA and TPC for an arbitrary
signature (left or right child) in a subset (except Ck1L). In fact, the structure of
construction of 2k-ary openly allows the TPC on its signature in any subset to
remain always lower than that of ternary. So, for noisy transmission, the level of
BER of the former becoming lower than that of the later is expected. But, at the
same time, significant fall in the level of PA for the same signature of 2k-ary is also
discovered, which on the other hand indicates the rise in BER level. Therefore, leading
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to a firm conclusion about their superiority becomes practically infeasible since, for
a particular value of the SNR, realization of both the outcomes are considered as
mutually exclusive. Purposefully, we leave it to be addressed in the simulation section.
3.6.4 Anomaly 1: Impact of Effective Peak Correlation (ef)
According to Table 3.3, regardless of being the left or right child (C6iL or C6iR), the level
of PA and TPC on a signature in a subset of 2k-ary SMOS (exceptC61L) always remains
lower than that of ternary. For C61L, the deviation regarding the equality of the level of
the corresponding metrics is realized and hence, anticipating their error performance
to be identical is quite apparent. However, keeping in mind about the variation of the
signature alphabets and their positioning across each subset, the probability of our
expectation turning into a counter-intuitive outcome can not be fully overlooked. The
following explanation offers a logical validation to this inference.
Assume two different signatures belonging to two different code sets (not necessarily
SMOS) e.g.; ca1 2 Ca = [ca1; ca2;    ; caN ] and cb1 2 Cb = [cb1; cb2;    ; cbN ], where
Ca, Cb 2 f1; 1; 0gN . Also, assume the net level of MAI on ca1 and cb1 (due to the
non-zero cross-correlation from remaining (N   1) signatures) to be equal. While for
Ca and Cb to be binary i.e.; Ca, Cb 2 f1; 1gN , the expression ij =
NP
n=1
cincjn
should be considered to measure the peak cross-correlation level between any two
signatures (ci = [ci1; ci2;    ; ciN ] and cj = [cj1; cj2;    ; cjN ]) of length N (for binary
code set, Nefi = N for 1  i  N), its importance looses its precision, if the code
domain translates to ternary. This is because, for a ternary code space, the net peak
cross-correlation on a signature is due to the non-zero elements (only) of other active
signature sequences. Therefore, a more accurate tool of analysis is to define a new
metric i.e.; effective peak cross-correlation, which is nothing but the normalized version
of the peak cross-correlation. For instance, the effective peak-cross correlation due to
cj on ci can be expressed as
efij =

1
Nefi
 NP
n=1
cincjn ( for Nefi < Nefj)
=

1
Nefj
 NP
n=1
cincjn ( for Nefi > Nefi).
Equivalently, the expression for the level of TPC on ca1 and cb1 can be expressed as
efa1 =
N 1P
i=1
efa1i and efb1 =
N 1P
i=1
efb1i respectively. Without loss of generality, if the
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concept of ef is imposed on C61L, the existing equality based on the concept of peak
cross-correlation i.e.;0B@ kX
j=2
Nk
2j 1X
v=1
1j(u; v)
1CA
ternary
=
0B@ kX
j=2
Nk
2j 1X
v=1
1j(u; v)
1CA
2k ary
(3.6)
gets modified to the following inequality.0B@ kX
j=2
Nk
2j 1X
v=1
1j(u; v)
Nefi
1CA
ternary
>
0B@ kX
j=2
Nk
2j 1X
v=1
1j(u; v)
Nefi
1CA
2k ary
: (3.7)
Surprisingly enough, the expression in (3.7) now breaks its ambiguity in (3.6) related
to superiority between the ternary and 2k-ary for C61L, as the above inequality favors
for the better error performance of 2k-ary. Also, it can be clarified from the simulation
results (in Figure 3.7 (a)). Please note that, for the left child in all other subsets (say
Cki for 2  i  k), the relationship0B@ kX
j=i
Nk
2j 1X
v=1
ij(u; v)
1CA
ternary
>
0B@ kX
j=2
Nk
2j 1X
v=1
1j(u; v)
1CA
2k ary
(3.8)
always holds true, thus always satisfying the equivalent relation of (3.7), in default.
3.6.5 Anomaly 2: Impact of Free Diversity (Nfdi =
Nefi
2 )
Let us revisit the structure of the ternary SMOS in Table 2.2. With reference to
the expression of y for Ck =

Ck1jCk2j : : : jCkk

in (2.1), for subset-Cki with effective
spreading1 gain Nefi , there exists
Nefi
2
number of elements (chips) in yi (see Figure
2.6) that carries the spread data of Cki with no MAI, provided the previous (i   1)
subsets are decoded with no error. The existence of such chips can be considered as
the outcome of the tactical placement of the zero elements throughout the ternary
structure. We call it MAI free diversity or simply free diversity for Cki . Even if, the
detection of the previous subsets go erroneous (for transmission to be noisy) leading
to the inaccuracy in interference cancellation, the level of MAI in these chips still
continues to be significantly lower than that of its remaining counterparts. As a
result, having 50% of the transmitted diversities (chips) with zero or reduced MAI
level, indeed, becomes an open scope for improving the BER of ternary SMOS. On a
1From Chapter 2, recall that the effective spreading gain Nef for a signature is equal to its number
of non-zero elements or cardinality.
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note, no such advantage is spotted for the case of 2k-ary due to the absence of the
zero element in the available chips.
With the alleviation of loading condition by subsequent removal of the smaller
subsets (lower level of tree hierarchy) in Ck (ternary or 2k-ary), the level of MAI on
an arbitrary signature of each active subset (based on the concept of ef in Anomaly-1)
also decreases. While following Anomaly-1, for the left child, the superiority of 2k-ary
over ternary should prevail for noisy transmission, deflection in this regard may be
perceived for relatively low loading condition. This translation is evidently due to the
impact of free diversity that empowers the ternary to dominate. We call this transition
of superiority (from 2k-ary to ternary) as the superiority crossover. An elaborate
picture of this transformation can be tracked in Table 3.4 presenting a comparative
overview of the outcomes of Figure 3.10 and Figure 3.11.
3.7 Simulation Results
In this Section, we concentrate on the BER versus (Eb/N0) performance of the system,
assuming the channel to be AWGN. The system is supposed to be BPSK modulated,
perfectly power controlled, and operated under synchronous transmission. Each figure
illustrates the comparison between ternary and 2k-ary with a specific purpose. Finally,
we assimilate their outcomes in Table 3.4 so as to reach a conclusion about the
superiority.
Figure 3.5 (a) and (b) presents the comparison of the average BER of the left child.
For simulation, we choose C6 = C64126 =

C61jC62jC63jC64jC65jC66

as the encoding
matrix. The decoder shown in Figure 2.6 is selected for detection. In Section 2.6, the
role of Nef and net MAI (or TPC) being responsible for the non-uniformity in response
of the error performance of the individual subsets has already been explained, following
which a dramatic lowering in the level of BER is observed for the smaller subsets (with
lower Nef or detected in the later stages of decoder) over the larger ones (higher Nef
or detected in the earlier stages), at higher values of Eb/No (see Fig 3.5 (a)). As the
reason of this irregularity, the gradual reduction in the level of TPC with the progress
of the decoding stages is reported to be accountable.
On the other hand, similar behavior is not observed for the 2k-ary (Fig 3.5 (b)),
even if the effect of reduced level of TPC on the subsequent smaller subsets (similar to
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Figure 3.5: BER versus Eb/No performance comparison of the Left child in each subset of
C664126 =

C61LjC61RjC62LjC62RjC63LjC63RjC64LjC64RjC65LjC65RjC66LjC66R

for (a) SMOS (ternary) (b)
SMOS (2k-ary).
ternary) can still be found to exist. For this contrast, the effect of significant reduction
in the level of PA for each subset (except C61) (e.g.;
q
(ii)2k ary = (ii)ternary, see
Section 3.6.2) is to be held responsible. Furthermore, for higher values of Eb/No, the
convergence of the curves of different subsets is also captured, which is intrinsically
due to the UD nature of construction that allows them to approach to the errorfree
performance.
Figure 3.6 (a) and (b), being the right counterpart of Figure 3.5 (a) and (b), present
the BER performance of the right child for ternary and 2k-ary SMOS respectively.
While for ternary, the behavior of the right child is fully identical to that of the left,
observing a dramatic variation for 2k-ary is well precedented. In fact, the explanation
to this difference is straight i.e.; before MF detection, the level of TPC on the right
child is notably less than that of the left (Section 3.6.2). The explanation to the
noticeable degradation in BER performance of the smaller subsets is same as that of
the left child in Figure 3.5 (a) i.e.; significant lowering of the level of PA.
Figure 3.7 being the distributed version of Fig 3.5, projects a one-to-one comparison
of the performance of the left child. Our intention is to study the variation in
their (ternary versus 2k-ary) performance more vividly, followed by appropriate
rationalization. Fig 3.7 (a) to (f) chronologically correspond to C61L,C62L, C63L,C64L,
C65L, and C66L respectively. Where for C61L, the superiority of the 2k-ary is due to
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Figure 3.6: BER versus Eb/No comparison of the Right child in each subset of C664126 =
C61LjC61RjC62LjC62RjC63LjC63RjC64LjC64RjC65LjC65RjC66LjC66R

for (a) SMOS (ternary) (b) SMOS
(2k-ary).
the impact of low level of ef (3.7) (Anomaly-1, Section 3.6), its influence on the
subsequent subsets gradually gets suppressed due to the substantial fall in the level
of PA (Trade-off, Section 3.6). As a result, the edge in the level of BER over the
moderate range of Eb/No starts to fall and finally attends the equality with ternary
for C63L. Eventually, from C64L onwards, the level of BER of the ternary dominates
and the difference continuously grows, from C64L to C66L.
Figure 3.8 being the distributed version of Figure 3.6 illustrates the one-to-one
comparison of the BER for the right child. Figure 3.8 (a) to (f), in sequence,
correspond to C61R,C62R, C63R,C64R, C65R, and C66R respectively. The explanation to
the non-uniformity in their superiority is same as that of the left and hence, needs no
further detailing. However, as a crucial observation, the optimality of C61R must be
highlighted.
In Figure 3.10, we extend the comparison of the left child (in Figure 3.5 and
Figure 3.7), a step further. While Figure 3.5 and 3.7 illustrates the comparison for
the left child at maximum loading condition (i.e.; C664126 or  = 1:97), the study
of their performance for different (reduced) loading condition will further supplement
our analysis. So, we start with C664126 (see Figure 3.7) and subsequently, smaller
subsets (C66, C65, C64, C63, and C62) are removed one-by-one to realize five different
loading conditions: C664124, C664120, C664112, C66496. While each column of the grid
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Figure 3.7: BER versus Eb/No performance: SMOS (Ternary) versus SMOS (2k-ary) for C664126 =
C61LjC61RjC62LjC62RjC63LjC63RjC64LjC64RjC65LjC65RjC66LjC66R

: for (a) C61L, (b) C62L, (c) C63L, (d) C64L,
(e) C65L, (f) C66L.
(Figure 3.10 and 3.11) corresponds to the available subsets for a particular loading
condition, each row corresponds to a specific subset under different loading. The size
of the subset decreases from top to bottom e.g.; Figure 3.10 (a1) and (a6) represents
the BER of C61L and C66L respectively. Likewise, (b1) to (b5), (c1) to (c4), (d1) to
(d3), and (e1) to (e2) illustrate for C61L to C65L, C61L to C64L, C61L to C63L, C61L to
C62L respectively. For better perception of this grid structure, its replication in Figure
3.9 briefing the description about the change in the behavior of different operational
metrics can be referred. From the observation, for a fixed loading condition (column
wise), for the larger subsets the performance of 2k-ary outsmarts that of ternary and
it has already been explained in the context of Figure 3.7, for C664126 (the first column
in Figure 3.10). Therefore, identical reasoning also suffices to understand the behavior
of the other columns. However, with the reduction in loading (or level of TPC), the
deviation is noticed in the order of their superiority. To explain this, let us shift our
perspective of analysis to row-wise, since the level of MAI shows a continuous fall
along a row (see Figure 3.10). For example, take the case of the first row (Figure 3.10
(a1), (b1), (c1), (d1), (e1)), where the superiority of the 2k-ary can be found to have
gradual degradation (from left to right). In particular, while for Figure 3.10 (a1) and
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Figure 3.8: BER versus Eb/No performance: SMOS (Ternary) versus SMOS (2k-ary) for C664126 =
C61LjC61RjC62LjC62RjC63LjC63RjC64LjC64RjC65LjC65RjC66LjC66R

, for (a)C61R , (b)C62R, (c)C63R, (d)C64R,
(e) C65R, (f) C66R.
Figure 3.9: Behavior of the operational metrics across the grid structure of figures in Figure 3.10
and Figure 3.11.
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Figure 3.10: BER versus Eb/No performance of left child: SMOS (Ternary) versus SMOS (2k-ary)
at different loading conditions: i.e.; (a1) to (a6): C61L to C66L for C664126, (b1) to (b5): C61L to C65L
for C664124, (c1) to (b4): C61L to C64L for C664120, (d1) to (d4): C61L to C63L for C664112, (e1) to
(e4): C61L to C62L for C66496.
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Figure 3.11: BER versus Eb/No performance of right child: SMOS (Ternary) versus SMOS (2k-ary)
at different loading conditions i.e.; (a1) to (a6): C61R to C66R for C664126, (b1) to (b5): C61R to C65R
for C664124, (c1) to (b4): C61R to C64R for C664120, (d1) to (d4): C61R to C63R for C664112 (e1) to
(e4): C61R to C62R for C66496.
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Table 3.4: Comparison of Superioty in average BER: 2k-ary versus Ternary, where ’’,’’, and ’ ’
denote the ”superiority crossover”, ”approximate equality”, and ”Not Applicable” respectively.
Loading (!) C664126 C664124 C664120 C664112 C66496
i (#) C6iL C6iR C6iL C6iR C6iL C6iR C6iL C6iR C6iL C6iL
1 2k 2k 2k 2k  2k  2k  2k
2 2k 2k 2k 2k Ter. 2k Ter. 2k  
3  2k Ter. 2k Ter. Ter. Ter. Ter. - -
4 Ter. 2k Ter. Ter. Ter. Ter. - - - -
5 Ter. Ter. Ter. Ter. - - - - - -
6 Ter. Ter. - - - - - - - -
(b1) the superiority is traced for the 2k-ary SMOS, a transition to the ternary in terms
of the superiority cross-over is captured in Figure 3.10 (c1), and for Figure 3.10 (d1)
onwards, the ternary finally dominates. Without any variation, similar tendency can
be recorded for other rows too.
Figure 3.11 is the extrapolation to Figure 3.6, in the same way, Figure 3.10 is meant
to Figure 3.5. Therefore, it is logical to expect a similar apprehension towards the
demonstration of their behavior across the grid structure. On a note, the description
of various metrics in Figure 3.9, controlling the BER performance of the left child in
Figure 3.10 is also applicable to this case.
After the relative analysis of the BER for the left and right child under different
loading conditions in Figure 3.10 and 3.11, now, it is essential to collect their outcome
in a single frame so as to attain a firm conclusion of the superiority. So, we present
Table 3.4. Following its observation, at a particular loading condition, concluding any
of them as superior, in overall, is contradictory due to mixed nature of their outcomes.
Nonetheless, as the only difference, for C26496 (last column in Table 3.4) (i.e.;  = 1:5)
it is no more illogical to consider 2k-ary as superior.
In Figure 3.12 (a) to (f), the comparison lies in between the left and right child
for the individual subsets of 2k-ary. For an arbitrary signature in CDMA, to gain
better (optimal) error performance, the most coveted criterion to be satisfied is
the higher value of PA ( 1) in conjunction with the lower value of TPC ( 0).
Since the importance of PA serves exactly opposite to that of the TPC, it is clearly
acceptable to treat their difference as a suitable metric for the analysis of error
performance. For this difference to be higher for a signature, the better performance
is expected and vice versa. For a system using 2k-ary SMOS, it can be defined as
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Figure 3.12: BER versus Eb/No performance for SMOS (2k-ary) for C664126 =
C61LjC61RjC62LjC62RjC63LjC63RjC64LjC64RjC65LjC65RjC66LjC66R

, where (a) C61L versus C61R, (b) C62L
versus C62R, (c) C63L versus C63R, (d) C64L versus C64R, (e) C65L versus C65R, (f) C66L versus C66R.
di =
ii(u;v)
Nefi
 
kP
j=i+1
Nk
2j 1P
v=1
ij(u;v)
Nefi
, where di indicates the difference corresponding to an
arbitrary signature in subset Cki . Now, based on the change in the magnitude of di
(see Table 3.3), two crucial observations are spotted. First, for each subset, the value
of di for the right child (diR) is always higher than that of the left (diL) and its value
gradually decreases as we move from top (C1) to bottom (C6) of the tree hierarchy.
As a result, the level of BER for the right child always remains lower than that of
the left. Second, the difference in its magnitude ( i.e.; (di)L   (di)R) also manifests a
continuous reduction, as we move from C1 to C6 (i.e.; from Figure 3.12 (a) to (f)).
Finally, for C6, the value of ((di)L   (di)R) almost gets to zero that results in the
overlapping of the curves in Figure 3.12 (f).
3.8 Summary
In this chapter, our attempt to extend the domain of SMOS beyond ternary (or
TSMOS) culminated in a new set of SMOS i.e.; 2k-ary SMOS. Besides the similarity
with ternary SMOS existing in the method of construction and maximized capacity
of 200%, the difference was also observed regarding the non-uniformity of the twin
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tree hierarchy and the existence of optimal users for the largest subset. In contrast
to TSMOS, where the level of MAI within a subset was found to be uniform, the
deviation in this regard was discovered for 2k-ary regarding two separate levels of
MAI (based on the left or right child generated). Subsequently, the error performance
analysis of the individual subsets was split into two sections, and the simulation results
also confirmed this difference. By the selection of appropriate metrics, we reasonably
validated the distinction between the performance of the ternary and 2k-ary in terms
of suitable anomalies and trade-off. Despite the prominent edge concerning optimality
of the specific users, proclaiming the 2k-ary to be superior over ternary appeared to be
illogical, since the outcome of our attempt for recognizing either of them as superior
was later found not to be mutually exclusive. This inference became more vivid from
our observations when for a fixed loading condition, the superiority of any of them was
found not to preserve the uniformity for the constituent subsets. Therefore, evidently
enough, superiority in this context, became a conditional entity. However, with a
difference, for the maximization in loading capacity to be 150% ( = 1:5 i.e.; the
first two subsets being active), the superiority was found to be exclusively possessed
by the 2k-ary. In overall, the demonstration, so far, concentrating on the multiple
attributes and aspects related to each and every individual signature (of the smallest
possible subset), rather than taking into account their average statistics, was truly
profound towards the better understanding of the 2k-ary SMOS, relative to its ternary
counterpart.
Chapter 4
Hybrid SMOS: A Unified Approach
to Construction of SMOS
4.1 Introduction
The discussion on SMOS, in this thesis, starts with the proposal of its ternary
version (i.e.; TSMOS in Chapter 2) posing the twin tree hierarchy of MAI. Later,
in Chapter 3, we show that further extrapolation of the SMOS architecture to realize
the whole construction as the combination of binary subsets is also possible. Due to
the involvement of 2k number of alphabets in construction of SMOS with k subsets it’s
called 2k-ary SMOS. Over the discussion in Chapter 3, the comparative explanation
of 2k-ary SMOS considering the TSMOS as the reference is highly comprehensive.
While the introductory concept of SMOS in its ternary form (in chaper 2) builds the
layout for further research, its extension in the 2k-ary form explains, in more detail,
the role of the metrics like: PA, TPC, (PA-TPC), free diversity in controlling the
error performance of the individual subsets. Furthermore, the existence of multiple
relational phenomena e.g.; PA versus TPC trade-off, anomaly due to TPC, anomaly
due to free diversity, as a whole, have vividly presented the features of the 2k-ary
SMOS. Also, the superiority of the 2k-ary over ternary for 150% maximization in
loading capacity has been reported. However, the important queries those have yet to
be answered and hence, motivated us for further research in this chapter are:
 if there exist any other variants of SMOS, besides the TSMOS and 2k-ary SMOS
(or 2k-SMSOS),
 if yes, what kind of approach is considered for its construction,
 is it feasible to have an unified approach to interpret and analyze all types of
SMOS, and
 lastly, how the performance of their individual subsets are going to differ as
compared to TSMOS and 2k-SMOS.
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In this chapter, the above queries have been sequentially addressed. First, the
construction of multiple SMOS structures other than TSMOS and 2k-SMOS is possible
and can be realized through two approaches: bottom-to-top and top-to-bottom.
Considering TSMOS with k subsets as the origin of the evolution of SMOS structures,
in the bottom-to-top approach, (k g) ternary subsets from the bottom level of the tree
can be replaced by the equivalent binary counterparts from the 2k-SMOS, where as no
such replacement is imposed on the g subsets, in the top level of the tree. Likewise, in
top-to-bottom approach, the g subsets from the top level of the tree can be replaced by
the equivalent binary counterparts from the 2k-SMOS, where as no such replacement is
required for the rest of the (k g) subsets, existing in the bottom level of the tree. Due
to the mixed (hybrid) nature of the overall structure (few ternary and rest binary), we
call then hybrid SMOS (HSMOS). For 1  g  k, using either of the two approaches,
k different HSMOS structures can be constructed. Interestingly, for g = 1 and g = k,
the resulting HSMOS corresponds to the case of T-SMOS and 2k-SMOS respectively,
thus, justifying the unified feature of the construction. For decoding, even if the MUD
used for the detection of TSMOS and 2k-SMOS can also be applied to the HSMOS
structures, expecting dramatic variation in their error performance of the later from
the former ones is inevitable. For each of the 2k possible sets of HSMOS, we analyze
the non-uniform tree structure to identify the variation in the status of the inequality
(PA > TPC) for both the left and right child. Next, using the statistics of these
inequalities, we discuss to reach the appropriate validation to the error performance
of the individual subsets. In overall, the comprehensive approach to analyze all the 2k
possible sets of HSMOS in a correlated perspective offers better understanding into
the overall architecture of SMOS.
4.2 Construction of SMOS: A Unified Approach
4.2.1 Structure Formulation
In Section 2.3 and 3.3, the role of the basis matrices B =
24 +
+
+
 
j +
0
35
and B0 =
24 +
+
+
 
j
1/2
1/2
35 in recursively driving the construction of ternary
and 2k   ary SMOS has been explained respectively. However, our further study
shows that formation of several other sets of SMOS is also feasible by allowing the
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overall structure of the construction to be hybrid i.e.; the avaibale subsets becomes a
combination of ternary and binary. If we denote an arbitrary ternary subset by T and
binary subset by V then the hybrid structure of SMOS CNkMk for Nk = 2k can be
expressed as Ck =

TgjVk g, for
Tg=

Ck1V jCk2T j    jCkgT

, Vk g =
h
Ck(g+1)V jCk(g+2)V j    jCkkV
i
, and
Ck =

VgjTk g , for
Vg=

Ck1V jCk2V j    jCkgV

, Tk g=

Ck(g+1)T jCk(g+2)T j    jCkkT

.
It is important to note that the above approach of hybridization, at a certain point,
leads to the formation of TSMOS and 2k-SMOS, which can be represented as
 Ck = Tk = Ck1jCk2j    jCkk = Ck1V jCk2T j    jCkkT 
and
 Ck = Vk = Ck1jCk2j    jCkk = Ck1V jCk2V j    jCkkV  respectively.
So, keeping in view of the inclusive nature of the current construction, it is logical
to cite the overall approach as unified. Table 4.1 presents the structure of C3 =
C31jC32jC33

for four different types of HSMOS configurations.
4.2.2 Method of Construction
Below, we describe the recurrent approach for the construction of all possible HSMOS
structures.
4.2.2.1 TSMOS
To construct Ck =

Tk

=

Ck1jCk2j    jCkk

 Initialize C0 = [1] and find C1 =

1p
2
H22 
C0

= 1p
2
H2
 For 1  a  k, Ca =

1p
2
H22 
A

, where
A =
h
Ca 1j[1 0 0    0]T 12a 1
i
4.2.2.2 HSMOS (Ck =

TgjVk g)
To construct Ck =

TgjVk g = Ck1jCk2j    jCkk
 Initialize C0 = [1] and find C1 =

1p
2
H22 
C0

= 1p
2
H2
 For 1  a  g, Ca =

1p
2
H22 
A

, where
A =
h
Ca 1j[1 0 0    0]T 12a 1
i
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Table 4.1: Structure of SMOS C3 = C31jC32jC33: (a) T3 (TSMOS) (b) T2jV1 (HSMOS) (c)
T1jV2 (HSMOS) (d) V3 (2k-SMOS)
TSMOS
C31V = 1p8 [H8] ;C
3
2T =
1p
8
266666666664
+ + + +
0 0 0 0
+   +  
0
+
0
+
0
0
+
0
 
0
0
 
0
 
0
0
 
0
+
0
377777777775
C33T = 1p8
266666666664
+ +
0
0
0
+
0
0
0
0
0
0
 
0
0
0
377777777775
HSMOS (

TgjVk g)
C31V = 1p8 [H8]C
3
2T =
1p
8
266666666664
+ + + +
0 0 0 0
+   +  
0
+
0
+
0
0
+
0
 
0
0
 
0
 
0
0
 
0
+
0
377777777775
C33V = 1p8
266666666664
1/22 1/22
1/22
1/22
1/22
1/22
1/22
1/22
1/22
1/22
1/22
1/22
 1/22
 1/22
 1/22
 1/22
377777777775
HSMOS(

VgjTk g)
C31V = 1p8 [H8] ;C
3
2V = 1p8
266666666664
1/2 1/2 1/2 1/2
1/2 1/2 1/2 1/2
1/2  1/2 1/2  1/2
1/2
1/2
1/2
1/2
1/2
 1/2
1/2
1/2
 1/2
 1/2
1/2
 1/2
 1/2
 1/2
 1/2
 1/2
 1/2
 1/2
1/2
1/2
377777777775
;C33T = 1p8
266666666664
+ +
0
0
0
+
0
0
0
0
0
0
 
0
0
0
377777777775
2k-SMOS
C31V = 1p8 [H8] ;C
3
2V = 1p8
266666666664
1/2 1/2 1/2 1/2
1/2 1/2 1/2 1/2
1/2  1/2 1/2  1/2
1/2
1/2
1/2
1/2
1/2
 1/2
1/2
1/2
 1/2
 1/2
1/2
 1/2
 1/2
 1/2
 1/2
 1/2
 1/2
 1/2
1/2
1/2
377777777775
;C33V = 1p8
266666666664
1/22 1/22
1/22
1/22
1/22
1/22
1/22
1/22
1/22
1/22
1/22
1/22
 1/22
 1/22
 1/22
 1/22
377777777775
 For (g + 1)  a  k, Ca =

1p
2
H22 
A

, where
A =

Ca 1 j
h
1/2a 1 1/2a 1    1/2a 1
iT
12a 1

4.2.2.3 HSMOS (Ck =

VgjTk g)
To construct Ck =

VijTk i = Ck1jCk2j    jCkk
 Initialize C0 = [1] and find C1 =

1p
2
H22 
C0

= 1p
2
H2
 For 1  a  g, Ca =

1p
2
H22 
A

, where
A =

Ca 1 j
h
1/2a 1 1/2a 1    1/2a 1
iT
12a 1

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Figure 4.1: Twin Tree hierarchy for the matrices in Table 4.1: (a) T3 (b) T2jV1 (c) T1jV2
(d)

V3

.
 For (g + 1)  a  k, Ca =

1p
2
H22 
A

, where
A =
h
Ca 1j[1 0 0    0]T 12a 1
i
4.2.2.4 2k-SMOS
To construct Ck =

Vk

=

Ck1jCk2j    jCkk

 Initialize C0 = [1] and find C1 =

1p
2
H22 
C0

= 1p
2
H2
 For 1  a  k, Ca =

1p
2
H22 
A

, where
A =

Ca 1 j
h
1/2a 1 1/2a 1    1/2a 1
iT
12a 1

4.3 Hierarchy of MAI
As per the discussion of the correlation pattern of TSMOS and 2k-SMOS, the
orthogonal subsets projects a twin tree multi level hierarchy, where the nodes of the
tree at a particular level (depth) l = 1; 2; : : : ; k (i.e., l = k   i + 1 for 1  i  k)
collectively form the subset-Ckk l+1. There exist two identical (twin) trees, each of
which has its origin or root from the smallest orthogonal subset ( i.e.; Ckk at the lowest
level of the tree, l = 1). The nodes at the highest level of the tree (l = k) represent
the largest subset: Ck1. The observations from TSMOS and 2k-SMOS collaboratively
provide the summarization, presented in Table 4.2. Figure 4.1 illustrates the twin tree
hierarchy for the matrices of HSMOS, shown in Table 4.1.
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Table 4.2: Comparative Review: of the correlation pattern: TSMOS versus 2k-SMOS
Ternary SMOS
 Each parent node is correlated to both the left and right child
 A node (left or right) at level-l is correlated to:
- its parent nodes in the (l   1) lower levels,
- its child nodes in the (k   l) upper levels, such that:
cklj = 1/2

ck(l+1)(2j 1) + ck(l+1)(2j)

. (Section 2.4)
2k-SMOS
 Each parent node is correlated to the left child only.
 A left node at level-l is correlated to:
- all its left child, in the subsequent upper levels (i.e.; level-(l + 1) to k)
- all its parent nodes in the lower levels (i.e.; level-(l   1) to 1) i.e.;
ck(k)(2j 1) = 2ck(k 1)(j), …, ck(l+1)(2j 1) = 2ck(l)(j), ck(l)(2j 1) = 2ck(l 1)(j), …,
ck(l (l 2))(2j 1) = 2ck(l (l 1))(j) for 1  j  2l (Section 3.4)
 A right node at level-l is correlated to all its left child in the
subsequent upper levels (i.e.; level-(l + 1) to k)
4.3.1 Review of the MAI Hierachy of TSMOS and 2k-SMOS
Following the discussion in Section 2.3 and 3.6, the role of the variation in the values
of the metrics like, PA and TPC in controlling the error performance of the left and
right child of the subsets is of foremost priority. In fact, in Section 3.6, the fall in the
significant level of PA and TPC for the subsets with binary signatures over the ternary
and its direct impact on their error performance has been illustrated, in detail. While
being with the concept of HSMOS introduces a greater degree of non-uniformity in
terms of having two different types of subsets (i.e.; binary and ternary), anticipating
significant differences in the behavior of their PA and TPC is inevitable. Hence,
sufficient focus needs to be directed for their analysis, so that appropriate explanations
can be delivered towards the match or mismatch between the theory (so far) and
observations in the simulation results.
For further understanding, we present the status of the inequality (PA > TPC) for
both type of transformations i.e.; TSMOS to 2k-SMOS through HSMOS

TgjVk g
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and TSMOS to 2k-SMOS through HSMOS

VgjTk g, in Figure 4.2 and 4.3
respectively. Recall that for the errorless MF detection of different subsets (i.e.;
Ck1;Ck2;Ck3; : : : ;Ckk) from the respective received vectors (i.e.; y1, y2, y3, : : : , yk.),
the inequality in (3.1) is the only necessary condition to be satisfied. Note that, in
Figure 4.2 and 4.3, the presentation of the statistics are for C6 (Nk=64 and Mk=126,
i.e.; k=6) and for simulation, we have considered the matrices of similar dimension so
as to tally the simulation results with the theoretical observations.
Each figure contains k = 6 sub-figures presenting the behavior of all k = 6 possible
structures, out of which, the first and last one always replicate the ternary and 2k-ary
type. In other words, our intention lies in illustrating the behavioral transition in
the structure of the inequality (PA > TPC), when the TSMOS is interpreted to be
transformed to 2k-SMOS using the two possible approaches: gradual (one-by-one)
replacement of the binary subsets (V) (a) from the closing end of the matrix, and (b)
from the starting end of the matrix. For each case, the analysis is carried out for the
left and right child, separately in two separate columns, with a purpose to identify
the difference in their pattern of PA and TPC. Below, we discuss the crucial remarks
extracted from Figure 4.2 and 4.3
Figure 4.4 illustrates the overall change in the behavior of the basic metrics
(i.e.; TPC and PA) within the family of SMOS i.e.; TSMOS, HSMOS (

TgjVk g,
VgjTk g), and 2k-SMOS. In particular, for HSMOS, the TPC on a particular
signature in a subset can be characterized into two types: TPC (intra.) and TPC
(inter.). Where TPC (intra.) and TPC (inter.) indicates the level of TPC due to
the subsets of similar (between T, T, or V, V) and different (between T, V) types
respectively. For example: Take the case of a ternary subset in HSMOS

TgjVk g .
Here, TPC (intra.) and TPC (inter.) implies to the TPC from the other ternary
subsets of T, and all (k   g) binary subsets of V respectively. The explanation, in
this figure, is with reference to the TSMOS, considering it as the origin of the SMOS
family. In other words, in the figure, the variation in the level of PA, TPC (intra.),
TPC (inter.) for HSMOS and 2k-SMOS are noted down with reference to that of the
TSMOS, which facilitates with a relative approach to analyze and realize the gradual
transformation in their overall behavior.
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Figure 4.4: Explanation of the transition within different variants within HSMOS
4.3.2 For HSMOS Ck =

TgjVk g
Figure 4.2 presents the variation in the inequality (PA > TPC), when the TSMOS
is transformed to 2k-SMOS by the gradual (one-by-one) replacement of the binary
subsets (V) from the closing end of the matrix. Thus, for k = 6, six different structures
are realized i.e.;

C61V jC62T jC63T jC64T jC65T jC66V

,

C61V jC62T jC63T jC64T jC65V jC66V

,
C61V jC62T jC63T jC64V jC65V jC66V

,

C61V jC62T jC63V jC64V jC65V jC66V

,
C61V jC62V jC63V jC64V jC65V jC66V

, and they are illustrated in Figure 4.2 (a), 4.2
(b), 4.2 (c), 4.2 (d), 4.2 (e), and 4.2 (f) respectively.
According to Figure 4.4, the metrics required to be subjected to analysis are: PA
on both types of subsets (T and V), TPC (inter.) and TPC (intra.) on the left and
right child of each subset.
PA[TgVk g]

CkiV
=
(PA[Tk])Cki (for g+1  i  k)
2i 1
; (4.1)
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Table 4.3: Analaysis of metrics for HSMOS (Ck =
h
TgjVk g
i
).
Metrics Tg / Vk g L / R Status of the Metrics Symbol
PA
Tg L Remains unchanged =R Remains unchanged =
Vk g L Reduces by
1/2i 1 (4.1) #
R Reduces by 1/2i 1 (4.1) #
TPC (inter.) Tg L Reduces by
1/2i 1 (4.2) 
R Reduces to Zero #
TPC (intra.)
Tg L Remains unchanged =R Remains unchanged =
Vk g L Reduces by
1/2i 1 (4.3) #
R Reduces to Zero 

TPC[TgVk g]

CkiT
=
 
TPC[Tk]

Cki (for g+1  i  k)
2i 1
; (4.2)

TPC[TgVk g]

CkiV
=
 
TPC[Tk]

Cki (for g+1  i  k)
2i 1
; (4.3)
Table 4.4: Analaysis of metrics for HSMOS (Ck = VgjTk g).
Metrics Vg Tk g L / R Status of the Metrics Symbol
PA
Vg L Reduces by
1/2i 1 (4.4) #
R Reduces by 1/2i 1 (4.4) #
Tk g L Remains unchanged =R Remains unchanged =
TPC (inter.) Vg L Reduces by
1/2i 1 (4.5) #
R Reduces by 1/2i 1 (4.5) #
TPC (intra.)
Vg L Reduces by
1/2i 1 (4.6) #
R Reduces to Zero 
Tk g L Remains unchanged =R Remains unchanged =
Remark: In Table 4.3, unlike the other metrics (i.e.; PA and TPC (intra.)), we
have limited the analysis for TPC (inter.) to the first g subsets (i.e.; Vg) only. This
difference is because of our current approach of decoding which recovers the top g
layers of the tree prior to the bottom (k   g) layers. As a result, by the time the
bottom (k   g) layers (i.e.; V) get subjected to decoding, the top layers (i.e.; T) are
already decoded with no error for noisefree transmission. So, including the interference
of T on V in analysis is of no significance. Even if there exists few error in decoding of
top layers, its impact on the bottom layers, in terms of TPC (inter.), can be logically
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considered to be marginal only. Identical apprehension can also be applied to the
case of HSMOS (Ck =

VgjTk g), explained below. Similar apprehension is also
applicable to Table 4.4.
4.3.3 For HSMOS Ck =

VgjTk g
Figure 4.3 illustrates the variation of the inequality (PA > TPC),
when TSMOS is transformed to 2k-SMOS by the gradual (one-by-one)
replacement of the binary subsets (V) from the starting end of
the matrix. Thus, for k = 6, six different structures are
realized i.e.;

C61V jC62T jC63T jC64T jC65T jC66T

,

C61V jC62V jC63T jC64T jC65T jC66T

,
C61V jC62V jC63V jC64T jC65V jC66V

,

C61V jC62V jC63V jC64V jC65T jC66T

,
C61V jC62V jC63V jC64V jC65V jC66T

,

C61V jC62V jC63V jC64V jC65V jC66V

, and they are
illustrated in Figure 4.3 (a), 4.3 (b), 4.3 (c), 4.3 (d), 4.3 (e), and 4.3 (f) respectively.

PA[VgTk g]

CkiV
=
(PA[Tg ])Cki (for 2  i  g)
2i 1
(4.4)

TPC[VgTk g]

CkiV (for 2<i<g)
=
 
TPC[Tg ]

Cki (for g+1  i  k)
2i 1
; (4.5)

TPC[VgTk g]

CkiV (for 2<i<g)
=
 
TPC[Tg ]

Cki (for 2  i  g)
2i 1
; (4.6)
4.4 Expression for Average BER
In Section 2.5, the proof to the errorfree decoding of the TSMOS is already explained
in Lemma 1, where the inequality criterion in (3.1) can be found to regularize the
errorfree validation at each stage of detection. Due to the resemblance in construction
and pattern of MAI, an analogous approach can also be adopted to justify the errorless
decoding of 2k-SMOS. Equivalently, the design of MUD (Figure 2.6) proposed for
TSMOS and 2k-SMOS is applicable for the decoding of HSMOS. Therefore, the
advantage in terms of MUD’s simplicity is also available for HSMOS.
Now, based on the discussion from the previous section, let us first rewrite the
expression in (2.1) so as to support our analysis of error performance involving the
left and right child, existing in each subset of Ck =

TgjVk g and Ck = VgjTk g
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respectively, such that
y =
gX
u=1
Ck(uT )Lx(uT )L+
gX
v=1
Ck(uT )Rx(uT )R+
kX
u=(g+1)
Ck(vV )Lx(vV )L+
kX
v=(g+1)
Ck(vV )Rx(vV )R+n;
(4.7)
y =
gX
u=1
Ck(uV )Lx(uV )L+
gX
v=1
Ck(uV )Rx(uV )R+
kX
u=(g+1)
Ck(vT )Lx(vT )L+
kX
v=(g+1)
Ck(vT )Rx(vT )R+n:
(4.8)
The expression in (4.7) and (4.8) represents the received noisy vector for

TgjVk g
and

VgjTk g , in terms of the left and right child. Now, in correspondence with the
above expressions, the generalized expression of the probability of average error for
the ternary and binary subsets in either

TgjVk g or VgjTk g can be written as:
P ijeT = Q
0BBB@
vuuuuut

Nefi
N
2
E
 
x2ij

kP
u=i+1
2iu(j) + 4
i 1P
v=1
2iu(j)P
v
e + E

n2i(j)

1CCCA ; (4.9)
P ijeV = Q
0BBBB@
vuuuuut
 
1
4i 1
2Ex2iLj
kP
u=i+1

2iLu(j)
2
+ 4
i 1P
v=1
2iLv(j)P
v
e+E

n2i(j)

1CCCCA : (4.10)
Note that the aforementioned expression of the average BER are nothing but the
expression for average BER of the individual subsets for TSMOS (2.29) and 2k-SMOS
(Table 3.2).
4.5 Simulation Results
In this Section, we discuss the BER versus (Eb/N0) performance of the system,
assuming the channel to be AWGN. The system is supposed to be BPSK modulated,
perfectly power controlled, and operated for synchronous transmission. The MUD
shown in Figure 2.6 is selected for detection and the matrices of dimension (64  126)
are considered for simulation.
In order to trace the gradual variation in the behavior of the BER of the individual
subsets of SMOS of different structures, we follow the chronology of presentation: from
Ternary to 2k-ary SMOS through HSMOS structures (

TgjVk g and VgjTk g ).
for both the cases, the description of the subsequent transitions observed in the BER
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curves is discussed with respect to the respective change registered in the status of the
inequality (in Figure 4.2 and 4.3).
4.5.1 Explanation to Figure 4.5, 4.6, 4.7
Figure 4.5: (aL), (bL), Figure 4.6: (aL), (bL), Figure 4.7: (aL), (bL), and
Figure 4.5: (aR),(bR), Figure 4.6: (aR), (bR), Figure 4.7: (aR), (bR) correspond
to the BER performance of the left and right child of HSMOS (

TgjVk g)
architecture:

C61V jC62T jC63T jC64T jC65T jC66T

,

C61V jC62T jC63T jC64T jC65T jC66V

,
C61V jC62T jC63T jC64T jC65V jC66V

,

C61V jC62T jC63T jC64V jC65V jC66V

,
C61V jC62T jC63V jC64V jC65V jC66V

,

C61V jC62V jC63V jC64V jC65V jC66V

respectively, whose
status of inequality (PA > TPC) are presented in Figure 4.2 (a) to (f). Prior to
proceeding further, the summary of the outcome of Figure 4.5 listed in Table 4.3 must
be referred for better understanding.
Starting with Figure 4.5 (aL) and (aR), it illustrates the BER performance of
the TSMOS, where the role of Nef and net MAI (or TPC) being responsible for the
non-uniformity in response of the error performance of the individual subsets has
already been explained in the previous section. Following this, a dramatic lowering
in the level of BER is observed for the smaller subsets (with lower Nef or detected in
the later stages of decoder) over the larger ones (higher Nef or detected in the earlier
stages), at higher values of Eb/No (already explained for Fig 3.5 (a)). As the reason
of this non-uniformity, the gradual reduction in the level of TPC with the progress of
the decoding stages has been reported to be responsible.
For Vk g: With the replacement of the binary subsets to form

TgjVk g , the equal
fall in the level of their PA (4.1) allows the level of BER of the left and right child
of the (k   g) subsets to rise, as compared to that of the ternary SMOS. However, at
the same time, due to the presence of unequal level of TPC (intra.) on the decoded
subset, performance variation is observed. In particular, the level of TPC (intra.)
on the left and right child is found to be non-zero (4.3) and zero respectively, which
ultimately leads to the rise in the value of the metric (PA-TPC) for the right child over
the left. As a result, the level of BER that is considered to be inversely proportional
to (PA-TPC), as already discussed in Section 3.6, improves significantly for the right
child.
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Example 1 : For HSMOS (

T3jV3 ), the error performance of C6(4V )R (in Figure
4.6 (bL)) is better over C6(4V )L (in Figure 4.6 (bR)).
For Tg: Where the above variations is for the binary subsets, the left and right child
of rest of the g subsets (one binary and rest ternary) also get subjected to transitions
in their BER behavior. The variation is due to the change in the level of TPC, even
if the level of PA remains same as that of the TSMOS. According to Table 4.3, the
right child of these subsets at a particular level, is exposed to zero and non-zero level
of TPC (inter.) and TPC (intra.) respectively. In contrast, the left child is exposed
to non-zero level of TPC (inter.) (4.2) and TPC (intra.) (4.3) respectively. Therefore,
for the g subsets at the top level of the tree, the right child at a particular level should
show superiority in error performance over the left.
Example 2 : For HSMOS (

T3jV3 ), the error performance of C6(2V )R (in Figure
4.6 (bL)) is better over C6(2V )L (in Figure 4.6 (bR)).
In Overall: For a particular subset remaining ternary, with the decrease in the value
of g (while approaching from TSMOS to 2k-SMOS), the level of TPC on its left and
right child shows a continuous fall. The fall is because, with the lowering of the value
of g, the number of (binary) subsets (i.e.; k   g), producing zero MAI and reduced
MAI on the right and left child, respectively, increases. With the rise in the (k   g)
number of binary subsets, the fall is observed in the level of effective TPC (ETPC)1
on the left child, as mentioned in Section 3.6. Therefore, with the increase in value of
g, the level of BER of the left and right child of a particular subsets falls continuously.
Example 3 : The error performance of C62T for all six scenarios can be referred,
where the fall in the BER level of the left and right child can be found to be
continuously improving in Figure 4.5 (bL), Figure 4.6 (aL), (bL) and 4.5 (bR), Figure
4.6 (aR), (bR) for the lowering of g from 5 to 2.
4.5.2 Explanation to Figure 4.8, 4.9, 4.10
Figure 4.8: (aL), (bL), Figure 4.9: (aL), (bL), Figure 4.10: (aL), (bL), and
Figure 4.8: (aR),(bR), Figure 4.9: (aR), (bR), Figure 4.10: (aR), (bR) correspond
to the BER performance of the left and right child of HSMOS (

VgjTk g)
1Recall from Section 3.6.4 that for matrices with ternary signature, effective peak-cross-correlation
3.7 is considered as a more accurate metric for analysis of the MAI
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architecture:

C61V jC62T jC63T jC64T jC65T jC66T

,

C61V jC62V jC63T jC64T jC65T jC66T

,
C61V jC62V jC63V jC64T jC65V jC66V

,

C61V jC62V jC63V jC64V jC65T jC66T

,
C61V jC62V jC63V jC64V jC65V jC66T

,

C61V jC62V jC63V jC64V jC65V jC66V

respectively, whose
status of inequality (PA > TPC) are presented in Figure 4.3 (a) to (f). Prior to
proceeding further, the summary of the outcome in Table 4.5 must be referred.
For Vg: With the replacement of the binary subsets to form

VgjTk g , the equal
fall in the level of their PA (4.4) allows the level of BER of the left and right child
of the (g   1) subsets (following C61V ) to rise, as compared to those of the TSMOS.
However, at the same time, due to the presence of completely unequal level of TPC
on the decoded subset, performance variation is observed. With the increase of g,
the number of ternary subsets (i.e.; k   g) existing at the bottom layers of the tree
decreases. Subsequently, it results in the gradual fall in level of TPC (inter.) (4.5) on
both the left and right child of any of the binary subsets, whereas the reduced level of
PA (4.4) of these subsets remains uniform.
Example 4: Consider the case of the left child in C61V . With the increase in value
of g from 2 (in Figure 4.8 (bL)) to 6 (in Figure 4.10 (bL)), the level of BER shows
continuous improvement. Whereas the level of TPC on the left child of a binary subset
remains uniform with the increase in value of g, that on the right child is continuously
subjected to significant fall. As a result, the fall in the level of BER (despite the
uniformity in the value of PA) becomes more prominent. Similar explanation is also
applicable for the improvement in BER performance of the right child in C61V , with
the increase in value of g from 2 (in Figure 4.8 (bR)) to 6 (in Figure 4.10 (fR)).
For Tk g: For a particular subset remaining ternary, with the increase in the value
of g, the level of BER on the left or right child lowers despite the uniformity in the
status of (PA > TPC). For the left and right child, this anomaly is because of the
fall in the level of BER of the binary subsets in the upper layers of the tree, which
consequently leads to the alleviation in the level of BER of the ternary due to the
sequential nature of detection of the MUD.
Example 5: Consider the case of the left and right child in C65V . With the increase
in value of g from 2 (in Figure 4.8 (bL)) to 4 (in Figure 4.8 (dL)), the level of BER
improves noticeably.
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In Overall: For a particular subset remaining binary, with the increase in the value
of g (while approaching from TSMOS to 2k-SMOS), the level of TPC on its left and
right child shows a continuous fall, which is because, with the rise in the value of g, the
number of (binary) subsets (i.e.; g   1), producing no MAI and reduced MAI on the
right and left child, respectively, increases. With more number of binary subsets (in
the bottom layers), the fall is observed in the level ETPC leading to the improvement
of the level of BER.
Example 6: The error performance of the left and right child in C62T , where their
BER level can be found to be continuously improving in Figure 4.8 (cL) to (fL) and
4.8 (cR) to (fR), for the increase of g from 3 to 6.
4.6 Summary
In this chapter, our attempt to extend the domain of SMOS beyond TSMOS and
2k-SMOS culminated in the proposal of HSMOS. The construction feature of HSMOS
is designed in such a way that it includes all possible SMOS structures including the
TSMOS and 2k-SMOS as the special cases. We discussed two possible approaches
of construction: top   to   bottom and bottom   to   top. Also, the variation in the
behavior of the metrics (PA, TPC (intra.), TPC (inter.)) with the transformation in
the structure of HSMOS was given analyzed comprehensively. While for each of the
cases, there exist k different structures of HSMOS, each of them projects a different
level of BER for the individual subsets. Such variation is straight due to the change
in the status of the inequality (PA > TPC) controlling the quality of detection using
MF approach. To have a clear-cut illustration, we studied the variation in the status
the inequality for the left and right child for each configuration. Simulation results
validated our observation from the analysis of the inequality to be closely matched
with that of the simulation results.
Chapter 5
HLDS Matrix for Overloaded
CDMA
5.1 Introduction
In chapter 1, the developments on LDS matrices, as a favorable candidate to low
complex decoding for overloaded CDMA, has drawn our attention in Section 1.3.4.
Recently, their implication using the OFDM architecture has evolved in a new form
of non-orthogonal MA, known as SCMA [1, 2, 87, 88]. SCMA being considered as
one of the prospective candidate for the 5G cellular architecture has added further
encouragement to propose new sets of LDS with efficient MUD.
More recently, the frequent attempt by the researchers [80, 82] to use the LDPC
codes [96] as a prospective signature matrix for overloaded CDMA is due to two
primary reasons: (a) the structure with higher number of columns over the rows offers a
significant value of , and (b) the low density nature of construction generates the scope
for detection using message passing algorithm (MPA) to deliver the error performance
close to the optimum MUD. Among the other detection algorithms meant for the
LDPC codes for SCMA, the soft-in-soft-out (SISO) MUD in [80] and iterative MUD
in [3, 89–91] has also come to our notice. Within several efforts concentrated towards
the design of efficient MUD for LDPC matrix for CDMA application, an important
question strikes to our mind i.e.; does there exist any other set of LDS to address the
same problem. Among the few such proposals existing in literature, the availability of
sufficient sparsity in the UDC set proposed in [81] is the one, where proposed MUD
is recognized as one of the highly simplified decoder for overloaded CDMA, offering
  2. Table 5.1 illustrates a clear overview of the important constructions proposed
so far, for overloaded CDMA. It is important to note that in our discussion throughout
this chapter, we have not included the cases of LDPC [96], even if few of the current
proposals [80, 84] on MUD design for LDS based CDMA are intrinsically meant for the
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Table 5.1: A brief review of the literature on overloaded CDMA systems, where UD-
”Uniquely Decodable”, NUD- ”Non UD”, R-”Recursive”, NR-”Non R”, B-”Binary”, T-”Ternary”,
G-”Generalised”, L- ”Limited”, A-”Arbitrary”, D-”Discrete”, AE- ”Assymptotic Equality”,
NAE-”Non AE”, F-”Fast”, S-”Simplified”, C-”Complex”, HC-”Highly Complex”, NL-”Noise Less”,
N-”Noisy”.
Year Pub. Construction of Signature Matrix DecodingUD/NUD R/NR B/T G/L A/D AE/NAE F/S/C/HC NL/N
2015 [32] UD NR B L D NAE S N
2014 [76] UD NR B L D NAE S N
2014 [58] NUD NR B L D NAE C N
2013 [74] UD NR B L D NAE S N
2012 [81] UD R T L D NAE F N
2012 [73] UD NR B L D NAE C N
2012 [97] UD NR B L D NAE S N
2009 [71] UD NR B G D NAE S N
2006 [35] NUD NR B L D NAE HC N
2005 [66] NUD NR B L D NAE S N
2004 [64] NUD NR B L D NAE HC N
2002 [98] NUD NR B L D NAE HC N
2000 [93] NUD NR B L D AE HC N
1998 [92] UD R B L D AE C NL
1997 [15] UD R B L D AE C NL
1995 [14] UD R T L D AE C NL
1984 [10] UD R T L A AE C NL
1982 [9] UD R T L D AE C NL
1979 [8] UD R T L D AE C NL
LDPC matrix. This is just because of our priority to emphasize on the constructions
meant for the purpose of multiple access only. Conversely, LDPC codes being actually
designed for the purpose of error correction has recently gained the attention towards
its application for overloaded CDMA. However, further exploration on LDPC codes
to design more efficient MUD is a part of our priority for future work.
According to the illustration in Table 5.1, several proposals have already been
explored on the present topic. Nevertheless, the design of the system comprising all
the favorable features i.e.; fast construction, its generalization to other existing UD
sets [71], construction feasibility to arbitrary values of code length [10], design of a
fast [81], efficient, and practically implementable MUD for noisy transmission still
appears an interesting open problem. In other words, our aim to propose a system
with attributes: UD-R-G-A-F-N (according to Table 5.1).
We consider the design of a new set of ternary matrices for overloaded CDMA,
where for the formation of its kth indexed version CNkMk (for Mk > Nk), the
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Table 5.2: Important notations from Table 5.1, and their significance.
Notation Significance
”R-Recursive” Method of construction is usually faster than that of NR
”B-Binary” 2 f1; 1g
”T-Ternary” 2 f1; 1; 0g
”G-Generalized” Construction method applicable to a broad range of matrices
”L-Limited” Construction method applicable to a specific matrices
”A-Arbitrary” Construction is feasible for any value of code length
”D-Discrete” Construction is feasible for specific values of code length
”F-Fast” Complexity order:
Fast << Simplified << Complex << Highly Complex
orthogonal Hadamard matrices of smaller dimensions (Hh for h < Nk e.g.; HTH = hI)
with antipodal binary elements are selected as the basis set. All the proposals in
literature, to achieve overloading, relies on either the method of addition of new
signature columns to the orthogonal set [54], or the tensor product rule subjected
to the smaller optimal sets [73]. In contrast, the proposed construction is governed by
a simple overlapped hierarchy involving the selected basis (optimal or sub-optimal)
set. With no mathematical operations, the construction is easy to realize. We
mathematically prove its UD nature, and derive the generalized criterion for selection
of the basis sets. Interestingly enough, we find that most of the existing UD sets
from literature qualify to be selected as the basis, which further makes our approach
more generalized. For the basis set of smallest dimension (H2), the maximum value
of   2 is achievable. A low complex k-stage decoder is proposed for Hh as the
basis set, where the decoding of h users in each stage is based on the decision vector
search (DVS) algorithm. The algorithm exploiting the unique hierarchy of the available
cross-correlation relies on the logic of MF, followed by few comparisons (if necessary),
and guarantees for the unique detectability as well as low complex nature of the
decoder. For noisy transmission, the degradation in BER is worthy to be overlooked
in contrast to the prominent advantage gained in complexity over the optimum MLD.
With an aim to come up with a m ore simplified substitute of DVS algorithm, we
propose the comparison aided decoding (CAD) approach. Observation shows that the
MUD using CAD despite its relative simplicity performs close to that of the MUD
using DVS technique. Simulation results illustrate the superiority of the proposed
system in BER over other ternary constructions. The expressions to estimate the
complexity, and BER upper bound are also derived for analysis.
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Figure 5.1: Proposed matrices for H2 as the basis set (a) (C1)T (=1) (b) (C2)T (=1.33) (c)
(C3)T (=1.5) (d) (C4)T (=1.6).
Rest of the chapter is organized as follows. Section 5.2 describes the method of
construction of the signature matrix followed by generalization. In Section 5.3, we
study the pattern of MAI, design the MUD using MF as the basis block, and derive
the analytical expression for average BER and complexity. In Section 5.4, the design
of a more simplified MUD using the comparison driven logic is discussed. Section 5.5
covers the discussion on simulation results. Lastly, the conclusions are presented in
Section 5.6.
5.2 HLDS Matrix Design
5.2.1 Method of Construction and Features
Following the system model in (2.1), the synchronous (synchronization corresponding
to both bit and chip) CDMA system model using the proposed ternary UD matrix
with index-k (Ck or CNkMk or C (Nk;Mk;Hh) 2 f1; 0gNkMk) for k 2 Z+ can be
redefined as
y = rk + n
where rk = CkAx is the noiseless received vector for x 2 f1; 0gMk as the input
column vector. The proposed detecting matrix Ck using Hh as its basis can be
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presented as
 
Ck
T
=
26666666664
Hh 0(Nk h)h
1(h 1)h
1(2h 1)h
:::
Hhh
Hhh
:::
0(Nk 2h+1)h
0(Nk 3h+1)h
:::
1(Nk h)h Hhh
37777777775
(5.1)
where (C1)T = Hhh e.g., h 2 f2; 4rg for r 2 Z+ and
Nk = 1 + (h  1)k and Mk = hk (5.2)
Figure 5.1 comprises of the proposed set of matrices with H2 as the basis for
k = 1; 2; 3; 4, where ’+’ and ’-’ denotes for 1 and -1 respectively. Subsequently, it
is logical to classify all the Mk signatures in Ck into k uniform classes (each with h
codes), based on their identical value of Nef (for Nef  Nk) i.e.;
Ck =

Ck1 j Ck2 j    j Ckk

: (5.3)
In (5.3), Cka denotes the class with Nef = Na and Na = 1+ a(h  1), for a = 1; 2; :::; k.
For example, in Figure 5.1 (c), there are three distinguished classes in C3 : C31;C32;C33
with Nef = 2; 3; 4 respectively. If Ck and Ck 1 denote the two consecutive versions
of the proposed matrix with Mk and Mk 1 number of signatures respectively (Mk >
Mk 1 8Nk > Nk 1), then the recursive mechanism leading the formation of Ck from
Ck 1 =

Ck 11 jCk 12 j    jCk 1k 1

can be described as
Ck =

Ck 1 0(Nk Nk 1)Mk 1
 j Ckk (5.4)
From (5.4) and (5.5), the average transmission power of all the users in a class are
equal, and it decreases in the order: from Ckk to Ck1. Other important points about
the construction can be assimilated from Note-1.
Note 1:
 For fixed value of h, the higher value of k results in higher magnitude of Nk, Mk,
and  = k = (Mk/Nk). For H2, H4, H8, H16 as the basis, value of  approaches to 2,
1.33, 1.14 and 1.06 respectively, as k tends to infinity.
 Ck with lower value of h is exposed to a wide range of spreading gain or chip rate
(Nk) and vice versa. For h = 2, the construction validates its feasibility for arbitrary
values of code length Nk = (k + 1) for k 2 Z+ (see Figure 5.1). In other words, it
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further optimizes the rate-capacity trade off 1.
 If two different matrices Ck1 and Ck2 carry identical values of Mk (5.5) e.g.,
Mk1=Mk2 , then for h1 > h2, the outcome k1 < k2 is verified resulting in Nk1 < Nk2
and k1 < k2 .
Mk =

h
h  1

(Nk   1) (5.5)
 To achieve  > 1, the required criterion of h/(h 1) > 1 can be verified from (5.5).
As evident, its impact varies inversely with the values of h (h << Nk) i.e., for the
smallest value of h (= 2), the highest value of   2 can be attained. Similarly, the
higher value of h ( Nk) results in the value of   1. So, the maximum achievable
value of  in this case is two i.e.; 1    2, which can be considered as satisfactory,
provided, the decoder’s design leading to the efficient recovery over noisy transmission
is practically realizable. In Section 5.3, we show the proposed decoder to be simplified
and hence, implementable in design.
5.2.2 Basis Set and its Generalization
For the tensor product based constructions [32, 71, 73, 75] of the large suboptimal UD
sets from the smaller optimal counterparts (core set), the only necessary, and sufficient
criterion to be met for the basis set is its UD nature. On the contrary, for the proposed
generalized construction, it does not suffice for the selection of the basis set. In order
to derive the specific criterion for its selection, first, we present Theorem 1 to validate
the UD nature of the proposed construction over a set of M input symbols  =
f1; 2;    Mg, such that   f1;2;    ; N ; g for  being the linear combination
over the set of algebraically independent numbers (AIN) f1;2;    ; Ng. For an
algebraically independent set, the linear combinations of the numbers with integer
coefficients become zero. For the proof, we take the construction of (5.1), where the
Hadamard set (both orthogonal, and UD) has been considered as the basis set. Later,
from the analysis of the proof, we derive a generalized criterion for selection of the
basis matrix in Corollary-1.
Theorem 1: For Hh being the basis set of construction, the proposed matrix Ck
in (5.1) is uniquely decodable over  .
Proof : To prove the one-to-one transformation of Ck, we follow the contradictory
1rate-capacity trade off refers to the proportional reduction in transmission rate incurred due to
the selection of code matrix with higher spreading gain (Nk) for enhanced user capacity (Mk).
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approach i.e.; forCkAx = 0, we aim to show x = [x1 x2    xk]T = 0Mk1, where xa =
[xa1 xa2    xah]T 2 f gh (for a = 1; 2; :::; k) denotes the input vector corresponding
to Ca.
The proof below includes k sequential steps, where the decision of xa = 0h1 derived
in step-a is the collective outcome of the results derived from previous (a   1) steps.
Now, to show xa = 0h1 in step-a, it is essential to consider the vector comprising the
first Na chips of rk = [r1r2    rNk ] as the input, since for class Cka, Nef = Na.
Start with a = 1, for which N1 = h. So, [r1 r2    rN1 ]T = 0N11 corresponding to
the resultant sum vector
kP
a=1
Caxa = 0 can be expanded as
Hhx1 =  1h(Mk h) [x2 x3    xk] : (5.6)
Likewise, for another set of input x = [x1x2   xk]T for x1 6= x1, we can rewrite (5.6)
as
Hhx1 =  1h(Mk h) [x2 x3    xk] (5.7)
So, (5.6) and (5.7) collectively results in the equality Hhx1 = Hhx1 implying x1 = x1
that is possible only if x1 = x1 = 0h1. This completes the first step.
Now, for a = 2, N2 = (2h   1) and [r1 r2    r2h 1]T = 0(2h 1)1 exposed to the
substitution of x1 = x1 = 0h1 (from previous step) have the following expansion
1(h 1)hjHh
Tx2 + 1(h 1)hj1hhTx3 +   + 1(h 1)hj1hhTxk = 0N21.
The above expression can also be rewritten as
Hhx2 =  1h(Mk 2h) [x3 x4    xk] (5.8)
Hence, the expression in (5.8) has the similar structure to that of (5.6), thus reflects
the uniformity in analysis to be undertaken afterwards. For another set of input x =
[x2 x3    xk]T with x2 6= x2, it is easy to have the equivalent expression corresponding
to (5.7). Next, these two expression also will jointly approve for the equality Hhx2 =
Hhx2 in the same way, that has been achieved involving (5.6) and (5.7). It validates
for x2 = x2 = 0h1, and completes the second step.
Sequentially, similar approach is to be incorporated till a = k where for x1 = x2 =
   = xk 1 = 0h1, the expression [r1 r2    rnk ]T = 0nk1 results in Hhxk = 0h1.
Later, it approves for the equality: Hhxk = Hhxk and proves xk = xk = 0h1.
Finally, combining the decisions on xa from all k-steps, the desired criterion x =
[x1 x2    xk]T = 0 is proved for the initial assumption of CkAx = 0. 
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Corollary 1 (Generalized Criterion for Selection of the Basis Set):
From Theorem 1, in step-a of the proof, the design specific presence of the matrix
1h(Mk ah) plays the vital role in achieving the equality Hhxa = Hhxa, which further
validates for xa to be a zero vector. In particular, the overlapping of the row of Hh
having all 1s in Ca+1 with the trailing row of that in Ca directly contributes to the
existence of 1h(Mk ah), as shown by (5.6),(5.7), and (5.8). Therefore, besides UD
nature, the presence of at least an end row with all 1s is the necessary criterion to be
satisfied by any existing matrices to be considered as the basis set for the proposed
construction. Interestingly, our further retrospective study shows that most of the
existing UD matrices [8–10, 13–16, 32, 71, 73, 81, 92, 99] with high value of  qualifies
the above criterion and thus, our objective of proposing a new approach generalized
construction is fulfilled. 
Note 2: Besides the recursive construction in (5.4), we may also follow the
tensor product rule [71] to generate the proposed UDC sets of larger dimensions
i.e.;
 
H
Ck of size (hNk  hMk). For its decoding, the received (decoding)
vector is to be multiplied by (H 1 
 I) to split the overall recovery problem into
h parallel stages, each of which contributes to the detection of Mk users. Under
such condition, the proposed matrix Ck also plays the role of the so called core
matrix in context of the tensor product based construction, as described in [32].
Now, comparing both the approaches, it is easy to decipher that our approach
of construction offers a higher value of  than that of the tensor product based
construction [71, 73, 74, 76], provided the basis matrix (proposed construction), and
core matrix [32] (later one) remains the same. As the reason, the reduction in value of
Nk due to the overlapping along the spreading dimension (Corollary 1) is to be held
responsible. 
5.3 MUD using DVS
5.3.1 Hierarchy of MAI
Following (5.4), the zero matrix 0(Nk Nk 1)Mk 1 adjoined to Ckk 1 for construction of
Ck splits rk into two sections of unequal length. Its first Nk 1 chips carries the data of
theMk 1 users common to Ck and Ck 1, whereas the last (Nk  Nk 1) = (h 1) chips
have the spread data of the users of Ckk only. Equivalently, a section of the spread
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Figure 5.2: Factor Graph representation of the HLDS C(5; 8;H2) (Figure 5.1 (d)).
data of Ckk exists in the last (h   1), and first Nk 1 = (Nk   h + 1) chips of rk with
zero MAI and MAI from Ck 1 respectively. Recursively, similar logic also holds for
the lower indexed matrices Ca for 1 < a  (k   1).
For better realization of the pattern of MAI, let us take a look at the factor
graph [80] presentation of the matrix C(5; 8;H2) or C4 in Figure 5.2, where x =
[x11 x12 x21 x22 x31 x32 x41 x42] and r = [r1 r2 r3 r4 r5]. As evident, the level of MAI
on the transmitted vector r is the least at the right most chip (i.e.; r5) and manifests
an incremental growth towards the left. For r1 and r2, the MAI is maximum and
at equal level with each other. Under such pattern of distribution of MAI, the most
favorable approach to start the process of decoding is to attempt to recover the input
vector corresponding to x4 = [x41 x42] from the chips under relatively low MAI i.e.;
r4 and r5. Exploiting the recurrent construction, identical interpretation can be made
for the recovery of x3 = [x31 x32], x2 = [x21 x22], and x1 = [x11 x12] from C(4; 6;H2),
C(3; 4;H2) , and C(2; 2;H2) respectively.
5.3.2 Principle of Design
Consider the CDMA system with orthogonal Hadamard matrix, that is also the basis
set for our proposed construction (5.1). Assuming the channel to be noiseless, and the
input symbols to be binary (  f1; 1g), the decoding of all 2h combinations of X
becomes errorless, which is best explained by
x^ = sign (Hhhxh1Hhh) = xh1 (5.9)
where x^ is the decoded (estimated) version of x, and sign( ) denotes the hard
limiter. Now, we propose the design statement of the decoder through the following
(Question-Answer) logic in Table 5.3.
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Table 5.3: Defining the Design Principle.
Question. What if, instead of all the h rows of Hhh in CDMA, the matrix
comprising only the last (h  1) rows (all rows except the one with all 1’s
(Corollary 1)) H(h 1)h is considered for decoding in (5.9).
Answer. Although application of this logic of decoding is successfully verified for
majority of the 2h combinations of x, but not for all. In particular, for the
combination x = 1h1 and  1h1, the decision x^ goes ambiguous, since 
H(h 1)hxh1HT(h 1)h

= 0h1 (see Appendix A).
The explanation in Table 5.3 clearly mentions the challenge associated to recover all
possible input combinations of x, provided, we consider the last (h 1) instead of h rows
for MF decoding (5.9). Hence, this approach becomes unfavorable for conventional
CDMA. However, the ambiguity raised for the particular minority input combinations
(x = 1h1, and -1h1), if somehow resolved will absolutely facilitate the errorless
decoding, and we take this probable logic to build the layout of the MUD. Afterwards,
the term ”ambiguity” strictly refers to the imperfect decision, when only last (h  1)
rows are considered for decoding.
5.3.3 DVS Algorithm
From our discussion on the hierarchy of MAI corresponding to the factor graph (Figure
5.2) in subsection 5.3.1, the only class in Ck that justifies its strongest candidature
for being recovered at the most initial stage of decoding is the last class Ckk. It is
due to the availability of no MAI on it during the last (h  1) chips of rk. Since, the
last (h   1) rows of Ckk completely matches with that of the Hadamard matrix i.e.,
Ckk(h 1)h = H(h 1)h, now, our decoding problem for C
k
k has gained full resemblance
to the design statement. Despite this similarity, the only thing that still affects the
errorfree decoding of Ckk is the condition of ambiguity for xk = 1h1 and -1h1, where
xk  x.
One probable approach to overcome this ambiguity is to verify the decision of x^k for
all possible combinations of the received sub-vectors derived from rk = [r1 r2    rnk ].
Note that for the received vector rk with Nk elements, there exists Nk possible
sub-vectors of different length such that each of them has a common end element (rNk).
A sub-vector of length l from rk simply refers to the last l chips of rk. In overall,
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Table 5.4: DVS Algorithm.
Step 1: For i 2 f1; 2;    ; k   1g, initialize l = (h  1) and evaluate
z = (rk i+1)l1
 
Ckk i+1
T
hl
where (rk i+1)l1 represents the last l chips of rk and 
Ckk i+1

hl represents the last l rows of class C
k
k i+1.
Step 2: If z 6= 0h1, then x^k i+1 = sign (z),
Else modify l as per the following rule and subject z to sign ( ) to have the
final decision.
 For h > 2: Assign l = (h+ 1) to have z 6= 0h1
 For h = 2: Assign l = fh; h+ 1; h+ 2;    ; Nk i+1g in sequence
till z 6= 0h1 is achieved.
out of Nk different combinations of sub-vectors, the present analysis gets limited to
the remaining (Nk   h + 2) number of combinations only i.e.; h  l  Nk. Now, our
strategy is to consider each of them sequentially (from l = h to Nk) with an aim to
discover that specific sub-vector for which the existing ambiguity will vanish, and the
correct decision of x^k can be achieved. That particular sub-vector, therefore, can be
termed as the decision vector (DV) for class Ck.
In Lemma 1, we explain the overall approach of searching for the DV with a better
insight into the role of the active cross-correlation matrix corresponding to class Ck.
This method can be extrapolated to any other class Ca, for 1 < a  k 1, provided, the
received vector ra corresponding to the decoding matrix Ca is known. The generalized
version of this approach is presented in Table 5.4, and termed as the Decision Vector
Search algorithm.
Lemma 1: Consider Ck in (5.1) as the decoding matrix withHhh as the basis set,
and x 2 f1; 1gMk . For detection of the last class Ckk, there always exists a DV  rk
of length l for 1  l  Nk, corresponding to each of the 2Mk combinations of x.
For the proof, please refer to Appendix A.
5.3.4 Design of MUD (DVS)
The overall design of the MUD (DVS) followed by the proof of its errorless feature (in
Theorem 2) are discussed below.
Theorem 2: ForCk denoting the kth indexed matrix of the proposed HLDS matrix
in (5.1), the decoding of x 2 f1; 1gMk from rk, using the DVS algorithm is errorless.
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Table 5.5: l versus Number of Combinations for decoding of Ck, where s = 2Mk 1   2(2Nk 5),
h = 2.
l 1 2 3 4 ... Nk   1 Nk
Number of Combinations 2Nk 1 s s/4 s/16 ... 6 2
Proof : The proof is simple and based on induction on k. From (5.3) and (5.4), rk
as the summed contribution of the received vectors from k different classes of Ck can
be expressed as
rk =
kX
a=1
rNa for rNa = CkaAaxa (5.10)
where Aa = Ihh, xa 2 x = [x1x2   xk]T . In Lemma 1, we have already shown
that subset-Ckk can be extracted from rk without any error (x^k = xk), which can be
considered as the first stage of decoding (i = 1). Next, its IE on other existing classes
is evaluated as i = Ckkx^k. The estimated interference i is then subtracted from rk to
produce rk 1 such that 
rk 10(h 1)1

= [rk   i] :
Now, following the recursive structure in (5.4), rk 1 denotes the received vector for
Ck 1 i.e.; rk 1 = Ck 1Ak 1x(Mk h)1, whose last class is Ckk 1. Hence, rk 1 if exposed
to the proposition of Lemma 1 results in the errorless decoding of xk 1. This becomes
the second stage of decoding (i = 2). Without loss in generality, this sequence of
Detection (of a class)-Estimation (of its MAI on other classes)-Cancellation (of the
estimated MAI) is continued until class-Ck1 gets retrieved from the respective decoding
vector r1 = C1A1x1 in the kth stage (i.e.; i = k). This completes the proof. For better
organization of the above analysis, i is used to indicate the decoding stage, and hence
termed as decoding index. 
From the proof of Theorem 2, the length of the decoding vector rk i or Rank of the
decoding matrix Ck i, after stage-i gets reduced by (h 1). In general, for decoding of
Ckk i+1 in stage-i, the dimension in terms of the length of the decoding vector becomes
Li = Nk   (i  1)(h  1) = Nk i+1. Thus, L1 > L2 >    > Lk, for i = 1; 2; :::; k.
In Table 5.5, we present the l versus Number of Combinations layout for Ckk that
we will use for deriving the expression for the upper bound of the BER in the next
section.
Corollary 2 Availability of Enhanced Diversity for h > 2: From step 2 of DVS,
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Table 5.6: MUD (DVS) for AWGN Channel.
Step 1: Allow y in (1) to pass through a (Mk + 1)-ary ADC to deliver
yAD = [y1 y2    yNk ]
where the Range of constellation of the ADC is [0;2;4;    ; (k   j)h]
 for y((j+1)h j) (h 2) to y((j+1)h j), when j=1,2,...,(Nk   1)
 for y((j+1)h j) (h 1) to y((j+1)h j),when j=0.
Step 2: For stage-i (1 < i  k   1), determine
 ii = Ck i+2x^k i+2
 yiAD =
h
yi1 y
i
2    yiNk i+1
i
, such that

yiAD 0(h 1)1

=

yi 1AD   ii

(For i = 1, y1AD = yAD, i1 = 0Nk1)
Step 3: For stage-i, x^k i+1 for Ckk i+1 is recovered by application of DVS algorithm,
where rk is to replaced by yiAD.
Step 4: Go to step-2, and repeat the sequence till Setp 3, for i = i+ 1.
(As an exception, for i = k, x^k = ykADCk1, where Ck1 = Hh.
Finally, x^ = [x^1 x^2    x^k]T is the decoded input vector
for h > 2, the value of l required to resolve the ambiguity in the worst possible case
is (h + 1). However, our further investigation also verifies the existence of values of
DV with l beyond (h+ 1). It is because, the factor that notably controls the decision
of lmax(ambg:) (> lmin(ambg:) = (h + 1)) is, in fact, the level of MAI from more number
of classes (unlike only one class for lmin(ambg:) i.e.; Ckk 1). Since with the increase
in l (> lmin(ambg:)), the number of classes contributing to rk also increases. Under
such conditions, a particular value of l is reached at which the overall MAI becomes
dominant enough to affect the decision of x^k i+1, subtracting unity (i.e.; 1) from which
gives the value of lmax(ambg:). For C (Nk;Mk;Hh) with k approaching to infinity, having
lmax(ambg:) < Nk is obvious. Finally, for h=4 and 8, lmax(ambg:)= 10 and 26 respectively,
and for h > 8, lmax(ambg:) = (4h 7). 
So, implementation of the DVS algorithm with lmax(ambg:) offers better diversity
(degree of freedom) in terms of more number of chips involved for decision making. It
becomes advantageous in enhancing the overall BER performance, as shown in Figure
5.11.
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Figure 5.3: Block Diagram of the Proposed MUD (DVS).
So far, our discussion on decoding was limited to the noiseless transmission. The
steps in Table 5.6 in correspondence with Figure 5.3 reveals the sequential steps devised
for detection over AWGN channel.
5.3.5 Performance Analysis
5.3.5.1 Bit Error Rate
In this section, we analyze the error performance of the decoder for AWGN channel.
The input system is considered to be binary, and the proposed code sets (5.1) as
the encoding matrices. While for noiseless applications, the decoder offers errorless
recovery (Theorem 2), the loss in this behavior for noisy environment is only due to the
error (for yAD 6= rk) induced during the analog to digital conversion in step-1 of the
decoder in Table 5.6. Due to the sequential nature of decoding (the class with lower
Nef is recovered only after decoding of that with higher Nef ), the BER performance
of the latter being improved than that of the former is easily predictable e.g.;
P 1e < P
2
e <    < P ke (5.11)
where P ie denotes the average BER for stage-i. Assuming the system to be fully loaded,
we derive the following upper bound (UB) for the average BER of Ck e.g.,
Pe(avg) 

1/k
 
P 1e +
k 1X
i=1
P ie + P
1
e
 
(k   1) 
k 1X
i=1
P ie
!!
(5.12)
where P 1e denotes the BER for stage-1 or Ck that is shown to be the minimum value,
according to (5.12). Subsequently, the worst case BER upper bound for the stage-i
(P ie) in terms of that of the stage-(i  1) (P i 1e ) can be expressed as
P ie  P i 1e +
 
1  P i 1e

P 1e : (5.13)
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For h > 2
P 1e = 1/h
 
2 Mk

E(z)

h2(Mk h)

1  P (z)h+1

+ 2Mk
 
1  h2 h 1  P (z)h 1;
(5.14)
for h = 2
P 1e = 2
 (Mk+1)E(z)
266664
2(s+2
2Nk+5) (1  P (z))+
2
s/20
 
1  P (z)2+ 2s/22  1  P (z)3+ 2s/24  1  P (z)4+   
+2

1  P (z)Nk

377775
(5.15)
In (5.14), and (5.15), E(z) =

P (z)
1 P (z)

, j = (2Mk 1   22Nk 5), and P (z) = 2Q

1/

 
Q2

1/

represents the probability of error associated with each of the participating
chips in decision making for Q (x) =
xR
0
1/p2e
 

t2/2

dt. In (5.15), the first and second
term relates to the decision of Ckk from l = (h+1) and (h  1) respectively. Similarly,
each term in (5.16) corresponds to l = 1; 2; 3; :::; Nk with reference to Table 5.5. For
derivation of (5.15) and (5.16), please refer to Appendix B.
5.3.5.2 Complexity
To evaluate the complexity for Ck, we take the maximum loading conditions (i.e.;
h = 2), and define complexity in terms of multiplications (Smul), additions (Sadd), and
comparisons (Scmp). First, following Table 5.6, we divide the process of decoding
in each stage (1  i  k) of MUD into two major steps i.e.; DVS algorithm,
and interference estimation and cancellation (IEC). For each stage (stage-i), we
calculate the number of multiplications (Simul), additions (Siadd), and comparisons
(Sicmp) involved with respect to all possible input combinations e.g.; Simul = Simul(DV S)+
Simul(IEC), Siadd = Siadd(DV S)+Siadd(IEC), Sicmp = Simul (as Sicmp(IEC) = 0, and it is trivial
to show Sicmpi = Smuli). Then, we average their (Simul or Siadd or Sicmp) whole sum of over
k (number stages) to reach a suitable value that describes the corresponding average
complexity of the whole system i.e.; Savgmul =
kP
i=1
Simul, Savgadd =
kP
i=1
Siadd, Savgcmp =
kP
i=1
Sicmp.
In Table 5.7, we illustrate the l versus Number of Combinations layout for the
decoding of the whole matrix Ck, where each row corresponds to a specific class (Table
5.5). For example, the first, and last row represent the decoding of Ck (Table 5.5),
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Table 5.7: l versus Number of Combinations for decoding of Ck =
h
Ck1 jCk2 j : : : jCkk
i
, where
s = 2Mk 1   2(2Mk 5), h = 2, and ”-” stands for ”Not Applicable”.
l 1 2 3 : : : Nk   1 Nk i
comb:
No of 2Mk 1 s s
22
: : : s
2Mk 4 2 1
2Mk 3 s
22
s
24
: : : 2 - 2
2Mk 5 s
24
s
28
: : : - - 3
:::
:::
:::
:::
:::
:::
:::
23 s
2Mk 4 2 - - - k   1
21 2 - - - - k
and C1 respectively. Finally, following the layout of Table 5.7, the value of Smuli(DV S),
and Saddi(DV S) can be estimated by the following expression.
Simul(DV S) = 2
Mk i+1
Nk i+1P
l=1
(No of comb:)l l
Siadd(DV S) = 2
Mk i+1
Nk i+1P
l=1
(No of comb:)l (l   1)
Likewise, the number of multiplications, and additions involved in IEC for iteration-i
are estimated to be
Simul(IEC) = S
i
add(IEC)
= Nk i+1 for i < k
Lastly, combining all the terms (above), the value of Savgmul, and Savgadd are derived to be
Savgmul =
26666664

k/2

+ 
1  2 3 2(k 1)
20
+ 3(k 2)
22
+   + Nk 1(1)
2Mk 4

+
2
NkX
i=2
i
22i 2+
NkX
i=3
i
37777775 (5.16)
and
Savgadd =
26664
 
1  2 3 2(k 1)
20
+ 3(k 2)
22
+   + Nk 2(1)
2Mk 4

+
2
Nk 1X
i=2
i
22i 2+
NkX
i=3
i
37775 (5.17)
Note that the above expressions are derived for the noiseless case only. For noisy
scenario, the variation in their final value is random, but marginal depending on the
error introduced at ADC (in step-1) for yAD 6= rk.
Note 3: Following Figure 5.1, for the maximum loading condition (for h = 2), it
is easy to estimate the interference vector ii in Table 5.6 directly from the pattern
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Figure 5.4: Sequential Flow Diagram for MUD (CAD) (Table 5.8).
of the signature elements (1,-1, 0) of class-i, provided the value of xk i+2 is known.
Therefore, the demand for computing Simul(IEC) , and Siadd(IEC) no more exists, and it
adds further simplification to the MUD’s design.
Note 4: While design the structure of the DVS algorithm (Table 5.4), we have
assumed the system to be fully loaded i.e., x 2 f1; 1gMk . However, the possibility
of at least one of the h users in a class becoming inactive still exists. In such case,
the decoding even gets further simplified, as l = (h   1) (in step 1) suffices for the
recovery with no case of ambiguity raised. In other words, no further demand of step
2 (in DVS) is required.
5.4 MUD using CAD
5.4.1 Principle of Design
In this section, we present the structure of another type MUD for the proposed
construction forH2 as the basis. The DVS based MUD discussed in Section-5.3 exploits
the available hierarchy of MAI advantageously to facilitate the MF blocks to decode
the input bits of each class with no error for noiseless applications. Our further study
reports that there also resides a particular pattern in the constellation values of the
chips associated with the transmitted sum vector (i.e.; rk in (5.1)), which if suitably
leveraged will translate the decoding logic of each class into a comparison driven one.
Accordingly, it is named as comparison aided decoding and subsequently, we call the
overall process of decoding as MUD (CAD). Prior to proposing the decoding algorithm
for noisy transmission in Table 5.8, we present the following theorem to prove errorless
behavior of the decoder in absence of noise. First, we propose Lemma 2 to supplement
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Table 5.8: MUD (CAD) Algorithm for AWGN channel.
Step 1: Allow y in (1) to pass through a (Mk + 1)-ary ADC to deliver
yAD = [y1 y2    yNk ]T
where yj 2 f0;2;4;    ; (2Nk   2j + 2)g for 1 < j  Nk
and
Range (y1) = Range (y2)
Step 2: For stage-i (1 < i  k), Find
 ii = Ckk i+2x^k i+2 =

u1(Nk i)v
T
where u1(Nk i) = [u u    u]1(Nk i) for u = (x^2Nk 2i 1 + x^2Nk 2i), and
v = (x^2Nk 2i 1   x^2Nk 2i), where x^k i+2 = [x^2Nk 2i 1 x^2Nk 2i]T and
 yiAD =
h
yi1y
i
2    yiNk i+1
iT
e.g.,

yiAD 0(h 1)1

=

yi 1AD   ii

(For i = 1, y1AD = yAD, i1 = 1Nk1)
Step 3: For yiAD
If yi1 = 2(Nk   i) then [x^1; x^2    x^2Nk 2i 1; x^2Nk 2i]T = [1]2Nk 2i1,
Else Ifyi1 =  2(Nk   i) then [x^1; x^2    x^2Nk 2i 1; x^2Nk 2i]T = [ 1]2Nk 2i1.
(Thus, xk is completely decoded and no need of any further stages.
Otherwise, follow Step 4).
Step 4: For yiAD, traverse from its chip  (Nk   i+ 1) to chip  1 and
decipher chip  p, such that yiAD(p) 6= 0 and verify the following.
If yp1 = 2 or 4 then (x^2Nk 2i 1; x^2Nk 2i) = (1; 1)
Else if yp1 =  2 or   4 then (x^2Nk 2i 1; x^2Nk 2i) = ( 1; 1)
Go to Step 2 and repeat the sequence of steps for stage-(i+ 1).
(Finally, x^ = [x^1x^2    x^k]T is the decoded input vector)
the proof in Theorem 2 (in 5.3.4).
Lemma 2: The first non-zero element encountered during the traversal from
chip-Nk to chip-1 of the transmitted total sum vector rk suffices for the errorfree
decoding of the last class in Ck i.e., Ck.
For the proof, please refer to Appendix C
5.4.2 Complexity
From step-2 of CAD, the prevailing pattern among the signatures of each class can be
exploited to make the estimation of ii void of multiplications. Therefore, the overall
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complexity gets limited to comparisons and additions only. Here, we consider the
noiseless case for estimation of the complexity. For noisy scenario, the variation is
highly marginal depending on the error introduced at ADC (in step-1) for yAD 6= rk.
For calculation of the total number of comparisons (PX), the input vector x can
be split based on the decision making steps i.e.; x = fxstep 3jxstep 4g. In other way,
k = p+ q, where p and q indicate the number of classes included in xstep 3 and xstep 4
respectively. Thus,
(Scmp)x = (Scmp)xstep 3 + (Scmp)xstep 4 : (5.18)
In (5.18), (Scmp)xstep 3 = 1, if and only if x contains a series of 1 or  1 for consecutive
classes starting from x1 i.e., x1 = 121or  121, [x1 x2] = 141or  141, [x1 x2 x3] =
161or   161, : : : , [x1 x2 x3   xk] = 1Mk1or   1Mk1 for which p = 1; 2; 3; : : : ; k
respectively. Otherwise, (Scmp)xstep 3 = 0. Unlikely, the value of (Scmp)x(step 4) is the
sum of all the comparisons needed for each stage individually, where step-4 is required
for decoding. So, inclusion of more classes to xstep 3 in turn minimizes the number
of calls made to step-4 (i.e., q) and thus simplifies the overall decoding. Interestingly,
for xstep 3 = x i.e., (Scmp)x = 1, which implies that only a comparison decides for the
input vector x^.
Similar to (Scmp)x, total number of additions (Sadd)x is also input combination
variant. However, the noteworthy point is that addition operation is demanded only
for the decoding of the q consecutive classes of xstep 4. As evident from Table 5.8,
decoding in such case is achieved by the joint contribution of step-2 and step-4. Where
step-2 is meant for estimation and cancellation of the interference, step-4 process the
outcome of step-2 to offer the final decision. Thus, we can express (Sadd)x as
(Sadd)x = (Sadd)IE + (Sadd)IC (5.19)
where (Sadd)IE=2q= number of additions for IE and (Sadd)IC =
qP
e=1
Nk e+1= number
of additions involved in q stages of IC. For better perception of the overall simplicity of
CAD, a comparative study of complexity with respect to optimum MLD is presented
in Table .
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Table 5.9: Complexity Analysis: MUD (CAD) versus MUD (DVS) versus Optimum MLD.
MUD Type Size Savgmul Savgadd Savgcmp
MUD (CAD) 4x6 Nil 2.3 6.58x14 Nil 10.4 17.2
MUD (DVS) 4x6 9.69 3.7 7.368x14 24.66 14.09 19.95
Optimum MLD 4x6 2
6(4 6) 26(4 6) 27
8x14 214(8 14) 214(8 14) 215
Figure 5.5: BER versus (Eb/No) performance for C(4; 6;H2), C(8; 14;H2): Optimum MLD versus
MUD (DVS) versus MUD (CAD).
5.5 Simulation Results
Here, we discuss the BER versus (Eb/N0) performance of the system, assuming the
channel to be AWGN. Also, the system is assumed to be BPSK modulated and
perfectly power controlled.
Figure 5.5 offers an overview of the performance of proposed MUD (DVS) as
compared to that of optimum MLD [41]. For simulation, the code sets C(4; 6;H2),
C(8; 14;H2) ( = 1.5 and 1.75) are chosen. The observation shows the BER
degradation of the proposed decoder to be nominal, and worthy to be overlooked
due to the prominent advantage achieved in terms of its design simplicity (Table 5.9).
Moreover, the degradation in error performance of the proposed MUD (CAD) (in
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Figure 5.6: BER versus (Eb/No) performance for individual classes in C(10; 12;H4) =
C31 j C32 j C33

(9), using MUD (DVS).
Section 5.4) is found to be negligible, while its simplicity over the former counterpart
is easily realizable from Table 5.9.
Figure 5.6 illustrates the BER response of different classes of C(10; 12;H4). The
intention is to study the variation in error performance with the change in average
transmission power. From the observation, even if the class with lower value of Nef
is less error protected than that with higher value (5.11), the deviation is found to be
acceptable.
In Figure 5.7, the error performance of the decoder subjected to different loading
conditions is analyzed by continuously varying , while keeping h fixed. To ensure
the maximum loading condition, h = 2 is set (Note 1). Four different code sets
C(2; 2;H2), C(4; 6;H2), C(13; 24;H2), C(64; 126;H2) ( = 1; 1:5; 1:84; 1:97) are
chosen for simulation. Also in each case, the derived upper bound is plotted for
the comparison purpose. Besides, the case of C(2; 2;H2) ( = 1) is included as the
performance bound (benchmark). Following the observations, with increase in value
of , although there exists a rise in the level of BER, the degradation is found to be
negligible. At high loading condition ( = 1:96), the sacrifice in (Eb/N0) as compared
to  = 1 (performance benchmark) remains < 1 dB only. Also, with the lowering
of  (or k), the theoretical upper bound approaching close to that of simulation is
also traced resulting in a complete overlap for  = 1. In contrast, for higher values
of , this deviation is significant for which the worst case assumptions during the
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Figure 5.7: BER versus (Eb/No) performance variation with change in , for H2 as the basis set,
using MUD (DVS)
formulation of the upper bound in (5.13) is to be held responsible.
Figure 5.8 reflects the BER versus (Eb/N0) behavior for MUD (DVS), when a
specific value of Mk is to be attained for different values of h. To have Mk =
16, the matrices C(16; 16;H16), C(15; 16;H8), C(13; 16;H4), C(9; 16;H2) ( =
1; 1:06; 1:23; 1:77) are constructed. The intention of appointing C(16; 16;H16) is to
establish the performance bound for comparison. For fixed Mk, the higher values of
h leading the construction results in lowering of k, and hence . Subsequently, the
gradual enhancement in the error performance is visualized due to the rise in spreading
diversity.
In Figure 5.9, three different systems: the proposed system, GCO with SMLD [71],
and logical signature matrix (LSM) [81] with LD [100] are subjected to comparison.
All the matrices are of ternary type, and size (8 14) i.e;  = 1:75. For comparison,
we also plot the performance of the proposed system for C(64; 126;H2) (i.e.;  =
1:97), using MUD (DVS). It is observed that for lower values of (Eb/N0)  5dB, the
BER level of the proposed system behaves close to that of GCO. However, at higher
levels of (Eb/N0), the proposed system outsmarts that of GCO. For the better error
performance, the efficiency of the DVS in exploiting the orthogonality of the basis sets,
and implementation of ADC to preserve the received constellation plays the major role.
As compared to LSM, the proposed system consistently maintains its superiority in
BER throughout the scale of (Eb/N0) at the cost of rise in complexity by acceptable
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Figure 5.8: BER versus (Eb/N0) performance comparison for Mk = 16 realized through H4, H2,
H8, and H16 as the basis set, using MUD (DVS).
margin. Besides, the convergence in BER for the proposed system is also observed for
higher values of (Eb/N0), even at high loading condition ( = 1:97). It is due to the
use of ADC for which at high value of (Eb/N0), the system behaves close to that of
the noiseless case (yAD  rk).
In Figure 5.10, the BER performance of the extended code sets (Note 2) is analyzed
while keeping the system capacity fixed. To have equal capacity (hMk = 96), the
proposed code sets C(4; 6;H2), C(7; 12;H2), C(13; 24;H2) are indulged corresponding
to H16, H8, H4 respectively. For hMk being fixed, having the smaller Hh (larger Ck)
results in rise of , costing the level of (Eb/N0) by small margin. In addition, it
is observed that the target capacity being fixed, the system realization through the
extended matrices [71] offers better scope for BER over the proposed system with
C(49; 96;H2), using MUD (DVS).
In Figure 5.11, the simulation study shows the impact of the enhanced diversity
(Corollary 2) on the overall BER performance. We consider C(10; 12;H4), and
C(13; 16;H4) for simulation and MUD (DVS) at the receiver. For the improvement, we
have considered the maximum allowable diversity l = lmax(ambg:) = 10, and results are
compared with that of the regular one (l = lmin(ambg:) = 5 for H4). To our expectation,
the respective gain in recovery performance is observed for l = lmax(ambg:).
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Figure 5.9: BER versus (Eb/N0) performance for the systems with Ternary UD Matrices of size
(8 14): HLDS (MUD (DVS)), GCO (SMLD) and LSM (LD).
5.6 Summary
In this chapter, we investigated the problem of design a new family of generalized
ternary matrices for overloaded CDMA. First, we introduced the method of
construction both recursive, and non-recursive. We proved its uniquely decodable
nature, and derived the generalized criterion for selection of the basis sets. Later, we
showed the qualifying nature of most of the existing UDC sets to meet this specified
criterion. The overall method of construction was driven by an overlapped hierarchy
involving the basis sets, and has faster implementation over other available approaches.
For orthogonal hadamard sets Hh as the basis of construction, we introduced the
MUD (DVS), whose operation in each stage was supervised by the proposed DVS
algorithm. In fact, it was the advantageous cross-correlation hierarchy generated due
to the unique encoding feature of the Hadamard sets (besides orthogonality), which
granted the errorless nature of the decoder in the absence of noise. Also, we validated
its proof, mathematically. The expressions to estimate the complexity, and BER upper
bound were derived. For H2 as the basis, the system presented the maximum loading
condition (  2), and feasibility of construction for arbitrary values of code length
(Nk 2 Z+). From the derived expressions, we found the complexity of the proposed
MUD (DVS) to be highly insignificant as compared to the optimum MLD. Yet, any
significant deviation in the error performance was hard to observe. Simulation results
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Figure 5.10: BER versus (Eb/N0) performance of the extended matrices of uniform capacity hMk =
96: H4 
C(13; 24;H2), H8 
C(7; 12;H2), H16 
C(4; 6;H2) (Note 2).
validated for its superiority in BER over other equivalent systems using the ternary
code sets: LSM (LD), and GCO (SMLD). Also, the complexity analysis showed the
decoder to be more favorable over SMLD. For h > 2, the scope of maximum available
diversity for BER improvement was verified through simulation. Lastly, we proposed
the MUD (CAD) algorithm which despite of its simplicity regarding the comparison
driven logic achieves the BER performance, very close to that of the proposed MUD
(DVS).
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Figure 5.11: BER versus (Eb/N0) performance improvement for lmax(ambg:) using MUD (DVS), for
H4 as the basis set (Corollary 2).
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Conclusions
In this chapter, we summarize the overall contribution followed by presenting the
limitations and possible scope of future work.
Chapter 1 emphasized on the background study on overloaded CDMA where the
existing literature associated with the relevant constructions of UD matrices, role
of TSC and it’s bounds, existing MUD designs and challenges associated with their
implementation, and moreover, the construction and decoding of LDS matrices were
discussed. This analysis, later on, led to the formation of the problem statement
followed by listing down of the objectives.
Chapter 2 presented the variants of ternary signature matrices for overloaded
CDMA (i.e.; TSMOS (Type I, Type II, Type III, and their mixed counterparts) which
projected a hierarchy based correlation pattern. The recursive construction of the
matrix was fundamentally guided by the structure of the basis set, which was carefully
chosen from the existing literature. At the cost of sacrificing the asymptotic equality,
the final matrix generated (with a capacity to achieve   2) was shown to produce a
twin tree hierarchical correlation pattern among its subsets. The equality in the level
of MAI for both left and right child delivered a uniform structure to the overall tree
hierarchy, which consistently approved the necessary condition (i.e.; PA > TPC) for
the errorfree decoding of each subset using MF. As a result, the overall design of the
MUD using MF as the core block of design became simplified leading to the recovery
of each subset with no error for noiseless transmission. Further, we uncovered the
complementary nature of the 50% signatures of the binary (Hadamard) subset, which
further led to their optimality for transmission delay of td = 0:5Tc, between the binary
and ternary subsets. Also, we verified the periodic nature of occurrence of the optimal
behavior and existence of EDP. For noisy transmission, the BER performance of the
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TSMOS was observed to outperform that of the WBE, and random binary sequence set
with an improved design of MUD. Besides, due to the optimized control over the MAI,
the improvement in its average error performance over that of the O/O CDMA was also
easy to speculate. As compared to the binary GCO set using SMLD, the degradation
in BER performance of the TSMOS was found to be acceptable when compared with
the gain rendered in the proposed MUD concerning its simplicity. Our intention to
analyze the error performance of individual subset provided us a more accurate study
of their performance. By and large, the overall design of the MUD was found to be
far simplified over the existing iterative architecture involving SIC, PIC, HIC, and
SMLD. Therefore, the outcome of discussion of the whole system was interesting, as
it validated the fact that design of signature matrices with improved cross-correlation
pattern can be an efficient alternative to overcome the excessive complexity of the
MUD for overloaded CDMA system and achieving acceptable quality of recovery at
the same time.
Chapter 3 focused on the non-ternary version of SMOS, also known as 2k-ary SMOS
or 2k-SMOS. Unlike TSMOS, twin tree hierarchy correlation pattern involving the
binary subsets were nonuniform in nature. As a result, the left and right child at each
level was exposed to different levels of MAI, thus leading to the classification of the
BER analysis of each of its individual subsets into two sections. Moreover, with no
complementary feature, the construction allowed the existence of Nk
2
number of optimal
users in the largest (Hadamard) subset. Using the concept of suitable anomalies
and trade-off, we reasonably validated the difference between the performance of the
ternary and 2k-ary. Despite the prominent edge regarding optimality of the specific
users, proclaiming the 2k-ary to be superior over ternary appeared to be illogical, since
the outcome of our attempt for recognizing either of them as superior was later found
not to be mutually exclusive. This inference became more vivid from our observations
when for a fixed loading condition, the superiority of any of them hardly retained the
uniformity for all the constituent subsets. Therefore, evidently enough, superiority
in this context became a conditional entity. However, with a difference, for the
maximization in loading capacity to be 150% ( = 1:5 i.e.; the first two subsets
being active), the superiority was found to be exclusively possessed by the 2k-ary.
117
Conclusions
Chapter 4 , can be considered as an overall generalization to the concept of SMOS.
The idea of proposing the HSMOS, as a combination of the TSMOS and 2k-SMOS,
resulted in variety of structures following the top  to  bottom and bottom  to  top
approach. For each case, for the construction of SMOS with k subsets, k different
structures were found to exist. Each of them (including TSMOS and 2k-SMOS)
projects a different level of BER for the individual subsets and the variation observed
was straight due to the change in the status of the inequality (PA >TPC) controlling
the quality of detection of the proposed MUD using MF. The transition in the status
the inequality for the left and right child, for each configuration, was offered an in-depth
analysis. Also, the observation from the analysis of the inequality were found to be
matched with that of the simulation results.
Chapter 5 was about a new family of generalized LDS matrices for overloaded
CDMA. First, we introduced the method of its construction, mathematically proved
its UD nature and derived the generalized criterion for selection of the basis sets. Later,
we showed the qualifying nature of most of the existing UD sets to meet this specified
criterion. The overall method of construction was driven by an overlapped hierarchy
involving the basis sets and has faster implementation over other available approaches.
For orthogonal Hadamard sets Hh as the basis of construction, we introduced a MUD,
whose operation in each stage was supervised by the proposed DVS algorithm. In
fact, it was the advantageous cross-correlation hierarchy generated due to the unique
encoding feature of the Hadamard sets (besides orthogonality), which granted the
errorless nature of the MUD (DVS) in the absence of noise. Also, we validated its
proof, mathematically. The expressions to estimate the complexity and BER upper
bound were derived. For H2 as the basis, the system presented the maximum loading
condition (  2), and feasibility of construction for arbitrary values of code length
(Nk 2 Z+). From the derived expressions, we found the complexity of the decoder to
be highly insignificant as compared to the optimum MLD and SMLD. Any significant
deviation in the error performance was hard to observe. Simulation results validated
for its superiority in BER over other equivalent systems using the ternary code sets
i.e.; LSM (using LD), and GCO (using SMLD). For h > 2, the scope of maximum
available diversity for BER improvement was verified through simulation. Lastly, we
further transformed the structure of the MUD (DVS) to a more simplified one (i.e.;
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MUD (CAD)), where mere comparisons were found to suffice for the recovery of the
input vector with marginal degradation in error performance as compared to the MUD
(DVS).
Limitations: The limitations of our contribution in this thesis can be listed down
as follows.
 The degradation in the error performance of the variants of SMOS matrices for
multi-path fading channels is apparent.
 Likewise, the deterioration in the error performance is also expected under
imperfect power control transmission condition.
 Also, expecting the rise in the error performance for fully asynchronous
transmission is inevitable.
 Particularly, for HLDS construction under multi-path fading channel, the
efficiency of the use of ADC to restore the transmitted symbols at the receiver is
prone to destruction, which, subsequently, will lead to BER degradation.
Future Work: As a part of the future works, we consider the following.
 To study the performance of the proposed UD matrices (SMOS, HLDS) for
non-ideal channel conditions e.g.; imperfect power control conditions, multi-path
fading channel, etc..
 To analyze the impact of HLDS towards the PAPR reduction in OFDM
architecture.
 To study the performance of HLDS based overloaded CDMA with that of the
LDPC based CDMA system and compare under OFDM platform.
 To construct improved code designs and MUD for SCMA applications.
Chapter A
Appendix A: Proof of Errorless
nature of DVS Algorithm
We divide the proof into two sections i.e., for h > 2 and h = 2, since there exists a
variation in the pattern of their cross-correlation matrices.
A.0.1 For h > 2
In order to have the cross-correlation matrices of the lowest dimension for analysis, we
keep the proposed matrix simple (k = 1) i.e.; C(7; 8;H4). Later, we reveal that for
higher values of k, the analysis also produces the similar outcome. Since, we access
the orthogonality of the generalized Hadamard construction H2k+1 =
24 H2k H2k
H2k  H2k
35
for k 2Z+, application of the following method to other values of h (> 4) is obvious.
Table A.1 presents the cross-correlation matrices involved in decoding.
Correspondingly, Table A.2 shows the decision logic involving the cross-correlation
matrices in Table A.1. We intend to show the decoding of Ckk to be errorless. So,
following Table 5.4, our approach is to start the analysis from l = (h   1), and
continuously increment l by 1, till all possible combinations of xk are determined.
 For l = (h  1), decoding of Ckk can be achieved by multiplication of (Ckk(h 1h))T
with rk(h 11) = Ckk(h 1h)xk(h1) (Table A.2 (E11)). Onwards, simply (E11) will be
used instead. The same also holds for all other rows in Table A.2. h 1 denotes the
peak auto correlation matrix for Ckk(h 1h) . Substitution of h 1 from Table A.1 in
(E11) gives decision for x^k. Due to the symmetry among the elements of h 1, any of
the h elements of x^k = [x^k(1) x^k(2)    x^k(h)] in (E11) can be considered to test the
impact. We choose x^k(1) for this purpose, whose expanded view is presented in (E12).
Afterwards, for other values of l > (h  1), we incorporate the similar approach.
From (E12), decoding of x^k(1) is unambiguous for all 2Mk combinations of x except
when xk(1) = xk(2) =    = xk(h). It is because, for these combinations, the input
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Table A.1: Cross Correlation Matrix with respect to class Ckk for h = 4
h 1 =

(Ckk(h 1h))TCk(h 1h)

= (h  1)
2664
uh 1 vh 1 vh 1 vh 1
vh 1
vh 1
uh 1
vh 1
vh 1 vh 1
uh 1 vh 1
vh 1 vh 1 vh 1 uh 1
3775
h =

(Ckk(hh))TCk(hh) j (Ckk 1(hh))TCk(hh))

= h
2664 I j
uh  uh  uh uh
uh  uh  uh uh
uh  uh  uh uh
uh  uh  uh uh
3775
h+1 =

(Ckk(h+1h))TCk(h+1h) j (Ckk 1(h+1h))TCk(hh))

= (h+ 1)
2664
uh+1 vh+1 vh+1 vh+1
vh+1 uh+1 vh+1 vh+1
vh+1 vh+1 uh+1 vh+1
vh+1 vh+1 vh+1 uh+1
j
2vh+1 0  2vh+1 0
2vh+1 0  2vh+1 0
2vh+1 0  2vh+1 0
2vh+1 0  2nvh+1 0
3775
where xh 1 = xk and xh+1 = xh = [xkxk 1]T
Table A.2: Decision logic for h = 4 (derived from Table A.1)
(E11) x^k = sign (h 1xh 1)
(E12) x^k(1) = sign (3xk(1)  (xk(2) + xk(3) + xk(4)))
(E21) x^k = sign (hxh)
(E22) x^k(1) = sign (4xk(1)  (xk(3)  xk(4)  xk 1(1) + xk 1(2)))
(E31) x^k = sign (h+1xh+1)
(E32) x^k(1) = sign (5xk(1) + (xk(2) + xk(3) + xk(4)) + 2 (xk 1(1)  xk 1(3)))
where xh 1 = xk and xh+1 = xh = [xkxk 1]T
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element to sign ( ) becomes zero producing decision ambiguity. To overcome this, let
us consider for l > (h  1).
 For l = h, rk(h1) = Ckk(hh)xk + Ckk 1(hh)xk 1 . So, the equivalent expression
for x^k is given by (E21). Replacing h from Table VII in expression for x^k in (E22)
reveals that the presence of interference from Ckk 1 as xk 1(1) and xk 1(2), in deed,
makes the decision ambiguous.
 For l = (h + 1), repeating the similar approach finally resolves the problem
of ambiguity completely. We can verify it from the expression of x^k(1) in (E32)
corresponding to h+1 in Table A.1.
So, it confirms that selecting the DV with l = (h   1), and (h + 1) can lead to
errorless decoding, for h > 2.
 From the aforementioned process of decision making of Ckk, role of any other
class besides Ckk 1 does not come into picture, which implies that considering the
matrix with even more number of classes (k > 2) will neither affect our analysis
nor its outcome. Thus, it justifies the selection of C(7; 8;H4) for the proof.

A.0.2 For h = 2
Similar to the case of h > 2, the problem of ambiguity also persists for l = (h 1), when
xk(1) = xk(2). It indicates that decoding for 50% of the total input combinations of
xk are resolved for l = (h 1) only, whereas for rest of the combinations, our search for
DV starts with l = h and ends at l = Nk. Following Figure 5.1, for h  l  (Nk   1),
there exists 2l distinct signatures. So, l becomes a (2l l) matrix, and can be defined
as
l(1j)
T =
0BBBBBBBBBBBBBBBBBBBBB@
l j = 1
l   2
l   3
l   1
l   4
l   2
:::
 1
1
j = 2
j = 3
j = 4
j = 5
j = 6
:::
j = 2l   1
j = 2l
1CCCCCCCCCCCCCCCCCCCCCA
l(2j)
T =
0BBBBBBBBBBBBBBBBBBBBB@
l   2 j = 1
l
l   3
l   1
l   4
l   2
:::
 1
1
j = 2
j = 3
j = 4
j = 5
j = 6
:::
j = 2l   1
j = 2l
1CCCCCCCCCCCCCCCCCCCCCA
(A.1)
where l(1j) and l(2j) represent the level of the peak cross correlation of user-j
on user-1 and 2 respectively. Now, for l = [l(1j)l(2j) ], and the input combination
xl=[xk xk 1 xk 2 : : : xk l+1], the perfect decision is offered by x^k = sign (lxl).
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For the specific cases where l = (Nk 1) fails to detect, l = Nk is to considered. This
is apprehended as the worst case as it consumes all theNk chips for decoding i.e.; length
of DV = length of decoding vector rk. To test the validity of our algorithm for the
worst case, consider one such input combination x = [ +  +     + ++],
for which the ambiguity still exists for l = Nk 1 i.e., (Nk 1xNk 1) = 021. To resolve,
we replace the last two elements in (A.1) corresponding to j = (2l   1) and 2l to
produce Nk , such that for l = Nk
l1(2l 1) = l2(2l 1) = 2 and l1(2l) = l2(2l) = 0.
Further, solving for x^k = sign (Nkxk) results in the decoded vector x^k =
[++], and justifies the errorless attribute of the proposed approach for h =
2. Similar inference can be drawn for the second worst case combination x =
[+  +     +    ], for which x^k = [  ] can be easily verified. Thus, for
Ck with h = 2, decoding of xk is errorfree. Also, this completes the proof for all values
of h (h > 2 and h = 2). 
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for HLDS using MUD (DVS)
Here, we derive the expression for P 1e for (5.14), and (5.15) that denotes the average
probability of error associated with decoding of Ckk. From Section 5.3.5.1, we recall
that for noisy transmission, the error introduced in decoding of Ck is due to the
occurrence of error in the elements of the DV during the analog to digital conversion.
Hence, for l denoting the length of DV=[z1z2    zl]  yAD, the probability of having
at least one of its element with error (i.e.; Pe(l)) can be expressed as
Pe(l) = Pe(z1) + Pe(z1z2) +   + Pe(z1z2    zl):
Since the availability of error with one element is independent of the other:
Pe(z1z2    zl) = Pe(z1) Pe(z2)    Pe(zl), and equal likely: Pe(z1) = Pe(z2) =
  Pe(zl) = Pe(z), Pe(l) in terms of Pe(z) can be rewritten as Pe(l) = Pe(z)+(Pe(z))2+
   + (Pe(z))l. This series being a geometric progression can further be simplified to
Pe(l) =

Pe(z)
1 Pe(z)

1  (Pe(z))l

. As the distance between the two nearest points in
the constellation of the proposed ADC (see Table 5.6) is always 2 (two), the expression
for Pe(z) subjected to the noise with standard deviation , and mean  = 0 can be
written as
Pe(z) = P ( > 1 or  <  1)
= P ( > 1) + P ( <  1)  P ( > 1)P ( <  1)
= 2Q
 
1

 Q2   1


.
Due to the symmetry of Gaussian distribution about mean , P ( > 1) = P ( <
1) = Q
 
1


for Q (x) =
xR
0
1/p2e
 

t2/2

dt. According to DVS algorithm (in Table 5.4),
for basis matrices with h > 2, the available values of l are (h   1), and (h + 1). So,
the final expression for P 1e (for h > 2) becomes
P 1e = (1/h)2
 mk  wh 1Pe(h 1) + wh+1Pe(h+1),
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which on further simplification results in (5.14). wh 1, and wh+1 denote the number of
combinations out of 2Mk demanding the DV with l = (h  1), and (h+1) respectively,
where (wh 1 + wh+1) = 2Mk , Pe(h 1) and Pe(h+1) represents the value of Pe(l) for l =
(h  1), and (h+ 1) respectively.
Similarly, to have the expression for P 1e for h = 2, all we need to know is the value
of l for different possible combinations of x, that is already available in Table 5.7. So,
for h = 2,
P 1e = 2
 (mk+1)
NkP
l=1
wlPe(l)
leads to the expression in (5.15) for
NkP
l=1
wl = 2
Mk , where Pe(l), and wl denote the
probability of error and the number of input combinations corresponding to the DV
with l = 1; 2; :::; Nk respectively. 
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According to (5.10), the following expressions can be explicitly inferred for rNa 2
f2; 0gNa corresponding to class Cka.
rNa(Na) = xa(1)  xa(2) (C.1)
rNa(Na) = xa(1) + xa(2) (C.2)
where 1  a  k and xa(b) for b = 1, 2 represents the input symbols of the two users
of Cka and rNa(Na) refers to the last non-zero chip of the sum vector for Cka for Na
denoting the length of the non-zero sequence of the signatures in Cka. For remaining
(Na   1) number of chips of rNa with non-zero signal levels, we find the constellation
pattern predictable structured, such that
rNa (Na) = 0 ) rNa (c) = 2 or  2
rNa (Na) = 2 or  2 ) rNa (c) = 0
(C.3)
where c = 1; 2; :::; (Na   1).
With these preliminaries, our intention is to trace the variation in constellation
values among all the Nk non-zero chips of the sum vector rk. Note that we focus to
correctly decode the last class only i.e., Ckk. We deduce the following relation in (C.4)
to define the constellation value at chip-(Nk   s) of rk, which is a function of the sum
vectors of the participating classes i.e.;
rk(Nk   s) =
sX
t=0
r(Nk t) (Nk   s) (C.4)
Onwards, the proof to show x^k = xk is based on induction on s. So, we present
Table C.1 as an expanded overview of the expression in (C.4). Our intention is to study
the pattern of constellation of xk subjected to all possible combinations of the sum
126
Appendix C: Proof of Errorless nature of CAD
vectors of constituent classes, for specific values of s. Following an uniform approach of
analysis, we start with s = 0 and proceed till s = k. However, the information in Table
C.1 covers for the first four values of s (0  s  3) in a top to bottom chronology. This
is because, our objective is just to study the pattern of the constellation for different
values of s. To accomplish this consideration of the first four values of s are sufficient,
since similar behavior in the pattern can be expected for higher values of s too.
In Table C.1, the rows corresponding to a particular value of s carry all possible
combinations of the sum vector from (s+1) classes contributing to the level of rk(Nk 
s). The contents of the last (rightmost) column indicates the status of decoding:
unambiguous or ambiguous, denoted by ”Y” or ”N” respectively. The symbol (-)
indicates the specific classes, not contributing to the final sum rk(Nk   s).
With the increase in value of s the number of classes or class wise sum vectors
leading to rk increases. Following a possible approach, the decoding analysis for ”Y”
or ”N” can be switched to a next value of s, if and only if there appears an ambiguity
(”N” in Table C.1) with respect to its present value. Below, we explain the proposed
analysis to be incorporated for each value of s.
For s = 0, if rk(Nk) = rNk(Nk) = 2 and -2 then (xk(1);xNk(2)) =
(1; 1) and ( 1; 1). Thus, decoding is errorless (unambiguous), as shown by ”Y”
in first row of for s = 0. In contrast, For s = 0, if rk(Nk) = 0 then there exists an
ambiguity for (xk(1);xk(2)) = (1; 1) or ( 1; 1), shown by ”N” in second row for
s = 0. To resolve this, s is to be incremented by 1, such that for s = 1 and rk(Nk) = 0
rk(Nk   1) = rNk(Nk   1) + rNk 1(Nk   1) (C.5)
According to (C.5), the value of rNk(Nk   1) = 2 or   2, since rk(Nk) = 0. Under
such conditions, if (rNk(Nk   1); rNk 1(Nk   1)) becomes (2, 0), (2, 2), (-2, 0), (-2, -2)
further leading to r(Nk   1)= 2, 4, -2, -4, then (x^Nk(1); x^Nk(2)) = (1,1), (1,1), (-1,-1)
and (-1,-1) respectively, shown by ”Y”, where as for (rNk(Nk   1); rNk 1(Nk   1)) =
(2,-2) and (-2,2), r(Nk   1) = 0 asserts an ambiguity, reported by ”N” (see Table
C.1, s = 1). To overcome this, s is again incremented by 1, such that for s = 2 and
rk(Nk) = rk(Nk   1) = 0
rk(Nk   2) = rNk(Nk   2) + rNk 1(Nk   2) + rNk 2(Nk   2) (C.6)
Following (C.5), since rNk 1(Nk   1) = 2 or -2 implies rNk 1(Nk   2) = 0 (also see
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Table C.1, s = 2), the expression in (C.6) becomes
rk(Nk   2) = rNk(Nk   2) + rNk 2(Nk   2) (C.7)
The resulting expression in (C.7) has complete similarity to that of (C.5). Hence it is
trivial to expect the analysis for decoding from (C.7) to be identical to that of (C.5).
From Table C.1, we note that for higher values of s(> 1), the analysis aiming for
the unambiguous decoding although involves more number of classes (> 2), the final
sum element of rk carries a value equal to the addition of sum vectors of two class only,
one of which is always the last class Ckk, by default. Therefore, for a given transmitted
vector rk, this is feasible to decipher the input vector of the last class (x^k) following
the construction and analysis of equations similar to (C.5) and (C.7). Furthermore,
this process continues till s = (Nk   1), unless a non-zero level of constellation is found
for rk(Nk   s) i.e., x^k is decoded. In particular, when all last (Nk   1) chips of rk fails
to offer the unambiguous recovery due to the absence of non-zero elements i.e., for
s = Nk  2 and rk(Nk) = rk(Nk   1) =    = rk(2) = 0, there always exists a non-zero
element at rk(1) that leads to the correct decoding. Thus, feasibility of the errorless
decoding for the last class ofCk (i.e.; Ckk ) is verified. 
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