We present a protocol for performing state merging when multiple parties share a single copy of a mixed state, and analyze the entanglement cost in terms of min-and maxentropies. Our protocol allows for interpolation between corner points of the rate region without the need for time-sharing, a primitive which is not available in the one-shot setting. We also compare our protocol to the more naive strategy of repeatedly applying a single-party merging protocol one party at a time, by performing a detailed analysis of the rates required to merge variants of the embezzling states. Finally, we analyze a variation of multiparty merging, which we call split-transfer, by considering two receivers and many additional helpers sharing a mixed state. We give a protocol for performing a split-transfer and apply it to the problem of assisted entanglement distillation.
I. INTRODUCTION
An important part of quantum information theory is concerned with the design and analysis of quantum communication protocols. The subject has flourished over the past two decades, with early discoveries like teleportation [1] and superdense coding [2] laying the groundwork for a series of major advances over the last five years. (See, for example, [3] [4] [5] [6] [7] [8] [9] [10] .) Another early result, Schumacher compression [11] , studies the amount of quantum communication required to transmit to another location a sequence of quantum states |ψ A 1 |ψ A 2 |ψ A 3 . . . emitted by a statistical source. If we assume the states coming from the source are independent and identically distributed (i.e an i.i.d source), we get the quantum analogue of Shannon compression, and the optimal rate of compression is given by the von Neumann entropy S(ρ) of the density matrix ρ = j p j ψ j associated with the source [11] . This gives an informational meaning to the von Neumann entropy, whose original definition was motivated by the desire to extend the Gibbs entropy, a thermodynamical concept, to the quantum setting. Schumacher compression is often used in more complex protocols as a preliminary preprocessing step.
Other information theoretic quantities, such as the conditional von Neumann entropy S(A|B) ψ [12] and the conditional mutual information I(A : B|R) ψ [7] , were only more recently given meaning [4, 7, 13] . If we consider an i.i.d. source S emitting an unknown sequence of states |ψ AB 1 |ψ AB 2 . . . |ψ AB n , distributed to two spatially separated parties A (Alice) and B (Bob), an interpretation of S(A|B) ψ can be obtained [4, 13] as the optimal rate at which pure entanglement needs to be consumed in order to transfer the entire sequence to Bob's location. Whenever S(A|B) ψ is negative, it is understood that entanglement is gained instead of consumed and that the transfer can be accomplished using only local operations and classical communication (LOCC). The first protocol [4, 13] for achieving this task, also known as state merging, was based on a random measurement strategy, a popular approach when designing quantum communication protocols. Examples of other tasks that can be achieved using this approach are distributed compression [14] and assisted distillation [15] . In assisted distillation, m helpers C 1 , C 2 , . . . , C m and two recipients A and B share a multipartite pure state ψ C 1 C 2 ...CmAB , and the objective is to extract an optimal amount of pure entanglement between A and B by using LOCC operations and classical information broadcasted by the m helpers C 1 , C 2 , . . . , C m .
Both distributed compression and assisted distillation involve multiple parties (i.e more than two) sharing a multipartite state ψ. In the case of distributed compression, we can use the state merging primitive to perform compression at an optimal rate by transferring each sender's share one at a time [4] . This strategy will work for any rate which is a corner point of the boundary of the rate region associated with distributed compression. To achieve compression at rates which are not corner points, however, we need to use a time-sharing strategy as the decoding operation performed by the receiver can only recover the shares one at a time. One contribution of this paper is to present a protocol for the more general task of multiparty state merging which will eliminate the need for time-sharing. That is, we consider m senders C 1 , C 2 , . . . , C m and a decoder B sharing a multipartite mixed state ψ C 1 C 2 ...CmB , potentially with additional entanglement in the form of EPR pairs (ebits) distributed between the decoder and each of the m senders. Given many copies of the input state ψ C 1 C 2 ...CmB , the task is to transfer the shares C 1 , C 2 , . . . , C m to the receiver B with high fidelity using only LOCC operations.
If only a single copy of the state ψ C 1 C 2 ...CmB is available to the parties, we can use our protocol to achieve merging within an error tolerance ǫ if we distribute enough initial entanglement between each of the senders and the receiver. In this regime, a more naive strategy consisting of repeatedly applying a one-shot state merging protocol [16] on one sender at a time will generally require more initial entanglement to perform the state transfer than does our protocol. In addition, this strategy only yields a handful of achievable combinations of entanglement costs and does not permit interpolating between them. A full characterization of the entanglement cost in the one-shot regime when m = 1 was performed by [16] using smooth min-and max-entropies. By applying the random measurement strategy of [4] and by using the min-and max-entropy formalism of [17] , we generalize some of the results of [16] to the multipartite case (m ≥ 2). This work complements other recent attempts to study quantum information theory in the one-shot setting [18] [19] [20] [21] [22] .
To perform assisted distillation in the context of multiple parties, we introduce a second decoder, whom we label A (Alice), and consider a variation of multiparty merging. Given a partition of the helpers C 1 , C 2 . . . , C m into a set T and its complement T := {C 1 C 2 . . . C m }\T , we want to transfer the shares T and T to the locations of the decoders A and B respectively. We call this task a split-transfer of the state ψ C 1 C 2 ...CmB . A protocol for performing a split-transfer can be obtained by using the random measurement strategy on C 1 , C 2 , . . . , C m , followed by appropriate decodings U A and V B by the decoders A and B. The optimal achievable rate for assisted distillation was found in [4] by using a recursive argument. By using a split-transfer protocol, we give a simpler demonstration which does not rely on a recursive argument.
Structure of the paper:
In Section II, we introduce the definition for multiparty merging of a state ψ C 1 C 2 ...CmBR and review the known results for the i.i.d setting. In Section III, we formulate a condition that a set of instruments performed by the senders C 1 , C 2 , . . . , C m must satisfy in order to accomplish merging within a fixed error tolerance. In Section IV, we consider random measurements performed by the senders C 1 , C 2 , . . . , C m and prove an upper bound to the quantum error when a single copy of the input state is available. We analyze the asymptotic setting in Section V, recovering the main theorem of Section II without the need for time-sharing. In Section VI, we reformulate the bounds obtained in Section III in terms of min-entropies and give necessary and sufficient conditions for merging in the one-shot regime. SectionVII is devoted to analyzing the rates achievable for variants of the embezzling states, comparing our protocol to a strategy of merging the shares one at a time. We introduce a split-transfer of the state ψ C 1 C 2 ...CmB in Section VIII and show the existence of a protocol for performing this task. We use this protocol to recover the optimal distillation rate for the problem of assisted distillation. Appendices, containing relevant folklore material, appear at the end.
Notation:
In this paper, we restrict our attention to finite dimensional Hilbert spaces. Quantum systems under consideration will be denoted A, B, . . . , and are freely associated with their Hilbert spaces, whose (finite) dimensions are denoted d A , d B , etc... If A and B are two Hilbert spaces, we write AB ≡ A ⊗ B for their tensor product and write A n for the tensor product 
The space of linear operators acting on the Hilbert space A is denoted by L(A). The identity operator acting on A is denoted by I A . The symbol id A denotes the identity map acting on L(A). Unless otherwise stated, a "state" can be either pure or mixed. The symbol for such a state (such as ψ and ρ) also denotes its density operator. The density operator |ψ ψ| of a pure state will frequently be written as ψ. We denote by τ A the maximally mixed state of dimension d A . We write S(A) ψ = −Tr(ψ A log ψ A ) to denote the von Neumann entropy of a density matrix ψ A for the system A. The function F (ρ, σ) := Tr ρ 1/2 σρ 1/2 is the fidelity [23] between the two states ρ and σ. The trace norm of an operator, X 1 is defined to be Tr|X| = Tr √ X † X. We will use the terms "receiver" and "decoder" interchangeably throughout the following sections.
II. DEFINITIONS AND MAIN RESULT
For a bipartite state ρ AB , the operation known as quantum state merging can be viewed in two different ways. The original formulation of the problem [4] was in terms of a statistical source emitting (unknown) states |ψ AB 1 , |ψ AB 2 , . . . , with average density operator ρ AB assumed to be known by the parties. The objective was then to transfer the entire sequence to the location of the decoder (Bob) using as little quantum communication as possible. An equivalent view of the problem is to consider a purification ψ ABR of the density matrix ρ AB , and regard the process of merging as that of transferring all the correlations between Alice's share and the purification system R to the location of the decoder B. This means decoupling Alice's system from the reference R, while leaving the state ψ R intact (up to some arbitrarily small perturbation) in the process. The receiver will hold a purification φ BR of the system R, and since all purifications are equivalent up to an isometry on the purification system, he can recover the original state ψ ABR by applying an appropriate isometry to φ BR . Additional entanglement between Alice and Bob might be distilled in the process.
To analyze the multipartite scenario, where m senders and a decoder/receiver share a state ψ C 1 C 2 ...CmBR , with purifying system R, we adopt the second view and look at the transformations that can be performed by the senders on their shares to allow the receiver to recover the purified state ψ C 1 C 2 ...CmBR with high fidelity. The resources at their disposal will be pure entanglement, in the form of maximally entangled states shared between each of the senders C 1 , C 2 , . . . , C m and the receiver Bob, and noiseless classical channels, which will be used to transmit measurement outcomes to the receiver. Any transformation applied by the senders will need to decouple the reference R from the senders' shares C 1 , C 2 , . . . , C m and leave the reference unchanged. Otherwise, the receiver might hold a purification that cannot be taken, by means of an isometry, to the original state. If each of the senders C 1 , C 2 , . . . , C m perform an incomplete measurement, de-
Picture of the initial and final steps of a multiparty state merging protocol.
scribed by Kraus operators P i mapping C i to a subspace C 1 i , we would want each outcome state ψ
to have a product form
where the state ψ B M BR corresponds to the initial state ψ C 1 C 2 ...CmBR with the system B M substituted for C M . If we are given n copies of the same state, ψ = (σ) ⊗n , the entanglement rate
Before stating the main theorem, we need to define what it means for a rate-tuple − → R to be achievable for multiparty merging using LOCC operations. 
We call the closure of the set of achievable rate-tuples the rate region.
Suppose m systems C 1 , C 2 , . . . , C m in the state ψ C 1 C 2 ...CmR , where R is a purifying system, are distributed to m senders, spatially separated from each other. To recover the purified state ψ C 1 C 2 ...CmR at the receiver's end, a task called distributed compression, the senders need an enough supply of initial entanglement. It was shown in [4] that the rate region associated with distributed compression is characterized by the inequalities
for all nonempty sets T ⊆ {1, 2, . . . , m}.
Here, the symbol T also denotes the tensor product space T := i∈T C i associated with the set T . The set T is defined as {1, 2, . . . , m}\T and the tensor product space T as i∈T C i . If a rate-tuple (R 1 , R 2 , . . . , R m ) is achievable for distributed compression and some of the rates R i are negative, then the senders C i will be able to transfer their shares to the receiver using only LOCC operations, and furthermore, they will gain a potential for future communication in the form of maximally entangled states. Allowing the receiver to have side information B as well, leads to a similar set of equations describing the rate region associated with the task of multiparty state merging. [4] ) Let ψ C 1 C 2 ...CmBR be a pure state shared between m senders C 1 , C 2 , . . . , C m and a receiver Bob, with purifying system R. Then, the rate − → R := (R 1 , R 2 , . . . , R m ) is achievable for multiparty merging iff the inequality
Theorem 3 (m-Party Quantum State Merging
holds for all non empty subsets T ⊆ {1, 2, ..., m}.
The theorem was proved in [4] by showing that the corner points of the region are achievable and then using time-sharing to interpolate between them. In addition to recovering the result without time-sharing, we will extend it to the one-shot setting. Time-sharing, which consists of partitioning a large supply of states and applying different protocols to each subset, is impossible if only a single copy of a state is available. Instead, we will construct a single protocol which merges all shares at once.
, where the state ψ B M BR corresponds to the original state ψ C 1 C 2 ...CmBR with the system B M substituted for C M . It follows from the Schmidt decomposition that these two purifications are related by an isometry
Hence, if the senders can perfectly decouple their systems C M C 0 M from the reference, their "Rentanglement" will be transferred to Bob's location. Furthermore, by applying U J , the receiver will recover the original state and distill some pure bipartite entanglement.
The previous scenario was ideal, and in general, will not be feasible for most states ψ C 1 C 2 ...CmBR . Hence, we relax our decoupling requirement and accept that the measurements performed by the senders will perturb the reference ψ R up to some tolerable amount, and that a small dose of correlations between the senders' shares might still be present. In more formal terms, we have
Proposition 4 (Compare to Proposition 4 of [4])
be defined as in eq. (6) , with reduced density matrix ψ
By Ulhmann's theorem, we know there exist an isometry (i.e. a decoding)
Thus, using the concavity of F (see [24] for a proof) in its first argument, we have
where
is the output state of the protocol. Using the relation between fidelity and trace distance once more, we arrive at
⊓ ⊔
IV. ONE-SHOT MERGING BY RANDOM MEASUREMENTS
One possible strategy for decoupling the system C i from the reference R and the other systems {C j : j = i} is to perform a random von Neumann measurement on C i with 
where To prove this proposition, we will need the following technical lemma, which generalizes Lemma 6 in [4] to the case of m senders. The proof will follow a similar line of reasoning. 
Lemma 6 (Compare to Lemma 6 in [4]) For each sender
Proof For the remainder of this proof, we will write f (U )dU as E[f (U )], indicating expectation, and abbreviate
where we have used the shorthand U
can be re-expressed, using an argumentation similar to the one found in Appendix B of [4] , as
where the coefficients r i and s i are defined as
Substituting eqs. (22), (23) and (24) into eq. (21), we get
where T appearing in ψ RT denotes the system ⊗ i∈T C i . When T is the empty set, the last expression in eq. (25) 
Hence, using eqs. (16), (20), (21) and the previous bound, we have
To obtain a bound on
, we use the Cauchy-Schwarz inequality:
And thus,
⊓ ⊔ Proof of Proposition 5 Fix a random measurement by choosing, for each sender
The projectors onto these subspaces followed by a fixed unitary mapping it to C 1 i , we denote by
i . Applying Lemma 6 for a measurement outcome J = (j 1 , j 2 , . . . , j m ), with ω
Taking the normalisation into account, with p J = Tr(ω
) and ψ
, we need to show that on average, the p J are close to
Looking at eq. (30) and tracing out, we get
Hence we obtain, using the triangle inequality,
Lastly, we need to consider what happens when at least one sender i obtains a measurement outcome j i equal to 0. For an outcome J = (j 1 , j 2 , . . . , j m ), define the subset T (J) ⊆ {1, 2, ...m} such that i ∈ T (J) iff j i = 0. Also, define the set Z = {J : |T (J)| > 0}. Then, it is easy to show that the cardinality of the set Z is
For an outcome J ∈ Z, the expected probability of the state ω
With this formula in hand and the fact that the trace norm between two states is at most 2, we can bound the expected value of the quantum error Q I (ψ C 1 C 2 ...CmBR ⊗ Φ K ) as follows:
V. MULTIPARTY STATE MERGING: I.I.D VERSION
In this section, we analyze the case where the parties have at their disposal arbitrarily many copies of the state ψ C 1 C 2 ...CmBR . We give a proof of Theorem 3, and then look at the case of distributed compression as an application. As mentioned earlier, the rates characterized by eq. (5) will be achievable without the need for a time-sharing strategy. Indeed, we will show the existence of multiparty merging protocols where each sender performs a single measurement on his share of the input state and communicates the outcome to the receiver. If the parties were to employ a time-sharing strategy, on the other hand, the many initial copies of the input state ψ C 1 C 2 ...CmBR would need to be divided into blocks, and for each of these blocks, the senders would have to perform a different measurement.
A. Proof of Theorem 3
Proof To prove the direct statement of the theorem, we use Proposition 5 in combination with Shumacher compression [11] . For n copies of the state ψ C 1 C 2 ...CmBR , consider the Schumacher compressed state
and its normalized version |Ψ :
Here, the systemsB,C 1 , . . . ,C m ,R are the typical subspaces (see [5] for detailed definitions) of B n , C n 1 , . . . , C n m , R n and ΠB, ΠC , ΠR are the projection operators onto these typical subspaces. In particular, we have that
for any ǫ > 0 and large enough n. Furthermore, we can set ǫ to be equal to (m + 2)exp(−cδ 2 n) for some constant c, where δ > 0 is a typicality parameter. This follows from the fact (see Appendix B) that
and, that by typicality, we have Tr(ψ [25] for the exponential bounds). Note that we have omitted some identity operator factors on the right hand side for the sake of clarity. The operator ΠB on the right hand side of eq. (38) is in fact (I C M R ⊗ ΠB), and the same applies for all the other projectors on that side of the inequality.
The properties for the typical projectors ΠB, ΠC 1 , . . . , ΠC m allow us to tightly bound the various dimensions and purities appearing in Proposition 5 by appropriate "entropic" formulas. In particular, we have [5] for any system F = C i , B, R:
Hence, all parties follow a merging protocol as if they had Ψ, with additional entanglement
If each sender C i performs a random measurement on his system, as in Proposition 5, with projectors of rank
holds for all nonempty subsets T ⊆ {1, 2, . . . , m}, then the expected value of the quantum error
To bound the first term on the right hand side of eq. (41), we have used subadditivity twice:
Hence, by Proposition 4, we can conclude that there exists a merging protocol with error O(2 −nδ/4 ) and entanglement cost (40), the entanglement rate
for all non empty subsets T ⊆ {1, 2, . . . , m}. Since we have a vanishing error for this protocol as n goes to infinity, all rate-tuples − → R satisfying the preceding set of inequalities are achievable for merging for the state Ψ. However, by the gentle measurement lemma and the triangle inequality,
The rate region for distributed compression (m = 2) when the conditional entropies S(C 1 |C 2 ) ψ and S(C 2 |C 1 ) ψ are both positives. For the point (R 1 , R 2 ) on the boundary, time-sharing is needed if we perform two applications of the original state merging protocol. Our protocol, on the other hand, can achieve this rate without the need for time-sharing.
and so, if we apply the same merging protocol on the state
). This error also vanishes as n goes to infinity, and since δ was arbitrarily chosen, we can conclude that any rate-tuple
for all non empty T ⊆ {1, 2, . . . , m} must be contained in the rate region. This proves the direct part of Theorem 3.
The converse was established in [4] so we are done.
⊓ ⊔

B. Distributed compression for two senders
To illustrate some of the properties of our protocol, let's consider the problem of distributed compression for two senders sharing a state ψ C 1 C 2 R , with purifying system R. The objective is the same as in state merging, except that the decoder has no prior information about the state. Quantum communication will be achieved using pre-shared EPR pairs and classical communication. The decoder will recover the original state by applying an appropriate decoding operation. Pure entanglement, shared between the decoder and the involved senders, might also be distilled in the process. If we let R i denote the net amount of entanglement consumed (or generated if R i is negative) in a distributed compression scheme, it was found in [4] that the rates must obey
Observe that this is just a special case of eq. (44) with m = 2 and Bob having no side information. Figure 2 shows the achievable rate region when the conditional entropies have positive values.
One way to perform distributed compression is to apply the original state merging protocol as many times as needed, adjusting the amount of pre-shared entanglement required depending on the information the decoder has after each application of the protocol. For instance, if we wish to first transfer C 1 's share to Bob, we can apply the state merging protocol using an entanglement rate of S(C 1 ) ψ , which amounts to Schumacher compressing the state ψ C 1 since the receiver has no prior information about the state ψ C 1 C 2 R . Then, to transfer C 2 's share of the state, we perform another state merging, this time, with an entanglement rate of S(C 2 |C 1 ) ψ . This will correspond to one specific corner of the boundary in Figure 2 . Transferring C 2 first, and then C 1 will give us the other corner. To attain all other points on the boundary using this approach, time-sharing will be required.
The techniques used to prove Theorem 3, however, demonstrated that time sharing is not essential to the task of multiparty state merging. Let (R 1 , R 2 ) be any point in the rate region. Then, R 1 and R 2 must satisfy eq. (45), and so by Theorem 3, the rate-tuple (R 1 , R 2 ) is achievable for multiparty merging for the state ψ C 1 C 2 R . That is, given a large number of copies of ψ C 1 C 2 R , there exist multiparty state merging protocols Λ 2 → of vanishing error and entanglement rate
approaching R 1 and R 2 respectively. In the proof of Theorem 3, we have shown the existence of merging protocols of a specific kind. For these protocols, each sender performs a single measurement with projectors of rank
The amount of pre-shared entanglement required and the rank of the projectors will need to satisfy eq. (40) . The receiver will then apply a decoding U J once he receives the outcome of the measurements. These protocols do not partition the input state (ψ C 1 C 2 R ) ⊗n to achieve the desired rates (R 1 , R 2 ). Hence, time-sharing is not required and the parties can perform merging at any rate (R 1 , R 2 ) lying in the rate region if they were supplied with enough initial entanglement.
VI. MIN-ENTROPIES AND ONE-SHOT MERGING
A. Review of Min-and Max-Entropies
Quantum min-and max-entropies are adaptations of the classical Rényi entropies of order α when α → ∞ and α = 1/2 respectively. The Rényi entropies were introduced by Rényi [26] in 1961 as alternatives to the Shannon entropy as measures of information. Although introduced in an operational way, the Shannon entropy can also be regarded as the unique function which satisfies a set of prescribed postulates. Rényi showed that by generalizing some of the postulates, other information-theoretic quantities could be obtained, and this gave rise to the family of Rényi entropies, parameterized by a positive number α. Rényi entropies and their quantum generalizations have found applications in areas such as cryptography [27, 28] and statistics [29, 30] . For our purposes, only the definitions and some basic properties of the min-and max-entropies will actually be needed.
Let S ≤ (AR) be the set of sub-normalized density operators (i.e Tr(ρ AR ) ≤ 1) on the space AR. The quantum min-entropy [17] of an operator ρ AR ∈ S ≤ (AR) relative to a density operator σ R is given by
where λ is the minimum real number such that λ(I A ⊗ σ R ) − ρ AR is positive semidefinite. The conditional min-entropy H min (ρ AR |R) is obtained by maximizing the previous quantity over all density operators σ R :
For two sub-normalized states ρ andρ, we define the purified distance between ρ andρ as
where F (ρ,ρ) is the generalized fidelity between ρ andρ (see [18] for the definition). It is related to the trace distance D(ρ,ρ) :=
A proof of this fact can be found in Lemma 6 of [18] . (Lemma 6 actually relates the purified distance to the generalized distanceD(ρ,ρ). However,D(ρ,ρ) is always greater than or equal to the trace distance and bounded above by ρ −ρ 1 .)
Using the purified distance as our measure of closeness, we obtain a family of smooth minentropies {H ǫ min } by optimizing over all sub-normalized density operators close to ρ AB with respect to P (ρ, ρ):
where the supremum is taken over allρ AR such that P (ρ AR , ρ AR ) ≤ ǫ. If we use the trace distance instead as our measure of closeness, we obtain the family {H ǫ min }:
where the supremum is taken over all sub-normalizedρ AR such that D(ρ AR , ρ AR ) ≤ ǫ. From eq. (49), the smooth min-entropy H ǫ min can be bounded byH ǫ min in the following way:
Given a purification ρ ABR of ρ AR , with purifying system B, the family of smooth max entropies {H ǫ max } is defined as
for any ǫ ≥ 0. The smooth max-entropies can also be expressed as
where the infimum is taken over allρ AB such that P (ρ, ρ) ≤ ǫ. We refer to [18] for a proof of this fact. When ǫ = 0, an alternative expression for the max-entropy H max (ψ AB |B) was obtained in [31] :
where the supremum is taken over all density operators σ B on the space B. From this last expression, the smooth max-entropy H ǫ max (ρ A ) of a sub-normalized operator ρ A ∈ S ≤ (A) reduces to
wherer x are the eigenvalues of the sub-normalized density operatorρ A which optimizes the right hand side of eq. (54).
When defining the smooth min-and max-entropies using the purified distance, other useful properties such as quantum data processing inequalities and concavity of the max-entropy are also known to hold. A detailed analysis of these properties can be found in [18] .
We will also need, for technical reasons, another entropic quantity called the conditional collision entropy H 2 (ρ AB |σ B ) [18] . It is defined as
It is a quantum adaptation of the classical conditional collision entropy. We have the following lemma relating the min-entropy to the collision entropy:
Lemma 7 [18] For density operators ρ AB and σ B with supp{Tr A (ρ AB )} ⊆ supp{σ B }, we have
The last two results we will need are the additivity of the min-entropy and the following lemma which relates the trace norm of an hermitian operator S to its Hilbert-Schmidt norm, with respect to a positive semidefinite operator σ: Lemma 8 Let S be an hermitian operator acting on some space X and σ be a positive semidefinite operator on X. Then, we have 
For proofs of the preceding two lemmas, see [16] .
B. Characterizing the entanglement cost of merging using min-entropies
In [16] , Berta showed that the smooth min-entropy is the information theoretic measure which quantifies the minimal amount of entanglement necessary for performing state merging when a single copy of ψ ABR is available. More specifically, he proved that the minimal entanglement cost log K − log L necessary for merging the A part of a state ψ ABR to the location of the B system is bounded from below by
Furthermore, he demonstrated the existence of a state merging protocol using an entanglement cost 1 of
This last result was derived by re-expressing the upper bound to the quantum error (Lemma 6 of [4] ) as a function of the smooth min-entropy.
In this section, we would like to generalize the main results of [16] to the case of multiple parties sharing a state ψ C 1 C 2 ...CmBR . Our first result is a reformulation of Lemma 6 in terms of min-entropies: 
If the unitaries U 1 , U 2 , . . . , U m are distributed according to the Haar measure, then for any state σ R of the system R, we have
Proof Using Lemma 8, we have, for any state σ R of R,
Then, the right hand side of eq. (64) can be rewritten as
. Using eq. (27) in the proof of Lemma 6, we have
(66) 1 The numbers K, L are natural numbers, and so we must choose values for K and L such that log K −log L is minimal, but greater or equal than the right hand side of eq. (61).
The quantity Tr[(ψ T R ) 2 ] can be rewritten as:
where H 2 (ψ T R |σ R ) is the conditional collision entropy of ψ T R relative to σ R . Combining eqs. (64), (66) and (67) together, and using the fact that 
for all non-empty subsets T ⊆ {1, 2, . . . , m}, there exists a state merging protocol acting on ψ C 1 C 2 ...CmBR with error ǫ. The set T is defined as the complement of T .
Proof
We proceed by fixing a random measurement for each sender C i as in Proposition 5. We can describe C i 's random measurement using
where K T = i∈T K i . Note that to get the first inequality, we have used the fact that
Using eq. (69), we can simplify the previous inequality and obtain
Taking normalisation into account, with p J = Tr(ω
, we can trace out the left hand side of the previous set of inequalities, and get
By applying the triangle inequality, we obtain
Using this, and eq. (35) in the proof of Proposition 5, we can get an upper bound to the quantum error
To get the third inequality, we have used the strong subadditivity of the min-entropy [18] :
The last line follows from the fact that H min (ψ T ) = − log λ max (ψ T ) ≤ log d C T . From Proposition 4, we can conclude there exists a state merging protocol acting on ψ C 1 C 2 ...CmBR with error ǫ. ⊓ ⊔ When m = 1, the previous result yields a merging protocol of error ǫ and entanglement cost log K −log L = −H min (ψ C 1 R |ψ R )+4 log H min (ψ C 1 R |ψ R ) of the state ψ C 1 R relative to ψ R can be replaced by the min-entropy H min (ψ C 1 R |R) of ψ C 1 R relative to R. This yields a smaller entanglement cost, and we can ask whether the right hand side of eq. (69) can be replaced by a formula involving min-entropies of this form when m > 1. To allow this to work, we would need a more general version of Lemma 10, where eq. (63) is replaced by
and this inequality holds for 2 m − 1 possibly different states σ R T . Using this stronger form, we could set σ R T =σ R T , with H min (ψ T R |σ R T ) = H min (ψ T R |R) and bound the left hand side of eq. (75) by setting log K T − log L T ≥ −H min (ψ T R |R) + 4 log 1 ǫ + 2m + 8. However, it is unclear if such a stronger form of Lemma 10 can be obtained.
Berta [16] also showed that the previous result can be further improved when m = 1 by smoothing the min entropy H min (ψ C 1 R |R) around sub-normalized operatorsψ C 1 R which are ǫ-close in the trace distance to the state ψ C 1 R . It is also unclear if eq. (63) in Lemma 10 can be strengthened to
for any fixed ǫ > 0.
Conjecture 12
Let ψ C 1 C 2 ...CmBR be an (m+2)-partite state. For any ǫ > 0, there exists a multiparty state merging of error ǫ whenever the entanglement cost
for all non-empty subsets T ⊆ {1, 2, . . . , m}.
The main difficulty in proving the conjecture is that it allows independent smoothing of each of the min-entropies. It is straightforward to modify our proof to allow smoothing using a common state for all the min-entropies, but the monolithic nature of the protocol does not naturally permit tailoring the smoothing state term-by-term. We can, however, give a partial characterization of the entanglement cost in terms of smooth min-entropies if we apply the single-shot state merging protocol of [16] on one sender at a time.
Proposition 13
For a (m + 2)-partite pure state ψ C 1 C 2 ...CmBR , fix an ǫ > 0 and let π : {1, 2, . . . , m} → {1, 2, . . . , m} be any ordering of the m-senders C 1 , C 2 , . . . , C m . Then, for any entanglement cost
, there exists a multiparty state merging protocol acting on the state ψ C 1 C 2 ...CmBR with error ǫ.
Proof Our multiparty state merging protocol for the state ψ C 1 C 2 ...CmBR will consists of sending each sender's share to the receiver one at a time according to the ordering π: The sender C π(1) will merge his part of the state first, followed by C π(2) , C π(3) , etc. We can view the input state ψ C 1 C 2 ...CmBR as a tripartite pure state ψ C π(1) R 1 B , with the reference system R 1 being composed of the systems C π(2) C π(3) . . . C π(m) R. According to Berta [16] , there exists a state merging protocol of error ǫ/m and entanglement cost
which will produce an output state ρ
where the system B π (1) is substituted for the system C π(1) . After C π(1) has merged his share, the next sender C π(2) will perform a random measurement on his share of the state and send the measurement outcome to the receiver. Suppose, for the moment, that the parties share the state 
which produces an output state ρ
where the system B π(2) is substituted for the system C π(2) . If we apply the same protocol on the state ρ
instead, we get an output state ρ 3 which satisfies
where we have used the triangle inequality and monotonicity of the trace distance under quantum operations. The analysis for the other senders C π(3) , C π(4) , . . . , C π(m) can be performed in a similar way, which leads to a multiparty state merging protocol of error ǫ and entanglement cost − → E := 
FIG. 3: Entanglement cost for multiparty merging in the one-shot regime when m = 2. The axes correspond to the entanglement cost E 1 := log K 1 − log L 1 and E 2 := log K 2 − log L 2 . For m = 2, we have two permutations of the set {1, 2}, and according Proposition 13, two intersecting regions (circles and crosses) where existence of a 2-party state merging of error ǫ can be shown.
⊓ ⊔ Figure 3 depicts the boundaries of the regions described by Theorem 11, Conjecture 12 and Proposition 13. Note that the hatched area is not part of the cost region described by Proposition 13.
VII. A WORKED EXAMPLE
The proof of Theorem 11 is significantly more complicated than that of Proposition 13. To illustrate the benefits accruing from the additional effort, we will compare the two results' estimates of the costs achievable for merging C 1 and C 2 to R for states of the form
1/j is the dth harmonic number. These are close relatives of the embezzling states introduced in [32] , which are useful resources for channel simulation and other tasks [19, 33, 34] . They make interesting examples because they have sufficient variation in their Schmidt coefficients that the i.i.d. state merging rates of Theorem 3 are not achievable in the one-shot regime. Nonetheless, our results yield nontrivial one-shot rates that are significantly better than simple teleportation. We will assume that | ψ i |ψ j | ≤ α for i = j and try to and express the rates in terms of α. We will assume for convenience that α > 0 since, when α = 0, the costs are essentially the same as when α = Ω(1/d).
Protocols from Theorem 11
Let (E 1 , E 2 ) be a pair of entanglement costs achievable according to Theorem 11. The only constraints on the costs (aside from needing to be the logs of integers) are
To begin, we will find a sufficient condition for the E 1 constraint to be satisfied, so we need to evaluate H min (ψ C 1 R |ψ R ). Let λ be the smallest real number such that λ(
Expanding the operators, that condition is the same as
where δ ij is the Kronecker delta function. By the Gershgorin Circle Theorem [35, 36] , the operator will be positive semidefinite if each diagonal entry dominates the sum of the absolute values of the off-diagonal entries in the corresponding row. That condition reduces to
holding for all i, which is true provided λ
Therefore, the operator of eq. (89) will be positive semidefinite if λ ≥ 2αd + 1. This in turn implies that
The lower bound of eq. (86) will therefore be satisfied provided E 1 ≥ log(αd)+4 log(1/ǫ)+14. The interpretation is that if the states {|ψ j } are indistinguishable, then C 1 holds the whole purification of R and must therefore be responsible for the full cost of merging. As the states {|ψ j } become more distinguishable, the purification of R becomes shared between C 1 and C 2 , so the merging cost can be shared. Indeed, if α = O(1/d), then the lower bound on E 1 becomes a constant, independent of the size of the input state |ψ C 1 C 2 R .
Moving on to the E 2 constraint, eq. (87), a similar but easier calculation shows that H min (ψ C 2 R |ψ R ) = 0. For the sum rate E 1 + E 2 , it is necessary to evaluate H min (ψ C 1 C 2 R |ψ R ). Since the rank of ψ C 1 C 2 is d, this entropy is at least − log d [18] .
So any pair of costs (E 1 , E 2 ) satisfying E 1 ≥ log(αd) + 4 log(1/ǫ) + 14 (93) E 2 ≥ 4 log(1/ǫ) + 12 (94)
will be achievable by Theorem 11. The total cost E 1 + E 2 must be at least log d plus terms independent of the size of |ψ C 1 C 2 R and that cost can be shared between E 1 and E 2 . The lower bound on E 2 alone is independent of d and should be regarded as a small "overhead" for the protocol.
There is a minimal d-dependent cost for E 1 , however, which encodes the fact that if C 2 does not carry enough of the purification of R by virtue of the nonorthogonality of the {|ψ j }, then more of the burden will fall to C 1 .
A. Protocols from Proposition 13
Now let us consider the costs achievable according to Proposition 13. For fixed ǫ, the proposition provides two cost pairs, plus others that are simply degraded versions of those two arising from the wasteful consumption of unnecessary entanglement. Proposition 13 does not permit interpolation between the two points, as compared to Theorem 11. It might be the case, however, that Proposition 13's freedom to smooth the entropy and vary the operator being conditioned upon could result in those two cost pairs being much better than any of those provided by Theorem 11. On the contrary, for the states of the example, the improvement achieved with the extra freedom is minimal.
Let (E ′ 1 , E ′ 2 ) be a cost pair achievable by Proposition 13. For the purposes of illustration, consider the point with the smallest possible value of E ′ 2 . Letting δ = ǫ 2 /256, that point will satisfy
Since the state ψ C 2 R is separable, the cost E ′ 2 cannot be negative, at least for sufficiently small ǫ, so the key number is the E ′ 1 cost. Before introducing the extra complication of smoothing, consider first H min (ψ C 1 C 2 R |C 1 R). By [31] , this is related to the largest overlap that can be achieved with a maximally entangled state on C 2 /C 1 R by acting with a quantum channel on the C 1 R part of ψ C 1 C 2 R . This maximum singlet fraction is at least what is achieved by just aligning the Schmidt bases, which is 
Therefore, ignoring smoothing, the sum cost for Proposition 13 will always satisfy
for sufficiently large d, which has worse constants and even asymptotically only differs from the sum cost (95) for Theorem 11 by O(log log d).
Now let us introduce some smoothing. By duality of the min-and max-entropies,
Lemma 25 of Appendix C gives that
Getting a lower bound on this expression requires finding large k that nonetheless fail to satisfy the tail condition. That restriction on k is equivalent to 1 − H k /H d ≤ δ 2 /2, which will not be met by any k small enough to obey
for sufficiently large d. Using a similar estimate as for the maximum singlet fraction calculation, we get
for sufficiently large k. Substituting in the largest possible k consistent with eq. (106) and δ = ǫ 2 /256 gives
for sufficiently large d. The sum costs achievable using Theorem 11 compare favorably with this bound. The additional savings from smoothing are only about ǫ 4 log(d + 1)/512 ebits, which is insignificant for small ǫ. These tiny savings also come at the expense of being able to interpolate between achievable costs. To be fair, these states were chosen specifically because they are known to maintain their essential character even after smoothing, as was observed in [37] . The freedom to smooth is certainly more beneficial for some other classes of states, most notably i.i.d. states. Indeed, since S(ψ C 1 C 2 ) = (log d)/2 + O(log log d), merging many copies of |ψ C 1 C 2 R can be done at a rate roughly half the cost required for one-shot merging.
VIII. A VARIANT OF MERGING: SPLIT TRANSFER
In the previous sections, we've analyzed and characterized the entanglement cost for merging the state ψ C 1 C 2 ...CmBR to a single receiver Bob in the asymptotic setting and in the one-shot regime. Here, we modify our initial setup by introducing a second decoder A (Alice), who is spatially separated from Bob and also has side information about the input state. That is, the helpers C 1 , C 2 , . . . , C m and the two receivers Alice and Bob share a global state ψ C 1 C 2 ...CmABR and the objective is then to redistribute the state ψ C 1 C 2 ...CmABR to Alice, Bob, and the reference R. The motivation for this problem comes from the multipartite entanglement of assistance problem [3, 4] , where the task is to distill entanglement in the form of EPR pairs from a (m + 2)-partite pure state ψ C 1 C 2 ...CmAB shared between two recipients (Alice and Bob) and m other helpers C 1 , C 2 , . . . , C m . If many copies of the input state are available, the optimal EPR rate was shown in [4] to be equal to
where T ⊆ {C 1 , C 2 , . . . , C m } is a subset (i.e a bipartite cut) of the helpers. We denote the complement by T := {C 1 C 2 . . . C m } \ T . We call min T {S(AT ) ψ } the minimum cut (min-cut) entanglement of the state ψ C 1 C 2 ...CmAB .
The proof that the rate given by eq. (111) is achievable using LOCC operations consists of showing that the min-cut entanglement of the state ψ C 1 C 2 ...CmAB is preserved, up to an arbitrarily small variation, after each sender has finished performing a random measurement on his system. The procedure described in the proof of [4] makes use of a multiple-blocking strategy. That is, given n copies of the input state ψ C 1 C 2 ...CmAB , the first helper will perform d = n/m random measurements, each acting on m copies of ψ C 1 C 2 ...CmAB and generating J possible outcomes. Then, if each measurement can yield outcomes j 1 , j 2 , . . . , j d , we need to group together the residual states corresponding to outcome 1, then group the ones corresponding to outcome 2, etc... When this is done, the next helper will perform random measurements for each of these groups in the same way the first sender proceeded. That is, for each group, you need to divide into blocks, and so on. Needless to say, this approach fails in the one-shot setting.
It was conjectured in [4] that these layers of blocking could be removed by letting all the helpers perform simultaneous measurements on their respective typical subspaces. Such a strategy would still produce states which preserve the min-cut entanglement, thereby providing a way to prove eq. (111) without the need for a recursive argument. We will show in the remainder of this section that for a cut T min which minimizes S(AT ) ψ , there exists an LOCC protocol acting on the state ψ C 1 C 2 ...CmBR which will send T min to Alice and its complement to Bob. The protocol will consist of two parts. First, all the helpers will perform measurements on their typical subspaces and broadcast their outcomes to both decoders. Then, Alice will use the classical information coming from the helpers which are part of the cut T min and apply an isometry U , while Bob will apply an isometry V depending on the outcomes of the helpers belonging to T min . This will redistribute the initial state to Alice, Bob, and the reference R. Standard distillation protocols [38, 39] on the recovered state will yield EPR pairs at a rate given by eq. (111). We call the LOCC operation M :
transfer of the state ψ T T ABR with error ǫ and associated entanglement costs
where 
− → E T (Ψ).
In the above definition, we have denoted by i∈T (log K i − log L i ) a vector of length |T | whose components are given by log K i − log L i for i ∈ T in the lexicographical order.
The rate region where a split-transfer can be accomplished by LOCC can be defined in a manner analogous to definition 2. We omit the details here, but whenever we will say that a rate is achievable for a split-transfer of the state ψ T T ABR , it will mean that it is contained in the rate region. Now, we'd like to specify conditions, as in Proposition 4, that the initial state should satisfy in order to allow the group T (resp. T ) to transfer their share of the state to Alice (resp. Bob). For a pure state ψ T T ABR , suppose all the helpers perform incomplete measurements (as in Section III) on their respective shares of the state. For measurement outcomes J := (j 1 , j 2 , . . . , j m ), define the state
where p J is the probability of getting outcome J. In the above definition, j T is a vector of length |T | whose components correspond to outcomes of measurements performed by the helpers belonging to the cut T . The vector j T is defined similarly. Finally, the Kraus operators P T
map the spaces T and T to the subspaces T 1 and T 1 respectively.
Define another state |ϕ T 1 T ABR
, where p j T is the probability of getting the outcome j T , and suppose that we have
where τ T 1 L = i∈T τ C 1 i is the maximally mixed state of dimension L on the system T 1 . From the Schmidt decomposition, we know there exists an isometry U A j T : A → A 1 T A T A which Alice can perform such that
where the state |ψ A T T ABR is the same as the original state |ψ T T ABR with the ancillary system A T substituted for T . The state |Φ L is a maximally entangled state on T 1 A 1 T . Finally, define the state |υ
and suppose again that we have
where τ T 1 N = i∈T τ C 1 i is the maximally mixed state of dimension N on the system T 1 . Applying the Schmidt decomposition once more, Bob can perform an isometry
where the state |ψ A T B T ABR is the same as the original state ψ T T ABR with the ancillary systems A T and B T substituted for T and T .
If we apply the isometries U A j T and V B j T to the outcome state |ψ T 1 T 1 ABR J , the resulting state is given by
Since the states
and |Φ L ⊗ |Γ N ⊗ |ψ AA T B T BR are both normalized, we must have p J = p j T p j T . Hence, in this ideal case, we can achieve a split transfer of the state ψ C 1 C 2 ...CmBR by letting all the helpers measure their share simultaneously. The decoding by Alice and Bob will follow once they receive the measurement outcomes. If, for the quantum errors Q 1 I (ψ T T ABR ) and Q 2 I (ψ T T ABR ), we have
then there exists a split-transfer of the state ψ T T ABR with error 2 √ ǫ + 2 √ ǫ ′ and entanglement costs
density operators for the states |ϕ T 1 T ABR
Proof Since the quantum errors Q 1 I and Q 2 I are bounded from above by ǫ and ǫ ′ respectively, Proposition 4 can be applied, which tells us of the existence of isometries U A j T and V B j T such that
If we apply the isometries U A j T and V B j T to the state |ψ T 1 T 1 ABR J after obtaining outcome J, the output state ρ of the protocol will be of the form
It can be seen as the output state we would get if only the helpers in T wanted to transfer their share of the state to the decoder A. The map M, as defined above, corresponds to an LOCC quantum operation acting on ζ which consists of measurements by the helpers in T followed by an isometry on B. Note that we have remove some of the superscript notation for the sake of clarity.
We would like to bound the trace distance between the output state ρ and the state ψ A T B T ABR ⊗ Φ L ⊗ Γ N . To achieve this, we introduce the following intermediate state
and apply the triangle inequality
The trace norm
is equal to the trace norm appearing in the second line of eq. (120), and so is bounded from above by 2 √ ǫ ′ . To bound ρ − σ 1 , we have
The first inequality holds since the trace distance is non-increasing under quantum operations, and the second inequality is just the first part of eq. (120). Thus, we have a split-transfer of the state ψ C 1 C 2 ...CmABR with error 2
With this result in hand, a one-shot split-transfer protocol of the state ψ T T ABR where all the helpers perform simultaneous random measurements on their share can be obtained by two independent applications of Proposition 5 followed by an application of Proposition 15. We state the result here. 
Similarly, for each helper C i in the cut T , there exists an instrument
⌋ partial isometries of rank N i and one of rank Proof The bound on the quantum errors Q 1 I and Q 2 I given by eqs. (125) and (126) can be obtained by two independent applications of Proposition 5 to our setting. We leave the details to the reader.
The existence of a split-transfer with error 2 ∆ 1 I + 2 ∆ 2 I will then follow from Proposition 15. Note here that since the helpers have additional entanglement at their disposal, the partial isometries P T 
T ABR iff the following inequalities
hold for all non-empty subsets X ⊆ T and Y ⊆ T . The systems X and Y are defined as the complements of X and Y with respect to the systems T and T respectively.
Proof To prove achievability, we can proceed exactly as in the proof of Theorem 3. That is, we Schumacher compress the state (ψ T T ABR ) ⊗n , and then perform random measurements on the helpers with the following bounds on the ranks of the projectors and of the pre-shared entanglement:
for all non empty subsets X ⊆ T and Y ⊆ T . The bounds on the quantum errors Q 1 I and Q 2 I given in Proposition 16 can then be made arbitrarily small. That is, we will have Q 1 I and Q 2 I bounded from above by O(2 −nδ/2 ) for some typicality parameter δ. By applying Proposition 15, we get a split-transfer of the state ψ T T ABR with error O(2 −nδ/4 ) and entanglement costs
for all non-empty subsets X ⊆ T and Y ⊆ T . An application of the gentle measurement lemma and the triangle inequality then tell us that we can apply the same protocol on the state (ψ T T ABR ) ⊗n and obtain a split-transfer with error O(2 −nδ/4 )+O(2 −cnδ 2 /2 ). Since this error goes to zero as n tends to infinity and δ was arbitrarily chosen, we get back the direct part of the statement of the theorem.
To get the converse, we can consider any cut X of the helpers in T and look at the preservation of the entanglement across the cut AX vs X BT R. We assume, for technical reasons, that L i ≤ 2 O(n) for all i ∈ T . The initial entropy of entanglement across the cut AX vs X BT R is
At the end of any LOCC operation on the state (ψ T T ABR ) ⊗n , the output state can be seen as an ensemble {q k , ψ k
} of pure states. Using monotonicity of the entropy of entanglement under LOCC, we have
where X 1 := i∈X C 1 i . For any LOCC operation performing a split-transfer of the state (ψ T T ABR ) ⊗n with error ǫ, we have
This follows from the definition of a split-transfer (eq. (112)) and the fact that F 2 is linear when one argument is pure. Using Lemma 21, we can rewrite this as
By monotonicity of the trace norm under partial tracing, we get
Using the Fannes inequality (Lemma 22) and the concavity of the η-function, we have
Finally, using eq. (132), we have
for any non empty subset X ⊆ T . Using a similar argumentation, we can show that
holds for any non empty subset Y ⊆ T . By letting n → ∞ and ǫ → 0, we get the converse.
⊓ ⊔
If only a single copy of ψ T T ABR is available to the involved parties, we can adapt the argument of Theorem 11 and prove the following result concerning the existence of split-transfer protocols with error ǫ:
Proposition 18 Given a partition T ⊆ {1, 2, . . . , m} of the helpers C 1 , C 2 , . . . , C m , let ψ T T ABR be a (m+3)-partite pure state and fix ǫ 1 , ǫ 2 > 0. Then, for any entanglement cost
for all non-empty subsets S ⊆ T and S ′ ⊆ T , there exists a split-transfer protocol acting on ψ T T ABR with error ǫ 1 + ǫ 2 .
Proof
The proof is very similar to the proof of Theorem 11. First, we fix random measurements for each helper C i in a manner analogous to Proposition 5. For each helper C i in T , we have
where Q i j is defined as in Proposition 5 and U i is a random Haar unitary on
For a measurement outcome J := (j 1 , j 2 , . . . , j m ), let J T = i∈T j i be the vector of length t = |T | whose components correspond to the measurement outcomes for the helpers belonging to the cut T . The i-th element of J T will be denoted by j T ,i . Define
where Q T J := i∈T Q i j i and the shorthand U T denotes the tensor product i∈T U i . If we apply Lemma 10 to the state ψ T R ′ ⊗ τ K , where τ K := i∈T τ K i and R ′ := T ⊗ B ⊗ R, we get
Using the hypothesis that log K S − log L S ≥ −H min (ψ SR ′ |ψ R ′ ) + 4 log
proceed in a manner analogous to the proof of Theorem 11 and get the following bound on the expectation of the quantum error
. In a similar way, we can bound the expected value of the quantum error Q 2 I as follows:
From Proposition 15, we can conclude that there exists a split-transfer protocol of error ǫ 1 + ǫ 2 . ⊓ ⊔
With these results in hand, we can now return to our initial motivation, which was that of proving that the min-cut entanglement of the state ψ C 1 C 2 ...CmAB can be preserved by letting all the helpers C 1 , C 2 , . . . , C m perform simultaneous random measurements on their typical subspaces. To prove this fact, we will need the following corollary to Theorem 17.
Corollary 19
For a pure state ψ C 1 C 2 ...CmAB , we denote by T min a cut of the smallest possible size with the following property: 
where in the second line we have used the fact that S(AT min ) ψ < S(AT ) when T is a cut of size smaller than |T min |.
Similarly, for any non-empty subset Y ⊆ T min , where T min is not the whole set To get the second part, apply Theorem 17 by setting the Schmidt ranks of the pre-shared maximally entangled states to be K i = 1 for all i ∈ T and N j = 1 for all j ∈ T . Then, for these particular values, eqs. (129) and (130) give us bounds on the ranks L i and M j of projectors corresponding to measurements performed by C i ∈ T and C j ∈ T respectively. Since L i ≥ 1 and M j ≥ 1 must be satisfied for all i ∈ T and j ∈ T , we need the conditional entropies S(X |X A) ψ and S(Y|YB) ψ appearing in the upper bounds to i∈T L i and j∈T M j to be negative. Otherwise, the helpers will not be able to perform measurements with vanishing quantum errors Q 1 I and Q 2 I and they will need to consume additional entanglement.
If some of the conditional entropies S(Y|YB) ψ are equal to zero, we will need to inject an arbitrarily small amount of singlets between the cut Y vs AT min or the cut Y vs BY in order to make S(Y|YB) ψ negative (i.e an EPR pair contributes -1 to the conditional entropy). However, it is shown in [40] that for pure states, the LOCC class of transformations is not more powerful if we allow an additional sublinear amount of entanglement. This is due to the fact that we can always generate EPR pairs between a given cut, using an o(n) amount of copies of the initial state, unless across that cut the state happens to be in a product state.
⊓ ⊔ Proof Let T min be a cut of the smallest size attaining the minimization in eq. (148) and fix some ǫ > 0. Then, according to Corollary 19, if n is large enough, we can perform a split-transfer protocol of the state ψ T min T min AB with error ǫ. This will produce a state ϕ
where ψ AA T min BB T min is the original state ψ T min T min AB with the systems A T min and B T min substituted for the systems T min and T min . Applying the Fannes inequality to eq. (149), we get
which implies that
where δ can be made arbitrarily small by letting ǫ → 0. Thus, the min-cut entanglement E ∞ A (ψ) is arbitrarily well preserved after the split-transfer is performed, and so Alice and Bob can distill at this rate by applying a standard purification protocol on ϕ A n A n T min B n B n T min . ⊓ ⊔
IX. DISCUSSION
We have studied the problem of multiparty state merging with an emphasis on how to accomplish merging when the participants have access only to a single copy of a quantum state. In the easier asymptotic i.i.d. setting, the rate region was characterized by a set of "entropic" inequalities which any rate-tuple (R 1 , R 2 , . . . , R m ) must satisfy in order to be achievable for merging. These inequalities define a convex region S in an m-dimensional space, whose axes are the individual rates R i , and where merging can be achieved if the parties have access to many copies of ψ C 1 C 2 ...CmBR . Our protocol for multiparty state merging distinguishes itself in that any point in the rate region can be achieved without the need for time-sharing. The main technical challenge for showing this was to adapt the decoupling lemma of [4] and the upper bound to the quantum merging error (Proposition 4 in [4] ) to the multiparty setting.
The one-shot analysis of the entanglement cost necessary to perform merging presented more difficulties than in the asymptotic setting but as compensation yielded greater rewards. Most notably, because time-sharing is impossible with only a single copy of a quantum state, our intrinsically multiparty protocol provides the first method to interpolate between achievable costs in the multiparty setting. The technical challenge was to derive an upper bound on the quantum error Q I (ψ) for a random coding strategy in terms of the min-entropies. We suspect that it might possible to further improve our bound by replacing the min-entropies with their smooth variations, but it is unclear how to proceed in order to show this. We leave it as an open problem. To illustrate the advantages of intrinsic multiparty merging over iterated two-party merging, we also performed a detailed analysis of the costs incurred by the two strategies for variants of the embezzling states.
Lastly, we have introduced the split-transfer problem, a variation on the state merging task, and applied it in the context of multiparty assisted distillation. The main technical difficulty here was to prove that the helpers in the cut T do not have to wait for the helpers in T to complete their merging with the decoder A before they can proceed with the transfer of their shares to the B decoder. The essential ingredients for showing this were the commutativity of the Kraus operators P T j T and P T j T , and the triangle inequality. The rate region for a split-transfer is composed of two sub-regions, each corresponding to rates which would be achievable for a merging operation from T (resp. T ) to A(resp. B) with reference T BR (resp. T AR).
In the context of assisted distillation, the existence of a split-transfer protocol which redistributes the initial pure state ψ C 1 C 2 ...CmAB to the decoders A and B was used to give a nonrecursive proof that the optimal achievable EPR rate under assistance is given by the min-cut entanglement min T {S(AT )}. It would be interesting to come up with other potential applications for the split-transfer protocol. State merging was used as a building block for solving various communication tasks, and we believe split-transfer could be useful in other multipartite scenarios than the assisted distillation context. Alternatively, it could also simplify some of the existing protocols which rely on multiple applications of the state merging primitive. and the trace distance of two states ρ and σ is given by D(ρ, σ) = 1 2 ρ − σ 1 . An alternative measure of closeness of two states is given by the fidelity:
If the state ρ := |ψ ψ| is pure, the fidelity between ρ and σ becomes equal to:
F (|ψ ψ|, σ) = ψ|σ|ψ = Tr(ρ|ψ ψ|)
These two measures of closeness are related as follows:
Lemma 21 [41] For states ρ and σ, the trace distance is bounded by 
