We consider a new extension of the extragradient method that is motivated by approximating implicit updates. Since in a recent work [1] it was shown that the existing stochastic extragradient algorithm (called mirror-prox) of [12] diverges on a simple bilinear problem, we prove guarantees for solving variational inequality that are more general than in [12] . Furthermore, we illustrate numerically that the proposed variant converges faster than many other methods on the example of [1] . We also discuss how extragradient can be applied to training Generative Adversarial Networks (GANs). Our experiments on GANs demonstrate that the introduced approach may make the training faster in terms of data passes, while its higher iteration complexity makes the advantage smaller. To further accelerate method's convergence on problems such as bilinear minimax, we combine the extragradient step with negative momentum [8] and discuss the optimal momentum value.
Introduction
Variational inequality problem is a general framework which covers a variety of optimization problems such as constrained minimization and saddle-point problems. Roughly speaking, variational inequality is equivalent to the necessary first-order optimality condition for optimization problem (which is also sufficent in the convex case). The formulation has a lot of applications in machine learning, most prominent of which are empirical risk minimization and two-player games. In particular, recently invented generative adversarial neural networks [10] are often trained using schemes that resemble primal-dual and variational inequality methods, which we shall discuss in detail later.
The problem that we consider is that of finding a point x * satisfying g(x) − g(x * ) + F (x * ), x − x * ≥ 0, for all x ∈ K,
where K ⊂ R d is a convex set, g is a convex function and operator F : K → R d is monotone. Having monotone operator is not directly related to training of neural networks, whose loss landscape has a lot of nonconvex regions, but, unfortunately, little is known about variational inequality and even minimax problems when convexity is missing. Thus, we stick to this assumption and rather try to model adversarial properties by considering particularly unstable [8, 1] bilinear minimax problems.
Of particular interest to us is the situation where F (x) is the expectation with respect to random variable ξ of the random operator F (x; ξ). This formulation has two aspects. First, one can model data distribution, especially when a large dataset is available and the problem is that of minimizing empirical loss. Second, ξ can be a random variable sampled by one of the GAN networks, called generator.
where X and Y are some convex sets and f is a smooth function. While this example looks deceptively simple, simultaneous gradient descent-ascent is known to diverge on this problem [9] even when f is convex-concave. In particular, the objective f (x, y) = x y leads to geometrical divergence for any nontrivial initialization [3] . For more discussion on variational inequality and its relation to GANs see [7] .
Related work
The extragradient method was first proposed in [14] . Since then there has been developed a number of its extensions, most famous of which is the mirror-prox method [19] that uses mirror-descent update. At each iteration, the standard extragradient method is trying to approximate the implicit update, which is known to be much more stable. Assuming the operator is Lipschitz, it is enough to compute the operator twice to do the approximation accurate enough, assuming the operator is smooth. We base our intuition upon this property and we shall discuss it in detail later in the paper.
While extragradient uses future information, convergence guarantees can be achieved even from past information. In particular, Optimistic mirror descent (OMD), first proposed by [21] for convexconcave zero-sum games, has been analyzed in a number of works [18, 4, 6] and it was applied to GAN training in [2] . The rates that we prove in this work for stochastic extragradient match the best known results for OMD, but are given under more general assumptions.
There are other techniques that allow to improve stability and achieve convergence for monotone operators. While alternating gradient descent-ascent does not, in general, converge to a solution [8] , the negative momentum trick proposed in [8] can fix this.
This work is not the first to consider a variant of stochastic extragradient. A stochastic version of the mirror-prox method [19] was analyzed in [12] under pretty restrictive assumptions. While deterministic extragradient approximates implicit update, the authors of [12] chose to sample two different instances of the stochastic operator, which leads to a poor approximation of stochastic implicit update unless the variance is tiny. It was observed in [1] that this approach leads to terrible practical performance, dubious convergence guarantees and divergence on bilinear problems. All later variants of stochastic extragradient, that we are aware of, consider the same update model. Surprisingly, a variant of extragradient was also rediscovered by practitioners [16] as a way to stabilize training of GANs. The main different of the method in [16] to what we consider is in applying extrasteps only on one of two neural networks. In addition, [16] proposed to use more than one extra step and claim that in on specific problems 5 steps is a good trade-off between results quality and computation.
Theoretical background
Here we provide several technical assumptions that are standard for variational inequality.
In stochastic case, we assume that F (x; ξ) is monotone almost surely.
The monotonicity assumption is an extension of the notion of convexity and most of the methods are analyzed under it. There are several versions of pseudo-monotonicity, but without it the variational inequality problem becomes extremely hard to solve.
Assumption 3. Function g : R d → R ∪ {+∞} is lower semi-continuous and µ-strongly convex for µ ≥ 0, i.e. for all x, y ∈ K and any h ∈ ∂g(y)
If µ = 0, then g is just convex. Assumption 4. In strongly convex case, we assume that F has bounded variance at the optimum, i.e. 
3:
4:
5:
Depending on the assumptions, we will either work with the variance at the optimum or with a merit function, which involves variance of a set of points.
Theory
It is known that implicit updates are more stable when solving variational inequality and sometimes it is argued that the main goal is to approximate those [18] . From that perspective, the current stochastic extragradient, which was suggested in [12] , does not make much sense. Since it uses two independent samples, it will rarely approximate the implicit update, so it is rather not surprisingly that it fails even on bilinear problems, as it was observed in [1] .
Below we show that extragradient efficiently approximates implicit update.
, where η > 0 is any stepsize. Then,
The right-hand side in Theorem 1 serves as a measure of stationarity and decreases as x gets closer to the problem's solution. The essential part of the bound is that the error is of order O(η 2 ) rather than O(η). This allows the approximation to be better than simple gradient update and this is what makes it possible for the method to solve variational inequality. One can also mention that having extra factor of ηL is beneficial only when η < 1 /L, which provides a good intuition on why extragradient uses smaller stepsizes than gradient.
However, when the stochastic update is used, this result is not applicable directly. If two different samples of the operator are used, F (·; ξ t ) and F (·; ξ t+1/2 ), as is done in stochastic Mirror-Prox [12] , then the update does not seem to approximate implicit update of any operator. This is why we propose in this work to use the same sample, ξ t , when computing y t and x t+1 , see Algorithm 1. Equipped with our update, we are always approximating the implicit update of stochastic operator F (·; ξ t ) and our theoretical results suggest that this is the right approach.
Stochastic variational inequality
Our first goal is to show that our stochastic version of the extragradient method converges for strongly monotone variational inequality. The next theorem provides precise rate that we obtained.
Theorem 2.
Assume that g is a µ-strongly convex function, operator F (·; ξ) is almost surely monotone and L-Lipschitz, and that its variance at the optimum is bounded by constant, E F (
In the case where at the optimum the noise is zero, we recover standard results for extragradient [22] . This is also similar to the rate proved for optimistic mirror descent in [7] , however we do not ask for uniform bounds on the variance. Therefore, we believe that this result is significantly more general. Theorem 3. Let g be a convex function, F (·; ξ) be monotone and L-Lipschitz almost surely. Then, the iterates of Algorithm 1 satisfy for any set X
This result is more general than the one obtained in [7] , where the authors require for the same rate bounded variance and even E F (x; ξ) 2 ≤ M < ∞ uniformly over x. The left-hand side in the bound above is a merit function that has been used in variational inequality literature [20] .
Adversarial bilinear problems
The work [8] argues that a good illustration of method's stability can be obtained when considering minimax bilinear problems, which is given by min
where B is a full rank square matrix. One can show that if there exists a Nash equilibrium point,
This problem is particularly interesting because simple gradient descent-ascent diverges geometrically when solving it, Theorem 4. Let f be bilinear with a full-rank matrix B and apply Algorithm 2 to it. Choose any η 1 and η 2 such that η 2 < 1 /σmax(B) and η 1 η 2 < 2 /σmax(B)
2 , then the rate is
Under the same assumption as in Theorem 4, consider two choices of stepsizes:
as in [18] , then the complexity in both cases is O(κ log 1 ε ). However, we provide this result for potentially different stepsizes to obtain new insights about how they should be chosen. One can see, in particular, that choosing a huge η 1 is possible if η 2 is chosen small, but not vice versa.
Negative momentum
The work [8] suggests using negative momentum to improve game dynamics and achieve faster convergence of the iterates. We consider using two types of momentum together: β 1 in the first step and β 2 in the second. Detailed investigation on bilinear problems shows that β 1 can be chosen to be positive and β 2 should rather be negative. Intuitively, positive β 1 allows the method to look further ahead, while negative β 2 compensates for inaccuracy in the approximation of implicit update. In Appendix A.1, we discuss it in more details. See Algorithm 3 for detailed description and our experiments section for some numerical investigations. yFormally, the problem that we consider here is
where f is a smooth but potentially nonconvex function. To show convergence, we need the following standard assumption. Assumption 5. There exists a constant σ > 0 such that for all x it holds
Then, we are able to show that the method converges to a local minimum.
and apply extragradient to (3). Then, its iterates satisfy
wherex t is sampled uniformly from {x 0 , . . . , x t−1 }.
, which is the same as the rate of SGD under our assumptions.
The statement of the theorem almost coincides with that of SGD, see for instance [5] . This suggests that extragradient in most cases should not be seen as an alternative to SGD. We also provide a simple experiment with training Resnet-18 [11] on Cifar10 [15] in Appendix B.2, which gives a similar message.
Experiments

Bilinear minimax
In this experiment, we generated a matrix with entries from standard normal distribution and dimensions 200. Since we did not observe much difference when changing the matrix size, we provide only one run in Figure 2 . The results are very encouraging and show the superiority of the proposed approach on this problem.
Generating mixture of Gaussians
Here we compare gradient descent-ascent as well as mirror-prox to our method on the task of learning mixture of 4 Gaussians. We provide the evolution of the process in Figure 3 , although we note that the process is rather unstable and all results should be taken with a grain of salt. To our surprise, negative momentum was rarely helpful and even positive momentum sometimes was giving significant improvement. We suspect that this is due to the different roles of generator and discriminator, but leave further exploration for future work. (a) η1 = η2, β2 = 0, β = β1 is the x-axis, ησi is the y-axis. The optimal value of β1 depends on ησi and only for small values is significantly bigger 0. The dark area is where the method diverges. (b) η1 = η2, β1 = 0, β = −β2 (negative momentum) is the x-axis, ησi is the y-axis. The optimal value of β2 is always very close to −0.3. The dark area is where the method diverges. Mirror-Prox OMD Same Sample EG Same Sample EGm Figure 2 : Comparison of using independent samples and averaging as suggested by [12] and the same sample as proposed in this work. The problem here is the sum of randomly sampled matrices min x max y n i=1 x B i y. Since at point (x * , y * ) the noise is equal 0, the convergence of Algorithm 2 is linear unlike the slow rate of [12] . 'EGm' is the version with negative momentum equal β = −0.3.
The details of the experiment are as follows. For generator we use neural net with 2 hidden layers of size 16 and tanh activation function and output layer with size 2 and no activation function, which represents coordinates in 2D. Generator uses standard Gaussian vector of size 16 as an input. For discriminator we use neural net with input layer of size 2, which takes a point from 2D, 2 hidden layers of size 16 and tanh activation function and output layer with size 1 and sigmoid activation function, which represents probability of input point to be sampled from data distribution. We choose the same stepsize 5 · 10 −3 for all methods, which is close to maximal possible stepsize under which the methods rarely diverge.
Comparison of Adam and ExtraAdam
Unfortunately, pure extragradient did not perform extremely well on big datasets, so for the Fashion MNIST and Celeba experiments we used the update rule as in Adam [13] .
In the first set of experiments, we compared the performance of ExtraAdam [6] and Adam in a Conditional GAN [17] setup on Fashion MNIST [23] dataset. The generator and discriminator were simple feedforward networks (detailed architectures description in Table 1 ). Optimizers were run with mini-batch size of 64 samples, no weight decay and β 1 = 0.5, β 2 = 0.999. One iteration of ExtraAdam was counted as two due to a double gradient calculation. The results are depicted in Figure 4 . One can see that extragradient is slower because of the need to compute twice more gradients.
We suspect that Adam is faster partially due to that the problem's structure is something more specific than just a variational inequality. One validation of this guess is that in [8] , the networks were trained with negative momentum only on discriminator, while generator was trained with constant momentum +0.5. Another reason we make this conjecture is that in [16] there was proposed a method that can be seen as a variant of extragradient, in which only one players makes several extra steps.
In the second experiment, following [1] , we trained Self Attention GAN [24] . We note that the loss was generally a misleading metric of method comparison, so here we only provide the samples generated after training for two epochs. The results are provided in Figure 5 .
Discussion
The bilinear example is very clear and the results that we obtained showed enough stability. However, the message from training GANs is very vague due to their well-known instability. Sometimes even established results such as effectiveness of negative momentum was not observed and positive momentum would perform better. We believe that the bilinear problem in this situation is the best way to make conclusion, but we still aim to obtain new methods for GANs in future. However, our work was not exclusively motivated by this application, but rather we wanted to fix a serious issue of the already popular extragradient method. 
Proof. We show the claim by induction. For k = 0 it holds simply because y 0 def = x. If it holds for k − 1, let us show it for k. By non-expansiveness of the proximal operator we have
Proof of Theorem 2
First, let us introduce the following lemma that will be very useful in our analysis. Lemma 1. Let g be µ-strongly convex and z = prox ηg (x). Then for all y ∈ R d the following inequality holds:
Proof. The lemma easily follows from the definitions. Indeed, since
we have necessary optimality condition 0 ∈ η∂g(z) + (z − x). Thus,
where the last step follows from mere definition of strong convexity.
In addition, let us also separately state how we are going to deal with the update variance.
Lemma 2. Let F (·; ξ) be almost surely monotone and assume that point x is such that σ
2 < +∞, i.e. the variance of F at x is bounded. Then,
Proof. As x t and ξ t are independent random variables and EF (x; ξ t ) = F (x), we have 
Proof of Corollary 1
Proof. These statements follow from the bound obtained in Theorem 4. Since function (1−x 2 ) 2 +x 2 monotonically decreases when x ∈ 0,
The second case follows similarly.
A.1 Negative momentum
For bilinear problems with two types of momentum the update recurrence is
Since up to reshuffling this a block-diagonal matrix, it can be simplified using SVD decomposition to the following 4 × 4 matrices 
where σ i is the i-th the singular value of B.
One can show that the spectral radius of this matrix improves with negative β 2 , however this is not true for its second norm. Since this is a very technical property that can be easily illustrated numerically, we simply provided a plot of how spectral radius changes depending on values of ησ and β 2 when β = 1 = 0 and η 1 = η 2 = η, see Figure 1 . In addition, here we provide the heatmap for η 1 = η 2 and product ησ = 0.01. As can be seen from Figure 6 , nonzero β 1 is not very promising and β 2 leads only to a small improvement. Thus, it gives advantage mainly for large values of ησ. 
B.2 Empirical risk minimization
As our theory suggests, stochastic extragradient might not be better than SGD when solving a simple task such as function minimization. To see how it works in practice, we trained Residual Network [11] , Resnet-18, on Cifar10 [15] dataset with cross-entropy loss and different stepsizes, and compared the results to SGD. In order to see the effect of the update rule, we do not use any type of momentum in this experiment and keep the learning rate constant. Our observation in this situation is that extragradient is indeed slower, both because of the need to compute two gradients per iterations and because of worse final accuracy.
