Abstract. In this contribution to the proceedings of the 68è me Rencontre entre Physiciens Théoriciens et Mathématiciens on Deformation Quantization I shall report on some recent joint work with Henrique Bursztyn on the representation theory of * -algebras arising from deformation quantization as presented in my talk.
Introduction
The starting point for this investigation was the wish to develop a representation theory for the star product algebras as they arise in deformation quantization [3] , see [27, 50] for recent reviews as well as Daniel Sternheimer's contribution in this proceedings. In deformation quantization the main emphasis lies on the construction of the observable algebra out of the classical data. The observables are understood to be the primary object as opposed to other quantization schemes based on particular operator representations on Hilbert spaces. More specifically, one deforms the classical Poisson algebra of observables, modeled by smooth complexvalued functions C ∞ (M ) on a classical phase space M , into the direction of the Poisson bracket determined by the symplectic or Poisson structure of M . This new non-commutative product is understood to be the multiplication law for the quantum observables. Usually, formal associative deformations in the sense of Gerstenhaber [25, 26] are considered, yielding the notion of (formal) star products. The * -involution of star products as well as the order structure of real formal power series allow for an intrinsic definition of states as positive linear functionals of the observable algebra. It turns out that many of the well-known 'quantizations' can be recovered as GNS representations induced by certain particular states [5] [6] [7] [8] 10, 47] . The reader will certainly notice that this line of arguments reminds very much the Haag-Kastler formulation of quantum field theory [29] .
Let us now discuss the motivation and conceptual advantages for such an approach to quantization: First the states are known automatically (and even in some functorial way) once the observable algebra is known. Secondly, and even more important, one can consider different representations of one observable algebra. This corresponds to the same system in different physical situations. Here one has various examples like thermodynamical equilibrium at different temperatures, modeled e.g. by KMS states [2, 8] in order to study phase transitions, as well as super selection rules and topological effects like the Aharonov-Bohm effect [5] . A further example is the re-interpretation of Dirac's quantization condition for magnetic charges of magnetic monopoles as a condition for Morita equivalence of the quantization with and without magnetic field. In particular, the whole categories of * -representations are equivalent when Dirac's condition is fulfilled [16] . These examples show the need for a good understanding of what the representation theory of deformation quantization looks like. Thus we shall give here an overview over the recent developments and discuss various examples. We shall focus on the ideas and motivations rather than on the detailed proofs as they can be found elsewhere [10] [11] [12] [13] [14] [15] [16] . We also give a quite extensive (though certainly incomplete) guide to the literature.
The article is organized as follows: In Sect. 2 we recall the basic notions of deformation quantization which provides the main example. In Sect. 3 the concept of * -algebras over ordered rings and their * -representations is discussed and Sect. 4 is devoted to the fundamental GNS construction of * -representations. Then in Sect. 5 we point out some questions and results on the deformation theory of * -algebras. Sect. 6 contains a brief description of Rieffel induction and in Sect. 7 we establish the notion of Morita equivalence of * -algebras. In Sect. 8 we discuss the deformation of projective modules as they provide the main example of Morita equivalence bimodules. This will be applied to Hermitian vector bundles in Sect. 9 where we obtain local expressions for the deformations. Sect. 10 will give the way back, namely the construction of global deformations out of local data. Finally, we compute the relative characteristic class of Morita equivalent star products on symplectic manifolds in Sect. 11. Acknowledgments: First of all it is a pleasure for me to thank the organizers and in particular Gilles Halbout for the invitation to present these results at the 68è me Rencontre entre Physiciens Théoriciens et Mathématiciens on 'Deformation Quantization' in Strasbourg. I also would like to thank Martin Bordemann, Henrique Bursztyn, Murray Gerstenhaber, Simone Gutt for valuable discussions and remarks. Moreover, I'm very grateful to Branislav Jurčo and Peter Schupp for a discussion clarifying the appearance of the diffeomorphism in Theorem 11.2.
Deformation Quantization as Example
Let us briefly recall the notion of deformation quantization and star products [3] in order to fix our notation. with bidifferential operators C r such that C 0 (f, g) = f g and C 1 (f, g) − C 1 (g, f ) = i{f, g} as well as 1
Hermitian star products are * -equivalent if they are equivalent with a T such that
With the interpretation λ ↔ one identifies
] with the algebra of observables of the quantum system corresponding to (M, π). However, there are applications of star products beyond quantization of phase spaces coming from certain limits of string theory [19, 30-32, 45, 49] . Here they give rise to non-commutative versions of space-time very much in the spirit of Connes' noncommutative geometry [18] .
The existence of star products was first established in the symplectic case [20, 23, 41] and recently also in the general Poisson case [17, 35] . Moreover, the classification up to equivalence is also well-understood [4, 28, 35, 40] .
Having a quantized observable algebra A = (C ∞ (M ) [[λ] ], ⋆) we want to understand the states as well as the representations of A on Hilbert spaces. At first glance this looks almost hopeless due to the formal power series. There are no interesting C-linear functionals ω : 
instead. Now we observe that R[ [λ] ] is an ordered ring (see Remark 3.1) whence the positivity condition
makes sense as soon as ⋆ is a Hermitian star product. This way we indeed obtain a notion of positive linear functionals and thus for states, now completely within the framework of formal deformations. Moreover, as many examples show, this notion gives physically reasonable results and allows for a mathematically nontrivial theory of * -representations which we shall discuss in the sequel.
* -Algebras over Ordered Rings
Having deformation quantization as the major 'example' we shall now focus on the general algebraic structures in order to develop a more axiomatic approach to a representation theory for star products. Let R be an ordered ring, i.e. a commutative associative unital ring with a distinguished subset P ⊂ R of positive elements such that R is the disjoint union R = −P ∪ {0} ∪ P and P · P ⊆ P as well as P + P ⊆ P. As usual we shall write a < b if b − a ∈ P etc. Moreover, we set C = R(i) with i 2 = −1. As consequences we note that R as well as C have characteristic zero, i.e. Z ⊆ R ⊂ C. Moreover, R and C have no zero divisors and the quotient fieldR of R is canonically an ordered field. The complex conjugation z → z is an involutive ring automorphism of C with zz > 0 if and only if z = 0. Here we use the fact that R is embedded into C in the usual way.
] is ordered in a canonical way, too, by the definition ∞ r=r0 λ r a r > 0 if a r0 > 0. This shows that the concept of ordered rings fits naturally to formal power series and thus to Gerstenhaber's deformation theory [26] . Then R[[λ]] will be non-Archimedian since e.g. nλ < 1 for all n ∈ Z. The interpretation in formal deformation theory is that the deformation parameter λ is 'very small' compared to the other numbers in R.
In the following we shall use a fixed choice R and C as replacement for R and C. The order structure allows for the following definition: Definition 3.2. A C-module H is called pre-Hilbert space if it is equipped with an inner product ·, · : H × H → C such that φ, zψ + wχ = z φ, ψ + w φ, χ and φ, ψ = ψ, φ for z, w ∈ C and φ, ψ, χ ∈ H as well as φ, φ > 0 for φ = 0. The simplest example is clearly H = C n , where the inner product is defined as usual by
Having a pre-Hilbert space over C we need an algebraic replacement for the 'bounded operators'. Since in the ordinary theory of Hilbert spaces over the complex numbers an operator is bounded if and only if it is adjointable (HellingerToepliz theorem, see e.g. [44, p . 117]), we state the following definition:
for all φ ∈ H and ψ ∈ K. The set of adjointable maps is denoted by B(H, K) and B(H) := B(H, H). Moreover, U ∈ B(H, K) is called isometric if U φ, U ψ = φ, ψ for all φ, ψ ∈ H, and U is called unitary if it is isometric and bijective.
Lemma 3.4. Let H, K, L be pre-Hilbert spaces over C and let A, B ∈ B(H, K), C ∈ B(K, L), and z, w ∈ C. Then the adjoint A * of A is unique and we have the usual rules Thus the pre-Hilbert spaces over C constitute a category pre-Hilbert(C) where the morphisms are given by adjointable C-linear maps. Directly related to preHilbert spaces are the * -algebras over C.
Example 3.6 ( * -Algebras).
1. Primary example and guideline for the following are the C * -algebras over C.
2.
The main motivation for generalizing the theory of C * -algebras to this more algebraic framework are the star products from deformation quantization. Here one also has the non-unital versions (
3. If H is a pre-Hilbert space over C then B(H) is a unital * -algebra over C. In particular, if H = C n with inner product (3.5) we have B(C n ) ∼ = M n (C) with the usual * -involution.
4. For a pre-Hilbert space H we define the finite rank operators F(H) to be the C-linear span of the operators Θ φ,ψ which are defined by Θ φ,ψ (χ) = φ ψ, χ for φ, ψ, χ ∈ H. Then F(H) ⊆ B(H) is a * -ideal and hence a * -algebra itself. It is a proper ideal in infinite dimensions while
5. If A is a * -algebra over C then M n (A) with the usual product and * -involution is again a * -algebra over C.
6. There are various examples beyond the above ones as e.g. algebras of differential operators or complexified universal enveloping algebras U (g) ⊗ R C of Lie algebras g over R with * -involution induced by x → −x for x ∈ g.
As usual we define Hermitian, isometric, unitary, and normal elements of a * -algebra. The order structure of R becomes crucial when we want to discuss the following notions of positivity: 
for all A, B ∈ A. Clearly positive linear functionals can be pulled back under * -homomorphisms whence * -homomorphisms map (algebraically) positive elements to (algebraically) positive elements. If A is unital, strong non-degeneracy is equivalent to π(1) = id. We shall be mainly interested in the unital case in the following.
However, there are two notions which generalize the unital case in a useful way. An algebra is called idempotent if any element can be obtained as sum of products A = B 1 C 1 +· · ·+B n C n . Even more useful is the notion of an approximate identity: Let I be a directed set and let A α ⊆ A be sub-algebras and
Most of the results for unital * -algebras can be extended to the non-unital case provided the * -algebra has an approximate identity. Nevertheless, we shall not emphasize this aspect too much but refer to [12, 15] for the corresponding statements.
The GNS Construction
In general, there may be no interesting * -representations of A at all. However, the order structure of R allows for the GNS construction of * -representations out of positive linear functionals.
We shall now describe this construction. Let ω : A → C be positive and define
The (3.9) implies that J ω is a left ideal of A, called the Gel'fand ideal of ω. Hence
becomes a A-left module with the usual left action denoted by π ω (A)ψ B = ψ AB , where ψ B ∈ H ω is the class of B ∈ A. Now H ω becomes a pre-Hilbert space by
Finally, it is verified easily that π ω (A) ∈ B(H ω ) and π ω (A * ) = π ω (A) * whence π ω is a * -representation of A on H ω , the so-called GNS representation induced by ω. In case A is unital one even has a cyclic vector, namely ψ 1 , whence π ω is a cyclic * -representation and hence strongly non-degenerate. In this case
(4.14)
More generally, if A is idempotent then π ω is still strongly non-degenerate.
Remark 4.1. In the case of C * -algebras this construction is of course a classical result, see e.g. the textbook [38] . The surprising observation is that it can be generalized to the above purely algebraic framework and still gives non-trivial examples: Many 'operator representations' by differential operators turn out to be particular GNS representations of certain star product algebras. We shall not discuss all the examples here but refer to the literature: See [5] [6] [7] for Schrödinger type representations on cotangent bundles, [10] for Bargmann-Fock type representations for Fedosov star products of Wick type on Kähler manifolds [9, 33, 34] , and [47] for the left regular representation induced by KMS functionals [2, 8] .
With the GNS construction in mind it is not very surprising that the question of existence of 'interesting' (e.g. faithful)
* -representations is intimately linked to the existence of positive linear functionals. 
A has a faithful
* -representation.
In general one has the characterization The proof relies on the GNS construction, see [15, Prop. 2.8] and [12, Thm. 4.7] . In particular, if there exists a faithful * -representation then one can already obtain a faithful * -representation by direct sums of GNS representations. Moreover, since all the unpleasant and 'non-C * -algebra like' elements of A are contained in J min (A) we can pass to the quotient
This procedure is clearly functorial and can be seen as an algebraic analog of the construction of the C * -enveloping algebra of a Banach * -algebra, see e.g. 
Deformation of * -Algebras
Now we shall consider formal deformations of
] is again ordered one stays in the same framework of * -algebras over ordered rings.
Definition 5.1. Let A be a * -algebra over C and let
In principle one can also deform the * -involution of A in order to obtain a * -involution for ⋆ but we shall only consider the case of Hermitian deformations here, see also [15, Sect. 8] . Hermitian star products are of course our main example. For later use we shall recall the following lemma [13, Lem. 2.1].
In order to compare * -representations of A and A we first need the notion of the classical limit for pre-Hilbert spaces, see [15, 
is again adjointable CA ∈ B(CH, CK).
It follows immediately that C defines a functor, the so-called classical limit
] by λ-linear extension of the inner product such that
This example shows that the classical limit functor C is essentially surjective. One also can compute the classical limit of * -representations of Hermitian deformations in a functorial way, see [15, Prop. 8.5 ].
Lemma 5.5. Let A be a Hermitian deformation of a * -algebra A over C and let π :
Definition 5.6. Let (π, H) be a * -representation of A and A a Hermitian deformation of A. A deformation of (π, H) with respect to A is a * -representation (π, H) of A such that (π, H) is unitarily equivalent to C(π, H).
Turning this definition into a question we arrive at the problem of whether a given * -representation of A can be deformed into a * -representation of A. In general this problem seems to be quite hard to solve. In particular, some easy examples like the Bargmann-Fock representation show that it is not enough to consider deformations with H = H[[λ]], see [48] . The physical interpretation of this definition is that every classical state is the classical limit of a quantum state. Obviously, from the physical intuition this should be a feature of any reasonable quantization scheme. In fact, Hermitian star products on symplectic manifolds are always positive deformations [14] . From [48] we have:
From this fact one easily obtains that a Hermitian deformation A of a unital * -algebra A is positive if and only if any GNS representation of A can be deformed. In particular, if CΩ = ψ 1 for some Ω ∈ H with C(π, H) = (π ω0 , H ω0 ) then ω(A) = Ω, π(A)Ω is a deformation of ω 0 . This again emphasizes the importance of GNS representations.
Rieffel Induction
Given two * -algebras A, B over C we want to learn something about their relation by comparing * -Rep(A) and * -Rep(B) in a functorial way. This wish can be made precise by considering a B-A bimodule E. As usual E shall also possess an underlying C-module structure. If A and B are unital we always assume that the units act as units on E. In the non-unital case we require that E is strongly non-degenerate for both actions.
Given such a bimodule E and given a * -representation (π, H) of A,
clearly becomes a B-left module. The main idea of Rieffel induction, as known from C * -algebra theory [37, 38] , is to impose additional structures on E such that (6.23) eventually gives a * -representation of B. We shall now sketch how the construction for C * -algebras can be extended to this purely algebraic framework of * -algebras over C.
If E is even a B-A bimodule then ·, · is compatible with the B-left action if in addition
Moreover, ·, · satisfies the positivity condition P if
extends to a positive semi-definite Hermitian inner product on K for all * -representations (π, H) of A.
Actually, the positivity condition P turns out to be rather mild. It follows 'almost' from x, x ∈ A + . In case of a C * -algebra (6.24) is necessarily positive semi-definite and one can give various sufficient conditions in the general case, too, see [15] for a detailed discussion. Now let us assume we have a B-A bimodule with compatible A-valued A-right linear inner product ·, · such that P holds. Then we consider the quotient
of K divided by the vectors of length zero and obtain a pre-Hilbert space K over C. Moreover, we observe that the B-left action on K passes to the quotient K and yields a * -representation of B, thanks to the compatibility condition. A final check shows that this construction is functorial: indeed, let (π 1 , H 1 ) and (π 2 , H 2 ) be * -representations of A and let U : H 1 → H 2 be an isometric intertwiner. Then (6.26) passes to the quotient and yields an isometric intertwiner V : K 1 → K 2 , Thus we end up with a functor
called Rieffel induction functor. This functor turns out to be compatible with algebraic constructions like direct sums of * -representations, tensor products of * -algebras etc., see [15, Sect. 4] . In particular, Rieffel induction can be viewed as a generalization of the GNS construction: take A as A-left module and as C-right module and set A, B ω := ω(A * B) for a positive linear functional ω of A. Then ·, · ω satisfies all needed requirements and R A applied to the canonical * -representation of C on H = C gives the GNS representation (π ω , H ω ) of A.
Morita Equivalence of * -Algebras
While Rieffel induction is already an interesting and powerful tool to understand the relation between * -Rep(A) and * -Rep(B) it remains a 'one way ticket'. We shall now discuss whether and how one can find the 'way back', i.e. from * -Rep(B) to * -Rep(A), by imposing additional structures on the bimodule E. This will eventually lead to a notion of Morita equivalence for * -algebras over C. First we want a 'symmetric situation' in A and B whence we also require a B-valued Hermitian inner product Θ ·,· : E × E → B on E. Since E is a B-left module we require it to be C-linear as well as B-left linear in the first argument. Beside this, the same requirements as in Def. 5.1 are assumed to be fulfilled. In particular we have now the compatibility Θ x,y·A = Θ x·A * ,y (7.28) with the A-right action on E. Moreover, we say ·, · and Θ ·,· are compatible if
for all x, y ∈ E. Finally, the inner products are called full if
Having all these requirements fulfilled we call A and B strongly Morita equivalent as * -algebras over C: Before we discuss some consequences of strong Morita equivalence we shall point out that we indeed have a symmetric relation. Denote by E the complexconjugate module, i.e. E = E as additive group but the C-module structure is given by ax = ax, where the identity map E ↔ E is denoted by x → x. Clearly E becomes a A-B bimodule by 
gives an equivalence of categories.
2.
A and B are Morita equivalent as unital rings. In particular, E is finitely generated and projective as A-right module and as B-left module.
The second statement has several important consequences: all the 'Morita invariants' known from Morita equivalence of unital rings are also 'strongly Morita invariant', see [36] for a detailed discussion of the Morita invariants. On the other hand the * -involution and the positivity structures imply more invariants, see [12, Thm. 5.4 ]. 1. Forgetting the order structure of R and thus all positivity requirements but keeping the * -involution one arrives at Ara's notion of Morita * -equivalence for rings with involution, see [1] .
2. As usual in Morita theory, the non-unital case is more involved. Here one obtains still reasonable results if the * -algebras have an approximate identity.
3. In case of C * -algebras one has the following relation between the different notions of Morita equivalence: two C * -algebras are strongly Morita equivalent as C * -algebras in Rieffel's sense [42] if and only if their Pedersen ideals are strongly Morita equivalent as * -algebras over C, see [12, Thm. 3.7] .
Let us now discuss a few examples for the unital case. Since here E has to be projective we consider a Hermitian projection P 0 ∈ M n (A), i.e. P 2 0 = P 0 = P * 0 and E = P 0 A n ⊆ A n as A-right module. In principle, this is an extra requirement. But for C * -algebras as well as for C ∞ (M ) any projection turns out to be equivalent to a Hermitian projection. Thus we shall always assume this in the following. Then we have the canonical A-valued inner product
for x, y ∈ E, which is the restriction of the canonical A-valued A-right linear Hermitian inner product on the free A-module A n . Next, consider B = End A (E) = P 0 M n (A)P 0 , which clearly is a * -algebra acting on E such that E becomes a B-A bimodule. Moreover, this left action is clearly compatible with (7.33). Finally, we have the canonical B-valued inner product Θ x,y ∈ B defined by Θ x,y · z = x · y, z . Theorem 7.6. Let P 0 ∈ M n (A) be a strongly full Hermitian projection. Then E = P 0 A n is a Morita equivalence bimodule for End A (E) = P 0 M n (A)P 0 and A.
Let us now discuss a more concrete example bringing us back to deformation quantization: If E → M is a complex vector bundle of fiber dimension k > 0 with Hermitian fiber metric h 0 then the classical theorem of Serre and Swan, see e.g. [46] , says that E = Γ ∞ (E) is isomorphic to some P 0 C ∞ (M ) n as C ∞ (M )-modules. Moreover, since any two Hermitian fiber metrics are isometric, we can assume P 0 to be Hermitian. In this case trP 0 equals the fiber dimension of E and thus P 0 is strongly full whence E is a Morita equivalence bimodule for 
Deformation of Projective Modules
Since isomorphism classes of Hermitian vector bundles E → M are in one-toone correspondence to isomorphism classes of Morita equivalence bimodules for C ∞ (M ) we shall now deform the module structure of Γ ∞ (E) as well as the fiber metric h 0 in order to obtain equivalence bimodules for star products. Note that there are other motivations for deforming the (Hermitian) vector bundle structure like e.g. the index theorems of deformation quantization [24, 40] or the global description of non-commutative field theories arising from string theory [30] [31] [32] 49] .
Again we consider the general situation where A is a unital * -algebra over C and A = (A[[λ] ], ⋆) is a Hermitian deformation of A. Here and in the following we shall assume that Q ⊆ R. Let P 0 ∈ M n (A) be a Hermitian projection and E = P 0 A n as before. Since the matrices M n (A) inherit the deformed product ⋆ we can consider
which gives a well-defined formal power series P ∈ M n (A). It is an easy computation to show that P ⋆ P = P = P * is a Hermitian projection with respect to ⋆, see [24, Eq. (6.1.4)] or [26] . Thus one always can deform Hermitian projections since clearly P coincides with P 0 in zeroth order. Moreover, 
is an isomorphism of C Finally we remark that any other deformations (• ′ , h ′ ) of the original module structure and inner product are necessarily equivalent to the ones above. This is a direct consequence of (E[[λ]], •) being projective over A as well as Lemma 5.2. Hence all choices lead to isomorphic deformations ⋆ ′ . The above choice is distinguished in so far that it gives a deformation of the bimodule structure of E. It can be shown easily that any other ⋆ ′ admitting a deformation of the left action is actually equivalent to the above choice (and not only isomorphic). In the following we shall always use such a ⋆ ′ . 
Since for any Hermitian vector bundle E → M the sections E = Γ
∞ (E) are exactly of this form we obtain the result that Hermitian vector bundles can always be deformed in a unique way up to equivalence. See also [39] for the case of a trivial vector bundle.
2. Since clearly any projection P ∈ M n (A) has a projection P 0 ∈ M n (A) as classical limit it follows that all finitely generated projective modules over A are deformations of finitely generated projective modules over A. Thus the K-theory does not change under deformation, i.e. K 0 (A) ∼ = K 0 (A), see e.g. [43] .
The use of strongly full projections is illustrated by the following lemma, which follows directly form Lemma 5.2. Lemma 8.3. Let P 0 ∈ M n (A) be a strongly full projection then any deformation P ∈ M n (A) is again strongly full. 
Thus if E = P

Local Description of Deformed Vector Bundles
Before we shall investigate the Morita equivalence of star products we shall give a local description of the deformed Hermitian vector bundles in case where A = C ∞ (M ) and E = Γ ∞ (E), see also [31] for the case of a line bundle. Let ⋆ be a Hermitian star product for M and •, h some fixed choices of deformations for the Hermitian vector bundle. In particular, • and h can be chosen to be local thanks to the explicit map (8.36 ). Now we choose a good open and locally finite cover {O α } of M and denote by e α = (e α,1 , . . . , e α,k ) a local frame on O α of the undeformed vector bundle, i.e. the e α,i give local base sections and any local section s can be written as s = 
is an isomorphism of ⋆-right modules, i.e.
Clearly the Ψ α can be viewed as deformations of the classical trivialization isomorphisms ψ α determined by the classical frame e α . We shall call e α = (e α,1 , . . . , e α,k ) a local frame for the deformed vector bundle and write s = e α • s α for short. In the case where we have also deformed the Hermitian fiber metric we can apply again Lemma 5.2 to obtain orthonormal frames: Lemma 9.2. Let e α be a local frame such that the zeroth orders constitute an orthonormal frame with respect to h 0 . Then there exists a matrix
such that e α = e α • V is an orthonormal frame with respect to h, i.e. h(e α,i , e α,j ) = δ ij .
(9.40)
As in the undeformed case the choice of local frames gives local transition matrices which satisfy the cocycle identity: Lemma 9.3. Let {e α } be local frames then there exist unique transition matrices
] on every non-empty overlap such that
Moreover, the cocycle condition
is fulfilled on the corresponding non-empty intersections. If the {e α } are orthonormal we have unitary transition matrices Φ * αβ = Φ βα .
Again the Φ αβ are deformations of the transition matrices φ αβ corresponding to the classical limit of the frames {e α }.
Let us now discuss the •-right linear endomorphisms of the deformed vector bundle. If A(s • f ) = A(s) • f holds globally then locally we have a matrix
On overlaps O α ∩ O β we clearly have
Conversely, if a collection of matrices {A α } satisfies (9.44) then it defines a global •-right linear endomorphism A by (9.43). The composition of A and B is locally given by the deformed matrix multiplication 45) and if the frames {e α } are orthonormal we have (A * ) α = (A α ) * .
From local to global deformations
In this section we present some new material, namely a detailed comparison between the approach to deformed vector bundles by deformed local transition matrices as used in [31, 32] with our approach of globally deforming a projection. As we already know from Theorem 8.1 both approaches are necessarily equivalent. The local approach is in some sense more familiar and more suited for explicit constructions while in the global approach questions of uniqueness up to equivalence can be handled more easily. The starting point is an open cover {U α } of M such that E| Uα is trivial. It will be necessary to assume that {U α } is actually a finite cover whence we shall use a different symbol U α here, see e.g. [51, Prop. 4.1, Chap. III] for the existence of such covers. We assume that we have found deformations Φ αβ of the classical transition matrices φ αβ corresponding to some local frames {e α }, i.e. we have
αβ satisfying (9.42). We shall mainly be interested in the Hermitian case whence we assume in addition Φ * αβ = Φ βα . Then the aim is to build a deformation • of Γ ∞ (E) and ⋆ ′ of Γ ∞ (End(E)) out of this data and to show that these deformations are of the form as obtained in Section 8.
We choose a partition of unity {χ α } subordinate to
where classically s = e β s β on U β . Clearly
α . Then the following lemma is a simple induction and can be seen as the 'converse' statement to Lemma 9.1.
This allows to define a global ⋆-right module structure on the sections by setting 47) which is clearly a deformation of the classical module structure. Thus the existence of a deformation quantization of E follows from the existence of deformed transition matrices. A Hermitian inner product is defined by 48) which is globally defined since Φ * αβ = Φ βα and clearly a deformation of a classical Hermitian fiber metric h 0 . Now let us consider a 'local' way to deal with the •-right linear endomorphisms. First we choose a quadratic partition of unity {χ α } subordinate to {U α } and define
where A γ is the local matrix of A corresponding to the undeformed structures. Then clearly 
where U α := T α (U ). Now we indeed have
Again T as well as ⋆ ′ are not uniquely determined and there may be situations where a more concrete description of the isomorphism T is available.
Let us now prove 'intrinsically' that such a deformation • yields a finitely generated projective module. This can be viewed as a sort of quantum Serre-Swan theorem. We follow the ideas of [32] where the case of a line bundle was considered. It is crucial to have a finite cover {U α }.
Let χ α be as before, only viewed as element in Γ ∞ (End(E)). Using Lemma 5.2 we find a
Hence the global endomorphisms
], where n = mk, by
which indeed gives global functions since T and ⋆ are local and supp
] is endowed with its usual free ⋆-right module structure. Next we define π :
where t = (t 1 , . . . , t m ) with global
is indeed a section of E. Again π is a ⋆-right module morphism and a straightforward computation yields π • ǫ = id, whence ǫ • π is a projection. Since it is even ⋆-right linear it is of the form ǫ(π(t)) = P ⋆ t with
is indeed a finitely generated projective module as ǫ provides a module isomorphism into the image of P . Thus we have an alternative proof of this fact and can now easily use the uniqueness statements of Theorem 8.1 also in this (completely equivalent) approach.
Example 10.2 (Flat bundles)
. Let E → M be a flat Hermitian vector bundle and let {e α } be covariantly constant local frames with constant transition functions φ αβ . Then Φ αβ = φ αβ satisfy the cocycle condition (9.42). Hence s α = s α and s • f = e α (s α ⋆ f ) if classically s = e α s α . Moreover, in this case T α (A) = A α will do the job, i.e.
gives a simple description of the •-right linear endomorphisms and we have
Surprisingly, in this case the center C ∞ (M ) of the undeformed algebra Γ ∞ (End(E)) is still a sub-algebra with respect to ⋆ ′ . Moreover, from (10.59) it immediately fol-
. Thus a flat vector bundle becomes automatically a ⋆-bimodule, see also Cor. 11.5.
It seems to be an interesting question whether in the case of a general vector bundle the center is deformed into a sub-algebra with respect to ⋆ ′ . In this case ⋆ ′ would induce an associative deformation of the center by restricting ⋆ ′ .
Question 10.3. Let A be an Abelian algebra with associative deformation ⋆ and let E be a finitely generated projective module over A with deformation • and let ⋆ ′ be the corresponding (unique up to equivalence) deformation of End A (E 
Morita Equivalence of Star Products
In this final section we shall sketch the classification of star products up to Morita equivalence on symplectic manifolds.
First we recall the construction of the relative characteristic class of two star products ⋆, ⋆ ′ on (M, ω) as it can be found in [28] . The characteristic class c(⋆) of a symplectic star product can e.g. be defined by means of the Weyl curvature in the Fedosov construction, see e.g. [4, 40] , and yields a class
Then the relative class of two star products is defined by
and ⋆ ′ is equivalent to ⋆ if and only if their relative class vanishes. There is a simpleČech cohomological construction of t(⋆ ′ , ⋆). We again use the good cover as before. Then on O α the star products ⋆ ′ and ⋆ are equivalent via some
On overlaps it follows that T −1 α T β is a ⋆-automorphism starting with the identity. Hence it is an inner automorphism
Here Exp(·) denotes the ⋆-exponential, see e.g. [8, 16] . Moreover, the T −1 α T β satisfy the 'cocycle condition' T −1
whence Exp(t αβ )⋆Exp(t βγ )⋆Exp(t γα ) has to be a central element and thus constant on the triple overlap. Since for the star exponential one has a BCH formula denoted are Morita equivalent by some equivalence bimodule, then it has to be a finitely generated and projective ⋆-right module. Thus it is a deformed vector bundle E → M with deformation • and h. But since we want (
. Thus let L → M be a line bundle with Hermitian fiber metric and corresponding deformations quantization • and h with respect to ⋆ such that ⋆ ′ is the star product for M such that
We already know that it does not matter which deformation • and h we actually choose since all are equivalent anyway. Moreover, we can choose within the isomorphism class of ⋆ ′ a representative such that we have a bimodule deformation. This corresponds to the distinguished equivalence class as discussed in Theorem 8.1. The subtle point here is the fact that an isomorphism of star products starts in zeroth order with the pull-back by some diffeomorphism which is not local. At the moment we want to exclude this non-locality and consider this additional freedom later. For such ⋆ ′ we know from Section 10 that we can find local operators
such that T α (f ) is the local matrix of a global •-right linear endomorphism T (f ) of the deformed line bundle. Moreover, ⋆ ′ can be obtained by
On the other hand, from (10.52) we know [11, Lem. 3.4] Since T (f ) is a global •-right linear endomorphism we conclude with (9.44) that
(11.68)
Since in zeroth order Φ αβ is just φ αβ we can write them as star exponentials
αβ , where e t (0) αβ = φ αβ . Thus in the symplectic case the relative class of ⋆ ′ and ⋆ is given by the class t(⋆ ′ , ⋆) = [t αβγ ] coming form these t αβ as in (11.64 ). On the other hand, this class can be computed explicitly. Since the Φ αβ satisfy the cocycle identity (9.42) we have t αβγ = t αβ • ⋆ t βγ • ⋆ t γα = 2πi n αβγ with n αβγ ∈ Z.
(11.69)
In particular, t αβγ does not depend on λ at all. But this shows that it coincides with its classical limit which is given by t (0)
γα . Since the t
αβ where just the logarithms of the transitions functions φ αβ of the undeformed line bundle we conclude that t( (M, Z) denotes the image of the integer cohomology in the complexvalued deRham cohomology under the usual inclusion map. Note also that we had to re-implement the freedom of a diffeomorphism.
Remark 11.3. There exists also a characterization of Morita equivalent star products in the Poisson case. If one formally 'inverts' the condition λc(⋆ ′ ) = λc(⋆) + 2πiλc 1 (L) one obtains a geometric series for the relation between the corresponding Poisson structures π and π ′ . Here one has to observe that c(⋆) starts in order λ −1 with the symplectic form ω. Thus one obtains a relation between the formal deformations of the original Poisson bracket in Kontsevich's sense [35] , which are known to classify star products in the Poisson case. That this heuristic reasoning is actually correct is a result of Jurčo, Schupp, and Wess [32] .
In the above construction the inner products only played a minor role. Indeed, we can also consider the Morita equivalence of star products from a purely ringtheoretical point of view. It turns out that for Hermitian star products this notion of Morita equivalence coincides with the strong Morita equivalence as * -algebras over C [[λ] ], see also the discussion in [16] . We have emphasized here the aspect of strong Morita equivalence since this implies the equivalence of the categories of * -representations on pre-Hilbert spaces, which from a physical point of view is the most interesting consequence of Morita equivalence. Nevertheless, there are also several other consequences.
Recall that the Picard group Pic(A) of an algebra is the group of equivalence classes of self-Morita equivalences. In the classical case we have Pic(C ∞ (M )) = H 2 (M, Z) = Pic(M ), where the (geometric) Picard group of a manifold is the group of equivalence classes of line bundles with group structure from the tensor product. From [11] one knows that the Picard group Pic(A) acts canonically on the moduli space of equivalence classes of deformations of A. Thus Theorem 11.2 can also be understood as an explicit computation of this group action: For the star products on a symplectic manifold the Picard group acts on the equivalence classes just by adding the 2πi-multiple of the Chern class of the corresponding line bundle in the zeroth order of λ to the characteristic class. In the case where the characteristic class of ⋆ has a vanishing zeroth order term we can also compute the Picard group of ⋆, since in this case the additional diffeomorphism in (11.71) does not spoil the argument. Remark 11.6. A very explicit physical interpretation of the above characterization of Morita equivalent star products can be achieved in the case of star products on cotangent bundles T * Q. Here one explicitly knows various star products, in particular a star product ⋆ B as quantization of a charged particle in presence of a magnetic field B on the configuration space Q. As usual B is viewed as a closed two-form. One knows that c(⋆ B ) equals the class of iB). Then ⋆ B is Morita equivalent to ⋆ without B if and only if the magnetic field satisfies Dirac's quantization/integrality condition for the magnetic monopole charges described by B. Thus Dirac's condition turns out to imply equivalence of the whole representation theory and not just the existence of a particular 'Schrödinger-like' representation on section of the line bundle defined by B. In fact, the latter can be understood as Rieffel induced by the ordinary Schrödinger representation. Thus the above developed framework proves to give physically interesting and non-trivial applications, see [16] for a further discussion.
