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Résumé
Cette thèse de mathématiques appliquées traite de problèmes théoriques, numériques et asymp-
totiques en transport motivés par la physiologie rénale. Plus préisément, elle vise à omprendre
et quantier les éhanges de solutés qui peuvent mener dans des as pathologiques à des néphro-
alinoses, qui se aratérisent par des dépts aliques dans le parenhyme rénal.
Le manusrit est onstitué de deux parties.
La première partie onerne le développement et l'analyse mathématique d'un modèle simplié
du rein. Il s'agit d'un système de 3 EDP hyperboliques à vitesses onstantes, ouplées par leur
terme soure non linéaire et assorti de onditions aux bords spéiques. Le modèle rentre dans le
adre des modèles inétiques ave un nombre ni de vitesses et des onditions aux bords de type
réexion. Nous montrons que e système est bien posé, qu'il tend en temps grand vers un état
stationnaire. On montre que le taux de onvergene est exponentiel ave des éléments spetraux.
Nous proposons l'étude du rle de deux paramètres à travers une analyse asymptotique. L'une
d'entre elles nous plae dans le adre de la relaxation hyperbolique vers une loi de onservation
salaire ave un ux hétérogène en espae sur un domaine borné.
La deuxième partie onerne le développement et l'analyse numérique d'un modèle réaliste du
rein. Il s'agit d'un système de 27 équations aux dérivées partielles de type hyperboliques dont
les vitesses sont les solutions de 8 équations diérentielles non linéaires, et toutes es équations
sont ouplées par leur terme soure. Les onditions aux bords sont là aussi spéiques au modèle.
Nous interprétons ensuite les résultats obtenus d'un point de vue physiologique, en proposant des
préditions de prols de onentration aliques dans le rein, dans le as normal et dans ertains
as pathologiques.
Abstrat
This thesis of applied mathematis deals with theoretial, numerial and asymptoti questions
in transport, motivated by the renal physiology.
More speially, the purpose is to understand and quantify solute exhanges in physiologial
and pathologial ases and to explain why nephroalinosis, i.e. the deposition of alium salts
in kidney tissue, arise.
The manusript is divided in two parts.
The rst part desribes the development and the mathematial analysis of a simplied kidney
model. It is a system of 3 hyperboli PDE's with onstant veloities, oupled by a non-linear
soure term and with spei boundary onditions. This model an be onsidered in the frame-
work of kineti models with a nite number of veloities and reexion boundary onditions. We
prove that the system is well posed and that it relaxes toward the unique stationary state for large
time with an exponential rate of onvergene. Thanks to a spetral analysis, we prove that the
rate of onvergene is exponential. We study the role of two parameters through an asymptoti
analysis. One of these analyses is formulated in the framework of hyperboli relaxation toward
a salar onservation law with an heterogeneous ux on a bounded domain.
The seond part desribes the development and the numerial analysis of a realisti kidney
model. It is an hyperboli system of 27 hyperboli partial dierential equations whose veloities
are solutions to 8 non linear dierential equations, all oupled by their soure term. The boundary
onditions are also very spei. We then interpret the results from a physiologial point of view,
by prediting alium onentration proles in the kidney, under normal onditions and in some
spei pathologial ases.
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Chapitre 1
Introdution générale
1
2
CHAPITRE 1. INTRODUCTION GÉNÉRALE
Ma thèse porte sur l'étude d'un modèle d'une partie du rein. J'ai eetué ma thèse sous
la diretion d'Aurélie Edwards (du Centre de Reherhe des Cordeliers au laboratoire de Géno-
mique, Physiologie et Physiopathologie Rénales dans le 6 ème arrondissemnt de Paris), de Benoît
Perthame, et de Niolas Seguin (du laboratoire Jaques Louis Lions de Paris 6), sur le site de
Jussieu.
Quelques mots sur le rein
Pour pouvoir survivre, les ellules du orps doivent baigner dans un environnement physio-
életro-himique à peu près onstant. Certaines quantités physiques omme la température, la
glyémie ou la onentration sanguine en ertains ions doivent rester dans des intervalles étroits
au ours du temps. Le rein est un organe qui a pour rle de maintenir l'homéostasie du sang. En
partiulier, il garantit que le débit sanguin et la onentration sanguine en les solutés présents
dans l'organisme restent onstants malgré les variations extérieures. Les variations extérieures,
e sont en partiuler les apports alimentaires qui hangent en fontion de la saison, de l'heure
de la journée, des habitudes ulturelles, mais aussi d'autres fateurs (perturbations liées aux
pathologies, au stress). En première approhe, on peut onsidérer le rein omme une boîte noire
qui en entrée reçoit le sang ave des onentrations de solutés qui peuvent être diérentes de elles
visées à l'équilibre, et qui rend en sortie d'une part du sang ave des onentrations en soluté
optimales pour le bon fontionnement de l'organisme, sang qui est réinjeté dans la irulation
générale, et d'autre part un uide qui est onstitué du reste d'eau et de solutés. Ce uide est
destiné à devenir plus tard l'urine (Figure 1.1). En moyenne, le rein ltre 180 litres de sang par
jour. Environ 179 litres sont réinjetés dans l'organisme, et 1,5 litre est exrété dans l'urine.
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Figure 1.1  Représentation très shématique du rein
Si par exemple le sang qui arrive dans le rein est trop onentré en sodium, le rein va produire
un ltrat plus onentré en sodium que le sang en entrée, et réinjeter dans la irulation générale
du sang moins onentré en sodium. C'est le méanisme de onentration urinaire. Pour la suite,
on se plaera toujours dans la situation où la onentration en sodium est trop élevée. Pour
omprendre un peu mieux le méanisme de onentration urinaire, nous allons rentrer un peu
plus préisément dans l'arhiteture du rein.
Le rein est onstituée de deux parties : le ortex et la médulla (Figure 1.2). Le ortex onstitue
la partie externe, la médulla la partie interne. La médulla est onstituée de pyramides rénales et
'est au niveau de la pointe de haque pyramide (appelée la papille) que le ltrat destiné à devenir
l'urine est réolté. Chaque pyramide est onstitué de tubes de diérentes tailles dans lesquels
irule un uide (du sang dans les vasa reta, un ltrat dans les tubules). Le uide dans lequel
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sont dissous les solutés est transporté à ontre ourant dans les tubes (ertains tubes sont dits
"asendants" , d'autres "desendants") et des éhanges d'eau et de solutés se font entre les tubes
à travers les parois, via l'interstitium. Il s'établit alors un "gradient de onentration", 'est à
dire que la onentration d'un soluté donné roît en fontion de la profondeur dans haque tube.
Le méanisme de onentration urinaire n'est enore pas omplètement éluidé atuellement. Les
modèles atuels parviennent à montrer la présene d'un gradient de onentration dans la partie
haute de la médulla (la médulla externe). En revanhe, rien ne permet d'expliquer pourquoi e
gradient ontinue d'exister dans la partie basse de la médulla (médulla interne). Préisons que la
dénomination "tubes asendants-tubes desendants" ne fait pas référene à l'habituel "haut-bas"
déni grâe au hamp gravitationnel. Le rein est un organe organisé autour d'un entre qui est
déni omme "le bas" (Figure 1.2). Le haut est alors la partie ortiale (i.e. : le ortex).
PSfrag replaements
Medulla
Cortex
PSfrag replaements
Medulla
Cortex
PSfrag replaements
Medulla
Cortex
Figure 1.2  A gauhe : Représentation d'un rein. On distingue deux zones : Le ortex et la
médulla. Dans ette représentation, on dénombre 8 pyramides de Malpighi. A droite : Chaque
unité de tubes onstituée d'un tubule desendant, d'un tubule asendant et d'un tube olleteur
est appelée un néphron. En jaune, un néphron. En rouge, les vaisseaux sanguins appelés vasa
reta desendants et asendants.
But du projet
Certaines pathologies rénales liées aux anomalies de transport de alium, les néphroali-
noses en partiulier, demeurent très mal omprises [77℄. Elles se aratérisent par des dépts de
Ca
2+
dans le parenhyme rénal, s'aompagnent fréquemment d'une hyper-aliurie (i.e., une
onentration urinaire de Ca
2+
anormalement élevée) et évoluent souvent vers l'insusane ré-
nale. Diérents sénarios sont envisagés pour expliquer l'apparition des néphroalinoses. Un
modèle mathématique qui intègre le transport de Ca
2+
à travers les diérents segments tubu-
laires, vasulaires, et l'interstitium permettra de valider ou de réfuter ertaines hypothèses. Plus
préisément, le modèle développé a pour but : (1) de déterminer préisément les onentrations
interstitielles, vasulaires, et tubulaires du Ca
2+
dans le rein dans le as basal (par opposition à
des as pathologiques) (2) d'évaluer l'impat de mutations de protéines impliquées dans la réab-
sorption du Ca
2+
dans le rein an de omprendre les méanismes sous-jaents à l'hyperaliurie.
Les onentrations aliques interstitielles n'ont enore jamais été déterminées, mais des mesures
sont en ours au Centre de Reherhe des Cordeliers et elles sont pour le moment en adéquation
ave les préditions du modèle.
Les modèles existants
Le modèle marosopique est unidimensionnel en espae. Les quantités qu'il nous intéresse de
déterminer sont des onentrations ioniques ou moléulaires et des débits d'eau dans les néphrons
et les vaisseaux sanguins. Le premier modèle mathématique du néphron a été développé dans les
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années 50 dans le but d'expliquer le gradient de onentration [33℄. C'est la première fois que le
méanisme de onentration urinaire est vu omme une simple onséquene du transport à ontre
ourant et des éhanges à travers les parois tubulaires. Un historique des modèles des années 50
aux années 90 peut être onsulté dans [84℄. Un peu plus tard, des onsidérations sur l'arhiteture
globale du rein [55℄ ont montré que la répartition du nombre de tubes en fontion de la profondeur,
qui donne la forme aux pyramides rénales, jouaient un rle dans l'établissement du gradient de
onentration. Jusqu'à présent, les modèles ont été développés an de omprendre les méanismes
de onentration urinaire, ils ne onernent don que les omposants majoritaires de l'urine, à
savoir l'eau, le hlorure de sodium et l'urée. Plusieurs modèles ontenant des ranements ont été
étudiés numériquement dans le but de omprendre un peu mieux les fateurs intervenant dans
le méanisme de onentration urinaire. Pour la majorité, e sont des modèles stationnaires qui
onsistent en un système d'équations diérentielles ouplées. Nous avons hoisi de développer un
modèle dynamique, d'une part pour l'intérêt propre d'avoir un modèle dynamique, e qui nous
permettra par la suite d'observer l'évolution des onentrations et des débits d'eau en fontion
du temps et non pas seulement à l'équilibre, et d'autre part dans l'optique de faire onverger e
modèle dynamique vers l'état stationnaire qui lui est assoié. Il s'agit d'une stratégie numérique
fréquemment utilisée pour aluler les solutions d'un système à l'équilibre. Le système diérentiel
n'est pas un problème de Cauhy, à ause des onditions aux bords qui lui sont assoiées, et on
ne peut pas utiliser de méthodes de résolutions d'EDO lassiques. C'est à notre onnaissane le
premier modèle dynamique qui prend à la fois en ompte la répartition exponentielle du nombre
du tubes en fontion de la profondeur, et qui inlut le transport de alium.
1.1 Première prise en main du modèle
1.1.1 Quelques onepts de base sur le transport membranaire
Nous proposons ii un exposé des diérentes expressions de ux à travers une membrane
biologique [78℄. Nous dénissons également les oeients qui aratérisent e transport. On
onsidère deux ompartiments séparés par une membrane, ontenant de l'eau dans laquelle est
dissous un soluté. On appelle λ la longueur de la membrane, et CA et CB les onentrations
respetives du soluté dans les ompartiments A et B.
PSfrag repla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Figure 1.3  A et B sont deux ompartiments de volume identique séparés par une membrane
de longueur λ. Les petites boules jaunes et roses sont des solutés quelonques. Les moléules
d'eau ne sont pas représentées.
Diusion
Les solutés ne restent pas immobiles et ont des mouvements tantt de droite à gauhe et tantt
de gauhe à droite ave même probabilité. Sur la Figure 1.3-Cas 1, il y a en moyenne plus de
solutés situés du té le plus onentré (A) qui traverseront la membrane que de solutés situés
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du té le moins onentré (B). On a alors un ux de diusion net de solutés du té A vers
le té B. Le ux diusif de soluté du ompartiment A vers le ompartiment B s'exprime en
mol.m−1.s−1 est donné par
Jdiffusion = Pλ(C
B − CA),
où P est la perméabilité de la membrane au soluté en question, qui s'exprime en m.s−1 et qui
est proportionnelle à l'inverse de la taille du soluté, à l'inverse de l'épaisseur de la membrane,
et au oeient de partage du soluté entre l'eau et la membrane. La membrane, dans le as des
membranes biologiques, est onstituée d'une ouhe de lipides, et le oeient de partage est un
oeient qui mesure omment, à l'équilibre, le soluté se partage entre les deux solvants eau et
ouhe lipidique. Si omme dans la Figure 1.3-Cas 2, plusieurs solutés sont en présene, et si les
onentrations ne sont pas trop élevées, haque soluté se diuse indépendamment des autres.
Osmose
Les moléules d'eau elles aussi se diusent. Sur la Figure 1.3-Cas 2, le té B qui ontient plus
de partiules de solutés que le té A ontient par onséquent moins de moléules d'eau. Il y a
don un ux net de diusion d'eau du té A qui a une plus faible osmolarité, vers le té B.
On dénit l'osmolarité d'une solution omme le nombre de moles de partiules en solution dans
1 litre de solution.
Osm =
∑
i=solutés
ΦiCi
où Φi est le oeient osmotique d'un soluté. Ce oeient mesure la quantité de partiules que
va donner un soluté dans la solution. Par exemple, l'urée qui est un soluté qui ne se dissoie
pas dans l'eau a un oeient osmotique de 1. Par ontre, le hlorure de sodium NaCl donne en
solution deux ions Na
+
et Cl
−
ave une ertaine onstante de réation. Son oeient osmotique
est alors ompris entre 1 et 2. Il est de 1.82. Ce phénomène de diusion de l'eau est simultané au
phénomène de diusion des solutés et dans le as où la membrane est parfaitement perméable
à l'eau omme au soluté, il n'y a de variation de volume dans auun des deux ompartiments.
Si on se plae dans le as où la membrane de la Figure 1.3-Cas 2 est perméable à l'eau mais
imperméable au soluté, seule l'eau pourra passer de A vers B, et il y aura une modiation
du volume des deux ompartiments. Supposons que seul le bord droit du ompartiment B soit
mobile. On dénit alors la pression osmotique omme la pression qu'il faudrait exerer sur le
bord droit de B pour empêher tout mouvement d'eau de A vers B, et s'exprime
Π = RT (OsmB −OsmA),
où R est la onstante des gaz parfaits et T la température. Cette expression est valide uniquement
dans le as d'une membrane totalement imperméable au soluté. Pour s'approher un peu plus de
la réalité, on onsidère des membranes à la fois perméables au soluté et à l'eau. Cependant, la
plupart des membranes biologiques ne laissent pas passer les solutés aussi bien que l'eau. Cette
diérene de perméabilité aux diérentes espèes est due au niveau mirosopique à la présene
(ou à l'absene) de protéines membranaires (transporteurs ou tunnels) qui failitent la diusion.
On mesure ette séletivité membranaire en introduisant le oeient de réexion du soluté par
rapport à la membrane noté σ. On onsidère une solution aqueuse (en haut sur la Figure 1.3-Cas
3), dans lequel est dissous le soluté ave une onentration CI . On fait passer le soluté à l'aide
d'un piston à travers la membrane, et on note CF la onentration en le soluté dans la solution
aqueuse réupérée en bas. On dénit le oeient de réexion du soluté omme
σ = 1−
CF
CI
.
En partiulier, si la membrane est imperméable au soluté, CF = 0 et σ = 1. Les déterminants
physiques du oeient de réexion d'un soluté par rapport à une membrane sont les voies à
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travers lesquelles l'eau et le soluté traversent la membrane. Si tous les anaux qui laissent passer
l'eau laissent également passer les solutés, CF = CI et σ = 0. En tenant ompte de la séletivité
membranaire, la pression osmotique s'érit
Π = RTΦσ(CB − CA).
Le ux volumique du ompartiment B vers le ompartiment A dépend de la pression osmotique
(on néglige la pression hydrostatique) et a pour expression
JV = λLPRTΦσ(C
B − CA)
où LP est la perméabilité de la membrane à l'eau. Dans la suite du manusrit, puisque que l'eau
est majoritaire devant les solutés, on parlera souvent par abus de langage de ux d'eau. Ce ux
volumique, dû à la pression osmotique, a une onséquene sur le ux de soluté, appelée eet
solvant ou onvetion des solutés. En eet, si un volume de solution bouge d'un ompartiment à
un autre, il ontiendra de l'eau mais aussi des solutés. Dans le as de la Figure 1.3-Cas 2,
Jconvection = (1− σ)JV C
B ,
La diusion et l'osmose sont deux phénomènes passifs et uniquement dus à des mouvements
statistiques. La onvetion dérive uniquement de phénomènes passifs, mais elle peut faire bouger
les solutés à ontre-gradient. Dans l'exemple de la gure 1.3-Cas 2, le soluté rose passe de gauhe
à droite par diusion, mais est entraîné par le ux volumique et passe de droite à gauhe par
onvetion.
Eletro-diusion
Notre modèle omporte un ion libre, l'ion Ca2+. Il est soumis à un potentiel életrique que
l'on onsidérera établi et stationnaire :
Jelectrodiffusion =
2F
RT
∆VTEC
α,
où F est la onstante de Faraday, 2 est le nombre de harges de l'ion alium, α = A ou B selon
le signe de ∆VTE et ∆VTE est la diérene de potentiel entre les ompartiments A et B. Ce ux
életro-diusif entre également potentiellement en ompétition ave les ux de diusion et de
onvetion.
Transport atif
Les méanismes dérits i-dessus sont des méanismes passifs, et ont tendane à homogénéiser
les onentrations de part et d'autre de la membrane. Certaines membranes permettent le trans-
port atif de solutés, 'est-à-dire qu'elles font passer les solutés ontre leur gradient de potentiel
életrohimique, via des pompes qui néessitent de l'énergie. Le hlorure de sodium et le alium
sont onernés dans notre modèle par le transport atif. Marosopiquement, on observe que
les transporteurs sont en nombre limité, et qu'il peut ainsi y avoir saturation. Cela se traduit
par une modélisation de type Mihaelis-Menten [44℄. L'approximation marosopique du ux de
transport atif est donné par
Jpompe = Vm
C
Km + C
où Vm est le taux de transport maximal et Km est la onentration de substrat à laquelle le taux
de transport est à la moitié du taux maximal.
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1.1.2 L'arhiteture
Modèle à inq tubes
Armés de es quelques onsidérations de base sur le rein, nous dérivons à présent un premier
modèle. Cette représentation minimale du rein ontient 5 tubes, 3 trois d'entre eux représentant
le néphron (en jaune sur la Figure 1.2) et les deux autres des vasa-reta (en rouge sur la Figure
1.2). Ce modèle omporte les 5 tubes de base du modèle réaliste étudié dans la partie II. Dans
haun de es tubes irule un uide de débit F dans lequel sont dissous des solutés i ∈ [1, I]
ave une onentration Ci, i = 1..I. Chaun de es 5 tubes baigne dans un interstitium ommun
et ave lequel ils peuvent éhanger de l'eau et des solutés à travers la membrane tubulaire, à une
profondeur donnée. En eet, les ellules interstitielles étant disposées en ouhes assez serrées,
on onsidère qu'auun transport ne se fait selon l'axe des x dans l'espae interstitiel.
I
N
T
E
R
S
T
I
T
I
U
M
I
N
T
E
R
S
T
I
T
I
U
M
I
N
T
E
R
S
T
I
T
I
U
M
I
N
T
E
R
S
T
I
T
I
U
M
                                  
PSfrag replaements
x = 0
x = L
Tube 1 Tube 2 Tube 3 Tube 4 Tube 5
F
J
Figure 1.4  Représentation du modèle. Il est onstitué de inq tubes baignant dans l'inter-
stitium.
Les paramètres ne dépendent que de x ∈ [0, L] et les variables dépendent de x et du temps t.
En e sens, 'est un modèle 1D. Les inonnues du modèles sont les quantités suivantes :
• F j(x, t) (m3.s−1) est le débit d'eau dans le tube j à la profondeur x au temps t. C'est le
volume d'eau traversant la surfae entrée en x en 1 seonde.
• J jV (x, t) (m
2.s−1) est le ux d'eau à travers le tube j. Il représente la surfae signée
entrant dans le tube j à la profondeur x en 1 seonde.
• Cji (x, t)(mol.m
−3) est la onentration en le soluté i dans le tube j (j = 1, ..., 5 ou j =
int). Le produit F j(x, t)Cji (x, t)(mol.s
−1) représente le nombre de moles de soluté i tra-
versant la setion à la profondeur x en 1 seonde.
• J ji (x, t)(mol.m
−1.s−1) est le ux de soluté i entrant dans le tube j (j = 1, ..., 5, int). Il
représente le nombre de moles entrant dans le tube j à la profondeur x en 1 seonde.
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1.1.3 Le système
Les variables sont reliées par des équations de bilan (onservation de l'eau et de la quantité de
matière) pour 0 ≤ x ≤ L et t > 0
∂
∂x
F j(x, t) = J jV (x, t), j = 1, ..., 5,
π(Rj)2(x)
∂
∂t
Cji (x, t) +
∂
∂x
(
F j(x, t)Cji (x, t)
)
= J ji (x, t), j = 1, ..., 5, i = 1, ..., I,
π(Rint)2(x)
∂
∂t
Cinti (x, t) = J
int
i (x, t), i = 1, ..., I.
(1.1)
Les ux volumiques sont donnés par
J jV = 2πR
jLjPRT
I∑
i=1
σjiΦi
(
Cji − C
int
i
)
, j = 1, 3, 4, 5. (1.2)
Dans ette expression, la longueur de la membrane d'éhange entre l'intérieur du tube et l'in-
terstitium est de 2πRj , e qui orrespond au périmètre du tube j. Le tube 2 (qui représente les
vasa reta asendants) a une perméabilité à l'eau trop grande pour être mesurée, et le alul du
ux volumique entrant dans e tube ne peut plus être obtenu par (1.2). On alule alors J2V en
faisant l'hypothèse que l'interstitum est à parois rigides et ne peut pas hanger de volume. On
détermine J2V grâe à la ondition
5∑
j=1
J jV (x, t) = 0 ∀t > 0, ∀x ∈ [0, L]. (1.3)
Le ux de soluté (dans le as d'un soluté életroneutre) tient ompte de la diusion, de la
onvetion et du transport atif et est donné par
J ji = −2πR
jP ji
(
Cji − C
int
i
)
+ J jV (1− σ
j
i )C
α
i − 2πR
jV jm
Cji
Kjm + C
j
i
, (1.4)
ave
Cαi (x, t) =
{
Cinti (x, t) pour J
j
V (x, t) > 0,
Cji (x, t) pour J
j
V (x, t) ≤ 0.
(1.5)
La onservation des solutés onduit à la ondition de fermeture
J inti (x, t) = −
∑
j
J ji (x, t) ∀t > 0,∀x ∈ [0, L]. (1.6)
L'arhiteture des tubes (voir Figure 2.1) nous pousse à poser les onditions aux limites suivantes
F1(0) = F
0
1 , F3(0) = F
0
3 , F5(0) = −F4(0),
C1(0) = C
0
1 , C3(0) = C
0
3 , C5(0) = C4(0),
F2(L) = −F1(L), F4(L) = −F3(L),
C2(L) = C1(L), C4(L) = C3(L),
(1.7)
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où F 01 , F
0
3 , C
0
1 , C
0
3 sont des onstantes positives. En temps grand, la solution du système (1.1)
onverge vers la solution du problème stationnaire suivant
∂
∂x
F j(x) = J jV (x), j = 1, ..., 5,
∂
∂x
(
F j(x)Cji (x)
)
= J ji (x), j = 1, ..., 5, i = 1, ..., I.
(1.8)
Ce sont des variantes de e dernier système qui sont étudiées dans la première partie du manusrit.
Ce qu'il manque à e modèle simplié
• On n'a onsidéré dans e modèle que des solutés neutres. En introduisant le alium, le ux
de soluté a un terme en plus qui orrespond à l'életro-diusion.
• L'arhiteture de base est beauoup plus omplexe dans le modèle plus réaliste. Entre autres,
le haut du tube 4 n'est pas diretement raordé au tube 5, par la ondition de transmission
C4(0) = C5(0) mais un tube appelé tube distal les relie. Ce tube distal baigne dans l'envi-
ronnement ortial qui est onsidéré omme un bain inni ave des onentrations en tous
les solutés xées dès le départ et qui n'évoluent pas au ours du temps. Le ortex n'a pas
non plus de limite de volume.
• Dans le modèle omplet, il n'y a pas un seul tube de haque type mais un ontinuum de
tubes de haque type ave des longueurs allant de 0 à L. On appelle N j(x) le nombre de
tubes de type j à la profondeur x, où N est une fontion déroissante donnée. Il y a alors
−(N j)′(x) tubes de type j qui s'arrêtent à la profondeur x. On appelle F (x, y, t) le débit
volumique dans l'ensemble des tubes de type j qui s'arrêtent à la profondeur y, alulé à
la profondeur x. On fait l'hypothèse que F (x, y, t) ne dépend pas de y, et on ontinue à le
noter F (x, t). Les équations de bilan que l'on dérive onservent les quantités NF et NFC.
1.2 Les onlusions tirées du modèle réaliste
Le but de la seonde partie du manusrit est de proposer des éléments qui aident à une om-
préhension des néphroalinoses. Dans ette optique nous avons développé un modèle dynamique
qui tient ompte
• de l'arhiteture omplexe du rein,
• des diérents éhanges ioniques pouvant avoir lieu à travers les parois tubulaires, qui sont
des membranes biologiques.
Nous ne ferons pas dans ette introdution une présentation détaillée du modèle, ei faisant
l'objet du Chapitre 7, mais nous en donnons un bref aperçu dans le but de présenter les résultats
obtenus d'un point de vue physiologique.
Figure 1.5  Cette photographie a été prise par Lise Bankir (CRC). Il s'agit de la vasulature
d'un rein de lapin.
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Les unités de base que l'on onsidère sont les néphrons (i.e. les tubules desendants, les tubules
asendants, les tubes distaux et les tubes olleteurs) et les vaisseaux sanguins (i.e les vaisseaux
desendants et asendants). Chaque rein est en réalité onstitué de plusieurs dizaines de milliers
de telles unités de base hez le rat (près de un million hez l'homme). On peut voir la vasulature
d'un rein de lapin sur la photographie, Figure 1.5, e qui donne une idée de l'arhiteture générale.
Chaque tube j a une taille qui lui est propre, ertains s'arêtent avant la médullla, et d'autres
vont jusqu'au bout (médulla qui mesure 6 mm hez le rat). C'est e qui donne aux pyramides
rénales leur struture. Notre modèle distingue les néphrons ourts, 'est à dire eux qui s'arrêtent
à la frontière entre la médulla externe (partie haute de la médulla) et la médulla interne (partie
basse de la médulla), des néphrons longs. A ause du aratère non-linéaire du modèle, e n'est
pas la même hose de onsidérer N court(x) néphrons ourts et N long(x) néphrons longs que de
onsidérer (N court +N long)(x) néphrons. Nous prenons en ompte trois solutés : le hlorure de
sodium, l'urée et l'ion alium. Les variables sont les débits d'eau et les onentrations de solutés
dans haque type de tube. Nous avons ainsi un système de 27 EDP et 8 EDO ouplées.
Les néphroalinoses sont des dépts de alium dans l'interstitum. Le méanisme de alia-
tion dans les tubules rénaux est enore méonnu, néanmoins, on sait que les néphroalinoses sont
largement favorisées par l'hyperaliurie. Notre modèle atuel ne prend en ompte que l'ion al-
ium (et pas l'élément alium sous sa forme ristalline), et les quantités auxquelles on s'intéresse
sont les onentrations aliques et les débit molaires aliques.
Pour dérire les onentrations, les débits molaires et les ux, nous avons adopté le point de
vue des biologistes. Ils voient les hoses omme suit : La partie interstitielle (interstitum sur
les shémas) est onsidérée omme "l'intérieur" et l'intérieur des tubules est onsidéré omme
"l'extérieur". On peut omprendre e point de vue en se rappelant que e qui est à l'intérieur des
tubules est destiné à devenir l'urine, et don à se retrouver à l'extérieur du orps. On emploiera
également les terminologies suivantes :
Dénition 1.2.1.
Réabsorption : Un soluté est dit réabsorbé s'il passe à travers une membrane tubulaire en allant
de l'extérieur vers l'intérieur (i.e. des tubules vers l'interstitum).
Sérétion : Un soluté est dit sérété s'il passe à travers une membrane tubulaire en allant de
l'intérieur vers l'extérieur (i.e. de l'interstitium vers les tubules).
Nous proposons dans la deuxième partie de e manusrit de prédire le gradient interstitiel
alique, la onentration alique dans l'urine (pour savoir si le sujet est en hyperaliurie ou en
hypoaliurie), et à quel endroit le alium est réabsorbé ou sérété, et dans quelles proportions.
Nous proposons de faire es préditions dans un as normal et dans des as pathologiques et
de déterminer quels sont les paramètres du modèle qui jouent un rle important dans le bon
fontionnement du rein. Dans les as pathologiques, nous déterminons également si des ompen-
sations peuvent avoir lieu, et si l'équilibre peut être rétabli.
Les paramètres du modèles proviennent d'estimations faites à partir de mesures hez le rat et
trouvées dans la littérature. Les onentrations aliques interstitielles n'ont jamais été mesurées.
En revanhe, il existe des mesures de ux aliques, et la onentration est estimée en ertains
points stratégiques, e qui nous permet de alibrer notre modèle et de vérier sa pertinene a
posteriori.
Nous rappelons qu'il s'agit d'un modèle de rein de rat, et que les onlusions que l'on en tire
ne s'appliquent qu'à e modèle de rein de rat.
1.3 Un modèle simplié
Nous introduisons dans ette partie un modèle simplié, qu'on analyse mathématiquement,
dans le but de mieux omprendre le modèle plus omplexe. En eet, il arrive parfois que ertains
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résultats exats sur des modèles très simpliés soient au moins aussi intéressants que des résultats
numériques sur un modèle plus omplexe qui peut-être sensible aux nombreux paramètres.
D'autre part, ertaines analyses faites sur e modèle rejoignent des problèmes renontrés dans
le adre d'autres modèles étudiés en mathématiques, notamment les modèles inétiques à deux
vitesses.
1.3.1 Le modèle à trois tubes
La plus grosse simpliation onsiste à rendre les tubes imperméables à l'eau. De e fait,
le débit d'eau est onstant dans haque tube, et le terme de onvetion qui ouple les solutés
entre eux n'existe plus. On a aussi réduit le nombre de tubes et adapté les onditions aux
limites à notre nouvelle arhiteture. Cette simpliation a juste pour onséquene d'alléger les
notations, mais on ne perd rien mathématiquement à enlever des tubes au modèle. Cependant,
trois tubes est le nombre minimum de tubes à garder, pare qu'ave deux tubes seulement, on
peut trouver des solutions analytiques et le omportement est qualitativement diérent. Par
exemple, la onentration roît exponentiellement en fontion du paramètre Vm.
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Figure 1.6  Modèle simplié du néphron : Les tubes sont imperméables à l'eau mais peuvent
éhanger des solutés via l'interstitium
Chaque tube j est imperméable à l'eau, le uide irule ainsi à une vitesse onstante F j . A
l'équilibre, la onservation de la matière s'érit
F 1
dC1(x)
dx
= J1(x), x ∈ [0, L],
F 2
dC2(x)
dx
= J2(x), x ∈ [0, L],
F 3
dC3(x)
dx
= J3(x), x ∈ [0, L],
C1(0) = C10 , C
2(0) = C20 , C
3(L) = C2(L),
(1.9)
où C10 et C
2
0 sont deux onstantes, et J
j
est le ux de soluté de l'interstitium vers le tube j. Les
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ux de soluté ne ontiennent plus de terme onvetif et s'érivent
J1(x) = 2πR1(x)P 1(x)(Cint(x)− C1(x)),
J2(x) = 2πR2(x)P 2(x)(Cint(x)− C2(x)),
J3(x) = 2πR3(x)P 3(x)(Cint(x)− C3(x))− F (C3(x), x),
(1.10)
où F (C3, x) > 0 est un terme non linéaire représentant le transport atif. Pour ette étude, on
fait les hypothèses suivantes sur F
F (C3, x) ≥ 0, F (0, x) = 0, 0 ≤
∂F
∂C
(C3, x) ≤ µ(x) ≤ µM . (1.11)
Ces hypothèses traduisent le fait que (1) le transport atif se fait toujours de l'intérieur du
tube vers l'interstitium, (2) s'il n'y pas de matière dans le tube, il n'y pas de transport atif
et (3) plus il y a des solutés dans le tube, plus le transport est important, mais le transport
peut arriver à saturation. Ce phénomène de saturation apparaît quand toutes les pompes sont
oupés. Dans le modèle réaliste, on hoisit le as partiulier et habituel d'une non linéarité de
type Mihaëlis-Menten.
F (C3, x) = Vm(x)
C3
1 + C3
. (1.12)
On prendra tous les paramètres égaux à 1, e qui est l'ordre de grandeur obtenu après adi-
mensionnement. Dans e modèle simplié, le soluté ne peut pas s'aumuler dans l'interstitium
(J int = 0). En reportant dans (1.6) a don la ondition de fermeture
J1(x) + J2(x) + J3(x) = 0. (1.13)
Cette ondition nous permet de aluler expliitement la onentration interstitielle
∀x ∈ [0, L], Cint(x) =
1
3
[
C1(x) + C2(x) + C3(x) + F (C3(x), x)
]
.
En remplaçant Cint par son expression, on arrive au système pour x ∈ [0, L]
dC1(x)
dx
=
1
3
[
C1(x) + C2(x) + C3(x) + F (C3(x), x)
]
− C1(x),
dC2(x)
dx
=
1
3
[
C1(x) + C2(x) + C3(x) + F (C3(x), x)
]
− C2(x),
−
dC3(x)
dx
=
1
3
[
C1(x) + C2(x) + C3(x) + F (C3(x), x)
]
− C3(x)− F (C3(x), x),
C1(0) = C10 , C
2(0) = C20 , C
3(L) = C2(L).
(1.14)
Et on érit le système dynamique sous la forme : Pour t ≥ 0 et x ∈ [0, L]
∂C1
∂t
(x, t) +
∂C1
∂x
(x, t) =
1
3
[
C1(x, t) + C2(x, t) + C3(x, t) + F (C
3(x, t), x)
]
− C1(x, t),
∂C2
∂t
(x, t) +
∂C2
∂x
(x, t) =
1
3
[
C1(x, t) + C2(x, t) + C3(x, t) + F (C3(x, t), x)
]
− C2(x, t),
∂C3
∂t
(x, t) −
∂C3
∂x
(x, t) =
1
3
[
C1(x, t) + C2(x, t) + C3(x, t) + F
(
C3(x, t), x
)]
− C3(x, t)− F (C3(x, t), x),
C1(0, t) = C10 , C
2(0, t) = C20 , C
3(L, t) = C2(L, t), t > 0,
C1(x, 0), C2(x, 0), C3(x, 0), x ∈ [0, L].
(1.15)
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On notera parfois C le veteur (C1, C2, C3).
1.4 Les problèmes mathématiques
1.4.1 Le aratère bien posé
A ause des onditions aux bords, le système stationnaire n'est pas un problème de Cauhy.
Pour montrer l'existene de solutions, on utilise un argument de point xe ombiné ave une
méthode de tir. Pour e faire, on remplae le système (1.14) par le même système assorti des
onditions aux bords
C1(0) = C10 , C
2(0) = C20 , C
3(L) = C3L, (1.16)
où C3L est une onstante positive donnée. Ave es nouvelles onditions aux bords, on n'est
toujours pas en présene d'un problème de Cauhy, mais on peut montrer par un argument de
point xe de Banah que le système admet une solution pour tout hoix de la onstante C3L. On
introduit ensuite l'appliation
g : C3L 7→ C
2(L)− C3(L)
où C2, C3 sont les solutions de (1.14) ave les onditions aux bords (1.16). On montre que ette
appliation s'annule au moins une fois sur R
+
, e qui nous permet de onlure à l'existene de
solutions au système (1.14).
Théorème 1.4.1 (Existene du problème stationnaire). Sous les hypothèses (1.11), il existe une
solution faible au système (1.14), et ette solution est de lasse C1 et positive.
La méthode de démonstration adoptée pour e théorème nous onduit naturellement à dé-
terminer numériquement une solution stationnaire en ombinant une méthode de résolution des
problèmes de Cauhy ave une méthode de tir. Cependant, ette méthode devient peu robuste
dès qu'on omplexie un peu le modèle pare que omme toute méthode de type Newton, elle né-
essite de supposer qu'on est déjà dans le voisinage d'une solution stationnaire. Pour l'existene
du problème dynamique (1.15), on utilise une méthode perturbative en approhant le système
ontinu par un système d'équations diérentielles ordinaires dont les solutions sont bornées.
L'uniité des solutions au système (1.15) est basée sur un argument de ontration.
Théorème 1.4.2 (Existene et uniité du problème dynamique). Sous les hypothèses (1.11) et
sous des hypothèses de régularité sur la ondition initiale, il existe une unique solution au système
(1.15), et ette solution appartient à BV ([0, L] × [0, T ]). Par ailleurs, deux solution faibles C et
C˜ pour des données initiales diérentes C(x, 0) et C˜(x, 0), vérient le prinipe de ontration∫ L
0
[
|C1 − C˜1|+ |C2 − C˜2|+ |C3 − C˜3|
]
(x, t)dx
≤
∫ L
0
[
|C1 − C˜1|+ |C2 − C˜2|+ |C3 − C˜3|
]
(x, 0)dx,
(1.17)
On montre ensuite que le système dynamique onverge en temps long vers toute solution
stationnaire par une méthode de sur- et sous-solutions, montrant ainsi l'uniité de (1.14) et
justiant le fait d'utiliser un shéma dynamique pour atteindre l'équilibre dérit par (1.14).
Théorème 1.4.3 (Comportement en temps long et uniité du problème stationnaire). La solu-
tion C au système (1.15) onverge vers l'unique solution C du système (1.14) dans L1
(
[0, L]
)
,
‖C(x, t)− C(x)‖L1 ց
t→∞
0.
Grâe à des arguments de théorie spetrale, on peut aussi prouver la onvergene ave un taux
exponentiel de la solution dynamique vers l'état stationnaire.
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1.4.2 Le rle de la pompe
Qualitativement, on observe que si Vm est susamment grand, les fontions C
1
, C2 et C3 sont
roissantes en fontion de la profondeur. Physiologiquement, ela signie que dans les zones plus
profondes (x = L), le uide sera plus onentré que dans les zones superielles (x = 0), et e à
ause du transport atif.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 11
1.5
2
2.5
3
3.5
C3
C2
C1
PSfrag replaements
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10.5
1
1.5
2
2.5
3
3.5
C1
C3
C2
PSfrag replaements
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
0.5
1
1.5
2
2.5
3
3.5
C3
C2
C1
PSfrag replaements
Figure 1.7  Prols C1, C2 et C3 en fontion de la profondeur x pour Vm = 0 (à gauhe),
Vm = 5 (au milieu), et Vm = 50 (à droite). Les données aux bords sont C
1
0 = 2 et C
2
0 = 1.
On s'est alors interrogé sur le rle de la pompe et don du paramètre Vm. On montre qu'asymp-
totiquement, le prol C onverge vers un prol limite, borné dans L∞[0, L], et que la déri-
vée de C onverge vers un prol dans l'espae des mesures. Pour toutes les omposantes de
C = (C1, C2, C3), e prol omporte une partie analytique, et une masse de Dira en x = L.
Théorème 1.4.4 (Asymptotique). Les solutions au système (1.14) satisfont
(C1Vm , C
2
Vm , C
3
Vm) −→Vm−→+∞
(C1, C2, C3) Lp(1 ≤ p <∞), p.p.,
(
dC1Vm
dx
,
dC2Vm
dx
,
dC3Vm
dx
) −→
Vm−→+∞
(µ1, µ2, µ3) M1[0, L],
ave

C1(x) =
C10 +C
2
0
2
+
C10 −C
2
0
2
e−x,
C2(x) =
C10 +C
2
0
2
+
C20 −C
1
0
2
e−x,
C3(x) = 0.

µ1 =
1
2
[
(C20 − C
1
0 )e
−x +BδL
]
,
µ2 =
1
2
[
(C10 − C
2
0 )e
−x +BδL
]
,
µ3 = BδL.
où
B = lim
Vm→∞
C3Vm(L).
Physiologiquement, ela signie que la onentration urinaire de notre modèle simplié ne peut
augmenter inniment, et que la pompe a tendane à onserver une valeur élevée de le onen-
tration liquide au voisinage de x = L, qui est l'endroit auquel est déterminé la onentration
urinaire.
1.4.3 Pourquoi 3 tubes et pas 2 ?
On a hoisi d'étudier un modèle à trois tubes. On justie à postériori e hoix par le fait que
le système à deux tubes se omporte de façon diérente du système à trois tubes ou plus, par
exemple vis-à-vis du omportement de le pompe.
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Figure 1.8  Deux arhitetures possibles pour notre modèle simplié.
Le système à deux tube s'érit
dC2Vm(x)
dx
=
1
2
[
C3Vm(x) + Vm
C3Vm(x)
1 + C3Vm(x)
− C2Vm(x)
]
,
−
dC3Vm(x)
dx
=
1
2
[
C2Vm(x)− C
3
Vm(x)− Vm
C3Vm(x)
1 + C3Vm(x)
]
,
C2Vm(0) = C
2
0 , C
3
Vm(L) = C
2
Vm(L).
(1.18)
Le omportment qualitatif du système (1.18) est diérent du système (1.15). En eet, en sommant
les deux lignes de (1.18), on obtient C2Vm − C
3
Vm
= K(Vm), où K(Vm) est une onstante qui ne
dépend pas de x. Les onditions aux bords nous donnent K(Vm) = 0. Ainsi, C
3
Vm
et C2Vm satisfont
les équations 
dC2Vm(x)
dx
=
1
2
[
Vm
C2Vm(x)
1 + C2Vm(x)
]
,
C2Vm(0) = C
2
0 ,
C3Vm(x) = C
2
Vm(x), x ∈ [0, L].
(1.19)
Ainsi, les CiVm ne sont pas bornées uniformément en Vm. En eet, si 'était le as, on aurait
C2Vm ≤ M , don en reportant dans (1.19),
dC2Vm(x)
dx
≥
1
2
[
Vm
C2Vm(x)
1 +M
]
, et alors C2Vm roîtrait
exponentiellement Vm, e qui entre en ontradition ave le aratère borné en Vm. Physiologi-
quement, la onentration urinaire ne peut pas augmenter indéniment, le modèle à deux tubes
n'a don pas un omportement aeptable dans e as-là.
1.4.4 Relaxation hyperbolique
On rappelle ii quelques notions sur les formulations entropiques des lois de onservation
salaire.
Formulation entropique d'une loi de onservation salaire
On onsidère l'équation salaire
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∂
∂t
ρ+
∂
∂x
f(ρ, x) = 0, t > 0, x ∈ R, (1.20)
ρ(x, 0) = ρ0(x) ∈ L∞(R). (1.21)
Dès que f est non linéaire en ρ, on peut trouver une ondition initiale ρ0 et un temps T > 0
tels qu'il n'existe pas de solution ontinue à (1.20) sur [0, T ] × R. On travaille alors ave des
solutions faibles, obtenues en multipliant l'équation (1.20) par une fontion test φ de lasse C1 et
en intégrant par parties. La formulation faible permet d'obtenir l'existene de solutions à (1.20),
(1.21), mais ne détermine pas la solution de façon unique. La formulation entropique est une
formulation plus strite que la formulation faible et qui permet de séletionner une seule des
solutions faibles, elle qui provient du passage à la limite quand ε→ 0 de la solution à l'équation
parabolique suivante
∂
∂t
ρε +
∂
∂x
f(ρε, x) = ǫ∆ρε. (1.22)
La formulation entropique ne fait pas intervenir le paramètre ε. En 1970, Kruˇzkov propose la
dénition suivante [?℄
Dénition 1.4.5 (Solution entropique de Kruzkov). Une fontion ρ ∈ L∞([0, T ]×R) est appelée
solution entropique de Kruzkov du problème (1.20), (1.21) sur [0, T ]× R si pour toute onstante
k ∈ R, et pour toute fontion test φ ≥ 0 de lasse C1 à support ompat sur [0, T [×R , on a∫ T
0
∫
R
|ρ(x, t) − k|φt + sign(ρ(x, t) − k)[f(ρ(x, t), x) − f(k, x)]φx
− sign(ρ(x, t) − k)fx(k, x)dxdt +
∫ L
0
φ(x, 0)ρ0(x)dx ≥ 0.
(1.23)
Les quantités (|ρ− k|)k∈R sont appelées les entropies de Kruzkov. Pour déterminer la solution
à (1.20), on a remplaé le passage à la limite de la solution ρε de (1.22) par une inégalité qui
doit être vériée pour un ontinuum de paramètres. Cela permet également de dénir un shéma
numérique pour trouver la solution entropique, sans passer par le proessus de passage à la limite.
La solution disrète entropique est onstruite de sorte à vérier un ontinuum d'inégalités. A
ause du terme fx, ette dénition n'a de sens que pour des fontions f dérivables en espae. En
2005, Audusse et Perthame [3℄ proposent dans le as des ux monotones en ρ mais disontinus
en x une formulation équivalente dans le sens où la solution qu'ils dénissent oïnide ave la
solution de Kruzkov quand le ux f est susamment régulier en x. Leurs hypothèses sont les
suivantes
• Le ux f(., .) est ontinu, sauf sur un ensemble de mesure nulle en x.
• Pour tout x hors de et ensemble de mesure nulle, f(., x) est loalement Lipshitzienne et
inversible.
• Il existe deux fontions ontinues f−, f+ stritement positives, sauf peut-être en zéro où elles
peuvent s'annuler, ave f(±∞) = +∞, et telles que pour tout x ∈ R, f−(ρ) ≤ |f(ρ, x)| ≤
f+(ρ).
Les entropies de Audusse-Perthame sont dénies par (|ρ− kp(x)|)p∈R où kp est l'unique solution
de
f(kp(x), x) = p p.p. x ∈ R. (1.24)
Pour faire le lien ave les entropies de Kruzkov, on remarque que les fontions kp sont les solutions
du problème stationnaire
d
dx
f(kp, x) = 0.
Si f ne dépend pas de x, on retombe sur les onstantes.
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Dénition 1.4.6 (Solution entropique de Audusse-Perthame). Une fontion ρ ∈ L∞([0, T ] ×
R)∩C0
(
[0, T ], L1loc(R)
)
est appelée solution entropique de Audusse-Perthame du problème (1.20),
(1.21) sur [0, T ] × R si pour toute fontion kp vériant (1.24) et pour toute fontion test φ ≥ 0
de lasse C1 à support ompat sur [0, T [×R, on a
∫ T
0
∫
R
|ρ(x, t) − kp(x)|φt + sign(ρ(x, t)− kp(x))[f(ρ(x, t), x) − f(kp(x), x)]φxdxdt
+
∫ L
0
φ(x, 0)ρ0(x)dx ≥ 0.
(1.25)
Ces deux formulations entropiques sont valables pour des équations posées sur R. Dans notre
étude, on s'intéresse aux domaines bornés.
∂
∂t
ρ+
∂
∂x
f(ρ, x) = 0, t > 0, x ∈ [0, L],
ρ(x, 0) = ρ0(x) ρ0 ∈ L∞([0, L]),
(1.26)
ρ(0, t) = ρ0, ρ(L, t) = ρL. (1.27)
En 1979, Bardos, Leroux et Nédéle généralisent la formulation de Kruzkov aux domaines
bornés. Ils donnent une aratérisation de la solution de visosité obtenue omme la limite (1.22)
assorti des onditions aux bords ρε(0, t) = ρ0, ρε(L, t) = ρL quand ε → 0. Ils se plaent dans
un adre BV pour avoir l'existene de traes. On peut généraliser leur formulation au adre L∞
dans le as où f est non dégénérée au sens où elle n'est linéaire sur auun intervalle [71℄, puisque
l'on a également existene de traes dans e as [93℄. On appelle respetivement ρ(0, t) et ρ(L, t)
la trae de ρ en 0 et L.
Dénition 1.4.7 (Solution entropique de Bardos-Leroux-Nedéle). Une fontion ρ ∈ BV ([0, T ]×
[0, L]) est appelée solution entropique de Kruzkov-BLN du problème (1.20), (1.21) sur [0, T ]×[0, L]
si pour toute onstante k, et pour toute fontion test φ ≥ 0 C1 à support ompat sur [0, T [×[0, L],
on a
∫ T
0
∫
R
|ρ(x, t)− k|φt + sign(ρ(x, t) − k)[f(ρ(x, t), x) − f(k, x)]φx
− sign(ρ(x, t)− k)φx(k, x)dxdt −
∫ T
0
sign(ρL − k)
(
f(ρ(t, L), L)− f(k, L)
)
+
∫ T
0
sign(ρ0 − k)
(
f(ρ(0, t), 0) − f(k, 0)
)
+
∫ L
0
φ(x, 0)ρ0(x)dx ≥ 0.
(1.28)
En ombinant ave la Dénition 1.4.6, on érit la formulation suivante. C'est ette formulation
que l'on utilisera dans le manusrit.
Dénition 1.4.8 (Solution entropique de Bardos-Leroux-Nedéle adaptée). Une fontion ρ ∈
BV ([0, T ]× [0, L]) est appelée solution entropique du problème (1.20), (1.21) sur [0, T ]× [0, L] si
pour toute fontion kp vériant (1.24), et pour toute fontion test φ ≥ 0 C
1
à support ompat
18
CHAPITRE 1. INTRODUCTION GÉNÉRALE
sur [0, T [×[0, L] , on a∫ T
0
∫
R
|ρ(x, t)− kp(x)|φt + sign(ρ(x, t)− kp(x))[f(ρ(x, t), x) − f(kp(x), x)]φx
− sign(ρ(x, t)− k)φx(k, x)dxdt
−
∫ T
0
sign(ρL − kp(L))
(
f(ρ(L, t), L)− f(kp(L), L)
)
+
∫ T
0
sign(ρ0 − kp(0))
(
f(ρ(0, t), 0) − f(kp(0), 0)
)
+
∫ L
0
φ(x, 0)ρ0(x)dx ≥ 0.
(1.29)
La relaxation hyperbolique - Prinipe
On peut faire apparaître des systèmes hyperboliques ave un terme de relaxation dans diérents
ontextes de modélisation tels que les tras routiers [4℄, la hromatographie [36℄, la théorie
inétique [13℄, où ertains modèles ontiennent "naturellement" un terme qui peut être très petit
dans ertains régimes, ou lorsque le modèle est étudié en temps asymptotiquement long via le
hangement de variable (
x
ε
,
t
ε
). Un des premiers travaux rigoureux dans e domaine est l'étude
de la relaxation d'un système viso-élastique vers un système élastodynamique [23℄. Une revue
sur le sujet peut être onsultée dans [49℄.
Plus réemment, les systèmes de relaxations hyperboliques ont été utilisés omme une perturba-
tion d'une loi de onservation salaire donnée, dans le but d'approher les solutions disontinues.
Le premier pas dans ette diretion a été fait par [59℄ où les auteurs s'intéressent à la relaxation
du modèle inétique ave un ontinuum de vitesses suivant
∂
∂t
g(x, t, ξ) + a(ξ)
∂
∂x
g(x, t, ξ) =
1
ε
[
M
(∫
ξ
g(x, t, ξ)dξ
)
− g(x, t, ξ)
]
,
ave ∫
ξ
M(ρ, ξ)dξ = ρ,
∫
ξ
a(ξ)M(ρ, ξ)dξ = f(ρ)
vers la loi de onservation (1.20) Cei sert de justiation théorique à l'utilisation de shémas
inétiques [9℄. Plus tard, Jin et Xin [42℄ ont développé un système hyperbolique linéaire 2 × 2
destiné à approher une loi de onservation salaire générique. Le système de Jin et Xin peut
être vu omme un modèle inétique à deux vitesses et s'érit
∂zǫ
∂t
(x, t) +
∂wǫ
∂x
(x, t) = 0,
∂wǫ
∂t
(x, t) + a2
∂zǫ
∂x
(x, t) =
1
ǫ
[
f(zǫ(x, t)) −wǫ(x, t)
]
,
(1.30)
où a ∈ R et f est une fontion C1. On s'attend à e que la quantité zε onverge vers la solution
ρ de la loi de onservation (1.20). Le problème est de montrer rigoureusement que la solution
(zε, wε) onverge vers (ρ, f(ρ)) où ρ est la solution faible entropique de (1.20). Une ondition
néessaire pour que les solutions soient stables est la ondition de Whitham [98℄, ou ondition
sous-aratéristique, et s'érit
∀z ∈ R |f ′(z)| ≤ a.
On trouve ette ondition par exemple en dérivant formellement l'équation salaire sur z à
l'ordre 2 en ǫ. On retombe alors sur une approximation parabolique de (1.20) dont le terme devant
le laplaien est exatement ε(f ′(z)− a). L'équation parabolique est alors stable si |f ′(z)| ≤ a.
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La relaxation hyperbolique - Méthodes de ompaité
A ause de la non-linéarité de la formulation entropique, la onvergene faible ne sut pas à
passer à la limite. Il faut des estimations fortes sur les quantités zε et wε. Diérentes tehniques
ont été utilisées pour ontrler les solutions. On peut iter la ompaité par ompensation [45℄
et les lemmes de moyenne [10,26℄. Dans le as des domaines bornés, il faut aussi s'ouper de la
onvergene des valeurs aux bord. Pour la grande majorité, les auteurs se plaent sur [0,+∞] et
onsidèrent les onditions aux limites zε(0, t) = z0, wε(0, t) = f(z0), qui sont ompatibles ave
l'équilibre w = f(z). Dans [67℄, les auteurs, en se restreignant au as où les onditions initiales
et les onditions aux bords sont à l'équilibre, montrent des estimations BV. De nombreuses
variations sur e thème ont ensuite été publiées. Par exemple, les auteurs de [101℄ s'intéressent
au as où la loi de onservation ontient un terme soure q(x, t) et utilisent les mêmes arguments
que [67℄ . Quand les onditions aux bords ne sont pas à l'équilibre, une ouhe limite apparaît [94℄.
La ouhe limite en x = 0 est dérite dans [68, 100℄, dans le adre des solutions régulières.
Dans le as de notre étude, la relaxation a un sens physique et les onditions aux bord du
système relaxé sont imposées. Comme aternative au système 3× 3 (1.14), dans l'objetif d'avoir
des notations plus légères et de façon à mettre en évidene la proximité de notre étude ave les
études relatives au sytème (1.30), on introduit lors de ette analyse un système intermédiaire
entre les systèmes (1.14) et (1.18). Ce système ne modélise que deux tubes, mais les onditions aux
bords sont légèrement modiées, de sorte qu'une partie seulement du uide du tube desendant
soit réinjetée dans le tube asendant. La système que l'on étudie s'érit pour t ≥ 0 et x ∈ [0, L],
∂uǫ
∂t
(x, t) +
∂uǫ
∂x
(x, t) =
1
ǫ
[
h(vǫ(x, t), x)) − uǫ(x, t)
]
,
∂vǫ
∂t
(x, t)−
∂vǫ
∂x
(x, t) =
1
ǫ
[
uǫ(x, t)− h(vǫ(x, t), x))
]
,
uǫ(0, t) = u0, vǫ(L, t) = αuǫ(L, t), α ∈ (0, 1),
u(x, 0) = u0ε(x), vε(x, 0) = v
0(x).
(1.31)
et on fait les hypothèses
h(0, x) = 0, 1 < β ≤
∂h
∂v
(v, x) ≤ µ,
sup
v
∫ L
0
|
∂h
∂x
(v, x)|dx ≤ C, h(., x) n'est ane sur auun intervalle,
(1.32)
Ce système a l'avantage d'avoir un omportement similaire au système (1.14), mais il a l'in-
onvénient de ne pas distinguer les 3 tubes. Si on omet dans un premier temps la dépendane
spatiale de la fontion h, en faisant le hangement de variable u+ v = z, u− v = w, on obtient
le système, 
∂zǫ
∂t
+
∂wǫ
∂x
= 0,
∂vǫ
∂t
−
∂vǫ
∂x
(x, t) =
2
ǫ
[
h(
zǫ − wε
2
)−
zε + wε
2
]
,
qui n'est pas exatement le système de Jin et Xin.
Proposition 1.4.9. Il existe une fontion v ∈ L∞([0, L] × [0, T ]) telle que la solution uε, vε de
(1.31) vérie
uǫ(x, t) −→
ǫ→0
h(v(x, t), x), vǫ(x, t) −→
ǫ→0
v(x, t), p.p.
Le système de Jin et Xin a été onstruit dans le but d'approher d'une équation salaire non
linéaire donnée par un système perturbé linéaire, et la plupart des études sur e système ont été
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eetuées dans ette optique. Les variables hoisies (zε, wε) relaxent vers (ρ, f(ρ)) et les onditions
aux bord sont hoisies à l'équilibre, 'est à dire que zε(0, t) = z0(t) et wε(0, t) = f(z0(t)). Ainsi,
on s'attend à e que ρ(0, t) = z0(t). Dans le as du système (1.31), l'identiation des onditions
au bord ρ(t, 0) et ρ(t, L) est moins immédiate.
On dénit ρ et A omme
ρ(x, t) := h(v(x, t), x) + v(x, t), A(ρ, t) := h(v(x, t), x) − v(x, t), (1.33)
Le prinipal résultat est le théorème
Théorème 1.4.10 (Limite ε → 0). La quantité ρ(x, t) est une solution entropique (selon la
dénition 1.4.8) à la loi de onservation salaire
∂
∂t
ρ(x, t) +
∂
∂x
A(ρ(x, t), x) = 0, t > 0, x ∈ [0, L],
ρ(0, t) = h−1(u0, 0) + u0, t > 0,
ρ(x, 0) = ρ0(x), ρ0(x) := v0(x) + h(v0(x), x), x ∈ [0, L].
(1.34)
La démonstration se fait en deux temps. On ommene par montrer la onvergene sur l'inté-
rieur du domaine domaine. Pour ontrler les solutions uε et vε, sous l'hypothèse de onditions
initiales à l'équilibre, on peut adapter la preuve de [67℄ et dériver des estimations BV en temps.
En revanhe, nous n'avons pas d'estimations BV en espae à ause de la dépendane spatiale
du terme soure. On propose une méthode alternative pour montrer la ompaité des solutions
dans e as, sans passer par des estimations BV. Pour avoir un résultat sans ontrainte sur les
onditions initiales, on rédige une preuve utilisant ompaité par ompensation en s'inspirant
de [36℄. On identie ensuite les onditions aux bords, et on les démontre rigoureusement. La nou-
veauté de e travail réside don dans (1) les onditions aux limites de type réexion et surtout
(2) la dépendane en x du terme soure, e qui nous empêhe d'appliquer les estimations BV
lassiquement dérivées et e qui donne lieu à la limite à une loi de onservation salaire dont le
ux disontinu dépend de x, nous amenant à utiliser la formulation entropique de la Dénition
1.4.8.
1.4.5 Un shéma numérique qui préserve l'asymptotique
Dans le but d'illustrer la onvergene de (1.31) vers (1.34) (respetivement notés Sε et S pour
l'oasion), on onstruit dans le Chapitre 4 un shéma numérique qui préserve l'asymptotique
(shéma AP). Cela signie que l'on onstruit un shéma Sε,∆, qui onverge quand ∆ = (∆t,∆x)
tend vers 0 vers la solution de Sε, et tel que la limite quand ε tend vers 0 est un shéma S∆
admissible pour l'équation S (voir Figure 1.9).
Une ondition néessaire pour que le shéma ∆ = (∆t,∆x) soit AP est que la ondition CFL
de stabilité soit minorée indépendamment de ε. Le shéma numérique onstruit dans le hapitre
4 vérie toutes les propriétés d'un shéma AP, mais on note l'apparition d'une ouhe limite au
voisinage de x = L quand ε est petit. On interprète ette ouhe limite en remarquant que les
onditions à e bord vε = αuε ne sont en général pas ompatibles ave l'équilibre h(u) = v, mais
e sont es onditions qui sont imposées dans le shéma. Puisque h(., x) est roissante, le système
limite S est une équation de transport à vitesse positive. Le shéma limite S∆ que l'on obtient
pour l'équation S est un shéma très diusif. Par onséquent, les onditions que l'on impose sur
le bord droit diusent à l'intérieur du domaine. Pour éliminer ette ouhe limite, qui est une
réminisene du modèle Sε mais qui n'a plus de sens pour le modèle S, on a déidé de onstruire
un shéma AP Sε,∆ en faisant en sorte que le shéma limite S∆ soit le shéma déentré amont
lassique.
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PSfrag replaements
Sε,∆ Sε
S∆ S
∆→ 0
ε→ 0 ε→ 0
∆→ 0
Figure 1.9  Prinipe des shémas AP
La problématique des shémas AP dépasse largement les équations hyperboliques, et un des
premiers shémas AP modélisaient un transport de neutron en régime diusif [48℄ [47℄. Une revue
sur les shémas AP peut être onsultée dans [41℄.
Dans le adre des équations hyperboliques, il ressort essentiellement deux stratégies pour
onstruire des shémas AP. La première est basée sur le splitting d'opérateurs. Le terme de
transport et le terme soure sont traités indépendamment, et pour ne pas être limité par la
ondition CFL, le terme soure est impliité. Sur l'exemple du système (1.30), on peut iter
par exemple le shéma développé dans [20℄. La preuve rigoureuse du aratère AP est détaillée
dans [21℄.
La deuxième méthode a été développée dans [28℄ et utilise la tehnique des shémas équilibre
[31℄. Le prinipe opposé au prinipe de la méthode de splitting, dans le sens où la disrétisation
du terme soure est intimement liée à la disrétisation de la partie transport. La plupart des
shémas AP ont été onstruits sur e prinipe. Dans [8℄ ependant, les auteurs se sont intéressés au
problème de trouver un shéma AP pour le système (1.30) en ayant des ontraintes sur le shéma
limite S∆. Ils ont résolu le problème en utilisant un shéma adapté de Gosse-Tosani [29℄ [30℄.
Le shémas équilibres sont adaptés pour résoudre de tels problèmes, puisque le hoix sur la
disrétisation du terme soure onstitue un degré de liberté qui peut être exploité pour imposer
la disrétisation du ux dans l'équation limite.
Dans le hapitre (6), on développe une méthode pour onstruire un shéma AP basée sur la
tehnique des shémas équilibres. C'est une méthode alternative à la méthode proposée par [8℄
On onsidère un maillage de N ellules disjointes. On appelle ∆x la taille d'une ellule et ∆t
la taille d'un intervalle de temps. Le temps nal est noté T , et le nombre d'itérations à l'étape
ourante n. On obtient le résultat suivant
Proposition 1.4.11. Il existe une lasse de shémas AP (Sε) paramétrés par 1 ≤ b ≤ β dont le
shéma limite (S) oïnide ave le shéma déentré amont. Ces shémas s'érivent
un+1k − u
n
k
∆t
+
unk − u
n
k−1
∆x
=
1
ε+∆x
(
h(vnk−1)− u
n
k−1 + bv
n
k − bv
n
k−1
)
,
vn+1k − v
n
k
∆t
+
vnk − v
n
k+1
∆x
= −
1
ε+∆x
(
h(vnk )− u
n
k + v
n
k+1 + (b− 2)v
n
k + (1− b)v
n
k−1
)
,
un0 = u0, v
n
0 = h
−1(u0), v
n
N+1 = αu
n
N .
(1.35)
Struture de la thèse
Le manusrit est divisé en deux parties. La première partie est onsarée à l'étude mathéma-
tique du modèle dérit dans la partie 1 de l'introdution.
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• Le hapitre 2 développe pourquoi le modèle simplié est bien posé. On y montre l'existene
et l'uniité de solutions faibles pour les problèmes dynamique et stationnaire, et la relaxation
en temps grand du problème dynamique vers l'équilibre. On estime la vitesse de onvergene
grâe à des éléments spetraux. Il reprend le travail de l'artile [91℄.
• Dans le hapitre 3, on réalise une étude asymptotique en le paramètre Vm, et on identie
les prols limites analytiquement. On étudie aussi la forme des ouhes limites. Il reprend
le travail de l'artile [90℄.
• Les hapitres 4 et l'appendie 5 onernent l'adimensionnement hyperbolique du modèle
simplié. On travaille d'abord sur un modèle à deux tubes, dans le but d'avoir des notations
moins lourdes, puis on modie les résultats obtenus pour les appliquer au système à 3 tubes.
Le hapitre 4 va donner lieu à un artile, enore en ours d'ériture.
• Le hapitre 6 ontient une desription et une preuve de la stabilité de l'asymptoti targeting
sheme.
La seonde partie est onsarée à l'étude du modèle plus réaliste. Elle s'inspire des artiles [34℄
[92℄ et [18℄.
• On ommene par dérire préisément le modèle dans le hapitre 7.
• Dans le hapitre 8, on dérit le shéma volume ni que l'on a développé pour la résolution
du modèle.
• Le hapitre 9 est onsaré à exposer les résultats obtenus, d'un point de vue physiologique.
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Part I
Mathematial analysis of redued
models
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Chapter 2
Well posedness and relaxation toward equi-
librium of a simplied kidney model
This hapter is taken from the paper
M. Tournus, A. Edwards, N. Seguin, and B. Perthame. Analysis of a simplied model of the
urine onentration mehanism. Network Heterogeneous Media, 7:989  1018, 2012.
We study a nonlinear stationary system of transport equations with spei boundary onditions
desribing the transport of solutes dissolved in a uid irulating in a ounterurrent tubular ar-
hiteture, whih onstitutes a simplied model of a kidney nephron. We prove that for every Lip-
shitz and monotoni nonlinearity (whih stems from ative transport aross the asending limb),
the dynami system, a PDE whih we study through ontration properties, relaxes toward the
unique stationary state. A study of the linearized stationary operator enables us, using eigenele-
ments, to further show that under ertain onditions regarding the nonlinearity, the relaxation is
exponential. We also desribe a nite volume sheme whih allows us to eiently approah the
numerial solution to the stationary system. Finally, we apply this numerial method to illustrate
how the ounterurrent arrangement of tubes enhanes the axial onentration gradient, thereby
favoring the prodution of highly onentrated urine.
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2.1 Introdution
The main role of the kidney is to maintain uid and eletrolyte homeostasis, by regulating
the volume and omposition of blood so that it remains lean and hemially balaned. Kid-
neys reeive blood from the renal artery, lter it, and return it to the body via the renal vein
while exreting unwanted substanes in the urine. The funtional units of the kidney, known
as nephrons, eah onsist of several segments arranged in a ounterurrent manner so as to
maximize the prodution of onentrated urine.
Our purpose is to develop a simplied mathematial model prediated on a steady state model
desribing solute transport in nephrons, to prove that the solution to the dynami model we
dened relaxes toward the solution to the steady state model, and to ompute this solution. In
this simplied representation, the nephron onsists of 3 water-impermeable tubes that exhange
solutes via a ommon interstitium, as illustrated in Figure 2.1. There have been other simplied
models of renal funtion based on similar hypotheses [38℄.
Here, we only onsider one generi unharged solute (e.g., NaCl), whose transport aross walls
is driven by diusion and ative pumps (whih require metaboli energy to arry the solute
against its onentration gradient). If the tubes were permeable to water, onvetion would also
ontribute to solute transport. In other words, by assuming that there is no water movement
aross the walls, we are negleting the onvetive part of the solute ux. However, the latter is
negligible in most renal tubules.
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PSfrag replaements
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Débit volumique
Flux transmural de soluté
Tube 1
Tube 2 Tube 3
Figure 2.1: Simplied model of a nephron. Tubes are water-impermeable but an exhange
solutes with the interstitium. These exhanges are quantied by the transmural uxes J .
Models that aount for the presene of blood vessels usually onsider at least 5 tubes (i.e.,
tubules and vessels). We hoose to only represent 3 here so as to keep the presentation and
analysis tratable, but the problem formulation and the mathematial methods desribed herein
apply to any number ≥ 3.
Given the solute onentration (denoted C) at the inlet of tubes 1 and 2, and knowing that
C3(L) = C2(L) by ontinuity, our objetive is to determine onentration proles in the three
tubes, as well as in the surrounding interstitium.
In eah tube i, the uid (mostly water) is assumed to ow at a onstant rate F i. At steady
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state, onservation of solute in eah tube an be expressed as
F 1
dC1(x)
dx
= J1(x), x ∈ [0, L],
F 2
dC2(x)
dx
= J2(x), x ∈ [0, L],
F 3
dC3(x)
dx
= J3(x), x ∈ [0, L],
C1(0) = C10 , C
2(0) = C20 , C
3(L) = C2(L),
(2.1)
where C10 and C
2
0 are two given nonnegative values, F
i
is the water ow rate in tube i and J i
is the transmural ux from the interstitium into tube i. What makes this system spei and
mathematially hallenging is its unusual boundary onditions.
In the absene of transversal water movement, the main driving fore for the transport of an
unharged solute is passive diusion. In some kidney tubules there is also ative transport, me-
diated by energy-onsuming pumps that arry some solutes against their onentration gradient.
We assume the presene of suh a pump in only tube 3 (whih is meant to represent the thik
asending limb), so that
J1(x) = 2πR1(x)P 1(x)(Cint(x)− C1(x)),
J2(x) = 2πR2(x)P 2(x)(Cint(x)− C2(x)),
J3(x) = 2πR3(x)P 3(x)(Cint(x)− C3(x))− F (C3(x), x),
(2.2)
where Ri and P i respetively denote the radius and solute permeability of tube i, Cint is the
interstitial onentration, and F (C3, x) > 0 is a nonlinear term representing ative transport,
whih is usually desribed using Mihaelis-Menten kinetis
F (C3, x) = Vm(x)
C3
1 + C3
. (2.3)
Summarized in Table 2.1 are symbol denitions.
Table 2.1: Denition of frequently used symbols
Parameter Desription order of magnitude (in rats)
Ci(x) Solute onentration in tube i at depth x 5 mol.m−3
Cint(x) Solute onentration in the interstitium at depth x 5 mol.m−3
C10 , C
2
0 Conentrations at the inlet of tubes 1 and 2 (assumed to be known) 5 mol.m
−3
L Length of the tubes 6.10−3m
F i(x) Water ow rate in tube i at depth x 10−13m3.s−1
Ri(x) Radius of tube i at depth x 5.10−5.m
P i(x) Solute permeability of the wall of tube i at depth x 10−5m.s−1
Vm Rate of the ative transport 10
−7mol.m−1.s−1
J i(x) Transmural ux of solute through the wall of tube i at depth x
We then proeed to make the system non-dimensional. We dene the dimensionless form of a
generi variable A as:
A =
A
A0
where A0 is a onstant on the same order of magnitude as A (see Table 2.1). We have
x =
x
L0
, C =
C
C0
, F i =
F i
F 0
, R =
R
R0
, P =
P
P 0
,
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with L0 to be dened.
Combining (2.1) with (2.2), we write for x ∈ [0,
L
L0
]

F 0F 1
d(C0C
1
)(x)
L0dx
= 2πR0R
1
(x)P 0P
1
(x)C0(C
int
(x)− C
1
(x)),
F 0F 2
d(C0C
2
)(x)
L0dx
= 2πR0R
2
(x)P 0P
2
(x)C0(C
int
(x)− C
2
(x)),
F 0F 3
d(C0C
3
)(x)
L0dx
= 2πR0R
3
(x)P 0P
3
(x)C0(C
int
(x)− C
3
(x)) − F (C
3
(x),
C
1
(0) = C
1
0, C
2
(0) = C
2
0, C
3
(
L
L0
) = C
2
(
L
L0
),
(2.4)
To simplify the notation, we now drop the overbars (A) and simply denote dimensionless variables
as A. In addition, we assume that the radii, permeabilities, and ow rates are equal in all three
tubes. Note that the ow is in the opposite diretion in tube 3. We thus obtain
dC1(x)
dx
= Ps(C
int(x)− C1(x)), x ∈ [0,
L
L0
],
dC2(x)
dx
= Ps(C
int(x)− C1(x)), x ∈ [0,
L
L0
],
dC3(x)
dx
= Ps(C
int(x)− C3(x))− F (C3(x), x) x ∈ [0,
L
L0
],
C1(0) = C10 , C
2(0) = C20 , C
3(
L
L0
) = C2(
L
L0
),
(2.5)
where
Ps =
2πL0R0P 0
F 0
(2.6)
is a dimensionless eetive solute permeability. We now hoose L0 so that Ps = 1. The nondi-
mensional parameter
L
L0
(whih is subsequently denoted L) is then about 200, and the nondimen-
sional rate of ative transport (that we still all Vm) is on the order of
L0Vm
C0F 0
=
(3.10−5).10−7
5.10−13
≈ 5.
We then hoose F suh that
∂F
∂C
(C ≈ 5 Axial onvetion and diusion are thought to be negli-
gible in the renal interstitium. Sine there is no aumulation of solute therein at steady state,
we have
J1(x) + J2(x) + J3(x) = 0. (2.7)
This ondition enables us to alulate the interstitial onentration expliitly
∀x ∈ [0, L], Cint(x) =
1
3
[
C1(x) + C2(x) + C3(x) + F (C3(x), x)
]
.
The goal of the study is to analyze and solve the following nonlinear boundary value problem
set for x ∈ [0, L]
dC1(x)
dx
=
1
3
[
C1(x) + C2(x) + C3(x) + F (C3(x), x)
]
−C1(x),
dC2(x)
dx
=
1
3
[
C1(x) + C2(x) + C3(x) + F (C3(x), x)
]
−C2(x),
−
dC3(x)
dx
=
1
3
[
C1(x) + C2(x) + C3(x) + F (C3(x), x)
]
−C3(x)− F (C3(x), x),
C1(0) = C10 , C
2(0) = C20 , C
3(L) = C2(L).
(2.8)
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This system represents the steady-state formulation of the standard dynami problem [63℄ set
for t ≥ 0 and x ∈ [0, L]
∂C1
∂t
(x, t) +
∂C1
∂x
(x, t) =
1
3
[
(C1 + C2 + C3)(x, t) + F (C3(x, t), x)
]
− C1(x, t),
∂C2
∂t
(x, t) +
∂C2
∂x
(x, t) =
1
3
[
(C1 + C2 + C3)(x, t) + F (C3(x, t), x)
]
− C2(x, t),
∂C3
∂t
(x, t)−
∂C3
∂x
(x, t) =
1
3
[
(C1 + C2 + C3)(x, t) + F
(
C3(x, t), x
)]
− C3(x, t)− F (C3(x, t), x),
C1(0, t) = C10 , C
2(0, t) = C20 , C
3(L, t) = C2(L, t), t > 0.
(2.9)
whih we omplete with nonnegative initial onentrations C1(x, 0), C2(x, 0), C3(x, 0). Impliit
in this dynami system is the assumption that the interstitium equilibrates immediately with its
surroundings. In this study, we rst prove that the solution to (2.9) onverges, as t tends to∞, to
the solution to (2.8) and that, under ertain onditions, the onvergene is exponential. We then
use a nite volume sheme to solve (2.9) and thus approah the solution to (2.8). The numerial
solution is subsequently employed to examine the eets of the ounterurrent arhiteture on
onentration gradients.
We study a nonlinear stationary system of transport equations with spei boundary on-
ditions desribing the transport of solutes dissolved in a uid irulating in a ounterurrent
tubular arhiteture, whih onstitutes a simplied model of a kidney nephron. We prove that
for every Lipshitz and monotoni nonlinearity (whih stems from ative transport aross the
asending limb), the dynami system, a PDE whih we study through ontration properties,
relaxes toward the unique stationary state. A study of the linearized stationary operator enables
us, using eigenelements, to further show that under ertain onditions regarding the nonlinear-
ity, the relaxation is exponential. We also desribe a nite volume sheme whih allows us to
eiently approah the numerial solution to the stationary system. Finally, we apply this nu-
merial method to illustrate how the ounterurrent arrangement of tubes enhanes the axial
onentration gradient, thereby favoring the prodution of highly onentrated urine.
2.2 Main Results
The main objetive of this setion is to study the long time onvergene of the dynami
solution to the stationary solution. For this purpose, we desribe the mathematial struture
of the dynami and stationary systems, state the natural properties of the dynami solution,
and infer a priori bounds for the latter solution whih are time-independent. The proofs of the
theorems outlined below are given in Setion 2.3. We follow the approah generally used to study
relaxation systems, as in [43,65℄, albeit with novel boundary onditions. We use the notation C
for the vetor funtion (C1, C2, C3).
2.2.1 Existene, uniqueness and a priori bounds
To ensure that the dynami solution exists, we must make some assumptions regarding the
nonlinear term representing ative transport. We assume that the (smooth) funtion F satises
for some (smooth) funtion µ(x) ≥ 0
F (C3, x) ≥ 0, F (0, x) = 0, 0 ≤
∂F
∂C
(C3, x) ≤ µ(x) ≤ µM . (2.10)
The Mihaelis-Menten equation (2.3) whih is generally used to represent ative transport in
the thik asending limb an readily be shown to satisfy these 3 assumptions. The rst one
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means that the pump an only transport the solute in one diretion, from the lumen of the
thik asending limb toward the interstitium. The seond one desribes the fat that there is
no transport in the absene of solute. Lastly, the third assumption expresses the fat that the
pump an be saturated beause the number of arriers is limited.
Initial (t = 0) solute onentrations are positive. We further assume that, for i = 1, 2 or 3,
Ci(t = 0) ≥ 0, Ci(t = 0) ∈ L1(0, L),
d
dx
Ci(t = 0) ∈ L1(0, L). (2.11)
Another possible assumption is that the initial data are 'well-prepared', that is to say they math
the boundary onditions
C1(0, t = 0) = C10 , C
2(0, t = 0) = C20 , C
3(L, t = 0) = C2(L, t = 0).
We do not use this assumption and thus handle possibly disontinuous solutions.
Theorem 2.2.1 (Existene and uniqueness of the dynami problem solution). With assumptions
(2.10) and (2.11), there is a weak solution (dened in Appendix A) to the initial value problem
(2.9), whih lies in BV ([0, L]×[0, T ]). For two initial data C(x, 0) and C˜(x, 0), the weak solutions
satisfy the weak ontration property and the omparison priniple∫ L
0
[
|C1 − C˜1|+|C2 − C˜2|+ |C3 − C˜3|
]
(x, t)dx
≤
∫ L
0
[
|C1 − C˜1|+ |C2 − C˜2|+ |C3 − C˜3|
]
(x, 0)dx,
(2.12)
∫ L
0
[
|C1 − C˜1|+ + |C
2 − C˜2|+ + |C
3 − C˜3|+
]
(x, t)dx
≤
∫ L
0
[
|C1 − C˜1|+ + |C
2 − C˜2|+ + |C
3 − C˜3|+
]
(x, 0)dx.
(2.13)
For the latter inequality, we an assume that C˜ is only a supersolution. The ontration property
implies the uniqueness of the solution.
Theorem 2.2.2 (Stationary supersolution). There is a family of supersolutions to (2.8), as large
as needed, that are ontinuous funtions U suh that
dU1(x)
dx
+
2
3
U1(x)−
1
3
[
U2(x) + U3(x)
]
−
1
3
F (U3(x), x) ≥ 0, (i)
dU2(x)
dx
+
2
3
U2(x)−
1
3
[
U1(x) + U3(x)
]
−
1
3
F (U3(x), x) ≥ 0, (ii)
−
dU3(x)
dx
+
2
3
U3(x) +
2
3
F (U3(x), x) −
1
3
[
U1(x) + U2(x)
]
≥ 0, (iii)
U1(0) ≥ C10 , U
2(0) ≥ C20 , U
3(L) ≥ U2(L).
(2.14)
For initial data Ci(x, 0) ≤ U i(x), then Ci(x, t) ≤ U i(x) for all t ≥ 0.
Theorem 2.2.3 (Uniform a priori estimates). The weak solution to (2.9) satises∫ L
0
[ |
∂
∂t
C1|+ |
∂
∂t
C2|+ |
∂
∂t
C3| ](x, t)dx ≤ A0, (2.15)
sup
0≤x≤L
[C1 + C2 + C3](x, t) ≤ A1, (2.16)∫ L
0
[ |
∂
∂x
C1|+ |
∂
∂x
C2|+ |
∂
∂x
C3| ](x, t)dx ≤ A2, (2.17)
for some onstants Ai depending only on the initial values Ci(0, x) and their derivatives but not
on t.
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2.2.2 Long time behavior. Stationary problem
Our next results onern the problem we are interested in, that is the steady state and its
stability. We begin with the
Theorem 2.2.4 (Existene of the stationary problem solution). With assumptions (2.10), there
is a unique solution to (2.8) whih is C1 and nonnegative.
With the uniform bounds in Theorem 2.2.3, we an study the time onvergene to this steady
state.
Theorem 2.2.5 (Long time behavior and uniqueness of the stationary problem solution). With
assumptions (2.10), (2.11), the solution C to (2.9) onverges to the unique solution C to (2.8)
in L1,
‖C(x, t)− C(x)‖L1 ց
t→∞
0.
Physiologially, this means that, whatever the initial solute onentrations, the system reahes
the same steady state, that is, stationary onentration proles are independent of initial values.
We an go further and study the rate of onvergene toward the stationary solution. This
requires some further notations and assumptions. For µ(x) dened in (2.10), we use the notations
in Appendix C for the eigenelements φ = (φ1, φ2, φ3), k(µ) and λ(µ). We assume
sup
x∈[0,L]
(
2− k(µ)
)
+
[µ(x)−
∂F
∂C
(C, x)] < λ(µ). (2.18)
When F (C, x) = µ(x)C, this ondition is obviously satised and thus expresses a smallness
ondition on the seond derivative in C.
When F (C3, x) = Vm(x)
C3
1+C3
, the ondition simplies to
sup
x∈[0,L]
(
2− k(Vm)
)
+
Vm(x) < λ(Vm), (2.19)
whih is a smallness ondition on Vm sine λ(0) > 0.
With this assumption, we an state the
Theorem 2.2.6 (Exponential onvergene). With assumptions (2.10), (2.11) and (2.18), the
solution to the problem (2.9) onverges exponentially with t to the unique solution to (2.8) in the
spae
L1(φ) =
{
f : [0, L]→ R3,
∫
[0,L]
(
|f1(x)|φ1(x) + |f2(x)|φ2(x) + |f3(x)|φ3(x)
)
dx <∞
}
.
that is to say:
‖C(x, t)− C(x)‖L1(φ) ≤ e
−µt‖C(x, 0)− C(x)‖L1(φ).
This theorem expresses a narrower result: if the maximal pump veloity Vm is small enough,
the system reahes steady state at an exponential rate whih depends on Vm. It is proved in
Appendix C.
2.3 Proof of existene and a priori bounds
Beause it is losely related to our numerial algorithm, and in order to introdue some basi
onepts, we hoose an approah based on the semi-disrete sheme.
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2.3.1 Existene of a solution to the semi-disrete problem
Consider a disretisation parameter ∆x = L/N > 0 with N an integer. The semi-disrete
sheme assoiated with (2.9) is dened, for k ∈ [1, N ], as
dC1k
dt
(t) +
C1k(t)− C
1
k−1(t)
∆x
=
1
3
[
C1k(t) + C
2
k(t) + C
3
k(t) + F (C
3
k(t))
]
− C1k(t),
dC2k
dt
(t) +
C2k(t)− C
2
k−1(t)
∆x
=
1
3
[
C1k(t) + C
2
k(t) + C
3
k(t) + F (C
3
k(t))
]
− C2k(t),
dC3k
dt
(t)−
C3k+1(t)− C
3
k(t)
∆x
=
1
3
[
C1k(t) + C
2
k(t) + C
3
k(t) + F (C
3
k(t))
]
− C3k(t)− F (C
3
k(t)),
(2.20)
with the boundary onditions C10 > 0 and C
2
0 > 0 given in (2.9) and C
3
N+1 = C
2
N . We also
hoose the initial data
Cik(0) =
1
∆x
∫ k∆x
(k−1)∆x
Ci(x, 0)dx, i = 1, 2, 3, k = 1, ..., N. (2.21)
Beause (2.20) is a system of dierential equations, it has a unique smooth solution and it is
nonnegative. Indeed, if there exists (i, k, t) (for instane i = 1 without loss of generality) where
t = inf{s suh that ∃(k, i) satisfying Cik(s) = 0},
then,
dC1k
dt
(t) =
C1k−1(t)
∆x
+
1
3
(
C2k(t) + C
3
k(t) + F (C
3
k(t))
)
≥ 0.
So, C1k(t) annot beome negative.
In order to link the ontinuous model to this disrete equation, we reonstrut three pieewise
onstant funtions Ci∆x(x, t), from the disrete values, as
Ci∆x(x, t) = C
i
k(t), for x ∈ ((k − 1)∆x, k∆x), i = 1, 2, 3. (2.22)
To simplify the notation, we sometimes merely write C instead of C∆x. We next prove that C∆x
onverges to the ontinuous solution.
Our proof is divided in several steps. We rst reall some preliminary estimates on Cik(0). Se-
ondly we derive several uniform (in ∆x) a priori bounds on the semi-disrete solutions. Thirdly,
we use these estimates to prove that the solution onverges when ∆x goes to 0 to a weak solution
to (2.9). Then, still using a priori bounds, we nd some additional properties of the solution.
These are enough to pass to the limit and reover a weak solution to (2.9).
First step. Preliminary ontrols. Given our assumptions (2.11), we derive using a lassi
approah (see [9, 25, 58℄) the following initial bounds at the disrete level
‖C∆x(t = 0)‖L1 ≤ K
0 :=
3∑
i=1
‖Ci(t = 0)‖L1 , (2.23)
3∑
i=1
N∑
k=1
‖Cik(t = 0)− C
i
k−1(t = 0)‖L1 ≤ K
1 :=
3∑
i=1
‖
d
dx
Ci(t = 0)‖M1 , (2.24)
‖
d
dt
C∆x(t = 0)‖L1 ≤ K
2, (2.25)
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PSfrag replaements
∆x
∆x
∆x
t
t
t
C1k(t)
C2k(t)
C3k(t)
C10 C
1
1 (t)
C20 C
2
1 (t)
C1N (t)
C2N (t)
C31 (t) C3N (t)C
2
N (t)
Figure 2.2: The 3 disretization grids orrespond to the 3 onentrations Ci, i = 1, 2, 3. In
absissa : the disrete spae k ∈ [1, N ]. In ordinate : time evolves ontinuously. We denote by
Cik(t) the solution of (2.20) taken at time t in ell k, k ∈ [1, N ]. The ells numbered by k = 0
and k = N + 1 stok the boundary onditions
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for a onstant K2, obtained from the equation and using (2.23)(2.24), whih only depends on
the initial data but not on ∆x. Here, M1 is the Banah spae of bounded measures. Indeed,
from (2.20), we dedue that we have
‖
dC
dt
(0)‖L1 ≤
N∑
k=1
|C1k(0) − C
1
k−1(0)| +
N∑
k=1
|C2k(0)− C
2
k−1(0)|
+
N∑
k=1
|C3k(0) − C
3
k+1(0)| +
4
3
(µM + 1)‖C(0)‖L1
(2.26)
beause µ is bounded on [0, L] by µM .
On the other hand (2.24) holds true. The notation ‖ · ‖M1 inludes a Dira mass at x = 0 for
i = 1, 2, when the initial data do not math the boundary ondition. Indeed, applying (2.11) to
C1, and based upon (2.21), we an write
N∑
k=1
|C1k(0)− C
1
k−1(0)| =
1
∆x
[ N∑
k=2
∣∣∣ ∫ k∆x
(k−1)∆x
C1(x, 0)dx −
∫ (k−1)∆x
(k−2)∆x
C1(x, 0)dx
∣∣∣
+
∣∣∣ ∫ ∆x
0
(C1(x, 0)− C10 )dx
∣∣∣],
N∑
k=1
|C1k(0)− C
1
k−1(0)| =
1
∆x
[ N∑
k=2
∣∣∣ ∫ k∆x
(k−1)∆x
[C1(x, 0) − C1(x−∆x, 0)]dx
∣∣∣ + ∣∣∣ ∫ ∆x
0
(C1(x, 0) − C10 )dx
∣∣∣]
=
1
∆x
[ N∑
k=2
∣∣∣ ∫ k∆x
(k−1)∆x
∫ x
x−∆x
d
dx
C1(z, 0)dzdx
∣∣∣ + ∣∣∣ ∫ ∆x
0
∫ x
0
d
dx
C1(z, 0)dzdx
∣∣∣]
≤
1
∆x
[ N∑
k=2
∫ k∆x
(k−1)∆x
∫ ∆x
0
∣∣∣ d
dx
C1(x+ u−∆x, 0)
∣∣∣dudx+ ∫ ∆x
0
∫ x
0
∣∣∣ d
dx
C1(z, 0)
∣∣∣dzdx]
≤
1
∆x
[ ∫ ∆x
0
∫ L
∆x
∣∣∣ d
dx
C1(x+ u−∆x, 0)
∣∣∣dx du+ ∫ ∆x
0
∫ x
0
∣∣∣ d
dx
C1(z, 0)
∣∣∣dzdx]
≤
1
∆x
[ ∫ ∆x
0
∫ L+x−∆x
x
∣∣∣ d
dx
C1(z, 0)
∣∣∣dz dx+ ∫ ∆x
0
∫ x
0
∣∣∣ d
dx
C1(z, 0)
∣∣∣dzdx]
≤
1
∆x
∫ ∆x
0
∫ L+x−∆x
0
∣∣∣ d
dx
C1(z, 0)
∣∣∣dz dx
≤ ‖
d
dx
C1(t = 0)‖L1 .

Seond step. Control in time. We rst prove a uniform ontrol on time derivatives
‖
dC∆x
dt
(t)‖L1 ≤ ‖
dC∆x
dt
(0)‖L1 ≤ K
2, ∀t > 0. (2.27)
To prove this, we dierentiate (2.20) with respet to t, we multiply eah line i by sign( ddtC
i
k)
and nd

d
dt
∣∣∣dC1k(t)
dt
∣∣∣+ 1
∆x
[∣∣∣ d
dt
C1k(t)
∣∣∣ − ∣∣∣ d
dt
C1k−1(t)
∣∣∣] ≤ −2
3
∣∣∣ d
dt
C1k
∣∣∣+ 1
3
∣∣∣ d
dt
C2k
∣∣∣+ 1
3
∣∣∣ d
dt
C3k
∣∣∣+ 1
3
∣∣∣ d
dt
C3k
∣∣∣∂F
∂C
,
d
dt
∣∣∣dC2k(t)
dt
∣∣∣+ 1
∆x
[∣∣∣ d
dt
C2k(t)
∣∣∣ − ∣∣∣ d
dt
C2k−1(t)
∣∣∣] ≤ 1
3
∣∣∣ d
dt
C1k
∣∣∣− 2
3
∣∣∣ d
dt
C2k
∣∣∣+ 1
3
∣∣∣ d
dt
C3k
∣∣∣+ 1
3
∣∣∣ d
dt
C3k
∣∣∣∂F
∂C
,
d
dt
∣∣∣dC3k(t)
dt
∣∣∣+ 1
∆x
[∣∣∣ d
dt
C3k(t)
∣∣∣ − ∣∣∣ d
dt
C3k+1(t)
∣∣∣] ≤ 1
3
∣∣∣ d
dt
C1k
∣∣∣+ 1
3
∣∣∣ d
dt
C2k
∣∣∣− 2
3
∣∣∣ d
dt
C3k
∣∣∣− 2
3
∣∣∣ d
dt
C3k
∣∣∣∂F
∂C
.
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We sum on the lines and on the indies k to obtain
d
dt
N∑
k=1
3∑
i=1
∆x|
d
dt
Cik(t)| ≤ −|
d
dt
C1N (t)|+ |
d
dt
C10 | − |
d
dt
C2N (t)|+ |
d
dt
C20 |+ |
d
dt
C3N+1(t)| − |
d
dt
C31 |.
(2.28)
Knowing that C10 and C
2
0 are independent of t, we have
d
dtC
1
0 = 0,
d
dtC
2
0 = 0. In addition, sine
C3N+1(t) = C
2
N (t), we have
d
dtC
3
N+1(t) =
d
dtC
2
N (t). Altogether, we arrive at
d
dt
N∑
k=1
∆x
[
|
d
dt
C1k(t)|+ |
d
dt
C2k(t)|+ |
d
dt
C3k(t)|
]
≤ 0. (2.29)
That proves our rst estimate (2.27).
Third step. Bounds on C∆x. Our purpose here is to prove that we also have for all t ≥ 0
‖C∆x(t)‖L1 ≤ K
0 +K3t, with K3 = C10 + C
2
0 . (2.30)
To do so, using (2.20), we sum on the lines and on the indies and nd
d
dt
N∑
k=1
∆x
[
C1k(t) + C
2
k(t) + C
3
k(t)
]
≤ C20 + C
1
0 (2.31)
and the result follows.
Fourth step. Uniform bounded variations on C∆x. We want to prove the uniform BV
ontrol
N∑
k=1
|Ck − Ck−1|(t) ≤ K
4(1 + t) ∀t > 0. (2.32)
Note that an uniform bound follows diretly from this BV ontrol. For all t ≥ 0,
Cik ≤ C
i
0 +K
4(1 + t), i = 1, 2, C3k ≤ C
2
0 + 2K
4(1 + t). (2.33)
We prove it for C1 only. We dedue from (2.20) that
N∑
k=1
|C1k − C
1
k−1|(t) ≤
N∑
k=1
∆x|
d
dt
C1k(t)|+
N∑
k=1
∆x
3
[
2|C1k |+ |C
2
k |+ (1 + µM )|C
3
k |
]
(t)
≤ K4(1 + t)
using the estimates (2.30) and (2.27).
Fifth step. Convergene of the semi-disrete solution. Beause we have proved that C∆x
is uniformly bounded in BV ([0, T ] × [0, L]), aording to the Rellih-Kondrahov ompatness
theorem (see [16,19℄), there is a subsequene whih onverges in L1
(
(0, T )× (0, L)
)
to a funtion
C(x, t) ∈ L1
(
(0, T ) × (0, L)
)
. Then, after further extrating a subsequene we obtain
C∆x(x, t) −→
∆x→0
C(x, t), a.e.
Consequently we also have, beause F is ontinuous in C3,
F (C3∆x(x, t), x) −→
∆x→0
F (C3(x, t), x).
38
CHAPTER 2. ANALYSIS OF A SMPLIFIED MODEL
To hek that this limit is a weak solution to (2.9), we introdue the set V of test-funtions
V =
{
Φ ∈
(
C1(R+ × [0, L])
)3
, Φ1(L, t) = Φ3(0, t) = 0, Φ3(L, t) = Φ2(L, t)
}
. (2.34)
It is easy to pass to the limit in the zero order terms beause, using the dominated onvergene
theorem, we have, for all Φ ∈ V∫ T
0
∫ L
0
Cj∆x(x, t)Φ
j(x, t)dxdt −→
∆x→0
∫ T
0
∫ L
0
Cj(x, t)Φj(x, t)dxdt,
∫ T
0
∫ L
0
F (C3∆x(x, t), x)Φ
j(x, t)dxdt −→
∆x→0
∫ T
0
∫ L
0
F (C3(x, t), x)Φj(x, t)dxdt.
To reover the terms with x-derivatives is more diult. After a hange of variable, we write∫ T
0
∫ L
∆x
C1∆x(x, t)− C
1
∆x(x−∆x, t)
∆x
Φ1(x, t)dxdt
=
∫ T
0
∫ L
∆x
C1∆x(x, t)
∆x
Φ1(x, t)dxdt −
∫ T
0
∫ L−∆x
0
C1∆x(x, t)
∆x
Φ1(x+∆x, t)dxdt
= −
∫ T
0
∫ ∆x
0
C1∆x(x, t)
∆x
Φ1(x, t)dxdt +
∫ T
0
∫ L−∆x
0
C1∆x(x, t)
Φ1(x, t)− Φ1(x+∆x, t)
∆x
dxdt
+
∫ T
0
∫ L
L−∆x
C1∆x(x, t)
∆x
Φ1(x, t)dxdt.
Using again the dominated onvergene theorem, we have∫ T
0
∫ L−∆x
∆x
C1∆x(x, t)
Φ1(x, t)− Φ1(x+∆x, t)
∆x
dxdt −→
∆x→0
−
∫ T
0
∫ L
0
C1(x, t)
∂Φ1(x, t)
∂x
dxdt,
−
∫ T
0
∫ ∆x
0
C1∆x(x, t)
∆x
Φ1(x+∆x, t)dxdt −→
∆x→0
−
∫ T
0
Φ1(0, t)C1(0, t),
∫ T
0
∫ L
L−∆x
C1∆x(x, t)
∆x
Φ1(x, t)dxdt −→
∆x→0
∫ T
0
Φ1(L, t)C1(L, t) = 0.
Integrating by part, we obtain∫ T
0
∫ L
0
∂C1∆x(x, t)
∂t
Φ1(x, t)dxdt = −→
∆x→0
−
∫ T
0
∫ L
0
C1(x, t)
∂Φ1(x, t)
∂t
dxdt
+
∫ L
0
Φ1(x, T )C1(x, T )dx−
∫ L
0
Φ1(x, 0)C1(x, 0)dx.
We are now ready to pass to the limit in the equations. We treat eah omponent of the
system independently. The equation satised by C1∆x is
∂C1∆x
∂t
(x, t) +
C1∆x(x, t)− C
1
∆x(x−∆x, t)
∆x
= −
2
3
C1∆x(x, t)
+
1
3
[
C2∆x(x, t) + C
3
∆x(x, t) + F (C
3
∆x(x, t), x)
]
, x ∈]∆x,L],
∂C1∆x
∂t
(x, t) +
C1∆x(x, t)− C
1
0
∆x
= −
2
3
C1∆x(x, t)
+
1
3
[
C2∆x(x, t) + C
3
∆x(x, t) + F (C
3
∆x(x, t), x)
]
, x ∈]0,∆x],
C1∆x(0, t) = C
1
0 , x = 0.
(2.35)
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The equations for C2 and C3 are treated similarly, beause the boundary onditions are related
and anel out when adding the equations. Thus, we prove that C satises the following weak
formulation.
We subsequently prove that the rst line of (2.35) onverges to a weak equation, and dedue
the weak equation satised by C.
2.3.2 Properties of limit
In the limit proess, we keep the a priori bounds that we reord here from (2.27), (2.30), (2.32)∫ L
0
[C1 + C2 + C3](x, t)dx ≤ K0 +K3t, ∀t ≥ 0, (2.36)
∫ L
0
[
|
∂
∂t
C1|+ |
∂
∂t
C2|+ |
∂
∂t
C3|
]
(x, t)dx ≤ K2, ∀t ≥ 0, (2.37)
‖
∂C
∂x
(t)‖L1[0,L] ≤ K
4(1 + t) ∀t ≥ 0. (2.38)
Moreover, we an prove that C is uniformly ontinuous in time. Indeed, ∀t > 0, h > 0,
‖C(x, t+ h)− C(x, t)‖L1[0,L] ≤
∫ L
0
∣∣∣ ∫ h
0
∂
∂t
C(x, t+ s)ds
∣∣∣dx
≤
∫ h
0
‖
d
dt
C(x, t+ s)‖L1[0,L]ds ≤ K
0h. 
This proves that for all T > 0 the regularity holds also
Ci ∈ C
(
[0, T ];L1[0, L]
)
∩BV
(
[0, T ] × [0, L]
)
.
The drawbak of estimates (2.36) and (2.38) is that they are time-dependent. This is improved
in Setion 2.3.4.
2.3.3 The ontration property and the omparison priniple
We ontinue this setion with the ontration property (2.12). We use the notations
di(x, t) := |Ci(x, t) − C˜i(x, t)|, i = 1, 2, 3.
G(x, t) := |F
(
C3(x, t), x
)
− F
(
C˜3(x, t), x
)
| ≤ µ(x) d3(x, t).
We substrat the lines i in (2.9) for C and C˜. We multiply them by sign
(
Ci(x, t) − C˜i(x, t)
)
,
(see [1, 72℄ and the referenes therein). We obtain the inequalities
∂d1
∂t
+
∂d1
∂x
≤ −
2
3
d1 +
1
3
(d2 + d3 +G),
∂d2
∂t
+
∂d2
∂x
≤ −
2
3
d2 +
1
3
(d1 + d3 +G),
∂d3
∂t
−
∂d3
∂x
≤ −
2
3
(d3 +G) +
1
3
(d2 + d1).
(2.39)
The third line uses the fat that, beause we assume F is nondereasing in C (assumption (2.10))
sign
(
C3(x, t)− C˜3(x)
) [
F
(
C3(x, t), x
)
− F
(
C˜3(x), x
)]
=
∣∣∣F (C3(x, t), x) − F (C˜3(x), x)∣∣∣ .
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From these inequalities we onlude that
d
dt
∫ L
0
[d1 + d2 + d3]dx ≤ −d1(L, t)− d3(0, t) ≤ 0, (2.40)
whih implies∫ L
0
[d1(x, t) + d2(x, t) + d3(x, t)]dx ≤
∫ L
0
[d1(x, 0) + d2(x, 0) + d3(x, 0)]dx. (2.41)
This is the ontration property (2.12). 
The variant (2.13) an be proved following the same alulation, multiplying line i by sign+
(
C˜i(x, t)−
Ci(x, t)
)
, dened by sign+(f) = sign
(
max(f, 0)
)
. Beause sign+ is inreasing, it is enough to
work with a supersolution C˜i(x, t).
2.3.4 Proof of Theorem 2.2.3 and supersolution
We rst build the family of stationary supersolutions, then we derive the uniform bounds on
C(x, t).
First step. A family of supersolution to (2.8). Our goal is to build nonnegative funtions
U1, U2, U3 suh that U3(x) = U1(x) + U2(x) and U1, U2 satisfy
dU1(x)
dx
+
1
3
U1(x)−
2
3
U2(x)−
1
3
F (U1(x) + U2(x), x) = 0,
dU2(x)
dx
+
1
3
U2(x)−
2
3
U1(x)−
1
3
F (U1(x) + U2(x), x) = 0,
U1(0) ≥ C10 , U
2(0) ≥ C20 .
(2.42)
whih is learly suient to have a supersolution to (2.8).
For U3, summing the equations on U1 and U2, we obtain
d
dx
[
U1(x) + U2(x)
]
−
1
3
[
U1(x) + U2(x)
]
−
2
3
F (U1(x) + U2(x), x) = 0,
so that we also have
−
dU3(x)
dx
+
2
3
U3(x) +
2
3
F (U3(x), x)−
1
3
[
U1(x) + U2(x)
]
= 0,
whih implies that the orret equation holds. The boundary ondition is also satised as a
supersolution beause U3(L) = U2(L) + U1(L) ≥ U2(L).
To build a supersolution to (2.42), we hoose U1 = U2 = 12H, where H satises
dH(x)
dx
−
1
3
H(x)−
2
3
F (H(x), x) = 0, H(0) = 2max(C10 , C
2
0 ). (2.43)
We onlude the proof beause (2.43) is solved by the Cauhy-Lipshitz theorem. The uniqueness
in the Cauhy Lipshitz theorem guarantees the positivity of H, beause the funtion onstantly
equal to 0 is a solution. Note that the boundary ondition H(0) = H0 in plae of 2max(C10 , C
2
0 )
allows us to nd U1 and U2 (and thus U3) as large as we want. 
Seond step. Uniform L∞ bounds on Ci(x, 0). From the omparison priniple (2.13), we
onlude that C(x, t) ≤ U i(x) hoosing, as indiated above, U i(x) ≥ Ci(x, 0). This proves (2.16).
From this uniform a priori bound, we also dedue (2.17) whih improves (2.38). 
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2.3.5 Proof of Theorem 2.2.4 (existene of a solution to the stationary prob-
lem)
We prove the existene of a solution to (2.8). To do so, we use an auxiliary boundary value
problem whih is studied in Appendix B,
dC1(x)
dx
+
2
3
C1(x) =
1
3
[
C2(x) + C3(x) + F (C3(x), x)
]
,
dC2(x)
dx
+
2
3
C2(x) =
1
3
[
C1(x) + C3(x) + F (C3(x), x)
]
,
−
dC3(x)
dx
+
2
3
[
C3(x) + F (C3(x), x)
]
=
1
3
[
C1(x) + C2(x)
]
,
C1(0) = C10 > 0, C
2(0) = C20 > 0, C
3(L) = C3L ≥ 0.
(2.44)
For Theorem 2.2.4, it is enough to prove that there is a positive value C3L suh that the solution
to (2.44) satises C3(L) = C2(L). To do so, we dene the ontinuous mapping
g : C3L 7−→ C
2(L)− C3(L)
We laim that g(0) > 0 and that g(∞) < 0, whih implies that g vanishes on R+ and onludes
the proof.
• g(0) > 0. By the maximum priniple, the Ci(·) are nonnegative and sine C20 is positive, so is
C2(L).
• g(∞) < 0. We want to prove that for C3L large enough C
2(L) < C3L. It is enough to prove that
C1(L) + C2(L) < C3(L). (2.45)
Beause solutions to (2.44) satisfy
d
dx
[
C1 +C2 − C3
]
= 0,
proving (2.45) is equivalent to proving that
C10 + C
2
0 < C
3(0). (2.46)
But this is obvious beause, sine the Cis are nonnegative, we have C3(x) ≥ C3(L) exp(−2(1 +
µM)(L− x)/3). This onludes the existene proof.
Uniqueness follows again from the ontration property (2.40) whih for time independent
solutions proves that the three omponents oinide at x = 0. 
2.3.6 Proof of Theorem 2.2.5 (large time limit)
Our proof is organized as follows. We onsider the ase where the initial data is a sub- or a
supersolution to the steady state equation (2.8); we prove that the solutions are monotoni in
time and, beause they are bounded as stated in Theorem 2.2.3, they onverge to the steady
state. This is enough beause for any initial data, we an always use Theorem 2.2.2 and nd a
supersolution U0 suh that
0 ≤ Ci(x, 0) ≤ U i0(x) ∀i, ∀x ∈ [0, L].
Calling V and U the solutions to (2.9) with respetive initial onditions taken to be V0 = 0 (a
subsolution!) and U0, we obtain aording to the omparison priniple
V i(x, t) ≤ Ci(x, t) ≤ U i(x, t) ∀i, ∀x ∈ [0, L], ∀t > 0.
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As U and V onverge toward the steady state, so does C.
With this argument we are redued to proving Theorem 2.2.5 with initial data C(., t = 0)
that are supersolution to (2.8); indeed the same argument holds for subsolutions where the only
modiation onsists in replaing the
(∂C
∂t
)
+
with
(∂C
∂t
)
−
.
First step. In the same way that we established the rst inequality of Theorem 2.2.3, we an
dierentiate (2.9) with respet to t, multiply eah line i by sign+(
∂Ci
∂t ) (dened in Setion 2.3.3),
and sum on the lines. We obtain the variant of (2.15)
d
dt
∫ L
0
[(∂C1
∂t
)
+
+
(∂C2
∂t
)
+
+
(∂C3
∂t
)
+
]
(x, t)dt ≤ 0. (2.47)
Seond step. As C(., t = 0) is a supersolution, we have
(∂Ci
∂t
(x, 0)
)
+
= 0 for all i, x ∈ [0, L].
Using (2.47), we onlude that
(∂Ci
∂t
(x, t)
)
+
= 0 ∀i, ∀x ∈ [0, L], ∀t > 0,
whih means that C(., t) is a supersolution of (2.8) for all t > 0 and that eah omponent is
monotonially dereasing.
Therefore we an pass to the limit pointwise as t → ∞ and Ci(x, t) onverges to a funtion
C
i
(x). Beause time derivatives onverge to 0 in the distributional sense, C(x) is the stationary
solution and thus oinides with that built in Theorem 2.2.4.
This establishes theorem 2.2.5 for initial data whih are supersolutions and thus onludes the
proof. 
2.4 Numerial method
Sine, at least for small nonlinearities, the solution to the dynami problem onverges ex-
ponentially toward the steady state solution, we propose to approah numerially the solution
to (2.8) by omputing the solution to (2.9) for large times. For simpliity, we only treat the
Mihaelis-Menten form of the ative transport term (2.3). Also, as is usually done with in trans-
port equations, we use a nite volume method (see [9, 25, 58℄). This nite volume sheme is
diretly adapted from nite volume shemes found in the literature.
2.4.1 The nite volume sheme
We use a time step ∆t and a mesh of size ∆x = L/N with N the number of ells Qk =
(xk−1/2, xk+1/2) (that means x1/2 = 0 and xN+1/2 = L). The disrete times are denoted by
tn = n∆t. To guarantee that the disrete solution remains nonnegative as shown later, we use
the CFL ondition
∆t ≤
3∆x
3 + 2∆x+ 2∆xVm
. (2.48)
The priniple of nite volumes is to enfore numerial onservation of quantities that are
physially onserved and thus to approximate quantities by their average. For instane the
disrete initial states are, as before
Ci,0k =
1
∆x
∫
Qk
Ci(x, 0)dx, i = 1, 2, 3, k = 1, ..., N. (2.49)
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We all Ci,nk the disrete solution at time t
n
in tube i that approximates equation (2.9), for
k ∈ [0, N ]. We use the sheme
C1,n+1k = C
1,n
k −
∆t
∆x
(C1,nk − C
1,n
k−1) + ∆tJ
1,n
k ,
C2,n+1k = C
2,n
k −
∆t
∆x
(C2,nk − C
2,n
k−1) + ∆tJ
2,n
k ,
C3,n+1k = C
3,n
k +
∆t
∆x
(C3,nk+1 − C
3,n
k ) + ∆tJ
3,n
k ,
(2.50)
with the notations 
Cint,nk =
1
3
[
C1,nk + C
2,n
k + C
3,n
k + Vm
C3,nk
1 + C3,nk
]
,
J1,nk = C
int,n
k −C
1,n
k , J
2,n
k = C
int,n
k − C
2,n
k ,
J3,nk = C
int,n
k −C
3,n
k − Vm
C3,nk
1 + C3,nk
.
(2.51)
For boundary onditions, at eah time we hoose: C1,n0 = C
1
0 , C
2,n
0 = C
2
0 , C
3,n
N+1 = C
2,n
N .
Beause this is an expliit sheme, departing from (2.49), we obtain diretly the solution C1,n+1k
at time tn+1 from that at time tn.
Derivation of the CFL ondition. In order to guarantee that the disrete solution remains
nonnegative, under the assumptions that the boundary onditions and the initial onditions are
nonnegative, we assume that
∀i ∈ [1, 2, 3],∀k ∈ [1, N ], Ci,nk ≥ 0.
We seek to have the same property for the following step of time:
∀i ∈ [1, 2, 3],∀k ∈ [1, N ], Ci,n+1k ≥ 0.
We begin with C1,n+1k and we write (2.50) as
C1,n+1k =
[
1−
2
3
∆t−
∆t
∆x
]
C1,nk +
∆t
∆x
C1,nk−1 +
∆t
3
C2,nk +
∆t
3
C3,nk +
∆t
3
Vm
C3,nk
1 + C3,nk
.
To insure that C1,n+1k is a positive ombination of positive terms, we have to impose 1−
2
3
∆t−
∆t
∆x
≥ 0, that is to say
∆t ≤
3∆x
2∆x+ 3
. (2.52)
The same argument holds for C2. For C3, we write
C3,n+1k =
[
1−
2
3
∆t−
∆t
∆x
−
2
3
Vm
∆t
1 +C3,nk
]
C3,nk +
∆t
∆x
C3,nk+1 +
∆t
3
C2,nk +
∆t
3
C1,nk .
Here we have to impose that
1− 23∆t−
∆t
∆x −
2
3Vm
∆t
1+C3,n
k
≥ 0, that is to say
∆t ≤
3∆x
3 + 2∆x+ 2∆xVm
≤
3∆x
2∆x+ 3
. (2.53)
Finally, to satisfy both (2.52) and (2.53), it is suient to impose (2.48). 
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The arguments developed for the ontinuous model an be used at the disrete level to prove
that the numerial solutions remain bounded, as we now desribe.
Stability of the sheme. We want to guarantee, under the CFL ondition, the stability of
the sheme under the form:
0 ≤ Ci,nk ≤M, ∀k ∈ [1, N ], ∀n ∈ [0,∞[, i = 1, 2, 3. (2.54)
First step. Existene of a family of disrete supersolutions. We build a nonnegative
vetor U = (U11 , . . . , U
1
N , U
2
1 , . . . , U
2
N , U
3
1 , . . . , U
3
N ) suh that

U1k − U
1
k−1 ≥
∆x
3
[
U2k + U
3
k − 2U
1
k + Vm
U3k
1 + U3k
]
, k ∈ [1, N ],
U2k − U
2
k−1 ≥
∆x
3
[
U1k + U
3
k − 2U
2
k + Vm
U3k
1 + U3k
]
, k ∈ [1, N ],
U3k − U
3
k+1 ≥
∆x
3
[
U1k + U
2
k − 2U
3
k − 2Vm
U3k
1 + U3k
]
, k ∈ [1, N ],
U10 > C
1
0 , U
2
0 > C
2
0 , U
3
N+1 = U
2
N ,
(2.55)
and
U ik ≥ C
i,0
k , ∀k ∈ [1, N ], i = 1, 2, 3. (2.56)
It is suient to nd a nonnegative vetor U = (U11 , . . . , U
1
N , U
2
1 , . . . , U
2
N , U
3
1 , . . . , U
3
N ) suh that

U1k − U
1
k−1 ≥
∆x
3
[
U2k + U
3
k − 2U
1
k + VmU
3
k
]
, k ∈ [1, N ],
U2k − U
2
k−1 ≥
∆x
3
[
U1k + U
3
k − 2U
2
k + VmU
3
k
]
, k ∈ [1, N ],
U3k − U
3
k+1 ≥
∆x
3
[
U1k + U
2
k − 2U
3
k − 2VmU
3
k
]
, k ∈ [1, N ],
U10 > C
1
0 , U
2
0 > C
2
0 , U
3
N+1 = U
2
N ,
(2.57)
and
U ik ≥ C
i,0
k , ∀k ∈ [1, N ], i = 1, 2, 3. (2.58)
A vetor V ≥ 0 if all its elements are nonegative. We dene the matrix A = A∆x suh that
solving (2.57) is equivalent to nding U whih satises
AU ≥W, (2.59)
where
tW = (C10 , 0, . . . 0, C
2
0 , 0, . . . 0, 0, . . . 0) (2.60)
The matrix A is written
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
1 + 2
∆x
3
−
∆x
3
−
V∆x
3
−1 1 + 2
∆x
3
−
∆x
3
−
V∆x
3
.
.
.
.
.
.
.
.
.
.
.
.
−1 1 + 2
∆x
3
∆x
3
−
V∆x
3
−
∆x
3
1 +
2∆x
3
−
V∆x
3
.
.
. −1 1 +
2∆x
3
−
V∆x
3
−
∆x
3
.
.
.
.
.
.
.
.
.
−
∆x
3
−1 1 +
2∆x
3
−
V∆x
3
−
∆x
3
−
∆x
3
1 +
2V∆x
3
−1
.
.
. −
∆x
3
1 +
2V∆x
3
.
.
.
−
∆x
3
.
.
.
.
.
. −1
−
∆x
3
−
∆x
3
1 +
2V∆x
3

where we denote by V := Vm + 1.
The matrix
tA is irreduible, is diagonally dominant [82℄, and satises
∃ i0 suh as ai0,i0 −
∑
1≤j≤3N
j 6=i0
ai0,j > 0, (i0 = 2).
Using the M-matrix theory,
tA is invertible and (tA)−1 is positive (that is to say all its oeients
are positive). Then, A is also invertible and A−1 is positive. We then hoose x > 0, x ∈ R3N .
We have A−1x = y > 0, so Ay = x. We an hoose α suh that
αy ≥ C0, αy1 ≥ C
1
0 , αyN+1 ≥ C
2
0 . (2.61)
Thus, U = αy satises (2.57) and (2.58).
Seond step. The indution. Assuming that for a given n
Ci,nk ≤ U
i
k ∀k ∈ [1, N ] i = 1, 2, 3. (2.62)
Then,
C1,n+1k =
[
1−
2
3
∆t−
∆t
∆x
]
C1,nk +
∆t
∆x
C1,nk−1 +
∆t
3
C2,nk +
∆t
3
C3,nk + Vm
∆t
3
C3,nk
1 + C3,nk
,
≤
[
1−
2
3
∆t−
∆t
∆x
]
U1,nk +
∆t
∆x
U1,nk−1 +
∆t
3
U2,nk +
∆t
3
U3,nk + Vm
∆t
3
U3,nk
1 + U3,nk
,
≤U1k .
The same alulation holds for C2,n+1k and C
3,n+1
k . Sine (2.58) holds true, we dedue (2.54)
with M = max {U ik, k ∈ [1, N ], i = 1, 2, 3}.
2.4.2 Steady states
We then use this method to ompute a numerial solution to (2.8), iterating the sheme for n
large enough with the initial data Cj(x, 0) = 1 for j = 1, 2 and 3.
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Figure 2.3: Conentration proles at steady state in dierent tubes. The green urve represents
Cint, the red urve C1, the blue urves C2 and C3. Parameters: C10 = 2 and C
2
0 = 1, L = 1,
∆x = 0.01, Nc = 0.99, where Nc = ∆t∆x . The pump veloity Vm is taken as 0 (a), 3 (b), 5 (),
and 8 (d). The proles are obtained after 1000 time iterations.
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Figure 2.3 depits the onentration proles at steady state for dierent values of Vm. We
observe that if Vm is large enough, there is a longitudinal gradient of onentration, as observed
physiologially.
In order to assert the exponential onvergene of the algorithm (as predited by the theory),
we dene for eah time step n the indiator
c(n) = max
k∈[1,N ]
‖Cnk − C
n−1
k ‖∞.
Displayed in Figure 2.4 is the plot of log(c(n)) as a funtion of the number of time iterations n.
Our results indiate that the exponential onvergene holds true even for large values of Vm, even
though the deay rate is then slower. A physiologial interpretation ould be that the higher
Vm, the more signiant the onentration gradient, and the longer the time needed to reah
equilibrium.
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Figure 2.4: Log-onvergene of the dynami problem toward the steady state solution, for
dierent values of Vm. The parameters are the same as those used in Figure 2.3. The onvergene
slows down as Vm inreases.
2.4.3 The linear ase Vm = 0
If we ignore ative transport, the system beomes linear. In this ase we prove that the
onvergene toward the equilibrium state is of order e−λt with λ the rst eigenvalue as desribed
in Appendix C.
For dierent values of L, on one hand, we alulate the eigenvalue λ in (C.1) using the power
algorithm, and on the other hand, we ompute the logarithmi rate of onvergene for the
numerial solution to (2.9) as t grows. The theoretial and numerial values are ompared in
Table 2.2.
2.5 Counterurrent exhange aross 2 tubes
The ounter-urrent arrangement of tubules and vessels in the kidney has long been known
to improve the prodution of onentrated urine (for a review, see [84℄). The onentrating
apaity of the kidney is reeted by the inrease in uid osmolality (or onentration) along the
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Table 2.2: Comparison between the rst eigenvalue λ of the dierential operator (C.1) and the
value γ of the numerial gradient of the logarithmi onvergene. The two values are obtained
as desribed in the text in the linear ase Vm = 0.
L 0.1 0.5 1 2 3 6
λ 25.530 3.299 1.3044 0.509 0.296 0.125
γ 25.166 3.234 1.3044 0.517 0.292 0.109
olleting dut and an therefore be quantied by the interstitial axial onentration gradient. In
order to assess the extent to whih the ounter-arrangement arhiteture enhanes onentration
gradients, we then onsider a simpler system onsisting of two tubes only. Note rst that if there
were no pump (i.e., no ative transport of solute out of one the tubes), the onentration of solute
would remain onstant, independent of x, in both tubes (results not shown). In other words, the
pump reates a transversal onentration gradient (referred to as the single eet), whih in
turn generates an axial osmolality gradient [32℄, [84℄. The multipliation of the single eet in the
axial diretion onentrates the uid owing downwards. Our simple 2-tubule model illustrates
why multipliation of the single eet is greater in ounter-urrent ows than in ourrent ows.
2.5.1 Counterurrent versus ourrent exhange
Garner et al. [38℄ undertook a similar study, in whih they solved analytially the time-
dependent linear system relative to (2.63), using a Laplae transform whih was numerially
inverted. In this study, we solve analytially (2.63) and (2.64) to ompare the steady state solu-
tions of a ounterurrent and a ourrent arhiteture, assuming a linear rate for the pump. We
then solve numerially the orresponding dynami system using the nite volume sheme. The
advantages of our numerial method are that it an be extended to n tubes (n ≥ 2), and that
we ould assume a nonlinear term for ative transport.
Counterurrent ows. When the tubes are arranged in a ounter-urrent manner, the on-
servation equations an be written as
dC1(x)
dx
= J1(x), −
dC2(x)
dx
= J2(x), x ∈ [0, L],
C1(0) = C10 , C
2(L) = C1(L).
(2.63)
The uxes are given by
J1(x) = Cint(x)− C1(x), J2(x) = Cint(x)− C2(x)− VmC
2(x).
with the ondition
J1 + J2 = 0.
We infer from this ondition that
Cint(x) =
1
2
[
C1(x) + C2(x) + VmC
2(x)
]
, C1(x)−C2(x) = constant.
Knowing that C1(L) = C2(L), we onlude that C1 = C2. Then the system redues to a single
equation 
dC1(x)
dx
=
1
2
VmC
1(x), C1(0) = C10 .
C2(x) = C1(x).
We an alulate the analytial solution
C1(x) = C10e
Vm
2
x.
49
2.5. COUNTERCURRENT EXCHANGE ACROSS 2 TUBES
Courrent ows. In a ourrent arhiteture, the equations are
dC3(x)
dx
= J3(x),
dC4(x)
dx
= J4(x),
C3(0) = C0 = C
4(0).
(2.64)
The uxes are still given by
J3(x) = Cint(x)− C3(x), J4(x) = Cint(x)− C4(x)− VmC
4(x).
With similar arguments, we obtain the solution
C3(x) = 2C0
[1 + Vm
2 + Vm
−
Vm
2(2 + Vm)
e(−1−
Vm
2
)x
]
,
C4(x) = 2C0
[ 1
2 + Vm
+
Vm
2(2 + Vm)
e(−1−
Vm
2
)x
]
.
In both ongurations, there is a gradient of onentration in the rst tubes (tubes 1 and 3). In
the ounterurrent onguration, the gradient is exponential in both tubes, with parameter
Vm
2 ,
where Vm quanties the single-eet. In the ourrent onguration, the gradient is lower, and
in the best ase (L and Vm very large), C
3(L) tends toward 2C0 whereas C
4(L) falls near 0.
Shown in gure 2.5 are onentration proles solution to (2.63) and (2.64).
Figure 2.5: The solid urve represents the steady state onentration prole (C1 = C2) for the
ounterurrent arrangement. The dashed urve (C3) and the dotted urve (C4) represent steady
state onentration proles in the ourrent arrangement. The pump term is taken to be linear
here.
2.5.2 Visualization of the dynami of a ounterurrent-ows system
To visualize the evolution of onentration proles with time, we onsider the dynami problem
with ounterurrent ows, assuming as the initial ondition that the onentration is equal to C0
all along the tubes. We display some urves of onentration proles at dierent times and see
them evolve toward the equilibrium state. We introdue the equation desribing this dynami
problem 
∂C1
∂t
(x, t) +
∂C1
∂x
(x, t) = J1(x, t), x ∈ [0, L], t > 0,
∂C2
∂t
(x, t)−
∂C2
∂x
(x, t) = J2(x, t), x ∈ [0, L], t > 0,
C1(0, t) = C10 , C
2(L, t) = C1(L, t).
(2.65)
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whih we omplete with nonnegative initial onentrations C1(x, 0), C2(x, 0). The uxes are
given by:
J1(x, t) = Cint(x, t) −C1(x, t),
J2(x, t) = Cint(x, t) −C2(x, t)− VmC
2(x, t),
with the ondition:
J1(x, t) + J2(x, t) = 0.
Shown in Figure 2.6 are onentration proles at dierent times in 2 tubes arranged in a
ounter-urrent manner, with a pump in the asending tube, solution to (2.65) obtained using a
nite volume sheme.
Figure 2.6: Conentration proles at dierent time iterations n in 2 tubes arranged in a
ounterurrent manner, with a pump in the asending one. The pump rate is taken to inrease
linearly with the onentration C, see (2.65). Parameters: L = 1, C0 = 1, Vm = 1, ∆x =
0.01, ;∆t = 0.0099.
2.6 Conlusion and perspetives
Using a simplied model of solute exhange aross 3 kidney tubules, in whih the latter were
taken to all be impermeable to water, we demonstrated the existene and uniqueness of the
stationary state. In addition, we showed that the dynami solution onverges toward the steady
state solution, and that the onvergene is exponential if the maximum rate of the pump me-
diating ative transport in one of the tubes is not too high. Finally, our results illustrate how
the ounter-urrent arrangement of tubules enhanes the axial onentration gradient, thereby
favoring the prodution of highly onentrated urine.
Under physiologial onditions, water and solute ows are tightly oupled in the kidney: os-
mosis (i.e., transmembrane onentration gradients) is the main driving fore for water exhange,
and solute movement is partly driven by onvetion. Hene, the system of nonlinear dierential
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equations yielding solute and water ows must generally be solved numerially. In this study,
we hose to make some simplifying assumptions (suh as that of water-impermeable tubules) in
order to better haraterize this system of dierential equations, and to determine the existene
and uniqueness of the solution. To the best of our knowledge, there have been few previous
attempts to do so in omparable systems [24, 56℄ . Layton [56℄ showed that for suiently low
or suiently large rates of NaCl ative transport, there exists a unique solution to the Peskin
model [?℄. The latter model also onsiders three tubules surrounded by a ommon interstitium,
but it diers signiantly from ours in that it assumes that solute onentration is equal in the
desending limb (i.e., tube 2 in our representation), the olleting dut (i.e., tube 1), and the
interstitium at eah level. For the model onsidered in the present study, we showed that the
steady state solution exists and is unique for any given value of Vm (i.e., the maximum rate of
NaCl ative transport out of the asending limb). We also demonstrated that the solution to
the dynami model always onverges toward the steady state solution. Moreover, if V m is small
enough, namely if ondition (13) is satised, then the onvergene is exponential with time.
It was reognized early on, as reviewed by Stephenson ( [84℄), that the formation of a large
axial onentration gradient in the kidney is made possible by the fat that tubules (1) exhibit
dierential permeabilities and (2) are arranged in a ounterow manner. To assess the degree to
whih the ounter-urrent arhiteture inreases the axial onentration gradient, relative to the
ourrent onguration, we used a 2 tube system and derived an analytial solution for solute
onentration proles. Our results suggest that solute onentration inreases exponentially with
x in the former ase (with an exponential fator that is proportional to Vm), whereas it is bounded
independently of Vm in the latter ase.
A similar exponential onentration inrease was predited for the single loop yling model
with onstant water ows [38℄ . The investigators used Laplae transforms to obtain numerial
solutions for two limiting ases: when the pump is either saturated (i.e., the ative transport
rate is a onstant) or very far from saturation (i.e., the rate is a linear funtion of onentration).
Their study annot be easily extended to aount for nonlinear rates, and for more than two
tubes, as alulations would then beome impratiable. In ontrast, the method we developed
ould be extended to onsider more tubules, and ould apply to nonlinear rates.
A more realisti representation of kidney funtion would require aounting for transversal wa-
ter movement. Whether the existene and uniqueness of steady state solutions to suh problems
an then be proven remains to be determined.
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Appendix A
Denition of weak solutions
A weak solution to (2.9) is a funtion C ∈ C
(
[0, T ], L1[0, L]
)3
suh that for all Φ ∈ V dened
in (2.34), we have
∫ T
0
∫ L
0
∂Φ
∂t
.C(x, t)dxdt+
∫ T
0
∫ L
0
∂Φ
∂x
.(C1, C2,−C3)(x, t)dxdt
=
2
3
∫ T
0
∫ L
0
Φ.C(x, t)dxdt+
2
3
∫ T
0
∫ L
0
Φ3F (C3, x)(x, t)dxdt
−
1
3
∫ T
0
∫ L
0
[
Φ1(C2 + C3 + F (C3, x))(x, t)
]
dxdt−
1
3
∫ T
0
∫ L
0
[
Φ2(C1 + C3 + F (C3, x))(x, t)
]
dxdt
−
1
3
∫ T
0
∫ L
0
[
Φ3(C1 + C2)(x, t)
]
dxdt−
∫ T
0
Φ1(0, t)C1(0, t)dt −
∫ T
0
Φ2(0, t)C2(0, t)dt
+
∫ L
0
Φ(x, T ).C(x, T )dx−
∫ L
0
Φ(x, 0).C(x, 0)dx.
(A.1)
For (2.8), the denition of a weak solution C ∈ (L1[0, L])3 uses test funtions Φ ∈W with
W = {Φ ∈
(
C1([0, L])
)3
, Φ1(L) = Φ3(0) = 0, Φ3(L) = Φ2(L)},
and is written∫ L
0
dΦ
dx
.(C1, C2,−C3)(x)dx =
2
3
∫ L
0
Φ.C(x, t)dx+
2
3
∫ L
0
Φ3F (C3, x)(x)dx
−
1
3
∫ L
0
[
Φ1(C2 + C3 + F (C3, x))(x)
]
dx−
1
3
∫ L
0
[
Φ2(C1 + C3 + F (C3, x))(x)
]
dx
−
1
3
∫ L
0
[
Φ3(C1 + C2)(x)
]
dx−Φ1(0)C1(0)− Φ2(0)C2(0).
(A.2)
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Appendix B
Existene of a solution to the stationary
problem
In subsetion 2.3.5, we have used the fat that there are nonnegative solutions to
dC1(x)
dx
+
2
3
C1(x) =
1
3
[
C2(x) + C3(x) + F (C3(x), x)
]
,
dC2(x)
dx
+
2
3
C2(x) =
1
3
[
C1(x) + C3(x) + F (C3(x), x)
]
,
−
dC3(x)
dx
+
2
3
[
C3(x) + F (C3(x), x)
]
=
1
3
[
C1(x) + C2(x)
]
,
C1(0) = C10 > 0, C
2(0) = C20 > 0, C
3(L) = C3L ≥ 0.
(B.1)
and that they are monotoni with respet to the boundary values. We prove these statements
here.
First step. A regularized problem. For every α > 0, we prove that the following system
has a solution C whih is nonnegative
dC1(x)
dx
+
2
3
C1(x) + αC1(x) =
1
3
[
C2(x) + C3(x) + F (C3(x), x)
]
,
dC2(x)
dx
+
2
3
C2(x) + αC2(x) =
1
3
[
C1(x) + C3(x) + F (C3(x), x)
]
,
−
dC3(x)
dx
+
2
3
[
C3(x) + F (C3(x), x)
]
=
1
3
[
C1(x) + C2(x)
]
,
C1(0) = C10 > 0, C
2(0) = C20 > 0, C
3(L) = C3L ≥ 0.
(B.2)
To do so, we use the Banah-Piard theorem in the Banah spae
X = L1([0, L],R+)× L1([0, L],R+), ‖(C1, C2)‖X =
∫ L
0
(
C1(x) + C2(x)
)
dx.
For (D1,D2) ∈ X, we dene (C1, C2) the solution to
dC1(x)
dx
+
2
3
C1(x) + αC1(x) =
1
3
[
D2(x) + C3(x) + F (C3(x), x)
]
,
dC2(x)
dx
+
2
3
C2(x) + αC2(x) =
1
3
[
D1(x) + C3(x) + F (C3(x), x)
]
,
−
dC3(x)
dx
+
2
3
[
C3(x) + F (C3(x), x)
]
=
1
3
[
D1(x) +D2(x)
]
,
C1(0) = C10 > 0, C
2(0) = C20 > 0, C
3(L) = C3L ≥ 0.
(B.3)
Then, we laim that the operator
B : (D1,D2) 7−→ (C1, C2) := B(D1,D2)
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has a unique xed point in X+ (the one of nonnegative funtions), whih follows from the two
properties
(a) B : X+ −→ X+, (b) B is a strong ontration.
Seond step. The xed point. To prove (a), we hek that (C1, C2) are nonnegative funtions.
The Cauhy Lipshitz theorem tells us that there is a unique C3, whih is a ontinuous solution
to the third equation of (B.3) (here we use assumption (2.10)). Then, we again apply the Cauhy
Lipshitz theorem to the rst two equations of (B.3) to obtain that C1 and C2 are ontinuous
funtions. Thanks to assumption (2.10), we notie that the unique funtion V 3 satisfying−
dV 3(x)
dx
= −
2
3
(1 + µ)V 3(x)−
1
3
[
D1(x) +D2(x)
]
,
V 3(L) = C3L,
(B.4)
is a sub-solution to the third line of (B.3). The solution of (B.4) is given by
V 3(x) =
(
C3L +
D1(x) +D2(x)
2(1 + µ)
)
exp
(
−
2
3
(1 + µ)(x− L)
)
−
D1(x) +D2(x)
2(1 + µ)
,
whih is positive. As the priniple of omparison holds for the ordinary dierential equation
onstituted of the third line of (B.3), this proves that C3 is a positive funtion. As for C1 and
C2, we an also exhibit their exat formula whih are for i = 1, 2 :
Ci(x) = Ci0 exp
(
− (
2
3
+ α)x
)
+
D2(x) + C3(x) + F (C3(x), x)
2 + 3α
[
1− exp
(
− (
2
3
+ α)x
)]
.
Then, C1 and C2 are positive funtions.
Now, we hek (b). By substrations of solutions, say (C1, C2) and (C1, C2) for two dierent
D, say (D1,D2) and (D1,D2), we obtain
d(C1 − C1)
dx
(x)+(
2
3
+ α)(C1 − C1) =
1
3
[
(D2 −D2)(x) + (C3 −C3)(x)
+ F (C3(x), x)− F (C3(x), x)
]
,
d(C2 − C2)
dx
(x)+(
2
3
+ α)(C2 − C2) =
1
3
[
(D1 −D1)(x) + (C3 −C3)(x)
+ F (C3(x), x)− F (C3(x), x)
]
,
−
d(C3 − C3)
dx
(x)+
2
3
[
(C3 − C3)(x) + F (C3(x), x) − F (C3(x), x)
]
=
1
3
[
(D1 −D1)(x) + (D2 −D2)(x)
]
,
(C1 − C1)(0) = 0, (C2 −C2)(0) = 0, (C3 − C3)(L) = 0.
(B.5)
We use the notations
δi(x) := (Ci − Ci)(x), i = 1, 2, 3,
G(x) = |F (C3(x), x) − F (C3(x), x)|.
As in subsetion 2.3.3 and using the same notations, we obtain the following inequalities
d|δ1|
dx
+ (
2
3
+ α)|δ1| =
1
3
sign(δ1)(D2 −D2 + δ3 + F (C3)− F (C3)),
d|δ2|
dx
+ (
2
3
+ α)|δ2| =
1
3
sign(δ2)(D1 −D1 + δ3 + F (C3)− F (C3)),
−
d|δ3|
dx
+
2
3
(|δ3|+G) =
1
3
sign(δ3)(D1 −D1 +D2 −D2).
(B.6)
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Integrating these inequalities, we onlude that
|δ1(L)|+ |δ2(L)|+ |δ3(0)| +
∫ L
0
(α+
2
3
)|δ1|+
∫ L
0
(α+
2
3
)|δ2|
+
1
3
∫ L
0
[
2 sign(δ3)− sign(δ1)− sign(δ2)
]
(δ3 + F (C3)− F (C3))
=
1
3
∫ L
0
[
sign(δ2) + sign(δ3)
]
(D1 −D1) +
1
3
∫ L
0
[
sign(δ1) + sign(δ3)
]
(D2 −D2), (B.7)
whih gives us ∫ L
0
(α+
2
3
)(|δ1|+ |δ2|) ≤
2
3
∫ L
0
[
|D1 −D1|+ |D2 −D2|
]
. (B.8)
In terms of the Banah spae under onsideration, this is to say
‖(C1, C2)− (C1, C2)‖X ≤
2
2 + 3α
‖(D1,D2)− (D1,D2)‖X ,
and we obtain the strong ontration property, and thus the existene of a solution to (B.2).
Third step. The limit α = 0. From now on, we denote the solution to (B.2) as Cα =
(C1α, C
2
α, C
3
α); it is Lipshitz ontinuous beause F is. We prove here that the familiy (Cα)α>0 is
equiontinuous on [0, L]. Then we may apply the Asoli theorem to obtain a strongly onvergent
subsequene and onlude the proof.
From (B.2), we dedue that
d
dx
(C1α(x) + C
2
α(x)− C
3
α(x)) ≤ 0, (B.9)
whih tells us that
C1α(L) + C
2
α(L) +C
3
α(0) ≤ C
1
α(0) + C
2
α(0) + C
3
α(L) = C
1
0 + C
2
0 + C
3
L.
We dedue that C1α(L), C
2
α(L) and C
3
α(0) are uniformly bounded in α. Then, using the fat that
the endpoints are ontrolled, (B.9) tells us that the funtion h dened as
h(x) = C1α(x) + C
2
α(x)− C
3
α(x) (B.10)
is uniformly bounded in α too. Inserting this in the third line of (B.2), we write
−
d
dx
C3α +
2
3
(
C3α + F (C
3
α)
)
=
C3α + h
3
,
so that C3α is uniformly bounded in α. Using the rst and seond lines of (B.2), we also onlude
that (C1α + C
2
α) are uniformly bounded in α, and so are C
1
α and C
2
α.
Fourth step. The omparison priniple. As it was done in the Seond step, and using again
the argument of subsetion 2.3.3 (replaing the absolute value by the positive part), one obtains
that if C10 ≥ C
1
0, C
2
0 ≥ C
2
0 and C
3
L ≥ C
3
L, then C
i(x) ≥ C
i
(x) for all x ∈ [0, L] and i = 1, 2 and
3.
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Appendix C
Existene of eigenelements
As often in nonlinear problems, the eigenelements for the linear problem play an important
role in the understanding of nonlinear eets. We state the rst eigenelement problem and
reall some properties here. For a given ontinuous funtion µ(x) > 0, this onsists in nding(
λ(µ), N(x;µ) ≥ 0, φ(x, µ) ≥ 0
)
solutions to the diret and dual problems dened as
dN1(x)
dx
=
1
3
[
N2(x) + (1 + µ(x))N3(x)
]
+ (λ−
2
3
)N1,
dN2(x)
dx
=
1
3
[
N1(x) + (1 + µ(x))N3(x)
]
+ (λ−
2
3
)N2,
−
dN3(x)
dx
=
1
3
[
N1(x) +N2(x)
]
+
(
λ−
2
3
(1 + µ(x))
)
N3,
N1(0) = 0, N2(0) = 0, N3(L) = N2(L),
(C.1)
and 
−
dφ1(x)
dx
=
1
3
[
φ2(x) + φ3(x)
]
+ (λ−
2
3
)φ1,
−
dφ2(x)
dx
=
1
3
[
φ1(x) + φ3(x)
]
+ (λ−
2
3
)φ2,
dφ3(x)
dx
=
1 + µ(x)
3
[
φ1(x) + φ2(x)
]
+
(
λ−
2
3
(1 + µ(x))
)
φ3,
φ1(L) = 0, φ3(0) = 0, φ2(L) = φ3(L).
(C.2)
It is also standard to normalize the eigenfuntions as∫ L
0
(N1 +N2 +N3) = 1,
∫ L
0
(N1φ1 +N2φ2 +N3φ3) = 1. (C.3)
Finally we use the notation k(µ):
k := k(µ) is the biggest real number suh that φ1 + φ2 ≥ kφ3. (C.4)
The standard result à la Krein-Rutman is
Proposition C.0.1. For µ > 0 there is a (smooth) solution with λ(µ) > 0. Moreover we have:
N1(x) > 0, N2(x) > 0 for x > 0, N3 > 0 and φ1(x) > 0 for x < L, φ3(x) > 0 for x > 0, φ2 > 0.
Strategy for the proof. We onsider the impliit sheme with spae step h assoiated with
(C.1). We all Ah the matrix of the sheme. We an prove that Ah is invertible and that its inverse
is positive. Thus, the Perron Frobenius theorem yields the existene of λh > 0, Nh ≥ 0, φh ≥ 0,
solution to the eigenproblem
AhNh = λhNh,
tAhφh = λhφh.
Sine (λh)h is bounded by 1 + spec(A), there is a subsequene (λh) suh that
lim
h→0
λh = λ > 0.
59
From the disrete funtions Nh and φh we build, as in Setion 2.3, ontinuous pieewise funtions.
Applying the Asoli theorem to the bounded and equiontinuous families (Nh)h and (φh)h, we
also prove that there are subsequenes (λh), (φh) suh as
lim
h→0
Nh = N ≥ 0, lim
h→0
φh = φ ≥ 0,
with N and φ satisfying the ondition (C.3). Then, we prove that λ,N, φ satisfy (C.1), (C.2).
Proof of the exponential onvergene. We dene, with the notation of Setion 2.2.2
M(t) =
∫ L
0
[
d1(x, t)φ1(x) + d
2(x, t)φ2(x) + d
3(x, t)φ3(x)
]
dx.
The usual duality argument (see [72℄) gives, with G dened in Setion 2.3.3
d
dt
M(t) ≤ −λM(t) +
1
3
∫ L
0
(G− µ(x) d3)(φ1(x) + φ2(x)− 2φ3(x))dx
≤ −λM(t) +
(k − 2)
3
∫ L
0
(G− µ(x) d3)φ3(x)dx
beause G ≤ µ(x) d3.
If, in (C.4), k(µ) ≥ 2, the result follows from the Gronwall lemma.
Otherwise k − 2 < 0 and we write, treating only the ase C3 ≤ C3 to simplify
(2− k)[µ(x)d3 −G] = (2− k)
∫ C3
C3
[µ(x)−
∂F
∂C
(c, x)]dc ≤ d3[λ− δ]
with δ > 0 given by the dierene between the right and left hand sides in (2.18). From this we
onlude that
d
dt
M(t) ≤ −δM(t)
and the exponential onvergene again follows from the Gronwall lemma. 
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Chapter 3
The role of Vm in ounterurrent exhanger
models - an asymptoti analysis
This hapter is taken from the paper
M. Tournus. An asymptoti study to explain the role of ative transport in models with
ounterurrent exhangers. SeMA Journal: Boletín de la Soiedad Española de Matemátia
Apliada, 59:1935, 2012.
We study a solute onentrating mehanism that an be represented by oupled transport equa-
tions with spei boundary onditions. Our motivation for onsidering this system is urine on-
entrating mehanism in nephrons. The model onsists in 3 tubes arranged in a ounterurrent
manner. Our equations desribe a ounterurrent exhanger, with a parameter Vm whih quan-
ties the ative transport. In order to understand the role of ative transport in the mehanism,
we onsider the limit Vm → ∞. We prove that when Vm goes to innity, the system onverges
to a prole whih stays uniformly bounded in Vm and whih presents a boundary layer at the
border of the domain. The eet is that the solute is onentrated at a spei point in the tubes.
When onsidering urine onentration, this is physilogially optimal beause the omposition of
nal urine is determined at this point.
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3.1 Motivation
Here, we study a model of a ounterurrent exhanger ombined with an ative transport pump
[32℄. Counterurrent exhanges aross parallel tubes an be used for building up onentration
or heat gradient. Our equations ome from the modelisation of kidney nephrons, in whih a
onentration gradient is amplied by an ative transport pump [84℄, whih plays a fundamental
role for urine onentration [63℄. In this partiular study, we investigate the eets of ative
transport using a limiting ase.
The model onsists in a uid irulating at a onstant veloity in 3 tubes arranged in a
ounterurrent arhiteture. The 3 tubes are bathing in a ommon bath in whih no solute an
aumulate. Eah tube an exhange solute with the bath and solute transport aross tubes wall
is driven by diusion in all tubes and by an ative pump in tube 3. This ative pump extrats
solute from tube 3 and arries it into the bath and is assumed to follow Mihaelis-Menten kinetis.
We all Vm the maximum rate ahieved by the pump at saturating onentrations. We all C
i(x)
the solute onentration in tube i at depth x. The nonlinearity Vm
C3Vm
1 + C3Vm
represents the eet
of ative pumps along tube 3. The uid enters tube 1 with a onentration value C10 and tube
2 with a onentration value C20 . The outlet of tubes 1 and 3 are open at x = L and we have
C2(L) = C3(L). See Figure 3.1 for a drawing of the system. The stationary state is of partiular
interest in renal physiology, given that the kidney ats to preserve homeostasis.
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Figure 3.1: Representation of the 3-tube arhiteture in whih the uid irulates. Tubes are
water-impermeable but an exhange solutes with the bath.
The dierential system satised by C1, C2, C3 is written as
dC1(x)
dx
=
1
3
[
C1(x) + C2(x) + C3(x) + Vm
C3(x)
1 +C3(x)
]
− C1(x),
dC2(x)
dx
=
1
3
[
C1(x) + C2(x) + C3(x) + Vm
C3(x)
1 +C3(x)
]
− C2(x),
−
dC3(x)
dx
=
1
3
[
C1(x) + C2(x) + C3(x) + Vm
C3(x)
1 +C3(x)
]
− C3(x)− Vm
C3(x)
1 + C3(x)
,
C1(0) = C10 , C
2(0) = C20 , C
3(L) = C2(L).
(3.1)
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The spei boundary onditions relate the solutions at dierent points and make this system
not a mere ordinary dierential equation. We all CVm = (C
1
Vm
, C2Vm , C
3
Vm
) the solution of
(3.1). We wish to explain through the analysis of the system for large values of Vm, why this
ombination of ative pump and boundary onditions (tube arrangement) is performing well the
task of onentrating the solute at x = L, where the omposition of nal urine is determined.
We already know [91℄ that eah CiVm is ontinuous and nonnegative on [0, L]. The question we
want to answer is : How do the solutions of (3.1) behave when Vm tends to ∞?
Other asymptoti studies have been done for similar systems in the ontext of hyperboli
relaxation where a parameter is assumed to be small in omparison to the typial size of the
problem [36, 43, 65℄. This approah omes from the onept of mean free path in Boltzmann
equation [13℄. For example, in [22℄, the length of the domain is large, and they establish the
asymtoti behavior of the solution in the limiting ase of an innite domain. In our ase, for
answering our question, we prove that CVm onverges toward a limit C = (C
1, C2, C3) that we
alulate. Our analysis uses only diret a priori estimates and weak limits obtained by ompat
injetions whih do not use the spei smooth form of the non-linearity and makes it very
general. We identify ompletely the limit as Vm −→ ∞ inluding boundary layers. Compat
injetions give us the onvergene of some partiular subsequenes, but as we point out that the
limit only depends on the problem data, we are able to prove that the whole sequene onverges.
The boundary layers are oming from the partiular boundary onditions in the model, whih
an be seen as reetion onditions and make the problem spei and interesting.
We state our main results in next setion. Setion 3.3 and 3.4 are devoted to the proofs of the
asymptoti results. Numerial illustrations are given in setion 3.5.
3.2 The limit proles
It is possible to identify ompletely the proles of the limiting values for the solutions C1, C2, C3
almost everywhere as Vm −→∞. This is stated in the
Theorem 3.2.1 (Asymptotis). Solutions to (3.1) satisfy
C1Vm −→Vm−→+∞
C1, C2Vm −→Vm−→+∞
C2, C3Vm −→Vm−→+∞
C3, Lp(1 ≤ p <∞), a.e.,
(3.2)
with
C1(x) =
C10 + C
2
0
2
+
C10 − C
2
0
2
e−x, C2(x) =
C10 + C
2
0
2
+
C20 − C
1
0
2
e−x, C3(x) = 0 a.e.
(3.3)
This result is somewhat sharp sine we will see that a boundary layer ours and thus the
onvergene does not hold in L∞. To state our next result, we need to dene the quantity
M = ess inf{
1
C3Vm(x)
;x ∈ [0, L], Vm ∈ R
+}. (3.4)
We prove in the next setion that M > 0. The seond result is more aurate and states that C3
dereases exponentially fast to zero. We desribe also the boundary layer that appears at x = L.
Theorem 3.2.2 (The boundary layer). The limits of the boundary values are
C1Vm(L) −→Vm−→+∞
C10 +C
2
0 ,
C2Vm(L) = C
3
Vm(L) −→Vm−→+∞
C10 +C
2
0 + (C
2
0 − C
1
0 )e
−L,
(3.5)
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The behavior of C3Vm for x ≃ L is given by the inequalities
C3Vm(x) ≤ C
3
Vm(L) exp
(
−
2
3
VmM(L− x)
)
+
K
Vm
[
1− exp
(
−
2
3
VmM(L− x)
)]
, (3.6)
C3Vm(x) ≥ C
3
Vm(L) exp
(
−
2
3
Vm(L− x)
)
+
K
Vm
[
1− exp
(
−
2
3
Vm(L− x)
)]
, (3.7)
where K and K are two onstants whih do not depend on Vm.
The next setion is dediated to the proof of these results.
3.3 Proof of the asymptoti results (Theorem 3.2.1)
First step: Uniform bounds on the solution.
Lemma 3.3.1. There is a onstant K depending only on C10 , C
2
0 but not on Vm suh that
C1Vm(L) ≤ K, C
3
Vm(0) ≤ C
1
0 +C
2
0 , (3.8)∫ L
0
CiVm(x)dx ≤ K; Vm
∫ L
0
C3Vm(x)dx ≤ K;
∫ L
0
|
dC3Vm
dx
(x)|dx ≤ K; 0 ≤ CiVm ≤ K.
(3.9)
Proof. To prove (3.8), we sum the three lines of (3.1), and we obtain a quantity whih does not
depend on x,
C1Vm(x) + C
2
Vm(x)− C
3
Vm(x) =: K(Vm). (3.10)
Using the boundary values, we nd uniform bounds on K(Vm)
K(Vm) = C
1
0 + C
2
0 − C
3
Vm(0) ≤ C
1
0 + C
2
0 , K(Vm) = C
1
Vm(L) + C
2
Vm(L)− C
3
Vm(L) = C
1
Vm(L) ≥ 0,
(3.11)
and thus
0 ≤ K(Vm) ≤ C
1
0 + C
2
0 . (3.12)
The ombination of (3.11) and (3.12) proves (3.8).
Then, we prove the rst two bounds in (3.9). The rst equation an be written
dC1Vm(x)
dx
+ C1Vm(x) = QVm(x) ≥ 0, (3.13)
with
QVm(x) =
1
3
[
C1(x) + C2(x) + C3(x) + Vm
C3(x)
1 + C3(x)
]
.
Therefore we also have
d
dx
(
C1Vm(x)e
x
)
= QVm(x)e
x.
By integration over [0, L], we obtain∫ L
0
QVm(x)dx ≤
∫ L
0
QVm(x)e
xdx = C1Vm(L)e
L − C10 ≤ (C
1
0 + C
2
0 )e
L. (3.14)
65
3.3. PROOF OF THE ASYMPTOTIC RESULTS (THEOREM ??)
We onlude that∫ L
0
Vm
C3Vm(x)
1 + C3Vm(x)
dx,
∫ L
0
CiVm(x)dx, i = 1, 2, 3, are uniformly bounded by (C
1
0 + C
2
0 )e
L.
(3.15)
Then, by injeting equation (3.14) in (3.13) and beause the CiVm are positive, we have∫ L
0
|
dCiVm
dx
(s)|ds ≤ (C10 + C
2
0 )e
L i = 1, 2, 3. (3.16)
We nally prove that the funtions
(
CiVm(x)
)
Vm
are uniformly bounded in Vm. We write
|CiVm(x)| = |C
i
Vm(0) +
∫ x
0
dCiVm
dx
(s)ds| ≤ |CiVm(0)|+
∫ L
0
|
dCiVm
dx
(s)|ds.
Thanks to (3.16) and (3.8), we onlude
‖CiVm‖∞ ≤ (C
1
0 + C
2
0 )(e
L + 1). (3.17)
The upper bound (3.17) on C3Vm gives us that M > 0.
Seond step: The behaviour of CiVm when Vm −→∞
Lemma 3.3.2. After extration of a subsequene,
C1Vm −→Vm−→+∞
C1, C2Vm −→Vm−→+∞
C2, C3Vm −→Vm−→+∞
0, Lp(1 ≤ p <∞), a.e.,
(3.18)
and C1 + C2 = K0 for some onstant K0.
Proof. We know from Lemma 3.3.1 that
(
CiVm
)
Vm
is bounded in BVm, then, using the Rellih-
Kondrahov ompat injetion [16℄
CiVm −→Vm−→+∞
Ci, in Lp(1 ≤ p <∞) and a.e. (3.19)
On the other hand, we have thanks to (3.15),∫ L
0
C3Vm(x)
1 + C3Vm(x)
dx −→
Vm−→+∞
0,
and thus
C3 ≡ 0 a.e. (3.20)
Combining (3.10) with (3.20), we have C1 + C2 = K0 for some onstant K0.
Third step : The behavior of
dC3Vm
dx
. We deneM1[0, L] the set of Radon measures on [0, L],
taken with the weak onvergene of measures.
Lemma 3.3.3. There exists a onstant B suh that, after extration,
C3Vm(L) −→Vm−→+∞
B,
dC3Vm
dx
−→
Vm−→+∞
Bδx=L in M
1[0, L],
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Proof. The information (3.16) implies that
(dC3Vm
dx
)
Vm
is bounded in L1[0, L], then [11℄ there
exists µ ∈ M1[0, L] a Radon measure so that, after extration,
dC3Vm
dx
−→
Vm−→+∞
µ in the sense of measures. (3.21)
For all funtions φ ∈ C1[0, L] suh as φ(0) = φ(L) = 0, we have using (3.18)∫ L
0
φ(x)
dC3Vm
dx
(x)dx =
∫ L
0
C3Vm(x)
dφ
dx
(x)dx −→
Vm−→+∞
0, (3.22)
whih means,
µ = 0 on ]0, L[. (3.23)
Therefore, we an write in the sense of measures
dC3Vm
dx
−→
Vm−→+∞
βδx=L + αδx=0. (3.24)
It remains to ompute α and β. To do so, we notie that
(
C3Vm(L)
)
Vm
and
(
C3Vm(0)
)
Vm
are
both real value bounded sequenes, so, there are two nonnegative real numbers A,B suh that,
after extration,
lim
Vm→∞
C3Vm(L) = B ≥ 0, limVm→∞
C3Vm(0) = A ≥ 0. (3.25)
For φ ∈ C1
(
[0, L]
)
, we ompute
∫ L
0
φ(x)
dC3Vm
dx
(x)dx = C3Vm(L)φ(L)−C
3
Vm(0)φ(0)−
∫ L
0
C3Vm(x)
dφ
dx
(x)dx −→
Vm−→+∞
Bφ(L)−Aφ(0),
whih means
dC3Vm
dx
−→
Vm−→+∞
Bδx=L −Aδx=0 in the sense of measures. (3.26)
We still have to prove A = 0. To do so we use the system of equations (3.1) whih gives us
dC3Vm
dx
≥ −
1
3
(C1Vm + C
2
Vm).
As we know from Lemma 3.3.1 that CiVm is uniformly bounded from above by K, we also have,
dC3Vm
dx
≥ −
2
3
K,
whih implies A = 0.
Fourth step: The limiting equation.
Lemma 3.3.4. In the limit Vm −→∞, we have
C1(x)+C2(x) = C10+C
2
0 , Vm
C3Vm
1 + C3Vm
−
C1Vm + C
2
Vm
2
−→
3
2
BδL in the sense of measures.
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Proof. We dedue from (3.19) and (3.26), by injeting in the third line of (3.1) that
Vm
C3Vm
1 + C3Vm
−
C1Vm + C
2
Vm
2
−
3
2
BδL −→ 0 in the sense of measures. (3.27)
Reinjeting in the rst lines of (3.1), we nd the limit equations on C1 et C2
dC1
dx
= −
1
2
C1 +
1
2
C2 +
1
2
BδL,
dC2
dx
= −
1
2
C2 +
1
2
C1 +
1
2
BδL,
C1(0) = C10 , C
2(0) = C20 .
(3.28)
Then, summing the two lines, 
d(C2 + C1)
dx
= BδL,
(C1 + C2)(0) = C10 + C
2
0 .
(3.29)
By integrating this dierential equation, we dedue [79℄ that
C1(x) + C2(x) = C10 + C
2
0 a.e.
Indeed, the weak formulation of (3.29) is
∀φ ∈ C1[0, L],
∫ L
0
dφ
dx
(x)[C1 + C2](x)dx + φ(0)[C10 + C
2
0 ] = 0. (3.30)
By hoosing φ suh as φ(0) = 0, we obtain C1 +C2 ≡ α a.e., for some onstant α. and then, by
hoosing any φ ∈ C1[0, L], we have that α = C10 + C
2
0 .
The limit equation on Ci then beomes
dCi
dx
(x) = −Ci(x) +
C10 + C
2
0
2
+
1
2
BδL(x), i = 1, 2,
Ci(0) = Ci0.
Fifth step: Expliit solution for the limit Using the variation of parameters, we ompute
easily C1 and C2. We nd
C1(x) =
C10 + C
2
0
2
+
C10 − C
2
0
2
e−x, C2(x) =
C10 + C
2
0
2
+
C20 − C
1
0
2
e−x. (3.31)
In partiular, (C1, C2, C3) are C∞ funtions.
3.4 Proof of theorem 3.2.2
The limiting proles are C∞ in [0, L], nevertheless, the Dira mass at x = L indiates a
boundary layer. The derivatives of the proles for Vm =∞ are given by
dC1
dx
=
1
2
[
(C20 − C
1
0 )e
−x +BδL
]
,
dC2
dx
=
1
2
[
(C10 − C
2
0 )e
−x +BδL
]
, in the sense of measures,
dC3
dx
= BδL.
(3.32)
First Step: The limiting values of C at x = L
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Lemma 3.4.1.
C1Vm(L) −→Vm−→+∞
C10 +C
2
0 ,
C2Vm(L) = C
3
Vm(L) −→Vm−→+∞
C10 +C
2
0 + (C
2
0 − C
1
0 )e
−L.
(3.33)
Proof. We already have dened in Lemma 3.3.3
B = lim
Vm→∞
C2Vm(L) = limVm→∞
C3Vm(L).
We know that the CiVm(L) are bounded real numbers, then we dene
B′ = lim
Vm→∞
C1Vm(L).
Our rst task is to determine B. We ompute for all φ ∈ C1[0, L],∫ L
0
φ(x)
dC2Vm(x)
dx
(x)dx = φ(L)C2Vm(L)− φ(0)C
2
Vm(0)−
∫ L
0
φ
dx
(x)C2Vm(x)dx
whih onverges when Vm −→ +∞ toward
Bφ(L)− C20φ(0)−
∫ L
0
φ
dx
(x)[
C10 + C
2
0
2
+
C20 − C
1
0
2
e−x]dx
= Bφ(L)− C20φ(0)−
C10 + C
2
0
2
φ(L) +
C10 + C
2
0
2
φ(0)−
C20 − C
1
0
2
[
e−Lφ(L)− φ(0) +
∫ L
0
e−xφ(x)
]
= Bφ(L)−
C10 + C
2
0
2
φ(L) +
C20 −C
1
0
2
e−Lφ(L) +
C20 − C
1
0
2
∫ L
0
e−xφ(x)dx. (3.34)
On the other hand, thanks to (3.32)∫ L
0
φ(x)
dC2Vm(x)
dx
(x)dx −→
Vm−→+∞
C20 − C
1
0
2
∫ L
0
e−xφ(x)dx +
B
2
φ(L). (3.35)
By equalizing (3.34) and (3.35), we nd
B = C10 + C
2
0 + (C
2
0 − C
1
0 )e
−L, (3.36)
whih is the unique limit of C2Vm(L) and C
3
Vm
(L). In partiular, B > 0. Our seond task is to
obtain B'. We perform the same omputation for C1Vm . On the one hand, for all φ ∈ C
1[0, L],∫ L
0
φ(x)
dC1Vm(x)
dx
(x)dx = φ(L)C1Vm(L)− φ(0)C
1
Vm(0)−
∫ L
0
φ
dx
(x)C1Vm(x)dx
whih onverges when Vm −→ +∞ toward
= B′φ(L)−
C10 + C
2
0
2
φ(L) +
C10 − C
2
0
2
e−Lφ(L) +
C10 − C
2
0
2
∫ L
0
e−xφ(x)dx, (3.37)
and on the other hand, ∫ L
0
φ(x)
dC1Vm(x)
dx
(x)dx
onverges toward
C20 − C
1
0
2
∫ L
0
e−xφ(x)dx+
B
2
φ(L). (3.38)
This gives us
B′ = C10 + C
2
0 , (3.39)
and ends the proof of Lemma 3.4.1.
69
3.4. PROOF OF THEOREM ??
We proved in passing that the limits of the subsequenes we deal with are only determined by
the problem data and do not depend on the subsequene we hoose. Thus, the whole sequenes
onverge.
Seond step: The boundary layer.
Lemma 3.4.2. For all x ∈ [0, L] the inequalities hold
C3Vm(x) ≤ C
3
Vm(L)exp
(
−
2
3
VmM(L− x)
)
+
K
Vm
[
1− exp
(
−
2
3
VmM(L− x)
)]
, (3.40)
C3Vm(x) ≥ C
3
Vm(L)exp
(
−
2
3
Vm(L− x)
)
+
K
Vm
[
1− exp
(
−
2
3
Vm(L− x)
)]
, (3.41)
whih means that C3Vm(x) relaxes exponentially fast with Vm to zero, away from the boundary
layer at X = L.
Proof. We an write the third line of (3.1) as
−
dC3Vm(x)
dx
+
2
3
Vm
C3Vm(x)
1 + C3Vm(x)
=
1
3
[
C1(x) + C2(x)− 2C3(x)
]
. (3.42)
We multiply this equation by the exponential fator
F (x) = exp
(
−
2
3
Vm
∫ x
L
1
1 + C3Vm(s)
ds
)
, (3.43)
−
dC3Vm(x)
dx
F (x) +
2
3
Vm
C3Vm(x)
1 + C3Vm(x)
F (x) =
1
3
[
C1Vm(x) + C
2
Vm(x)− 2C
3
Vm(x)
]
F (x), (3.44)
and we obtain
d
dx
[
C3Vm(x)F (x)
]
= −
1
3
[
C1Vm(x) + C
2
Vm(x)− 2C
3
Vm(x)
]
F (x).
Integrating this equation between L and x, we nd,
C3Vm(x)F (x)−C
3
Vm(L) = −
∫ x
L
1
3
[
C1Vm(x)+C
2
Vm(x)−2C
3
Vm(x)
]
exp
(
−
2
3
Vm
∫ u
L
1
1 + C3Vm(s)
ds
)
du.
By Lemma 3.3.1, we have,
C3Vm(x) exp
(
−
2
3
Vm
∫ x
L
1
1 + C3Vm(s)
ds
)
≤ C3Vm(L) +K
′
∫ L
x
exp
(
−
2
3
Vm
∫ u
L
1
1 + C3Vm(s)
ds
)
du.
We an now omplete our alulation. We estimate
C3Vm(x) ≤C
3
Vm(L) exp
(
−
2
3
Vm
∫ L
x
1
1 + C3Vm(s)
ds
)
+K ′
[ ∫ L
x
exp
(
−
2
3
Vm
∫ u
L
1
1 + C3Vm(s)
ds
)
exp
(
−
2
3
Vm
∫ L
x
1
1 + C3Vm(s)
ds
)]
du
=C3Vm(L) exp
(
−
2
3
Vm
∫ L
x
1
1 + C3Vm(s)
ds
)
+K ′
∫ L
x
exp
(
−
2
3
Vm
∫ u
x
1
1 + C3Vm(s)
ds
)
du
≤C3Vm(L) exp
(
−
2
3
Vm
∫ L
x
1
1 + C3Vm(s)
ds
)
+K ′
∫ L
x
exp
(
−
2
3
VmM(u− x)
)
du(
using 0 < M <
1
1 + C3Vm
)
=C3Vm(L) exp
(
−
2
3
Vm
∫ L
x
1
1 + C3Vm(s)
ds
)
+
K
Vm
[
1− exp
(
−
2
3
VmM(L− x)
)]
.
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and (3.40) is proved.
We an prove in the same way the seond part of Lemma 3.4.2.
3.5 Numeris
3.5.1 The numerial algorithm
Numerial simulations illustrate the solute onentration mehanism at x = L that is proved
in the theoretial result. We use the sheme we desribe page 43. The stability ondition whih
ensures the positivity of the sheme is given by
∆t ≤
3∆x
3 + 2∆x(1 + Vm)
, (3.45)
This CFL ondition beomes a tough onstraint on ∆t when we hoose Vm large. The on-
straint on ∆x also depends on Vm beause it is funtion of the size of the boundary layer. For
eah Vm, to be aurate enough around the boundary layer point L, we disretize the spae in
NVm ells and we validate a posteriori that this number of ells is high enough sine we know
from the analytial solution the behaviour of the solution for large values of Vm.
3.5.2 Conentration proles for dierent Vm
We present in Figure 3.2 onentration proles for Vm = 1, Vm = 10, Vm = 50 and Vm = 100.
When the value of the rate Vm has the same order of magnitude as the parameters of (3.1),
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Figure 3.2: Conentration proles for Vm = 1, 10, 50, 100, on a domain of length L = 4.
onentration is hardly inreasing in tubes 2 and 3, but dereasing in tube 1. It omes from the
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fat that we hose C10 > C
2
0 , but it would have been the ontrary in the opposite ase. With
low values of Vm, the diusive part of the system (3.1) is paramount and onentrations tend
to homogenize along the tubes. If we inrease the pump rate by a fator 10, the onentration
tends to approah zero in tube 3 and is abruptly inreasing from L = 3 and it ahieves at L = 4
a value greater than max(C10 , C
2
0 ). We learly observe the limit proles and the boundary layer
appear for Vm ≥ 50.
Illustration of Theorem 3.2.2. We want to illustrate that the bounds from above and from
below found in Theorem 3.2.2 give an aurate desrition of the qualitative behavior of C3.
0 20 40 60 80 100
0
0.5
1
1.5
2
2.5
3
3.5
4
Figure 3.3: Zoom on the interval [0.99L,L] of Figure 3.2 for Vm = 1000.
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Figure 3.4: The urve in the middle represents C31000 on [0.99L,L]. The upper urve represents
the upperbound f for C3 found in Lemma 3.4.2 and the the lower urve represents g, the bound
from below.
Figure 3.3 displays a zoom of the numerial aproximation of C31000(L) that we will denote
C3num,1000(L). This approximative value enables us to deneMnum =
1
C3num,1000(L)
. To illustrate
Lemma 3.4.2, we dene
f(x) = C3num,1000(L) exp
(
−
2× 1000
3
Mnum(L− x)
)
and
g(x) = C3num,1000(L) exp
(
−
2
3
× 1000(L − x)
)
.
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In Figure 3.4, we depit C31000 on the interval [
99L
100
, L] and the proles of the two funtions f
and g whih ontrol C31000. We observe that g ≤ C
3
num,1000 ≤ f , as expeted in theorem 3.2.2,
and then that the omponent C3Vm dereases exponentially to zero.
3.6 Conlusion
Motivated by renal ows, we have studied a onentration mehanism with an ative pump
haraterized by a parameter Vm. As expeted, for Vm large enough, a large axial solute onen-
tration gradient appears in all tubes. The result of our analysis is that the onentrations are
uniformly bounded in Vm for all x ∈ [0, L], and so are their derivatives, exept at x = L. In the
limit Vm = ∞, the onentration gradient onverges to a Dira prole at x = L. We obtain a
limit onentration prole in all tubes whih presents a boundary layer at x = L. In the urine
onentrating model, we are mostly interested on the behaviour at x = L, beause it is at this
depth that the omposition of nal urine is determined. Therefore, our analysis explains why
ative transport plays a very spei role, whih is to inrease solute onentration at x = L and
only at x = L.
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Chapter 4
Hyperboli relaxation of a 2 × 2 system
with spei boundary onditions
We onsider a kineti model with two veloities and reexion boundary onditions. We proves
that the model onverges to a salar onservation law we determine. Using the Bardos-Leroux-
Neldele formulation, we identify rigorously the boundary onditions at the limit.The speiity
of the model is the spatial heterogeneity of the soure term, whih gives birth to an heterogeneous
ux.
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4.1 Motivation
Many physial phenomenons an be desribed by an hyperboli system ontaining a small
parameter. In the historial ase of the Boltzmann equation, desribing a gas by the movement
of a density of partiules olliding, the small parameter represents the mean free path, whih is the
order of magnitude of the distane overed by a partiule before it meets another partiule [6,13℄.
In some regimes, for example when the gas beomes very dense, the mean free path is very lose
to zero. Asymptoti expansions on these small parameters give us a new equation usually alled
the averaged equation, the equilibrium equation, the marosopi equation or merely the limit
equation depending on the ontext and on the meaning of the small parameter ε.
We are interested in understanding the behavior of the system introdued in [90, 91℄, whih
desribes the onentration of a solute dissolved in a uid whih ows in 1-D tubes with a spei
arhiteture, when the tube permeability ε to the solute is small. In this ontext, we an see the
system of [91℄ as a perturbation of a stable equilibrium state given by the equilibrium equation.
One motivation of this study is to replae the hyperboli system of [91℄ by a salar equation,
whih an be solved numerially with usual tools [9, 25℄, in order to get an initial guess on the
solution near equilibrium.
To derive the equilibrium equation, we introdue a baby-model, even simpler than the simpli-
ed model we study in Chapter 5. The purpose is to present the analytial study with simple
notations, intended that there is no additional diulty for larger systems. This work ts into
the sheme of hyperboli relaxation problems. A survey on this topi an be found in [66℄. We
start with a 2× 2 linear hyperboli system and we get at the limit a non linear salar hyperboli
equation.
Due to non-linearity, an entropi formulation of the hyperboli limit equation is needed. A
study lose to what is done here is performed in [36℄, where the author deals with a system
arising in hromatography. The idea is to nd an entropi struture of the system at the level
ε and to pass to the limit. Other types of saling have been performed on similar systems. For
example, in [76℄, [27℄ a diusive limit is studied. The spei feature of this work stems from the
spae dependeny of the soure term and the spei boundary onditions we handle.
4.1.1 A simplied urine onentration model
In our ontext, the model is interpreted as partiules of a same hemial speies dissolved in
a uid moving along the x − axis [0, L] in a ounterurrent exhanger (see Figure 4.1). Fluid
PSfrag replaements
x = 0
x = L
1
−1
Figure 4.1: A ounterurrent exhanger
moving with a positive speed 1 have a onentration denoted by u(x, t), and uid moving at a
negative speed −1 have a onentration denoted by v(x, t).
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The model is written for t ≥ 0 and x ∈ [0, L],
∂uǫ
∂t
(x, t) +
∂uǫ
∂x
(x, t) =
1
ǫ
[
h(vǫ(x, t), x)) − uǫ(x, t)
]
,
∂vǫ
∂t
(x, t)−
∂vǫ
∂x
(x, t) =
1
ǫ
[
uǫ(x, t)− h(vǫ(x, t), x))
]
,
uǫ(0, t) = u0, vǫ(L, t) = αuǫ(L, t), α ∈ (0, 1),
uε(x, 0) = u
0(x), vε(x, 0) = v
0(x).
(4.1)
where h is a funtion whih quanties the exhanges of solute between the two tubes. The
parameter α is the proportion of solute whih, at the end x = L of the tube on the left is
reinjeted in the tube on the right. The system is resaled with the parameter ǫ.
This saling, whih makes transversal equilibrium u = h(v, x) beome instantaneous when
ε→ 0, is usually alled hyperboli saling, beause the nite speed is preserved at the limit by
the hange of variables (x, t) 7→ (
x
ε
,
t
ε
).
Initial (t = 0) solute onentrations are positive. We also assume that there are uniform (on
ε) bounds
uǫ(t = 0) ≥ 0, uǫ(t = 0) ∈ L
1(0, L),
d
dx
uǫ(t = 0) ∈ L
1(0, L),
vǫ(t = 0) ≥ 0, vǫ(t = 0) ∈ L
1(0, L),
d
dx
vǫ(t = 0) ∈ L
1(0, L).
(4.2)
We impose the following onditions on the nonlinearity, onditions whih are disussed in [91℄:
h(0, x) = 0, 1 < β ≤
∂h
∂v
(v, x) ≤ µ(x) ≤ µM ,
sup
v
∫ L
0
|
∂h
∂x
(v, x)|dx ≤ C, h(., x) is stritly onave,
(4.3)
where C, β and µM are some positive onstant, and µ is a smooth funtion.
In our partiular ase where there are 2 tubes (whereas the other study deals with a 3-tube
problem), we have the ondition β > 1, instead of β ≥ 1. The third ondition means that h(v, .)
is BV , and that uniformly in v. More preisely, this ondition an be written
∀φ ∈ C1C [0, L], sup
v
∫ L
0
h(v, x)φ′(x)dx ≤ C (4.4)
We notie that the x-dependene for h an be as sti as a disontinuity. We denote h−1(., x)
the inverse of v 7→ h(v, x).
We an easily adapt the proof of [91℄ and obtain the
Theorem 4.1.1 (Existene and uniqueness). With assumptions (4.2) and (4.3) , there is a weak
solution (dened in [91℄) to the initial value problem (4.1), whih lies in BV ([0, L]× [0, T ]). For
two initial data u(x, 0), v(x, 0) and u˜(x, 0), v˜(x, 0), the weak solutions satisfy the weak ontration
property and the omparison priniple∫ L
0
[
|u− u˜|+ |v − v˜|
]
(x, t)dx ≤
∫ L
0
[
|u− u˜|+ |v − v˜|
]
(x, 0)dx, (4.5)
∫ L
0
[
|u− u˜|+ + |v − v˜|+
]
(x, t)dx ≤
∫ L
0
[
|u− u˜|+ + |v − v˜|+
]
(x, 0)dx. (4.6)
For the latter inequality, we an assume that (u˜, v˜) is only a supersolution. The ontration
property implies the uniqueness of the solution.
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This solution to (4.1) satises the following onservation law assoiated to (4.1)
∂
∂t
[ uǫ + vǫ ] +
∂
∂x
[ uǫ − vǫ ] = 0. (4.7)
We are interested in the behavior of the funtions uε and vε when ǫ vanishes. What makes
system (4.1) peuliar are the spei boundary onditions, and the non-linearity h whih is BV
and spae heterogeneous.
Proposition 4.1.2. There exists v ∈ L∞([0, L]× [0, T ]) suh that
uǫ(x, t) −→
ǫ→0
h(v(x, t), x), vǫ(x, t) −→
ǫ→0
v(x, t), a.e.
Notations. The onservative quantity ρ and the ux A are dened by
ρ(x, t) := h(v(x, t), x) + v(x, t), (4.8)
A(ρ, t) := h(v(x, t), x) − v(x, t). (4.9)
We also set
a0 = h
−1(u0, 0). (4.10)
The main result of this paper is
Theorem 4.1.3 (Limit ε→ 0). The quantity ρ(x, t) is an entropy solution (as dened in [3℄) to
∂
∂t
ρ(x, t) +
∂
∂x
A(ρ(x, t), x) = 0, t > 0, x ∈ [0, L],
ρ(0, t) = a0 + h(a0, 0), t > 0,
ρ(x, 0) = ρ0(x), ρ0(x) := v0(x) + h(v0(x), x), x ∈ [0, L].
(4.11)
Some properties of A.
i) For all x ∈ [0, L], the funtions ρ and A(., x) are non-dereasing funtions of v, therefore
v is a non-dereasing funtion of ρ, whih makes A(., x) a non dereasing funtion of ρ,
whih justies that we an dene A as a funtion of ρ.
ii) Sine h is a onave funtion of v, the ux A is onave in ρ.
iii) The expliit expression of A is A(ρ, x) = h
(
(Id+ h(., x))−1(ρ), x
)
− (Id+ h(., x))−1(ρ).
iv) After some alulations, we establish that
0 ≤
∂A
∂ρ
(ρ, x) ≤
β − 1
β + 1
< 1. (4.12)
Indeed, beause r 7→
r − 1
r + 1
is non dereasing,
∂A
∂ρ
=
∂A
∂v
∂ρ
∂v
=
∂h
∂v
− 1
∂h
∂v
+ 1
≤
β − 1
β + 1
.
In the partiular ase when h does not depend on x, we onsider uε and vε lose to equilibrium,
and denote ρε = uε + vε. A Chapman-Enskog development gives us
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∂
∂t
ρε +
∂
∂x
A(ρε) = −ε
∂
∂x
[ [∂A
∂ρ
(ρε)
]2
− 1
∂h
∂ρ
(ρε −A(ρε)
2
) ∂ρε∂x
]
+O(ε2). (4.13)
In this ontext, the inequality (4.12) is usually alled the Whitham subharateristi ondition
[60℄. The equation (4.13) is a visous approximation of the onservation law (4.11) sine (4.12)
is satised.
Our work is divided in the following way : In part 4.2, we derive the limit equation of (4.1).
More preisely, in Setion 4.2.1, we give uniform a priori bound on the solution, in Setion 4.2.2,
we develop the dissipative struture of the system and exhibit an entropy family. In Setion 4.2.3,
we pass to the limit the equation (4.7) and obtain a onservation law with boundary onditions we
determine. Setion 4.3 is devoted to establish BV a priori bounds when initial onditions are at
equilibrium, pointing that in that spei ase, we do not need to use ompensated ompatness
to pass non linear quantities to the limit. In Setion 4.4, we perform a numerial illustration.
In Setion 4.5, we desribe the behavior of the onvergene near the boundaries by studying the
boundary layer ourring.
4.1.2 Notations
We will deal with funtions of type
f : (y, x) 7→ f(y, x)
where y an itself be a x-dependent funtion. Therefore we distinguish
∂f
∂x
(y(x), x) is the derivative of f with respet to its seond variable,
d
dx
f(y(x), x) is the derivative with respet to x of the funtion x 7→ f(y(x), x).
We also use the notations
u+ =
{
u for u > 0,
0 else ,
I(a, b) = [min(a, b),max(a, b)].
4.2 Derivation of the hyperboli limit
4.2.1 Supersolution and uniform a priori bounds
In order to study the limit in (4.1), the rst step is to prove uniform estimates.
Proposition 4.2.1. The solution to (4.1) satises the uniform estimate
‖uǫ‖L∞([0,L]×[0,T ]) ≤ K(β, u0, u
0, v0), ‖vǫ‖L∞([0,L]×[0,T ]) ≤ K(β, u0, u
0, v0). (4.14)
Proof. To obtain an L∞ bound on the time-dependent solution, we follow the approah of
[3℄ and use the omparison priniple with appropriate supersolution. Indeed, beause of the
x−dependene of h, onstant funtions are not super-solution of the stationary problem.
We introdue the stationary system related to (4.1)
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
dUǫ
dx
(x) =
1
ǫ
[
h(Vǫ(x), x)) − Uǫ(x)
]
,
−
dVǫ
dx
(x) =
1
ǫ
[
Uǫ(x)− h(Vǫ(x), x))
]
,
Uǫ(0) = U0, Vǫ(L) = αUǫ(L).
(4.15)
Lemma 4.2.2. There exists a smooth super solution (Uǫ, Vǫ) of the stationary problem (4.15),
and a onstant K(u0, β) > 0 suh that
‖Uǫ‖∞ ≤ K(u0, β), ‖Vǫ‖∞ ≤ K(u0, β). (4.16)
Proof. We rst notie in a mundane way that a solution to (4.15)
where U0 ≥ u0, is a super-solution to (4.15). It remains to nd a solution of (4.15) whih
satises U0 ≥ u0 and to prove that it is uniformly bounded in ǫ. It has been proved [91℄ that
(4.15) admits a unique solution (xed point argument for the existene and ontration for the
uniqueness).
Adding the two lines of (4.15), we obtain a quantity whih does not depend on x,
Uǫ(x)− Vǫ(x) =: Kǫ. (4.17)
Using the boundary values, we nd uniform bounds on Kǫ
Kǫ = U0 − Vǫ(0) ≤ U0 Kǫ = Uǫ(L)− Vǫ(L) = (1− α)Uǫ(L) ≥ 0, (4.18)
and thus
0 ≤ Kǫ ≤ U0, Uε(L) ≤
U0
1− α
. (4.19)
Thus, we just have to prove that Uǫ is uniformly bounded in L
∞
, knowing that U0 and Uǫ(L)
are uniformly bounded in R.
For that, we use a maximum priniple type argument. Indeed, if Uǫ reahes its maximal value
on the boundary, the result follows. Now, if Uǫ reahes its maximal value at x0 ∈]0, L[, then,
0 =
dUǫ
dx
(x0) =
1
ǫ
(
h(Uǫ(x0)−Kǫ, x0)− Uǫ(x0)
)
, (4.20)
and thus
Uǫ(x0) = h(Uǫ(x0)−Kǫ, x0) ≥ βUǫ(x0)− βKǫ (4.21)
then,
Uǫ(x0) ≤
β
β − 1
Kǫ (4.22)
and Lemma 4.2.2 is proved.
Now we ombine this uniform supersolution with the ontration priniple. Using the lassial
omparison priniple [91℄
∫ L
0
[(uǫ − Uǫ)+ + (vǫ − Vǫ)+](x, t)dx ≤
∫ L
0
[(uǫ − Uǫ)+ + (vǫ − Vǫ)+](x, 0)dx, (4.23)
whih means that if the initial onditions lie under the supersolution, the solution stays bounded
for all time t, and proves the seond part of the lemma.
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4.2.2 Entropies
The purpose of this setion is to give the elements of the proof of the Proposition 4.1.2. To that
purpose, after we have obtained L∞ bounds, our next step is to study the dissipative struture
for (4.1) through a family of entropies, lose to what has been done in [36℄.
Denition 4.2.3 (A general family of entropies). We all an entropy pair for the system (4.1)
a ouple of ontinuous funtions (S,Σ) : R+ × [0, L] 7→ R2 whih satises
S(., x) and Σ(., x) are onvex,
∂S
∂v
(h(v, x), x) =
∂Σ
∂v
(v, x).
(4.24)
Now, in order to get rid of the terms ontaining x-derivatives at the limit, and based on
Propositions 4.2.5 and 4.2.6 and we dene homogeneous entropies
Denition 4.2.4 (An homogeneous entropy family). We say that a ouple of ontinuous fun-
tions (S,Σ) : R+× [0, L] 7→ R2, is an homogeneous entropy pair for the system (4.1) if it satises
the onditions of Denition 4.2.3 and if
−
∂S
∂x
(h(v, x), x) +
∂Σ
∂x
(v, x) = 0, ∀v (4.25)
Proposition 4.2.5. For a general family of entropies, for uε and vε solutions to (4.1), the
following dissipation law holds
d
dt
[ S(uǫ, x) + Σ(vǫ, x) ] +
d
dx
[ S(uǫ, x)− Σ(vǫ, x) ] ≤
∂S
∂x
(uǫ, x)−
∂Σ
∂x
(vǫ, x). (4.26)
Proof. We multiply eah line respetively by
∂S
∂v
(uǫ, x) and
∂Σ
∂v
(vǫ, x), we sum the three lines
and integrate over [0, L], we then obtain,
d
dt
[ S(uǫ, x) + Σ(vǫ, x) ] +
d
dx
[ S(uǫ, x)− Σ(vǫ, x) ]
=
1
ǫ
(∂S
∂v
(uǫ, x)−
∂Σ
∂v
(vǫ, x)
)(
h(vǫ, x)− uǫ
)
+
∂S
∂x
(uǫ, x)−
∂Σ
∂x
(vǫ, x).
Now we use the fat that
∂S
∂v
(h(v, x), x) =
∂Σ
∂v
(v, x) to write
d
dt
[ S(uǫ, x) + Σ(vǫ, x) ] +
d
dx
[ S(uǫ, x)− Σ(vǫ, x) ]
=
1
ǫ
(∂S
∂v
(uǫ, x)−
∂S
∂v
(h(vε, x), x)
)(
h(vǫ, x)− uǫ
)
+
∂S
∂x
(uǫ, x)−
∂Σ
∂x
(vǫ, x).
Now, we know that S is onvex with respet to its rst variable, then
∂S
∂v
is non dereasing with
respet to its rst variable, whih means that
(∂S
∂v
(uǫ, x) −
∂S
∂v
(h(vε, x), x)
)(
h(vǫ, x) − uǫ
)
is
non-positive.
d
dt
[ S(uǫ, x) + Σ(vǫ, x) ] +
d
dx
[ S(uǫ, x)− Σ(vǫ, x) ] ≤
∂S
∂x
(uǫ, x)−
∂Σ
∂x
(vǫ, x).
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By hoosing a partiular entropy, we prove the following L2 onvergene.
Proposition 4.2.6. For uε and vε solutions to (4.1), we have the onvergene
uǫ − h(vǫ, x) −→
ǫ−→0
0, L2
(
[0, L]× [0, T ]
)
. (4.27)
Proof. We hoose S(u) =
u2
2
and Σ(u, x) =
∫ u
0 h(s, x)ds. These funtions are onsistent with
Denition 4.2.3. Indeed, they are onvex,
∂S
∂v
(h(v, x), x) =
∂Σ
∂v
(v, x), and S does not depend on
x and Σ is dereasing with x as h is. Thus, aording to proposition (4.2.5),
d
dt
[ S(uǫ, x) + Σ(vǫ, x) ] +
d
dx
[ S(uǫ, x)− Σ(vǫ, x) ]
= −
1
ǫ
(
h(vǫ, x)− uǫ
)2
+
∂h
∂x
(vǫ, x).
(4.28)
We integrate this equality on [0, L] × [0, T ]. The left hand side terms∫ L
0
[
S(uǫ(x, T )) + Σ(vǫ(x, T ))− S(uǫ(x, 0)) − Σ(vǫ(x, 0))
]
dx,
∫ T
0
[
S(u1ǫ (L, T ))− Σ(vǫ(L, T ), L)− S(u0) + Σ(vǫ(0, T ), 0)
]
dt
are uniformly bounded in ǫ beause uε and vε are, and∫ T
0
∫ L
0
∂h
∂x
(vǫ, x)dxdt
is also uniformly bounded in ǫ beause h is BV . Thus,
1
ǫ
∫ T
0
∫ L
0
(
h(vǫ, x)− uǫ
)2
dxdt ≤ K,
and the result holds.
We now have all the ingredients to prove Theorem 4.2.7, whih states that the weak-* L∞-
onvergene is in fat a strong onvergene. That allows us to pass non linear quantities to the
limit, and in partiular the entropy dissipation laws, whih gives us the entropy formulation of a
onservation law. As it is standard, we do not give the proof of the theorem. It is based on the
ompensated ompatness method introdued in [64℄ and developed in [85℄ [81℄. For that kind
of spei system, more details an be found in [36℄. We also present two alternatives proofs
on Setion 4.3, whih require that the initial onditions are at equilibrium. We point out that
for the proof, we need the tehnial assumption on h (4.3), whih implies that the limit ux is
non-degenerate.
Theorem 4.2.7. There exists v ∈ L∞
(
[0, L] × [0, T ]
)
suh that
uǫ −→
ǫ−→0
h(v, x), vǫ −→
ǫ−→0
v, L2, a.e., (4.29)
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4.2.3 An entropy formulation for the limit equation
Now that we are able to pass non linear quantities to the limit, we will state an entropy
formulation of the onservation law satised by the limit of vε+uε, whih is v+h(v, x). We will
state Proposition 4.2.12 and Theorem 4.2.14, whih are a more preise version of Theorem 4.1.3.
As h an have spatial heterogeneities, the onservation law we get is also heterogeneous. For
these types of onservative laws, an adapted entropy formulation à la Kruˇzkov was developed
in [3℄. We use this formulation. For dealing with the boundary onditions, we use the formulation
à la Bardos-Leroux-Nedele (BLN) introdued in [7℄. This formulation is easier to work with
than that developed by Otto in [69℄, but the prie to pay is to assume the existene of traes. In
our ase, the ux A is stritly onave, and is thus non-degenerate in the sense of [59℄, and we
have the existene of traes thanks to [93℄.
Denition 4.2.8. For p ∈ R, we dene uniquely the funtion kp as
A(kp(x), x) = p. (4.30)
It is well-dened beause A is one-to-one with respet to its rst variable. That makes kp be
a stationary solution of the limit equation (4.11). This is equivalent to say
h(kp(x), x) − kp(x) = p,
and
d
dx
[
h(k(x), x) − k(x)
]
= 0⇔ k′(x) = −
∂h
∂x
(k(x), x)
∂h
∂v
(k(x), x)) − 1
, x ∈ [0, L]. (4.31)
Proposition 4.2.9. For all x ∈ [0, L], p 7→ kp(x) is inreasing and lipshitz, and k0(x) = 0,
k+∞(x) = +∞.
As a onsequene, for all x0, kp(x0) an take every positive desired value.
Denition 4.2.10 (Adapted Kruˇzkov entropies). We dene the adapted Kruˇzkov entropies rel-
atively to the system (4.1) as
Sp(u, x) = |u− h(kp(x), x)|, Σp(v, x) = |v − kp(x)|. (4.32)
As we prove it later in Setion 4.2.5, these are speial ases of homogeneous entropies. We then
state the main proposition. It states the following entropy inequality in the sense of distributions
∂
∂t
∣∣∣ρ(x, t)− (kp(x) + h(kp(x), x))∣∣∣+ ∂
∂x
∣∣∣A(ρ, x) −A(kp(x) + h(kp(x), x), x)∣∣∣ ≤ 0, (4.33)
where ρ is dened in (4.8).
Denition 4.2.11. The ouple (uε, vε) is alled an entropi solution of (4.1) if for all φ ∈
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C1
(
[0, L] × [0, T ]
)
suh that φ ≥ 0 and φ(., T ) = 0, and for all kp dened in (4.30),
−
∫ T
0
∫ L
0
[
|uε − h(kp(x), x)| + |vε − kp(x)|
]∂φ
∂t
dxdt
−
∫ T
0
∫ L
0
[
|uε − h(kp(x), x)| − |vε − kp(x)|
]∂φ
∂x
dxdt
−
∫ L
0
[
|uε(x, 0) − h(kp(x), x)| + |vε(x, 0) − kp(x)|
]
φ(x, 0)dx
+
∫ T
0
[
|uε(L, t)− h(kp(L), L)| − |αuε(L, t)− kp(L)|
]
φ(L, t)dt
−
∫ T
0
[
|u0 − h(kp(0), 0)| − |vε(0, t) − kp(0)|
]
φ(0, t)dt ≤ 0.
(4.34)
Proposition 4.2.12. For all φ ∈ C1
(
[0, L] × [0, T ]
)
suh that φ ≥ 0 and φ(0, .) = φ(L, .) =
φ(., T ) = 0, for all kp dened in (4.30) the funtion ρ satises∫ T
0
∫ L
0
|ρ− h(kp(x), x)− kp(x)|
∂φ
∂t
+
(
A(ρ, x) − (h(kp(x), x)− kp(x))
)
sign
(
ρ− h(kp(x), x)− kp(x)
)∂φ
∂x
dxdt
+
∫ L
0
|ρ(x, 0) − h(kp(x), x)− kp(x)|φ(x, 0)dx ≥ 0,
(4.35)
This proposition is an expliit formulation of the statement in Theorem 4.1.3. This is a
denition of the unique solution of the onservation law (4.11) in the sense of the solutions
dened by Kru
ˇmboxzzkov [46℄.
Proof. We write the Denition (4.2.11) for dierent well hosen φ. We hoose φ whih vanishes
at x = 0 and x = L, and we pass to the limit to obtain
−
∫ T
0
∫ L
0
[
|h(v, x) − h(kp(x), x)| + |v − kp(x)|
]∂φ
∂t
dxdt
−
∫ T
0
∫ L
0
[
|h(v, x) − h(kp(x), x)| − |v − kp(x)|
]∂φ
∂x
dxdt
−
∫ L
0
[
|h(v(x, 0), x) − h(kp(x), x)| + |v(x, 0) − kp(x)|
]
φ(x, 0)dx ≤ 0.
We notie the two identities
|h(v) − h(kp)|+ |v − kp| = |h(v) + v − h(kp)− kp|,
|h(v) − h(kp)| − |v − kp| =
[
(h(v) − v)− (h(kp)− kp)
]
sign
(
h(v) + v − h(kp)− kp
)
,
then the rst assertion of the theorem holds true.
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4.2.4 The boundary onditions for the limit equation
We use the following theorem based on a theorem stated in [93℄ and on a lemma stated in [7℄.
We use the notation of [2℄. It enables us to dene strong traes for BV funtions.
Theorem 4.2.13. We onsider z ∈ L∞
(
[0, L] × [0, T ]
)
,
• if z ∈ BV
(
[0, L]× [0, T ]
)
,
or
• if z is an entropy solution of
∂z
∂t
z +
∂z
∂x
f(z) = 0 in [0, L] × R+ where f is a ontinuous
funtion whih is non onstant on any non-degenerate interval,
then there exists strong traes γ0uz and γLu on the boundaries {x = 0} and {x = L}, in the
sense
lim
h↓0
1
h
∫ +∞
0
∫ h
0
|z(x, t) − γ0z(t)|ξ(t)dxdt, ∀ξ ∈ C∞C ([0,+∞)),
lim
h↓0
1
h
∫ +∞
0
∫ L
L−h
|z(x, t) − γLz(t)|ξ(t)dxdt, ∀ξ ∈ C∞C ([0,+∞)).
For all ε, the solutions uε and vε to (4.1) admit traes on the boundaries {x = 0} and {x = L}
beause they are BV [91℄. We denote by uε(0, t) and vε(L, t) the respetive strong traes of uε
and vε on {x = 0} and {x = L}. We denote by w0(t) = lim
ε−→0
vε(0, t) and by wL(t) = lim
ε−→0
uε(L, t).
We also denote aL = h
−1(wL).
Theorem 4.2.14. The funtion ρ satises
i) The boundary ondition at x = 0 : For all kp(0) ∈ I
(
ρ(0, t), a0 + h(a0, 0)
)
,
sign
(
ρ(0, t) − a0 − h(a0, 0)
)(
A(ρ(0, t), 0) − (h(kp(0), 0) + kp(0))
)
≤ 0 (4.36)
ii) The boundary ondition at x = L : For all kp(L) + h(kp(L), L) ∈ I
(
ρ(L, t), aL + h(aL, L)
)
,
sign
(
ρ(L, t)− aL − h(aL, L)
)(
A(ρ(L, t), L) − (h(kp(L), L)− kp(L))
)
≥ 0 (4.37)
First Step: The boundary onditions at x = 0. Thanks to Theorme 4.2.13, we know that
the funtion ρ, as solution of a non degenerate onservation law in the sense of [70℄, admits
some traes on the boundary {0, L}. We merely denote by ρ(0, t) and ρ(L, t) the traes of ρ on
{0} × [0, T ] and on {L} × [0, T ]. We hoose in (4.34) φ(x, t) = g(t)max(0, 1 −
x
η
) ∗ ja(x) where
ja is kernel funtion, g is any test funtion, and let a and η go to zero. Formally, it boils down
to take in (4.34) φ(0, t) = g(t) and
∂φ
∂x
(x, t) = −δ(x− 0)g(t).
We obtain[
A(ρ(0, t), 0) − (h(kp(0), 0) − kp(0))
]
sign
(
ρ(0, t) − (h(kp(0), 0) − kp(0))
)
≤ |u0 − h(kp(0), 0)| − |w0 − kp(0)|.
(4.38)
To onvert this formulation into a formulation à la BLN, we follow the method developed in [65℄.
From (4.38), we dedue that
A(ρ(0, t), 0) = u0 − w0. (4.39)
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Indeed, hoosing kp(0) suh that ρ(0, t) ≤ h(kp(0), 0) + kp(0) and u0 ≤ h(kp(0), 0) and w0(t) ≤
kp(0), we obtain
A(ρ(0, t), 0) ≥ u0 − w0,
and hoosing kp(0) suh that ρ(0, t) ≥ h(kp(0), 0)+kp(0) and u0 ≥ h(kp(0), 0) and w0(t) ≥ kp(0),
we obtain
A(ρ(0, t), 0) ≤ u0 − w0.
Without loss of generality, we hoose values of kp(0) suh that kp(0)+h(kp(0), 0) ∈ I(ρ(0, t), a0+
h(a0, 0)). Now, we distinguish two ases.
First ase We assume that ρ(0, t) ≤ a0 + h(a0).
To obtain (4.36), we want to prove that A(ρ(0, t)) ≥ h(kp(0), 0)−kp(0). We know that kp(0)+
h(kp(0), 0) ∈ [ρ(0, t), a0 + h(a0, 0)], whih implies that kp(0) ≤ a0 whih is h(kp(0), 0) ≤ u0 We
distinguish two ases :
-If w0 ≥ kp(0),then
−A(ρ(0, t), 0) + h(kp(0), 0) − kp(0) ≤ u0 − h(kp(0), 0) − w0 + kp(0)
= A(ρ(0, t), 0) − h(kp(0), 0) + kp(0)
whih yields the onlusion.
-If w0 ≤ kp(0), then, from (4.39), A(ρ(0, t), 0) = u0 − w0 ≥ h(kp(0), 0) − kp(0).
Seond ase We assume that ρ(0, t) ≥ a0 + h(a0, 0).
In that ase, to obtain (4.36), we want to prove that A(ρ(0, t)) ≤ h(kp(0), 0)−kp(0). We know
that kp(0) + h(kp(0), 0) ∈ [a0 + h(a0, 0), ρ(0, t)], whih implies that h(kp(0), 0) ≥ u0.
-If w0 ≥ kp(0), the onlusion follows diretly from (4.39).
-If w0 ≤ kp(0), then
A(ρ(0, t)) − h(kp(0), 0) + kp(0) ≤ −u0 + h(kp(0), 0) + w0 − kp(0)
= −A(ρ(0, t)) + h(kp(0), 0) − kp(0),
whih ends the proof for the boundary onditions at x = 0.
Seond Step: The boundary onditions at x = L.
The outline is the same that for the boundary ondition x = 0. We do not give so muh
details. We formally hoose in (4.34) φ(L, t) = g(t) and
∂φ
∂x
(x, t) = δ(x−L)g(t) where g is again
any test funtion, whih gives us[
A(ρ(L, t), L) − (h(kp(L), L)− kp(L))
]
sign
(
ρ(L, t)− (h(kp(L), L)− kp(L))
)
≥ |wL − h(kp(L), L)| − |αwL − kp(L)|,
(4.40)
and
A(ρ(L, t), L) = (1− α)wL. (4.41)
From (4.40) and (4.41), we dedue (4.37).
The ombination of Proposition 4.2.12 and Theorem 4.2.14 denes a unique ρ. We remark
that the parameter α does not our in the limit equation. We also point out that, as we used the
BLN formulation, we had to guess the boundary onditions of the limit equation before proving
they were the right boundary onditions. By opposition, a straightforward proof whih would
enable us to derive the boundary onditions from the original system would be more desirable
in order to extend this result to more general boundary onditions.
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4.2.5 The link between adapted Kruzˇkov entropies and homogeneous en-
tropies
The adapted Kruˇzkov entropies we dene in Denition 4.2.10 based on [3℄ oinide with homo-
geneous entropies (Denition 4.2.4) we dened in Setion 4.2.2 regarding the dissipative struture.
Proposition 4.2.15. The adapted Kruˇzkov entropies
Σ(v, x) = |v − kp(x)|, S(v, x) = |v − h(kp(x), x)|, (4.42)
are homogeneous entropies.
Proof. Let (Σ(v, x), S(v, x)) = (|v−kp(x)|, |v−h(kp(x), x)|) be adapted entropies for the system
(4.1). We prove here that (Σ, S) are homogeneous entropies. We ompute
∂Σ
∂v
(v, x) =
{
+1 if k(x) < v,
−1 else,
and beause h is on dereasing with respet to its rst variable, we also have
∂S
∂v
(h(v, x), x) =
{
+1 if h(k(x), x) < h(v, x),
−1 else,
=
{
+1 if k(x) < v,
−1 else.
From this we onlude that
∂Σ
∂v
(v, x) =
∂S
∂v
(h(v, x), x),
and thus
−
∂S
∂x
(h(v, x), x) +
∂Σ
∂x
(h(v, x), x) =
[
−
∂h
∂x
(kp(x), x) − k
′
p(x)
∂h
∂v
(kp(x), x)
]
sign
(
h(v, x) − h(kp(x), x)
)
+ k′p(x) sign
(
v − kp(x)
)
=
[
−
∂h
∂x
(kp(x), x) + k
′
p(x)(1 −
∂h
∂v
(kp(x), x))
]
sign
(
v − kp(x)
)
= 0.
as we replae k′p(x) by its expression (4.31). Aording to Denition 4.2.4, this ends the proof.
4.3 Well-prepared initial onditions, and ompatness properties
In the spei ase where the initial ondition is at equilibrium and has bounded variations,
we have two additional proofs to the ompensated ompatness method. We make the following
assumption
v(x, 0) ∈ BV ([0, L]), u(x, 0) = h(v(x, 0), x), x ∈ [0, L]. (4.43)
Beause of the hypotheses made on h, this assumption implies that u(x, 0) belongs to BV ([0, L]).
We have the two propositions. Proposition 4.3.1 states that we an prove BV estimates
under more assumptions on h. These BV estimates lead to the strong ompatness of (uε, vε).
Proposition 4.3.2 states the strong ompatness of (uε, vε) without any BV estimate.
Proposition 4.3.1. Under assumptions (4.2), (4.3) and (4.43), we have the following BV esti-
mate on the solution ∫ L
0
[ |
∂
∂t
uǫ|+ |
∂
∂t
vǫ| ](x, t)dx ≤ K1(u
0) +K2(v
0), (4.44)
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and if moreover, h does not depend on x, we have the spatial BV estimate∫ L
0
[ |
∂
∂x
uǫ|+ |
∂
∂x
vǫ| ](x, t)dx ≤ K3(u
0, v0), (4.45)
Proposition 4.3.2. Under assumptions (4.2), (4.3) and (4.43) and without any restrition on
the spatial dependane of h(v, .), there exists v ∈ L∞
(
[0, L]× [0, T ]
)
suh that
uǫ −→
ǫ−→0
h(v, x), vǫ −→
ǫ−→0
v, L2, a.e. (4.46)
Proof. A bound on the time derivative at t = 0. We start by laiming the following estimate∫ L
0
|
∂uǫ
∂t
(x, 0)|dx ≤ K1(u
0),
∫ L
0
|
∂vǫ
∂t
(x, 0)|dx ≤ K2(v
0). (4.47)
Indeed, beause initial onditions are at equilibrium, we have
∂vǫ
∂t
(x, 0) −
∂vǫ
∂x
(x, 0) = 0.
We multiply it by sign
( ∂
∂t
vǫ
)
(x, 0) and integrate over [0, L] to get
∫ L
0
∣∣∣∂vǫ
∂t
(x, 0)
∣∣∣dx = ∫ L
0
∣∣∣∂vǫ
∂x
(x, 0)
∣∣∣dx, (4.48)
Then, thanks to assumption (4.43), we have∫ L
0
|
∂vǫ
∂x
(x, 0)|dx ≤ K2(v
0)
whih gives the rst inequality of estimates (4.47). It is the same argument for u.
First step. The time BV estimate.
To obtain (4.44), we dierentiate eah line of (4.1) and we multiply it respetively by sign
( ∂
∂t
uǫ
)
and sign
( ∂
∂t
vǫ
)
. Adding the two lines, we obtain
d
dt
∫ L
0
[ |
∂
∂t
uǫ|+ |
∂
∂t
vǫ| ](x, t)dx ≤ |
∂
∂t
u0| − |
∂
∂t
uǫ(L, t)|+ |
∂
∂t
vǫ(L, t)| − |
∂
∂t
vǫ(0, t)|
= −
1
2
|
∂
∂t
uǫ(L, t)| − |
∂
∂t
vǫ(0, t)| ≤ 0,
(4.49)
whih implies ∫ L
0
[ |
∂
∂t
uǫ|+ |
∂
∂t
vǫ| ](x, t)dx ≤
∫ L
0
[ |
∂
∂t
uǫ|+ |
∂
∂t
vǫ| ](x, 0)dx.
Thus, using estimate (4.47), the rst statement of Proposition 4.3.1 holds.
A bound on the edges. Before we start the seond step, we point out the following a priori bounds∫ T
0
|
∂
∂t
uǫ(L, t)|dt ≤ K1(u
0) +K2(v
0),
∫ T
0
|
∂
∂t
vǫ(0, t)|dt ≤ 2
(
K1(u
0) +K2(v
0)
)
. (4.50)
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These estimates are obtained by integrating the last right hand side of (4.49) over [0, T ] and
by using (4.44).
Seond step. The BV estimate in spae (only in the ase when h is not spae-
dependant).
Even if this method merely enables us to obtain BV estimates in the homogeneous ase, we
nd interesting to put it forward here. The arguments we use were found in [65℄.
By doing the same omputation, and using that h does not depend on x, we obtain the
inequality on the spae derivatives :
∂
∂t
[
|
∂uǫ
∂x
|+ |
∂vǫ
∂x
|
]
(x, t) +
∂
∂x
[
|
∂uǫ
∂x
| − |
∂vǫ
∂x
|
]
(x, t) ≤ 0. (4.51)
We integrate this inequality on the square [0, T ]× [0, L] and we get∫ L
0
[
|
∂uǫ
∂x
|+ |
∂vǫ
∂x
|
]
(x, T )dx ≤
∫ L
0
[
|
∂uǫ
∂x
|+ |
∂vǫ
∂x
|
]
(x, 0)dx
+
∫ T
0
[
|
∂uǫ
∂x
| − |
∂vǫ
∂x
|
]
(0, t)dt
+
∫ T
0
[
|
∂uǫ
∂x
| − |
∂vǫ
∂x
|
]
(L, t)dt
(4.52)
and we need to ontrol the three terms in the right hand side of this inequality.
For the rst term, we have immediately thanks to (4.43)∫ L
0
[
|
∂uǫ
∂x
|+ |
∂vǫ
∂x
|
]
(x, 0)dx ≤ K1(u
0) +K2(v
0). (4.53)
For seond and third terms, we write∣∣∣|∂uǫ
∂x
| − |
∂vǫ
∂x
|
∣∣∣(0, t) ≤ ∣∣∣∂uǫ
∂x
−
∂vǫ
∂x
∣∣∣(0, t)
=
∣∣∣∂uǫ
∂t
+
∂vǫ
∂t
∣∣∣(0, t) (by reporting in
≤ |
∂
∂t
u0|+ |
∂
∂t
vǫ(0, t)|
= |
∂
∂t
vǫ(0, t)|.
(4.54)
Thus, by integrating (4.54) and using (4.50), we ontrol the seond term.
The term
∫ T
0
[
|
∂uǫ
∂x
| − |
∂vǫ
∂x
|
]
(L, t)dt is treated the same way.
Proof. We prove here Proposition 4.3.2. This proof is appliable without any restrition on the
spae dependane of h. We add the two lines of (4.1) and obtain( ∂
∂x
(uε − vε)
)
(x, t) = −
( ∂
∂t
(uε + vε)
)
(x, t).
Using (4.44), we thus onlude that for all t ≥ 0∫ L
0
∣∣∣ ∂
∂x
(uǫ − vε)
∣∣∣(x, t)dx ≤ K1(u0) +K2(v0).
Therefore we an onlude that
uε − vε is ompat in L
1
(
[0, L] × [0, T ]
)
.
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Now, thanks to Proposition 5.2.6,
h(vε, .) − uε is ompat in L
1
(
[0, L]× [0, T ]
)
.
A ombination of these two last ompat embeddings gives us that
h(vε, .) − vε is ompat in L
1
(
[0, L]× [0, T ]
)
, (4.55)
thus, after extration,
h(vε, .)− vε −→
ε−→0
L(x),
and beause v 7→ h(v, x) − v is bijetive, we onlude that
vε and then uε are ompat in L
1
(
[0, L] × [0, T ]
)
. (4.56)
4.4 Numerial relaxation
In this setion, we illustrate numerially the onvergene of uε + vε toward the onservative
quantity ρ, but for a boundary layer. We hose
h(v, x) = 2V
v
1 + v
+ 2v, α =
1
2
,
with V a positive onstant. In this setion h does not depend on x, for this setion, and this
makes the numerial sheme more readable. Finite volumes are well adapted to the hyperboli
equations however we need to adapt them in order to treat the limit ε→ 0.
4.4.1 An asymptoti preserving sheme
We build here a sheme whih is stable and onsistent with (4.1) and whih gives rise to
a onsistent and stable solver for the limit equation. Suh shemes are alled AP shemes
(Asymptoti Preserving) and a review on this topi an be found in [41℄. In our ontext, a rst
neessary ondition is to build a sheme whih is unonditionally stable in ε. More preisely, that
means that the CFL ondition assoiated with the sheme does not go to zero with ε. A naive
expliit sheme, due to the sti right hand side in (4.1) will be stable under a CFL ondition
∆t ≤
ε∆x
∆x+ ε
(4.57)
whih beomes expensive as ε beomes small.
This leads to treat impliitly the right hand sides whih are responsible for (4.57). Among the
many ways to do so, we present a simple variant whih preserves the struture
∂(u+ v)
∂t
+
∂(u− v)
∂x
= 0.
We use the following sheme
un+1ǫ,k − u
n
ǫ,k
∆t
+
unǫ,k − u
n
ǫ,k−1
∆x
=
1
ǫ
[
2V
vn+1ǫ,k
1 + vnǫ,k
+ 2vn+1ǫ,k − u
n+1
ǫ,k
]
,
vn+1ǫ,k − v
n
ǫ,k
∆t
+
vnǫ,k − v
n
ǫ,k+1
∆x
=
1
ǫ
[
un+1ǫ,k − 2V
vn+1ǫ,k
1 + vnǫ,k
− 2vn+1ǫ,k
]
,
(4.58)
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with the boundary onditions
unǫ,0 = u0, v
n
ǫ,N+1 = vI =
1
2
unǫ,N . (4.59)
We detail the algorithm that allows us to ompute step by step the un+1, vn+1. In this
desription, we omit the indexes ε. We know (unk )k and (v
n
k )k for a given n and we want to
determine (un+1k )k and (v
n+1
k )k We notie that, whereas the soure term is partially impliit, the
quantity ρn+1k := u
n+1
k + v
n+1
k is equal to u
n
k + v
n
k +
∆t
∆x
[
unk−1 − u
n
k − v
n
k + v
n
k+1
]
.
First Step : We ompute ρn+1k
ρn+1k = u
n
k + v
n
k +
∆t
∆x
[
unk−1 − u
n
k − v
n
k + v
n
k+1
]
, ∀k ∈ [1, N ].
Seond Step : We ompute vn+1k
vnN+1 =
1
2
unN ,
vn+1k =
1
1 +
2∆t
ǫ
+
2V∆t
ε(1 + vnk )
+
∆t
ε
[
vnk (1−
∆t
∆x
) + vnk+1
∆t
∆x
+
∆t
ε
ρn+1k
]
, ∀k ∈ [1, N ].
Third Step : We ompute un+1k
un+10 = u0,
un+1k = ρ
n+1
k − v
n+1
k , ∀k ∈ [1, N ].
Proposition 4.4.1. Under the CFL ondition
∆t ≤ ∆x, (4.60)
then unε,k and v
n
ε,k are non negative and are uniformly bounded in k,n and ε.
The CFL ondition (4.60) is not surprising sine the veloity in the limiting equation is less
than 1, as expressed in ondition (4.12).
4.4.2 The onservation law
We formally determine the uxes of the onservation law, that we write under the form
∂
∂t
ρ+
∂
∂x
A(ρ) = 0. (4.61)
We have
∂
∂t
[
3v + 2V (x)
v
1 + v
]
+
∂
∂x
[
v + 2V (x)
v
1 + v
]
= 0. (4.62)
Writing ρ = 3v + 2V (x)
v
1 + v
, and A(ρ) = v + 2V (x)
v
1 + v
, we nd
A(ρ) =
1
3
(
2ρ+ 3 + 2V −
√
(3 + 2V − ρ)2 + 12ρ
)
. (4.63)
Thus, the onservation law satised by the the limit v + h(v) =: ρ is
∂
∂t
ρ+
∂
∂x
1
3
(
2ρ+ 3 + 2V −
√
(3 + 2V − ρ)2 + 12ρ
)
= 0, t > 0, x ∈ [0, L],
ρ(0, t) = a0 + 2h(a0, 0), t > 0,
ρ(0, x) = u(0, x) + v(0, x), x ∈ [0, L].
(4.64)
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4.4.3 Comparison between uε + vε and ρ
Beause we have proved that uε(x, t) + vε(x, t) onverges to ρ(x, t) as ε → 0, we expet the
same behavior for the sheme. The Figure 4.2 illustrates the onvergene, whih is eetive inside
the domain. The dierene between the ρ and uε + vε on the domain is purely numerial and is
due to the fat that we use an upwind sheme to ompute the solution of the theoretial limit
equation, whereas the AP sheme give rise to a Rusanov type sheme at the limit ε = 0, whih
is more diusive. However, we observe a boundary layer that ours at x = L, whih appears at
T = 1 and 2. We study this boundary layer in the next setion.
0 0.25 0.5 0.75 1
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
x−axis
 
 
T=0.1 T=0.5 T=2T=1
Figure 4.2: The numerial solution of the onservation law (4.64) ρ for T = 0.1, T = 0.5, T = 1
and T = 2 is plotted in dotted line. It is obtained with an upwind sheme. In full line, we plot
uǫ + vǫ at the same times T , where uε and vε are the numerial solutions of (4.1), for ε = 10
−3
using the sheme in Setion 4.4.
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4.5 The boundary layer
At the boundary x = L, two equilibrium are ompeting with eah other. The ouple (u, v)
tends to belong to two manifolds dened as
Mb = {(u, v) ∈ R
2|v = αu}, (4.65)
Meq = {(u, v) ∈ R
2|u = h(v, L)}, (4.66)
whih are disonneted in the generi ase. In the neighborhood of x = L, a boundary layer
ours, as illustrated on Figure 4.2. We state the proposition
Proposition 4.5.1 (Existene of the boundary layer). We assume that h(αu0, L) 6= u0 and that
h(v, .) is ontinuous at x = L. Then, there exists D > 0, η > 0 suh that
∀t > 0,∀x ∈ [L− ηε, L], |h(vε(x, t), x) − uε(x, t)| > D. (4.67)
To avoid tehnialities, we just explain formally the result and restrit ourselves to the ase
when h does not depend on x. In order to investigate the boundary layer at x = L, and as we
postulate that its size is of the same order of magnitude as ε, we make the following hange of
variables
y =
x− L
ε
, (4.68)
as illustrated in Figure 4.3.
PSfrag replaements
O(ǫ)
y = −∞x = 0
x = L
y =
x− L
ε
O(1)
y = 0
Figure 4.3: A boundary layer of size ε for (4.1) beomes a boundary layer of size 1 for (4.70)
The system (4.1) beomes
ε
∂uǫ
∂t
(y, t) +
∂uǫ
∂y
(y, t) =
[
h(vǫ(y, t))− uǫ(y, t)
]
,
ε
∂vǫ
∂t
(y, t)−
∂vǫ
∂y
(y, t) =
[
uǫ(y, t)− h(vǫ(y, t))
]
,
uǫ(−∞, t) = u0, vǫ(0, t) = αuǫ(0, t).
(4.69)
When ε tends to zero, solutions to (4.69) behave like solutions to
du
dy
(y) = h(v(y)) − u(y),
−
dv
dy
(y) = u(y)− h(v(y)),
u(−∞) = u0, v(0) = αu(0).
(4.70)
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We are left to study the system (4.70). We assume that the solutions are smooth. Through two
lemmas, we rst state that equilibrium Meq is reahed at y = −∞, then that equilibrium Meq
is not reahed at y = 0, and nally prove that to onnet these two states, a boundary later of
size 1 is neessary.
Lemma 4.5.2.
lim
y→−∞
(
u(y)− h(v(y))
)
= 0 (4.71)
Proof. First, we derive L∞ bounds on u and v, as performed in Setion 4.2.1. We sum the two
lines of (4.70) and notie that
u(y)− v(y) = K, (4.72)
with K whih satises
K = u(0)− v(0) = (1− α)u(0) ≥ 0, K = u(−∞)− v(−∞) ≤ u0.
That gives us the existene of the limit lim
y→−∞
v(y), and uniform bounds on u(0) and v(−∞).
Using the same maximum priniple as in lemma 5.2.2, we prove that u(y) ≤
K
β − 1
. As a
onsequene,
‖u‖∞ ≤ C, ‖v‖∞ ≤ C.
We end the proof by arguing by ontradition. Let us assume that
lim
y→−∞
(
u(y)− h(v(y))
)
= l > 0. (4.73)
Reporting in (4.70),
lim
y→−∞
du
dy
(y) = l,
thus, we an nd M suh that, for y < −M ,
du
dy
(y) >
l
2
, then lim
y→−∞
u(y) = −∞, whih is
absurd. The same argument holds if l < 0. That proves (4.71).
Lemma 4.5.3. Exept in the spei ase where h(αu0) = u0, we have
u(0) − h(v(0)) 6= 0. (4.74)
Proof. We rst assume that there exists y0 suh that u(y0) 6= h(v(y0)). If for example u(y0) −
h(v(y0)) > 0 (we reason the same way if it is negative), then
d
dy
(
u− h(v)
)
(y0) =
(∂h
∂v
(v)− 1
)(
u− h(v)
)
(y0) > 0. (4.75)
Then, as soon, as u(y)− h(v(y)) > 0, u(y)− h(v(y)) is inreasing. Then, u(0)− h(v(0)) > 0.
If the assumption we made at the beginning is not true, then u ≡ h(v), whih means that
du
dy
=
dv
dy
= 0, thus {
u ≡ u0,
v ≡ αu0,
whih implies h(αu0) = u0.
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Now, we denote
M :=
(
h(v) − u
)
.
We assume M > 0. Here again, we ould have assumed M < 0 and performed the same type of
reasoning. The omputation (4.75) implies that
(β − 1)M <
d
dy
(
h(v) − u)
)
(y) < (µM − 1)M.
Thus, as long as h(v)− u > 0,
0 <
d
dy
(
h(v) − u)
)
(y) < (µM − 1)M.
The equilibrium u = h(v) is not reahed at least on a neighborhood of 0 of a size of order of
magnitude 1, whih means for the system (4.1) that the equilibrium u = h(v) is not reahed at
least on a neighborhood of L of a size of order of magnitude ε
4.6 Conlusion
We derived an entropi formulation and the boundary onditions of the limit equation of
our hyperboli system. The tools we use are a priori estimates, ompensated ompatness and
entropi formulations. The ux of the limit equation is inreasing for every initial onditions,
thus, we only had to speify the boundary onditions at x = 0. For this reason, neither the
boundary onditions at equilibrium, nor the limit equation make our the parameter α. The
onvergene toward equilibrium ours on the whole domain (0, L). However, we notied after
performing a numerial illustration the ourrene of a boundary layer in the neighborhood
of x = L. We then pointed out that this boundary layer is not an artiial numerial eet
but well and truly a phenomenon ourring at the ontinuous level when ε goes to zero. In a
future work, we would like to get rid of this boundary layer, at least numerially, by building
an asymptoti preserving sheme whih makes it vanish at the limit ε = 0. Also left to a future
work is the onsideration of a more generi funtion h (not neessarily monotonous) and of more
generi boundary onditions for the original system, and the understanding of the limit boundary
onditions at equilibrium.
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Chapter 5
Hyperboli relaxation of the 3×3 system
for the kidney model
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This hapter is a omplement to Chapter 4 and onerns the omplete 3×3 system. We extend
our asymptoti analysis in this ase.
5.1 The resaled 3× 3 kidney
5.1.1 A simplied urine onentration model
Tube 1 Tube  2 Tube 3
 
Solute movements across the wall
x=L
PSfrag replaements
x = 0
C1
0
C2
0
C3(L) = C2(L)
Débit volumique
Mouvements de solutés à travers la paroi
Pompe ative
Figure 5.1: A 3-tube ounterurrent exhanger
We write the system (1.15) with non-dimensional variables, using the parameter ǫ whih mea-
sures the ratio between ioni exhanges and ow along the tubules. For t ≥ 0 and x ∈ [0, L],
∂C1ǫ
∂t
(x, t) +
∂C1ǫ
∂x
(x, t) =
1
3ǫ
[
C2ǫ (t, x) + h(C
3
ǫ (x, t), x)) − 2C
1
ǫ (t, x)
]
,
∂C2ǫ
∂t
(x, t) +
∂C2ǫ
∂x
(x, t) =
1
3ǫ
[
C1ǫ (t, x) + h(C
3
ǫ (x, t), x)) − 2C
2
ǫ (t, x)
]
,
∂C3ǫ
∂t
(x, t)−
∂C3ǫ
∂x
(x, t) =
1
3ǫ
[
C1ǫ (t, x) + C
2
ǫ (t, x)− 2h(C
3
ǫ (x, t), x))
]
,
C1ǫ (0, t) = C
1
0 , C
2
ǫ (0, t) = C
2
0 , C
3
ǫ (L, t) = C
2
ǫ (L, t), t > 0.
(5.1)
Initial (t = 0) solute onentrations are positive and we assume the uniform bounds on ε
C1ǫ (t = 0) ≥ 0, C
1
ǫ (t = 0) ∈W
1,1(0, L),
C2ǫ (t = 0) ≥ 0, C
2
ǫ (t = 0) ∈W
1,1(0, L),
C3ǫ (t = 0) ≥ 0, C
3
ǫ (t = 0) ∈W
1,1(0, L).
(5.2)
We make the usual assumptions on h (Chapter 4)
h(0, x) = 0, 1 ≤
∂h
∂v
(v, x) ≤ µ(x) ≤ µM ,
sup
v
∫ L
0
|
∂h
∂x
(v, x)|dx ≤ C, h(., x) is not ane on any sub-interval,
(5.3)
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where C and µM are some positive onstant, and µ is a smooth funtion. With assumptions
(5.3) and (5.2), we proved in [91℄ that there is a weak solution (C1ǫ , C
2
ǫ , C
3
ǫ ) to the initial value
problem (2.9), whih lies in BV ([0, L] × [0, T ]) ∩ C
(
[0, T ], L1[0, L]
)3
and is nonnegative. This
solution satises the following onservation property
∂
∂t
[ C1ǫ + C
2
ǫ + C
3
ǫ ] +
∂
∂x
[ C1ǫ + C
2
ǫ − C
3
ǫ ] = 0. (5.4)
We denote by h−1(., x) the inverse of h with respet to its rst variable at point x.
5.1.2 Results
Notations. The onservative quantity ρ is dened by
ρ(x, t) := 2h(C(x, t), x) + C(x, t), (5.5)
and the ux B is dened by
B(ρ, t) := 2h(C(x, t), x) − C(x, t). (5.6)
Theorem 5.1.1 (Limit ε→ 0). The quantity ρ(x, t) is an entropy solution (as dened in [3℄) to
∂
∂t
ρ(x, t) +
∂
∂x
B(ρ(x, t), x) = 0, t > 0, x ∈ [0, L],
ρ(0, t) = C10 + C
2
0 + h
−1(
C10 + C
2
0
2
, 0), t > 0,
ρ(x, 0) = ρ0(x), ρ0(x) := C0(x) + 2h(C0(x), x), x ∈ [0, L].
(5.7)
Heuristi on the boundary onditions at x = 0.
The boundary ondition at x = 0 is the main diulty in the limit equation. For the two tube
ase (Chapter 4), we ould argue as follows; we had the strong onvergene
uǫ(x, t) −→
ǫ→0
h(v(x, t), x),
vǫ(x, t) −→
ǫ→0
v(x, t),
ρ(x, t) = v(x, t) + h(v(x, t), x).
Assume that equilibrium propagates at boundary x = 0, we write formally the following
equation on quantity v(0, t)
h(v(0, t), 0) = u0,
whih gives us v(0, t) = h−1(u0, 0) and thus ρ(0, t) = u0 + h
−1(u0, 0). This is the boundary
ondition we derived rigorously. Let us try the same argument for the 3-tube ase, based on the
strong onvergene
C1ǫ (x, t) −→
ǫ→0
h(C(x, t), x),
C2ǫ (x, t) −→
ǫ→0
h(C(x, t), x),
C3ǫ (x, t) −→
ǫ→0
C(x, t),
ρ(x, t) = C(x, t) + 2h(C(x, t), x).
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If we assume again that the propagation of equilibrium reahes the boundary x = 0, the formal
quantity C(0, t) has to satisfy {
h(C(0, t), 0) = C10 ,
h(C(0, t), 0) = C20 .
If C10 6= C
2
0 , these onditions are ontraditory. It means that suh a simple analysis does not
enable us to determine the boundary onditions in the three tube ase, and that the rigorous
proof based on the Bardos-Leroux-Nedele formulation is needed.
Denition 5.1.2. For p ∈ R, we dene uniquely the funtion kp as
B(kp(x), x) = p. (5.8)
We dene wL(t) := lim
ε−→0
C1ε (L, t)
Theorem 5.1.3 (Entropi formulation of the boundary onditions). The funtion ρ satises
i) The boundary ondition at x = 0 :
For all kp suh that kp(0) + 2h(kp(0), 0) ∈ I
(
ρ(0, t), h−1(
C10 + C
2
0
2
, 0) + C10 + C
2
0
)
,
sign
(
ρ(0, t)− h−1(
C10 + C
2
0
2
, 0)− C10 − C
2
0
)(
B(ρ(0, t), 0) − (2h(kp(0), 0) − kp(0))
)
≤ 0
(5.9)
ii) The boundary ondition at x = L :
For all kp(L) + 2h(kp(L), L) ∈ I
(
ρ(L, t), 2wL + h
−1(wL, L)
)
,
sign
(
ρ(L, t)− 2wL − h
−1(wL, L)
)(
B(ρ(L, t), L) − (2h(kp(L), L) − kp(L))
)
≥ 0 (5.10)
This theorem is a rigorous formulation of what is stated in Theorem 5.1.1 onerning the
boundary onditions. There is no boundary ondition to impose at x = L, and the boundary
ondition at x = 0 is ρ(0, t) = C10 + C
2
0 + h
−1(
C10 +C
2
0
2
, 0) for t > 0. We now sketh the proof
and only give details when the tehniques are suiently dierent from those of Chapter 4.
5.2 Proof rudiments
5.2.1 Uniform a priori bounds
In this setion we establish uniform a priori bounds with respet to ε.
Proposition 5.2.1. The solution to (5.1) satises the uniform estimate
‖Ciǫ‖L∞[0,L]×[0,T ] ≤ K(C
1
0 , C
2
0 , C
0) i = 1, 2, 3, (5.11)
Proof. Following the same method as in Chapter 4, we rst prove L∞ bound on the time-
dependent solution. We introdue the stationary system related to (5.1)
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
dU1ǫ
dx
(x) =
1
3ǫ
[
U2ǫ (x) + h(U
3
ǫ (x), x)) − 2U
1
ǫ (x)
]
,
dU2ǫ
dx
(x) =
1
3ǫ
[
U1ǫ (x) + h(U
3
ǫ (x), x)) − 2U
2
ǫ (x)
]
,
−
dU3ǫ
dx
(x) =
1
3ǫ
[
U1ǫ (x) + U
2
ǫ (x)− 2h(U
3
ǫ (x), x))
]
,
U1ǫ (0) = C
1
0 , U
2
ǫ (0) = C
2
0 , U
3
ǫ (L) = U
2
ǫ (L).
(5.12)
Lemma 5.2.2. There exists a super solution (U1ǫ , U
2
ǫ , U
3
ǫ ) of the stationary problem (5.12), and
a onstant K > 0 suh that
‖U iǫ‖∞ ≤ K, i = 1, 2, 3. (5.13)
Proof. We rst notie that a solution to
dU1ǫ
dx
(x) =
1
3ǫ
[
U2ǫ (x) + h(U
3
ǫ (x), x)) − 2U
1
ǫ (x)
]
,
dU2ǫ
dx
(x) =
1
3ǫ
[
U1ǫ (x) + h(U
3
ǫ (x), x)) − 2U
2
ǫ (x)
]
,
−
dU3ǫ
dx
(x) =
1
3ǫ
[
U1ǫ (x) + U
2
ǫ (x)− 2h(U
3
ǫ (x), x))
]
,
U1ǫ (0) = U
2
ǫ (0) = C0 := max(C
1
0 , C
2
0 ), U
3
ǫ (L) = U
2
ǫ (L).
(5.14)
is a super-solution to (5.12). It remains to nd a solution of (5.14) and to prove that it is
uniformly bounded in ǫ. It has been proved [91℄ that (5.14) admits a unique solution (xed point
argument for the existene and ontration for the uniqueness). By symmetry, as the solution is
unique, we have U1ǫ = U
2
ǫ . We are left to solve
dU1ǫ
dx
(x) =
1
3ǫ
(
h(U3ǫ (x), x) − U
1
ǫ (x)
)
,
−
dU3ǫ
dx
(x) =
2
3ǫ
(
U1ǫ (x)− h(U
3
ǫ (x), x)
)
,
U1ǫ (0) = C0, U
3
ǫ (L) = U
1
ǫ (L).
(5.15)
By ombination of the two lines of (5.15), we obtain a quantity whih does not depend on x,
2U1ǫ (x)− U
3
ǫ (x) =: Kǫ,
Kǫ = 2C0 − U
3
ǫ (0) ≤ 2C0, Kǫ = 2U
1
ǫ (L)− U
3
ǫ (L) = U
1
ǫ (L) ≥ 0,
and thus
0 ≤ Kǫ ≤ 2C0, U
3
ε (0) ≤ 2C0 U
1
ε (L) ≤ C
0.
Thus, we just have to prove that U1ǫ is uniformly bounded in L
∞
, knowing that U1ǫ (0) and U
1
ǫ (L)
are uniformly bounded in R. For that, we use a maximum priniple type argument. Indeed, if U1ǫ
reahes its maximal value on the boundary, the result follows. Now, if U1ǫ reahes its maximal
value at x0 ∈]0, L[, then,
dU1ǫ
dx
(x0) =
1
3ǫ
(
h(2U1ǫ (x0)−Kǫ, x0)− U
1
ǫ (x0)
)
,
and thus
U1ǫ (x0) = h(2U
1
ǫ (x0)−Kǫ, x0) ≥ 2U
1
ǫ (x0)−Kǫ
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then
U1ǫ (x0) ≤ Kǫ
and then Lemma 5.2.2 is proved.
We write in the same way∫ L
0
[(C1ǫ − U
1
ǫ )+ + (C
2
ǫ − U
2
ǫ )+ + (C
3
ǫ − U
3
ǫ )+](x, t)dx
≤
∫ L
0
[(C1ǫ − U
1
ǫ )+ + (C
2
ǫ − U
2
ǫ )+ + (C
3
ǫ − U
3
ǫ )+](x, 0)dx,
(5.16)
whih means that if the initial onditions lie under the supersolution, the solution stays below
for all time t, and proves Proposition 5.11. .
5.2.2 Entropies
The entropies we dene are similar to those introdued in Chapter 4
Denition 5.2.3 (A general family of entropies). A triplet of ontinuous funtions (S1, S2, S3)
whih satises
The Si(., x) are onvex and ontinuous,
∂S1
∂C
(h(C, x), x) =
∂S2
∂C
(h(C, x), x) =
∂S3
∂C
(C, x),
∀φ ∈ C1C [0, L], sup
v
∫ L
0
Si(v, x)φ′(x)dx ≤ K,
(5.17)
is alled an entropy for the system (5.1)
Denition 5.2.4 (An homogeneous entropy family). We dene S : R3 × R 7→ R, a ontinuous
funtion as an homogeneous entropy if it satises the onditions of Denition 5.2.3 and if
−
∂S1
∂x
(h(C, x), x) −
∂S2
∂x
(h(C, x), x) +
∂S3
∂x
(C, x) = 0, ∀C ∈ R (5.18)
Proposition 5.2.5. For a general family of entropies, the following dissipation law holds
∂
∂t
[ S1(C1ǫ , x) + S
2(C2ǫ , x) + S
3(C3ǫ , x) ] +
∂
∂x
[ S1(C1ǫ , x) + S
2(C2ǫ , x)− S
3(C3ǫ , x) ]
≤
∂S1
∂x
(C1ǫ , x) +
∂S2
∂x
(C2ǫ , x)−
∂S3
∂x
(C3ǫ , x).
(5.19)
From the entropy dissipation, we immediately onlude the following proposition
Proposition 5.2.6. We have the onvergenes
C1ǫ − h(C
3
ǫ , x) −→
ǫ−→0
0, C2ǫ − h(C
3
ǫ , x) −→
ǫ−→0
0, L2
(
[0, L] × [0, T ]
)
. (5.20)
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5.2.3 Strong onvergene
In this setion, we settle for our estimates and we prove that the onvergene of C3ǫ to its limit
is strong enough to obtain an entropi formulation at the limit. As it is lassial, we did not
detail this part in Chapter 4. In order to have a self-ontained work, we detail here the method
for the three tube ase.
Proposition 5.2.7. There exists C ∈ L∞
(
[0, L] × [0, T ]
)
suh that
C1ǫ −→
ǫ−→0
h(C, x), C2ǫ −→
ǫ−→0
h(C, x), C3ǫ −→
ǫ−→0
C, L2, a.e., (5.21)
From the L∞ estimates (and the Banah-Alaoglu-Bourbaki theorem [11℄), we have
Lemma 5.2.8. There exists C
i
, h, S and Si, i = 1, 2 suh that after extration of a subsequene,
Ciǫ ⇀
ǫ−→0
C
i
, h(C3ǫ , x) ⇀
ǫ−→0
h, Si(h(C3ǫ , x), x) ⇀
ǫ−→0
Si, S3(C3ǫ , x) ⇀
ǫ−→0
S, L∞ − w ∗ .
(5.22)
We all νx,t the Young measure assoiated with the sequene (C
3
ǫ )ǫ at (x, t) [5, 16, 86℄. When
no onfusion an be made, we merely write ν = νx,t. We have, for every ontinuous funtion α,
α(C3ǫ ) ⇀ α =
∫
R
α(ξ)dν(ξ) =:< ν,α > . (5.23)
In partiular, we write
C3 =< ν, ξ >=
∫
R
ξdν(ξ),
h =< ν, h(ξ, x) >=
∫
R
h(ξ, x)dν(ξ),
S =< ν, S3(ξ, x) >=
∫
R
S3(ξ, x)dν(ξ),
Si :=< ν, Si(h(ξ, x), x) >=
∫
R
Si(h(ξ, x), x)dν(ξ), i = 1, 2.
(5.24)
Next we prove that for all (x, t), νx,t redues to a Dira mass δξ=A. Then, we have
C
3
(x, t) =
∫
R
ξδξ=A,
therefore, for all (x, t) ∈ [0, L]× R
νx,t = δξ=C3(x,t) (5.25)
and so
h(x, t) =
∫
R
h(x, ξ)δ
ξ=C
3
(x,t)
= h(C3(x, t), x),
S = S3(C3(x, t), x).
(5.26)
Lemma 5.2.9. The L∞ weak limits satisfy
C3
[
S2(h(C3, x)) + S1(h(C3, x))
]
− C3S2 + S1 = 2h(C3, x)S3(C3, x)− 2h S L∞ − w ∗ .
(5.27)
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Lemma 5.2.10. The Young measure νx,t assoiated with the sequene (C
3
ǫ (x, t))ǫ redues to a
Dira mass for all (x, t).
First step : Proof of Lemma 5.2.9
Proof. We use the div-url lemma [87℄ to prove Lemma 5.2.9. We dene
Uǫ =
(
C3ǫ + 2h(C
3
ǫ , x), 2h(C
3
ǫ , x)− C
3
ǫ
)
Vǫ =
(
S1(h(C3ǫ , x), x) + S
2(h(C3ǫ , x), x) − S
3(C3ǫ , x),
− S1(h(C3ǫ , x), x) − S
2(h(C3ǫ , x), x) − S
3(C3ǫ , x)
) (5.28)
We reall that for (a, b) : R2 7→ R2,
div (a, b) =
∂a
∂t
+
∂b
∂x
, url (a, b) =
∂a
∂x
−
∂b
∂t
. (5.29)
We now dene
Sǫ = div (Uǫ), Tǫ = url (Vǫ). (5.30)
Their expression are given by
Sǫ =
∂
∂t
[
C3ǫ + 2h(C
3
ǫ , x)
]
+
∂
∂x
[
2h(C3ǫ , x)− C
3
ǫ
]
,
Tǫ =
∂
∂t
[
S1(h(C3ǫ , x), x) + S
2(h(C3ǫ , x), x) + S
3(C3ǫ , x)
]
+
∂
∂x
[
S1(h(C3ǫ , x), x) + S
2(h(C3ǫ , x), x) − S
3(C3ǫ , x)
]
.
(5.31)
For the hypotheses of the div-url lemma [64℄ to be satised, , we are left to prove that Sǫ and
Tǫ lie in a ompat of H
−1
(
[0, L]× [0, T ]
)
. It is suient to prove this property for Tǫ beause
Sǫ is equal to Tǫ with the hoie of the spei entropies S
1(C, x) = S2(C, x) = S3(C, x) = C.
We expand Tǫ as follows
Tǫ = µǫ + wǫ + zǫ (5.32)
with
µǫ =
∂
∂t
[
S1(C1ǫ , x) + S
2(C2ǫ , x) + S
3(C3ǫ , x)
]
+
∂
∂x
[
S1(C1ǫ , x) + S
2(C2ǫ , x)− S
3(C3ǫ , x)
]
,
wǫ =
∂
∂t
[
S1(h(C3ǫ , x))− S
1(C1ǫ , x)
]
+
∂
∂x
[
S1(h(C3ǫ , x))− S
1(C1ǫ , x)
]
,
zǫ =
∂
∂t
[
S2(h(C3ǫ , x))− S
2(C2ǫ , x)
]
+
∂
∂x
[
S2(h(C3ǫ , x))− S
2(C2ǫ , x)
]
.
(5.33)
We have,
C1ǫ − h(C
3
ǫ , x) −→
ǫ−→0
0, L2
(
[0, L] × [0, T ]
)
,
then, as S1 is ontinuous,
S1(C2ǫ )− S
1(h(C3ǫ , x)) −→
ǫ−→0
0, L2
(
[0, L] × [0, T ]
)
.
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As
∂
∂t
and
∂
∂x
are ontinuous from L2 to H−1, then,
wǫ −→
ǫ−→0
0, H−1
(
[0, L]× [0, T ]
)
. (5.34)
A fortiori, wǫ (and with the same argument zǫ) lie in a ompat of H
−1
(
[0, L]× [0, T ]
)
.
Sine (x, t) 7→ Si(Ciε(x, t), x) ∈ BV
(
[0, L] × [0, T ]
)
, then, (x, t) 7→
∂
∂t
Si(Ciε(x, t), x) and
(x, t) 7→
∂
∂t
Si(Ciε(x, t), x) are Radon measures. We annot bound eah of these quantities sepa-
rately from the other, beause it would mean that we an nd uniform BV estimates on the Ciε,
whih is not the ase. We use the following equality
∂
∂t
[ S1(C1ǫ , x) + S
2(C2ǫ , x) + S
3(C3ǫ , x) ] +
∂
∂x
[ S1(C1ǫ , x) + S
2(C2ǫ , x)− S
3(C3ǫ , x) ]
=
1
3ǫ
[(∂S1
∂C
(C1ǫ , x)−
∂S1
∂C
(C2ǫ , x)
)(
C2ǫ − C
1
ǫ
)
+
(∂S1
∂C
(C1ǫ , x)−
∂S1
∂C
(h(C3ǫ , x), x)
)(
h(C3ǫ , x)− C
1
ǫ
)
+
(∂S1
∂C
(C2ǫ , x)−
∂S1
∂C
(h(C3ǫ , x)
)(
h(C3ǫ , x)− C
2
ǫ
)]
+
∂S1
∂x
(C1ǫ , x) +
∂S2
∂x
(C2ǫ , x)−
∂S3
∂x
(C3ǫ , x).
(5.35)
Thanks to the assumption on the x derivative of Si,
∂S1
∂x
(C1ǫ , x) +
∂S2
∂x
(C2ǫ , x) −
∂S3
∂x
(C3ǫ , x)
is bounded in M∞[0, L] × [0, T ]. The other term of the right hand side of equality (5.35) is a
non-positive measure. then µε is uniformly bounded in W
−1,∞
loc , thanks to Murat's lemma [86℄,
it is ompat in H−1
(
[0, L]× [0, T ]
)
. We onlude that div (Uǫ) and url (Vǫ) lie in a ompat of
H−1
(
[0, L] × [0, T ]
)
. We an now apply the div-url lemma
Uǫ.Vǫ ⇀ U.V L
∞ − w∗, (5.36)
whih is the result announed. 
Seond step: Proof of Lemma 5.2.10
Proof. We onsider νx,t the Young measure assoiated with the sequene
(
Cǫ(x, t)
)
ǫ
. We write
< ν, (ξ − C
3
(x, t))
[
S1(h(ξ, x), x) + S2(h(ξ, x), x)
]
− 2
[
h(ξ, x) − h(C3(x, t), x)
]
Sξ >= 0 (5.37)
We introdue the following Kruzkov-like entropies
S1(C, x) = |C − h(k, x)|,
S2(C, x) = |C − h(k, x)|,
S3(C, x) = |C − k|
(5.38)
with k a real parameter
Clearly, (S1, S2, S3) is an entropy in the sense of denition 5.2.3. Indeed, they are onvex and
ontinuous with respet to their rst variable and using assumption (5.3)
∂S1
∂x
(h(C, x), x) =
∂h
∂x
(h(C, x), x) sign(C − h(x), x) ≤ K. (5.39)
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Equality (5.37) thus beomes
< ν, (ξ − C3(x))2|h(ξ, x) − h(C3(x), x)| − 2
[
h(ξ, x)− h(C3(x), x)
]
|ξ − C3(x)| >= 0, (5.40)
h is non inreasing, then,
< ν, 2|ξ − C
3
(x)|(h(ξ, x) − h(C3(x), x)) − 2
[
h(ξ, x)− h(C3(x), x)
]
|ξ − C3(x)| >= 0, (5.41)
thus,
2
(
h(C3(x), x)− h(C3(x), x)
)
< ν, |ξ − C3(x)| >= 0. (5.42)
If h is non-ane on any sub-interval, this implies thanks to Jensen strit inequality
< ν, |ξ − C3(x)| >= 0, (5.43)
and then
supp(ν) = {ξ|ξ − C3(x) = 0}
thus
νx,t = δC3(x,t). (5.44)
For all x, the Young measure assoiated with the sequene C3ǫ (x) is a Dira mass. We onlude
that for all α ontinuous,
α(C3ǫ ) −→
ǫ−→0
α(C3), Lp, 1 ≤ p <∞, a.e.
We end the proof of Proposition 5.2.7 by using Proposition 5.2.6.
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Chapter 6
An asymptoti targeting sheme
We develop a lass of asymptoti preserving shemes for the system we study in Chapter 4. The
asymptoti preserving shemes obtained thanks to a splitting method give rise to a boundary layer
at the neighborhood of x = L. Based on well balaned shemes methods, we build an asymptoti
preserving sheme whih beomes an upwind sheme at the limit.
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6.1 Introdution
6.1.1 The ontinuous problem
We onsider the following hyperboli relaxation system. For t ≥ 0 and x ∈ [0, L] :
∂uǫ
∂t
(x, t) +
∂uǫ
∂x
(x, t) =
1
ǫ
[
h(vǫ(x, t)) − uǫ(x, t)
]
,
∂vǫ
∂t
(x, t)−
∂vǫ
∂x
(x, t) =
1
ǫ
[
uǫ(x, t)− h(vǫ(x, t))
]
,
uǫ(0, t) = u0, vǫ(L, t) = αuǫ(L, t), α ∈ (0, 1),
uε(x, 0) = u
0(x), vε(x, 0) = v
0(x), u0, v0 ∈W 1,1[0, L]
(6.1)
where ε is the relaxation parameter and h is a non linear funtion whih satises
h(0) = 0, 1 < β ≤ h′(v) ≤ µ, h is not ane on any sub-interval, (6.2)
where α, β and µ positive onstants.
As proved in Chapter 4, under assumptions (6.2), the solution (uε, vε) to (6.1) onverges to
(u, v) solution to
∂
∂t
(
v + h(v)
)
(x, t) +
∂
∂x
(
h(v) − v
)
= 0, t > 0, x ∈ [0, L],
v(0, t) = h−1(u0), t > 0,
v(x, 0) = v0(x), x ∈ [0, L],
(6.3)
and
u = h(v). (6.4)
The mathematial study of the system (6.1) and its onvergene toward (6.3) are performed
in Chapter 4.
6.1.2 An asymptoti preserving sheme ompatible with the boundary on-
ditions
An asymptoti preserving sheme is dened as a stable, in the sense that its CFL ondition is
independant of ε, and onsistent numerial sheme (Sε) for the system (6.1) whih onverges as
ε goes to zero to a numerial sheme (S) for systems (6.3),(6.4).
Several AP have been proposed [20℄ [21℄, and we also proposed one in Chapitre 4, based on
a splitting method. We notie that the limit sheme (S) we obtain is diusive, and generates
a boundary layer at x = L due to the boundary onditions vǫ(L, t) = αuǫ(L, t) whih are not
at equilibrium. We wish to build an asymptoti preserving sheme whih enables us to get rid
of the boundary layer, as it has no real meaning in the limit ε = 0. To this purpose, we build
here a numerial sheme whih beomes an upwind sheme when ε = 0. When onsidering the
onservative law
∂z
∂t
+
∂z
∂x
f(z) = 0
and in the ase wher f ′(z) > 0, ∀z, we dene an expliit upwind sheme as a sheme whih an
be written
zn+1k = z
n
k +
∆t
∆x
(
gk+ 1
2
− gk− 1
2
)
,
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where gk+ 1
2
only depends on znk (and not on z
n
k+1). This work ts into the more general problem
of building AP shemes with onstraint on the limit sheme (S). In [8℄, the authors developed a
method to make optional the hoie of the numerial sheme in the asymptoti regime ε tends to
zero. They provide a Riemann solver oming from a well balaned Godunov sheme, by hoosing
a lever way to approximates the soure term, whih onentrates on the interfaes. We build
here an AP sheme by a spei hoie of orretion terms. At the limit, we do not obtain
the standard upwind sheme. It ould be done, but it would require to invert a funtion. The
drawbak our method is that we then have to analyze the sheme properties by hand, whereas
properties of stability or onvergene are automatially given with the onstrution used in [8℄,
as their sheme an be seen as a onvex ombination of well-known shemes. The advantage is
that we obtain a larger lass of AP shemes, parametrized by a real value b, and that we do not
have to invert a funtion. We onsider a lass of shemes under the form
un+1k = u
n
k −
∆t
∆x
[
unk − u
n
k−1
]
+
∆t
ε+∆x
Su(un, vn),
vn+1k = v
n
k −
∆t
∆x
[
− vnk+1 + v
n
k
]
−
∆t
ε+∆x
Sv(un, vn),
(6.5)
where Su and Sv are two disretizations of the soure term. We point out that the term
∆t
ε+∆x
(6.6)
behaves like
∆t
ε
when ∆x goes to zero, and like
∆t
∆x
when ε goes to zero. We impose both the
sheme to be onsistent with the system (6.1) and to beome an upwind sheme when ε = 0.
Our two onstraints are written as
i) Su and Sv are onsistent with h(v)− u,
ii) unk − u
n
k−1 + v
n
k − v
n
k+1 − S
u + Sv = h(vnk )− v
n
k − (h(v
n
k−1)− v
n
k−1).
We restrit ourselves to linear shemes with a 3 point stenil{
Su = h(vnk−1)− u
n
k−1 − av
n
k+1 + bv
n
k − cv
n
k−1,
Sv = h(vnk )− u
n
k + (1− a)v
n
k+1 + (b− 2)v
n
k + (1− c)v
n
k−1,
(6.7)
where a, b, c are real numbers. Stability onstraints on the sheme impose onstraints on a, b, c.
6.2 Results
In the ontext of the nite volume shemes framework, we onsider a mesh of N disjoint ells.
Let ∆x be the size of eah ell and ∆t the size of the time step. The nal time is denoted by T ,
and the number of iterations is denoted by nf , so that nf∆t = T .
Proposition 6.2.1. In the lass (6.5), (6.7) of numerial asymptoti preserving shemes (Sε)
whose limiting sheme (S) oinide with the upwind sheme, the sheme whih are stable in
L∞ ∩BV and those where a, b and c are onstant whih satisfy
a = 0, b = c, 1 ≤ b, (6.8)
and thus are written

un+1k − u
n
k
∆t
+
unk − u
n
k−1
∆x
=
1
ε+∆x
(
h(vnk−1)− u
n
k−1 + bv
n
k − bv
n
k−1
)
,
vn+1k − v
n
k
∆t
+
vnk − v
n
k+1
∆x
= −
1
ε+∆x
(
h(vnk )− u
n
k + v
n
k+1 + (b− 2)v
n
k + (1− b)v
n
k−1
)
,
un0 = u0, v
n
0 = h
−1(u0), v
n
N+1 = αu
n
N .
(6.9)
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6.2.1 Stability of the sheme
Proposition 6.2.2 (Conservation, Monotony and Positivity). Let
(
unk , v
n
k
)
k∈[0,N ],n≥0
denote the
nite volume approximation solution dened by (6.8),(6.9).
i) The quantity unk + v
n
k is onserved, whih means that there exists a numerial ux G suh
that
un+1k + v
n+1
k = u
n
k + v
n
k −
∆t
∆x
(Gn
k+ 1
2
−Gn
k− 1
2
).
Under the Courant-Friedrihs-Levy ondition
∆t ≤
∆x
µ− 1 + b
, (6.10)
ii) the sheme is monotone, whih means that we an write{
un+1k = G(u
n
k−1, u
n
k , u
n
k+1, v
n
k−1, v
n
k , v
n
k+1)
vn+1k = H(u
n
k−1, u
n
k , u
n
k+1, v
n
k−1, v
n
k , v
n
k+1),
where G and H are non-dereasing funtions with respet to eah of their variables,
iii) and the sheme preserves positivity :
If ∀k ∈ [1, N ], u0k ≥ 0, v
0
k ≥ 0, then ∀n ≥ 0,∀k ≥ 0, u
n
k ≥ 0, v
n
k ≥ 0.
(6.11)
Proposition 6.2.3 (L∞ estimate). Under the CFL ondition (6.10), there exists two vetors
U(ε) ∈ Rn, V (ε) ∈ Rn depending on ε, suh that
∀n ≥ 0,∀k ≥ 0, unk ≤ Uk(ε), v
n
k ≤ Vk(ε).
Proposition 6.2.4 (BV estimate). We dene
|un|BV =
N−1∑
k=1
|unk+1 − u
n
k |, |v
n|BV =
N∑
k=1
|vnk+1 − v
n
k |.
Under the CFL ondition (6.10), there exists K(ε) suh that
|un|BV + |v
n|BV ≤ K(ε).
6.2.2 Relaxation toward the equilibrium
We denote here by
(
unk , v
n
k
)
k∈[0,N ],n≥0
the nite volume approximation solution dened by
(6.8), (6.9) for ε = 0. As it ould be ambiguous, we point out that in the previous setions, we
denoted the same manner the solution dened by (6.8), (6.9) for all ε > 0. In this part, we made
the following assumption
N−1∑
k=1
|vnk+1 − v
n
k | ≤ K, where K does not depend on ∆x. (6.12)
113
6.3. PROOFS
Lemma 6.2.5. Under the assumption (6.12), we have
‖unk − h(v
n
k )‖L1 −→
∆x−→0
0
(6.13)
Our main result is the
Proposition 6.2.6. Under the assumption (6.12), for ε = 0, the sheme we obtain on ρnk :=
unk + v
n
k is
6.3 Proofs
6.3.1 Monotony and positivity
We prove here Proposition 6.2.2. We rst write the sheme under the following onservative
form
un+1k = u
n
k−
∆t
∆x
[
unk − u
n−1
k +
∆x
2(∆x+ ε)
(
(h(vnk )− u
n
k + v
n
k+1 − v
n
k )− (h(v
n
k−1)− u
n
k−1 + v
n
k − v
n
k−1)
)]
+
∆x
2(∆x+ ε)
[
h(vnk ) + h(v
n
k−1)− (u
n
k + u
n
k−1) + (2b− 2)v
n
k + v
n
k+1 + (1− 2b)v
n
k−1
]
,
vn+1k = v
n
k−
∆t
∆x
[
vnk − v
n+1
k +
∆x
2(∆x+ ε)
(
(h(vnk )− u
n
k + v
n
k+1 − v
n
k )− (h(v
n
k−1)− u
n
k−1 + v
n
k − v
n
k−1)
)]
−
∆x
2(∆x+ ε)
[
h(vnk ) + h(v
n
k−1)− (u
n
k + u
n
k−1) + (2b− 2)v
n
k + v
n
k+1 + (1− 2b)v
n
k−1
]
,
so that the quantity unk + v
n
k appears in a onservative way. To prove the monotony, we write
the sheme under the form
un+1k =
[
1−
∆t
∆x
]
unk +
[∆t
∆x
−
∆t
∆x+ ε
]
unk−1 +
∆t
∆x+ ε
[
h(vnk−1)− bv
n
k−1
]
+ b
∆t
∆x+ ε
vnk := G,
vn+1k =
[
1−
∆t
∆x
+
(2− b)∆t
∆x+ ε
]
vnk +
[∆t
∆x
−
∆t
∆x+ ε
]
vnk+1 −
∆t
∆x+ ε
h(vnk ) +
∆t
∆x+ ε
unk
+ (b− 1)
∆t
∆x+ ε
vnk−1 := H.
(6.14)
To guarantee the monotony of the sheme, we state that the derivatives of G and H with
respet to eah of their variables are nonnegative under the CFL ondition. The only derivative
whose positivity is not obvious is
∂H(unk−1, u
n
k , u
n
k+1, v
n
k−1, v
n
k , v
n
k+1)
∂vnk
=
∂
∂vnk
[
1−
∆t
∆x
+ (2− b)
∆t
∆x+ ε
]
vnk −
∆t
∆x+ ε
h(vnk )
≥
[
1−
∆t
∆x
+ (2− b)
∆t
∆x+ ε
− µ
∆t
∆x+ ε
]
vnk
≥
[
1−
∆t
∆x
(µ − 1 + b)
]
vnk
≥ 0 as soon as
[
1−
∆t
∆x
(µ− 1 + b)
]
≥ 0.
We notie that G(0, 0, 0, 0, 0, 0) = H(0, 0, 0, 0, 0, 0) = 0, and the positivity follows from the
monotony.
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6.3.2 The L∞ stability
We want to prove uniform L∞ estimates with respet to∆t,∆x on the solution of the numerial
shemes.
Lemma 6.3.1. For all M > u0, there exists a pair of vetors (U, V ) of size N whih depend on
ε suh that
Uk − Uk−1 ≥
∆x
∆x+ ε
[
h(Vk−1)− Uk−1 + bVk − bVk−1
]
,
Vk − Vk+1 ≥
∆x
∆x+ ε
[
− h(Vk) + Uk − Vk+1 + (2 − b)Vk + (b− 1)Vk−1
]
,
U0 ≥ u0, V0 = h
−1(u0), VN+1 ≥ αUN .
(6.15)
and
inf
k∈[0,N ]
Uk > M, inf
k∈[0,N ]
Vk > M.
The last ondition expresses that (U, V ) an be hosen as large as desired, in partiular larger
than the initial state.
We assume the existene of (U, V ) as dened in Lemma 6.3.1 with M ≥ supk∈[1,N ] u
0
k and
M ≥ supk∈[1,N ] v
0
k. We state that
∀n ≥ 0,∀k ∈ [1, N ], unk ≤ Uk, v
n
k ≤ Vk. (6.16)
Indeed, if for a given n, unk ≤ Uk and v
n
k ≤ Vk, then, using the monotony of the sheme, we have
{
un+1k = G(u
n
k−1, u
n
k , u
n
k+1, v
n
k−1, v
n
k , v
n
k+1) ≤ G(Uk−1, Uk, Uk+1, Vk−1, Vk, Vk+1)
vn+1k = H(u
n
k−1, u
n
k , u
n
k+1, v
n
k−1, v
n
k , v
n
k+1) ≤ H(Uk−1, Uk, Uk+1, Vk−1, Vk, Vk+1).
(6.17)
We write G and H under the form
G(Uk−1, Uk, Uk+1, Vk−1, Vk, Vk+1) =Uk −
∆t
∆x
(
Uk − Uk−1 −
∆x
∆x+ ε
[
h(Vk−1)− Uk−1 + bVk − bVk−1
])
H(Uk−1, Uk, Uk+1, Vk−1, Vk, Vk+1) =Vk −
∆t
∆x
(
Vk − Vk+1
−
∆x
∆x+ ε
[
− h(Vk) + Uk − Vk+1 + (2− b)Vk + (b− 1)Vk−1
])
.
That implies, aording to (6.15){
G(Uk−1, Uk, Uk+1, Vk−1, Vk, Vk+1) ≤ Uk
H(Uk−1, Uk, Uk+1, Vk−1, Vk, Vk+1) ≤ Vk,
whih ombined with (6.17) leads to
un+1 ≤ U, vn+1 ≤ V,
and the L∞ bound follows by indution. We now prove Lemma 6.3.1.
We are looking for two vetors U , V whih satisfy (6.15). We laim that it is suient to nd
U, V suh that
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Lemma 6.3.2. There exists a ouple of vetors (U, V ) satisfying
Uk − Uk−1 =
∆x
∆x+ ε
[
h(Vk−1)− Uk−1 + bVk − bVk−1
]
,
Vk − Vk+1 =
∆x
∆x+ ε
[
− h(Vk) + Uk − Vk+1 + (2 − b)Vk + (b− 1)Vk−1
]
,
U0 ≥ u0, VN+1 ≥ αUN ,
(6.18)
are they are given by the formula
Uk =Vk + (b− 1)
∆x
∆x+ ε
(
Vk − Vk−1
)
+K(ε,∆x), k = 1..N,
Vk =Vk−1 +
∆x
ε
(
h(Vk−1)− Vk−1
)
−
∆x
ε
K(ε,∆x) + (b− 1)
∆x
ε
2∆x+ ε
∆x+ ε
(
Vk−1 − Vk−2
)
,
(6.19)
where
V1 > V0 > u0, 0 < K(ε,∆x) ≤ min
(
(β − 1)V0,
1− α
α
V0
)
. (6.20)
Proof. We denote by U and V the vetors desribed by (6.19) and (6.20).
Vetors U and V satisfy (6.18).
We have, by replaing K(ε,∆x) by its value given by the rst line of (6.19),
Vk = Vk−1 +
∆x
ε
(
h(Vk−1)− Vk−1
)
−
∆x
ε
(
Uk − Vk − (b− 1)
∆x
∆x+ ε
(
Vk − Vk−1
))
+ (b− 1)
∆x
ε
2∆x+ ε
∆x+ ε
(
Vk−1 − Vk−2
)
We multiply the upper line by 1−
∆x
∆x+ ε
=
ε
∆x+ ε
and we obtain
(
1−
∆x
∆x+ ε
)
Vk =
(
1−
∆x
∆x+ ε
)
Vk−1 +
∆x
∆x+ ε
(
h(Vk−1 − Vk−1 − Uk−1 + Vk−1
)
+ (b− 1)
[∆x(2∆x+ ε)
(∆x+ ε)2
−
(∆x)2
(∆x+ ε)2
](
Vk−1 − Vk−2
)
thus
Vk = Vk−1 +
∆x
∆x+ ε
(
h(Vk−1)− Vk−1 − Uk−1 − Vk + Vk−1 −
b− 1
∆x+ ε
(
Vk−1 − Vk−2
))
whih proves the seond line of (6.18). Aording to the seond line of (6.19), U satisfy
Uk − Uk−1 = Vk − Vk−1 + (b− 1)
∆x
∆x+ ε
(
Vk − (2− b)Vk−1 − (b− 1)Vk−2
)
,
whih is, using the expression of V
Uk − Uk−1 =
∆x
ε
(
h(Vk−1)− Uk−1 + Vk − (2− b)Vk−1 − (b− 1)Vk−2
)
+ (b− 1)
∆x
∆x+ ε
(
Vk − (2− b)Vk−1 − (b− 1)Vk−2
)
,
and then
Uk − Uk−1 =
∆x
∆x+ ε
[
h(Vk−1)− Uk−1 + bVk − bVk−1
]
.
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Positivity of U and V
From assumption (6.20), we dedue that
V2 >
∆x
ε
(
h(V1)− V1
)
−
∆x
ε
K(ε,∆x),
and then
V2 >
∆x
ε
(β − 1)V1 −
∆x
ε
K(ε,∆x)
whih implies V2 > 0 thanks to the assumption on K(ε,∆x). Reasonning the same way for all
k, we prove that Vk > Vk−1 and Vk > 0, k = 0..N , and then we onlude that Uk > 0, k = 0..N .
The fat that the sequene (Vk)k is inreasing gives us that
0 < K(ε,∆x) ≤ min
(
(β − 1)Vk,
1− α
α
Vk
)
, k = 0..N. (6.21)
The boundary onditions We rst ompute
VN+1 − αVN = (1− α)VN +
∆x
ε
(
h(VN )− VN −K(ε,∆x)
)
+ (b− 1)
∆x
∆x+ ε
(
2∆x+ ε
ε
− α)
− αK(ε,∆x),
then
VN+1 − αVN >
∆x
ε
(
h(VN )− VN −K(ε,∆x)
)
− αK(ε,∆x),
and thusVN+1 > αVN as soon as
1− α
α
V0 <
1− α
α
V0, whih is (6.21).
The expression of Uk gives us immediately that
U0 > V0 > u0.
6.3.3 The BV estimates
We start with a preliminary lemma.
Lemma 6.3.3. For all n > 0, there are two onstants (Cε,Dε) uniformly bounded in (∆t,∆x)
suh that
‖un‖BV + ‖v
n‖BV ≤
(
1 +Cε
)n[
‖u0‖BV + ‖v
0‖BV
]
+
Dε
Cε
(
1− (1 + Cε∆t)
n
)
.
Proof. Using the numerial sheme (6.9), we rst state that
N−1∑
k=0
|un+1k+1 − u
n+1
k |+
N∑
k=0
|vn+1k+1 − v
n+1
k |
=
N−1∑
k=1
∣∣∣(1− ∆t
∆x
)(unk+1 − u
n
k) + (
∆t
∆x
−
∆t
∆x+ ε
)(unk − u
n
k−1)
+
∆t
∆x+ ε
[
h(vnk )− h(v
n
k−1)− b(v
n
k − v
n
k−1)
]
+
b∆t
∆x+ ε
(vnk+1 − v
n
k )
∣∣∣
+
N−1∑
k=1
∣∣∣(1− ∆t
∆x
+ (2− b)
∆t
∆x+ ε
)(vnk+1 − v
n
k )
+ (
∆t
∆x
−
∆t
∆x+ ε
)(vnk+2 − v
n
k+1)−
∆t
∆x+ ε
(h(vnk+1)− h(v
n
k ))
+
∆t
∆x+ ε
(unk+1 − u
n
k) + (b− 1)
∆t
∆x+ ε
(vnk − v
n
k−1)
∣∣∣
+
∣∣∣un+11 − u0∣∣∣+ ∣∣∣vn+11 − v0∣∣∣ + |vn+1N+1 − vn+1N |.
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We split the three terms of the sum. We denote by A the term orresponding to k going from
1 to N − 1 and we treat separately the terms orresponding to k = 0 and to k = N . We use
assumption (6.2) and the positivity under the CFL ondition to obtain
A ≤
N−1∑
k=1
(1−
∆t
∆x
+
∆t
∆x+ ε
)|unk+1 − u
n
k |+
N−2∑
k=0
(
∆t
∆x
−
∆t
∆x+ ε
)|unk+1 − u
n
k |
+
N−1∑
k=1
(1−
∆t
∆x
+ (2− β)
∆t
∆x+ ε
)|vnk+1 − v
n
k |
+
N−2∑
k=0
(µ− 1)
∆t
∆x+ ε
|vnk+1 − v
n
k |+
N∑
k=2
(
∆t
∆x
−
∆t
∆x+ ε
)|vnk+1 − v
n
k |.
We obtain our rst estimate
A ≤
(
1 + (µ + 1− β)
∆t
∆x+ ε
)N−2∑
k=2
[
|unk+1 − u
n
k |+ |v
n
k+1 − v
n
k |
]
+ |un2 − u
n
1 |+ |(1 −
∆t
∆x
+ (µ + 1− β)
∆t
∆x+ ε
)|vn2 − v
n
1 |
+ (1−
∆t
∆x
+
∆t
∆x+ ε
)|unN − u
n
N−1|+ (1 + (1− β)
∆t
∆x+ ε
)|vnN − v
n
N−1|
+ (
∆t
∆x
−
∆t
∆x+ ε
)|un1 − u0|+ (µ − 1)
∆t
∆x+ ε
|vn1 − v0|
+ (
∆t
∆x
−
∆t
∆x+ ε
)|αunN − v
n
N |.
(6.22)
The term orresponding to k = 0 is treated in the following way
|un+11 − u0|+ |v
n+1
1 − v0| =
∣∣∣(1− ∆t
∆x
)un1 + (
∆t
∆x
−
∆t
∆x+ ε
)u0 +
∆t
∆x+ ε
[
h(v0)− bv0
]
+
b∆t
∆x+ ε
vn1 − u0
∣∣∣
+
∣∣∣(1− ∆t
∆x
+ (2− b)
∆t
∆x+ ε
)vn1 + (
∆t
∆x
−
∆t
∆x+ ε
)vn2 −
∆t
∆x+ ε
h(vn1 )
+
∆t
∆x+ ε
un1 + (b− 1)
∆t
∆x+ ε
v0 − v0
∣∣∣,
we now use the equality u0 = h(v0), we obtain
|un+11 − u0|+ |v
n+1
1 − v0| ≤
∣∣∣(1− ∆t
∆x
)(un1 − u0) +
∆t
∆x+ ε
(vn1 − v0)
∣∣∣
+
∣∣∣( ∆t
∆x
−
∆t
∆x+ ε
)(vn2 − v
n
1 ) + (1−
∆t
∆x+ ε
+ (2− b)
∆t
∆x+ ε
)(vn1 − v0)
−
∆t
∆x+ ε
(h(vn1 )− h(v0)) +
∆t
∆x+ ε
(un1 − u0)
∣∣∣.
Using estimate (6.2) again and rearranging the terms
|un+11 − u0|+ |v
n+1
1 − v0| ≤(1−
∆t
∆x
+
∆t
∆x+ ε
)|un1 − u0|+ (
∆t
∆x
−
∆t
∆x+ ε
)|vn2 − v
n
1 |
+ (1 + (2− b− β)
∆t
∆x+ ε
)|vn1 − v0|.
(6.23)
The term k = N is treated as
|vn+1N+1 − v
n+1
N | = |αu
n+1
N − v
n+1
N |,
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then, using the sheme (6.9),
|vn+1N+1 − v
n+1
N | =
∣∣∣α(1− ∆t
∆x
)unN + α(
∆t
∆x
−
∆t
∆x+ ε
)unN−1 + α
∆t
∆x+ ε
[
h(vnN−1)− bv
n
N−1
]
+ α
b∆t
∆x+ ε
vnN − (1−
∆t
∆x
+ (2− b)
∆t
∆x+ ε
)vnN − α(
∆t
∆x
−
∆t
∆x+ ε
)unN
+
∆t
∆x+ ε
h(vnN )−
∆t
∆x+ ε
unN − (b− 1)
∆t
∆x+ ε
vnN−1
∣∣∣,
by rearranging the terms
|vn+1N+1 − v
n+1
N | =
∣∣∣(1− ∆t
∆x
−
∆t
α(∆x+ ε)
)αunN + α(
∆t
∆x
−
∆t
∆x+ ε
)(unN−1 − u
n
N )
− (1−
∆t
∆x
−
∆t
α(∆x+ ε)
)vnN
+
∆t
∆x+ ε
[
(−b− αb− 1)vnN−1 + αh(v
n
N−1) + (αb+ b− 2 +
1
α
vnN + h(v
n
N )
]∣∣∣.
From the boundary ondition, we may replae αunN by v
n
N+1 to get
|vn+1N+1 − v
n+1
N | ≤ (1−
∆t
∆x
−
∆t
α(∆x+ ε)
)α|vnN+1 − v
n
N |+ α(
∆t
∆x
−
∆t
∆x+ ε
)|unN−1 − u
n
N |+Dε,
(6.24)
with
Dε = max
∆t,∆x
∆t
∆x+ ε
[
(−b− αb− 1)vnN−1 + αh(v
n
N−1) + (αb+ b− 2 +
1
α
)vnN + h(v
n
N )
]
. (6.25)
Aording to proposition 6.2.3, Dε is a onstant whih is uniformly bounded in (∆t,∆x).
We ombine now (6.22), (6.23) and (6.24) and obtain
N−1∑
k=0
|un+1k+1 − u
n+1
k |+
N∑
k=0
|vn+1k+1 − v
n+1
k | ≤(1 + Cε∆t)
[N−1∑
k=0
|unk+1 − u
n
k |+
N∑
k=0
|vnk+1 − v
n
k |
]
+Dε,
(6.26)
with
Cε =
µ+ 1− β
∆x+ ε
, (6.27)
whih ends the proof of Lemma 6.3.3.
From (6.26) we obtain
|un+1|BV + |v
n+1|BV ≤
(
1 + Cε∆t
)n[
|un|BV + |v
n|BV
]
+
Dε
Cε
(
1− (1 + Cε∆t)
n
)
. (6.28)
We notie that
(1 + Cε∆t)
n = exp(n log(1 +Cε∆t)) = exp(CεT ) + o(1),
and then Proposition 6.2.4 is proved.
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6.4 Proof of the relaxation toward equilibrium
We prove Lemma 6.2.5.
We dene
enk = |u
n
k − h(v
n
k )|. (6.29)
We ompute
en+1k =
∣∣∣un+1k − h(vn+1k )∣∣∣ = ∣∣∣(1− ∆t∆x)unk + ∆t∆x(h(vnk−1) + b(vnk − vnk−1))− h(vn+1k )∣∣∣,
whih we an write
en+1k =
∣∣∣(1− ∆t
∆x
)(
unk − h(v
n
k )
)
+
∆t
∆x
(
h(vnk−1)− h(v
n
k )
)
+ b
∆t
∆x
(
vnk − v
n
k−1
)
+
(
h(vnk )− h(v
n+1
k )
)∣∣∣.
Hene
en+1k ≤
(
1−
∆t
∆x
)
enk +
∆t
∆x
(b− β)
∣∣∣vnk − vnk−1∣∣∣+ µ∣∣∣vn+1k − vnk ∣∣∣,
and then
en+1k ≤
(
1−
∆t
∆x
)
enk +
∆t
∆x
(b− β)
∣∣∣vnk − vnk−1∣∣∣+ µ(b− 1) ∆t∆x ∣∣∣vnk − vnk−1∣∣∣+ µ∆t∆x ∣∣∣h(vnk )− unk ∣∣∣.
We multiply by ∆x and we sum over k ∈ [1, N ] to obtain
‖en+1k ‖1 ≤
(
1−
∆t
∆x
)
‖enk‖1 +Cste∆t|v
n|BV .
Under assumption (6.12) whih guarantees that |vn|BV is uniformly bounded by K with ∆x,
and thus,
‖en+1k ‖1 ≤
(
1−
∆t
∆x
) T
∆t
(
‖e0k‖1 − (1−
∆t
∆x
)
)
+K∆t,
whih proves Lemma 6.2.5.
6.5 Numerial illustrations
For the numerial illustrations, as in Chapter 4, we hoose
h(v) = 2
v
1 + v
+ 2v, α =
1
2
,
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0 0.25 0.5 0.75 11
2
3
4
5
6
x−axis
 
 
ε = 0 
ε = 10−3
ε = 10−2
Figure 6.1: We plot uε + vε solution to (6.1) for L = 1, taken at t = 1.5, using the numerial
sheme (6.9), for ε = 10−3, ε = 10−2 and ε = 0. We notie that the boundary layer tends to
vanish as ε −→ 0.
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Figure 6.2: The error to equilibrium u − h(v) for (uε, vε) solution to (6.1) for L = 1 taken at
time t = 0.5, zoomed on x ∈ [0.1, 0.4], U sheme (6.9) with ε = 0. The three urves orrespond
to dierent values of ∆x.
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Figure 6.3: The error to equilibrium u− h(v) for (uε, vε) solution to (6.1) using the numerial
sheme (6.9) with ε = 0. The three urves orrespond to dierent time values t.
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Part II
A more realisti model
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Chapter 7
Desription of the model
This hapter is inspired from the rst part of the paper
M. Tournus, N. Seguin, B. Perthame, S.R. Thomas, and A. Edwards. A Model of Calium
Transport along the Rat Nephron. Aepted in the Amerian Journal of Physiology, 2013.
We developed a mathematial model of alium (Ca
2+
) transport along the rat nephron to in-
vestigate the fators that promote hyperaliuria. The model is an extension of the at medullary
model of Hervy and Thomas (Am J Physiol Renal Physiol 284: F65-F81, 2003). It expliitly
represents all the nephron segments beyond the proximal tubules, and distinguishes between su-
perial and deep nephrons. It is a set of dynami onservation equations to determine NaCl,
urea, and Ca
2+
onentration proles in tubules, vasa reta, and the interstitium.
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Introdution
In this hapter, we desribe preisely the model we study and from whih we draw onlusions.
It is a model of a rat kidney. The onlusions we draw from that model are at least as far from
the reality as the model is far from the real kidney. We also introdue in this part some spei
voabulary, in order to have a ommon language with biologists and nephrologists. We reall
that what drives our interest is the predition of alium reabsorption rates along the nephron,
and alium onentration proles in vasa reta, tubules and the interstitum.
Figure 7.1: Representation of the two kidneys of one individual. This piture is taken from [35℄.
7.1 Physial representation
7.1.1 The renal arhiteture
We distinguish two domains in the kidney : the ortex and the medulla.
Figure 7.2: The ortex and and the medulla are two domains of the kidney.
The renal medulla is divided into the outer medulla (OM) and the inner medulla (IM), as
illustrated in Figure 7.3. The outer medulla itself onsists of an outer stripe (OS) and an inner
stripe (IS). The inner medulla is also subdivided into an upper part (UIM) and lower part
(LIM). Whereas the ortial interstitium is taken to be everywhere isosmoti with plasma, solute
onentrations in the renal medullary interstitium vary along the ortio-medullary axis (whih
is the x-axis).
Our model of tubular and vasular transport takes into aount the dierent tubes in the
medulla and in the ortex. It rst ontains the desending and asending vasa reta (DVR and
AVR), whih are blood vessels. Blood arrives to the desending vasa reta from the renal artery
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(in red on Figure 7.1 ), it ows in the desending vasa reta and is nally evauated by the renal
vein (in blue in Figure 7.1). The model also inludes nephron segments, inluding the desending
limbs (DL) and the asending limbs (AL) whih onstitute the loop of Henle, and the olleting
duts (CD). All of these tubes are immersed in a ommon interstitium. This is a 1-D model,
whih means that all physial quantities depend only on the depth x and on the tube. In ontrast
with the HT model whih speies steady state boundary onditions at the inlet of the outer
medullary olleting dut (OMCD) as an algebrai funtion of the outlet of the medullary thik
asending limb, we expliitly represent the ortial distal tubules that onnet the medullary
thik asending limb (mTAL) outlet to the OMCD inlet. The four ortial segments inlude the
ortial thik asending limb (TAL), the distal onvoluted tubule (DCT), the onneting tubule
(CNT) and the ortial olleting dut (CCD). The ortial segments are immersed in the ortex.
The ortex is taken to be an innite medium. The onentration of eah solute in the ortex is
equal to the onentration entering the vasa reta. We also distinguish between long and short
limbs: the short ones do not penetrate into the inner medulla. As depited in Figure 7.3, the
short-looped nephrons have a longer TAL and a shorter CNT, relative to the long loops. We
assume that short- and long-looped nephrons (hereafter referred to as short and long nephrons)
onnet at the CCD entrane.
To simplify the notation, tubes (i.e., tubules and vasa reta) are numbered as follows in the
medulla: 1= DVR, 2= AVR, 3= long DL (or LDL), 4= long AL (or LAL), 5 = short DL (or SDL),
6 = short AL (or SAL), 7= CD. In addition, the supersript d and int respetively denote
the ortial distal tubules and the interstitium. The physial properties (e.g., permeability and
radius) of a given lass of tubules or vasa reta are idential, and may vary with depth. Finally,
the model expliitly represents 3 solutes, NaCl (denoted Na), urea (U), and Ca2+ (Ca).
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Figure 7.3: Model representation of the renal arhiteture
7.1.2 Number and length of vessels and tubules
The loops of Henle and vasa reta turn bak at varying distanes from the ortex as depited
in Figure 7.3. Let N j(x) denote the total number of tubes of type j at depth x; L denotes
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the total length of the medulla (6 mm). The absissa xOS/IS (0.7 mm) and xOM/IM (2 mm)
respetively represent the spatial oordinate at the boundary between the outer and inner stripe,
and between the outer and inner medulla. The DCT and CCD are taken to be 0.7 and 3.0 mm
long, respetively. As noted above, the length of the TAL and CNT varies between short- and
long-looped nephrons. These segments are taken to be, respetively, 2.5 and 1.0 mm long in
short nehrons, and 0.5 and 3.0 mm long in long nephrons. The ombined length of the TAL,
DCT, and CNT (denoted LCTDC) is therefore equal to 4.2 mm in both short and long nephrons.
We denote by yL the spatial oordinate at the boundary between the TAL and DCT in long
nephrons, by yS that in short nephrons, and by Ld the total length of the ortial distal tubules
(7.2 mm). These values orrespond to rat values.
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Figure 7.4: The left-side panel represents the number of desending vasa reta (N1), desending
loops of Henle (short and long) (N5and N3), and olleting duts (N7) as a funtion of depth.
As an illustration, we draw on the right-side panel a representation of tubules and vessels of
varying length. The arhiteture of tubes 3 and 4 (DL and AL) is the same as that of tubes
1 and 2 (DVR and AVR) and the arhiteture of distal tubules is similar to that of olleting
duts.
We now desribe the number of tubules as a funtion of depth. The total number of nephrons
is taken as 30 000. These parameter values are not fundamental for understanding the rest of
this hapter and the next hapter.
Vessels.
The number of long desending vasa reta (N1L) is taken to derease exponentially in the IM:
N1L(x) = 20 000 0 ≤ x ≤ xOM/IM ,
N1L(x) = 20 000 exp(−k
1(x− xOM/IM )) xOM/IM ≤ x.
The number of short desending vasa reta (N1S) is taken to be onstant in the OS and to
linearly derease in the IS
N1S(x) = 40 000 0 ≤ x ≤ xOS/IS
N1S(x) = 40 000×
[
1−
x− xOS/IS
xOM/IM − xOS/IS
]
xOS/IS ≤ x ≤ xOM/IM .
Note that by ontinuity, the number of asending vasa reta (or loops of Henle) at a given
level is equal to that of desending vasa reta (or loops of Henle) at that level.
129
7.2. PHYSICAL VARIABLES
Loops of Henle.
The number of long desending limbs N3 is given by
N3(x) =10 000 0 ≤ x ≤ xOM/IM ,
N3(x) =10 000 exp(−k3(x− xOM/IM)), xOM/IM ≤ x.
The number of short desending limbs (N5) is taken to be onstant in the OM
N5(x) = 20 000 0 ≤ x ≤ xOM/IM .
Cortial distal tubules.
We distinguish between the TAL, DCT and CCD of long-looped (supersript dL) and short-
looped (supersript dS) nephrons. In both short and long nephrons, the number of TAL and
DCT remains onstant, and the number of CNT is taken to derease exponentially
NdL(y) =NdL(0), y ∈ [0, yL],
NdL(y) =NdL(0) exp(−kd(y − 1.2)), y ∈ [V,LCTDC ],
where NdL(0) is the number of long loops at the CM juntion, i.e. N3(0).
NdS(y) =NdS(0), y ∈ [0, yS ],
NdS(y) =NdS(0) exp(−kd(y − 1.2)), y ∈ [yS , LCTDC ],
where NdS(0) is the number of short loops at the CM juntion, i.e. N5(0).
We assume that long- and short-looped nephrons meet at the CCD entrane. The number of
CCD (NCCD) is taken to derease exponentially
NCCD(y) = (NdL(LCTDC) +N
dS(LCTDC)) exp(−k
d(y − LCTDC)), y ∈ [LCTDC , Ld],
Medullary olleting duts. The number of medullary olleting duts (N7) dereases as
they oalese, and we assume the following distribution [?℄:
N7(x) =5 000 exp(−k7x), x ∈ [0, L].
For medullary tubules and vessels, kj (j = 1, 3, 7) is a onstant omputed suh that the number
of a given lass of tubules is ≈ 75 at x = L. We also make the assumption that the parameter
kd whih haraterizes the exponential derease of tubules in the ortex is the same for long-
and short-looped nephrons. Then, kd is ajusted so that the number of CDs leaving the ortex
is equal to that entering the medulla (that is, 5 000). With these assumptions, k1 = k3 =
1.22 mm−1 , k7 = 0.7 mm−1, kd = 0.4 mm−1.
7.2 Physial variables
7.2.1 The unknowns
The unknowns to be determined are dened for all time t > 0, for all x ∈ [0, L] for tubes
1, 2, 3, 4, 7, int, for all x ∈ [0,
L
3
] for tubes 5, 6, and for all y ∈ [0, Ld] for the distal tubule. The
supersript j denotes a given type of tube (j = 1 − 7, d), and the subsript i denotes a given
solute (i= Na, U, Ca).
• F j(t, x) (m3.s−1) is the water ow in one representative tube of the set of tubes j at
depth x and time t. It represents the volume of water passing through the area entered
in x in 1 seond. The variable N j(x)F j(t, x) represents the total water ow of the set of
tubes j at depth x and at time t. Note that in asending tubes, F j is a negative number.
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        x         x
Figure 7.5: The water ow F (t, x) is the volume of water passing through the area entered in
x in 1 seond. The water ux JV (t, x) is the signed surfae of water entering tube j at depth x
in 1 seond.
• Cji (t, x)(mol.m
−3) is the onentration of solute i in one representative tube j. The prod-
ut F j(t, x)Cji (t, x)(mol.s
−1) represents the number of moles of solute i passing through
the area entered in x in 1 seond.
• J jV (t, x) (m
2.s−1) is the algebrai water ux aross the wall of tube j. It represents the
signed surfae of water entering tube j aross the wall at depth x in 1 seond. N j(x)J jV (t, x)
represents the total water ux entering the set of tubes j.
• J ji (t, x)(mol.m
−1.s−1) is the algebrai ux of solute i entering tube. It represents the
number of moles entering tube j aross the wall at depth x in 1 seond. N j(x)J ji (t, x)
represents the total water ux entering the set of tubes j.
With our onvention, the uxes J j are positive when they go from the interstitium to the tube j,
and negative in the other ase. In the interstitium, both ortial and medullary, we assume that
there is no axial water ow (F int(t, x) = 0). This assumption is made in all nephron models,
and is justied by the fat that interstitial ells are organized in layers perpendiular to the
ortio-medullary axis, whih prevents any ow in the x-diretion.
7.2.2 Physial phenomena inluded in the model
We desribe here exhanges aross tube wall. The luminal membrane is the side of the mem-
brane whih is inside the tube, whereas the basolateral membrane is the other side.
Water transport aross the tube walls is driven by osmosis. In a region where there are n
solutes of onentration (C1, C2, ..., Cn) with osmoti oeients (Φ1,Φ2, ...,Φn), we dene the
osmoti pressure as
Π = RT
n∑
i=1
ΦiCi. (7.1)
This expression is only valid for small solutes The osmoti oeient Φi of a solute i is a weight
that only depends on the solute.
• Osmosis: When the wall of a tube is permeable to water, water moves from the side with
the lower osmoti pressure to the side with the higher osmoti pressure.
There are also solute exhanges throughout tube walls.
• Diusion: When the wall of a tube is permeable to a solute, that solute moves from the
more onentrated side to the less onentrated side.
• Convetion: The water transport due to osmosis an drive solute transport, if the pathway
used by water is permeable to the given solute.
131
7.2. PHYSICAL VARIABLES
• Ative transport: There are ative pumps in some epithelial layers (suh as those of
the AL, CD and distal tubules) whih pump solute against the eletrohemial potential
gradient.
• Eletrodiusion: The transport of harged solutes suh as alium is also driven by eletri
potential dierenes. Here we assume that the eletri potentials are xed everywhere.
7.2.3 The parameters
Table 7.1: Parameters depending on x, (0 ≤ x ≤ L).
Parameter Desription
Rj Radius of tube j
LjPRT Water permeability of tube j
P ji Permeability to solute i of tube j
σji Reetion oeient of tube j to solute i
V jm Rate of ative transport aross tube j
∆VTE Eletri potential dierene between the lumen and the interstitium
As written earlier, model parameters are estimated based on measurements in rats.
Water and solute permeability values are summarized in Table 7.2. Also given in Table 7.2
are radius values for eah set of tubules and vessels. As for size of the interstitium, we alulate
its equivalent radius Rint (see Eq.(7.6)) by assuming that at a given depth x, the ross-setional
area of the interstitium is 40% that of tubules [62℄. It gives
Rint(x) =
√√√√0.4 7∑
j=3
N j(x)(Rj)2. (7.2)
Parameter values for water, NaCl and urea in the medulla are those of the HT model. As the
HT model does not take into aount the ortial distal tubules, water permeability values for the
CCD, and for the DCT and CNT of short nephrons, are respetively taken from referenes [9597℄.
Other parameter values for the distal tubules are taken from referene [63℄, and resaled for
ompatibility with medullary values (i.e., so that the properties of TAL and mTAL are idential).
However, as this is the rst model at the marosopi sale inorporating alium, alium
parameters have to be determined. ∆VTE values ome from referenes [80℄ and [40℄. Other
parameters (σCa and vasa reta PCa) are estimated. The permeability of the rat TAL to Ca
2+
is taken as 5 × 10−5 m/s, i.e., an intermediate value between the value of 8.4 × 10−5 m/s
measured in the laboratory of Génomique, Physiologie et Physiopathologies Rénales, Centre de
Reherhe des Cordeliers, Paris [73℄ and a lower value of 1×10−5 m/s estimated from the study
of Mandon et al. [83℄. That study suggested that the permeability of the rat mTAL to Ca2+ is
10 times lower than that of the TAL; the former is thus taken as 0.5× 10−5 m/s here. To our
knowledge, the permeability of the thin asending limb to Ca2+ has not been measured in rats.
In rabbits, it is similar to that of the mTAL [80℄. Thus, we take it to be equal to 0.5 × 10−5
m/s here.
The rat desending limb was found to transport Ca2+ [37℄, but permeability values ould not
be inferred from the latter study. Based on measurements in rabbits [74,75℄, the DL permeability
to Ca2+ is taken as 0.7× 10−5 m/s. We did not nd any estimates of the permeability of vasa
reta to Ca2+. The latter is hosen as 1× 10−5 m/s.
Shown in Table 7.3 are ative transport parameters for NaCl and Ca2+. The NaCl parameter
values are omparable to those of the HT model. They were slightly modied so that approxi-
mately 25% of the alium ltered load is reabsorbed in the asending limbs of short nephrons.
The Ca2+ parameters were hosen so that (1) the Ca2+ onentration in the nal urine (i.e., at
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R LPRT PNa PU PCa σNa σU σCa ∆VTE
µm cm4.s−1.mol.−1 10−5cm.s−1 10−5cm.s−1 10−5cm.s−1 ∅ ∅ ∅ mV
DVR OS 9. 6.7 80 360 1.0 0.5 0.5 0.5 0
IS 2.5 80 360 1.0 0.5 0.5 0.5 0
IU 3.3 80 120 1.0 0.5 0.5 0.5 0
IL 3.3 80 120 1.0 0.5 0.5 0.5 0
AVR OS 10 / 120 120 1.0 0 0 0 0
IS / 120 120 1.0 0 0 0 0
IU / 120 120 1.0 0 0 0 0
IL / 120 120 1.0 0 0 0 0
LDL OS 10 6.7 20 2.0 0.7 0.9 1 1 0
IS 6.3 20 2.0 0.7 0.9 1 1 0
IU 5.8 1.0 12 0.7 0.9 1 1 0
IL 5.8 0.5 12 0.7 0.9 1 1 0
AL OS 10 0 2.0 4.5 0.5 1 1 1 15
IS 0 2.0 4.5 0.5 1 1 1 15
IU 0 0.8 23 0.5 1 1 1 0
IL 0 0.8 23 0.5 1 1 1 0
CD OS 15 1.0 0 0.5 0.01 1 1 1 −10
IS 0.53 0 0.5 0.01 1 1 1 −10
IU 0.27 0 1.0 0.01 1 1 1 −10
IL 0.33 0 70 0.01 1 1 1 −10
DT TAL 12 0 2.0 4.5 5 1 1 1 15
DCT 0.2/0.05∗ 1.0 0.8 0.1 1 1 1 −5
CNT 0.72/0.18∗ 1.0 0.8 0.1 1 1 1 −40
CCD 1.8 1.0 0.8 0.01 1 1 1 −30
Table 7.2: Tubule and vessel parameters. R: inner radius, LP : water permeability, PNa, PU ,
PCa : permeability to sodium, urea, and alium, σNa, σU , σCa: reetion oeient to sodium,
urea, and alium. ∆VTE : lumen-to-interstitium eletrial potential dierene. * Short-
looped/long-looped nephrons.
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the CD outlet) is about 2.0 mM [12℄ and (2) the perentage of alium reabsorption in the DCT
and CNT is about 10 % .
Vm,Na Km,Na Vm,Ca Km,Ca
nmol.mm−2.s−1 mM nmol.mm−2.s−1 mM
SAL OS 0.20 50 0 0
IS 0.20 50 0 0
LAL OS 0.14 50 0 0
IS 0.14 50 0 0
IU 0 50 0 0
IL 0 50 0 0
CD OS 1.4× 10−3 50 0 0
IS 1.4× 10−3 150 0 0
IU 1.4× 10−3 50 0 0
IL 1.4× 10−3 50 0 0
Long-looped nephrons TAL 2.8× 10−2 0.5 0 0
DCT 4.6× 10−3 0.5 3.1× 10−3 5
CNT 4.6× 10−3 0.5 3.1× 10−3 5
CCD 0 0.5 0 0
Short-looped nephrons TAL 2.3× 10−3 0.5 0 0
DCT 5.9× 10−3 0.5 3.1× 10−3 5
CNT 5.9× 10−3 0.5 3.1× 10−3 5
CCD 0 0.5 0 0
Table 7.3: Ative transport parameters. Parameter values were seleted as desribed in the
text.
7.3 The equations
7.3.1 Conservation equations
The variables are related by onservation equations whih we derive. It is the rst dynami
model whih takes into aount the varying number of tubes with the depth.
For tubes j = 1− 6 and for eah solute i, the equations are written as

∂
∂x
(
N j(x)F j(t, x)
)
= N j(x)J jV (t, x) +
dN j
dx
(x)F j
′
(t, x),
πN j(x)(Rj)2
∂
∂t
Cji (t, x) +
∂
∂x
(
N j(x)F j(t, x)Cji (t, x)
)
= N j(x)J ji (t, x) +
dN j
dx
(x)F j
′
(t, x)Cji (t, x),
(7.3)
where Rj is the radius of tube j, and j′ = 1 if j = 1 or 2, j′ = 3 if j = 4 or 3, j′ = 5 if j = 5 or 6.
For tubes 7 and d we have
∂
∂x
(
N j(x)F j(t, x)
)
= N j(x)J jV (t, x), j = 7, d,
πN j(x)(Rj)2
∂
∂t
Cji (t, x) +
∂
∂x
(
N j(x)F j(t, x)Cji (t, x)
)
= N j(x)J ji (t, x), j = 7, d.
(7.4)
We further explain the form of the equations. We point out that the onservative variables
we work with are NF and NFC, whih represent the total water ow and molar ow in a given
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lass of tubes at depth x. Then, we interpret the variables F and FC as the water ow and
the molar ow at depth x per tube. In that sense, the model is an averaged model. We also
point out that by imposing the values of j′ as we did, we taitly assume that the uid ows
in the positive diretion in the tubes 1, 3, 5, d and 7 and in the negative diretion in tubes 2,
4 and 6. Depending on the initial onditions and on the parameter values, ow reversal ould
our. In that ase, to have a pertinent model, for j = 1 or 2 for example, to ompute the term
orresponding to
dN j
dx
(x)F j
′
(t, x), we have to distinguish four ases depending on the signs of
F 1 and F 2. We do not build suh a model, beause in the numerial simulations, we nd that
there is no ow reversal. As presented, our model is only valid in the ase where there is no ow
reversal. We build later in this hapter a model that would deal with ow reversal. We omplete
equations (7.3) and (7.4) with two losure onditions. Assuming that the interstitium is rigid
and does not aumulate water, we have
7∑
j=1
J jV (t, x) = 0 ∀t > 0, ∀x ∈ [0, L]. (7.5)
This is ompatible with the fat that there is no axial water ow in the interstitium. Solute
onservation in the interstitium is written as
π(Rint)2(x)
∂
∂t
Cinti (t, x) = J
int
i (t, x), i = Na,U,Ca. (7.6)
Formal derivation of volume and mass onservation equations
We derive here the equations for desending and asending vasa reta (tubes 1 and 2). We
assume that F 1 ≥ 0 and that F 2 ≤ 0. The dierene in the total water ow in the DVR between
depths x and x+ dx an be expressed as
N1(x+ dx)F 1(x+ dx)−N1(x)F 1(x). (7.7)
Conservation of water implies that this dierene equals the amount of water entering DVR
aross vessel walls between x and x + dx, minus the amount of water that is shunted to AVR.
The latter orresponds to the water ow at the end of the tubes that turn bak between x and
x+ dx. These two terms are written as∫ x+dx
x
N1(s)J1V (s)ds +
∫ x+dx
x
−
(
−
dN1
dx
(s)F 1(s)ds
)
(7.8)
Note that −
dN1
dx
(x) represents the number of DVR that end at depth x. Setting (7.7) equal to
(7.8):
N1(x+ dx)F 1(x+ dx)−N1(x)F 1(x) =
∫ x+dx
x
N1(s)J1V (s)ds+
∫ x+dx
x
−
(
−
dN1
dx
(s)F 1(s)ds
)
The dierential form of this equation is
∂
∂x
(
N1(x)F 1(x)
)
= N1(x)J1V (x) +
dN1
dx
(x)F 1(x), (7.9)
Following the same reasoning, the onservation equation for AVR is written as:
∂
∂x
(
N1(x)F 2(x)
)
= N1(x)J2V (x)−
dN1
dx
(x)F 1(x). (7.10)
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The water onservation equations for tubules are obtained in the same manner. Note that
there are no shunt terms for medullary olleting duts (tubes 7) and ortial distal tubules,
hene the form of Eq (7.4).
The total amount of solute in the DVR domain omprised between depth x and x+dx at time
t is
M(t) :=
∫ x+dx
x
π(R1)2N1(y)C1(t, y)dy.
The time evolution of M between time t and t+ dt is due to
• the dierene between the amount of solute entering the innitesimal volume and the amount
of solute leaving the volume between time t and t+ dt
−
∫ t+dt
t
(
N1F 1C1(s, x+ dx)−N1F 1C1(s, x)
)
ds,
• the amount of solute entering DVR aross vessel walls between x and x+ dx and time t and
t+ dt ∫ t+dt
t
∫ x+dx
x
N1(s)J1(s, y)dyds,
• and the solute that ows at the end of the tubes turning bak between x and x+ dx∫ t+dt
t
∫ x+dx
x
−
(
−
dN1
dx
(s)F 1(s, y)C1(s, y)
)
dyds.
We obtain the equality.
M(t+ dt)−M(t) = −
∫ t+dt
t
(
N1F 1C1(s, x+ dx)−N1F 1C1(s, x)
)
ds
+
∫ t+dt
t
∫ x+dx
x
N1(s)J1(s, y)dyds+
∫ t+dt
t
∫ x+dx
x
+
(dN1
dx
(s)F 1(s, y)C1(s, y)
)
dyds.
The dierential form gives us the seond equation of (7.3).
7.3.2 Flux equations
The water ux is given by
J jV (t, x) = 2πR
jLjP (x)RT
[ I∑
i=1
σji (x)
(
Cji (t, x)− C
int
i (t, x)
)
− δjE(x)
]
, I = {Na,U,Ca},
(7.11)
where Ljp is the water permeability of tube j, σ
j
i is the reetion oeient of tube j to solute i,
and δj is 1 in tubules and zero in vasa reta. Equation (7.11) impliitly assumes that hydrostati
pressures are negligible relative to osmoti pressures.
To date, the mehanisms underlying the formation of the axial osmolality gradient in the inner
medulla remain to be fully eluidated, as disussed below. To reprodue the observed gradient,
we follow the approah of Thomas and Wexler ( [89℄) and add an external osmoti driving fore
in the inner medullary interstitium. Thus, E is the onentration of external osmolytes in the
interstitium, taken as zero in the outer medulla, and 80 mM in the inner medulla.
Note that the water permeability of AVR is so large that the orresponding water ux is
alulated based on water onservation Eq. (7.5) instead. Solute transport is driven by eletro-
diusion, onvetion and ative transport. The uxes of unharged solutes (NaCl and urea), are
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written as
J ji (t, x) = −2πR
jP ji (x)
(
Cji (t, x) −C
int
i (t, x)
)
+ J jV (t, x)(1 − σ
j
i (x))C
α
i (t, x)
− 2πRjV jm,i(x)
Cji (t, x)
Kjm,i + C
j
i (t, x)
, (7.12)
with
Cαi (t, x) =
{
Cinti (t, x) for J
j
V (t, x) > 0,
Cji (t, x) for J
j
V (t, x) ≤ 0.
(7.13)
The rst term represents diusive transport; P ji is the permeability of tube j to solute i. The
seond term, whih represents onvetive transport, is formulated dierently than in other kidney
models [34, 63℄, where it is expressed as:
J jconv = J
j
V (t, x)(1 − σ
j
i (x))
Cinti (t, x) + C
j
i (t, x)
2
, (7.14)
In the latter formulation, the amount of solute arried by onvetion is independent of the
diretion of the water ux. To insure that our system of equation is well-posed and positive, we
use instead an upwind term. The theoretial problem we raise is the following. Imagine a model
with only one solute. Imagine that at depth x, the interstitium has a onentration in this solute
whih is zero, and that it is not the ase in the tube. Then, the model would take solute from the
interstitium to arry it to the tube, making the solute onentration in the interstitium negative.
As we are interested in the mathematial properties of our model suh as the positivity of the
solution [91℄, we suggest an other way to ompute the onvetive term. At eah depth, depending
on the sign of JV , whih means depending on whether water goes from the interstitium to the
tube or from the tube to the interstitium, we ompute the solute ux dierently. For example,
if J jV (t, x) > 0 whih means that water goes from the interstitium to tube j, we ompute the
solute ux based upon its onentration in the interstitium. The third term represents ative
transport, with Mihaelis-Menten kinetis.
For a harged solute suh as Ca2+, the ux is written as
J jCa(t, x) = −2πR
jP jCa(x)
[(
CjCa(t, x)− C
int
Ca(t, x)
)
+
2F
RT
∆V jTE(x)C
β
Ca(t, x)
]
+ J jV (t, x)(1 − σ
j
Ca(x))C
α
Ca(t, x)− 2πR
jV jm,Ca(x)
CjCa(t, x)
Kjm,Ca + C
j
Ca(t, x)
,
(7.15)
with
CαCa(t, x) =
{
CintCa(t, x) for J
j
V (t, x) > 0,
CjCa(t, x) for J
j
V (t, x) ≤ 0.
(7.16)
and
CβCa(t, x) =
{
CjCa(t, x) for ∆VTE(x) > 0,
CintCa(t, x) for ∆VTE(x) ≤ 0.
(7.17)
Solute onservation implies that
J inti (t, x) = −
∑
j
J ji (t, x) ∀t > 0,∀x ∈ [0, L]. (7.18)
This last equation, whih loses the system, expresses the fat that the net ux of solute into the
interstitium (J inti ) is the opposite of the net ux from the interstitium into surrounding tubules
and vessels.
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7.3.3 Boundary onditions
Water and solute ows are speied at the inlet of DVR (tube 1) and DL (tubes 3 and 5) for
all times:
F 1(t, 0) = 3.25 nl/min/vessel, F 3(t, 0) = F 5(t, 0) = 10 nl/min/tubule,
C1Na(t, 0) = C
3
Na(t, 0) = C
5
Na(t, 0) = 139 mM,
C1U (t, 0) = 5 mM, C
3
U (t, 0) = C
5
U (t, 0) = 10 mM,
C1Ca(t, 0) = C
3
Ca(t, 0) = C
5
Ca(t, 0) = 1.2 mM,
(7.19)
In addition, by ontinuity between adjaent tubes, we have:

F 2(t, L) = −F 1(t, L), F 4(t, L) = −F 3(t, L), F dL(t, 0) = −F 4(t, 0), F dS(t, 0) = −F 6(t, 0),
C2i (t, L) = C
1
i (t, L), C
4
i (t, L) = C
3
i (t, L), C
dL
i (t, 0) = C
4
i (t, 0), C
dS
i (t, 0) = C
6
i (t, 0),
F 7(t, 0) = FCCD(t, Ld) C
7
i (t, 0) = C
CCD
i (t, Ld),
F 6(t,
L
3
) = −F 5(t,
L
3
), C6(t,
L
3
) = C5(t,
L
3
),
NdS(t, LCTDC)F
dS(t, LCTDC) +N
dL(t, LCTDC)F
dL(t, LCTDC) = N
CCD(t, 0)FCCD(t, 0),
NdS(t, LCTDC)F
dS(t, LCTDC)C
dS(t, LCTDC) +N
dL(t, LCTDC)F
dL(t, LCTDC)C
dL(t, LCTDC)
= NCCD(t, 0)FCCD(t, 0)CCCD(t, 0).
The last two equations express the fat that the total water and molar ows are onserved when
short and long nephrons merge at the CCD inlet.
7.4 Flow reversal
Based on the analysis made on Chapter 2, we infer that the onentrations C are positive for
all time t. But nothing an guarantee that during the transient regime, the ow F keeps the
sign expeted at stationary state. It an happen that, for example, for a given (t, x), F 1(t, x)
beomes negative and F 2(t, x) beomes positive. This phenomenon is alled ow reversal in the
literature. If it ours at a time t, as the onservation equations are derived under assumptions
on the sign on F , the model is no more valid. Happily, it does not happen for physiologial initial
onditions. In this part, we suggest a way to deal with this phenomenon, in order to obtain a
model that is well-posed for any set of initial onditions. To inlude ow reversal in our model,
we should for example modify the equations for the vasa reta ow as follows :

∂
∂x
(
N1(x)F 1(t, x)
)
= N1(x)J1V (t, x) +
dN1
dx
(x)F shunt(t, x),
πN j(x)(R1)2
∂
∂t
C1(t, x) +
∂
∂x
(
N1(x)F 1(t, x)C1(t, x)
)
= N j(x)J1(t, x) +
dN1
dx
(x)(FC)shunt(t, x),
(7.20)
where
F shunt(t, x) =

F 1(t, x) if F 1 ≥ 0 and F 2 ≤ 0,
F 2(t, x) if F 2 ≥ 0 and F 1 ≤ 0,
F 1(t, x)− F 2(t, x) if F 1 ≥ 0 and F 2 ≥ 0,
F 2(t, x)− F 1(t, x) if F 1 ≤ 0 and F 2 ≤ 0,
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and
(FC)shunt(t, x) =

F 1(t, x)C1(t, x) if F 1 ≥ 0 and F 2 ≤ 0,
F 2(t, x)C2(t, x) if F 2 ≥ 0 and F 1 ≤ 0,
F 1(t, x)C1(t, x)− F 2(t, x)C2(t, x) if F 1 ≥ 0 and F 2 ≥ 0,
F 2(t, x)C2(t, x)− F 1(t, x)C1(t, x) if F 1 ≤ 0 and F 2 ≤ 0.
Suh an approah annot be found in any modeling study.
7.5 The oalesing eet and the shunting eet
Before we start our analysis, we want to draw at-
tention to the quantities we are interested in and
whih we plot on the gures. A typial quantity
we will plot is F (t, x)CCa(t, x) at equilibrium.
It will be desribed as the alium molar ow
per tube. In the CD for example, sine the
tubes are oalesing, if we put the alium per-
meability to zero, then, the alium molar ow
per tube will rise with depth, as illustrated on
the gure on the right. Thus, a tube an be al-
ium impermeable, whih means that there is no
alium ux between this tube and the intersti-
tum, and yet the alium molar ow an vary
with the depth along this tube. Afterwards, we
will all this eet the oalesing eet.
LDL LDLLAL LAL LAL LDL
In the tubes whih are not oalesing, for ex-
ample the LDL and the LAL, we notie another
phenomenon. Imagine that the amount of al-
ium is inreasing with depth in the LDL and
that the LAL is impermeable to alium. The
number of LDL varies. That means that at
eah depth x ∈ [xOM/IM , L], one of the LDL is
turning bak and an LAL is reeiving at its tip
the amount of alium of the LDL that turned
bak. As the amount of alium is inreasing
with depth in the LDL, less and less alium
is reinjeted in the asending limbs as one gets
loser to the ortex. The amount of alium
dereases in the LAL as one gets loser to the
ortex. Afterwards, we will all this eet the
shunting eet.
The oalesing and the shunting eets are phenomena due to the fat that our model is an
averaged model.
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Glossary
AL asending limb of Henle's loop
AVR asending vasa reta
Cji onentration of solute i in vessel or tubule j
CCD ortial olleting dut
CD olleting dut
CM ortio-medullary
CNT onneting tubule
TAL ortial thik asending limb
DCT distal onvoluted tubule
DL desending limb of Henle's loop
DVR desending vasa reta
F water ow
IM inner medulla
IS inner stripe of outer medulla
Kjm,i Mihaelis-Menten onstant for ative transport of solute i in vessel of tubule j
L total length of medulla
LCTDC ombined length of the TAL, DCT,CNT
Ld total length of ortial distal tubules
LIM lower part of inner medulla
Ljp permeability of vessel or tubule j to water
mTAL medullary thik asending limb
NJ number of vessels or tubules of type j
OM outer medulla
OS outer stripe of outer medulla
P ji permeability of vessel or tubule j to solute i
Rj radius of vessel or tubule j
SAL short asending limb
SAV short asending vasa reta
SDL short desending limb
SDV short desending vasa reta
TAL thik asending limb
UIM upper part of inner medulla
V jm,i maximal rate of ative transport of solute i in tubule j
xOM/IM spatial oordinate at the OM-IM boundary
xOS/IS spatial oordinate at the OS-IS boundary
∆V jTE eletri potential dierene between the lumen of tubule j and the interstitium
σji reetion oeient of vessel or tubule j to solute i
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Chapter 8
Numerial Solution - A nite volume sheme
This hapter is inspired from the paper
A. Edwards, N. Seguin, and M. Tournus. A nite-volume sheme for a kidney nephron model.
ESAIM: Pro., 35-Congrès National de Mathématiques Appliquées et Industrielles:287292,
2012.
We present a nite volume type sheme to solve a transport nephron model. The model onsists
in a system of transport equations with spei boundary onditions. The transport veloity is
driven by another equation that an undergo sign hanges during the transient regime. This is
the main diulty for the numerial resolution. The sheme we propose is based on an expliit
resolution and is stable under a CFL ondition whih does not depend on the stiness of soure
terms.
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We developed a new nite-volume sheme [9℄, ombined with a splitting method, to solve the
dynami model equations. The purpose we keep in mind is the resolution of the stationary state
assoiated with the dynami problem we present.
For simpliity, the sheme is presented here for the blood vessels and the olleting dut
(tubes 1, 2 and 7), but it an easily be expanded to the renal tubules. The AVR (tube 2)
appears speially in this minimal sheme beause its water ux is alulated dierently than
that of other strutures. Tube 7 is also inluded is this redued model, beause of the spei
shape of its onservation equation. We merely present the sheme with one solute (I = 1) but
it is easily generalized to I solutes, the only dierenes lying in the omputation of water uxes
(whih then ontain one more term).
Sine the 80's, several numerial studies of stationary systems lose to the stationary state
assoiated with (7.3), (7.4) have been published. We an divide them into two lasses. One lass
onsists in Newton-type methods [34, 88℄. They solve diretly the stationary state and require
an initial guess lose enough to equilibrium. The seond lass onsists in methods that solve
a dynami system whih relaxes toward the stationary state. In [63℄, the method of lines is
used to solve suh a dynami system. Sine then, new dynami numerial methods have been
implemented, involving omputation of spae derivatives upwind along the ow diretion. An
expliit method for solving hyperboli PDEs [53℄ [54℄ was adapted by Layton and Pitman, but
the CFL ondition they obtained was a very limiting onstraint. To deal with this problem,
a semi lagrangian-semi impliit (SLSI) method was implemented [52℄. The drawbak of this
method is the lak of auray, thus it is ombined with a Newton-type solver, whih uses the
solution from the SLSI method as an initial guess. More reently, a sheme based on the seond
order Godunov method was developed [51℄ for a 3-tube model whose partiularity is that the
transmural solute ux ontains no onvetive term. The sheme we desribe here is a splitting
sheme. The transport part is treated thanks to an upwind sheme and the soure term is treated
impliitly.
8.1 Finite volume sheme - A simplied model
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Figure 8.1: The redued model is made of desending vasa reta, asending vasa reta and
olleting duts.
We rst desribe a redued model with whih we present the numerial sheme. This redued
model is taken to be as simple as possible, but omplex enough to keep all the diulties and
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speiities of the model desribed in Chapter 7. In order to keep homogeneous notations, we
keep on referring to the olleting dut with the number 7. We will then onsider tubes 1, 2 and
7. We reall that N1 and N7 are given parameters. The model redues to

∂
∂x
(
N1(x)F 1(t, x)
)
= N1(x)J1V (t, x) +
dN1
dx
(x)F 1(t, x),
∂
∂x
(
N1(x)F 2(t, x)
)
= N1(x)J2V (t, x)−
dN1
dx
(x)F 1(t, x),
πN1(x)(R1)2
∂
∂t
C1(t, x) +
∂
∂x
(
N1(x)F 1(t, x)C1(t, x)
)
= N1(x)J1(t, x) +
dN1
dx
(x)F 1(t, x)C1(t, x),
πN1(x)(R2)2
∂
∂t
C2(t, x) +
∂
∂x
(
N1(x)F 2(t, x)C2(t, x)
)
= N1(x)J2(t, x)−
dN1
dx
(x)F 1(t, x)C1(t, x),
(8.1)

∂
∂x
(
N7(x)F 7(t, x)
)
= N7(x)J7V (t, x),
πN7(x)(R7)2
∂
∂t
C7(t, x) +
∂
∂x
(
N7(x)F 7(t, x)C7(t, x)
)
= N7(x)J7(t, x),
(8.2)
with water uxes in tubes 1 and 7 given by
J jV (t, x) = 2πR
jLjP (x)RTσ
j(x)
(
Cj(t, x)− Cint(t, x)
)
, j = 1, 7, (8.3)
whereas the water ux in tube 2, J2V is determined by
N1(x)J1V (t, x) +N
2(x)J2V (t, x) +N
7(x)J7V (t, x) = 0 ∀t > 0, ∀x ∈ [0, L]. (8.4)
The solute uxes are given by
J j(t, x) = −2πRj(x)P j(x)
(
Cj(t, x)− Cint(t, x)
)
+ J jV (t, x)(1 − σ
j(x))Cj,α(t, x)− 2πRjV jm
Cj
Kjm + Cj
,
(8.5)
with
Cj,α(t, x) =
{
Cint(t, x) for J jV (t, x) > 0,
Cj(t, x) for J jV (t, x) ≤ 0.
(8.6)
The interstitial ux is omputed as
J int(t, x) = −
∑
j=1,2,7
N j(x)J j(t, x) ∀t > 0,∀x ∈ [0, L], (8.7)
and the evolution of Cint is desribed by
π(Rint(x))2
∂
∂t
Cint(t, x) = J int(t, x), (8.8)
144
CHAPTER 8. NUMERICAL SOLUTION - A FINITE VOLUME SCHEME
The boundary onditions are the following{
F 1(0) = F 10 , F
2(L) = −F 1(L), F 7(0) = F 70 ,
C1(0) = C10 , C
2(L) = C1(L), C7(0) = C70 ,
where F 10 , F
7
0 , C
1
0 , C
7
0 are four nonnegative given values. We omplete the system with the initial
onditions
C1(0, x) = C1,0(x), C2(0, x) = C2,0(x), C7(0, x) = C7,0(x).
We notie that
∂
∂x
(
N1(x)F 1(t, x)
)
−
dN1
dx
(x)F 1(t, x) = N1(x)
∂
∂x
F 1(t, x).
Then, the equations for tube 1 an be written as
∂
∂x
(
F 1(t, x)
)
= J1V (t, x),
π(R1)2
∂
∂t
C1(t, x) +
∂
∂x
(
F 1(t, x)C1(t, x)
)
= J1(t, x).
(8.9)
For the disretization of system (8.1), we diretly use this last formulation. We state now
a onservation property of our system. This property will be preserved by our sheme, at a
disrete level.
Proposition 8.1.1. We have the following onservation properties
i)
(N1F 1 +N1F 2 +N7F 7)(t, x) does not depend on x. (8.10)
ii) Moreover, a stationary state satises
(N1F 1C1 +N1F 2C2 +N7F 7C7)(x) does not depend on x. (8.11)
This means that there is no water aumulation in the interstitium, and that there is no solute
aumulation in the interstitium when equilibrium is reahed.
Proof. The rst statement of proposition 8.11 is obtained by summing the rst two lines of (8.1)
and the rst line of (8.2), whih gives us
∂
∂x
(N1F 1 +N1F 2 +N7F 7)(t, x) = N1(x)J1V (t, x) +N
1(x)J2V (t, x) +N
7(x)J7V (t, x),
whih proves by using (8.4)
∂
∂x
(N1F 1 +N1F 2 +N7F 7)(t, x) = 0.
The seond statement is obtained at least formally by notiing that at equilibrium, the quantities
does not depend on t anymore. In partiular,
∂
∂t
Cint(t, x) = 0 whih implies
N1(x)J1(t, x) +N1(x)J2(t, x) +N7(x)J7(t, x) = 0.
Then, by summing the third and fourth line of system (8.1) and the seond line of (8.2), we get
∂
∂x
(N1F 1C1 +N1F 2C2 +N7F 7C7)(t, x) = N1(x)J1(t, x) +N1(x)J2(t, x) +N7(x)J7(t, x) = 0,
and the results holds.
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8.2 Desription of our sheme
8.2.1 A nite volume approah
When solving hyperboli equations, as disontinuous solutions an our, the nite volume
method is well adapted. In this framework, we onsider a spae-mesh of N disjoint numerial
ells Qk = (xk−1/2, xk+1/2), k ∈ [1, N ]. Let ∆x =
L
N
be the size of eah ell and ∆t the size of
the time step. The nal time is denoted by T , and the number of iterations is denoted by nf ,
so that nf∆t = T . The quantities C
j,n
k , j = 1, 2, 7, int and F
j,n
k , j = 1, 2, 7 respetively represent
the values of the onentration and water ow in ell k after n iterations.
k+1   
  k−10 N+1N
0
n+1
n
k
PSfrag replaements
Cn0
Cn+10
∆x
∆t
xk− 1
2
xk+ 1
2
Cnk−1 C
n
k C
n
k+1
Cn+1k
Figure 8.2: The domain [0, L]× [0, T ] is divided in ells indexed by (k, n) ∈ [1, N ]× [1, nf ]. To
deal with the boundary onditions and the initial ondition, we add artiial ells orresponding
to n = 0, k = 0 and k = N + 1.
For the initial ondition, we dene the ell average as
Cj,0k =
1
∆x
∫
Qk
Cj(x, 0)dx, j = 1, 2, 7, k = 1, ..., N. (8.12)
We disretize every parameter P (x) as
P jk =
1
∆x
∫
Qk
P j(x)dx, j = 1, 2, 7, k = 1, ..., N. (8.13)
This disretization aets partiularly N j(x), the number of tubes of type j at depth x. As
the other parameters we use are pieewise onstant, the way they are disretized in not of real
importane. The boundary onditions at the inlet of tubes 1 and 7 yield, C1,n0 = C
1
0 , F
1,n
0 =
F 10 , C
7,n
0 = C
7
0 , F
7,n
0 = F
7
0 . By ontinuity we have C
2,n
N+1 = C
1,n
N and F
2,n
N+1 = −F
1,n
N ; in
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addition, by symmetry, we have C1,nN+1 = C
2,n
N and F
1,n
N+1 = −F
2,n
N . The sheme we build does
not preserve a priori the sign of the ows, however, the boundary onditions and the struture
of the model and sheme impliitly assume that F 1 ≥ 0, F 2 ≤ 0, and F 7 ≥ 0, as expeted
under most physiologial onditions. If by aident, ow reversal our, this is onsidered as
unphysiologial and we stop the simulation and start with another set of initial onditions.
Indeed, the ommunity of physiologists believe that ow reversal does not our under most
onditions.
8.2.2 The equations on the ow
The equations on the ows F 1, F 2 and F 7 are ordinary dierential equations. The soure term
is omputed at the time iteration n and in ell k
J1,nV,k = −2πR
1L1p,kσ
1
k
(
C1,nk − C
int,n
k
)
,
J7,nV,k = −2πR
7L7p,kσ
7
k
(
C7,nk − C
int,n
k
)
,
J2,nV,k = −J
1,n
V,k − J
7,n
V,k .
(8.14)
We solve the dierential equations with a nite dierene method
F 1,nk − F
1,n
k−1
∆x
= J1,nV,k , F
2,n
N+1 = −F
1,n
N ,
N1kF
2,n
k −N
1
k+1F
2,n
k+1
∆x
= −N1k+1J
2,n
V,k+1 +
N1k+1 −N
1
k
∆x
F 1k .
(8.15)
For tube 7 we set
N7kF
7,n
k −N
7
k−1F
7,n
k−1
∆x
= N7kJ
7,n
V,k . (8.16)
The way the soure term is disretized in the seond equation of (8.15) is imposed by the water
onservation we have hosen to preserve. We detail it in the properties of the sheme.
8.2.3 The splitting method - Conept and appliation
We now solve numerially the evolution equation for onentration. We treat separately the
soure term soure and the transport part, using a splitting method. We assume we know
(Cj,nk )k∈[0,N ] and (F
n
k )k∈[0,N ]. We wish to determine here (C
n+1
k )k∈[0,N ]. For that, we solve the
two following split systems one after the other.

πN1(x)(R1)2
∂
∂t
C1(t, x) +
∂
∂x
(
N1(x)F 1(t, x)C1(t, x)
)
=
dN1
dx
(x)F 1(t, x)C1(t, x),
πN1(x)(R2)2
∂
∂t
C2(t, x) +
∂
∂x
(
N1(x)F 2(t, x)C2(t, x)
)
= −
dN1
dx
(x)F 1(t, x)C1(t, x),
πN7(x)(R7)2
∂
∂t
C7(t, x) +
∂
∂x
(
N7(x)F 7(t, x)C7(t, x)
)
= 0,
(8.17)
We dene (C
n+ 1
2
k )k∈[0,N ] as a numerial approximation to be speied later, of the solution to
(8.17) with initial ondition Cj(x, 0) =
∑
k=1,N C
j,n
k 1[k∆x,(k+1)∆x] taken at time t = ∆t.
πN1(x)(R1)2
∂
∂t
C1i (t, x) = N
1(x)J1i (t, x),
πN1(x)(R2)2
∂
∂t
C2i (t, x)) = N
1(x)J2i (t, x),
πN7(x)(R7)2
∂
∂t
C7i (t, x) = N
7(x)J7i (t, x).
(8.18)
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We then ompute (Cnk )k∈[0,N ] as a numerial approximation to be speied in the rest of the
solution to 8.18 with initial ondition Cj(x, 0) =
∑
k=1,N C
j,n+ 1
2
k 1[k∆x,(k+1)∆x] taken at time
t = ∆t.
We speify now how we ompute the numerial approximation of both systems (8.17) and
(8.18).
8.2.4 Finite volume sheme on the transport equation
System (8.17) is a system of transport equations whose respetive veloity keeps the same sign.
In tube 1, the quantity C1 is transported with a veloity F 1 ≥ 0
π(R1)2
C
1,n+ 1
2
k − C
1,n
k
∆t
+
1
∆x
(
F 1,n
k+ 1
2
C1,n
k+ 1
2
− F 1,n
k− 1
2
C1,n
k− 1
2
)
= 0.
We use an upwind sheme and then dene the numerial uxes as
F 1,nk+1/2C
1,n
k+1/2 = F
1,n
k C
1,n
k
whih leads us to the sheme
π(R1)2
C
1,n+ 1
2
k − C
1,n
k
∆t
+
1
∆x
(
F 1,nk C
1,n
k − F
1,n
k−1C
1,n
k−1
)
= 0. (8.19)
We point out that the indexes k+ 12 and n+
1
2 do not have the same meaning. The index k+
1
2
holds for the nite volume notation. Fk+ 1
2
represents the water ow at the interfae between
ells k and k + 1. The index n + 12 represents an artiial time step between time steps n and
n + 1. In tubes 2 and 7, the quantities N1C2 and N7C7 are respetively transported with a
veloity F 2 ≤ 0 and F 7 ≥ 0. We use an upwind sheme and then dene the numerial uxes as
F 2,nk+1/2N
1
k+1/2C
2,n
k+1/2 = F
2,n
k+1N
1
k+1C
2,n
k+1,
F 7,nk+1/2N
7
k+1/2C
7,n
k+1/2 = F
7,n
k N
7
kC
7,n
k ,
whih yields the expressions
π(R2)2N1k
C
2,n+ 1
2
k −C
2,n
k
∆t
+
1
∆x
(
F 2,nk+1N
1
k+1C
2,n
k+1 − F
2,n
k N
1
kC
2,n
k
)
= −
N1k+1 −N
1
k
∆x
F 1,nk C
1,n
k ,
(8.20)
and
π(R7)2N7k
C
7,n+ 1
2
k − C
7,n
k
∆t
+
1
∆x
(
F 7,nk N
7
kC
7,n
k − F
7,n
k−1N
7
k−1C
7,n
k−1
)
= 0. (8.21)
Here again, the way the soure term is disretized in (8.20) will be justied later. It is written
for a disrete version of Proposition 8.1.1 to be satised.
8.2.5 Treatment of the soure term
In the sheme we built for the simplied model in hapter 2, the soure term was an obstale
to the positivity of the solutions. For large values of Vm, we had to hose a very small ∆t in
order to ensure the positivity. Using a splitting method, we are left to solve a sti dierential
equation. So as to avoid the imitations of a stability ondition, we deide here to use an impliit
sheme for the terms responsible for the stiness of the dierential equation (i.e. the term with
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a sign '-' in the soure term). Conerning the soure term, sine it ontains a non linear part
(orresponding to the ative transport term), making it entirely impliit would lead us to invert
a funtion. To avoid this, we only make impliit part of the soure term. Thus, to ompute the
denitive value of the onentration, we use a semi-impliit sheme, written expliitly as follows
π(R1)2
C1,n+1k − C
1,n+ 1
2
k
∆t
= J1,nk ,
π(R2)2
C2,n+1k − C
2,n+ 1
2
k
∆t
= J2,nk+1,
π(R7)2
C7,n+1k − C
7,n+ 1
2
k
∆t
= J7,nk ,
(8.22)
with
J j,nk =

−2πRjP jk (C
j,n+1
k − C
int,n
k ) + J
n
V,k(1− σ
j
k)C
int,n
k − V
j
m,kR
j C
j,n+1
k
1 + C
j,n+ 1
2
k
if J j,nV,k > 0
−2πRjPk(C
j,n+1
k − C
int,n
k ) + J
j,n
V,k(1− σ
j
k)C
j,n+1
k − V
j
m,kR
j C
j,n+1
k
1 + C
j,n+ 1
2
k
if J j,nV,k < 0
(8.23)
Then we ompute the solute ux entering the interstitium and update the interstitial onen-
tration
J int,nk = −J
1,n
k − J
2,n
k − J
7,n
k , (8.24)
π(Rintk )
2C
int,n+1
k −C
int,n
k
∆t
= J int,nk . (8.25)
8.2.6 Main properties
We denote here N2k = N
1
k .
Proposition 8.2.1. The sheme is onservative in the sense that
i) ∑
j=1,2,7
N jkF
j
k does not depend on k. (8.26)
ii) At equilibrium (for large values of n∆t),∑
j=1,2,7
N jkF
j
kC
j
k does not depend anymore on k. (8.27)
Proof. To demonstrate the onservation property, by adding and subtrating artiially to the
rst equation the term
N1k−1
∆x
F 1k−1, we write the sheme on the ow as
N1kF
1,n
k −N
1
k−1F
1,n
k−1
∆x
= N1kJ
1,n
V,k +
N1k −N
1
k−1
∆x
F 1k−1,
N1kF
2,n
k −N
1
k−1F
2,n
k−1
∆x
= N1kJ
2,n
V,k −
N1k −N
1
k−1
∆x
F 1k−1,
N7kF
7,n
k −N
7
k−1F
7,n
k−1
∆x
= N7kJ
7,n
V,k .
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We sum on the lines and obtain
∀k ∈ [2, N ],
(
N1kF
1,n
k +N
1
kF
2,n
k +N
7
kF
7,n
k
)
−
(
N1k−1F
1,n
k−1 +N
1
k−1F
2,n
k−1 +N
7
k−1F
7,n
k−1
)
= 0
and (8.26) holds.
Using a similar approah, it an be shown that the sheme satises solute onservation (8.27)
at steady state (for large t values). This property represents mass onservation at the disrete
level and an be used as a riterion to determine when the system has reahed steady state.
We now state a stability result under a CFL ondition and a stability ondition.
Proposition 8.2.2. Under the CFL [15℄ ondition
∆t ≤ ∆x min
j=1,2,7
( π(Rj)2
maxk |F
j,n
k |
, (8.28)
and the stability ondition
∆t ≤ min
k
(
1∑
j=1,2,7
(
2πRjP jk + |J
j
V,k|(1 − σ
j
k)
)), (8.29)
the sheme preserves the positivity of the onentrations.
The ondition on the time step is divided in two parts. Condition (8.28) orresponds to the
CFL [15℄ ondition, whih is the ondition oming from the transport part of the system. It means
that the disrete veloity
∆x
∆t
has to be larger than the longitudinal (i.e. in the x diretion) uid
veloity whih is
F j
π(Rj)2
, expressed in m.s
−1
.
Proof. We prove that for any n,(
∀j = 1, 2, 7, int, ∀k ∈ [1, N ], Cj,nk ≥ 0
)
⇒
(
∀j = 1, 2, 7, int, ∀k ∈ [1, N ], Cj,n+1k ≥ 0
)
.
We already know that, beause of the semi-impliit sheme,(
∀j = 1, 2, 7, int, ∀k ∈ [1, N ], C
j,n+ 1
2
k ≥ 0
)
⇒
(
∀j = 1, 2, 7, int, ∀k ∈ [1, N ], Cj,n+1k ≥ 0
)
.
We are then left to prove that the sheme on the transport equation preserves positivity.
To guarantee the positivity of C
j,n+ 1
2
k , we write it as ombination of C
j,n
k−1, C
j,n
k and C
j,n
k and
we make sure the oeient of eah term is nonnegative.
First step.The onentration inside the tubes.
We have
C
1,n+ 1
2
k =
(
1−
∆t
∆x
F 1,nk
π(R1)2
)
C1,nk +
∆t
∆x
F 1,nk
π(R1)2
C1,nk−1.
Thus we impose
∀k ∈ [1, N ], ∆t ≤ ∆x
π(R1)2
F 1,nk
(8.30)
For tube 2,
C
2,n+ 1
2
k =
(
1 +
∆t
∆x
F 2,nk
π(R2)2
)
C2,nk −
∆t
∆x
N2k+1F
2,n
k−1
N2kπ(R
2)2
C2,nk+1 −
∆t
∆x
(N1k+1 −N
1
k )F
1,n
k
N1kπ(R
2)2
C1,nk .
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Sine F 2k ≤ 0 for all k ∈ [1, N ], we obtain the ondition
∀k ∈ [1, N ], ∆t ≤ ∆x
π(R2)2
|F 2,nk |
. (8.31)
For tube 7,
C
7,n+ 1
2
k =
(
1−
∆t
∆x
F 7,nk
π(R7)2
)
C7,nk +
∆t
∆x
N7k−1F
7,n
k−1
N7k (R
7)2
C7,nk−1.
Thus we impose
∀k ∈ [1, N ], ∆t ≤ ∆x
π(R7)2
F 7,nk
. (8.32)
Combining the onstraints (8.30), (8.31) and (8.32) gives (8.28).
Seond step. The interstitial onentration.
We write
Cint,n+1k =
(
1−∆t
( ∑
j=1,2,7
2πRjP jk +
∑
j|Jj,n
V,k
>0
J j,nV,k(1− σ
j
k)
))
Cint,nk + positive terms
and then Cint,n+1k is positive under the stability ondition (8.29).
Flow reversal
Moore and Marsh [63℄ raised the issue of the instability of usual shemes for realisti parameter
values. Indeed, the high permeability to water in some tube segments an result in very large
water movements aross those segments. If enough water is extrated from the tube, water
ow an reverse diretion during the dynami proess thereby rendering the numerial method
unstable. The method they were using did not deal with this problem and fored them to
onsider lower values of the water permeability LP . To avoid numerial instabilities arising from
reversal of ow, other authors [88℄ prevent this phenomenon from appearing by diminishing the
water ux when it beomes so high that a ow reversal ours. To deal with ow reversal, we
have to onsider a model whih takes it into aount, and not a model whih taitly assumes
that water always ows in the same diretion. Suh a model is desribed in Chapter 7. Thus,
to ompute the shunted water ow and the shunted solute ow between the desending vasa
reta and the asending vasa reta, we must take into aount the diretion of water ow in both
DVR and AVR. Numerially, to ompute FDVR, we must know at least the sign of FAV R. We
annot anymore ompute FDV R from x = 0 to L and then ompute FAV R from x = L to 0, but
instead, we have to ompute diretly and simultaneously the entire vetors FDV R and FAVR.
And they are solutions to a N-dimensional non linear operator, where N is the size of the spae
disretization. In our ase, when ow reversal ours, even if by any hane the sheme remains
stable, the dynami solution we get has no real meaning, beause we are out of the bounds of
the model. However, for a ertain set of initial onditions, we notie that ow reversal an our.
In that ase, we stop the simulation and start with other initial onditions.
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Chapter 9
Results and physiologial onlusions
This hapter is inspired from the last part of the paper
M. Tournus, N. Seguin, B. Perthame, S.R. Thomas, and A. Edwards. A Model of Calium
Transport along the Rat Nephron. Aepted in the Amerian Journal of Physiology, 2013.
Calium is known to be reabsorbed passively in the thik asending limb, and atively in the
distal onvoluted (DCT) and onneting (CNT) tubules. Our model predits that the passive
diusion of Ca
2+
from the loop of Henle generates a signiant axial Ca
2+
onentration gradient
in the medullary interstitium. In the base ase, the urinary Ca
2+
onentration and frational
exretion are predited as 2 mM and 0.5%, respetively. Urinary Ca2+ exretion is found to
be strongly modulated by water and NaCl reabsorption along the nephron. Our simulations also
suggest that Ca
2+
molar ow and onentration proles dier signiantly between superial and
deep nephrons, suh that the latter deliver less Ca
2+
to the olleting dut. Finally, our results
suggest that the DCT and CNT an at to ounterat upstream variations in Ca
2+
transport, but
not always suiently to prevent hyperaliuria.
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We present here and analyze the results we obtain from the numerial sheme desribed in
Chapter 8 when steady state is reahed.
9.1 Results on the osmolality proles
Base ase steady state proles of sodium onentration, urea onentration, and total osmo-
lality in medullary segments are similar to those of the HT model. The osmolality of the tubular
uid at the outlet of the olleting dut is predited as 1280 mosM (with an external osmole
onentration of 80 mM in the IM). Shown in Figure 9.1 is the osmolality prole of the tubular
uid in ortial distal segments. The uid exiting the mTAL is signiantly hypo-osmoti relative
to plasma, following the massive reabsorption of NaCl that ours in that water-impermeable
segment. In the TAL, whih is similarly water-impermeable, the osmolality of the uid is pre-
dited to remain nearly onstant, as the passive seretion of urea approximately ounterbalanes
the ative reabsorption of NaCl. The reabsorption of water resumes in the DCT, along whih
the tubular uid osmolality rises aordingly. It inreases more steeply in the CNT, the water
permeability of being greater than that of the DCT. Osmoti equilibration is predited to our
very early in the CCD. Note that osmolality proles dier signiantly between the superial
and deep nephrons (9.2), sine the latter have a shorter TAL, and a longer CNT. We assumed
that the water permeability of the DCT and CNT is 4 times lower in deep nephrons than in
superial ones (Table 7.2), so as to avoid luminal uid depletion in the former. Along the CCD,
the tubular uid osmolality is predited to be stable.
As we mentioned in the Introdution, the urinary onentrating mehanism is not ompletely
eluidated yet, and the predited gradient in the inner medulla is due to the external osmole we
add in the interstitium. Sine we are interested in alium proles and sine alium proles are
determined by the proles of other solutes, we keep the hypothesis of the external osmole. We
plot the osmolarity prole without onsidering the exteranl osmole on Figure 9.3.
9.2 Results onerning alium
We rst examined Ca
2+
ow and onentration proles along the nephron under baseline
onditions. We then simulated senarios under whih Ca
2+
handling by spei segments is
altered, to investigate how our kidney model overall responds to suh hanges.
9.2.1 Base ase Ca
2+
onentration proles
Medullary and ortial alium onentration ([Ca
2+
℄) proles at steady state are shown in
Figure 9.4.
In the longest desending limb, the predited [Ca
2+
℄ inreases several-fold between the ortio-
medullary (CM) juntion and the papillary tip, beause of massive water reabsorption. The
permeability of the DL to Ca
2+
is small but not negligible (0.7× 10−5 m/s), allowing for some
passive diusion of Ca
2+
into the interstitium, but the latter is too small to ounterat the eet of
water abstration. Along the water-impermeable asending limb, [Ca
2+
℄ dereases due to passive
Ca
2+
reabsorption. In the thik portion of the limb, the lumen-positive transepithelial voltage
gradient (∆VTE =+15 mV) greatly inreases the driving fore for Ca
2+
transport. Overall, the
luminal onentration of Ca
2+
in the asending limb is predited to derease by 40% between the
papillary tip and the CM juntion, and then more abruptly in the TAL beause this segment
is signiantly more permeable to Ca
2+
. Note that the onentration of [Ca
2+
℄ dereases more
in the TAL of superial nephrons, sine the latter is taken to be 5 times longer than that of
deep nephrons.
In the DCT, even though passive diusion favors Ca
2+
seretion (sine ∆VTE < 0 and [Ca
2+
℄
is lower in the lumen than in the interstitium), ative transport mehanisms predominate and
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Figure 9.1: A : Sodium onentration is the medulla, B: Urea onentration in the medulla, C:
Total osmolarity in the medulla, D: Water ows in the medulla. The x-axis represents the depth
along the medulla, in mm. Conentration are plotted in mM , and water ows are plotted in
m‘3.s−1
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Figure 9.4: Left : Calium 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entration in medullary tubules, vessels and in the interstitium.
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[Ca
2+
℄ dereases at rate that is similar in deep and superial nephrons. In the CNT, [Ca
2+
℄
ontinues to be atively reabsorbed. As desribed above, the uid entering the ortial distal
tubules is signiantly hypo-osmoti. In superial nephrons, the model predits a signiant
inrease in [Ca
2+
℄ in the rst half of the CNT (in spite of ative reabsorption), beause of massive
water abstration. Beyond the mid-point, the rate of water reabsorption dereases and [Ca
2+
℄
resumes its downward trajetory. In the CNT of deep nephrons, where water is reabsorbed less
rapidly, [Ca
2+
℄ is predited to derease monotonially.
In the model onguration, the superial and deep nephrons meet at the CCD entrane.
Solute onentrations at the CCD inlet are therefore a weighted average between the CNT outlet
onentrations of deep and superial nephrons. The olleting dut (ortial and medullary)
reabsorbs very little Ca
2+
passively, and none atively. The predited [Ca
2+
℄ inrease along the
medullary olleting dut is solely due to water abstration.
We assumed that the vasa reta are permeable to Ca
2+
. The model predits that [Ca
2+
℄
inreases along DVR, even though there is some passive Ca
2+
diusion into the interstitium,
beause of water reabsorption (as in desending limbs). Similarly, the predited [Ca
2+
℄ derease
in AVR is predominantly driven by water uptake.
9.2.2 Base ase Ca
2+
molar ow
The molar ow rate of Ca
2+
at steady state is displayed in Figure 9.5.
Note that the molar ow per tubule an vary solely as a result of variations in tubule number,
that is, even when there is no transmembrane solute transport. Suh eets are partiularly
manifest in the olleting duts, whih exhange very little Ca
2+
with the interstitium; yet,
beause the model represents 64 CDs that onverge to a single CD in the inner medulla [34℄,
the Ca
2+
molar ow per tubule inreases steeply along the IMCD. A similar phenomenon ours
in those vessels and tubules that turn at varying depths along the medullary axis. In the thin
asending limbs for instane, the Ca
2+
molar ow per tubule inreases in the diretion of the
ow largely beause the desending limbs that turn bak at dierent levels reinjet Ca
2+
into
the AL lumen. We refer to this fator hereafter as the "oalesing" or "shunting" eet.
As shown in Figure 9.5, the Ca
2+
load diminishes from 12 to 9 pmol/min/tubule along the
longest desending limb. In the outer medulla, where the number of DL does not vary, this
derease results from passive diusion into the interstitium. In the inner medulla, a fration
of long DL turns bak at eah depth, and the shunting eet ontributes signiantly to the
derease in the Ca
2+
load per tubule.
In the thin asending limb, the onentration gradient of Ca
2+
favors passive Ca
2+
reabsorp-
tion. Nevertheless, the Ca
2+
load per tubule rises, as a result of the shunting eet desribed
above. This eet is absent in mTALs, the number of whih remains onstant. In addition, the
driving fore for passive Ca
2+
reabsorption is enhaned by the lumen-positive voltage gradient.
As a result, the Ca
2+
load per tubule dereases signiantly in mTALs. As mentioned above,
the rate of passive Ca
2+
reabsorption rises further along TALs, sine they are several-fold more
permeable to Ca
2+
than mTALs.
In deep nephrons, the load of Ca
2+
entering the DCT is predited as 4 pmol/min/tubule. Fol-
lowing ative reabsorption, it drops to 0.0017 pmol/min/tubule at the CNT outlet. In superial
nephrons, whose TAL is muh longer, the Ca
2+
load at the DCT entrane is lower (about 2.5
pmol/min/tubule). Conversely, the Ca
2+
molar ow does not derease as muh along the DCT
and CNT (relative to deep nephrons), beause the latter segment is muh shorter.
Along the olleting dut, a very small amount of Ca
2+
is reabsorbed, so that the total Ca
2+
molar ow rate diminishes slightly. However, the Ca
2+
load per tubule inreases steeply beause
the olleting duts merge (i.e., the oalesing eet).
Base results are summarized in Table 9.1. The onentration of Ca
2+
at the CD outlet (Cout)
is predited to be 2.0 mM and the Ca2+ molar ow at that point represents 0.46% of the ltered
load.
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Figure 9.5: Predited Ca
2+
molar ow per tubule at steady-state. in deep (upper panel) and
superial (bottom panel) nephrons, from the desending limb to the end of the ortial olleting
dut. Calium molar ow is expressed in mol.s
−1
.
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Superial nephrons Deep nephrons
Frational Ca2+ load delivered to Frational Ca2+ load delivered to
mTAL TAL DCT CCD mTAL TAL DCT CCD
Base ase 31.07 25.62 6.28 0.61 25.93 19.23 10.32 0.01
Filtered load of Ca2+ × 2 31.13 25.94 6.72 1.04 26.61 20.45 11.80 0.035
No Ca2+ transport in mTAL 30.78 30.78 6.54 0.66 25.70 25.69 13.23 0.02
No Ca2+ transport in TAL 31.07 25.63 25.62 4.39 25.97 19.30 19.30 0.02
No Ca2+ transport in mTAL and TAL 30.80 30.78 30.78 6.37 25.76 25.75 25.75 0.030
No ative Ca2+ transport in DCT-CNT 31.07 25.65 6.33 6.63 26.05 19.42 10.54 9.21
No voltage gradient in DCT-CNT 31.07 25.62 6.28 0.48 25.93 19.23 10.32 0.00
No passive Ca2+ transport in DCT-CNT 31.07 25.62 6.28 0.44 25.93 19.23 10.32 0.00
No Ca2+ transport in ortial CD 31.07 25.62 6.28 0.61 25.93 19.23 10.32 0.01
No Ca2+ transport in medullary CD 31.07 25.62 6.29 0.62 25.94 19.24 10.32 0.01
No external osmolytes in IM (E = 0) 31.29 26.84 8.33 1.64 31.27 27.62 21.58 7.47
Table 9.1: Eets of perturbations in Ca2+ transport on Ca2+ reabsorption along the nephron.
Note that the frational load reabsorbed along a given segment is the dierene between the
frational load delivered to that segment and that delivered to the one immediately downstream.
9.2.3 Sensitivity analysis
Most parameter values were taken from experimental studies, exept the following: the perme-
ability of vasa reta to Ca
2+
, whih has not been measured to our knowledge, and the marosopi
parameters that desribe the rate of ative Ca
2+
transport in the DCT-CNT. Table 9.2 illustrates
the model sensitivity to seleted values.
Frational urinary Urinary Ca2+ CD uid osmolality
Ca2+ exretion onentration (mM) at papillary tip (mosM)
Base ase 0.46 2.03 1300
Calium permeability of vasa reta
VR permeability × 2 0.45 2.05 1300
VR permeability × 0.5 0.46 2.01 1300
Ative alium reabsorption in DCT/CNT
V dm,Ca × 2 0.12 0.53 1320
V dm,Ca × 0.5 1.47 6.36 1320
Kdm,Ca × 2 1.31 5.69 1320
Kdm,Ca × 0.5 0.12 0.56 1320
External osmolyte in inner medullary interstitium
E × 1.1 0.42 2.43 1480
E × 0.9 0.60 1.63 1110
Table 9.2: Sensitivity analysis
Ative transport. Our model represents the epithelial layer as a single barrier, and we used
Mihaelis-Menten equations to desribe the ative transport of Ca
2+
. The orresponding param-
eters, that is, the maximal rate of ative Ca
2+
reabsorption in the DCT/CNT (V dm,Ca) and the
Ca
2+
onentration at whih the rate is half its maximal value (Km,Ca) were tted so that the
urinary onentration of alium would be on the order of 2 mM, as observed experimentally [12℄.
Not surprisingly, model results are very sensitive to Vm,Ca and Km,Ca. A 2-fold inrease in V
d
m,Ca
would redue the frational Ca
2+
exretion by a fator of 4 (to 0.12%), and Cout to a similar
extent (to 0.53 mM). Conversely, a 2-fold derease in V dm,Ca would raise the frational Ca
2+
exretion and Cout approximately 3-fold. In addition, a 2-fold derease in K
d
m,Ca would have
omparable eets on Ca
2+
transport as a 2-fold derease in V dm,Ca, and vie-versa.
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External osmole. The onentration of the external osmole in the inner medulla (E) has a large
impat on the IM osmolality gradient, whih is subsequently reeted in the Ca
2+
onentration
at the CD outlet. As shown in Table 9.2, a 10% inrease in E would raise Cout by 20% without
aeting muh the frational Ca
2+
exretion. In ontrast, a 10% derease in E would raise the
frational Ca
2+
exretion by 25% and lower Cout by 20%.
9.2.4 Interstitial Ca
2+
onentration gradient
At steady-state, Ca
2+
diuses from the loops of Henle and DVR into the interstitium, from
whih it is arried into AVR by onvetion. Our model thus predits a signiant interstitial
[Ca
2+
℄ gradient along the medullary axis. If the permeability of all vessels and tubules to Ca
2+
were zero, the gradient would vanish (results not shown). To assess the relative ontribution of
eah struture, we omputed the average interstitial [Ca
2+
℄ in the OM and IM following a 2-fold
inrease in the Ca
2+
permeability of seleted tubules and vessels. As illustrated in Figure 9.4,
interstitial [Ca
2+
℄ values are mostly determined by the Ca
2+
permeability of the desending and
asending limbs, and by that of the vasa reta to a lesser extent. The ontribution of the CD is
negligible.
As displayed in Figure 9.6, the predited interstitial [Ca
2+
℄ prole exhibits a sharp spike at
the OM-IM boundary. This spike stems from abrupt hanges in several parameter values at
that point (espeially in the transepithelial voltage gradient), in ombination with the manner
in whih the interstitial Ca
2+
onentration (CintCa ) is omputed. As opposed to other variables,
CintCa is determined by an equation that does not ontain a spatial derivative, whih would at to
smooth variations; as a result, the interstitial CintCa prole ehoes spatial disontinuities in model
parameters.
9.2.5 Eets of loal perturbations
We then sought to investigate the spei ontribution of eah nephron segment in maintaining
the renal Ca
2+
balane. For this purpose, we simulated alterations in the Ca
2+
-transport prop-
erties of tubules and examined their impat on urinary Ca
2+
exretion. Corresponding results
are summarized in Tables 9.1 and 9.3.
Frational Ca2+ Frational Urinary CD uid
load delivered urinary Ca2+ Ca2+ osmolality at
to CCD exretion onentration (mM) papillary tip (mosM)
Base ase 0.59 0.46 2.03 1240
Filtered load of Ca2+ ×2 1.16 0.81 4.71 1050
No Ca2+ transport in mTAL 0.64 0.49 2.05 1300
No Ca2+ transport in TAL 4.21 2.96 12.55 1300
No Ca2+ transport in mTAL and TAL 6.10 4.26 16.8 1250
No voltage gradient in DCT-CNT 0.46 0.37 1.62 1300
No passive Ca2+ transport in DCT-CNT 0.43 0.34 1.53 1250
No ative Ca2+ transport in DCT-CNT 10.56 7.36 29.57 1300
No Ca2+ transport in ortial CD 0.59 0.42 1.85 1300
No Ca2+ transport in medullary CD 0.59 0.46 2.02 1300
No external osmolytes in IM 5.07 3.59 1.08 550
Table 9.3: Eets of perturbations in Ca2+ transport on the omposition of the CD luminal
uid at the papillary tip.
Calium handling along the nephron
The base ase assumes that the ltered load of alium equals 36 pmol/min/tubule, two-
thirds of whih are reabsorbed in the proximal tubule. Thus, 12 pmol/min are delivered to eah
desending limb. If the latter amount is inreased by a fator of 2, the frational Ca
2+
load at
the mTAL entrane is predited to remain approximately unhanged (Table 9.1), whih means
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that in absolute terms, the DL and thin AL reabsorb twie as muh alium as in the base ase.
The mTAL and TAL also reabsorb about the same proportion of the Ca
2+
load as in the base
ase. Hene, the frational Ca
2+
load at the DCT-CNT entrane is less than 2% higher than in
the base ase. In absolute terms, however, the Ca
2+
load and onentration at that point remain
about 2-fold higher.
The DCT and CNT adapt to this inreased load by inreasing the rate at whih Ca
2+
is
atively reabsorbed. Yet, they are not able to fully adjust, and the frational Ca
2+
load that
is delivered to the CCD is predited to double relative to the base ase (Table 9.3). In the
absene of ompensating mehanisms in the olleting dut, the urinary onentration of Ca
2+
,
as reeted by Cout, inreases more than 2-fold.
Calium handling by the TAL
The mTAL is generally thought to reabsorb insigniant amounts of Ca
2+
relative to the
TAL [40℄. Based on ux measurements [83℄, we assumed that the mTAL is 10 times less
permeable to Ca
2+
than the TAL. We found that this is suient to mediate some passive
Ca
2+
reabsorption in the mTAL (6% of the ltered load in the base ase), given the large,
lumen-positive ∆VTE . When the mTAL permeability to Ca
2+
was set to zero, the TAL, DCT
and CNT eah ated to ompensate for the absene of Ca
2+
reabsorption in the mTAL, as shown
in Table 9.1, and Cout was very lose to its base ase value (Table 9.3).
When the TAL permeability to Ca
2+
was set to zero, the DCT and CNT also inreased the
ative reabsorption of Ca
2+
, but not enough to fully oset the absene of reabsorption in the
TAL. In superial nephrons, whose CNT is relatively short, the Ca
2+
load at the CNT outlet
was more than 7 times higher than in the base ase. As a onsequene, Cout was predited to
be > 10 mM (Table 9.3). When the entire TAL was made impermeable to Ca
2+
, the predited
hyperaliuria was even more severe. Even though the DCT and CNT together reabsorbed 2-4
times more Ca
2+
than in the base ase (Table 9.1), this did not sue to ompensate for the
absene of reabsorption upstream, and the frational exretion of Ca
2+
was 10 times higher.
Calium handling by the DCT-CNT
The renal exretion of Ca
2+
is ne-tuned in the DCT and CNT, wherein Ca
2+
reabsorption is
an ative proess that is mediated apially by transient reeptor potential vanilloid 5 (TRPV5)
hannels, and basolaterally by type 1 Na+-Ca2+ exhangers and plasma membrane Ca2+ pumps.
Assuming that the passive permeability of the rat DCT and CNT to Ca
2+
is 0.1×10−5 m/s [80℄,
the model predits that the bakux of Ca
2+
into these segments is not negligible, as the lumen-
negative transepithelial voltage gradient favors Ca
2+
seretion into the lumen. To assess the
importane of this bakux, we set ∆VTE to zero in the DCT and CNT. As shown in Table9.3,
the frational Ca
2+
load delivered to the CCD then dereased from 0.59% to 0.46%, and Cout
from 2.0 to 1.5 mM. When passive diusion was fully abolished in the DCT and CNT (i.e.,
when the Ca
2+
permeability of these segments was set to zero), the delivery of Ca
2+
to the CCD
and Cout dereased slightly more (Table 9.3). These results indiate that the bak-ux of Ca
2+
into the DCT and CNT lumen may not negligible, and that it is predominantly driven by the
transepithelial eletri potential dierene.
We next simulated the full inhibition of ative Ca
2+
transport in the DCT and CNT, by setting
V mdCa to zero. Owing to water abstration, the luminal onentration of Ca
2+
then inreased
ontinuously downstream from the TAL, and the model predited a massive inrease in urinary
Ca
2+
exretion in the absene of ompensating mehanisms along the CD (Table 9.3).
Calium handling by the CD
The luminal onentration of Ca
2+
inreases by a fator of ∼ 10 along the olleting dut,
primarily as a result of water reabsorption. In the base ase, the exhange of Ca
2+
between the
CD and the interstitium is negligible; as shown in Figure 9.6, setting the Ca
2+
permeability of
the ortial or medullary CD to zero has a minimal impat on urinary Ca
2+
exretion. It should
be noted that one experimental study suggested the existene of an ative Ca
2+
reabsorption
mehanism in the medullary olleting dut. Magaldi et al. [61℄ measured a Ca
2+
ux in the
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IMCD in the absene of signiant hemial and eletri potential gradients, and showed that
Ca
2+
reabsorption was Na+-dependent. Based upon their results, we estimated the Ca2+ ux to
be on the order of 2 pmol/min/mm tubule in the IMCD, whih is omparable to measured values
in the CNT [14℄. We thus performed simulations in whih the rate of ative Ca
2+
transport in
the IMCD was taken to be equal to (ase 1), of double that (ase 2) in the DCT and CNT. All
else being equal, the predited Cout was 1.40 mM in ase 1, and 0.95 mM in ase 2.
To examine whether ative Ca
2+
transport in the IMCD ould at to ompensate for dys-
funtions upstream, we then eliminated the reabsorption of Ca
2+
in the DCT and CNT. Under
these onditions, Cout was omputed as 24.8 mM in ase 1, and 20.1 mM in ase 2. These
results suggest that if Ca
2+
reabsorption ould indeed be indued in the IMCD, it would only
ounterbalane slightly Ca
2+
transport defets upstream.
9.3 Conlusion
Calium transport in deep versus superial nephrons
Our model distinguishes between superial and deep nephrons, and predits distint ow
and onentration proles in eah type. In regards to Ca
2+
transport speially, our results
suggest that not only the amount of Ca
2+
that is delivered to the medullary thik asending
limb, but also the frational load of Ca
2+
that is reabsorbed along the downstream segments,
vary signiantly between deep and superial nephrons. The model predits that 19% of the
ltered Ca
2+
load reahes the TAL in deep nephrons (vs. 26% in superial nephrons), and
that the TAL and DCT-CNT eah reabsorb 9% and 10% of the load in deep nephrons (vs.
19% and 6% in superial nephrons). Thus, the Ca2+ molar ow and onentration proles
dier signiantly in the distal segments emanating from long and short mTALs, up until the
point where they merge. Whether this is indeed the ase in vivo remains to be determined
experimentally.
Calium reabsorption in the mTAL
It is generally thought that Ca
2+
reabsorption is negligible in the mTAL under base onditions
[40℄. Interestingly, one study showed that the presene of biarbonate enhanes the mTAL Ca
2+
ux [99℄, whereas most perfusion studies are performed in the absene of HCO−3 . Based on
ux measurements, we assumed here that the mTAL permeability to Ca
2+
is one tenth that
of the TAL. Despite the 1:10 permeability ratio, in deep nephrons, the mTALs are predited
to reabsorb almost as muh Ca
2+
as the TALs (6% of the ltered load of, vs. 8%). This is
beause (a) the longest mTAL is taken to be 4 times longer than the TAL in deep nephrons,
and (b) the transepithelial Ca
2+
onentration gradient is more favorable to reabsorption in the
medulla than in the ortex. However, we also found that in the absene of Ca
2+
reabsorption
in the mTAL, the TAL reabsorbs a signiantly higher fration of the ltered load. Sine the
DCT and CNT also do so, the onentration of Ca
2+
at the CD outlet is not muh aeted
(Table 9.3). These results suggest that Ca
2+
transport dysfuntions in the mTAL may not, per
se, signiantly aet the urinary exretion of Ca
2+
.
Role of the DCT and CNT
Our model predits that the DCT and CNT are able to adjust to hanges in Ca
2+
trans-
port upstream, but not always nely enough to prevent hyperaliuria. For instane, these two
segments annot fully ounterbalane the abolition of Ca
2+
reabsorption along the entire TAL:
under these onditions, the model predits a 8-fold inrease in urinary Ca
2+
exretion. It is
diult to ompare these preditions with experimental data, sine manoeuvers that abolish the
passive reabsorption of Ca
2+
in the TAL (suh as the administration of furosemide) typially
aet the transport of NaCl as well, thereby altering the interstitial osmolality gradient and
hanging the driving fore for Ca
2+
exhange aross other nephron segments (see below).
It should be noted that in the absene of signiant Ca
2+
transport aross the CD epithelium,
the onentration of Ca
2+
in the CD uid inreases approximately 10-fold from the CM juntion
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to the papillary tip, due to massive water reabsorption along that segment; this ampliation
means that seemingly small hanges in the Ca
2+
load at the CCD entrane have a large impat on
the urinary onentration of Ca
2+
. As an illustration, when the ltered load of Ca
2+
is inreased
2-fold, the frational amounts of Ca
2+
reabsorbed along the TAL, DCT and CNT are very similar
to base ase values, and the frational Ca
2+
load that is delivered to the CCD inreases by 0.6%
only (Table 5). This variation nevertheless represents a 2-fold inrease relative to the base ase,
and the predited Cout inreases by a similar fator, from 2.0 to 4.7 mM.
Interstitial Ca
2+
onentration gradient
0 1 2 3 4 5 60
0.5
1
1.5
2
2.5
3
3.5
Distance along the cortico−medullary axis (mm)
Interstitial calcium concentration (mM)
AL permeability set
to zero
DL permeability set
to zero
DVR permeability
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to zero
AL permeability
multiplicated by 2
DVR permeability
multiplicated by 2
DL permeability
multiplicated by 2
Basal case
Figure 9.6: Predited Ca
2+
interstitial onentration
In the base ase, the average interstitial Ca
2+
onentration is predited as 0.74 mM in the
OM, and 1.78 mM in the IM (Figure 9.6). These results suggest that a signiant interstitial
[Ca
2+
℄ gradient develops along the medullary axis, if the limbs of Henle and vasa reta are not
fully impermeable to Ca
2+
. As desribed above, we estimated the thin limb permeability to
Ca
2+
in rats by extrapolating rabbit data, but there may be signiant inter-speies dierenes.
The resulting values are small ompared to the Ca
2+
permeability of the proximal tubules and
TALs, yet they are suient to allow some Ca
2+
to passively diuse from the thin desending
and asending limbs to the interstitium. A similar amount of Ca
2+
is predited to diuse from
the DVR as well. The interstitial [Ca
2+
℄ inreases overall along the medullary axis beause as
water is reabsorbed from the desending limb, the onentration of Ca
2+
in the DL lumen rises,
thereby inreasing that in the interstitium as well.
Axial interstitial onentration gradients an be maintained beause axial transport is negli-
gible in the medullary interstitium: interstitial ells are staked like the rungs of a ladder and
their orientation impedes axial diusion [57℄. Likewise, we assumed no exhanges between the
ortial and medullary interstitium, and the model therefore predits a sharp disontinuity in
the interstitial [Ca
2+
℄ at the CM juntion. It is likely, however, that the hange is more gradual
in vivo.
Interstitial osmolality gradient
Our results suggest that the ontribution of Ca
2+
to the axial osmolality gradient is generally
negligible relative to that of NaCl and urea. As desribed above, the driving fore behind the
urinary onentrating mehanism in the inner medulla remains to be ompletely understood.
None of the hypotheses that have been proposed in the last deades has been fully validated [17℄.
A reent model of the urinary onentrating mehanism that aounts for preferential interations
among tubules and vessels and for new permeability data was able to predit a substantial
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urea gradient in the IM, but failed to reprodue the observed inrease in sodium onentration
along the IM axis [50℄. Reasoning that the IM osmolality gradient ould be important for
Ca
2+
transport, we generated this gradient by adding an external osmolyte (Eq. (7.11)), a
hypothesis initially proposed by Hargitay and Kuhn [33℄, revived by Jen and Stephenson [39℄
and subsequently probed by Wexler and Thomas [88℄ [89℄. The HT model demonstrated that
in priniple, the aumulation of latate (via anaerobi glyolysis) in the IM ould drive water
out of desending limbs and thereby amplify the IM osmolality gradient. This hypothesis has
yet to be onrmed, and we did not inlude the transport of gluose and latate in the urrent
model. Our results indiate that the IM osmolality gradient has indeed a signiant impat on
Ca
2+
transport in the kidney. In the absene of suh a gradient, the luminal uid remains muh
more dilute, and the passive reabsorption of Ca
2+
along the loop of Henle is redued (Table 9.1).
Consequently, even though the DCT and CNT atively reabsorb slightly more Ca
2+
than in the
base ase, the frational load delivered to the CCD equals 5.1% (vs. 0.6% in the base ase).
Nevertheless, sine water abstration in the CD is greatly diminished, the Ca
2+
onentration in
the CD uid at the papillary tip is about half its base ase value (Table 9.3).
Novelty of mathematial model
Most models of solute transport in the medulla do not represent the ortial distal tubules,
and instead speify steady state boundary onditions at the entrane to the medullary CD. We
hose to expliitly inlude the TAL, DCT, CNT, and CCD in our model beause the DCT and
the CNT are the nephron segments where Ca
2+
reabsorption is exquisitely regulated. Without
their spei inlusion, we would not have been able to investigate the role of these segments
in maintaining the Ca
2+
balane. In addition, adding these segments was neessary to build a
dynami model with arbitrary (i.e., non-steady state) initial onditions. Even though we foused
on steady-state results in this study, a dynami model has several advantages. The nite-volume
type sheme that we developed is robust, in that it onverges to the steady-state solution no
matter what the initial onditions are. It is also relatively fast: reahing steady state usually
requires less than 3 minutes of CPU time.
In summary, we have developed the rst detailed model of alium transport in the rat kidney.
Our results suggest that Ca
2+
reabsorption proles dier between superial and deep nephrons.
Our model also predits the existene of an axial Ca
2+
onentration gradient in the medullary
interstitium.
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