We study particle dispersion advected by a synthetic turbulent flow from a Lagrangian perspective and focus on the two-particle and cluster dispersion by the flow. It has been recently reported that Richardson's law for the two-particle dispersion can stem from different dispersion mechanisms, and can be dominated by either diffusive or ballistic events. The nature of the Richardson dispersion depends on the parameters of our flow and is discussed in terms of the values of a persistence parameter expressing the relative importance of the two above-mentioned mechanisms. We support this analysis by studying the distribution of interparticle distances, the relative velocity correlation functions, as well as the relative trajectories.
I. INTRODUCTION
The diffusion of a passive scalar convected by a statistically homogeneous and isotropic turbulent flow is a problem of practical and fundamental interest in a great variety of contexts such as chemical reactions, mixing of fluids, and spreading of pollutants. Many important results on turbulent diffusion are formulated in Lagrangian coordinates ͑see, for example, Monin and Yaglom ͓1͔ and McComb ͓2͔͒ , where the coordinate frame is associated with a moving fluid element. Since no simple connections between the Lagrangian properties of the flow and the Eulerian properties of the velocity field ͑measured in a laboratory frame͒ can be formulated, much effort was invested into numerical modeling of flows with given Eulerian or Lagrangian characteristics.
Our approach is based on the use of a two-dimensional synthetic turbulent flow with prescribed statistical properties. In our simulations we first generate the flow in all the system and then let the particles move advectively and without inertia according to the velocity field. Our method of generation of this field is based on a parallel update procedure. Although the algorithm spends much time with updating the whole-lattice velocity field ͑in comparison with the normal schemes where the velocity field is calculated only at the particle positions͒, it is suitable for the calculation of manyparticle properties, i.e., for the discussion of cluster dispersion, distance probability distributions, and some other position-dependent quantities that are going to be examined in this paper.
Our main aim is to study the Lagrangian dispersion of particles advected by the previously mentioned synthetic turbulent flow, as described by the Richardson's law. Since the initial work of L.F. Richardson ͓3͔, a large amount of work has been done ͓4-8͔ to understand the dispersion processes that lead to this behavior. It has been recently shown ͓9,10͔ that different dynamical mechanisms can lead to the same Richardson's law for the two-particle dispersion, so that such dispersion can be dominated by either diffusive or ballistic events. In this paper we are going to support this idea with the numerical results of particle dispersions under our synthetic turbulence.
The paper is organized as follows: in Sec. II we introduce the synthetic flow and the way we generate it. In Sec. III we focus on Richardson's law and discuss the statistical nature of the process underlying this strongly enhanced dispersion. We mainly investigate the effects of the flow parameters on the Richardson's behavior. Although the dispersion law is the same, the modification of the turbulence parameters makes the dispersion mechanism more diffusionlike or more ballistic, depending on the typical length, correlation time, and mean-squared velocity of the flow. In Sec. IV we enforce the previous ideas by looking at the trajectories, distribution of interparticle distances, and relative velocity correlation functions. Finally, Sec. V contains the main conclusions.
II. STOCHASTIC VELOCITY FIELDS
In this section we describe a numerical method to generate a statistically homogeneous, isotropic, and stationary two-dimensional velocity field, which could represent a ''synthetic'' or ''kinematic'' turbulent flow with zero mean and well-defined statistical properties. Our present paper is entirely implemented in a two-dimensional space, however it is worth noting that it can be generalized to three dimensions ͑3D͒ ͓11͔. The two-dimensional space is chosen here for several reasons. First of all, it is chosen for the sake of simplicity of the numerical simulations. Second, because the two-dimensional turbulence has considerable interest of its own. Such interest is connected with the experimental results that are important both from the fundamental ͑see ͓12͔ or more recently Paret and Tabeling, ͓13͔͒ and from an applied viewpoint ͑see for example, Brown and Smith, ͓14͔͒.
The starting point of our two-dimensional simulations is a Langevin equation for a stream function (r,t),
where is the kinematic viscosity. Q͓ 2 " 2 ͔ denotes an operator which controls the spatial correlations with a characteristic length and (r,t) is a Gaussian white-noise field with zero mean value and whose covariance is given by
where the intensity of the noise ⑀ 0 is a parameter of the simulations. The Langevin equation can be formally integrated to get the temporal evolution of the stream function.
Turning to a Fourier-space we see that Eq. ͑1͒ corresponds to building up the field from the independent Fourier modes and in this sense parallels to the kinematic simulations following the ideas of Refs. ͓15-18͔. Using Eq. ͑1͒ corresponds to the change from an intrinsic randomness ͑associated to the complex behavior resulting from the nonlinearity of the Navier-Stokes equation͒ into a system of independent Fourier modes coupled to an external noise with prescribed statistical characteristics. The incompressible two-dimensional velocity field follows then as v͑r,t ͒ϭ ͩ Ϫ ‫͑ץ‬r,t ͒ ‫ץ‬y , ‫͑ץ‬r,t ͒ ‫ץ‬x ͪ .
͑3͒
The main kinematic characteristics of the stochastic velocity field is the velocity correlation function C(r,s), which is defined as
As a consequence of the homogeneity, isotropy, and stationarity of the flow, the correlation functions depend only on relative coordinates rϭ͉r 1 Ϫr 2 ͉ of two points and on the time difference sϭ͉tϪtЈ͉. More specifically, we will employ the radial correlation function defined by
The physical parameters characterizing the homogeneous and isotropic turbulent flow are the following: the meansquare velocity u 0 ͑intensity͒ defined in a way that
where E(k) is the energy spectrum of the flow, and the characteristic ͑integral͒ time and length scales
These parameters can be obtained as functions of the input parameters, , ⑀ 0 , and , for each specific form of the energy spectrum. In particular the spectrum is directly related with the Q operator. In what follows we consider the Kármán-Obukhov ͑KO͒ spectrum ͓19,20͔, which was introduced to study Kolgomorov turbulence and parametrizes the E(k) function in the following way:
.
͑8͒
This spectrum follows the widely accepted KolmogorovObukhov power law E(k)ϳk Ϫ5/3 for the inertial range (k Ͼk 0 ) of well-developed homogeneous and isotropic turbulent flow. According to this energy spectrum the choice of the Q operator is ͓11͔
, ͑9͒
where ϭ(9/5)
. In this case we derive for C(r,s) the following expression:
͑10͒
Equation ͑10͒ shows that the lifetime of the Fourier components of our flow behaves according to ϰ Ϫ2 , a signature of a diffusive process supposed by a Langevin dynamics. Thus, the lifetime of a structure of size L grows proportionally to ϰL 2 ͑as typical, say for the turbulent velocity fields in the viscous range͒ and does not follow the Kolmogorov scaling supposing ϰL 2/3 . Therefore, the larger structures of our flow are more persistent that ones in real turbulence. However this is not essential for the discussion of the dispersion properties of the flow since, as demonstrated, they are the same as those that follow from Kolmogorov's universality class.
The results for the three basic physical parameters, u 0 2 , t 0 , and l 0 , in terms of the simulation parameters, ⑀ 0 , , and , are then
A detailed presentation of the way the algorithm just proposed is implemented to simulate turbulent flows can be found in Ref. ͓11͔ . We note that the scheme corresponds to a parallel updating of the velocity vectors on the lattice and thus is extremely effective for simulation of many-particle processes, such as dispersion of initially dense particle clusters. The whole procedure is discretized in space using a square lattice of NϫN points and unit spacing ⌬. Concerning the temporal evolution, the Langevin equation is integrated exactly in the spatial Fourier space. It is worth noting that the initial conditions for the stream function (r,0) can be chosen in such a way that the flow is in its statistical steady state from the beginning of the simulation. Note that the reproduction of the correct time dependence of Eulerian velocity field, following from the Kolmogorov's universality assumption and describing correctly both the lifetime of the structure of the flow and their sweeping by the overall flow, is an unsolved problem ͓8͔. On the other hand, the practically oriented simulations of the two-particle dispersion often start from essentially frozen flow structures, assuming that the temporal decorrelation of the particles' relative motion takes place because the pair as a whole is moving, due to a mean velocity, relative to an essentially frozen flow ͑as proposed by a Taylor hypothesis, see Sec. 21.4 of Ref. ͓3͔͒. This assumption serves as a basis for successful numerical approaches ͓16,21͔, see Sec. 6.5.1 of Ref.
͓10͔ for discussion. Thus, in applications, the time-dependent turbulent flow is often mimicked either by sweeping a frozen array of eddies past the laboratory frame by some constant velocity ͓21͔ or by sweeping indefinitely persisting eddies by the overall ͑self-consistent͒ velocity field ͓22͔, all leading to reasonable results. The velocity field in our case belongs essentially to the same class.
In Ref. , and the effective value of ␤ stagnates at the Kolmogorov value of ␤ϭ2/3. In such situations the Richardson's law stems mostly from rare and ballistically separated pairs. On the other hand, this does not mean that the properties of such dispersion does not depend on the temporal correlations in the flow: we address this question in detail in Sec. III A. Moreover, the properties of manyparticle dispersion in such flow will be addressed in Sec. IV, in hope that they are generic for chaotic two-dimensional flows with Kolmogorov spatial scaling.
III. LAGRANGIAN DISPERSION AND RICHARDSON'S LAW
One of the benefits of our kinematic simulations is to elucidate the Lagrangian ͑multipoint͒ properties of flows with given Eulerian statistics. Within this perspective, we focus on questions concerning turbulent dispersion. In particular, the Richardson's law, giving a superdiffusive behavior for the mean relative square distance of particles advected by a turbulent flow, has been extensively studied. This law concerning the two-particle dispersion, was obtained by Richardson ͓3͔, by summarizing results of various experiments on the diffusion of ashes in the atmosphere. Formulated in terms of the distance between two fluid elements R(t), initially in close vicinity, this law states that
The prefactor is typically expressed as ϭG, where is the energy dissipation rate of the turbulent flow and G is a dimensionless constant referred in the literature as the Richardson constant. Note that Richardson's law is also known as ''four-thirds law,'' since Eq. ͑12͒ can be obtained from the diffusion equation with the diffusion coefficient
. This important law can be understood in the general frame of Kolmogorov scaling description of turbulence ͓1,2͔. There is a considerable amount of experimental data on relative dispersion supporting this law and in fact its range of validity is believed to go beyond the inertial subrange.
Although in our kinematic simulations no energy transfer and dissipation take place, we could formally define the energy dissipation rate based on the prescribed energy spectrum ͓2͔. Without going into the detail, the expression for can be expressed as ͓11͔
where k max represents the cutoff of the inertial range. In our approach, due to computational limitations, the largest wave number k max depends on N and ⌬.
More useful for our formal scheme is the formulation of the Richardson's prefactor in terms of the scaling properties of the flow. Well-developed turbulent flows show the Kolmogorov's scaling, in which the mean-squared relative velocity at two points separated by a distance r ͗v r 2 ͑ r ͒͘ϭ͗"v͑ rЈ,t ͒Ϫv͑ rЈϩr,t ͒… 2 ͘ ͑14͒ behaves as ͗v r 2 (r)͘ϭAr 2/3 , where AϭC L 2/3 with C L being a numerical factor ͑connected in real 3d, flows with the Kolmogorov's constant defining the spectrum͒. The value of A in our simulations can be analytically estimated ͑see the Appendix͒ from the general expression for the velocity correlation function, Eq. ͑10͒, and finally reads .
͑15͒
This expression has been checked numerically with our KO synthetic flows.
On the other hand, the value of the prefactor in the Richardson's law, Eq. ͑12͒, can be interpreted in terms of a separation velocity v sep (r), defined through dr/dtϭv sep (r). According to Eq. ͑12͒ the separation velocity scales in the same way as one of the mean-square relative velocity of the flow, but with a different prefactor: v sep 2 (r)ϭBr 2/3
. Actually, the prefactor B is related to that one appearing in the Richardson's law via Bϭ . The difference between the PRE 62͗v r 2 (r)͘ and v sep 2 (r) is due to the temporal decorrelation of the relative velocity of the particles, as will be discussed below.
A. Numerical results
The numerical simulation of the dispersion of passive particles by a synthetic two-dimensional flow is performed by integrating the equations of motion of these particles ͓25͔
where Xϭ(X,Y ) is the position of the particle. The value of the velocity V(X)ϭ"V x (X),V y (X)… is interpolated using the bilinear form
͑17͒
In this expression, ␣ denotes the velocity's Cartesian component, pϭ͓X/⌬͔ and qϭ͓Y /⌬͔ give the coordinates of the grid's cell in which the point X is located, and the values ϭ͕X/⌬͖ and ϭ͕Y /⌬͖ determine the relative position of a point within a cell. Here ͓z͔ and ͕z͖ denote the whole and fractional parts of z, respectively. V i, j (t) stands for the discretized synthetic velocity field, Eq. ͑3͒, introduced in Sec. II. We start from the set of an array of M ϫM particles with a closest interparticle separation fixed at 0.1 and placed within a square in the center of the system. We integrate Eq. ͑16͒ using a second-order Runge-Kutta method with a small step compared with the flow characteristic time (⌬t р0.1t 0 ). We average over 100 realizations of the flow in all the results in this work. Although we use periodic boundary conditions for the flow we do not want the particles to reach the boundaries of the system. When this happens we stop that realization and start another one. The final average for a variable at any given time only contains those realizations that still were valid at that time. Although we may loose some statistics at long times, we reduce much this effect by using large systems. When computing the two-particle distances R we choose all the possible pairs, namely, we have M 2 (M 2 Ϫ1)/2 pairs for each realization. Our systems are grids of Nϭ512 with ⌬ϭ0.5 and the discretization in time is ⌬tϭ0.1. All the parameters of the simulation ͑discretization values, size of the system, etc.͒ have been previously checked in order to reproduce the correct statistical properties of the flow and to ensure numerical stability.
The average relative distance is calculated according to
͑18͒
For intermediate times the Richardson's law, Eq. ͑12͒, applies and is calculated from the plot of ͗ R 2 (t) ͘ /t 3 as a function of t, in the interval where this function is almost constant between the initial and asymptotic times. In this interval we fit a horizontal line and we could get the error in from the difference between the maximum and the minimum value of the above-mentioned function during the plateau.
In order to study the dispersion features of the flow according to its statistical properties, we simulate some cases with different values of the flow parameters u 0 2 , l 0 , and t 0 . Figure 1 shows the dispersion results for four of these cases where we can see the effect of the variation of each one of the flow parameters. We can calculate B directly from the value of , and by using Eq. ͑15͒ for A, we compute the value of ͱB/A. Notice that ͱB/A corresponds to the ratio between the separation velocity and the square root of the mean-squared relative velocity in Eq. ͑14͒. Within the model of Ref. ͓10͔ such a quantity is proportional to a persistence parameter P s of the flow. In Table I we have summarized these results for some cases, included those in Fig. 1 .
When analyzing the results of Table I we realize, first of all, that all the values of ͱB/A are much smaller than one.
With respect to the effect of the turbulence parameters on this quantity, Table I shows that the longer the life of the eddies (t 0 ), the larger the intensity of the flow (u 0 2 ), and the smaller are the eddies (l 0 ), then the larger is the separation velocity. Figure 2 shows that the value of B/A tends to follow a universal function of a dimensionless combination u 0 t 0 /l 0 . Taking into account the fact that for some combination of parameters the Richardson's plateau in Fig. 1 ͑right͒ is rather short ͑which does not allow to determine the Richardson's constant with high accuracy͒, the quality of the scaling in Fig. 2 can be considered rather good. The combination u 0 t 0 /l 0 is similar in structure to a persistence parameter P s of the flow, introduced in Refs. ͓9͔ and ͓10͔ as a combination P s ϭv 0 0 /r 0 of characteristic Lagrangian time, velocity, and length scales of the relative motion ͑see Sec. III B͒. This means that although no simple relation exists between these parameters and the Eulerian flow parameters (u 0 2 , t 0 ,l 0 ), the corresponding combinations are functionally dependent.
B. Theoretical background
In order to understand the behavior described above, let us recall some results on well-developed turbulent flows showing Kolmogorov scaling. The two-time correlation function of the relative velocities, v r (r,t)ϭ"v(rЈ,t)Ϫv(rЈ ϩr,t)…, at points separated by the distance r, behaves as ͓9,10͔ ͗v r ͑ r,t 1 ͒v r ͑ r,t 2 ͒͘ϰ͗v r 2 ͑ r ͒͘g͓͑t 2 Ϫt 1 ͒/͑ r ͔͒, ͑19͒
where (r) is a distance-dependent correlation time, the g function is defined so that g(0)ϭ1, and ͗v r 2 (r)͘ was introduced in Eq. ͑14͒. Note that Eq. ͑19͒ applies to Lagrangian characteristics ͑pertinent to a situation where a coordinate frame is fixed on one of the particles of the pair͒.
The possible scenarios of the two-particle dispersion in a flow whose spatial scaling follows the Kolmogorov prescription were analyzed in Refs. ͓9,10͔, and ͓23͔. Thus, one supposes 
͑21͒
Then the Richardson law ͗ R 2 (t) ͘ϭt 3 will hold asymptotically for the flows in which the value of ␤у2/3. For a welldeveloped Kolmogorov case one would suppose ␤ϭ2/3, in which case the properties of the flow would be described by a dimensionless number parameter P s ϭv 0 0 /r 0 , being a combination of characteristic Lagrangian time, velocity, and lengthscales of the relative motion. The parameter can be interpreted as a quotient of the mean-free path of the particles' relative motion and the actual distance, so that the small values of P s correspond to the dominance of the dif- fusive transport, while the large P s values show that the transport is dominated by the ballistic events. For P s small, the value of ͱB/A will be proportional to P s .
The values of ͱB/A listed in Table I make evident that the weight of the ballistic component of relative motion under all flow parameters considered is rather small, so that the Richardson's behavior corresponds to highly weigthed diffusive relative trajectories complemented with only a few ballistically separated pairs. As we proceed to show, this finding is compatible with a dispersion of the initial cluster in few smaller clusters. This idea is studied with more detail in Sec. IV A.
IV. FURTHER ANALYSIS OF SIMULATION RESULTS
As anticipated, our simulation scheme allows us to extract additional information for particle dispersion apart from dispersion data concerning Richardson's law. This is going to be discussed in what follows.
A. Analysis of particle trajectories
Analyzing the trajectories of our cluster dispersion simulations help us to understand the significance of the flow persistence and the dispersion mechanisms leading to the Richardson's behavior. Since this behavior is characterized in terms of the interparticle distance variable, R(t), we study both single and relative trajectories.
Let us consider a single realization of our numerical dispersion simulations, namely, a dense cluster of 10ϫ10 particles in the middle of the system. As the time evolves, the typical picture of hydrodynamical mixing, consisting of the elongation and folding of the initial droplet, applies. As a result, an initially dense cluster is separated into several ones of similar density. This process is clearly seen in Fig. 3 for the positions of the 100 particles and in Fig. 4 for the relative distances of the 9900 possible pairs ͓(i, j) and the symmetric pairs ( j,i)͔. The sequences in Figs. 3 and 4 correspond to times tϭ20,40,60, and 120 for the case with u 0 2 ϭ1, l 0 ϭ4, and t 0 ϭ12 shown in Fig. 1 . At early times, close to the first snapshot, the particles move accordingly to the well-known elongation and folding mechanisms before the system enters the Richardson regime. Obviously, this early behavior is not captured by looking only at the first snapshot, since it corresponds to a single frame of the particles' evolution. The second and third pictures are taken during the Richardson's range. Notice how the system is still clusterized there. Moreover, in those times it is clearly seen how some ballistic events are evidenced in the relative representation. In spite of this, most of the relative positions are still concentrated in a central cluster corresponding to those pairs that have not been dispersed by the flow. The symmetric satellite groups ͑in the relative plots͒ can be associated with the separation of particles that are in different clusters, whereas the dense central cluster corresponds to the pairs that are traveling in the same cluster. The last snapshot stands for a very long time, when the particles are completely uncorrelated.
We can learn even more things by comparing this case ͑large-t 0 case͒ with, for instance, the same case with t 0 ϭ6 ͑small-t 0 case, also shown in Fig. 1͒ . We show in Figs. 5 and 6 the positions and the relative distances, respectively, for this new case. By comparing both cases, we realize that the small-t 0 case shows a more clusterized way of dispersion, namely, the particles travel mostly together in fewer and denser clusters than in the large-t 0 case.
The behavior reported is coherent with the value of our effective persistence parameter ͱB/A. By looking at Table I we get that ͱB/Aϭ0.1652 for the large-t 0 case and ͱB/A ϭ0.1196 for the small-t 0 case. Since the large-t 0 case has a larger value of ͱB/A we found a larger amount of ballistic events than in the small-t 0 case. We can generalize this behavior by looking at the trajectories and relative trajectories of the other cases in Table I . The cases with smaller ͱB/A have fewer ballistic separations between particles and a larger number of diffusive and chaotic events than in the cases with larger ͱB/A.
In general, all the values of ͱB/A for our flow ͑at least for the parameters shown in this work͒ are much smaller than 1, and therefore the dispersion mechanism is mostly diffusive dominated. We have seen how most of the initially close pairs stay close to each other considerable times, performing similar motions even when ͗R 2 ͘ϳt 3 applies. In other words,
Richardson's behavior for our flows comes to a large extent from rare ballistically separated pairs than from the typical separation of a pair within a cluster. This cluster nature of turbulent dispersion has been also seen for an experimental flow in Ref. ͓26͔.
B. Distribution of interparticle distances
To support this scenario we have computed the distribution of interparticle distances P(R,t) at 10 different times for the case with u 0 2 ϭ1, l 0 ϭ4, and t 0 ϭ12 shown in Fig. 1 . We concentrated on the behavior of the median and the lowest moments of this distribution. Thus we calculate the square root of the second moment (t)ϵͱ͗R 2 (t)͘, the first moment m(t)ϵ͗R(t)͘, and the median ⌳(t) defined as the distance such that half of the pairs have a separation smaller that ⌳.
The time evolution of , m, and ⌳ is shown in Fig. 7 . In this figure we also plot the relative moments zϵm(t)/(t) and lϵ⌳(t)/(t). Both, the relative first moment z and the relative median l decay at the beginning, then they remain rather constant during the Richardson regime ͓t(20 Ϫ50)͔ and finally they grow when the diffusive regime is reached. The behavior of both variables during the Richardson's range stems from the fact that most of the particles remain clusterized in the same number of clusters, or equivalently, that the distance between pairs is dominated by the separation between clusters already existing rather than by the formation of new ones. This supports the idea introduced in Sec. III and showed qualitatively in Sec. IV A. We can compare this behavior with the properties of the twodimensional Gaussian distribution and the Richardson's stretched-Gaussian law. Since both distributions scale with time, the values of l and z for them stay constant and are equal to zϭ0. 886 and lϭ0.832, and zϭ0.751 and lϭ0.565 for the Gaussian and Richardson case, respectively ͓1͔. Note in Fig. 7 that the value of l in our case is even considerably lower than in the Richardson's case, which shows the very strong clusterization.
C. Relative velocity correlation functions
Another measure of the proportion of ballistically separated pairs can also be estimated by calculating the direction correlation functions of the relative velocities, ⌿͑t, ͒ϵ͗e i j ͑ t ͒e i j ͑ tϩ ͒͘.
͑22͒
The brackets mean an average over pairs and statistical realizations of the flow, and e(t) is the unit vector of the direction of relative velocity of a pair (i, j) at time t,
The function ⌿(t,) is presented in Fig. 8 with u 0 2 ϭ1, l 0 ϭ4, and t 0 ϭ6 at times tϭ20,40,60, . . . ,200 ͑from bottom to top͒ for the parameters of Fig. 5 . For negative values of this function gives a quantitative measure of the memory in the relative motion. The characteristic time of this memory is given by the width of those correlation functions. From the left panel of Fig. 8 we infer that the memory time first grows until it stagnates at long times ͑when the particles become uncorrelated͒. In order to obtain a unique characterization of this time memory we scale ⌿(t,) with /t, as shown in the right panel of Fig. 8 . We can see how for short times ͑until tϭ80) the function does not scale at all, contrary to the behavior at longer times when the scaling is rather good. The width of this scaled representation gives us a quantitative characterization of the memory of the flow.
If we compare the width of the scaled correlation functions for different cases we can see how the systems with larger ͱB/A ͑therefore, with more ballistic events͒, have a larger time memory. In Fig. 9 we plot the scaled correlation function for the cases in Fig. 1 for the time tϭ120, since all the cases scale at that time.
V. CONCLUSIONS
We have presented in this contribution a numerical study of the diffusion of passive scalars in synthetic turbulent flows. Making use of a practical algorithm to generate such flows, we have simulated the two-particles and cluster dispersion by a turbulent flow.
We have focused on the two different dispersion mechanisms ͑diffusive and ballistic͒ that lead to Richardson's behavior. By defining our effective persistence parameter ͱB/A, we have quantified the proportion of either diffusive or ballistic events that coexist under the same t 3 law. We have found that the larger are t 0 and u 0 2 , and the smaller is l 0 , the larger is ͱB/A, and therefore the larger number of pairs separate ballistically. We have also supported this idea by looking at the trajectories, the distribution of interparticle distances, and the relative velocity correlation functions. Moreover, the cluster nature of the dispersion under our turbulent flows is pointed out.
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