In dynamic optimization problems (DOPs), the environment changes with time, often accompanied by the movement of the optima. Once the environment changes, how to find the new optimum as soon as possible is a challenging issue. An important question to ask is, ''Are the past solutions useful for the optimization in new environments?'' Since the successive environments are usually correlative and the change of the optimum may obey a stable law, if we can capture the change law from past information, then we can predict the new optimum of new environments. Furthermore, in complex problems (e.g., multimodal problems), solutions in different subareas often obey different change laws, and the local optimum of a subarea, which is poor in past environments, may become the global optimum in new environments. Thus, this paper proposes a neural network (NN)-based change prediction method, named NN-based change prediction method (NNCP), to discover the change law of the optima in different subareas and predict new optima. In the proposed NNCP, the search space is decomposed into multiple subareas and the change law of the local optimum in each subarea is extracted from the solutions found in past environments by NNs. Then, the NNs reuse the past solutions to predict new solutions. Based on the proposed NNCP, most of existing evolutionary algorithms (EAs) for DOPs can reuse the past information to predict new optima. To verify the effect of NNCP, we incorporate the proposed method into the five typical state-of-the-art EAs for comprehensive study. They are evaluated on the widely used moving peaks benchmark with two famous performance measures. Experimental results show that the proposed NNCP significantly enhances EAs' performance in solving DOPs.
In the literature, many efforts have already been made to deal with the diversity loss issue. For example, restarting [12] , random migrations [13] , and multipopulation approaches [14] , [15] have been incorporated into EAs to ensure sufficient population diversity. Alternatively, information reuse still progressed at a slow pace but has gained increasing attention in recent years [11] . The methods can be loosely classified as: memory scheme [16] and prediction model [17] , [18] . Particularly, memory scheme reintroduces special solutions found in past environments into new environments. Instead, prediction model reuses past solutions in a comprehensive way. It extracts environment information, e.g., the change law of the optimum, from past solutions and then uses the environment information to predict the new optimum of new environments. For example, the fitness value of an individual is modeled and evaluated according to its past values under noise environment in [19] ; a transfer model is designed to predict the new optimal objective values of new environments in [11] ; the dynamic state of the system is modeled from past environments and then the obtained model is used to predict new optima in [20] .
In most work of prediction model [21] , it is assumed that all the solutions obey the same distribution or follow the same change law between environments, and only the global optima are used for environment information extraction. However, in a complex problem (e.g., multimodal problem), solutions in different subareas often obey different change laws. For example, it may be that only some subareas change with time while other subareas do not [14] . How to identify and store such environment knowledge and provide a mechanism to reuse past information is still at issue.
In this paper, we propose to decompose the search space into multiple subareas and model the change law of the local optima of different subareas using the information of past environments. The captured change law then can be used to predict the new optima in new environments. In fact, the change law can be learnt from the movements of the local optima between successive environments since the new local optimum of a subarea in a new environment mainly depends on its local optimum in the last environment [22] , [23] . That is to say, the local optima of a subarea from any two successive environments can form a solution pair as training data, and the mapping relations between these solution pairs can be discovered by approximators to obtain the change law of the local optima for prediction.
Since neural network (NN) is a popular machine learning technique to discover knowledge among data, it is promising to use the NN as the approximator for prediction. It is encouraging to find that Meier and Kramer [24] , [25] recently adopted recurrent neural networks (RNNs) for prediction in dynamic optimization since they considered that the optimum in a new environment depends on the optima of multiple previous environments. In contrast, in this paper, as discussed above, the target optimum in an environment is mainly related to the optimum of the last environment, and hence the multilayer feedforward artificial NN is adopted as approximators for prediction. Experimental comparisons between RNNs based prediction model and the proposed method have also been performed in Section V.
Therefore, a NN based change prediction method, named NNCP, is developed in this paper. The NNCP collects data from past environments to learn the change law of the optima by NN and then predicts new solutions to assist the optimization of new environments. Note that in most cases, it is assumed that the algorithm will detect the change explicitly, e.g., the change frequency in terms of the number of evaluations is known [9] . Such an assumption is also taken in this paper. Practically speaking, the proposed NNCP can be easily incorporated into any EA for DOPs. Several typical state-ofthe-art algorithms are taken for study and evaluated on the widely used moving peaks benchmark (MPB). Experimental results show that the NNCP can significantly accelerate algorithm convergence. Compared with several typical prediction methods, the NNCP is promising.
The rest of the paper is organized as follows. Section II gives a brief overview of the related work of DOPs and an introduction of NN. In Section III, the proposed NNCP is described in detail. Section IV further discusses the behaviors of the NNCP. Experiment studies are presented in Section V, and conclusion is finally summarized in Section VI.
II. BACKGROUND A. RELATED WORK OF DOPs
To track the moving optima for DOPs, different techniques have been developed. They can be loosely categorized as four types, diversity maintenance, multipopulation method, memory scheme, and prediction model. Note that although multipopulation method is also for diversity maintenance, we describe it independently due to its popularity and significance in solving DOPs.
1) DIVERSITY MAINTENANCE
To maintain population diversity [26] , [27] , a popular way is to randomize a part of or the whole population when a change is detected. For example, some individuals can be replaced with randomly generated solutions by random immigrate strategy [13] ; the converged individuals are relocated within a special radius which is determined based on the information of old environments in [9] . Instead of diversifying the population only when the environment changes, it is also promising to maintain population diversity along the evolutionary process. Different topologies are designed for particle swarm optimization, such as grid-like neighborhood structure [28] and hierarchical structure [29] . To further avoid convergence, repulsion mechanisms are also introduced into EAs and charged particles orbit around the neutral particles to maintain diversity [30] ; multiple particles are composed together for regaining local diversity in [31] ; quantum mechanics and Brownian motion are adopted to spread around the area that encompasses possible change in [32] . Moreover, quantitative method is also adopted to evaluate diversity and new individuals will be added into the population when poor diversity is detected [53] .
2) MULTIPOPULATION METHOD
Multipopulation method uses multiple populations to locate and track multiple moving peaks. There are two common ways for population creation. First, different populations are generated to play different roles for exploration and exploitation [33] . Some populations explore new peaks and multiple child populations exploit the newly found peaks [34] . Likewise, two populations are adopted in [35] and one is for diversity and another is for convergence. Second, multiple populations are created by population partition and each population plays the same role to exploit a subarea. Niching techniques [36] and clustering techniques [37] , [38] are popular for population partition. However, most of partition methods introduce a new parameter, i.e., the number of populations. To eliminate this additional parameter, the number of populations is adaptively adjusted according to historical experience and heuristic information in [14] , [39] , and [40] . Moreover, to ensure that different populations track different peaks, exclusion and anti-convergence operators are also developed to enhance the interaction between populations [41] . When a population has converged, hibernation technique is performed to avoid computational waste [12] , [42] .
3) MEMORY SCHEME Memory scheme stores solutions found in past environments implicitly or explicitly. In implicit memory, redundant representations are stored in the population [43] , while in explicit memory, special information is stored in an external archive [23] . There are four critical issues in memory scheme: when to update the memory, which information to store, when to retrieve the information, and how to use the information. The memory is usually updated when the environment changes [23] or in a fixed or random time interval [16] . The obtained solutions, such as specific solutions [44] and population probability vector [16] , are selected for storage. If the size of the new solutions exceeds the remaining size of the memory, the old and new solutions will be combined and only some of them are selected for preservation according to their age, fitness values, and diversity [23] . Once the environment changes, the archived solutions are reused. All or some of them can be added into the population [44] , [45] , [48] or used for local search [46] , [47] . Of course, the memory can be used during the whole evolutionary process even the environment does not change [49] .
4) PREDICTION MODEL
Since the change in dynamic environments may exhibit some patterns that are predictable, it is useful to extract environment information from past environments and further predict new solutions in new environments. In [19] , Kalman filter is adopted to determine the time of solution reevaluation and solution reproduction under noise fitness environment. Similarly, it is also used to track the dynamic state of the system in [20] . Following, linear regression is adopted to estimate the starting time of the next environment while Markov chains is used to predict the state of the next environment [17] . Similarly, autoregressive model is employed to predict the new center point in dynamic multiobjective optimization [50] . Recently, the domain adaptation method is also introduced to predict the Pareto optimal objective values in new environments for dynamic multiobjective optimization [11] . The predicted objective values provide guidance for the evolution of the population in new environments. Recurrent NNs have also been adopted for optimum prediction in dynamic environments [24] , [25] .
B. NEURAL NETWORK
NN is a computing system that learns functions from data and stores functions in its neurons and connections between neurons. In this paper, the strong approximators, multilayer feedforward artificial NN, is adopted. NN is indeed a function mapping from a domain to a codomain. When extracting the change law of a dynamic environment, NN maps the solutions of one environment to the solutions of the next environment. The basic architecture of NN is illustrated in Fig. 1 . It consists of multiple layers. Each layer has multiple neurons and connections between them. Each neuron has a bias b and each connection has a weight w. The leftmost layer is called an input layer, the rightmost layer is named an output layer, and the other layers are called hidden layers. The output of each layer becomes the input of the following layers.
Assume that the dimensions of the input and output vectors are D and N , respectively. Given an input p = [p 1 , . . . , p D ], the output of the k th neuron in the input layer is
In the following layer i (i ≥ 1), for k th neuron, the bias is summed with the weighted inputs and then transferred by a activation function ϕ to form the network output a i,k as
where w i−1,j,i,k is the weight of the connection between j th neuron of layer i-1 and k th neuron of layer i; b i,k is the bias of the k th neuron of layer i; and ϕ can be any linear or nonlinear function designed according to the problem. The output of the output layer becomes the network output
Given a training set, the NN can adopt backpropagation method [52] to obtain the optimal weights and biases.
III. NEURAL NETWORK BASED CHANGE PREDICTION
In this section, we propose a NN based change prediction method (NNCP). Our motivation is that the environment often changes according to a certain pattern, resulting in the change of the global/local optimum obeying a law. For example, in a unimodal DOP, the change of the global optimum o through time {o 1 
where o t is the optimum in environment t. Given the optima in past environments before i th environment, the change law can be obtained by discovering the mapping relation f between any two successive optima o j−1 and o j , that the f satisfies
+ v, and then we can predict the new optimum in the next environment i by
. Similarly, for a multimodal DOP with multiple peaks, the movements of the local optimum of each peak (subarea) through time can form training data and can be used to learn the change law of the local optima for prediction as illustrated in Fig. 2 . In this paper, to learn the change law, the universal approximator, multilayer feedforward NN, is adopted to approximate the mapping relations among data. In this way, the past information can be reused to speed up the convergence of EAs in new environments. The proposed NNCP is presented as follows.
A. NNCP METHOD
When the environment changes, NNCP is performed. The change law of the local optima is first extracted by NN and is then used to predict the possible direction of the change in the new environment. The flowchart of the NNCP is illustrated in Fig. 3 . First, data (i.e., solutions) are collected from past environments. Then these solutions in successive environments are paired to represent the movements of the local optima and the resultant solution pairs form a training set. Next, a special NN is designed and goes through a full training to discover the change law of the local/global optima from the training set. After that, the NN uses the solutions found in past environments to generate promising solutions for the new environment. Finally, these new solutions are added into the population to assist the evolution of EAs. Note that since NNCP requires data from at least two previous environments, it is performed from the 3 th environment. In the following, we take an environment indexed by i (i ≥ 3) as an example to describe the detailed procedure of the NNCP.
B. EXTRACT CHANGE LAW IN PAST ENVIRONMENTS 1) COLLECT SOLUTIONS FROM PAST ENVIRONMENTS
From the past environments, we can obtain large number of solutions found by the optimization algorithms. All these solutions can be stored but may cost too much memory. Based on the balance of the amount of information and the size of required memory, we can only store some representative solutions in each environment. Since it is the subareas that describe the characteristic of an environment, we select the best solution found in each subarea, called local optimum, to store in archive R.
When incorporating the NNCP into a multipopulation algorithm, it is natural to treat each subpopulation searching for a subarea and store the best solution in each subpopulation as a local optimum in R. When incorporating the NNCP into a single-population algorithm, the solutions can be first clustered and then the best one in each cluster is selected to store in R, or each individual in the final population can be treated as a local optimum and all of them are stored in R.
Thus, an archive is maintained for each environment and the archive stores the local optima of different subareas found in a specific environment. This way, the solutions in all these archives can be used to construct solution pairs to represent the movements of the local optima of different subareas through time.
2) CONSTRUCT TRAINING SET
With the local optima of different subareas collected from past environments before the i th environment, a training set is then constructed for learning the change law of the local optima. To achieve this, the training set must include data of environment change information (e.g., the movements of the local optimum of each subarea between two successive environments). Each training sample must have an input of one local optimum from an environment and an output of the local optimum of the same subarea from the next environment. For description clarity, we also name the solutions 72652 VOLUME 6, 2018 stored in archives as local optima in this paper. In order to construct the training set, a question is that: given two archives (R j−1 and R j ) that store the local optima of multiple subareas from two successive environments j-1 and j (2 ≤ j ≤ i-1), how to determine whether two local optima (i.e., one from R j−1 and one from R j ) are from the same subarea before and after change, so that we can pair them as one training sample?
What we have known is the positions and fitness of the solutions. On the one hand, since the fitness function may be scaled due to the environment change, the fitness values are not reliable. On the other hand, if the environment changes in a small-scale fluctuation, then the local optimum of a subarea will move in a small step after the change and hence the local optima of a subarea before and after change are likely to be very close. Note that we do not consider the situation that the environment changes in a large-scale fluctuation in this paper because information reuse may be less effective than a restarting of EAs in such situation.
Thus, two nearby solutions (local optima) of two successive environments tend to belong to the same subarea and can be paired to represent the movements of local optima. Hence, we propose to pair the solutions according to their Euclidean distances. First, the Euclidean distances between any two solutions that one from R j−1 and one from R j are calculated by
where ED (p, t) is the Euclidean distance between the solu-
from R j and D is the dimension of the decision space. Then the two nearest solutions are selected sequentially for pairing until all the solutions between two environments have been paired. Note that each solution is only allowed to be paired once. In a special case, the number of solutions in R j−1 and R j is different, then only Q = min{|R j−1 |, |R j |} pairs will be constructed, where |R| indicates the number of solutions in R. Then these solution pairs form a training
where p q is a solution from R j−1 and t q is the target (the corresponding solution from R j ). The procedure is presented in Algorithm 1.
Note that we only use the solutions from the previous two environments i-2 and i-1 to construct the training set and the effect of the addition of older information will be discussed in Section IV-C. An example of solution pairing in a DOP with 4 subareas (peaks) is illustrated in Fig. 4 .
3) DESIGN NEURAL NETWORK ARCHITECTURE
Given the training set, the structure of NN is designed next. The specifics of the network architecture (i.e., the number of layers, the number of neurons, and the activation function) are determined. In this paper, we use a 3-layer network with one input layer, one hidden layer, and one output layer. Define the number of dimensions in decision space as D. Then there will be D elements in the input vector. 
End while The network architecture is shown in Fig. 5 . There are D NNs each with D neurons in input layer and one neuron in output layer. To avoid overfitting and obtain well generalization, the number of neurons in hidden layer S 1 is determined according to the size of the training set T following [51] as
where |T | is the number of samples in T , S input and S output are the number of neurons of the input and output layer of the NN, VOLUME 6, 2018 and F = 10 is the constant scaling factor. For the activation function, hidden layer uses the tan-sigmoid function [51] as
and output layer adopts linear function [51] as
4) TRAIN NEURAL NETWORK
To learn the change law of the optima, each NN will go through a training process. The training set T d for each NN d is constructed according to the training set T . For each sample of T d , the input is the same as that of T while the output only takes the d th dimension of that of T . For each NN, we adopt a backpropagation method, Levenberg-Marquardt algorithm [52] and set the maximum iterations as 30 for training.
C. PREDICT THE OPTIMA OF NEW ENVIRONMENTS
After training, the NNs have learnt the change law in the past environments and can predict the new change to construct promising solutions for the new environment. The solutions in R i−1 of the last environment are taken as the inputs of the NNs and the outputs of all the NNs form new solutions. Then these new solutions are added into the population to assist EAs for the optimization of the new environment.
As inputting these predicted solutions into the population may increase the population size, we should maintain a relatively stable population size of EAs and avoid a rapid increase in the population size. Specially, different population size control methods can be adopted when using NNCP in different kinds of EAs.
If the EA restarts in new environments, then we can simply replace the same number of random individuals in the restarted initial population by these new predicted solutions. However, if the EA does not restart but adopts the final population from the last environment, then special operation is performed as follows. For clarity, we describe the situations regarding that whether the EA has multiple subpopulations or single population. In the first situation, the EA has multiple subpopulations. In this situation, each new solution first calculates its distances to the best solution of each subpopulation, and then selects the closest one and joins the corresponding subpopulation. Since multipopulation algorithm often has subpopulation size control mechanisms (e.g., limit the minimize and maximum subpopulation size), we can directly use its control mechanism to control the subpopulation size once a new solution has been added to the subpopulation. Note that for the multipopulation algorithms without subpopulation size control mechanisms, the new solution will replace the worst solution in the corresponding subpopulation if it is better; otherwise, the new solution will be abandoned. In the second situation, the EA is a singlepopulation algorithm. If the single-population algorithm has population size control mechanisms (e.g., adaptive control), then all the new solutions are added into the population, and the population size control mechanism is performed. If the single-population algorithm does not have population size control mechanisms, then each new solution selects the nearest individual for fitness comparisons and replaces the nearest individual if the new solution is better. The new solutions that fail in the comparisons will be abandoned.
IV. FURTHER DISCUSSIONS OF NNCP
In this section, we discuss the behaviors of the proposed NNCP. Two critical components of NNCP are investigated: the construction of the training set and the specific selection of the NN architecture. In order to analyze NNCP's learning ability for change laws and its prediction ability for new changes in DOPs, we adopt the famous Moving Peaks Benchmark (MPB) [23] as test problem and implement the NNCP using the exact data of the problem.
A. TEST PROBLEM
The MPB consists of several peaks whose height, weight, and position slightly change through time [23] . The function is as
where P is the number of peaks and represents the number of subareas, x(t) = [x 1 , . . . , x D ] is a vector in the D-Dimensional decision space, H i (t), W i (t), and X i (t) = [X i1 , . . . , X iD ] are the height, weight, and position of peak i in environment t, respectively. The height and weight vary with a random Gaussian variable σ ∼Normal(0,1) and are controlled by severity parameters s H and s W , respectively, as
The position X i (t) moves with a vector v i (t) as
where r is a random vector and λ is a correlated parameter that implies the correlation of the past and new movements; the movement vector v i (t) is normalized to shift length s X , and s X indicates the change severity of the environment. The speciation setting of the MPB is given in Table 1 . Totally 24 instances are constructed with different number of peaks and change types for test, where P is set as 10, 30, 50, and 150, λis set as 0, 0.5, and 1.0, s X is set as 2 and 5, and C = 100.
B. IMPLEMENTATION OF NNCP
On each MPB instance, the required data of NNCP is collected from the exact information of the problem. Each peak is a subarea, and their positions are local optima and used to construct a training set. First, in each environment i, the local optima are stored in R i . Second, 
where C is the number of environments; Q is the number of samples in training set T for training error or in test set S for prediction error, and Q = P; a q is the NN output and t q is the target output for an input p q . The mean time for NN training over all environments is also record and reported.
C. DISCUSSION OF NNCP 1) THE CONSTRUCTION OF TRAINING SET
Since the NN is only as good as the data that is used to train it, it is interesting to observe its performance on different data sources. We construct T by different environment windows EW, which indicates that the data of the last EW environment changes are accumulated to construct T . The EW is tested in the range of [1, 5] with a step size of 1. The training error, prediction error, and required time are reported in Table 2 . From Table 2 , we can find that, the best choice is only using the data of the last environment change to construct training set. In detail, EW = 1 can get the smallest prediction errors on 16 out of 24 instances within the shortest time. As the EW increases, both the training error and prediction error increase especially on instances of λ = 0.5 and 1.0. This is because the test set (new changes) is more relevant to the last environment change as shown in Eq. (12) while less to older data. The addition of the older data brings noise and misleads the NNs. Specially, if all the past data has no correlation to the prediction targets, such as random change (λ = 0), the accumulation of old data is useful to extract the overall environment change information (e.g., shift length). For example, when λ = 0, as the EW increases, the prediction error decreases.
Therefore, when constructing the training set, it is better to select the data that has strong correlation to the predicted targets. In the following experiments, we set EW = 1 and only use the data of two previous environments to construct the training set.
2) THE NUMBER OF HIDDEN NEURONS IN NN
The capabilities of the NN are inherently determined by the number of hidden neurons it contained. If the number of neurons is too large, the NN will overfit the training set. This means that the errors on the training data will be very small, but the NN will fail to perform as well on new data. Thus, in this subsection, we investigate the number of hidden neurons S 1 in NN. The S 1 is tested in the range of [1, 6] with a step size of 1.
From Table 3 , we can see that the NN may overfit when the number of neurons is larger than 1. For example, the NN with 6 hidden neurons exactly matches the training set and gets the smallest training errors on all instances. However, it fails to accurately approximate the test set on 16 out of 24 instances especially when λ = 0 and 0.5. Instead, it is interesting to find that, although obtaining larger training errors, the NN with only one hidden neuron gets the smallest prediction error on all instances of λ = 0 (random change). This is due to that there is noise in the training set and having too many neurons may overfit the data. One hidden neuron has good generalization on such noisy data. In addition, as the number of hidden neurons grows, the required training time also increases. In general, the number of hidden neurons should be carefully considered to get good generalization.
The selection of S 1 in Eq. (5) will be 1 for 10, 30, and 50 peaks while be 3 for 150 peaks. We can see that these settings can get the smallest E P on 8 out of 24 instances while performs slightly worse but not poorly on all the other instances. Thus, the setting of S 1 as Eq. (5) is reasonable and acceptable.
3) LEARNING AND PREDICTION ABILITY OF NNCP
The above results in Table 2 also present NNCP's strong learning ability for change laws and prediction ability for new changes. For EW = 1, we can see that both E T and E P are strictly smaller than the shift length s X when λ = 0.5 and 1.0. For example, when λ = 1.0 and s X = 2, the E T is 0.98 and E P is 1.02. This indicates that the NNCP learns the change law from past environments and moves the past optima to be closer to the new optima. Thus, the NNCP can extract the change law and predict promising solutions. Note that although the new solutions are not the exact new optima, they are still good and can provide guidance for the optimization algorithms.
V. EXPERIMENTAL RESULT COMPARISONS
In this section, we present the numerical experimental results of the EAs based on the proposed NNCP. The experiments are done on the famous MPB. The MPB instances are derived by setting the problem parameters with different values.
The proposed NNCP is compatible with any type of population-based optimization algorithms. As a case study, we select five typical state-of-the-art algorithms with different techniques for DOPs, including CPSO [12] , CPSOR [53] , AMP/PSO [14] , CDDE_Ar [37] , and DDEBQ [32] , to verify the proposed NNCP. These representative algorithms make the verification more comprehensive and convincing. Each algorithm is compared with its NNCP variant to observe the performance improved by the NNCP.
A. ALGORITHMS FOR STUDY
All the algorithms mentioned above use multipopulation mechanisms but different strategies to handle the diversity loss. CPSO [12] and CDDE_Ar [37] restart and reintroduce good solutions from memory into the population when the environment changes. They both adopt clustering techniques for population partition to track multiple optima. On the contrary, CPSOR [53] , AMP/PSO [14] , and DDEBQ [32] maintain population diversity during the whole evolutionary process. CPSOR increases population diversity by adding new individuals whenever poor diversity is detected; AMP/PSO adaptively adjusts the number of populations based on heuristic information [14] ; and DDEBQ introduces quantum and Brownian individuals as well as aging mechanism [32] .
The five algorithms intergraded with the proposed NNCP are named CPSO-NNCP, CPSOR-NNCP, AMP/PSO-NNCP, CDDE_Ar-NNCP, and DDEBQ-NNCP, respectively. In the NNCP variants, the best solution in each subarea in each environment are collected in R. Note that if a subpopulation has converged and is reinitialized or removed, its best solution is also stored in R. When the environment changes, the solutions in R of the previous two environments are first paired to construct a training set T . Then the structure of NNs is designed and the NNs go through a full training. After that, the solutions in R of the last environment are taken as the input of the NNs and the outputs become new solutions. Finally, these new solutions are added into the population and the population is then evolved by EAs until the next environment change.
B. EXPERIMENT CONFIGURATION 1) PARAMETER SETTING
The parameters of all the algorithms are set following their original papers. Their common parameter settings are given as follows. Among all the algorithms, if not otherwise stated, a population size of 100 is adopted. Specially, the population size is set as 80 for CDDE_Ar [37] , and 60 for DDEBQ [32] . For PSO algorithms, CPSO, CPSOR, and AMP/PSO, all of them have inertia weight ω and acceleration coefficients c 1 and c 2 . The ω linearly decreases from 0.6 to 0.3 during the run time in CPSO while is set as constant 0.6 and 0.7298 for CPSOR and AMP/PSO, respectively. The c 1 and c 2 are set as 1.7 for both CPSO and CPSOR while are set as 1.496 for AMP/PSO. For the DE algorithms CDDE_Ar and DDEBQ, the crossover rate is set as 0.9. For the mutation operation, the scale factor in CDDE_Ar is set as 0.5 and the weight factor in DDEBQ is set as 0.1. Since they all adopt multipopulation strategy, they have subpopulation parameters. The maximum subpopulation size is set as 4, 7, 5, and 50 for CPSO, CPSOR, AMP/PSO, and CDDE_Ar, respectively, while the subpopulation size of DDEBQ is fixed as 6. In addition, the overlap rate threshold is set as 0.7 and 0.1 for CPSO and CPSOR, respectively.
2) PERFORMANCE MEASURE
We adopt two widely used indicators, offline error (E o ) and best-before-change error (E B ), to evaluate the performance. The offline error E o is the average of the best error found in every sample time as (16) where num_sample is the number of samples in each environment and E ij is the best error found at j th sample in i th environment. Herein, a sample frequency of two function evaluations is adopted following [14] . The E o shows the response ability of the algorithm to the environment change. The best-before-change error E B is the average of the best errors obtained before a change occurs
where E Best i is the best error found in i th environment. The E B demonstrates the global search ability of the algorithm in all environments. These two indicators give a comprehensive evaluation for the algorithms.
For fair comparisons, all algorithms independently run 20 times and the average results over all runs are reported for comparisons. The better algorithm is mark in bold. On each instance, Wilcoxon's signed rank test is also performed between each algorithm and the corresponding NNCP variant at a 0.05 significance level. The statistics results are reported as ''+, =, −'' that indicate the NNCP variant is significantly better than, equal to, or worse than the original algorithm, respectively.
C. EXPERIMENTAL RESULTS OF NNCP ON DOPs
To observe the performance of NNCP on DOPs with different number of peaks and different change types (i.e., correlation of environment changes and change severity), we conduct experiments on multiple MPB instances, where the number of peaks P, correlated parameter λ, and shift length s X , are set as different values.
1) THE NUMBER OF PEAKS
To test the capture ability of the NN for change law of different number of subareas, we evaluate the algorithms on 10 instances with different number of peaks, i.e., 10, 20, 30, 40, 50, 80 , 100, 120, 150, and 200. The correlated parameter λ is set as 1.0 and the shift length s X is set as 4.0. The results of different algorithms and their NNCP variants are reported in Table 4 .
From Table 4 , we can see that, in terms of E o and E B metrics, all the NNCP variants can get significantly better or at least equal performance on almost all instances except only one instance of 10 peaks. This shows that the NNCP can provide promising solutions to assist EAs on different number of peaks. When observing the E o metric, the convergence acceleration brought by NNCP is supported. For example, NNCP significantly improves CPSO, CPSOR, AMP/PSO, CDDE_Ar, and DDEBQ on 9, 9, 10, 6, and 6 out of 10 instances. As for the E B metric, the improvement is relatively less significant. This is because information VOLUME 6, 2018 reuse can accelerate convergence but not enhance the exploration of new environments and the solution quality mainly depends on the global search ability of EAs. However, NNCP can significantly improve solution quality of CPSO, CPSOR, AMP/PSO, CDDE_Ar, and DDEBQ on 1, 5, 3, 4, and 1 out of 10 instances. The NNCP allows EAs to have more FEs for exploration to get better solutions. In general, the NNCP can accelerate algorithm convergence and improve solution quality on different number of peaks. 
2) CORRELATION OF PAST AND NEW CHANGES
To test the performance of NNCP on DOPs with different correlation between past change law and new changes, we construct 6 MPB instances with different correlated parameter value λ for test. The λ is set in the range of [0, 1] with a step size of 0.2. As the λ value increases, the correlation between the past change law and the new change increases. Specially, when λ = 0, a random change occurs in each environment; when λ = 1.0, v i (t) remains unchanged and a stable change pattern occurs along all environments. In all instances, the number of peaks and the shift length are set as three combinations (i.e., P = 40 & s X = 4, P = 80 & s X = 4, and P = 150 & s X = 6). The results are reported in Table 5 .
From Table 5 , we can see that all the NNCP variants can get significantly better E o values on most instances. This shows that the NNCP can effectively extract change law and improve algorithm performance on DOPs with different correlation between the past change law and the new changes.
When λ = 1.0, the environment change follows stable laws. It can be seen that all the NNCP variants get smaller offline errors E o . This shows that NNCP can capture the change law from past environments and provide change direction prediction to accelerate algorithm convergence. It is interesting to find that the E B could not achieve a value of 0. This is mainly due to the evolutionary ability of EAs on two sides. On the one hand, the NNCP is to extract change law from the past found solutions so that the quality of the solutions found in past environments will influence the performance of the NNCP. On the other hand, the NNCP is to provide some promising solutions for guidance, the search ability of EAs is also important in the utilization of these solutions. Nevertheless, the performance improvement of the NNCP variants shows the effectiveness of the NNCP.
When λ < 1.0, the change pattern between environments (v i (t)) changes with a certain randomness. It means that the extracted change law from past environments may not be accurate for the new change. However, the NNCP variants can still get better values on most of instances even in a random change of λ = 0. This is because the newly generated solutions are still relatively promising and can also increase diversity. Thus, even though the change law of the past environments is not completely consistent with the new change, it still can provide guidance for EAs in the optimization of new environments.
Therefore, no matter the change law is stable or not, the NNCP can predict promising solutions and accelerate algorithm convergence in new environments.
3) ENVIRONMENT CHANGE SEVERITIES
To observe the performance of the NNCP on DOPs with different change severities, we construct 6 instances with different shift length s X for test. The s X is set in the range of [1, 6] with a step size of 1. The number of peaks and the correlation parameter are set as three combinations (i.e., P = 20 & λ = 0, P = 80 & λ = 0.6, and P = 120 & λ = 1.0). The results are reported in Table 6 .
From Table 6 , we can see that all the NNCP variants can obtain significantly better or equal performance on all instances except only two instances for AMP/PSO. Thus, the NNCP can improve algorithm performance on different change severities.
In detail, for CPSO and AMP/PSO, their NNCP variants may achieve larger E B values on very few instances but both get smaller E o values on almost all instances, showing the faster convergence of the NNCP variants. Likewise, the NNCP variant of CPSOR performs significantly better on 15 out of 18 instances in terms of E o metric. Similarly, significantly improvement can also be seen on the NNCP variant of CDDE_Ar on some instances of small change (s X = 1, 2, 3, 4), such as instances with 20 peaks and random change (P = 20 & λ = 0). Moreover, the NNCP improves DDEBQ on 11 out of 18 instances on both of E o and E B metrics. For example, on the instances of P = 120 & λ = 1.0, the DDEBQ-NNCP obtains significantly better E o values on 4 out of 6 instances. No matter the environment changes slightly or severely, the NNCP can generate promising solutions to provide strong guidance and accelerate convergence.
D. COMPARISON WITH OTHER PREDICTION METHODS
In this section, we compare the proposed NNCP method with three other typical prediction methods, i.e., multivariate linear regression (LR), autoregressive model (AR) [50] , and the very recent recurrent neural network (RNN) [24] . Particularly, in LR, the global optima found in any two successive environments are paired to construct training data and LR is used as the prediction model to predict the new global optimum in new environments. In AR and RNN, the global optimum found in each environment is collected to form a time series, and AR and RNN are used to learn relationships between data from different time points for predicting the new global optimum in new environments, respectively. The parameters of AR and RNN are set according to the original papers, i.e., the order of AR is set as 3 [50] and the time step in RNN is set as 7 [24] . For fair comparisons, all these three prediction methods and the proposed NNCP are incorporated into AMP/PSO to solve MPB instances. Note that all the four prediction methods collect data and predict new solutions, and then the new solutions are added into the population of AMP/PSO according to the same strategy described in Section III-C. They are tested on 10 MPB instances, where the number of peaks P = 30, 50, 100, 150, and 200, shift length s x = 2 and 5, and correlated parameter λ = 1. The experimental results are reported in Table 7 . We can see that NNCP performs significantly better than LR, AR, and RNN on 14, 13, and 15 out of 20 cases, respectively, while only worse than LR on 1 case. Specially, NNCP gets significantly better E o values on all instances, showing the faster convergence of the algorithm with the help of NNCP. This is because NNCP learns the change law of multiple local/global optima by NNs and hence NNCP can better predict new optima even if the global optimum jumps from one subarea to another subarea. In contrast, LR, AR, and RNN only predict new solutions according to the global optima in past environments. Therefore, the utilization of local optima in multiple subareas from past and the learning of the change law of multiple subareas by NNs can improve prediction performance. Overall, the proposed NNCP performs better than the compared perdition methods.
VI. CONCLUSION
Information reuse is a challenging issue in DOPs. How to identify and store the useful information and how to use this information is still at issue. In this paper, a new NN based change prediction method, named NNCP, is developed. The change law of the local optima of different subareas is first captured from the solutions of past environments by NN and stored in NN. Then the NN reuses the past solutions to generate promising solutions to assist EAs in new environments. The proposed NNCP are incorporated into several typical state-of-the-art algorithms for case study. Experiments on the well-known moving peaks benchmark are performed to verify the effect of NNCP. The experimental results show that the NNCP can improve algorithm performance especially accelerate algorithm convergence. The NNCP is promising compared with other prediction methods.
The NN can discover environment knowledge from past information and further use the obtained environment knowledge to predict new directions of the change. Our proposed method provides a new way for past information storage and reuse in DOPs.
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