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DYNAMICS ON RESONANT CLUSTERS FOR THE QUINTIC NON
LINEAR SCHRO¨DINGER EQUATION
by
Emanuele Haus & Laurent Thomann
Abstract. — We construct solutions to the quintic nonlinear Schro¨dinger equation on the circle
i∂tu+ ∂
2
xu = ν |u|
4
u, ν ≪ 1, x ∈ S1, t ∈ R,
with initial conditions supported on arbitrarily many different resonant clusters. This is a sequel the work
[5] of Benoˆıt Gre´bert and the second author.
1. Introduction and results
1.1. General introduction. — In this paper we consider the quintic nonlinear periodic Schro¨dinger
equation
(1.1)
{
i∂tu+ ∂
2
xu = ν|u|4u, (t, x) ∈ R× S1,
u(0, x) = u0(x),
where ν > 0 is some small parameter. In [5] B. Gre´bert and the second author showed a beating effect
for (1.1): there exist solutions which are supported on 4 so-called resonant modes and which stay
close to a time-periodic solution for long time. These solutions moreover show that there is an energy
exchange between the considered modes, which is a genuine nonlinear effect. We call this mechanism
a beating effect. Such a phenomenon was first observed by Gre´bert and Villegas-Blas [6] on a cubic
Schro¨dinger equation. Let us also mention the work [4] by Gre´bert-Paturel-Thomann where a general
principle is extracted so that such a phenomenon occurs. Finally we refer to the introduction of [5]
for more results on the long time dynamics for (1.1) and related models.
Our aim here is to extend the main result of [5] and show that we can construct solutions to (1.1)
supported on arbitrarily many resonant modes.
Recall [5, Definition 1.1] that a set of the form
(1.2)
{
n, n+ 3k, n + 4k, n + k
}
, k ∈ Z\{0} and n ∈ Z,
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is called a resonant set. These sets exactly correspond to the resonant monomials of order 6 of the
Hamiltonian of (1.1) which contain 4 different modes. Here, we consider resonant sets of the type
(1.3) Ak =
{
nk − 2, nk − 1, nk + 1, nk + 2
}
,
where (nk)k≥1 is a sequence of integers which will be described. In the sequel, we denote by
(1.4) a
(k)
2 = nk − 2, a(k)1 = nk + 1, b(k)2 = nk + 2, b(k)1 = nk − 1,
and for K ≥ 1, we define
A =
K⋃
k=1
Ak.
To begin with, let us recall the result of [5] for the resonant set Ak.
Theorem 1.1 ([5]). — Let k ≥ 1. There exist Tk > 0, ν0 > 0, αk ∈ (0, 1/2) and a 2Tk−periodic
function K
(k)
⋆ : R 7−→ (0, 1) which satisfies K(k)⋆ (0) ≤ αk and K(k)⋆ (Tk) ≥ 1 − αk and if 0 < ν < ν0,
there exists a solution uk to (1.1) satisfying for all |t| ≤ ν−9/8
uk(t, x) = vk(t, x) + ν
1/4q(t, x),
with
vk(t, x) =
∑
j∈Ak
wj(t)e
ijx,
and |w
a
(k)
1
(t)|2 = 2|w
a
(k)
2
(t)|2 = K(k)⋆ (νt)
|w
b
(k)
1
(t)|2 = 2|w
b
(k)
2
(t)|2 = 1−K(k)⋆ (νt),
and q is smooth in time and analytic in space on [−ν−9/8, ν−9/8]×S1. Moreover, the Fourier coefficients
q̂j(t) of q(t) satisfy
sup
|t|≤ν−9/8
|q̂j(t)| ≤ Ce−|j|,
with C independent of k ≥ 1 and ν > 0.
The result is not exactly stated like this in [5], but is proven there. In particular, the analycity of
the remainder term follows from the analytical framework of the Birkhoff normal form procedure in
[5, Section 3]. See also [4].
Theorem 1.1 shows that there are non trivial interactions between the modes in Ak and they occur
for times t ∼ ν−1Tk.
1.2. The main result. — In this paper we prove that if the resonant sets are carefully chosen,
there exist solutions to (1.1) which are the superposition of solutions of the previous type.
Theorem 1.2. — There exists ν0 > 0 and there exists an increasing sequence of integers (nk)k≥1
such that, if 0 < ν < ν0, for all K ≥ 1 with nK ≤ −c ln ν there exists a solution to (1.1) which reads
for all |t| ≤ ν−9/8
(1.5) u(t, x) =
K∑
k=1
e−nkvk(t, x) + ν
1/4q(t, x),
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where
i) For all 1 ≤ k ≤ K, vk is as in Theorem 1.1.
ii) The error term is smooth in time and analytic in space on [−ν−9/8, ν−9/8] × S1. Moreover, the
Fourier coefficients q̂j(t) of q(t) satisfy
sup
|t|≤ν−9/8
|q̂j(t)| ≤ Ce−|j|,
with C independent of K ≥ 1 and ν > 0.
This result shows a beating effect inside of each resonant set, but there is no energy transfer between
two different resonant clusters. In particular, we do not show an energy transfer from the low to the
high frequencies.
In our example, for all s ≥ 0, ‖u‖Hs is almost preserved during the time. This is due to the
particular form (1.3) of our resonant sets. We believe that a similar construction for more general
resonant sets (1.2) can be done.
For all j ∈ Z, the Fourier coefficient ûj of u in (1.5) satisfies
sup
|t|≤ν−9/8
|ûj(t)| ≤ Ce−|j|,
thus u is bounded in an analytic norm uniformly in K ≥ 1 for this time scale. A natural question is
whether we can choose K = +∞ in Theorem 1.2. Our method does not allow this extension since the
period of vk grows to infinity with k. Moreover, the expansion in (1.5) is relevant as long as e
−nkvk is
larger than the error term, and this gives the limitation nK ≤ −c ln ν.
In fact there are many sequences which satisfy Theorem 1.2: almost all sequences which satisfy
nk+1 ≥ 12n2k can be taken (see the proof of Proposition 2.2).
Our approach allows also to treat the focusing Schro¨dinger equation (ν < 0), but for simplicity we
only deal with the case ν > 0.
With an appropriate choice of the initial conditions, we can construct quasi-periodic solutions in
time for a large set of frequencies.
Corollary 1.3. — For every K ≥ 1 and every sequence of real numbers Λ1,Λ2, . . . ,ΛK > 0, there
exists N ∈ N so that, if ν > 0 is small enough, we can construct vk of period 2NΛk/ν in time.
This is clearly a nonlinear phenomenon, since in the linear regime all the frequencies are integer
multiples of the same number.
1.3. Plan of the paper. — In Section 2 we prove the existence of resonant sets made up of several
clusters which do not interact much with one another. In Section 3 we recall the Hamiltonian structure
of (1.1) and we study the model equation, which is obtained by truncating the error terms of the normal
form (higher order terms and terms involving frequencies outside the resonant sets). In Section 4 we
perform the perturbation analysis and collect the results of the previous sections in order to prove our
main results. Throughout the paper, we widely rely on the results obtained by B. Gre´bert and the
second author in [5]: since several proofs turn out to be similar, here we choose to highlight what is
new and different, rather than copy out the proofs in [5].
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2. Existence of resonant sets
In this section, we show the existence of a sequence (nk) such that the modes in Ak and Aj do not
interact much when k < j. We will see that this is ensured when (nk) is growing fast enough and if it
satisfies some arithmetical condition.
Lemma 2.1. — Assume that the sequence (nk)k≥1 satisfies n1 ≥ 3 and nk+1 ≥ 12n2k. Then the
following holds true: Let S := {j1, j2, j3, ℓ1, ℓ2, ℓ3} ⊂ A with
(2.1)
{
j21 + j
2
2 + j
2
3 = ℓ
2
1 + ℓ
2
2 + ℓ
2
3,
j1 + j2 + j3 = ℓ1 + ℓ2 + ℓ3,
and
{
j1, j2, j3
} 6= {ℓ1, ℓ2, ℓ3}.
Then there exists 1 ≤ k ≤ K so that S ⊂ Ak.
Proof. — Consider S = {j1, j2, j3, ℓ1, ℓ2, ℓ3} ⊂ A such that (2.1) holds. Assume that ℓ1 = maxS.
Then ℓ1 = nk + r1 for some 1 ≤ k ≤ K and r1 ∈ {−2,−1, 1, 2}. If k = 1 we are done, hence we
assume that k ≥ 2. We claim that one of the integers j1, j2, j3, say j1, is of the form j1 = nk+ q1 with
q1 ∈ {−2,−1, 1, 2}. If it is not the case, j1, j2, j3 ≤ nk−1 + 2 and thus
j21 + j
2
2 + j
2
2 ≤ 3(nk−1 + 2)2 < 12n2k−1 ≤ nk ≤ (nk − 2)2 ≤ ℓ21,
which is a contradiction. We plug the expressions of ℓ1 and j1 in (2.1) and obtain
(2.2) 2(q1 − r1)nk = ℓ22 + ℓ23 − j22 − j23 + r21 − q21
From [5, Lemma 2.1] we have q1 6= r1.
• Assume that {ℓ2, ℓ3, j2, j3} ⊂
⋃k−1
m=1Am. Then
|ℓ22 + ℓ23 − j22 − j23 + r21 − q21 | ≤ 6(nk−1 + 2)2
< 24n2k−1
≤ 2nk
≤ 2|q1 − r1|nk,
which is a contradiction.
• We can therefore assume that ℓ2 ∈ Ak. If {j2, j3} ⊂
⋃k−1
m=1Am we can show that
2(q1 − r1)nk < ℓ22 + ℓ23 − j22 − j23 + r21 − q21,
thus we can assume that j2 ∈ Ak and we write j2 = nk + q2, ℓ2 = nk + r2. The relation (2.2) then
reads
2(q1 + q2 − r1 − r2)nk = ℓ23 − j23 + r21 + r22 − q21 − q22.
With a similar argument we deduce that {ℓ3, j3} ⊂ Ak, which completes the proof.
Define the set
R = { (j1, j2, j3, ℓ1, ℓ2, ℓ3) ∈ Z6 s.t. j1 + j2 + j3 = ℓ1 + ℓ2 + ℓ3 and j21 + j22 + j23 = ℓ21 + ℓ22 + ℓ23 }.
Proposition 2.2. — There exists a sequence (nk)k≥1 which satisfies n1 ≥ 3, nk+1 ≥ 12n2k and so that
the following holds true: Let (j1, j2, j3, ℓ1, p1, p2) ∈ R. Assume that j1, j2, j3, ℓ1 ∈ A. Then p1, p2 ∈ A.
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Proof. — We construct such a sequence (nk)k≥1 by induction. When K = 1, we can apply [5, Lemma
2.4] and set any n1 ≥ 3. Now, assume that we have constructed the first K elements of the sequence
(nk)
K
k=1. We will prove that we can choose nK+1 satisfying the wanted properties.
Suppose that we have fixed nK+1 (and therefore AK+1): we now investigate which arithmetical
properties are required in order to satisfy the non-resonance condition.
Let j1, j2, j3, ℓ1 ∈ A and p1, p2 ∈ N so that
(2.3)
{
p1 + p2 = j1 + j2 + j3 − ℓ1 =: S,
p21 + p
2
2 = j
2
1 + j
2
2 + j
2
3 − ℓ21 =: T.
The two complex (possibly coinciding) solutions (p1, p2) to (2.3) are the roots of the polynomial
X2 − SX + 1
2
(S2 − T ) .
The discriminant of this polynomial is ∆ = 2T − S2. Therefore, a necessary condition for (2.3) to
have integer solutions is that 2T − S2 is a perfect square.
Each of the elements j1, j2, j3, ℓ1 may belong either to AK+1 or to Ak with k ≤ K. We have to
distinguish 8 different cases, depending on how many of the j’s belong to AK+1 (4 possibilities, from
0 to 3) and whether ℓ1 ∈ AK+1 or not.
• Case (0,0): j1, j2, j3, ℓ1 /∈ AK+1.
No further property has to be verified: the non-resonance condition is satisfied by induction hypothesis.
• Case (1,0): j1 ∈ AK+1, j2, j3, ℓ1 /∈ AK+1.
We exploit the identity
∆ = 2(j21 + j
2
2 + j
2
3 − ℓ21)− (j1 + j2 + j3 − ℓ1)2 = (j1 − j2 − j3 + ℓ1)2 − 4(ℓ1 − j2)(ℓ1 − j3).
Now, j1 may be expressed as j1 = nK+1 + c1, with c1 ∈ {−2,−1, 1, 2}. Therefore
∆ = (nK+1 + c1 − j2 − j3 + ℓ1)2 − 4(ℓ1 − j2)(ℓ1 − j3).
The relevant thing here is that ∆ has the form (nK+1 + c˜1)
2 + c˜2. If c˜2 = 0, then either ℓ1 = j2 or
ℓ1 = j3, which implies the non-resonance condition p1, p2 ∈ A, by [5, Lemma 2.1]. If c˜2 6= 0, it is
sufficient to choose nK+1 large enough to prevent ∆ from being a perfect square.
• Case (2,0): j1, j2 ∈ AK+1, j3, ℓ1 /∈ AK+1.
We have j1 = nK+1 + c1, j2 = nK+1 + c2 with c1, c2 ∈ {−2,−1, 1, 2}. Thus,
∆ = 2
[
(nK+1 + c1)
2 + (nK+1 + c2)
2 + j23 − ℓ21
]− [(nK+1 + c1) + (nK+1 + c2) + j3 − ℓ1]2 =
= −4(j3 − ℓ1)nK+1 + (c1 − c2)2 − 2(c1 + c2)(j3 − ℓ1) + (j3 − ℓ1)(j3 + 3ℓ1).
If ℓ1 = j3, then p1, p2 ∈ A, by [5, Lemma 2.1]. If ℓ1 6= j3, then ∆ has the form αnK+1+β, with α 6= 0.
• Case (3,0): j1, j2, j3 ∈ AK+1, ℓ1 /∈ AK+1.
The conditions n1 ≥ 3, nk+1 ≥ 12n2k imply that if k1 6= k2 then |nk1 − nk2 | ≥ 105 = 12 · 32 − 3.
Therefore we exploit the translation invariance of the resonance condition and we translate back
(j1, j2, j3, ℓ1, p1, p2) obtaining the new resonant sextuple
(j˜1, j˜2, j˜3, ℓ˜1, p˜1, p˜2) := (j1 − nK+1, j2 − nK+1, j3 − nK+1, ℓ1 − nK+1, p1 − nK+1, p2 − nK+1)
with |j˜1|, |j˜2|, |j˜3| ≤ 2 and |ℓ˜1| ≥ 105 − 2 = 103, which is clearly absurd since
j˜21 + j˜
2
2 + j˜
2
3 = ℓ˜
2
1 + p˜
2
1 + p˜
2
2.
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• Case (0,1): ℓ1 ∈ AK+1, j1, j2, j3 /∈ AK+1.
This case is easily seen to be absurd, since
j21 + j
2
2 + j
2
3 = ℓ
2
1 + p
2
1 + p
2
2
and ℓ1 is much bigger than j1, j2, j3.
• Case (1,1): j1, ℓ1 ∈ AK+1, j2, j3 /∈ AK+1.
We write j1 = nK+1 + c1, ℓ1 = nK+1 + c2 with c1, c2 ∈ {−2,−1, 1, 2}. So we have
∆ = 2
[
(nK+1 + c1)
2 + j22 + j
2
3 − (nK+1 + c2)2
]− [(nK+1 + c1) + j2 + j3 − (nK+1 + c2)]2 =
= 4(c1 − c2)nK+1 + (c21 + j22 + j23 − c22)− (c1 + j2 + j3 − c2)2.
If c1 = c2, then j1 = ℓ1 and p1, p2 ∈ A because of [5, Lemma 2.1]. Otherwise, ∆ has the form
αnK+1 + β, with α 6= 0.
• Case (2,1): j1, j2, ℓ1 ∈ AK+1, j3 /∈ AK+1.
We have j1 = nK+1 + c1, j2 = nK+1 + c2, ℓ1 = nK+1 + c3 with c1, c2, c3 ∈ {−2,−1, 1, 2}. Therefore
∆ = 2
[
(nK+1 + c1)
2 + (nK+1 + c2)
2 + j23 − (nK+1 + c3)2
]− (nK+1 + c1 + c2 + j3 − c3)2 =
= (nK+1 + c1 + c2 − c3 − j3)2 − 4(c3 − c1)(c3 − c2),
which has the same structure as for the case (1,0) and therefore ∆ is not a perfect square provided
that nK+1 is large enough.
• Case (3,1): j1, j2, j3, ℓ1 ∈ AK+1.
Then we have directly p1, p2 ∈ AK+1 ⊂ A, by [5, Lemma 2.4].
Now, what still has to be proved is that we can choose nK+1 arbitrarily large and such that
αrnK+1 + βr is not a square for a finite number of couples of integers {(αr, βr)}sr=1. We can limit
ourselves to αr > 0, since the conditions to be satisfied yield αr 6= 0 and, if αr < 0, then αrnK+1+βr is
negative and therefore not a perfect square, for nK+1 large enough. Let α := (α1, . . . , αs) ∈ (N \{0})s
and β := (β1, . . . , βs) ∈ Zs. We denote by Sαβ := {(αr, βr)}sr=1 the set of all couples (αr, βr), for a
given choice of α ∈ (N \ {0})s and β ∈ Zs.
Definition 1. — We say that a positive integer n ∈ N satisfies the “no-square condition” with respect
to Sαβ (NSC-Sαβ) if for all r = 1 . . . s, αrn+ βr is not a perfect square.
Fix α ∈ (N \ {0})s, β ∈ Zs. Let FN be the number of positive integers 1 ≤ n ≤ N which satisfy
(NSC-Sαβ).
Consider a single couple (αr, βr): the main result in [2] implies that there exist two universal
constants C1, C2 (which do not depend on αr, βr), such that the number of positive integers 1 ≤ n ≤ N
such that αrn + βr is a perfect square is at most C1N
3/5(lnN)C2 . Now, a positive integer n fails to
satisfy (NSC-Sαβ) if and only if αrn+ βr is a perfect square for at least one of the s couples (αr, βr).
Therefore, we deduce that the number of positive integers ≤ N which fail to satisfy (NSC-Sαβ) is
N − FN ≤ C1sN3/5(lnN)C2 .
Hence, we have
N − C1sN3/5(lnN)C2 ≤ FN ≤ N
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which implies that FN is asymptotic to N as N → +∞. In particular, this implies that there are
infinitely many positive integers satisfying (NSC-Sαβ), which in turn implies that one can choose nK+1
arbitrarily large and satisfying (NSC-Sαβ). This concludes the proof of Proposition 2.2.
3. The model equation
Recall that
Ak =
{
nk − 2, nk − 1, nk + 1, nk + 2
}
, A =
K⋃
k=1
Ak,
and the notation (1.4). We assume that (nk)k≥1 is a sequence which satisfies Lemma 2.1 and Propo-
sition 2.2.
Next, we set ε = ν1/4 and make the change of unknown v = εu. Therefore v satisfies
(3.1)
{
i∂tv + ∂
2
xv = |v|4v, (t, x) ∈ R× S1 ,
v(0, x) = v0(x) = εu0(x).
We expand v and v¯ in Fourier modes
v(x) =
∑
j∈Z
ξje
ijx, v¯(x) =
∑
j∈Z
ηje
−ijx,
and denote by H =
∫
S1
|∂xv|2 + 1
3
∫
S1
|v|6 the Hamiltonian of (3.1).
We now refer to [5, Section 3], and in particular to Proposition 3.1 and Proposition 3.3. It is proven
that, thanks to a Birkhoff normal form procedure, that there exists a symplectic change of coordinates
τ close to the identity so that
(3.2) H := H ◦ τ = N + Z6 +R10,
where
– N only depends on the actions (Ik)k∈Z ;
– Z6 is the homogeneous polynomial of degree 6 ;
Z6 =
∑
R
ξj1ξj2ξj3ηℓ1ηℓ2ηℓ3 .
– R10 is a remainder of order 10.
As in [5, Section 4], we introduce the model system by setting ξ0j = η
0
j = 0 in (3.2) when j 6= A.
This induces here the Hamiltonian
Ĥ = 6J3 +
K∑
k=1
Ĥk,
where
Ĥk =
∑
j∈Ak
j2Ij − 9J
∑
j∈Ak
I2j + 4
∑
j∈Ak
I3j + 18I
1/2
a
(k)
2
I
1/2
b
(k)
2
I
a
(k)
1
I
b
(k)
1
cos(2ϕ
(k)
0 ),
with ϕ
(k)
0 = θa(k)1
− θ
b
(k)
1
+ 12θa(k)2
− 12θb(k)2 .
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Since Ĥ is almost decoupled, we obtain a completely integrable system.
Lemma 3.1. — The system given by Ĥ is completely integrable.
Proof. — Since J is a constant of motion, this is a direct consequence of [5, Lemma 4.1]. Indeed, for
all 1 ≤ k ≤ K, Ĥk and
K
(k)
1 = Ia(k)1
+ I
b
(k)
1
, K
(k)
2 = Ia(k)2
+ I
b
(k)
2
and K
(k)
1/2 = Ib(k)2
+
1
2
I
a
(k)
1
,
are constants of motion in involution.
As in [5], we use the coordinates (ϕ,K) to describe some particular trajectories of Ĥ. To begin
with, Ĥk can be rewritten
Ĥk = Ĥk(ϕ
(k)
0 ,K
(k)
0 ,K
(k)
1 ,K
(k)
2 ,K
(k)
1/2)
= Fk(K
(k)
1 ,K
(k)
2 ,K
(k)
1/2) + 6
[
(3J − 2K1)Ia1Ib1 + (3J − 2K2)Ia2Ib2 + 3I
1
2
a2I
1
2
b2
Ia1Ib1 cos(2ϕ0)
]
,
for some polynomial Fk
(1). Next, we define
(3.3) εk = εe
−nk ,
we fix
K
(k)
1 = ε
2
k, K
(k)
2 =
1
2
ε2k and K
(k)
1/2 =
1
2
ε2k,
and denote by K
(k)
0 = Ia(k)1
. With the previous choice,
(3.4) J =
∑
k≥1
(K
(k)
1 +K
(k)
2 ) =
3
2
ε2
∑
k≥1
e−2nk = Cε2.
The following rescaling proves to be useful
(3.5) ϕ
(k)
0 (t) = ϕ
(k)(ε4kt), K
(k)
0 (t) = ε
2
kK
(k)(ε4kt).
Define
H
(k)
⋆ =
9
4
K(k)(1−K(k))
[
(10Jε−2k − 6) + 4(K(k))
1
2 (1−K(k)) 12 cos(2ϕ(k))
]
,
and
(3.6) H⋆ =
K∑
k=1
H
(k)
⋆ ,
then for all 1 ≤ k ≤ K, the evolution of (ϕ(k),K(k)) is given by
(3.7)

ϕ˙(k) = − ∂H⋆
∂K(k)
= −274 (1− 2K(k))
[
(103 Jε
−2
k − 2) + 2(K(k))
1
2 (1−K(k)) 12 cos(2ϕ(k))
]
K˙(k) =
∂H⋆
∂ϕ(k)
= −18(K(k)) 32 (1−K(k)) 32 sin(2ϕ(k)).
1. The expression of Fk which can be found in [5] is incomplete and it lacks the dependence of Fk on K
(k)
1/2. However,
this does not affect the results in [5].
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Then by [5, Proposition 4.2] we have
Proposition 3.2. — For all k ≥ 1, there exists a γk ∈ (0, 1/2) so that if γk < K(k)(0) < 1− γk and
ϕ(0) = 0, then there is Tk > 0 so that (ϕ
(k),K(k)) is a 2Tk−periodic solution of (3.7) and
K(k)(0) +K(k)(Tk) = 1.
Moreover, Tk : (γk, 1/2) ∪ (1/2, 1 − γk) −→ R is a continuous function of K(k)(0),
Tk −→ 2π
9
(10Jε−2k − 3)−1/2 as K(k)(0) −→ 1/2,
and
Tk −→ +∞ as K(k)(0) −→ γk.
Proof. — Denote by Ck = 10Jε
−2
k − 6. With (3.4), we have Ck ≥ 9 and Ck ∼ ce2nk . Write here
K(k) = K and ϕ(k) = ϕ. Then, as for the proof of [5, Proposition 4.2],
K(1−K)(Ck + 4K 12 (1−K) 12 cos(2ϕ)) = 1
4
(Ck − 2)
defines two heterocline orbits which link the saddle points (ϕ,K) = (−π/2, 1/2) and (ϕ,K) =
(−π/2, 1/2). When ϕ = 0
K
1
2 (1−K) 12 = Dk := Ck − 2√
(Ck − 2)2 + 8(Ck − 2) + Ck − 2
.
Observe that, since Ck ≥ 9 > 2, Dk ∈ (0, 1/2), and this yields the existence of γk.
Moreover, Tk is a continuous function of K
(k)(0) on (γk, 1/2) ∪ (1/2, 1 − γk) and Tk −→ +∞ when
K(k)(0) −→ γk, due to the continuous dependence on initial conditions.
Finally, since the point (ϕ,K) = (0, 1/2) is a nondegenerate centre, we have that Tk approaches the
value of the half-period of the linearized system as K(k)(0) −→ 1/2 (it follows from the Theorem in
Chapter 5.C, p.100, [1]). Since, in particular, we have
∂2H⋆
∂K2
(0, 1/2) = −9
2
(Ck + 3),
∂2H⋆
∂ϕ2
(0, 1/2) = −9
2
,
∂2H⋆
∂K∂ϕ
(0, 1/2) = 0,
we deduce
(3.8) lim
K(k)(0)−→1/2
Tk =
2π
9
√
Ck + 3
.
4. The perturbation analysis and proof of the main results
We are now ready to complete the proof of Theorem 1.2. This is a direct application of the results
of [5, Section 5].
We now assume that nK ≤ −(ln ε)/8 = −(ln ν)/32, therefore by (3.3) we have for all k ≥ 1
ε9/8 ≤ εk ≤ ε.
Then we can state the following result, which is analogous to [5, Lemma 5.1].
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Lemma 4.1. — Assume that there exists C > 0 so that
|ξj(0)|, |ηj(0)| ≤ Cεe−nk , ∀ j ∈ Ak
and
|ξp(0)|, |ηp(0)| ≤ Cε3e−|p|, ∀ p 6∈ A.
Then for all 0 ≤ t ≤ Cε−6,
Ip(t) = O(ε6) when p 6∈ A,
and
K
(k)
1 (t) = K
(k)
1 (0) +O(ε10)t
K
(k)
2 (t) = K
(k)
2 (0) +O(ε10)t
K
(k)
1/2(t) = K
(k)
1/2(0) +O(ε10)t.
We consider the initial conditions
(4.1)
K
(k)
1 (0) = ε
2
k, K
(k)
2 (0) =
1
2
ε2k, K
(k)
1/2(0) =
1
2
ε2k,
and |ξj(0)|, |ηj(0)| ≤ Cε3e−|j| for j /∈ A,
and for all 1 ≤ k ≤ K we set τk = ε4kt. Then thanks to Lemma 4.1 we have
Proposition 4.2. — Consider the solution of the Hamiltonian system given by H with the initial
conditions (4.1). Then for all 1 ≤ k ≤ K, (ϕ(k),K(k)) defined by (3.5) satisfies for 0 ≤ τk ≤ ε−6ε4k{
ϕ˙(k)(τk) = − ∂H⋆∂K(k) +O(ε2)
K˙(k)(τk) =
∂H⋆
∂ϕ(k)
+O(ε2),
where H⋆ is the Hamiltonian (3.6).
4.1. Proof of Theorem 1.2. — We choose the initial conditions for (ϕ,K). We take ϕ(k)(0) = 0
and γk < K
(k)(0) < 1 − γk. We also consider the solution (ϕ(k)⋆ ,K(k)⋆ ) to (3.7) with initial condition
(ϕ
(k)
⋆ ,K
(k)
⋆ )(0) = (ϕ
(k),K(k))(0). Then by Proposition 4.2 and [5, Lemma 5.3] (2) for all 0 ≤ τk ≤ ε−5ε4k
we have
(ϕ(k),K(k))(τk) = (ϕ
(k)
⋆ ,K
(k)
⋆ )(τk) +O(ε2)τk +O(ε2)τ2k ,
which in turn implies that for all 0 ≤ t ≤ ε−5
K
(k)
0 (t) = ε
2
kK
(k)
⋆ (ε
4
kt) +O(ε2ε6k)t+O(ε2ε10k )t2
ϕ
(k)
0 (t) = ϕ
(k)
⋆ (ε
4
kt) +O(ε2ε4k)t+O(ε2ε8k)t2.
For t ≤ ε−9/2 = ν−9/8 we get (1.5).
The period of K
(k)
0 is 2Tkε
−4
k = 2Tkε
−4e4nk , thus one has to ask that
(4.2) 2Tke
4nk ≤ ε−1/2 = ν−1/8.
2. As here, in [5, Lemma 5.3] there is actually an additional error term O(ε2)τ 2. This restrains the main result in [5]
to times t ≤ ε−5 = ν−5/4.
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In view of Proposition 3.2, we have that, depending on the choice of initial data, Tk spans at least the
open interval (2π9 (10Jε
−2
k − 3)−1/2,+∞), which contains the interval (π/(9
√
3),+∞) for all k, so we
can choose the initial data in such a way that Tk = 1/2 for all k. Therefore, since nk ≤ nK , (4.2) is
satisfied provided that nK ≤ −1/32 ln ν.
4.2. Proof of Corollary 1.3. — For each k, the period of vk equals the period of K
(k)
0 , whose value
is 2ν−1Tke
4nk . In the proof of Theorem 1.2 we have observed that, given any T¯ ∈ (π/(9√3),+∞),
one can choose the initial data in such a way that Tk = T¯ . This, with nk ≤ nK , implies that, for
any given Λ¯ ∈ (πe4nK/(9√3),+∞), one can choose the initial data so that the period of vk is equal
to 2Λ¯/ν. Therefore, given any K ≥ 1 and any Λ1,Λ2, . . . ,ΛK > 0, there exists N ∈ N so that, with a
proper choice of the initial data, vk has period 2NΛk/ν, if ν is small enough. It suffices to choose the
smallest N such that NΛk > πe
4nK/(9
√
3) for all k, which is admissible if for the chosen N one has
NΛk < ν
−1/8 for all k, which is verified provided that ν is small enough.
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