The impact of eddy energy growth and radiation from a western North Pacific cyclone on the intensity of an eastern North Pacific cyclone a few days later is examined. Associated with the western cyclone is an upstream ridge and trough couplet, initially over Siberia on 8 March 1977. The amplitude of this couplet is perturbed in 5-day numerical simulations of the two marine cyclones. Balanced initial conditions are created by potential vorticity inversion. The magnitude of the upper-level couplet governs much of the subsequent growth of eddy energy in the western cyclone as well as the propagation of eddy energy between the two cyclones. This culminates in measurable changes in the maximum intensity of the eastern surface cyclone. The broader question of the sensitivity of this cyclone to upstream perturbations is also briefly addressed.
Introduction
Midlatitude cyclone development has traditionally been described in terms of a single upper-level trough that overtakes a low-level baroclinic zone (Petterssen and Smebye 1971) . Orlanski and Sheldon (1995) reconciled this paradigm with the dependence that some troughs have on an upstream trough or ridge for their movement and intensification. Surveys of the midlatitude upper-level flow (Lee and Held 1993; Chang and Yu 1999) have suggested that this dynamical dependence, known as downstream development, is significant in trough and ridge life cycles. Anticyclones and cyclones that also exhibit such a dependence have increasingly been identified (e.g., Orlanski and Sheldon 1993; Danielson et al. 2004 ), though the extent to which such events can be attributed to downstream development remains to be addressed.
The traditional description of cyclone development was given by Hoskins et al. (1985) in terms of a wave train of disturbances on an upper-level potential vorticity (PV) gradient. Associated with each PV anomaly is an induced circulation near the surface. Where a cyclonic anomaly (a trough) overlies a low-level baroclinic zone, the low-level perturbations can in turn induce a secondary circulation that penetrates upward and amplifies the trough. Perturbations at both levels then develop simultaneously. In addition to the primary dependence on lower-and upper-level baroclinicity, static stability also plays a role. A reduction in stability enhances the vertical penetration depth of the induced circulations and hence the coupling of these perturbations.
Precipitation and latent heat release accompany cyclogenesis and represent an important mechanism for reducing static stability and enhancing development. Diabatic heating within an air mass is equivalent to a redistribution of PV on the interior of this air mass (Cammas et al. 1994; Hoskins et al. 1985) . This was illustrated by the pioneering PV diagnosis of Davis and Emanuel (1991, hereafter DE91) , who attributed to precipitation a cyclonic enhancement below the latent heating level. Similarly, Cammas et al. (1994) examined the upper-level jet streak of the "Storm of the 20th Century." They found a diabatic PV flux that is primarily downward, and also a flux on the anticyclonic shear side of the jet streak that appeared to steepen the tropopause. Simulations of a strong coastal cyclone by Davis et al. (1996) further illustrated that diabatic generation of negative PV at upper levels strengthens the local PV gradient and a short-wave ridge immediately downstream. Notably, Davis et al. found such features to be absent in simulations without latent heating (see also Wolf and Johnson 1995a,b) . The preceding studies broadly confirm the strong dependence of cyclones on the penetration depth of induced circulations, vertical coupling, and local environmental factors that affect these processes. Downstream development is also partially revealed by the impact of moist cyclogenesis on adjacent anticyclonic PV anomalies.
Modeling studies that first described upstream and downstream development within a growing wave train of PV anomalies include Simmons and Hoskins (1979) and Orlanski and Chang (1993) . These employed linear and nonlinear simulations of an initially localized perturbation in zonal baroclinic flows. Focusing on the leading edge of the expanding perturbation flow, Simmons and Hoskins found a cessation of upper-level growth prior to that at the surface. This suggested that energy disperses from predecessor upper-level eddies. They also confirmed that the downstream spread of new disturbances occurs at nearly the speed of the upper-level flow.
Similar experiments were diagnosed by Orlanski and Chang (1993) using local eddy energy budgets. They quantified the energy propagation noted above in terms of an ageostrophic geopotential flux between adjacent energy centers, and confirmed that its convergence is a leading term in the initial growth of the downstream energy centers and defines the extent of their subsequent decay as well. In these idealized experiments, the symmetry in disturbances developing from the top downward (on the downstream side of a wave train) and from the surface upward (on the upstream side) was found to be inconsistent with an earlier case study by Orlanski and Katzfey (1991) . The latter study revealed mainly downstream energy propagation at upper levels. Orlanski and Chang demonstrated, however, that surface friction reduces the upstream-developing perturbations near the surface. The steering level of a wave train is also lowered and the downstream ageostrophic flow is emphasized in their simulations with a planetary vorticity gradient. Orlanski and Sheldon (1995) proposed downstream baroclinic development as an extension and clarification of the traditional cyclone development paradigm, and thus emphasized the role of energy propagation between adjacent troughs and ridges. The relevance of this description appears to be both regionally and seasonally dependent. For example, Lee and Held (1993) found that during the Southern Hemisphere summer, the absence of stationary waves and the weak instability of a zonally confined jet stream promote the organization of troughs and ridges into coherent groups called wave packets. Moreover, Chang and Orlanski (1993) used a storm-track model to demonstrate that even if baroclinicity is spatially localized (as it tends to be in the Northern Hemisphere), this does not completely constrain the region of synoptic wave growth. Troughs and ridges that grow where baroclinicity is large also disperse eddy energy and thereby facilitate the growth of waves downstream.
The relevance of downstream baroclinic development to a group of strong cold season cyclones in the eastern North Pacific was examined by Danielson et al. (2004, hereafter DGS) . Diagnoses presented there suggest that downstream baroclinic development is a good description of about half of these events. For the bulk of this subset, the propagation of eddy energy could be traced to warm ascent in a western North Pacific cyclone. Hence, some of these eastern cyclones may have developed more intensely owing to precursor cyclones upstream. One good example of this is examined here. Our purpose is to determine whether growth and radiation of eddy energy from the western cyclone affects the development of the eastern cyclone. Following Keyser and Uccellini (1987) , we employ numerical simulations whose initial conditions are perturbed upstream. This same event is examined by Danielson et al. (2006, hereafter Part II) in a comparison of eddy energy and wave activity diagnoses.
A description of the model and verification of our control simulation is given in Section 3. Section 4 details how initial conditions are perturbed. The numerical simulations are shown in section 5, where we focus on downstream energetics and on the intensification of the eastern cyclone. The question of this cyclone's sensitivity is addressed in section 6, followed by a summary in section 7. The next section provides an overview of this event based on gridded analyses and surface observations.
Overview
Three candidate evolutions were initially chosen from among a group of downstream baroclinic developments (DGS). These were simulated using various physical parameterizations, a large domain, and a relatively coarse grid resolution. The evolution of 8-13 March 1977 was selected for further study based on good comparisons with the National Centers for Environmental Prediction (NCEP) reanalysis (Kalnay et al. 1996) and available surface observations. We begin by characterizing the two North Pacific cyclones involved using the reanalysis and observations (Fig. 1) . The origin of the western and eastern troughs can both be traced to positions upstream over Siberia, and the origin of the western surface cyclone is distinct, having formed over southern China (not shown). Our period Observations by ships of opportunity and buoys depicted in Figs. 1f-o are obtained from the International Comprehensive Ocean-Atmosphere Data Set (ICOADS; Woodruff et al. 1998) . Foggy conditions were reported along the western North Pacific coast on the mornings of 8 and 9 March, as the western cyclone began to move offshore (Figs. 1f,g ). Snow then began to fall as this cyclone approached the Kamchatka peninsula (Figs.  1g,h ). Maximum winds on the southeast flank of this cyclone were about 20 m s Ϫ1 . There were a few reports of ships accumulating ice on deck and visibility was poor (not shown), but offshore precipitation seems to have been essentially stratiform with little convection observed.
Heavy rain and thunder were reported when the eastern North Pacific cyclone formed near the date line (Fig. 1l) . As this storm tracked toward the Gulf of Alaska, its greatest intensity occurred at about 0000 UTC 11 March (Fig. 1n) , when winds of more than 20 m s Ϫ1 were observed across most of the Gulf of Alaska, the lowest central pressure was 956 hPa according to NCEP manual analyses (Corfidi and Comba 1989) , visibility was less than 2 km to the southeast of the cyclone, and a couple of reports included wave and swell heights of 10 m (not shown).
Model description and control verification
Five-day simulations of the western and eastern cyclones are performed from 8 March 1977 using the fifthgeneration Pennsylvania State University-National Center for Atmospheric Research (PSU-NCAR) Mesoscale Model (MM5, version 3; Grell et al. 1994) . The duration of each simulation covers a period from two days before, to three days after, the mid point of maximum surface deepening of the eastern cyclone (0000 UTC 10 March). The initial period suffices to allow the effect of modifications over Siberia to propagate downstream, and the final period captures both the maximum intensity as well as much of the decay of the eastern cyclone.
The model domain is centered over the western North Pacific Ocean (Fig. 2) and is defined on a polar stereographic grid of 220 ϫ 160 points at 90-km resolution (true at 60°N). The model time step is 2 min and there are 26 vertical levels [ ϭ 1.0, 0.99, 0.98, 0.96, 0.93, 0.89, 0.85, 0.8, 0.75, 0.7, 0.65, 0.6, 0.55, 0.5, 0.45, 0.4, 0.36, 0.32, 0.28, 0.24, 0.2, 0.16, 0.12, 0.08, 0.04, 0.0 Our treatment of physical processes follows the simulation of another strong eastern North Pacific cyclone by Kuo and Reed (1988) . Explicitly resolved precipitation processes are modeled using the scheme based on Hsie and Anthes (1984) that considers distributions of cloud and rainwater and their frozen equivalents. Implicit processes employ the moist convective scheme based on Kuo (1974) that assumes prescribed vertical profiles of convective heating and moistening based on the study by Kuo and Anthes (1984) . This parameterization treats convection as a function of the resolvedscale moisture convergence within a column, and has been used extensively at grid resolutions of about 100 km.
All simulations share the same lateral boundary conditions, defined by the 6-hourly NCEP reanalysis, and the same slowly evolving surface fields (e.g., soil temperature and moisture, ice cover, and snow depth). Because a local (in time) sea surface temperature (SST) analysis was unavailable, this field ( Fig. 2) is computed from observations taken over 7 days (Danielson 2003) . The magnitudes of the corresponding SST anomalies relative to a long-term climatology are less than 2°C across most of the North Pacific Ocean (and an alternate estimate of this SST field did not produce large differences in the control simulation; not shown). figure) , with the subdomain over which balanced initial conditions are substituted (semicircular region), and the subdomains within which potential vorticity is modified (pairs of concentric circles; see text). Also shown are ice cover (polar region bounded by a dark contour) and sea surface temperature (thin contours at 2°C intervals). Latitudes and longitudes are shown at 20°intervals.
FIG. 2. Model integration domain (full
An assessment of the quality of the control simulation is made in this section with reference to the NCEP reanalysis (analyses hereafter). This seems justified by the good agreement of the surface analyses and ICOADS observations, but we note that the analyses lation is evidently not as intense as in the analyses. Additionally, it stalls upstream of the Kamchatka peninsula, instead of reforming to the east. This results in a large SLP difference near the date line (Figs. 3d,e). The movement of the eastern cyclone in the control simulation lags that of the analyses slightly (Figs. 3c,d ), although it depicts a similar intensification and track toward the Gulf of Alaska. Differences in the decay of this case are most noticeable over land, where the simulation depicts a stronger SLP gradient than in the analyses (Fig. 3e) .
The dynamic tropopause is taken as the 2-PVU surface (PVU, or PV unit, is defined as 10
). The western and eastern troughs (relatively low potential temperature in Figs. 3f-j) are equatorward and surfaceward extrusions of the dynamic tropopause. An amplification and cyclonic overturning of both the western and eastern troughs is apparent in the simulated evolution. As with the simulated western cyclone, the western trough is located too far upstream on 12 March (Fig. 3j) . The overall growth of the western cyclone is well captured by our control simulation, but its decay is somewhat less satisfactory. Apart from a slight time lag and weaker decay, the evolution of the eastern cyclone also appears reasonable.
A summary of error growth in the simulated horizontal geopotential height gradient (a proxy for errors in the geostrophic wind) is gauged by the S1 score (Teweles and Wobus 1954) . (Control simulation errors are defined here relative to the analyses, and these are computed using both zonal and meridional differences over the semicircular domain of Fig. 2 .) A typical S1 score for a short-term forecast ranges between 20 and 40 and tends to decrease with height (Gyakum et al. 1996) . For the initial period of 8-11 March, this score remains between 20 and 30, which indicates that this event may have been unusually predictable. The best S1 score for the latter period is obtained when we compare the analyses and the control simulation, having advanced the control by 6 h (not shown). This seems to be related to a delay in the spinup of the model (at least in the eastern North Pacific). We return to the spinup and predictability of this event in subsequent sections. The control simulation thus provides an adequate basis for examining dynamical impacts, especially during the first 3 days or so.
Initial conditions
The major cause of continued intensification by the western cyclone after 0000 UTC 8 March is likely its interaction with the western trough over Siberia (Fig.  3f) . This interaction appears to be an important precursor of downstream baroclinic development toward the eastern cyclone (DGS; Part II). We thus propose to test the dynamical impact of downstream development on the eastern cyclone by modifying the western trough. It is also useful to modify a prominent ridge farther upstream, as we indicate below.
To maintain a balance between the perturbed mass and wind fields, it is convenient to modify only the PV of the upstream ridge and trough couplet. We then perform PV inversion to obtain the balanced fields that are required as initial conditions (Huo et al. 1999; McTaggart-Cowan et al. 2001) . The inversion method used here is that of DE91 and Davis et al. (1996) . The appendix provides details of the numerical scheme used to calculate PV initially, as the resulting initial conditions are sensitive to this.
Static inversions of PV are performed over the interior of the model domain and poleward of 25°N (the semicircular region shown in Fig. 2 ). This subdomain encompasses as much of the model domain as possible, but because the balance equation used here is based on a midlatitude scaling, it does not necessarily apply in the Tropics (Daley 1991, section 7) . Experiments to place the southern boundary of this subdomain farther south result in larger differences between balanced and analyzed fields at midlatitudes. The downstream baroclinic development of interest occurs entirely within the present subdomain, however. For all simulations, including the control run discussed in section 3, balanced initial conditions are substituted into this subdomain. No smoothing of the mass or wind fields is applied at the boundaries.
Preliminary model simulations confirmed that the removal of the western trough inhibits the development of the western cyclone, but the presence of a prominent ridge upstream appears conducive for the redevelopment of this trough. A more effective modification is thus to remove both the trough and its upstream ridge. A pair of concentric circles is employed to identify both the negative eddy PV center associated with the ridge and the positive center associated with the trough. Eddy PV of a given sign within an inner domain (to a radius of 750 km) is isolated, with a linear decay to the outer domain (at a radius of 1500 km), where all other parts of the eddy PV are ignored. We include the eddy PV from 700 to 150 hPa, and the upper-boundary eddy potential temperature between 150 and 100 hPa (Fig.  4 ). This eddy PV is then removed from the total PV, and the inversion is performed. An eddy is defined relative to a 30-day time mean, following the definition used in Part II. Note that modifications to the PV field are well contained by the inversion domain and are also localized in the western part of the model domain.
Four simulations are performed. For the control (or no removal) simulation, eddy PV in the initial conditions is unaltered. A full removal simulation is employed for which the eddy PV of the western trough and ridge are fully removed from the initial conditions. Similarly, half the amplitude of the eddy PV is removed for a half removal simulation, and the eddy PV is augmented by half for a half addition simulation.
Balanced initial conditions at 400 hPa for all four simulations are shown in Fig. 5 . The unmodified balanced height field is quite similar to the original analysis (Fig. 5c) . The well-developed continental trough and upstream ridge are present to varying degrees, but essentially the entire North Pacific region, including the eastern trough that is found over the central North Pacific, is initially the same in all four simulations. Height differences at other levels are similar both in shape and size. Maximum differences in other variables (not shown) such as the temperature, horizontal winds, and sea level pressure are about 5 K, 30 m s
Ϫ1
, and 25 hPa, respectively.
Before integrating the model, the column-mean horizontal divergence is removed from the initial conditions. The spinup of the model is probably delayed by omitting the divergence component (cf. Davis et al. 1996) , but this seems to evolve quickly with minimal impact on the remaining 5-day evolution. (If model errors can be neglected, then an indication that the delay in model spinup for this case is between 6 and 12 h is shown in Fig. 9.) 
Results
The impact of variations in the intensity of the Siberian ridge and trough couplet are examined in this section. For brevity, we focus on the initial growth of eddy kinetic energy in the western cyclone, followed by downstream development across the North Pacific Ocean (see Part II for a diagnosis using the full eddy kinetic energy budget). This sequence of events can be diagnosed, following Orlanski and Sheldon (1995) , in terms of eddy kinetic energy per unit mass K e ϭ 0.5u 2 ϩ 0.5 2 and contributions to its generation, according to
Here, ١ p is the horizontal gradient operator and the eddy quantities , , ␣, and are the horizontal wind, geopotential, specific volume, and vertical velocity, respectively. The lhs term is the generation of eddy kinetic energy and represents work done by the pressure gradient in cross-isobaric flow. The first term on the rhs is baroclinic conversion and represents a conversion from eddy available potential to kinetic energy. The last two terms on the rhs define the geopotential flux convergence of eddy energy, and the horizontal component involves the ageostrophic geopotential flux, () a , which is useful for identifying downstream development (Orlanski and Katzfey 1991; Orlanski and Chang 1993) . It is defined by Orlanski and Sheldon (1993) as
where k is a unit vertical vector. This is the eddy geopotential flux with a nondivergent (essentially geostrophic) part omitted. Following Orlanski and Sheldon (1995) , when considering column integrals of (1) (i.e., from the surface to 100 hPa, normalized by the constant of gravity), the contribution of the vertical geopotential flux convergence term Ϫ ‫‪p‬ץ/)(ץ‬ can generally be neglected.
As expected from the traditional development paradigm (Petterssen and Smebye 1971; Hoskins et al. 1985) , both baroclinic conversion within the western cyclone and the surface cyclone itself correspond well with the amplitude of the trough and ridge couplet immediately upstream (Fig. 6 ). Baroclinic conversion just ahead of the western cyclone at 1200 UTC 8 March is defined by ascent of relatively warm air, as inferred from Figs. 1a,b. This contribution to the local growth of eddy kinetic energy increases both in extent and intensity with the amplitude of the upstream wave. Collocated with baroclinic conversion in each simulation is a negative contribution defined by ageostrophic geopotential flux divergence. This can be inferred by the energy flux toward the downstream anticyclone. Notably, the magnitude of this flux, and hence the first stage of downstream baroclinic development toward the eastern cyclone (Orlanski and Sheldon 1995) , also varies with the amplitude of the upstream wave.
The evolution of eddy kinetic energy in the full removal simulation is shown in Figs. 7a-c. Note that the energy center near the western cyclone fails to develop. Farther downstream, energy centers that bracket the eastern trough can be found, but they and the geopotential fluxes between them appear strongly damped. Indeed, the two centers seem to be advected downstream with little change in their intensity and a fairly zonal flow being found in their wake. By contrast, the control simulation (Figs. 7e-g ) reveals the sequential downstream growth and decay of adjacent eddy kinetic energy centers that is characteristic of downstream baroclinic development. The strongest ageostrophic geopotential fluxes are initially from the energy center near the western cyclone to another immediately downstream, and are subsequently found from this intermediate energy center to the one near the eastern cyclone.
Also shown in Fig. 7 are the half removal and half addition simulations at 1200 UTC 11 March. The energy centers bracketing the eastern trough in the half removal simulation (Fig. 7d) simulations. The corresponding energy centers of the half addition simulation and the ageostrophic geopotential fluxes between them are clearly the strongest among the four simulations (Fig. 7h) . It follows that within a few days, the evolution of eddy kinetic energy across the North Pacific depends strongly on the presence of the upstream ridge and trough couplet at the initial time.
The impact of the upstream modifications is also apparent in the sea level pressure of the eastern cyclones when they reach maximum intensity on 11 March (Fig.  8) . In terms of relative differences in horizontal length scale, following Nielsen and Dole (1992) , the distance to the nearest col in the full removal simulation is only about two-thirds that of the control simulation. A complementary measure of cyclone size is the distance to the perimeter of a contiguous region of positive relative vorticity (Sinclair 1997; Simmonds 2000) . The boldface contours of Fig. 8 represent such a measure and confirm an impressive reduction in size of the eastern cyclone in the full removal simulation. The stronger (control and half addition) cyclones are also associated with a more meridional track, as is characteristic of observed events (Sanders 1986 ).
All four simulated cyclones remain too intense near the coast of Alaska (cf. Fig. 3d ), so we refer only to relative changes in their circulation and central pressure (Fig. 9) . Circulation is defined here to be the areaweighted integral of positive relative vorticity (i.e., within the boldface contours shown in Fig. 8 ). We note that circulation is sensitive to a specification of this integration domain. When the eastern cyclones are mature at 1200 UTC 11 March, the intensity of the full removal cyclone appears to be reduced by about 25% relative to the control cyclone.
The central pressure traces of the four simulated cyclones (Fig. 9b) are quite comparable to that of the NCEP manual analysis, particularly in terms of minimum values. A 12-h delay in the simulated time of minimum central pressure corresponds to the delay in the track of the eastern cyclone (recall Fig. 3 ) and may be partly attributable to the absence of a divergent flow in the initial conditions. The simulated eastern cyclones develop contemporaneously. This is consistent with the eastern troughs moving downstream past these cyclones at the same time (not shown) and ultimately contributing to their decay (Martin and Marsili 2002) . (In other words, the upstream perturbations do not appear to strongly impact the phase speed of the eastern trough.) Notable differences in surface central pressure are found after 1200 UTC 9 March (36 h into the simulation). The difference between the full and control simulations at maximum intensity is just over 10 hPa. With all else unchanged, we can thus attribute about a quarter of the intensity of the eastern cyclone to the presence of a trough and ridge over Siberia 3 days earlier.
Discussion
It is instructive to place our results in the context of other studies that address cause and effect in cyclone , with a reference vector above. The 500-hPa height is thinly contoured at 30-dam intervals.
development. We have found that the western and eastern troughs are connected by the propagation of eddy energy between them. This connection is made more explicit in Part II (see appendix), where a comparison of initial conditions in terms of wave activity (Takaya and Nakamura 2001) reveals our perturbations over Siberia to be a direct modification of the group of waves that subsequently defines the eastern cyclone. This direct connection to the eastern trough can also be demonstrated here by following the trajectories of air parcels whose PV is modified at 0000 UTC 8 March (cf. Fig. 4) . The subsequent positions of these trajectories in the full removal simulation are shown at 0000 UTC 11 March in Fig. 10 . Modified air parcels advance downstream such that those initially over Siberia are not only entrained into the eastern trough, but are located across the North Pacific Ocean. The focus of this study is on perturbations to dynamical structures upstream, but an interesting question is what role physical processes play. For instance, the trajectories shown in Fig. 10 suggest that a direct impact on the eastern cyclone may occur even in the absence of diabatic and frictional processes within the western cyclone. A viable alternative to our perturbations of the primary circulation of the western cyclone is to modify its secondary circulation (Keyser and Uccellini 1987) . In other words, the initial PV structure could be left intact and the cumulative role of moisture could be examined instead (e.g., latent heat release could be turned off). Based on the precipitation produced by the western cyclone (section 2), moist processes may not be as important as in the cyclones examined by, for example, Cammas et al. (1994) and Davis et al. (1996) . However, a good fraction of the impact that we have attributed to the growth of the western cyclone in this study might be accounted for using this approach. This may also help to explain why downstream baroclinic development toward strong eastern North Pacific cyclones tends to be fed by baroclinic conversion in western cyclones (DGS). To facilitate an interpretation, moist processes could be perturbed in the western cyclone, but not in the eastern cyclone. Perturbations employed in this study have been limited to regions upstream and at upper levels, but the role of many other initial structures that likely affect the eastern cyclone have not been addressed. Two features of interest are the western surface cyclone and the ridge downstream of the eastern cyclone (Figs. 3a and  3f, respectively) . If boundary potential temperature anomalies associated with the western surface cyclone are removed from the full removal initial conditions, there is a further reduction in the intensity of the eastern cyclone. This perturbation was not examined here because an unrealistically strong anticyclone dominates the upstream initial conditions, but it suggests that some of the development of the eastern cyclone can also be attributed in part to the western surface cyclone. (By contrast, when the western surface cyclone is modified and the Siberian wave at upper levels is not, a western cyclone nevertheless redevelops and downstream baroclinic development follows.) If the amplitude of the ridge downstream of the eastern trough is reduced (mostly at upper levels), this seems to allow the eastern surface cyclone to spin up more easily. The corresponding eddy kinetic energy evolution is also enhanced, particularly in the eastern North Pacific region (not shown).
There are perhaps an infinite variety of ways in which to perturb the initial conditions. A more systematic approach is to quantify the sensitivity of the eastern cyclone directly. Such an approach is discussed, for example, by Hoskins et al. (2000) , Gilmour et al. (2001) , and Coutinho et al. (2004) . In this context, it seems relevant that the evolution of 8-13 March 1977 appears to be relatively predictable (section 3) and that downstream energy propagation depends on the presence of the upstream ridge and trough couplet (section 5). One may thus ask whether the specific perturbations used here are required in order to significantly impact the eastern cyclone. Another consideration is that the eastern cyclone appears to respond almost linearly (or at least monotonically) to the upstream perturbations (Fig. 9 ). This may be examined in light of the proposition by Gilmour et al. (2001) that the atmospheric flow is unlikely to evolve linearly after more than a day. (It can be shown using their relative nonlinearity index that the error in assuming a linear evolution indeed exceeds 50% of the perturbations in 500-hPa height within one day, but we recall that the amplitude of our half addition and half removal perturbations is also quite large.) A proper quantification of the sensitivity of the eastern cyclone is beyond our present scope. In terms of the propagation of eddy energy and wave activity, we return to the issue of nonlinearity in Part II.
Conclusions
The development of two extratropical cyclones that occur over different parts of the North Pacific Ocean during 8-13 March 1977 have been examined here. A western cyclone develops first, in association with a trough initially over Siberia, and is characterized by relatively light precipitation and surface winds. A few days later, an eastern trough and its associated surface cyclone intensify strongly. Following Keyser and Uccellini (1987) , numerical simulations have been employed to quantify the dynamical impact on the eastern cyclone of variations in its upstream initial conditions. A control simulation over 5 days encompasses the full intensity of the western cyclone as well as the growth and decay of the eastern cyclone. Both cyclones verify well against surface observations and objective analyses. The S1 scores (Teweles and Wobus 1954) suggests that this particular evolution may have been reasonably predictable. Similar diagnoses of this event (DGS; Part II) indicate that eddy energy growth and radiation downstream is fed by baroclinic conversion near the western cyclone. Owing to a presumed forcing for ascent above the western cyclone (Petterssen and Smebye 1971) , the western trough is deemed most likely to promote this energy growth and radiation. Both the western trough and a ridge farther upstream are modified in the initial conditions. Modification is performed using static PV inversion (DE91). This yields balanced initial conditions over a large part of the model domain, but with perturbations in the mass and wind fields being localized in the upstream regions. Four simulations have been considered, in which the eddy PV of the western ridge and trough are either removed to some degree or augmented.
A comparison of the resulting simulations revealed an estimated reduction of about a quarter in relative circulation or minimum central pressure associated with the full removal of the western trough and its upstream ridge. Some confirmation that this reduction is owing to the absence of downstream baroclinic development (Orlanski and Sheldon 1995) is found in the eddy energy evolution, which depicts a western energy center that fails to develop and subsequently disperse energy downstream. Finally, air parcel trajectories in the full removal simulation were examined to more fully apprehend the direct impact of upstream perturbations on the eastern cyclone. Supplementary experiments were also described, but it would be of interest to quantify the broader sensitivities of the eastern cyclone. This seems especially relevant given that the role of downstream baroclinic development remains largely unquantified on a case-by-case basis.
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APPENDIX

Static Potential Vorticity Inversion over a Large Domain
Experiments with static PV inversion are described here to indicate that the balanced mass and wind fields that are obtained can be sensitive to the initial calculation of PV. This appears to be particularly relevant when a large domain, such as the semicircular domain of Fig. 2 , is employed. The numerical scheme used in this study is specified below, and although it does not concern static inversion directly, it is convenient to first describe the inversion method of DE91. A balance between the geopotential ⌽ and the streamfunction ⌿ is given by the nonlinear balance equation (Charney 1955) FIG. 10. Positions of 9000 trajectories starting from where PV is modified at 0000 UTC 8 Mar and ending at 0000 UTC 11 Mar 1977. Trajectories follow the three simulated wind components and are calculated using forward differences with a 30-min time step. (Wind components at 6-h intervals are linearly interpolated.) The two contours (8 and 11 Mar) delineate the regions containing trajectories (darker shading corresponds to higher density). Only trajectory positions at 250 hPa are shown, along with 250-hPa height at 0000 UTC 11 Mar (thin contours at 30-dam intervals). The two pairs of concentric ovals are taken from Fig. 2 .
Here, f is the Coriolis parameter, a is the mean radius of the earth, is longitude, and is latitude. The operators ٌ 2 and ١ are the two-dimensional Laplacian and gradient operators, respectively, and the Exner function ϭ C p [ p/p o ] serves as the vertical coordinate (C p is the specific heat capacity, p is pressure, p o is reference pressure, and is the gas constant to specific heat ratio).
To close the system describing balanced ⌿ and ⌽, a second equation and boundary conditions are needed. The second equation comes from an approximation of PV expressed in terms of ⌿ and ⌽ (DE91), which we refer to as the balanced PV BPV ϭ g
͑A2͒
where g is the constant of gravity. The relevant approximation here is that the nondivergent winds (V ⌿ ϭ k ϫ ١ ⌿), rather than full winds, are employed in the last two terms on the rhs of (A2). Hence, PV and BPV are equivalent to a good approximation. The assumption that PV Ϸ BPV yields (A1) and (A2), in terms of the two unknowns, ⌿ and ⌽. Boundary conditions are the observed ⌿ and ⌽ at lateral boundaries and their vertical gradients at the lower and upper boundaries, with the latter being equivalent to potential temperature. As a check on our solution of balanced ⌿ and ⌽, we have used these to recompute PV (or equivalently BPV) and compare it with the initial PV calculated from the unbalanced fields. The assumption that PV Ϸ BPV implies that the two should be identical, in principle, although in practice they may be slightly different. This exercise reveals that the solution of balanced ⌿ and ⌽ at the center of a large inversion domain is sensitive to the numerical scheme used to calculate PV initially.
We have experimented with different discretizations and find that the PV formulation, which is as similar as possible to that used by the inversion algorithm to compute BPV, is preferable. Hence,
͑A3͒
Note that this expression is identical to the hydrostatic form of Ertel PV in pressure and spherical coordinates (Hoskins et al. 1985) , but requires higher-order differentiation. (It is sensitive to a representation of thermal structure by the geopotential and of small-scale features in the streamfunction. For instance, when PV is calculated using the geopotential instead of potential temperature, some of the thermal structure at upper levels in the subtropics is absent. At very high latitudes, the Laplacian of the streamfunction also appears to suffer relative to the same calculation using the wind field.) Our rationale is that because the balanced output fields are a solution of (A2), the initial calculation of PV that is most consistent with the static inversion of DE91 is defined by (A3). We found that PV computed from the balanced output fields is most similar to the original PV when (A3) is used. The root-mean-square differences between the analyses and the balanced height (or streamfunction) are smaller as well. It is notable that DE91 suggest using lower-order differentiation in the calculation of PV. This is appropriate, however, because they also employ the time tendency of PV to calculate the balanced divergent wind field. Unless one is confident, for example, that the tendency of the streamfunction is well resolved, particularly at small length scales, it seems unlikely that (A3) is desirable for obtaining the balanced divergent winds.
