In multimedia photogrammetry, multi-camera systems often provide scale by a calibrated relative orientation. Camera calibration via bundle adjustment is a well-established standard procedure in single-medium photogrammetry. When using standard software and applying the collinearity equations in multimedia photogrammetry, the refractive interfaces are modelled in an implicit form. This contribution analyses different calibration strategies for bundle-invariant interfaces. To evaluate the effects of implicitly modelling the refractive effects within a bundle adjustment, synthetic datasets are simulated. Contrary to many publications, systematic effects of the exterior orientations can be verified with simulated data. The behaviour of interior, exterior and relative orientation parameters is analysed using error-free synthetic datasets. The relative orientation of a stereo camera shows systematic effects, when the angle of convergence varies and when the synthetic interface is set up at different distances to the camera. It becomes clear, that in most cases the implicit modelling is not suitable for multimedia photogrammetry. An explicit modelling of the refractive interfaces is implemented into a bundle adjustment. This strict model is analysed and compared with the implicit form regarding systematic effects in orientation parameters as well as errors in object space. In a real experiment, the discrepancies between the implicit form using standard software and the explicit modelling using our own implementation are quantified. It is highly advisable to model the interfaces strictly, since the implicit modelling might lead to relevant errors in object space.
INTRODUCTION
Photogrammetry dealing with more than one optical medium is known as multimedia photogrammetry. It becomes increasingly important in underwater applications such as fish farming, industrial inspection tasks or surveying of archaeological and cultural heritage sites. Camera calibration via bundle adjustment is a well-established standard procedure in single-medium photogrammetry and might also be a reasonable tool for multimedia photogrammetry. In case of underwater photogrammetry, the waterproof camera housings and the water itself bend the optical path of light. These refractive effects need to be compensated implicitly by the standard calibration parameters or modelled explicitly by an extended camera model within the calibration process. Especially non-experts often use standard software to determine calibration parameters of single or multi-camera systems, which usually does not model an extended camera model explicitly. In some cases, depending on the calibration strategy and on the photogrammetric network, neglecting the explicit modelling of refractive effects might cause systematic errors. In case no absolute error in object space is quantified, these effects are not necessarily visible to the user and might remain undetected. We hypothesize that, when scale is provided only by the relative orientation of a multi-camera system, systematic errors occur in forward intersection due to the inevitable correlations between the interior and exterior orientation of a multi-camera system resulting in incorrect scaling.
CALIBRATION TECHNIQUES IN MULTIMEDIA PHOTOGRAMMETRY

Planar interfaces
In the field of underwater photogrammetry, two main approaches of underwater camera calibration exist regarding planar interfaces. A comprehensive overview of calibration techniques is given by (Shortis, 2015) . In general, homogeneous and isotropic interfaces are assumed. The first approach compensates refraction effects implicitly within the standard pinhole camera model. This allows for the usage of standard photogrammetric software to calibrate the camera in a selfcalibration process. The second approach models the refraction effects caused by interfaces explicitly via raytracing (e.g. Kotowski, 1987) . Mostly the parameters of the interfaces (orientation, thickness and refractive indices) are assumed to be known (e.g. Bräuer-Burchardt et al., 2015) . Under the assumption that one plane of a local coordinate system is parallel to the plane interface, the simplified approach of (Maas, 1992) can be used. (Maas, 2015) proposed that his modular geometric model can easily be integrated in standard photogrammetric software. In this approach a radial shift of an underwater object point with respect to the camera nadir is computed, thus the collinearity condition is fulfilled. Furthermore, it allows for the introduction of the refractive indices into the bundle adjustment as unknowns. However, the author addresses the instability of the mathematical system when introducing refractive indices as unknowns, especially when introducing more than one index. The more complex strict approach by (Kotowski, 1987) generically models the number, shape and orientation of interfaces within the adjustment process without any restrictions regarding the orientation of the interfaces. All interface parameters can be solved via the bundle adjustment as implemented in a flexible approach by (Mulsow, 2010) .
Hemispherical interfaces
Besides planar interfaces, hemispherical interfaces or dome ports can be mounted on a camera as an interface of the underwater housing. When the projection centre is mounted in the centre of the hemispheric port, this kind of port does not refract the ray of light, since every ray to the centre of projection hits the surface of the dome port perpendicularly. It keeps the field of view as it is in air, thus the standard photogrammetric model can be applied. (Menna et al., 2017a) compare flat and dome ports in an experimental work. The calibration of dome ports as well as the robustness towards an imperfect setup are investigated by . The advantages of dome ports compared to flat ports regarding the geometrical and optical characterisation are discussed in and (Menna et al., 2017b) .
System configuration and calibration strategies
Several contributions discuss calibration techniques, however, the exterior orientation is rarely considered. (Shortis et al., 2007) provide a number of case studies for underwater stereo systems. The relative orientation can be calibrated within the bundle adjustment if it is introduced as a constraint. Using stereo photogrammetry, the scale may be provided by either a reference object, so that the exterior orientations can be determined simultaneously, or by the pre-calibrated relative orientation of the stereo system itself. According to (Menna et al., 2013 ) using a stereo system, additional equipment for the scale definition problem becomes obsolete, which is stated as an advantage for underwater inspection utilized by a ROV. From our point of view, this statement only holds true as long as the refractive interfaces are modelled explicitly. Using planar interfaces and the implicit estimation of interior and relative orientation, the bundle adjustment leads to significant errors when scale is provided by the relative orientation only. Depending on the camera configuration and the distance to the object, these errors can be larger or smaller. Furthermore, using the relative orientation for scale definition in navigation tasks might lead to significant errors when multi-camera systems are used such as in (Rofallski and Luhmann, 2018) .
Figure 1 illustrates some conceivable setups of different photogrammetric multimedia systems and their calibration approaches. In the first two rows one element becomes part of the physical system. Depending on the number of cameras different approaches are possible. While bundle adjustment approaches 1 and 2 (single and multi-camera) model the refraction effects implicitly, adjust only the interior orientation (IOR) and, if applicable, the relative orientation (ROR), approaches 3, 4 and 5 model the interfaces (IF) explicitly. Strategies 1 and 2 can be applied by using standard software, however, to determine the interior orientation in air (marked red) would automatically lead to gross scale errors for which reason this solution is not considered any further. Approaches 2 are performed in many cases using standard software. (Drap et al., 2015) uses the relative orientation to provide scale and the interior orientation is assumed to be known by pre calibration. Approach 3 is investigated for a single camera bundle (objectinvariant) by (Mulsow, 2010) but, best to our knowledge, not for a multi-camera system yet. The green marked approaches 4 and 5 are investigated for multi-camera systems in this work exclusively for bundle-invariant interfaces, showing that approach 2 does lead to significant deviations in most cases. The approaches 4 and 5 model the interfaces explicitly, thus probably not leading to a scale error in case of multi-camera system usage. Approach 5 gives the possibility to rearrange the cameras and recalibrate the relative orientation, with cameras still mounted in their housing. In contrast, approach 4 calibrates the relative orientation in air, thus the cameras need to be separated from their housings when their arrangement is changed. From a practical point of view this approach is marginal realistic, since the interfaces need to be mounted after the first calibration of the interior and relative orientation without alternating their already calibrated parameters. Thus, in Figure 1 "Air" means no interface being present in front of a camera.
The following section will discuss the case of single and multicamera systems using planar interface (bundle-invariant) in an implicit form. Figure 1 . System components, calibration approaches for photogrammetric underwater systems. Left side illustrates options of configuration for single camera usage; right side illustrates options for multi-camera systems. Red frames indicate unreasonable strategies, yellow frames indicate standard strategies using standard software, black frame strategies are not part of this work but theoretically possible, green frames indicate explicit modelling of refractive effects using a known IOR.
ANALYSIS OF CALIBRATION AND ORIENTATION FOR PLANAR INTERFACES IN IMPLICIT FORM
In this section the analysis of the interior, exterior and relative orientation parameters for single and multi-camera systems is based on synthetic data. By using exterior orientations of a photogrammetric bundle and a fixed interior orientation exclusive of distortions, any object point can be projected into the image via the collinearity equations. Thus, error-free image coordinates unaffected by degradation or noise are determined. By integrating a strict raytracing model using synthetic interfaces, the object points can also be projected into the image through refracting interfaces. All following data in this section refer to the dataset used for synthetic analysis. The synthetic dataset of the photogrammetric bundle consists of 100 object points and 36 well distributed exterior orientations. It is based on an accuracy evaluation test according to the German guideline VDI/VDE 2634.1 (see Figure 2 ). The simulated refraction occurs at the plane interfaces perpendicular to the optical axes, air/glass and glass/water (see Figure 3 ). The refractive indices used in backward ray tracing, according to (Kotowski, 1987) and integrated similar to (Mulsow, 2010) , to determine image coordinates are set as: nAir =1.00 nGlass =1.49 nWater =1.33 Figure 3 . Configuration of the interfaces. A plane interface (10mm in thickness) of glass is simulated 20mm in front of the principal point. The average distance to the object points is approx. 3m.
The simulated error-free image coordinates as well as corresponding object points are integrated into the bundle adjustment running standard software (AICON 3D Studio). Due to software technological restrictions, a non-relevant white noise of 10 -6 mm is added to the error-free image coordinates. These coordinates are named error-free coordinates in the following. The result of the bundle adjustment contains interior orientation, exterior orientation and, in case of stereo cameras, the relative orientation parameters. The object points are introduced as fixed reference points.
For the following sections a notation will be used which describes the experiments in a structure as follows: Number of Cameras Single/Multimedia Convergence-RatioAir/Water The example 2MM10°-5/95 describes an experiment with two cameras in a multimedia case (air-glass-water) with a convergence of 10° equipped with a glass interface at 5% of the distance for each camera (bundle-invariant case) to the object. In case of single camera setting, of course, no convergence is part of the experiments naming.
Single camera bundle adjustment
To analyse the exterior and interior orientations within a bundle adjustment, two datasets, based on the setup of Figure 2 , are simulated. For the first dataset (1SM-1/99) perfect image coordinates without any refractive effects are used for the bundle adjustment, whereas the second dataset (1MM-1/99) contains error-free refracted image coordinates. The interface is simulated 20mm in front of the lens, thus leading to an air/water depth ratio of ~1/99. The bundle adjustment was performed using standard software not introducing any interfaces as parameters and using the standard collinearity equations with the distortion model according to (Brown, 1971) . The interior and exterior orientations are determined within the bundle adjustment employing the object points as fixed reference points. Table 1 shows that the principal distance is longer in multimedia case by factor 1.42. Furthermore, the values of the radial distortion parameters increase significantly, while other distortion parameters are calculated to zero, thus resembling the nominal values. According to (Lavest et al., 2003 ) the principal distance c increases underwater by a factor equivalent to the refraction index of water. (Taufiqur Rahman, 2013) presents ratios of 1.335 to 1.345 in experimental setups within identical environmental conditions and shows that the principal distance as well as the exterior orientations of a stereo camera system show high discrepancies between in-air and in-water calibration. (Agrafiotis and Georgopoulos, 2015) suggest not to overcome the refraction effects by camera calibration and show how the principal distance behaves in calibration depending on the ratio of air and water within the path of light. Table 1 . Interior orientation parameters (principal distance and radial distortion) of one single-medium dataset and one multimedia dataset.
Due to high correlations between c, A-parameters and Z0 it might occur that the principal distance, radial distortion parameters and/or the exterior orientation will be calculated incorrectly. In contrast to the analysis of real datasets, analysing synthetic data allows for the comparison of the exterior orientations among different datasets. Figure 4 shows the systematic translation of exterior orientations between singlemedium and multimedia bundle along the optical axes of the respective camera. As long as the calculated orientation parameters are used within the bundle and object points are determined all in one process, the errors in object space might be irrelevant. The shifted exterior orientations in combination with the extended principal distance and calibrated distortion parameters represent the best mathematical solution for the multimedia case when using the collinearity equations.
Experiment
The fact that the calibration in multimedia case can introduce an error to the interior (mainly the principal distance) and exterior orientation becomes more important when scale is provided not by reference points but by a stereo base.
Stereo camera bundle adjustment
Based on the setup with 36 images shown in Figure 2 , 36 additional images are simulated. The additional images are calculated by adding a defined stereo base to the 36 main images. Accordingly, 36 image pairs are simulated, whereat each single camera has a dedicated interface (see Figure 5 ). The simulation of image coordinates for 36 image pairs is done the same way as explained previously with the interface 20mm in front of the principal point, a base of 200mm and no convergence, leading to the following datasets. 2SM0°-1/99 2MM0°-1/99 When analysing these datasets, the same effects as in section 3.1 can be observed. The principal distance becomes larger and the radial distortion parameters differ significantly from the nominal parameters in multimedia case. In addition, the exterior orientations of the multimedia dataset show systematic translations in direction of the optical axes as in the singlecamera case illustrated in Figure 4 . When scale is provided by the relative orientation, it is essential that the relevant parameters are adjusted correctly. The following section discusses the behaviour of the relative orientation when using standard software and points out the critical aspect when scale is provided by the relative orientation only.
Variation of convergence:
The determinability of the relative orientation depends on the stereo configuration. The results in Table 2 show different datasets, whereat the angle of convergence varies by 5° at each dataset from 0° to 25°.
No. Dataset
Relative Table 2 . Relative orientation and principal distance as a result of the bundle adjustment running standard software for different datasets with varying angle of convergence.
The dataset 1 confirms that the mathematical model is correct for the single-medium case, since all parameters of the relative orientation equal the nominal parameters. As already noted, the camera positions of all multimedia datasets are systematically estimated further away from the object. Dataset 2 shows slightly different results for X0 and Z0 (direction of the optical axis) of the relative orientation and the expected longer principal distance. This parallel dataset suggests a nearly correct estimation of the relative orientation, thus leading to the adoption that scale might be correct. The convergent datasets show a significant change in relative orientation, whereby the most convergent configuration leads to the most effected orientation parameters. Although the variation of the relative orientation already indicates an incorrect modelling of refractive effects, a statement to the quality of the datasets can only be given by analysing calculated object points. Since object coordinates will always result from jointly processing interior, relative and exterior orientation, it is necessary to take all of these parameters into account to evaluate the quality of the calibration.
To evaluate the actual error in object space, 3D coordinates are calculated. The error-free image coordinates are introduced to a bundle adjustment using all 36 synthetic image pairs to determine the relative (s. Table 2 ), exterior and interior orientation parameters. The relative orientation is introduced as a constraint and adjusted. To calculate 3D points, the calibrated parameters of exterior and interior orientation as well as the error-free image coordinates of one of the 36 image pairs are used in forward intersection. Since the relative orientation is introduced as a constraint, it is responsible for the scaling. The intersected points can then be compared with the known reference object points. The 3D error vectors of the object points calculated from one image pair are shown exemplary in Figure 6 . Since the 3D points are calculated using the adjusted exterior orientations, they exist in the same coordinate system as the reference and do not have to be fitted to these. Figure 6 visualises the systematic deviations. Besides the absolute translation in the direction of observation axis of the particular image pair, an error in scale can be observed in forward intersected points. While the dataset of parallel cameras shows small errors, the errors become larger with increasing convergence. Due to the correlated parameters the implicit form does not model the system correctly. The calibrated parameters of interior and relative orientation are not valid for the whole object space. This becomes critical when the object is not flat, which is the case in most applications.
The relative orientation is almost calibrated correctly for the parallel dataset (s. Table 2 , dataset 2). When users do not have any chance to verify the relative and interior orientation parameters, the calibration results might suggest good quality. However, the analysis of the synthetic data points out, that due to correlation of exterior, interior and relative orientation the calculated 3D points can be incorrect. Thus, the strategy to use standard software for calibrating the interior and the relative orientation in-situ underwater is not suitable to overcome refractive effects according to this synthetic data. When calibration is done with imperfect image coordinates (real images) using a flat calibration target, these relations could become even more critical, since the correlations between critical parameters are higher in general.
Variation of air/water ratio:
The refractive effects depend, apart from the refractive indices, on the distances the ray of light travels through each medium. In many applications a camera is mounted in a watertight housing, thus the interface is placed nearly perpendicular right in front of the camera lens. In close-range applications the ratio of distance through air and water can become close to 1/1 whereas in typical ROV applications the ratio becomes smaller (e.g. 1/300).
In this section, the ratio of the distance the ray of light travelled through air and water is varied to analyse the effects on the orientation parameters and the effects in object space. Only the parallel configuration 2MM-0°-X/X is used for the tests, since the convergent datasets showed unacceptable results for the relative orientation (see section 3.2.1) when using standard software and modelling refractive effects implicitly. The implicit modelling with varied air/water ratio for convergent configurations should be worse than for parallel setups. Figure 7 . Illustration of the refractive effects with different air to water ratio. Table 3 shows the result for the relative orientation parameters and the principal distance estimated by the bundle adjustment with the dataset 2MM-0°-X/X being shifted away from the camera by 10% successively. The dataset number 1 represents the case of a typical underwater housing with an air/water depth ratio of 1/99. This dataset shows only a small difference in the stereo base. When moving the interface away from the camera, the error of the relative orientation raises up to more than 2mm (2MM-0°-50/50). The results are not stable, not even with synthetic data. They highly depend on the configuration of the bundle and the correlations between critical parameters. As expected, the principal distance becomes smaller, when the percentage of water is decreased. As presented by (Agrafiotis and Georgopoulos, 2015) , using standard software might lead to contrariwise results regarding the principal distance. In contrast to the experiments of the previous section, the variation of the interface leads to large errors of the relative orientation in Z0, which represents the direction of the optical axis of the stereo camera.
No. Dataset
Relative Table 3 . Relative orientation and principal distance as a result of the bundle adjustment using standard software for different datasets with varying air to water ratio.
To quantify the effect of the incorrectly determined relative orientation, forward intersections with calibrated orientation parameters are performed following the same procedure as explained in the previous section. The 3D errors of intersected points are visualised for an exemplary image pair in Figure 8 . The calibrated orientation parameters differ from the nominal values in a similar manner as the calibrated values of the convergent datasets shown in section 3.2.1. However, when analysing the error in object space, it becomes clear that the implicit form cannot model the system correctly. The larger the depth ratio of different media becomes, the more critical the errors in object space seem to be. Meaning that in close-range applications where the ratio becomes large (e.g. 1/1), modelling the refractive effects implicitly will lead to gross errors, whereas for applications with smaller ratios (e.g. 1/300) the modelling errors are smaller.
Depending on the application and the requirements for quality, using standard software and an implicit modelling might be sufficient. The synthetic datasets for a perfectly aligned parallel setup, an air/water ratio of 1/99 and a favourable geometrical bundle configuration lead to ~0.25mm error in object space, which corresponds to an accuracy of 1/20 pixel in image space. However, when using real data and poor bundle configurations, it is not clear how big errors in object space are. Furthermore, the errors can become large easily when the correlations are critical and the setup is not aligned perfectly.
ANALYSIS OF CALIBRATION AND ORIENTATION FOR PLANAR INTERFACES IN EXPLICIT FORM
As stated in the previous section, the implicit modelling of refractive interfaces is critical due to highly correlated parameters. In this section, the synthetic data from section 3 will be analysed using a strict explicit model. It is assumed that due to the strict model, the synthetic data will not lead to systematic errors in object space as observed when running standard software using implicit modelling.
Explicit modelling
The use of standard software and the implicit modelling of refractive effects can lead to relevant errors in object space. Therefore a multimedia bundle adjustment explicitly modelling the refractive interfaces according to the publication of (Mulsow, 2010) was implemented. In our implementation, the interior orientation is assumed to be known and fixed for the following analysis. In real tasks, the interior and the relative orientation could be determined by standard calibration procedure in air using existing software products (see case 4 and 5, Figure 1 ). As discussed in section 2.3, the case 4 of Figure 1 is marginally realistic due to instability of the mechanical system. The simultaneous determination of the parameters of interfaces, interior and relative orientation (see case 3, Figure 1 ) is theoretically possible, but will probably lead to a very unstable numerical system.
To be able to calculate a relative orientation in multimedia case, some parameters are introduced to the bundle adjustment:
• nair, nglass, nwater, N1x,N1y,N1z, d1, N2x, N2y, N2z, d2, X0, Y0, Z0, ω, φ, κ where nair = refractive index of air nglass = refractive index of glass nwater = refractive index of water N1x, N1y, N1z, d1= plane parameters of interface 1 N2x, N2y, N2z, d2= plane parameters of interface 2 X0, Y0, Z0 = translation of relative orientation ω, φ, κ = rotation of relative orientation
The first interface represents the plane of refraction from medium air to glass, the second one the plane of refraction from glass to water. The thickness of the interfaces as well as the refractive indices of air and glass are assumed to be known, whereas the other added parameters are treated as unknowns.
Synthetic data
First of all, the datasets from Table 2 and Table 3 were analysed again using the multimedia bundle adjusting the exterior orientations and the relative orientation. The results of the adjustment equal the nominal synthetic values, which are introduced into the bundle. Furthermore, a combination of the most critical datasets (25° convergence and air/water ratio of 50/50) is adjusted via the multimedia bundle. Even this critical configuration converges correctly, thus proving the implementation of the multimedia bundle adjustment. Table 4 . Relative orientation as a result of the multimedia bundle adjustment for the most critical datasets.
To prove robustness of the process, realistic noise for observations as well as for first approximations for unknown values is introduced as follows:
The results converge to the same values as without noise, which verifies our implementation with respect to the modelled parameters. Furthermore, the results of forward intersected points do not show any significant errors in object space as expected with simulated data. 
REAL DATA EXPERIMENT
To prove the findings of the analysis of synthetic data and to quantify an error, a real experiment is conducted. Figure 9 shows the setup of the experiment. Two single cameras in waterproof housings are arranged having an angle of convergence of ~23°. The cameras capture images of a 3D test field from about 300mm distance in average. Figure 9 . Convergent underwater stereo camera observing a test field underwater.
First, the interior orientation of each camera is calibrated in air using standard software. After mounting the acryl glass interface, the cameras are set up under water (s. Figure 9 ). To calculate the relative orientation, two methods are used. Firstly, standard software is used adjusting the interior, exterior and relative orientation parameters. Secondly, our own implementation is used to determine the exterior and relative orientation parameters as well as additional parameters such as the refractive index of water. The interior orientation is kept fixed by pre calibration. Table 5 shows the intrinsic camera parameters for the left camera exemplary (right camera is similar) of the pre calibration in air and of the calibration under water using standard software. The principal distance raises by factor 1.51 underwater. Furthermore, all distortion parameters (A, B, C) change significantly from air to water bundle adjustment. In the multimedia bundle adjustment, C1 cannot be determined significantly, whereas in air, all parameters are adjusted significantly. .9e-4 4.3e-4 4.0e-4 6.6e-6 5.4e-7 1.5e-8 1.2e-6 1.3e-6 1.3e-5 1.3e-5 IOR 6.595 0.128 -0.016 -2.6e-3 9.0e-5 6.0e-8 3.8e-4 -6.0e-4 -8.6e-6 -2.1e-4 Water 4.3e-4 4.7e-4 4.5e-4 7.0e-6 7.2e-7 2.3e-8 3.1e-6 2.7e-6 1.3e-5 1.3e-5 Table 5 . Interior orientation parameters and their standard deviation of left camera of bundle adjustment using standard software in air and in underwater configuration.
The relative orientation of the calibration in air is not determined, since it would not be comparable to the one determined underwater. When placing the interface in front of the camera, the relative configuration of the camera changes due to necessarily touching and moving of the camera housings. However, the relative orientation of the two approaches are compared in the following Table 6 . Relative orientation of underwater bundle adjustment using standard software (implicit modelling) and own implementation (explicit modelling).
It can be seen that the relative orientation of the two approaches differs significantly. To quantify an error in object space, it is inevitable to calculated 3D points. Since different adjusted interior and exterior orientations form a mathematical model with the adjusted relative orientation, the whole system needs to be analysed. As done for synthetic data, forward intersection is used to compute 3D points from one image pair based on the adjusted orientations.
When comparing the 3D points calculated from an image pair captured at an average distance to the calibration object, no significant differences between the two approaches can be detected. When comparing the 3D points calculated from an image pair closer to the camera, a significant difference between the two approaches can be identified. While the mean error of the implicit modelling increases, the error of the explicit form is similar to the error of the other image pair. Table 7 . 3D error of 3D points calculated from two image pairs. Figure 10 . 3D error vectors (exaggerated by factor 75) of the 3D points calculated from the closer image pair for implicit form (top) and explicit form (bottom).
It seems that due to the incorrect modelling, the calibrated parameters of the bundle adjustment of the implicit form is not valid for the whole object space. Since the air/water ratio is small in the experiment, the implicit form does model the system almost as good as our implementation with strict modelling of the interfaces. Nevertheless, the strict model shows its advantages when calculating points far from the average calibration distance proving the implicit model is not strictly correct. It is noticeable that it might occur that the errors of implicit modelling, depending on the calibration technique, the object to be measured and the setup of the multi-camera system are overlaid by poor bundle configuration effects and poor underwater image quality effects.
CONCLUSION
This contribution refers to different articles of underwater photogrammetry and computer vision. An overview of system configurations and calibration techniques is given and the investigation of the behaviour of relative orientation and interior orientation of a multi-camera system with planar interfaces within the bundle adjustment is covered. Synthetic datasets prove theoretical considerations and show how implicit calibration might affect the 3D reconstruction. It can be seen that the error in object space highly depends on the setup of cameras and interfaces. Furthermore, the configuration of the bundle and of the reference object for calibration affect the dimension of introduced errors. The correlations between the principal distance and the camera positions become critical when the scale is provided by the relative orientation of multicamera systems. Systematic errors in absolute location and geometric deformation of forward intersected points can be detected in simulated datasets as well as in a real dataset. Even if for some cases standard collinearity equations might model the system quite well, it is highly recommended not to neglect refractive interfaces. By modelling these, the quality for 3D points can be improved significantly.
