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We explore the initial moments of impact between two dense granular clusters in a two-dimensional
geometry. The particles are composed of solid CO2 and are levitated on a hot surface. Upon collision,
the propagation of a dynamic “jamming front” produces a distinct regime for energy dissipation
in a granular gas in which the translational kinetic energy decreases by over 90%. Experiments
and associated simulations show that the initial loss of kinetic energy obeys a power law in time,
∆E = −Kt3/2, a form that can be predicted from kinetic arguments.
PACS numbers: 45.70.Cc, 45.70.Mg, 81.05.Rm, 45.50.Tn
From the patterning of sand dunes [1] to the intermit-
tency of avalanches [2], the physics of granular materi-
als depends on the complexities of inelastic interactions
between neighboring particles [3–6]. The influence of in-
elastic effects is perhaps most dramatically illustrated in
the dynamics of a seemingly simple dilute gas of gran-
ular particles; even without any attractive interactions,
dense particle clusters form due solely to energy loss dur-
ing collisions [7–11]. These clusters subsequently collide
and fragment. There has been much theory and simula-
tion outlining the many different regimes for the dynam-
ics in such gases. However, there has been significantly
less experimental work due to the difficulty of obtaining
systems that do not immediately sediment due to grav-
ity. In this paper, we study one previously unappreciated
regime, which can be studied by experiment as well as by
theory and simulation, in which energy decays due to the
collision of particle clusters.
Nearly all theory on granular gases have focused on
the initial stages of cooling, where spatial density fluctu-
ations are small and can be treated perturbatively [12].
Experiments have focused on this same regime [10, 13].
When three-body collisions are ignored, such theories
cannot be applied to the dynamics of dense clusters. Af-
ter clustering occurs, one dominant mode for cooling is
from collisions between clusters. We show here that en-
ergy is rapidly dissipated during the initial moments of
such a collision and the late-time behavior is determined
by the early-time dynamics.
Upon collision, a cluster can be compressed so that
the constituent particles become jammed and form
many contacts that transmit force over long distances.
The static structure and linear response of jammed,
mechanically-stable, packings has been well studied [14].
In dynamics, experimental and theoretical work has
shown the importance of “jamming fronts” in dense gran-
ular systems. Most of these systems are influenced by ex-
ternal forces and/or are overdamped, such as clogging in
confining flows [15], sedimentation of non-colloidal par-
ticles [16], or shear thickening in dense particle suspen-
sions [17]. These studies have identified two regions in
the flow: one at low density where particles are not in
contact, and one where the particles are jammed. The
jamming front, whose speed and width depend on the
details of the granular particles and the initial packing,
is a boundary between the two regions [18].
Here we report experiments and simulations showing
how energy is dissipated by the growth of dynamic jam-
ming fronts in the absence of external forces or con-
straints. Our experiment consists of the collision of two
granular clusters composed of solid CO2 (dry-ice) parti-
cles. These particles are levitated and float nearly fric-
tionlessly on a hot surface so that the kinetic energy
rapidly decays primarily due to inelastic collisions be-
tween particles. The initial loss of kinetic energy can be
fit by: ∆E ≡ E(t) − E(t = 0) = −Kt3/2, where E(t) is
the total kinetic energy at time t, and t = 0 is the ini-
tial moment of impact. The prefactor K depends on the
velocity of the clusters, particle density, and the geome-
try of the overlapping region between the clusters. This
form can be derived from a kinetic argument and can be
generalized to other dimensions.
Methods — The particles used in our experiments were
cut from long rods of solid CO2. Each nearly cylindri-
cal particle had a radius of ≈ 0.8 cm and was ≈ 1.0 cm
in length. The particles were levitated on a heated (T
≈ 100◦C), cast aluminum plate of dimensions 61.0 cm
× 61.0 cm × 1.25 cm by the Leidenfrost effect [19, 20],
where sublimation underneath the particles creates a sup-
porting region of high pressure (Fig. 1). The plate edges
were slightly bent so that the particles sliding up and
down them would conserve kinetic energy, mimicking
elastic boundary conditions. The remaining edges were
covered in silicone rubber to prevent particles from leav-
ing the plate. In this geometry, the particles experience
an essentially two-dimensional, force-free environment.
We filmed the collisions from above using a high-speed
digital camera (Phantom v9.0, Vision Research) with a
resolution of 12.5 pixels/cm. The frame rate was 100 f/s
with an exposure of 500 µs. To protect the aluminum sur-
face and maximize visual contrast, the entire apparatus
was anodized so that the dry-ice particles appeared white
on a dark background. Experiments consisted of the colli-
sion between two clusters of ≈ 50–100 close-packed parti-
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FIG. 1. (a) Schematic of the experimental apparatus. An anodized aluminum plate with tilted boundaries is heated to ≈
100◦C. Two clusters of solid CO2 particles impact in the middle of the plate. Silicone rubber strips prevent the particles from
falling off the plate edges. The collision is filmed with a high-speed camera from above. (b) Sublimated gas from beneath a
particle creates a high-pressure region which supports its weight. This leads to nearly frictionless translational motion. (c)
Ratio of final to initial kinetic energy versus relative initial velocity for single-particle collisions. There is a spread of values for
the energy loss, even for similar relative velocities.
cles, which were initially at rest on the sloped boundaries
and held in place with circular, plastic retainers. Upon
removal of the retainer, the clusters gained momentum
by sliding down the sloped boundaries, and subsequently
collided near the middle of the plate. Particles at the rear
slid further down the slope, thus gaining more momen-
tum and causing a slight elongation of the clusters per-
pendicular to the direction of motion. The initial speed
of the particles upon impact was v0 ≈ 50 cm/s.
The fresh dry-ice particles were partially transparent,
so that tracking their motion was complicated by inho-
mogeneities in pixel brightness. In addition, the parti-
cles were not always perfectly circular, so adjacent par-
ticles with flat edges prevented automated identification
in some image frames. Thus, to measure particle veloci-
ties, we used a particle-image-velocimetry (PIV) method
which correlates successive images to find displacements
[21]. Our algorithm was tested on images generated from
a computer simulation of colliding clusters. Our PIV soft-
ware is only sensitive to translational motion, so particle
rotations were not measured. However, as we show be-
low, our simulations indicate that rotations contribute
insignificantly to the total kinetic energy. The mass of
each particle was assumed to be proportional to their
surface area in each image. There is no significant mass
loss due to sublimation of the dry-ice particles over the
duration of a cluster collision.
In order to characterize the individual collisions, we ex-
amined the impact of two isolated particles colliding at
various velocities and impact angles. We measured the
initial and final momentum, angular momentum, trans-
lational energy, and rotational energy by analyzing suc-
cessive movie frames by hand. The final kinetic energy
was 10–60% of its initial value as shown in Fig. 1c. Gas
flow can propel small or irregularly-shaped particles in
preferred directions [22]. However, for the particle shape
and size used in our experiments (circles, radius ≈ 0.8
cm), we found that the sublimated gas flow has an indis-
cernible effect on the particle trajectories.
Our simulations use two-dimensional, time-integrated
molecular dynamics following reference [23]. The parti-
cles are monodisperse circles which interact via Hertzian
elastic forces [24], viscous dissipation [25], and tangen-
tial friction (coefficient µ = 0.5). In the simulations, all
lengths are scaled by the particle radius, σ, all masses
by the particle mass, m, and all times by σ/c, where c
is the speed of sound in an individual particle. We chose
v0 = 50/(3 × 105) = 1.6 × 10−4 in the simulations to
correspond to c ≈ 3 × 105 cm/s for our dry-ice particles.
For viscoelastic particles, the kinetic energy lost during
collisions increases with impact velocity. We adjusted the
ratio between the normal viscous and elastic forces so
that the kinetic energy lost upon head-on impact of two
particles was consistent with our measurements with dry-
ice. In addition, we directly simulated the experiment
by choosing initial positions and velocities from the first
few frames of each experiment, and then compared the
post-collision behavior of the experiment and simulation.
The results were in excellent qualitative agreement. More
details about the comparison between experiments and
simulations can be found in reference [21].
Growth of the jamming front — In order to explore
the dynamics of a cluster collision, we first look at the
spatial distribution of particle velocities. Fig. 2a shows
images from one experiment. Each particle is colored ac-
cording to its velocity magnitude obtained from the PIV
analysis. Initially, the particles are moving in the hor-
izontal direction with constant velocity and appear red
or orange. After the clusters collide, a region of reduced
velocity appears (blue particles) and propagates through-
out the cluster. In this region, particles are in close con-
tact. As more particles collide from the rear, this jammed
region grows and eventually encompasses the entire clus-
ter. The time at which this occurs is denoted by tjam,
so that we may define a dimensionless time τ ≡ t/tjam.
In our experiments, tjam ≈ 0.13 s. After the collision,
the resulting cluster of particles elongates in the vertical
direction. In this regime, the energy decays much more
slowly than during the initial impact as discussed in [21].
We compare these results with those obtained from our
simulations. We start with two elliptical clusters (aspect
ratio = 2.5), each composed of 5000 particles. The shape
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FIG. 2. (a) Images of the particles from an experiment dur-
ing the initial moments of the collision. (b) Snapshots from a
simulation of the collision between two elliptical clusters, each
composed of 5000 particles. The initial area fraction inside
each cluster is φ0 = 0.71. In both sets of images, the color in-
dicates the magnitude of the velocity, as denoted by the scale
bar on the bottom. Upon impact, a jamming front spreads
quickly and eventually encompasses all of the particles when
τ ≡ t/tjam = 1.
of the cluster was chosen to match the experiment, Fig.
2a, reasonably well. (We have also simulated circular
clusters and elliptical clusters with aspect ratios < 1,
and obtained similar results.) The area fraction of par-
ticles inside each cluster is φ0 = 0.71. Fig. 2b shows the
initial moments of cluster impact. As in Fig. 2a, the red
particles are traveling at impact velocity, v0, and have
not yet collided with any neighbors. The jamming front
(indicated by the blue and purple particles) grows at a
speed greater than v0 until it encompasses both clusters.
If we assume that the particles in the simulation are sim-
ilar to dry-ice particles, then tjam ≈ 0.5 s, which is larger
than the experiment because the number of particles in
the clusters are much larger in the simulation.
Loss of kinetic energy — We analyze the initial decay
in kinetic energy after two clusters collide. In Fig. 3 we
plot Σ ≡ −∆E/E(t = 0), versus τ on a log-log plot. The
data from the experiment (black points) are limited by
the frame rate of the video and the number of particles.
The red solid line, showing the simulation data, agrees
well with the experiment over nearly two decades in Σ.
At short times, the simulation data is flat because only
two particles have collided. Eventually they collide with
neighboring particles and the jamming front begins to
spread, causing a further reduction in kinetic energy (i.e.,
increase in Σ). We also measure the rotational kinetic
energy in the simulations. We find that for all times
shown in Fig. 3, rotations contribute less than 1% to the
total kinetic energy, so that Σ is dominated by the loss
of translational kinetic energy.
To understand this behavior we generalize the one-
dimensional, “snowplow” model [17, 18] to higher dimen-
sions. Qualitatively, the front velocity will increase with
decreasing particle spacing. If, before a collision, there
is space between the particles then this space must be
traversed before particles collide with their neighbors; if
the particles are already in contact, then the front will
propagate near the speed of sound [26]. In two dimen-
sions, we first compute the area of overlap of two colliding
ellipses (with axis a in the x-direction and axis b in the
y-direction), each moving at constant horizontal velocity,
v0. The total initial area of the ellipses is A0 = 2piab. As
the ellipses first touch at x = 0 and begin to overlap, the
total area A(t) is reduced:
A(t) = A0 − 8b
√
2
3
√
a
δ3/2 +O(δ5/2), (1)
where δ = v0t is the horizontal extent that each ellipse
extends past x = 0. The number of particles in both
clusters is φ0A0 where φ0 is the initial area fraction of
particles in a cluster. To conserve particle number, the
area lost in the overlapping region must be compensated
by the increase in density in the jammed area, AJ(t):
φ0A0 = φJAJ(t) + φ0(A(t)−AJ(t)), (2)
where φJ is the jammed area fraction. Solving for AJ(t)
to lowest order, we obtain
AJ(t) =
8b
√
2
3
√
a
(
φ0
φJ − φ0
)
(v0t)
3/2. (3)
If we assume that particles in the jammed region lose all
their kinetic energy, then Σ = (φJAJ(t))/(φ0A0). Com-
bining equation 1 with this assumption leads to a predic-
tion for the initial decay in kinetic energy:
Σ =
4
√
2
3pi
(
φJ
φJ − φ0
)(
v0t
a
)3/2
. (4)
We can compare this model with the simulation data in
Fig. 3 by inserting the parameters used in the simulation
(tjam = 1.87× 105, v0 = 1.6× 10−4, a= 52.7, φ0 = 0.71),
and assuming that φJ = pi/
√
12 ≈ 0.907 (the theoreti-
cal maximum for two-dimensional, monodisperse disks).
Eqn. 4 then reduces to Σ = 1.18τ3/2. This prediction,
shown by the dashed line in Fig. 3, is in excellent agree-
ment with the data. Although eqn. 4 is specific for el-
liptical cluster shapes, the initial contact region between
two arbitrarily-shaped clusters can always be quadrati-
cally expanded about the point of first contact. Thus,
our results are generally valid at short times. Eqn. 4 can
be generalized to other dimensions, d: Σ ∝ τ (d+1)/2. Our
results do not depend strongly on the particle restitution.
The inset in Fig. 3 shows four additional simulations with
very different dissipative interactions compared with the
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FIG. 3. Relative loss of kinetic energy, Σ ≡ −∆E/E(t = 0),
versus τ ≡ t/tjam immediately after impact for four experi-
mental data sets (black dots) and the simulation of elliptical
clusters (red line). The dashed line is the prediction (eqn. 4)
using parameters from the simulation. The inset compares
five simulations using the same initial conditions, but with
different dissipative forces. Two have viscous forces that are
5× stronger and 5× weaker than in the main figure and two
others have friction coefficients of µ = 0.1 and µ = 0.9. The
results are virtually identical in all cases.
simulation in the main figure. The results are insensitive
to the dissipation parameters.
Conclusions — Dense granular clusters are a generic
feature of freely-evolving granular systems and are com-
monly observed after an initial regime of cooling. Our ex-
periments and simulations reveal the initial dynamics in
the impact between two such clusters. A jamming front,
whose velocity is much larger than the impact velocity,
quickly spreads throughout the system. This produces a
distinct regime for energy dissipation in the granular gas.
Our results for the decay of the kinetic energy are valid
at short times and can be computed using the density of
the cluster and the geometry of the collision zone. The
key assumption is that most of the energy is dissipated
quickly. However, the cluster can also spread in the lat-
eral direction [21]. How spreading depends on the form
of the dissipation is still an open question. Our studies
have shown that the spreading occurs on a longer time
scale, after most of the kinetic energy is dissipated.
Since dissipation can be accomplished through many
rapid, slightly inelastic collisions or through a few highly
inelastic ones, we expect that our conclusions should be
valid as long as there are enough particles and collisions
to dissipate the energy locally. This recalls the results
for shocks in inelastic gases [27] and inelastic collapse [9].
Thus these results should be applicable to a wide range of
natural and astronomical phenomena involving particles
of varying material properties.
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