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ABSTRACT. The study of the limiting distribution of eigenvalues of N × N random matrices as
N → ∞ has many applications, including nuclear physics, number theory and network theory. One
of the most studied ensembles is that of real symmetric matrices with independent entries drawn
from identically distributed nice random variables, where the limiting rescaled spectral measure is
the semi-circle. Studies have also determined the limiting rescaled spectral measures for many struc-
tured ensembles, such as Toeplitz and circulant matrices. These systems have very different behavior;
the limiting rescaled spectral measures for both have unbounded support. Given a structured ensem-
ble such that (i) each random variable occurs o(N) times in each row of matrices in the ensemble
and (ii) the limiting rescaled spectral measure µ˜ exists, we introduce a parameter to continuously
interpolate between these two behaviors. We fix a p ∈ [1/2, 1] and study the ensemble of signed
structured matrices by multiplying the (i, j)th and (j, i)th entries of a matrix by a randomly chosen
ǫij ∈ {1,−1}, with Prob(ǫij = 1) = p (i.e., the Hadamard product). For p = 1/2 we prove that
the limiting signed rescaled spectral measure is the semi-circle. For all other p, we prove the limiting
measure has bounded (resp., unbounded) support if µ˜ has bounded (resp., unbounded) support, and
converges to µ˜ as p→ 1. Notably, these results hold for Toeplitz and circulant matrix ensembles.
The proofs are by Markov’s Method of Moments. The analysis of the 2kth moment for such
distributions involves the pairings of 2k vertices on a circle. The contribution of each pairing in the
signed case is weighted by a factor depending on p and the number of vertices involved in at least one
crossing. These numbers are of interest in their own right, appearing in problems in combinatorics
and knot theory. The number of configurations with no vertices involved in a crossing is well-studied,
and are the Catalan numbers. We discover and prove similar formulas for configurations with 4, 6, 8
and 10 vertices in at least one crossing. We derive a closed-form expression for the expected value
and determine the asymptotics for the variance for the number of vertices in at least one crossing. As
the variance converges to 4, these results allow us to deduce properties of the limiting measure.
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1. INTRODUCTION
1.1. Background. Though Random Matrix Theory began with statistics investigations by Wishart
[Wis], it was through the work of Wigner [Wig1, Wig2, Wig3, Wig4, Wig5], Dyson [Dy1, Dy2] and
others that its true power and universality became apparent. Wigner’s great insight was that ensem-
bles of matrices with randomly chosen entries model well many nuclear phenomena. For example,
in quantum mechanics the fundamental equation is HΨn = EnΨn (H is the Hamiltonian, Ψn the
energy eigenstate with eigenvalue En). Though H is too complicated to diagonalize, a typical H
behaves similarly to the average behavior of the ensemble of matrices where each independent en-
try is chosen independently from some fixed probability distribution. Depending on the physical
system, the matrix H is constrained. The most common H is real-symmetric (where the limiting
rescaled spectral measure is the semi-circle) or Hermitian. In addition to physics, these matrix en-
sembles successfully model diverse fields from number theory [ILS, KS1, KS2, KeSn, Mon, RS] to
random graphs [JMRR, MNS] to bus routes in Mexico [BBDS, KrSe].
The original ensembles studied had independent entries chosen from a fixed probability distribu-
tion with mean 0, variance 1 and finite higher moments. For such ensembles, the limiting rescaled
spectral measure could often be computed, though only recently (see [ERSY, ESY, TV1, TV2])
was the limiting spacing measure between normalized eigenvalues determined for general distribu-
tions. See [Fo, Meh] for a general introduction to Random Matrix Theory, and [Dy3, FM, Hay] for
a partial history.
Recently there has been much interest in studying highly structured sub-ensembles of the family
of real symmetric matrices, where new limiting behavior emerges. Examples include band matrices,
circulant matrices, random abelian G-circulant matrices, adjacency matrices associated to d-regular
graphs, and Hankel and Toeplitz matrices, among others [BasBo2, BasBo1, BanBo, BCG, BHS1,
BHS2, BM, BDJ, GKMN, HM, JMP, Kar, KKMSX, LW, MMS, McK, Me, Sch]. Two particularly
interesting cases are the Toeplitz [BDJ, HM] and singly palindromic Toeplitz ensemble [MMS],
which we now generalize (though our arguments would follow through with only minor changes
for other structured ensembles). A real symmetric Toeplitz matrix is constant along its diagonals,
while its palindromic variant has the additional property that its first row is a palindrome. The
limiting rescaled spectral measures of these ensembles have been proven to exist; it is the Gaussian
in the singly palindromic case, and almost a Gaussian in the Toeplitz case (the limiting rescaled
spectral measure has unbounded support, though the moments grow significantly slower than the
Gaussian’s).
As these matrices are small sub-families of the family of all real symmetric matrices, it is not
surprising that new behavior is seen. A natural question to ask is whether or not there is a way to
‘fatten’ these ensembles and regain the behavior of the full real symmetric ensemble. This is similar
to what happens for the adjacency matrices of d-regular graphs. For fixed d the limiting rescaled
spectral measure is Kesten’s measure [McK], which converges as d → ∞ to the semi-circle (see
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[GKMN] for the related problem of the limiting rescaled spectral measure of weighted d-regular
graphs). We can ask similar questions about band matrices, and again see a transition in behavior
as a parameter grows [Sch].
Before stating our results, we first quickly review some standard notation (see for example [HM,
JMP, KKMSX, MMS]).
• Random matrix ensemble: In this paper a random matrix ensemble is a collection of N ×
N (with N → ∞) real symmetric matrices whose independent entries are drawn from
identically distributed random variables whose density p has mean 0, variance 1 and finite
higher moments. We often study structured ensembles, where there are additional relations
beyond the requirement of being real symmetric. The probability measure attached to the
N ×N matrices in the ensemble is
Prob(A)dA =
∏
(i,j)∈IN
p(aij)daij , (1.1)
where IN is a complete set of indices corresponding to the independent entries of ourN×N
matrices. For example, for real symmetric Toeplitz matrices the only dependency condition
is that aij = akℓ if |i− j| = |k − ℓ|, and we may thus take IN = {a11, a12, . . . , aN1}.
• Empirical spectral measure: Given anN×N real symmetric matrixA, its empirical spectral
measure is
µA(x) =
1
N
N∑
k=1
δ(x− λk(A)), (1.2)
with δ(x) the Dirac delta functional and the λk(A)’s are the eigenvalues of A.
• Rescaled empirical spectral measure: The rescaled empirical spectral measure ofA, denoted
µ˜A(x), is
µ˜A(x) =
1
N
N∑
k=1
δ
(
x−
λk(A)
cN r
)
; (1.3)
notice
µ˜A(x) = µA/cNr(x). (1.4)
Typically the A’s are chosen from a random matrix ensemble, and we have one pair (c, r)
for all the A’s. In this paper usually r = 1/2 (this is a consequence of the eigenvalue
trace lemma and the central limit theorem) as our random matrix ensembles are full (i.e.,
each entry is drawn from a random variable with mean 0 and variance 1). The situation
would be drastically different if we considered matrices where many entries are forced to
be zero, such as the adjacency matrices associated to d-regular graphs (where r = 0 as the
eigenvalues do not grow with N) or band matrices where the band width is small relative to
N .
• Hadamard products: Given real symmetric N ×N matrices A = (aij) and B = (bij), their
Hadamard product, denoted A ◦ B, is the matrix whose (i, j)th entry is aijbij ; its empirical
spectral measure is µA◦B(x).
• Limiting spectral measure: If the limit of the sequence of average moments of a random
matrix ensemble,
lim
N→∞
∫ ∞
−∞
· · ·
∫ ∞
−∞
xkµ˜A(x)Prob(A)dA (k a positive integer), (1.5)
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exists and uniquely determines a measure, that measure is called the limiting spectral mea-
sure of the ensemble.
• Limiting signed rescaled spectral measure: Let p ∈ [1/2, 1] and consider the random matrix
ensemble of real symmetric matrices E = (ǫij) with the independent entries independent
identically distributed random variables that are 1 with probability p and -1 with probability
1− p; we call this the signed or weighted ensemble. Given a random matrix ensemble with
matrices A, consider the signed random matrix ensemble with matrices A◦E . The ensemble
has measure (∏
i≤j
p(1+ǫij)/2(1− p)(1−ǫij)/2
)
Prod(A)dA. (1.6)
We rescale the eigenvalues of the Hadamard product by the same factor we used for the
unsigned matrices; thus
µ˜A◦E(x) = µ(A/cNr)◦E(x). (1.7)
The average kth moment is∫ ∞
−∞
· · ·
∫ ∞
−∞
∏
1≤i≤j≤N
∑
ǫij∈{−1,1}
∫ ∞
x=−∞
xkµ˜A◦E(x)p
(1+ǫij)/2(1− p)(1−ǫij)/2Prod(A)dx dA. (1.8)
The key to our analysis is the Eigenvalue Trace Lemma, which implies that the kth moment of
µ˜A is
Mk;N(A) =
∫ ∞
−∞
xkµ˜A(x)dx =
Trace(Ak)
ckN rk+1
. (1.9)
The advantage of this formulation is that we convert what we want to study (the eigenvalues) to
something we understand (the matrix entries, which are randomly chosen). We now integrate the
above over the family, reducing the computation to averaging polynomials of the matrix elements
over the family. Determining the answer frequently involves solving difficult combinatorial prob-
lems to count the number of configurations with a given contribution, with the structure of the
ensemble determining the combinatorics.
We concentrate on the family of highly palindromic real symmetric Toeplitz matrices, introduced
in [JMP] and defined below, for several reasons. This is a well-studied family, with certain special
cases corresponding to some of the more important classical ensembles. Further, the structure of
these matrices is conducive to obtaining tractable closed form expressions for many of the quanti-
ties. It is straightforward to generalize these results to other structured ensembles whose limiting
rescaled spectral measure exists, and we sketch the proof.
Definition 1.1. For fixed n, a (degree n) N×N highly palindromic real symmetric Toeplitz matrix
is one in which the first row is 2n copies of a palindrome, where the entries are iidrv whose density
p has mean 0, variance 1 and finite higher moments; for brevity we often omit “real symmetric”
below. We always assume N to be a multiple of 2n so that each element occurs exactly 2n+1 times
in the first row. If n = 0 we say it is a singly palindromic Toeplitz matrix. If aij is the entry in the
ith row and j th column of A, then we set b|i−j| = aij (if the ensemble is at least doubly palindromic,
then the b’s are not distinct and satisfy additional relations due to the palindromicity). For example,
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a doubly palindromic Toeplitz matrix is of the form
AN =

b0 b1 · · · b1 b0 b0 b1 · · · b1 b0
b1 b0 · · · b2 b1 b0 b0 · · · b2 b1
b2 b1 · · · b3 b2 b1 b0 · · · b3 b2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
b2 b3 · · · b0 b1 b2 b3 · · · b1 b2
b1 b2 · · · b0 b0 b1 b2 · · · b0 b1
b0 b1 · · · b1 b0 b0 b1 · · · b1 b0

.
The entries of the matrices are constant along diagonals. Furthermore, entries on two diagonals
that are N/2n diagonals apart from each other are also equal. Finally, entries on two diagonals
symmetric within a palindrome are also equal.
We prove our results on the limiting behavior (averaged over the ensemble) via Markov’s Method
of Moments (see for example [Bi, Ta]) by showing that the average moments over the ensemble
converge to the moments of a nice distribution. This, plus some control over the variance and the
rate of convergence (done through a counting argument and an appeal to Chebyshev’s inequality
and the Borel-Cantelli lemma) suffice to prove various types of convergence of the limiting rescaled
spectral measure to a fixed distribution. These convergence arguments are standard; see for example
[HM].
1.2. Results. We fix a p ∈ [1/2, 1] and study ensembles of signed structured matrices formed by
multiplying the (i, j)th and (j, i)th entries of a matrix in our structured ensemble by a randomly
chosen ǫij ∈ {1,−1}, with Prob(ǫij = 1) = p. As we vary p, we continuously interpolate between
highly structured (when p = 1) and less structured (when p = 1/2) ensembles. As described above,
our weighting is equivalent to taking the Hadamard matrix product of our original matrix and a real-
symmetric sign matrix (ǫij). See [GKMN] for results on Hadamard products of weight matrices and
the adjacency matrices associated to d-regular graphs.
Unfortunately, in general it is very hard to obtain closed-form expressions for the limiting rescaled
spectral measures (exceptions are the Gaussian behavior in singly palindromic Toeplitz and related
behavior in block circulant ensembles [MMS, KKMSX], and Kesten’s measure for d-regular graphs
[McK]); however, we are still able to prove many results about the moments of our signed, struc-
tured ensembles. For example, consider the Toeplitz ensembles. Using the expansion from the
Eigenvalue Trace Lemma, a degree of freedom argument shows that the elements in the trace ex-
pansions must be matched in pairs; the difficulty is figuring out the contribution of each (which
greatly depends on the structure of the matrix). The odd moments trivially vanish, and for even
moments, the only contribution in the limit comes from when the indices are matched in pairs
with opposite orientation. We show that we may view these terms as pairings of 2k vertices,
(i1, i2) , (i2, i3) , . . . , (i2k, i1), on a circle.
We concentrate below on Toeplitz and related ensembles both for ease of presentation and be-
cause we can obtain more closed form results in some of these cases than is possible in general
(and these results are related to questions in knot theory, which we discuss below), though our tech-
niques apply to more general structured ensembles and we say a few words about these. Our main
result is to show that the depression of the contribution of each pairing c in the unsigned case for
Toeplitz and singly palindromic Toeplitz matrices depends only on e (c), where e (c) is the number
of vertices in crossing pairs in the pairing (we define these terms in §3). This extends previous
results. When p = 1/2, we are reduced almost completely to the real symmetric case, which means
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the limiting rescaled spectral measure is the semi-circle distribution (allowing special dependencies
between matrix elements); our result also implies that all crossing configurations contribute 0, and
all non-crossing configurations contribute 1. This gives us a 2kth moment equal to the kth Catalan
number, which is both the number of non-crossing pairings of 2k objects and the 2kth moment of the
semi-circle density.1 By contrast, when p = 1 we are reduced to the unsigned case, and indeed our
theorem implies that each configuration contributes what it did in the unsigned case. In addition,
any distribution that had unbounded or bounded supported before weighting still has unbounded or
bounded, respectively, support after weighting.
Our main result is the following.
Theorem 1.2. Consider any ensemble of N × N real-symmetric structured matrices, where the
independent entries are drawn from a distribution p with mean 0, variance 1 and finite higher
moments. We assume the following about our random matrix ensemble.
(1) As N → ∞ the associated rescaled empirical spectral measures converge to a measure,
which we call the limiting rescaled spectral measure of the structured ensemble and denote
by µ˜.
(2) Each of the independent random variables occurs o(N) times2 in each row of the matrices
for this ensemble.
Fix a p ∈ [1/2, 1] and consider the Hadamard product of our ensemble and real symmetric
signed matrices (ǫij) (so ǫij = ǫji), where the entries are independently chosen from {−1, 1} with
Prob(ǫij = 1) = p. We call this new ensemble the signed, structured ensemble.
For p = 1/2, the limiting rescaled spectral measures for these signed, structured ensembles are
the semi-circle. For all other p, the limiting signed rescaled spectral measure has bounded (resp.
unbounded) support if the original ensemble’s limiting rescaled spectral measure has bounded
(resp. unbounded) support, and the convergence is almost surely if additionally the density p is
even.
Remark 1.3. It is imperative that each independent random variable occurs at most o(N) times;
if one occurred order N times degenerate behavior could happen. This precludes some highly
structured matrices ensembles, such as those of the form
(
αON βON
βON γON
)
(with ON the N/2 × N/2
matrix all of whose entries are 1), where the limiting rescaled spectral measure is essentially a delta
spike at the origin. Another interesting ensemble is the “right angle” family, where aij = bmin(i,j)
(so there are N independent random variables):
b1 b1 b1 · · ·
b1 b2 b2 · · ·
b1 b2 b3 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
 . (1.10)
Notice both of these families have rows with order N copies of the same random variable, and they
have different behavior in their limiting spectral measures.
1The normalized semi-circular density is fsc(x) = 1pi
√
1−
(
x
2
)2 if |x| ≤ 2 and 0 otherwise, and the even moments
are the Catalan numbers.
2Little-oh notation: f(x) = o(g(x)) if limx→∞ f(x)/g(x) = 0; in particular, this means f(x) grows significantly
more slowly than g(x).
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Corollary 1.4. Theorem 1.2 holds for real-symmetric Toeplitz and singly palindromic Toeplitz ma-
trices. More is true; see Theorem 3.4 for an explicit, closed form expression for the depression of
the moments of these ensembles as p→ 1/2.
The controlling factor in the real-symmetric Toeplitz and singly palindromic Toeplitz cases (and
in a limited manner the highly palindromic Toeplitz cases) lurking in Corollary 1.4 is how many
vertices are involved in a crossing; we make this precise in §3. This reduces our problem to one in
combinatorics. Our problem turns out to be related to issues in knot theory as well, which provided
additional motivation for and applications of this work; see for example [CM, KT, Kl2, Kont, FN,
Rio, Sto]). In the course of our investigations, we prove several interesting combinatorial results
(many of the coefficients have been previously tabulated on the OEIS; see for example Remark
3.19), which we isolate below.
Theorem 1.5. Consider all (2k − 1)!! pairings of 2k vertices on a circle. Let Cr2k,2m denote the
number of these pairings where exactly 2m vertices are involved in a crossing, and let Ck denote
the kth Catalan number, 1
k+1
(
2k
k
)
. For small values of m, we obtain the exact formulas for Cr2k,2m
listed below; for large k (and thus a large range of possible m) we prove the limiting behavior of
the expected value and variance of the number of vertices involved in at least one crossing.
• For m ≤ 10 we have
Cr2k,0 = Ck
Cr2k,2 = 0
Cr2k,4 =
(
2k
k − 2
)
Cr2k,6 = 4
(
2k
k − 3
)
Cr2k,8 = 31
(
2k
k − 4
)
+
k−4∑
d=1
(
2k
k − 4− d
)
(4 + d)
Cr2k,10 = 288
(
2k
k − 5
)
+ 8
k−5∑
d=1
(
2k
k − 5− d
)
(5 + d) . (1.11)
• The expected number of vertices involved in a crossing is
2k
2k − 1
(
2k − 2−
2F1(1, 3/2, 5/2− k;−1)
2k − 3
− (2k − 1) 2F1(1, 1/2 + k, 3/2;−1)
)
, (1.12)
which is
2k − 2−
2
k
+O
(
1
k2
)
(1.13)
as k →∞; here 2F1 is the hypergeometric function. Further, the variance of the number of
vertices involved in a crossing converges to 4.
We review the basic framework and definitions used in studying the moments in §2. In §3 we
determine formulas for the moments, and prove the first part of Theorem 1.5 in the Toeplitz case,
completing the proof by determining the limiting behavior in §4 and discussing the minor changes
needed for the general case. All that remains to prove Theorem 1.2 is to handle the convergence
issues; this analysis is standard, and is quickly reviewed in §5.
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2. MOMENT PRELIMINARIES
Note: For ease of exposition we consider (real symmetric) Toeplitz ensembles below, though
minor modifications yield similar results for other real symmetric structured ensembles where
the limiting rescaled spectral measure exists and each random variable occurs o(N) times in
each row of matrices in the ensemble. In particular, we take (c, r) to be (1, 1/2).
We briefly summarize the needed expansions from previous work (see [HM, JMP, KKMSX,
MMS] for complete details). We use a standard method to compute the moments. For a fixed
N ×N matrix A drawn from a Toeplitz ensemble, the kth moment of its rescaled empirical spectral
measure is
Mk,N (A) =
1
N
k
2
+1
∑
1≤i1,...,ik≤N
ai1i2ai2i3 · · · aiki1, (2.1)
which when applied to our signed Toeplitz and palindromic Toeplitz matrices (where the entries of
the unsigned ensemble are constant along diagonals) gives that
Mk,N (A) =
1
N
k
2
+1
∑
1≤i1,...,ik≤N
ǫi1i2b|i1−i2|ǫi2i3b|i2−i3| · · · ǫiki1b|ik−i1|. (2.2)
By linearity of expectation,
E (Mk,N (A)) =
1
N
k
2
+1
∑
1≤i1,...,ik≤N
E
(
ǫi1i2b|i1−i2|ǫi2i3b|i2−i3| · · · ǫiki1b|ik−i1|
)
, (2.3)
and we set
Mk = lim
N→∞
E (Mk,N (A)) . (2.4)
Of the Nk terms in the above sum corresponding to the Nk choices of (i1, . . . , ik) in the above sum,
we can immediately see that some contribute zero in the limit as N → ∞ by using the following
lemmas.
Lemma 2.1. Let k be an integer and consider any Toeplitz ensemble. The only terms in (2.3)
that can have a non-zero contribution in the limit as N → ∞ to Mk have each bα in the product
appearing exactly twice. Further, all such terms have a finite contribution.
Proof. We first prove that any term that doesn’t have every bα appearing at least twice does not con-
tribute. As the expected value of a product of independent variables is the product of the expected
values, since each bα is drawn from a distribution with mean zero, there is no contribution in this
case. Thus each bα occurs at least twice if the term is to contribute.
We now show that any term that has some bα appearing more than twice cannot contribute in the
limit. If each bα appears exactly twice, then there are k/2 values of bα to choose. Recall (see for
example [HM]) that for Toeplitz matrices, b|ijij+1| is paired with b|ik−ik+1| if and only if
ij − ij+1 = ±(ik − ik+1). (2.5)
Once we have specified the b’s and one index il, there are at most two values for each remaining
index. Thus there are O
(
N
k
2
+1
)
terms where the bα’s are matched in exactly pairs. By contrast,
any term that has some bα appearing more than twice has fewer than k2 +1 degrees of freedom, and
thus does not contribute in the limit as we divide by Nk/2+1.
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Finally, we show that the sum of the contributions from all terms arising from matching in pairs
is Ok (1). Suppose there are r ≤ k different ǫγ’s and s ≤ k different bα’s in the product, say
ǫγ1 , . . . , ǫγr and bα1 , . . . , bαs , with each ǫγj occurring nj times and each bαj occurring mj times.
Such a term contributes
∏r
j=1E
(
ǫ
nj
γj
)∏s
j=1E
(
b
mj
αj
)
. Since the probability distributions of the ǫ’s
and b’s have finite moments, this contribution is thus Ok (1), and thus the sum of all such contribu-
tions is finite in the limit. 
Remark 2.2. For singly palindromic Toeplitz and highly palindromic Toeplitz matrices, a similar
result holds once we identify the appropriate bα. After correcting equations (2.7) and (2.8) of
[JMP] to fix an omission and to take C1 ∈ {(−⌊ |il−il+1|N/2n ⌋ + k − 1) N2n : k ∈ {1, . . . , 2n}} and
C2 ∈ {(⌊
|il−il+1|
N/2n
⌋ + k) N
2n
− 1 : k ∈ {1, . . . , 2n}} into account, we have that b|ijij+1| is paired with
b|ik−ik+1| if and only if
ij − ij+1 = ±(ik − ik+1) + Crjk . (2.6)
For singly palindromic Toeplitz matrices, it is easy to check that the only possible values are Crjk
equals ±(N − 1) or 0. Moreover, it is not hard to see that the number of possible values for each
Crjk depends on the momentm being computed and on the level n of palindromicity of the ensemble,
but is independent of N , a fact which will be crucially important in later proofs.
Lemma 2.3. For Toeplitz and (highly) palindromic Toeplitz ensembles, the odd moments of the
limiting rescaled spectral measure vanish.
Proof. For the Toeplitz ensemble, this follows directly from Lemma 2.1 (since the odd moments
have an odd number of b’s, they cannot be matched exactly in pairs). For the singly palindromic
and highly palindromic cases, some bl must appear an odd number of times. If it appears exactly
once, it must vanish because the distribution is mean zero, while the number of terms where some
bl appears three or more times is insignificant by a simple degree of freedom argument. (For a more
detailed exposition, see [JMP].) 
Since the odd moments vanish, we concern ourselves in the rest of the paper with the limiting
behavior of the even moments, M2k. Further, in the moment expansion for the even moments, we
only have to consider terms in which the bα’s are matched in exactly pairs. With the next lemma,
we further reduce the number of terms we must consider by showing that only those terms where
every pairing between the b’s is with a minus sign in (2.5) contribute in the limit. The following
proof is adapted from [HM].
Lemma 2.4. For all the Toeplitz ensembles, the only terms that contribute to M2k, the 2kth moment
of the limiting rescaled spectral measure, are terms where the b’s are matched in exactly pairs and
have a minus sign in each of the k equations of the form (2.5).
Proof. We do the proof for the Toeplitz case, as the other cases are similar. For each term, there are k
corresponding equations of the form (2.5). We let x1, . . . , xk be the values of the |ij − ij+1| in these
equations, and let δ1, . . . , δk be the choices of sign in these equations. We further let x˜1 = i1 − i2,
x˜2 = i2 − i3, . . . , x˜2k = i2k − i1. We know the only contribution to M2k arises from terms where
the b’s are matched in pairs. Thus given some x˜m there must be an n = n(m) such that x˜m = ±x˜n.
Then each of the previous k equations can be written as
x˜m = δjx˜n, δj ∈ {−1, 1}. (2.7)
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By definition, there is some ηj = ±1 such that x˜m = ηjxj . Then x˜n = δjηjxj , so
x˜1 + x˜2 + · · ·+ x˜2k =
k∑
j=1
ηj (1 + δj)xj . (2.8)
Finally, notice that
x˜1 + x˜2 + · · ·+ x˜2k = i1 − i2 + i2 − i3 + · · ·+ i2k − i1 = 0. (2.9)
Thus
k∑
j=1
ηj (1 + δj)xj = 0. (2.10)
If any δj = 1, then (2.10) gives us a linear dependence between the xj . Recall from the proof of
Lemma 2.1 that we require all xj to be independently chosen for a pairing to contribute; otherwise,
there are fewer than k + 1 degrees of freedom. Thus, the only terms that contribute have each
δj = −1.
From [JMP], the analogous result holds for the singly palindromic and highly-palindromic Toeplitz
ensembles, i.e.,
ij − ij+1 = −(ik − ik+1)± Crjk . (2.11)

The above results motivate the following definition.
Definition 2.5 (Pairing). A pairing is a matching of the vertices i1, i2, . . . , i2k such that the vertices
are matched exactly in pairs, and with a negative sign in (2.5). There are (2k − 1)!! pairings of the
2k vertices. As argued above in the proof of Lemma 2.1, these pairings correspond to O (Nk+1)
terms in the sum in (2.3) for the 2kth moment.
As suggested above, we find that a good way to investigate the contribution of each potentially
contributing term, i.e., each choice or tuple of (i1, . . . , i2k), is to associate each term with a pairing
of 2k vertices on a circle, where the vertices are |i1 − i2| , |i2 − i3| , . . . , |i2k − i1|. Because what
matters are not the values of the |ij − ij+1|’s, but rather the pattern of how they are matched, any
terms associated with the same pairing of the 2k vertices will have the same contribution. Thus,
pairings that are the same up to a rotation of the vertices contribute the same since it is not the values
of ij that matter but rather the distance between each vertex and its matching and the indices of the
other pairs. Therefore, to further simplify the moment analysis, we make the following definition.
Definition 2.6 (Configuration). Two pairings {(ia1 , ia2) , (ia3 , ia4) , . . . , (ia2k−1 , ia2k)} and {(ib1 , ib2) ,
(ib3 , ib4), . . .,
(
ib2k−1 , ib2k
)}
are said to be in the same configuration if they are equivalent up to a
relabeling by rotating the vertices; i.e., there is some constant l such that bj = aj + l mod 2k.
For example, we display the five distinct configurations needed for the sixth moment in Figure
1. The problem of determining the moments is thus reduced to determining for each configuration
both the contribution of a pairing belonging to that configuration to the sum in (2.3) and the number
of pairings belonging to that configuration.
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FIGURE 1. The five distinct configurations for the 6th moment where vertices are
matched exactly in pairs. The multiplicity under rotation of the five patterns are 2, 3,
6, 3 and 1 (for example, rotating the first pattern twice returns it to its initial configu-
ration, while the third requires six rotations). The nomenclature is from [KKMSX],
and is not relevant to our purposes here.
FIGURE 2. A pairing of 10 vertices with 8 crossing vertices (in two symmetric sets
of 4 vertices), and 2 dividing vertices (connected by a main diagonal).
3. DETERMINING THE MOMENTS
By Lemma 2.1, for the rest of the paper we may assume the vertices are matched in exactly pairs.
We distinguish between three types of vertices in these pairings.
Definition 3.1 (Crossing, non-crossing). We say that a pair of vertices (a, b), a < b, is in a crossing
if there exists a pair of vertices (x, y) such that the order of the four vertices, as we travel clockwise
around the circle, is either a, x, b, y or x, a, y, b. A pair (a, b) is non-crossing if for every pair (x, y),
x is between a and b (as we travel clockwise around the circle from a to b) if and only if y is.
Pictorially, a pair is crossing if the line contained in the circle connecting its two vertices crosses
another line connecting two other vertices. In Figure 1, the first two configurations have no crossing
vertices, the third has four, while all vertices are crossing for the fourth and fifth. Note the number
of crossing vertices is always even and never two.
Definition 3.2. We say that a non-crossing pair of vertices (a, b) (with a < b) is dividing if the
following two conditions hold:
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(1) There exist two pairs of crossing vertices, (x, y) and (w, z), such that as we travel around
the circle from a to b we have x, y, w and z are between a and b.
(2) There exist two pairs of crossing vertices, (p, q) and (r, s), such that as we travel around the
circle from b to a we have p, q, r and s are between b and a.
All other pairs are called non-crossing non-dividing pairs.
Pictorially, a pair is dividing if it “divides” the circle into two regions of pairs (no pair can cross
a dividing edge since it must be non-crossing), where each region contains at least one crossing
pair; see Figure 2 for an illustration. From the definition, we see that at least 10 vertices are needed
for a “dividing” pair to exist, and thus it is possible that new behaviors or complications arise in
studying the higher moments (a similar situation arises in weighted d-regular graphs, where there
is a marked change in behavior at the eighth moment; see [GKMN] for details).
Note that all pairings belonging to a given configuration have the same number of crossing pairs
and the same number of dividing pairs.
We show in this section that the contribution of each pairing in the unsigned case is weighted by a
factor depending on the number of crossing pairs in that pairing. We then prove some combinatorial
formulas that allow us to obtain closed form expressions for the number of pairings with m vertices
crossing for small k. As the combinatorics becomes prohibitively difficult for large k, we determine
the limiting behavior in §4.
3.1. Weighted Contributions. The following theorem is central to our determination of the mo-
ments. It reduces the calculations to two parts. First, we need to know the contribution of a pairing
in the non-signed case (equivalently, when p = 1). While this is known precisely for the singly
palindromic Toeplitz case, where each pairing contributes 1, in the Toeplitz case we only have up-
per and lower bounds on the contribution of all pairing. Second, we need to determine the number
of vertices involved in crossing pairs, which we do in part in §3.2.
Remark 3.3. For ease of exposition, we prove the following lemmas in the Toeplitz case, and
comment on the proofs (or barriers to proof) in the singly palindromic and highly palindromic
cases. For the palindromic case, by (2.7) and (2.8) of [JMP], there should be some C1 and C2 terms
added into equation (2.5) as well as parts of the proof for Lemma 2.4; however, some minor changes
to the proofs show that these lemmas still hold in the palindromic Toeplitz case.
Theorem 3.4. For each choice of a pairing c of the vertices (i1, . . . , i2k), let x(c) denote the con-
tribution of this tuple in the unsigned case. Then, for the Toeplitz and singly palindromic Toeplitz
ensembles, the contribution in the signed case is x(c)(2p−1)e(c), where e(c) represents the number
of vertices in crossing pairs in the configuration corresponding to c.
Recall that the contribution from any choice of (i1, . . . , i2k) is
E(ǫi1i2b|i1−i2|ǫi2i3b|i2−i3| · · · ǫi2ki1b|i2k−i1|) = E(ǫi1i2ǫi2i3 · · · ǫi2ki1)E(b|i1−i2| · · · b|ik−i1|)
= E(ǫi1i2ǫi2i3 · · · ǫi2ki1)x(c). (3.1)
Thus, we want to show that E(ǫi1i2ǫi2i3 · · · ǫi2ki1) = (2p− 1)e(c). We do this by showing that for
each pair (ij , ij+1) , (ik, ik+1) where b|ij−ij+1| = b|ik−ik+1|,
E
(
ǫij ij+1ǫikik+1
)
=
{
(2p− 1)2 if (ij, ij+1) , (ik, ik+1) are a crossing pair
1 otherwise.
(3.2)
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Notice that
E (ǫα) = 1 · p+ (−1) · (1− p) = 2p− 1, E
(
ǫ2α
)
= 1. (3.3)
Therefore, if m epsilons are chosen independently, the expected value of their product is (2p−1)m.
Before stating and proving some lemmas needed in the proof of Theorem 3.4, we introduce a
convenient notation.
Definition 3.5 (Vertex ordering). Fix an integer 2k and consider the circle with 2k vertices spaced
uniformly, labeled 1, 2, . . . , 2k. If a, b and x are three of these vertices, by a < x < y we mean that
we pass through vertex x as we travel clockwise about the circle from vertex a to vertex b.
Lemma 3.6. For the Toeplitz and singly palindromic Toeplitz ensembles, E(ǫi1i2ǫi2i3 · · · ǫi2ki1) ≥
(2p− 1)e(c).
Proof. To prove E(ǫi1i2ǫi2i3 · · · ǫi2ki1) ≥ (2p−1)e(c), we show that pairs not in a crossing contribute
1. Consider a non-crossing pair (ir, ir+1) , (ip, ip+1) (corresponding to vertices r and p on the circle
with 2k labeled vertices), with r < p. For each (iq, iq+1) paired with (iq′ , iq′+1), we have r < q < p
if and only if r < q′ < p. Recall from (2.5) and Lemma 2.4 that in the Toeplitz case,
iq − iq+1 = −(iq′ − iq′+1), (3.4)
while in the singly palindromic Toeplitz case,
iq − iq+1 = −(iq′ − iq′+1) +Q(q, q
′), where Q(q, q′) ∈ {−(N − 1), 0, N − 1}. (3.5)
Thus
p∑
k=r
(ik − ik+1) = t(N − 1) (3.6)
for some integer t because each difference in the sum is paired with its additive inverse, which is
also in the sum. As
p∑
k=r
(ik − ik+1) = (ir − ir+1) + (ir+1 − ir+1) + · · ·+ (ip − ip+1) = ir − ip+1, (3.7)
we must have ir = ip+1 ± t(N − 1). It is clearly impossible to have |t| > 1, and if t = ±1, this
forces {ir, ip+1} = {1, N}; thus t = 0. Since this situation uses up a degree of freedom, this implies
that ir = ip+1. By a similar argument applied to the sum
r∑
k=p
(ik − ik+1) (3.8)
(taking indices cyclically), ir+1 = ip. Therefore ǫirir+1 = ǫipip+1 , and hence E(ǫirir+1ǫipip+1) =
1. 
Lemma 3.7. For the Toeplitz, singly palindromic Toeplitz, and highly palindromic Toeplitz ensem-
bles, E(ǫi1i2ǫi2i3 · · · ǫi2ki1) ≤ (2p− 1)e(c).
Proof. We show E(ǫi1i2ǫi2i3 · · · ǫi2ki1) ≤ (2p− 1)e(c) by showing that if ǫiaia+1 = ǫibib+1 , a < b, then
(ia, ia+1) , (ib, ib+1) are non-crossing. This suffices to prove the result since the only dependency
between the ǫ’s arises from the requirement that the matrix is real symmetric. Thus, we have a
dependency between ǫisis+1 and ǫipip+1 if and only if we know they are equal. In showing that a
dependency between ǫ’s implies the corresponding vertex pair must be non-crossing, we show that
crossing pairs imply independent ǫ’s and thus contribute (2p− 1)2.
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If ǫiaia+1 = ǫibib+1 then it must be true that the unordered sets {ia, ia+1} and {ib, ib+1} are equal.
This implies that |ia− ia+1| = |ib− ib+1|, so (ia, ia+1) , (ib, ib+1) must be paired on the circle. Since
the only contributing terms are when they are paired in opposite orientation, we then know that
ia = ib+1, so
b∑
k=a
(ik − ik+1) = ia − ib+1 =
∑
k
±Crk . (3.9)
We can rewrite this sum as
d∑
k=b
δk|ik − ik+1| =
∑
k
±Crk , (3.10)
where δk is ±1 if the vertex k is paired with is less than a or greater than b, and 0 if and only if
the vertex k is paired with is between a and b. However, since the number of possible values for∑
k ±Crk is independent of N , a linear dependence among the differences is impossible, as we need
to have Nk+1 degrees of freedom for each configuration (see the proof of Lemma 2.1). So each
δk = 0, and each vertex between vertices a and b is paired with something else between a and b.
Thus, no edges cross the edge between vertices a and b. 
Proof of Theorem 3.4. For Toeplitz and singly palindromic Toeplitz matrices, we have shown that
an epsilon is unmatched if and only if its edge is in a crossing. Thus, an epsilon is not paired if and
only if its edge is not in a crossing. Therefore the contribution is weighted by E(ǫi1i2ǫi2i3 · · · ǫi2ki1),
which by Lemmas 3.6 and 3.7 is (2p− 1)e(c), completing the proof. 
Remark 3.8. In the doubly palindromic Toeplitz case, Lemma 3.6 does not hold for the sixth mo-
ment, as we shall see in Lemma 3.11. In particular, this means the determination of the limiting
rescaled spectral measures for general signed ensembles and general p is harder.
Lemma 3.9. For the Toeplitz, singly palindromic Toeplitz, and highly palindromic Toeplitz ensem-
bles, if the contribution from a non-crossing configuration was x before the weighting, it is at most
(2p− 1)4(x− 1) + 1 after applying the weighting.
Proof. In the Toeplitz and singly palindromic Toeplitz cases, x = 1 and the claim is trivial. In
the highly palindromic case, we note that there is a contribution of 1 from the terms which also
contribute in the real symmetric case. The remaining terms contain at least 2 pairs of vertices
which are not matched in the real symmetric case, since one mismatched pair (relative to the real
symmetric ensemble) implies a second mismatched pair, since ∑2mk=1(ik − ik+1) = 0. Hence, for
these terms, E(ǫi1i2ǫi2i3 · · · ǫi2ki1) ≤ (2p− 1)4, which completes the proof. 
Remark 3.10. A slightly modified version of this proof shows that for other real symmetric ensem-
bles, if the contribution from a non-crossing configuration was x before the weighting, it is at most
(2p − 1)2(x − 1) + 1 after applying the weighting. Similarly, for crossing configurations, if the
contribution was x before the weighting, it is at most (2p− 1)2x after applying the weighting.
Lemma 3.11. For the sixth moment of signed doubly palindromic Toeplitz ensembles, the contribu-
tion from a configuration is not determined uniquely by the number of crossings.
Proof. We prove that the adjacent configuration and the non-adjacent non-crossing configuration
(the upper-left and upper-middle configurations in Figure 1, respectively) have different contribu-
tions to the sixth moment.
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The main idea is that in the ‘adjacent configuration’, every contributing term has either all three
pairings of the form aijaji, or exactly one pairing of this form. Since we know that the contribution
when all three pairings are of this form is 1, the contribution when there is exactly one pairing of
this form is (x − 1). In this situation, the contribution to the moment is weighted by (2p − 1)4,
giving a total of (2p− 1)4(x− 1) + 1.
Specifically, we have that
it − it+1 = −(it+1 − it+2)± Crt,t+1, (3.11)
where Crt,t+1 = N/2 or N/2− 1 or 0. (N and N − 1 are ruled out because we would lose a degree
of freedom by forcing one value to be 1 and the other to be N .) Moreover, Crt,t+1 = 0 if and only
if ǫitit+1 = ǫit+1it+2 . Now, if we choose three values from {0,±N/2,±N/2 − 1} that add up to 0,
we must choose either one or three of the values to be 0. The cases where all three are 0 contribute
fully while the case where two are non-zero is depressed by (2p − 1)4, so that contribution to the
moment in the signed ensemble is exactly (2p− 1)4(x− 1) + 1.
In the other non-crossing configuration, the moment is at most (2p− 1)4(x− 1)+ 1 by the proof
of Lemma 3.9. Hence, to show the moment is smaller than this, it will suffice to find a contributing
group of terms whose moment is reduced by more than (2p − 1)4. As one example, we can take
the vertices to be ai,j, aj,i+N/2, ai+N/2,k+N/2, ak+N/2,l, al,k, ak,i, where i, k < N/2. While there is an
additional inequality between i and j and between k and l, this does not remove a degree of freedom
since there are still order N possible values. Hence, some portion of the (x − 1) contribution is
reduced by a factor of (2p − 1)6 < (2p − 1)4. Since the remaining portion of the contribution
is reduced to at most (2p − 1)4 times its original value, the contribution to the 6th moment of the
non-adjacent non-crossing configuration in the signed doubly palindromic case is strictly less than
(2p− 1)4(x− 1) + 1, and is therefore not equal to the contribution from the adjacent non-crossing
configuration. 
3.2. Counting Crossing Configurations. Theorem 3.4 reduces the determination of the moments
to counting the number of pairings with a given contribution x(c), and then weighting those by
(2p − 1)e(c), where e(c) is the number of vertices involved in crossings in the configuration. As
remarked above, in the singly palindromic Toeplitz case each x(c) = 1, while in the general Toeplitz
case we only have bounds on the x(c)’s, and thus must leave these as parameters in the final answer
(though any specific x(c) may be computed by brute force, we do not have a closed form expression
in general).
In this section we turn to computing the e(c)’s for various configurations. As previously men-
tioned, these and similar numbers have also been studied in knot theory where these chord diagrams
are used in the study of Vassiliev invariants (see [KT, Kont, FN, Rio, Sto]). While we cannot deter-
mine exact formulas in general, we are able to solve many special cases, which we now describe.
Definition 3.12 (Cr2k,2m). Let Cr2k,2m denote the number of pairings involving 2k vertices where
exactly 2m vertices are involved in a crossing.
Let Ck = 1k+1
(
2k
k
)
denote the kth Catalan number (see [AGZ] for statements and proofs of their
needed properties). One of its many definitions is as the number of ways to match 2k objects on
a circle in pairs without any crossings; this interpretation is the reason why Wigner’s Semi-Circle
Law holds. Thus, we immediately deduce the following.
Lemma 3.13. We have Cr2k,0 = Ck.
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We use this result to prove the following theorem, which is instrumental in the counting we need
to do.
Theorem 3.14. Consider 2k vertices on the circle, with a partial pairing on a subset of 2v vertices.
The number of ways to place the remaining 2k − 2v vertices in non-crossing, non-dividing pairs is(
2k
k−v
)
.
Proof. Let W denote the desired quantity. Notice that each of the remaining 2k − 2v vertices must
be placed between two of the 2v already paired vertices on the circle. These 2v vertices have created
2v regions. A necessary and sufficient condition for these 2k − 2v vertices to be in non-crossing,
non-dividing pairs is that the vertices in each of these 2v regions pair only with other vertices in
that region in a non-crossing configuration.
Thus, if there are 2s vertices in one of these regions, by Lemma 3.13 the number of valid ways
they can pair is C2s. As the number of valid matchings in each region depends only on the number
of vertices in that region and not on the matchings in the other regions, we obtain a factor of
C2s1C2s2 · · ·C2s2v , where 2s1 + 2s2 + · · ·+ 2s2v = 2k − 2v.
We need only determine how many pairings this factor corresponds to. First we notice that by
specifying one index and (s1, s2, . . . , s2v), we have completely specified a pairing of the 2k vertices.
However, as we are pairing on a circle, this specification does not uniquely determine a pairing since
the labelling of (s1, s2, . . . , s2v) is arbitrary. Each pairing can in fact be written as any of the 2v
circular permutations of some choice of (s1, s2, . . . , s2v) and one index. Thus the quantity we are
interested in is
W =
2k
2v
∑
2s1+2s2+···+2s2v=2k−2v
Cs1Cs2 · · ·Cs2v . (3.12)
To evaluate this expression, we use the k-fold self-convolution identity of Catalan numbers [Fo,
Reg], which states ∑
i1+···+ir=n
Cir−1 · · ·Cir−1 =
r
2n− r
(
2n− r
n
)
. (3.13)
Setting ij = sj + 1, r = 2v and n = k + v, we obtain∑
s1+s2+···+s2v+2v=k+v
Cs1Cs2 · · ·Cs2v =
2v
2k
(
2k
k + v
)
. (3.14)
We may rewrite this as
2k
2v
∑
2s1+2s2+···+2s2v=2k−2v
Cs1Cs2 · · ·Cs2v =
(
2k
k − v
)
, (3.15)
which completes the proof as the left hand side is just (3.12). 
Given Theorem 3.14, our ability to find formulas for Cr2k,2m rests on our ability to find the
number of ways to pair 2v vertices where 2m vertices are crossing and 2v−2m vertices are dividing.
We are able to do this for small values of m, but for large m, the combinatorics becomes very
involved.
Definition 3.15 (P2k,2m,i, partitions). Let P2k,2m,i represent the number of pairings of 2k vertices
with 2m crossing vertices in i partitions. We define a partition to be a set of crossing vertices
separated from all other sets of crossing vertices by at least one dividing edge.
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It takes a minimum of 4 vertices to form a partition, so the maximum number of partitions
possible is ⌊2m/4⌋. Our method of counting involves writing
Cr2k,2m =
⌊2m/4⌋∑
i=1
P2k,2m,i. (3.16)
Our first combinatorial result is the following.
Lemma 3.16. We have
P2k,2m,1 = Cr2m,2m
(
2k
k −m
)
. (3.17)
Proof. The proof follows immediately from Theorem 3.14. If there is only one partition, then there
can be no dividing edges. Therefore, we simply multiply the number of ways we can choose 2k−2m
non-crossing non-dividing pairs by the number of ways to then choose how the 2m crossing vertices
are paired. 
Our next result is
Lemma 3.17. We have
P2k,2m,2 =
k−m∑
d=1
(
2k
k −m− d
)
(m+ d)
( ∑
0<a<m
Cr2a,2aCr2m−2a,2m−2a
)
. (3.18)
Proof. We let d be the number of dividing edges. In order to have two partitions, at least one of the
k −m non-crossing edges must be a dividing edge. We thus sum over d from 1 to k −m. Given
d, we know that we can pair and place the non-crossing non-dividing edges in
(
2k
k−m−d
)
ways from
Theorem 3.14. We then choose a way to pair the 2m crossing vertices into 2 partitions, one with 2a
vertices, the other with 2b vertices. If a = b, there are m+ d distinct spots where we may place the
dividing edge. If a 6= b, there are 2m + 2d spots. Since each choice of a 6= b appears twice in the
above sum, the result follows. 
Determining P2k,2m,3 requires the analysis of several more cases, and we were unable to find a
nice way to generalize the results of Lemmas 3.16 and 3.17. However, these two results do allow
us to write down the following formulas.
Lemma 3.18. We have
Cr2k,4 =
(
2k
k − 2
)
Cr2k,6 = 4
(
2k
k − 3
)
Cr2k,8 = 31
(
2k
k − 4
)
+
k−4∑
d=1
(
2k
k − 4− d
)
(4 + d)
Cr2k,10 = 288
(
2k
k − 5
)
+ 8
k−5∑
d=1
(
2k
k − 5− d
)
(5 + d) . (3.19)
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Proof. We recall that
Cr2k,0 = Ck
Cr2k,2 = 0, (3.20)
where the second equation follows from the fact that at least 4 vertices are needed for a crossing.
From (3.16) and (3.16) we find
Cr2k,4 = P2k,4,1 = Cr4,4
(
2k
k − 2
)
. (3.21)
We can calculate Cr4,4 by using (3.20) and the fact that
k∑
m=0
Cr2k,2m = (2k − 1)!!. (3.22)
This follows because the number of ways to match 2k objects in pairs of 2 with order not mattering
is (2k − 1)!!, and thus the sum of all our matchings in pairs must equal this. Note that this number
is also the 2kth moment of the standard normal; this is the reason the singly palindromic Toeplitz
have a limiting rescaled spectral measure that is normal, as each contribution contributes fully. We
thus find
Cr4,4 = (2 · 2− 1)!!− Cr4,2 − Cr4,0 = 3− 2 = 1. (3.23)
This completes the proof of the first formula: Cr2k,4 =
(
2k
k−2
)
.
The other coefficients are calculated in a similar recursive fashion – essentially, once we have
values for Cr2k,2l for l = 0, 1, 2, . . . , m− 1, we can find Cr2m,2m by using (3.22), which allows us
to write the general formulas above for Cr2k,2m. We show the calculations below. We have
Cr6,6 = (6− 1)!!− Cr6,4 − Cr6,2 − Cr6,0
= 5!!−
(
6
1
)
− 0− C3 = 15− 6− 0− 5 = 4, (3.24)
so Cr2k,6 = 4
(
2k
k−3
)
, and thus
Cr8,8 = (8− 1)!!− Cr8,6 − Cr8,4 − Cr8,2 − Cr8,0
= 7!!− 4
(
8
1
)
−
(
8
2
)
− 0− C4 = 105− 32− 28− 14 = 31. (3.25)
To finish the calculation for Cr2k,8 we compute∑
0<a<4
Cr2a,2aCr8−2a,8−2a = Cr2,2Cr6,6 + Cr4,4Cr4,4 + Cr6,6Cr2,2 = 0 + 1 + 0 = 1. (3.26)
so that we get Cr2k,8 = 31
(
2k
k−4
)
+
∑k−4
d=1
(
2k
k−4−d
)
(4 + d).
For the formula for Cr2k,10,
Cr10,10 = (10− 1)!!− Cr10,8 − Cr10,6 − Cr10,4 − Cr10,2 − Cr10,0
= 9!!−
(
31
(
10
1
)
+
1∑
d=1
(
10
1− d
)
(4 + d)
)
− 4
(
10
2
)
−
(
10
3
)
− 0− C5
= 945− (310 + 5)− 4 (45)− 120− 0− 42 = 288, (3.27)
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and finally∑
0<a<5
Cr2a,2aCr10−2a,10−2a = Cr2,2Cr8,8 + Cr4,4Cr6,6 + Cr6,6Cr4,4 + Cr8,8Cr2,2
= 0 + 4 + 4 + 0 = 8, (3.28)
so Cr2k,10 = 288
(
2k
k−5
)
+ 8
∑k−5
d=1
(
2k
k−5−d
)
(5 + d). 
Notice that by using the formulas in Lemma 3.18 to calculate the number of terms with each of
the possible contributions given in Theorem 3.4, we are able to calculate up to the 12th moment
exactly (where for the 12th moment we use the same recursive procedure as in the proof of Lemma
3.18 to calculate Cr12,12).
Remark 3.19. The coefficients in front of the binomial coefficient of the leading term of Cr2k,2m are
sequence A081054 from the OEIS [Kl1].
4. LIMITING BEHAVIOR OF THE MOMENTS
As we are unable to find exact expressions for the number of pairings with exactly 2m crossing
vertices for all m, we determine the expected value and variance of the number of vertices in a
crossing. Such expressions, and the limiting behavior of these expressions, are useful for obtaining
bounds for the moments. To find these, we make frequent use of arguments about the probabilities
of certain pairings, recognizing that since all configurations are equally likely, the probability that
a vertex i pairs with a vertex j is just 1
2k−1
.
Theorem 4.1. The expected number of vertices involved in a crossing of 2k vertices paired on the
circle is
2k
2k − 1
(
2k − 2−
2F1(1, 3/2, 5/2− k;−1)
2k − 3
− (2k − 1) 2F1(1, 1/2 + k, 3/2;−1)
)
, (4.1)
which is
2k − 2−
2
k
+O
(
1
k2
)
(4.2)
as k →∞.
Proof. In our main applications (such as computing the asymptotic behavior of the mean and the
variance), we only need the asymptotic expression (4.2), which we prove elementarily below. We
give the proof of (4.1) in Appendix A, which involves converting the expansions below to differ-
ences of hypergeometric series.
For a given pairing of 2k vertices, let Xi = 1 if vertex i is involved in a crossing and 0 otherwise.
Then Y2k =
∑2k
i=1Xi is the number of vertices involved in a crossing in this pairing. By linearity
of expectation,
E (Y2k) = E
(
2k∑
i=1
Xi
)
= 2kE (Xi) = 2kpcross, (4.3)
where pcross is the probability that a given vertex is in a crossing as, by symmetry, this is the same
for all vertices. Thus, without loss of generality, we may think of pcross as the probability that vertex
1 is in a crossing. We notice that
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(1) If vertex 1 is matched with another odd indexed vertex, which happens with probability
k−1
2k−1
, then it must be involved in a crossing, since there are an odd number of vertices
in the two regions created by the matching, meaning that the regions cannot only pair by
themselves.
(2) If vertex 1 is matched with an even indexed vertex, then it is involved in a crossing if and
only if it does not partition the remaining vertices into two parts that pair exclusively with
themselves. Suppose it is matched with vertex 2m (which happens with probability 1
2k−1
).
Then its edge divides the vertices into a region of 2m− 2 and a region of 2k− 2m vertices.
As the number of ways to match 2ℓ objects in pairs with order immaterial is (2ℓ − 1)!! =
(2ℓ− 1) (2ℓ− 3) · · · 3 · 1, the probability that each region pairs only with itself is
(2m− 3)!! (2k − 2m− 1)!!
(2k − 3)!!
. (4.4)
Thus, the probability that vertex 1 is involved in a crossing is
pcross =
k − 1
2k − 1
+
k−1∑
m=2
1
2k − 1
(
1−
(2m− 3)!! (2k − 2m− 1)!!
(2k − 3)!!
)
=
2k − 3
2k − 1
−
1
2k − 1
k−1∑
m=2
(2m− 3)!! (2k − 2m− 1)!!
(2k − 3)!!
=
2k − 3
2k − 1
−
1
2k − 1
k−1∑
m=2
(2m− 3)! (2k − 2m)! (2k − 4)!!
(2m− 4)!! (2k − 2m)!! (2k − 3)!
=
2k − 3
2k − 1
−
1
2k − 1
k−1∑
m=2
(2m− 3)! (2k − 2m)!2k−2 (k − 2)!
2m−2 (m− 2)!2k−m (k −m)! (2k − 3)!
=
2k − 3
2k − 1
−
1
2k − 1
k−1∑
m=2
(
k−2
m−2
)(
2k−3
2m−3
) . (4.5)
Therefore
E (Y2k) = 2kpcross = (2k)
2k − 3
2k − 1
− (2k)
1
2k − 1
k−1∑
m=2
(
k−2
m−2
)(
2k−3
2m−3
) . (4.6)
In the above sum, the first and last terms are both 1
2k−3
, as for m = 2 we have(
k−2
0
)(
2k−3
1
) = 1
2k − 3
, (4.7)
and for m = k − 1 we have(
k−2
k−3
)(
2k−3
2k−5
) = (k−21 )(
2k−3
2
) = 2 (k − 2)
(2k − 3) (2k − 4)
=
1
2k − 3
. (4.8)
Looking at the ratio of subsequent terms, straightforward algebra shows(
k−2
m−1
)
/
(
2k−3
2m−1
)(
k−2
m−2
)
/
(
2k−3
2m−3
) = 2m− 1
2k − 2m− 1
. (4.9)
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Thus for m up to the halfway point, each term in the sum is less than the previous. In particular,
the m = 3 term is 5/(2k − 7) times the m = 2 term, and hence all of these terms are O(1/k2).
Similarly, working from m = k − 2 to the middle we find all of these terms are also O(1/k2), and
thus the sum in (4.6) can be rewritten, giving
E (Y2k) = (2k)
2k − 3
2k − 1
− (2k)
1
2k − 1
(
2
2k − 3
+O
(
1
k2
))
= 2k − 2−
2
k
+O
(
1
k2
)
. (4.10)

Theorem 4.2. The variance of the number of vertices involved in a crossing approaches 4 as k →
∞.
Proof. We need to calculate Var (Y2k) = E (Y 22k) − E (Y2k)2. As we know the second term by
Theorem 4.1, we concentrate on the first term:
E
(
Y 22k
)
=
∑
i,j∈{1,...,2k}
E (XiXj) . (4.11)
The above sum has 4k2 terms.
For 2k of those terms, i = j so E (XiXj) = E (X2i ) = E (Xi) = pcross as the Xℓ’s are binary
indicator variables with probability of success pcross. For another 2k terms, we have i and j are
paired on the same edge, so E (XiXj) = E (Xi) = pcross as before.
For the remaining 4k2−4k terms, i and j are on different edges, and we must find the probability
that both those edges are in crossings. We separate this probability into two disjoint probabilities,
the probability pa that they cross each other, and the probability that they don’t cross each other but
are each crossed by at least one other pairing. We denote this second probability by (1− pa) pb,
where pb is the conditional probability they are each crossing given that they don’t cross each
other. We will find these probabilities by taking sums over the placements of k,m, p, q above as
appropriate and calculating for each the probability of observing one of our desired configurations.
We have shown
E
(
Y 22k
)
= 4kpcross +
(
4k2 − 4k
)
(pa + (1− pa) pb) , (4.12)
thus reducing the problem to the determination of pa and pb.
Without loss of generality, we label our edges as {1, m} and {p, q}. They cross each other if
and only if one of {p, q} is one of the m − 2 vertices between 1 and m, and the other is one of the
2k −m vertices between m and 2k. Thus
pa =
2k∑
m=2
1
2k − 1
· 2 ·
m− 2
2k − 2
·
2k −m
2k − 3
=
2
(2k − 1) (2k − 2) (2k − 3)
[
2k∑
m=2
−4k −
2k∑
m=2
m2 + (2k + 2)
2k∑
m=2
m
]
. (4.13)
By using the formulas for the sum of the first n integers and the first n squares, we simplify the
second factor to
(2k − 1) (−4k)−
(
2k (2k + 1) (4k + 1)
6
− 1
)
+ (2k + 2)
(
2k (2k + 1)
2
− 1
)
, (4.14)
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which gives
pa =
2
(2k − 1) (2k − 2) (2k − 3)
(2k − 1) (2k − 2) (2k − 3)
6
=
1
3
. (4.15)
We now calculate pb, the probability that {1, m} and {p, q} are both involved in crossings given
they don’t cross each other. We must place {1, m} , {p, q}. Relabeling if necessary, we may assume
1 < m < p < q; such a labeling is possible if and only if {1, m} and {p, q} do not cross each other.
We compute the complement of our desired probability by finding the number of configurations
where one or less of {1, m} and {p, q} is in a crossing. We denote the number of such configurations
by Nk,m,p,q and can thus write
pb = 1−
2k−2∑
m=2
2k−1∑
p=m+1
2k∑
q=p+1
Nk,m,p,q
(2k − 5)!!
. (4.16)
Since there are
(
2k−1
3
)
terms in the above sum (corresponding to the (2k−1
3
)
possible choices of
m, p, q since we have specified the location of vertex 1 and the order of m, p, q), we can rewrite
(4.16) as
pb = 1−
∑2k−2
m=2
∑2k−1
p=m+1
∑2k
q=p+1Nk,m,p,q(
2k−1
3
)
(2k − 5)!!
. (4.17)
All that remains to be done is to evaluate the sum in the above expression. To do so, we first
define the following function P (k), which counts the number of ways k vertices can be paired with
each other:
P (x) =

0 if k is odd
1 if k = 0
(k − 1)!! otherwise.
(4.18)
Next we think of these two edges as dividing the remaining vertices into three regions: those
between {1, m} and {p, q}, of which there are M = p − m − 1 + 2k − q, those on the side
of {1, m}, of which there are L = m − 2, and those on the side of {p, q}, of which there are
R = q − p − 1. We know that {1, m} will not be crossed if the L vertices between 1 and m pair
exclusively with each other. Likewise, {p, q} will not be crossed if the vertices between p and q pair
exclusively with each other. Our desired quantity is thus the union of these two events less their
intersection:
P (L+M)P (R) + P (R +M)P (L)− P (L)P (M)P (R) . (4.19)
Notice that if L or R is 0, one of {1, m} , {p, q} is an adjacent edge, and therefore is not crossing.
Thus
Nk,m,p,q =
{
(2k − 5)!! if L or R is 0
P (L+M)P (R) + P (R +M)P (L)− P (L)P (M)P (R) otherwise.
(4.20)
We now investigate the limiting behavior of pb (given in (4.16)) by using the cases in (4.20).
• For the first case, we have L or R is zero, and thus Nk,m,p,q = (2k− 5)!!. We are reduced to
counting the number of terms with L or R zero. Note that L = 0 when m = 2, and R = 0
when q = p + 1. Each of these events happens in
(
2k−2
2
)
pairings (we have fixed either
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m or q, and the other 2 vertices are chosen from the remaining 2k − 2 vertices), and their
intersection is
(
2k−3
1
) (p is the only free index) pairings. In the limit, this case contributes(
2
(
2k−2
2
)
−
(
2k−3
1
))
(2k − 5)!!(
2k−1
3
)
(2k − 5)!!
=
3
k
+O
(
1
k3
)
. (4.21)
• For the second case, L and R are non-zero. We first evaluate the contribution of the first
two terms (notice that they will contribute the same in the sum since you can simply relabel
{1, m} and {p, q}) and then the third term, recalling that we only have to look for terms that
are at least O
(
1
k2
)
since we can see in (4.12) that any other terms will not contribute in the
limit as k →∞.
– For P (L+M)P (R), the largest terms are from when either L + M = 2, or when
R = 2. In these cases, Nk,m,p,q = (2k − 7)!!. If R = 2 then q = p + 3 and m, p are
free so there are
(
2k−4
2
)
such terms corresponding to the
(
2k−4
2
)
choices of m and p. If
L + M = 2 and L 6= 0 then there are only two possible terms: either L = 1,M =
1, R = 2k − 6 or L = 2,M = 0, R = 2k − 6. Including the symmetric terms for
P (R +M)P (L), these terms thus have a combined contribution of
2
((
2k−4
2
)
+ 2
)
(2k − 7)!!(
2k−1
3
)
(2k − 5)!!
=
3
2k2
+O
(
1
k3
)
. (4.22)
– For the third term, −P (L)P (M)P (R), the largest contributions are when two re-
gions combine for exactly 2 vertices, which gives a contribution of (2k − 7)!!. If we
disregard the requirement that L and R are nonzero in order to obtain an upper bound
on the magnitude of this contribution, there are 3 possible terms. The next largest
contribution will be when two regions combine for exactly 4 vertices which gives a
contribution of (2k − 9)!!. Proceeding with these diagonal terms, we know that the
third term contributes at most in magnitude
3
(2k − 7)!!(
2k−1
3
)
(2k − 5)!!
+ 6
(2k − 9)!!(
2k−1
3
)
(2k − 5)!!
+ 9
(2k − 11)!!(
2k−1
3
)
(2k − 5)!!
+ · · · = O
(
1
k3
)
,
(4.23)
so they do not contribute to the main term in the limit.
Thus we have that, as k →∞,
pb = 1−
3
k
−
3
2k2
+O
(
1
k3
)
. (4.24)
Therefore if we substitute for pa and pb in (4.12) we find
E
(
Y 22k
)
= 4k − 4 +
(
4k2 − 4k
)(1
3
+
2
3
(
1−
3
k
−
3
2k2
))
(4.25)
= 4k2 − 8k +O
(
1
k
)
. (4.26)
Using (4.10), we also have that
E (Y2k)
2 =
(
2k − 2−
2
k
+O
(
1
k2
))2
= 4k2 − 8k − 4 +O
(
1
k
)
. (4.27)
The variance is E (Y 22k)− E (Y2k)
2
, which is 4 +O(1/k) as k →∞. 
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FIGURE 3. Numerical confirmation of formulas for the expected value and variance
of vertices involved in crossing. The first plot is the expected value for 2k vertices
(solid line is theory) versus k, the second plot is a plot of the deviations from theory,
and the third plot is the observed variance; all plots are from 100,000 randomly
chosen matchings of 2k vertices in pairs.
Figure 3 provides a numerical verification of the above formulas for the expected values and
variances.
5. LIMITING SPECTRAL MEASURE
We now complete the proof of Theorem 1.2 by showing convergence and determining the sup-
port.
Proof of Theorem 1.2. The proof of the claimed convergence is standard, and follows immediately
from similar arguments in [HM, MMS, JMP, KKMSX]. Those arguments rely only on degree of
freedom counting arguments, and are thus applicable here as well. We are left with determining the
limiting rescaled spectral measures.
• p = 1/2: If p = 1/2, we know from (3.4) that only those configurations with no cross-
ings contribute. In particular, we may apply this to the ±1 real symmetric weight matrix.
Moreover, in the crossing configurations, it is simple to check that in (N − n · o(N))n ≈
Nn − o(Nn) of the Nn terms for the nth moment computation each random variable from
the coefficients of the matrix ensemble occurs exactly twice. Since the moments of the
original distribution are finite, the remaining o(Nn) terms do not contribute. Thus, we may
assume that each random variable occurs exactly twice in each term (and the variables are
otherwise independent.) The claim follows directly from recalling that the number of non-
crossing configurations are simply the Catalan numbers (see for example [Fo]), which are
also the moments of the semi-circle distribution.
• p > 1/2: We consider the case when µ˜ (the limiting rescaled spectral measure) has un-
bounded support; the case of bounded support is similar. To show that the limiting signed
rescaled spectral measure has unbounded support it suffices to show that the moments of
our distribution grow faster than any exponential bound, i.e., that for all B there exists some
k such that M2k > B2k. Assume the moments of the unsigned ensemble grow faster than
exponentially. We prove that our distribution similarly has unbounded support using this
fact and by considering the “worst-case” scenario allowed for under Theorem 3.4. Namely,
we suppose that each term contributes x(c) (2p− 1)2k, which gives us the smallest moment
possible. In this case, M2k is decreased from the unsigned case by a factor of (2p − 1)2k,
and thus the growth is still faster than any exponential bound.
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
6. CONCLUDING REMARKS AND FUTURE WORK
In our analysis of the limiting rescaled spectral measure of signed structured ensembles, it was
crucial each random variable occurs o(N) times in each row of matrices in the ensemble and that
the original structured ensemble have its empirical rescaled spectral measures converge to a limiting
measure; we plan to revisit cases where these assumptions fail (such as the examples in Remark 1.3)
in a sequel paper. The key to our analysis is Remark 3.10. The moments of the signed ensemble are
depressed by a factor which depends on the structure of the matrices. If p = 1/2 then there is no
contribution from the configurations with crossings (as their contribution is at most (2p− 1)2 times
its unweighted value). This leaves the contribution from the non-crossing configurations. These are
governed by the Catalan numbers; as everything is matched in pairs without crossing, each of these
configurations gives 1 and we regain the semi-circle. The computations become more involved and
more dependent on the structure for p ∈ (1/2, 1], as the structure of the matrix can force repeated
indices in the product of the weights, which of course affects its expected value and contribution.
In addition to obtaining limiting measures for signed structured ensembles, we isolate some com-
binatorial results which are related to issues in knot theory (such as Theorem 1.5). We also obtain
asymptotics for the number of pairings of 2k vertices with exactly 2m crossing vertices. While we
can derive a closed form expression for the expected number (Theorem 4.1), the formula for the
variance is more involved and we content ourselves here with determining its asymptotic, and a
natural future project is to see if explicit formulas for the higher moments of the number of pairings
with a given number of crossing vertices exist (or, even better, to see if a nice distribution governs
the behavior as k and m tend to infinity).
APPENDIX A. EXACT FORMULA FOR MEAN NUMBER OF CROSSINGS
To prove (4.1), it suffices to simplify the sum in the expansion of pcross in (4.5). We first extend
the m sum to include m = k; this adds 1 to the sum which must then be subtracted from the term
outside. For notational convenience, set n = k − 2. We re-index and let m run from 0 to n, and are
thus reduced to analyzing
S(n) =
n∑
m=0
(
n
m
)(
2n+1
2m+1
) . (A.1)
The following notation and properties are standard (see for example [GR]). The Pochhammer
symbol (x)m is defined for m ≥ 0 by
(x)m =
Γ(x+m)
Γ(x)
= x(x+ 1) · · · (x+m− 1), (A.2)
and the hypergeometric function 2F1 by
2F1(a, b, c; z) =
∞∑
m=0
(a)m(b)m
(c)m
zm
m!
, (A.3)
which converges for all |z| < 1 so long as c is not a negative integer.
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For ease of exposition, we work backwards from the answer.3 Using Γ(1 + z) = zΓ(z) and
Γ(1 + ℓ) = ℓ! (for integral ℓ), we find
2F1(1, 3/2, 1/2− n,−1) =
∞∑
m=0
(1)m(3/2)m
(1/2− n)m
(−1)m
m!
=
∞∑
m=0
Γ(1 +m)
Γ(1)
Γ(3/2 +m)
Γ(3/2)
Γ(1/2− n)
Γ(1/2− n +m)
(−1)m
m!
=: T1(n) + T2(n), (A.4)
where T1(n) is the sum overm ≤ n and T2(n) is the sum overm > n. From the functional equation
of the Gamma function and using ℓ!! = ℓ(ℓ− 2)(ℓ− 4) · · · down to 2 or 1, we find
Γ(3/2 +m) = 2m(2m+ 1)!!Γ(3/2)
Γ(1/2− n+m) = (−1)m2m(2n− 1)(2n− 3) · · · (2n− 2m+ 1)Γ(1/2− n). (A.5)
Substituting, we find
T1(n) =
n∑
m=0
(2m+ 1)!!(2n− 2m− 1)!!
(2n− 1)!!
=
n∑
m=0
(2m+ 1)!(2n− 2m− 1)!
(2n− 1)!2n
2n(2n− 2)!!
(2m)!!
(2n− 2m− 2)!!
=
n∑
m=0
(2m+ 1)!(2n− 2m)!
(2n+ 1)!
· (2n+ 1) ·
2nn!
(2n− 2m)2n−1m!(n−m− 1)!
= (2n+ 1)
n∑
m=0
(
n
m
)(
2n+1
2m+1
) ; (A.6)
note this is our desired sum. Thus
n∑
m=0
(
n
m
)(
2n+1
2m+1
) = 2F1(1, 3/2, 1/2− n,−1)− T2(n)
2n + 1
, (A.7)
3Mathematica is able to evaluate such sums and suggest the correct hypergeometric combinations. One has to be a
little careful, though, as Mathematica incorrectly evaluated S(n), erroneously stating that there was zero contribution
if we extend the sum to all m. In other words, it thought S(n) = T1(n) = T1(n) + T2(n) in the notation introduced
below.
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and the proof is completed by analyzing T2(n). To determine this term’s contribution, we re-index.
Writing m = n+ 1 + u, we find
T2(n) =
∞∑
u=0
Γ(1 + n+ 1 + u)
Γ(1)
Γ(3/2 + n+ 1 + u)
Γ(3/2)
Γ(1/2− n)
Γ(1/2− n+ n+ 1 + u)
(−1)n+1+u
(n+ 1 + u)!
u!
u!
=
∞∑
u=0
Γ(1 + u)
Γ(1)
Γ(5/2 + n+ u)
Γ(3/2)
Γ(1/2− n)
Γ(3/2 + u)
(−1)n+1(−1)u
u!
=
(−1)n+1Γ(1/2− n)Γ(5/2 + n)
Γ(3/2)2
∞∑
u=0
Γ(1 + u)
Γ(1)
Γ(5/2 + n+ u)
Γ(5/2 + n)
Γ(3/2)
Γ(3/2 + u)
(−1)u
u!
= −(2n+ 3)(2n+ 1) 2F1(1, 1/2 + k, 3/2,−1), (A.8)
where we used Γ(1−z)Γ(z) = π/ sin(πz) with z = n+ 1
2
to simplify the Gamma factors depending
only on n. Combining the above proves (4.1).
REFERENCES
[AGZ] G. W. Anderson, A. Guionnet and O. Zeitouni, An Introduction to Random Matrices, Cambridge Studies
in Advanced Mathematics 118, Cambridge University Press, 2010.
[BBDS] J. Baik, A. Borodin, P. Deift, and T. Suidan, A Model for the Bus System in Cuernevaca (Mexico), Math.
Phys. 2005, 1-9. Online available at http://arxiv.org/abs/math/0510414.
[BasBo1] A. Basak and A. Bose, Balanced random Toeplitz and Hankel matrices, Electronic Communications in
Probability 15 (2010), 134–148.
[BasBo2] A. Basak and A. Bose, Limiting spectral distribution of some band matrices, Periodica Mathematica Hun-
garica 63 (2011), no. 1, 113–150.
[BanBo] S. Banerjee and A. Bose, Noncrossing partitions, Catalan words and the Semicircle Law, Technical Report
R7/2010, www.isical.ac.in/∼statmath (14 pages), submitted for publication.
[Bi] P. Billingsley, Probability and Measure (third edition), Wiley, New York, 1995.
[BCG] A. Bose, S. Chatterjee, and S. Gangopadhyay, Limiting spectral distributions of large dimensional random
matrices, J. Indian Statist. Assoc. (2003), 41, 221–259.
[BHS1] A. Bose, R. S. Hazra, and K. Saha, Patterned random matrices and notions of inde-
pendence, Technical report R3/2010 (2010), Stat-Math Unit, Kolkata. Available online at
http://www.isical.ac.in/∼statmath.
[BHS2] A. Bose, R. S. Hazra, and K. Saha, Patterned random matrices and method of moments, in Proceedings of
the International Congress of Mathematicians Hyderabad, India, 2010, 2203–2230. (Invited article). World
Scientific, Singapore and Imperial College Press, UK.
[BM] A. Bose and J. Mitra, Limiting spectral distribution of a special circulant, Statist. Probab. Lett. 60 (2002),
no. 1, 111–120.
[BDJ] W. Bryc, A. Dembo, and T. Jiang, Spectral Measure of Large Random Hankel, Markov, and Toeplitz Ma-
trices, Annals of Probability 34 (2006), no. 1, 1–38.
[CM] R. Cori and M. Marcus, Counting non-isomorphic chord diagrams, Theoretical Computer Science 204
(1998), 55–73.
[Dy1] F. Dyson, Statistical theory of the energy levels of complex systems: I, II, III, J. Mathematical Phys. 3
(1962) 140–156, 157–165, 166–175.
[Dy2] F. Dyson, The threefold way. Algebraic structure of symmetry groups and ensembles in quantum mechanics,
J. Mathematical Phys., 3 (1962) 1199–1215.
[Dy3] F. Dyson, Random matrices, neutron capture levels, quasicrystals and zeta-function zeros, talk given at
MSRI Workshop on Random Matrix Theory, Berkeley, California, September 23, 2002, available online at
http://www.math.ucdavis.edu/∼oyounggo/books/dyson.pdf.
[ERSY] L. Erdo˝s, J. A. Ramirez, B. Schlein, and H.-T. Yau, Bulk Universality for Wigner Matrices, Comm. Pure
Appl. Math. 63 (2010), no. 7, 895ï£¡925.
28 OLIVIA BECKWITH, VICTOR LUO, STEVEN J. MILLER, KAREN SHEN, AND NICHOLAS TRIANTAFILLOU
[ESY] L. Erdo˝s, B. Schlein, and H.-T. Yau, Wegner estimate and level repulsion for Wigner random matrices, Int.
Math. Res. Not. IMRN 2010, no. 3, 436ï£¡479.
[FN] P. Flajolet, M. Noy, Analytic combinatorics of chord diagrams, Formal Power Series and Algebraic Com-
binatorics. 12th International FPSAC’00, Moscow, Russia, June 2000, Proceedings. Springer, Berlin, 2000,
pp 191-201.
[FM] F. W. K. Firk and S. J. Miller, Nuclei, Primes and the Random Matrix Connection, Symmetry 1 (2009),
64–105; doi:10.3390/sym1010064.
[Fo] P. J. Forrester, Log-Gases and Random Matrices, London Mathematical Society Monographs 34, Princeton
University Press, Princeton, NJ 2010.
[GKMN] L. Goldmakher, C. Khoury, S. J. Miller and K. Ninsuwan, On the spectral distribution of large weighted
random regular graphs, preprint 2012.
[GR] I. Gradshteyn and I. Ryzhik, Tables of Integrals, Series, and Products, Academic Press, New York, 1965.
[HM] C. Hammond and S. J. Miller, Eigenvalue spacing distribution for the ensemble of real symmetric Toeplitz
matrices, Journal of Theoretical Probability 18 (2005), no. 3, 537–566.
[Hay] B. Hayes, The spectrum of Riemannium, American Scientist 91 (2003), no. 4, 296–300.
[ILS] H. Iwaniec, W. Luo, and P. Sarnak, Low lying zeros of families of L-functions, Inst. Hautes Études Sci.
Publ. Math. 91 (2000), 55–131.
[JMP] S. Jackson, S. J. Miller, and V. Pham, Distribution of Eigenvalues of Highly Palindromic Toeplitz Matrices,
to appear in the Journal of Theoretical Probability, http://arxiv.org/abs/1003.2010.
[JMRR] D. Jakobson, S. D. Miller, I. Rivin, and Z. Rudnick, Eigenvalue spacings for regular graphs. Pages 317–
327 in Emerging Applications of Number Theory (Minneapolis, 1996), The IMA Volumes in Mathematics
and its Applications, Vol. 109, Springer, New York, 1999.
[Kar] V. Kargin, Spectrum of random Toeplitz matrices with band structure, Elect. Comm. in Probab. 14 (2009),
412–421.
[KT] C. Kassel, V. Turaev, Chord Diagram Invariants of Tangles and Graphs, Duke Math. J 92 (1998), 497–552.
[Kl1] M. Klazar, Sequence A081054, The On-Line Encyclopedia of Integer Sequences,
https://oeis.org/A081054.
[Kl2] M. Klazar, Non-P-recursiveness of numbers of matchings or linear chord diagrams with many crossings,
Advances in Applied Mathematics 30 (2003), issues 1ï£¡2, 126–136.
[Kont] M. Kontsevich, Vassiliev’s knot invariants, Adv. Soviet Math. 16 (1993), 137–150.
[KS1] N. Katz and P. Sarnak, Random Matrices, Frobenius Eigenvalues and Monodromy, AMS Colloquium Pub-
lications, Vol. 45, AMS, Providence, RI, 1999.
[KS2] N. Katz and P. Sarnak, Zeros of zeta functions and symmetries, Bull. AMS 36 (1999), 1–26.
[KeSn] J. P. Keating and N. C. Snaith, Random matrices and L-functions. In Random Matrix Theory, J. Phys. A 36
(2003), no. 12, 2859–2881.
[KKMSX] G. S. Kopp, M. Kolog˘lu, S. J. Miller, F. Strauch and W. Xiong, The Limiting Spectral Measure for
Ensembles of Symmetric Block Circulant Matrices, to appear in the Journal of Theoretical Probability.
http://arxiv.org/abs/1008.4812.
[KrSe] M. Krbalek and P. Seba, The statistical properties of the city transport in Cuernavaca (Mexico) and Random
matrix ensembles, J. Phys. A: Math. Gen 2000, 33, L229L234.
[LW] D.-Z. Liu and Z.-D. Wang, Limit Distribution of Eigenvalues for Random Hankel and Toeplitz Band Matri-
ces, to appear in the Journal of Theoretical Probability. http://arxiv.org/abs/0904.2958.
[MMS] A. Massey, S. J. Miller, J. Sinsheimer, Distribution of eigenvalues of real symmetric palindromic Toeplitz
matrices and circulant matrices, Journal of Theoretical Probability 20 (2007), no. 3, 637–662.
[McK] B. McKay, The expected eigenvalue distribution of a large regular graph, Linear Algebra Appl. 40 (1981),
203–216.
[Me] M. Meckes, The spectra of random abelian G-circulant matrices, preprint.
http://arxiv.org/PS cache/arxiv/pdf/1109/1109.5675v1.pdf.
[Meh] M. Mehta, Random Matrices, 2nd edition, Academic Press, Boston, 1991.
[MNS] S. J. Miller, T. Novikoff and, A. Sabelli, The distribution of the second largest eigenvalue in families of
random regular graphs, Experimental Mathematics 17 (2008), no. 2, 231–244.
[Mon] H. Montgomery, The pair correlation of zeros of the zeta function. Pages 181–193 in Analytic Number
Theory, Proceedings of Symposia in Pure Mathematics, vol. 24, AMS, Providence, RI, 1973.
DISTRIBUTION OF EIGENVALUES OF WEIGHTED, STRUCTURED MATRIX ENSEMBLES 29
[Reg] A. Regev, A proof of Catalan’s Convolution formula, preprint.
http://arxiv.org/PS cache/arxiv/pdf/1109/1109.0571v1.pdf.
[Rio] J. Riordan, The distribution of crossings of chords joining pairs of 2n points on a circle, Math. Comp. 29
(1975), 215–222.
[RS] Z. Rudnick and P. Sarnak, Zeros of principal L-functions and random matrix theory, Duke J. of Math. 81
(1996), 269–322.
[Sch] J. Schenker, Eigenvector localization for random band matrices with power law band width, Comm. Math.
Phys. 290 (2009), no. 3, 1065–1097.
[Sto] A. Stoimenow, On enumeration of chord diagrams and asymptotics of Vassiliev invariants, Berlin: FU
Berlin, Department of Mathematics and Computer Science (1998).
[Ta] L. Takacs, A Moment Convergence Theorem, The American Mathematical Monthly 98 (Oct., 1991), no. 8,
742–746.
[TV1] T. Tao and V. Vu, From the Littlewood-Offord problem to the Circular Law: universality of the spectral
distribution of random matrices, Bull. Amer. Math. Soc. 46 (2009), 377–396.
[TV2] T. Tao and V. Vu, Random matrices: universality of local eigenvalue statistics up to the edge, Comm. Math.
Phys. 298 (2010), no. 2, 549ï£¡572.
[Wig1] E. Wigner, On the statistical distribution of the widths and spacings of nuclear resonance levels, Proc.
Cambridge Philo. Soc. 47 (1951), 790–798.
[Wig2] E. Wigner, Characteristic vectors of bordered matrices with infinite dimensions, Ann. of Math. 2 (1955),
no. 62, 548–564.
[Wig3] E. Wigner, Statistical Properties of real symmetric matrices. Pages 174–184 in Canadian Mathematical
Congress Proceedings, University of Toronto Press, Toronto, 1957.
[Wig4] E. Wigner, Characteristic vectors of bordered matrices with infinite dimensions. II, Ann. of Math. Ser. 2 65
(1957), 203–207.
[Wig5] E. Wigner, On the distribution of the roots of certain symmetric matrices, Ann. of Math. Ser. 2 67 (1958),
325–327.
[Wis] J. Wishart, The generalized product moment distribution in samples from a normal multivariate population,
Biometrika 20 A (1928), 32–52.
E-mail address: obeckwith@gmail.com
DEPARTMENT OF MATHEMATICS, HARVEY MUDD COLLEGE, CLAREMONT, CA 91711
E-mail address: vdl1@williams.edu
DEPARTMENT OF MATHEMATICS AND STATISTICS, WILLIAMS COLLEGE, WILLIAMSTOWN, MA 01267
E-mail address: sjm1@williams.edu, Steven.Miller.MC.96@aya.yale.edu
DEPARTMENT OF MATHEMATICS AND STATISTICS, WILLIAMS COLLEGE, WILLIAMSTOWN, MA 01267
E-mail address: shenk@stanford.edu
DEPARTMENT OF MATHEMATICS, STANFORD UNIVERSITY, STANFORD, CA 94305
E-mail address: ngtriant@umich.edu
DEPARTMENT OF MATHEMATICS, UNIVERSITY OF MICHIGAN, ANN ARBOR, MI 48109
