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Abst ract - -Cont inuous  functions atisfying a local Lipschitz condition of order a(0 < o~ < 1) 
on any subset of [0, 1] are characterized by the local rate of convergence of Bernstein-Durrmeyer 
operators. As an application, we give an algorithm for singular detection. A new direct estimate 
for the approximation of continuous functions by Bernstein-Durrmeyer operators and Kantorovich 
operators i also presented. 
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1. INTRODUCTION AND MAIN RESULTS 
The Bernste in-Durrmeyer operators on [0, 1] are defined as 
/o 1 Dn(f, x) = P,,k(x)(n + 1) f(t)P~,k(t) dr, 
k:0 
x E [0, 1], ( i . I )  
where f E Li[0, 1] and, for 0 < k < n, Pn,k(x) = (~)xk(1 - -x )  n-k .  
These operators  are very interesting approximat ion processes and have many nice propert ies 
such as commutat iv i ty.  Their  approximat ion rates are closely related to smoothness propert ies of 
the function they approximate.  This fact has been shown in many recent papers; see [1-8]. The 
final character izat ion of the convergence in Lp(1 _ p < oc) was given in terms of K- funct ionals  
and the so-called Ditz ian-Tot ik modul i  of smoothness as follows: 
(1.2) C-iK (f,n-i/2)p <-IIDn(f)- flip <- CK (f,n-1/2)p~ 
where C is a posit ive constant depending only on 1 < p < oc and K(f, ~)p is the K- funct ional  
given by 
K(f,t)p= inf {[If-g[[pWt 2 (~2g') t p} 
9eC2[ °'1] ' (1.3) 
= x). 
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On the other side, we can use the Bernstein-Durrmeyer operators to characterize the Lip 
functions on [0, 1] with 0 < a < 1. In fact, it was proved in [7] that for f • C[0, 1], 0 < a < 1, 
iD ,~( f ,x )_ f (x ) l<_M:  x) + ~_~ , hEN,  x • [0,1] (1.4) 
with a constant M/independent of n and x, if and only if wl(f,  t) = O(ta), where 
wl(f , t )  = sup [[Ahf(X)[[oo, 
0<h_<t 
Ahf(x)  = f (x  + h) - f (z) ,  if x ,z  + h • [0, 1]; (1.5) 
Ahf(X) = O, otherwise. 
All the above-mentioned results deal with global smoothness of functions and global approxi- 
mation properties. The purpose of this paper is to give an equivalence between local smoothness 
of functions and local convergence of Bernstein-Durrmeyer operators as follows. 
THEOREM 1. Let f • C[0, 1], Dn(f, x) be given by (1.1), 0 < a < 1, and E be any subset of[O, 1]. 
Then we have 
If(z) - f(y)[ _< MS]x - y[~, x • [0, 1], y • E, (1.6) 
if and only if 
( (  1.ff 1 )  ~/2 
iDn(f,x) _ f (x)  I <_ M~ f x( x) + -~ 
x • [0,1], 
+ (d(x,E)) ~ , (1.7) 
n•N,  
where M S and M~f are constants depending only on a and f ,  and where d(x, E) is the distance 
between x and E defined by 
d(x,E) = inf {Ix - y[}. (1.8) 
yeE 
We say that a continuous function f is locally Lipa(0 < a _< 1) on E if it satisfies condi- 
tion (1.6). In particular, when E = {z0} c [0, 1] and f E C[0, 1] satisfies (1.6) with 0 <: a < 1, 
we say that f is locally Lip a at the point x0. In this case, we can easily obtain the following 
corollary from Theorem 1. 
COROLLARY. 
and only if 
(i) 
[Dn( f ,x ) - f (x ) [<M:  'n -~/2+[X-Xo[~) ,  xE[0,1], nEN,  (1.9) 
when x0 E (0, 1). 
(ii) 
[Dn( f ,x ) - f (x ) [<M: (n -a+]x -xo[a) ,  x E [0,1], nEN,  (1.10) 
when xo = 0 or = 1. 
This corollary has an interesting application in signal processing. It can be used for singular 
detection. We say that a continuous ignal f E C[0, 1] has a singular point x0 with HClder 
exponent a(0 < a < 1) if f is locally Lip a at x0 but is not locally Lip/3 at x0 for any/3 > a. Thus, 
we can give an algorithm for singular detection by means of Bernstein-Durrmeyer operators, which 
is the main content of Section 4. Let us mention that some estimates of the local approximation 
rate by means of local maximal functions have been given by Lenze [9]. 
Note that Theorem 1 states the equivalence only in the case 0 < a < 1. It is then natural 
to investigate the case a = 1. However, things are quite different in this ease, as shown in the 
following theorem. 
Let f E C[0, 1], 0 < a < 1, x0 E [0, 1]. Then f is locally Lip a at the point xo if 
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THEOREM 2. For any nonempty subset E of [0,1] whose closure does not contain any endpoint, 
there exists a function f • C[0, 1] which satisfies (1.7) but does not sat/My (1.6) for a = 1. 
To prove the above theorem, we need a direct estimate for the Bernstein-Durrmeyer operators 
in C[0, 1] as follows. 
THEOREM 3. Let f • C[0, 1], n • N. Then 
i[D,~(f) - f l l~ < M / f  1/2 ~(f , t )~ } 
_ -~ t Jl~ 4-a t3 dt+Eo(f)oo , (1.11) 
where M is a positive constant independent ofn and f, Eo(f)oo is the distance between f and the 
space of constant functions on [0, 1] under the Loo-norm, w2(f, t)oo is the Ditzian-Totik modulus 
of smoothness defined as 
=sup{  bx, zIx) :0 < h <,, x • to,,]}, 
A2hf(x) = f(x + h) - 2f(x) + f(x - h), 
whenever x + h • [0, 1]; 
A2hf(z) = 0, otherwise. 
(1.12) 
Theorem 3 is also of some value in the investigation of global approximation. The approxima- 
tion of Bernstein-Durrmeyer operators in the space Lp[0, 1] with 1 < p < oo has been completely 
characterized by the Ditzian-Totik modulus of smoothness ( ee [3,6]). In the space C[0, 1] of 
continuous functions, things are somewhat different. In [7] the second author has given the direct 
estimate 
[[Dn(f)_fHoo<M(w2 f,__.~) +¢Ol (f, 1)H_ Hf~oo). (1.13) 
But this estimate involves both the classical modulus of continuity and the Ditzian-Totik modulus 
of smoothness. Theorem 3 is somewhat better for our purpose because it uses only the latter 
one. 
By the same method as for Theorem 3, we can give a similar direct estimate for Kantorovich 
operators. The Kantorovich operators on L1 [0, 1] are defined by 
f(k+l)/(n+l) 
Kn(f, x) = ~ P~,k(x)(n + 1) f(t) dt, 
k=0 ak/(n+l) 
x E [0, 1], f E LI[0,1]. 
(I.14) 
For these operators, we can state a similar direct estimate as follows. The proof of this estimate 
is almost he same as (1.11) and we omit it. 
THEOREM 4. Let f E C[0, 1], n E N. Then 
liKe(f)- fllo  < M 
u22(f~ t)oo 
- n ( J1 /v~ ta 
dt ÷Eo( f )~},  (1.15) 
where M is independent of f and n. 
In Section 2, we prove Theorem 1. Theorems 2 and 3 are proved in Section 3. Finally, in 
Section 4, we give an algorithm for singular detection by means of Bernstein-Durrmeyer operators. 
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2. PROOF OF THEOREM 1 
To prove Theorem 1, we need some preliminary results. By simple computations, we have the 
moments of Bernstein-Durrmeyer operators. 
LEMMA 2.1. Let D,~(f, x) = Dn(f(t),  x) be given by (1.1). Then we have for x • [0, 1] 
Dn(1,x) = 1; 
n 1 
Dn(t,x) = -~--~ x + n +---~; 
n2x 2 + 3nx + 2 + nx(1 - x) 
D (t 2, x) = 
(n + 2)(n +3) 
Hence, (%_ 1) 
Dn ((t - x) ~, x) _< 2 x) + ~ (2.1) 
and 
[Dn(~2(t),x) _ ~2(x)[ < 3 (2.2) 
- -  n"  
In the proof of the inverse part, we need some Bernstein-Markov-type inequalities as follows. 
LEMMA 2.2. Let f • C[0, 1], 2 < n • N. Then we have 




fPD'(I)lloo -< 2nJJflloo. 
Note that P~,k(x) = n(Pn-l ,k- l(X) -- Pn-l,k(x)). The proof of Lemma 2.2 is quite easy and 
we omit it here. 
LEMMA 2.3. Let 2 <_ n • N, 0 < a < 1, E C [0, 1], f • C[0, 1] satisfy 
If(t)] _< ( t ( ln t ) )~/2+n-~+(d( t ,E ) )~,  t • [0,1]. (2.4) 
Then we here 
D' ~/ n { (X( lnX) )a /2  } [ n( f 'x ) ] -<6 x (1 -z )  +n-a+(d(x ,E ) )  a , x•[0 ,1 ] .  (2.5) 
PROOF OF LEMMA 2.3. We note that for a, b _> 0, 0 </3 < 1 
(a + b) ~ _< a z +b z (2.6) 
and for t, x • [0, 1], 
d(t, E) < d(x, E) + It - xl. 
~2(t) _< ~2(x) + 2It - xl. 
(2.7) 
(2.8) 
We also put Pn,k = 0 for k < 0 or k > n. Then, we have 
k - nx  
P~'k(X) = x(l -x)  Pn'k(x)" 
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Using this formula and the above notes, we have from assumption (2.4) that 
/0 I IDa(f, x)[ = x(1 - x) Pn,k(x)(n + 1) f(t)Pn,k(t) dt 
~ lk - nxl < ~- -~- )  P~,k(x)(n + 1) 
k=O 
x Pn,k(t) + n + n-~ + (d(x, E)) ~ + [t - xl ~ dt 
~ -~--~)P,~,k(x) +2n-~+(d(x,E))  ~
k=0 
, nx, /o 1 + 2 -~(i - -~ Pn,k(x)(n + 1) Pn,k(t)[t -- x[ ~ dt 
k=0 
< + 2n -~ + (d(x, E)) ~ n (B  n ((t - x) 2, X))1/2 
-- X(1 : Z) 
2n (Bn( ( t _x )2 ,x ) ) l /2{~pn,k (x ) (n+l ) fo lpnk( t ) ( t _x )2dt}  a/2 
+ x( i  -- x) k=o ' 
~ n {(x(1  x)) ~/2 } 
< 2 x(1 - x) n + n -~ + (d(x, E))  ~ 
n 1~1~/2 +21x(1-x) 
n {(X( lnX) )~/2  } 
< 6 x(1 - x) + n -~ + (d(x, E))  ~ 
Here we have used (2.1) and HSlder's inequality several times, and Bn(g,x) is the Bernstein 
operator defined on C[0, 1] as 
Bn(g,x) = ~ g ( k ) pn,k(x). (2.9) 
k=0 
We have also used the moment of the Bernstein operators (cf. [10-12]), namely 
Bn ((t - x) 2, x) - x(1 - x) (2.10) 
n 
The proof of Lemma 2.3 is complete. 
LEMMA 2.4. Under the same conditions as in Lemma 2.3, we have 
_ + n -~  + (d (x ,E ) )  ~ , x E [0, 1]. (2.11) 
PROOF OF LEMMA 2.4. By (2.3), (2.6), (2.7), and (2.8), we have 
n-1  1 
ID~(f,x)[ < n E Pn-l,k(x)(n + 1) f0 (Pn,k+X(t) + Pn,k(t)) 
k=0 
× + 2It n +n-a+(d(x ,E ) )~+l t -x l  c~ dt 
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-< 2n + 2n-"  + (d(x, E)) ~ + 2n E Pn-l,k(x)(n + 1) 
k=O 
1 a/2  
x {~o (Pn,k+l(t) 4. Pn,k(t))(t-  x)2 dt } 
x (Pn,k+l(t) + P.,k(t)) dt} 1-~/2 
+ 4n Pn-Lk(x)(n + 1) (Pn,k+l(t) + P~,k(t)) (t - x) 2 dt . 
~,k=0 (2.12) 
Now we estimate the last terms: 
n--1 1 
E Pn-i,k(x)(n + 1) J£o Pn,k+l (t)(t - x)2dt 
k=0 
n -1  { (k + 2)(k + 3) 
= E Pn-l,k(x)(n + 1) (n 4. 1)(n 4. 2)(n 4. 3) 
k=0 
1¢=0 
13 -n  
(n4 .2) (n+3)  
x 2 4- 
2n - 1 
= x(1 -- x) + 
(n 4. 2)(n 4. 3) 
2 6 
_< - -x (1  -- x) + n-- 7 n 
<6 x) 4"n-~ . 
k+2 x 2 } 
-2x  (n+l ) (n4 .2)  ÷n-~- I  
÷2) (n+3)  
n -1  
x(1 - x) 4. 
(n ÷ 2)(n 4. 3) 
13x 2 - 17x 4. 6 




(n+2) (n+3)  
6 
(n + 2)(n + 3) 
4x } 
n+2 ÷x2 
n -17  + 
(n + 2)(n + 3) 
X 
(2.13) 
In the same way, we have 
o l  , 
E Pn-l,k(x)(n + 1) fo Pn,k(t)(t -  X) 2dt < 6 x(1 x) 
k=O 
(2.14) 
Combining (2.13) and (2.14), we have from (2.12) 
]D~(f,z)] -< 20n + n -~ + (d(x,E)) ~ . 
The proof of Lemma 2.4 is complete. 
Finally, we shall use the following inequality. 
LEMMA 2.5. Let 0 -< ~ < 1, 0 < xl < x2 -< 1, x2 - xl <_ 1/4. Then we have 
J~x X2 -- x l  x2 (U(1  - -  U)) (B-l)/2 du < 4 (max {~2(x2) , ~a2(Xl)})(1-~)/2" 
1 
(2.15) 
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PROOF OF LV, MMA 2.5. We prove this lemma by discriminating three cases. 
Let 0 < xi < x2 <_ 1/2. Then for u • Ix1, x2], 1/2 <_ 1 - u _< 1. We have 
, - (,5' - 1)/2 + 1 
2 x2 -- X l  < 2(l--fl)/2 
- Z + 1 z~-~)/2 
2(1-p) /2  x2  -- X l  <_ 
(max{x2, Xl})( 1-X3)/2 
2(1-B)/2 x 2 -- x 1 < 
(max{~2(x2), V~2(xl)}) (1-~)/2 "
If xl  < 1/2 < x2, then by x2 - Xl _< 1/4, we know that 1/4 < Xl < 1/2 < x2 < 3/4. 
for u • [Xl,X2], 3/16 <_ qo2(u) < 1/4 and 
Hence, 
x2 (~)<1-~) /2  
(u(1 - u)) (~-1)/2 du < (x2 - Xl) 
1 
_ X2 -- X l  
- (max{~p2(x2), Vp2(xi)}) (1-~)/2" 
Finally, let 1/2 < Xl < x2 <__ 1. Then we replace u by 1 - u, reduce this case to the first case 
and obtain 
( , , (1  - = (u (1  - 
Jx  1 J l - -x2  
2 x2 - x l  < 2(1 - f l ) /2  
- ~ + 1 (m~x{~(x~) ,  ~2(~)})(1-~)/2"  
Combining the above three cases, we have for 0 < Xl < x2 _< 1, x2 - xi  <_ 1/4, 
~x z2 (u ( l  u)) (~-1)/2 du < 2 x/2 x2 - X l  
1 -- (max{(P2  (x2) ,  ~2(Xl)})(I-B)/2 " 
Hence (2.15) holds and the proof of Lemma 2.5 is complete. 
After the above preparation, we can now prove Theorem 1. 
PROOF OF THEOREM 1. We first prove the direct part. Suppose that (1.6) holds. We remark 
that  (1.6) also holds for x E [0, 1] and y E E ,  the closure of the set E. 
Now we prove (1.7). Let n • l~l, x • [0, 1] and x0 • E be such that 
Ix - zoL = d(x, E) = d (x, E--). 
Then by Lemma 2.1, we have 
]Dn( f ,x )  - f (x ) l  ~ On( I f ( t )  - f (xo) l ,x )  + If(x) - f(x0)] 
<_ ~,~ (MfLt - zol~,x)  + Mf l z  - zot ~ 
< MS {D,~ (It - xl~, x) + Ix - x01 ~ } + Mf lx  - zoL ~ 
< Mf  {D,~ ((t - x )2 ,z )}  a/2 + 2Mf lx  - Xo] ~ 
_ +-~]  +(d(~,E)F  . 
Hence (1.7) holds and our proof of the direct part is complete. 
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We note that this direct part holds true also for a = 1. Now we prove the inverse part. Here 
the commutativity of the Bernstein-Durrmeyer operators is crucial: 
Dn(Dmf) = Dm(D,~f), m,n  • N. (2.16) 
Suppose that (1.7) holds. Let x C [0, 1] and y E E. We want to prove (1.6). If ix - yl - 1/4, 
then we can easily obtain 
I f ( z )  - f (Y ) l  < 211fl l~ _< 811flloolx - yl <:'. 
If ix - yl < 1/4, we choose 5 < n E N such that 
~o(x) ~o(y) } _< Ix - yl. ix- Y-----~[ < max 21_2, ~ ,  2x~z_ ~
This is possible because the sequence 
(2.17) 
~(n,x,y) := max (2~--~)' ~ '  ~ ~ 
decreases monotonically to zero as n tends to infinity, and since it satisfies 
5(n, x, y) < 5(n - 1, x, y) <<_ 25(n, x, y), n E N. (2.18) 
Under this choice, using (2.6), (2.7), (2.8), (2.16), Lemma 2.1 and Lemma 2.2, we have 
If(x) - f(Y)l ~ If(x) - D2~(f,x)l + ID2,.(f,y) - f(y)] 
+ ID2-(f - D2~-~(f),m) - D2..(f - D2n-,(f),y)[ + ID2-(D2,~-~f,x) - D2.,(D2.-~f,y)l 
<_M} + + 
) + M'f + + (d(y, E)) ~ 
~-M#fD2~ ((t(~-t)) ~/2 (21-rt) a ) + + (d(t, E)) ~, z 
+ M}D2~ ((t(l-t)~ a/2 (21-n)a ) \ ~n-:-f ] + + (d(t, E)) ~, y 
+ ~ { [D2J (D2~-, f)  (x) - O25-2 (D2j-2 f)  (x)] - [D2¢ (D2J-1 f)(y) - D2,-1 (D2J f) (y)] ) 
+ ID2(Dlf)(x) - D2(DIf)(y)I 
< M} (six - yl ~ + 2(d(x, E)) ~) 
+ M}D2- ( (  ~2(x)~/2  (2[t_xl)~/2 (2~-n) ~ ) 
~\2n-1]  +\  ~-2i + +(d(x ,E ) )~+[t -x [~,  x
+ M,D~. ( ( ~2(Y)'~ /~ 2 ' t -  Y]~ a/2 (21-n)a ) 
~ 2n_ l ) -t-( --ff~-: i ) + + l t - y l % y 
q- DI2,-1 (D2J f - D2J-2 f, t) Idtl + 411/11o~ Ix - yl 
j=2 
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_< M} {l l lx  - yl '~ + 3(d(x,E))  '~ + 2(D2- ((t - x)2,x)) c'/2 + 2 (D2- ((t - y)2,y)) ~/2 } 
+ 411Ill.Ix - yl ~ + D~2j-, (D2JI - D2J-~I, t)Idtl 




Then we can use Lemma 2.4 for 2 j -1  and obtain 
zj < 60M}2 j-1 + (2~-1) -" + (d ( t ,E ) )  ~ 
- \ 2J-' ] 
60M} { ,x -y1~+12' -1+ (2J-- l)1-a 'X--y ' - t  - (2J-1) 1-a/2 ~u ( t (1 - t ) ) " /~dt  }.  
Taking sums over 2 <_ j < n, we have 
~-~Ij < 60M} {2nix - yl ~+1 + - -  
j=2  
We state that for 0 < c~ < 1, 0 _< xl < x2 <_ 1, x~ - Xl ( 1/4, 
/? (t(1 - t)) ~/2 dt <_ (rnax{qo(xi), qo(x2)})a(x2 - Xl). 
1 
1 
I -  2a-1 '''[2n-1)l-alX Y] 
Y 1 (2n_1)l_a/2} 
+ l f~ ( t ( l - t ) )  "/2 dt 1_2 . /2_1  (2.22) 
(2.23) 
We now prove inequality (2.23). Let 0 < xl < x2 <_ 1/2 or 1/2 < Xl < x2 _< 1. Then ~2(t) is 
monotone in [xl, x2]. Hence, 
~ z2 (t(1 - ~ ( x 2 ) } ) ~ ( x 2  -Xl ) .  t))a/2dt < (max{~(Xl), 
1 
I f x l  < 1/2 < xu, then 1/4 < xl < 1/2 < x2 < 3/4. Hence, max{~(Xl),~(x2)} _>~(1/4) = 
v~/4. Therefore, we have 
/2 (t(1 - t) ) a/2 dt <_ 4-a/2(x 2 - ~gl) --<~ (max{~(xl), ~(x~) } )a(x2 - za ). 
1 
Thus, statement (2.23) is valid. 
(2.21) d(t,E) <_ l t -  yl <_ lx -  yl. 
Here we have used the fact that d(x, E) <_ Ix - Yl and H51der's inequality. We have also used 
the abbreviation 
l j  = D~,-I(D2JI  - D2J-2f, t) Idtl. (2.20) 
Next we estimate ~j=2 J" We separate the estimates into three cases. 
The first case we want to consider is ~(n, x, y) = max{l/2 '~-2, ~(x) /2v~ -~,  ~(y)/2v/~ - } = 
1/2n-2; i.e., max{~(x) /~,  ~(y) /~} < 1/2 n-2. Hence 2 n-2 < 2~Ix - Yl by (2.17). We 
note that for t • [x, y] or [y, x], 
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Using the inequality (2.23) in (2.22), we obtain 
f i  Ij ~60M~ {4 2 y,l-{-O~ 21-a (_~__y~) l -a  
J--2 ~ Ix - + I - 2o------i Ix - yl 
1 (2 )  a (max" ~°(x) , ~(Y) })  a 2 
- \ [ 2C~:-~  Ix-yl  
22_a 21+a 
<60M} 8+ 1-2----------~ + 1-2-~-2-1)Ix-yl". 
--} 
(2.24) 
n Thus, we have estimated ~']j=2 Ij when 5(n, x, y) = 1/2 n-2. 
On the other hand, when 
{~(x) v(y) } 
5(n,  x,  y)  = max 2x/~:_g , ~ , 
we have max{~(x), ~(y)} _> 2 (2-n)/2, and hence 
Ix-y l  < max" ~(x) ~(y) ~ < px yl. (2.25) 
--7-- t ~ ' ~ J -  
I 
The second case of our estimates i  0 < a < 1/2 and 5(n, x, y) = max{~(x) /2v~,  (y ) /2v~}.  
Here we can use Lemma 2.5 and the estimates are easy. In fact, by Lemma 2.3, Lemma 2.5 
and (2.21) we have, for 2 < j _< n, 
j~x yIj = D~2~-I(D2~f - D2,-2f, t)ldtl 
/ 2J-' ~( t (1 - t )~ "/2 + (21-J) ~ + E))" I dt fj~ 18M~ Vt(~--~) [, (d(t, < - \ ~  / 
,/ 
18M; {(2J-1) (1-a)/2 iY(t(1-t))(a-1)/2dt 
-1 -~ ((21--J)a-~ - 'x--y' a) ~Y(t(X-t))-i/2dt } 
_< 18M} {4Ix - Yl(max{~(x), ~(y)})a-1 (2J-1)(1-a)/2 
+ 4{z - yi(max{~o(x), ~(y)})-I (2J-l)1/2-a 
+4ix - yll+a(max {~(x), ¢fl(y)})-l(2J-1)1/2} 
Thus, taking sums over j, we get from (2.25) 
n { 1 
I3 ~_ 72M~ Ix -  yl(max{~(x),~(y)})~-~(2~-~) ( ")/u 1 - 2 (a-l)/2 
.~----2 
1 + ix - yl(max{~(x), ¢p(y)})-l(2n-1)l/2-a 
I -- 2 ~-I/2 
1-'}-¢~ 1 n 1 1/2 1 +l x -Y l  (max{~{x),~(y)})- (2 - ) 1 1 - 1/v~ 
{ 2 (1-~)/2 ( { ~(x)~(y)  "~ 
_< 72M) 1 - 2(~-1)/2 Ix - yl max 2(n-2)/2' 2c~---~/2 J ]  
+ 
a--1 
1 --2 -~'~i'-1/2 Ix -  Yl max 2(n_2)/2 , 2(n_2)/2 
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-~ 1 - 2 -1/2 max 2(n_2)/2 , 2(n_2)/2 
{ 23/2-a 23/2 } 
2(1-~)/2 21-~lx _ yl~ + 28-1/2 ix _ yla + _ 2-1/2 ix _ y]a <72M~ 1-2(~-1) /2 1 -  1 
( 41-~ 22-~ 4) ,x -y ,~.  (2.26) 
< 72M} 1 - 2(~-1)/2 + 1 - 2~-1/2 + vf2 ------~ 
n We have thus completed the estimate of ~-~j=2 Ij in the second case. 
The final case is 1/2 _< a < 1 and ~(n, z, y) = max{~(x) /~,  ~(y) /2v /~}.  The estimate 
in this case is somewhat difficult. We need to combine the inequalities (2.5) and (2.11) here. 
Let 2 < j < n. If max{~(z),~(y)} >_ 2 (2-j)/2, i.e., 20-2)/2max{~(x),~(y)} >_ 1. Then by 
Lemma 2.3, Lemma 2.5, (2.6), (2.7), and (2.8), we have 
/j _< 18M} V't~--__i ) ~x ~j--~ / + (21-J)a + (d ( t 'E ) )a  
< 18M} {4(25-1)(1--)/2 ix - yl(max{~(x), ~(y)}) "-1 + 4(25-1)1/2-- Ix - Yl 
x (max{p(z), ~(y)})-i _~_ 41 x _ yla2(J -1)/21x _ yl(max{~(x) ' ~(y)})-l} 
2(j -2)/2 (2 5 -2) (l--a)/2 
_ < 144M) Ix - yl l+a max{v(x) ' ~(y)} + 288M)Ix - y] (max{V(x), V(y)})l_a. (2.27) 
On the other hand, let max{~(x), ~(y)} < 2 (2-5)/2, i.e., 25-2 < (20-2)/2)/(max{cp(x), ~(y)}). 
Then by Lemma 2.4, (2.6), (2.7), (2.8), and (2.23), we have 
Ij < ~ 60M}2 j-1 \ ~j--f ] +(21- J )a+(d(t ,E))a 
_< 60M} ~ (2J-1)l-c~/2(max{¢.°(z), 9~(Y)}) ~ I z - Yl 
+ 60M} Ix - yl(2J-1) 1-a + 60M}lx - yll+a25-1 
<_ 240M} Ix - yl(2J-2)(1-'~)/2(max{(p(x), ~(y)})~-I 
+ 120/~ Ix - Yl 1+, (25-2)1/2 (max{~(x), ~(y)})- l .  (2.28) 
Combining (2.27) and (2.28), we have for 2 _< j _< n 
Ij _< 144M} Ix - yl 1+~ (2'-2) 1/2 (max{~o(x),~o(y)}) -1 
+ 288M} I~ - y l  (25-2)(l-a)/2 (max{~(x), (~(y)})a-1. 
By taking sums over j,  we have in the final case 
144"  y[l+a ( { ~o(x) ~o(y) })-1 
j=2 Ij _< ~- -7  M} Ix - max 2(n_2)/2, 2(n_2)/2 
288 (max"  ~(x) ~(y) } )a -1  
+ 1 - 2(a-1) /2  M) I~ - yl \ [ 2(~-2)/2' 2(.-2)/2 2/ 
< 288 + M} Ix - yl °. (2.29) 
- 1 1 - 2 (a - l ) /2  
Thus, combining (2.24), (2.26), and (2.29), we have in all three cases 
Ij <_ C, i '  I I~ - yl% 
5=2 
where Co is a constant depending only on a. 
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Using this estimate in (2.19), we obtain for may x E [0, 1], y E E, 
If(x) - f (Y ) I  < ( (30  + C~)M} + 811fll~)lx - y l% 
Therefore, (1.6) holds with My = (30 + Ca)M} + Sillily. 
The proof of Theorem 1 is complete. 
3. PROOFS OF THEOREMS 2 AND 3 
The proof of Theorem 2 is based on Theorem 3. So we shall first prove Theorem 3. To this 
end, we need some lemmas. 
Let f E C[0, 1], n E N U {0}. We denote by Pn(f) the best n th degree algebraic polynomial 
approximation to f in C[0, 1] and write 
En(f)~ = Ill - Pn(f)lloo. (3.1) 
Then we have the following two lemmas which can be found in the monograph of Ditzian and 
Totik [11]. 
LEMMA 3.1. For ~(x) = X /~-  x) and n > 2 
En(f)oo ~ MI~O2 (f, 1)¢x~ , (3.2)  
where/VII is a constant independent ofn > 2 and f E C[0, 1]. 
LEMMA 3.2. For f E C[0, 1], qo(x) = ~ - x) and n E N 
II~ n (f)ll~o 
where M2 is a constant independent of n and f . 
The following Markov inequality is also well known (cf. [12]). 
LEMMA 3.3. Let n E N and Pn be an n th degree algebraic polynomied. We have 
IIP'llc[0,1] -< n211Pn l l c [o ,1 ]  . (3.4) 
Finally, we shall also use the following direct result which can be found in D.-X. Zhou [13]. 
For completeness, we give a somewhat detailed form. 
LEMMA 3.4. Let f E C2[0, 1], n E N. Then we have 
lion(Y) - /11~ -< _4 (11/'11oo + 11~2Y"ll~) • 
n 
PROOF OF LEMMA 3.4. Let x E (0,1) and ~2(x) < 1/n. Then, 
expansion L' f(t) = f(x) + f ' (u) du, 
and H61der's inequality, we have 
,Dn( f ,x ) -  f(x), = Dn (~t  f'(u) du, x)[ 





by (2.1), the Taylor-type 
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Let ~2(x) > 1In. Now we use the Taylor type expansion 
fx t f ( t )  = f (x )  + f ' (x ) ( t  - x) + (t - u ) f " (u )  du 
and Lemma 2.1. Then we obtain 
IOn(f,  X) -- f(z)l  = -- X, X) + On (t - u ) f " (u )  du, x 
1 - 2x 
<- n+2 I I f ' l l~+Dn( ( t -x )2 'x )  11~°2/"I1~(1---~) 
4 
< - (l lf ' l l~ + II~o2f"lloo) • 
n 
Here we have used the following inequality: 
It - x l  
t - u < x (1  - x---~' u E Ix, t] or [t, x]. (3 .6)  
Thus, for x E (0, 1), we have 
IDn(y,x) - :(x)l ~ 4 (l lf ' l l~ + 11:2f"lloo) • 
n 
The proof of Lemma 3.4 is complete. 
With all the above lemmas, we can now prove Theorem 3. 
PROOF OF THEOREM 3. We can assume Po(f)  = 0, otherwise we only need to replace f 
by f - Po(f) .  Under this assumption, Eo( f )~ = HfHo~. Then for n _< 3, (1.11) holds: 
I IDn( f ) - f l l oo  < 211fll~ < 6E0(f)oo < 6 I ra /2  w2(f,t)oo } 
- - n _ ~ [ J1/x/'~ /S 3 d t  + Eo( f )~ . 
For n E N, n > 4, we let 2 < m E N be such that 
2 m-1 < V/~ < 2ra. 
With this choice, we use Lemmas 3.1-3.4 to obtain 
[ [Dn( f )  - flloo <- l lDn( f  - P2,~(f))][oo + llf - P2,~(f)lloo + HDn(P2m(f ) )  - P2m(f)l[oo 
<_ 21If - P2m(f)l l~ + _4 (llP~m(f)ll~ + 11:2P,"2m (f)lloo) 
n 
4 M2(2,n)2w2(f ' 2_m)oo + E P'' < 2E2,-(f)oo + - II 2 J ( f ) -  P,~,-,(f)l l~ + IIP~(f) P~(f) l l~ 
n j= l  
< 2Mlw2( f ,  2-m)~¢ 
+ - M22 w~(f ,2 -m)~ + IIP~(/) - eo( : ) l l~ + ~ (l!P2,(f) - P2,-~(f) l l~2 J) 
n 3 =1 
<-(2Ml+16M2)w2(f'2-m)°°+8E°(f)°°+{~-~(22J+lE2J-l(f)°°)} 4 n  j= l  n 
168E0(f)~ 8M1 ~ 
<_ (2M1 + 16M2)w2~(f, 2-m)oo + + {22Jw~(f, 21-J)oo} 
n n j=3 
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< 16M1 + 64M2 
n 
j=3 
< 16M~ + 64M2 
n 
j=3  
M 1[1/2 w~(f, <- -  
- n . a l~= t 3 
~ IV  ,o 
(s, + 168E0(f)oo 
'12 
1-~ J2~-~ ta dt + 




Here M := (64M1 + 256M2)/ln2 + 168 is a constant independent of f and n. Hence, the proof 
of Theorem 3 is complete. 
By means of this direct estimate, we can now prove Theorem 2. 
PROOF OF THEOREM 2. Suppose that E is a nonempty subset of [0, 1], and that E does not 
contain one of the endpoints of the interval [0, 1]. We want to find a function f E C[0, 1] such 
that for a = 1, (1.7) holds while (1.6) does not hold. 
To this end, we choose a point x0 E E and let 
f(x) = (x - Zo)In Ix - zol e c[o, 1]. (3.7) 
It is well known (cf. [12,14]) that f is in the Zygmund class, i.e., 
I Zf( )l Mslhl, 
where My is independent of h and x. Hence, 
co~(f,t)oo < Mft, t > O. 
By Theorem 3, we know that 
l ID , J r )  - f l loo < M(MI + Ilflloo)n -1/2. (3.s) 
We now prove that f satisfies (1.7). Note that {0, 1} N E = ¢. We let 
C1 = inf{x : x E E}, C2 = sup{x : x e E}. 
Then 0 < C1 <_ C2 < 1. Thus, for x e [0, 1], 
Z ( ln  x) 1~ 1/2 X/~-  x)+ d(x,E) 
- -  + n2 ] + d(x,  E )  >_ (3.9) 
We state that for x E [0, 1] 
- x) + d(x, E) > min ~ x/C1(1 - 02) 01 
- 2 '2 '  t 
1-C2} >0"2  (3.1o) 
In fact, when x e [O1/2, (1 + C2)/2], 
--X) > ~/C1(1-C2) 
- 2 
and when x ~ [CI/2, (1 + C2)/2], 
> min[  CI _ _  d(x, E) 
- [ 2 ' 
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Therefore, (3.10) holds and 
1),,2 co 
+ -~ + d(x, E) >_ --v/- ~, z E [0,1], 
where Co > 0 is a positive constant independent of n and x. 
Combining (3.8) and (3.11), we know that f satisfies (1.7): 
(3.11) 
ID,,(f,z) - f(x)l _ IIDn(f) - fll~ -< M (Ms + Ilfll~) n-~12 
<-C0-- (Ms + Ilfllo¢) + -~] + d(x, E) , x e [0, 1]. 
It is trivial that f is not locally Lip I at the point x0 E E. Hence, (1.6) does not hold for f 
and c~=l .  
The proof of Theorem 2 is complete. 
REMARK. We do not know whether Theorem 2 holds when E contains one endpoint. 
4. AN APPL ICATION IN S INGULAR DETECT ION 
In this section, we give an algorithm for singular detection by means of Bernstein-Durrmeyer 
operators. 
We say that x0 E [0,1] is a singular point of a continuous ignal f E C[0,1] if f is not 
locally Lip 1 at x0. We denote S(f) as the set of all the singular points of f .  For 0 < a < 1, 
we denote Sa(f) as the set of all the singular points with Hhlder exponent a. It is evident hat 
Uo<,~<l Sa(f)  C S(f). 
We let 
Sl ( f )  = {y e [0,1] : (1.7) is not satisfied for E = {y},c~ = 1 and any constant M} > 0). (4.1) 
Then we know that 
U Sa(f) C Sl(f)  C S(f). (4.2) 
0<~<i  
By Theorem 2, it may happen that Sl(f)  # S(f). It may also happen that U0<~<l S~(f) # 
$1 (f), which can be seen from the following example. 
EXAMPLE. Let f(x) = xln(x) -x  C C[0,1]. Then f is locally L ipa at 0 for any 0 < a < 1. 
Hence 0 ¢ U0<~<l Sa(f). On the other hand, we state that 0 c Sl(f), i.e., (1.7) does not hold 
for E = {0} and a = 1. 
To prove this statement, we suppose on the contrary that 
ID'~(f'x)-f(x)l<-M'Y( x~-x - -~n+l+x)  n < 2M} (1  +x)  ' x E [0,1]. (4.3) 
Then we have for x E (0, 1) 
F-,Aig~30:3/f-H 
IDn(f,x) - f(x)l -= f'(x)Dn(t- z,x) + Dn (Lt(t - u)f"(u)du, x)] 
( (t - ~)2 ,~ >_ If'(z)l Iln+2- zl II~o2f"ll~oDn ~,~-(~ _---~, x) 
> I.r(z)111- 2zl 2 ( x~l~ 1) 
- n+2 x(1--x) + ~  " 
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Let x = 1/n. Then we obtain 
1 - 2/n < + _ + __  
n+2 - n n n - l '  
and for n _> 3 
f,(1) ln(n)< n(n+2) {2+4M~ 2 } = + < 30 + 20Mr,, 
- n - 2  n n - 1  - 
J 
which is a contradiction. Therefore, 0 E S l ( f )  and hence Sl(f)  • U0<(~<l So~($). 
Our algorithm will give a method to determine the set $1 (f)  which satisfies (4.2). To this end, 
we write Sl(f)  as 
Sl( f )  = N (4.4) 
mEN 
where 
frn = U Fn.m, 
nEN 
Fn,m = U Fn,m,x, 
xe[0,1] 
IDn(f,x)-S(x)l > } 
Fn,m,x= ye[O, 1]: ~(X)/v ~+l /n+lx_y[  m 
1 ~(z) IDn(Lz)-f(z)l,x = x+-+ 
?% "~"  ?7% n 
Here we set (a,b) = ¢ if b < a. 
Now we can describe our algorithm as follows. 
~(z___~) + ID,,($, z) -.f(~)l'~ n [o, 1]. V-~ m / 
(4.5) 
~ 




Dn,t(f, xj) = (An])j = E (An)j,kf(xk), 
k=0 
where (An)j,k = ~-~.rn__0 Pn,r(xj)Pn,r(xk)(n + 1)2 -/. 
Compute the sets {~'n,j,p,q,t : 1 < n < 2q,0 < j _< 2 l} by 
- ( ¢p(xj) 1 bn,t($, $(xj) Fnd'P'q'l = j2-1 + ~ + -n - 2-p xj) - , 
j2_ t ~(xj)x/~ nl +2_  p bn,t(f, xj) _ f(xj)  ) N {k2_t : O < k E Z}" 
Compute the sets {-Fn,p,q,l : 1 < n < 2 q} by 
2 z 
Fn,p,q,l = U Fn,j,P,q,l" 
j=0  
2 q 
'%,, = U 
6. Let ~51 (f)p,q,l = ~"~p,q,l be the desired set. 
(4.6) 
ALGORITHM. Let f C C[0, 1]. Then the set S l ( f )  of singular points can be computed approxi- 
mately by the following steps: 
1. Choose p,q,1 c N, and let xj = j2 -t, j = 0,1,...,21 . 
2. Compute {/)n,z(f, xj) : 0 _< j < 21, 1 < n < 2 q} by the product of the matrix An and the 
vector fi ---- (f(xo), . . . ,  f(x2')) 
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Now we want to consider the convergence of this algorithm. 
THEOREM 5. Let f e C[0, 1], Sl(f) and Sl(f)v,q,Z be defined as above. We have 
N U Sl(flp,q,, = S,(f) = lim Sl(fl)p,q,,. (4.7) l---*oo 
p=l q=l p=l q=l - -  
Here the limit process is defined by the Hausdorff measure. 
The proof of Theorem 5 can be easily obtained once we have shown the following two lemmas. 
We omit it here. 
LEMMA 4.1. Let f E C[O, 1],{Dn,t(f, xj) : 0 <_ j <_ 2 l} be defined by (4.6). Then we have for 
O<_j <_21, nEN,  IEN:  
Dn,t(y, xj) - D,(y, xj) < (1+ (n + l)21-t)w1(f, 2-t) + (2n + 3)2-tllfl[~. (4.8) 
PROOF OF LEMIViA 4.1. Let 0 < j _< 2 I. We have 
Dn,t(f, xj) - D~(f, xj) 
Pn,r (a j l (n+l )  E Pn,r "~ f g Jk2-' -= - f(t)Pn,r(t) dt 
k=0 
n 
+ ~ P",~(z~)Pn,r(1)I(1) 2-~ 
r=0 
2'--1 (k ) f (k+l )2 - '  f (k )  f (t)dt 
<_ Pn,~(xj)(n+ 1) E P"'~ g Jk2-' g - 
r=O k=O 
2'-I (k-b1)2-' f(l;)( (k)  )I 
+ Pn,r(xj)(n+ 1) E f Pn,r -~ - Pn,~(t) dt + if(ill(1 - xj)'~2 -l 
r=0 k=0 Jk2-l 
n 21--1 
<wl( f '2 - l )  EPn"(x J  )(n+ l) E Pn,r 
r=O k=0 
2' -1 (k+l)2 -t Pn,r(k ) Pn,r (~) 
+ Pn,~(xj)(n + 1) y ]  [ ~ - dtllfll~ + 2-tllYll~ 
r=0 k=0 Jk2-t 
<: ~d 1 ( f ,  2 - / )  -~ (W 1 
21-1 (k+l)2 - l  
×El k=O Jk2-1 
_< ~1 (f,2-') + (~1 
< (1 + (n + 1)21-~) 
(f, 2-1) + [IfH~) E Pn,r(Xj)(n+ 1) 
r=0 
(k+l)2 -t 
fk2-~ [Pn',r(u)[ dudt + 2-tllfl[oo 
(/,2 -~) + llfll~) (n + 1)21-z + e-~ilfli~ 
~1 (f,2 -t) + (2n + 3)2-~IlfiI~. 
The proof of Lemma 4.1 is complete. 
LEMMA 4.2. Let f 6 C[0, 1]. For any p, q 6 N, there exists an L(p, q) 6 N such that for any 
l h L(p, q), 
2 q 
~p,~,t c U F.,~p-i (4.9) 
n=l 
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and 
2 q 
U Fn'2p+l C Fp,q,l + [ - -2 - l ,2 - l ]  • 
n=l  
The proof of Lemma 4.2 can be obtained from Lemma 4.1 and the fact that 
(4.10) 
IID'(f)lloo < 2nllflloo. 
In practice, the signal f has often some global HSlder property. In this case, our algorithm can 
be made faster. 
THEOREM 6. Let f • C[0,1],Sl(f)v,q,l and S l ( f )  be defined as above. I f  w l ( f , t )  <_ Mot a for 
certain 1 > a > 0 and any 0 < t <_ 1. Then, t'or any 6 > O, we can find P, Q • N such that/ 'or 
any p > P,q > Q,l >_ max{1/a,4}q + 10 + 3/a + (2/ln2)lnHf[[oo + 1/aln21nMo,  
2 q 




U Fn'2p+I C Sl(f)p,q,l + [ - -2 - / ,2 - / ]  • 
n=l  
Theorem 6 can be obtained irectly from Lemmas 4.1, 4.2. We omit the proof here. 
Finally, let us mention that Theorem 1 can have the following simpler form, which can be seen 
from the proof of Theorem 1. 
THEOREM 7. Let S • C[0, 1],0 < a < 1,E C [0, 1],2 _< r • N. Then we have 
I f (z )  - f (v) l  < Mslx  - vl a, x • [0,1], v • E,  
if and only if 
1 ~./2 ) 
- -  + ~-~ ] + (d(x, E))  ~ , x E [0,1], nEN,  
where M s and M'  s are constants independent of x and n. 
Prom Theorem 7, we can give another algorithm which is faster than the previous one. Since 
the methods are the same, we omit the details here. 
Finally, we conjecture that for f E C[0, 1] and E C [0, 1], 0 < a < 1, (1.6) holds if and only if 
there exists a sequence of n TM degree algebraic polynomials Pn (n E N) such that 
) [Pn(x) - f(x)] < M x(1 x) + (d(x,E)) '~ , x E [0, 1], n e N. (4.11) 
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