Feature representation in the form of spatio-spectral decomposition is one of the robust techniques adopted in automatic handwritten character recognition systems. In this regard, we propose a new image representation approach for unconstrained handwritten alphanumeric characters using sparse concept coded Tetrolets. Tetrolets, which does not use fixed dyadic square blocks for spectral decomposition like conventional wavelets, preserve the localized variations in handwritings by adopting tetrominoes those capture the shape geometry. The sparse concept coding of low entropy Tetrolet representation is found to extract the important hidden information (concept) for superior pattern discrimination. Large scale experimentation using ten databases in six different scripts (Bangla, Devanagari, Odia, English, Arabic and Telugu) has been performed. The proposed feature representation along with standard classifiers such as random forest, support vector machine (SVM), nearest neighbor and modified quadratic discriminant function (MQDF) is found to achieve state-of-the-art recognition performance in all the databases, viz. 99.40% (MNIST); 98.72% and 93.24% (IITBBS); 99.38% and 99.22% (ISI Kolkata). The proposed OCR system is shown to perform better than other sparse based techniques such as PCA, SparsePCA and SparseLDA, as well as better than existing transforms (Wavelet, Slantlet and Stockwell). Abstract-Feature representation in the form of spatio-spectral decomposition is one of the robust techniques adopted in automatic handwritten character recognition systems. In this regard, we propose a new image representation approach for unconstrained handwritten alphanumeric characters using sparse concept coded Tetrolets. Tetrolets, which does not use fixed dyadic square blocks for spectral decomposition like conventional wavelets, preserve the localized variations in handwritings by adopting tetrominoes those capture the shape geometry. The sparse concept coding of low entropy Tetrolet representation is found to extract the important hidden information (concept) for superior pattern discrimination. Large scale experimentation using ten databases in six different scripts (Bangla, Devanagari, Odia, English, Arabic and Telugu) has been performed. The proposed feature representation along with standard classifiers such as random forest, support vector machine (SVM), nearest neighbor and modified quadratic discriminant function (MQDF) is found to achieve state-of-the-art recognition performance in all the databases, viz. 99.40% (MNIST); 98.72% and 93.24% (IITBBS); 99.38% and 99.22% (ISI Kolkata). The proposed OCR system is shown to perform better than other sparse based techniques such as PCA, SparsePCA and SparseLDA, as well as better than existing transforms (Wavelet, Slantlet and Stockwell).
INTRODUCTION
ACHINES those can mimic human reading and comprehension is far from reality, particularly in case of unconstrained handwritings. This is because of varying writing styles of individuals which introduce nonlinear deformations in handwriting patterns. A conventional character recognition system comprises basically of three blocks: pre-processor, feature extractor and recognizer or classifier. Among these, the feature extractor block is considered to be of significant importance as feature representation is one of the most influential aspects of pattern recognition.
Especially so, when there is large variation in intraclass patterns and presence of perceptually similar interclass patterns as found in handwritten characters.
State-of-the-art handwritten OCR systems represent images either directly in the spatial domain [1] [2] , by extracting features from shape geometry [3] [4] [5] , or using several image transforms [6] [7] [8] [9] . Popularly used spatial domain features include curvature [10] , quad-tree based longest run (QTLR) [11] , gradient and directional features [12] [13] [14] , centroids [15] , moments [16] , morphological [17] and features learnt from raw image in deep learning framework [18] . As frequency content is the Sparse Concept Coded Tetrolet Transform for Unconstrained Odia Character Recognition Kalyan S. Dash, N. B. Puhan, and Ganapati Panda M most commonly searched attribute of an image, a number of frequency domain transformations is also available in the literatures of OCR systems [19] .
Research contributions relating to Odia handwritten OCR include feature based training and recognition approach as proposed by Pal et al. [10, 20] , Bhowmik et al. [21] , Roy et al. [22] , Dash et al. [14, 23] , etc. on one hand and Gestalt configural superiority effect that does not require exhaustive apriori training [24] on the other. These methods use various features such as gradient and directional (chaincode) features [14, 20, 22] , scalar features [21] , and transform domain features [23, 25] . In contrast, Bangla OCR has got more attention and has even contributed to partial automation of postal services in Bangladesh. Researchers have tried to explore many feature extraction techniques including directional, structural, statistical, topological, morphological, transform domain based [11-13, 16-17, 26-27] . The classifiers used include binary tree, neural networks, support vector machine, nearest neighbor, several versions of quadratic discriminant function classifier (MQDF, DLQDF).
Existing state-of-the-art work on MNIST database reports various feature extraction techniques such as active graphs [28] , shape context [29] , directional features [30] , and features trained from raw image pixels using deep convolutional neural networks [18] . Classifiers such as nearest neighbor, support vector machine (SVM), neural networks have shown to achieve high accuracies on English handwritten numerals [18, [28] [29] [30] . Similarly, existing literature on recognition of other Asian languages such as Telugu, Arabic and Devanagari follow a similar approach of feature extraction and recognition models that can be found in [15, 31] .
The basic structure of characters are represented by low frequency coefficients whereas the high frequencies hold the detailed variations. Because of the global nature of Fourier transform which includes frequencies over the whole spectrum, several multiresolution spatial and spectral representations are developed which capture the localized deformations in handwritings. Such space-frequency decomposition techniques prove to effectively represent character patterns and several research works have been reported using Gabor transform [32] , Contourlets [33] , Wavelets [26] , Slantlets [25] , Stockwell transform [23] .
The issue with existing spectral domain or spatio-spectral decomposition based feature extraction techniques such as wavelets is that of their fixed block dyadic structures. Such fixed blocking squares are proved to be inefficient because they disregard the local structures in an image. This localized information is very important in case of unconstrained handwriting analysis. The motivation behind the space-frequency decomposition using Tetrolets [34] for character recognition is to adopt a more general partitioning such that local image geometry is taken into account while extracting the spectral information. Tetrolets have been shown to achieve superior performance in other applications such as image fusion [35] and denoising [36] .
The representation is known to be robust if it maximizes interclass pattern separation as well as minimises intraclass pattern variability. At the same time the feature space should not suffer from the curse of dimensionality which hampers the recognition speed and demands more memory storage. PCA and other similar feature reduction based techniques in character recognition have been proposed in [37] [38] . However, there is a trade off as to how small the feature dimension can be and how discriminative it should be for achieving the desired goal of high accuracy. To address both these concerns, we propose a sparse based space-frequency (Tetrolet) representation of handwritten characters and numerals. Our contribution in this paper is three-fold: 1) A low entropy non-redundant Tetrolet based spatio-spectral decomposition is adopted which is sensitive to local shape geometry of handwritten images. This multiresolution decomposition uses tetrominoes [39] as fundamental basis to represent the characters in a spatio-spectral manner.
2) Sparse concept coding (SCC) [40] is applied to the transform coefficients to extract the hidden 'concepts' or the most discriminative features while satisfying dimensionality reduction.
3) Extensive performance evaluation is carried out in ten databases comprising of English, Arabic, Bangla, Devanagari,
Odia and Telugu scripts. The proposed handwritten OCR system is found to achieve state-of-the-art classification results with high recognition speed in all databases.
The remainder of the paper is organized as follows: the proposed recognition system based on a sparse concept coded Tetrolet feature representation is described in Section II. The implementation setup, validation techniques and experimental results along with comparison studies are outlined in Section III. Section IV concludes the paper.
PROPOSED SPARSE CONCEPT CODED TETROLET REPRESENTATION

Tetrominoes
Tetrominoes are geometric shapes made by connecting four equal-sized squares, each joined together with at least one other square along an edge and not merely at their corners. Originally introduced by Golomb [39] , tetrominoes became popular in the famous computer game 'Tetris' [41] . There are five basic free tetrominoes disregarding rotations and reflections ( Fig. 1 ).
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A bijective mapping J is applied for one-dimensional indexing as 2 :
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Such subsets I  are called tetrominoes. Finally a bivariate shrinkage function is applied on Tetrolet coefficients after the desired number of decomposition steps [43] . The function is defined as
From tetrominoes to Tetrolets
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Low entropy Tetrolet transform of character images
The decomposition of an image into space-frequency transformation using Tetrolets (Fig. 4 ) reduces the number of wavelet coefficients as compared to the classical tensor product wavelets. But there is a trade off in terms of storing additional information. A low entropy model of Tetrolets is adopted to represent the handwritten character images by relaxing the optimal tetromino covering criterion. We know that higher the image dimension, more is the computation time and memory requirement for extracting robust features. A vector of length N can be stored with NB  bits, where the bits
For Tetrolets, there is a need to store     
Among these configurations, the covering * cC   is picked which is chosen most frequently in the previous image block. Such representation achieves a satisfactory equilibrium between low adaptability cost and minimum Tetrolet coefficients.
Sparse concept coded feature extraction
Once the input handwritten image is decomposed into a non-redundant space-frequency representation using Tetrolets, the transform domain coefficients can be fed to a recogniser as features. However, the size of such feature matrices poses a challenge to the performance of the classifier in terms of speed as well as accuracy. If the total number of alphanumeric character classes is P with each class comprising M number of NN  images, the feature matrix for training will be of 2 P M N  dimension. We instead propose to generate a sparse coded feature matrix which not only reduces the computation overhead with faster training and recognition, but also ensures extraction of visually discriminative features (concepts) inspired by the considerable evidence that biological vision too adopts such sparse representation [44] [45] .
The most common approach for sparse coding has been matrix factorisation [46] . With . Rather than considering the Euclidean structure of the initial feature space for matrix factorisation, we obtain the set of best eigenvectors (basis) Y from sub-manifold learning of the ambient Euclidean space [47] . Then, the task becomes to learn the basis U which best fits Y by ridge regression:
where,  is the regularisation parameter to avoid over-fitting.
The optimal solution for U is obtained by differentiating (15) with respect to U and equating to zero. image is decomposed into its space-frequency transform using Tetrolets and is converted into 2 
Recognition model
Finally, the label of the test character image is assigned as the character class which achieves the minimal relevance score ( Fig. 5 ): 
Implementation details
The handwritten images are size normalized to ( ) 32 32  dimension to have uniformity as well as satisfying the Table I . The experiments are carried out on an Intel-i7 processor with 8GB RAM in MATLAB environment.
Databases
CMATERdb3 database
The CMATERdb3 database, developed by researchers at Jadavpur University, comprises of several handwritten alphanumeric characters from different languages and particularly those used in Indian subcontinent [31, 49] . The images are collected from three different sources, viz. class notes of students of different age groups, handwritten manuscripts of popular magazines, and from a pre-formatted data sheet specially designed for collection of handwriting samples. These documents are digitized using HP F380 flatbed scanner at 300 dpi. We consider five datasets of this database: a) 
ISI Kolkata database
There exists two numeral datasets, one for Bangla and the other for Odia language. The ISI Kolkata Bangla handwritten numeral database [26] is created from 1106 individuals and few samples are shown in Fig. 7(a) . The database includes images from 465 mail pieces, and 268 job application forms. Similarly, the ISI Kolkata Odia handwritten numeral database [50] consists of 5000 images with 500 images per class ( Fig. 7(b) ). This database is created by collecting numerals from more than 105 postal mail documents and 166 job application forms. All the documents are scanned using a flatbed scanner at 300dpi resolution.
IITBBS database
Odia is one of the six classical languages of India. The handwritten images in IITBBS Odia numeral [23] and character
[51] database are collected from more than 500 individuals. The images contain significant amount of noise and deformation due to unconstrained handwriting variations. The images are digitised with 300 and 600dpi resolution. A sample of handwritings from the numeral database is shown in Fig. 8(a) . There are 68 character classes in the database comprising basic (vowels and consonants) as well as modified and compound Odia handwritten characters. With 150 patterns in each class, the database size is150 68 10200
=
. A sample of images from the character database is shown in Fig. 8(b) . 
Recognition Performance
A 5-fold cross validation technique is adopted by taking different subsets from each database as training and test sets for verifying robustness of the system. It is to be noted that the total number of training samples and test samples are kept the same as described for respective databases in order to have uniformity in performance comparison. The performance of our proposed recognition system on all the benchmark databases is calculated using three figure of merits: True Positive 
Finally, the classification accuracy is calculated as
After 5-fold cross validation, the average accuracy is found out which is the final classification rate for a particular recognition system. The highest classification accuracies using the proposed feature representation and different classifier models on all the databases are given in Table X . 
Performance Comparison
Four standard classification models along with the proposed feature extraction are used for experimental validation:
nearest neighborhood classifier, support vector machine (SVM), random forest (RF), and modified quadratic discriminant function (MQDF) classifier [57] . The experimental results are compared with the state-of-the-art character recognition approaches existing for the databases. From Table XIII , it is clear that the proposed OCR system performs better than existing techniques on IITBBS Odia numeral database, achieving highest accuracy using nearest neighbor classifier (98.72%). As IITBBS Odia character database is a new open access database, there are no existing reports that have validated their methods on the database. We implemented the method designed for Odia characters in [10] and an accuracy of 93.24% is achieved on the new IITBBS Odia character database. On the other hand, the random forest classifier achieves highest recognition rate in case of MNIST database (99.40%) which is very close to the state-of-the-art recognition result (Table XIV) .
Moreover, we compare the classification accuracy of the proposed feature representation with other sparse based techniques such as PCA, SparsePCA [37] and SparseLDA [38] for different values of sparsity parameter k . The comparison results summarized in Fig. 10 indicate the superiority of the new method in four different databases over four different scripts. In addition, to categorically show the superiority of sparse coded Tetrolet feature extraction technique, we compared the recognition result on all the databases using other spatio-spectral feature representations on handwritten character recognition. The multiresolution techniques such as Wavelets, Stockwell transform and Slantlets are implemented for performance comparison. The comparison histograms are given in Fig. 11 . In this paper, a new approach to unconstrained handwritten character recognition is proposed combining sparse concept coding and Tetrolet transform based space-frequency decomposition. The exhaustive experimentation on ten standard databases spanning six different scripts provides the basis for performance validation and benchmarking. The proposed recognition system is very fast in recognizing test character images (33ms on an average to classify a handwritten test image); thus can be designed for a real-time recognition task. The accuracies obtained are state-of-the-art and can further be extended to other languages. Evaluation and database creation on more scripts can be taken up in future so that the proposed system can evolve to achieve human like accuracy which still remains a challenging task.
