Abstract-This paper discusses quality-of-service (QoS) multicast in wavelength-division multiplexing (WDM) networks. Given a set of QoS multicast requests, we are to find a set of cost suboptimal QoS routing trees and assign wavelengths to them. The objective is to minimize the number of wavelengths in the system. This is a challenging issue. It involves not only optimal QoS multicast routing, but also the optimal wavelength assignment. Existing methods consider channel setup in WDM networks in two separate steps: routing and wavelength assignment, which has limited power in minimizing the number of wavelengths. In this paper, we propose a new optimization method, which integrates routing and wavelength assignment in optimization of wavelengths. Two optimization algorithms are also proposed in minimizing the number of wavelengths. One algorithm minimizes the number of wavelengths through reducing the maximal link load in the system; while the other does it by trying to free out the least used wavelengths. Simulation results demonstrate that the proposed algorithms can produce suboptimal QoS routing trees and substantially save the number of wavelengths.
I. INTRODUCTION
A DVANCES in electro-optic technologies have made optical communication a promising network choice to meet the increasing demands for high channel bandwidth and low communication latency of network applications. wavelength-division multiplexing (WDM) [1] is basically frequency-division multiplexing in the optical frequency domain, where on a single optical fiber there are multiple communication channels at different wavelengths. There are two types of architectures of WDM optical networks: single-hop systems and multihop systems [2] . In single-hop systems, a communication channel should use the same wavelength throughout the route of the channel; while in multihop systems, a channel can consist of multiple lightpaths (a lightpath, for point to point communication, is a path that occupies the same wavelength throughout the path) and wavelength conversion is allowed at the joint nodes of two lightpaths in the channel. In this paper, we consider single-hop systems, since all-optical wavelength conversion is still an immature and expensive technology.
Multicast is a point to multipoint communication, by which a source node sends messages to multiple destination nodes. Multicast uses a tree structure as the route to transmit messages to multiple destinations. A light-tree concept was proposed in [3] to support multicast in optical networks. A light-tree, as a point to multipoint extension of a lightpath, is a tree in the physical topology and occupies the same wavelength in all fiber links in the tree. Each fork node of the tree is a multicast-capable optical switch, where a power splitter [4] is used to split an input optical signal into multiple signals which are then forwarded to output ports without electrical conversions. Hence, light-trees facilitate single-hop point to multipoint communications (i.e., multicast).
End-to-end delay is an important quality-of-service (QoS) parameter in data communications. QoS multicast requires that the delay of messages from the source to any destination be within a bound. There are many network applications nowadays which need the support of QoS multicast, such as multimedia conferencing systems, video on demand systems, real-time control systems, and so on. In this paper, we consider the routing and wavelength assignment problem for a set of QoS multicast requests in a system. The problem is formalized as follows: given a set of QoS multicast requests in a WDM network system, compute a set of QoS routing trees and assign wavelengths to them. The objective is to minimize the number of distinct wavelengths to be used under the following constraints on each routing tree:
• the delay from the source to any destination along the tree does not exceed a given bound; • the total cost of the tree is suboptimal. A new optimization method for wavelength assignment is proposed, which integrates routing and wavelength assignment by using rerouting and reassigning techniques. Simulation results demonstrate that the proposed method significantly reduces the number of (distinct) wavelengths used in the system, and the generated routing trees guarantee the QoS constraint and have less cost.
The traffic model discussed in this paper is static. The result of this research can be used as a guideline for configuration of a WDM network, such as the configuration of lightpaths or light-trees. The traffic type discussed in this paper (i.e., QoS multicast traffic) is a general one. It allows us to describe and consider all different types of traffic, such as unicast traffic, multicast traffic, QoS traffic, and non-QoS traffic, in a uniform way, because they are special cases of QoS multicast traffic. An "optimal" solution to our proposed problem is applicable to other single-hop or light-tree based systems. Another significant aspect of this work is the discovery of the effectiveness of wavelength optimization methods in multicast domain. We have found that the optimization via reassigning the least used wavelength works more effectively than the optimization via traffic load-balancing.
The rest of the paper is organized as follows. Section II discusses the network model, the problem definition, and related work. A set of (re)routing and wavelength (re)assignment algorithms are proposed in Section III. Simulation results and performance analysis are discussed in Section IV. Finally, a summary of results is made in Section V.
II. PRELIMINARIES

A. System Models and Problem Specification
The WDM network is modeled by an undirected and connected graph , where is the vertex-set of representing the set of nodes in the network with , and is the edge-set of with corresponding to fiber links between nodes in the network. Each link carries two oppositely-directed fibers for data transmissions in the two directions of the link. Each edge is associated with two weight functions and , where represents the communication cost of and the delay of . can be interpreted as the monetary cost of using link .
represents the transmission time of a packet between the two endpoints of link , which includes switching and propagation delays. Both functions and are additive over the links of a path between two nodes and , i.e., and We consider bidirectional QoS multicast requests in the system, denoted by . Each request, , is for setting up a QoS multicast channel from source node to a group of destination nodes ( ) and the data transmission delay from to any node in should be within bound . The actual value of depends on the application. We are to find the QoS routing trees (one for each of the QoS multicast requests) and assign wavelengths to them.
Let be the routing tree for request . When multicasting a message from source to along tree , the light signal is split at and forwarded to the output ports leading to its children, which then transmit the signal to their children until all nodes in the tree (thus, all nodes in ) receive it. Based on the splitting mechanism, optical multicasting has some improved characteristics over electronic multicast, since "splitting light" is conceptually easier than copying a packet in an electronic buffer. We assume an optical signal can be split into an arbitrary number of optical signals at a switch. Thus, there is no restriction on node degree in a routing tree.
The QoS requirement of routing tree is that the delay from to any nodes in should not exceed . Let denote the path in from to . This requirement can be formally represented as (1) In order to make valid for a request , it must satisfy:
where is the shortest path from to in . Since every node in a routing tree is multicast-capable, a message flows through each branch of the tree once and only once to reach all the destinations. Therefore, the cost of multicasting a message, called the cost of the tree, is the sum of the cost of all links in the tree. It can be formally defined as One objective of multicast routing is to construct a routing tree which has the minimal cost. This problem is regarded as the (minimum) Steiner tree problem [5] , which was proved to be NP-hard [6] . We will use a heuristic algorithm to find suboptimal routing trees that meet the QoS requirement (1) . A routing tree is called suboptimal if its cost is not bigger than a small constant times that of the optimal routing tree (regardless of the QoS requirement).
Another important objective of routing and wavelength assignment in WDM networks is to minimize the number of (distinct) wavelengths used in the system, because the number of wavelengths that could be used in a system is limited. In a single-hop WDM system, two channels must use different wavelengths if their routes share a common link, which is the wavelength conflict rule.
The problem we consider in this paper is, for a given set of QoS multicast requests, to construct a set of suboptimal QoS routing trees, and assign wavelengths to them so that the number of wavelengths used is minimized.
B. Related Work
In the past, QoS multicast in the electronic domain has been extensively studied. Many QoS multicast routing methods have been proposed [7] - [10] . A suite of centralized multicast routing algorithms were proposed in [7] for trading off between cost and delay functions. Some distributed algorithms were proposed in [8] and [10] that generate delay-bounded suboptimal routing trees. The method proposed in [8] can be integrated with the operation of connection configurations. A broadcast version of the problem was discussed in [9] , where an efficient algorithm was proposed to construct a spanning tree in which the distance from the root to any node is at most a constant times the shortest-path distance in the graph and the total cost of the tree is at most the same constant times the cost of minimum spanning tree. The cost and distance functions considered in this work are assumed to be identical.
Recently, multicast routing in optical networks has been researched. It was studied in [4] concerning the design of multicast-capable optical switches. In [3] , the concept of light-trees was introduced for multicast in WDM networks. The objectives of setting up the light-trees in [3] are to minimize the network-wide hop distance and to minimize the total number of transceivers used in the network. In [11] , an asymptotic upper bound on the number of wavelengths needed to support multicast capability was obtained by using some properties of expander graphs.
Our problem is to route a set of QoS multicast channels and assign wavelengths to them, aiming at minimizing the number of wavelengths used. Two optimization problems are related with our problem: load balancing problem (LBP) and wavelength assignment problem (WAP). LBP aims at routing a set of communication channels so that the maximal link load in a system is minimized. The load on a link is defined as the number of channels over the link. Because the number of wavelengths required is at least equal to the maximal link load in a system, load balance routing can reduce the number of wavelengths to be used. WAP is to assign wavelengths to a set of routes so that the number of wavelengths required can be minimized.
MostoftheexistingworkonLBP/WAPisforunicastcommunications. It wasproved in [12] - [14] that LBP/WAP is NP-complete even in simple networks such as rings and trees. The existing methods for channel setup in WDM networks, such as in [2] , [14] , usually take the following two separate steps: 1) generate optimal routes which minimize the maximal link load (i.e., load balance routing) and 2) assign wavelengths to them by using minimal number of wavelengths (i.e., WAP). The load balance routing is usually formulated into an integer linear program (ILP) [15] , [16] , which is NP-hard [6] . The ILP is then transformed into a linear program (LP) by relaxing the integral constraint, which can be solved efficiently. In the end, an (integral) solution of ILP is obtained from the solution of LP through rounding techniques [17] . WAPisusuallytransformedintoavertexcoloring problem,which is again NP-complete [5] . Heuristic methods can be employed to find approximation solutions.
It would be very complicated to apply the techniques for unicast to the case of multicast. In this paper we propose a new approach that integrates routing with wavelength assignment by using rerouting and wavelength reassignment. It is different from the existing methods, which consider routing and wavelength assignment separately.
III. REROUTING ALGORITHMS
A. Overview of the Proposed Algorithms
In this section, we will first introduce algorithm for QoS routing ( Fig. 1) and algorithm for wavelength assignment (Fig. 2) . Then we propose two optimization algorithms, algorithm ( Fig. 3) and (Fig. 4) , aiming at minimizing the number of wavelengths over the results produced by algorithms and . Since the number of wavelengths required is greater than or equal to the maximal link load, algorithm reroutes some of the routing trees to reduce the maximal link load by avoiding use of the links whose load is the maximum. In order to reduce the number of wavelengths in wavelength assignment, algorithm reroutes the trees whose wavelengths are the least used, which tries to free out the least used wavelengths. The two optimization algorithms and are used together with the two basic algorithms and .
B. Algorithm for QoS Routing
For each QoS multicast request, , algorithms constructs a suboptimal QoS routing tree (see Fig. 1 ). It first generates a low cost routing tree by applying a heuristic for the Steiner tree problem, and then modifies this tree into the one which meets the QoS requirement by checking delay requirement (1) for all destinations. If the delay requirement is not met for a destination, the shortest path in terms of delay function from the source to the destination will replace the corresponding tree path linking the destination.
In
Step 1), we use an MST-based heuristic [7] to generate a routing tree for request . Instead of producing an MST of which spans all nodes in , this algorithm, 1) generates an edge-weighted complete graph on such that the weight of edge is the cost of the shortest path between and in terms of function in graph ; 2) produces an MST of graph ; and 3) obtains tree in by substituting each edge of the MST in with corresponding path in . Refer to [7] for more details.
Step 2), we apply a depth-first search [18] , [9] on as follows: traverse an edge-by-edge walk from through the nodes of . Each edge is traversed twice, once in each direction. If node in is visited the first time and the delay requirement is not met, the shortest path from to on in terms of function is added into . If the delay requirement still cannot be met for node after the modification, then algorithm returns . Let be the routing tree on produced in Step 1) of Algorithm . It was proved in [7] that , where is the routing tree of minimum cost. Furthermore, for the final routing tree produced at Step 2), we can prove that its cost is at most a constant times of (thus a constant times of ). Theorem 1: Suppose that the delay function d is proportional to the cost function . For each QoS multicast request , algorithm can output QoS routing tree which satisfies for
and . Proof: The theorem can be proved by applying the same argument in [9] to the complete graph on . A detailed proof is included in the Appendix.
The inequality (3) says that for each node , the delay from to along is at most times the delay of the shortest path from and in graph , that is (4) and the cost of is at most times the cost of . The relationship between ratios and indicates that reducing the network cost is at the expense of increasing the delay, and likewise for reducing the delay. There is always a tradeoff between cost and delay.
Theorem 2: Algorithm can output a QoS routing tree in time .
Proof: Since delay requirement (1) is enforced in the execution of algorithm , a QoS routing tree can be produced (if there exists one). In Step 1), it takes time to generate a shortest path in between each pair of nodes in , and to construct an MST in complete graph . In Step 2), the depth first search can be done in . Therefore, the time-complexity of algorithm is .
C. Algorithm for Wavelength Assignment
To assign wavelengths to a set of routing trees without causing wavelength conflict, we introduce an auxiliary graph , where each vertex in represents a routing tree and there is an edge between two vertices in if and only if the two routing trees share a common link in . Assigning wavelengths to the trees is reduced to the problem of coloring all vertices in such that no two adjacent vertices receive the same color (because two adjacent vertices in indicate that their corresponding routing trees share a common link in ). Minimizing the use of colors in this coloring problem is NP-complete [6] . We use a simple heuristic based on the sequential coloring approach in [19] . This coloring method 1) chooses a vertex which has the least degree, 2) finds a maximal set of vertices that are not adjacent to the selected vertex and there is no edge between any pair of vertices in the set, 3) assigns a wavelength to the vertices in this set and removes them from the graph, and 4) repeats this process until all vertices are colored and removed.
Theorem 3: Algorithm can assign wavelengths to a given set of routing trees in time , where . Proof: At Step 1), can be produced in time , because has edges for . At
Step 2), every given routing tree is assigned a wavelength, and two trees are assigned the same wavelength if and only if they do not share any edge. In addition, choosing a vertex of the least degree and finding a maximal set both can be done by checking adjacency among vertices in . Thus the wavelength assignment can be finished in .
D. Algorithm : Optimization through Load Balancing
Given a set of routing trees, algorithm minimizes the number of wavelengths by reducing the maximal link load in the system. It will 1) calculate the load on each link and 2) choose a tree which contains the links having the maximum load, and then reroute it by running algorithm on the subgraph of after removing the links having the maximum load. The rerouting operation is repeated until the maximal link load cannot be reduced any further.
At
Step 2), in the while-loop of we search for the smallest such that the tree of can be rerouted on the most lightly loaded edges. This can be considered as a greedy strategy for LBP.
Theorem 4: Algorithm can finish rerouting a given set of routing trees in time , where .
Proof:
Step 2) is to find out all links having the maximal link load, and then for each such link, try to reroute one tree occupying it. It has three layers of loops. The outside loop is on each link having the maximal load. The second layer loop tries to successfully reroute one tree occupying the concerned link. The inner loop reroutes the tree to the most lightly loaded links. In this loop, we set a load threshold (i.e., value of ) for links to be removed from before rerouting the chosen tree, say . The initial value of is set to , so that links whose load is greater than or equal to will be removed. This is to ensure that after rerouting , the maximal link load in the network will still be less than (thus the maximal load is reduced). Inside this loop, each time the load threshold (i.e., 's value) is decremented by 1. That is, will be rerouted to more lightly loaded links upon each interaction of the loop. When algorithm returns
, cannot be rerouted at the level with this value of . Now, there are two cases, or .
1)
. In this case, it is impossible to reroute without using links with load or . It exits the while-loop of and tries to reroute another tree in , because successfully rerouting any tree in would reduce the load on by 1. When becomes empty, that means all trees in have been tried and none of them can be rerouted. In this case, the load on cannot be reduced. The algorithm stops. 2) . In this case, is rerouted successfully on whose link loads are less than or equal to . This means that the load on link can be reduced by 1 (the one was occupied by ). The next link in will be chosen for load reduction. The maximal link load in the system, , is reduced by 1 when becomes empty.
At
Step 1), it takes time to calculate the load on each link. At Step 2), the while-loop of would run at most times, because each routing tree has at most edges. The while-loop of would run at most times (for each tree in ). Each while-loop of would be executed at most times (for ) and each time algorithm (whose time complexity is ) will be called. Note that once the maximal load is reduced by 1, the algorithm will go back to Step 1). This process can be repeated at most times, because the maximal load can be decreased (at most) from to 1. Thus, the algorithm can terminate in time .
E. Algorithm : Optimization through Wavelength Reassignment
For a set of routing trees assigned with wavelengths, algorithm reduces the number of wavelengths by reassigning some of the trees in such a way that some of the wavelengths they are currently using can be freed. It will, 1) for each wavelength, calculate the set of routing trees it is assigned to and 2) reroute the trees which are assigned with the least used wavelength, so that they can be assigned with other wavelengths. The rerouting operation is repeated until the number of wavelengths used cannot be reduced any further. Let be the set of currently used wavelengths. Theorem 5: Algorithm can reassign wavelengths to a given set of routing trees in time , where . Proof: In Step 2), when exiting the inner while-loop-, there are two possible cases, or . 1)
. In this case, there exists a tree which cannot be rerouted and assigned to any other wavelength. That is, the number of wavelengths cannot be reduced. The algorithm stops. 2) . In this case, tree can be rerouted and reassigned with another wavelength . The next tree in will be chosen for rerouting. When becomes empty, this means that can be freed. At Step 1), it takes time to determine the distribution of currently used wavelengths. At Step 2), the inner while-loop runs at most times (for ) and each run of algorithm needs time . The outer while-loop would run at most times (for each tree in ), where . When is saved and removed from , the algorithm will go back to Step 1). This process is repeated at most times. Therefore, the algorithm can terminate in time .
IV. SIMULATIONS
In the above section, we have proposed two algorithms, algorithms and , for optimizing wavelength assignment. In order to evaluate the performance of the two algorithms, we simulate four different combinations of algorithms , , , and : nonoptimization , load balancing optimization , wavelength assignment optimization , and combined optimization .
A. Description of Simulation Model
Network topologies are generated by using the approach introduced in [20] to emulate wide-area sparse networks deliberately. One-hundred nodes are distributed randomly over a rectangular coordinate grid. Each node is placed at a location with integer coordinates. A link between two nodes and is added by using the probability function , where is the distance between and , is the maximum distance between any two nodes, and
. Larger values of produce graphs with higher link densities, while small values of increases the density of short links relative longer ones. In our simulations, and both are set to 0.9. As a result, the nodes in generated graphs have average degrees of five. Both cost and delay functions and on link in the generated graphs are the distance between nodes and on the rectangular coordinated grid.
The QoS multicast requests are generated randomly. For request , nodes and are randomly picked up from the nodes in generated network graph. The delay bound is set as:
. It is common in real-time communications to set the delay bound to be a constant times the worst case delay. The objective of our simulation work is to find the effectiveness of our proposed optimization algorithms. That is, to determine the saving in wavelengths under various network environments. Throughout the simulations, we introduce a lower bound of number of wavelengths as a performance benchmark. The lower bound is defined as the maximal link load in the system, which is obtained by running algorithm (without considering wavelength assignment). At each simulation point, the simulation runs 50 times. Each time a different set of QoS multicast requests is generated, and algorithms , , , and are applied, respectively. The number of wavelengths presented in the figures below are the mean values of 50 simulation runs.
B. Analysis of Simulation Results
In the simulations, we simulate the number of wavelengths against three parameters: delay ratio , number of multicast destinations, and the number of multicast requests (i.e., the number of channels to be established). 1) Algorithm reduces the number of wavelengths more effectively than algorithm . Comparing the performance of with that of , we can see that it only reduces the number of wavelengths slightly by using load balance rerouting algorithm alone. Furthermore, by looking at the curves of and , we can find that does not improve the performance significantly over . The reason is that algorithm tries to free out the least used wavelengths during rerouting, which saves the number of wavelengths directly; while algorithm aims at reducing the maximal link load during rerouting. Reducing the maximal link load in the system does not directly reduce the number of wavelengths (the wavelength assignment phase may negate some of the benefits gained at the load balancing phase).
2) The number of wavelengths monotonically decreases as the delay ratio increases. There are two reasons for this phenomenon: a) with a larger delay bound, algorithms and can have more chance to succeed in rerouting , we can see when the number of multicast destinations is smaller, the saving of wavelengths is more significant and the performance is closer to our defined low bound (the curves with dot line). A similar trend can be observed with the decrease of the number of channels in the system. This is because when the system has multicasts with fewer destinations (or has fewer requests), the link loads are lighter (i.e., fewer trees share links with each other). The rerouting operations in our optimization algorithms have more chance to succeed. It can also be anticipated that our rerouting algorithms would work more effectively in sparse networks, where there is more room for rerouting.
The second group of simulations concerns the number of wavelengths versus the number of channels. In this group of simulations, the delay-ratio is fixed at 2.0. The number of channels varies from 1 to 20. Fig. 8 shows the case where the number of destinations is set to 5, and in Fig. 9 , it is set to 10. From Figs. 8 and 9 , we see a continuous change of wavelengths as the increase of channels. The curves in Figs. 8 and 9 are consistent with the above observation 3). Our optimization algorithms work better in the cases where routing trees are smaller (i.e., fewer multicast destinations) or there are fewer routing trees (i.e., fewer channels).
V. CONCLUSION
In this paper, we have proposed two rerouting algorithms for optimizing wavelength assignment of QoS multicasts. From the simulation results, we can see that the optimization algorithms can significantly reduce the number of wavelengths over the cases where no optimization is done (i.e., algorithm ). Moreover, we have found algorithm (rerouting aiming at wavelength reassignment) demonstrates a considerably better performance than algorithm (rerouting aiming at load balancing). This means that rerouting to free out the least used wavelengths is more effective than rerouting for load balancing.
We assume a bidirectional communication model in this paper. However, our optimization algorithms and are independent of this assumption. The proposed approach and the two optimization algorithms can be extended to the unidirectional model, where data (signal) is transmitted only in one direction from the source to the destination. The wavelength conflict rule in the unidirectional model becomes that two channels must use different wavelengths if their routes share a common link in the same direction.
APPENDIX
Proof of Theorem 1:
Let be the vertices that caused the shortest paths to be added during the depth first search in the order that they were encountered, and let . When the shortest path from to ( ) was added into the current tree , the total cost of the added edges is at most . In addition, the edges on the path to consisting of the shortest path (in terms of function ) to followed by the path in from to are modified in order, so that
The shortest path to on (in terms of function ) was added because Combining these two inequalities, we get To sum over , we obtain which implies Due to the assumption that the delay function is proportional to the cost function , we demonstrate that the total -cost of the added paths is at most Notice that the depth first search traverses each edge exactly twice, and hence the sum on the right-hand side of the above inequality is at most twice the -cost of . This yields, the total cost of the added paths is less than . Therefore, the -cost of the final routing tree is less than
In addition, for , requirement (1) is met. For , requirement (1) is met after the shortest path from to is added into . Therefore, satisfies requirement (1) and is a QoS routing tree.
