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Abstract Potential flow pressure matching is a classical inverse design aerodynamic
problem. The resulting loss of regularity during the optimization poses challenges for
shape optimization with normal perturbation of the surface mesh nodes. Smoothness
is not enforced by the parameterization but by a proper choice of the scalar prod-
uct based on the shape Hessian, which is derived in local coordinates for starshaped
domains. Significant parts of the Hessian are identified and combined with an aero-
dynamic panel solver. The resulting shape Hessian preconditioner is shown to lead to
superior convergence properties of the resulting optimization method. Additionally,
preconditioning gives the potential for level independent convergence.
Keywords Shape optimization · Aerodynamic optimization · Hadamard gradient ·
Shape Hessian · Preconditioning
1 Introduction
Aerodynamic shape optimization is a field, where numerous progress has been made
in the past years. Especially the introduction of the adjoint method [1, 2] has reduced
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the numerical costs of the gradient computation considerably. Instead of a sensitivity
analysis for each parameter defining the shape, the computation of the gradient has
become independent of the number of design parameters by solving an adjoint equa-
tion. This in turn leads to a tendency of using as many design parameters as possible
for the shape discretization, preferably every surface node of the mesh.
In practice, however, this often seems to cause very rough gradients and their ap-
plication in a gradient based optimization algorithm causes the shape to deteriorate
rather quickly. We will justify this more theoretically by the explicit Hadamard rep-
resentation of the shape gradient. As a remedy, Jameson has introduced the notion
of gradient or so called Sobolev smoothing, preventing this loss of regularity. The
impression of rough gradients without additional smoothing (by parameterizations or
gradient smoothing) comes from the fact, that often the terms gradient and derivative
are mixed up. The derivative is an object from the dual space, which can be repre-
sented as the gradient by the use of a scalar product. The choice of the scalar product
to be used is not trivial and should be done by taking the Hessian operator into ac-
count. Thus, a smoothed steepest descent method is the same as an approximative
Newton method.
This makes a detailed analysis of the structure of the shape Hessian necessary. It
turns out that the shape Hessian acts like a pseudodifferential operator on a given
boundary variation of the shape. In the field of computational fluid dynamics, sev-
eral authors—especially Arian and Ta’asan [3], Arian and Vatsa [4]—have studied
the highest order terms of the shape Hessian using Fourier analysis, and others have
studied shape Hessians in more general fields [5]. In this paper, we will use a similar
procedure for finding some information on the structure of the highest order terms of
the shape Hessian, but we will also use shape calculus to add appropriate lower or-
der terms, which are invisible to the Fourier transform. Adding the lower order terms
turns the smoothing of the gradient into a preconditioner. That means, instead of
purely conserving the regularity of the shape, the lower order terms provide a signif-
icant performance increase and more stability with an increase in design parameters.
Our studies will be focused on the potential flow pressure fitting. The velocity of
the fluid is thought of as the gradient of some potential. By Bernoulli’s law, the pres-
sure is then inverse proportional to the speed of the fluid. Historically, the matching
of a given pressure distribution with a new aircraft design was a means to carry over
known good flight characteristics from an old to a new design. However, even today
the potential flow pressure tracking is still used in the industry. Since the potential
flow is computationally rather inexpensive, it is still in use during the mesh-making
process.
Note that pressure fitting was already proposed by e.g. Jameson [6] as a useful
model (“prototype”) problem for wing design of an aircraft.
2 Modeling: Statement of the Optimization Problem
The aim of this paper is to discuss, analyze, and approximate the structure of the
shape Hessian for the following shape optimization problem:
min
(u,1)
J (u,1) :=
∫
1
1
2
(〈∇u, τ 〉 − p0)2 d1, (1)
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Fig. 1 The domain  and the
boundaries 1, 2
s.t. −u = 0, in ,
∂u
∂ n = 0, on 1,
u = u0, on 2,
(2)
where 1 denotes the boundary ∂S of the airfoil S. Furthermore, 2 is the farfield
boundary where u0 creates the necessary difference in the potential u between in-
flow and outflow. Additionally, p0 denotes the given pressure distribution to match.
Finally, τ is the unit tangential vector to the 2D airfoil and 〈∇u, τ 〉 =: ∂u
∂τ
is the tan-
gential derivative of the potential, which is—when physically interpreted—the speed
of the fluid in direction τ . It is worth noting, that the unknown here is the complete
boundary 1 of the airfoil, see Fig. 1. The question of existence of optimal shapes is
not considered in this paper. Instead, we assume the existence of a regular optimal
shape.
3 Shape Calculus: First and Second Shape Derivatives
3.1 Hadamard Formulation of the Shape Gradient
To provide a regular second order shape calculus, we assume the regularity 1, 2 ∈
C3,α, u0 ∈ C3,α(2). The tracking data for the objective are given as a field p0 ∈
C2,α( ∪ S). For a detailed discussion of spaces like C2,α see [7].
For convenience, we recall classical results about the regularity of the state u.
Lemma 3.1 The regularity u ∈ H 2() is guaranteed for  ∈ C2 and u0 ∈ H 3/2(2).
Moreover, the additional regularity 1,2 ∈ C3,α , u0 ∈ C3,α(2) implies u ∈
C3,α(¯).
Of course, u ∈ H 2() already provides a meaning for the value J (u,1). Nev-
ertheless, the additional regularity is required for providing simultaneously regular
boundary integral expressions for the shape gradient and the shape Hessian.
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Next, we derive the basic shape gradient formula in terms of a general domain per-
turbation approach, see also [7, 8] and the references therein for a general background
on shape calculus.
Let V ∈ C3,α(Rn,Rn) be a regular perturbation field. For deriving the formula for
the directional derivatives dJ (u;)[V] and either for the material derivative u˙[V]
or local derivative du[V], we have to construct the one parametric family of map-
pings T (t,V). Since the expressions for first order derivatives are known to be equiv-
alent, one might use either perturbation of identity (T (t,V) := X + tV(X)) or the
speed method (T (t,V) := X + ∫ t0 V(X(s))ds).
Without loss of generality, we assume in addition
V(x) = 0, for all x ∈ Rn, where d(x, S¯) := inf
y∈S |x − y| ≥ d,
for a certain fixed d > 0. Consequently, we have in both cases the convenient rela-
tion T (t,V)( ∪ S) ≡  ∪ S, for all t > 0,V, in particular T (t,V)(2) ≡ 2. In the
sequel, we will frequently use the abbreviations
vn := 〈V|1 ,n〉, vτ := 〈V|1, τ 〉.
For algorithmic reliability, one can introduce a description in local coordinates al-
ready for the calculus. In particular, for starlike domains with respect to 0, we denote
the unit vector in the outer radial direction by er (φ) = [cosφ, sinφ]T. Then, we can
parameterize the free boundary 1 via polar coordinates 1 := {γ (φ) = r(φ)er (φ) :
φ ∈ [0,2π]}, where r ∈ C3,αper ([0,2π]) is a positive function such that dist(1,2) > 0
and
C3,αper ([0,2π]) = {r ∈ C2,α([0,2π]) : r(i)(0) = r(i)(2π), i = 0,1,2,3}.
We consider dr ∈ C3,αper ([0,2π]) as the standard variation for perturbed domains
ε and boundaries 1ε , respectively, defined by rε = r + εdr . Hence, we have
vn = 〈V,n〉 = −dr r/
√
r2 + r ′2 due to V = −dr er and the normal (pointing out-
ward relative to ) and tangential direction on 1 are given as follows
n = −(rer − r ′e′r ) ·
1√
r2 + r ′2
, τ = (r ′er + re′r ) ·
1√
r2 + r ′2
.
Note that by this approach the shape problem is embedded into a Banach space
setting. That is, both the shape and its increment, can be viewed as elements of
C
3,α
per ([0,2π]). Instead of the unit circle and variations in radial direction, one may
use other smooth reference boundaries and fixed variational fields to derive the (ex-
plicit) expressions of a second order Fréchet calculus.
Lemma 3.2 The Hadamard representation of the shape gradient reads as follows:
dJ ()[V] =
∫
1
vn
{
(〈∇u, τ 〉 − p0)(〈∇2u · n, τ 〉 − 〈∇p0,n〉)
+ 1
2
(〈∇u, τ 〉 − p0)2 · κ + 〈∇u,∇λ〉
}
dσx, (3)
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where u solves (2), κ denotes the curvature of 1, and λ satisfies the following adjoint
equation:
λ = 0, in ,
λ = 0, on 2,
∂λ
∂n
= ∂
∂τ
[
∂u
∂τ
− p0
]
, on 1.
(4)
Proof First, the assumptions on regularity of the data and boundaries ensure differ-
entiability, cf. Sokolowski and Zolésio [8]. Hence, a formal differentiation of (1) even
in terms of local derivatives is possible and yields immediately
dJ ()[V] =
∫
1
1
2
(
∂u
∂τ
− p0
)2{
divV + 〈DV · n,n〉} +
(
∂u
∂τ
− p0
)
·
[
〈∇2u · V, τ 〉 + 〈∇u,dτ [V]〉 − 〈∇p0,V〉 + ∂du[V]
∂τ
]
dσ. (5)
Here, the local shape derivative du = du[V] reads as
du = 0, in ,
du = 0, on 2,
∂du
∂n
= −div
[
vn∇u
]
, on 1.
(6)
Since the shape derivative of the (scaled) normal is always tangential,
dn[V] =
(
∂
∂t
nt (Tt )
)∣∣∣∣
t=0
= −DV(0)∗ · n + 〈DV(0)∗ · n,n〉n ⊥ n, (7)
we conclude dτ [V] ‖ n for 2D problems (τ⊥ = n). Hence, the expression 〈∇u,dτ [V]〉
vanishes due to the boundary condition for u.
Next, we transform the first part in (5) by the tangential Green’s formula
∫

1
2
(
∂u
∂τ
− p0
)2
divVdσ
=
∫

1
2
(
∂u
∂τ
− p0
)2
κ〈V,n〉 −
(
∂u
∂τ
− p0
)〈
V,∇
(
∂u
∂τ
− p0
)〉
dσ.
For computing the expression
〈
V,∇
(
∂u
∂τ
)〉
,
we introduce the oriented distance function b = b, associated with , in a tubular
neighborhood
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Sk(1) := {x ∈ R2 : dist(x,1) < k},
see [7]. Since 1 is compact and (at least) C2, there exists an h > 0 such that
b ∈ C2(S2h(1)). Furthermore, its gradient ∇b is a natural C1-extension N0 := ∇b
for the normal field into a tubular neighborhood S2h(1) of 1. Due to the relation
n⊥ = −τ , the field −∇b⊥ extends analogously the normalized tangential field in 2D.
Moreover, we have the well-known identity
D(∇b) · ∇b|1 = 0 = D(−∇b⊥) · (−∇b⊥)|1 .
Introducing the projection P = P(x) of a point x ∈ S2h(1) by
P(x) := x − b(x)∇b(x),
we can define an “intrinsic” extension h˜ ∈ C1(S2h(1)) of an arbitrary function
h ∈ C1(1) as follows:
h˜(x) := (h ◦ P)(x) = h(P (x)), x ∈ S2h(1).
It is well known that this construction provides the property
∇(h ◦ P)| = ∇h, on 1;
see [7], Chap. 8, Theorem 5.1. Hence, we compute as follows:
〈
V,∇
(
∂u
∂τ
)〉
=
〈
V,∇
˜(∂u
∂τ
)∣∣∣∣
1
〉
= 〈∇2u · V, τ 〉,
where we have taken into account the following relations:
∇
˜(∂u
∂τ
)∣∣∣∣
1
= ∇2u · τ + D(−∇b⊥) · ∇u|1 ,
and again, due to the boundary condition for u,
∇u|1 =
∂u
∂τ
· τ ⇒ D(−∇b⊥) · ∇u|1 =
∂u
∂τ
· D(∇b) · ∇b|1 = 0.
Similarly, we have
〈∇p0,V〉 = vn〈∇p0,n〉 + vτ 〈∇p0, τ 〉 = vn〈∇p0,n〉 + 〈V,∇p0〉.
Consequently, the expression for the shape gradient reads as
dJ ()[V] =
∫
1
vn
{
(〈∇u, τ 〉 − p0)(〈∇2u · n, τ 〉 − 〈∇p0,n〉)
+ 1
2
(〈∇u, τ 〉 − p0)2 · κ
}
+
(
∂u
∂τ
− p0
)
· ∂du[V]
∂τ
dσ.
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It remains to transform the last part. Integration by parts yields
∫
1
(
∂u
∂τ
− p0
)
· ∂du[V]
∂τ
dσ =
∫
1
− ∂
∂τ
(
∂u
∂τ
− p0
)
· du[V]dσ
=
∫
1
−∂λ
∂n
· du[V]dσ.
Now, we find by the second Green’s identity on 
0 =
∫

λdu[V] − du[V]λdx
=
∫
1
∂λ
∂n
· du[V] − ∂du[V]
∂n
· λdσ,
since related boundary terms on 2 vanish due to the boundary conditions for λ
and du. Plugging in the related boundary values from (6) and in light of
div
[
vn∇u
] = ∂
∂τ
[
vn
∂u
∂τ
]
,
we arrive at
∫
1
(
∂u
∂τ
− p0
)
· ∂du[V]
∂τ
dσ =
∫
1
∂
∂τ
[
vn
∂u
∂τ
]
· λdσ.
Finally, we obtain the Hadamard representation (3) by a further integration by parts
and by again making use of the boundary condition for the state u (∂u/∂n|1 = 0). 
Remark 3.1 According to the Hadamard structure theorem (see [7, 9]), formula (3)
represents a regular scalar distribution G() ∈ C3,α(1)∗,
dJ ()[V] = 〈G(), vn〉Ck(1) =
∫
1
G(x) · vn(x)dσ, V ∈ Ck(Rn,Rn),
where
G(x) :=
{
(〈∇u, τ 〉 − p0)(〈∇2u · n, τ 〉 − 〈∇p0,n〉)
+ 1
2
(〈∇u, τ 〉 − p0)2 · κ + 〈∇u,∇λ〉
}
(x), x ∈ 1.
Sometimes in the literature, the function G is referred to as the shape gradient, too,
and it is proposed using G directly as an update for the boundary. However, we
have G ∈ C1,α(1) for 1 ∈ C3,α . Moreover, this loss of regularity is generic, i.e.,
1 ∈ Ck,α implies G ∈ Ck−2,α(1) for arbitrary k > 3.
We continue with an immediate consequence of the Hadamard representation.
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Lemma 3.3 (Necessary condition) Let the domain  be such that the state u =
u() matches perfectly the prescribed pressure distribution on 1, i.e., there holds
〈∇u, τ 〉 = p0, on . (8)
Then, the domain  fulfills the necessary optimality condition
dJ ()[dr] = 0 for all dr ∈ C3,αper ([0,2π]). (9)
Proof Using (8), we conclude from (4) that λ∗ = λ() ≡ 0 on . Consequently, it
follows that
(
∂u
∂τ
− p0
)(
∂2u
∂n∂τ
− ∂p0
∂n
)
+ κ
2
(
∂u
∂τ
− p0
)2
+ 〈∇λ,∇u〉 ≡ 0, on ∗1 ,
which, in view of (3), implies the assertion. 
Remark 3.2 We emphasize that solutions of the necessary condition (9) may exist
that do not satisfy the matching condition (8) for the pressure data. However, only
domains  which provide perfectly matching data correspond to global minima
since J () = 0.
Remark 3.3 In terms of polar coordinates (dJ ()[V] =̂dJ ()[dr]), the related rep-
resentation reads as
dJ ()[dr] =
∫ 2π
0
dr r
{(
∂u
∂τ
− p0
)
·
(
∂2u
∂n∂τ
− ∂p0
∂n
)
+ 1
2
(〈∇u, τ 〉 − p0)2 · r
2 + 2r ′2 − rr ′′√
r2 + r ′23
+ 〈∇λ,∇u〉
}
dφ. (10)
Moreover, direct calculations may recover more explicitly the general transforma-
tions from the proof of Lemma 3.2.
3.2 Shape Hessian Representation in Local Coordinates
For the derivation of the shape Hessian representation in local coordinates, we recall
a technical result from [12]. It concerns a particular case of (7), useful for explicit
calculations.
Lemma 3.4 Let  ⊂ R2 be a domain with boundary  ∈ C2 and V| ∈ C1(). Then,
the shape derivatives of the scaled normal and tangential field read as follows:
dn[V] = −
〈
n,
d
ds
(V|)
〉
· τ,
dτ [V] =
〈
n,
d
ds
(V|)
〉
· n,
(11)
where d·
ds
denotes differentiation with respect to the arclength.
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Since the local shape derivative dλ of the adjoint state λ will appear in the shape
Hessian representation, we continue with the computation of the related characteri-
zation equation.
Lemma 3.5 Let the regularity assumptions hold on  and on the problem data stated
at the beginning of Sect. 3.1. Then, the local shape derivative dλ = dλ[V] exists and
is a solution of the following boundary value problem:
dλ = 0, in ,
dλ = 0, on 2,
∂dλ
∂n
= 〈∇2λ · V,n〉 + ∂λ
∂τ
·
〈
n,
d
ds
(V|)
〉
+ 〈∇3u · V · τ, τ 〉 + 〈∇2du[V] · τ, τ 〉
+ 2
〈
n,
d
ds
(V|)
〉
· ∂
2u
∂n∂τ
− 〈∇2p0 · V,n〉 + ∂p0
∂n
·
〈
n,
d
ds
(V|)
〉
, on 1.
(12)
Proof By the regularity of our data, we have λ ∈ C2,α(¯), and the existence of the
material derivative λ˙[V] ∈ C1,α(¯) follows by standard arguments; see [7, 8]. More-
over, the regularity dλ[V] ∈ C1,α(¯) is provided by the identity
λ˙[V] = dλ[V] + 〈V,∇λ〉.
Hence, the boundary condition for dλ on 1 can be obtained by computing directly
the shape derivative
d{〈∇λ,n〉}[V] = 〈∇dλ,n〉 + 〈∇2λ · V,n〉 − 〈∇λ, τ 〉 ·
〈
n,
d
ds
(V|)
〉
,
and similarly for the right-hand side of the related boundary condition in (4). 
We shall now derive the shape Hessian representation in terms of polar coordi-
nates. To avoid inconvenient shape differentiation of geometric terms like curvature
and normal or tangential fields as much as possible, we start from an “intermediate
expression” for the shape gradient,
dJ ()[dr] =
∫ 2π
0
rdr + r ′dr ′√
r2 + r ′2
· (〈∇u, τ 〉 − p0)
2
2
+ dr r〈∇λ,∇u〉dφ
+
∫ 2π
0
dr(〈∇u, τ 〉 − p0)[〈∇2u · er , τ 〉 + 〈∇p0, er 〉]
√
r2 + r ′2dφ.
(13)
Remark 3.4 Of course, (13) is equivalent to (10). In particular, the explicit depen-
dence from local (or material) shape derivatives of the state is already removed. In
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two-dimensional problems, polar coordinates are convenient. For applications in ar-
bitrary dimension, the parameterization by a reference manifold 0 ∈ Ck+1,α might
be more convenient. We introduce a scalar parameterization ρ ∈ Ck,α(0). The shape
(or boundary) variations are defined via the normal n0, and similarly the variations
on the perturbed boundaries,
t1 = 0 + tρn0, dt1[ν] := ν ◦ Ttρ · n0 ◦ Ttρ.
In any case, the structure of the essential terms of the shape Hessian remains unaf-
fected from the particular choice.
To keep the subsequent expression of the shape Hessian readable, we introduce
the following abbreviations:
j (u, τ,p0) := 〈∇u, τ 〉 − p0,
dj (u, τ,p0)[dr] = dr · [〈∇2u · er , τ 〉 − 〈∇p0, er 〉],
d2j (u, τ,p0)[dr1, dr2] = dr1dr2 · [〈∇3u · er · er , τ 〉 − 〈∇2p0 · er , er 〉]
+ dr1 ·
[
〈∇2du[dr2] · er , τ 〉
+ 〈∇2u · er ,n〉
〈
n,
d(dr2er )
ds
〉]
,
d(〈∇u,∇λ〉)[dr] = 〈∇du[dr],∇λ〉 + 〈∇u,∇dλ[dr]〉
+ dr{〈∇2u · er ,∇λ〉 + 〈∇u,∇2λ · er〉},
where we used again in the second (and third) expression the identity
〈∇u,dτ [dr]〉 = 〈∇u,n〉 ·
〈
n,
d
ds
(drer )
〉
= 0.
Lemma 3.6 Under the regularity assumptions stated in Sect. 3.1, the objective J is
twice shape differentiable and the shape Hessian reads as follows:
d2J ()[dr1, dr2]
=
∫ 2π
0
dr1dr2〈∇λ,∇u〉 + r dr1 d(〈∇u,∇λ〉)[dr2]dφ
+
∫ 2π
0
{
dj (u, τ,p0)[dr1] + dj (u, τ,p0)[dr2]
}
j (u, τ,p0)
√
r2 + r ′2
+
{
dj (u, τ,p0)[dr1] rdr2 + r
′dr ′2√
r2 + r ′2
+ dj (u, τ,p0)[dr2] rdr1 + r
′dr ′2√
r2 + r ′2
}
j (u, τ,p0)
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+ (j (u, τ,p0)
2
2
· (rdr
′
1 − r ′dr1)(rdr ′2 − r ′dr2)√
r2 + r ′2
+ dj (u, τ,p0)[dr1]dj (u, τ,p0)[dr2]
√
r2 + r ′2
+ j (u, τ,p0)d2j (u, τ,p0)[dr1, dr2]
√
r2 + r ′2 dφ.
Remark 3.5 In practice, the prescribed pressure data p0 will be physically relevant.
That is, the current and target pressure distributions will be a close match, resulting
in
jk(u, τ,p0) := j (k1;u(k), τ k,p0) ≈ 0,
at least for k sufficiently large. Hence, terms with leading j (u, τ,p0) (or j (u, τ,p0)2)
can be ignored for preconditioning procedures, see the next section. In particular,
several terms disappear, where the general nature is not obvious due to representation
in polar coordinates.
Remark 3.6 For convenience, we briefly summarize known facts from the litera-
ture [10–14]. Namely, let us assume, that all shapes  (i.e., 1) of interest, which
are of equal regularity, can be identified uniquely with the associated elements of a
function space Ck,α(01), at least locally around a reference shape 0,
Uδ(0)   ⇔ x ∈ Uρ(x0) ⊂ X = Ck,α(01), Uδ(0) ⊂ Ck,α.
If the objective is twice Fréchet differentiable, the shape gradient is from the dual
space, ∇J (x) ∈ X∗, and the Hessian defines a linear continuous operator, ∇2J (x) ∈
L(X,X∗), as well as a continuous bilinear form on X,
|∇2J (r)[dx1, dx2]| ≤ C‖dx1‖X‖dx2‖X, uniformly for all x ∈ Uρ(x0).
However, for integral functionals and due to the boundary integral representation of
the shape Hessian, the induced bilinear form continuously extends to a bilinear form
on Hs(01), for a certain s ≥ 0. Consequently, the shape Hessian defines a pseudodif-
ferential operator of order 2s. Moreover, coercivity of the shape Hessian in Hs ,
∇2J (x)[dx, dx] ≥ c0‖dx‖Hs , c0 > 0,
will ensure optimality, provided a certain refined second order remainder estimate is
satisfied. Further, it determines the Sobolev space for the “resmoothing” procedure,
described in the next section. We skip further details for the problem under consider-
ation, since this will be the topic of a forthcoming paper.
4 Steepest Descent Method Revisited
We employ a preconditioned steepest descend method. In the engineering literature,
this is also often called a “Sobolev-Gradient Method”, while mathematically, it can
be thought of as an approximative SQP method. We define the gradient as the Riesz-
representation of the derivative. Thus, a scalar product which is close to the one in-
duced by the reduced Hessian operator will result in a much faster convergence, while
also preventing the loss of regularity.
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Definition 4.1 For a differentiable function f : H → R, where H is a Hilbert space
with scalar product (., .)H , we define the gradient as the Riesz-representation of the
derivative f ′, such that
(∇f, v)H = f ′(v), ∀v ∈ H,
where f ′ is defined by the linear operator
f ′(q): v → d
dt
∣∣∣∣
t=0
f (q + t · v), ∀v ∈ H.
Note that the computation of a meaningful shape Hessian usually requires a global
Hilbert space embedding. Otherwise, the Hessian will depend on the deformation, i.e.
using perturbation of identity or the speed method will result in different expressions
for the shape Hessian.
Let ∇J (q) denote the gradient with respect to the standard L2 scalar product and
let ∇SJ (q) denote the gradient with respect to some other “smoother” inner product.
If the smoother inner product of H 1(X) is given by
〈a, b〉H 1 = 〈Ma,b〉L2
for an appropriate positive definite operator M : L2(X) → L2(X), then we arrive at
the following relation of the canonical and the noncanonical gradients:
DJ(q)h = 〈∇SJ (q),h〉H 1
= 〈M∇SJ (q),h〉L2 = 〈∇J (q),h〉L2 ,
which results in
∇SJ (q) = M−1∇J (q).
Thus choosing M as the reduced Hessian operator turns the Sobolev steepest descent
into Newton’s iteration. However, the proper choice of the Sobolev space heavily
depends on the true nature of the shape Hessian, cf. Remark 3.6.
4.1 Preconditioning
A crucial aspect of the preconditioning is the identification of the proper (pseudo-)
differential operator nature of the terms ∇dλ[V] and ∇du[V]. A Fourier analysis
similar to [3, 4, 15] shows ∇dλ[V] ≈ ∂2V
∂τ 2
and ∇du[V] ≈ ∂V
∂τ
on the wing, which
means that the reduced Hessian as described by Lemma 3.6 acts like a pseudodiffer-
ential operator of order +2. More details can be found in a forthcoming paper. Thus,
the approximation of this Hessian has to have the following coarse structure:
H ≈ − ∂
∂τ
(
k
∂
∂τ
)
, (14)
or with the addition of a constant 0th order term:
H ≈ − ∂
∂τ
(
k
∂
∂τ
)
+ id, (15)
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where k is a smoothing parameter and id is the identity operator. Several authors
have used a similar basic layout with much success. Gherman and Schulz [16] also
used Fourier analysis to determine k, while others have interpreted k as a constant
parameter in the optimization algorithm and then tried to find the best value by auto-
matic means, see [17]. However, thanks to Lemma 3.6 and Remark 3.5, we can take
far more information into account than just the highest order. Let us mention further,
that for somewhat simpler problems, the Newton method is investigated in several
papers by implementing the whole shape Hessian. In particular, cubic B-splines are
used as ansatz functions for the shape by Eppler, Harbrecht and Schneider [14], to
verify theoretically predicted orders of convergence. Another possibility is to study
the shape Hessian via sinusoidal perturbations of the annulus as presented in [5],
since a Fourier series ansatz provide exponential approximation in case of optimal
domains with analytic boundary [18, 19].
Although most—if not all—2D airfoils are indeed starshaped domains, we do not
want to restrict our practical implementation to such domains, especially since com-
plex 3D aircrafts are not starshaped. We therefore choose to perturb every surface
node in normal direction only: V = αn, cf. Remark 3.4. Unfortunately, this makes
carrying over all parts of the Hessian for a starshaped domain to a normal perturba-
tion impossible. However, certain parts can still be identified:
As mentioned above, the term 〈∇u,∇dλ[.]〉 is the term that adds the order +2 to
the Hessian, meaning ∇dλ[.] ≈ ∂2
∂τ 2
. And therefore, the expression 〈∇u,∇dλ[.]〉 sug-
gests using the approximation k ≈ ∇u = ∂u
∂τ
due to the boundary conditions. When
further assuming that the derivative of the state variation ∇du[.] ≈ ∂
∂τ
is of first order,
then the term 〈∇du[.],∇λ〉 suggests adding ∂λ
∂τ
∂
∂τ
to the preconditioner.
Finally, the part 〈∇λ,∇u〉 of the Hessian, which does not contain any derivatives,
can simply be read, and when putting everything together, one arrives at the following
preconditioning ODE to be solved for ∇SJ :
− ∂
∂τ
[
k
(
∂
∂τ
∇SJ
)]
+ ∂λ
∂τ
(
∂
∂τ
∇SJ
)
+ ∂λ
∂τ
∂u
∂τ
∇SJ = ∇J, (16)
where again ∇SJ denotes the new “smoother” gradient and ∇J is the canonical L2
gradient and k ≈ ∂u
∂τ
= 〈∇u, τ 〉 is related to the tangential velocity.
5 Numerical Results
5.1 Discretization of the State Equation
For our optimizations, the state equation is discretized by an “aerodynamic panel
solver”, which is similar to a boundary element method. Using Green’s 2nd Identity,
the Laplace equation for the volume can be transformed into an integral equation on
the boundary of the wing. Similar to finite elements, the potential u is discretized
as a finite linear combination of ansatz functions, resulting in a small, dense, and
linear system to be solved. Any additional boundary conditions for the free stream
velocity on 2 are embedded in the ansatz functions. To further ensure a physically
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meaningful solution and to allow a proper prediction of the lift, the trailing edge stag-
nation point is prescribed by a slightly modified boundary condition, thus introducing
lift via circulation similar to the Kutta–Joukowski theorem. For further information
about the solver, the aerodynamics, and on how to ensure a physical solution that
matches experimental measurements, we would like to refer to [20]. To avoid any
discrepancies with the “analytical adjoint” equation as derived above, the adjoint of
the state equation was taken as the transpose of the discrete linear state equation, i.e.
adjoint in Rn with the standard scalar product.
5.2 Optimization
The aim of this section is to compare the performance of the different preconditioners
in practical applications
• when using no preconditioner at all,
• when using (14) as a preconditioner,
• when using (15) as a preconditioner,
• when using the extended 2nd, 1st, and 0th order preconditioner (16).
We are both interested in a comparison of the performance of the different precondi-
tioners to each other, but also with respect to the number of design parameters. Our
aim is to match the pressure distributions generated by different NACA 4 digit air-
foils. That means we start at the symmetrical NACA0012 airfoil and wish to match
the pressure distribution generated by the cambered NACA4412 profile. Figure 2 il-
lustrates this. A detailed description of the NACA shapes can be found in [21]. We
again would like to stress out, that we are not using the NACA digits as design pa-
rameter but the mesh nodes. Our optimization method is the preconditioned steepest
descent with Armijo linesearch.
5.3 Comparison of Different Smoothers
Our first series of tests are meant to compare the different smoothers. We start with a
comparison of the results when no preconditioner is used with those of the “standard”
2nd order smoother (15). The history of the objective function is shown in Fig. 3.
Without any smoothing, the resulting degeneration of the shape does not allow any
convergence at all, while the second order smoother immediately ensures a smooth
Fig. 2 Initial NACA0012
airfoil and target NACA4412
airfoil
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shape over all iterations. Using the tangential velocity in (15) is always better than
any attempts to find a constant value for k by hand. Figure 4 shows the resulting opti-
mal shapes. The dotted line is the target pressure distribution. The next series of tests
is conducted on non-symmetric airfoils, and hence are tests with aerodynamic lift.
Fig. 3 Optimization history,
symmetric airfoils, smoothed by
k = √〈∇u, τ 〉 + δ
Fig. 4 Optimal nonlifting
shapes and their pressure
distribution without and with
smoothing
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Fig. 5 Optimization history,
lifting airfoils. Smoothing
proportional to discretization
Fig. 6 Optimal lifting shapes
without and with smoothing
Unsurprisingly, the results basically repeat itself: Loss of regularity without smooth-
ing which is immediately cured by the smoother (15). Furthermore, we test the length
of each line segment, i.e. “panel”, of the surface discretization as a value for k. The
results are shown in Fig. 5, and the optimal shapes are presented in Fig. 6.
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5.3.1 Comparisons with Respect to the Number of Design Parameters
We now focus on studies dealing with the relation of the number of design parameters
and the smoother used, and here our custom smoother (16) seems most promising. All
tests are conducted for the nonlifting, symmetric case. Table 1 provides the number of
smoothed gradient steps needed to achieve the stopping criteria of 10−8. The numbers
in the header refer to the respective preconditioner. For the smoothing parameter we
always chose k = √〈∇u, τ 〉2 + δ, where δ is a small positive number preventing pre-
conditioner (14) from becoming singular at points with no tangential velocity. The
column “Factor” shows the speedup of our custom shape Hessian based precondi-
tioner (16) over the next best preconditioner. Note that the preconditioner (14) breaks
down after slightly more than 256 design parameters, as the Armijo rule no longer
provides a meaningful step length due to preconditioner (14) not being coercive. One
can see, that the shape Hessian based preconditioner (16) can be almost three times
faster than the “standard” smoothers.
Another property of these preconditioners—especially preconditioner (16)—is the
fact, that the level independent convergence rate of the Newton method is more or less
preserved, meaning the number of preconditioned gradient steps growths not faster
than logarithmic when the number of design parameters is increased. To illustrate
this, we push preconditioner (16) to the limit by increasing the design parameters
until we reach a total of 2000. The resulting curve is shown in Fig. 7. Note that in
order to keep the computational time manageable, the stopping criteria is somewhat
relaxed, resulting in the fewer steps when comparing Fig. 7 with Table 1.
Table 1 Performance
Design parameter (14) (15) (16) Factor
64 150 182 82 1.83
128 245 238 85 2.80
256 304 317 136 2.24
512 – 342 163 2.10
1024 – 383 224 1.71
Fig. 7 Growth of the smoothed
gradient steps compared to the
number of design variables
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6 Conclusions
The potential flow pressure matching is a classical inverse design aerodynamic prob-
lem. The resulting loss of regularity during the optimization poses challenges for
shape optimization with normal perturbation of the surface mesh nodes. Apparently,
smoothness need not be enforced by the parameterization but depends only on the
scalar product used to determine the gradient.
Shape calculus is used to arrive at a Hadamard form of the shape gradient which
is totally independent of the number of design parameters and does not need any
“mesh sensitivities”, which are often silently carried out but not mentioned in present
aerodynamic design endeavors. The surface integral of the objective function and
the high dependence on objects linked to the current shape—like the normal and
tangent—make the derivation of Hadamard Gradient non-trivial.
The shape Hessian is derived in local coordinates for a starshaped domain. Signif-
icant parts of Hessian are identified and combined with an aerodynamic panel solver.
The resulting shape Hessian preconditioner is shown to be up to 2.8 times faster than
“standard” 2nd order only preconditioners. Additionally, preconditioning gives po-
tential for level independent convergence, meaning that the number of preconditioned
gradient steps grows at most logarithmically with the number of design parameters.
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