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A superpotential algebra is square if its quiver admits an em-
bedding into a two-torus such that the image of its underlying
graph is a square grid, possibly with diagonal edges in the unit
squares; examples are provided by dimer models in physics. Such
an embedding reveals much of the algebras representation the-
ory through a device we introduce called an impression. Let A be
a square superpotential algebra, Z its center, and m the maximal
ideal at the origin of Spec Z . Using an impression, we
• give a classiﬁcation of all simple A-modules up to isomor-
phism, and give algebraic and homological characterizations of
the simple A-modules of maximal k-dimension;
• show that Z is a 3-dimensional normal toric domain and Zm is
Gorenstein, by determining transcendence bases and Z-regular
sequences; and
• show that Am is a noncommutative crepant resolution of Zm ,
and thus a local Calabi–Yau algebra.
A particular class of square superpotential algebras, the Y p,q al-
gebras, is considered in detail. We show that the Azumaya and
smooth loci of the centers coincide, and propose that each rami-
ﬁed maximal ideal sitting over the singular locus is the exceptional
locus of a blowup shrunk to zero size.
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1. Introduction
1.1. Overview
Superpotential algebras are a class of quiver algebras that have arisen in string theory and have
found mathematical interest in their own right. We will consider a special class of these algebras,
which we call square superpotential algebras; the quiver of such an algebra admits an embedding into
a two-torus such that the image of its underlying graph is a square grid, possibly with diagonal edges
in the unit squares.
We brieﬂy state the main results of the paper. In Section 2 we introduce a device called an im-
pression and establish a few key properties. An impression (τ , B) of a representable algebra A is
a closely related commutative algebra B that contains the center Z as a subalgebra, together with
an algebra monomorphism τ : A ↪→ Md(B) with certain properties. An impression is useful because,
in contrast to the deﬁnition of an order, it explicitly determines both the center of A and all simple
A-module isoclasses of maximal k-dimension – what we call the large modules. In favorable cases the
large module isoclasses are parameterized by the smooth locus of the algebras center.2 Speciﬁcally
we show
Proposition A. Let (τ , B) be an impression of a ﬁnitely-generated algebra A module-ﬁnite over its center, with
B prime. If V is a large A-module then there is some q ∈Max B such that V ∼= (B/q)d, where av := τq(a)v.
We then prove some general results that will be useful in our analysis of square superpotential
algebras, such as the following theorem (see also Proposition 2.15 and Theorem 2.16).
2 If A is a ﬁnitely-generated k-algebra, module-ﬁnite over its center Z (hence noetherian [S, Theorem 4.2.1]), then the max-
imal k-dimension d of the simple A-modules is ﬁnite [S, Theorem 4.2.2]. If A is also prime and k is algebraically closed then
the ‘Azumaya locus’ parameterizes the isoclasses of large modules [BG, Proposition 3.1.a]. Le Bruyn [Le, Theorem 1] and Brown
and Goodearl [BG, Theorem 3.8] showed that if A is additionally Auslander-regular, Cohen–Macaulay, and if the compliment of
the Azumaya locus has codimension at least 2 in Max Z , then the Azumaya and smooth loci coincide.
C. Beil / Journal of Algebra 371 (2012) 207–249 209Theorem B. Let A = kQ /I be a quiver algebra that admits a pre-impression (τ , B) such that τ (ei) = Eii and
τ¯ (ei Aei) = τ¯ (e j Ae j) ⊂ B for each i, j ∈ Q 0 . Then A and its center Z are noetherian rings, A is a ﬁnitely-
generated Z-module, and
Z = k
[∑
i∈Q 0
γi ∈
⊕
i∈Q 0
ei Aei
∣∣∣ τ¯ (γi) = τ¯ (γ j) for each i, j ∈ Q 0].
In particular, Z ∼= Zei = ei Aei for each i ∈ Q 0 .
In Section 3 we determine an impression of square superpotential algebras. In Sections 4, 5, and 6
we use this impression to prove the following two theorems. Let A be a square superpotential algebra,
Z its center, m the origin of Max Z , and (τ , B = k[x1, x2, y1, y2]) an impression of A.
Theorem C. Z is a 3-dimensional normal toric domain and the localization Zm at the origin m of Max Z is
Gorenstein. Furthermore, Am := Zm ⊗Z A is a noncommutative crepant resolution of Zm , and consequently a
local Calabi–Yau algebra of dimension 3.
TheoremD. Let A be a square superpotential algebra with impression (τ , B), and let V be a simple A-module.
Set p := annA V andm := p∩ Z ∈Max Z . Then dimk ei V  1 for each i ∈ Q 0 . Furthermore, one of the follow-
ing holds.
(1) V is a vertex simple A-module, in which case A/p∼= V as A-modules.
(2) V is supported on a single cycle c in A up to cyclic permutation.
(a) If Q is not McKay then τ¯ (c) is divisible by precisely two of x1 , x2 , y1 , y2 .
(b) If Q is McKay with τ deﬁned in Proposition 4.5, then τ¯ (c) divisible by precisely one of x, y, z.
(3) V is a large A-module, in which case
(a) A/p∼= V |Q 0| as A-modules;
(b) there is a point q ∈Max B such that V ∼= (B/q)|Q 0| , where the module structure of (B/q)|Q 0| is given
by av := τq(a)v; and
(c) the projective dimension of V is determined by m:
pdA(V ) = pdAm(Am/pm) = pdZm(Zm/mm).
A special class of square superpotential algebras conjecturally related to Sasaki–Einstein manifolds,
the Y p,q algebras, is considered in Section 7. Recall that the Azumaya locus U of a prime ﬁnitely-
generated algebra A over an algebraically closed ﬁeld k, module-ﬁnite over its center Z , is the open
dense set of points m ∈ Max Z such that A/Am ∼= Md(k), where d is the k-dimension of the large
modules [S, Theorem 4.2.7] (or equivalently the PI degree of A [MR, Proposition 13.7.14]). U then
consists of the points in Max Z whose ‘noncommutative residue ﬁelds’ have full rank.
Theorem E. Let A be a (non-localized) Y p,q algebra. Then the following hold.
(1) If p = q and V is a simple A-module, then V is either a vertex simple module or a large module.
(2) The Azumaya locus of A coincides with the smooth locus of Z .
(3) A is homologically homogeneous of global dimension 3.
Finally, we introduce a proposal regarding ‘point-like’ exceptional loci by using symplectic reduc-
tion on the impression of the Y p,q algebras.
Section 6.2 is based on joint work with Alex Dugas, and I thank him for kindly allowing me to
publish it here. Questions regarding dimer models and noncommutative crepant resolutions have also
been studied [UY,M,Bo,Bro].
Conventions k denotes an algebraically closed ﬁeld of characteristic zero. All algebras are unital and
ﬁnitely-generated over k. By module we mean left module. For brevity the term quiver algebra is used
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set of paths of length n in a quiver Q is denoted Qn , and the set of all (k-linear combinations of)
paths of length greater than or equal to n is denoted Qn (resp. kQn). h(p) and t(p) denote the
head vertex and tail vertex of a path p, respectively. Path concatenation is read right to left (following
the composition of maps). By a cyclic proper subpath we mean a subpath of nonzero length. The term
superpotential algebra is synonymous with vacualgebra and quiver with potential.
1.2. Square superpotential algebras
A superpotential algebra is a type of quiver algebra where the relations are derived from certain
equations of motion in a physical theory. A quiver algebra is a quotient of a path algebra, which is
an algebra whose basis consists of all paths in a quiver, including the vertices, and multiplication is
given by path concatenation: the product of two paths is their concatenation if it is deﬁned, and zero
otherwise. A representation of (or module over) a quiver algebra is obtained by associating a vector
space to each vertex of the quiver, representing each arrow by a linear map from the vector space
at its tail to the vector space at its head, and requiring these linear maps satisfy the relations of the
algebra.
We now deﬁne a superpotential algebra. Let Q be a quiver and kQ its path algebra. Two paths p
and p′ are cyclically equivalent if p is a cyclic permutation of the arrows of p′ , so all non-cyclic paths
are cyclically equivalent to zero. The trace space of kQ , denoted tr(kQ ), is the k-vector space spanned
by the paths of Q up to cyclic equivalence, and an element of tr(kQ ) is called a superpotential. For
each a ∈ Q 1, deﬁne a k-linear map ∂a : tr(kQ ) → kQ as follows: for each path bn · · ·b1 ∈ Q1 with
b1, . . . ,bn ∈ Q 1, set
∂a(bn · · ·b1) :=
∑
1 jn
δ(a,b j)et(b j)b j−1 · · ·b1bn · · ·b j+1,
for each e ∈ Q 0, set ∂ae := 0, and extend k-linearly to tr(kQ ). For W ∈ tr(kQ ), set
∂W := 〈∂aW | a ∈ Q 1〉.
The superpotential algebra with quiver Q and superpotential W is then the quiver algebra kQ /∂W .
In this paper we are interested in a particularly simple class of superpotential algebras that arise
from what are called brane tilings – speciﬁcally, brane boxes and brane diamonds – in string theory
(see [FHHU] and references therein). Embedding these relatively simple superpotential algebras into
a two-torus is standard; what we introduce here that is new is a relationship between a particular
choice of embedding (when it exists) and the representation theory of the corresponding algebras.
Deﬁnition 1.1. Let Q be a quiver. Suppose there are non-colinear elements u, v ∈ Z2 ⊂ R2 such that
the underlying graph Q¯ of Q embeds into the two-torus R2/(Zu ⊕ Zv) with the property that the
preimage of Q¯ under the quotient map
π :R2 →R2/(Zu ⊕Zv)
is a square grid with vertex set π−1(Q¯ 0) = Z2, and with at most one diagonal edge in each unit
square. Further suppose that Q has an orientation where each unit square with no diagonal and each
triangle with two unit length sides forms an oriented cycle; we call these the unit cycles of Q . Let Γc
(resp. Γcc) denote the clockwise (resp. counterclockwise) unit cycles up to cyclic equivalence. We then
call the quiver algebra A = kQ /∂W with superpotential
W =
∑
d∈Γc
d−
∑
d′∈Γcc
d′ ∈ tr(kQ ) (1)
a square superpotential algebra (see Fig. 1).
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Fig. 1. The 6 possible ‘building blocks’ for the quiver of a square superpotential algebra.
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W = xyz− zyx,
A = Z(A) ∼= k[x, y, z]
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W = y1x2 y2x1 − y2x2 y1x1,
Z(A) ∼= k[a,b, c,d]/(ab − cd)
∼= k[x1 y1, x2 y2, x1 y2, x2 y1] ⊂ k[x1, x2, y1, y2]
Fig. 2. Examples of square superpotential algebras: A3k and the conifold.
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Fig. 3. The building blocks for the Y p,q quivers.
It will be useful to consider the covering quiver Q˜ (or periodic quiver in the physics literature)
of Q , whose underlying graph is π−1(Q¯ ). By abuse of notation we will write π : Q˜ → Q for the
corresponding projection of quivers.
Example 1.2. The two quiver algebras given in Fig. 2 are perhaps the simplest square superpotential
algebras. The center of the second example is the coordinate ring for the conifold. The quivers on the
right are drawn in the plane.
Example 1.3. The Y p,q algebras form a class of square superpotential algebras. In string theory they
are conjecturally related to a class of Sasaki–Einstein manifolds, namely the Y p,q manifolds. This
conjecture is based on a matching of symmetries, where certain ‘global symmetries’ of the algebras
are identiﬁed with isometries of the manifolds (see [BFHMS]). The Y p,q quivers are constructed by
vertically stacking p of any the three graphs given in Fig. 3, identifying vertices (0, j) = (2, j) and
(i,0) = (i+ i0, p) for each i, j and some i0 ∈ {0,1}, and choosing a compatible orientation. The label q
is given by
q = p − #
{
·
·
·
·
·
·}
− 2 · #
⎧⎪⎨⎪⎩·· ·· ··
· · ·⎫⎪⎬⎪⎭ .
Some examples are given in Fig. 4.
2. Impressions
2.1. Deﬁnition and utility
The deﬁnition we introduce in this section, called an impression, will serve as our main tool for an-
alyzing square superpotential algebras. Recall that an algebra A is representable if there is an algebra
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monomorphism A ↪→ Md(B) for some commutative noetherian algebra B . An impression may be
thought of as a way of placing (commutative) coordinates within a representable algebra.
Deﬁnition and Lemma 2.1. Let A be a representable algebra over an algebraically closed ﬁeld k and de-
note by Z its center. Suppose there exists a commutative ﬁnitely-generated k-algebra B, an open dense subset
U ⊆ Max B, and an algebra monomorphism τ : A → EndB(Bd) with d < ∞, such that the composition with
the evaluation map
τq : A τ−→ EndB
(
Bd
)→ EndB((B/q)d)∼= Endk(kd)
is a simple representation for each q ∈ U . Then
Z ∼= R := { f ∈ B | f 1d ∈ imτ } ⊂ B. (2)
If the map
Max B
φ−→Max R, q → q∩ R, (3)
is surjective then we call (τ , B) an impression of A.
Proof. k is algebraically closed, hence inﬁnite, and B is ﬁnitely-generated over k, and therefore
B/q∼= k for each q ∈Max B by [MR, 9.1.12]. We ﬁrst prove (2). Suppose a ∈ Z . Identify EndB((B/q)d) ∼=
Md(B/q), so τq(a) = (bij(q)) is a matrix with entries bij(q) in k. For each q ∈ U , Shur’s lemma implies
τq(a) ∈ k1d . Thus bij(q) = 0 whenever i = j, and bii(q) = b jj(q) for each i, j. Since U is dense in Max B
it follows that bij ∼ 0 for i = j and bii ∼ b jj for each i, j, that is, τ (a) = b111d .
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τ (a)τ (b) − τ (b)τ (a) = 0, so ab = ba since τ is a monomorphism, and thus a ∈ Z .
We now prove φ is well deﬁned. Recall our standing assumption that A and B are unital. Since
τq is a simple representation for each q ∈ U , τ (1A) = 1d . Thus 1B ∈ R , so for any q ∈ Max B the
composition ψ : R ↪→ B → B/q ∼= k is an epimorphism. It follows that R/kerψ ∼= k, and so q ∩ R =
kerψ ∈Max R since R is a unital commutative ring. 
We call (τ , B) a pre-impression of A if φ is not assumed to be surjective. As we will see, a (pre-)im-
pression of an algebra A may be useful because
• it determines the center of A;
• it may enable symplectic geometric concepts to be related to the representation theory of A;
• if B is prime and A is noetherian and module-ﬁnite over its center, then its impression explicitly
determines all simple A-modules of maximal k-dimension up to isomorphism.
Lemma 2.2. If B is reduced and Z is ﬁnitely-generated then φ :Max B →Max R is a morphism of varieties.
Proof. By Hilbert’s Nullstellensatz [E, Corollary 1.10], the algebra monomorphism R ↪→ B induces the
morphism φ deﬁned by q → q ∩ R since B is reduced, whence Z is reduced, and k is algebraically
closed. 
Recall that a ring R is prime if its zero ideal is prime.
Lemma 2.3. Let (τ , B) be a pre-impression of an algebra A. If B is a prime ring then A and its center Z are
both prime rings.
Proof. Since B is prime, Md(B) ∼= EndB(Bd) is prime [L, Proposition 10.20], and thus A is prime since
τ is an algebra monomorphism. Z is an integral domain since by (2) it is a subring of an integral
domain. 
We call a simple module (resp. representation) of maximal k-dimension a large module (resp. large
representation). Under suitable hypotheses given in Section 1.1, the large modules are parameterized
by the smooth locus of the algebras center.
Lemma 2.4. For each q ∈ U , the composition τq is a large representation of A.
Proof. Let n be the maximal k-dimension of the simple A-modules; we claim that d = n. Since τq is
simple, n d. Conversely, let V be a large A-module and set p := annA V . A is a PI ring of PI degree
d′  d since A ∼= τ (A) ⊂ Md(B) and B is commutative [MR, 13.3.3.ii], so A/p is a primitive PI ring of
PI degree r  d′ [MR, 13.7.2.i], and thus A/p is a central simple algebra isomorphic to Mr(EndA/p V )
with center EndA/p V [MR, 13.3.8]. But EndA/p V ∼= k since k is algebraically closed. It follows that
there is a faithful simple representation Mr(k) ∼= A/p ↪→ Mn(k), so r = n, whence n = r  d. 
Proposition 2.5. Let (τ , B) be an impression of a ﬁnitely-generated algebra A module-ﬁnite over its center,
with B prime. If V is a large A-module then there is some q ∈ Max B such that V ∼= (B/q)d, where av :=
τq(a)v.
Proof. First note that A and its center Z are noetherian since A is ﬁnitely-generated over k and
module-ﬁnite over Z [MR, 13.9.7], and A is prime by Lemma 2.3.
Let V be a large A-module and p= annA V its annihilator. Since A is module-ﬁnite over its center,
m := p∩ Z is a maximal ideal of Z [S, Theorem 4.2.2(2)]. Since φ is surjective there is some q ∈Max B
such that φ(q) =m. But then m= φ(q) = annZ ((B/q)d).
214 C. Beil / Journal of Algebra 371 (2012) 207–249Let W be a nonzero simple submodule of (B/q)d and p′ its annihilator. Then annZ W ⊇
annZ (B/q)d = m, and so since m is a maximal ideal it must be that p′ ∩ Z = annZ W = m. Since
m is in the Azumaya locus of A (that is, Am is Azumaya over Zm) and A is prime, noetherian, and
module-ﬁnite over its ﬁnitely-generated center, W must be of maximal k-dimension [BG, Proposi-
tion 3.1], namely d, so W ∼= (B/q)d . Moreover, since Am is Azumaya over Zm and m is a maximal
ideal of Zm , Am/mAm is a central simple algebra [MR, Proposition 13.7.11]. But Am/mAm ∼= A/mA as
algebras [MR, Lemma 13.7.12], so A/mA is central simple. Therefore, since V and W are both simple
modules over A/mA, we have V ∼= W as A/mA-modules. Since V and W are both annihilated by m,
we also have V ∼= W as A-modules. Therefore V ∼= W ∼= (B/q)d as A-modules. 
Remark 2.6. Suppose B is a ﬁeld and (τ , B) is an impression of A. Then τ : A ∼=−→ EndB(Bd) is an
isomorphism, U consists of the zero ideal, and Z ∼= B .
Remark 2.7. Supposing R is a normal noetherian domain, an R-order is a particular type of prime
PI ring: an R-order is an R-algebra A ⊂ Mn(Frac(R)) that is a ﬁnitely-generated R-module satisfying
Frac(R) ⊗R A ∼= Mn(Frac(R)), and thus R and A are in some sense birationally equivalent. We will
show in Section 6.2 that any square superpotential algebra A with center Z is indeed a Z -order, but
the impression ring B will be quite different from Frac(Z).
Notation 2.8. Let A = kQ /I be a quiver algebra and let τ : A → EndB(Bd) be an algebra homomor-
phism. For each i, j ∈ Q 0 set di := rankτ (ei) and deﬁne the k-linear map
τ¯ : e j Aei → HomB
(
Bdi , Bd j
)
,
where for each a ∈ e j Aei , τ¯ (a) is the restriction of τ (a) to
Bdi ∼= τ (ei)Bd → Bd j ∼= τ (e j)Bd.
Our interest here will be in the case di = d j = 1, so τ¯ (e j Aei) ⊆ HomB(B, B) ∼= B . If a ∈ e jkQ ei is
a representative of an element a+ I ∈ A, then set τ¯ (a) := τ¯ (a+ I).
2.2. The case when τ¯ (ei Aei) = τ¯ (e j Ae j) ⊂ B
Throughout, denote by E ji the matrix with a 1 in the ( ji)-th slot and zeros elsewhere. In this
section we collect results for a general quiver algebra A = kQ /I that admits a pre-impression (τ , B),
where d = |Q 0|, τ (ei) = Eii for each i ∈ Q 0, and τ¯ (ei Aei) = τ¯ (e j Ae j) ⊂ B for each i, j ∈ Q 0. In the
next section we will show that square superpotential algebras admit such impressions. We identify
EndB(Bd) ∼= Md(B).
2.2.1. Noetherianity
Lemma 2.9. Let A = kQ /I be a quiver algebra, and suppose there exists an algebra monomorphism τ : A →
EndB(B |Q 0|) such that
τ (ei) = Eii and τ¯ (ei Aei) = τ¯ (e j Ae j) ⊂ B for each i, j ∈ Q 0. (4)
Then for each i ∈ Q 0 , there is an algebra isomorphism
ei Aei ∼= τ¯ (ei Aei) ⊂ B.
Therefore there is an isomorphism of corner rings ei Aei ∼= e j Ae j .
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τ¯ (dc)Eii = τ (dc) = τ (d)τ (c) = τ¯ (d)Eii τ¯ (c)Eii = τ¯ (d)τ¯ (c)Eii,
so τ¯ (dc) = τ¯ (d)τ¯ (c), and similarly τ¯ (c + d) = τ¯ (c) + τ¯ (d). If c ∈ ei Aei satisﬁes τ¯ (c) = 0 then τ (c) =
τ¯ (c)Eii = 0, whence c = 0, and so the restriction τ¯ : ei Aei → B is also an algebra monomorphism. It
follows that ei Aei ∼= τ¯ (ei Aei) as algebras. 
Lemma 2.10. Let A = kQ /I be a quiver algebra, and suppose there exists an algebra monomorphism τ : A →
EndB(B |Q 0|) such that (4) holds. Then each corner ring ei Aei is a ﬁnitely-generated subalgebra.
Proof. The corner ring ei Aei is generated by representative cycles c ∈ eikQ ei such that c = b2eib1 for
any cycles b1, b2 of nonzero length. We claim that any cycle c = c2dc1 ∈ eikQ ei , with a cyclic proper
subpath d ∈ e jkQ e j , is equal to some cycle b2eib1 ∈ eikQ ei modulo I . Since τ¯ (ei Aei) = τ¯ (e j Ae j),
there exists a d′ ∈ eikQ ei such that τ¯ (d′) = τ¯ (d). Since rankτ (e) = 1 for each  ∈ Q 0, we have
τ¯
(
d′c2c1
)
Eii = τ
(
d′c2c1
)= τ (d′)τ (c2)τ (c1)
= τ¯ (d′)Eii τ¯ (c2)Eij τ¯ (c1)E ji = τ¯ (d′)τ¯ (c2)τ¯ (c1)Eii,
so τ¯ (d′c2c1) = τ¯ (d′)τ¯ (c2)τ¯ (c1). Similarly τ¯ (c2dc1) = τ¯ (c2)τ¯ (d)τ¯ (c1). But then
τ¯
(
d′c2c1
)= τ¯ (c2dc1),
and the claim follows since τ¯ : ei Aei → B is an algebra monomorphism by Lemma 2.9. ei Aei is there-
fore generated by cycles without cyclic proper subpaths, and the lemma follows since |Q 0| < ∞. 
Theorem 2.11. Let A = kQ /I be a quiver algebra that admits a pre-impression (τ , B) such that (4) holds.
Then A and its center Z are noetherian rings, A is a ﬁnitely-generated Z-module, and
Z = k
[∑
i∈Q 0
γi ∈
⊕
i∈Q 0
ei Aei
∣∣∣ τ¯ (γi) = τ¯ (γ j) for each i, j ∈ Q 0]. (5)
In particular, Z ∼= Zei = ei Aei for each i ∈ Q 0 .
Proof. (5) follows from Lemma 2.1 (2). In particular, for each i ∈ Q 0 there is an algebra epimorphism
Z → Zei given by z → zei . This map is injective: ﬁrst note that ze j = ze2j = e j ze j for each j ∈ Q 0
since z ∈ Z . Suppose zei = 0; then τ¯ (ei zei) = 0, so τ¯ (e j ze j) = 0 for each j ∈ Q 0, so τ (z) = 0 since
z = z∑ j∈Q 0 e j = ∑ j∈Q 0 e j ze j , whence z = 0 since τ is injective. Therefore Z ∼= Zei . Furthermore,
(5) implies ei Aei ⊆ Zei since by assumption τ¯ (ei Aei) = τ¯ (e j Ae j) for each i, j ∈ Q 0, so ei Aei = Zei . By
Lemma 2.10, Z ∼= Zei = ei Aei is ﬁnitely-generated, and so Z is noetherian.
We claim that Z A is generated by all paths in Q of length m := |Q 0|, modulo I . Let (p) denote
the length of a path p ∈ kQ . If a ∈ Q>m is a path, then a must have a (non-vertex) cyclic subpath, say
a = b′cb where c is a cycle in Q and b, b′ are paths. Since c is not a vertex and (a) < ∞, we have
that (b′b) < (a). Since et(c)Aet(c) = Zet(c) , there exists a c˜ ∈ Z such that c˜et(c) = c + I , so
a+ I = b′cb + I = b′c˜et(c)b + I = b′c˜b + I = c˜b′b + I.
But b′b ∈ kQ is a path representative of b′b + I ∈ A, so we may repeat this process with b′b in
place of a, and then do so a ﬁnite number of times until a + I ∈ Z(b′′ + I) with (b′′)m. We may
then extend this argument k-linearly to kQ , proving our claim. A is therefore module-ﬁnite over its
center Z . Since A is also ﬁnitely-generated, A is noetherian by the Artin–Tate lemma [S, 4.2.1]. 
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Corollary 2.12. Suppose a quiver algebra A = kQ /I admits a pre-impression (τ , B), where B is an integral
domain and (4) holds. If a ∈ ei A and b ∈ Aei are nonzero, then ba is nonzero as well.
Proof. Suppose ba = 0. By Lemma 2.3 A is prime and by Theorem 2.11 ei Aei = Zei for each i ∈ Q 0, so
bra = 0 for some r ∈ ei Aei = Zei . But then there is a z ∈ Z such that zei = r, so bra = bza = zba = 0,
a contradiction. 
2.2.2. Large modules
Suppose A = kQ /I is a quiver algebra that admits a pre-impression (τ , B) with d = |Q 0| and
τ¯ (ei Aei) = τ¯ (e j Ae j) ⊂ B for each i, j ∈ Q 0. By Lemma 2.4, the large A-modules (that is, the simple
A-modules of maximal k-dimension) have k-dimension |Q 0|. In this subsection we give algebraic and
homological characterizations of these modules.
Recall that if a k-algebra A is ﬁnitely-generated and module-ﬁnite over its center Z , and V is a
simple A-module, then annZ V will be a maximal ideal of Z [S, Theorem 4.2.2].
Lemma 2.13. Suppose a quiver algebra A = kQ /I admits a pre-impression (τ , B), where B is an integral
domain and (4) holds. Then a simple A-module V is large if and only if annZ V ∈ Max Z is contained in the
Azumaya locus of A.
Proof. A and Z are prime noetherian algebras and A is a ﬁnitely-generated Z -module by Theo-
rem 2.11 and Lemma 2.3. The lemma then follows from [BG, Proposition 3.1] since k is assumed
to be algebraically closed. 
We will consider the Ore localizations Am := Zm⊗Z A with m ∈Max Z . When m is in the Azumaya
locus, Am is local with unique maximal ideal mmAm [MR, 13.7.9]. A simple A-module V can be
localized to an Am-module by setting Vm := Zm/mm⊗k V , and is only nonzero if m= annZ V . There is
an obvious A-module isomorphism φ : V → Vm deﬁned by φ(v) = 1⊗ v ,3 so V may be viewed as an
Am-module by setting bv := φ−1(bφ(v)), and the inverse map φ−1 : Vm → V is then an Am-module
isomorphism since bφ−1(w) = bv = φ−1(bφ(v)) = φ−1(bw). V and Vm are thus isomorphic modules
over both A and Am .
Lemma 2.14. Let A be a prime noetherian algebra, module-ﬁnite over its center, let V be a large A-module
with annihilator p, and set m := p∩ Z . Then there are A-module and Am-module isomorphisms
Am/pm ∼= A/p∼= V⊕d ∼= (Vm)⊕d, (6)
where d := dimk(V ). This holds in particular if A = kQ /I is a quiver algebra that admits a pre-impression
(τ , B), where B is an integral domain and (4) holds; in this case d = |Q 0|.
Proof. First note that the PI degree of A is d [BG, 3.1.a]. The factor A/p is then a primitive PI ring,
so by Kaplansky’s theorem [MR, 13.3.8] it is a central simple algebra whose only simple is V , so the
PI degree of A/p is also d, and thus it has dimension d2 over its center. By the Artin–Wedderburn
theorem there is an isomorphism of A-modules, A/p∼= V⊕d .4
For the special case, A is noetherian and module-ﬁnite over its center by Theorem 2.11, prime by
Lemma 2.3, and d = |Q 0| by Lemma 2.4. 
3 φ is injective since 1t · Zm/mm ⊗ tv = 1⊗ v = φ(v) = 0 implies tv = 0, which implies v = 0 since t /∈m= annZ V .
4 Of course there is a maximal left ideal r such that V ∼= A/r as A-modules, namely r= kerφv where φv : A → V is given
by a → av .
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cover P , that is, there is an epimorphism P → V such that, for any submodule L ⊂ P , kerφ + L = P
implies L = P . If a projective resolution is constructed from projective covers then its length will
give the precise projective dimension rather than just an upper bound, and in (10) we determine
the (unique) projective covers of the large Am-modules. Also, recall that a set of idempotents in a
ring S is basic if it is a complete set of orthogonal idempotents e1, . . . , en such that Se1, . . . , Sen is
a complete irredundant set of representatives of the S-modules of the form Se for some primitive
idempotent e [AF, Section 27].
Proposition 2.15. Suppose a quiver algebra A = kQ /I admits a pre-impression (τ , B), where B is an integral
domain and (4) holds. Further suppose I ⊂ kQ2 . Let V be a large A-module, and set p := annA V , m :=
p∩ Z ∈Max Z . Then the localization Am is semiperfect and
Amei ∼= Ame j, pmei ∼= pme j,
Aei  Ae j, pei  pe j,
while as A-modules,
Aei/pei ∼= Ae j/pe j ∼= V . (7)
Consequently, any single vertex forms a basic set of idempotents for Am , while the set of all vertices forms a
basic set for A.
Proof. By Lemma 2.13, m is in the Azumaya locus of A, so Am contains only one primitive ideal,
namely pm , and thus the Jacobson radical of Am is J = pm [MR, 13.7.5, 9]. Moreover, Am has a
complete set of orthogonal idempotents e1, . . . , en , and for each i ∈ Q 0, the corner ring ei Amei is
local:
ei Amei = Zm ⊗Z ei Aei ∼= Zm ⊗Z Z ∼= Zm. (8)
It follows [AF, Theorem 27.6] that Am is semiperfect and the set
Ame1/pme1, . . . , Amen/pmen
is the set of all simple Am-modules, with
Am/pm = Ame1/pme1 ⊕ · · · ⊕ Amen/pmen.
Since Am is Azumaya there is only one simple Am-module,5 so
Amei/pmei ∼= Ame j/pme j ∼= Vm. (9)
The following characterizes projective covers [AF, 27.13]: Suppose S is a semiperfect ring with a ba-
sic set of idempotents e1, . . . , en and Jacobson radical J , and let M be a ﬁnitely-generated S-module.
Then if
M/ JM ∼= (Se1/ J e1)(k1) ⊕ · · · ⊕ (Sen/ J en)(kn),
5 Indeed, since Am is Azumaya, any simple Am has annihilator pm . Thus any simple Am-module is also a simple module
over Am/pm = A/p. But A admits an embedding into a matrix ring, so A/p is primitive PI, and thus a central simple algebra
by Kaplansky’s theorem. Therefore A/p, hence Am , has only one simple module up to isomorphism.
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M = Ame. As mentioned above, J (Am) = pm , so
Amei
φ=·1
 Vm ∼= Amei/pmei (10)
is the unique projective cover of Vm . Therefore by (9), φ must factor through Ame j , so by symmetry
Amei ∼= Ame j . (11)
Of course, Aei  Ae j when i = j (argument in [C, p. 4]: otherwise there would be some f ∈ ei Ae j
and g ∈ e j Aei with f g = ei , g f = e j , so ei = f g ∈ Ae j A. But by assumption I ⊂ kQ2, and there-
fore ei /∈ Ae j A, a contradiction). We remark that Amei is indecomposable since its endomorphism
ring EndAm (Amei) ∼= ei Amei is local by (8). By [AF, Corollary 17.20] J (Am)ei is the unique maximal
submodule of Amei , and so by (11),
pmei = J (Am)ei ∼= J (Am)e j = pme j.
Now since m= annZ V , it follows by (9) that the following are isomorphic both as A-modules and
Am-modules:
Aei/pei ∼= Amei/pmei ∼= Ame j/pme j ∼= Ae j/pe j,
and these are also isomorphic to V and Vm . 
Note that an alternative proof of (6), namely A/p∼= V⊕|Q 0| , is immediate from Proposition 2.15.
Theorem 2.16. Suppose a quiver algebra A = kQ /I admits an impression (τ , B), where B is an integral do-
main and (4) holds. Let V be a large A-module, and set p := annA V , m := p∩ Z ∈Max Z . Then
pdA(V ) = pdAm(Vm) = pdA(A/p) = pdAm(Am/pm) = pdZm(Zm/mm). (12)
Proof. (i) We ﬁrst claim pdAm (Am/pm)  pdZm(Zm/mm). Consider a projective resolution of the
residue ﬁeld Zm/mm over the local ring Zm ,
· · · → (Zm)⊕n → Zm ·1−→ Zm/mm → 0. (13)
By Lemma 2.13, m is in the Azumaya locus of A, so the localization Am is an Azumaya algebra, and
thus (by deﬁnition) Am , and hence the direct summand Ame for any e in a basic set of idempotents
for Am , is a free Zm-module [MR, 13.7.6]. But then Ame is a ﬂat Zm-module as well, so the functor
−⊗Zm Ame is exact. Applying this functor to the resolution (13) we obtain the exact sequence
· · · → (Zm)⊕n ⊗Zm Ame ∼= (Ame)⊕n → Zm ⊗Zm Ame ∼= Ame
·1−−→ Zm/mm ⊗Zm Ame → 0. (14)
The modules in this sequence are now over Zm ⊗Zm Am ∼= Am . By [MR, 13.7.9], the ideal pm ⊂ Am is
generated by m, that is, pm =mAm , and so
Zm/mm ⊗Zm Ame ∼= Zm ⊗Zm Ame/
(
mm(Ame)
)∼= Ame/pme.
Claim (i) then follows by the exactness of (14).
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· · · → P1 δ1−→ P0 δ0−→ Vm → 0. (15)
Fix a vertex e and consider the sequence of eAme-modules,
· · · → eP1 δ1|eP1−−−→ eP0 δ0|eP0−−−→ eVm → 0. (16)
By Theorem 2.11, eAe ∼= Z as algebras, and by Proposition 2.5 and (2), eV ∼= Z/m as eAe-modules.
Thus eAme ∼= Zm as algebras and eVm ∼= Zm/mm as eAme-modules. For each i we have the following
inclusions:
• ker(δi |ePi ) ⊆ e(ker δi):
If v ∈ ker(δi |ePi ) then v ∈ ePi and δi(v) = 0, so v ∈ ker δi ∩ ePi = e(ker δi).• ker(δi |ePi ) ⊇ e(ker δi):
If v ∈ e(ker δi) then v ∈ ePi and δi(v +w) = 0 for some w ∈ Pi satisfying ew = 0. But v ∈ ePi im-
plies δi(v) = δi(ev) = eδi(v) ∈ ePi−1, and similarly δi(w) /∈ ePi−1, so δi(v)+ δi(w) = δi(v +w) = 0
implies δi(v) = 0, and thus v ∈ ker(δi |ePi ).• im(δi |ePi ) ⊆ e(im δi):
If v ∈ im(δi |ePi ) then there is some u ∈ ePi such that v = δi(u) = δi(eu) = eδi(u) ∈ ePi−1, so
v ∈ im(δi) ∩ ePi−1 = e(im δi).
• im(δi |ePi ) ⊇ e(im δi):
If v ∈ e(im δi) then v ∈ ePi−1 and v + w = δi(u) for some w ∈ Pi−1 satisfying ew = 0 and u ∈ Pi .
But then v = e(v + w) = e(δi(u)) = δi(eu), so v ∈ im(δi |ePi ).
Since (15) is an exact sequence, it follows that for each i,
ker(δi|ePi ) = e(ker δi) = e(im δi+1) = im(δi+1|ePi+1),
so (16) is also an exact sequence, and thus (16) is a projective resolution of Zm/mm ∼= eVm over
Zm ∼= eAme.
(iii) For any ring S and family of S-modules Mi , pdS (
⊕
i Mi) = sup{pdS(Mi)} [R, Proposi-
tion 5.1.20]. Thus by Lemma 2.14,
pdA(A/p) = pdA(V ) and pdAm(Am/pm) = pdAm(Vm).
Consequently, by claims (i) and (ii),
pdZm(Zm/mm) pdAm(Vm) = pdAm(Am/pm) pdZm(Zm/mm),
so pdZm (Zm/mm) = pdAm (Am/pm).
(iv) Finally, pdA(V ) = pdAm(Vm) since exactness is preserved under localization.6 
3. Impressions of square superpotential algebras
3.1. An impression
In this section we give an explicit impression for all square superpotential algebras. To do this, we
ﬁrst determine an algebra monomorphism τ : A → EndB(B |Q 0|), and then we show that τ¯ (ei Aei) =
τ¯ (e j Ae j) ⊂ B for each i, j ∈ Q 0 and apply the results of Section 2.2.
6 This follows since Zm is a projective Zm-module, and by [MR, 7.4.2.iii] fdZ (Zm) = fdZm (Zm) = 0, so we may apply the
exact functor Zm⊗Z − to a projective resolution of V over A, giving a projective resolution of Zm⊗Z V ∼= Zm/mm⊗Z V = Vm
over Zm ⊗Z A = Am .
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Fig. 5. A labeling of arrows in the quiver of a square superpotential algebra that speciﬁes an impression.
Notation 3.1. Let A = kQ /∂W be a square superpotential algebra with covering quiver Q˜ and pro-
jection π : Q˜ → Q . For brevity we will write p ∼ p′ in place of p = p′ modulo ∂W ; similarly for
p,q ∈ kQ˜ , we will write p ∼ q whenever π(p) ∼ π(q). If p is a path in kQ then we will refer to
p + ∂W as a path in A since if p′ ∼ p then clearly p′ must be a path as well.
Throughout, set B := k[x1, x2, y1, y2]. Recall that the underlying graph Q˜ ◦ of the covering quiver
π−1(Q ) = Q˜ of Q embeds into R2 as a square grid with vertex set Z × Z, and with at most one
diagonal arrow in each unit square. For each a ∈ Q˜ 1, deﬁne τ¯ (a) to be the monomial corresponding
to the orientation of a given in Fig. 5.
For each a ∈ Q˜ 1, set τ¯ (π(a)) := τ¯ (a). Let E ji denote the matrix with a 1 in the ( ji)-th slot and
zeros elsewhere. Deﬁne the k-algebra homomorphism
τ : A → M|Q 0|(B) ∼= EndB
(
B |Q 0|
)
(17)
on the generating set Q 0 ∪ Q 1, by
ei → Eii for each i ∈ Q 0 and a → τ¯ (a)Eh(a),t(a) for each a ∈ Q 1.
We will show that (τ , B) is an impression of A. Note that τ is well deﬁned since the paths satisfy
the same multiplication as the matrices Eij , that is, A is isomorphic to the matrix ring
A ∼=
⎡⎢⎢⎣
e1Ae1 e1Ae2 · · · e1Ae|Q 0|
e2Ae1 e2Ae2
...
. . .
e|Q 0|Ae1 e|Q 0|Ae|Q 0|
⎤⎥⎥⎦ ,
and the labeling of arrows given in Fig. 5 is preserved under ∂W . Also, note that the deﬁnition of τ¯
given above extends to the deﬁnition of τ¯ as a k-linear map given in Notation 2.8.
For the following lemma, denote a path p ∈ kQ ei by its ordered monomial labeling in the non-
commuting variables x1, x2, y1, y2. If a subword xαyβ corresponds to a diagonal arrow, then set
xαyβ = yβxα . The proof is given in Appendix A.
Lemma 3.2. Consider a path p = tn · · · t2t1usm · · · s1 with s, t,u ∈ {x1, x2, y1, y2}. Suppose there exists an
arrow a = u whose head (resp. tail) is a vertex subpath of tn · · · t1 (resp. sm · · · s1) such that u | τ¯ (a) and
τ¯ (a) | τ¯ (p). Then
p ∼ tn · · · t2(ut1)sm · · · s1 or p ∼ tn · · · t3(uti t j)sm · · · s1(
resp. p ∼ tn · · · t1(smu)sm−1 · · · s1 or p ∼ tn · · · t1(sis ju)sm−2 · · · s1
)
, (18)
where i, j ∈ {1,2} (resp. i, j ∈ {m,m− 1}) are distinct.
Referring to the proof of Lemma 3.2, we remark that when u = y1 and t2t1 = xαy2 is a diago-
nal arrow, we have t2t1u ∼ ut2t1, whereas when u = y1 is a vertical arrow and t2t1 = y2xα , we have
t2t1u ∼ ut1t2. These two cases illustrate how the order of t1 and t2 in (18) may depend on the path p.
We also remark that the lemma will fail in general without the assumption on the existence of the
arrow a.
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vertical arrows (the ﬁrst four arrows in Fig. 5) have degree 1 while the diagonal arrows (the latter
four arrows in Fig. 5) have degree 2. Clearly if p and p′ are two paths and p ∼ p′ then p and p′ have
the same degree. The following two lemmas will be proved by induction on degree.
Lemma 3.3. If p and p′ are two paths in Q with the same tail such that τ¯ (p) = τ¯ (p′), then p ∼ p′ . Conse-
quently the map τ in (17) is an algebra monomorphism.
Proof. If p has degree 1 or 2 then clearly p ∼ p′ . Suppose the assertion holds for paths of degree < n,
and that p has degree n. Further suppose u ∈ {x1, x2, y1, y2} divides the τ¯ -image of the leftmost arrow
subpath a of p. Since τ¯ (p) = τ¯ (p′) we have τ¯ (a) | τ¯ (p′). Therefore by Lemma 3.2 we can ‘commute’
the leftmost arrow subpath of p′ whose τ¯ -image is divisible by u to the left, to form a path p′′ ∼ p′
whose leftmost arrow coincides with the leftmost arrow of p, and satisﬁes τ¯ (p′′) = τ¯ (p′) = τ¯ (p). The
proof then follows by induction.
τ is injective: Suppose p, p′ ∈ A satisfy τ (p) = τ (p′). Then the corresponding matrix entries must
be equal, so we may assume p, p′ ∈ e j Aei for some i, j ∈ Q 0. In this case, τ (p) = τ (p′) is equivalent
to τ¯ (p) = τ¯ (p′). 
The following lemma will be essential throughout.
Lemma 3.4. If p and p′ are two paths in Q with the same tail such that τ¯ (p) =mτ¯ (p′) for some monomial
m ∈ B, then there exists a path q ∈ eh(p)kQ eh(p′) such that τ¯ (q) =m and p ∼ qp′ .
Proof. We proceed by induction.
First suppose p′ is an arrow, and so has degree 1 or 2, and suppose u ∈ {x1, x2, y1, y2} divides
τ¯ (p′). Since τ¯ (p′) | τ¯ (p), Lemma 3.2 (with p′ = a) implies that we can ‘commute’ the rightmost arrow
subpath of p whose τ¯ -image is divisible by u to the right, to form a path qp′ ∼ p. Then τ¯ (q) =
τ¯ (p)/τ¯ (p′) =m.
Now suppose the assertion holds for paths of degree < n, and that p′ has degree n. Let p′′ be
the subpath of p′ obtained by removing the leftmost arrow b from p′ . Since the degree of p′′ is
< n, by induction there is a path q′ ∈ eh(p)kQ eh(p′′) such that τ¯ (q′) = τ¯ (p)/τ¯ (p′′) = mτ¯ (b). Since b
is an arrow, its degree is also < n, so again by induction there is a path q ∈ eh(p)kQ eh(b) such that
τ¯ (q) = τ¯ (q′)/τ¯ (b) =mτ¯ (b)/τ¯ (b) =m, proving our claim.
Finally, p and qp′ have coincident tails and τ¯ (p) = τ¯ (q)τ¯ (p′) = τ¯ (qp′), whence p ∼ qp′ by
Lemma 3.3. 
Notation 3.5. For each i, j ∈ Q˜ 0, denote by τ¯ : e jkQ˜ ei → B the k-linear map deﬁned by τ¯ (a) :=
τ¯ (π(a)). Also, set σ := x1x2 y1 y2 (though later σ will denote a cycle whose τ¯ -image is x1x2 y1 y2).
Lemma 3.6. If c is a cycle in Q˜ then τ¯ (c) = σm for some m 0.
Proof. Suppose that σm | τ¯ (c) but σm+1  τ¯ (c). By Lemma 3.4 there is a cycle d in Q˜ at t(c) such that
τ¯ (d) = τ¯ (c)σ−m . But then σ  τ¯ (d), and so d must be the vertex et(c) . 
We now prove that the labeling of arrows given in Fig. 5 determines an impression of any square
superpotential algebra, and has the property that τ¯ (ei Aei) = τ¯ (e j Ae j) ⊂ B for each i, j ∈ Q 0.
Theorem 3.7. Let A be square superpotential algebra. Then A admits an impression (τ , B = k[x1, x2, y1, y2]),
where τ is given by the labeling of arrows in Fig. 5 and τ (ei) = Eii for each i ∈ Q 0 . Furthermore, τ¯ (ei Aei) =
τ¯ (e j Ae j) ⊂ B for each i, j ∈ Q 0 .
Proof. We ﬁrst show that (τ , B) is an impression of A. By Lemma 3.3, τ : A → EndA(B |Q 0|) is an
algebra monomorphism.
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U := {x1x2 y1 y2 = 0} ⊂Max B.
Then for each q ∈ U , τq is a simple representation of A: each arrow a is represented by a nonzero
scalar multiple of Eh(a),t(a) , and there is a path from i to j for each i, j ∈ Q 0.
Finally, the map φ :Max B →Max R , q → q∩ R , is surjective: for any m ∈Max R , Bm is a (nonzero)
proper ideal of B since the only units of B are the scalars. Since B is noetherian there is a maximal
ideal q ∈ Max B containing Bm. But then q ∩ R ⊇ Bm ∩ R = m, and since m is a maximal ideal of R ,
q∩ R ⊆m, so q∩ R =m.
We now show that τ¯ (ei Aei) = τ¯ (e j Ae j) ⊂ B for each i, j ∈ Q 0. Since the cycles in e j Ae j gener-
ate e j Ae j , it suﬃces to consider a cycle p ∈ e jkQ e j . Consider paths r and s in Q˜ from i′ ∈ π−1(i)
to j′ ∈ π−1( j) and j′ to i′ , respectively. By Lemma 3.6 τ¯ (rs) = σm for some m  0. Consequently
σm | τ¯ (π(s)pπ(r)), so by Lemma 3.4 there exists a cycle p′ ∈ eikQ ei such that τ¯ (p′) = τ¯ (p). 
By algebraic variety, we mean an irreducible aﬃne variety.
Corollary 3.8. Both a square superpotential algebra A and its center Z are prime noetherian rings, Max Z is
a toric algebraic variety, and A is a ﬁnitely-generated Z-module.
Proof. By Theorems 2.11 and 3.7, A and Z are noetherian and A is module-ﬁnite over Z . By
Lemma 2.3, A and Z are prime since B = k[x1, x2, y1, y2] is prime.
We now show Z is the coordinate ring for a toric algebraic variety: for each i ∈ Q 0, ei Aei is
generated by cycles, and the τ¯ -image of a cycle is a monomial in B , so τ¯ (ei Aei) ⊂ B is generated
by monomials in the polynomial ring B . By Lemma 2.9 and Theorem 2.11, Z ∼= ei Aei ∼= τ¯ (ei Aei).
Z is therefore prime, noetherian, and isomorphic to a subalgebra of a polynomial ring generated by
monomials. 
4. 3-Dimensional normal Gorenstein centers
Throughout this section A = kQ /∂W denotes a square superpotential algebra, Z denotes its cen-
ter, and Q˜ denotes the covering quiver with projection π : Q˜ → Q . Recall that Z is noetherian by
Corollary 3.8.
Recall that a vertex simple is a simple module in which every path, with the exception of a single
vertex, is represented by zero. The Z -annihilators of the vertex simple A-modules are all equal, and
we call this maximal ideal m the origin of Max Z . We will show that Z is a 3-dimensional normal
domain, and that the localization Zm is Gorenstein.
4.1. Transcendence basis
In this section we show that the Krull dimension of the center of a square superpotential algebra
is 3.
Lemma 4.1. If p and p′ are two paths in Q˜ with the same tail such that p ∼ p′ , then h(p) = h(p′).
Proof. Set (v1, v2) = h(p) − t(p) ∈ Q˜ 0 = Z2. There is some s, t  0 such that
τ¯ (p) = x|v1|n(v1) y
|v2|
n(v2)
(x1x2)
s(y1 y2)
t,
where n(vi) = 1 or 2 if sign(vi) > 0 or sign(vi) < 0, respectively. 
Lemma 4.2.Modulo ∂W , there is a unique path p without cyclic proper subpaths between any two vertices in
the covering quiver Q˜ .
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xa1 y
b
1(x1x2)
c(y1 y2)d . Then c = 0 or d = 0, since otherwise σ | τ¯ (p) whence p has a cyclic subpath by
Lemma 3.4. Let p′ be another path in Q˜ from t(p) to h(p) without cyclic subpaths; then similarly
τ¯ (p′) = xa1 yb1(x1x2)c
′
(y1 y2)d
′
with c′ = 0 or d′ = 0. We claim c = c′ and d = d′; the lemma will then
follow from Lemma 3.3. It suﬃces to consider the following two cases.
(i) Suppose d = d′ = 0 and c  c′ . Then τ¯ (p) | τ¯ (p′). Thus by Lemma 3.4 there is a cycle in Q˜ with
τ¯ -image (x1x2)c
′−c . Since the underlying graph of Q˜ embeds into the plane, we must have c′ − c = 0.
Therefore τ¯ (p′) = τ¯ (p).
(ii) Now suppose c = d′ = 0 and d  c′ . Then τ¯ (p) | σ dτ¯ (p′) = τ¯ (udp′), where u is a unit cycle
at h(p). Thus by Lemma 3.4 there is a cycle in Q˜ with τ¯ -image (x1x2)c
′+d . Again since the underlying
graph of Q˜ embeds into the plane, we must have c′ + d = 0. Since c′,d  0, this implies c′ = d = 0,
and so τ¯ (p′) = τ¯ (p). 
Fix i ∈ Q 0 and consider the sublattice π−1(i) ⊂ Q˜ 0 = Z2. Let u, v ∈ π−1(i) be Z-generators of
π−1(i) with respect to a ﬁxed origin (0,0) ∈ π−1(i),
π−1(i) = Zu ⊕Zv. (19)
Let α ∈ ei Aei (resp. β ∈ ei Aei) be the π -image modulo ∂W of a path of minimal length from (0,0)
to u (resp. v) in Q˜ ; these paths are unique by Lemma 4.2. Further, by abuse of notation let σ ∈ ei Aei
be the (unique) cycle satisfying τ¯ (σ ) = x1x2 y1 y2.
Proposition 4.3. Let Z be the center of a square superpotential algebra A. Then Zei has transcendence basis
{α,β,σ } over k, and so the Krull dimension of Z ∼= Zei is 3.
Proof. We claim that the set {α,β,σ } is algebraically independent over k. Consider a nonzero poly-
nomial
f (α,β,σ ) =
n∑
=1
bα
rβsσ t
with coeﬃcients b ∈ k. Fix 1    n, and let d be the lift of αrβsσ t in Q˜ with tail at
(0,0) ∈ π−1(i) ⊂ Q˜ 0 = Z2. We may assume, without loss of generality, that h(d) = h(d1) in Q˜ since
otherwise there is no relation between d and d1 by Lemma 4.1. This yields ru + sv = h(d) =
h(d1) = r1u + s1v . Thus, since u and v are linearly independent, r = r1 and s = s1. Therefore
d ∼ αr1βs1σ t . Since this holds for each , we have
f (α,β,σ ) = αr1βs1
∑

bσ
t .
But τ¯ (σ ) is algebraically independent over k, whence f (α,β,σ ) = 0.
We now claim that if g ∈ Zei = ei Aei is a cycle, then {α,β,σ , g} is algebraically dependent over k.
Let g+ be the lift of g with tail at (0,0) ∈ π−1(i) ⊂ Q˜ 0. Then h(g+) = mu + nv for some m,n ∈ Z.
It suﬃces to suppose m,n  0. Denote by h the path in Q˜ obtained by removing all cyclic proper
subpaths of g+ , and denote by h′ the lift of αmβn with tail at (0,0). Since the lifts of α and β
have no cyclic proper subpaths by deﬁnition, h′ also has no cyclic proper subpaths. Therefore, since h
and h′ have coincident heads and tails in Q˜ , Lemma 4.2 implies h ∼ h′ . h and g+ also have coincident
heads and tails in Q˜ , and τ¯ (h) | τ¯ (g+), and so Lemma 3.4 implies that there is a cycle c in Q˜ at (0,0)
such that hc ∼ g+ . Moreover, Lemma 3.6 implies that π(c) ∼ σ r for some r  0. Therefore
g = π(g+)∼ π(hc) = π(h)π(c) ∼ π(h′)π(c) ∼ αmβnσ r,
proving our claim.
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Fig. 6. Redrawing the quiver of a McKay square superpotential algebra.
If g ∈ Zei is a linear combination of cycles, then we may apply this argument to each monomial
summand of g to conclude that the set {α,β,σ , g} is algebraically dependent. 
Although {α,β,σ } is algebraically independent over k, it does not in general form a Zei-regular
sequence, so that is what we now determine.
4.2. Z -regular sequence and socle
Throughout, m denotes the maximal ideal at the origin of Max Z (or Max(Zei), depending on
context). If a prime, ﬁnitely-generated k-algebra is homologically homogeneous and module-ﬁnite
over its center, then its center is Cohen–Macaulay [SV, Theorem 2.2] and normal [BH, Theorem 6.1]. It
will then follow from Proposition 6.7 below that the localization Zm is Cohen–Macaulay and normal.
In this section we will show that Z is normal and Zm is Gorenstein. To show Gorenstein, we will ﬁrst
determine an explicit Z -regular sequence s in m (thus providing a direct proof that Zm is Cohen–
Macaulay), and then we will show that the zero-dimensional local ring Zm/(s) has a simple socle.
Lemma 4.4. The center of a square superpotential algebra is normal.
Proof. By Corollary 3.8, Max Z is a toric algebraic variety. Thus we want to show that the semigroup
S ⊆ N4 of Max Z is saturated in the lattice it generates ZS ⊆ Z4, that is, ZS ∩ N4 = S [CLS, Theo-
rem 1.3.5]. Let w ∈ ZS ∩N4. Then
w =
n∑
i=1
riui −
n′∑
j=1
s j v j for some ui, v j ∈ S and ri, s j  0.
Let mw ,mui ,mv j ∈ B be the monomials corresponding respectively to w , ui , and v j . Then
mwm
s1
v1 · · ·msn′vn′ =mr1u1 · · ·mrnun . Since the ui, v j are in S , the monomials mui , mv j are τ¯ -images of cy-
cles. Therefore by Lemma 3.4, mw is the τ¯ -image of a cycle, so w ∈ S as well, proving the lemma. 
Proposition 4.5. Let A be a square superpotential algebra. Suppose there is a cycle c in Q such that τ¯ (c) = xnα
or ynβ for some n  1. Then A is the McKay quiver algebra of a representation in SL3(k) of an abelian group,
and we say that Q is McKay. In particular, Zm is Gorenstein. Moreover, A admits an impression (τ , B) where
B is the polynomial ring k[x, y, z] in three variables.
Proof. If there is a cycle whose τ¯ -image is only divisible by xα (resp. yβ ), then for each i ∈ Q 0 there
is a cycle in ei Aei whose τ¯ -image is only divisible by xα (resp. yβ ) by Theorem 3.7. Recalling Fig. 1,
it follows that each row (resp. column) of building blocks in the covering quiver Q˜ must consist of
identical building blocks, and each building block must contain a diagonal arrow. In this case Q˜ can
be redrawn so that there are only three orientations of arrows, namely one horizontal, one vertical,
and one diagonal, as shown in Fig. 6.
Let τ¯ now be deﬁned by the orientation of the arrows in the redrawn covering quiver, and denote
by x, y, and z the respective τ¯ -images of the horizontal, vertical, and diagonal arrows. It follows from
Theorem 3.7 that τ¯ deﬁnes an impression of A, with B = k[x, y, z].
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arrows point left and up, respectively. Let x and y be the standard basis vectors in R2. Then
Z2 =Nx ⊕Ny ⊕N(−x − y),
where
(a,b) →
⎧⎨⎩
(a,b,0) if a 0, b 0,
(a+ |b|,0, |b|) if b < 0, b a,
(0,b + |a|, |a|) if a < 0, a b.
Furthermore, elements of Nx ⊕ Ny ⊕ N(−x − y) may be viewed as monomials in B , where
(a,b, c) → xa ybzc . Under this identiﬁcation,
τ¯ (ei Aei) = k
[
π−1(i)
][xyz], (20)
where xyz has been adjoined since there is precisely one cycle in Q˜ at (0,0) ∈ π−1(i) without cyclic
proper subpaths by Lemma 3.6, namely the unit cycle with τ¯ -image xyz.
By the general theory of abelian groups, the quotient G := Z2/π−1(i) is a ﬁnite abelian group.
Moreover, there is a faithful representation ρ : G → SL3(k), g → diag (ωg,x ωg,y ω−1g,xω−1g,y ), with
ωg,x,ωg,y ∈ k roots of unity, such that the ring of invariants under the diagonal action of ρ(G) on
k[x, y, z] is
k[x, y, z]ρ(G) = k[π−1(i)][xyz].
Therefore by (20),
Z ∼= τ¯ (ei Aei) = k
[
π−1(i)
][xyz] = k[x, y, z]ρ(G).
We remark that A = kQ /∂W is the standard McKay quiver algebra
A = kQ /〈[x, y], [y, z], [z, x]〉,
where x, y, and z are the sums of all the horizontal, vertical, and diagonal arrows, respectively (in the
projection of the redrawn covering quiver), of the representation ρ of G . 
Proposition 4.6. Suppose Q is not McKay and let i ∈ Q 0 . Then for each α,β ∈ {1,2} there exists a unique
cycle in ei Aei , without cyclic proper subpaths, whose τ¯ -image is of the form xsα y
t
β for some s, t  1.
Proof. We ﬁrst show existence. We claim that for any choice of α,β ∈ {1,2}, there is a cycle whose
τ¯ -image is not divisible by xα and yβ . Indeed, each vertex is the tail of an arrow whose τ¯ -image
is not divisible by xα or yβ ; see Fig. 1. We can therefore construct a path in Q of arbitrary length
whose τ¯ -image is not divisible by xα and yβ . Since |Q 0| < ∞ we can suppose this path intersects
itself, say at vertex j, thereby forming a cycle at j whose τ¯ -image is not divisible by xα and yβ . By
Theorem 3.7, τ¯ (ei Aei) = τ¯ (e j Ae j), so there is a cycle at i whose τ¯ -image is not divisible by xα and yβ ,
and therefore is of the form xsα+1 ytβ+1 (with indices mod 2). Since Q is not McKay, Proposition 4.5
implies s, t  1.
We now show uniqueness. Fix i ∈ Q 0. Without loss of generality, consider two cycles p1, p2 ∈
ei Aei without cyclic proper subpaths whose respective τ¯ -images are x
s1
1 y
t1
2 and x
s2
1 y
t2
2 , with s1 < s2.
Consider the lifts p+1 and p
+
2 of p1 and p2 with tails at (0,0) ∈ π−1(i) ⊂ Q˜ 0 = Z2. Since the τ¯ -images
of p1 and p2 are only divisible by x1 and y1, the head of p
+
1 is at (s1, t1) and the head of p
+
2 is at
(s2, t2). Clearly there exists a path d in Q˜ from (s1, t1) to (s2, t2) with τ¯ -image x
s2−s1
1 y
u1
1 y
u2
2 for some
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product τ¯ (d)τ¯ (p+1 ) = τ¯ (dp+1 ). Thus σ  τ¯ (dp+1 ), so dp+1 has no cyclic proper subpaths by Lemma 3.6.
Therefore dp+1 have p
+
2 have coincident heads and tails in Q˜ and no cyclic proper subpaths, whence
p2 ∼ π(d)p1 by Lemma 4.2. Since p2 has no cyclic proper subpaths, π(d) must be the vertex h(p2).
Therefore (s1, t1) = (s2, t2), contradicting our assumption that s1 < s2. 
Suppose Q is not McKay and ﬁx i ∈ Q 0. Denote by a,b, c,d ∈ ei Aei = Zei the unique cycles, with-
out cyclic proper subpaths, of the form
τ¯ (a) = xsa1 yta1 , τ¯ (b) = xsb2 ytb2 , τ¯ (c) = xsc1 ytc2 , τ¯ (d) = xsd2 ytd1 , (21)
with s∗, t∗  1. Denote by σ ∈ Zei the unique cycle satisfying τ¯ (σ ) = x1x2 y1 y2.
Lemma 4.7. The sequence (c − d,a,b) is a Zei-regular sequence.
Proof. If α and β are elements of R ⊂ B and β is a zerodivisor on R/(α)R , then β will also be a
zerodivisor on B/(α)B . It follows by the contrapositive that if α1, . . . ,αn ∈ R is a B-regular sequence
and R/(α1, . . . ,αn)R is nonzero, then α1, . . . ,αn will be an R-regular sequence.
Clearly the sequence s := (τ¯ (c)− τ¯ (d), τ¯ (a), τ¯ (b)) is a B-regular sequence. Furthermore, let γ ∈ Zei
be the cycle satisfying τ¯ (γ ) = τ¯ (abc)τ¯ (σ )−1, which exists by Lemma 3.4 and is unique by Lemma 4.2.
Then clearly τ¯ (γ ) ∈ R is not in the ideal (s)R , so R/(s)R is nonzero. Therefore, by the previous
paragraph, s is also an R-regular sequence. By Theorem 3.7, R = τ¯ (ei Zei) = τ¯ (Zei), and so s is a
τ¯ (Zei)-regular sequence. Moreover, by Lemma 3.3, τ¯ : Zei → τ¯ (Zei) is an algebra isomorphism. There-
fore (c − d,a,b) is a Zei-regular sequence. 
Remark 4.8. A ring R is Cohen–Macaulay if depthm = codimm for every maximal ideal m of R [E,
Section 18.2], and as noted above, Zm is Cohen–Macaulay since Am is homologically homogeneous.
However, this also follows directly from Lemma 4.7 and Proposition 4.3 since
3 depthm codimm= 3.
Let (R,m) be a commutative noetherian local ring. Recall that the socle of an R-module M is the
annihilator in M of the unique maximal ideal m of R . Also recall that if R is zero-dimensional, then R
is Gorenstein if R ∼= ω, where the canonical module ω is the injective hull of the residue ﬁeld R/m [E,
deﬁnition in Section 21.2], and this is equivalent to the socle of R being simple [E, Proposition 21.5].
More generally, if R is Cohen–Macaulay then R is Gorenstein if there is a nonzerodivisor x ∈ R such
that R/(x) is Gorenstein [E, deﬁnition in Section 21.3].
Proposition 4.9. Denote by I ⊂ Zei the ideal generated by the Zei-regular sequence (c − d,a,b), and con-
sider the zero-dimensional local ring (R := (Zei)m/Im,mm/Im). The socle annR(mm/Im) of R is a simple
R-module, and so R is Gorenstein.
Proof. By abuse of notation, in the following denote by a,b, c,d ∈ B the respective τ¯ -images of the
cycles a,b, c,d ∈ Zei . Set S := Rm/(c − d)Rm , which is nonzero since c − d ∈ m. Clearly for η ∈ Rm ,
η ∈ annRm(mm/(a,b, c−d)) if and only if ηmm ⊆ (a,b, c−d)Rm , if and only if η(mm/(c−d)) ⊆ (a,b)S .
(I) Denote by σ := x1x2 y1 y2 the τ¯ -image of a unit cycle at vertex i. Since a, b, c, and σ are
τ¯ -images of cycles at i, Lemma 3.4 implies that there is a cycle γ at i whose τ¯ -image is abcσ . Thus,
since abcσ is the τ¯ -image of a cycle, it is in m. Moreover, it is clear that
abc
σ is not in the ideal
(a,b, c − d)R . Therefore abcσ is nonzero in mm/(a,b, c − d).
(II) We claim that abcσ (mm/(c − d)) ⊆ (a,b)S .
First let m ∈mS be a monomial. If x1 y1 or x2 y2 divides m then a or b respectively divides abcσ m,
yielding abcσ m ∈ (a,b)S . Since Q is not McKay, there is no monomial in Rm of the form xnα or ynβ by
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some n 1. But σ | cd, and so we have
abc
σ
m = abc
σ
cn = cn−1 cd
σ
ab ∈ (a,b)S.
Now consider a polynomial p = ∑ j m j ∈ mS , with each mj a (nonconstant) monomial. Then
abc
σ p =
∑
j
abc
σ mj is in (a,b)S since each term
abc
σ mj is in (a,b)S by the previous paragraph. This
proves (II).
(III.1) Suppose η ∈ R is a monomial which is not in (a,b, c − d)R and satisﬁes
η
(
mm/(c − d)
)⊆ (a,b)S. (22)
We claim that η = abcσ .
Since σ is in m, by (22) we may view ησ as an element of (a,b)S . Since η is a monomial, this
implies ax1 y1 or
b
x2 y2
divides η. Without loss of generality, we may therefore suppose there are integers
α,β1, β2  0 such that
η = a
x1 y1
xα2 y
β1
1 y
β2
2 .
Since η is not in (a,b, c − d)R , we must have
b  xα2 y
β2
2 , (23)
d  xα2 y
β1−1
1 , (24)
where (24) holds because otherwise cy1 = dy1 divides xα2 yβ11 in S , whence x1 y1 divides xα2 yβ11 in S ,
yielding a | η in S .
Set α1 :=min{α, sb − 1} and α2 := α − α1  0.
(III.1.a) We ﬁrst claim xα12 y
β2
2 | bx2 y2 . By condition (23) there are two possibilities:
(i) xα12 y
β2
2 =
b
x2
yr2 =
b
x2 y2
yr+12 , r −tb,
(ii) xα12 y
β2
2 =
b
y2
xr
′
2 , r
′ −sb.
First consider (i): Suppose to the contrary that r  0. By assumption xα12 y
β2
2 = bx2 yr2, so β2 = tb + r,
and therefore β2  tb .
If α2  1 then α  1+ α1 > α1, so α1 = sb − 1, whence
α  1+ α1 = 1+ (sb − 1) = sb.
But then β2  tb and α  sb , which implies b = xsb2 ytb2 | xα2 yβ22 , contrary to (23). Therefore the assump-
tion r  0 implies that α2 = 0, and so α = α1. In this case,
η = a
x1 y1
xα2 y
β1
1 y
β2
2 =
a
x1 y1
xα12 y
β1
1 y
β2
2 =
a
x1 y1
b
x2 y2
yr+12 y
β1
1 =
ab
σ
yr+12 y
β1
1 .
But η, ab, and σ are τ¯ -images of cycles, so Lemma 3.4 implies there must exist a cycle with τ¯ -image
yr+12 y
β1
1 , a contradiction. Therefore
−tb  r −1. (25)
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β2
2 = by2 xr
′
2 , so α1 = sb + r′ . But α1 < sb , so r′ −1, yielding
−sb  r′ −1. (26)
By (25) and (26) we therefore have xα12 y
β2
2 | bx2 y2 , proving (III.1.a).
(III.1.b) We now claim xα22 y
β1
1 | d. Since ab and σ are τ¯ -images of cycles at i and ax1 y1 x
α1
2 y
β2
2 divides
ab
x1x2 y1 y2
= abσ by (a), Lemma 3.4 implies that there must be a cycle at i whose τ¯ -image is ax1 y1 x
α1
2 y
β2
2 .
But η = ax1 y1 xα2 y
β1
1 y
β2
2 is also the τ¯ -image of a cycle, and so x
α2
2 y
β1
1 must be the τ¯ -image of a cycle as
well, again by Lemma 3.4. Therefore xα22 y
β1
1 = dn for some n 1 by the uniqueness in Proposition 4.6.
Furthermore, n must equal 1 for otherwise (24) would not hold, proving (III.1.b).
By (III.1.a) and (III.1.b), we have
η = a
x1 y1
xα2 y
β1
1 y
β2
2 =
a
x1 y1
(
xα12 y
β2
2
)(
xα22 y
β1
1
) ∣∣ abd
σ
.
Therefore, since η is the τ¯ -image of a cycle at i, Lemma 3.4 implies that there is a cycle h at i whose
τ¯ -image is abdσ η
−1. If h is a cycle of positive length, then τ¯ (h) ∈m, yielding
η = abc
σ
τ¯ (h) ∈ (a,b, c − d)R,
a contradiction to our choice of η. Therefore h must be a vertex, hence η = abcσ , which is not in
(a,b, c − d)R by (I). This proves our claim (III.1).
(III.2) Now suppose η =∑ η ∈ S is a polynomial which is not in (a,b)S and satisﬁes (22). Then
for any polynomial p =∑ j m j in mS with nonconstant monomials summands mj , there are polyno-
mials μa,μb ∈ S such that
ηp = μaa+μbb. (27)
But any representative of a monomial in S = R/(c − d) is a monomial in R , and R is a subalgebra
of the polynomial ring B . Thus each monomial summand ηmj on the left hand side of (27) equals
some monomial summand on the right hand side, so ηmj is in (a)S or (b)S , and so is in (a,b)S . Fur-
thermore, since mj is a nonconstant monomial, mj ∈mS . Therefore we may apply (III.1) to conclude
that η is a scalar multiple of abcσ , so η itself is a scalar multiple of
abc
σ .
(IV) By (III.1) and (III.2), the only nonzero elements of annR(m/(a,b, c − d)) are scalar multiples
of abcσ . Thus upon localizing at m we have
annRm
(
mm/(a,b, c − d)
)= { f
g
abc
σ
∣∣∣ f , g ∈ R \m}∪ {0}.
Therefore annRm(mm/(a,b, c − d)) is a simple Rm-module generated by abcσ . 
4.3. Main result
Theorem 4.10. Let Z be the center of a square superpotential algebra. Then Z is a 3-dimensional normal
domain and the localization Zm at the origin m of Max Z is Gorenstein.
Proof. Z is 3-dimensional by Proposition 4.3; normal by Lemma 4.4; and prime by Lemma 2.3. Fur-
thermore, Zm ∼= Zmei is Gorenstein since Zm is Cohen–Macaulay by Remark 4.8; (c − d,a,b) is a
Zmei-regular sequence by Lemma 4.7; and the zero-dimensional local ring R = Zmei/(c − d,a,b)m
has a simple socle by Proposition 4.9. 
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Let A be a square superpotential algebra. In this section we classify all simple A-modules up to
isomorphism, and describe their ‘noncommutative residue ﬁelds’ A/annA V in terms of V when V is
a vertex simple or large A-module. We note that the only simple modules over the localization Am
at the origin m of Max Z are the vertex simples (see Lemma 6.1 and Remark 6.2 below), whereas the
non-localized algebra A has at least an aﬃne varieties worth of simples.
Lemma 5.1. Let A = kQ /I be a quiver algebra and suppose there exists an algebra monomorphism τ : A →
EndB(B |Q 0|) such that τ (ei) = Eii and τ¯ (ei Aei) = τ¯ (e j Ae j) ⊂ B for each i, j ∈ Q 0 . If V is a simple A-module
then dimk ei V  1 for each i ∈ Q 0 . Therefore V may be identiﬁed with a vector space diagram on Q where
each arrow is represented by a scalar (possibly zero).
Proof. Suppose S is a ﬁnitely-generated k-algebra with a complete set of orthogonal idempotents L,
V is a simple S-module, and ei ∈ L. We ﬁrst claim that ei V is a simple ei Sei-module or zero.
Suppose to the contrary that ei V = 0 is not a simple ei Sei-module. Then there exists a nonzero
proper ei Sei-submodule W  ei V . Let u ∈ ei V \ W and w ∈ W , with w nonzero. Since V is a
simple S-module there is an a ∈ S such that aw = u. Since L is a complete set of idempotents,
S =∑e j ,ek∈L e j Sek , so we may write a =∑ j,k a jk with a jk ∈ e j Sek . But then by orthogonality,
u = eiu = ei(aw) = ei
∑
j,k
a jkw = ei
∑
j,k
e ja jkek(eiw) = aiiw,
so aiiw = u and aii ∈ ei Sei , contradicting our choice of w . Consequently if ei Sei is a commutative
ﬁnitely-generated k-algebra and k is algebraically closed, then dimk ei V  1. For the case S = A,
{ei}i∈Q 0 is a complete set of orthogonal idempotents, and for each i ∈ Q 0, ei Aei is commutative by
Lemma 2.9 and ﬁnitely-generated by Lemma 2.10. 
Theorem 5.2. Let A be a square superpotential algebra with impression (τ , B), and let V be a simple
A-module. Set p := annA V and m := p ∩ Z ∈ Max Z . Then dimk ei V  1 for each i ∈ Q 0 . Furthermore, one
of the following holds.
(1) V is a vertex simple A-module, in which case A/p∼= V as A-modules.
(2) V is supported on a single cycle c in A up to cyclic permutation.
(a) If Q is not McKay then τ¯ (c) is divisible by precisely two of x1 , x2 , y1 , y2 .
(b) If Q is McKay with τ deﬁned in Proposition 4.5, then τ¯ (c) divisible by precisely one of x, y, z.
(3) V is a large A-module, in which case
(a) A/p∼= V |Q 0| as A-modules;
(b) there is a point q ∈Max B such that V ∼= (B/q)|Q 0| , where the module structure of (B/q)|Q 0| is given
by av := τq(a)v; and
(c) the projective dimension of V is determined by m:
pdA(V ) = pdAm(Am/pm) = pdZm(Zm/mm).
Proof. Lemma 5.1 applies since (τ , B) is an impression of A by Theorem 3.7.
If V is the vertex simple A-module at i ∈ Q 0, then there is an obvious A-module isomorphism
A/p→ V = kv given by ei → v , where 0 = v ∈ V .
So suppose V is a non-vertex simple A-module. Then there is an arrow g that does not anni-
hilate V ; set i = t(g). Since V is simple, g must be a subpath of a cycle c ∈ ei Aei that does not
annihilate V . But then cn /∈ annA V for any n 1 by Lemma 5.1. Therefore we may suppose c has no
cyclic proper subpaths.
We ﬁrst consider the case where Q is not McKay. Suppose at least three of x1, x2, y1, y2 di-
vide τ¯ (c), say x1, x2, and y1. Pick j ∈ Q 0. Clearly there is a path p from i to j whose τ¯ -image
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m ∈ B . Thus by Lemma 3.4 there exists a path q ∈ ei Ae j such that cn = qp (and τ¯ (q) =m). But then
qe j p = cn /∈ annA V , so e j /∈ annA V . Thus dimk V  |Q 0|. But dimk V  |Q 0| by Lemma 5.1, whence
dimk V = |Q 0|, so V is a large module. By Corollary 3.8, A is prime, noetherian, and module-ﬁnite
over Z . Therefore (a) follows from Lemma 2.14; (b) follows from Proposition 2.5; and (c) follows from
Theorem 2.16.
Otherwise suppose that the τ¯ -image of each cycle that does not annihilate V , including c, is
divisible by at most two of x1, x2, y1, y2. Since we are assuming that Q is not McKay, Proposition 4.5
implies that c is divisible by precisely two of x1, x2, y1, y2. Since the underlying graph of Q˜ embeds
into the plane, it is not possible for τ¯ (c) = xm1 xn2 or τ¯ (c) = ym1 yn2 for any m,n  1. Therefore τ¯ (c) =
xmα y
n
β for some m,n 1 and α,β ∈ {1,2}.
If there is a cycle d at i whose τ¯ -image is divisible by xα+1 or yβ+1 (indices modulo 2) and
does not annihilate V , then the cycle cd has τ¯ -image divisible by three of x1, x2, y1, y2 and does
not annihilate V , contrary to our assumption. Moreover, by Proposition 4.6 c is the only cycle at i
without cyclic proper subpaths whose τ¯ -image is divisible by xα and yβ (modulo ∂W ). Therefore the
only cycles at i which do not annihilate V are cn for n 0, with c0 = ei .
If e j does not annihilate V , then e j and ei must be contained in a cycle that does not annihilate V
since V is simple. Thus e j must be a vertex subpath of cn for some n 0. V will then be large if and
only if each vertex is a subpath of cn (modulo ∂W ) for suﬃciently large n.
We now consider the case where Q is Mckay. Suppose at least two of x, y, z divide τ¯ (c), say x
and y. Pick j ∈ Q 0. There is a path p from i to j whose τ¯ -image is only divisible by x and y, so we
may apply the argument in the non-McKay case to conclude that V is a large module.
Otherwise suppose that the τ¯ -image of each cycle that does not annihilate V , including c, is
divisible by precisely one of x, y, z; say τ¯ (c) = xn for some n  1. If there is a cycle d at i whose
τ¯ -image is divisible by y or z and does not annihilate V , then the cycle cd has τ¯ -image divisible by
two of x, y, z and does not annihilate V , contrary to our assumption. Moreover, c is the only cycle
at i without cyclic proper subpaths whose τ¯ -image is divisible by x. Therefore the only cycles at i
which do not annihilate V are cn for n 0, again with c0 = ei . As in the non-McKay case, V will then
be large if and only if each vertex is a subpath of cn for suﬃciently large n. 
6. Noncommutative crepant resolutions
We recall two deﬁnitions. A noncommutative crepant resolution of a normal Gorenstein domain R is
a homologically homogeneous R-algebra of the form A = EndR(M), where M is a reﬂexive R-module
[V, Deﬁnition 4.1]. Furthermore, a ring A which is a ﬁnitely-generated module over a central normal
Gorenstein subdomain R is Calabi–Yau of dimension n if (i) gl.dim A = K.dim R = n; (ii) A is a maximal
Cohen–Macaulay module over R; and (iii) HomR(A, R) ∼= A, as A-bimodules [Br, Introduction].
Throughout m will denote the origin of Max Z , which is deﬁned to be the Z -annihilator of the
vertex simple A-modules. The main result of this section is that the localization Am of a square
superpotential algebra A is a noncommutative crepant resolution of Zm , and consequently a local
Calabi–Yau algebra. Section 6.2 is based on joint work with Alex Dugas.
6.1. Homological homogeneity
In this section we show that the localization Am = Zm ⊗Z A of a square superpotential algebra A
at the origin m of Max Z is homologically homogeneous with global dimension 3. Recall that if S is
a commutative noetherian equidimensional k-algebra and A is a module-ﬁnite S-algebra, then A is
homologically homogeneous if all simple A-modules have the same projective dimension (see [BH],
[V, Section 3]). We denote by V i the vertex simple A-module in which every path, with the exception
of vertex i, is represented by zero. In physics terms, the vertex simples are (often) the fractional
branes that probe the apex of a tangent cone on a singular Calabi–Yau variety.
Lemma 6.1. Let A = kQ /I be a quiver algebra that admits a pre-impression (τ , B) such that (4) holds. Then
the only simple modules over the localization Am of A at the origin m of Max Z are the vertex simples.
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an arrow. Then clearly V is a simple A-module not annihilated by a.
By Theorem 5.2, dimk e j V  1 for each j ∈ Q 0. Thus, viewing V as a vector space diagram on Q ,
a is represented by a nonzero scalar. Since V is simple, a must be contained in some cycle ci ∈ ei Aei
that is also represented by a nonzero scalar ρ(ci). By Theorem 2.11 there is a central element c =∑
j∈Q 0 c j ∈ Z , where each c j ∈ e j Ae j is a cycle. If ρ(c j) is nonzero, then since V is simple there must
be a path q from i to j such that ρ(q) is nonzero. But then ρ(q)ρ(ci) = ρ(qci) = ρ(c jq) = ρ(c j)ρ(q).
Dividing both sides by ρ(q) we ﬁnd
ρ(c j) =
{
ρ(ci) if e j V = 0,
0 if e j V = 0. (28)
Set γ = ρ(ci)1A . Then (28) implies that c − γ annihilates V .
Again by Theorem 2.11, τ¯ (c j) = τ¯ (ci) for each j ∈ Q 0. Thus, since ci is a cycle of nonzero length,
each cycle summand ci of c will have nonzero length. Therefore c annihilates each vertex simple, and
so c − γ annihilates no vertex simple. In particular, c − γ ∈ Z \m.
Therefore, for any 1⊗ v ∈ Vm ,
1⊗ v = c − γ
c − γ ⊗ v =
1
c − γ ⊗ (c − γ )v = 0,
whence Vm = 0. 
Remark 6.2. Lemma 6.1 does not hold in general. For example, if A is a non-cancellative superpoten-
tial algebra obtained from a brane tiling then its center will be nonnoetherian, and the simple module
isoclasses over the localization Am of A at the origin m of Max Z (i.e., the Z -annihilator of the vertex
simples) will be parameterized by a positive dimensional aﬃne variety; see [B2].
We establish notation. If g,h ∈ Q 1, set δh,g = et(g) + eh(g) if g = h and 0 otherwise. For p =
gn · · · g1 ∈ Q1, gi,h ∈ Q 1, set
−→
δ h p := δh,gn gn−1 · · · g1,
p
←−
δ h := gn · · · g2δh,g1 ,
and for any i ∈ Q 0,
−→
δ hei = ei←−δ h := 0.
Extend k-linearly to kQ .
Lemma 6.3. Let Q be a quiver and W ∈ tr(kQ2) a superpotential. Then for each i ∈ Q 0 , g ∈ Q 1ei , and
h ∈ ei Q 1 ,
−→
δ h(∂gW ) = (∂hW )←−δ g =: Whg .
Consequently
∂hW =
∑
g∈Q 1ei
Whg g and ∂gW =
∑
h∈ei Q 1
hWhg . (29)
Proof. Let i ∈ Q 0 and p = (dngh) · · · (d2gh)(d1gh) ∈ ei Q1ei , with g,h ∈ Q 1 and gh not a subpath
of d j for each 1 j  n (though g or h separately may be). Then
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∑
cyc
p = (hdngh · · ·d1) + (hdn−1gh · · ·dn) + · · · + (hd1gh · · ·d2) + A,
∂h
∑
cyc
p = (dngh · · ·d1g) + (dn−1gh · · ·dng) + · · · + (d1gh · · ·d2g) + B,
where
−→
δ h A = B←−δ g = 0. Thus
−→
δ h
(
∂g
∑
cyc
p
)
= (dngh · · ·d1) + (dn−1gh · · ·dn) + · · · + (d1gh · · ·d2)
=
(
∂h
∑
cyc
p
)
←−
δ g . 
Lemma 6.4. Let A = kQ /∂W be a square superpotential algebra with center Z , let m be the maximal ideal
at the origin of Max Z , and let V im be the vertex simple Am-module at i ∈ Q 0 . Write Q 1ei = {g1, . . . , gn},
ei Q 1 = {h1, . . . ,hn}, and set pm := annAm V im . Then the sequence
0→ Amei δ2:=·[h1 ··· hn ]−−−−−−−−−→
⊕
1kn
Amet(hk)
δ1:=·[Whk g j ]k, j−−−−−−−−−→
⊕
1 jn
Ameh(g j)
δ0:=·
⎡⎢⎣
g1
...
gn
⎤⎥⎦
−−−−−−−→ Amei φ=·1−−−→ Am/pm ∼= V im → 0, (30)
is a projective complex.
Proof. Note that the modules
⊕
1kn Amet(hk) and
⊕
1 jn Ameh(g j) are considered as row spaces.
Each term of the sequence is a direct summand of a free A-module and so is projective. The sequence
is a complex by Lemma 6.3. 
We call (30) the Berenstein–Douglas complex. In [BD, Section 5.5], Berenstein and Douglas con-
structed this complex for a general superpotential algebra A and raised the question: under what
conditions is this complex a projective resolution of a vertex simple A-module? We will show by ex-
ample that in general the complex may fail to be exact in both the second and third terms. However,
we will also show that when A is a square superpotential algebra the complex is indeed a projective
resolution of any vertex simple module.
Lemma 6.5. Let A = kQ /∂W be a square superpotential algebra and V a vertex simple A-module. Then
im δ2 = ker δ1 and im δ1 = ker δ0 in the Berenstein–Douglas complex.
Proof. (i) We ﬁrst show that im δ2 = ker δ1. By Lemma 6.4 it suﬃces to show that im δ2 ⊇ ker δ1.
Order the sets Q 1ei = {g1, . . . , gn} and ei Q 1 = {h1, . . . ,hn} both clockwise, such that g1h1 a subpath
of a term of W . Then
δ1 = ·[Whkg j ]k, j = ·
⎡⎢⎢⎢⎢⎣
a1 0 · · · −bm
−b1 a2 0
0 −b2 0
...
. . .
⎤⎥⎥⎥⎥⎦ ,
0 0 am
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 , b is nonzero. Suppose [d1 · · · dn ] ∈ ker δ1. Then da − d+1b = 0 for each 1 
  n (indices modulo n). By Corollary 2.12, da and d+1b are each nonzero. Thus they must be
in the same corner ring, hence d,d+1 ∈ e j A for some j ∈ Q 0. Since this holds for each , we have
{d1, . . . ,dn} ⊂ e j A. Furthermore,
τ¯ (d)τ¯ (a)E j,t(a) = τ (da) = τ (d+1b) = τ¯ (d+1)τ¯ (b)E j,t(b),
so τ¯ (d)τ¯ (a) = τ¯ (d+1)τ¯ (b) since t(a) = h(g) = t(b). In addition, ha − h+1b = 0. Therefore for
each ,
τ¯ (d)
τ¯ (d+1)
= τ¯ (b)
τ¯ (a)
= τ¯ (h)
τ¯ (h+1)
.
Thus
τ¯ (d+1)
τ¯ (h+1)
= τ¯ (d)
τ¯ (h)
= r1
r2
∈ Frac B, (31)
with r1, r2 ∈ B coprime.
Since τ¯ (d) and τ¯ (h) are elements of B and (31) holds for each , it must be that r2 | τ¯ (h) for
each . But there are (two sets of) two arrows in ei Q 1 whose τ¯ -images are coprime in B , so r2 = 1.
This, together with (31) and t(d) = t(h), implies that there is a path p ∈ eh(d)Aeh(h) = e j Aei such
that d = ph and τ¯ (p) = r1 by Lemma 3.4. Since this holds for each , we have
[d1 · · · dn ]= p [h1 · · · hn ] ∈ im δ2.
(ii) We now show that im δ1 = ker δ0, and again by Lemma 6.4 it suﬃces to show that im δ1 ⊇
ker δ0. Suppose [d1 · · · dn ] ∈ ker δ0, so d1g1+· · ·+dngn = 0. By Corollary 2.12, each dg is nonzero,
so we may assume {d1, . . . ,dn} ⊂ e j A for some j ∈ Q 0. Furthermore, since the relations ∂W are
generated by binomials, it suﬃces to suppose dg +d+1g+1 = 0. In addition, −bg +a+1g+1 = 0.
Thus, similar to (i) we have
τ¯ (d)
τ¯ (d+1)
= −τ¯ (g+1)
τ¯ (g)
= −τ¯ (b)
τ¯ (a+1)
.
Therefore
τ¯ (d)
τ¯ (b)
= −τ¯ (d+1)
τ¯ (a+1)
= r1
r2
∈ Frac B, (32)
with r1, r2 ∈ B coprime. Moreover,
−τ¯ (d+1)τ¯ (b)
τ¯ (a+1)
= τ¯ (d) ∈ B,
and since τ¯ (a+1) and τ¯ (b) are coprime in B , it must be that τ¯ (a+1) | τ¯ (d+1). Thus r2 = 1. There-
fore, similar to (i), (32) implies that there is path p such that τ¯ (p) = r1 and
[ 0 · · · d d+1 · · · 0 ]= p [ 0 · · · −b a+1 · · · 0 ] ∈ im(δ1).
It follows that ker δ0 ⊆ im δ1, whence ker δ0 = im δ1. 
234 C. Beil / Journal of Algebra 371 (2012) 207–249Recall that a submodule K of a module M is superﬂuous if given any submodule L ⊆ M satisfying
L+ K = M , we have L = M . Furthermore, a module epimorphism δ : M → N is a projective cover if M
is projective and ker δ ⊆ M is a superﬂuous submodule.
Lemma 6.6. Let A = kQ /I be a quiver algebra that admits a pre-impression (τ , B) such that (4) holds, let
m ∈Max Z , and let N be an Am-module. Suppose
δ :
n⊕
j=1
Amei( j) → N, i( j) ∈ Q 0,
is an Am-module epimorphism. If for each j, the intersection of Zmei( j) with the j-th summand of ker δ is
contained in mmei( j) , then δ is a projective cover.
Proof. Let L be a submodule of
⊕
j Amei( j) such that ker δ + L =
⊕
j Amei( j) . We claim that L =⊕
j Amei( j) . Fix j and set i := i( j). Since ei ∈ Zmei but ei /∈mmei , our intersection assumption implies
that ei /∈ ker δ. Thus there must be some b ∈ ker δ such that ei = (−b) + (ei + b) ∈ ker δ + L with
ei + b ∈ L. Since ei lives in the j-th summand of ⊕ Amei() , we may assume b also lives in the j-th
summand. Therefore by Theorem 2.11 and our intersection assumption,
eib ∈ (ker δ) j ∩ ei Amei = (ker δ) j ∩ Zmei ⊆mmei,
so eib = zei for some z ∈mm . Thus the element (1+ z) has an inverse in Am , so
ei = (1+ z)−1(1+ z)ei = (1+ z)−1ei(ei + b) ∈ L.
Since this holds for each j, we have L ⊇⊕ j Amei( j) , yielding L =⊕ j Amei( j) . Therefore ker δ is su-
perﬂuous. Finally, since
⊕
j Amei( j) is a projective Am-module, δ is a projective cover. 
Proposition 6.7. Let A be a square superpotential algebra. If V is a vertex simple A-module with annihilator p
then
pdAm(Vm) = pdAm(Am/pm) = 3,
and (30) is a minimal projective resolution of Vm ∼= Am/pm .
Proof. The Berenstein–Douglas sequence (30) is a projective resolution since it is a complex by
Lemma 6.4; im δ2 = ker δ1 and im δ1 = ker δ0 by Lemma 6.5; and ker δ2 = 0 by Corollary 2.12.
Furthermore, kerφ = pmei is generated by paths of nonzero length that start at i, and the kernels
of δ0, δ1, and δ2 are generated by certain sums of paths of nonzero length. It follows that the hypothe-
ses of Lemma 6.6 are satisﬁed in each case, and so the boundary homomorphisms φ, δ0, δ1, δ2 are
projective covers. Therefore pdAm (Vm)  3, whence pdAm(Vm) = 3, and so the Berenstein–Douglas
resolution is a minimal projective resolution of Vm . 
We note that unlike the localized case we are considering, the A-module homomorphism Aei
·1−→
A/p may not be a projective cover.
The following three superpotential algebras are examples where exactness fails in the second
term, im δ2  ker δ1, of the Berenstein–Douglas complex. Each algebra has a nontrivial noetherian
center – speciﬁcally 1-dimensional – and inﬁnite global dimension. In each case we show how the
second connecting map may be realized in two different ways, which is why the exactness fails.
V i denotes the vertex simple at i ∈ Q 0, and the map Aei ·1−→ V i is deﬁned via the A-module isomor-
phism V i ∼= A/annA V i .
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• Q : ·a b W = a2b, so Z = k[b2].
A has inﬁnite global dimension since the vertex simple V has projective resolution
· · ·
·
[
0 a
a b
]
−−−−→ A2
·
[
a b
0 a
]
−−−−→ A2
·
[
b a
a 0
]
−−−−→ A2
·
[a
b
]
−−→ A ·1−→ V → 0.
The second map, δ1, satisﬁes [
Waa Wab
Wba Wbb
]
=
[ ∗ ∗
Wab 0
]
.
• Q : 1c1 a 2 c2
b
W = c1ba− c2ab, so Z = k[c1 + c2].
A has inﬁnite global dimension:
· · ·
·
[
a −c2
0 b
]
−−−−−→ Ae1 ⊕ Ae2
·
[
b c1
0 a
]
−−−−→ Ae2 ⊕ Ae1
·
[
a −c2
0 b
]
−−−−−→ Ae1 ⊕ Ae2
·
[ c1
a
]
−−−→ Ae1 ·1−→ V 1 → 0.
δ1 satisﬁes [
Wbc1 Wba
Wc1c1 Wc1a
]
=
[∗ ∗
0 Wac2
]
.
• Q :
·
·
·
·
·
· W given by (1), with
2 3 2
6 1 4
2 5 2
x3 x3
x2 x6
y1
y3
x1
y2y4
x2
y5
y6 x5
y5
y2x4
A has inﬁnite global dimension:
· · · → Ae5 ⊕ Ae3
·
[ y6 x4
x6 y4
]
−−−−−→ Ae6 ⊕ Ae4
·
[ y1 −x2
−x1 y2
]
−−−−−−−→ Ae1 ⊕ Ae2
·
[ x5 y3
y5 x3
]
−−−−−→ Ae5 ⊕ Ae3
·
[ x4 −y6
−y4 x6
]
−−−−−−−→ Ae4 ⊕ Ae6
·
[ x1
y1
]
−−−→ Ae1 ·1−→ V 1 → 0.
δ1 satisﬁes [
Wx5x1 Wx5 y1
Wy3x1 Wy3 y1
]
=
[
Wy5 y2 Wy5x2
Wx3 y2 Wx3x2
]
.
Next we consider a family of superpotential algebras where exactness fails in the third term,
ker δ2 = 0. Each algebra has a nontrivial noetherian center (again 1-dimensional) and inﬁnite global
dimension.
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up to cyclic equivalence, and let W ∈ k[c]. Then Z ∼= k[c]/( dWdc ).
If not both n = 1 and W = c2 then the global dimension of A is inﬁnite:
· · · → Aeh(an−1)
an−1−−→ Aet(an−1)
·Wan−1,an−−−−−−→ Aeh(an) ·an−→ Aet(an)
·Wan ,a1−−−−→ Aeh(a1) ·a1−→ Aet(a1) ·1−→ V t(a1) → 0.
6.2. Endomorphism rings
This section is based on joint work with Alex Dugas. We show that a square superpotential algebra
is an endomorphism ring of a reﬂexive module over its center. For motivation, see [V, Section 4].7
Note that ei Aek is a Z -module for each i ∈ Q 0: if z ∈ Z , a ∈ ei Aek , then za = zeia = ei za ∈ ei Aek .
Lemma 6.10. Let A be a square superpotential algebra. Then for each i, j,k ∈ Q 0 , there is an isomorphism
e j Aei
∼=−→ HomZ (ei Aek, e j Aek),
d → fd (33)
where fd(a) = da.
Proof. Surjectivity: Suppose f ∈ HomZ (ei Aek, e j Aek). We want to show that there is some d ∈ e j Aei
such that f = fd is left multiplication by d, which then implies (33) is surjective.
Fix an element a ∈ ei Aek and a path h ∈ ek Aei . By Theorem 2.11, ei Aei = Zei , so there is some
z ∈ Z such that zei = ah. Similarly, for any a′ ∈ ei Aek there is some z′ ∈ Z such that z′ek = ha′ , whence
z′ f (a) − zf (a′)= f (z′a− za′)= f (az′ − za′)= f (a(ha′)− (ah)a′)= f (0) = 0.
Thus, since B is a domain,
τ¯ (a′)τ¯ ( f (a))
τ¯ (a)
= τ¯ (z
′)τ¯ ( f (a))
τ¯ (z)
= τ¯ ( f (a′)) ∈ B. (34)
It is clear that for each w ∈ {x1, x2, y1, y2} there is a path from k to i whose τ¯ -image is not divisible
by w , since Q embeds into a torus. Therefore, since (34) holds for all a′ ∈ ei Aek , it must be that
τ¯ (a) | τ¯ ( f (a)). Set m := τ¯ ( f (a))/τ¯ (a).
Write a =∑s=1 α and f (a) =∑t=1 β , where α , β are (scalar multiples of) paths. Since τ¯ is
k-linear,
mτ¯ (α1) + · · · +mτ¯ (αs) =mτ¯ (a) = τ¯
(
f (a)
)= τ¯ (β1) + · · · + τ¯ (βt).
7 We give a partial account: A generalization of birationality is needed in order to view a homologically smooth noncom-
mutative algebra as a resolution of its center. Two varieties are birational precisely when they have isomorphic function ﬁelds;
we may take the ‘function ﬁeld’ of a noncommutative algebra A with prime center Z to be Frac(Z) ⊗Z A. If X is an al-
gebraic variety then A and k[X] are said to be birational if their respective function ﬁelds are Morita equivalent, that is,
Frac(Z) ⊗Z A ∼= Endk(X)(k(X)n) for some n < ∞, since requiring they be isomorphic is clearly too strong. Morita equivalence
therefore holds if (and only if) (i) Frac(Z) ∼= k(X) (by comparing centers), and (ii) there exists a ﬁnitely-generated Z -module M
such that
k(X) ⊗Z A ∼= Endk(X)
(
k(X) ⊗Z M
)
,
since k(X) ⊗Z M is a ﬁnite dimensional k(X)-vector space, and this holds if A ∼= EndZ (M).
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re-indexing, mτ¯ (α) = τ¯ (β). Since t(α) = k = t(β), by Lemma 3.4 there is some d ∈ e j Aei such that
dα = β and τ¯ (d) =m. By the injectivity of τ , there is a unique path in e j Aei with τ¯ -image m, so
it must be that d1 = · · · = ds =: d. Therefore f (a) = da. Since a was arbitrary, for any b ∈ ei Aek we
similarly have f (a − b) = d(a − b). This yields f (b) = f (a − (a − b)) = f (a) − f (a − b) = db = fd(b),
proving our claim.
Injectivity: Let d ∈ e j Aei be nonzero. Since B is an integral domain, da = 0 for any nonzero d ∈ ei A
by Corollary 2.12, so fd is injective, and in particular fd = 0. 
Proposition 6.11. Let A be a square superpotential algebra. Then for any i ∈ Q 0 , Aei is a reﬂexive Z-module
and
A ∼= EndZ (Aei).
Proof. We ﬁrst claim that for any j ∈ Q 0, e j Aei is a reﬂexive Z -module, and so Aei is a reﬂexive
Z -module. For i, j ∈ Q 0,
HomZ (ei Ae j, Z) = HomZ (ei Ae j, Ze j) = HomZ (ei Ae j, e j Ae j) ∼= e j Aei,
where the last isomorphism follows from Lemma 6.10 with k = j. Thus
HomZ (ei Ae j, Z) ∼= e j Aei and HomZ (e j Aei, Z) ∼= ei Ae j,
proving our claim. Furthermore,
A =
⊕
j,k∈Q 0
ek Ae j
∼=
⊕
j,k∈Q 0
HomZ (e j Aei, ek Aei) by Lemma 6.10
∼= HomZ
(⊕
j
e j Aei,
⊕
k
ek Aei
)
= EndZ (Aei). 
Note that Proposition 6.11 holds after localization:
Am ∼= Zm ⊗Z EndZ (Aei) ∼= EndZm(Amei).
In the following examples, recall that R ⊂ B is isomorphic to Z . We will denote by R{b1, . . . ,bn} the
(indecomposable) R-module minimally generated by b1, . . . ,bn ∈ B .
Example 6.12. Consider the Y 4,0 algebra A given in Fig. 7. A is isomorphic to the endomorphism ring
of the direct sum of the reﬂexive R-modules Ri := τ¯ (ei Ae1) ⊂ B , i ∈ Q 0, given in the ﬁgure. Note that
the free R-module R can be placed at any vertex.
Example 6.13. The conifold quiver algebra A given in Example 1.2 is the Y 1,0 algebra, with center
Z ∼= R = k[x1 y1, x2 y2, x1 y2, x2 y1] ∼= k[a,b, c,d]/(ab − cd).
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R1 := R
R2 := R{x1 y21 y2, x2 y21 y2, x31 y51, x21x2 y51, x1x22 y51, x32 y51}
R3 := R{y1, x21 y32, x1x2 y32, x22 y32}
R4 := R{x1 y1 y32, x2 y1 y32, x1 y31 y2, x2 y31 y2}
R5 := R{y21, y22}
R6 := R{x1 y1 y22, x2 y1 y22, x1 y31, x2 y31}
R7 := R{y2, x21 y31, x1x2 y31, x22 y31}
R8 := R{x1 y1 y2, x2 y1 y2, x31 y41, x21x2 y41, x1x22 y41, x32 y41}
Fig. 7. A Y 4,0 quiver and its corresponding R-modules Ri := τ¯ (ei Ae1) ⊂ B .
It is standard [V2, Section 1, example] to view A as the endomorphism ring
A ∼= EndR(R ⊕ I) =
(
R I
I−1 R
)
,
where I = (a, c) = (x1 y1, x1 y2) and I−1 = (a,d) = (x1 y1, x2 y1). Our method realizes A as a slightly
different endomorphism ring:
A ∼= EndR
(
R ⊕ R{x1, x2}
)∼= EndR(R ⊕ R{y1, y2}).
We now prove the main result of this section.
Theorem 6.14. Let A be a square superpotential algebra, Z its center, and m the maximal ideal at the origin
of Max Z . Then the localization Am is a noncommutative crepant resolution of Zm , and consequently a local
Calabi–Yau algebra of dimension 3.
Proof. The only simple Am-modules are the vertex simples by Lemma 6.1, and so the theorem follows
from Theorem 4.10, Proposition 6.7, and Proposition 6.11. Moreover, by a result of Braun [Br, Exam-
ple 2.22], a noncommutative crepant resolution A is locally Calabi–Yau if k is algebraically closed and
Z is a normal Gorenstein ﬁnitely-generated k-algebra. 
7. The Y p,q algebras
We now consider a particular class of square superpotential algebras in detail, namely the Y p,q
algebras deﬁned in Example 1.3. These algebras are conjecturally related to certain Sasaki–Einstein
manifolds in the N = 1, d = 4 AdS/CFT correspondence in string theory.
7.1. Azumaya loci and (non-local) global dimensions
Proposition 7.1. Let Z be the center of a Y p,q algebra A. Then there is some 0 r  2p such that
Z ∼= k
[
xα1xα2 y1 y2, y
p
1
2p−r∏
=1
xβ , y
p
2
r∏
=1
xγ
∣∣∣ α,β,γ ∈ {1,2}
]
, (35)
where in the McKay cases r ∈ {0,2p}, set ypα
∏0
=1 xβ := ypα .
C. Beil / Journal of Algebra 371 (2012) 207–249 239(i)
s1 s2 s1
t1 t2 t1
(ii)
s1 s2 s1
t1 t2 t1
(iii)
s1 s2 s1
t1 t2 t1
(iv)
s1 s2 s1
t1 t2 t1
(v)
s1 s2 s1
t1 t2 t1
(vi)
s1 s2 s1
t1 t2 t1
Fig. 8. Cases in Proposition 7.1.
Proof. For any i ∈ Q 0, Z ∼= Zei = ei Aei ∼= τ¯ (ei Aei) =: R by Theorem 2.11 and Lemma 2.9. R is there-
fore generated by the τ¯ -images of cycles in ei Aei without cyclic proper subpaths. Denote by R ′ the
algebra on the right hand side of (35). Fix i ∈ Q 0 and (0,0) ∈ π−1(i) ⊂ Q˜ 0 = Z2.
We ﬁrst claim that R ′ ⊆ R . As is clear from Fig. 8, a vertex is the tail of an arrow with τ¯ -image x1
(resp. x1 yβ ) if and only if it is also the tail of an arrow with τ¯ -image x2 (resp. x2 yβ ). Therefore, since
the width of the fundamental domain of Q is 2, if c is a cycle whose τ¯ -image is divisible by xα , then
there is a cycle c′ satisfying
τ¯
(
c′
)= τ¯ (c) xα+1
xα
. (36)
Since the width of the fundamental domain of Q is 2, either (0, p) ∈ π−1(i) or (1, p) ∈ π−1(i).
Suppose (0, p) ∈ π−1(i) (resp. (1, p) ∈ π−1(i)), and let c be a path in Q˜ from (0,0) to (0, p) (resp.
(1, p)) without cyclic proper subpaths. Then π(c) ∈ ei Aei is a cycle with τ¯ -image yp1 xs1xt2, where s =
t  p (resp. s = t + 1 p). Set r := s+ t  2p. Since s, t  p, we have τ¯ (c) | σ p , and so by Lemma 3.4
there exists a cycle d in Q satisfying τ¯ (d) = yp2 xp−s1 xp−t2 . Furthermore, (p− s)+ (p− t) = 2p− r. Thus,
by (36) there are cycles in Q with τ¯ -images yp1
∏2p−r
=1 xβ and y
p
2
∏r
=1 xγ for each β,γ ∈ {1,2}.
Finally, since the unit cycle at i has τ¯ -image x1x2 y1 y2, (36) implies that there are cycles with
τ¯ -images x21 y1 y2 and x
2
2 y1 y2.
We now claim that R ⊆ R ′ . It is suﬃcient to determine the τ¯ -images of all the cycles in ei Aei
without cyclic proper subpaths, as these images form a generating set for R . Denote by J the set of
vertices j ∈ π−1(i) for which there is a path c+ in Q˜ from (0,0) to j whose projection c is a cycle
in Q without cyclic proper subpaths. Since the lift of a cycle in Q without cyclic proper subpaths is a
path in Q˜ without cyclic proper subpaths, such a path c+ from (0,0) to j is unique (modulo ∂W ) by
Lemma 4.2. Therefore there is a bijection between the vertices in J and the cycles in ei Aei without
cyclic proper subpaths, minus the unit cycle at i.
Set u := (2,0) and v := (v1, p), with v1 ∈ {0,1} chosen so that π−1(i) = Zu ⊕Zv . For j ∈ π−1(i),
write j = j1u + j2v . We claim that
J = {±u, j1u ± v | −p  j1  p}.
If j2 = 0 then it is clear that j1 = ±1.
Now suppose j2  1. Then there is a cycle c without cyclic proper subpaths whose lift c+ has
height j2p. For each 0 m  j2, there is some sm ∈ Z such that (sm,mp) ∈ Q˜ 0 is a vertex subpath
of c+ . Since the width of the fundamental domain of Q is 2 and c has no cyclic proper subpaths,
π
(
(sm ± 1,mp)
)= π((0,0))= t(c) for 0 <m < j2. (37)
Therefore j2  2.
Suppose to the contrary that j2 = 2. Let d1 and d2 be paths in Q˜ without cyclic proper subpaths,
respectively from (0,0) to (s1 + 1, p), and from (s1 + 1, p) to (s2,2p). By (37), the projections π(d1)
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p
1
∏2p−r
=1 xβ in R ′ . Since B is a
polynomial ring and y2 does not divide τ¯ (d1) and τ¯ (d2) in B , y2 does not divide their product
τ¯ (d2d1) = τ¯ (d1)τ¯ (d2). Therefore σ does not divide τ¯ (d2d1). Thus, by Lemma 3.6 d2d1 has no cyclic
proper subpaths (in Q˜ ). Therefore, since c+ and d2d1 have coincident heads and tails in Q˜ and no
cyclic proper subpaths, Lemma 4.2 implies
c ∼ π(d2d1) = π(d2)π(d1).
This contradicts our assumption that c has no cyclic proper subpaths. Therefore j2 must equal 1, and
so for some s, t  0,
τ¯ (c) = yp1xs1xt2.
Suppose t = 0, so that j = s2u + v , and in particular j1 = s2 . Consider a subpath ba of c, where a
and b are arrows. If τ¯ (a) = x1 then τ¯ (b) = x1 since the width of the fundamental domain of Q is 2
and Q˜ has vertical symmetry. Thus s can be at most 2p; the maximum s = 2p occurs if there is a
path c = bpap · · ·b2a2b1a1, where a and b are arrows satisfying τ¯ (a) = x1 and τ¯ (b) = x1 y1. The
cases t = 0 are obtained similarly by applying (36).
Finally, the case j2 −1 is similar to the case j2  1, proving our claim. 
Lemma 7.2. If p = q, then the only singular point in Max Z is the origin.
Proof. Referring to (35), set s := 2p − r and denote by G the set of generators of R = τ¯ (ei Aei) ⊂ B ,
t0 = yp1xs1
t1 = yp1xs−11 x2
...
ts = yp1xs2
u0 = yp2xr1
u1 = yp2xr−11 x2
...
ur = yp2xr2
v1 = x21 y1 y2
v2 = x1x2 y1 y2
v3 = x22 y1 y2
Since p = q, we have 0 < r < 2p. Thus all the coordinate functions g(x1, x2, y1, y2) ∈ G vanish if
x1 = x2 = 0 or y1 = y2 = 0. In particular, the only ideal m in Max R containing both x1B ∩ R and
x2B ∩ R , or both y1B ∩ R and y2B ∩ R , is the origin (g | g ∈ G)R ∈ Max R . Therefore it suﬃces to
show that any point m ∈ Max R is smooth if it does not contain xαB ∩ R and yβ B ∩ R for some
α,β ∈ {1,2}. So without loss of generality suppose m does not contain x1B ∩ R and y1B ∩ R; in
particular, t0 = xs1 yp1 /∈m, that is, t0(m) = 0.
Denote by R a minimal generating set for the relations among the coordinate variables g ∈ G .
Then by abuse of notation, R ∼= k[G]/(R). Consider the submatrix K of the Jacobian of R at m,
J (m) =
[
∂ g
∂r
(m)
]
(g,r)∈G×R
,
given by Table 1. In the table, for each 0 n  r the indices in, jn ∈ {1,2,3} are suitably chosen and
the exponents kn , n satisfy kn + n = 2p. Since K is a lower triangular (2p + 2) × (2p + 2) square
matrix with nonzero diagonal entries t0(m), the rank of K is 2p + 2. But the rank of J (m) is at most
the dimension of the ambient space k[G] minus the dimension of R , namely (2p + 5) − 3 = 2p + 2,
so the rank of J (m) is precisely 2p + 2. Therefore m is a smooth point of Max R . The case where x1
and y2 (resp. x2, y1; x2, y2) are nonzero is similar with u0 (resp. ts; ur ) in place of t0. 
Theorem 7.3. Let A be a (non-localized) Y p,q algebra. Then the following hold.
(1) If p = q and V is a simple A-module, then V is either a vertex simple module or a large module.
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The partial derivatives of relations specifying the square
submatrix K of the Jacobian.
∂t2 · · · ∂ts ∂v2 ∂v3 ∂u0 · · · ∂ur
t0t2 − t1t1 t0 0
.
.
.
. . . 0 0
t0ts − t1ts−1  t0
t0v2 − t1v1
t0v3 − t2v1 
t0 0
0 t0
0
t0u0 − vk0i0 v
0
j0
t0 0
.
.
. 0 
. . .
t0ur − vkrir v
r
jr
0 t0
(2) The Azumaya locus of A coincides with the smooth locus of Z .
(3) A is homologically homogeneous of global dimension 3.
Proof. (1) We only need to consider case (2) in Theorem 5.2. Suppose the cycle c ∈ ei Aei does not
annihilate V , and suppose c has no cyclic proper subpaths. Since c is a path, τ¯ (c) cannot be of the
form xs1x
t
2 or y
s
1 y
t
2 since the underlying graph of Q embeds into a surface. Furthermore, since p = q,
Q is not McKay, and so without loss of generality we may assume τ¯ (c) = xs1 yt1 for some s, t  1 by
Proposition 4.5; the other cases are similar.
We claim that each vertex in Q is a subpath of c modulo ∂W . Referring to Fig. 8, in all 6 cases
at least one of s1 or s2 is a vertex subpath of c since the width of the fundamental domain of Q
is 2. So suppose s1 is a vertex subpath of c. The cyclic permutation cs1 of c at s1 also has τ¯ -image
τ¯ (c) = xs1 yt1. Observe that in all cases except (iv), there is a path a denoted by solid arrows from s1
that passes through both vertices t1 and t2, whose τ¯ -image is only divisible by x1 and y1.
(a) Consider all cases except (iv). By Proposition 4.6 there is a unique cycle in es1 Aes1 without
cyclic proper subpaths whose τ¯ -image is of the form xs1 y
t
1, namely cs1 , so a must be a subpath of cs1
(modulo ∂W ). Thus a is also a subpath of the cyclic permutation c of cs1 . Therefore t1 and t2 are both
vertex subpaths of c.
(b) Now consider case (iv). Observe that (iv), (v), or (vi) must be directly below (iv).
First suppose either (v) or (vi) is directly below (iv) in Q˜ . By (a), in both (v) and (vi) the arrow
from t2 to t1 is a subpath of c. But since (iv) is directly above, this arrow is the arrow from s2 to s1
in (iv), and so all the bold arrows in (iv), as well as the arrow from s1 to t1, are subpaths of c.
Therefore the vertices t1 and t2 are subpaths of c as well.
Now suppose (iv) is directly below (iv). Since Q is not McKay, Q cannot consist entirely of ‘build-
ing blocks’ of the form (iv). Thus there is a row of the form (v) or (vi) below (iv) in Q˜ . It therefore
follows by induction that both t1 and t2 are subpaths of c.
(c) By (a) and (b), for each j ∈ Q 0 there are paths c1 and c2 such that c = c2e jc1. Thus if c does not
annihilate an A-module V then e j also does not annihilate V . This implies dimk e j V  1. Therefore
dimk e j V = 1 for each j ∈ Q 0 by Lemma 5.1, whence dimk V = |Q 0|, and so V is large.
(2) First suppose p = q. Let V be a simple A-module and set m := annZ V ∈ Max Z . We have just
shown that V is either a vertex simple module or a large module. Therefore, if V is (not) a large
module then m is (not) in the Azumaya locus of A by Lemma 2.13, and m is (not) a smooth point of
Max Z by Lemma 7.2. Thus the Azumaya locus is the open dense subset Max Z \ {0}.
The case p = q is similar, noting that there are clearly two distinct isoclasses of simple modules
whose Z -annihilators are in the locus φ({x1 = x2 = 0}) (with φ as in Lemma 2.1 (3)). In this case the
Azumaya locus is Max Z \ φ({x1 = x2 = 0}).
(3) The Y p,p algebras are McKay quiver algebras for certain ﬁnite abelian subgroups of SL3(C),
and the claim is well known in this case. So suppose p = q. If V is a vertex simple A-module
then pdA(V ) = 3 by Proposition 6.7. If V is a non-vertex simple, then V is large by (1), so
m = annZ V is in the Azumaya locus by Lemma 2.13, so m is in the smooth locus of Max Z by (2).
Thus pdZm(Zm/mm) = 3 by Proposition 4.3, whence pdA(V ) = 3 by Theorem 2.16. By [Ba, Proposi-
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The Y p,q R-charge assignments determined from a-maximization.
R(x1 y1) = R(x2 y1) =
(
3q − 2p +
√
4p2 − 3q2 )/3q
= 1
3
(−1+ √13 )
R(x1) = R(x2) = 2p
(
2p −
√
4p2 − 3q2 )/3q2
= 4
3
(4− √13 )
R(y2) =
(−4p2 + 3q2 + 2pq + (2p − q)√4p2 − 3q2 )/3q2
= −3+√13
R(y1) =
(−4p2 + 3q2 − 2pq + (2p + q)√4p2 − 3q2 )/3q2
= 1
3
(−17+ 5√13 )
R(x1 y2) = R(x2 y2) =
(
3q + 2p −
√
4p2 − 3q2 )/3q
tion III.6.7(a)], if S is a noetherian ring module-ﬁnite over its center then gl.dim(S) = sup{pdS (M) |
M simple}. But A has these properties by Corollary 3.8, so A has global dimension 3. Also by Corol-
lary 3.8, Max Z is irreducible, hence equidimensional, and thus A is homologically homogeneous. 
To conclude this section, we show that the ‘R-charge’ of an arrow determined by a-maximization
is consistent with its impression given in Theorem 3.7. Let A be a superpotential algebra module-
ﬁnite over its center Z ; then the R-charge of an arrow a ∈ Q 1 is conjectured to be the volume of
the ‘zero locus’ of a in Max Z , that is, the locus consisting of the maximal ideals m ∈ Max Z such
that a ∈ mmAm . In physics terms, the R-charge of a ﬁeld is conjectured to be the volume of the
locus where symmetry is not broken in the vev moduli space. This has been explored in [BFZ,BB], for
example. We verify that when A is a Y p,q algebra the labeling of arrows given in Fig. 5 is consistent
with the numerical R-charge assignments determined by a-maximization [IW], as ﬁrst computed for
the Y 2,1 quiver in [BBC], and then for general (p,q) in [BFHMS].
Proposition 7.4. The (numerical) R-charge assignments of the arrows in a Y p,q quiver determined by
a-maximization are consistent with the labels given in Fig. 5.
Proof. Denote an arrow a by its label τ¯ (a) given in Fig. 5. The R-charge assignments as computed
in [BHK] are shown in Table 2. To check consistency, one veriﬁes that R(xα yβ) = R(xα) + R(yβ) in
each of the four cases α,β ∈ {1,2}. 
7.2. Exceptional loci with zero volume: a proposal
Let A be a Y p,q algebra with center Z and let V i be the vertex simple A-module at i ∈ Q 0. The
origin m of Max Z is then in the compliment of the Azumaya locus – the ramiﬁcation locus – by
Theorem 7.3, and clearly A/mA ∼=⊕i∈Q 0 V i . In Theorem 6.14 we found that Am is a noncommutative
crepant resolution of Zm , and so the points in the exceptional locus of the noncommutative resolution
should in principle be the simple Am-modules, which are the vertex simples V im . It is important to
note that quiver stability does not appear suﬃcient to capture these points since
⊕
i∈Q 0 V
i is not
stable for any stability parameter with dimension vector (1, . . . ,1).
In Proposition 6.7 we showed that the vertex simple Am-modules are smooth in the sense that
pdAm(V
i
m) = 3 = dim Zm for each i ∈ Q 0. In this section we introduce a proposal that provides a
geometric reason for this behavior. Speciﬁcally, we propose that certain points in Max A that sit over
the ramiﬁcation locus of Max Z are the irreducible components of the exceptional locus of a resolution
Y → Max Z shrunk to zero size. In physics terms, fractional branes probing a singularity see the
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shrunk to point-like spheres. In what follows we use the symplectic quotient construction on the
impression of a Y p,q algebra, and set k =C.
In Corollary 3.8, Max Z was shown to be a toric algebraic variety. Z is therefore the ring of invari-
ants of some torus action on B = C[x1, x2, y1, y2], which we determine in the following lemma. It is
straightforward to verify with Proposition 7.1.
Lemma 7.5. The center Z ⊂ B of a Y p,q algebra is the ring of invariants of the torus action
(x1, x2, y1, y2) →
(
λ−pω−1x1, λ−pω−1x2, λ2p−rω2 y1, λr y2
)
(38)
with torus C∗ ×μr  (λ,ω), for some 0 r  2p.
In the special case (p,q) = (1,0), r = 1 by Proposition 7.1, whence ω = 1. Therefore Z is the
coordinate ring for the conifold (i.e., quadric cone) given in Example 1.2. Moreover, in the case (p,q) =
(2,1) again r = 1, yielding ω = 1, and it is straightforward to check that Z is the complex cone over
the ﬁrst del Pezzo surface dP1 (i.e., CP2 blownup at one point), verifying an argument that this
should indeed be the case given in [BHOP, Section 2].8
Before considering the associated Y p,q moment map, recall the following standard construction.
The symplectic manifold (C2,ω = i2 (dx∧ dx¯+ dy ∧ dy¯)) admits a hamiltonian action of the maximal
compact subgroup T := {t ∈ C∗ | |t| = 1} of C∗ given by (x, y) → (tx, ty). The dual g∗ of the Lie
algebra of T is then R, so there is a moment map
μ :C2 → g∗ ∼=R, μ(x, y) = 1
2
(|x|2 + |y|2).
It follows that
μ−1(1/2)/T= {(x, y) ∈ M ∣∣ |x|2 + |y|2 = 1}/T= {CP1 with radius 1},
and more generally
μ−1
(|a|2/2)/T= {(ax,ay) ∈ M ∣∣ |x|2 + |y|2 = 1}/T= {CP1 with radius |a|}.
Varying |a| is then equivalent to varying the radius of the CP1.9 In particular, |a| → 0 is equivalent to
the radius vanishing.
Now since the center of a Y p,q algebra is a normal toric variety, it is also a symplectic variety
with a (non-degenerate) symplectic form obtained by pulling back the standard symplectic form on
Max B = C4. There is a hamiltonian action on Max B by the maximal compact subgroup T := U (1) ×
μr  (t,ω),
(x1, x2, y1, y2) →
(
t−pω−1x1, t−pω−1x2, t2p−rω2 y1, tr y2
)
.
Again the dual of the Lie algebra of T is g∗ ∼=R, and so there is a moment map
μ :Max B →R, μ(x1, x2, y1, y2) = 1
2
(−p|x1|2 − p|x2|2 + (2p − r)|y1|2 + (r)|y2|2).
The singular variety Max Z is then the symplectic reduction at the origin,
8 Martelli and Sparks proved that the real cone over the Y 2,1 manifold is the complex cone over dP1 [MS], and so it follows
that the real cone over the Y 2,1 manifold coincides with the maximal spectrum of the Y 2,1 algebra away from the origin.
9 In physics terms, in the Lagrangian of an N = 1 physical theory, a is a Fayet–Iliopoulos parameter and the moment map
constraints are the D-terms; see for example [MP], and in the case of the Y p,q manifolds (starting from a metric) [MS].
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[y1 : y32] [x1 : x2]
Fig. 9. The supporting subquivers for two CP1-families of modules over a Y 4,2 algebra, related by a ﬂop.
Max Z = μ−1(0)/T,
and two different blowups of Max Z are given by μ−1(ξ/2)/T for ξ > 0 and ξ < 0, respectively.
From the previous example,
√|ξ | ∈ g∗ may be viewed as the radius of the exceptional locus in the
respective blowup of Max Z .
For the following, suppose p = q (the case p = q is similar). Let Mξ denote the space of all
representations τm where m ∈ μ−1(ξ2/2) ⊂Max B . We ﬁnd the following:
• If ξ > 0, Mξ is parameterized by a blowup of Max Z at the origin (a CP1-family together with
Max Z \ {0});
• If ξ < 0, Mξ is parameterized by the ﬂopped blowup; and
• If ξ = 0, M0 is parameterized Max Z \ {0}, together with the direct sum of vertex simples.
Speciﬁcally, ξ = 0 determines the constraints
x1 = x2 = 0 ⇐⇒ y1 = y2 = 0 when p = q,
x1 = x2 = 0 ⇐⇒ y1 = 0 when p = q,
and we claim that these are the same constraints obtained by requiring the A-modules be simple.
Indeed, consider the case p = q. If a and b are arrows with respective τ¯ -images x1 and x2 that
annihilate V , then each arrow with τ¯ -image divisible by x1 or x2 annihilates V by Proposition 2.5.
Thus, since the only simple modules are vertex simples or large by Theorem 7.3, V must be a vertex
simple. Therefore every arrow annihilates V , and in particular any arrow whose τ¯ -image is divisible
by y1 or y2 annihilates V . The case p = q is similar.
As an example of what happens when ξ = 0, consider the Y 4,2 algebra given in Example 1.3. The
supporting subquivers for the two CP1-families Mξ>0 and Mξ<0 are given in Fig. 9, where the
dotted arrows are represented by zero. The τ¯ -images of the solid arrows give explicit coordinates on
each CP1, which are respectively [y1 : y32] and [x1 : x2].
Our proposal provides a geometric view of Van den Bergh’s idea that the noncommutative reso-
lution, loosely speaking, lies at the intersection between the various ﬂops [V2]. However, the identi-
ﬁcation still needs to be made precise; progress in this direction is given in [B], but many questions
remain.
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Appendix A. Proof of Lemma 3.2
Without loss of generality, take u = y1 and suppose h(a) = h(p). We proceed in a case-by-case
analysis. The following argument will be used repeatedly: if w = yαxβyγ is a path with α = γ , that
is, w equals say
· ·
1 2
,
·
1 2
, or
·
1 2
, then modulo ∂W , w also equals
· ·
1 2
,
1 2
, or
1 2
, so
yαxβyγ ∼ yγ xβyα. (39)
Additionally, if say the factor xβyγ is a diagonal arrow, then we also have
yαyγ xβ ∼ yαxβyγ ∼ yγ xβyα.
Similarly for x ↔ y.
• t1 = y2:
– If n = 1 or t2 = y2 then s1 = xα , hence y1xα is a diagonal arrow and t1 = y2 is a vertical arrow.
Apply (39).
– If t2 = xα then at least one of the factors (xαy2), (y1sm), must be a diagonal arrow. Both factors
cannot be diagonal arrows since
· ·
·
·
y1sm xαy2
is not a possible conﬁguration. Apply (39).
• t1 = xα :
– If t2 = y2, either y1 or t2 = y2 is a vertical arrow since otherwise either the conﬁguration
· ·
·
·
y1sm y2xα
or
· ·
·
·
xαy1 t3y2
would occur.
∗ If y1 is a vertical arrow, apply (39).
∗ Suppose y1 is not a vertical arrow.
· If xα = sm = xβ then y2xαy1sm is a unit cycle and we are done.
· If xα = sm then the conﬁguration
· ·
·
·
·
y1sm
xα
y2 must occur since
· ·
·
·
·
y1sm
xα
y2
is not possible, and so
y2xαy1sm ∼ xαy2y1sm ∼ xαy2smy1 ∼ xαy1smy2.
– Suppose t2 = xβ .
∗ If y1sm is a diagonal arrow then t1 = xα must be a horizontal arrow. Apply (39).
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conﬁguration
· ·
·
·
xαy1 y2xβ
would occur. Apply (39).
∗ Suppose y1 is a vertical arrow (that is, it is not ‘half of a diagonal arrow’).
· If α = β then t3xβ is a diagonal arrow, hence t3 = y2. Apply (39) twice:
(y2xβ)xαy1 ∼ (xβy2)xαy1 ∼ xαy2xαy1 ∼ xαy1xαy2,
where the last equality holds since y1 is a vertical arrow.
· Supposeα = β , so τ¯ (t2t1u)= x2α y1. If the path t2t1u is in the conﬁguration
·
·
·
· ·
u
t1 t2
then xαy1 ∼ y1xα . Otherwise t2t1u is in the conﬁguration
·
·
·
·
·
·
u
t1 t2
since
·
·
·
·
·
u
t1
t2
is not possible, and we may assume u is the leftmost y1 variable in p.
Repeating this argument we ﬁnd that p = xnαy1sm · · · s1 with xnαy1 in the conﬁguration
· · · · · · · ···
· · · · · · · ····
h(p)
u
t1 t2 t3 tn−1 tn
a
(40)
By assumption there is an arrow a with head at h(p) satisfying u = y1 | τ¯ (a) and
τ¯ (a) | τ¯ (p). From (40) we see that τ¯ (a) = xγ y1 with γ = α. Therefore xγ | τ¯ (p). Let b
be the leftmost arrow in p such that xγ divides τ¯ (b). We may apply the arguments in all
the above cases with y1 → xγ , with the exception of conﬁguration (40), to show that xγ
can be moved leftward so that it is adjacent to u = y1 in p modulo ∂W , and the result
follows. But it is not possible that both y1 and xγ are in the conﬁguration (40):
· · · · · · · ···
· · · · · · · ····
· ·
· ·
· ·
...
...
· ·
h(p)
u
t1 t2 t3 tn−1 tn
a
b
s b
s+1
sm
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∗ If xαy1 is a diagonal arrow then xαy1 ∼ y1xα .
∗ If y1sm is a diagonal arrow, then apply (39).
∗ If y1 is a vertical arrow, then apply the above case p ∼ xnαy1sm · · · s1 with n = 1.
This completes the proof.
Appendix B. A math-physics dictionary for quivers
In reverse geometric engineering [Ber], a type of quiver algebra called a superpotential algebra is
constructed from the (classical) vacuum equations of motion of an N = 1 supersymmetric quiver
gauge theory. In the original physics proposal/conjecture of Berenstein, Douglas, and Leigh (see [Ber,
BD,BL] and references therein), the center of a superpotential algebra is the coordinate ring for an
aﬃne tangent cone (or at least some aﬃne chart) on a 3 complex-dimensional singular10 Calabi–Yau
variety – the hypothesized hidden internal space of our universe.11 The algebra itself is then viewed
as a noncommutative ring of functions on the space of its simple modules, just as is the case in
commutative algebraic geometry (when k = k¯). They conjectured that, at least in physically relevant
examples, this space is a noncommutative resolution of the algebra’s singular center since D-branes
supposedly see the variety they are embedded in as smooth [DGM].
The Y p,q quivers are of interest to physicists since they encode the gauge theory in the conjectured
AdS/CFT correspondence when the horizon is a Y p,q Sasaki–Einstein 5-manifold, given by metric data
on the topological space S2 × S3. The Y p,q quiver gauge theories were constructed to model these
geometries using symmetry arguments in a process known as geometric engineering, by Benvenuti,
Franco, Hanany, Martelli, Sparks, and Kazakopoulos [BFHMS,BHK]. In this paper we instead start with
the Y p,q quiver gauge theories and derive their dual geometries by the methods of reverse geometric
engineering; such a geometry is conjectured to coincide with the real cone over a Y p,q manifold (the
horizon), but this is still unknown for p > 2.
The following is a partial dictionary between quiver gauge theories, speciﬁcally in regards to the
mesonic branch since that is the focus of this paper, and quiver representation theory. We begin with
the following:
• quiver gauge theory ⇔ a quiver algebra and its representations;
in particular, a d = 4, N = 1 supersymmetric quiver gauge theory ⇔ a path algebra modulo
F -ﬂatness constraints, i.e., a superpotential algebra;
• complexiﬁed U (n) gauge group ⇔ general linear group;
(In this context, by U (n) physicists usually mean U (n) complexiﬁed, that is, if H1 and H2 are
elements of the Lie algebra u(n), then exp(H1 + iH2) ∈ GLn(C), and for any L ∈ GLn(C) there is
some such H1 and H2 such that L = exp(H1 + iH2).)
• gauge invariance (under complexiﬁed gauge group) ⇔ isomorphism classes of quiver representa-
tions;
• Seiberg dual gauge theories, that is, different gauge theories in the UV which ﬂow to the same
ﬁxed point in the IR ⇔ different superpotential algebras that have the same centers or different
superpotential algebras whose bounded derived categories of modules are equivalent [BD].
In Table 3 we sketch an N = 1, d = 4 AdS/SCFT correspondence, or more generally a procedure for
geometric and reverse geometric engineering, for a superpotential algebra A. Note that the universe
is thought to be a product M × X , where M is (3 + 1)-dimensional Minkowski space and X is a
compact 3 complex-dimensional (possibly singular) Calabi–Yau variety. A Dn-brane (with n odd) ﬁxes
10 The Calabi–Yau variety need not be singular, but often theories with singularities are able to more closely model nature by,
for example, breaking supersymmetry; see [BHOP].
11 According to the AdS/CFT correspondence, this variety does not necessarily need to be actual physical space, but may
instead just be a parameter space for something similar to mass (‘vacuum expectation values’) for certain ﬁelds that live in our
(3+ 1)-dimensional spacetime manifold.
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A math-physics quiver dictionary for geometric engineering.
Gauge theory on M Geometry and physics of X Quiver representations
a stack of |Q 0| fractional branes
at the apex of the tangent cone
Cp(X) at a point p ∈ X
vertices of Q
U (1) gauge group on the fractional
brane at vertex i
the vertex simple A-module V i (or
its annihilator)
(complexiﬁed) U (n) gauge group at
vertex i
A-module V with dimC ei V = n
bifundamental ﬁeld transforming in
the fundamental representation of
the gauge group at vertex j and the
anti-fundamental representation of
the gauge group at vertex i
open oriented string stretch-
ing from the fractional brane at
vertex i to the fractional brane
at vertex j
an arrow with tail at i and head at j
vev of a bifundamental ﬁeld matrix representation of the corre-
sponding arrow
a possible conﬁguration of vev’s
modulo the F -ﬂatness constraints
a point in Cp(X) (or a bulk
D3-brane at a point in Cp(X))
an isoclass of simple A-modules (or
the corresponding primitive ideal)
(mesonic) chiral ring coordinate ring for Cp(X) center of A
mesonic ﬁeld cycle in the quiver
the endpoints of a string; mathematically it is a sheaf, or a complex of sheaves, supported on an n+1
real dimensional subvariety of M× X . Here we only consider D3-branes which extend into M and
are point-like, i.e., sky scraper sheaves, on X . More generally though one also includes various 5- and
7-branes (such as in the physical realizations of dimer models), and D3-branes are allowed to wrap
nontrivial cycles in X .
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