Abstract. This paper concerns partially observed optimal control of possibly degenerate stochastic differential equations, with correlated noises between the system and the observation. The control is allowed to enter into all the coefficients. A general maximum principle is proved for the partially observed optimal control, and the relations among the adjoint processes are established. Adjoint vector fields, which are adapted to the past and present observations, are introduced as the solutions to some backward stochastic partial differential equations (BSPDEs), and their relations are established. Under suitable conditions, the adjoint processes are characterized in terms of the adjoint vector fields, their differentials and Hessians, along the optimal state process. Some other formulations of the partially observed stochastic maximum principle are then derived.
1. Formulation of the problem and some historical comments. Throughout this paper, we use the Einstein convention for summation over repeated indices. For a matrix, we use superscripts to indicate (when necessary) the number of its columns or its rows or the position of its components, and the precise meaning can be specified from the context; the range of the superscripts will not be explicitly stated unless there is a danger of confusion. , denotes the product of two vectors in an Euclidean space, and | · | denotes the square root of the sum of all the squares of components of the underlying matrix. * appearing in the superscripts denotes the transpose of a matrix, and R n the n-dimensional Euclidean space. For a R m -valued vector function f on R n , we use the notation 
Let (Ω, F, P ) be a probability space on which are defined two independent standard Brownian motions w(·) and Y (·) valued in R m and R d , respectively. Let x 0 be a random variable with the law P 0 and independent of (w(·), Y (·)). Let {F w t } and {F Y t } be the P -completed natural filtrations generated by w(·) and Y (·), respectively, and σ(x 0 ) the σ-algebra generated by x 0 . Set then v(·) ∈ U ad . In the literature, a partially observed optimal control problem has been studied at least for the following two admissible classes of controls: one is based on the present observation and defined as U ad := {v : v is a U -valued stochastic process such that v(t) is σ(Y (t))-measurable for almost every t ∈ [0, 1] and sup 0≤t≤1 E|v(t)| i < ∞, i = 1, 2, . . .}; the other one is based on the past and present observations and defined as U ad := {v : v is a U -valued F Y t -adapted stochastic process and satisfies sup 0≤t≤1 E|v(t)| i < ∞, i = 1, 2, . . .}.
A control is said to be partially observed if the control is a nonanticipative functional of the observation Y (·). A set of controls is said to be partially observed if its every element is partially observed. Obviously, a set of admissible controls is partially observed.
We make the following hypothesis.
(A1) Let U ad be a given admissible class of controls. The functions f : 
x 0 has finite moments of arbitrary order. Our general partially observed optimal control problem is stated as follows. Consider the system (1.1)
and the observation
Putting (1.2) into (1.1), we have
For each v(·) ∈ U ad , (1.3) has a unique strong solution, which will be denoted by x v (·). From Girsanov's theorem, it follows that if
and if
The cost functional is
Here, E v denotes the expectation with respect to the probability space (Ω, F, P v ). Our partially observed optimal control problem is to minimize the cost functional (1.6) over v(·) ∈ U ad , i.e., (1.7) min
Here, the words "partially observed" indicates that the admissible class U ad in the underlying optimal control problem is partially observed. Our aim is to seek the necessary conditions for the partially observed optimal control u(·). Such a subject has been discussed by many authors, such as Fleming [4] ; Kwakernaak [7] (with an explorative style); Bensoussan [2] ; Haussmann [5] ; Baras, Elliott, and Kohlmann [1] ; Zhou [13] ; and Li and Tang [8] . Usually, they made at least one of the following five assumptions: 1) The diffusion term σ is nondegenerate (see Fleming [4] , Kwakernaak [7] , Bensoussan [2] , and Zhou [13] ). 2) The coefficients f, g, h, and l are differentiable in control variable u, and the set U , in which the control takes values, is convex (see Fleming [4] and Bensoussan [2] ).
3) The control does not appear in the diffusion term g and the observation h (see Bensoussan [2] ; Haussmann [5] ; and Baras, Elliott, and Kohlmann [1] ). 4) g = 0 (see Bensoussan [2] ; Haussmann [5] ; Baras, Elliott, and Kohlmann [1] ; and Li and Tang [8] ). 5) The initial state x 0 has a regular density function (see Bensoussan [2] and Zhou [13] ).
In this paper, we consider the general case of the partially observed optimal control problem (1.1), (1.2), (1.6), (1.7) , where the control is allowed to enter into all the coefficients, the diffusion term g is allowed to be degenerate, the correlation coefficient g is present, the set U is not necessarily convex, and the initial state does not necessarily have a regular density function. A general maximum principle is proved for the partially observed optimal control, and the relations among the adjoint processes are established. Adjoint vector fields are introduced as the solutions to some BSPDEs, and their relations are established. Under suitable conditions, the adjoint processes are characterized in terms of the adjoint vector fields, their differentials and Hessians, along the optimal state process. Some other formulations of the partially observed stochastic maximum principle are then obtained, and our results are compared with those existing in the literature. Our approach does not involve the Zakai equation, and thus we can get around a lot of complicated stochastic calculus in infinite-dimensional spaces, in contrast with Bensoussan [2] , Haussmann [5] , and Zhou [13] .
The rest of this paper is organized as follows. In section 2, we derive a general maximum principle for partially observed optimal controls from the general maximum principle for optimal controls with full information. In section 3, the relations are established among the adjoint processes, which are introduced in the general partially observed maximum principle and which are characterized as the unique F t -adapted square-integrable solutions of backward stochastic differential equations (BSDEs). In section 4, adjoint vector fields are introduced as the solutions to some BSPDEs, and their relations are established; under suitable conditions, the adjoint processes are characterized in terms of the adjoint vector fields, their differentials and Hessians, along the optimal state process. Finally in section 5, some other formulations of the partially observed stochastic maximum principle are derived, and our results are compared with the existing ones.
2.
A general partially observed maximum principle. Let u(·) be an optimal control and ( x(·), Y (·), w(·), w(·), P ) be the corresponding weak solution of (1.1) − (1.2). We introduce the notation: E = Eû, ∆f (t; v) := ∆f (t, x(t), u(t); v) := f (t, x(t), v) − f (t, x(t), u(t)), and similar notation will be made for other functions g, g, l, h, and H (see (2.10) below). For each v(·) ∈ U ad , the stochastic process ρ v (·) can be characterized as the solution of the following stochastic differential equation (SDE):
The cost functional (1.6) can be rewritten as
,
Equations (1.1), (1.2), and (2.1) can be compressed into the following form:
The cost functional (2.2) is rewritten as
Our partially observed optimal control problem becomes the following minimization problem: to minimize J(v(·)) over v(·) ∈ U ad subject to (2.4). The present formulation of the partially observed optimal control problem is quite similar to a completely observed optimal control problem; the only difference lies in the admissible class U ad of controls. We can follow the same arguments to the case of full information to derive the following maximum principle. See Peng [11] and Tang and Li [12] for details. Define the Hamiltonian H :
Let (a(·), b(·), b(·)) be the unique F t -adapted square integrable solution of the first-order adjoint equation
and (A(·), B(·), B(·)) be the unique F t -adapted square integrable solution of the second-order adjoint equation
Then the following maximum condition holds: (2.9)
The reader will see later that since the state variable ρ appears in the optimal control problem in a linear way, some adjoint processes are superfluous in the above maximum principle. Now we begin to dispense with these adjoint processes and reformulate the above maximum principle.
We introduce a new Hamiltonian
Decompose the matrices a(t); b(t); b(t); A(t); B i (t), i = 1, . . . , m; and B j (t), j = 1, . . . , d, into blocks in the following manner:
Then, we can check the following (2.12)
In view of the above calculations, equation (2.7) is decomposed into the following two equations:
(2.14)
while equation (2.8) is decomposed into the following four equations:
and (2.19)
We can obtain, from the uniqueness of the F t -adapted square integrable solution of the BSDE (2.16) (see Pardoux and Peng [9] ), 
Moreover, if we set
) is characterized as the unique F t -adapted solution of the following BSDE:
The rest of this section is to rewrite the maximum condition (2.9). We can verify the following:
Then the maximum condition (2.9) can be rewritten as (2.29) Note that Theorem 2.1 applies to an arbitrary admissible class U ad of controls. In particular, it contains the following two special cases.
Remark 2.1. When U ad = U ad , the maximum condition (2.29) implies the following inequality of expectations conditioned on the past and present observations {Y (s) : 0 ≤ s ≤ t} :
(almost surely, almost everywhere).
Remark 2.2. When U ad = U ad , the maximum condition (2.29) implies the following inequality of expectations conditioned on the present observation Y (t) :
We have derived a partially observed maximum principle, without involving at all the well-known Zakai equation, which is a stochastic PDE driven by the observation Y (·). However, our formulation of the maximum principle seems to be unsatisfactory since the adjoint equations (2.23)-(2.25) seem not to tell us what kind of functionals the adjoint processes (as their solutions) are of the initial state x 0 and the system noiseẇ, which is not available in practice. In the next two sections, we shall show that the adjoint equations do imply how the adjoint processes depend on the initial state x 0 and the system noiseẇ in a special way, which is crucial in the computation of the conditional expectation appearing in the maximum condition (see (2.30) and (2.31), for example).
3. Relations among the adjoint processes. Let φ t,x be the solution of the SDE (3.1)
and (Q t,x , K i,t,x , i = 1, . . . , m; K j,t,x , j = 1, . . . , d) be the solution of the matrix-valued
Obviously, (3.5)
Under the hypothesis (A1), the stochastic flows φ t,x , (r t,x , R t,x , R t,x ), and (q t,x , k i,t,x , i = 1, . . . , m; k j,t,x , j = 1, . . . , d) are continuously differentiable with respect to x in suitable spaces (see Pardoux and Peng [10] ). Their differentials φ , j = 1, . . . , d) satisfy, respectively, the following SDE and BSDEs (see Pardoux and Peng [10] ):
x (t) = I n×n : identity matrix of order n × n, 
From the uniqueness of the solutions of (3.3) and (3.4), we can check, using Itô's formula, the following theorem.
Theorem 3.1. Let the hypothesis (A1) be satisfied. Then, for s ∈ [t, 1], (3.10)
Note that the uncertainty of the solution to a BSDE is introduced by the uncertainty of the drift and the terminal value, rather than by the terms of stochastic integrals. There are two different sources of uncertainty in the drifts and the terminal conditions of BSDEs (3.2)-(3.4): one comes from the initial state x 0 and the system noiseẇ(·), and the other comes from the observation noiseẎ (·). The former enter into the drifts and the terminal conditions via φ t,x (·). Thus, we have reason to expect that the corresponding solutions depend on x 0 andẇ(·) in the same manner. In fact, it is true at least under some reasonable conditions. The following theorem reveals such an assertion. We use D x to denote the differential operator along the direction x, namely, D x := x * ∇. 
Here, W (t, x) := r t,x (t) is a stochastic flow which is adapted to the history (including the present) of the observation Y (·). Let µ t,x be the solution of the SDE
Then, W (·, ·) has the following probabilistic interpretation:
Proof of Theorem 3.2. From the uniqueness of the solutions of (3.1) and (3.2), we derive (3.14)
The first relation of (3.11) then follows. It can be verified, via Malliavin's calculus for the BSDE (3.2), as in Pardoux and Peng [10] , that
In view of the first relation of (3.11), we get the second relation of (3.11). The third relation of (3.11) comes from the second relation of (3.14) and the first relation of (3.10), while the fourth relation of (3.11) comes from the second relation of (3.10), and the fifth relation of (3.11) comes from the fourth relation of (3.10).
The probabilistic interpretation (3.13) of W can be obtained from computing the quantity r t,x (s)µ t,x (s) with Itô's formula. It is worth noting that, if
Here, Φ t,x,y and ζ t,x,y are the solutions of the SDEs (3.17)
respectively. It can be checked that W is the unique viscosity solution of the following Hamilton-Jacobi equation of second order:
at least when the function β is bounded and continuous and when the coefficients f, g, g, h, and l are jointly continuous with respect to all their arguments.
BSPDEs of adjoint vector fields.
In this section, adjoint vector fields are introduced as the solutions of BSPDEs, and their relations are established. The adjoint processes are then characterized in terms of the adjoint vector fields, their differentials and Hessians, along the optimal state process x(·).
For all v ∈ U , define the following operators:
For a matrix-valued smooth function of x ∈ R n , say U :
. Consider the following BSPDEs:
There is a close relation between the solutions of (3.2)-(3.4) and the solutions of 
Proof of Theorem 4.1. We use the generalized Itô-Kunita formula (see Kunita [6] for details) to compute the quantities Z(s, φ t,x (s)), λ(s, φ t,x (s)), Λ(s, φ t,x (s)), and we observe that the right hand sides of the equalities in (4.5) solve the BSDEs (3.2)-(3.4), respectively. According to the uniqueness of the solutions of (3.2)-(3.4) (see Pardoux and Peng [9] ), we get the desired results.
Note that if (Z, V ) is a smooth solution of the BSPDE (4.2), then Z = W . Hence, W can be viewed as a probabilistic interpretation of Z. In a heuristic way, V j (t, x) should be interpreted as R j,t,x (t) − Dgj (t,x,û(t)) Z(t, x). From (3.5) and Theorem 4.1, we see that the solutions of BSPDEs (4.2)-(4.4) are closely related with the adjoint processes: the former, if they exist, help to show how the latter depend on the initial state x 0 and the system noiseẇ(·) in a special way. For this reason, we call the former the adjoint vector fields. The relations among the adjoint vector fields are stated in the following theorem. Theorem 4.2. Assume that 1) the coefficients f, g, g, h, l, and m are smooth in the variable x, and they are bounded, together with their partial derivatives with respect to x; 2) gg * (t, x, u(t)) ≥ δI n×n for some real number δ > 0. Then the SPDEs (4.2)-(4.4) have unique smooth solutions (Z, V ), (λ, θ j , j = 1, . . . , d), and (Λ, Θ j , j = 1, . . . , d). Moreover, the solutions have the following relations:
Proof Let (Z, V ) be a smooth solution of (4.2). Take differentials on both sides of (4.2), and we see that the differential (∇Z, ∇V j , j = 1, . . . , d) satisfies the BSPDE (4.3). Thus, (∇Z, ∇V j , j = 1, . . . , d) is a smooth solution of (4.3). Since (4.7) 
Before closing this section, we remark that, if the coefficients f, g, g, h, l, and m are smooth with respect to all their arguments, they are bounded together with their partial derivatives, and u(t) = β(t, Y (t)) ∀ t ∈ [0, 1], for some smooth function β : [0, 1] × R d → U with bounded derivatives of arbitrary order, then the HamiltonJacobi equation (3.19 ) has a unique bounded smooth solution W and the BSPDE (4.2) has the following unique bounded smooth solution:
5. Versions of Theorem 2.1 and comparison with the existing results. Combining Theorems 2.1 and 3.2, we have the following theorem.
Theorem 5.1. Let the hypothesis (A1) be satisfied, and h := h(t, x), g := g(t, x). Assume that u(·) is an optimal control. Let µ t,x (·) be the solution of (3.12), and set
Then, the following maximum condition holds:
Proof of Theorem 5.1. Since the observation term h and the correlation term g do not depend on the control variable, we derive from Theorem 3.2 that
The maximum condition (5.3) then follows from Theorem 2.1. Corollary 5.1. Assume that 1) the hypothesis (A1) holds; 2) g := g(t, x), h := h(t, x); 3) U ad = U ad . Let u(·) be an optimal control. Then the following maximum condition holds:
with W being defined by (3.16)-(3.18).
The partially observed optimal control with the admissible class U ad of controls has been studied by Fleming [4] . His observation model is of the following form:
and it is more general than (1.2). His terminal time T is the least time of the system state going beyond a bounded domain, while ours is the fixed time T = 1. He made the following nondegenerate hypothesis:
≥ δI (n+d)×(n+d) for some δ > 0, which implies, in our situation (i.e., σ = 0, σ = I d×d ), the following condition: gg * ≥ δI n×n for some δ > 0. Corollary 5.1 allows gg * to be degenerate and is new. Corollary 5.2. Assume that 1) the hypothesis (A1) holds; 2) g := g(t, x), h := h(t, x); 3) U ad = U ad . Let u(·) be an optimal control. Then the following maximum condition holds:
Combining Theorems 2.1 and 4.3, we have the following theorem. Theorem 5.2. Let the hypotheses of Theorem 4.2 be satisfied. Let u(·) be an optimal control, and (Z, V ) be the unique solution of the BSPDE (5.9)
Then the following maximum condition holds: (5.10)
t))Z(t, x(t)) + l(t, x(t), v(t)) + M j,v(t) (t, x(t))V j (t, x(t)) − Lû (t) (t, x(t))Z(t, x(t)) − l(t, x(t), u(t)) − M j,û(t) (t, x(t))V j (t, x(t))} dt
Proof of Theorem 5.2. From Theorem 4.3, we derive (5.11) ∆H(t, x(t), u(t), q(t), k(t), R(t) − q * (t) g(t, x(t), u(t)), k(t); v(t)) = ∇Z(t, x(t)), ∆f (t; v(t)) + ∇V j (t, x(t)), ∆g j (t; v(t)) + V j (t, x(t))∆h j (t; v(t)) + ∆l(t; v(t)) + tr[∇ 2 Z(t, x(t))(g(t, x(t), u(t))∆g * (t; v(t)) + g(t, x(t), u(t))∆ g * (t; v(t)))], tr[Q(t)(∆g(t; v(t))∆g * (t; v(t)) + ∆ g(t; v(t))∆ g * (t; v(t)))] =tr[∇ 2 Z(t, x(t))(∆g(t; v(t))∆g * (t; v(t)) + ∆ g(t; v(t))∆ g * (t; v(t)))].
The maximum condition (5.10) then follows from Theorem 2.1. Corollary 5.3. Let the hypotheses of Theorem 4.2 be satisfied and U ad = U ad . Let u(·) be an optimal control and (Z, V ) be the unique solution of the BSPDE (5.9). Then the following maximum condition holds: (5.12) E L v (t, x(t))Z(t, x(t)) + l(t, x(t), v) + M j,v (t, x(t))V j (t, x(t)) − Lû (t) (t, x(t))Z(t, x(t)) − l(t, x(t), u(t)) − M j,û(t) (t, x(t))V j (t, x(t))| F Y t ≥ 0 ∀ v ∈ U, a.s.a.e.
The partially observed optimal control with the admissible control class U ad , has been studied by Kwakernaak [7] ; Bensoussan [2] ; Haussmann [5] ; Baras, Elliott, and Kohlmann [1] ; Zhou [13] ; and Li and Tang [8] . Corollary 5.2 essentially covers the partially observed maximum principles of Bensoussan [2] ; Haussmann [5] ; and Baras, Elliott, and Kohlmann [1] ; and it generalizes them at least in two of the following respects: 1) gg * may be degenerate; 2) the control may appear in the diffusion coefficient g; 3) correlated noises may be present between the system and the observation (i.e., the correlation coefficient g is not necessarily zero); 4) the initial state x 0 does not necessarily have a regular density function. Note that Bensoussan [2] considered the case of g = 0, and characterized his adjoint processes via the BSPDE (5.9) but in the sense of strong solution; in a heuristic way, the formula (5.1) should be the probabilistic interpretation of his adjoint processes.
Zhou [13] , like Kwakernaak [7] and Bensoussan [2] , treated a partially observed optimal control problem as an optimal control problem with full information, but for the Zakai equation, which is a stochastic PDE driven by the observation. His result excludes both the case when the initial state has no regular density function and the case when gg * is degenerate while g = 0. Corollaries 5.2 and 5.3 consider both cases and therefore are new. They partially answer Fleming's question (see Fleming [4, p. 209 
]).
It is worth pointing out that our derivation of Corollary 5.2 does not involve the Zakai equation at all and avoids the complicated stochastic analysis in infinitedimensional spaces of Bensoussan [2] , Haussmann [5] , and Zhou [13] .
Combining Theorem 2.1 and Remark 2.1 with Theorem 3.1, we obtain the following theorem.
Theorem 5.3. Let the hypothesis (A1) be satisfied, U ad = U ad , and u(·) be an optimal control. Let φ t,x (·) solve the SDE (3.1) and (r t,x (·), R t,x (·), R t,x (·)) solve the BSDE (3.2). Then the maximum condition (2.30) holds with 
