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1. Introduction     
With the growing availability of various content provided over state-of-the-art digital media is 
speech recognition becoming one of the main core technologies (Billi et al., 1997; Žgank et al., 
2002; Gupta et al., 2000; Sket et al., 2002). Its task is to minimize the needed effort to access the 
particular part of content. The main content categories can be grouped in the following way: 
• broadcasted media, 
• public and governmental content, 
• entertainment, 
• education, 
• meetings, 
• personal communication, 
• personal repositories,… 
The common point of all items is that characteristics of such spoken content widely diverge 
from type of speech, which is commonly found in spoken language resources used for training 
automatic speech recognition systems (Maddi et al., 2006; Marvi, 2006; Al-Haddad et al., 2006a; 
Al-Haddad et al., 2006b; Thangarajan et al., 2008). The main issue, which influences the quality 
of speech recognition, is the presence of spontaneous speech with all its special requests and 
characteristics. A speaker in such scenario can speak freely, without planning his/her speech. 
The vocabulary has size of several 10k words, which hardly depends on the properties of 
language involved. For less inflectionally  and morphologically complex languages (e.g.: 
English, Spanish, Italian,…), the size of 64k vocabulary words can cover more than 99% of 
words in the test set (out-of-vocabulary (OOV) rate). On the other side are complex highly 
inflectional and agglutinative languages (e.g.: Finnish, Hungarian, Slovenian, Czech …), where 
the same size of vocabulary produces the OOV of 10% or even more. 
In such cases present all various effects of spontaneous speech an additional parameter, 
which reduces the quality and performance of speech recognition for several percents. The 
applications where such problems can occur are: speech-to-speech translation system, “how 
can I help you?” telecommunication services, TV subtitling services, spoken content 
indexing services... 
Real time TV subtitling service as one of the emerging services (Lambourne et al., 2004; 
Brousseau et al., 2003; Imai et al., 2000) in current and future society with increased 
proportion of elderly people is gathering on importance. The proportion of broadcasted 
content, which can’t be immediately subtitled from content scripts, hardly depends on the 
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show’s type. In a typical broadcast news show, approximately 50% to 75% of stories can be 
automatically subtitled using closed caption generated from the scripts. Example of such 
Slovenian evening news show script is given on Figure 1. 
 
 
Fig. 1. Evening TV news show script, a part of the Slovenian BNSI Broadcast News database. 
The remaining part of the show isn’t covered, as it contains live conversations (e.g. 
interviews, talk shows), where closed captions can’t be generated from scripts or scenarios. 
Example of such script part is shown on Figure 1, denoted as section “03 izjava župana”, 
where only the last few seconds are transcribed as guideline for the director. These parts of 
shows must be covered with dedicated methods as is spontaneous speech recognition. Two 
methods can be used for producing closed captions: respeaking, where a highly trained 
operator respeakes all utterances in an of-the-shelf dictation system or a fully automated 
subtitling system, which must process the entirely show, usually in several steps. 
Automatic recognition of spontaneous conversations is a very challenging task. There are 
three major groups of disfluencies in spontaneous speech that influence the quality and 
performance of any spontaneous speech recognition system:  
• Filled pauses (FP): short words, which appear as interjection – e.g.: uh, aaa. They are 
language dependent. 
• Word repetitions: disfluencies used by the speaker to gain time before continuing with 
the sentence. 
• Sentence restarts: speaker pronounces the initial part of a sentence and then starts over 
again with a new initial part.  
Figure 2 shows example of spontaneous sentence (“mirna sobota ki ee so jo mnogi”) from 
Slovenian BNSI Broadcast News database. The shown sentence encompasses one filled 
pause – “eee”. The ratio of disfluencies in spontaneous speech hardly depends on the 
situation. In case when the speech is prepared in advance, there are far less disfluencies than 
in case when spontaneous speech is used in everyday situation. 
The presented characteristics of spontaneous speech influence both types of models in a 
system – acoustic and language model. On the other side, the accents mainly influence the 
performance of acoustic models. Spontaneous conversation can involve a high degree of 
accented speech, depending of the discourse properties. In case of broadcast news language 
resources various groups of interviews include such discourse. 
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Fig. 2. Spontaneous sentence from Slovenian BNSI Broadcast News speech database. 
Spontaneous speech is also a challenging task for language modelling. It is characterized by 
unconstrained speaking style, frequent grammatical errors, hesitations, starts-over, etc. 
Another problem is a limited amount of training data. The main source is audio transcription. 
Unfortunately, sources of written data do not exhibit characteristics of spoken language.  
The research work presented in this chapter is oriented on modelling of filled pauses and 
onomatopoeias for spontaneous speech recognition system. A previously proposed filled 
pauses acoustic modelling approach will be further improved with an advanced training 
procedure. In addition to normally accented speech, also a heavily accented spontaneous 
speech of a non-native speaker will be included in the experiment. Filled pauses are one of 
the most frequent categories of spontaneous speech effects, which are present in real-life 
spoken language resources and will be as such included in our experiments. Onomatopoeias 
as another category are less frequent, but still very challenging for modelling. We have 
grouped both categories in one, called filled pauses. Although filled pauses and 
onomatopoeias don’t carry any true semantic information, it is still necessary to include 
them in modelling for speech recognition. Each filled pause disrupts the sequence of words, 
which is estimated with the acoustic and language model and so influences the overall 
accuracy of speech recognition system. In addition, disfluencies in spontaneous speech are 
often indicators of turn taking in a dialog, and can be as such used for dialog management 
in voice driven telecommunication services. The methods proposed for modelling of filled 
pauses will be also evaluated on heavy accented speech, to show that modelling of filled 
pauses plays even more important role in such case of conversation. 
The level of accented speech usually depends on the speaker and its role in the discourse. In 
addition to these properties, the language also plays an important role. There are some 
languages, where a large number of various accents can be found. Slovenian is one of such 
languages, with approximately 50 different accents. This makes any accent modelling an 
additionally challenging task. 
The chapter is organized as follows: the current state-of-the-art is described in Section 2. 
Various filled pauses modelling approaches are presented in Section 3. The native and non-
native spoken language resources are introduced in Section 4. The experimental design used 
for evaluation is described in Section 5. Section 6 contains the results of the speech recognition 
experiments, while the conclusion and directives for future work are given in Section 7. 
2. Overview of current research work on topic of spontaneous speech 
recognition 
In the last few years is the research area of spontaneous speech recognition gathering on 
importance. One of the prerequisites for this development was the increase in CPU power, as 
are the algorithms for spontaneous speech recognition very demanding on processing power. 
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In the area of acoustic modelling of filled pauses, several authors presented successful 
approaches, how to address this topic. The first group of methods is based on Gaussian 
Mixture Modelling (GMM) (Wu & Yan, 2004; Wu & Yan, 2001; Rangarajan & Narayanan, 
2006). There are two main approaches possible. In the first approach, for each type of filled 
pauses a separate GMM model is build. The number of mixtures depends on the availability of 
spoken material per class. A separate class is used for modelling of normal spontaneous 
speech without any filled pauses. As the end results a system with multi GMM is being used 
for explicit (see Section 3) recognition of filled pauses in spontaneous speech. The second 
approach is based on only two GMM models. The first one represents filled pauses and the 
second one normal spontaneous speech. The main advantage of the second approach is that it 
is simpler to collect adequate amount of training material per class to train the GMM models. 
It also reduces the classification error between various types of onomatopoeias, as it can be 
sometimes extremely difficult to label separate sounds correctly. In general, the second 
approach yields better speech recognition results due to its higher modelling capability. 
The second major group is based on modelling with Hidden Markov Models (HMM) (Furui 
et al., 2005; Stouten et al., 2006; Seiichi & Satoshi, 2007), usually in an implicit way (see 
Section 3 for details). The performance of this group of approaches depends on the quality 
of transcriptions of spoken language resources. Each filled pause must be correctly labelled 
and transcribed to be able to model it with an HMM model. There are several methods 
possible how can a filled pause be represented with an HMM. One approach is to use 
separate HMM models for filled pauses. Another approach uses the same HMM acoustic 
models for filled pauses and spontaneous speech. The second approach is more difficult and 
complex as acoustic-phonetic properties of both types usually differ. Therefore complex 
modelling approaches are needed to reduce this discrepancy. It is also possible to combine 
the above presented methods in one system. 
The specifics of spontaneous speech presented above for acoustic modelling are also 
reflected on language modelling. Disfluencies (repetitions, hesitations, and sentence restarts) 
distinguish spontaneous from read speech to a great extant. N-grams base their word 
prediction on a local context of N-1 previous words. Early psycholinguistic experiments 
found that human subject asked to guess next word in the transcription a spontaneous 
speech required more guesses for words that had been proceeded by a hesitation (Goldman, 
1968). The experiment indicates the difficulties of transition from modelling read speech to 
modelling spontaneous speech. 
Disfluencies corrupt this context. First, the idea was to remove disfluencies from the context. 
Based on experiments it has been shown that simple clean-up is not the right way to recover 
the fluent order of meaningful words (Duchateau et al., 2004). If we eliminate disfluencies 
completely, we would lose some information.  
In (Duchateau et al., 2004) the authors allow the system to pick the most probable option 
when both a context with and without disfluencies are available. In case of repetitions the 
results were improved significantly by offering the system the choice between removing or 
not removing the disfluency from the prediction context. For hesitations and restarts this 
method results in a small deterioration of the recognition rate. The research was later 
extended by developing a specialized preprocessor which operated independently of the 
search and which searches for filled pauses on the basis of acoustic and prosodic features 
that are not accessible to the recognizer (Stouten et al., 2006). A filled pauses detector was 
built. Two strategies for incorporating the posterior probabilities at the output of this 
detector into the search engine were proposed. 
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Filled pauses and onomatopoeias don’t carry any true semantic information, but should be 
incorporated into the language model. The biggest difficulty is that statistical language 
models typically have very limited context, and by keeping filled pauses and 
onomatopoeias in context, information bearing word is lost. In (Stolcke et al., 1999) they are 
demarcated by events surrounding the words. They refer to them as Hidden Word-level 
Events (HWE). Models of HWE capture the specific prosodic characteristics of HWEs, such 
as intonation and duration patterns. The information from prosodic features was combined 
with statistical language models that describe the distribution of HWE in relation to words, 
part-of-speech, and other syntactical and lexical units.  
Adaptation to speaker-dependent disfluencies was studied to adopt a system for disfluency 
removal.  Disfluency removal makes sentences shorter, less ill-formed and thus facilitates the 
downstream processing by natural language understanding components such as machine 
translation or summarization (Honal & Schultz, 2005). The probability that a word is disfluent 
is composed of a weighted sum over the six models. The most prominent were the model of 
the length of the deletion region of a disfluency and the model of the position of a disfluency. 
Gradient descent method was used to automatically optimize the parameter weights. 
Speaker-produced disfluencies were identified in a conditional random field-based 
approach (Fitzgerald et al., 2009). The authors emphasize false start regions, which are often 
missed in current disfluency identification approaches as they lack lexical or structural 
similarity to the speech immediately following. They find that combining lexical, syntactical, 
and language model-related features with the output of the state-of-the-art disfluency 
identification system improves overall word-level identification of these and other errors. 
Although there has been significant work devoted to some spontaneous speech phenomena, 
we are still looking for an accurate and efficient language models for speech disfluencies. 
3. Spontaneous speech and modelling of filled pauses and onomatopoeias 
There are two different types of filled pauses acoustic modeling from the speech 
recognizer’s point of view. In the first case filled pauses are detected using an external 
module (e.g. GMM classification (Wu &Yan, 2004)), and speech recognizer than process only 
the part of speech without filled pauses (Figure 3). 
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Fig. 3. Explicit modelling of filled pauses in a speech recognition system. 
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In the second case are acoustic models for filled pauses part of the main speech recognition 
decoding process. This is called implicit modelling of filled pauses (Figure 4).  
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Fig. 4. Implicit modelling of filled pauses in a speech recognition system.  
3.1 Implicit modelling of filled pauses 
In the basic acoustic modelling approach (AM1), all filled pauses use only one acoustic 
model. This results in combining all filled pauses, regarding their acoustic-phonetic 
properties, into one common model. In such a way, acoustic training material is grouped 
together, which is important in case of infrequent filled pauses (see Table 4). The drawback 
is that the modelling of acoustic diversities isn’t taken into account. In our case, where the 
acoustic modelling was performed using the HMM, one three state left-right model was 
applied. The acoustic model for filled pauses was used as context-independent one and was 
as such also excluded from the phonetic decision tree based clustering of triphone acoustic 
models (see Section 5 for more details). 
The second implicit acoustic modelling approach (AM2) uses a separate acoustic model for 
each type of filled pauses. Advantage is that such model covers all acoustic-phonetic 
properties of one type of filled pauses, but the problem can be with the amount of training 
material available for infrequent types of filled pauses. As for the first example, the HMM 
models are context independent. 
The third kind of implicit modelling (AM3) is based on general acoustic models that are also 
used for speech modelling. Each filled pause is modelled with the speech acoustic models, 
according to its acoustic-phonetic properties. This solution usually assures enough training 
material for all types of filled pauses. The disadvantage lies in the fact that acoustic-phonetic 
properties of speech differ from those of filled pauses. The main difference is caused by 
duration of phonemes and levels of pitch. In case of this modelling approach, some of HMM 
models are context-dependent and therefore included in phonetic decision tree based 
clustering. The examples of all three implicit modelling approaches are presented in Table 1. 
There are three different filled pauses present in Table 1: eee, eem, and mhm. In case of AM1 
acoustic models all three filled pauses are modelled with the common context-independent 
acoustic model “filler”. When AM2 acoustic models are applied, each filled pause has its 
own context-independent acoustic model for filled pauses (e.g. filled pause eee is modelled 
with “eee” acoustic model). In the last case, when AM3 acoustic models are applied each 
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filled pause is modelled with context-dependent acoustic models for regular words – filled 
pause mhm is modelled with acoustic models “m h m” for regular words. 
 
Filled pause AM1 AM2 AM3 
Eee Filler eee e e 
Eem Filler eem e m 
Mhm Filler mhm m h m 
Table 1. Three different approaches of implicit acoustic modelling of filled pauses. 
3.2 Implicit modelling of filled pauses based on phonetic broad classes 
Considering all presented properties of described acoustic modelling approaches, a new 
method (AM4) how to model filled pauses was proposed in (Žgank et al., 2008). The basic 
idea is to use phonetic broad classes to model filled pauses. Phonetic broad classes are 
defined for each specific language, either by an expert phonetician or in a data-driven way. 
Phonemes with similar properties (e.g. open vowels) are grouped together in a particular 
phonetic broad class.  
 
 
Fig. 5. Slovenian phonetic broad class, defined in a data-driven way. 
Example of Slovenian phonetic broad classes, defined in a data-driven way (Žgank et al., 
2005a; Žgank et al., 2003) is shown on Figure 5. One of the smallest phonetic broad classes is 
Class-01 with only two members “i” and “i:”. On the opposite side are phonetic broad 
classes, which have several members, as for example Class-05 with 9 members.  
Instead of using a separate acoustic model as in case of AM2, a group of acoustic models is 
used to model filled pauses. Groups should be defined in a way that they incorporate 
acoustically similar filled pauses with enough training material. The analysis of the training 
set showed (see Table 4) that 4 different categories should be defined: vowels, voiced 
consonants, unvoiced consonants, and mixed group. The last one is used for those filled 
pauses that can’t be reliably categorized into the first three groups. The advantage of this 
method is in the fact that are the acoustic models of filled pauses still separated from the 
acoustic models of speech. Therefore, they can better model peculiarities of filled pauses that 
strongly differ from speech. An example, how filled pauses are modelled with the AM4 
method is shown in Table 2. 
 
Filled pause AM4 
Eee Vowels 
Eem Mixed 
Mmm voiced consonants 
Sss unvoiced consonants 
Table 2. Modelling of filled pauses using the method based on phonetic broad classes. 
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In AM4 approach, each filled pause belongs to one of the possible phonetic broad class 
categories (vowels, mixed, voiced consonants, unvoiced consonants). The filled pause eem, 
which pronunciation is combination from vowels (“e”) and consonants (“m”) is member of 
category mixed. On the other side, the pronunciation of filled pause eee contains only 
vowels; therefore it is a member of the first category vowels. The AM4 method already 
proved promising results. The current focus is to evaluate the method with improved 
training procedure and on heavy accented speech. 
4. Slovenian BNSI Broadcast News speech and text corpora 
The primary language resource used during these experiments was the Slovenian BNSI 
Broadcast News database (Žgank et al., 2005b). The BNSI database was designed in 
cooperation between University of Maribor, Slovenia and the Slovenian national broadcaster 
RTV Slovenia. The raw audio material was acquired from the archive of the broadcast 
company on DAT and DVD-R media. The captured audio signal was manually segmented, 
annotated and transcribed with tool Transcriber (Barras et al., 2001), according to 
recommendations on building Broadcast News spoken language resources. 
The speech corpus comprehends two different types of TV-news shows. The first type is 
evening news where general overview of daily events is given. The second types of show are 
late night news where major events of the day are analyzed. In this type of news show are 
frequent longer interviews (up to 10 minutes), with high proportion of spontaneous speech.  
The speech corpus consists of 42 news shows, which account for 36 hours of speech material. 
This material is further grouped into three sets: training, development and evaluation, 
respectively. The size of the training set is 30 hours, whereas the size of the development and 
evaluation set is 3 hours each. Altogether 1565 different speakers are present in the BNSI 
database. The majority, 1069 of them, are male, while 477 are female. The gender of remaining 
19 speakers was annotated as unknown. With usage of additional preprocessing steps on level 
of manual transcriptions the amount of training material which was prior excluded from the 
training set was reduced. Detailed analysis of speech recognition results showed statistically 
significant improved performance due to this additional step. 
It addition to the speech corpora, the text corpora (scenarios, transcriptions of speech 
corpus) was built. The text corpus is needed for developing the baseline set of language 
models. The Slovenian Vecer Newspaper text corpus was additionally incorporated in the 
language modelling. Properties of the BNSI Broadcast News database are given in Table 3. 
 
speech corpus:  
total length(h) 36 
number of speakers 1565 
number of words 268k 
test corpus:  
number of words 11M 
distinct words 175k 
Table 3. Slovenian BNSI Broadcast News speech and text database. 
The evaluation set of the BNSI Broadcast News speech database is composed from 4 
broadcasts in total length of approx. 3 hours. Typical broadcast news show comprises 
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various types of speech: read or spontaneous, in studio or over telephone environment, with 
or without background (Žgank et al., 2005b; Schwartz et al., 1997) (Figure 6).  
 
background(F4)
37,63%
studio/spon.(F1)
16,23%
studio/read(F0)
36,56%
telephone(F2)
1,65%
music(F3)
6,02%
nonnative(F5)
0,05%
other(FX)
1,86%
 
Fig. 6. Ratio of various focus conditions in the BNSI speech database. 
The goal in this experiment was to efficiently evaluate the acoustic modelling of filled 
pauses. Therefore only the utterances with spontaneous speech in clean studio environment 
(F1-focus condition (Schwartz et al., 1997)) were included in the evaluation set. There were 
343 utterances with 3287 words in the evaluation set. The analysis showed that there were 
155 different filled pauses in this evaluation set, which represent 4.72% of it. The training set 
comprises 24 broadcasts. 
An analysis of all filled pauses that were found in the training set was also carried out. 
Those filled pauses with frequency higher than 5 are presented in Table 4. 
 
Filled pause Frequency 
eee 1833 
Sss 60 
Mmm 43 
Eem 40 
Zzz 21 
Uuu 16 
Ooo 14 
Vvv 12 
Ttt 12 
Aaa 12 
Nnn 10 
Iii 9 
Ppp 8 
Mhm 7 
Eeh 7 
Table 4. Statistics of filled pauses in the training set. 
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The most frequent filled pause in the training corpus is “eee”, with frequency 1833. The 
other filled pauses are far less frequent. The second one in Table 4 has frequency 60. There 
are altogether 15 filled pauses, which frequency is higher than 5. This distribution of 
frequencies between filled pauses support the idea of joining phonetically similar filled 
pauses in a same acoustic model, as the lack of appropriate training material for modelling 
of filled pauses can be foreseen. 
The secondary spoken language resource was used for modelling and evaluating heavy 
accented speech. For this experiment, the Slovenian SINOD speech database (Žgank et al., 
2006a) was used. The SINOD database was developed as a supplement to the BNSI Broadcast 
News database. It consists of two TV interviews, the first one with Russian non-native speaker 
(Table 5) and the other one with English non-native speaker of Slovenian. The same structure 
and transcription rules were applied as in the BNSI database. Here, only the part with the 
Russian non-native speaker of Slovenian was involved in the training and evaluation 
procedure. The secondary spoken language resource plays an important resource as it 
involves a high proportion of accented filled pauses, due to the non-native speaker involved. 
The presented spoken language resource has the drawback that only one speaker and its 
speaking style is involved in the heavy accented speech experiments. But the fact is that such 
spoken language material is extremely difficult to collect, especially for languages with smaller 
number of speakers. To reduce this characteristic of non-native spoken language resource, 
adaptation procedures presented in Section 5 were additionally incorporated. 
 
speech corpus: SINOD
total length(mm:ss) 28:20
number of sentences 642
distinct words 1010
test corpus: 
test set length (mm:ss) 8:36
Table 5. Slovenian non-native database SINOD (Russian speaker). 
5. Experimental design 
The experimental design (Figure 7) is based on continuous density Hidden Markov Models 
for acoustic modelling and on n-gram statistical language models. 
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Fig. 7. Block diagram of experimental speech recognition system. 
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The core module is a speech decoder, which needs three data sources for its operation: 
acoustic models, language model and lexicon.  
5.1 Acoustic modelling 
The frontend was based on mel-cepstral coefficients and energy (12 MFCC + 1 E, delta, 
delta-delta). The size of feature vector was 39. Also, the cepstral mean normalization was 
added to the feature extraction to improve the quality of speech recognition. The manually 
segmented speech material was used for training and speech recognition. This was 
necessary to exclude any influence of errors that could occur during an automatic 
segmentation procedure. The developed baseline acoustic models were gender independent. 
The training of baseline acoustic models was performed using the BNSI Broadcast News 
speech database. The procedure was based on common solutions (Žgank et al., 2006b). First 
the context independent acoustic models with mixture of Gaussian probability density 
function (PDF) were trained and used for force alignment of transcription files. In the 
second step, the context independent acoustic models were developed once again from 
scratch, using the refined transcriptions. The context-dependent acoustic models (triphones) 
were generated next. The number of free parameters in the triphone acoustic models, which 
should be estimated during training, was controlled with the phonetic decision tree based 
clustering. The decision trees were grown from the Slovenian phonetic broad classes that 
were generated using the data-driven approach based on phoneme confusion matrix (Žgank 
et al., 2005a; Žgank et al., 2003). Three final sets of baseline triphone acoustic models with 4, 
8 and 16 mixture Gaussian PDF per state were generated. As some additional training data 
was won from the pool of outliers in comparison with the system described in (Žgank et al., 
2008), additional training iterations were applied to context-dependent acoustic models. 
These transcriptions preprocessing steps showed significant improvement of log-likelihood 
rate per acoustic model according to an analysis. 
Our main task was the acoustic modelling of filled pauses. To exclude from the experiments 
influence of inter-speaker variations in pronouncing filled pauses, only the speaker 
independent acoustic models were applied for native test set.  
For the heavy accented speech with the non-native set using the SINOD speech database, 
the baseline BNSI acoustic models were first adapted to particular speaker using the 
Maximum Likelihood Linear Regression (MLLR) (Leggetter & Woodland, 1995) procedure. 
The MLLR was used in an iteratively way. During the first iteration, acoustic models were 
adapted on general transcription. Thereafter the forced realigning procedure was used to 
improve the general transcriptions for a particular speaker. During the second iteration, the 
improved transcriptions were used for MLLR speaker adaptation. In the last step of 
modelling heavy accented speech, all approaches for modelling filled pauses were applied 
to the set of speaker dependent acoustic models. 
The standard one-pass Viterbi decoder with pruning and limited number of active models 
was used for speech recognition experiments in the next section. We applied additional fine 
tuning of decoder parameters on combined development set in comparison to the system 
described in (Žgank et al., 2008), to further improve the performance of speech recognition 
system. 
5.2 Language modelling and vocabulary 
Language models were built using corpora of written language and transcribed speech. For 
LM training three different types of textual data were used: Vecer (corpus of newspaper 
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articles in period 2000-2002), iNews (TV show scripts in period 1998-2004) and BN-train 
(transcribed BNSI acoustic training set). The interpolation coefficients were estimated based 
on EM algorithm using a development set. The language model is based on bigrams. The 
vocabulary contained the 64K most frequent words in all three corpora. The lowest count of 
a vocabulary word was 36. The out-of-vocabulary rate on the evaluation set was 4.22%, 
which is significantly lower than for some other speech recognition systems built for highly 
inflectional Slovenian language (Žgank et al., 2001; Rotovnik et al., 2007). A possible reason 
for this is the usage of text corpora with speech transcriptions for language modelling. 
Two types of language models were built. In the first model (LM1), all filled pauses and 
onomatopoeic words were mapped into unique symbol, which was considered as non-
event, and can only occur in the context of a bigram and was given zero probability mass in 
model estimation. In the second model (LM2) filled pauses and onomatopoeic words were 
modelled as regular words. 
 
 LM1 LM2 
λ(BN-train) 0.2619 0.2665 
λ(INews) 0.2921 0.2941 
λ(Vecer) 0.4459 0.4392 
perplexity 410 414 
Table 6. Statistics of language models used for modelling filled pauses. 
Language models built on the Vecer newspaper text corpus has the highest interpolation 
weight (0.4459 and 0.4392) for both types of language models. The interpolation weights for 
two other language models (iNews and BN-train) are similar. The perplexities of language 
models, calculated on the evaluation set were 410 and 414, respectively. The higher value for 
LM2 is due to the unmapped filled pauses. 
6. Results 
The proposed method of acoustic modelling of filled pauses will be evaluated indirectly 
with word accuracy, using the speech recognition results. These speech recognition results 
will be also used to compare the modelling methods for normal and heavy accented speech. 
The word accuracy is defined as: 
 (%) 100H I DAcc
N
− −= ⋅   (1) 
where H denotes the number of correctly recognized words, I the number of inserted words, 
D the number of deleted words, and N the number of all words in the evaluation set. First, 
three different versions of the baseline system without modelling of filled pauses were 
evaluated on normal speech, to check which system’s topology performs best (Table 7).  
 
 Acc(%) 
Baseline 4 PDF 50.90 
Baseline 8 PDF 55.82 
Baseline 16 PDF 62.15 
Table 7. Speech recognition results without modelling of filled pauses for three different 
topologies of acoustic models recognizing normal speech. 
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The simplest topology of acoustic models with 4 Gaussian PDF mixtures per state 
performed worst, with the 50.90% accuracy. When the number of mixtures was increased to 
8 per state, the accuracy improved to 55.82%. The last baseline speech recognition 
configuration with 16 Gaussian mixtures achieved the best result with word accuracy of 
62.15%. Thus the speech recognition performance was increased for 11.25% absolute. The 
relatively low performance of all three baseline systems is mainly due to the following facts: 
highly inflectional Slovenian language with high out-of-vocabulary rate, completely 
spontaneous type of conversations in the evaluation set and limitations of using speaker-
independent acoustic models for this very complex speech recognition task. The 
disadvantage of the topology with 16 Gaussian mixtures per state, which yield the best 
result, is its complexity with high number of free parameters, which must be estimated. This 
results in increased computation time. The increased complexity of training procedure, 
presented in Section 5, improved the performance for approximately 5% in overall if 
compared to system applied in (Žgank et al., 2008). 
In the next step of evaluation four different filled pauses modelling techniques (AM1-AM4) 
were tested. Appropriate language models (LM1, LM2) were used in combination with the 
correct type of acoustic models. The results are presented in Table 8. 
 
 Acc(%) 
AM1+LM1 62.73 
AM2+LM1 62.96 
AM2+LM2 62.98 
AM3+LM1 63.60 
AM3+LM2 64.37 
AM4+LM1 64.95 
Table 8. Speech recognition results without and with acoustic modelling of filled pauses. 
Small improvement of recognition performance was already denoted for basic modelling of 
filled pauses on normal speech. The combination of AM1 and LM1 models increased the 
accuracy to 62.73%. Similar improvement of accuracy was achieved with the AM2 acoustic 
models, when LM1 and LM2 language models were used – the accuracy was 62.96% and 
62.98% respectively. There was almost no influence of the language model type on the 
normally accented speech recognition performance. In case of AM3 acoustic models were 
filled pauses modelled in combined mode with normal speech. The evaluation of this 
approach showed word accuracy of 63.60% and 64.37% for each particular language model 
LM1 and LM2. In this case, the version of language model played an important role. 
The last evaluation step for normally accented speech was focused on AM4 acoustic models 
where the filled pauses were modelled with phonetic broad classes according to their 
acoustic-phonetic properties. This approach achieved the best overall result with word 
accuracy of 64.95%. The baseline system performance was improved for 2.80% absolutely. 
Due to the improved training procedure, the improvement was smaller as in case of system 
described in (Žgank et al., 2008), although it was still statistically significant. 
In the last step of evaluation, the heavy accented speech originating from the SINOD 
database was tested. The results for this case are presented in Table 9. 
In case of SINOD database only the AM4 approach of modelling filled pauses was tested, as 
it already proved to be the most efficient one. The baseline SINOD system achieved the 
word accuracy of 65.74%. The improvement in comparison to the baseline system is result of 
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 Acc(%) 
SINOD baseline 65.74 
SINOD AM4 67.31 
Table 9. Speech recognition results for heavy accented speech without and with filled pauses 
modelling. 
applying MLLR procedure, although the increase of word accuracy is smaller than usual for 
speaker adaptation. The possible cause for this is the non-native origin of test speaker. In 
case, when the filled pauses were modelled using the proposed phonetic broad classes 
approach, the word accuracy increased to 67.31%. Thus the overall improvement for heavy 
accented non-native speech was 1.57%. The improvement is smaller as in case of native 
speech, but it still show, how important it is to model the filled pauses. 
7. Conclusion 
The new speech recognition system achieved statistically significant improvement of word 
accuracy in comparison with the previous version. The obtained speech recognition results 
clearly showed how important it is to adequately model filled pauses and onomatopoeias in 
spontaneous speech on level of acoustic and language models. The detailed analysis of 
speech recognition performance on filled pauses in non-native speech showed that there is 
still some room for improvements due to the complexity of this task. 
The future work will be focused on various data-driven approaches, which will take into 
account the difference in pronouncing filled pauses and onomatopoeias in native and non-
native speech. The detailed analysis of speech recognition results namely showed that this 
could further improve the performance of our system. 
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