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This paper concerns a robust algorithm for the 2D orientation problem which is one
of the basic tasks in computational geometry. Recently, a fast and accurate ﬂoating-
point summation algorithm is investigated by Rump, Ogita and Oishi in [S.M. Rump,
T. Ogita, S. Oishi, Accurate ﬂoating-point summation. Part I: Faithful rounding, SIAM J. Sci.
Comput. 31 (1) (2008) 189–224], in which a new kind of an error-free transformation of
ﬂoating-point numbers is used. Based on it, a new algorithm of error-free determinant
transformation for the 2D orientation problem is proposed, which gives a correct result.
Numerical results are presented for illustrating that the proposed algorithm has some
advantage over preceding algorithms in terms of measured computing time.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we are concerned with the geometric predicate using veriﬁed numerical computation. In particular, we
focus our mind on a 2D orientation problem ‘Orient2D’ (cf. [2]), which determines whether a point c lies on, to the left of,
or to the right of the oriented line deﬁned by two points a and b. Let a = (ax,ay), b = (bx,by) and c = (cx, cy). An answer
of Orient2D can be boiled down to a sign of the following determinant of a matrix:
sign
(
det(G)
)
, G :=
(ax ay 1
bx by 1
cx cy 1
)
. (1)
Throughout the paper, let F be a set of ﬂoating-point numbers and assume a,b, c ∈ F2.
To develop fast and robust algorithms solving Orient2D is important, e.g. for obtaining a convex hull from a set of points,
and for solving a point in polygon problem. In such applications, Orient2D has to be solved a number of times [11].
When calculating (1) by pure ﬂoating-point arithmetic, say, double precision deﬁned in IEEE standard 754 [1] as working
precision, sometimes incorrect results are obtained due to the accumulation of roundoff errors. To overcome this problem,
one may consider increase the working precision, e.g. quadruple or multiple precision. The computational speed is, however,
signiﬁcantly slower than that of double precision, because they are often realized by software simulation. Moreover, even if
such an approach is using, the result is still not guaranteed because the problem can be arbitrarily ill-conditioned. Usually,
we do not know the diﬃculty of the problem in advance. In other words, we do not know how much precision is necessary
for solving the problem correctly. If an incorrect sign is obtained, then we may totally obtain a meaningless result for the
applied problems, for example, the convex hull or the point in polygon problem. Such examples can be found in [5].
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correct result, have been developed. Here, adaptive algorithm means that an algorithm works as much work as necessary to
output the correct sign of the determinant. Their algorithms use double precision ﬂoating-point number as 53 bits integer,
so that the performance of computations is high. Although there is a limit for the number of bits for input data, the required
extra bits are few for geometric predicates. Therefore, their algorithms can work for many problems. Plentiful information
can be obtained from [17].
For ﬂoating-point data, Shewchuk [2] has developed adaptive algorithms for solving several computational geometry
problems including Orient2D by his clever use of ﬂoating-point arithmetic. He showed that his algorithms are much faster
than the others based on traditional arbitrary precision libraries [20] in many cases. He also showed some applications
utilizing his robust algorithms and their eﬃciencies [6]. Therefore, his algorithm is one of typical algorithms. Melquiond and
Pion developed an adaptive algorithm [13]. Their algorithm accepts all ﬂoating-point numbers as input data even if they
cause overﬂow and underﬂow. CGAL [18], which is an excellent library for computational geometry, supports their functions.
Recently, accurate summation algorithms have been investigated by Rump, Ogita and Oishi [3,4], whose accuracy of
the result is guaranteed. Their algorithms are very fast in terms of measured computing time since the algorithms use
mainly pure ﬂoating-point arithmetic (without using extra higher precision). In [21], we proposed an adaptive algorithm
for solving Orient2D by adapting their summation algorithm to it, in which the distribution of intermediate ﬂoating-point
data is carefully considered. In any case, the key technique is the so-called “error-free transformation” for ﬂoating-point
computations.
We propose in this paper another algorithm for solving Orient2D by use of such an error-free transformation of ﬂoating-
point numbers proposed in [3]. Our algorithm expands the determinant (1) into sum of determinants without roundoff
errors in turn until the accuracy of the result is guaranteed. Namely, this is an error-free determinant transformation.
Results of numerical experiments are presented for illustrating that our algorithm has some advantages in the perfor-
mance in terms of measured computing time.
Throughout the paper, we use double precision ﬂoating-point arithmetic deﬁned by IEEE standard 754. Let u = 2−53,
which is a unit roundoff. Let ﬂ(· · ·) denote a result of ﬂoating-point computations, i.e. all the expressions inside the paren-
thesis are computed by ﬂoating-point arithmetic. To represent algorithms, we use a Matlab style for simplicity [19]. We
assume that over/underﬂow does not occur.
2. Fast ﬁlter for determinant
In order to avoid using a robust algorithm for all problems, fast ﬁlters [2,8,9] should be applied. Our adaptive algorithm
also adopts a ﬁrst method stated in Shewchuk’s paper. From (1), we have
det(G) = (ax − cx)(by − cy) − (ay − cy)(bx − cx). (2)
We compute (2) by pure ﬂoating-point arithmetic as follows:
f A := ﬂ
(
(ax − cx)(by − cy) − (ay − cy)(bx − cx)
)
. (3)
Let eA be deﬁned by
eA := ﬂ
(∣∣(ax − cx)(by − cy)∣∣+ ∣∣(ay − cy)(bx − cx)∣∣). (4)
If an inequality
| f A | > ﬂ
((
3u+ 16u2)eA) (5)
is satisﬁed, then sign( f A) = sign(det(G)). The right-hand side of (5) is an a priori error bound of f A . For some cases, the
result is guaranteed when we only check the sign of ﬂ(ax − cx)(by − cy) and ﬂ(ay − cy)(bx − cx) as Shewchuk’s code does.
Now we slightly improve (4). We deﬁne e′A as
e′A := ﬂ
(∣∣(ax − cx)(by − cy) + (ay − cy)(bx − cx)∣∣). (6)
If the sign of (ax − cx)(by − cy) and (ay − cy)(bx − cx) is different, then | f A | is signiﬁcantly larger than ﬂ((3u + 16u2)e′A).
Otherwise, (6) is equivalent to (4). Therefore, we give a new criterion for this ﬁlter such that
| f A | > ﬂ
((
3u+ 16u2)e′A). (7)
We can reduce a function call taking an absolute value. If (7) is not satisﬁed, then we proceed to use our robust algorithm
described in the next section.
Remark 1. Shewchuk’s and the proposed algorithm in this paper cannot work well if overﬂow or underﬂow occurs. The
algorithm in [13] can treat all numbers in ﬂoating-point. As a library, CGAL [18] supports functions which can work correctly
in the case of presence of both overﬂow and underﬂow.
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In this section, ﬁrst, we will brieﬂy introduce an error-free transformation of ﬂoating-point numbers proposed in [3,4].
Next, we will propose an error-free determinant transformation for the 2D orientation problem, which transforms the de-
terminant into expanded sum of determinants without roundoff error. Finally, we will present a criterion for verifying the
sign of the determinant.
3.1. Error-free transformation of ﬂoating-point numbers
The error-free transformations using ﬂoating-point arithmetic are very useful for accurate numerical computations. For
example, for a,b ∈ F we can obtain x, y ∈ F such that x+ y = a + b with x = ﬂ(a + b) and |y| u|x|. See [7,3,4] for detail.
Recently, a fast and accurate summation algorithm AccSum [3] using ﬂoating-point arithmetic has been developed by
Rump, Ogita and Oishi. We brieﬂy introduce the key technique of AccSum. Let p be a ﬂoating-point number. Let σ = 2k
for some integer k satisfying σ  |p|. The following algorithm realizes an error-free transformation splitting a ﬂoating-point
number [3].
Algorithm 1 (Rump–Ogita–Oishi). (See [3].) Assume p ∈ F and σ  |p|, the algorithm ExtractScalar transforms p into
q + p′ such that p = q + p′ without roundoff errors.
function
[
q, p′
]= ExtractScalar(p,σ ),
q = ﬂ((σ + p) − σ );
p′ = ﬂ(p − q).
Then it holds from [3] that
∣∣p′∣∣ uσ , (8)
q σ2−m, 0m ∈ Z, (9)
q ∈ uσZ. (10)
These properties play important roles in some proofs for justifying the proposed method.
3.2. Error-free determinant transformation
By Algorithm 1 (ExtractScalar), each element of the points a, b and c can be split into sum of ﬂoating-point
numbers. First, we deﬁne mx,my as
mx =
⌈
log2 max
(|ax|, |bx|, |cx|)⌉, my = ⌈log2 max(|ay|, |by|, |cy|)⌉
and σ (1)x , σ
(1)
y as
σ
(1)
x = 2mx2m, σ (1)y = 2my2m.
If the log function is refereed directly, then the performance of computations may be quite slow. We can use a technique
‘NextPowTwo’ written in [3] instead of the log function.
Then all the points are extracted as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[
a(1)x ,a
(2)′
x
]= ExtractScalar(ax,σ (1)x ),[
a(1)y ,a
(2)′
y
]= ExtractScalar(ay,σ (1)y ),[
b(1)x ,b
(2)′
x
]= ExtractScalar(bx,σ (1)x ),[
b(1)y ,b
(2)′
y
]= ExtractScalar(by,σ (1)y ),[
c(1)x , c
(2)′
x
]= ExtractScalar(cx,σ (1)x ),[
c(1)y , c
(2)′
y
]= ExtractScalar(cy,σ (1)y ).
(11)
Using the linearity of one of the column vectors repeatedly, we obtain
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ax ay 1
bx by 1
cx cy 1
∣∣∣∣∣∣=
∣∣∣∣∣∣∣
a(1)x + a(2)
′
x a
(1)
y + a(2)
′
y 1
b(1)x + b(2)
′
x b
(1)
y + b(2)
′
y 1
c(1)x + c(2)
′
x c
(1)
y + c(2)
′
y 1
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
a(1)x a
(1)
y + a(2)
′
y 1
b(1)x b
(1)
y + b(2)
′
y 1
c(1)x c
(1)
y + c(2)
′
y 1
∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣
a(2)
′
x a
(1)
y + a(2)
′
y 1
b(2)
′
x b
(1)
y + b(2)
′
y 1
c(2)
′
x c
(1)
y + c(2)
′
y 1
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
a(1)x a
(1)
y 1
b(1)x b
(1)
y 1
c(1)x c
(1)
y 1
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣∣
a(1)x a
(2)′
y 1
b(1)x b
(2)′
y 1
c(1)x c
(2)′
y 1
∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣
a(2)
′
x ay 1
b(2)
′
x by 1
c(2)
′
x cy 1
∣∣∣∣∣∣∣ , (12)
where
ay = a(1)y + a(2)
′
y , by = b(1)y + b(2)
′
y , cy = c(1)y + c(2)
′
y .
Remark 2. For m 29, there is no roundoff error in the computation of the ﬁrst term of the right-hand side in (12) by pure
ﬂoating-point arithmetic, i.e.,
ﬂ
⎛
⎜⎝
∣∣∣∣∣∣∣
a(1)x a
(1)
y 1
b(1)x b
(1)
y 1
c(1)x c
(1)
y 1
∣∣∣∣∣∣∣
⎞
⎟⎠=
∣∣∣∣∣∣∣
a(1)x a
(1)
y 1
b(1)x b
(1)
y 1
c(1)x c
(1)
y 1
∣∣∣∣∣∣∣ .
We will give its general form in Theorem 1 and prove it.
Next, we deﬁne m(2)x as
m(2)x =
⌈
log2 max
(∣∣a(2)′x ∣∣, ∣∣b(2)′x ∣∣, ∣∣c(2)′x ∣∣)⌉
and σ (2)x , σ
(2)
y as
σ
(2)
x = 2m
(2)
x 2m+1.
From (8), it holds
max
(∣∣a(2)′x ∣∣, ∣∣b(2)′x ∣∣, ∣∣c(2)′x ∣∣) uσ (1)x .
We can simplify σ (2)x by using σ
(1)
x as follows:
σ
(2)
x := 2log2 uσ
(1)
x 2m+1 = 2(m−53)+1σ (1)x .
Similarly, we obtain
σ
(2)
y := 2(m−53)+1σ (1)y .
We continue the following splittings:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[
a(2)x ,a
(3)′
x
]= ExtractScalar(a(2)′x ,σ (2)x ),[
a(2)y ,a
(3)′
y
]= ExtractScalar(a(2)′y ,σ (2)y ),[
b(2)x ,b
(3)′
x
]= ExtractScalar(b(2)′x ,σ (2)x ),[
b(2)y ,b
(3)′
y
]= ExtractScalar(b(2)′y ,σ (2)y ),[
c(2)x , c
(3)′
x
]= ExtractScalar(c(2)′x ,σ (2)x ),[
c(2)y , c
(3)′
y
]= ExtractScalar(c(2)′y ,σ (2)y ).
(13)
Now, we divide the matrix determinant into the following formula:
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ax ay 1
bx by 1
cx cy 1
∣∣∣∣∣∣=
∣∣∣∣∣∣∣∣
a(1)x + a(2)x + a(3)
′
x a
(1)
y + a(2)y + a(3)
′
y 1
b(1)x + b(2)x + b(3)
′
x b
(1)
y + b(2)y + b(3)
′
y 1
c(1)x + c(2)x + c(3)
′
x c
(1)
y + c(2)y + c(3)
′
y 1
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
a(1)x a
(1)
y + a(2)y + a(3)
′
y 1
b(1)x b
(1)
y + b(2)y + b(3)
′
y 1
c(1)x c
(1)
y + c(2)y + c(3)
′
y 1
∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣
a(2)x + a(3)
′
x a
(1)
y + a(2)y + a(3)
′
y 1
b(2)x + b(3)
′
x b
(1)
y + b(2)y + b(3)
′
y 1
c(2)x + c(3)
′
x c
(1)
y + c(2)y + c(3)
′
y 1
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
a(1)x a
(1)
y 1
b(1)x b
(1)
y 1
c(1)x c
(1)
y 1
∣∣∣∣∣∣∣+
⎛
⎜⎝
∣∣∣∣∣∣∣
a(1)x a
(2)
y 1
b(1)x b
(2)
y 1
c(1)x c
(2)
y 1
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
a(2)x a
(1)
y 1
b(2)x b
(1)
y 1
c(2)x c
(1)
y 1
∣∣∣∣∣∣∣
⎞
⎟⎠
+
∣∣∣∣∣∣∣∣
a(1)x a
(3)′
y 1
b(1)x b
(3)′
y 1
c(1)x c
(3)′
y 1
∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣
a(2)x a
(2)′
y 1
b(2)x b
(2)′
y 1
c(2)x c
(2)′
y 1
∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣
a(3)
′
x ay 1
b(3)
′
x by 1
c(3)
′
x cy 1
∣∣∣∣∣∣∣ . (14)
Here, there is no roundoff error in the computation of the ﬁrst two terms of the right-hand side in (14).
Generally, the elements of the determinants are expanded as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[
a(n)x ,a
(n+1)′
x
]= ExtractScalar(a(n)′x ,σ (n)x ),[
a(n)y ,a
(n+1)′
y
]= ExtractScalar(a(n)′y ,σ (n)y ),[
b(n)x ,b
(n+1)′
x
]= ExtractScalar(b(n)′x ,σ (n)x ),[
b(n)y ,b
(n+1)′
y
]= ExtractScalar(b(n)′y ,σ (n)y ),[
c(n)x , c
(n+1)′
x
]= ExtractScalar(c(n)′x ,σ (n)x ),[
c(n)y , c
(n+1)′
y
]= ExtractScalar(c(n)′y ,σ (n)y ),
(15)
where σ (n)x and σ
(n)
y are deﬁned by
σ
(n)
x := 2m−53+(n−1)σ (n−1)x , σ (n)y := 2m−53+(n−1)σ (n−1)y . (16)
If the points are split into sum of k ﬂoating-point numbers, sum of k(k + 1)/2 determinants appears such that
k∑
l=2
∑
i+ j=l
∣∣∣∣∣∣∣
a(i)x a
( j)
y 1
b(i)x b
( j)
y 1
c(i)x c
( j)
y 1
∣∣∣∣∣∣∣+
∑
i+ j=k+1, i =k
∣∣∣∣∣∣∣∣
a(i)x a
( j)′
y 1
b(i)x b
( j)′
y 1
c(i)x c
( j)′
y 1
∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣
a(k)
′
x ay 1
b(k)
′
x by 1
c(k)
′
x cy 1
∣∣∣∣∣∣∣∣
, (17)
where a(1)
′
y := ay , b(1)
′
y := by and c(1)
′
y := cy , respectively.
Theorem 1. Suppose all points are split into sum of k ﬂoating-point numbers by applying (15) and (16). If m  29, then it holds for
2 l k that
ﬂ
⎛
⎜⎝ ∑
i+ j=l
∣∣∣∣∣∣∣
a(i)x a
( j)
y 1
b(i)x b
( j)
y 1
c(i)x c
( j)
y 1
∣∣∣∣∣∣∣
⎞
⎟⎠= ∑
i+ j=l
∣∣∣∣∣∣∣
a(i)x a
( j)
y 1
b(i)x b
( j)
y 1
c(i)x c
( j)
y 1
∣∣∣∣∣∣∣ . (18)
Proof. From the properties of the error-free splitting (8), we have
a(i)x ,b
(i)
x , c
(i)
x ∈ uσ (i)x Z, and a( j)y ,b( j)y , c( j)y ∈ uσ ( j)y Z.
From these, it holds(
a(i)x − c(i)x
)(
b( j)y − c( j)y
)− (a( j)y − c( j)y )(b(i)x − c(i)x ) ∈ u2σ (i)x σ ( j)y Z, (19)
and
Ck :=
∑ ((
a(i)x − c(i)x
)(
b( j)y − c( j)y
)− (a( j)y − c( j)y )(b(i)x − c(i)x )) ∈ u2σ (i)x σ ( j)y Z. (20)
i+ j=k
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( j)
y is independent of the combination of (i, j) so that σ
(i)
x σ
( j)
y is a unique constant. By referring to (9), we obtain
a(i)x ,b
(i)
x , c
(i)
x  2−m−i+1σ (i)x , a( j)y ,b( j)y , c( j)y  2−m− j+1σ ( j)y . (21)
We give an upper bound for the sum of determinants by referring to (21) as follows:
Cl =
∑
i+ j=l
((
a(i)x − c(i)x
)(
b( j)y − c( j)y
)− (a( j)y − c( j)y )(b(i)x − c(i)x ))

∑
i+ j=l
((∣∣a(i)x ∣∣+ ∣∣c(i)x ∣∣)(∣∣b( j)y ∣∣+ ∣∣c( j)y ∣∣)+ (∣∣a( j)y ∣∣+ ∣∣c( j)y ∣∣)(∣∣b(i)x ∣∣+ ∣∣c(i)x ∣∣))

∑
i+ j=l
((
2 · 2−m−i+1σ (i)x
)(
2 · 2−m− j+1σ ( j)y
)+ (2 · 2−m− j+1σ ( j)y )(2 · 2−m−i+1σ (i)x ))
=
∑
i+ j=l
(
8 · 2−2m−(i+ j)+2σ (i)x σ ( j)y
)= ∑
i+ j=l
(
8 · 2−2m−l+2σ (i)x σ ( j)y
)
= l − 1
2l−2
8 · 2−2mσ (i)x σ ( j)y . (22)
For l 2 and m 29, the inequality
l − 1
2l−2
8 · 2−2m < u (23)
is satisﬁed. Then it holds that
Cl < uσ
(i)
x σ
( j)
y . (24)
From (19) and (24), the proof is complete since all the mantissa bits of Cl are inside the range of mantissa in a ﬂoating-
point number. 
Remark 3. We can compute (17) for l = n by reusing the result of
∑
i+ jn−1
∣∣∣∣∣∣∣
a(i)x a
( j)
y 1
b(i)x b
( j)
y 1
c(i)x c
( j)
y 1
∣∣∣∣∣∣∣ , (25)
which has been computed for l = 2,3, . . . ,n − 1 in turn.
Remark 4. The computation of a determinant requires 7 ﬂops, where ﬂops means “the number of ﬂoating-point operations”.
Note that it is not “ﬂoating-point operations per second”. Each ExtractScalar in (15) requires 3 ﬂops. In total, it requires
4k2 + 23k − 18 ﬂops for calculating (17).
From Theorem 1, we obtain an error-free determinant transformation. It is the reason why we can get the correct sign
of the determinant.
3.3. Criterion for correct result
Here, we state how to check that the result of the sign of the determinant is correct. Let res and err be a result of (17)
by ﬂoating-point arithmetic and its error, respectively. If
|res| > |err| (26)
is satisﬁed, then the sign of res is the same as that of (1). In the evaluation of (17), there are two kinds of roundoff errors.
One is the error of computing each determinant in the second and third term in (17), which is denoted by err1. The other
is the error by sum of 2k − 1 determinants in (17), which is denoted by err2. Thus err= err1 + err2.
First, we estimate err1. Suppose i + j = k + 1. Let A(i, j) and B be deﬁned by
A(i, j) :=
∣∣∣∣∣∣∣∣
a(i)x a
( j)′
y 1
b(i)x b
( j)′
y 1
c(i) c( j)
′
1
∣∣∣∣∣∣∣∣
, B =
∣∣∣∣∣∣∣
a(k)
′
x ay 1
b(k)
′
x by 1
c(k)
′
x cy 1
∣∣∣∣∣∣∣ .
x y
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err1 =
∑
i+ j=k+1, i =k
(
ﬂ
(
A(i, j)
)− A(i, j))+ (ﬂ(B) − B). (27)
By referring to [2], we obtain∑
i+ j=k+1, i =k
∣∣ﬂ(A(i, j))− A(i, j)∣∣

∑
i+ j=k+1, i =k
ﬂ
((
3u+ 16u2)(∣∣(a(i)x − c(i)x )(b( j)′y − c( j)′y )∣∣+ ∣∣(a( j)′y − c( j)′y )(b(i)x − c(i)x )∣∣))=: E.
From the deﬁnitions of σ (n)x and σ
(n)
y , it holds
σ
(n)
x = σ (1)x
(
2m−53
)n−1
2n(n−1)/2 and σ (n)y = σ (1)y
(
2m−53
)n−1
2n(n−1)/2.
Recall from Theorem 1 that
a(i)x ,b
(i)
x , c
(i)
x  2−m−i+1σ (i)x and a( j)y ,b( j)y , c( j)y  2−m− j+1σ ( j)y .
From (8), we have
a(i)
′
x ,b
(i)′
x , c
(i)′
x  uσ (i−1)x and a( j)
′
y ,b
( j)′
y , c
( j)′
y  uσ ( j−1)y .
Now we take an upper bound for E as follows:
E 
∑
i+ j=k+1, i =k
ﬂ
((
3u+ 16u2)(2 · 2−m−i+1σ (i)x 2uσ ( j−1)y + 2uσ ( j−1)y 2 · 2−m−i+1σ (i)x ))

∑
i+ j=k+1, i =k
ﬂ
((
3u+ 16u2)8u2−m−i+1σ (i)x σ ( j−1)y )

∑
i+ j=k+1, i =k
ﬂ
((
3u+ 16u2)8u2−m−i+1σ (1)x (2m−53)i−12k(k−1)/2σ (1)y (2m−53)( j−2)2k(k−1)/2)

∑
i+ j=k+1, i =k
ﬂ
((
3u+ 16u2)8u2−m−i+1(2m−53)i+ j−32k(k−1)σ (1)x σ (1)y )

∑
i+ j=k+1, i =k
α = (k − 1)α, (28)
where
α = ﬂ((3u+ 16u2)8u2−m(2m−53)k−22k(k−1)σ (1)x σ (1)y ).
Similarly, we have∣∣ﬂ(B) − B∣∣ ﬂ((3u+ 16u2)(∣∣(a(k)x − c(k)x )(by − cy)∣∣+ ∣∣(ay − cy)(b(k)x − c(k)x )∣∣))=: F .
We take an upper bound of F as follows:
F  ﬂ
((
3u+ 16u2)(2uσ (k−1)x 2 · 2−m−1+1σ (1)y + 2 · 2−m−1+1σ (1)y 2uσ k−1x ))
 ﬂ
((
3u+ 16u2)(8u2−m−1+1σ (k−1)x σ (1)y ))
 ﬂ
((
3u+ 16u2)(8u2−m(2m−53)k−22k(k−1)/2σ (1)x σ (1)y ))
 ﬂ
((
3u+ 16u2)(8u2−m(2m−53)k−22k(k−1)σ (1)x σ (1)y ))= α. (29)
From (28), (29) and referring to [10], we ﬁnally have
|err1| E + F  kα  ﬂ
(
kα
1− 2u
)
=: Q 1.
Next, we consider an upper bound for err2. Now assume that the result of each determinant in (17) by ﬂoating-point
arithmetic is stored into vectors s and t . The element sν shows each determinant in the inner sum of the ﬁrst term in (17):
sν =
∑
i+ j=ν+1
∣∣∣∣∣∣∣
a(i)x a
( j)
y 1
b(i)x b
( j)
y 1
c(i) c( j) 1
∣∣∣∣∣∣∣ .
x y
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1,2, . . . ,k − 1:
tν =
∣∣∣∣∣∣∣∣
a(ν)x a
(k−ν)′
y 1
b(ν)x b
(k−ν)′
y 1
c(ν)x c
(k−ν)′
y 1
∣∣∣∣∣∣∣∣
, tk =
∣∣∣∣∣∣∣∣
a(k)
′
x ay 1
b(k)
′
x by 1
c(k)
′
x cy 1
∣∣∣∣∣∣∣∣
.
Now the determinant is transformed into
det(G) =
k−1∑
i=ν
sν +
k∑
ν=1
tν .
We here introduce the following theorem.
Theorem 2. If |res| < |err1| is satisﬁed for 2 k 11 and m = 29, then it holds
k∑
l=2
∑
i+ j=l
∣∣∣∣∣∣∣
a(i)x a
( j)
y 1
b(i)x b
( j)
y 1
c(i)x c
( j)
y 1
∣∣∣∣∣∣∣= ﬂ
⎛
⎜⎝ k∑
l=2
∑
i+ j=l
∣∣∣∣∣∣∣
a(i)x a
( j)
y 1
b(i)x b
( j)
y 1
c(i)x c
( j)
y 1
∣∣∣∣∣∣∣
⎞
⎟⎠ .
Moreover, it holds that
k−1∑
ν=1
sν = ﬂ
(
k−1∑
ν=1
sν
)
. (30)
Proof. This is proved by an induction of k. For k = 2, it has already been proved in Theorem 1. We assume that (30) is
satisﬁed for k = n − 1. We discuss (30) for k = n. From the discussion in Theorem 1, we have
u2σ (i)x σ
( j)
y  sk < uσ (i)x σ ( j)y , i + j = k + 1. (31)
Suppose there are roundoff errors in ﬂ((
∑k−2
i=1 si) + sk−1). Then, it must be∣∣∣∣∣ﬂ
((
k−2∑
i=1
si
)
+ sk−1
)∣∣∣∣∣ uσ (i)x σ ( j)y , i + j = k,
since the unit in the last place of sk−1 is u2σ (i)x σ
( j)
y from (31).
First, we take a lower bound of |res| as follows:
|res| =
∣∣∣∣∣ﬂ
((
k−2∑
i=1
si
)
+ sk−1 +
n∑
i
ti
)∣∣∣∣∣

∣∣∣∣∣ﬂ
((
k−2∑
i=1
si
)
+ sk−1
)∣∣∣∣∣− ﬂ
(
n∑
i
|ti|
)
 uσ (i)x σ ( j)y − kuσ (i+1)x σ ( j)y
= u(1− k · 2m−53+i)σ (i)x σ ( j)y . (32)
From this, we have
|res| u(1− k · 2m−53+i)(2m−53)k−2 · 2i(i−1)/2+ j( j−1)/2σ (1)x σ (1)y =: T1.
Next, we take an upper bound of err1 as
|err1| 32u · 2−m
(
2m−53
)k−2 · 2k(k−1)σ (1)x σ (1)y =: T2.
For 2  k  11, T1 is larger than T2 and this is a contradiction to the assumption so that there is no roundoff error for
k = n. 
Let τ := ﬂ(∑k−1ν=1 sν). Using Theorem 2, we have τ =∑k−1ν=1 sν and
det(G) = τ +
k∑
tν .ν=1
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err2 =
k+1∑
ν=1
qν − ﬂ
(
k+1∑
ν=1
qν
)
.
From an a priori error estimate for a ﬂoating-point summation [12], we have
|err2| =
∣∣∣∣∣
k+1∑
ν=1
qν − ﬂ
(
k+1∑
ν=1
qν
)∣∣∣∣∣ γk
k+1∑
ν=1
|qν |, γk := ku1− ku .
Referring to [10] and a little computation yield
|err2| γk
k+1∑
ν=1
|qν | ﬂ
(
ku
1− 2(k + 1)u
k+1∑
ν=1
|qν |
)
=: Q 2.
Finally, an upper bound  of |err|, which is an error bound of res, is obtained by
|err| |err1| + |err2| ﬂ
(
Q 1 + Q 2
1− 2u
)
=: .
If |res|, then we compute (17) with replacing k by k+ 1 until |res| >  is satisﬁed. The amount of computational
cost is related to the diﬃculty of the problem.
Remark 5. One may consider that the computation of  is complicated. However, many terms can be put as a constant in
advance except σ (1)x , σ
(1)
y and qi .
4. Numerical experiments
In this section, we present numerical results to illustrate the performance of the proposed method. It is well known (cf.,
e.g. [2,21]) that the determinant can be transformed into sum of 16 ﬂoating-point numbers pi such that
det(A) =
16∑
i=1
pi, pi ∈ F.
We introduce a condition number of sum of ﬂoating-point numbers [7]:
cond
(
n∑
i=1
pi
)
=
n∑
i=1
|pi|
/∣∣∣∣∣
n∑
i=1
pi
∣∣∣∣∣.
When the condition number is large, it basically means heavy cancellations occur in the computation of
∑n
i=1 pi , so that
higher precision is necessary to obtain a correct sign of a determinant.
We generate many test sets with various condition numbers. We compare the elapsed times for the following methods:
• M1: Pure ﬂoating-point arithmetic (the result is not guaranteed).
• M2: Shewchuk’s exact method (Orient2dexact in his program).
• M3: Shewchuk’s exact method (Orient2dslow in his program).
• M4: Shewchuk’s adaptive method (Orient2d in his program).
• M5: The method by Ozaki, Ogita, Rump and Oishi in [21].
• M6: The proposed method.
Numerical experiments in Table 1 are done on Intel Xeon E5520 CPU (2.5 GHz) and Intel C++ Compiler version 9.1 with op-
tions -O3 -axP -xP. Also, other experiments in Table 2 are done on AMD Athron 64 4200+ CPU (2.2 GHz) and gcc version 4.1.1
with options -O3 -msse2 -mfpmath=sse. We solve the 2D orientation problem 10000000 times.
Tables 1 and 2 display the computing time for each method. Here k shows that our method splits each element in a
matrix G into k ﬂoating-point numbers until the correct sign of the determinant is obtained. Exceptionally, k = 1 means
that the fast ﬁlter mentioned in Section 2 can verify the sign of det(G).
When the condition number is 1e + 14 in Table 1, the fast ﬁlter can guarantee the sign of the determinant. The proposed
algorithm (M6) is the fastest of the methods which provide the guaranteed result until the condition number up to 1e + 18.
For k = 3,4, the proposed method is slower than M5. For k  5, our method becomes the fastest of the robust methods.
It turns out that our method has some advantages in the performance comparing with preceding algorithms in these
examples.
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Elapsed time for each method on Intel Xeon E5420.
cond M1 M2 M3 M4 M5 M6 k
1e + 14 0.024 1.680 5.110 0.070 0.065 0.047 1
1e + 16 0.024 1.680 5.110 0.703 0.508 0.382 2
1e + 18 0.024 1.674 5.635 0.703 0.508 0.382 2
1e + 20 0.024 1.672 5.002 0.704 0.509 0.592 3
1e + 22 0.024 1.674 5.088 0.704 0.509 0.592 3
1e + 24 0.024 1.674 5.096 0.702 0.509 0.592 3
1e + 26 0.024 1.672 5.002 0.703 0.508 0.802 4
1e + 28 0.024 1.675 5.093 0.703 0.509 0.801 4
1e + 30 0.024 1.672 5.217 0.703 0.509 0.803 4
1e + 32 0.024 1.674 5.153 3.179 1.773 1.114 5
1e + 34 0.024 1.675 5.024 3.235 1.773 1.147 5
1e + 36 0.024 1.672 5.228 3.263 1.773 1.147 5
1e + 38 0.024 1.672 5.126 3.236 1.773 1.147 5
Table 2
Elapsed time for each method on AMD Athlon 4200+.
cond M1 M2 M3 M4 M5 M6 k
1e + 14 0.014 3.16 10.2 0.079 0.070 0.063 1
1e + 16 0.013 3.23 10.0 1.08 0.81 0.66 2
1e + 18 0.014 3.20 9.85 1.08 0.81 0.66 2
1e + 20 0.014 3.04 9.93 1.08 0.81 1.00 3
1e + 22 0.013 3.04 10.6 1.03 0.81 1.02 3
1e + 24 0.014 3.11 10.0 1.13 0.80 1.01 3
1e + 26 0.013 3.02 9.88 1.03 0.80 1.38 4
1e + 28 0.013 3.06 10.0 1.03 0.80 1.37 4
1e + 30 0.013 3.45 10.4 1.03 0.80 1.37 4
1e + 32 0.013 3.36 10.4 5.20 2.13 1.83 5
1e + 34 0.013 3.33 10.4 4.95 2.12 1.84 5
1e + 36 0.013 3.16 10.5 4.99 2.11 1.83 5
1e + 38 0.014 3.04 10.1 5.14 2.13 1.84 5
Remark 6. For numerical examples, the following questions arise:
• Is there the fastest algorithm for all set of points?
• Are the codes of algorithms maximally optimized?
• Is SSE2 technology eﬃciently used?
Therefore, it is quite diﬃcult to discuss which algorithm is the fastest.
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