Abstract: This paper addresses the problem of museum visitors' Quality of Experience (QoE) optimization by viewing and treating the museum environment as a cyber-physical social system. To achieve this goal, we harness visitors' internal ability to intelligently sense their environment and make choices that improve their QoE in terms of which the museum touring option is the best for them and how much time to spend on their visit. We model the museum setting as a distributed non-cooperative game where visitors selfishly maximize their own QoE. In this setting, we formulate the problem of Recommendation Selection and Visiting Time Management (RSVTM) and propose a two-stage distributed algorithm based on game theory and reinforcement learning, which learns from visitor behavior to make on-the-fly recommendation selections that maximize visitor QoE. The proposed framework enables autonomic visitor-centric management in a personalized manner and enables visitors themselves to decide on the best visiting strategies. Experimental results evaluating the performance of the proposed RSVTM algorithm under realistic simulation conditions indicate the high operational effectiveness and superior performance when compared to other recommendation approaches. Our results constitute a practical alternative for museums and exhibition spaces meant to enhance visitor QoE in a flexible, efficient, and cost-effective manner.
Introduction

Motivation and Related Work
Museums are dynamic environments for interaction, which attracts people for both learning and entertainment purposes. The goal of a museum is to engage its visitors by improving its word-of-mouth reputation and augmenting their Quality of Experience (QoE). Preliminary studies have focused their research on identifying visitors' characteristics, which can be further exploited to study visitors' QoE levels. The seminal work [1] categorized visitors into four main personas (i.e., visiting/visitors' styles), i.e., ant, butterfly, fish, and grasshopper, depending on their movement patterns in the physical space of a museum. These patterns were further validated through an empirical study and quantitative analysis in Reference [2] . Several research studies have been specifically devoted to the study of museum visitors' QoE. The way QoE is formed was studied in Reference [3] where the authors examined the impact of visitor expectations and experiences on their perceived QoE. Towards studying this impact, the authors consider the relationship between the cognitive opinions of visitors (i.e., perceived quality and/or disconfirmation) and their affective opinion (i.e., positive emotions). QoE has also been studied in relation to five main directions, i.e., easiness and fun, cultural entertainment, personal identification, historical reminiscences, and escapism, in Reference [4] via a questionnaire-based study with real museum visitors. In Reference [5] , the authors have examined the impact of providing story-centric narrations with references to the exhibits on visitors' QoE and engagement to the museum. This work focuses on leveraging the advantages of mobile-based guided tours, which are either audio/multimedia guides that visitors can rent or borrow when in the museum or applications that visitors can load onto their own smartphones and tablets. Moreover, in Reference [6] , the authors aim at establishing the link between tourists' perceptions on cultural offers and their overall satisfaction while exploiting the impact of visitors' negative experiences on the museum's word-of-mouth reputation.
In Reference [7] , the authors have developed a visualization tool to monitor visitor navigation within the museum and extract useful information regarding their interests and their visiting style, which can be further exploited to form their QoE-related parameters. Wright in Reference [8] also shows that the QoE of a museum visitor depends on personalized factors like the visitor's style as well as on museum-related factors, e.g., museum congestion caused by the number of visitors that are present. Recent studies have correlated visitor's QoE when touring in the museum. In References [9, 10] , the authors propose a museum touring framework that aims at minimizing the visiting time of a group of visitors, following a mixed integer programming approach. However, this framework is agnostic with respect to visiting styles. A personalized approach to the previous problem is proposed in Reference [11] where the proposed museum touring solution considers both the preferences of visitors and the prestige of exhibits while maximizing the QoE expressed as their total interest towards a set of exhibits. In Reference [12] , the authors study the visiting time in a cultural space by considering various factors such as being first-time visitors, traveling with children, using a guidebook, being with a guided-tour, etc. The authors have used data that were collected via a global positioning system (GPS) as well as questionnaires distributed to visitors and concluded that the attractions with no admission charge are visited more than those with an admission charge. However, the visiting time is longer when the visitor pays for the visit. Additionally, in References [13, 14] , the authors considered a cost optimization formulation to solve the planning problem and to determine the optimal tour for each visitor given a set of visitor preferences and constraints.
From a more quantitative point-of-view, an extensive research effort to quantify QoE was initiated in Reference [15] where the authors studied the effect of smart routing and intelligent recommendations on visitors' QoE. In Reference [16] , a holistic approach to the formulation and optimization of QoE functions was introduced. This identifies the most influential parameters that affect the QoE notion. Based on this, a human-in-the-loop approach was proposed in Reference [17] towards determining a physical, personal, and interest-aware museum touring approach that maximizes visitors' QoE. In Reference [18] , the authors present a self-organizing mechanism for forming museum visitor communities, which exploits visitors' personal characteristics and social interactions and aims to enhance a visiting experience based on a participatory action research process. A location-aware recommender system is presented in Reference [19] where the authors make personalized recommendations to museum visitors based on classical observations, e.g., geo-localization over time as well as psychological and social aspects of visitors in relation to a museum's physical parameters. In addition, the proposed recommender system is characterized by its centralized operation where a central entity (i.e., the recommender system) takes decisions regarding the recommendation that should be proposed to the visitors without providing any intelligence or autonomicity to them.
However, all the previously mentioned research efforts have focused on quantifying and optimizing the perceived QoE of visitors mainly via physical context parameters (e.g., museum
Future Internet 2018, 10, 108 3 of 22 size, placement of exhibits, etc.). They do not typically consider the impact of recommendation services made available by a museum on visitors' choices or on their optimal visiting time. Furthermore, they provide centralized approaches in order to formulate and optimize visitors' QoE. These may not scale well or may not even be feasible at all especially in a large cyber-physical social system because the decision-making process would require too much time for a stable outcome to be reached. In this paper, we address this particular issue in a formal and unified manner. The main goal of this paper is to introduce and design an optimization framework, which captures visitors' QoE in a quantifiable yet simplistic and manageable manner and determines the optimal recommendation selection for the visitors as well as their optimal visiting time for maximizing their QoE. Specifically, we rely on the iterative design and adoption of (i) a reinforcement learning framework to treat the problem of intelligent recommendation selection, and (ii) a game theoretic approach to determine the optimal visiting time of museum visitors, which is driven by their QoE in the museum. The latter approach was adopted due to the distributed nature of the optimization problem under treatment and the selfish behavior of visitors when maximizing their own perceived QoE, on one hand, and, on the other hand, based on the fact that the decisions of the various visitors are interrelated. Specifically, an increased visiting time of one visitor affects the perceived satisfaction (i.e., QoE) of the rest of the visitors in the museum since it increases the congestion in the museum. Proper consideration of the above problem is a considerable step towards managing and alleviating the overall congestion issue in museums.
Paper Contributions and Outline
The basic contributions of our proposed approach and framework are summarized below.
1.
For the first time in the literature, visitors are modeled as learning automata via a reinforcement learning mechanism, which allows them to select the most appropriate recommendation for their museum tour. The concept of learning automata is adopted from the control theory where the learning automata entities can make autonomous decisions and selections among available choices by sensing their environment and based on their past decisions. Thus, visitors are able to intelligently sense their environment (e.g., actions of other visitors) while keeping track of their own decisions in order to take more educated and advantageous actions in the future.
As time evolves, their decisions converge and visitors select the type of recommendation that will improve their perceived QoE.
2.
We introduce a holistic approach of QoE-based visiting time management in museums. Each museum visitor aims to maximize his/her perceived QoE in a distributed manner for the selected recommendation. Based on the non-cooperative and distributed nature of managing visiting time, we formulate a maximization problem for each visitor's QoE function and confront it as a non-cooperative game. To deal with this problem while considering the different types of visitor personas, we follow an approach based on the quasi-concavity of the visitor QoE function in order to conclude at a unique Nash equilibrium point.
3.
The perceived satisfaction of museum visitors is reflected and represented in a formal and quantitative way by using appropriately defined QoE functions. They are based on the following attributes: (a) time spent on a museum visit, (b) selected type of recommendation, and (c) fulfillment of visitor QoE prerequisites. The key novelty in this work is that the QoE function consists of the following two parts: (a) the pure QoE function and (b) the congestion control function. The pure QoE function reflects the tradeoff of achievable QoE over the time spent on the visit. The congestion control function is sophisticatedly selected in order to achieve fairness among museum visitors with respect to accessing and spending time in the museum.
4.
The proposed framework enables autonomic visitor-centric management and QoE optimization in a personalized manner, which allows self-* properties, e.g., self-optimization, self-adaptation, etc.
Future Internet 2018, 10, 108 4 of 22
5.
A two-stage distributed algorithm is proposed to determine the optimal visiting time and recommendation selection for each museum visitor. The output of the visiting time management problem feeds the learning system in a recursive manner in order to build knowledge. 6.
Detailed numerical results are provided that demonstrate the performance and operational effectiveness and efficiency of the proposed algorithm along with its flexibility and adaptability under various scenarios. The proposed framework was tested with data provided by users via a questionnaire and additional simulation results were then generated to achieve a more thorough analysis. Lastly, the performance of the proposed framework is evaluated against the related state-of-the-art framework and its superiority in terms of achieved QoE is demonstrated.
The rest of the paper is organized as follows. In Section 2, a high-level description of the joint recommendation selection and visiting time management framework and process is presented, which identifies all the involved elements and their respective roles and relations. In Section 3, some preliminary work as well as the introduced models and assumptions that are used throughout this paper are provided. Section 4 contains all the details of the recommendation selection mechanism. The formulation and solution of the reinforcement-learning framework are described via a game theoretic approach of the corresponding time management problem by optimizing visitor QoE. In Section 5, a distributed and iterative algorithm is presented to realize the reinforcement learning recommendation selection and the distributed visiting time management process while Section 6 contains the performance evaluation of the proposed approach. Lastly, concluding remarks are provided in Section 7.
An Overview of the Joint Recommendation Selection & Visiting Time Management Framework
In this section, we provide an overview of the overall framework proposed in this research work while, in the following sections, its individual components will be analyzed in detail. Specifically, we formulate and address the problem of joint Recommendation Selection and Visiting Time Management (RSVTM) in a museum environment. We note that the same problem formulation can more generally be applied to any exhibition area and it is not necessarily limited to specific museum assumptions like the majority of prior literature studies.
In a nutshell, the proposed problem and process formulation are as follows. Before starting their museum tour, arriving visitors select a type of recommendation among the various ones offered, which will drive their visit. The types of recommendations range from a simple map for a self-guided tour to a guided visit in their own language, which offer different levels of QoE. The recommendation selection is based on a reinforcement-learning framework through which the museum visitors act as learning automata. As time evolves and before the visitors make their final selection of the recommendation, they gain knowledge and experience. Figure 1 presents the examined RSVTM problem as a learning system. Each museum visitor/ learning automaton i, i ∈ ℵ (where ℵ denotes the set of visitors) at each operation time slot τ of the reinforcement learning framework/loop has a set of actions a x (τ). Each action represents a different choice x of recommendation selection for his/her museum tour. Towards making their decision, museum visitors consider the museum environment and specifically the output set β(τ) = {Q(τ), t(τ)} where Q(τ) and t(τ) are the vectors of the combined QoE and visiting time of all museum visitors that are simultaneously in the museum. The output β(τ) = {Q(τ), t(τ)} is determined from the visiting time management framework. The solution to the visiting time management problem results in visitors' optimal visiting time. Based on the chosen actions of the visitors and the corresponding reaction of their environment, we are able to determine the reward probability p x (τ), which is associated with the action a x (τ). The reward probability represents the penetration of the R x th recommendation in the pool of museum visitors. The action probability vector of a museum visitor/learning automaton i, i ∈ ℵ is Pr i (τ) where each one of its elements Pr i,x (τ) expresses the probability of selecting the R x th recommendation and is determined based on the model of learning automata.
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Given the actions of the museum visitors in terms of recommendation selection, each museum visitor i, i ∈ ℵ aims to determine his/her optimal visiting time t * i to maximize his/her perceived Quality of Experience. Therefore, this goal is formulated as a distributed maximization problem of each museum visitor combined QoE function with respect to his/her visiting time. Considering the distributed nature of the problem and the selfish behavior of the visitors as they optimize their own perceived QoE, a game theoretic approach is adopted to determine the optimal visiting time vector t * = t * 1 , . . . , t * i , . . . , t * N for visitors. The Nash equilibrium concept is adopted to analytically solve the non-cooperative visiting time management game. To demonstrate the existence and uniqueness of the Nash equilibrium in the non-cooperative visiting time management game, we prove that the museum visitor combined QoE function Q i is quasi-concave with respect to t i . for visitors. The Nash equilibrium concept is adopted to analytically solve the noncooperative visiting time management game. To demonstrate the existence and uniqueness of the Nash equilibrium in the non-cooperative visiting time management game, we prove that the museum visitor combined QoE function i Q is quasi-concave with respect to i t . Therefore, an overall cycle of joint recommendation selection and visiting time management is realized. The above-described overall procedure is performed iteratively in the time before the museum visitors start their tour, which is presented in Figure 1 . Its actual running time is quite short (in the range of a few seconds) and is envisioned to run on a mobile application that the museum will offer for free to the museum visitors and can be downloaded to their smartphones. It is noted that the recommendation selection process runs multiple timeslots (i.e., extremely short duration of time) and, per each timeslot, the visiting time management process runs multiple iterations until convergence to the optimal visiting time for each museum visitor.
At this point, it should be clarified that, in the recent literature, there are four main classes of learning approaches proposed to deal with the partial available information toward making decisions. Those categories are identified as: (a) supervised learning, (b) unsupervised learning, (c) semi-supervised learning, and (d) reinforcement learning [20] . The supervised learning approaches need a priori knowledge of the input and the desired output data. The goal of the unsupervised learning approaches is to infer some structure from the collected data while the semi-supervised approaches use both labeled and unlabeled data to train the overall system. However, in our proposed framework, we do not know a priori the desired output data, i.e., each visitor recommendation selection. Moreover, our goal is to enable each visitor to select a recommendation and not to infer a structure for the collected data while there is a lack of labeled data to train the visitors' recommendation selection decision. Thus, the reinforcement learning approach is the best candidate for our framework since the reinforcement learning-based decisions of visitors are trained by the data produced by the implementation. In our proposed framework, we have selected the reinforcement learning technique of the stochastic learning automata given its low complexity and implementation cost. However, other techniques such as the Q-learning or the exponential learning approach can be adopted.
Models and Preliminaries
System Model
Based on the following information, we assume a single-exhibition, e.g., museum where the optimal visiting time of each museum visitor is studied. Within the museum, we assume that ℜ different types of recommendations are provided to the museum visitors. Even though several The distributed non-cooperative visiting time management game among museum visitors is performed at every time slot (of the external loop of the reinforcement learning framework) to determine their optimal visiting time t * i , ∀i ∈ ℵ and their corresponding combined QoE values. Therefore, an overall cycle of joint recommendation selection and visiting time management is realized. The above-described overall procedure is performed iteratively in the time before the museum visitors start their tour, which is presented in Figure 1 . Its actual running time is quite short (in the range of a few seconds) and is envisioned to run on a mobile application that the museum will offer for free to the museum visitors and can be downloaded to their smartphones. It is noted that the recommendation selection process runs multiple timeslots (i.e., extremely short duration of time) and, per each timeslot, the visiting time management process runs multiple iterations until convergence to the optimal visiting time for each museum visitor.
At this point, it should be clarified that, in the recent literature, there are four main classes of learning approaches proposed to deal with the partial available information toward making decisions. Those categories are identified as: (a) supervised learning, (b) unsupervised learning, (c) semi-supervised learning, and (d) reinforcement learning [20] . The supervised learning approaches need a priori knowledge of the input and the desired output data. The goal of the unsupervised learning approaches is to infer some structure from the collected data while the semi-supervised approaches use both labeled and unlabeled data to train the overall system. However, in our proposed framework, we do not know a priori the desired output data, i.e., each visitor recommendation selection. Moreover, our goal is to enable each visitor to select a recommendation and not to infer a structure for the collected data while there is a lack of labeled data to train the visitors' recommendation selection decision. Thus, the reinforcement learning approach is the best candidate for our framework since the reinforcement learning-based decisions of visitors are trained by the data produced by the implementation. In our proposed framework, we have selected the reinforcement learning technique of the stochastic learning automata given its low complexity and implementation cost. However, other techniques such as the Q-learning or the exponential learning approach can be adopted. 
Models and Preliminaries
System Model
Based on the following information, we assume a single-exhibition, e.g., museum where the optimal visiting time of each museum visitor is studied. Within the museum, we assume that different types of recommendations are provided to the museum visitors. Even though several different recommendations may exist, in this paper, we have assumed three different types of recommendations. Let us denote by = {R A , R B , R C } the set of recommendations available to visitors. Each one provides a different Quality of Experience (QoE) for the visitors while it asks for a different investment time on the part of the visitor. The latter will be discussed in detail in Section 3.2. As mentioned before, we denote by ℵ = {1, . . . , i, . . . , N} the set of museum visitors that consists of visitors with different visiting styles, i.e., ant, butterfly, fish, and grasshopper. Consequently, we have the corresponding subsets: ℵ a , ℵ b , ℵ f , ℵ g and ℵ = ℵ a ∪ ℵ b ∪ ℵ f ∪ ℵ g . Each museum visiting style has different characteristics regarding the time spent for the visit as well as its tolerance to the level of crowd density in the museum [2, 3] .
Specifically, ant visitors follow a long path in the museum and they are inclined towards extensive walking by spending a lot of time at the museum during their visit. Moreover, the increased crowd density does not discourage them from visiting the museum because they are dedicated to their visit. However, their perceived satisfaction decreases when the crowd density increases. Butterfly visitors are also interested in visiting the whole exhibition. However, the walking path that they follow may be easily redirected if the conditions favor it and suggest such an alteration. For example, if a specific part of the museum has increased crowd density, unlike ant visitors, butterfly visitors will choose to visit it later in order to avoid long queues. Thus, butterfly visitors also invest a lot of time in their museum visit, but they are more tolerant of increased crowd density when compared to ant visitors. Fish visitors are the "laziest" ones since they prefer to stand in the center of an exhibition room and observe many exhibits concurrently. Consequently, fish visitors spend limited time on their visit and their satisfaction is affected dramatically by increased crowd density. Standing in the center of an exhibition room, a larger crowd easily blocks their vision. Lastly, grasshoppers have clear preferences and make plans about the specific exhibits that they will visit. Thus, they spend an average amount of time on their museum visit to observe the details of the few specific exhibits that they have selected to visit and they get annoyed with increased crowd density because it adds a delay to their pre-scheduled and well-organized museum visit.
Museum visitor visiting time is denoted by t i and, due to museum physical characteristics (e.g., size) and visitor physical limitations and personal preferences, it is lower and upper bounded, i.e., t Min i
. Let us also denote by t −i , the visiting time vector of the rest of the museum visitors that are in the museum at the same time as the visitor i, i ∈ ℵ. Each type of recommendation R x , x = A, B, C and R x ∈ offers a different level of QoE to the visitor that selects it. Let us denote by Q x , x = A, B, C the QoE values offered by the recommendations R A , R B , and R C , respectively. Without loss of generality, the QoE values offered by each recommendation are sorted as Q A < Q B < Q C with the interpretation that a higher value of QoE reflects an enhanced level of recommendation service, which is discussed in more detail in Section 3.2. A simple but fundamental and effective performance measure that verifies that the visitors' QoE prerequisites are fulfilled can be defined as the relative visiting time ratio. The relative visiting time ratio rt i of museum visitor i, i ∈ ℵ can be written as the equation below.
where the crowd density increases or the visitors spend more time at exhibits, which implicitly indicates the level of museum congestion. In the latter case, the QoE of the museum visitor i, i ∈ ℵ deteriorates because either there are too many visitors in the museum or some exhibits are "blocked" by other visitors observing details. Moreover, each museum visitor is characterized by a target relative visiting time ratio, i.e., rt target,y i
, y = a, b, f , g, which is differentiated based on the visiting style as presented in Figure 2 . The target relative visiting time ratio represents a desired value for each visitor depending on his/her visiting style. Below this value, the visitor's perceived satisfaction decreases rapidly since the museum is considered greatly congested while, above this value, the visitor's perceived satisfaction increases slowly as the impact of the rest of the visitors' visiting time on the individual visitor is reduced. We consider without loss of generality that rt target,b i
Specifically, in a nutshell, a butterfly visitor can redirect his/her visiting path in case of increased crowd density in contrast to an ant visitor who sequentially visits all the exhibits. Thus, increased crowd density annoys the butterfly visitors less than the ant visitors, i.e., rt
. A fish visitor observes the exhibits from the center of the exhibition room. Thus, if other visitors linger in front of some exhibits, he/she is blocked from observing them. In contrast, an ant visitor waits patiently and sequentially visits all exhibits. Thus, we have rt target,a i
. A grasshopper visitor has few target exhibits that he/she wants to visit in the museum. Thus, if other visitors block those exhibits, his/her QoE dramatically deteriorates. Therefore, grasshopper QoE requirements are stricter when compared to all other types of visitors. visitor's perceived satisfaction increases slowly as the impact of the rest of the visitors' visiting time on the individual visitor is reduced. We consider without loss of generality that
. Specifically, in a nutshell, a butterfly visitor can redirect his/her visiting path in case of increased crowd density in contrast to an ant visitor who sequentially visits all the exhibits. Thus, increased crowd density annoys the butterfly visitors less than the ant visitors, i.e., 
Recommendation Models and Policies
As mentioned before, we assume that a museum offers different recommendations to the museum visitors that correspond to different levels of perceived QoE as well as different times allocated to a museum visit. We assume that more visitors will ask for an enhanced type of recommendation, which will increase the demand for the specific recommendation and create a longer waiting queue to obtain that service. Therefore, the recommendations can be characterized by a congestion control parameter , , ,
, which, among others, represents the potential waiting time for the specific recommendation type. In such a way, the visitor should consider the tradeoff of selecting an enhanced type of recommendation, which may increase his/her perceived satisfaction in a shorter invested visiting time [12] . However, the corresponding usage-based congestion of this recommendation may be further translated to the waiting time.
In this paper, we consider and study for demonstration purposes and without loss of generality, three different indicative types of recommendations, which are generic enough and, in the following, are presented with an increasing level of QoE. 
As mentioned before, we assume that a museum offers different recommendations to the museum visitors that correspond to different levels of perceived QoE as well as different times allocated to a museum visit. We assume that more visitors will ask for an enhanced type of recommendation, which will increase the demand for the specific recommendation and create a longer waiting queue to obtain that service. Therefore, the recommendations can be characterized by a congestion control parameter c x , x = A, B, C, which, among others, represents the potential waiting time for the specific recommendation type. In such a way, the visitor should consider the tradeoff of selecting an enhanced type of recommendation, which may increase his/her perceived satisfaction in a shorter invested visiting time [12] . However, the corresponding usage-based congestion of this recommendation may be further translated to the waiting time.
In this paper, we consider and study for demonstration purposes and without loss of generality, three different indicative types of recommendations, which are generic enough and, in the following, are presented with an increasing level of QoE.
A.
Recommendation A (R A ): The museum provides a map of the museum at its entrance without visitors waiting in long queues for this service. However, visitors may have to spend a lot of time in order to navigate themselves without guidance in the museum. Moreover, visitors perceived Recommendation B (R B ): A facilitator is provided by the museum to navigate the visitors in the museum and provide additional useful information about exhibits. Visitors create groups when they arrive at the museum and a facilitator starts the museum tour with the group at specific timeslots. Therefore, museum visitors on average should wait a longer time than in the previous case in order for the group to be created and the touring to start. However, their perceived QoE, i.e., Q B is increased when compared to Q A because they gain more information about exhibits and their visit is shorter and more efficient due to its structured and guided nature. C.
Recommendation C (R C ): Besides the previously described characteristics of the recommendation R B , the facilitator offers headphones to the museum visitors so that the information is provided in their native languages. Such groups are typically scheduled to start tours in sparse timeslots and, thus, their waiting time increases. However, the perceived QoE of a visitor, i.e., Q C , increases due to the enhanced obtained service.
Based on the above description and without loss of generality, it is expected that Q A < Q B < Q C in our proposed framework. Moreover, it should be noted that additional types of recommendations can be considered without violating the principles and application of the proposed framework. It is also highlighted that this ordering is not binding or restrictive for our framework and a different ordering could have been obtained. Thus, the (three) different recommendations considered in this paper are not restrictive at all neither in nature (what do they actually represent) nor in size (number of recommendation types) and a larger number of recommendations with different characteristics could have been assumed. For fairness purposes and in order to support the concept of the "open museum to everybody", we assume that all the above-described recommendations have the same cost (price) for museum visitors. Though actual pricing is out of the scope of our current study, the cost of each recommendation could be easily accommodated by our proposed framework if combined within the congestion control parameter c x , x = A, B, C. Therefore, an enhanced recommendation could have an increased cost, i.e., c A < c B < c C . The latter is part of our future work plans.
Quality of Experience Function and Modeling
The concept of QoE function has been adopted to represent the perceived satisfaction of the visitors from (a) the time spent for the museum visit, (b) the selected type of recommendation, and (c) the fulfillment of their QoE prerequisites. A combined QoE function is adopted by each museum visitor, which consists of two parts: (a) the pure QoE function and (b) the congestion control function. Museum visitor pure QoE function is reflected via the ratio of the achievable QoE to the corresponding time spent for the museum visit. We assume that visitor's perceived satisfaction increases as he/she achieves high QoE without overspending time for the museum visit. Note that t Min
, which is mentioned in Section 3.1. It should also be highlighted that the optimal visiting time for a museum visitor is not always t Min i because, based on the selected recommendation and museum congestion (expressed via the cumulative visiting time of all visitors that simultaneously explore the museum), his/her perceived QoE can be limited. Thus, each museum visitor expresses his/her flexibility regarding the visiting time (via the bounds t Min i and t Max i ) and considers his/her perceived QoE in order to determine the actual optimal visiting time. It should be highlighted that the museum congestion is implicitly expressed via the time the rest of the visitors spend in the museum, i.e., ∑ j ∈ ℵ j = i t j concurrently with visitor i, i ∈ ℵ. This formulation stems from the observation that either a large number of visitors are simultaneously exploring the museum (i.e., increased crowd density) or there are some visitors spending more time observing exhibits, which contributes to museum congestion and also contributes to "blocking" visitors i, i ∈ ℵ from observing them.
Specifically, the achievable pure QoE function is formulated as a sigmoidal function with respect to the relative visiting time ratio rt i , i.e., Q x ·f ), then his/her perceived satisfaction decreases rapidly, which alerts him/her to the fact that, from his perspective, the museum is congested. In contrast, if the achieved QoE is greater than Q x ·f y i (rt target,y i ), then the museum visitor's satisfaction presents a slight increase due to the fact that his/her QoE expectations have already been fulfilled.
In a nutshell, each visitor's combined QoE function can be expressed by using the equation below.
where N x is the number of visitors that have selected the recommendation x and k ∈ R + . The congestion control function adopted in the second part of the combined QoE function (2) is a convex function with respect to visitor's visiting time t i . This formulation has been sophisticatedly selected in order for fairness to be achieved among the museum visitors with respect to accessing and spending time in a museum and in accordance with a selected type of recommendation. It is highlighted that the first part of the combined QoE function (2) expresses visitor's i perceived satisfaction while considering his/her own strategy (i.e., visiting time) as well as the strategies of the rest of the visitors. The second part of the function acts as a penalty to the visitors towards sophisticatedly adapting their visiting time to avoid harming the perceived QoE of the other visitors. It is highlighted that the physical components of our proposed framework can be identified as the visiting time of each visitor within the museum as well as the congestion of visitors in the museum, i.e., visitors/square feet. The latter is considered within the congestion control parameter c x that is included in the congestion control function, i.e., second part of Equation (2).
Penetration Model of Recommendation in Visitors' Pool
Museum visitor's decision on recommendation selection is affected by the corresponding congestion control parameter c x , x = A, B, C included in the combined QoE function (2) and by the number of visitors N x that select the specific recommendation as well as by the recommendation penetration in the pool of visitors. Museum visitors are influenced by and tend to express interest to a recommendation that is selected by an increased population of visitors because they believe that it could be "better" i.e., offer increased perceived QoE than the others. The penetration p x (τ) of a recommendation R x , x = A, B, C, R x ∈ is expressed through the ratio of the total achieved QoE of all visitors selecting R x recommendation over the total achieved QoE of all the visitors that are in the museum at the examined timeslot τ, as follows.
Joint Recommendation Selection and Visiting Time Management Problem
Framework Design
As mentioned before in this paper, the problem of joint Recommendation Selection and Visiting Time Management (RSVTM) in a museum environment (or, in general, in an exhibition area) is addressed. Museum visitors arrive at the museum and, before starting their museum tour, they select a type of recommendation that will drive their visit based on a reinforcement learning framework. Specifically, the museum visitors act as learning automata, gaining knowledge and experience from their past potential actions. They are able to intelligently sense the environment while keeping a history of their decisions in order to make more advantageous actions in the future. As time evolves, their decisions converge and they select the type of recommendation that will improve their perceived QoE. The necessary information in order to take their decision is their visiting time t = {t 1 , . . . , t i , . . . , t N } and the corresponding combined QoE values Q = {Q 1 , . . . , Q i , . . . , Q N } at the previous time slot τ of the reinforcement learning framework. Furthermore, apart from these parameters, museum visitors consider the penetration i.e., p x (τ), of each recommendation R x , x = A, B, C.
Given the actions a(τ) of museum visitors in terms of recommendation selection, a distributed non-cooperative visiting time management game among them is performed every time slot (of the external loop of the reinforcement learning framework) in order to determine their optimal visiting time t * i , ∀i ∈ ℵ and their corresponding combined QoE values. Therefore, an overall cycle of joint recommendation selection and visiting time management is realized. The overall procedure described above is performed iteratively in time before museum visitors start their touring, as presented in Figure 1 , and it is explained in detail in the following Sections 4.2 and 4.3. Moreover, it is highlighted that the RSVTM framework is executed every time a new museum visitor arrives at the museum while the decisions of the previously arrived visitors remain constant if they have started their museum tour. Lastly, the proposed RSVTM framework is executed before the museum visitors start their touring toward determining both the recommendation selection and the optimal visiting time. The actual running time of the RSVTM framework is quite short (order of few seconds for practical purposes) since it will be presented in the detailed numerical results and performance evaluation in Section 6.
Recommendation Selection Based on Reinforcement Learning
The action probability vector of museum visitor/learning automaton i, i ∈ ℵ is Pr i (τ) = {Pr i,A (τ), Pr i,B (τ), Pr i,C (τ)} where Pr i,x (τ), x = A, B, C expresses the probability of selecting the R x th , x = A, B, C recommendation. The model of learning automata is expressed below.
where b, 0 < b < 1 is a step size parameter that controls the convergence time of the learning process [21, 22] . The impact of parameter b on the convergence time of the algorithm is numerically studied in Section 6. Equation (4b) represents the probability that visitor i will select a different type of recommendation x (τ+1) in time slot τ + 1 compared to the one in time slot τ, i.e., x (τ) while Equation (4a) reflects the probability of museum visitor i continuing to prefer the same type of recommendation, i.e., x (τ+1) = x (τ) . It is noted that the stochastic learning automata approach need the following information: (a) visitor's probability of recommendation selection at the previous time slot and (b) the penetration of each recommendation, which is expressed in Equation (3). The latter characterizes each recommendation and considers the total QoE of visitors who selected a specific recommendation over the total QoE of all visitors within the museum at the examined moment. The latter two types of information can be easily available by a mobile application where the overall framework is envisioned to reside.
We assume that the RSVTM framework has no prior knowledge of the reward probability p x (τ), 0 ≤ p x (τ) ≤ 1, x = A, B, C and the action probability Pr i (τ) = {Pr i,A (τ), Pr i,B (τ), Pr i,C (τ)}. Therefore, the initial selection of recommendation by the museum visitors could be made with equal probability, i.e., Pr i,x (τ = 0) = 1 3 . Lastly, it is noted that there is a convergence towards the type of recommendation that will mitigate visitors waiting time before starting a museum tour and provide them with increased satisfaction related to their personal visiting time limitations. The description of the recommendation selection reinforcement-learning algorithm is presented in Section 5.
Visiting Time Management
Given the recommendation selection, each museum visitor i, i ∈ ℵ aims to determine his/her optimal visiting time t * i in order to maximize his/her perceived Quality of Experience, which is expressed in Equation (2) . Therefore, the previously mentioned goal is formulated as a distributed maximization problem of each visitor's combined QoE function with respect to his/her visiting time, which is shown below. max
Considering the distributed nature of the optimization problem (5) and the selfish behavior of the visitors in terms of optimizing their perceived QoE, a game theoretic approach is adopted for determining the optimal visiting time vector t * = t * 1 , . . . , t * i , . . . , t * N of the museum visitors. Let us denote by G = ℵ, T i , Q i the non-cooperative visiting time management game where ℵ is the set of players (museum visitors),
is the strategy space of the i th museum visitor, and Q i is his/her corresponding combined QoE function. The concept of Nash equilibrium is adopted towards seeking analytically the solution of the non-cooperative visiting time management game. Towards proving the existence and uniqueness of Nash equilibrium in the non-cooperative visiting time management game, we should prove that the museum visitor's combined QoE function Q i is quasi-concave with respect to t i .
Definition 1:
A function Q i is strictly quasi-concave if for any pair of distinct points t i and t i in the convex domain T i and for 0 < λ < 1:
Based on Definition 1, any concave function is quasi-concave. . Thus, the Nash equilibrium of the non-cooperative visiting time management game G = ℵ, T i , Q i exists and it is unique in the corresponding strategy space.
Proof of Theorem 1. Towards proving the quasi-concavity of museum visitor's combined QoE function, we examine the sign of its second order derivative with respect to t i . 
Considering the second term of Equation (6), we determine the formula below.
The third term of Equation (6) is always negative, i.e., ∀rt i > 0. Combining Equations (7) and (8),
we define the modified strategy space where
where
By definition, the Nash equilibrium of the non-cooperative visiting time management game has to satisfy,
where BR i (t) denotes the best response function of each museum visitor i, i ∈ ℵ, ℵ = ℵ a ∪ ℵ b ∪ ℵ f ∪ ℵ g . Museum visitors adopt the best response dynamics and their strategies, i.e., visiting time converge to the Nash equilibrium, i.e., visiting time vector t * = t * 1 , . . . , t * i , . . . , t * N , if the museum visitor's best response function is standard.
A function is characterized as standard if it satisfies the properties of (a) positivity, (b) monotonicity, and (c) scalability for all t ≥ 0, where t = t 1 , . . . , t i , . . . , t N . These properties should be easily verified for BR(t) in the non-cooperative visiting time management game since: i.
Positivity: t > 0, thus BR(t) > 0; ii. Monotonicity: if t ≥ t then via Equation (10) we conclude that BR( t ) ≥ BR(t); iii. Scalability: for all µ > 1, then via Equation (10) 
we conclude that µBR(t) ≥ BR(µt).
Therefore, it is proven that the global convergence for the non-cooperative visiting time management game's Nash equilibrium under the proposed best response function, which is given by Equation (10), is guaranteed.
RSVTM Algorithm
In this section, a two-step algorithm is proposed for implementing the recommendation selection and determining the optimal visiting time for museum visitors, which is described above. The RSVTM algorithm is envisioned to run on a mobile application that a museum will offer for free to the visitors and the latter can download it to their smartphones. The first part of the algorithm is based on a reinforcement learning framework and it is responsible for determining the type of recommendation that each museum visitor selects before starting his/her museum tour. The second part of the two-step algorithm is responsible for determining the optimal visiting time for each museum visitor in a distributed manner. It is noted that the recommendation selection algorithm runs multiple timeslots τ (i.e., extremely short duration of time) and, per each timeslot τ, the visiting time management algorithm, i.e., the second part of the proposed two-step algorithm, runs multiple iterations until convergence to the optimal visiting time for each museum visitor. The algorithm can be repeated every time a new museum visitor arrives at the museum while considering the choices of the existing museum visitors in the museum constant. Specifically, in a real implementation of the mobile application, the visitor will provide as input the minimum and the maximum personal visiting time, i.e., t Min i , t Max i . Then the reinforcement-learning framework will be executed to virtually select the recommendation and, afterwards, the visiting time management algorithm will be executed to determine visitors' optimal visiting time. The latter two-stage framework will be performed iteratively until it converges to a stable recommendation selection and visiting time values for all the visitors. It is also highlighted that the visitors do not communicate with each other, but they only provide the initial information t Min i , t Max i to the mobile application via LTE or Wi-Fi communication. Based on the following information, we present the RSVTM algorithm at the opening time of the museum where there are no other visitors. However, the same implementation can be applied at any other time instance.
Step 1 (Initialization): Each visitor announces his/her visiting time constraints, i.e., t Min i , t Max i . At the beginning of the first time slot, i.e., τ = 0, set the initial recommendation selection probability vector Pr i (τ = 0) as Pr i,x (τ = 0) = 1 3 , ∀i ∈ N, x = A, B, C. Afterwards, each museum visitor chooses a type of recommendation according to his/her recommendation selection probability vector Pr i (τ = 0).
Step 2 (Recommendation Selection): At every time slot τ > 0, each museum visitor chooses a recommendation according to his/her recommendation selection probability vector Pr i (τ) provided in relations (4a) and (4b).
Step 3 (Visiting Time Management): Given that all museum visitors have chosen a type of recommendation, then:
Step 3a: Set ite = 0, where ite denotes the iteration of the visiting time management part of the algorithm. The information of the overall visiting time is announced through the application to the museum visitors and each museum visitor determines the term ∑ j ∈ ℵ j = i t j by subtracting his/her own visiting time.
Step 3b: Each museum visitor determines his optimal visiting time t * i in accordance with Equation (10).
≤ ε (ε: small positive constant), the visiting time values have converged and stop. Otherwise, return to step 3a.
Step 4 (Recommendation Selection): Given the optimal visiting time, the museum can measure the penetration of each type of recommendation, which is the reward probability p x (τ) =
and provides this information to museum visitors.
Step 5 (Recommendation Selection): Each museum visitor updates his/her recommendation selection probability vector via the following rule where 0 < b < 1 is a step size parameter:
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Step 6 (Recommendation Selection): If one of the recommendation selection probabilities, i.e., Pr i,x (τ), x = A, B, C, converges, i.e., Pr i,x (τ) = 0.999, stop. The visitor i selects the recommendation R x . Otherwise, return to step 2.
It should be clarified that the RSVTM algorithm can be characterized as a low complexity algorithm due to its distributed nature and the simplicity of the calculations (i.e., closed-form expressions) that performs. In addition, as it will be shown in detail in the section of numerical results (i.e., Section 6), the recommendation selection probabilities converge fast in terms of necessary timeslots τ, i.e., there exists a probability Pr i,j (t), which is larger than a value approaching one (e.g., 0.999). Lastly, it should be highlighted that the details of the RSVTM algorithm are found from the museum visitor and the algorithm runs at the downloaded mobile application. The only information provided by the museum visitor is his/her visiting time constraints, i.e., t Min i , t Max i . The application after running the RSVTM algorithm will tell the museum visitor which type of recommendation to select and his/her optimal visiting time to optimize his/her perceived QoE.
Performance Evaluation and Results
A Human-In-The-Loop Experiment
Toward providing realistic results and properly capturing the real preferences of the museum visitors, we have initially performed a detailed research experimentation with actual visitors as participants. Specifically, a detailed questionnaire was circulated to potential visitors [24] with respect to the main goals of the RSVTM framework. The questionnaire consisted of 10 distinct questions. In the first step, it collected some demographic data related to visitors while the main questions aimed to identify the most representative values of the parameters act as input to the RSVTM algorithm. Based on the collected information from the circulated questionnaire and their statistical analysis, we were able to identify the style of the visitor, the minimum and maximum amount of time that the visitor would be willing to invest in a museum tour, the preference of the visitor on the considered recommendations R A , R B , R C , and the willingness to wait for that type of recommendation, which reflects the associated "cost" of the recommendation. As a result, realistic values regarding the previously mentioned parameters were collected and subsequently were used to feed the RSVTM algorithm. The questionnaire was answered by over 150 museum visitors with a balanced population of males and females originating from more than 10 different countries, e.g., Greece, Cyprus, UK, France, India, Thailand, Ukraine, Spain, USA, etc.
Based on the statistical analysis of the previously mentioned data, the most representative realistic values were determined as input for the RSVTM algorithm. Therefore, the numerical results and the performance evaluation of the RSVTM algorithm presented in the following sections are based on values originating from the previously mentioned experiment. Specifically, the collected data enabled us to determine proportions of visitors according to their styles, their minimum and maximum visiting times, i.e., t Min i and t Max i , the QoE values offered by each recommendation, i.e., Q x , x = A, B, C, and the values of the congestion control parameter, i.e., c x , x = A, B, C. Based on the collected data, typical values of the ratio of the four visiting styles within the examined pool of visitors are 28% ant visitors, 24% butterfly visitors, 24% fish visitors, and 24% grasshopper visitors. The visiting time of a visitor ranges from approximately 60 min to 180 min while the visitors' preferences for the three recommendations is given by the following ratio, i.e., Q A : Q B : Q C = 5 : 7 : 9. Moreover, the visitors expressed their willingness to wait in order to enjoy a specific recommendation and their answers were translated to the ratio of the congestion control parameters, i.e., c A : c B : c C = 3 : 6 : 10.
RSVTM Properties and Operation
In this subsection, our main goal is to study and illustrate the key operational properties and characteristics of the RSVTM framework through a detailed simulation-based analysis. Towards Specifically, Figure 3a presents the achieved QoE levels of the visitors via the RSVTM algorithm as a function of their ID considering the recommendation that they have selected, i.e., A, B, C, and their visiting style, i.e., a, b, g, and f. The results reveal that the visitors even under the RSVTM approach tend to select the recommendation that can potentially provide higher QoE, i.e., recommendation C due to the fact that: Q A < Q B < Q C . However, as recommendation C becomes congested due to the visitors' multiple requests and a fact that would deteriorate as the number of visitors increases, it is observed that the visitors that selected this recommendation finally achieve lower QoE compared to the ones that selected recommendation B, e.g., visitors 4 vs. visitor 5 and visitor 6 vs. visitors 1 and 2. Based on this observation, we confirm that the most efficient choice in terms of recommendation selection is not always the one that can potentially provide the highest perceived QoE (i.e., recommendation C). This is explained by the fact that the potential increased congestion in the enhanced recommendation leads to the increased cost of waiting time and, thus, to lower perceived QoE, which is expressed in Equation (2) . The latter outcome is also evident in Figure 3b where all visitors selected recommendation C, which provides greater QoE due to its advanced service. However, since recommendation C involves congestion, the average visitor achieved QoE is lower (horizontal line in Figure 3b ) when compared to the RSVTM algorithm (Figure 3a) . Please also note that some visitors even achieve negative QoE values in the case of fixed recommendation C since the cost associated with the choice of recommendation C, due to the congestion issue, becomes greater than the pure achieved satisfaction. Specifically, the grasshopper visitors (ID 7 and 8) achieve negative QoE given that they are less resilient when faced with the museum congestion, as discussed in Section 3.1 and presented in Figure 2 . This problem is alleviated by the proposed RSVTM approach that manages a dynamic and better distribution of visitors to the various recommendation styles. Enabling visitors to sense their environment, learn from their past actions by behaving as stochastic learning automata, and make autonomous optimal decisions about themselves are the driving factors that allow the RSVTM algorithm to converge to higher QoE values for all visitors when compared to a priori choosing the best available recommendation by ignoring the congestion issue. Subsequently, a larger and more representative experiment was executed by considering 100 museum visitors (i.e., 25 visitors from each visiting style) with ).
Our aim is to better demonstrate the operation and behavior of the RSVTM algorithm in terms of several performance parameters and tradeoffs such as convergence, achieved QoE, visiting time, etc. Specifically, Figure 4 illustrates the convergence of the visitors to their selected recommendation, i.e.,
A, B, and C as a function of the time slots τ of the recommendation selection part of the RSVTM Subsequently, a larger and more representative experiment was executed by considering 100 museum visitors (i.e., 25 visitors from each visiting style) with c A = 3.2·10 −5 , c B = 3.6·10 −5 , c C = 4·10 −5 ). Our aim is to better demonstrate the operation and behavior of the RSVTM algorithm in terms of several performance parameters and tradeoffs such as convergence, achieved QoE, visiting time, etc. Specifically, Figure 4 illustrates the convergence of the visitors to their selected recommendation, i.e., A, B, and C as a function of the time slots τ of the recommendation selection part of the RSVTM algorithm. The results reveal that the RSVTM algorithm converges to a stable operation point where all visitors select their recommendation in an autonomous and distributed manner. The RSVTM algorithm converges to the stable point in less than 400 timeslots (and for practical purposes significantly less than 300 slots), which, in real time, is translated to less than 3.7 s. Furthermore, it is observed that the majority of visitors select the recommendation B and C, which are more enhanced when compared to the recommendation A, i.e., map of the museum provided to visitors at the entrance. It is noted that, if additional visitors were present and recommendations B and C were seriously populated, then recommendation A would become more attractive as the system and time evolves. Subsequently, a larger and more representative experiment was executed by considering 100 museum visitors (i.e., 25 visitors from each visiting style) with ).
A, B, and C as a function of the time slots τ of the recommendation selection part of the RSVTM algorithm. The results reveal that the RSVTM algorithm converges to a stable operation point where all visitors select their recommendation in an autonomous and distributed manner. The RSVTM algorithm converges to the stable point in less than 400 timeslots (and for practical purposes significantly less than 300 slots), which, in real time, is translated to less than 3.7 s. Furthermore, it is observed that the majority of visitors select the recommendation B and C, which are more enhanced when compared to the recommendation A, i.e., map of the museum provided to visitors at the entrance. It is noted that, if additional visitors were present and recommendations B and C were seriously populated, then recommendation A would become more attractive as the system and time evolves. Figure 5 depicts the number of visitors from each visiting style and the recommendation type they selected. It is shown that visitors' distribution in the recommendations follows similar trends for each visiting style. Thus, there is no case where visitors of a specific visiting style show preference for specific recommendations. Therefore, the behavior of visitors is homogeneous with respect to the recommendation selection even if they belong to different visiting styles and the choices are primarily influenced by the congestion factor and problem. Figure 5 depicts the number of visitors from each visiting style and the recommendation type they selected. It is shown that visitors' distribution in the recommendations follows similar trends for each visiting style. Thus, there is no case where visitors of a specific visiting style show preference for specific recommendations. Therefore, the behavior of visitors is homogeneous with respect to the recommendation selection even if they belong to different visiting styles and the choices are primarily influenced by the congestion factor and problem. With reference to the same setting and experiment, Figure 6 shows the average visitor QoE and the corresponding average visiting time of the four different visiting styles, i.e., ant, butterfly, fish, and grasshopper. The visitors who have greater flexibility and tolerance with respect to the museum congestion, i.e., smaller values of target relative visiting time, are able to achieve greater QoE levels by spending less time to their museum visit. Therefore, combining our findings and observations from both Figures 2 and 6 , we conclude that butterfly-style visitors are the most tolerant of congestion. Therefore, they achieve the highest QoE while spending the shortest visiting time on their museum tour. Ant, fish, and grasshopper visitors follow with decreasing QoE With reference to the same setting and experiment, Figure 6 shows the average visitor QoE and the corresponding average visiting time of the four different visiting styles, i.e., ant, butterfly, fish, and grasshopper. The visitors who have greater flexibility and tolerance with respect to the museum are able to achieve greater QoE levels by spending less time to their museum visit. Therefore, combining our findings and observations from both Figures 2 and 6 , we conclude that butterfly-style visitors are the most tolerant of congestion. Therefore, they achieve the highest QoE while spending the shortest visiting time on their museum tour. Ant, fish, and grasshopper visitors follow with decreasing QoE levels and corresponding increasing visiting times due to the fact that rt With reference to the same setting and experiment, Figure 6 shows the average visitor QoE and the corresponding average visiting time of the four different visiting styles, i.e., ant, butterfly, fish, and grasshopper. The visitors who have greater flexibility and tolerance with respect to the museum congestion, i.e., smaller values of target relative visiting time, Below, we study the convergence properties of the recommendation selection part of the RSVTM algorithm. Specifically, Figure 7a Figure 7b , the average QoE decreases and the corresponding average visiting time increases. It is worthwhile pointing out that an increase in the visiting time implicitly contributes to an increase in the museum congestion. On the other hand, as the learning rate b increases, visitors select their preferred recommendation more quickly without exploiting their available options in detail. Thus, the RSVTM algorithm converges faster at the final recommendation selections for visitors (please notice the lower running times in Figure 7a with increasing values of parameter b). Based on the above discussion, we conclude that there exists a Below, we study the convergence properties of the recommendation selection part of the RSVTM algorithm. Specifically, Figure 7a Figure 7b , the average QoE decreases and the corresponding average visiting time increases. It is worthwhile pointing out that an increase in the visiting time implicitly contributes to an increase in the museum congestion. On the other hand, as the learning rate b increases, visitors select their preferred recommendation more quickly without exploiting their available options in detail. Thus, the RSVTM algorithm converges faster at the final recommendation selections for visitors (please notice the lower running times in Figure 7a with increasing values of parameter b). Based on the above discussion, we conclude that there exists a tradeoff between the learning rate of visitors and the accuracy of the optimal values for the achieved visitor QoE, visitor recommendation selection, and visitor visiting time.
tradeoff between the learning rate of visitors and the accuracy of the optimal values for the achieved visitor QoE, visitor recommendation selection, and visitor visiting time. 
Comparative Study
In the following section, a comparative study is conducted in order to demonstrate and evaluate the superior performance of the proposed RSVTM framework against other possible alternatives ranging from static targeted ones to completely random selections. Specifically, five comparative scenarios are examined with respect to the recommendation selection of visitors, which is described below. Aiming at providing indicative scalability results of the RSVTM framework while, at the same time, evaluating the performance of all the proposed approaches with varying visitor numbers. We consider increasing the number of visitors within the museum. We performed a detailed Monte Carlo analysis for the different sets of visitors by running 1000 runs of each comparative scenario. Figure  8a ,b present visitors average QoE and total achieved QoE, respectively, as a function of the number of visitors in the museum. The results reveal that the fixed choice of the recommendation by visitors, i.e., Fixed A, Fixed B, and Fixed C scenarios, concludes to lower average and total QoE values when compared to the RSVTM framework due to the increased congestion at each recommendation when considered in isolation. The random choice of recommendation concludes an almost uniform distribution of visitors for the recommendations. Thus, the corresponding congestion phenomenon is limited or eliminated. Nevertheless, the random scenario achieves comparable results with respect to the QoE values with a fixed C scenario where, at the latter one, all the visitors selected the best available recommendation C in expectation of enjoying the highest possible satisfaction. In contrast to all the other four examined scenarios, the RSVTM framework demonstrates superior results regarding both the average and the total QoE values since it enables visitors to dynamically sense the congestion of each recommendation and make the most beneficial recommendation choice that will maximize their perceived QoE. In our framework, to maintain generality and flexibility, we did not a priori correlate visiting styles with recommendation types, but we let visitors select the recommendation type as the system evolves and based on the current conditions. Such an approach, besides its general applicability under different recommendation types and environments, typically leads to a more balanced distribution of the visitors among the recommendation types especially in cases of different visitor distributions and mix of visitor styles. This way, we avoid cases where all visitors would select a specific type of recommendation, which would negatively affect the museum operation. Furthermore, as expected, the average QoE decreases as the number of visitors increases 
In the following section, a comparative study is conducted in order to demonstrate and evaluate the superior performance of the proposed RSVTM framework against other possible alternatives ranging from static targeted ones to completely random selections. Specifically, five comparative scenarios are examined with respect to the recommendation selection of visitors, which is described below. Aiming at providing indicative scalability results of the RSVTM framework while, at the same time, evaluating the performance of all the proposed approaches with varying visitor numbers. We consider increasing the number of visitors within the museum. We performed a detailed Monte Carlo analysis for the different sets of visitors by running 1000 runs of each comparative scenario. Figure 8a ,b present visitors average QoE and total achieved QoE, respectively, as a function of the number of visitors in the museum. The results reveal that the fixed choice of the recommendation by visitors, i.e., Fixed A, Fixed B, and Fixed C scenarios, concludes to lower average and total QoE values when compared to the RSVTM framework due to the increased congestion at each recommendation when considered in isolation. The random choice of recommendation concludes an almost uniform distribution of visitors for the recommendations. Thus, the corresponding congestion phenomenon is limited or eliminated. Nevertheless, the random scenario achieves comparable results with respect to the QoE values with a fixed C scenario where, at the latter one, all the visitors selected the best available recommendation C in expectation of enjoying the highest possible satisfaction. In contrast to all the other four examined scenarios, the RSVTM framework demonstrates superior results regarding both the average and the total QoE values since it enables visitors to dynamically sense the congestion of each recommendation and make the most beneficial recommendation choice that will maximize their perceived QoE. In our framework, to maintain generality and flexibility, we did not a priori correlate visiting styles with recommendation types, but we let visitors select the recommendation type as the system evolves and based on the current conditions. Such an approach, besides its general applicability under different recommendation types and environments, typically leads to a more balanced distribution of the visitors among the recommendation types especially in cases of different visitor distributions and mix of visitor styles. This way, we avoid cases where all visitors would select a specific type of recommendation, which would negatively affect the museum operation. Furthermore, as expected, the average QoE decreases as the number of visitors increases for all the comparative scenarios due to the increased museum congestion, which presents higher costs in order to enjoy a recommendation and forces visitors to invest higher visiting times for their museum tour.
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(a) (b) Lastly, Figure 9 presents the visiting time of the visitors as a function of the number of visitors in the museum. It is noted that average visiting time reported is constant (60 min) before a certain number of visitors (68 visitors in the graph), which corresponds to the minimum visiting value, as assumed in this experiment. This indicates that this specific minimum value corresponds to the optimal value for every visitor in the scenario under consideration until a certain number of visitors is reached in the museum. After a certain point, the average visiting time of a visitor increases as the congestion increases (more visitors are assumed) and each visitor attempts to improve his or her relative position with respect to the rest of the visitors (i.e., his or her relative time ratio) in order to guarantee his or her satisfaction and improve his or her QoE. The visiting time is quite similar for all the comparative scenarios since it is the outcome of the visiting time management and optimization approach presented in Section 4.3 (properly applied to all scenarios). However, the investment of each visitor, i.e., the visiting time, has a different level of return, i.e., perceived QoE, which is observed in Figure 8a ,b. Thus, in the RSVTM framework, even if the visitors invest in similar visiting time when compared to all the other comparative scenarios, concludes to greater QoE values due to the efficient selection of recommendation and more appropriate distribution of visitors to the available recommendation types. 
Conclusions
In this paper, the problem of optimizing the recommendation selection and the visiting time management in museums is studied under a QoE-driven game theoretic approach. Our work follows the principle that a museum is viewed as a Cyber Physical Social System where visitors act and make decisions in an environment that involves constraints. Each visitor evolves in a physical or virtual space with others where his/her behavior influences and is influenced by the others.
Specifically, in our work, each museum visitor is considered a stochastic learning automaton who senses the museum environment (e.g., congestion, available recommendations, etc.), gains Lastly, Figure 9 presents the visiting time of the visitors as a function of the number of visitors in the museum. It is noted that average visiting time reported is constant (60 min) before a certain number of visitors (68 visitors in the graph), which corresponds to the minimum visiting value, as assumed in this experiment. This indicates that this specific minimum value corresponds to the optimal value for every visitor in the scenario under consideration until a certain number of visitors is reached in the museum. After a certain point, the average visiting time of a visitor increases as the congestion increases (more visitors are assumed) and each visitor attempts to improve his or her relative position with respect to the rest of the visitors (i.e., his or her relative time ratio) in order to guarantee his or her satisfaction and improve his or her QoE. The visiting time is quite similar for all the comparative scenarios since it is the outcome of the visiting time management and optimization approach presented in Section 4.3 (properly applied to all scenarios). However, the investment of each visitor, i.e., the visiting time, has a different level of return, i.e., perceived QoE, which is observed in Figure 8a ,b. Thus, in the RSVTM framework, even if the visitors invest in similar visiting time when compared to all the other comparative scenarios, concludes to greater QoE values due to the efficient selection of recommendation and more appropriate distribution of visitors to the available recommendation types. for all the comparative scenarios due to the increased museum congestion, which presents higher costs in order to enjoy a recommendation and forces visitors to invest higher visiting times for their museum tour.
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Specifically, in our work, each museum visitor is considered a stochastic learning automaton who senses the museum environment (e.g., congestion, available recommendations, etc.), gains knowledge from his/her past actions, and makes the most beneficial recommendation selection by following the learning rules. Given the corresponding recommendation selections, each visitor aims at maximizing his/her perceived QoE in a distributed manner. The problem of visitor QoE maximization is formulated as a non-cooperative game among visitors and the existence and uniqueness of a Nash equilibrium is shown. A distributed iterative and low-complexity algorithm-RSVTM-is introduced and solves the joint recommendation selection and visiting time management. The RSVTM algorithm determines the recommendation selection for each visitor as well as the Nash equilibrium point of the visiting time management non-cooperative game. An extensive evaluation of the proposed RSVTM framework was conducted based on realistic parameters and data collected through a human in the loop experiment and a detailed questionnaire was circulated to museum visitors. The corresponding detailed numerical results demonstrated the operational effectiveness and efficiency of the proposed approach while comparative results in terms of achieved QoE confirmed the superiority of the RSVTM framework against other alternative recommendation approaches.
Part of our current and future work focuses on studying the behavior of museum visitors in terms of recommendation selection and on improving their perceived QoE under the risk averse and risk seeking aspect of their decision-making process. Current models do not properly address the fact that individuals in real life do not necessarily behave as neutral expected utility maximizers, but they tend to exhibit such behavior especially under uncertainty. Therefore, integrating risk preferences in the involved utility function depicting such deviations in decision-making is of high research and practical importance. Moreover, under this perspective, the concept of announcing different pricing policies per recommendation will be examined as an incentive mechanism to deal with museum congestion. Furthermore, the routing of visitors within the museum as well as the overall planning of the visiting traffic and touring will be studied. Additionally, innovative intrinsic and extrinsic motivation mechanisms will be devised and paired with the previously mentioned incentive mechanism to improve the word-of-mouth reputation of a museum, increase the revisit and engagement of visitors, and facilitate the smooth operation of a museum while increasing its profits. Additionally, stochasticity in visitors' decision-making processes regarding their optimal visiting time can be considered, which introduces a stochastic time management game where its outcome may lead to variations in individuals' decisions. Lastly, the proposed model can be extended and adapted in Unmanned Aerial Vehicle (UAV)-assisted networks dealing with capturing mobile users' QoE levels from being served by the UAV or the macro base station [25, 26] .
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