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Abstract— Reliable and efficient Visual Place Recognition is
a major building block of modern SLAM systems. Leveraging
on our prior work, in this paper we present a Hamming
Distance embedding Binary Search Tree (HBST) approach for
binary Descriptor Matching and Image Retrieval. HBST allows
for descriptor Search and Insertion in logarithmic time by
exploiting particular properties of binary Feature descriptors.
We support the idea behind our search structure with a
thorough analysis on the exploited descriptor properties and
their effects on completeness and complexity of search and
insertion. To validate our claims we conducted comparative
experiments for HBST and several state-of-the-art methods on
a broad range of publicly available datasets. HBST is available
as a compact open-source C++ header-only library.
I. INTRODUCTION
Visual Place Recognition (VPR) is a well known problem
in Robotics and Computer Vision [1] and represents a
building block of several applications in Robotics. These
range from Localization and Navigation to Simultaneous
Localization and Mapping (SLAM). The task of a VPR
system is to localize an image within a database of places
represented by other images. VPR is commonly cast as a
data association problem and used in loop closing modules
of SLAM pipelines. A robust VPR system consists of one or
multiple of the following components, which progressively
improve the solution accuracy:
• Image Retrieval: is the process of retrieving one or more
images from a database that are similar to a query one.
• Descriptor Matching: consists of seeking points between
images which look similar. The local appearance of such
points is captured by Feature descriptors.
• Geometric Verification: is a common pruning technique
that removes points obtained from descriptor matching,
which are inconsistent with the epipolar geometry.
In the domain of Image Retrieval, common approaches
compress entire images in single global descriptors to obtain
high processing speed [2], [3]. Recently, convolutional neu-
ral network methods demonstrated highly accurate results,
especially in the field of long-term VPR [4], [5], [6]. These
methods, however, might suffer from a high ratio of false
positives, and thus often require a further stage of local fea-
ture Descriptor Matching to reject wrong candidates. Brute-
force (BF) and k-d trees [7] are two prominent methods for
solving this task.
Since the introduction of the BRIEF descriptor [8], the
computer vision community embraced the use of binary
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Fig. 1: Matching performance of the proposed HBST approach on KITTI
sequence 00. Top: Image processing times and image retrieval result of
compared approaches at 70% Recall. Bottom: A single query and reference
image with highlighted descriptor matches provided by HBST. The shown
query image was acquired 4’500 frames after the reference image.
descriptors due to their low computation and matching cost.
Many popular feature based SLAM systems such as ORB-
SLAM [9] are built on these binary descriptors.
Whereas standard multi-dimensional search structures like
k-d trees, are reported to perform well for incremental
construction with floating point descriptors like SURF [10],
the same approaches suffer a relevant performance loss when
used with binary descriptors. This is the reason why in this
work we focus on constructing a specific search structure,
that is tailored to matching binary descriptors for VPR.
In this paper we propose an approach for binary descriptor
matching and image retrieval that approximates the BF
search. Our system does not need to construct any kind of
dictionary and relies purely on a dynamically built binary
search tree (BST) that allows for logarithmic searches and
insertions of binary descriptors. Our approach runs several
orders of magnitude faster than well-used implementations of
other state-of-the-art methods, while retaining high matching
accuracy. We provide our approach to the community in the
form of a compact C++ header-only library1 accompanied
by several, straightforward use cases.
1HBST is available at: www.gitlab.com/srrg-software/srrg_hbst
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II. IMAGE RETRIEVAL AND DESCRIPTOR MATCHING
In this section we discuss in detail the two fundamental
building blocks of VPR which we address in our approach:
Image Retrieval and Descriptor Matching. We present related
work directly in context of these two problems.
A. Image Retrieval
A system for image retrieval returns the image I?i con-
tained in a database {Ii} that is the most similar to a given
query image Iq according to a similarity metric eI. The more
similar two images Ii and Iq , the lower the resulting distance
becomes. More formally, image retrieval consists in solving
the following problem:
I?i = argmin
Ii
eI(Iq, Ii) : Ii ∈ {Ii}. (1)
Often one is interested in retrieving all images in the
database, whose distance to the query image eI is within
a certain threshold τI:
{I?i } = {Ii ∈ {Ii} : eI(Iq, Ii) < τI} . (2)
The distance metric itself depends on the target application.
A straightforward example of distance between two images
is the Frobenius norm of the pixel-wise difference:
eI(Iq, Ii) = ‖Iq − Ii‖F . (3)
This measure is not robust to viewpoint or illumination
changes and its computational cost is proportional to the
image sizes.
Global image descriptors address these issues by com-
pressing an entire image into a set of few values. In the
remainder we will refer to a global descriptor obtained
from an image I as: d(I). GIST of Olvia and Torralba [2]
and Histogram of Oriented Gradients (HOG) by Dalal and
Triggs [3] are two prominent methods in this class. GIST
computes a whole image descriptor as the distribution of
different perceptual qualities and semantic classes detected
in an image. Conversely, HOG computes the descriptor as the
histogram of gradient orientations in portions of the image.
When using global descriptors, the distance between im-
ages is usually computed as the L2 norm of the difference
between the corresponding descriptors:
eI(Iq, Ii) = ‖d(Iq)− d(Ii)‖2 . (4)
Milford and Wyeth considered image sequences instead
of single images for place recognition. With SeqSLAM [11]
they presented an impressive SLAM system, that computes
and processes contrast enhancing image difference vectors
between subsequent images. Using this technique, SeqSLAM
manages to recognize places that underwent heavy changes
in appearance (e.g. from summer to winter).
In recent years, convolutional neural network approaches
have shown to be very effective in VPR. They are used
to generate powerful descriptors that capture large portions
of the scene at different resolutions. For one, there is the
CNN feature boosted SeqSLAM system of Bai et al. [6],
accompanied by other off-the-shelf systems such as ConvNet
of Su¨nderhauf et al. [4] or NetVLAD by Arandjelovic´ et
al. [5]. The large CNN descriptors increase the description
granularity and therefore they are more robust to viewpoint
changes than global descriptors. CNN descriptors are addi-
tionally resistant to minor appearance changes, making them
suitable for lifelong place recognition applications. One can
obtain up to a dozen CNN descriptors per image, which
enable for high-dimensional image distance metrics for eI.
However, if one wants to determine the relative location
at which images have been acquired, which is often the case
for SLAM approaches, additional effort needs to be spent.
Furthermore, due to their holistic nature, global descriptors
might disregard the geometry of the scene and thus are more
likely to provide false positives. Both of these issues can be
handled by descriptor matching and a subsequent geometric
verification.
B. Descriptor Matching
Given two images Iq and Ii, we are interested in deter-
mining which pixel pq ∈ Iq and which pixel pj ∈ Ii, if any,
capture the same point in the world. Knowing a set of these
point correspondences, allows us to determine the relative
position of the two images up to a scale using projective
geometry [12]. To this extent it is common to detect a set
of salient points {p} (keypoints) in each image. Among
others, the Harris corner detector and the FAST detector are
prominent approaches for detecting keypoints. Keypoints are
usually characterized by a strong local intensity variation.
The local appearance around a keypoint p is captured by
a descriptor d(p) which is usually represented as a vector of
either floating point or boolean values. SURF [10] is a typical
floating point descriptor, while BRIEF [8], BRISK [13] and
ORB [14] are well known boolean descriptors. The desired
properties for local descriptors are the same as for global
descriptors: light and viewpoint invariance. Descriptors are
designed such that regions that appear locally similar in the
image result in similar descriptors, according to a certain
metric ed. For floating point descriptors, ed is usually
chosen as the L2-norm. In the case of binary descriptors,
the Hamming distance is a common choice. The Hamming
distance between two binary vectors is the number of bit
changes needed to turn one vector into the other, and can be
effectively computed by current processors.
Finding the point p?j ∈ Ii that is the most similar to a
query pq ∈ Iq is resolved by seeking the descriptor d(p?j )
with the minimum distance to the query d(pq):
p?j = argmin
pj
ed(d(pq),d(pj)) : pj ∈ Ii. (5)
If a point pq ∈ Iq is not visible in Ii, Eq. (5) will still
return a point p?j ∈ Ii. Unfeasible matches however will
have a high distance, and can be rejected whenever their
distance ed is greater than a certain matching threshold
τ . The most straightforward way to compute Eq. (5) is
the brute-force (BF) search. BF computes the distance ed
between pq and every pj ∈ Ii. And hence always returns
the closest match for each query. This unbeatable accuracy
comes with a computational cost proportional to the number
of descriptors Nd = |{d(pj)}|. Assuming Nd is the average
number of descriptors extracted for each image, finding the
best correspondence for each keypoint in the query image
would require O(N2d) operations. In current applications, Nd
ranges from 100 to 10’000, hence using BF for descriptor
matching quickly becomes computationally prohibitive.
To carry on the correspondence search in a more effective
way it is common to organize the descriptors in search struc-
ture, typically a tree. In the case of floating point descrip-
tors, FLANN (Fast Approximate Nearest Neighbor Search
Library) of Muja and Lowe [15] with k-d tree indexing is
a common choice. When working with binary descriptors,
the (Multi-Probe) Locality-sensitive hashing (LSH) [16] by
Lv et al. and hierarchical clustering trees (HCT) of Muja and
Lowe [17] are popular methods to index the descriptors with
FLANN. While LSH allows for database incrementation
at a decent computational cost, HCT quickly exceeds real-
time constraints. Accordingly, we consider only LSH in our
result evaluations. The increased speed of FLANN compared
to BF comes at a decreased accuracy of the matches. In
our previous work [18] we presented a binary search tree
structure, that resolves Eq. (5) in logarithmic time. However,
a tree had to be built for every desired image candidate pair.
C. Image Retrieval based on Descriptor Matching
Assuming to have an efficient method to perform de-
scriptor matching as defined in Eq. (5), one could design a
simple, yet effective image retrieval system by using a voting
scheme. An image Ii will receive at most one vote
〈
pq,p
?
i,j
〉
for each keypoint pq ∈ Iq that is successfully matched
with a keypoint of another image p?i,j ∈ Ii. The distance
between two images Iq and Ii is then the number of votes∣∣{〈pq,p?i,j〉}∣∣ normalized by the number of descriptors in
the query image Nd:
eI(Iq, Ii) =
∣∣{〈pq,p?i,j〉}∣∣
Nd
. (6)
The above procedure allows to gather reasonably good
matches at a cost proportional to both, the number of
descriptors in the query image Nd and the cost of retrieving
the most likely descriptor as defined in Eq. (5).
An alternative strategy to enhance the efficiency of image
retrieval, when local descriptors are available, is to compute
a single image “descriptor” from multiple feature descriptors.
Bag-of-visual-Words (BoW) approaches follow this strategy
by computing an image descriptor as the histogram of
the distribution of words appearing in the image. A word
represents a group of nearby descriptors, and is learned
by a clustering algorithm such as k-means from a set of
train descriptors. To compute the histogram, each keypoint
is converted in a set of weights computed as the distance of
the descriptors’ keypoint from the centroid of each word in
the dictionary. The histogram is then normalized by the sum
of word weights in the scene. Images that present similar
distribution of words are likely to be similar. Comparing a
pair of images can be done in a time linear in the number of
words in the dictionary. This procedure has been shown to be
both robust and efficient, however it does not provide point
correspondences, that are required for geometric verification.
Notably the open-source library DBoW2 by Galvez-Lopez
and Tardos [19] extends the data structures used in BoW to
add point correspondences to the system. This is done by
storing an Inverted Index from words to descriptors that are
close to a specific word. To retrieve the keypoints p?j that are
similar to a query p?j one can pick the words in the dictionary
that are best represented by d(p?q) and from them retrieve the
descriptors through the inverted index. In the current version
of DBoW2, Galvez-Lopez and Tardos provide also a Direct
Index descriptor index for correspondence access.
DBoW2 is integrated within the recently published ORB-
SLAM2 [9] by Mur-Artal et al. and displays fast and robust
performance for ORB descriptors [14]. Another famous BoW
based approach is FAB-MAP [20] developed by Cummins et
al. FAB-MAP allows to quickly retrieve similar images on
very large datasets. FAB-MAP uses costly SURF descrip-
tors [10] to maintain a certain level of individuality between
the massive number of images described. Typically, BoW is
used to determine a preliminary set of good image candi-
dates, on which BF, FLANN or BST descriptor matching is
performed. This is a common practice for SLAM systems,
that require high numbers of matches for few images.
In this paper, we present a novel approach that:
• Allows to perform image retrieval and descriptor match-
ing with correspondences faster than BoW approaches
perform image retrieval without correspondences.
• Yields levels of search correctness and completeness
comparable to the one achieved by to state-of-the-art
methods such as FLANN-LSH [16] and DBoW2 [19].
• Allows for incremental insertion of subsequent descrip-
tor sets (i.e. images) in a time bounded by the dimension
of the descriptors dim(d).
Furthermore, we provide our approach as a compact C++
header-only library, that does not require a vocabulary or any
other pretrained information. The library is accompanied by
a set of simple use cases and includes an OpenCV wrapper.
III. OUR APPROACH
We arrange binary feature descriptors {dj} extracted from
each image Ii of an image sequence {Ii} in a binary
tree. This tree allows us to efficiently perform descriptor
matching. Additionally, we build a voting scheme on top
of this method that enables fast and robust image retrieval.
A. Tree Construction
In our tree, each leaf Li stores a subset {di,j} of the
input descriptors {dj}. The leafs partition the input set such
that each descriptor dj belongs to a single leaf. Every non-
leaf node Ni has exactly two children and stores an index
ki ∈ [0, ..,dim(d) − 1]. Where dim(d) is the descriptor
dimension, corresponding to the number of bits contained
in each descriptor. We require that in each path from the
root to a leaf a specific index value ki should appear at most
once. This limits the depth of the tree h to the dimension of
the descriptors. Fig. 2 illustrates an example tree constructed
from 8 binary input descriptors {dj} according to these rules.
Fig. 2: HBST tree construction for a scenario with 8 input descriptors of
dimension dim(d) = 4. The tree contains 4 nodes {Ni} (circles) with bit
indices {ki}, 5 leafs {Li} (rectangles) and has maximum depth h = 3.
A descriptor dj is stored in the left or in the right subtree
depending on dj [ki], that is the bit value of dj at index
ki. The structure of the tree is determined by the choice of
the bit indices {ki} in the intermediate nodes and by the
respective number of descriptors stored in the leafs {Li}.
B. Descriptor Search and Matching
The most similar descriptor d?i,j to a query dq is stored in
a leaf L?i . This leaf is reached by traversing the tree, starting
from the root. At each intermediate node Ni the search
branches according to dq[ki]. Eventually, the search will end
up in a leaf L?i . At this point all leaf descriptors {di,j} stored
in L?i are sequentially scanned (BF matching) to seek for
the best match according to Eq. (5). Fig. 3 illustrates two
examples of the proposed search strategy.
Fig. 3: Search scenarios a) and b) for a small tree of depth h = 1. The
only configuration change between the scenarios is the value of k1. In this
example only a single descriptor is contained in each leaf. For dq the best
matching descriptor is d?1,1, which is found in a) but not in b).
Organizing Nj descriptors in a balanced tree of depth h,
results in having an average of Nj
2h
descriptors in a leaf.
Consequently, the time complexity of a search is:
O(h+ Nj
2h
) (7)
since h operations are needed to find the leaf and the
descriptor matching in the leaf can be performed in Nj
2h
steps.
If a query descriptor dq is already contained in the tree, the
search is guaranteed to correctly return the stored descriptor
d?i,j . This, however does not hold for nearest neighbor
searches when one is interested in finding the descriptor in
the tree that is similar to dq . This is a consequence of the
binary search procedure that preforms a greedy search based
on the bit index ki at each node. Once a leaf is reached, only
descriptors in that leaf are considered as potential results.
Thus we can say that in general the nearest neighbor search
in the tree is not ensured to be correct. In practice, however,
one is usually interested in finding a descriptor di,j that is
similar enough to dq . Hence incorrect matches are tolerated
as long as they are not too far off w.r.t. dq , according to the
metric di,j : ed(dq,di,j) < τ .
If we want to retrieve all descriptors that lay within a
certain distance
{
d?i,j : ed(dq,di,j) < τ
}
, the search in the
tree might be not complete. Incompleteness occurs when only
a subset of the feasible matches are returned from a search.
If a search is complete, it is also correct.
C. Completeness Analysis
A bounded nearest neighbor search for a query descriptor
dq and a threshold τ is said to be complete if all possible
matching descriptors {d(τ,q)j } such that ed(dq,d(τ,q)j ) < τ
are returned. Given dq , our search procedure returns all
descriptors {d(τ,q)i,j } in the leaf Li whose distance is below
τ . These matching descriptors are necessarily a subset of
all feasible ones {d(τ,q)i,j } ⊂ {d(τ,q)j }. A straightforward
measure of completeness for a single descriptor search is:
cτ (dq) =
|{d(τ,q)i,j }|
|{d(τ,q)j }|
∈ [0, 1]. (8)
Given a set of input descriptors {dj}, a set of query
descriptors {dq}, a search threshold τ and a search tree
constructed from {dj}, we can evaluate the mean complete-
ness cτ ({dq}) over all searches. This gives us a meaningful
measure of the overall completeness of our search.
Since the structure of the search tree is governed by the
choice of bit indices {ki}, we conducted an experiment to
evaluate how the choice of ki influences the completeness,
under different thresholds τ . Therefore we evaluated the
resulting bitwise mean completeness cτ (ki) obtained by
constructing trees for every possible bit index ki. Without
loss of generality we restricted our evaluation to a number
of n = dim(d) trees {T (n)}. Each tree T (n) consists of
only a root node N (n)1 with bit index k(n)1 = n and two
single leafs that partition the descriptors (similar to the tree
described in Fig. 3).
In Fig. 4 we report the results of our bitwise complete-
ness analysis on sequence 00 of the KITTI benchmark
dataset [21]. A broader analysis, featuring also FREAK
and A-KAZE descriptors as well as many other datasets,
is available on the project website.
Based on the results shown in Fig. 4 two facts are evident:
• The choice of the bit index ki does not substantially
influence the mean completeness cτ (ki) of the nearest
neighbor search. This behavior is similar for different
types of binary descriptors.
• The greater the threshold τ , the lower the mean com-
pleteness cτ (ki) becomes.
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Fig. 4: Bitwise mean completeness cτ (ki) for matching thresholds τ ∈ {10, 25, 50, 75} and 3 binary descriptor types. A number of Nd = 1000 descriptors
has been extracted per image. The ground truth for this experiment consisted of 1542 image pairs, corresponding to over 1.5 million descriptors in the
database. The colorization and legend based on τ is identical for all plots and can be inspected in the rightmost figure. Note that the BRISK-512 descriptor
has dim(d) = 512 and therefore the considered matching threshold τ is much more restrictive with respect to BRIEF-256 and ORB-256
Whereas the above experiment (Fig. 4) only considers
trees of depth h = 1, its results can be used to predict
the evolution of the completeness as the depth of the tree
increases further. Let cτ be the average completeness over
all bit indices {ki} at threshold τ , for a tree having depth 1.
Performing a search on a tree at depth h > 1, would result
in applying the decision rule d[ki] exactly h times, and each
decision would result in a potential loss of completeness
according to Eq. (8). Assuming that cτ is evaluated on a
representative set of query and input descriptors, we expect
that cτ does not change significantly on other tree levels as
well. A tree level is a single view of a node Ni and two
leafs which can be inspected at any depth in the tree by
collapsing the left and right subtree of Ni. Thus we predict
the completeness at depth h as:
cˆτ (h) = cτ
h ∈ [0, 1] . (9)
To confirm our conjuncture, we conducted a second ex-
periment, where we organize the input descriptor set in a
sequence of balanced trees
{T (h)} with increasing depths
h = {0, 1, .., 16}. We then repeated the evaluation conducted
in the previous experiment (Fig. 4), by computing the average
completeness of all queries for all depths. Fig. 5 reports the
results of this evaluation.
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Fig. 5: Measured and predicted mean completeness: cτ (h) and cˆτ (h) for
increasing depth h = {0, 1, .., 16} at varying matching thresholds τ . This
experiment was conducted for 1542 matching images of the KITTI sequence
00 using BRIEF-256 descriptors. The values for cτ (1) correspond to the
mean values of cτ (k) reported in Fig. 4.
From this analysis we further conclude that:
• The completeness cτ (h) decreases exponentially with
increasing depth h of the search tree.
• Eq. (9) captures the relation between depth of the tree
and completeness reasonably well.
Summarizing the results of both experiments, we found
that the bit index ki does not significantly affect the mean
completeness cτ . Increasing the tree depth h on the other
hand drastically reduces cτ .
D. Balanced Tree Construction
In this section we describe how to organize a set of
descriptors in a balanced tree of depth h. Considering Eq. (7)
and Eq. (9), for a given threshold τ , we have a trade-off
between search time and completeness. Higher values of h
will result in increased search speed at the cost of a reduced
completeness. These results however, hold only in the case
of balanced trees, and both search speed and completeness
will decrease when the tree becomes unbalanced.
A straightforward strategy to build a balanced tree from a
set of input descriptors {dj} consists in recursively splitting
the current input descriptors evenly. Since the structure of the
tree is governed by the choice of {ki}, to achieve an even
partitioning of {dj}, we choose the bit index for which the
bit dj [ki] is “on” for half of {dj} for every node Ni. The
chosen bit index k?i will therefore be the one whose mean
value among all descriptors is the closest to 0.5:
k?i = argmin
ki
∣∣∣0.5− 1
Nj
∑
j
dj [ki]
∣∣∣. (10)
Note that when selecting ki we have to neglect all the indices
that have been used in the nodes ancestors. If the minimized
norm in Eq. (10) is below a certain threshold δmax, we say
that the mean value is close enough to 0.5 and pick k?i for
splitting. In case that no such mean value is available, we
do not split the descriptors and the recursion stops.
Constructing a tree of depth h for Nj descriptors according
to Eq. (10) has a complexity of O(Nj · h). In typical
applications such as SLAM, Nj grows significantly for every
new image, as new descriptors are added to the set. Therefore
constructing the tree from scratch for all descriptors of
all images for every new image quickly leads to runtimes
not adequate for real-time applications. To overcome this
computational limitation we propose an alternative strategy
to insert new images (i.e. descriptors) into an existing tree.
E. Incremental Tree Construction
In this section we describe an alternative strategy that
allows to augment an initial tree with additional descriptors
while limiting its depth. The idea is to accumulate descriptors
in a leaf until a number Nmax (maximum leaf size) is
reached. Whereas hierarchical clustering trees [17] use the
maximum leaf size as termination criterion for the clustering
process, we on the other hand evaluate it to determine if a
clustering (i.e. splitting) is necessary. When the maximum
leaf size is exceeded, we say that the leaf Li becomes “too
large”, and we turn the leaf in an intermediate node Ni.
The bit index ki for Ni is selected according to the criterion
in Eq. (10), and the descriptors previously contained in Li
are organized in two new leafs spawning from Ni. Fig. 6
illustrates the proposed procedure.
Fig. 6: Descriptor insertion procedure for a single input descriptor dj . Only
the affected part of the tree is shown. Step 1) The leaf Li containing the most
similar descriptor(s) to dj is found. Step 2) dj is integrated into the leaf
descriptor set {d4,j}. Step 3) If the leaf becomes “too big”: N4,j > Nmax,
it breaks into two child leafs and becomes an intermediate node. In this
example we set the maximum leaf size to Nmax = 3.
Notably the tree traversal needed to find Li is the same
as for the search. This enables us to perform both search
and insertion at the same time. Albeit this straightforward
insertion technique does not guarantee a balanced tree, it
succeeds in limiting the depth of the tree as shown in Fig. 7.
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Fig. 7: Mean and standard deviation of the tree depth h for increasing
numbers of sequentially inserted images. Nd = 1000 BRIEF-256 de-
scriptors were extracted for each of the 33’197 images in the dataset
(resulting over 30 million inserted descriptors). For this experiment we set
τ = 25, δmax = 0.1 and Nmax = 100.
Note that using re-balancing structures such as Red-Black
trees to organize the descriptors is not straightforward in our
case. Since the constraint that a bit index would appear at
most once in a path from root to leaf would be violated
by moving nodes. In our approach, no tree re-balancing is
performed as we are able to enforce a desired balance to a
satisfiable degree using the parameter δmax (Sec. III-D).
To enable image retrieval, we augment each stored de-
scriptor with the index of the image from which it was
extracted. This allows us to implement a voting scheme for
image retrieval at no additional cost.
IV. EXPERIMENTS
In this section we report the results of a comparative eval-
uation of our approach with several state-of-the-art methods
(Sec. IV-A). We measure the image retrieval accuracy and
the runtime of each method on multiple publicly available
datasets (Sec. IV-B). To quantify the accuracy of image
retrieval, we extract a VPR ground truth on which images
should match for the analyzed datasets, using a brute-force
offline procedure (Sec. IV-C). For space reasons and due
to the high number of considered datasets, we report the
achieved accuracy using the maximum F1 score, which is a
single number summarizing the well known Precision-Recall
curves (Sec. IV-D).
For each dataset and each approach we process the im-
ages sequentially. Every time a new image is acquired, the
approaches are queried for image retrieval. Based on the
reported image matches and on the provided ground truth we
then can estimate precision, recall and F1 score. The database
is subsequently augmented by inserting the new image, so
that it can be returned as a match in future queries. We gather
runtime information by measuring the average time t spent
for both of these operations for each image.
A. Compared Approaches
Our comparison has been conducted on the following
state-of-the-art image retrieval approaches:
• BF: The classical brute-force approach. We utilize the
current OpenCV3 implementation. BF is expected to
achieve the highest precision and recall, while requiring
the highest processing time t per image.
• FLANN-LSH: We utilize the current OpenCV3 imple-
mentation of FLANN with LSH indexing. The LSH
index is built using the parameters: table number = 10,
key size = 20 and multi probe level = 0.
• DBoW2-DI: We used the DBoW2 approach with Direct
Indexing. Image matches are pruned by decreasing num-
ber of matches obtained through descriptor matching
using the provided DBoW2 indices. DBoW2 was run
with parameters: use di = true and di levels = 2.
• DBoW2-SO: DBoW2 without direct indexing. Accord-
ingly the parameters are: use di = false. This config-
uration does not report matching descriptors but only
matching images (based on image Score Only).
• HBST-10: HBST is the approach proposed in this paper,
with parameters: δmax = 0.1, Nmax = 10.
• HBST-50: Same as above but with an extended maxi-
mum leaf size of Nmax = 50. HBST-50 is designed to
provide a higher accuracy than HBST-10 at the price of
a higher processing time t.
For all approaches we considered a maximum descriptor
matching distance of τ = 25 and we extracted for each image
Nd = 1000 BRIEF-256 descriptors. All results were ob-
tained on the same machine, running Ubuntu 16.04.3 with an
Intel i7-7700K CPU@4.2GHz and 32GB of RAM@4.1GHz.
A more extensive evaluation featuring various binary de-
scriptor types (e.g. ORB, BRISK, FREAK and A-KAZE)
is available on the project website.
B. Datasets
We performed our result evaluation on 4 publicly available
large-scale visual SLAM datasets: KITTI [21], Ma´laga [22],
St. Lucia [23] and Oxford [24]. Each dataset contains multi-
ple sequences with thousands of images. In Fig. 8 we show
an aerial view of the robot trajectories in these sequences.
For space reasons, we report in this paper only the results of
KITTI and St. Lucia, being in line with the other datasets.
The results of Ma´laga and Oxford can be inspected on the
project website.
(a) KITTI: 14.6 km, 15’756 images. (b) St. Lucia: 9.5 km, 33’197 images.
Fig. 8: Selected datasets sequences with acquisition trajectories in blue.
Respective matching image segments (defined by the VPR ground truth of
Sec. IV-C) are highlighted in green.
C. Ground Truth Computation
Obtaining the ground truth for image retrieval is a crucial
aspect of our evaluation. To this extent we employ a brute-
force approach aided by the ground truth camera pose
information available in the datasets. We report a match (true
positive) between a query Iq and an image Ii in the database,
whenever all of the following criteria are met:
1) The fields of view at which the images were acquired
must overlap, and the camera positions have to be
close. This occurs when two images are acquired at
positions closer than 10 meters, and the optical axes of
the cameras have an angular distance below 20 degrees.
2) Since all approaches are designed to approximate the
BF accuracy, we require that matching images are
supported by a minimum number of matching descrip-
tors. This test is passed when more than 10% of the
descriptors are within the matching threshold τ = 25.
3) To confirm the usability of returned descriptor matches
for image registration, we perform a geometric valida-
tion for the keypoint correspondences 〈pq,pj〉. A cor-
respondence 〈pq,pj〉 is valid, if the essential constraint
p>q Epj = 0 is approached [12].
The tool we used to generate such a ground truth for image
matches is available online2. The subset of matches that
passes our criteria forms the set of ground truth matches.
2Benchmark project: www.gitlab.com/srrg-software/srrg_bench
D. Precision, Recall and the F1 score
To determine the reliability of a place recognition ap-
proach one generally measures the resulting Precision and
Recall statistics. The first statistic being:
Precision =
# correctly reported associations
# total reported associations
∈ [0, 1] .
Here # correctly reported associations is the subset of
matches reported that are also in the ground truth set, while
the # total reported associations are all matches returned.
To evaluate the completeness we also consider:
Recall =
# correctly reported associations
# total possible associations
∈ [0, 1] .
Here # total possible associations are all associations in
the ground truth set. The F1 score is a compact measure that
combines Precision and Recall in a single value:
F1 = 2 · Precision ·Recall
Precision+Recall
∈ [0, 1]
The maximum F1 score obtained by a method represents the
best tradeoff between Precision and Recall. The higher the
F1 score, the more accurate and complete is an approach.
E. Results
In Fig. 9 we report the results of all approaches on KITTI.
We observed the following for each compared approach:
• BF: Not surprisingly, BF is clearly the most accurate,
at the cost of a higher computation that grows linearly
with the number of inserted images. BF prohibits real-
time execution after 10 to 20 images.
• FLANN-LSH: It generally achieves decent F1 scores
between DBoW2-SO and HBST-10. Its high compu-
tational requirements are not adequate for a real-time
application in our scenario.
• DBOW2-DI: The BoW approach achieves the best F1
score after BF, at a computational cost that grows mildly
with the number of images inserted. Yet it is two orders
of magnitude slower than HBST.
• DBOW2-SO: The pure histogram comparison (Score
Only) used with this settings leads to the poorest F1
score. However it is the fastest approach after HBST.
• HBST-10: Our approach achieves accuracy between
FLANN-LSH and DBOW2-DI, while it is by far the
fastest approach compared.
• HBST-50: As expected, HBST-50 achieves a higher
accuracy than HBST-10 while being slightly slower.
In Fig. 10 we present a more detailed analysis per-
formed on a single sequence with 33’197 images. Here
we show the Runtime and Precision-Recall curves of all
approaches. FLANN-LSH and DBoW2-SO fail due to the
large, incrementally built database. Both report many false
positives, drastically reducing accuracy. DBoW2-DI achieves
acceptable accuracy, using descriptor matching to prune
reported image matches. Our method (HBST-10, HBST-50)
outperforms all other approaches considered in this scenario.
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Fig. 9: KITTI Visual Odometry/SLAM Evaluation 2012: Large-scale urban and rural environments in Germany. We acquired a number of Nd = 1000
BRIEF-256 descriptors per image in every sequence. All approaches were evaluated on a single core. Note that the runtime axis is logarithmic.
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Fig. 10: UQ St. Lucia Stereo Vehicular Dataset: Wide-ranging urban envi-
ronment in Australia. With a total number of 33’197 images. Nd = 1000
BRIEF-256 descriptors were computed for each image.
V. CONCLUSIONS
In this paper we present a binary feature based search
tree approach for Visual Place Recognition. We conducted an
analysis of the behavior of binary descriptors. Based on this
analysis we provide an approach that can address descriptor
matching and image retrieval. While retaining an adequate
accuracy, our approach significantly outperforms state-of-
the-art methods in terms of computational speed. All of our
results were obtained on publicly available datasets and can
be reproduced using the released open-source library.
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