Introduction
Spatial database systems manage large collections of geographic entities, which apart from spatial attributes contain non-spatial information (e.g., name, size, type, price, etc.). In this paper, we study an interesting type of preference queries, which select the best spatial location with respect to the quality of facilities in its spatial neighborhood.
Given a set D of interesting objects (e.g., candidate locations), a top-k spatial preference query retrieves the k objects in D with the highest scores. The score of an object is defined by the quality of features (e.g., facilities or services) in its spatial neighborhood. As a motivating example, consider a real estate agency office that holds a database with available flats for lease. A customer may want to rank the contents of this database with respect to the quality of their locations, quantized by aggregating non-spatial characteristics of other features 1 (e.g., restaurants, cafes, hospital, market, etc.) in the spatial neighborhood of the flat (defined by a spatial range around it). Quality may be subjective and query-parametric. For example, a user may define quality with respect to non-spatial attributes of restaurants around * Work supported by grant 7160/05E from Hong Kong RGC. 1 Here "feature" denotes a class of objects in a spatial map such as specific facilities or services. it (e.g., whether they serve seafood, price range, etc.). The white points of Figure 1a are an exemplary object dataset D (e.g., hotels). In the figure, there are also two feature datasets; the gray points of F 1 (restaurants) and the black points of F 2 (cafes). Feature points are labeled by non-spatial (quality) values (e.g., available from rating providers, like http://www.zagat.com/). A tourist may be interested in the hotel p that maximizes a score τ (p), defined as the sum of maximum restaurant quality and maximum cafe quality in the neighborhood of p (e.g, dotted circle at p with radius of 0.2 km). For instance, the maximum quality of gray and black points within the circle of p 1 are 0.7 and 0.5 respectively, so the score of p 1 is τ (p 1 ) = 0.7 + 0.5 = 1.2. Since there are no black points within the range of p 2 , we have τ (p 2 ) = 0.9 + 0 = 0.9. Similarly, we obtain τ (p 3 ) = 0.4 + 0 = 0.4. Hence, the hotel p 1 is returned as the top result to the user. As an alternative example, Figure 1b illustrates the case where the score τ (p) of a hotel is taken as the sum of qualities of its nearest restaurant and cafe (indicated by connecting line segments). Hence, we have τ (p 1 ) = 0.2 + 0.5 = 0.7, τ (p 2 ) = 0.9 + 0.6 = 1.5, and τ (p 3 ) = 0.4 + 0.8 = 1.2. The best hotel in this case is p 2 .
Traditionally, there are two basic ways for ranking objects: (i) spatial ranking, which orders the objects according to their distance from a reference point, and (ii) non-spatial ranking, which orders the objects by an aggregate function on their non-spatial values. Our top-k spatial preference query integrates these two types of ranking in an intuitive way. As indicated by our examples, this new query has a wide range of applications in service recommendation and decision support systems.
Despite the usefulness of the top-k spatial preference query, to our knowledge, it has not been studied in the past. A brute-force approach (to be elaborated in Section 3.1) for evaluating it is to compute the scores of all objects in D and select the top-k ones. This method, however, is expected to be very expensive for large input datasets. In this paper, we propose alternative techniques that aim at minimizing the I/O accesses to the object and feature datasets, while being also computationally efficient. Our techniques apply on spatial-partitioning access methods and compute upper score bounds for the objects indexed by them, which are used to effectively prune the search space.
The rest of this paper is structured as follows. In Section 2 we provide background on basic and advanced queries on spatial databases, as well as top-k query evaluation in relational databases. Section 3 models the queries that we study in this paper and presents the suggested solutions. In Section 4, our query algorithms are experimentally evaluated with real and synthetic data. Section 5 discusses some extensions of the problem. Finally, Section 6 concludes the paper with future research directions.
Background and Related Work
Object ranking is a popular retrieval task in various applications. In relational databases, we often want to rank tuples using an aggregate score function on their attribute values [5] . For example, consider a database of a real estate agency, containing information about flats available for rent. A potential customer may want to view the top-10 flats with the largest sizes and lowest prices. The score of each flat in this case is expressed by the sum of two individual scores: size and price, after they have been scaled to the same range (e.g., between 0 and 1, where 1 indicates the highest preference; highest possible size and lowest possible price).
Another popular object ranking application is document ranking based on the relevance of the keywords (terms) they contain to a user query (also expressed by a set of terms). This problem has been the primary research in information retrieval (IR) for over two decades [1] . The ranking function in this problem is again an aggregation of the relevance of the query terms with the document, often enriched with some global ranking scores of the documents according to their popularity [4] .
In spatial databases, ranking is often associated to nearest neighbor (NN) retrieval. Given a query location, we are often interested in retrieving the set of nearest objects to it that qualify a condition (e.g., restaurants). Assuming that the set of interesting objects is indexed by a hierarchical spatial access method (e.g., the R-tree [9] ), we can use distance bounds while traversing the index to derive the answer in a branch-and-bound fashion [10] . Tao et al. [17] noted that top-k queries can be modeled as (weighted) nearest neighbor queries, in the multi-dimensional space defined by the involved attribute domains, where the query point is formed by taking the maximum value of each dimension. Motivated by this observation, they adapted the algorithm of [10] for this problem.
Nevertheless, it is not always possible to use multidimensional indexes for top-k retrieval. First, such indexes usually break-down in high dimensional spaces [18, 3] . Second, top-k queries may involve an arbitrary set of attributes (e.g., size and price) from a set of possible ones (e.g., size, price, distance to the beach, number of bedrooms, floor, etc.) and indexes may not be available for all possible attribute combinations (i.e., they are too expensive to create and maintain). Third, information for different rankings to be combined (i.e., for different attributes) could appear in different databases (in a distributed database scenario) and unified indexes may not exist for them. A stream of research [8, 5, 11, 12] for top-k queries has focused on the efficient merging of object rankings that may arrive from different (distributed) sources. The motivation of these methods is to minimize the number of accesses to the input rankings until the objects with the top-k aggregate scores have been identified. To achieve this, upper and lower bounds for the objects seen so far are maintained while traversing the sorted lists.
In the next paragraphs, we first review the R-tree, which is the most popular spatial access method and the NN search algorithm of [10] and survey recent research of featurebased spatial queries.
Spatial Query Evaluation on R-trees
The most popular spatial access method is the R-tree [9] , which indexes minimum bounding rectangles (MBRs) of objects. Figure 2 shows a collection R = {p 1 , . . . , p 8 } of spatial objects (e.g., points) and an R-tree structure that indexes them.
R-trees can efficiently process main spatial query types, including spatial range queries, nearest neighbor queries, and spatial joins. Given a spatial region W , a spatial range query retrieves from R the objects that intersect W . For instance, consider a range query that asks for all objects within distance 3 from q, corresponding to the shaded area in Figure 2 . Starting from the root of the tree, the query is processed by recursively following entries, having MBRs that intersect the query region. For instance, e 1 does not intersect the query region, thus the subtree pointed by e 1 cannot contain any query result. In contrast, e 2 is followed by the search algorithm and the points in the corresponding node are examined recursively to find the query result p 7 .
Figure 2. Spatial queries on R-trees
A nearest neighbor (NN) query takes as input a query object q and returns the closest object in R to q. For instance, the nearest neighbor of q in Figure 2 is p 7 . A popular generalization is the k-NN query, which returns the k closest objects to q, given a positive integer k. NN (and k-NN) queries can be efficiently processed using the best-first (BF) algorithm of [10] , provided that R is indexed by an R-tree. A priority queue P Q which organizes R-tree entries based on the (minimum) distance of their MBRs to q is initialized with the root entries. In order to find the NN of q in Figure 2 , BF first inserts to P Q entries e 1 , e 2 , e 3 , and their distances to q. Then the nearest entry e 2 is retrieved from P Q and objects p 1 , p 7 , p 8 are inserted to P Q. The next nearest entry in P Q is p 7 , which is the nearest neighbor of q. In terms of I/O, the BF algorithm is shown to be no worse than any NN algorithm that applies on the same R-tree [10] . A less efficient approach is the depth first (DF) algorithm [16] , which traverses the tree in the depth-first fashion. As shown in [10] , DF can be more I/O consuming than BF; however, DF requires only bounded memory and at most a single tree path resides in memory during search.
The aggregate R-tree (aR-tree) [15] is a variant of the R-tree, where each non-leaf entry augments an aggregate measure for some attribute value (measure) of all points in its subtree. As an example, the tree shown in Figure  2 can be upgraded to a MAX aR-tree over the point set, if entries e 1 , e 2 , e 3 contain the maximum measure values of sets {p 2 , p 3 }, {p 1 , p 8 , p 7 }, {p 4 , p 5 , p 6 }, respectively. Assume that the measure values of p 4 , p 5 , p 6 are 0.2, 0.1, 0.4, respectively. In this case, the aggregate measure augmented in e 3 would be max{0.2, 0.1, 0.4} = 0.4. In Section 3, we will illustrate how MAX aR-trees, indexing the feature datasets (e.g., restaurants), can be used to accelerate the processing of top-k spatial preference queries.
Feature-based Spatial Queries
Recently, [19] solved the problem of finding top-k sites (e.g., restaurants) based on their influence on feature points (e.g., residential buildings). As an example, Figure 3 shows a set of sites (white points), a set of features (black points with weights), such that each dotted line links a feature point to its nearest site. The influence of a site p i is defined by the sum of weights of feature points having p i as their closest site. For instance, the score of p 1 is 0.9+0.5=1.4. Similarly, the scores of p 2 and p 3 are 1.5 and 1.2 respectively. Hence, p 2 is returned as the top-1 influential site. 
Figure 3. Top-k influential sites
Related to top-k influential sites query are the optimal location queries studied in [7, 20] . The goal is to find the location in space (not chosen from a specific set of sites) that minimizes an objective function. In Figures 4a and 4b, feature points and existing sites are shown as black and gray points respectively. Assume that all feature points have the same quality. The maximum influence optimal location query [7] finds the location (to insert to the existing set of sites) with the maximum influence (as defined in [19] ), whereas the minimum distance optimal location query [20] searches for the location that minimizes the average distance from each feature point to its nearest site. The optimal locations for both queries are marked as white points in Figures 4a,b respectively.
Figure 4. Optimal location queries
The techniques proposed in [19, 7, 20] are specific to the particular query types described above and cannot be extended for the class of top-k spatial preference queries, which we study in this paper. Also, they deal with a single feature dataset whereas our queries consider multiple feature datasets. Another piece of related work to ours is a web-search engine for evaluating textual geographic queries by considering also the spatial context of the searched documents [6] .
Algorithms for Spatial Preference Queries
A top-k spatial preference query retrieves the k points in an object dataset D (i.e., set of interesting points) with the highest score. Given an object point p ∈ D and m feature datasets F 1 , · · · , F m , the score of p is defined as
where agg is a monotone aggregate operator and τ (p), taken as the maximum quality ω(s) of points s ∈ F c that are within a given parameter distance c from p, or 0 if no such point exists.
• the nearest neighbor (NN) score τ nn c (p), taken as the quality ω(s) of s; the NN of p in F c .
The quality ω(s) of a feature object (e.g., restaurant) may correspond to a known value from a ratings provider. Although in this paper we study τ 
Note that, for any monotone aggregate operator agg, it is guaranteed that the bound τ θ + (p) is greater than or equal to the actual score τ θ (p). In the remainder of the paper, we assume that the object dataset D is indexed by an R-tree and each feature dataset F c is indexed by an MAX aR-tree, where each non-leaf entry augments the maximum quality (of features) in its subtree. Nevertheless, our solutions are generic and can be adapted for the cases where the datasets are indexed by other hierarchical spatial indexes (e.g., point quad-trees). The rationale of indexing different feature datasets by separate aR-trees is that: (i) a user queries for only few features (e.g., restaurants and cafes) out of all possible features (e.g., restaurants, cafes, hospital, market, etc.), and (ii) different users may consider different subsets of features.
Based on the above indexing scheme, we develop various algorithms for processing top-k spatial preference queries. 2 The value c is an implicit parameter for the range score τ rng c (p).
For the ease of discussion, we assume the aggregate operator agg to be SUM, although our techniques can directly be applied for arbitrary monotone aggregate functions. Whenever the context is clear, the condition θ is dropped.
Probing Algorithms
We first introduce a brute-force solution that computes the score of every point p ∈ D in order to obtain the query results. Then, we propose a group evaluation technique that computes the scores of multiple points concurrently.
Algorithm 1 Simple Probing Algorithm (SP)
algorithm SP(Node N ) 1: for all entries e ∈ N do if N is non-leaf then 3: read the child node N pointed by e; 4: SP(N ); 5:
for c:=1 to m do 7: if τ + (e) > γ then upper bound score 8: compute τ c (e) by using the tree F c ; 9: if τ (e) > γ then 10: update W k (and γ) by e;
Algorithm 1 is a pseudo-code of the simple probing algorithm (SP), which retrieves the query results by computing the score of every object point. The algorithm uses two global variables: W k is a min-heap for managing the top-k results and γ represents the top-k score so far (i.e., lowest score in W k ). Initially, the algorithm is invoked at the root node of the object tree (i.e., N = D.root). The procedure is recursively applied (at Line 4) on tree nodes until a leaf node is accessed. When a leaf node is reached, the component score τ c (e) (at Line 8) is computed by executing a range search (NN search) on the feature tree F c for range score (NN score) queries. Lines 6-8 describe an incremental computation technique, for reducing unnecessary component score computations. In particular, the point e is ignored as soon as its upper bound score τ + (e) (see Equation 2) cannot be greater than the best-k score γ. On the other hand, W k and γ are updated when the actual score τ (e) is greater than γ.
Group Probing Algorithm Due to separate score computations for different objects, SP is inefficient for large object datasets. In view of this, we propose the group probing algorithm (GP), a variant of SP, that reduces I/O cost by computing scores of objects in the same leaf node of the R-tree concurrently. In GP, when a leaf node is visited, its points are first stored in a set V and then their component scores are computed concurrently at a single traversal of the F c tree.
Algorithm 2 shows the procedure for computing the c-th component score for a group of points. Consider a subset V of D for which we want to compute their τ rng c (p) score at feature tree F c . Initially, the procedure is called with N being the root node of F c . If e is a non-leaf entry and its mindist 3 from some point p ∈ V is within the range c , then the procedure is applied recursively on the child node of e, since the sub-tree of F c rooted at e may contribute to the component score of p. In case e is a leaf entry (i.e., a feature point), the scores of points in V are updated if they are within distance c from e. An additional optimization (for range score computation only) is to replace the condition at Line 3 by a stronger one:
if N is non-leaf then 3: if ∃p ∈ V, mindist(p, e) ≤ c then 4: read the child node N pointed by e; 5: Group Range(N ,V ,c, c ); 
We now discuss how Algorithm 2 can be modified for computing NN scores. Instead of using a single range c , we associate each point p ∈ V with p. c ; its nearest distance to feature points in F c found so far (p. c is initialized to ∞). In addition, at Lines 7-8, we check whether e replaces the NN of a p ∈ V and if so, we set τ c (p) := ω(e) and p. c := dist(p, e). Before Line 1, we sort the entries e ∈ N in ascending order of mindist(V , e), where V is the centroid of all points in V . In this way, entries closer to points in V are visited earlier and fewer tree nodes in F c are accessed. Note that the above algorithm traverses the tree in a depth-first manner [16] . Its I/O cost can be reduced by traversing the tree in a best-first manner [10] . For this, a global priority queue P Q is used for organizing visited tree entries in ascending order of their distance from V .
Branch and Bound Algorithm
GP is still expensive as it examines all objects in D and computes their component scores. We now propose an algorithm that can significantly reduce the number of objects to be examined. The key idea is to compute, for non-leaf entries e in the object tree D, an upper bound T (e) (but not τ (e)) of the score for any point in the subtree of e. If T (e) ≤ γ, then we need not access the subtree of e (and also save numerous score computations).
Algorithm 3 is a pseudo-code of our branch and bound algorithm (BB), based on this idea. BB is called with N being the root node of D. If N is a non-leaf node, Lines 3-5 compute the scores T (e) for non-leaf entries e concurrently. Recall that T (e) is an upper bound score for any point in e. The techniques for computing T (e) will be discussed shortly. Like Equation 2, with the component scores T c (e) known so far, we can derive T + (e), an upper bound of T (e). If T + (e) ≤ γ, then the subtree of e cannot contain better results than those in W k and it is removed from V . In order to obtain points with high scores early, we sort the entries in descending order of T (e) before invoking the above procedure recursively on the child nodes pointed by the entries in V . If N is a leaf node, we compute the scores for all points of N concurrently and then update the set W k of the top-k results. Since both W k and γ are global variables, the value of γ is updated during recursive call of BB.
Algorithm 3 Branch and Bound Algorithm (BB)
W k :=new min-heap of size k (initially empty); γ:=0; k-th score in W k algorithm BB(Node N ) 1: V :={e|e ∈ N }; 2: if N is non-leaf then 3: for c:=1 to m do 4: compute T c (e) for all e ∈ V concurrently; 5: remove entries e in V such that T + (e) ≤ γ; 6: sort entries e ∈ V in descending order of T (e); 7: for all entry e ∈ V such that T (e) > γ do 8: read the child node N pointed by e; 9: BB(N ); 10: else 11: for c:=1 to m do 12: compute τ c (e) for all e ∈ V concurrently; 13: remove entries e in V such that τ + (e) ≤ γ; 14: update W k (and γ) by entries in V ; It remains to clarify how the (upper bound) scores of non-leaf entries (within the same node N ) can be computed concurrently (at Line 4). Our goal is to compute these upper bound scores with low I/O cost and the bounds not to be too loose, in order for pruning to be effective. For this, we utilize only level-1 entries (i.e., lowest level non-leaf entries) in F c for deriving upper bound scores because: (i) there are much fewer level-1 entries than leaf entries, and (ii) high level entries in F c cannot provide tight bounds. Algorithm 2 can be used for this purpose (where input V corresponds to a set of non-leaf entries), after changing Line 2 to check whether child nodes of N are above the leaf level.
The following example illustrates how upper bound range scores are derived. In Figure 5a , v 1 and v 2 are non-leaf entries in the object tree D and the others are level-1 entries in the feature tree F c . For the entry v 1 , we first define its Minkowski region [2] 7 . In fact, the two steps above are combined to a single traversal of the tree on F c . Again, group computation is performed for non-leaf entries (e.g., v 1 and v 2 ) located in the same node of the object tree D, as follows: (i) for each level-1 entry encountered (in the tree on F c ), update each v i . c and insert the entry into a list Φ, (ii) prune an entry if it does not fall in the Minkowski region for all v i , and (iii) after the tree traversal, derive the upper bound for each v i from the (relevant) entries in Φ. 
Feature Join Algorithm
An alternative method for evaluating a top-k spatial preference query is to perform a multi-way spatial join [13] on the feature trees F 1 , F 2 , · · · , F m to obtain combinations of feature points which can be in the neighborhood of some object from D. Spatial regions which correspond to combinations of high scores are then examined, in order to find data objects in D having the corresponding feature combination in their neighborhood. In this section, we first introduce the concept of a combination, then discuss the conditions for a combination to be pruned, and finally elaborate the algorithm used to progressively identify the combinations that correspond to query results. 
For a non-leaf entry f c , ω(f c ) is the MAX of all feature qualities in its subtree (stored with f c , since F c is an aR-tree).
A combination disqualifies a range score query if:
When such a condition holds, it is impossible to have a point in D whose mindist from f i and f j are within i and j respectively. The above validity check acts as a multiway join condition that significantly reduces the number of combinations to be examined. Figure 6a shows graphically the condition for a pair of entries (e.g., non-leaf combination A 1 , B 2 , leaf combination a 3 , b 4 ) to be a candidate combination for a range preference query. Figure 6b illustrates the corresponding condition for the case of NN preference queries. The dotted polygon around the point a 3 (of F 1 ) corresponds to its Voronoi cell [14] in F 1 ; it is guaranteed that any point p ∈ D located in the Voronoi cell of a 3 must have a 3 as its nearest feature point in F 1 . The same holds for other points (e.g., the feature point b 4 of F 2 ).
We can use feature trees F c that index the Voronoi cells (together with the feature points), to accelerate processing of NN score queries. In specific, a combination
c∈ [1,m] 
Algorithm 4 is a pseudo-code of our feature join (FJ) algorithm (used for range and NN preference queries). The algorithm employs a max-heap H for managing combinations of feature entries in descending order of their combination scores. The score of a combination 
if ∀ c ∈ [1, m] , f c points to a leaf node then 6: for c:=1 to m do 7: read the child node L c pointed by f c ; 8:
else 10:
read the child node N c pointed by f c ; 12: for all entry e c ∈ N c do 13: insert f 1 , f 2 , · · · , e c , · · · , f m into H if its score is greater than γ and it qualifies the query;
if N is non-leaf then 3: compute T (e) by entries in
if T (e) > γ then 5: read the child node N pointed by e; In case not all entries of the deheaped combination point to leaf nodes (Line 9 of FJ), we select the one at the highest level, access its child node N c and then form new combinations with the entries in N c . A new combination is inserted into H for further processing if its score is higher than γ and it qualifies the query. The loop (at Line 3) continues until H becomes empty.
Experimental Evaluation
In this section, we compare the efficiency of the proposed algorithms using real and synthetic datasets. Each dataset is indexed by an aR-tree with 4K bytes page size. We used an LRU memory buffer whose default size is set to 0.5% of the sum of tree sizes (for the object and feature trees used). Our algorithms were implemented in C++ and experiments were run on a Pentium IV 2.3GHz PC with 512 MB of RAM. In all experiments, we measure only the I/O cost (i.e., number of page faults) of the algorithms as their CPU costs follow similar trends. Section 4.1 describes the experimental settings, while Section 4.2 presents our experimental findings.
Experimental Settings
We used both real and synthetic data for the experiments. For each synthetic dataset, the coordinates of points are random values uniformly and independently generated for different dimensions. By default, an object dataset contains 200K points and a feature dataset contains 100K points. The real datasets are described in For a feature dataset F c , we generated qualities for its points such that they simulate a real world scenario: facilities close to (far from) a town center often have high (low) quality. For this, a single anchor point s is selected such that its neighborhood region contains high number of points. Let dist min (dist max ) be the minimum (maximum) distance of a point in F c from the anchor s . Then, the quality of a feature point s is generated as:
where dist(s, s ) stands for the distance between s and s , and λ controls the skewness of quality distribution. In this way, the qualities of points in F c lie in [0, 1] and the points closer to the anchor have higher qualities. Also, the quality distribution is highly skewed for large values of λ. We study the performance of our algorithms with respect to various parameters, which are displayed in Table 4 . NN score queries on China datasets
In the first experiment, we show the effect of data distribution on the cost of the algorithms, by choosing different combinations of the object dataset and feature datasets. Table 3 shows the cost of the algorithms for range score queries. Observe that SP, GP and BB follow the same trend, while FJ shows a different trend, because the I/O cost of methods SP, GP and BB heavily depends on the size of D, while that of method FJ mainly depends on the sizes of the feature sets and the distribution of the qualities. For the cases of only two feature trees, FJ outperforms all the other methods, while for the cases where more than two feature trees are considered, FJ is more expensive than BB and GP. Table 4 shows the case for NN score queries, where the costs of the algorithms follow a similar trend as for range score queries.
In subsequent experiments, we compare the cost of the algorithms on synthetic datasets with respect to different parameters. Figure 7 plots the cost of the algorithms as a function of the buffer size. As the buffer size increases, the cost of all algorithms drops and their performance gap shrinks. At low buffer sizes, GP is cheaper than SP because GP computes the scores of points within the same leaf node concurrently; however, it is more expensive than BB, since BB reduces score computation of points in leaf nodes by pruning non-leaf entries with upper bound scores smaller than γ. FJ outperforms its competitors as it discovers qualified combination of feature entries early. memory buffer size also increases (since it is fixed to 0.5% of the sum of tree sizes), so the algorithms have smaller I/O increase or even cost reduction. Figure 10 shows the cost of the algorithms as a function of the quality skewness λ. As we see, the costs of SP, GP and BB do not decrease a lot compared to that of FJ; for higher values of λ, FJ manages to locate the combinations that contribute to the top-k results early and easily prune high-level combinations that cover other regions of very low scores.
trees, if they are closer than c , but cannot improve γ, due to the distance of their MBRs to the examined objects.
Another extension of our queries include preferences also on the data objects. For instance, assume that we are looking for flats that are cheap, big, and close to vegetarian restaurants. There are several ways to process such queries. First, our algorithms can be used for this purpose if the object tree is also an aR-tree, where the non-spatial attributes (e.g., price, size) are aggregated accordingly. BB can be optimized to prioritize the examination of data in D, based on preferences on the object attributes and prune subtrees that cannot lead to better results than the ones currently found. Another method is to search primarily on the nonspatial preferences, with the use of a top-k algorithm [12] and probe the feature sets for the spatial preference component, as long as the current top-k results can be improved. In the future, we plan to study in detail the optimization of such queries.
Conclusion
In this paper, we studied top-k spatial preference queries, which provides a novel type of ranking for spatial objects based on qualities of features in their neighborhood. We presented several algorithms for processing top-k spatial preference queries. First, we introduced a baseline algorithm SP that computes the scores of every object by performing spatial queries on feature datasets. SP is optimized by an incremental computation technique that reduces the number of component score computations for the objects. Next, we presented the GP, a variant of SP that reduces I/O cost by computing scores of objects in the same leaf node concurrently. Based on GP, we developed algorithm BB, which prunes non-leaf entries in the object tree that cannot lead to better results. For this, we developed techniques for deriving upper bound scores for non-leaf entries in the object tree by accessing feature trees. Finally, we propose algorithm FJ, which performs a multi-way join on feature trees to obtain combinations of feature points that commonly affect a spatial region and then search for the objects (in the object tree) affected by these combinations.
Our experimental results show that BB outperforms SP and GP, since SP and GP examine every object in the object tree, whereas BB applies pruning techniques to reduce the number of objects to be examined (and thus their score computations). FJ is more efficient than BB for two or less feature sets, because FJ effectively discovers combinations of features that may lead to results with high scores. BB and FJ mainly access object data and feature data, respectively. Thus, BB is the best method when the object dataset is small whereas FJ is the best algorithm when there are few and small feature datasets.
Apart from the problem variants discussed in Section 5, in the future, we plan to design a cost model for BB and FJ so that the query optimizer is able to decide the best query algorithm (either BB or FJ) for a particular problem input. Another interesting research direction is to investigate efficient processing of top-k spatial preference queries on nonindexed data.
