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Abstract
For longer than a century, analysis of a quasi-periodic variability of the Sun
on various time scales has been attracting great interest among the research commu-
nity. These signals are continuously detected throughout the whole electromagnetic
spectrum, and often have non-stationary oscillation periods and irregular profile
shapes. The physical mechanisms responsible for such variations are usually hid-
den, and their revealing always require an advanced combination of powerful spec-
tral techniques and strong theoretical foundations. This thesis considers oscillatory
phenomena occurring in the solar atmosphere from these two perspectives.
For the spectral analysis of solar periodicities the self-adaptive Hilbert–
Huang transform (HHT) method is employed. With the statistics of coloured noises
incorporated, it allowed for the detection of a long-period oscillation of a small-scale
photospheric magnetic structure, whose period grows from 80 to 230 min and posi-
tively correlates with the amplitude. A multi-modal nature of the solar flare quasi-
periodic pulsations was also revealed with HHT. The detected intrinsic modes have
mean periods of 15, 45, and 100 s, and can be interpreted as the kink and sausage
magnetohydrodynamic oscillations of a flaring loop. Analysis of much longer solar
periodicities associated with the magnetic activity cycles 22, 23, and 24 was also
successfully performed with HHT, revealing a broad range of intrinsic modes with
periods from about a month to several years (including the 11 yr cycle).
From the theoretical point of view, the one-dimensional equilibrium and dy-
namical models of current sheets in the corona have been developed. The equilibrium
model provides an inhomogeneous distribution of macroscopic plasma parameters
viii
across the current sheet, as found for realistic physical conditions. The dynamical
model describes nonlinear oscillations of the current sheet formed by the coales-
cence of two magnetic flux ropes. The oscillation period is found to be about the
ion plasma period or longer, and is prescribed by the current sheet thickness, the
plasma parameter  , and the oscillation amplitude.
Analytical modelling of finite amplitude transverse oscillations in quiescent
prominences situated in a magnetic field dip, is also performed in the thesis. The
model is based on the line-current concept and accounts for the interaction of
the prominence current with the electrically conductive photosphere. In the lin-
ear regime, the horizontal and vertical motions are considered independently, and
the mechanical stability of the system is analysed. The oscillation periods are de-
termined by the prominence current, its mass and height above the photosphere,
and the properties of the magnetic dip. In the case of finite amplitudes, the hor-
izontal and vertical modes were found to be nonlinearly coupled with each other,
and a metastable equilibrium state of the prominence was revealed. The periods of
nonlinear oscillations are shown to depend upon the oscillation amplitude.
ix
Chapter 1
Introduction
Is our nearest star, the Sun, a rather quiet and boring astronomical object, or does it
still provide us with research challenges full of rich interesting physics? Traditionally,
the term “quiet” is indeed often applied to the Sun, characterising it as a steadily
evolving massive plasma ball. However at the same time numerous observational
results, continuously being obtained during the last several centuries and of continu-
ously improved instrumental resolution and sensitivity, evidently show the presence
of a variety of dynamical and transient phenomena of vast complexity, superimposed
on a quiet solar atmosphere. These phenomena have very di↵erent manifestations,
including rapid coronal mass ejections (CMEs), relatively cold sunspots and myste-
riously levitating prominences, recently discovered solar “tsunamis”, coronal holes,
and solar flares. This chapter partly based on the work by Nakariakov et al. [2016b],
gives state-of-the-art insights into the physics of some of them.
1.1 The atmosphere of the Sun: photosphere, chromo-
sphere, and corona
The solar atmosphere is generally defined as the outer part of the Sun where the
photons produced in the solar interior are able to escape into outer space. It is
usually considered to consist of three quasi-spherical plasma shells, which can be
distinguished by their unique physical properties (see Fig. 1.1). The inner, relatively
thin (of a few hundred kilometres) and dense (⇠ 10 5   10 3 kgm 3) layer with
the lowest temperature of several thousand K is the photosphere. It is responsible
for a major part of the solar radiation and is optically thick throughout the whole
electromagnetic spectrum except for the optical band and its vicinity. This makes
the photosphere to be the only solar surface visible to the naked human eye. Being
1
Figure 1.1: Schematic structure of the quiet solar atmosphere, i.e. the variation
of the mean temperature (thick solid line) and density (dashed line) with height
[adapted from Priest, 2014].
a highly dynamical medium (see e.g. Sec. 2.2, where the presence of randomly dis-
tributed processes in the solar atmosphere is shown), the photosphere represents a
continuously “boiling” plasma with several types of convective motions, for example
granulation and supergranulation. These bright and hot granules with a typical size
of about 1 Mm are seen to cover the whole surface of the photosphere, being sep-
arated by intergranular lanes of a few hundred kilometres wide. A typical granule
lifetime ranges from about 1 to 20 min. In contrast, larger-scale convective struc-
tures, supergranules, have typical sizes from about 20 to 70 Mm, and last up to a few
days. Various smaller-scale structures widely manifested in the higher layers of the
solar atmosphere also often have their origin at the photosphere. For instance, pho-
tospheric faculae are the magnetic elements with a diameter of a hundred kilometres
or less, situated in the intergranular lanes and typically varying on the time scale
of a few minutes [see e.g. Kostik and Khomenko, 2016]. Longer-period variations
of these facular structures are rather exotic events, and one of them is presented
in Sec. 2.3, where such a small-scale photospheric magnetic element is observed to
oscillate with a period of a few hours. Another important ingredient of the pho-
tosphere is a sunspot. It is a cool and dark (relative to the surrounding plasma)
photospheric region of a large concentration of nearly vertical unipolar magnetic
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field lines with a typical strength of a few kilogauss, appearing during the magnetic
flux emergence. Sunspots are usually about 4 to 60 Mm in diameter, while their life-
time changes proportionally to their area, typically from a few days to a few months.
Sunspots are also known to be e cient waveguides and resonators supporting vari-
ous oscillatory phenomena. In particular, an example of a 3-min sunspot oscillation
accompanied by small-scale quasi-periodic random processes in a sunspot umbra,
is considered in Sec. 2.2. Large-scale conglomerates of sunspot groups of di↵erent
polarities are known as active regions. On average, in the Northern and Southern
hemispheres of the Sun there is always a domination of a certain magnetic polarity,
i.e. for about 11 yr one of the hemispheres is more magnetically “positive” and
the other is more “negative”. Then the polarity swaps, thus forming a continuous
long-term chain of minimum and maximum solar activity, known as the 11 yr solar
cycle [Hathaway, 2010]. Shorter-term periodicities of the global magnetic activity
of the Sun, for example quasi-biennial (1–4 yr) and Reiger-type (shorter than 1 yr)
oscillations, appearing over the cycles 22, 23, and 24 are addressed in Sec. 2.4.
The layer of the solar atmosphere, lying just above the photosphere, is the
chromosphere. It is a partly-ionised, rarefied and more transparent plasma observed
in the optical, ultraviolet (UV), and X-ray spectral bands. Its temperature in-
creases gradually from about 4, 500K (the temperature minimum, see Fig. 1.1) to
10, 000K, then changes dramatically to coronal values of about 1 million K through
a narrow transition region. Similarly to the photosphere, the chromosphere is a
highly inhomogeneous and dynamic medium. It is full of various fine-scale objects
and phenomena, including spicules (chromospheric plasma jets) typically observed
at the limb, disk-situated fibrils, flare-induced particle beams and wave motions, and
what is probably the most important – a network of the chromospheric magnetic
field. It is anchored at the boundaries of photospheric supergranulation cells, and
continuously spreads out with height as the background density rapidly decreases.
The decrease in density leads to the decrease of the thermal pressure (according to
the equation of state). Taking into account the equilibrium condition, which is the
balance of the total pressure inside and outside the structure, and conservation of
the magnetic flux, this process eventually forms wineglass-shaped magnetic funnels
and magnetic arcs higher in the solar atmosphere. These magnetic non-uniformities
play a key role in guiding of the magnetoacoustic and Alfve´n magnetohydrodynamic
(MHD) modes, which are believed to significantly contribute to the heating of the
chromosphere [Pascoe et al., 2013; Brady and Arber, 2016].
The corona is the upper-most region of the solar atmosphere. It consists
of a highly-ionised low-density plasma (by several orders of magnitude lower than
3
Figure 1.2: Typical examples of plasma loops in the solar corona, observed in the
EUV band with the Atmospheric Imaging Assembly instrument of the Solar Dy-
namics Observatory (SDO/AIA) in the 171 A˚ channel (left-hand panel), soft X-rays
with the Hinode X-Ray Telescope (XRT) (middle panel), and in microwaves with
the Nobeyama Radioheliograph (NoRH) at 17 GHz (right-hand panel).
the chromospheric plasma density, see Fig. 1.1) with very high temperatures of
about a million K, and reaching several tens of million K in extreme impulsive
energy releases, including solar flares. Observational manifestations and aspects of
a standard model of solar flares are addressed in detail in Sec. 1.2.1. The coronal
plasma emits in the majority of observational bands in the optically thin regime and
is mainly observed in the extreme ultraviolet (EUV) and soft X-ray wavelengths.
The corona extends outwards from the Sun up to several tens of solar radii, R 
(R  ⇡ 696Mm). At about several R  from the solar surface it is usually referred
to as the solar wind, a continuous flow of plasma outwards from the Sun, that
reaches supersonic or super-Alfve´nic outward speeds of several hundreds of km s 1.
The corona is penetrated by the magnetic field emerged from lower altitudes of the
solar atmosphere, providing a very complex and essentially non-dipolar magnetic
configuration. In particular, there are closed coronal magnetic configurations in
which the field lines begin and end at the surface of the Sun, and open magnetic
configurations with the field lines extending to outer space. The coronal value of
the plasma parameter   defined as the ratio of gas and magnetic pressures, varies
from a few percent in the quiet corona to about 0.5 in flaring regions [e.g. Shibasaki,
2001]. Additionally, some magnetic flux tubes are filled in with the plasma, which
is typically by a factor of 3–5 denser than the surrounding coronal plasma. This
density contrast can reach 100 in flaring sites. In a closed magnetic configuration
such plasma structures have a loop-like geometry, and are usually referred to as
coronal loops. Observational examples of typical coronal loops visible in the EUV,
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soft X-ray, and microwave bands are shown in Fig. 1.2. Natural and externally-
driven MHD oscillations of coronal loops are thought to produce various quasi-
periodic pulsations (QPP) of the electromagnetic emission measured in solar flares.
More details on this phenomenon, including other alternative physical mechanisms
which can be responsible for solar flare quasi-periodicities, are given in Sec. 1.2.2.
An example of such QPPs observed in a solar flare light curve in microwaves and
interpreted in terms of two natural magnetoacoustic modes of a flaring loop, is shown
in Sec. 2.5.
The described model of the solar atmosphere successfully fits a number of
observational results and is extremely useful. However, one should admit that it is
a simple one-dimensional average representation reflecting only the mean physical
properties. In practice, the solar atmosphere is a highly inhomogeneous, dynamic
and time-varying plasma with continuously changing temperature and density at
each certain location. Hence, more realistic three-dimensional numerical models,
which account for more sophisticated dynamical e↵ects, are needed [see e.g. Gudik-
sen et al., 2011]. Despite intensive studies and numerous interesting and constructive
results, many challenging questions in the physics of the solar atmosphere still re-
main unresolved. For instance, the increase in the temperature of the corona with
respect to the cooler photosphere and chromosphere, and the observed high, up to
1000 km s 1, speeds of the solar wind constitute the “coronal heating” and “solar
wind acceleration” problems, respectively. They both are commonly thought to
be related to the conversion of the magnetic energy, while the specific mechanisms
are still intensively debated [see e.g. Cranmer, 2012; Reale, 2014; Klimchuk, 2015].
Confident predictions of a long-term variability of the global solar magnetic activity,
including the 11 yr solar cycle, are also still among the most long-standing topics of
the solar physics. In particular, Pesnell [2008] summarised more than 50 di↵erent
independent predictions of the amplitude of solar cycle 24, and revealed huge, up
to 65%, relative uncertainties. The latter issue is directly connected to the dynamo
process, which is believed to be responsible for the creation of the magnetic field
below the solar surface. However, its particular models are also very much debated
[see e.g. Charbonneau, 2010], and hence do not yet possess a predictive capability.
Forecasting of the impulsive energy releases in the solar corona, such as solar flares
and CMEs, and understanding of the physical mechanisms involved in their trig-
gering are also of great importance [see e.g. Nakariakov et al., 2016b]. The interest
is stimulated by the possibility that these coronal phenomena may directly a↵ect
the Earth and near-Earth space, playing the role of e↵ective drivers of extreme
geo-e↵ective events of space weather.
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1.2 Solar flares
1.2.1 Solar flares: observations and model
Observationally, a flare phenomenon could be defined as “a brightening of any emis-
sion across the electromagnetic spectrum occurring at a time scale of minutes” [Benz,
2008]. Sometimes this “scale of minutes” is extended for up to several hours, re-
leasing up to 1026 J of energy in a form of electromagnetic radiation (from radio to
gamma-rays), and producing an e↵ective plasma heating and induced bulk flows.
The question of physical mechanisms for such impulsive energy releases still remains
unanswered in detail, and is therefore very attractive for researchers. In particular,
it is already confidently proved that solar flares occur due to the conversion of mag-
netic energy into the kinetic energy of accelerated charged particles and induced
plasma jets, and the internal energy of the plasma, with the temperature reaching
several tens of million K. Reconnection of magnetic field lines is commonly accepted
as the basic mechanism for this in a standard scenario of a solar flare.
Solar flares are usually visible in all observational bands. A typical exam-
ple of the light curves of the integrated (over the solar disk) solar emission during
a solar flare is presented in Fig. 1.3. The observations were made simultaneously
with the Nobeyama Radioheliograph [NoRH, Nakajima et al., 1994], the Ramaty
High Energy Solar Spectroscopic Imager [RHESSI, Lin et al., 2002], and the Rus-
sian SOlar Neutrons and Gamma-rays experiment (SONG) onboard CORONAS-F
satellite [e.g. Myagkova et al., 2007]. Specific physical mechanisms responsible for
the recorded emissions vary from bremsstrahlung radiation of colliding electrons
accelerated by a flare trigger (for hard X-rays), to the gyrosynchrotron radiation
of mildly relativistic electrons trapped inside a flaring magnetic structure (for mi-
crowaves), and the thermal free-free emission of the plasma evaporated from the
denser chromospheric material (for the white light, UV, EUV, microwaves and soft
X-rays). The physical nature of the gamma-ray band emission is likely associated
with nuclear processes, for example de-excitation, neutron capture, and positron
annihilation, caused by the interaction of flare accelerated ions with dense plasma
targets (e.g. the photosphere).
During the flare development, di↵erent physical mechanisms dominate in
the emission. According to the timing of the emission recorded in di↵erent bands,
one can distinguish between several phases of a typical solar flare [see e.g. Benz,
2008]. In the so-called “pre-flare phase” one observes increasing EUV and soft X-
ray radiations emitted by a gradually heated plasma of the active region. Later
on, a large number of electrically charged particles get accelerated, constituting
6
Figure 1.3: A typical solar flare occurred on 1 January 2005, with QPP of the mi-
crowave, hard X-ray and gamma-ray emission. Panel (a): intensity of the 17 GHz
(solid) and 34 GHz (dashed) emissions recorded with the Nobeyama Radiohelio-
graph, and the hard X-ray emission recorded with CORONAS-F/SONG at 42–80
keV (thick). Panel (b): 80–225 keV emission (thin) recorded with CORONAS-
F/SONG; and 50–100 keV (dashed) and 100–300 keV (thick) emissions recorded
with RHESSI. Panel (c): 80–225 keV (thick), 225–750 keV (dashed), and 2–6 MeV
(thin solid) emissions recorded with CORONAS-F/SONG; the dashed curve shows
the averaged 2–6 MeV light curve from previous orbits. The elapsed time starts at
00:00 UT on 1 January 2005. Panel (d): photon energy spectrum integrated between
00:28 UT and 00:32 UT, obtained with RHESSI. All light curves are normalised to
their maximum values [taken from Nakariakov et al., 2010a].
7
Figure 1.4: Top: Time derivative of the GOES soft X-ray (SXR) flux observed with
a cadence of 3 s in a solar flare occurred on 27 March 1980. Vertical error bars
represent 1-  uncertainties generated by the digitization of the GOES data. Time
interval corresponding to the GOES gain-change is replaced by the interpolated
values and shown by ⇥-symbols. Bottom: Hard X-ray flux measured in the same
flare with the Hard X-Ray Burst Spectrometer (HXRBS), with a time resolution of
128ms. The vertical dotted lines in both panels indicate the position of the highest
hard X-ray flux in the flare [adapted from Dennis and Zarro, 1993].
the “impulsive phase” which typically lasts up to several minutes only. In this
phase hard X-ray and gamma-ray emissions rise rapidly, being often accompanied
by numerous short but intense spikes, each lasting from a few seconds to tens of
seconds (see e.g. Fig. 1.3). Some portion of the accelerated particles is trapped
and gyrates around the magnetic field lines, producing the emission in the radio
band. The following “flash phase” is characterised by the maximum of the soft
X-ray and optical (in particular, H↵) emissions. After that the coronal plasma
gradually returns to its initial state in the “decay phase”. However, the consequent
development of the flare still can be recognised in the solar corona as the follow-up
magnetic reconfiguration, plasma ejections, decaying oscillations of various coronal
plasma structures and radio bursts, and at the solar surface as sunquakes.
Typically, during the impulsive phase the time derivative of the soft X-ray
emission is similar to the total fluxes of the hard X-ray and microwave emissions.
This empirically established relationship is known as the Neupert e↵ect [Neupert,
1968]. A very illustrative example of this e↵ect is shown in Fig. 1.4: in the solar
flare occurred on 27 March 1980, the time derivative of the soft X-ray (SXR) flux
8
Figure 1.5: Schematic sketch of the standard model of a solar flare (courtesy Gordon
Holman, NASA).
observed with the GOES satellite has a good correlation with the hard X-ray flux
observed with the Hard X-Ray Burst Spectrometer (HXRBS), i.e. both light curves
have nearly simultaneous peaks within the lowest time resolution provided (3 s for
the SXR data). In fact, the importance of the Neupert e↵ect is that it shows a
direct relationship between the accelerated electrons and the thermal plasma in a
flare. In other words, a thermal soft X-ray emission is produced in a plasma heated
by energetic non-thermal electrons.
A schematic illustration of the standard model of a solar flare, based on
the observational properties described above, is presented in Fig. 1.5. According
to this model, the magnetic energy is initially accumulated in active regions of the
corona in the form of non-potential fields. One of such magnetic configurations may
become suddenly destabilised, and fast magnetic reconnection (occurring on the
time scale of 102 104 s) with the associated energy release begins. After a primary
accelerating process at higher altitudes of the corona, associated with the release of
the free magnetic energy by the phenomenon of magnetic reconnection, energetic
superthermal electrons, usually having peak energies in the vicinity of 20 keV and
extending sometimes to several tens of MeV, precipitate to the dense plasma in the
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lower chromosphere. In the chromosphere which behaves as a thick target for these
nearly relativistic particles, they lose all their kinetic energy by Coulomb collisions
and produce hard X-ray bremsstrahlung emission until they finally become thermal.
The chromospheric material is thus heated up to tens of million K and evaporates
upwards into the corona. This evaporated thermal plasma fills in coronal magnetic
flux tubes (coronal loops), emitting soft X-rays (see Fig. 1.2, where typical examples
of solar coronal loop-like plasma structures are shown).
The mechanisms responsible for triggering solar flares are intensively debated
in the literature and still remain unrevealed [see e.g. Shibata and Magara, 2011, for
a recent comprehensive review]. However, the vast majority of views on the prob-
lem agrees that the magnetic reconnection works as a central engine of the flare
production. Consider this process in more detail. Typically the onset of a flare
starts with the emergence of the magnetic field into the surface of the Sun, carrying
the magnetic energy from the solar interior where it is generated by dynamo, up-
wards to the atmosphere. This magnetic energy build-up can be characterised by
the morphology of magnetic flux emergence, its dynamic and fragmented nature,
and by the specific properties of magnetic structures eventually formed in the solar
atmosphere [Shibata and Magara, 2011]. If the conductivity of the medium is high,
as it is in the solar coronal plasma, the field-aligned electric current is not easy to
dissipate, and it is stored as free energy, thus providing the energy source for flares
and flare-associated phenomena and CMEs. However even a small value of resis-
tivity can cause an e↵ective Ohmic dissipation in the presence of large magnetic
field gradients, i.e. high electric current densities, for example in current sheets.
This dissipation may lead to a topological change of the magnetic field geometry –
magnetic reconnection. This process releases the magnetic energy if the energy of
the magnetic field in the new configuration is lower than in the initial one. Through
this process the magnetic energy is converted to kinetic and thermal energies of
the plasma. In addition, it is accompanied by the generation of a strong electric
field, which can accelerate charged particles up to superthermal energies [see e.g.
Priest and Forbes, 2000, for a detailed discussion of the concept]. Current sheets
are believed to be a key element in the triggering of these magnetic energy releases
and are certainly among the fundamental building blocks of various astrophysical
plasma systems [e.g. Lui, 1996; Shibata and Magara, 2011]. The modelling of the
processes occurring during the formation and evolution of current sheets is there-
fore of crucial importance (see e.g. Sec. 1.2.2). In particular, the equilibrium model
of a force-free current sheet, allowing for a non-uniform transverse distribution of
the plasma parameters in the current sheet, is developed in Sec. 3.1. Large am-
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plitude oscillations of current sheets created by coalescing magnetic flux ropes are
investigated in Sec. 3.2.
Here the basic models of magnetic reconnection are briefly overviewed, which
are characterised by the speed of reconnection (or the reconnection rate) defined as
the magnetic flux reconnecting per unit time, and the reconnection time defined
by the reconnection rate and the spatial scale of the current sheet [Shibata and
Magara, 2011]. In the incompressible Sweet–Parker model of magnetic reconnection
[Sweet, 1958; Parker, 1957], based on a steady di↵usion of the magnetic field in the
current sheet, the estimated reconnection rate gives unrealistically long reconnection
times, approximately of 108   109 s for typical coronal conditions. This result is
unacceptably long in comparison with the typical time scale of a flare, 102   104 s.
As this model cannot explain the rapid behaviour of a solar flare, the long-standing
problem of fast reconnection is constituted. One of the possibilities to speed up the
reconnection is o↵ered by the Petschek model [Petschek, 1964], which accounts for
the plasma compressibility and the appearance of magnetoacoustic shocks leading
to a much faster energy release than in the Sweet–Parker case. The reconnection
rate in the Petschek model can theoretically give a value of the reconnection time
comparable to the real durations of flares. Forbes and Priest [1987] extended the
Petschek model for a two-dimensional case, and demonstrated that the speed of the
magnetic reconnection is also controlled by the spatial structure of the inflow region
of the plasma around the current sheet. However, despite significant progress, the
study of fast regimes of magnetic reconnection remains one of the central problems
of plasma astrophysics.
In addition, one can phenomenologically distinguish two types of magnetic
reconnection: driven reconnection [e.g. Sato and Hayashi, 1979] and spontaneous
reconnection [e.g. Ugai and Tsuda, 1977], which both are important in the coronal
plasma context. In the latter type, various small-scale processes, for example such
as microinstabilities and microturbulences, operating inside the current sheet, are
the primary factor inducing the fast reconnection by a local enhancement of the
resistivity up to anomalous values. On the other hand, there is an issue connected
with the origin of the external source causing the driven reconnection. Its identifi-
cation is important as it determines, in particular, the time variation of the energy
release rate.
1.2.2 Quasi-periodic pulsations (QPP) in solar flares
An interesting feature of flaring energy releases are quasi-periodic pulsations (QPP)
often seen in the light curves of solar flares as a well-pronounced modulation of the
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emission intensity. These quasi-periodic variations of the electromagnetic emission
are observed throughout the whole electromagnetic spectrum, in the radio, white
light, soft and hard X-ray, and gamma-ray bands. Typical periods of solar flare
QPPs range from a fraction of a second to several minutes [see e.g. Sych et al., 2009;
Jakimiec and Tomczak, 2010; Nakariakov et al., 2010a; Kupriyanova et al., 2010;
Van Doorsselaere et al., 2011; Ning, 2014; Van Doorsselaere et al., 2016, for recent
findings]. An example of QPPs is shown in Fig. 1.3 where the oscillation period is
about 40 s, and QPPs are almost synchronous in all observation bands. Moreover,
it often appears that QPPs exhibit non-stationary [see e.g. Nakariakov et al., 2010b]
or multiple [see e.g. Kupriyanova et al., 2013, and Sec. 2.5] periods during the same
event. Likewise, QPPs can have a well-pronounced amplitude modulation. Usually,
the most pronounced QPPs are seen in the emission associated with non-thermal
electrons, for example the gyrosynchrotron emission in the microwave band and
bremsstrahlung in hard X-rays. However, QPPs are also detected in the soft X-ray
radiation produced by the thermal free-free emission [Simo˜es et al., 2015]. QPPs
can be found in all stages of the flare development, from pre-flare to decay phases.
It is commonly accepted that QPPs can be produced by several non-exclusive
mechanisms, such as modulation of the plasma parameters by MHD waves [e.g.
Nakariakov and Melnikov, 2006], modulation of a non-thermal electron kinematics
by MHD waves [e.g. Zaitsev and Stepanov, 1982], periodic triggering of energy re-
leases by external MHD waves [e.g. Nakariakov et al., 2006], MHD flow over-stability
[e.g. Ofman and Sui, 2006], and self-oscillatory regimes of magnetic reconnection [e.g.
Kliem et al., 2000; Murray et al., 2009]. Short period QPPs, in the sub-second pe-
riod range, could be also associated with wave-particle interactions [Aschwanden,
1987].
The importance of understanding solar QPPs is justified by several reasons.
First of all, numerous studies showed that QPPs are a common and inherent feature
of solar flares [see e.g. Van Doorsselaere et al., 2016, for the most recent review],
carrying the information about mechanisms responsible for the energy releases, pro-
cesses operating in them, and their triggering. However, the phenomenon of QPPs is
not a priori predicted by any commonly accepted theoretical model of a flare. Hence
the standard model of a flare described in Sec. 1.2.1 needs to be modified accordingly
to account for observed QPPs. Besides this, another motivation is connected with a
possible geophysical e↵ect of QPPs. It is well known that strong solar electromag-
netic radiation (especially produced in powerful flares) emitted towards the Earth
can cause significant perturbations of physical parameters of the Earth’s magneto-
sphere, ionosphere and upper atmosphere. It can also negatively a↵ect spaceborne
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and ground-based technological systems, for example causing distortions of the GPS
navigation; disruptions of the long-distance radio communication; crucial electrical
blackouts, such as the collapse of the Hydro-Quebec power network on 13 March
1989; a↵ect on humans at and near the ground level (e.g. crews and passengers of
transpolar plane routes). However such e↵ects can hypothetically be caused even
by relatively weak flares having QPPs in their light curves if the QPPs are in reso-
nance with some geophysical oscillatory processes. Thus, understanding of QPP is
certainly important for forecasting of geoe↵ectiveness of flares. In addition, QPPs
have been recently detected in stellar flares, including superflares and megaflares
too [see e.g. Anfinogentov et al., 2013; Pugh et al., 2016]. In the context of space
weather it is important to understand whether similar devastating superflares and
megaflares are possible on the Sun, and if they are, what their probability is. Stellar
QPPs were found to be similar to those observed in solar flares [Cho et al., 2016],
thus pointing out on the possible similarity of the physical processes operating in
these phenomena.
MHD modes of a plasma cylinder
Wave and oscillatory phenomena in a plasma with spatial and temporal scales much
longer than the ion gyroradii (typically < 1, 000 m for almost all combinations of
coronal parameters) and gyroperiods (< 10 3 s), respectively, can be adequately
described using magnetohydrodynamics. The set of ideal MHD equations considers
a plasma as a single-fluid medium (assuming electrons to be inertialess and hence
always providing the full electrical neutrality of the plasma), and links together
the macroscopic parameters of the plasma: mass and electric current densities,
temperature, gas pressure, bulk flow velocity, and the magnetic field. In the simplest
case, the set of MHD equations includes the mass continuity equation, the Euler
equation, the induction equation, and some form of the energy equation. On the
other hand, collisionless plasma of the solar wind is observed to have anisotropic
temperature distributions, i.e. the temperatures across and along the guiding field
are di↵erent. This can be caused by numerous non-exclusive e↵ects, for example
such as ion-cyclotron resonance, local Ohmic heating, heating by Alfve´n waves,
and may lead to the development of various instabilities. In this case, the plasma
pressure is a tensor with two independent components, each governed by a specific
equation of state.
Linearisation of the set of ideal MHD equations over a uniform equilibrium
reveals four basic types of solutions or modes. These four MHD wave modes are
an essentially incompressive Alfve´n wave, fast and slow magnetoacoustic waves,
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which are both essentially compressive, and the entropy mode. In the ideal MHD
approximation the real part of the frequency of the entropy mode is zero. According
to their dispersion relation all MHD waves propagate in a uniform medium without
dispersion, i.e. their phase and group speeds are independent of the frequency. The
typical speeds of MHD waves are characterised by the sound speed Cs = ( p0/⇢0)1/2
with the adiabatic index  , normally taken to be from 1 to 5/3 in the corona, and the
Alfve´n speed, CA = B0/(µ0⇢0)1/2, where µ0 is the permeability of vacuum, B0, p0,
and ⇢0 are the unperturbed values of the magnetic field, pressure, and mass density
of the plasma, respectively. It is also useful to introduce the cusp or tube speed,
CT = CsCA/(CA
2 +Cs
2)1/2 that corresponds to the group speed of an oblique slow
mode. Typical values of these speeds in coronal active regions vary from a hundred
to a few thousand km s 1.
MHD waves are essentially anisotropic, their speeds strongly depend upon
the angle ↵ between the wave vector and the magnetic field. These dependencies are
usually visualised by the polar plots for phase and group speeds. For example, in
the case of a highly magnetised plasma (with the plasma   < 1) the phase speed of
the Alfve´n wave propagating strictly along the field (i.e. when ↵ = 0) is maximum
and equals to CA, but it decreases in the case of oblique propagation, reaching zero
in the perpendicular (↵ = ⇡/2) case. The phase speed of the slow magnetoacoustic
wave is always lower than that of the Alfve´n wave, but shows a similar behaviour:
gradually decreases from the maximum value Cs to zero with ↵ changing from 0 to
⇡/2, respectively. The fast magnetoacoustic wave can propagate perpendicularly to
the field with the fast phase speed Cf = (CA
2 + Cs
2)1/2, which is certainly super-
sonic and super-Alfve´nic. In the case of oblique propagation the phase speed of the
fast mode decreases with ↵ and tends to the Alfve´n speed CA in the limit of parallel
propagation. In the strictly parallel direction the fast waves become incompressive.
This classical picture of MHD wave propagation changes significantly in the presence
of various plasma non-uniformities.
A standard theoretical model for linear MHDmodes of coronal non-uniformities
is based upon the interaction of MHD waves with a plasma cylinder stretched along
the magnetic field. This simplified consideration addresses the main properties of
various non-uniformities of the solar corona, for example such as coronal loops, jets,
filaments, and other approximately axially-symmetric plasma structures that are
characterised by the field-aligned filamentation.
Consider a straight cylindrical magnetic flux tube of a radius a, filled in with
a uniform plasma of density ⇢0 and pressure p0. The magnetic field B0 is directed
along the axis of the cylinder (see Fig. 1.6). The tube is embedded in an external
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Figure 1.6: Typical model of a solar coronal plasma non-uniformity: a straight
field-aligned plasma cylinder of the radius a, filled in with a uniform plasma, and
embedded in an external magnetised plasma [the sketch was taken from Nakariakov
and Verwichte, 2005].
plasma of density ⇢e and pressure pe with magnetic field Be that is also parallel to
the axis of the cylinder. The equilibrium state of such a plasma configuration is
determined by the balance of the total pressure, which is the sum of the plasma and
magnetic pressures, at the boundary (r = a) of the cylinder. In the internal and
external media, the sound speeds are Cs0 and Cse, the Alfve´n speeds are CA0 and
CAe, and the tube speeds are CT0 and CTe, respectively. MHD modes supported
by this model were originally determined by Zaitsev and Stepanov [1975]. Later on,
their dispersion relation was independently derived by Edwin and Roberts [1983].
Besides this, the potential role of MHD waves in coronal heating was realised by
Wentzel [1981]. Detailed aspects and the subsequent progress in the theoretical
study of MHD modes of plasma non-uniformities are summarised by, for example,
Nakariakov and Verwichte [2005], Nakariakov [2007], and Nakariakov and Melnikov
[2009].
Linearising MHD equations with respect to the cylindrical equilibrium, and
substituting linear perturbations in the Fourier-transformed form  P (r) exp[i(kzz+
m  !t)], where the integer m is the azimuthal wave number and kz is the parallel
(or longitudinal) wave number, one obtains the following uncoupled equations
!2   C2A↵k2z = 0, (1.1)
d2
dr2
+
1
r
d
dr
 
✓
2↵ +
m2
r2
◆ 
 P (r) = 0, (1.2)
where the index ↵ = 0, e labels the physical quantities inside and outside the cylin-
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der, respectively, and ↵ is the transverse wave number defined as
2↵(!) =
(k2zC
2
s↵   !2)(k2zC2A↵   !2)
(C2s↵ + C
2
A↵)(k
2
zC
2
T↵   !2)
. (1.3)
It is impossible to make the Fourier transform with respect to the r coor-
dinate, because the medium is not uniform in this direction. Equations (1.1)–(1.2)
represent both types of basic MHD solutions: torsional Alfve´n waves whose dis-
persion relation has the form ! = ±CA↵kz (see Eq. (1.1)); and magnetoacoustic
waves determined by Eq. (1.2) that is the Bessel equation describing the transverse
structure of the perturbation. To match external and internal solutions the jump
conditions are used: the continuity of the total pressure and the normal displace-
ment at the cylinder’s boundary r = a [see e.g. Roberts, 1981a,b]. Solving the Bessel
equations inside and outside the cylinder and matching the external and internal
solutions with the use of the described boundary conditions, one can obtain the
dispersion relation of the magnetoacoustic waves guided by the cylinder,
⇢e(!
2   k2zC2Ae)0
I 0m(0a)
Im(0a)
+ ⇢0(k
2
zC
2
A0   !2)e
K 0m(ea)
Km(ea)
= 0, (1.4)
where Im(x) and Km(x) are the modified Bessel functions of the order m, with
I 0m(x) and K 0m(x) being their first derivatives with respect to the argument x. In
Eq. (1.4), e plays the role of an e↵ective refractive index of the external medium,
and in dependence on its value two regimes of wave propagation are possible. More
specifically, the case with 2e > 0 corresponds to trapped modes, which are confined
to the cylinder, and exponentially evanescent outside. In the opposite case of 2e < 0
one obtains leaky modes, which have an oscillatory structure in the external medium
and hence correspond to the radiation of oblique and perpendicular magnetoacoustic
waves from the cylinder. In the following discussion, the condition e,0 > 0 is
assumed to be fulfilled, i.e. the attention is concentrated only on trapped modes.
More detailed theoretical aspects of the leaky regime can be found, for example, in
Zaitsev and Stepanov [1975]; Cally [1986]; Vasheghani Farahani et al. [2014], while
the recent numerical studies of these modes in the cylindrical and plane geometries
are developed, in particular, by Nakariakov et al. [2012]; Hornsey et al. [2014].
In Fig. 1.7 a typical dispersion diagram for MHD modes of a coronal loop,
combining the set of all possible trapped solutions of Eq. (1.4), is shown. The
azimuthal symmetry of the modes is determined by the azimuthal wave number
m: the waves with m = 0 are called sausage modes, waves with m = ±1 are kink
modes, waves with higher |m| are referred to as ballooning modes (only two types
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Figure 1.7: Dispersion diagram showing the real phase speed solutions of dispersion
relation (1.4) for MHD waves in a magnetic cylinder as a function of the longitudinal
wave number kza, normalised to the radius of the cylinder. The typical speeds in the
internal and external media are normalised to the internal sound speed: CA0 = 2Cs0,
CAe = 5Cs0, and Cse = 0.5Cs0, and are shown by the horizontal straight lines.
The solid, dotted, dashed and dash-dotted curves correspond to solutions with the
azimuthal wave number m equal to 0, 1, 2 and 3, respectively. For fast modes
(CA0 < !/kz < CAe), the lowest phase speed curves of each line style correspond
to the radial l = 0 mode. The curves corresponding to higher l harmonics are
located above in the top right corner. The torsional Alfve´n solution is shown by the
horizontal solid line at !/kz = CA0 [Nakariakov and Verwichte, 2005].
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of ballooning solutions with |m| = 2 and 3, are shown in Fig. 1.7, while other modes
appear for higher kz). Phase speeds of the trapped MHD modes guided by the
cylinder occupy two distinct regions in the dispersion plot: they lie either between
CA0 and CAe (in a typical coronal loop CA0 < CAe, so that B0 < Be), or between
CT0 and Cs0. The wave modes in these two bands are the modified fast and slow
magnetoacoustic waves, respectively. Despite this apparent classification, MHD
waves can have mixed properties due to the presence of plasma non-uniformity. For
instance, the fundamental radial modes of a kink symmetry (non-axisymmetric)
with phase speeds between CA0 and CAe possess very similar properties to surface
Alfe´n waves, while higher radial overtones behave as fast magnetoacoustic modes in a
uniform medium [Goossens et al., 2009, 2012]. The fast modes in a magnetic cylinder
are seen to be highly dispersive, as their phase and group speeds depend strongly on
the wave number. Also, in a low-  plasma, the fast modes are almost transverse: the
radial flows induced by these modes have much higher speeds than the longitudinal
flows. In turn, the slow magnetoacoustic waves are almost dispersionless, and are
mainly characterised by the longitudinal flows. In the research literature the slow
modes are often referred to as longitudinal. In the limit of infinitely small plasma  
the phase speed CT0 of the slow magnetoacoustic waves tends to the internal sound
speed Cs0, and slow waves degenerate to acoustic waves.
For a fixed value of the azimuthal numberm and su ciently large value of the
parallel wavenumber kz, Eq. (1.4) has several solutions, which could be parametrised
by the integer number l. This additional quantisation is caused by the quasi-periodic
behaviour of the radial component of the Bessel functions Im(x) and Km(x), and
finite radius of the plasma cylinder. The integer l thus represents a number of nulls
in the radial velocity perturbation, which appear inside the cylinder (i.e. for r < a),
excluding the axis of the cylinder. For the considered combination of the physical
parameters of the plasma inside and outside the cylinder, the phase speed of the
fast modes increases with the increase in l. In Fig. 1.7 the lowest phase speed curves
of each mode correspond to l = 0.
In the long wavelength limit kz ! 0, phase speeds of all but sausage fast
modes of the first radial harmonic (l = 0) tend to the so-called kink speed
Ck =
✓
B20/µ0 +B
2
e/µ0
⇢0 + ⇢e
◆1/2
⇡
✓
2
1 + ⇢e/⇢0
◆1/2
CA0. (1.5)
In a low-  plasma, the kink speed is rather close to the internal Alfve´n speed CA0.
The sausage mode approaches a cut-o↵ at the external Alfve´n speed CAe and be-
comes leaky in the long wavelength limit.
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For standing modes, the boundary conditions in the longitudinal direction
lead to an additional quantisation of the parallel wave number kz, introducing a
parallel wavenumber n that is an integer corresponding to the number of extrema
(antinodes) of the transverse velocity perturbations along the loop. Thus, dispersion
relation (1.4) allows one to determine the frequency of a trapped magnetoacoustic
mode if the integer mode numbers, the longitudinal number n, the radial number l
and the azimuthal number m are given or observationally measured.
In closed magnetic configurations, for example in coronal loops, the longest
period standing modes of each kind, with the wavelengths equal to the doubled loop
length, are called global (or fundamental, principal). In particular, in the trapped
regime the period Psaus of the global sausage mode of a coronal loop of the length
L, determined by m = 0, n = 1, l = 0, is
Psaus = 2L/Cp, (1.6)
where Cp is the phase speed of the sausage mode corresponding to the wave number
kz = ⇡/L, CA0 < Cp < CAe [see e.g. Vasheghani Farahani et al., 2014, for absolute
values]. Typically, the period of the global sausage mode of coronal loops varies
from several seconds to several tens of seconds.
The period of the global kink mode with m = 1, n = 1, l = 0, is
Pkink = 2L/Ck, (1.7)
where Ck is the kink speed determined by Eq. (1.5). In typical coronal conditions,
the kink speed is slightly, by about a factor of 1.4, higher than the Alfve´n speed
inside the loop. The period Pkink is typically about a few hundreds of seconds.
In the low-  plasma of the corona, the period of the global longitudinal
mode is defined mainly by the parallel wave number n = 1. The period is almost
independent of the azimuthal m and radial l wave numbers, because the dispersion
curves corresponding to the slow magnetoacoustic modes with di↵erent m and l, are
located indistinguishably close to each other in the dispersion diagram (see Fig. 1.7).
The period of the global longitudinal mode is given by
Plong = 2L/CT0. (1.8)
As in the low-  coronal plasma, the internal tube speed CT0 is very close to the
internal sound speed Cs0, the period Plong is practically determined by the temper-
ature in the loop and should evolve in anti-correlation with it. The typical values
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of the global longitudinal mode period range from a few minutes to several tens of
minutes.
In addition, the cylindrical geometry implies the existence of a torsional
Alfve´n wave in the model, which can be considered as a wave of plasma rotation
and magnetic field twisting. In the discussed small amplitude linear regime, this
wave is essentially incompressive and dispersionless, propagating at the local Alfve´n
speed. It moves the plasma in the direction locally parallel to the boundary of the
cylinder, and hence does not perturb the boundary. Strictly speaking, in the absence
of viscous e↵ects torsional Alfve´n waves are not the oscillations of the cylinder as
a whole, as they can have an arbitrary radial profile determined only by the initial
excitation, and the variations of the neighbouring concentric magnetic surfaces do
not “feel” each other. It is in contrast to the kink, sausage, longitudinal and bal-
looning modes, which all are essentially collective oscillations of the cylinder. In a
coronal loop, the resonant period of the global torsional mode is
Ptors = 2L/CA0, (1.9)
and is of the same order of magnitude as the periods of the kink modes.
Typical periods of MHD oscillations of solar coronal plasma structures, de-
termined by Eqs. (1.6)–(1.9), range from several seconds to several tens of minutes.
All these modes, except the Alfve´n wave, have been confidently identified in the
solar corona with the use of high-precision imaging observational data obtained in
the EUV, soft X-ray and microwave bands. In particular, multiple periods of about
15 s and 100 s detected in the same solar flare QPP in Sec. 2.5, are interpreted in
terms of the sausage and kink oscillations of a flaring loop, respectively.
MHD-driven mechanisms of QPP: modulation by natural MHD modes
and periodic triggering by external MHD oscillations
Quasi-periodic pulsations in the microwave band have been extensively investigated
for more than fifty years. Recent achievements obtained with modern observational
instruments provide the microwave data with excellent time and spatial resolutions.
In some cases spectral resolution is also available. Based on these facts, QPPs in
the microwave emission of solar flares are the most suitable natural tool for studying
MHD oscillations in the corona and diagnostic of the macroscopic parameters of the
plasma.
Periods of QPPs in solar flares are observed to range from a fraction of a
second up to several tens of minutes. These observed periodicities are in a good
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agreement with the global periods of the standing MHD modes in coronal plasma
structures, described in the previous section in terms of the straight cylinder model.
Such an apparent correspondence of QPP in flares and the observed and theoretically
predicted parameters of MHD oscillations of coronal plasma structures leads to the
idea of generating QPPs by intrinsic MHD modes of a plasma non-uniformity, for
example a loop (see e.g. Fig. 1.2) in the flaring active region. There are several
possible mechanisms for MHD oscillations to induce QPP in flares [Nakariakov and
Melnikov, 2009]: either by direct periodic variations of the plasma conditions which
define the intensity of the emitted electromagnetic radiation; or by a↵ecting the
primary energy release process, for example periodically triggering a flare and thus
modulating the density of accelerated non-thermal electrons; or by a↵ecting the
kinematics of the non-thermal electrons and hence modulating their precipitation
rate.
To demonstrate the first possibility, consider the mechanisms for modulation
of the gyrosynchrotron emission produced by mildly relativistic electrons accelerated
in solar flares, by MHD waves. These electrons have peaking energies at about
20 keV, and usually have the lower threshold value of 10 keV [Benz, 2008]. The
radiation caused by these non-thermal electrons is emitted due to their interaction
with the plasma of the flaring coronal loop, penetrated by the background magnetic
field. A typical image of such a microwave emission is shown in the right-hand
panel of Fig. 1.2. Generally the intensity If of the gyrosynchrotron emission at
a certain frequency f has a peak value at some peak frequency fpeak (typically
fpeak > 10 GHz) and is determined by macroscopic parameters of the plasma, such as
the absolute value of the background magnetic field B0, the electron concentration n0
in the loop, the angle ✓ between the line-of-sight (LOS) and the magnetic field; and
by the characteristics of the injected non-thermal particles: their total number N in
the emitting volume, the energy power law index   and the pitch-angle anisotropy
of the non-thermal electron distributions [see e.g. Ramaty, 1969; Fleishman and
Melnikov, 2003].
The gyrosynchrotron radiation in flares can occur in both optically thin and
optically thick regimes. Usually the optically thin regime is observed at frequencies
higher than the peak frequency fpeak, while the optically thick emission radiates
at lower frequencies, f < fpeak. The intensity If depends upon the parameters
described above di↵erently in di↵erent regimes [Dulk, 1985],
If /
(
NB0.9  0.220 in optically thin regime,
B 0.5 0.09 0 in optically thick regime.
(1.10)
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For   > 0.25 (plausible values of   are usually greater than 3) the increase in the
magnetic field leads to the increase in the emission intensity in the optically thin
regime, and to the decrease in the intensity in the optically thick regime. In the
optically thin case the gyrosynchrotron radiation is especially sensitive to variations
of the magnetic field amplitude B0, due to the strong power-law dependence. In par-
ticular, for   = 4 this proportionality becomes If / B3.40 . Hence even relatively low
perturbations of the magnetic field, typical for MHD waves observed in the corona,
can cause a significant modulation of the observed gyrosynchrotron signal. In par-
ticular, sausage oscillations generating variations of the magnetic field strength are
able to produce significant modulation of the microwave gyrosynchrotron emission
in the optically thin part of the spectrum [e.g. Reznikova et al., 2014].
Similarly, consider the dependence of the intensity of the gyrosynchrotron
emission upon the angle ✓ between the LOS and the magnetic field lines,
If /
(
(sin ✓) 0.43+0.65  in optically thin regime,
(sin ✓) 0.36 0.06  in optically thick regime.
(1.11)
In the optically thin regime small amplitude variations of the angle ✓, generated,
for example, by the kink or torsional standing modes, are amplified in the emission
intensity for   > 0.67, according to Eq. (1.11). Hence, for the observed realistic
values of   > 3 this e↵ect should be certainly pronounced. Similarly to Eq. (1.10),
signals from the optically thick part of the gyrosynchrotron spectrum show an anti-
phase behaviour [Mossessian and Fleishman, 2012].
Consequently, fast magnetoacoustic waves are readily able to produce a
significant quasi-periodic modulation of the gyrosynchrotron emission intensity at
high frequencies. Moreover, slow magnetoacoustic waves can also cause quasi-
periodicities, which are manly pronounced at lower frequencies, f < 10 GHz [lower
than fpeak, Nakariakov and Melnikov, 2006]. Usually this part of the gyrosyn-
chrotron spectrum is optically thick for radiation, but it becomes optically thin
in the case of a relatively high plasma density, according to the e↵ect of Razin
suppression often observed in the flaring loops [see e.g. Melnikov et al., 2008]. A
threshold characteristic frequency distinguishing between optically thick and opti-
cally thin regimes, is referred to as the Razin frequency fR, and is determined as
fR ⇡ 20 n0/B0, where n0 is measured in cm 3 and B0 is in G. For typical coronal
conditions, its value is in the vicinity of 10 GHz, reaching 20 GHz in some special
cases [e.g. Melnikov et al., 2005]. In the case of periodic variations of the plasma
concentration n0, for example, by a compressible longitudinal wave in which the
magnetic field remains almost constant, the Razin frequency also experiences oscil-
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lations. It results in a continuous swapping of the emission regimes, pronounced
as a quasi-periodic modulation of the observed microwave radiation. The modula-
tion amplitude can become up to a factor of ten higher than the amplitude of the
modulating signal.
All magnetoacoustic modes (sausage, kink, ballooning, and longitudinal) and
torsional waves can produce quasi-periodic modulation of the microwave emission
of solar flares by direct perturbation of the macroscopic parameters of the emitting
plasma. Moreover, the observed amplitude of the emission intensity variation (the
modulation depth) can be several times higher than the amplitude of the modulating
oscillation. However, in some cases the observed modulation depth reaches 50%
or even 100%, which is di cult to explain by this mechanism. In addition, this
mechanism does not explain simultaneous and coherent QPP observed in di↵erent
bands. For example, panel (a) of Fig. 1.3 shows that QPPs in the radio emission
correlate well with the modulation of the hard X-ray and gamma-ray curves. In
a standard model of a solar flare the hard X-ray and gamma-ray emissions are
associated with the footpoints sources, generated by the bremsstrahlung radiation
of highly energetic electrons in the dense chromospheric plasma. QPP of the hard
X-ray and gamma-ray emissions can be explained by the modulation of non-thermal
charged particle trajectories by an MHD oscillation.
A substantial portion of the accelerated particles, with pitch angles greater
than the critical value ↵c determined as sin2 ↵c = Btop/Bfp, where Btop and Bfp
are the values of the magnetic field at the loop top and at the loop footpoints, re-
spectively (with Btop  Bfp), is confined inside the magnetic trap configured by the
magnetic flux tube of a non-uniform cross-section. The legs of the magnetic flux
tube, where its cross-sectional area decreases, act as the magnetic mirrors for the
population of non-thermal electrons. In case of periodic variations of the “mirror
ratio” Btop/Bfp, the critical value of the pitch angle ↵c changes periodically too,
allowing for the periodic passage of accelerated electrons through the magnetic mir-
rors and consequent precipitation at the dense plasma layers. This process known as
the Zaitsev–Stepanov mechanism [Zaitsev and Stepanov, 1982], can lead to QPP of
the hard X-ray emission radiated by the footpoint sources. Simultaneously, this sce-
nario produces QPP of the gyrosynchrotron emission generated by the non-thermal
electrons periodically filling in the loop legs. In the context of MHD oscillations of
coronal loops, this e↵ect can be produced, for example, by a sausage mode, which
e ciently perturbs the magnetic field in the loop (see Fig. 1.8). It should be noted
that the Zaitsev–Stepanov mechanism requires further detailed investigations and
modelling.
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Figure 1.8: A typical coronal loop perturbed by the global, compressive sausage
mode providing a non-uniform periodically varying cross-sectional area of the loop.
Magnetic field and density perturbations are synchronous, and have maximum at
the loop top, and nodes at the footpoints [adapted from Pascoe et al., 2007].
Another possibility for MHD-wave-driven QPPs in solar flares, which is an
alternative to the described above processes of oscillatory variations of macroscopic
flaring plasma parameters and kinematics of accelerated particles directly by the
MHD modes of a coronal loop, is a periodic triggering of the primary energy re-
lease, the reconnection of the magnetic field lines, by external MHD waves. These
waves may be transverse MHD oscillations in nearby plasma structures, for exam-
ple a neighbouring loop, or may be approaching propagating fast waves generated
elsewhere. For example, the periodically varying inflow of the plasma with the
frozen-in magnetic field should modulate the reconnection rate in a current sheet
or an X-point. Moreover, such a mechanism does not require the driving external
MHD oscillation to be of a large amplitude, due to a very small thickness of the
reconnecting current sheet.
The first consideration of this e↵ect can be found in Sakai and Washimi
[1982], where the influence of incoming fast magnetoacoustic waves on the tearing
instability of a current sheet was considered. It was established there that the growth
rate of the instability depends upon the spatial scale of the current sheet fragmenta-
tion, the magnetic Reynolds number, the perturbing wave amplitude, and the wave
travel time across the current sheet. These results were obtained by averaging over
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the oscillation period of the driving MHD mode, hence cannot address the question
of the QPP’s appearance in the system. However, this mechanism would probably
lead to QPP generation.
Long-period QPPs observed in the hard X-ray and microwave bands in two
remotely situated solar flares, with periods of about 10 min, were also associated with
external fast magnetoacoustic oscillations in Foullon et al. [2005]. The global periods
of standing MHDmodes of a magnetic cylinder are determined by the cylinder length
and the wave phase speed (see Eqs. (1.6)–(1.9)). However, the observed geometry
of the flaring sites in the event analysed in Foullon et al. [2005], was not suitable
for generating such long-period modes: phase speeds of unrealistic values would
be required. Hence, the mechanism of a direct modulation of the flaring plasma
conditions by the intrinsic MHD modes cannot explain the observed long periods.
In addition, the observed variability of these two flaring sites situated far from each
other, in di↵erent hemispheres, showed a clear similarity. It was suggested that
QPPs could have a common source, for example a transverse kink oscillation of an
external, trans-equatorial loop, operating as a connector for these two flaring sites.
Indeed, such a loop was found in the EUV observations, but it was impossible to
resolve its oscillations because of the insu cient time resolution of the EUV imager.
A theoretical foundation of this mechanism was developed by Nakariakov
et al. [2006], where a detailed model of the interaction of transverse MHD waves, for
example kink or sausage modes, in an external loop, with the flaring active region
was designed (see the sketch in Fig. 1.9). The external oscillation can be either in the
trapped or leaky regimes. Hence, the linkage of this oscillation with the flaring site
is provided by the evanescent or leaky part of the oscillation. From the flaring site
point of view, this external transverse oscillation looks like an incoming and outgoing
periodic perpendicular plasma flow. Although these fast magnetoacoustic waves
have relatively small initial amplitudes and periods, prescribed by the parameters
of the external loop, approaching the magnetic null point of the flaring site, they
rapidly grow as the fast speed decreases near the magnetic null point, and also
by the e↵ect of focusing [see also numerical simulations in McLaughlin and Hood,
2004]. The fast wave evolution in the vicinity of the X-point is accompanied by a
dramatic increase in the density of the periodically varying electric current induced
by the wave. When the current density becomes greater than some threshold value
jthres, various microinstabilities are excited in the plasma in the vicinity of the X-
point. These small-scale instabilities lead to the onset of the microturbulence, which
can dramatically increase the transport coe cients in the plasma, in particular,
producing “anomalous” resistivity. The resistivity ⌘ can then be modelled by the
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Figure 1.9: Left: schematic sketch of the mechanism of the generation of flaring
QPP by an external magnetoacoustic oscillation. The cool (shaded) loop experi-
ences transverse oscillations. A segment of the oscillating loop is situated nearby
the flaring arcade. An external evanescent or leaking part of the oscillation can
reach magnetic X-points or current sheets in the arcade, inducing quasi-periodic
modulations of the electric current density. The resulting current-driven plasma
microinstabilities are known to cause anomalous resistivity, which triggers magnetic
reconnection in a periodic manner. Right: time evolution of the maximum elec-
tric current density in the vicinity of a 2D magnetic neutral point. The current is
induced by a harmonic fast magnetoacoustic wave with a period of 5 time units,
moving towards the neutral point. The initial relative amplitude of the wave is
1.5%. The plasma   is finite. The normalising values are the Alfve´n speed at the
computational domain boundary and the characteristic spatial scale of the magnetic
field inhomogeneity [taken from Nakariakov et al., 2006].
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piecewise relation,
⌘ =
(
⌘class, for |j|  jthres,
⌘anom, for |j| > jthres,
(1.12)
where ⌘class and ⌘anom   ⌘class are the classical and anomalous values of the resistiv-
ity, respectively. Oscillatory behaviour of the anomalous resistivity causes periodic
triggering of the magnetic reconnection, which results, in turn, in the periodic accel-
eration of charged particles. The periodic variation of the density, energy, and pitch
angle distribution of non-thermal electrons produces QPPs of hard X-ray, gamma-
ray, microwave, and sometimes white light emissions. The period of these QPPs is
prescribed by the external magnetoacoustic oscillation and magnetic properties of
the flaring region, and is not determined by its geometrical size.
A similar mechanism, but associated with slow magnetoacoustic waves, was
independently developed by Chen and Priest [2006]. The periodic modulation pro-
posed was based on the variation of the plasma density in the vicinity of the recon-
nection site, generated by solar acoustic (p-mode) oscillations. Density variations
can lead to the generation of the Buneman or ion-acoustic instabilities and, hence,
cause anomalous resistivity.
The idea that flaring QPPs are triggered by external MHD waves is also
consistent with the observed progression of a flaring QPP along the magnetic neutral
line separating two ribbons in large solar flares [Nakariakov and Zimovets, 2011]. The
impulsive energy releases are usually observed to propagate along the two-ribbon
flaring structures at the speed of a few tens of km s 1. This value of the speed
is significantly lower than the Alfve´n and sound speeds in the corona. However,
it can be interpreted in terms of slow magnetoacoustic waves guided by a plasma
arcade in the direction perpendicular to the magnetic field. In a uniform medium
slow magnetoacoustic waves are able to propagate either strictly along the magnetic
field lines or weakly obliquely, in a rather narrow cone along the field. However,
in the presence of plasma non-uniformities these oblique slow waves can bounce
between two reflecting or refracting boundaries situated across the field, for example
the footpoints of the coronal magnetic flux tubes, and thus move gradually in the
direction perpendicular to the field.
In this scenario, a slow magnetoacoustic perturbation excited by the energy
release somewhere at the top of the arcade propagates obliquely towards the arcade
footpoints. There it experiences reflection by the sharp gradient of the sound speed
and returns back to the top of the arcade. This results into a slow motion along
the arcade axis, across the field (see the model geometry in Fig. 1.10). Accord-
ing to Nakariakov and Zimovets [2011], the obliqueness angle of the most e cient
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Figure 1.10: Simplified 2D model of the plasma arcade in a two-ribbon solar flare
(top view). The thick horizontal lines show the magnetic field lines inside the loops,
which form the arcade. The hatched regions show their footpoints, and correspond
to the flare ribbons – the regions of the chromosphere where the hard X-ray, gamma-
ray and white light emissions are observed during the flare. An oblique slow mag-
netoacoustic wave excited somewhere at the top of the arcade propagates towards
the footpoints, where it gets reflected on the sharp gradient of the sound speed and
propagates back to the top of the arcade. There the wave triggers another energy
release, and the scenario repeats. This results in a slow motion (with the speed of a
few tens of km s 1) of the hard X-ray, gamma-ray and white-light sources along the
arcade axis, across the magnetic field, in the form of quasi-periodic bursts [taken
from Nakariakov and Zimovets, 2011].
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perpendicular propagation is about 25 –28 , while the perpendicular wave vector
is determined by the width of the waveguide and the distance between the foot-
points along the magnetic field lines in the arcade. Hence, the wave arrives back
at the top of the arcade at a location slightly shifted along the arcade main axis.
Approaching the X-point above the arcade, the slow wave triggers another energy
release – another burst of QPP. Moreover, the induced energy release reinforces the
slow perturbation, compensating its dissipative and scattering losses. The period of
the generated QPP is then determined by the speed of the triggering slow magne-
toacoustic wave and the travel path. Usually, it is about 10–300 s, which is similar
to the second harmonic of the longitudinal mode of a coronal loop.
In addition, the discussed scenario can successfully address another interest-
ing feature of flaring QPP often seen in observations, the presence of double maxima
in the elementary bursts [Tajima et al., 1987; Zimovets and Struminsky, 2009]. Ac-
cording to the developed model, it may occur due to some natural asymmetry in the
location of the wave source or in the arcade geometry. In this case, the slow pulses
reflected from the opposite footpoints, arrive at the arcade top and trigger the next
energy releases asynchronously, i.e. at slightly di↵erent times and locations. Similar
asymmetric conditions in the propagation of longitudinal plasma flows evaporated
from both footpoints may trigger the Kelvin–Helmholtz instability in the loop top,
resulting into the development of magnetohydrodynamic turbulence and formation
of hard X-ray sources at the loop apex [Fang et al., 2016].
Nonlinear mechanisms for QPP: current sheet oscillations and sponta-
neous reconnection
Quasi-periodic pulsations in solar flares are often observed to exhibit typical signa-
tures of nonlinear processes. These signatures are rather di↵erent and non-unique.
For example, it can be a direct dependence of the oscillation period upon the os-
cillation amplitude in a signal, anharmonicity of the oscillation profile, and nonsta-
tionarity [for a more detailed consideration of highly nonlinear wave processes in
multifluid plasmas see e.g. Dubinov et al., 2012a,b; Dubinov and Kolotkov, 2012,
and references therein]. In the parlance of spectral analysis, these e↵ects can lead
to the generation of higher harmonics and re-distribution of spectral energy across
the components. Indeed, many solar flares, including the most powerful of them,
are found to have non-stationary QPP with an anharmonic, in particular symmetric
triangular profile shape (see e.g. Figs. 1.3 and 1.11, where examples of such QPPs
are presented).
All mechanisms for QPP generation, described in the above section, are
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Figure 1.11: A typical QPP with an anharmonic triangular profile shape and rel-
atively stable period, in a solar flare. The event occurred on 29 May 2003 and
was observed with the Nobeyama Radiopolarimeters (NoRP) in microwaves, and in
hard X-rays by the RHESSI spacecraft, the anticoincidence shield (ACS) of the SPI
spectrometer on INTEGRAL, and the SOlar Neutrons and gamma-rays experiment
(SONG) on CORONAS-F. Panel (a): NoRP flux at 17 GHz (the dashed curve) and
35 GHz (the dotted curve), the ACS count rate (>80 keV, the thin solid curve) and
the SONG 80–200 keV count rate (the thick solid curve). Panel (b): the RHESSI
corrected count rate in the channels 25–50 keV (solid), 50–100 keV (dotted) and
100–300 keV (dashed) [taken from Nakariakov et al., 2010b].
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based upon the interaction of the flaring site with linear small amplitude MHD
waves (internal or external), and hence cannot address these observational nonlinear
properties. However, various nonlinear regimes of the magnetic reconnection driving
the flare, may also e ciently contribute to producing of QPP of the electromagnetic
radiation, if they occur in an oscillatory manner. Such oscillatory or rather repetitive
regimes of non-stationary reconnection are known as “magnetic dripping”models [see
e.g. Nakariakov et al., 2010b, where this term was introduced], which represent a
gradual accumulating of free magnetic energy and consequent rapid release of it,
when some threshold value is achieved.
The first illustration of such a process was seen in the numerical simulation of
the dynamic phase of magnetic reconnection in a large-scale two dimensional current
sheet, located above the flaring loop in the standard model of a flare [Kliem et al.,
2000]. The simulated reconnection was caused by anomalous resistivity, which was
a self-consistent parameter in the model and determined by the electron-ion drift
velocity, proportional to the electric current density (cf. Eq. (1.12)). The repeti-
tive regime was found to be provided by the coalescence of continuously generated
magnetic islands (or plasmoids), which resulted in the formation of one or several
hot and dense larger plasmoids. When finally such a plasmoid becomes su ciently
large, it is rapidly ejected upwards or downwards along the current sheet. Usually a
plasmoid is ejected at about the Alfve´n speed [see e.g. Shibata and Magara, 2011],
that consequently enables a new magnetic flux to refill in the current sheet, thus
reinforcing the reconnection. However, if the plasma is unable to carry a su cient
amount of the magnetic flux into the di↵usion region to support the Alfve´nic out-
flow in a steady Petchek state, the system continuously switches between the fast
Petchek and slow Sweet–Parker regimes of reconnection. The repetitive ejections
of each plasmoid were found to be accompanied by bursts of accelerated charged
particles, which in turn created periodic enhancements of the observed emission in
all bands associated with non-thermal electrons (namely, microwaves, hard X-rays,
gamma-rays and white light, and indirectly, via the evaporation of the chromo-
spheric plasma, in soft X-rays and EUV). The period of pulsations, predicted by the
model, is determined by the plasma concentration n0 and temperature T0 inside the
current sheet, and the external magnetic field B0,
P / n 1/20 T 20B 10 . (1.13)
For the plasma concentrations in the range 109–1010 cm 3, the time intervals be-
tween the pulsations can be 0.4–20 s. This model is rather suitable for QPPs with
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partly irregular intervals between the peaks, as the plasmoid shedding is a rather
irregular process.
Another possibility providing the oscillatory regime of magnetic reconnection
is based on the coupling of the tearing and Kelvin–Helmholtz instabilities of the
current sheet. It occurs in the presence of su ciently fast shear flows and beams,
propagating at Alfve´nic or super-Alfve´nic speeds aligned to the magnetic field in
the vicinity of the current layers. This e↵ect is most pronounced if the plasma   is
greater than unity, i.e. when thermodynamical processes dominate in the plasma.
In this case, overstable nonlinearly coupled tearing and Kelvin–Helmholtz modes
(experiencing several quasi-periodic oscillations before the current sheet gets desta-
bilised and eventually disappears) lead to the observed non-thermal X-ray emission
oscillations, which are believed to be directly caused by variations of the electric
current magnitude in the reconnection region. The current fluctuations can a↵ect
the electric field magnitude and, consequently, modulate the electron acceleration
rate [Heyvaerts et al., 1977]. Full-scale 2.5D compressive, visco-resistive MHD sim-
ulations of this phenomenon were performed by Ofman and Sui [2006], who found
the oscillation periods to be about 50 Alfve´n transit times across the current sheet
half-width, giving about several tens of seconds for typical coronal plasma parame-
ters.
A long-period repetitive magnetic reconnection in the current sheet sponta-
neously formed along a side interface between an emerging coronal loop and the
neighbouring vertical magnetic field lines of the opposite polarity (see the geometry
of the model in Fig. 1.12), should be also included into this group of “dripping”
mechanisms. This model was studied numerically with 2.5D MHD simulations by
Murray et al. [2009]. The interchange reconnection provides a reconfiguration of the
magnetic topology, resulting in the generation of a new set of closed loops and a
new open field with a footpoint near the emerged loops. During each separate act
of reconnection the gas pressure in the bounded outflow region increases above the
level of that in the inflow region, causing a series of reconnection reversals. Conse-
quently, the reconnection energy releases occur in distinct bursts. The inflow and
outflow magnetic fluxes of an individual burst become the outflow and inflow fluxes
in the following burst of reconnection, respectively. Such a repetitive manner of
reconnection modulates the electric current and heating in the plasma of the cur-
rent sheet. Simulations showed that the maximum value of the current decreases
with the development of the processes. Hence, the oscillations were found to be
highly anharmonic, with periods varying from 1.5 to 32.1 min, depending on the
parameters in the numerical model. This mechanism requires a dedicated detailed
32
Figure 1.12: Results of 2.5D MHD numerical simulations of a spontaneous recon-
nection in the current sheet formed along the interface between an emerging loop
and the oppositely directed vertical magnetic field lines (for example, of a neigh-
bouring coronal hole). In the left-hand side of the loop system, the emerged field
is directed positively (outwards from the solar surface), while the adjacent coronal
hole field is of the opposite direction. Panel (a) shows the current sheet formation
at the left-hand interface between these two flux systems at a certain instant of the
computational time. The magnetic topology reconfigurated by the reconnection is
shown in panel (b). The colour scheme shows the current density [adapted from
Murray et al., 2009].
investigation, first of all addressing the e↵ect of the plasma parameters, especially
the value of the resistivity, on the period.
A theoretical model describing small amplitude magnetoacoustic oscillations
of a two-dimensional X-type magnetic neutral point was developed by Craig and
McClymont [1991]. The equilibrium magnetic field lines were taken to be coplanar
(with Bz = 0), and frozen into a circular radial boundary. Neglecting gas pressure,
viscosity, and assuming a constant value of resistivity in the background plasma of a
uniform density, combination and subsequent linearisation of the induction equation
for the magnetic field and the Euler equation resulted in a second-order governing
evolutionary equation
A¨  ⌘r2A˙ = r2r2A, (1.14)
written in terms of the perturbations of a magnetic field vector potential A(r, , t),
where r and   are the polar coordinates with the origin at the centre of the X-
point, ⌘ is the constant dimensionless resistivity of the medium, and double-dots
denote the second time derivative. Equation (1.14) reveals both a di↵usive behaviour
determined by the second term on the left-hand side of the equation, and oscillations
described by two other terms. Additionally, the “frozen” boundary conditions (the
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perturbation A = const at the boundary r = 1) were used, forcing the system to
be closed, with no magnetic flux or plasma entering or leaving the volume. In the
vicinity of the X-point, that is r ⌧ rc (where rc / ⌘1/2 is the skin depth), Eq. (1.14)
reduces to the di↵usion equation, A˙ = ⌘r2A. Its radial solutions are determined
by the Bessel function Jm(x) of order m. In the advection region (rc < r  1),
Eq. (1.14) is transformed into the wave equation, A¨ = r2r2A (r2A vanishes at the
boundary r = 1, where the perturbation A = const), revealing the characteristic
time scale  t ⇡ | log ⌘| of the wave propagation from the outer boundary into the
di↵usion region r < rc.
The radial solutions of the di↵usion equation derived from Eq. (1.14) in
the case of r ⌧ rc, showed that the perturbations with m = 0 (here m is the
azimuthal wave number, hence the perturbations are of a sausage symmetry) are
the only modes allowing for a topological reconnection. This is because only the
Bessel function J0(x) has a non-zero value at the origin. The higher m radial modes
rapidly decay in the outer non-resistive medium (rc < r  1), similarly to the
damping of a fluid motion by finite viscosity, and are therefore not able to a↵ect
the global magnetic topology. In particular, the slowest decaying m = 0 mode for
⌘ ⇡ 10 14 (a plausible coronal value) was found to have an oscillation period of
about 60 Alfve´n times (r/CA, based on the Alfve´n speed at the external boundary
radius, r), and the perturbation decays in about three cycles of oscillations.
A substantial extension of the proposed model was performed by McLaughlin
et al. [2012]. In this work, finite amplitude oscillations of a magnetic null point,
excited by a fast magnetoacoustic wave, were studied numerically in a compressible,
resistive 2D MHD simulation accounting for a non-zero thermal pressure e↵ect. Two
phases of the null point dynamics were identified: an impulsive phase (during the
first 90 s of the whole 480 s simulated time-domain) and a stationary phase. In
the impulsive regime, oscillations of the magnetic field, density, electric current and
induced plasma flows were found to be rather irregular, consisting of a number of
sharp intense spikes, each lasting for about 10–20 s. In the stationary phase, the
signal was much cleaner and closer to a decaying sinusoidal function, with a stable
period comparable to that of the m = 0 oscillating radial mode found in Craig and
McClymont [1991].
All these mechanisms of a non-steady time-dependent magnetic reconnection
clearly address basic observational properties of QPPs, such as simultaneous pres-
ence of pulsations in the light curves of di↵erent bands, as they are caused by the
same factor – modulated rate of the accelerated particles generation; and a deep
modulation depth of QPP, as it is determined by the variations of a non-thermal
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electron density. However, these explanations still contain several unanswered ques-
tions: in particular, it is not clear how the time-dependent reconnection can give
a high monochromaticity and quality of some QPP, presence of several distinct
significant periodicities; the properties of the non-thermal electron energy spectra
produced by those mechanisms are also still to be revealed.
The nonlinear regime of the coalescence of two twisted current-carrying flux
tubes can also provide repetitive energy bursts in solar flares [Tajima et al., 1987],
and is widely considered to be responsible for producing QPPs. In this model the
current sheet is formed in the region of coalescence of two colliding magnetic loops
with identically directed magnetic twists (see the schematic sketch in Fig. 3.4),
which are driven towards each other by the relative motion of their footpoints in
the photosphere. The nonlinear evolution of this explosive coalescence was studied
analytically and numerically with MHD and particle-in-cell simulations. The results
obtained with these essentially di↵erent and independent approaches were found to
be consistent with each other both qualitatively and in many detailed aspects. More
specifically, in the analytical model the governing second-order nonlinear ordinary
di↵erential equation, which describes the time evolution of the current sheet formed
by the collision of two plasmoids, has the normalised form
⇣¨ =  ⇣ 2 +  ⇣ 3, (1.15)
where ⇣ is a dimensionless function connected with the plasma parameters in the
current sheet, for example with the magnetic field strength, as B / ⇣ 2x/ , with
x and   being a spatial coordinate across the sheet and its thickness, respectively.
The equilibrium state of such a current sheet is determined by the total pressure
balance at the boundary, with the domination of the magnetic pressure in the inflow
regions and the thermal plasma pressure inside the current sheet (see Fig. 1.13). In
the normalisation, unperturbed values of the function ⇣ and plasma parameter   are
unity. As the initial perturbation occurs, Eq. (1.15) describes sausage oscillations
of the current sheet, with the minimum oscillation period measured in units of the
Alfve´n transit time ⌧A =  /CA across the sheet,
P = 2⇡ 3/2⌧A, (1.16)
which is about a fraction of a second for typical flaring conditions. However, in the
nonlinear regime of the current sheet evolution, the oscillation period increases with
the amplitude and can reach 1 s or longer for su ciently large amplitudes. This is
a common property of nonlinear oscillations, which can be also recognised, for ex-
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Figure 1.13: Interface between two coalescing plasmoids, with the domination of the
magnetic pressure in the inflow regions and the thermal plasma pressure inside the
current sheet formed by the coalescence. The equilibrium state of such a current
sheet is determined by the total pressure balance at its boundaries.
ample, in Dubinov et al. [2012a,b] where highly nonlinear waves in multicomponent
plasmas are considered. According to the definition of ⇣, the periodic solutions of
Eq. (1.15) represent oscillatory variations of the magnetic field in the current sheet.
The magnitude of the associated bursts of the electric field was found to grow up in
the nonlinear phase even more rapidly than the magnetic field, which results in the
e cient periodic acceleration of charged particles.
The analytical model developed by Tajima et al. [1987] is based upon a
two-fluid hydrodynamic description of the plasma, generally allowing the ion and
electron plasma components to evolve separately. Such a formulation naturally
implies the presence of a broad range of solutions in the model, with a variety
of characteristic time scales, namely, from the electron plasma period to the ion
plasma period or longer. However, Tajima et al. [1987] derived governing equation
(1.15) and analysed its oscillatory solutions only in the assumption of a quasi-neutral
plasma, i.e. when the electron and ion plasma densities are strictly equal to each
other, but the electrostatic field is still treated to have non-zero values. This special
case is valid only for long-period oscillations (with periods much longer than the ion
plasma period), and cannot address higher-frequency e↵ects, for example the local
electric charge separation in the current sheet. This omission is rectified in Sec. 3.2,
where the solution of the problem is generalised for both low- and high-frequency
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Figure 1.14: A typical o↵-limb solar prominence and on-disk filament, observed with
SDO/AIA in 304 A˚ (left) and 171 A˚ (right) channels [see Parenti, 2014].
oscillations, including solutions of Eq. (1.15) as a limiting case.
1.3 Prominences
Solar prominences are among the most intriguing objects observed in the solar
corona. They are condensations of plasma at temperatures of about 104 K (typical
for the chromosphere), levitating in the much hotter solar corona with temperatures
typically greater than 106 K [see e.g. Parenti, 2014, for a comprehensive review]. Un-
ambiguous scientific evidences of prominences in the solar corona are dated to the
second half of the 19th century [Tandberg-Hanssen, 1998]. Prominences are ob-
served in the emission in the optical and EUV lines formed at low temperatures,
such as the H↵ and 304 A˚ channels, or in the absorption in some EUV lines at higher
temperature formation (see Fig. 1.14). The term “prominence” is usually referred
to the structures which are seen o↵ the solar limb. However, when they are located
on the solar disk, they appear in the form of long dark threads (the darkness is due
to the absorption processes of the radiation coming from lower layers of the solar
atmosphere) and they are historically defined as filaments. In addition, prominences
present di↵erent morphologies and characteristics. A thorough statistical investiga-
tion of solar prominences has been recently accomplished by McCauley et al. [2015],
using the observational data obtained with the Solar Dynamics Observatory (SDO).
The main questions related to prominences concern the physical mechanisms
involved in their formation and evolution. Indeed, prominences can be generally
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attributed to two categories: quiescent prominences, which are observed floating in
the low solar corona with time scales ranging from hours to several days before they
slowly fade out or dissolve; and erupting prominences, which become unstable in
the presence of certain physical conditions. As a consequence of the prominence
eruption, a coronal mass ejection (CME) can be formed and expelled from the
solar corona. The eruption is believed to be accompanied by a sudden reconnection
of the magnetic field lines, where prominences are regarded as the inner part of a
magnetic flux rope system. The loss of equilibrium can be caused by various reasons:
eruptions can be triggered by a nearby flare [Panesar et al., 2015], or in response
to an emerging magnetic flux or variation of the local magnetic helicity [Yeates and
Mackay, 2009], or maybe due to the action of MHD waves, as observed for some
events before the eruption onset [see e.g. the discussion in Shen et al., 2014a].
1.3.1 Observations of oscillations in quiescent prominences
Quiescent prominences are also very dynamic, being subjected to MHD oscillations
[Arregui et al., 2012]. These oscillatory variations in prominences can be separated
into transverse oscillations [e.g. Hershaw et al., 2011; Asai et al., 2012; Shen et al.,
2014b] and longitudinal oscillations [e.g. Vrsˇnak et al., 2007; Zhang et al., 2012;
Luna et al., 2014]. Based on the direction of the filament main axis displacements,
transverse oscillations can have horizontal [e.g. Kleczek and Kuperus, 1969; Hershaw
et al., 2011; Shen and Liu, 2012], or vertical polarisations [e.g. Hyder, 1966; Eto et al.,
2002; Okamoto et al., 2004; Kim et al., 2014; Mashnich and Bashkirtsev, 2016].
The vast majority of observational detections of periodic motions in promi-
nences are based on the analysis of the Doppler velocity. In addition, other spectral
indicators (e.g. the line width and intensity) are also used for searching for promi-
nence oscillations. However, simultaneous observations of the oscillation with the
same period in several of these spectral indicators are rather rare and require further
detailed investigations. The observed values of the Doppler velocities usually peak
at 2–3 km s 1 in amplitude, corresponding to a broad range of oscillation periods
varying from a few tens of minutes to several hours [e.g. Mashnich and Bashkirtsev,
1990; Bashkirtsev and Mashnich, 1993; Oliver and Ballester, 2002; Arregui et al.,
2012]. The oscillation amplitudes are typically seen to exponentially decay, with the
oscillation quality factor (the dimensionless parameter comparing the exponential
decay time to the oscillation period) being of 1–4 [e.g. Molowny-Horas et al., 1999].
The spatial distribution of these small amplitude variations is often found to be of a
local nature, i.e. the oscillation of a given period is mainly pronounced in a certain
part of the prominence and does not a↵ect its whole body. In this context, Mashnich
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et al. [2009] confirmed that periodicities can systematically vary over the on-disk fil-
ament length (or the o↵-limb prominence height), with the coherence spatial scales
growing with the oscillation period. Small amplitude oscillations of prominences
are normally seen to be not related to flare activity, and the question of their trig-
ger still remains intensively debated [see e.g. Arregui et al., 2012, and references
therein]. For example, Alfve´n waves propagating upwards from the photosphere (or
chromosphere) to the corona are believed to be able to perturb the dense promi-
nence material penetrated by the vertical magnetic field lines. In this mechanism,
the oscillation period should be fully prescribed by the driving wave motion. On the
other hand, there is a number of studies where much longer and shorter periods than
those of a photospheric magnetic driver were detected, indicating that this scenario
of energy transfer is not unique and other possible candidates should be also taken
into account.
Oscillatory variations with velocity amplitudes greater than or about the lo-
cal sound and Alfve´n speeds in prominences (which are about 10 km s 1 or larger for
typical prominence conditions) are usually referred to as large amplitude oscillations
[Tripathi et al., 2009]. In contrast to the small amplitude regime, large amplitude
oscillations are mainly collective motions, which are always associated with active re-
gions located nearby, for example occurring before prominence eruptions [e.g. Isobe
and Tripathi, 2006] or triggered by a global coronal wave [e.g. Shen et al., 2014a]. In
particular, Hershaw et al. [2011] investigated the interaction of a quiescent promi-
nence with two consequent incoming coronal wave trains generated in a distant
active region. One of these wave trains was observed to be su ciently stronger than
the other, possessing enough energy to excite horizontally polarised large amplitude
oscillations of the prominence. The oscillation amplitude and period were found to
depend on the prominence height and reached 50 km s 1 and 104 min, respectively.
Despite numerous detections of such large amplitude oscillations in prominences, for
example in the EUV and H↵ lines, from the theoretical point of view there is an
obvious lack of relevant analytical models addressing observed nonlinear properties.
Furthermore, plasma in prominences is observed to show very complex dynamics,
which has been described in terms of turbulent processes [e.g. Berger et al., 2010;
Leonardis et al., 2012]. Such evidences may be strongly a↵ected by thermodynami-
cal processes acting in prominences, which can also influence the evolution of slow
MHD waves [e.g. Kumar et al., 2016; Ballester et al., 2016]. In addition, the Kelvin–
Helmholtz instability may take place during oscillations of prominences, sustaining
the damping and plasma heating [e.g. Antolin et al., 2014; Okamoto et al., 2015;
Terradas et al., 2016].
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1.3.2 Analytical modelling of oscillations in prominences
Transverse oscillations of non-eruptive prominences have been analytically modelled
based on natural MHD oscillations of the current-carrying toroidal magnetic ropes,
accounting for the damping e↵ect by an aerodynamic-like drag force of a linear [e.g.
Vrsnak, 1990; Vrsnak et al., 1990] or quadratic [e.g. Cargill et al., 1994] propor-
tionality to the plasma flow velocity. The governing equations were analysed in a
small amplitude, linear regime, allowing the authors to investigate the mechanical
stability of the system in its dependence on the intrinsic plasma parameters and
its geometry. Nonlinear e↵ects of the magnetic flux rope evolution, associated with
the energy dissipation due to the drag force, are addressed by Farrugia et al. [1997].
The governing second-order ordinary di↵erential equation describing the dynamics
of such a nonlinear damped oscillator, has the form
u¨ = Su 3  Qu 1 +Ku1 2    ⌫u˙, (1.17)
where the evolution function u(t) is determined via the physical parameters of the
magnetic rope, and for example is connected to the internal plasma density ⇢ by
⇢ / u 2, and   is the adiabatic index. The first two terms on the right-hand side
of Eq. (1.17) represent the axial and pinch magnetic forces, with the corresponding
positive constants S and Q, respectively. The thermal gas pressure gradient is given
by the third term (with the constantK > 0), and the last term is the dissipative force
taken to be proportional to the product of the plasma density and the radial velocity,
with ⌫ being the viscosity coe cient. Two phases of the magnetic rope evolution,
namely a continuous expansion and an oscillation phase, were revealed. Numerical
analysis of Eq. (1.17) showed that in the large amplitude regime of the expansion
phase the e↵ect of the magnetic terms is negligibly small, and the dynamics is
mainly governed by the interplay between the thermal pressure gradient and the
dissipation. The oscillation phase was found to be highly sensitive to the value of
the dissipative coe cient ⌫. In particular, for   = 1 the shortest oscillation period
(corresponding to the small amplitude case) was analytically obtained to depend
upon the coe cient ⌫, plasma parameter  , and the ratio of the maximum values
of the axial and azimuthal magnetic field components, Bmaxz /B
max
  , as
P /
8<:2
241   
4
 
Bmaxz
Bmax 
!2352   ⌫2S
4Q2
9=;
 1/2
, (1.18)
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where the magnetic constants S and Q are introduced in Eq. (1.17). For fixed values
of other parameters, period (1.18) is independent of the oscillation amplitude and
is seen to increase with ⌫ up to some critical value. However, in the nonlinear large
amplitude regime the oscillation period e↵ectively decreases due to the dissipative
e↵ect, as it additionally positively correlates with the oscillation amplitude. In
addition to quiescent prominences, one can apply the model of toroidal currents
to eruptive filaments too [e.g. Filippov et al., 2001]. However a further detailed
consideration of these objects is out of the scope of the current discussion.
Comparison of the modelling and observational results showed that the equi-
librium state of prominences in the solar corona is most likely supported by the
magnetic field structures with a magnetic dip [see e.g. Filippov, 2016, for recent
results]. This Kippenhahn–Schlu¨ter type equilibrium [Kippenhahn and Schlu¨ter,
1957] was used in theoretical models treating the prominence as a plasma slab em-
bedded in a magnetic dip created by some sources at the surface of the Sun. In
particular, MHD eigen modes of such a prominence structure, i.e. the fast and slow
magnetoacoustic and Alfve´n modes, with and without accounting for the gravity
force, were investigated by Oliver et al. [1993] and Joarder and Roberts [1993], re-
spectively. Global oscillations of prominences also modelled as a plasma slab in a
magnetic dip with straight magnetic field lines anchored in vertical rigid boundaries
(not connected to the solar surface) are considered in Anzer [2009].
Various thermodynamical processes are also widely considered to be responsi-
ble for long-period oscillations in quiescent prominences. In particular, an essentially
nonlinear e↵ect of the thermal over-stability in prominences can be caused by the
imbalance of the plasma heating and energy losses due to the optically thin radi-
ation and thermal conduction, and can lead to periodic variations of macroscopic
parameters of the plasma, responsible for the emission intensity. A simplified model
of this phenomenon, restricted to the field-aligned processes only, and neglecting in-
duced variations of the magnetic field, was developed by Kuin and Martens [1982].
The system of two nonlinear first-order ordinary di↵erential equations, describing
the time evolution of thermodynamical processes in a hot coronal loop, is
T˙ = ⇢ 1
⇥
1  ⇢2 (T ) ⌥(T   1)⇤ , (1.19)
⇢˙ =  ⌥(1  T 1). (1.20)
In this model the plasma is considered to be hydrodynamic, and the heating function
was taken to be constant per unit volume. This model provides the relationship be-
tween the plasma mass density ⇢ and temperature T , which are normalised to their
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equilibrium values. The time t is measured in units determined by the plasma
equilibrium parameters,  (T ) is the radiative loss function for an optically thin
plasma,   (0     1) is a dimensionless constant which determines the chromo-
spheric evaporation e ciency, and the dimensionless constant ⌥ is determined by
a combination of initial plasma conditions. Numerical investigation of the coupled
equations (1.19)–(1.20) showed that for ⌥ < 1 the solutions readily approach a limit
cycle in phase space, indicating the possibility of the existence of stable large am-
plitude periodic oscillations of the temperature and density inside the loop. The
model was numerically extended by Mu¨ller et al. [2004] for a time-independent non-
uniform heating source. The obtained results confirmed the existence of the limit
cycle regime and, hence, proved the possibility of the thermally over-stable dynam-
ics in coronal loops. In both Kuin and Martens [1982] and Mu¨ller et al. [2004], the
oscillation periods were found to be of several hours. The presence of the limit cycle
behaviour in the discussed models allows one to refer the revealed oscillations to
as self- (or auto-) oscillations. By definition, self-oscillations have amplitudes and
periods which are largely independent of the initial conditions, and are functions
of the plasma parameters only, and can be considered as an example of the plasma
self-organisation [Jenkins, 2013]. The concept of self-oscillations can also be applied
to continuous finite amplitude transverse oscillations of prominences [e.g. Hillier
et al., 2013], caused by the interaction of the overlying plasma non-uniformities
with quasi-steady photospheric flows [Nakariakov et al., 2016a].
A more advanced analytical MHD model addressing the e↵ect of the ther-
mal over-stability on the parallel and perpendicular propagation of magnetoacoustic
waves in a non-adiabatic plasma was developed by Chin et al. [2010]. The model
takes into account a heating and radiative cooling function ⇤(p, ⇢) determined by
the plasma pressure p and mass density ⇢, and parallel thermal conduction. Only
the weakly nonlinear perturbations of the thermal equilibrium were studied. The ef-
fect of the heating/cooling function ⇤(p, ⇢) on the evolution of the perturbation was
considered to be of the same order of magnitude as the nonlinearity and damping
by thermal conduction. Hence, the consideration was restricted to accounting for
the linear and quadratic terms of ⇤ in its Taylor expansion, leading to the nonlin-
ear evolutionary equation of the form of the generalised Burgers–Fischer equation.
Analysis of the possible dynamical regimes described by this model confirmed the
existence of periodic magnetoacoustic self-oscillations, highly depending upon the
sign and value of the quadratic term of ⇤.
Another essentially di↵erent approach describing quiescent prominence oscil-
lations, based on the interaction of line currents through the electromagnetic Lorentz
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force, was suggested by Kuperus and Raadu [1974]. In this mechanism the promi-
nence is modelled as a straight current-carrying wire located at some height above
the electrically conductive photosphere. Interaction of the prominence current with
the conductive surface is described by the introduction of a virtual “mirror” current
(the “mirror” e↵ect) located below the photosphere, strictly symmetric with respect
to the prominence. The Kuperus–Raadu model allows for vertical oscillations of the
prominence, but does not describe horizontally polarised oscillations. Indeed, even
a small displacement of the prominence current in the horizontal direction automat-
ically causes a corresponding identical displacement of the mirror current, and thus
the horizontal restoring force is absent from that model. Moreover, the Kuperus–
Raadu model neglects the interaction of the prominence with external sources of the
magnetic field. In particular, the prominence may be embedded in a magnetic dip,
for example a Kippenhahn–Schlu¨ter type magnetic configuration. In this case there
could be restoring forces responsible for horizontal oscillations. E↵ects of the delayed
response between the photosphere and the filament were investigated also within the
concept of line current models in van den Oord et al. [1998]. In particular, it was
shown that the Kippenhahn–Schlu¨ter type equilibrium of a prominence can never
be stable in the horizontal and vertical directions simultaneously, in other words the
prominence position is always unstable, if the e↵ect of the mirror current is neglected
in the model. A new analytical model of both small and finite amplitude transverse
oscillations of quiescent prominences in a magnetic environment, accounting for the
magnetic dip provided by two photospheric sources and the mirror current e↵ects,
is developed in Chapter 4. In contrast to the results obtained by van den Oord
et al. [1998], small amplitude analysis (Sec. 4.1) of the proposed model reveals the
stability of the prominence in both horizontal and vertical directions simultaneously,
while the nonlinear regime (Sec. 4.2) brings additional, more sophisticated e↵ects on
the prominence dynamics, for example such as a nonlinear coupling of the horizontal
and vertical modes and the presence of metastable equilibria.
Advanced numerical simulations are also extensively used for modelling of
oscillations in quiescent prominences. For instance, Antolin et al. [2015] performed
numerical study of transverse MHD waves in a prominence flux tube. In their
mechanism the Kelvin–Helmholtz instability takes place at the resonant absorption
layer of the oscillating flux tube, dissipating energy from the transverse motions into
the Alfve´n continuum through the development of MHD turbulence. Properties of
MHD oscillations as perturbations of a two-dimensional magnetostatic model of a
prominence, taking into account the e↵ects of gravity, were determined numerically
by Terradas et al. [2013]. Large amplitude longitudinal oscillations in prominences
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were modelled in terms of a so-called pendulum model by Luna and Karpen [2012];
Luna et al. [2016]. This model has been successfully adapted for a dipped magnetic
field line configuration, and treats the gravity projected along the magnetic field
lines as the restoring force. Here only several most recent numerical models of global
prominence oscillations are briefly overviewed, while more comprehensive discussion
of this issue would require a dedicated section and is out of the scope of this thesis.
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Chapter 2
Spectral analysis of solar
periodicities with the
Hilbert–Huang transform
(HHT)
2.1 HHT analysis in solar physics
The solar atmosphere evidently shows a wide range of periodicities detected through-
out the whole electromagnetic spectrum. They have a di↵erent physical nature and
causes, and their periods vary from a fraction of a second up to several years, and
even to centuries. Some examples of the oscillatory processes responsible for the ob-
served periodicities are the 11 yr solar cycle, the so-called quasi-biennial oscillations,
the helioseismic variations [see e.g Hathaway, 2010; Bazilevskaya et al., 2014, and
references therein for recent comprehensive reviews], MHD waves and oscillations in
di↵erent plasma structures of the solar atmosphere [see De Moortel and Nakariakov,
2012; Liu and Ofman, 2014; Jess et al., 2015], and various quasi-periodic pulsations
appearing in solar flare light curves [Nakariakov and Melnikov, 2009; Kupriyanova
et al., 2010; Simo˜es et al., 2015; Van Doorsselaere et al., 2016]. The vast majority
of these quasi-periodic solar signals exhibit non-stationary, anharmonic and some-
times nonlinear behaviour. Traditionally, spectral analyses of solar periodicities are
performed with the use of the Fourier transform based techniques, for example such
as the periodogram and wavelets and other more advanced techniques specific for
each separate branch of solar physics. However, the applicability of the Fourier
transform has a few crucial shortcomings: namely, the analysed system must evolve
45
in a linear regime, and the data must be rigorously periodic or stationary. Most
importantly, all these methods are based on the decomposition of a signal of interest
into a set of a priori prescribed harmonic basis functions or their wavelets. There-
fore, they cannot address the nonlinear, anharmonic and non-stationary nature of
many observational signals from the Sun. An intensively developing alternative
spectral method for the analysis of such nonlinear and non-stationary time-series
is the Hilbert–Huang transform (HHT) technique [Huang et al., 1998; Huang and
Wu, 2008]. It is based upon the empirical mode decomposition (EMD) of the signal
of interest into a basis derived directly from the data by iterative searching for the
local time scales naturally appearing in the signal. Being not restricted by an a
priori assignment of the basis function, EMD operates adaptively and, hence, is es-
sentially suitable for processing of non-stationary and nonlinear time-series typical
for solar signals. The subsequent Hilbert transformation of the identified intrinsic
mode functions (IMF) allows one to obtain their instantaneous frequency–power
distributions, designated as the Hilbert power spectrum. These unique advantages
of the HHT scheme attract a growing interest in its application to the analysis of
quasi-periodic dynamical phenomena on the Sun.
The first step of the method, EMD of a given signal X(t), is performed
iteratively by a so-called “sifting” process. After having identified all the local
extrema in the signal of interest, its upper and lower envelopes are constructed (e.g.
via the spline interpolation). The mean m1(t) of the upper and lower envelopes is
then subtracted from the signal,
h1(t) = X(t) m1(t). (2.1)
This procedure should be repeated k times until the number of extrema in the
residue h1(t) di↵ers from the number of zero crossings by not more than 1, and the
first IMF h1k(t) is thus reached,
h1k(t) = h1(k 1)(t) m1k(t). (2.2)
An additional stopping criterion is introduced by limiting the standard deviation of
two consecutive sifting results h1(k 1)(t) and h1k(t) by a value between 0.2 and 0.3.
In some cases this value can be reduced to enhance the sensitivity of the method.
The first IMF c1(t) ⌘ h1k(t) contains the shortest time scale component of the
signal. Then this IMF is subtracted from the original data set,
r1(t) = X(t)  c1(t), (2.3)
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Figure 2.1: Intrinsic mode functions (IMF) 7 and 8 determined with EMD in the
normalised total solar irradiance (TSI) records, with apparent mode-mixing pro-
nounced at the time intervals between years 1980–1985 and 2000–2005 in both panels
[adapted from Li et al., 2012].
and the procedure repeats, treating the residue r1(t) as a new input signal. This
process is repeated revealing other empirical modes cn(t), until the last residue rn(t)
becomes monotonic or aperiodic,
rn(t) = rn 1(t)  cn(t). (2.4)
Finally, the original signal can be reconstructed as a sum of all IMFs cj(t)
and the last residue rn(t) ⌘ r(t), which usually represents a slowly varying long-term
trend of the original signal, so that
X(t) =
nX
j=1
cj(t) + r(t). (2.5)
First applications of EMD showed that one of its major drawbacks is a sys-
tematic appearance of a mode-mixing (also often referred to as “leakage”) problem,
when a single IMF either consists of widely disparate scales, or a signal of a similar
scale resides in di↵erent IMF components (see e.g. Fig. 2.1). To suppress such
intrinsic mode leakages, the noise-assisted ensemble empirical mode decomposition
(EEMD) was proposed [see Wu and Huang, 2009, for details]. EEMD determines
the true IMF components by averaging of the statistical ensemble of independent
trials, each consisting of the original data and an artificial white noise. In EEMD the
white noise of a small but finite amplitude (e.g. 0.1–0.4 of the standard deviation of
the original signal) is added uniformly over the whole frequency–time domain. Then
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a new dummy signal is decomposed via EMD and the results are saved. In each
individual realisation, the added noise may produce an even greater mode-mixing
e↵ect. However, a su cient number of independent repetitions of this procedure
and subsequent averaging of the whole ensemble lead to the IMF frequencies sta-
bilisation, while the e↵ect of white noise is statistically cancelled. The occasional
trials in which the number of IMFs found in the signal with the added noise di↵ers
from that found in the original signal are disregarded.
Having obtained the set of true IMFs, the Hilbert transform is applied to
each IMF, allowing one to calculate its instantaneous frequency and power. The
Hilbert transform H(t) of a signal C(t) can be thought of as the Cauchy principal
value of the integral
H(t) =
1
⇡
+1Z
 1
C(t0)
t0   tdt
0. (2.6)
The signal C(t) and its Hilbert transform H(t) constitute a complex function, the
analytical signal
Z(t) = C(t) + iH(t) = a(t)ei✓(t), (2.7)
where a(t) =
p
C(t)2 +H(t)2 and ✓(t) = tan 1 [H(t)/C(t)] are the instant am-
plitude and phase, respectively. The instant frequency !(t) is determined by the
derivative of the instant phase ✓(t), as
!(t) =
d✓(t)
dt
. (2.8)
The Hilbert power spectrum showing the power, determined as the amplitude a(t)
squared, as a function of the frequency and time, is obtained by combining the
results of all IMFs or a partial set of them.
HHT and EMD have already been used in solar physics for analysing both
long- and short-term periodicities. In particular, fundamental time scales, such as
the 22 yr cycle and quasi-biennial oscillations of the solar magnetic field variability
were identified with EMD in Vecchio et al. [2012a]. Terradas et al. [2004] applied
EMD to propagating and standing waves in a coronal active region. Long-period
oscillations of the gyroresonant emission from sunspot atmospheres with periods in
the range of several tens of minutes were found in Chorley et al. [2010], and the
presence of the oscillations was confirmed by EMD. Komm et al. [2001] used the
HHT analysis to investigate whether the rotation rate in the convection zone shows
any other systematic temporal variations besides the so-called torsional oscillation
pattern in the upper convection zone. A new long-term period of 6 yr was detected.
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Figure 2.2: Oscillatory components of a solar flare occurred on 29 May 2003 (see
Fig. 1.11), in the microwave flux at 9.4 GHz, measured with the NoRP (upper panel)
and in the hard X-ray flux measured with ACS (lower panel). The oscillations were
obtained by subtracting a high-frequency noise and aperiodic trend, determined with
EMD, from the original signals shown in Fig. 1.11 [taken from Nakariakov et al.,
2010b].
Long-term sunspot records were analysed with EMD by Li et al. [2007], revealing a
set of periodic components of 1.3–1.4 yr, quasi-biennial oscillations, and the 11 yr
and 22 yr solar activity cycle components. Intrinsic modes of the North–South
sunspot time-series were found with EMD in Zolotova and Ponyavin [2007]. Ac-
celeration and deceleration trends in the temporal variations of the rotational cycle
length of the Sun were established with this method by Li et al. [2011], also revealing
periodicities in the variation of the solar radius [Qu et al., 2015]. Also, periodici-
ties in the monthly occurrence numbers and monthly mean energy of coronal mass
ejections were studied with EMD by Gao et al. [2012]. Long-term variability of the
coronal index was analysed with EMD by Deng et al. [2015]. The first successful use
of EMD in the analysis of much shorter periodicities in the solar emission, such as
QPPs in solar flares, can be found in Nakariakov et al. [2010b], where the technique
was applied to the extraction of the high-frequency noise and aperiodic trend from
the original data set shown in Fig. 1.11. Large amplitude oscillatory components of
a symmetric triangular shape, obtained after subtracting these empirically identified
noise and trend, are shown in Fig. 2.2. Another recent statistical study of more than
hundred QPPs observed in the decay phase of solar and stellar flares, was performed
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by Cho et al. [2016], where the non-harmonic trends of the analysed light curves
were determined with EMD.
2.2 Empirical mode decomposition analysis of random
processes in the solar atmosphere
2.2.1 Introduction
In addition to the variety of clear oscillations in the solar atmosphere, mentioned in
the previous section and considered in detail in Chapter 1, broadband modes usu-
ally associated with noise often appear in solar signals of various types too. These
noisy components may basically have di↵erent physical nature, for example they can
be caused by instrumental artefacts or by random processes operating in the solar
atmosphere. Interestingly, in the majority of previous studies these modes were
usually ignored and simply disregarded in the analysis. However, recent works have
shown that coloured noises can be recognised in solar and stellar flare light curves
with the Fourier power spectrum, and accumulate significant part of a signal’s spec-
tral energy. They are manifested as a power-law-like Fourier power spectra, and
seem to be intrinsic features of many observational data sets detected by di↵erent
instruments. For example, Inglis et al. [2015] considered flare signals exhibiting QPP
detected with the PROBA2 (Large Yield Radiometer), Fermi (Gamma-ray Burst
Monitor), NoRH, and Yohkoh (HXT) instruments. They found that the majority
of cases considered could be described by a power law in the Fourier power spectra.
Signatures of strong noisy components with power-law-like Fourier power spectral
densities were also detected in Gruber et al. [2011], where the RHESSI and Fermi
(Gamma-ray Burst Monitor) observations of solar flares were considered. Appli-
cation of the wavelet transform modulus maxima method showed the multifractal
spectra of the temporal variation of the X-ray emission in solar flares [McAteer et al.,
2007].
The interest in coloured noise in the solar atmosphere is connected with its
possible link with various dynamical phenomena. For example, in the case of QPP
in flares a frequency-dependent noise may be associated with stochastic regimes
of magnetic reconnection (see e.g. Sec. 1.2.2 and references therein). In the case
of the quiet Sun, the evolution of the noise with height may reveal the physical
processes responsible for the generation, dissipation and evolution of MHD waves,
turbulence, and episodic energy releases. Recently, Ireland et al. [2015] studied
mean Fourier spectra of various regions of the solar corona observed at the 171 A˚
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and 193 A˚ wavelengths, and found that they can be described by a power law at
lower frequencies, tailing to a flat spectrum at higher frequencies, plus a Gaussian-
shaped contribution specific for di↵erent regions of the corona. Also, understanding
of the noise is important for the development of automated detection techniques
[e.g. Nakariakov and King, 2007; Sych et al., 2010; Ireland et al., 2010; Martens
et al., 2012].
In contrast to the Fourier and wavelet spectral methods, behaviour of coloured
noises with arbitrary power law indices in their spectral densities in the EMD analy-
sis (see Sec. 2.1) has not been clearly revealed yet. The analysis has been restricted
to the EMD of white noise [Wu and Huang, 2004]. Based on the empirical fact
that EMD e↵ectively operates as a dyadic filter [Flandrin et al., 2004], numerical
experiments in Wu and Huang [2004] showed that IMFs obtained with EMD from
a number of independent white noise samples are normally distributed, and the
product of the IMF energy density and its mean period is constant. Furthermore,
the energy density function was found to be chi-squared distributed. Analysis of
a particular case of red noise in EMD has been made in Franzke [2009], revealing
noise-like properties of the Earth’s climate data.
This section is an adaptation of the work by Kolotkov et al. [2016a], it ex-
tends the studies of Wu and Huang [2004] and Franzke [2009], and reveals similar
empirical properties of coloured noise in EMD, allowing for arbitrary power law in-
dices in their power spectral densities, in application to the solar atmosphere. The
energy densities of IMFs detected with EMD in coloured noise, are shown to be suc-
cessfully described by a chi-squared distribution too. However the parameter of the
distribution function, the number of degrees of freedom (DoF), needs to be adjusted
accordingly for each sort of noise. For illustration of the reliability of the method,
this EMD-based technique is adapted for analysing solar EUV data sets obtained
with SDO/AIA, testing them in the manner described above for the presence of ran-
domly distributed dynamical processes. In the pre-SDO era, only lower layers of the
solar atmosphere were investigated for the presence of high-frequency tails in their
dynamical spectra, which were found to vary significantly with height and magnetic
properties of the region [see e.g. Evans et al., 1963; Orrall, 1966; Woods and Cram,
1981; Deubner and Fleck, 1990]. In this study the data obtained with the modern
SDO/AIA instrument is used, which due to the advanced combination of its spatial
and temporal resolutions and high values of the signal-to-noise ratio, allows one to
examine the higher coronal altitudes of the solar atmosphere in the EUV band and
directly compare their dynamical spectra with the chromospheric and photospheric
layers. Application of the developed EMD-based noise–test to SDO/AIA data sets
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revealed that they mainly consist of random signals represented by a combination
of white noise at shorter-period spectral components and pinkish noises at longer
periods, which in turn could be attributed to specific physical processes of an in-
strumental or natural origin, respectively.
2.2.2 Methodology and properties of coloured noises in EMD
Power spectral density S of coloured noise as a function of the frequency f can be
written as S = C/f↵, where C is a constant which can be reduced to unity by the
appropriate normalisation without loss of generality, and ↵ is a power law index
characterising the steepness of the dependence, i.e. its “colour”. In the further
analysis, only non-negative values of ↵ are considered. It should be mentioned that
the introduced model of coloured noises breaks down when f ! 0. Noises with
↵ = 0 are usually referred to as white noise with a constant spectral energy for all
considered frequencies, while non-zero values of ↵ correspond to so-called coloured
noise. In particular, ↵ = 1 describes a flicker (pink) noise, while ↵ = 2 gives a
Brown(ian) (red) noise.
Wu and Huang [2004] analysed behaviour of white noise of length N with
↵ = 0 in EMD. Based on the numerical examples they established an empirical
relation for the energy densities Em of each separate IMF obtained with the EMD
expansion of the white noise samples and their corresponding mean periods Pm, as
EmPm = const. This empirical fact is directly related to the dyadic property of
EMD. The dyadic nature of EMD in turn may be corrupted by the mode-mixing
problem introduced in Sec. 2.1, causing remarkable deviations of the energy–period
dependence of some particular IMF from the expected form. Additionally, the
probability density function of each IMF was found to be normally distributed.
The latter property leads to a chi-squared distribution of the IMF energy density
Em with k degrees of freedom (DoF):
f(Em) =  
2 (NEm, k) . (2.9)
By definition, white noise of length N contains N independent and random
data points. Hence, each sample of such a white noise has its N DoF, which are
evenly distributed across the Fourier power spectrum. As the white noise spectral
energy is also evenly distributed across the spectrum, the number k in the chi-
squared distribution (2.9) is proposed to be proportional to the mean modal energy,
i.e. k = NE¯m, where E¯m =
nX
i=1
Emi/n with n being a su ciently large number of
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white noise samples considered.
However, this simple rule should not work for coloured noises, in the case
with ↵ 6= 0. Indeed, the spectral energy of coloured noises is distributed across
the spectrum by the power law dependence mentioned above. Hence, data points of
coloured noises are no longer independent, but instead they are correlated with each
other. The latter makes the exact determination of the DoF number of the coloured
noise, and consequently the DoF number of IMF obtained from such a noise with
EMD, to be a non-trivial task. However, assuming again that the coloured noise
IMFs are normally distributed, the modal energy Em can be represented by a sum
of k independent normal variables Xi with zero mean and variance  , as
Em =
kX
i=1
X2i . (2.10)
In case of white noise, where the modal energies and the number of DoF
are evenly distributed across the spectrum, the variance   is of the same value
for all IMFs. Hence, it can be normalised to unity, and the modal energy (2.10)
is distributed by the chi-squared law (2.9) with k being the number of DoF [Wu
and Huang, 2004]. In contrast, in the coloured noise case the number of DoF of
some particular IMF may di↵er from its mean modal energy, and the corresponding
normalisation is impossible. In this case, the quantity distributed by the chi-squared
law is
Y =
kX
i=1
X2i
 2
, (2.11)
with the values of  , which in general may be di↵erent for di↵erent IMF. Using the
fact that the mean value of Y is equal to the number of DoF, k, one can obtain from
Eqs. (2.10) and (2.11) the value of   of coloured noise IMFs as
 2 =
NE¯m
k
. (2.12)
Substituting (2.10) and (2.12) into (2.11), one can derive the probability density
function of coloured noise IMFs energies Em in a general form as
f˜(Em) =
k
NE¯m
 2
✓
kEm
E¯m
, k
◆
, (2.13)
which is, in fact, the chi-squared distribution of the quantity Y = kEm/E¯m, governed
by a single parameter k being the number of DoF, and reducing to the corresponding
white noise distribution (2.9) for k = NE¯m.
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From the practical point of view, distribution (2.13) can be represented by
the functions E± giving its upper (e.g. 99%) and lower (e.g. 1%) confidence in-
tervals, respectively. To obtain their dependences on the instant period P , E±(P ),
dependences k(P ) (DoF) and E¯m(P ) (mean modal energy density) are empirically
determined from numerical experiments and substituted in (2.13). More specifically,
Fig. 2.3 shows several examples of the modal energy NEm distribution of the syn-
thetic noisy signals with ↵ = 0 (white noise) and ↵ = 1.5 (reddish noise), fitted by
the probability density function (2.13) with DoF determined from the best fitting
and the mean energy taken from the input data. The functional form of distribution
(2.13) has been fitted to the binned histograms shown in Fig. 2.3 with the number
of bins being 200. The fitting procedure is robust, giving identical results in a broad
range of the number of bins tested, namely from 20 to 1000.
The mean modal energy NE¯m of white noise IMFs was found to change
proportionally to the best fitted DoF (see Eq. (2.9)). However, in some cases the
detected values of DoF may significantly di↵er from the mean modal energy. It
additionally confirms the only approximate dyadic nature of EMD, with possible
discrepancies caused by the mode-leakage problem. In contrast, the reddish noise
with ↵ = 1.5 shows rather more complicated behaviour with inverse proportionality.
For both noises DoF are found to decrease with the IMF number. Additionally, for
both noises, IMFs with higher values of DoF show distributions of NEm closer to the
normal distribution, which is also a typical feature of the chi-squared distribution.
The dependence E¯m(P ) is obtained by fitting the modal energy values aver-
aged over each considered period with a linear function in a logarithmic scale (see
Fig. 2.4). This also allows for the empirical determination of the ↵ index in the
dependence S = 1/f↵. Indeed, assuming again the dyadic properties of EMD, we
can calculate the energy density Em of the m-th mode as:
Em =
Z p2fm
fm/
p
2
d f
f↵
= C0P
↵ 1
m , (2.14)
where C0 is some constant, and fm and Pm are the modal frequency and period,
respectively, with fm = P 1m . Hence, according to (2.14), the empirical relation
EmPm = const obtained for white noise (↵ = 0) in Wu and Huang [2004] can be
generalised to the form
EmP
1 ↵
m = const, (2.15)
for coloured noise with arbitrary values of ↵. A similar relation between modal
energies and periods has been shown in Franzke [2009]. However, that study was
54
Figure 2.3: Histograms (black) showing the normalised modal energy NEm fitted by
distribution (2.13) (red) for several IMFs obtained with EMD from 2000 independent
samples of synthetic white (↵ = 0, left column) and coloured (↵ = 1.5, right column)
noise. Each noise sample containsN = 500 data points. All samples were normalised
for their total energy to be unity.
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Figure 2.4: Energy–period distributions (yellow dots) of IMFs obtained with EMD
from 2000 independent samples of synthetic noisy signals with ↵ = 0 (white noise),
↵ = 0.5, ↵ = 1 (flicker or pink noise), ↵ = 1.5, ↵ = 2 (Brown(ian) or red noise), and
↵ = 2.5. Each sample contains 500 data points. All samples were normalised for
their total energy to be unity. Period is measured in dimensionless evenly sampled
time-steps between the data points. The energy averaged over each period is indi-
cated by the red crosses. Blue lines represent the empirical dependence of the mean
modal energy E¯m upon the period P , obtained with linear fitting. Green lines show
the E±(P ) functions, the 99% and 1% confidence intervals, calculated for the chi-
squared distribution given by (2.13). For white noise (↵ = 0), the 99% confidence
interval from Wu and Huang [2004], obtained as second-order Taylor expansion of
the exact dependence, is shown with the dashed lines.
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restricted to a particular case of red noise only. On a logarithmic scale, the slope
of the line given by a y = (↵   1)x + b function with y = ln Em, x = ln Pm, and
b = ln C0, allows for the estimation of the empirical value of ↵, appearing in the
analysed sample. Numerical experiments performed with the use of synthetic signals
showed that such an empirical estimate gives values of ↵ with relative errors of up
to 3.3% (recall that the dyadic nature of EMD can still be significantly corrupted
by the mode-leakage problem). It should be noted that coloured noise is known
to exhibit self-similar behaviour, implying the spectral energy to continuously grow
with the period up to infinite values in the most general case. However, in reality the
longest available period is usually prescribed by the length of the observational time
series, thus putting a restriction on the highest expected value of the spectral energy.
Furthermore, the periods which are longer than the half-length of the analysed signal
are not fitted, as the corresponding IMFs contain an insu cient number of extrema
for the correct determination of their periods. Following Wu and Huang [2004], the
first IMF (with the shortest period) is also excluded from fitting as it demonstrates
rather abnormal behaviour in comparison with the other modes.
Substituting the empirical dependences k(P ) and E¯m(P ) to the chi-squared
distribution given by expression (2.13) one can calculate the corresponding confi-
dence intervals E±(P ). Figure 2.4 shows the energy–period dependences of di↵erent
modes and corresponding confidence intervals obtained empirically with the method
described above for noise with ↵ = 0 (white noise), ↵ = 0.5, ↵ = 1 (flicker or pink
noise), ↵ = 1.5, ↵ = 2 (Brown(ian) or red noise), and ↵ = 2.5. The dependences
are given by the dots showing the energy and mean period of each IMF. The cor-
responding modal energy and mean period were calculated as NEm =
NX
j=1
C2mj and
Pm = 2N/bm, respectively, with Cm being the m-th IMF, N is the total length of
the signal, and bm is the number of extrema in the m-th IMF. The dots are seen to
scatter within the confidence intervals and are clustered together in separate groups
indicating localisation of periods and energies of IMFs. In particular, numerical
results obtained for the white noise samples are consistent with those shown in Wu
and Huang [2004]. Their confidence intervals obtained with the second-order Taylor
expansion of the exact dependences, and hence valid only in the regions with small
deviations of Em from the mean value, are also shown in Fig. 2.4.
In the case when one tests real signals for randomly distributed processes
with an a priori unknown value of the power law index ↵, the analysis can be
itemised in the following steps:
• Normalisation of the analysed samples so that their total energy is unity before
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the EMD processing.
• Empirical estimation of the power law index ↵ from the slope of the linear
fitting of the modal energy averaged over each period in the form of Eq. (2.15).
• Construction of corresponding empirical dependences E¯m(P ) in the form (2.15)
and k(P ) for normalised synthetic coloured noise with a certain value of ↵
determined above.
• Calculation of the confidence intervals E±(P ) from the chi-squared distribu-
tion shown in Eq. (2.13) for the chosen sort of the coloured noise.
Having obtained E±(P ), one can consider IMFs with an energy–period dis-
tribution within this interval to be related to a random process with a certain value
of the power law index ↵.
2.2.3 Noise-testing of SDO/AIA data
The developed methodology is applied to the investigation of statistical properties
of the EUV emission coming from the NOAA 11131 active region and its neigh-
bourhood. The SDO/AIA observations are used, corresponding to di↵erent levels of
the solar atmosphere: the upper photosphere (1600 A˚), chromosphere (304 A˚), and
corona (171 A˚). For each wavelength a continuous sequence of 500 images with the
highest available cadence (12 s for 304 and 171 A˚, and 24 s for 1600 A˚) is analysed,
starting on 8 December 2010, 00:00:00 UT, when the active region was close to the
central meridian. There were no flares during the observational interval. The images
were downloaded from the SDO data processing centre1. Before downloading, the
images were cropped, de-rotated, and coaligned.
For investigating statistical properties of the intensity variations in di↵erent
channels, two square regions of interest (ROI 1 and 2) shown in Fig. 2.5 were selected.
Each ROI is of 50 pixels wide, giving 2500 di↵erent intensity signals coming from
individual pixels. The first ROI is located in the quiet sun region eastwards from
NOAA 11131 (heliographic coordinates: ⇥ = 29.23 ,  =  17.46 ). The second
ROI is placed at the centre of the sunspot located in the NOAA 11131 active region
(heliographic coordinates: ⇥ = 31.27 ,  =  3.98 ). This sunspot showed well
pronounced 3-min oscillations, which were evidently detected with SDO/AIA in a
number of previous studies [see e.g. Reznikova et al., 2012; Sych and Nakariakov,
2014; Yuan et al., 2014; Deres and Anfinogentov, 2015].
1http://jsoc.stanford.edu/
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Figure 2.5: Active region NOAA 11131 observed with SDO/AIA at the 171 A˚ (top),
304 A˚ (middle), and 1600 A˚ (bottom) wavelengths. Images are taken at 00:00:00 UT,
8 December 2010. White squares show the regions of interest (ROI) for intensity
variations considered in the analysis.
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Following the method described above, it was empirically established that the
intensity variations of the emission coming from each individual pixel of the quiet
sun region, ROI 1, have coloured noise-like behaviour with the modal energy–period
dependence in the form given by Eq. (2.15) (see Fig. 2.6). Therefore these intensity
variation signals are considered as random processes with a power law spectral
energy distribution. The specific value of the power law index ↵ was empirically
estimated for each wavelength in the same manner that had been used for synthetic
noise (see Fig. 2.4), i.e. by the linear fitting of the average energies to dependence
(2.15) in a logarithmic scale. The period ranges where the fittings were carried
out, were chosen to correspond to the power-law-like parts of the spectra. The
value of ↵ was found to increase with height in ROI 1 from 0.86 ± 0.03 for the
upper photosphere, the 1600 A˚ line, to 1.29±0.02 for the chromosphere, 304 A˚, and
1.32 ± 0.04 for the coronal 171 A˚ line, with corresponding 1-  uncertainties. Such
a behaviour of ↵ indicates that higher-frequency oscillations are trapped deeper
in the quiet sun atmosphere. In contrast, the intensity signals coming from the
sunspot umbrae (ROI 2, see Fig. 2.7) in addition to a power-law-like spectral energy
distribution, were found to contain several IMFs with periods of approximately
2–4 min and with energies significantly above the noise level. The latter groups
of IMFs could be clearly associated with 3-min oscillations already found in this
sunspot. The value of ↵ estimated with the EMD-testing of the intensity signals
coming from ROI 2 was found to decrease with height from 1.33±0.04 for the upper
photosphere (1600 A˚), to 1.23± 0.1 for the chromosphere (304 A˚), and 1.26± 0.13
for the corona (171 A˚), with corresponding 1-  uncertainties, i.e. lower-frequency
processes dominate at lower levels of the sunspot atmosphere. Interestingly, the
171 A˚ and 304 A˚ intensity signals coming from ROIs 1 and 2 have nearly the same
values of ↵, of about 1.2–1.3 corresponding to the pinkish noise behaviour. On the
other hand, it changes dramatically for the 1600 A˚ line from about 0.86 in ROI 1 to
1.33 in ROI 2, indicating the change in the noise colour from pink (flicker) to reddish
at lower altitudes of the solar atmosphere when transiting from quiet sun regions
to sunspot umbrae. Figures 2.6 and 2.7 also show the Fourier spectra of the same
observational data sets, allowing for comparison of the results obtained with these
two essentially di↵erent spectral techniques. The Fourier spectra of separate signals
from each individual pixel of ROIs 1 and 2 were averaged over each considered
period. Similarly to the energy–period dependences of IMFs obtained with EMD,
the mean Fourier spectra are also seen to have clear power-law-like regions at longer
periods. The values of ↵ detected with the mean Fourier spectra were found to be
fully consistent with the corresponding values detected with the EMD-based testing.
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More specifically, the top panels of Fig. 2.6 show the energy–period depen-
dences of IMFs of the intensity variations from the quiet sun region (ROI 1), which
look similar to each other at the 171 A˚ and 304 A˚ wavelengths. In the spirit of
the examples of synthetic noises shown in Fig. 2.4, the dependences are shown by
the dots clustered in groups corresponding to separate IMFs. The spectral energy
distributions have non-trivial structures and can be described as a superposition of
two random processes with di↵erent power law indices ↵ for both 171 A˚ and 304 A˚
observational wavelengths. Indeed, at short periods (approximately shorter than
2 min) the process with ↵ ⇡ 0 (the white noise) dominates. The second component,
with ↵ being of about 1.32 and 1.29 for 171 A˚ and 304 A˚, respectively (the pinkish
noise), dominates at longer periods. These two noisy components could originate
from di↵erent sources and hence belong to di↵erent physical processes of a natural
or instrumental origin.
The confidence intervals of 99% and 1% significances (see Fig. 2.6) are cal-
culated for both random components in the assumption of the chi-squared modal
energy distribution given by Eq. (2.13). The maximum and minimum values of
these intervals for each period give a general confidence interval for the superposi-
tion of both processes. The general confidence intervals are indicated by the green
solid lines in Figs. 2.6 and 2.7. Energies of IMFs of 171 A˚ and 304 A˚ signals in the
top plots of Fig. 2.6 are located mainly inside the confidence intervals. The only
exception is the first (the shortest period) IMFs which have the energies above the
upper confidence limit. Note, that the same feature of the first IMFs also appears
in the energy–period distributions obtained for synthetic noises (see Fig. 2.4). Sim-
ilar unusual behaviour of the first mode energy of the white noise samples was also
reported in Wu and Huang [2004]. Hence, this e↵ect is attributed to the intrinsic
artefact of the EMD technique and is not discussed in the further analysis.
Another SDO/AIA data set taken from the lower level of ROI 1, namely the
intensity signals at 1600 A˚, shows similar spectral energy distribution well localised
inside the general confidence interval with ↵ ⇡ 0 and ↵ ⇡ 0.86. The latter proves
that the intensity variations observed in the quiet sun regions can be definitely
considered as a random process with a power law spectral density distribution.
However, the second group of 1600 A˚ IMFs with periods being between 3 and 4 min
is located partly outside the interval and hence cannot be attributed to the noise. As
the 1600 A˚ observational wavelength corresponds to the electromagnetic emission
coming from the upper photosphere, these IMFs are likely to be associated with
some specific periodic processes operating at lower levels of the solar atmosphere.
For instance, the period corresponding to the acoustic cut-o↵ frequency is known to
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Figure 2.6: Top panels: energy–period dependences of IMFs obtained with EMD
of SDO/AIA data taken from the NOAA 11131 active region, ROI 1 from 00:00 to
03:20 UT, 8 December 2010. The spectral power and periods of individual IMF are
shown by yellow dots. Total number of considered observational samples is 2500,
containing 500 data points each. The 99% and 1% confidence intervals are shown
with the black solid (white noise) and dashed (coloured noises) lines. The energy
averaged over each period is indicated by the red crosses. Blue lines represent the
empirical dependence of the mean modal energy upon the period, obtained with the
linear fitting. Green lines show the general confidence interval for the superposition
of the white and coloured noises. Bottom panels: Fourier spectral power–period
dependences of the same data sets as shown in the top panels. The spectral power
and periods of individual Fourier harmonics are shown by yellow dots. The red
crosses indicate the mean Fourier spectra. The blue lines are the best linear fit
showing the power-law-like regions of the spectra. Values of the power law index ↵
with corresponding 1-  uncertainties are shown above each panel.
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Figure 2.7: The same as shown in Fig. 2.6 for the SDO/AIA data sets taken from
the NOAA 11131 active region, ROI 2.
be in the vicinity of 3–4 min.
Figure 2.7 shows the energy–period dependences of IMFs of 171 A˚, 304 A˚,
and 1600 A˚ data sets taken from ROI 2. Similarly to the previous cases, the longer-
period spectral components (with periods longer than 10 min approximately) can
be described by a power law distribution with the index ↵ being of about 1.26, 1.23,
and 1.33, respectively. The spectral components with approximate periods shorter
than 2 min are seen to be more related to the white noise distribution. As ROI 2
is located above the sunspot umbrae (see Fig. 2.5), EMD expansion of 171 A˚ and
304 A˚ data clearly gives a distinct group of IMFs with energies outside the general
confidence interval. Their periods range approximately from 2 to 4 min, coinciding
with typical periods of 3-min sunspot oscillations. Nearly the same periodicities
can be also detected in the 1600 A˚ energy–period distribution. These results are in
accordance with the behaviour of the mean Fourier spectra which are also shown in
Fig. 2.7.
2.2.4 Discussion and conclusions
The study revealed empirical properties of synthetic coloured noises expanded via
EMD, allowing for arbitrary values of the power law index ↵ in the power spectral
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density S as a function of the frequency f written in the form S = 1/f↵. In analogy
with Wu and Huang [2004] where the corresponding properties of the white noise
(↵ = 0) are given, new findings can be briefly itemised as follows:
• Based on the dyadic nature of EMD it was found that the energy density Em of
IMFs obtained from the coloured noise samples with EMD is connected with
the mean modal period Pm through the relation EmP 1 ↵m = const, derived in
Eq. (2.15).
• Energies of IMFs of coloured noises were found to be chi-squared distributed,
according to Eq. (2.13). The latter expression in turn reduces to the cor-
responding white noise distribution shown in Wu and Huang [2004], for the
limiting case when ↵ = 0 and the IMF’s numbers of DoF are proportional to
the modal energies.
• Numerical experiments performed with the use of synthetic coloured noise
samples showed that the chi-squared distribution for Em is applicable to the
noises with values of the power law index ↵ being of up to 2 (see Fig. 2.4).
While for higher values of ↵, for example for ↵ = 2 and ↵ = 2.5 shown in
Fig. 2.4, the distribution of modal energies is seen to have a rather di↵erent
form. The latter fact is related to the dyadic properties of EMD, indicating
that they are mainly pronounced for coloured noises with approximate ↵ < 2,
and are corrupted for noises with ↵   2 when correlation between data points
is su ciently strong in a signal.
Due to its adaptive nature and advantages in analysing non-stationary and
nonlinear signals, EMD is an intensively used technique for the detection of quasi-
periodicities in solar signals of various types (see Sec. 2.1 for details). Hence, the
correct accounting for the background frequency-dependent random processes is cer-
tainly of a crucial importance when analysing oscillations in the solar atmosphere
with EMD. In particular, the first signature which should be addressed when using
EMD is the doubling of the modal periods (in EMD the periods of individual modes
are not prescribed and are determined empirically). This dyadic behaviour is typical
for EMD when it operates with noisy signals, and, hence, the IMFs with doubled
periods should be rather referred to as some randomly distributed background pro-
cess. There are a number of examples showing such a dyadic behaviour of IMF in
solar signals. For example, similar behaviour can be recognised in Terradas et al.
[2004] where a coronal loop oscillation was analysed with EMD. At least the three
first modes of the EMD expansion shown there in Fig. 1 demonstrate the dyadic
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behaviour with mean periods being of about 0.5, 1, and 2 min, respectively. Al-
though only the first mode (with the shortest period) was treated by the authors
as a noise, this dyadic property indicates that all these three modes together most
likely should be referred to as some background noise-like process. Lee et al. [2015]
recently reported the detection of periodic variations of the total solar irradiance
during the last decade, found with the ensemble EMD technique. Analysed data
sets were observed independently with SORCE/TIM, ACRIMSAT/ACRIM III, and
SOHO/VIRGO instruments, and were found each to contain at least three IMFs
with periods of about 16.7, 28.6, 58.8 d (TIM), 16.4, 32.5, 57.8 d (ACRIM III), and
16.1, 29.7, and 66 d (VIRGO), which may be also referred to as modes with dyadic
properties. In all these examples for the exact determination of the power law index
characterising the “colour” of the corresponding noisy components, further detailed
analysis of the modal energies is required.
For illustration, the developed EMD-based method was applied for probing
di↵erent layers of the solar atmosphere looking for the appearance of randomly dis-
tributed processes. The analysed intensity variation signals came from two regions
of interest: one is located above a quiet sun area, and another is above a sunspot,
both are related to the NOAA 11131 active region. In particular, the analysed
sunspot was previously found to have clear 3-min oscillations with a non-regular
deep-modulated wave-train profile shape [see e.g. Fig. 4 in Reznikova et al., 2012].
Due to its adaptive nature, EMD was chosen as the most suitable method for pro-
cessing such sort of signals. It was found that the intensity variations of both quiet
sun and sunspot regions at 171 A˚ (coronal level) and 304 A˚ (chromospheric level)
indeed behave randomly and can be represented as a superposition of two noise-like
processes with the corresponding power law index ↵ ⇡ 0 (the white noise compo-
nent) at periods shorter than 2 min, and ↵ ⇡ 1.2  1.3 (the pinkish noise) at longer
periods. These findings are consistent with, for example, the results obtained re-
cently by Ireland et al. [2015] with the use of the mean Fourier spectra for the coronal
emission at 171 A˚ and 193 A˚ wavelengths. There, the power law indices were found
to range from 1.8 to 2.3 for both wavelengths, depending upon the analysed region.
In addition to the coronal (171 A˚) and chromospheric (304 A˚) lines, in this study
the emission intensity variations at 1600 A˚ corresponding to deeper layers of the
solar atmosphere, were also analysed. Similarly to the upper levels, signals coming
from the 1600 A˚ emission layer are also seen to be well represented by a combina-
tion of white and coloured noise. However, the corresponding coloured component
experiences a dramatic change in the power law index from about 0.86 to 1.33 when
transiting from the quiet sun to the sunspot atmosphere. The latter means the
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domination of low-frequency processes deep inside the sunspot atmosphere, while
characteristic frequencies for the quiet sun area decrease with height. In contrast
to earlier works where the variations of slopes of the high-frequency spectral tails
(at periods shorter than about 3 min) were considered (see e.g. Deubner and Fleck
[1990], Fig. 5; Woods and Cram [1981], Fig. 1; Orrall [1966], Fig. 4; and Evans
et al. [1963], Fig. 3), the present study considers the evolution of the spectral slopes
from the photosphere to the corona in the extended range of periods up to 100 min.
In addition to the randomly distributed background processes, groups of IMF with
energies which are located significantly above the noise level, were also clearly de-
tected by the method. In particular, their periods range from 2 to 4 min (for the
sunspot regions) and may be clearly associated with 3-min sunspot oscillations. For
the quiet sun region observed at 1600 A˚, the energy distribution peaks at about 4 to
5 min, which can be considered as a manifestation of the p-modes or the oscillations
with the acoustic cut-o↵ frequency.
The mean Fourier spectra for the same data sets which were used in the
EMD analysis, were also calculated. Results obtained with the Fourier technique are
completely in accord with those obtained with EMD. In particular, the mean Fourier
spectra were also found to contain the power-law-like regions at longer periods and
tend to a flat shape at shorter periods, indicating that they also could be represented
as a combination of the corresponding coloured and white noise-like components. By
definition, the EMD and Fourier techniques are essentially di↵erent and independent
spectral approaches based upon di↵erent principles and intrinsic properties. Hence,
a full agreement between the results obtained separately with these two methods
in the analysis evidently confirms the ability of EMD for the detection of random
processes in solar signals, and justifies its applicability.
2.3 Long-period quasi-periodic oscillations of a small-
scale magnetic structure on the Sun
2.3.1 Introduction
In contrast to oscillations in various large-scale structures of the solar atmosphere,
for example such as coronal loops [e.g. De Moortel and Nakariakov, 2012], sunspots
[e.g. Sych, 2016], and plages [e.g. Kobanov and Chelpanov, 2014], quasi-periodicities
in smaller-scale solar magnetic structures with typical sizes of 4–10 arcsecs, such as
faculae and pores, are less studied as their direct observations were unavailable due
to the insu cient resolution of the previously used ground-based and spaceborne
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observational instruments. However now, using the modern observational methods
and newest satellite data with high spatial and temporal resolutions, researchers
are able to investigate the oscillatory behaviour of such small-scale structures in
di↵erent layers of the solar atmosphere. For example, recently Chelpanov et al.
[2015] revealed quasi-periodic oscillations in the facular magnetic knots with periods
of about 3 min. Additionally, the authors identified the longer-period oscillations
(with periods of about 5–11 min) above the facula periphery regions in the 304 A˚
spectral line. The detected spatial and temporal distributions of the oscillations
were proposed by the authors to be prescribed by the magnetic field lines topology
in facular regions. Similar periodicities and the corresponding dependence of the
oscillation period upon the magnetic properties of a facular region were found in
Kobanov et al. [2015]. Freij et al. [2016] detected oscillations with periods from 3
to 20 min in the intensity of two isolated magnetic pores and interpreted them in
terms of a slow magnetoacoustic sausage wave. Similarly, the facular brightness was
found to be dependent on the convective and wave motions in a facular region by
Kostik and Khomenko [2016]. Periodicities in the 5-min range were detected. In
addition to the solar atmosphere, Sun-like stars are also observed to exhibit quasi-
periodic intensity fluctuations on various time scales, which can be attributed to the
evolution of small-scale structures on their surfaces [see e.g. Karo↵ et al., 2013].
So far the longest detected periodicities in small-scale structures on the Sun
have been limited by a few tens of minutes and, in general, did not exceed a half
an hour. This section demonstrates the presence of a long-period oscillation with a
period ranging from about 80 to 230 min in a long-living small-scale photospheric
structure related to a facula formation visible in the chromosphere, and is based
on the work by Kolotkov et al. [2017]. It analyses the time-series of the average
line-of-sight component of the magnetic field, obtained with SDO/HMI with the
duration of 13 hours, using the HHT technique introduced in Sec. 2.1. Testing
the significance of the identified empirical modes with the approach developed in
Sec. 2.2, the white and pink noisy components superimposed on the original signal
and a single significant oscillatory mode were distinguished.
2.3.2 Observations
The analysis is based on the line-of-sight magnetograms of the examined small-scale
structure, observed by the Solar Dynamics Observatory Helioseismic and Magnetic
Imager instrument (SDO/HMI) [Schou and Larson, 2011; Scherrer et al., 2012; Cou-
vidat et al., 2016]. The spatial resolution of HMI (1 arcsec) allows one to successfully
resolve the target structure of about 4–10 arcsecs in size.
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Figure 2.8: Left: SDO/HMI line-of-sight magnetogram of the analysed magnetic
structure, measured at 23:00:45 UT on 6 July 2013. Blue contours show the magnetic
field intensity levels of 70G (dash), 100G (solid), and 600G (dash). Right: temporal
variations of the average line-of-sight component of the magnetic field (blue) in the
structure, integrated over the whole 100 G contour. The red solid line shows the
long-term trend of the blue signal, determined as the last empirical mode with EMD
(see Sec. 2.3.3). Variations of the total area inside the 100 G contour are shown by
the black solid line, with the long-term trend (green line) determined also with
EMD. Both original time-series were normalised to their maximum values (shown
in arbitrary units), and the total area signal was slightly shifted downwards for a
better visualisation. The elapsed time starts at 23:00:45 UT on 6 July 2013 and
spans 13 hours of observations with a cadence of 45 s.
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A snapshot of the analysed structure with the helioprojective Cartesian co-
ordinates of its geometrical centre, X and Y being of about [ 216,  405] is shown
in Fig. 2.8, left-hand panel at 23:00:45 UT. It is a positive polarity magnetic field
structure, with initial linear sizes of about 7 ⇥ 5 arcsecs, estimated at the 100 G
level of intensity. During the observational interval, the position of the structure’s
geometrical centre experienced stochastic (quasi-periodic) motions with amplitudes
being up to a typical size of inter-granular lanes in the region of interest. In turn, the
total area of the structure, estimated in the 100 G intensity contour, varied quasi-
periodically in time with a gradually increasing long-term trend (see the right-hand
panel in Fig. 2.8). The contour of 100 G was chosen as the most suitable for the
analysis of the oscillations of the target structure as a whole. Indeed, it matches
well the whole interior of the structure. On the other hand, its level is four times
higher than that of the quiet sun in the magnetogram, which is about 20–25 G.
Hence, the possible oscillations of the analysed structure should not be a↵ected
by the background processes operating in the neighbouring quiet sun atmosphere.
The right-hand panel of Fig. 2.8 also shows the temporal variations of the average
magnetic field strength, obtained by the integration over the whole 100 G contour,
for each separate magnetogram during the whole observational interval of 13 hours.
This time-series demonstrates a clear quasi-periodic behaviour of the average mag-
netic field in the structure and is a subject to a further spectral analysis.
2.3.3 HHT spectral analysis and significance test
Application of the EMD technique to the average magnetic field time-series shown in
the right-hand panel of Fig. 2.8 gives 11 intrinsic empirical modes, with the longest-
period 11th mode being a long-term trend shown in Fig. 2.8. The detected modes
1–7 and 9–10 have nearly stable periods, while the apparent non-stationarity of the
original signal is mainly attributed to mode 8. Mean periods of the detected modes
are estimated as P = 2N/n where N is the total length of the analysed signal and
n is the number of extrema in a mode, and are shown in Table 2.1. Except the
highest amplitude mode 8 (see the ratio of the modal standard deviation,  m to
the original signal standard deviation,  0 in Table 2.1), it shows the approximate
dyadic behaviour of intrinsic modes 1–7 and 9–10, i.e. their mean periods constitute
a nearly doubling sequence, with each next period to be about two times longer
than the previous. According to Sec. 2.2 and Flandrin et al. [2004], the latter
fact is typical for EMD when it operates with the signals containing white and
coloured noisy components with a power law in their spectral energy distributions,
and may indicate a random nature of these empirical modes. Similarly, the instant
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Table 2.1: Mean periods and ratios of the modal standard deviation,  m to the
original signal standard deviation,  0 of the empirical modes detected with EMD in
the average magnetic field signal shown in Fig. 2.8, right-hand panel.
Period (min)  m/ 0 Period (min)  m/ 0
M1 2.3 0.13 M6 36.3 0.14
M2 4.0 0.09 M7 74.3 0.14
M3 6.4 0.07 M8 120.0 0.31
M4 10.6 0.07 M9 156.0 0.08
M5 17.9 0.07 M10 312.0 0.10
amplitudes of modes 1–7 and 9–10 were found to be normally distributed, which is
also consistent with their random origin [Wu and Huang, 2004], in contrast to the
oscillation revealed by mode 8.
Writing the power spectral density S as a function of the frequency f as
S = 1/f↵, and following the recipe designed in Sec. 2.2, one can check the signifi-
cance of the intrinsic modes, comparing them with the white and coloured noises,
and empirically estimate the corresponding values of the power law index ↵. In-
troducing the energy E of an intrinsic mode as a sum of squares of its instant
amplitudes in the time-series, Sec. 2.2 showed that, for the intrinsic modes obtained
from synthetic coloured noise samples, it is connected with the mean modal period
P as EP 1 ↵ = const (see Eq. (2.15)). Figure 2.9, the left-hand panel shows the
corresponding mean modal energy–period dependence plotted in a logarithmic scale
for all intrinsic modes detected in the current analysis. Modal energies are shown
with the corresponding uncertainties, allowing the instant energies of each mode to
vary within 2 , where   is the half-level width of the instant energy distribution
of each mode. Modes 1–3 (black circles) and modes 4–7 and 9–10 (green circles)
are seen to lie around straight lines with the spectral slopes ↵ of about 0 and 1,
respectively. Here, these values of ↵ are taken as illustrative examples only.
Figure 2.9 also illustrates the upper (99%) and lower (1%) confidence inter-
vals of the white (↵ ⇡ 0) and pink (↵ ⇡ 1) noises, calculated in the assumption of
a chi-squared modal energy distribution given by Eq. (2.13). The performed test
shows that the detected shorter-period modes (1–3) have the energies lying strictly
within the white noise confidence interval, that most likely indicates their white
noise-like nature. In turn, the longer-period modes (4–7 and 9–10) have energies
lying within the pink noise confidence interval, and, hence, should be attributed to
flickering random processes in the solar atmosphere. In contrast, energy of mode 8
is well above the corresponding confidence intervals of both white and pink noises,
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Figure 2.9: Left: mean modal energy–period dependence plotted in a logarithmic
scale, for all intrinsic modes detected with EMD in the signal of interest shown in
the right-hand panel of Fig. 2.8 in blue. Values of the mean energies and periods
of modes 1–3 are shown by black circles, modes 4–7 and 9–10 are shown in green.
The red circle indicates the mean energy and period of mode 8 shown in the right-
hand panel. The yellow circle corresponds to the long-term trend of the signal,
shown in the right-hand panel of Fig. 2.8 in red. Dashed blue and purple lines
show the power law dependences EP 1 ↵ = const, with the spectral slopes ↵ = 0
and ↵ = 1, respectively. Blue solid lines show the 99% and 1% confidence intervals
of the white noise (↵ ⇡ 0), and the corresponding pink noise (↵ ⇡ 1) confidence
intervals are shown by the purple solid lines. The black solid line shows the Fourier
energy spectrum of the original signal shown in the right-hand panel of Fig. 2.8 in
blue, shifted downwards by an appropriate normalisation for a better visualisation.
Right: the detrended average magnetic field strength (black solid line) shown in the
right-hand panel of Fig. 2.8 in blue, and its intrinsic mode 8 (red solid line) detected
with EMD.
indicating the statistical significance of only that mode as a true oscillatory signal
among the whole set of the intrinsic modes detected in the average magnetic field
time-series (Fig. 2.8). The Fourier spectrum shown in Fig. 2.9 also demonstrates
the change in the spectrum slope gradient, i.e. in the noise colour, with a breaking
point near a 20-min period, consistent with the results obtained with EMD. On the
other hand, it does not show a pronounced periodic component. This discrepancy
illustrates the advantage of EMD in the processing of non-stationary signals.
The right-hand panel of Fig. 2.9 demonstrates the normalised original signal
with the long-term trend subtracted, and mode 8. The mode has a clear quasi-
periodic behaviour with a growing period, accompanied by a simultaneous increase
in the amplitude. The empirical dependence of the instantaneous oscillation pe-
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riod upon the instantaneous oscillation amplitude of mode 8 is calculated with the
use of the Hilbert transform, and is shown in Fig. 2.10, top left panel. It is a
growing dependence that can be fitted by a power law of the form Period [min] =
a ⇥ [Amplitude/max(Amplitude)]b + c, with a ⇡ (141.56 ± 56.91) ⇥ 103min, b ⇡
2.31 ± 0.14, and c ⇡ 78.36 ± 2.45min. According to this fit, the period of mode 8
increases from about 80 min (for the lowest amplitude) up to about 230 min (for
the highest amplitude). The dependence of the instantaneous period of mode 8
upon the variation of the instant average magnetic field (the red curve in Fig. 2.8),
shown in the top right panel of Fig. 2.10, can be approximated by a power-law with
an index of  3/2 (taken here as an illustrative example). Figure 2.10 also shows
the dependences between the instantaneous period of mode 8 and the total area
of the magnetic structure (bottom right panel) and its magnetic flux (bottom left
panel), projected onto the plane of sky and determined as the product of the average
magnetic field strength and the total area of the structure. No obvious correlation
between the modal period and these two parameters was detected.
2.3.4 Discussion and conclusions
The quasi-periodic behaviour of the average magnetic field strength (shown in
Fig. 2.8) measured with SDO/HMI in a photospheric small-scale magnetic element
forming a facula at higher levels of the solar atmosphere, was analysed. The spectral
analysis performed with the HHT technique decomposed the signal in 11 intrinsic
empirical modes, with the last (11th) mode being a long-term aperiodic trend of the
signal. The significance test showed that other nine empirical modes exhibit a nearly
dyadic behaviour and are most likely related to the noisy components present in the
original signal. They can be characterised by a power law index being of about 0
(thus representing the white noise component dominating in the short-period, 2–
6 min, part of the spectrum) and of about 1 (i.e. the pink or the so-called “flicker”
noise dominating at longer periods of 10–310 min). Only a single mode was found to
have statistically significant oscillatory properties. It has a gradually increasing os-
cillation amplitude, and its oscillation period grows with the amplitude from about
80 to 230 min.
The detected white and coloured noises could manifest di↵erent physical pro-
cesses of a natural or instrumental origin. The presence of the power-law-like regions
in power spectra of the signals detected at various heights of the solar atmosphere
seems to be a common feature. For example, similar values of the power law in-
dex (about 0.9–1.3) were found in Sec. 2.2, Figs. 2.6 and 2.7 in the EUV emission
intensity variations observed with SDO/AIA in the upper photospheric (1600 A˚)
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Figure 2.10: Top left: dependence of the instantaneous oscillation period upon the
instantaneous oscillation amplitude in mode 8 shown in the right-hand panel of
Fig. 2.9. The red solid line indicates the best fit of the empirical period–amplitude
dependence by a power-law function (see Sec. 2.3.3 for the fitting details). Top
right: dependence of the instantaneous period of mode 8 upon the long-term trend
of the average magnetic field signal, shown in the right-hand panel of Fig. 2.8. The
red curve shows the best fit of the empirical dependence by the power law function
with the index of  3/2. Bottom left: dependence of the instantaneous period of
mode 8 upon the long-term variation of the normalised line-of-sight magnetic flux
of the structure, projected onto the plane of sky. Bottom right: dependence of the
instantaneous period of mode 8 upon the long-term trend of the total area signal,
shown in the right-hand panel of Fig. 2.8.
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layer of the non-flaring solar atmosphere. The higher, chromospheric and coronal
layers of the non-flaring solar atmosphere also often show the presence of randomly
distributed processes characterised by the power law indices ranging from 1.2 to 2.3
depending upon the magnetic properties of the analysed region [see e.g. Sec. 2.2
and Ireland et al., 2015].
The period of the statistically significant oscillation revealed by mode 8,
which is in the range from 80 to 230 min, is far too long to be linked with an MHD
oscillation of the observed chromospheric or photospheric structure. Indeed, taking
the Alfve´n speed equal to the photospheric sound speed, 10 km s 1, a natural MHD
oscillation with a 180-min (⇡ 10, 000 s) period should have a wavelength of about
100 Mm. On the other hand, similar periodicities could be induced by the dynamical
interaction of photospheric magnetic structures with the boundaries of supergranula
cells [Strekalova et al., 2016], while this mechanism requires further investigation.
In particular, it is not clear whether the detected variation of the oscillation period
with the amplitude and the mean magnetic field could be consistent with the driven
motions caused by the supergranulation flows.
Another possibility is connected with the periodic motions appearing during
the magnetic flux emergence [see e.g. Emonet et al., 2001; Cheung et al., 2006]. In
this e↵ect, the period P is prescribed by the vortex shedding, P / d/V , where
d is the emerging magnetic flux tube diameter and V is the emergence speed [see
e.g. Nakariakov et al., 2009]. Taking that the flux tube diameter depends on the
magnetic field strength as B 1/2 (the magnetic flux conservation) and the emergence
speed is proportional to the magnetic field, one can obtain that the oscillation period
scales with the magnetic field as P / B 3/2. This behaviour is consistent with the
scaling seen in Fig. 2.10. However, more detailed modelling of this phenomenon is
required. The scaling of the instant oscillation period with the projected magnetic
flux and the total photospheric area of the magnetic structure did not give conclusive
results.
2.4 HHT analysis of periodicities in the solar activity
cycles 22, 23, and 24
2.4.1 Introduction
The Sun’s magnetic activity varies primarily on a time scale of 11 yr. However,
both longer- and shorter-term periodicities are also frequently associated with solar-
magnetic activity [see Usoskin, 2013; Bazilevskaya et al., 2014, for recent reviews].
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This section investigates activity-related periodicities that can be extracted from
data recorded over the last two-and-a-half solar cycles (from 1985 to 2014), concen-
trating on periodicities less than (but including) 11 yr. Periodicities in the range of
1–4 yr are often referred to as quasi-biennial oscillations [QBO, Bazilevskaya et al.,
2014], while periodicities shorter than 1 yr, are often referred to as Reiger-type peri-
odicities [e.g. Chowdhury and Ray, 2006; Ballester et al., 2004; Krivova and Solanki,
2002; Boberg et al., 2002]. The periodicities appear to be ubiquitous, being detected
in activity proxies that are sensitive to the solar interior, and extending right out
to the interplanetary medium [see e.g. Bazilevskaya et al., 2014].
Solar activity periodicities are hard to characterise: even the 11 yr cycle
is known to vary in both the amplitude and length [e.g. Hathaway, 2010]. Usu-
ally, for the spectral analysis of long-term solar activity, Fourier transforms and
other Fourier-based techniques are used. However, all of them have disadvantages
associated with the a priori prescription of the basis function and summarised in
Sec. 2.1. As an alternative, the Krylov–Bogolyubov “averaging” method was suc-
cessfully applied to the analysis of weakly nonlinear non-stationary Wolf number
data by Nagovitsyn [1997]. It is based on the expansion of the original signal
into a set of harmonic functions with time-dependent amplitudes, frequencies and
phases. Determination of these functions, consequently, allows one to construct an
amplitude–frequency diagram, which is a nonlinear analog of the power spectrum
of a linear process. Another method suitable for nonlinear and non-stationary data
processing is the proper orthogonal decomposition (POD). This tool, combined with
the wavelet analysis, was used to investigate the spatial-temporal behaviour of the
large time scale green coronal emission line at 530.3 nm [Vecchio and Carbone, 2008,
2009]. However, they were unable to adequately describe the 11 yr solar cycle using
POD modes.
In this study five measures of the solar activity are considered, which are
sensitive to di↵erent regions of the solar atmosphere: 10.7 cm radio flux2, helioseis-
mic frequency shift, and the sunspot area3 signals recorded from the whole Sun disk
and from the Northern and Southern hemispheres separately. The 10.7 cm radio
flux is a proxy for solar activity in the upper chromosphere and lower corona, and
is sensitive to both strong and weak magnetic field regions [Tapping, 1987]. Helio-
seismology uses the Sun’s natural oscillations to characterise conditions beneath the
surface of the Sun. It is well know that the frequencies of the helioseismic acoustic
oscillations (known as p-modes) vary throughout the 11 yr solar cycle and, there-
2http://www.ngdc.noaa.gov/stp/space-weather/solar-data/solar-features/solar-
radio/noontime-flux/penticton/
3http://solarscience.msfc.nasa.gov/greenwch.shtml
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fore, can be considered as proxies of solar activity [e.g. Woodard and Noyes, 1985;
Elsworth et al., 1990; Palle´ et al., 1990]. One of the most obvious manifestations of
solar activity on the solar surface is sunspots. Sunspot area provides a measure of
the photospheric magnetic flux [Hathaway, 2010]. Sunspot area has the advantage
that one can consider the total sunspot area or one can consider the Northern and
Southern hemispheres independently, gaining insights into the well known North–
South asymmetry [Norton et al., 2014]. In other words, in contrast with the other
proxies considered here, sunspot area signal contains information about the spatial
structure of the Sun’s activity.
While numerous studies have looked at variations on time scales shorter
than 11 yr that are present in the 10.7 cm flux and sunspot area, characterisations
of the shorter-term signals in helioseismic data are less abundant. For example,
Simoniello et al. [2013] used a wavelet analysis to study variations in helioseismic
p-mode frequencies and found a broad peak in the global wavelet spectrum that
extended between the periods of approximately one and four years. This broad
peak covers numerous individual periodicities identified in other activity proxies.
However, such a broad spectrum could also be an indication of temporal instability
in the periodicity. Howe et al. [2000] used helioseismic p-modes to identify a 1.3-yr
signal in variations in the solar rotation profile at a radius of 0.72R . However,
other authors were not able to verify the results [e.g. Antia and Basu, 2000], and
the follow-up study demonstrated that the signal appeared to disappear around
year 2000 [Howe et al., 2011]. Inherent in the problem are necessary limitations
on the temporal resolution with which changes in helioseismic parameters can be
determined: it is necessary to consider time-series accumulated over of the order of
months to allow the frequencies of the individual modes to be determined accurately
and precisely.
Characterisation of the helioseismic signal could help to discriminate be-
tween the di↵erent models proposed to explain the QBO-like variations. Di↵erent
helioseismic p-modes are sensitive to di↵erent but overlapping regions of the solar
interior, and so determining how solar cycle variations di↵er from mode to mode
can help characterise the magnetic field in the solar interior. Such characterisation
has frequently been performed for the 11 yr solar cycle. For example, the observed
frequency dependence in the amplitude of the solar cycle variations implies that
the dominant perturbation is confined to near-surface regions [e.g. Libbrecht and
Woodard, 1990]. Basu et al. [2012] demonstrated that the region responsible for
the 11 yr perturbation may be thinner in cycle 23 than in cycle 22. Its smaller
amplitude and shorter time scale makes characterisation of the QBO more di cult.
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In this section the application of the HHT technique improved by the noise-assisted
ensemble EMD (EEMD, see Sec. 2.1) for analysing periodicities observed in the
solar activity cycles 22, 23, and 24 is described, that could allow for better char-
acterisation of the helioseismic signal. It is demonstrated to be able to not only
successfully reproduce known results for the 10.7 cm flux and sunspot area signals,
but also to reveal periodicities and characteristics in the helioseismic data that are
consistent with the other activity proxies. This is important as to resolve QBO
variations, helioseismic data are often determined from overlapping time-series and
so data points are correlated, which has consequences for the significance of any
determined signals.
The primary EMD expansion of the original signal has already been used
in a long-term solar activity data analysis. More specifically, it was employed for
studying the time evolution of the radial, meridional and east–west components of
the global solar magnetic field in Vecchio et al. [2012a] by using magnetic synoptic
maps covering the time interval from 1976 to 2003. Fundamental timescales of the
solar magnetic field variability, such as the 22 yr cycle and quasi-biennial oscillations,
were identified. The time modulations both of the interplanetary cosmic rays and of
the solar neutrino flux were analysed with EMD in Vecchio et al. [2010]. All analysed
signals span the time interval from 1974 to 2001. In Vecchio et al. [2012b] a more
detailed joint EMD and wavelet transform analysis of the longer cosmic ray intensity
records (from 1953 to 2004) was performed. Comparison of the periodicities obtained
from the above mentioned data sets with the modes derived from the sunspot area
and the coronal green line signals allowed the authors to establish a direct connection
between solar neutrinos and cosmic rays with the evolution of the solar magnetic
field. Also, the Gnevyshev gap phenomenon was explained as the superposition of
QBO with the 11 yr cycle. Intrinsic modes of the monthly averaged North–South
sunspot area records for the time interval of 129 yr, from 1874 to 2003 were identified
with EMD in Zolotova and Ponyavin [2007]. Application of EMD allowed for the
separation of the North–South sunspot activity into high- and low-frequency parts.
This in turn led to the establishment of the amplitude and phase synchronisations
of the detected high- and low-frequency components.
In this section based on the work by Kolotkov et al. [2015a], the HHT and
EEMD techniques are applied to the solar cycle proxies measured more recently, in
1985–2014. This study can be considered as a development of the works by Zolo-
tova and Ponyavin [2007] and Vecchio et al. [2010, 2012a,b], by applying the more
statistically robust EEMD technique instead of EMD, and using the helioseismic
data sets which have been analysed neither with EEMD nor with EMD before. In
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addition, the Hilbert transformation allows one to reveal the temporal variability of
instantaneous periods, naturally appearing in the detected empirical modes.
2.4.2 Data
The Birmingham Solar Oscillations Network [BiSON, Davies et al., 2014] is a
ground-based network of six stations that make helioseismic Doppler velocity ob-
servations of the Sun. BiSON has now been accumulating observations for over
30 yr making it the longest running helioseismic observatory, and ideal for studies
of the solar cycle. Here data obtained between 1 January 1985 and 11 April 2014 is
considered, covering two-and-a-half solar cycles, including the recent extended min-
imum. The BiSON data used here benefit from improved calibration procedures,
which produce higher signal-to-noise ratios [Davies et al., 2014]. BiSON makes un-
resolved (Sun-as-a-star) observations of the Sun, meaning that only those modes
with the largest horizontal spatial scales (low-degree) have detectible amplitudes in
frequency spectra. However, these are the truly global modes of the Sun and so
their parameters (such as frequency), which are sensitive to the magnetic field in
the solar interior, can be considered as global proxies of solar activity.
In order to determine how the mode frequencies vary with time it is necessary
to divide the long time-series into shorter subsets. The time subsets are then con-
verted to Fourier power spectra in which the oscillations appear as distinct peaks.
These subsets must be short enough to resolve the time variations (such as the 11
yr solar cycle) but long enough that when converted to power spectra there is su -
cient resolution to accurately and precisely determine the mode frequencies. Here,
the subsets of length 108 days (d) with start times that are separated by 36 d are
chosen for the analysis. Only modes with degrees 0  l  2 in the frequency range
2400  ⌫  3500 µHz are considered, as these modes have the highest amplitudes in
Sun-as-a-star data and their frequencies can be obtained most accurately. The fre-
quencies were obtained by fitting the asymmetric profile of Nigam and Kosovichev
[1998], using the Maximum Likelihood Estimation technique [Fletcher et al., 2009].
The frequency shifts were determined in the manner described by Broomhall et al.
[2009]. Namely, a “reference” set of frequencies was obtained by determining the
average frequency of each individual mode across all subsets. For each individual
subset and mode the change in frequency compared to this reference set was deter-
mined. Finally the average across all modes was determined for each subset. The
uncertainties on the average frequencies were based on the uncertainties associated
with the original fitted frequencies. The result is a time-series of average frequency
shifts (with data points separated by 36 d) that covers approximately 29 yr and is
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ideal for studying solar cycle associated variations (see Fig. 2.11).
In addition to the helioseismic data, which can be considered as a proxy of
the Sun’s magnetic field in the solar interior, the sunspot area observed by the Royal
Greenwich Observatory [Hathaway, 2010], and the 10.7 cm solar radio flux [F10.7,
Tapping, 1987] are also considered (see Fig. 2.11). The sunspot area is a measure
of the photospheric magnetic flux. Both the total sunspot area and separately the
sunspot area in the Northern and Southern hemispheres are analysed. F10.7 is a
proxy of the magnetic field in the upper chromosphere/lower corona.
Although daily values of the activity proxies were initially obtained, F10.7
and sunspot area signals were averaged over each 10 d, that su ciently reduces the
computational time used by EEMD. The 10 d smoothed values were independent,
i.e. each data point in the smoothed time-series is separated by 10 d. In addi-
tion, to ensure compatibility with the helioseismic results, the F10.7 signal was
also smoothed over the same 108 d subsets from which the helioseismic frequency
shifts were obtained. This smoothing was performed with some overlap: each 108 d
smoothed value was separated from its predecessor by 36 d. This test, therefore,
ensures compatibility with the helioseismic results both in terms of the di↵erent
smoothing time scales, but also allows for an assessment of the impact on the re-
sults of using overlapping, and therefore correlated data.
2.4.3 Analysis
The signals of five observational proxies, shown in Fig. 2.11, were analysed with the
HHT method, starting with the noise-assisted EEMD expansion. The value of the
white noise amplitude [0.2 of the standard deviation of the original signal, according
to Wu and Huang, 2009] used in the EEMD, was chosen to be comparable with the
values of the helioseismic data uncertainties. The Hilbert transform was applied
separately to each of the found empirical modes to reveal the instant period–time
variations, designated as the Hilbert spectrum. The instantaneous period regularly
varies around some average value (see Fig. 2.12), which is referred to as the most
probable mean period of each mode.
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Figure 2.11: Upper panel: raw data signal of the 10.7 cm radio flux intensity (upper
thin solid line), provided by the National Geophysical Data Center (NGDC), and
the raw data of the helioseismic frequency shift with uncertainties (bottom thick
solid line), detected with the Birmingham Solar Oscillations Network (BiSON). The
signals are normalised to their maximum values, and the frequency shift signal is
slightly shifted downwards for better visualisation. Bottom panel: Sunspot area sig-
nals, recorded from the whole Sun disk (bottom thick solid line), from the Northern
solar hemisphere (middle dashed line), and from the Southern hemisphere (upper
thin solid line), by the Royal Observatory, Greenwich. The signals are normalised
to the maximum value of the bottom signal, and signals from separate hemispheres
are shifted upwards for better visualisation. The elapsed time is measured from 1
January 1985.
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Table 2.2: Average intrinsic periodicities of the signals of five solar cycle proxies, estimated with the HHT technique. The
periods are measured in days, and their significances  peak are estimated in the units of the standard deviations, calculated
separately for each probability histogram of each Hilbert spectrum.
10.7 cm radio flux Frequency Sunspot area recorded from Mean
108 d smooth 10 d smooth shift whole Sun Northern hemisphere Southern hemisphere period
Period (days)/  peak Period (days)/  peak Period (days)/  peak Period (days)/  peak Period (days)/  peak Period (days)/  peak Period (days)
22+21 2 / 5.5 23
+11
 2 / 5.9 25
+15
 5 / 4.8 28
+6
 7/ 6.6 25
+7
 2
46+22 8 / 6 43
+24
 10/ 5.6 40
+19
 7 / 6.1 48
+9
 13/ 6.6 44
+10
 5
80+52 24/ 6.5 75
+48
 24/ 5.1 71
+45
 16/ 5.4 75
+28
 13
96+18 29/ 5.8 101
+36
 11/ 5.5 98
+106
 28 / 5.6 98
+38
 14
128+70 28/ 5.2 125
+32
 41/ 5.5 127
+38
 25
140+120 40 / 5.6 160
+30
 25/ 6.9 150
+62
 24
216+162 50 / 4.4 198
+105
 31 / 6.4 214
+39
 70/ 7 222
+72
 24/ 8.3 213
+52
 24
256+6 37/ 6.4 290
+81
 95/ 7.4 294
+141
 47 / 8.7 292
+81
 53
360+122 77 / 5.4 328
+149
 15 / 10 378
+74
 35/6 408
+47
 148/ 8.3 435
+154
 145/ 8.8 426
+9
 98/ 10.5 395
+46
 46
708+215 163/ 4.4 690
+80
 200/ 13 625
+65
 240/ 9.5 563
+178
 128/ 10.6 626
+69
 113
885+177 200/ 7.6 833
+417
 63 / 14 965
+46
 233/ 7.4 930
+180
 190/ 11.1 952
+477
 82 / 14.5 833
+76
 33/ 17.7 903
+133
 64
1180+337 214/ 7.1 1110
+710
 340/ 11.3 1250
+520
 239/ 6.8 1538
+280
 538/ 12.9 1818
+182
 151/ 18.4 1400
+268
 223/ 15.8 1423
+196
 146
4248+2832 1213/ 7 4000
+2670
 665 / 23.2 4250
+2830
 710 / 12.2 4500
+2170
 1160/ 17.3 4000
+1000
 667 / 23.9 4000
+2667
 667 / 19.1 4150
+1058
 357
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Average periodicities
The results, obtained with the HHT analysis of the raw data signals, are summarised
in Table 2.2. Intrinsic periodicities were found simultaneously in di↵erent proxies
and were separated into three distinct groups: short-term variations (with periods
shorter than 0.5 yr), quasi-biennial oscillations (with typical periods from 0.5 yr
up to 3.9 yr), and longer periodicities, e.g. such as the 11 yr cycle. These mean
periods were estimated from the probability histograms of the corresponding Hilbert
spectra. A particular example of this technique is shown in the right-hand panel
of Fig. 2.12. Such a histogram is calculated as the number of times each period
appears in the Hilbert spectrum. Assuming that the periodicity is stationary, for
each empirical mode this distribution has a Gaussian-like shape with a distinct
peak, designated as the most probable period of the mode. The significances,  peak,
of these peaks were estimated by comparing the peak height (which is unity after
normalisation to its maximum) with the value of the standard deviation of the whole
probability histogram (see the right panel of Fig. 2.12). All significances were found
to be greater than or equal to 4.4 standard deviations. Furthermore, according to
Table 2.2,  peak grows with increasing modal period, indicating that the Hilbert
spectrum of a mode with a longer period varies less in time, allowing the mean
periodicity to be determined more accurately. The negative and positive error bars
of all the obtained average periods were estimated at the half-level width of the
corresponding probability histogram. These uncertainties indicate some instability
in the periodicities, primarily arising from epochs around solar minimum, when the
amplitudes of the signals are relatively low.
Time variability of the empirical modes
Figure 2.13 shows several examples of empirical intrinsic modes of the investigated
raw signals, obtained with the EEMD expansion. The intrinsic modes plotted in the
top panel of Fig. 2.13 have a mean period of 626+69 113 d (⇡ 1.7 yr) and are obtained
from the sunspot area signals, recorded from the Northern solar hemisphere and from
the whole disk, and the F10.7 intensity, respectively. The middle panel shows the
modes with the mean period of 903+133 64 d (⇡ 2.5 yr), obtained from the helioseismic
frequency shift and the F10.7 intensity. Finally, in the bottom panel of Fig. 2.13,
the longest 11 yr empirical modes are shown, which were obtained using all proxies.
All modes are normalised to their maximum values and are slightly shifted upwards
or downwards for better visualisation, hence, the information about the absolute
amplitude is artificially eliminated. Nevertheless, for all the proxies examined the
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Figure 2.12: Left-hand panel: Hilbert spectrum, dependence of the instantaneous
period upon time, of intrinsic mode 7 of the radio flux signal (see Fig. 2.11), shown
in Fig. 2.13 (line (3) in the upper panel), determined with EEMD and characterised
by the average period of about 690 d (⇡ 2 yr), i.e. a quasi-biennial oscillation. The
elapsed time is measured from 1 January 1985. The colour scheme is used for the
instant spectral power, with the red/blue colour corresponding to the highest/lowest
power, respectively. Right-hand panel: histogram (solid line), representing the most
probable mean period of the Hilbert spectrum. It is calculated as the number of
times each period appears in the Hilbert spectrum. The distribution has a Gaussian-
like shape with the distinct peak at about 690 d (⇡ 2 yr), designated as the mean
most probable period of the empirical mode. The best fitted Gaussian function of
the form y(x) = a exp([x   b]2/2c2), where a ⇡ 0.6, b ⇡ 672.8, and c ⇡ 166.3, is
shown by the dotted line, the half-level of the histogram is shown by the dashed
line. The vertical dot-dashed line shows the value of the standard deviation of the
histogram. The probability is normalised to its maximum value.
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absolute amplitudes of the 11 yr modes were found to be much greater, generally
by a factor of 5, than that of the shorter-period modes.
According to Table 2.2, the quasi-biennial oscillations of the sunspot area
proxies with the average period of 626 d were found only in the signals from the
whole Sun disk and from the Northern hemisphere, and are absent in the Southern
hemisphere. Hence, one can expect that lines 1 and 2 in the upper panel of Fig. 2.13
demonstrate in-phase behaviour. Indeed, correlation analysis of these lines showed
that the cross correlation coe cient varies from 0.8 to 0.9 at time lags of 0.1–0.2 yr
(6–12% of the modal average period), except between 3 yr and 13 yr and between
17.1 yr to 18.6 yr, where the modes were artificially corrupted by the decomposition
process. The time lags found are within the error bars of the estimation, generated
by HHT (see Table 2.2). Similar in-phase behaviour can be recognised in the intrinsic
modes of the sunspot area signals with a shorter mean period of 127 d (see Fig. 2.14).
In this case the obtained periodicities were found to appear simultaneously in the
whole Sun signal and in the Southern hemisphere only, and are absent from the
signal from the Northern hemisphere.
The modes with a mean period of 903 d, obtained from the helioseismic
frequency shifts and the F10.7 signal and presented in the middle panel of Fig. 2.13,
show rather out-of-phase behaviour during the maximum of the cycle 22, but are
in phase during the maximum of the cycle 23. Moreover, in-phase behaviour of
those modes is also seen at the very beginning of the cycle 24. The quasi-biennial
and longer periodicities obtained from the 108 d smoothed overlapping F10.7 data
were found to be consistent with those obtained for the 10 d smoothed data. As
one might expect short-term periodicities were not detected in the 108 d smoothed
data because the time resolution is not fine enough. The middle panel of Fig. 2.13
allows for comparison of one of the intrinsic modes found in both the 10 d and
108 d smoothed F10.7 data. Except the edge e↵ects of EEMD, the agreement is
predominantly very good. The obtained mean periods are also in good agreement
(all within 1 , see Table 2.2), and, although the modes are less significant in the
108 d smoothed data, they are all still significant. This indicates that the EEMD
technique is not adversely a↵ected by the fact that correlated data were used and,
therefore, the intrinsic modes obtained from the helioseismic data can be trusted.
The 11 yr cycle is clearly detected in all proxies and is shown in the bottom
panel of Fig. 2.13. The signatures of the so-called “extended” last minimum are
well pronounced in these curves too. It is also clearly seen that 11 yr maxima
of the sunspot area signals recorded separately from the Northern and Southern
hemispheres are slightly shifted with respect to each other.
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Figure 2.13: Upper panel: intrinsic empirical modes with the mean period of
626+69 113 d (⇡ 1.7 yr) of the sunspot area signal recorded from the Northern hemi-
sphere (line 1), from the whole Sun disk (line 2), and the 10.7 cm radio flux intensity
(line 3). Middle panel: intrinsic empirical modes with the mean period of 903+133 64 d
(⇡ 2.5 yr) of the helioseismic frequency shift (bottom dashed line), and of the 10.7 cm
radio flux intensity obtained from the signals smoothed over 10 d (middle solid line)
and over 108 d (upper dot-dashed line). Bottom panel: the longest 11 yr empiri-
cal modes of the sunspot area signal recorded from the Southern solar hemisphere
(bottom long-dashed line), from the Northern hemisphere (thin solid line), the he-
lioseismic frequency shift signal (dashed line), the sunspot area signal recorded from
the whole Sun disk (thick solid line), and the 10.7 cm radio flux intensity (upper
dot-dashed line). Dotted vertical lines in all the panels show in-phase/out-of-phase
behaviour of the modes. All signals are normalised to their maximum values and
shifted accordingly to provide better visualisation. The elapsed time is measured
from 1 January 1985.
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Figure 2.14: Upper panel: intrinsic empirical modes with the mean period of 25+7 2 d
of the 10.7 cm radio flux intensity (a), of the total sunspot area (b), and from the
Northern (c) and Southern (d) hemispheres. The over-plotted thin solid lines show
the corresponding 11 yr intrinsic modes. Middle panel: intrinsic empirical modes
with the mean period of 127+38 25 d of the sunspot area signal recorded from the whole
Sun disk (a), and from the Southern hemisphere (b). Bottom panel: empirical modes
of the Northern (a) and Southern (b) sunspot area signals, with the average periods
of 435+154 145 d and 426
+9
 98 d, respectively. All signals are normalised to their maximum
values and shifted accordingly to provide better visualisation. The elapsed time is
measured from 1 January 1985.
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Figure 2.14 shows the most representative examples of the identified short-
term empirical modes, with mean periods of 25, 127, and 395 d. These modes are
seen to have clear amplitude modulation that is highly correlated with the corre-
sponding 11 yr cycle, appearing as a sudden increase of the modal amplitude during
the 11-yr-cycle maximum. Moreover, the modal patterns observed around the solar
maxima exhibit additional amplitude modulations, with periodicities much shorter
than 11 yr, and demonstrate a wave train behaviour. Rapid intensive fluctuations
(also called “surges”) were also found to occur during the solar maxima and are
pronounced, for example, in the 25 d period modes. One such surge appearing at
the vicinity of 19 yr of the elapsed time (the end of the solar cycle 23, see Fig. 2.14)
was detected in all short-term modes and corresponds to the beginning of the ex-
tended minimum between the cycles 23 and 24. The fine properties described above
are common to all short-term variations, as well as partly appearing in several of
the shortest QBO modes, and require further, more detailed investigations.
2.4.4 Discussion and conclusions
The spectral analysis of periodicities in the solar activity cycles 22, 23, and 24 (1985–
2014) performed by the HHTmethod is presented, considering the following solar ob-
servational proxies: helioseismic frequency shift, 10.7 cm radio flux, and sunspot area
signals from the whole Sun disk, and from the Northern and Southern hemispheres
separately. Similar periodicities were detected in di↵erent proxies independently
and simultaneously, and were distinguished into three groups: short-term varia-
tions (with periods shorter than 0.5 yr), likely related to the so-called Reiger-type
periodicities [Rieger et al., 1984]; quasi-biennial oscillations [QBO, Bazilevskaya
et al., 2014], with periods in the range of 0.5–3.9 yr; and longer periodicities, such
as the 11 yr cycle. Hence, all detected periodicities are consistent with previous,
well-known results. In particular, using the above listed proxies, which are di↵erent
to the ones analysed with EMD in Vecchio et al. [2010, 2012a,b], the same types
of periodicities, such as the QBO and 11 yr modes, were extracted. In addition,
similar periodicities were detected with EMD in the records of the daily coronal
index of FeXIV emission from 1939 to 2008 [Deng et al., 2015]. Furthermore, the
presented findings were obtained with the noise-assisted ensemble EMD (EEMD),
which provides more statistically robust results. The fact that similar periodici-
ties are independently detected in di↵erent observational proxies evidently confirms
their physical nature.
The shortest detected mean period of about 25 d is clearly associated with
the monthly solar rotation. It was detected in all observational proxies, except
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the helioseismic frequency shift (see Table 2.2), determined from the time-series
of 108 d in length, not resolving such short periodicities. Furthermore, the next
identified Reiger-type mean periods, such as 44, 75, 98, 127, and 150 d, are seen to
be the approximate multiples of 25 d. This ordering was also detected in Bai [2003],
where periodicities of the solar flare occurrence rate during the cycles 19–23 were
analysed. This finding was claimed to support the idea that the 25 d period is one
of the fundamental periods of the Sun, and various observational proxies (e.g. the
sunspot area and the 10.7 cm radio flux) of the solar magnetic activity often exhibit
periodicities at its multiples [Bai and Sturrock, 1991]. The mechanisms possibly
responsible for such an ordering remain uncertain. The 25 d periodicity can be also
related to the monthly evolution of the photospheric magnetic field, associated with
the solar rotation. In particular, Knaack et al. [2005] found similar ordering of the
Reiger-type periodicities in the analysis of the monthly variations of the photospheric
magnetic field. In addition, shorter-period modes of several observational proxies,
namely 22, 46, and 96 d variations of the 10.7 cm radio flux intensity and 23, 43,
and 80 d variations of the sunspot area records, demonstrate approximate doubling
of the modal period. According to the EMD-based noise–test technique developed
in Sec. 2.2, such a dyadic behaviour could indicate the relation of these modes to
randomly distributed dynamical processes in the solar atmosphere.
Some of the identified modes are seen to have clear 11 yr modulation of
their amplitudes, appearing as a rapid increase in the modal amplitude in phase
with the 11 yr solar cycle maxima and subsequent decrease during solar minima.
This modulation is indeed highly correlated with the extracted 11 yr modes, and is
mainly pronounced in the shorter-period modes (all Reiger-type periodicities and a
few short-period QBO modes), while the longer-period modes were found to have
rather stable amplitudes. Similar 11 yr amplitude modulation of the short-period
modes has been found in earlier solar epochs: Zolotova and Ponyavin [2007] analysed
sunspot area signals from the Northern and Southern hemispheres for the time
interval of 129 yr from 1874 to 2003 with EMD. The authors separated obtained
results into the high- and low-frequency parts. The common signal, constructed as a
sum of the high-frequency components with periods up to 3 yr, showed evident 11 yr
amplitude modulation for both hemispheres. Usage of the EEMD expansion in the
present study, which prevents the mode leakage artefact, allowed one to determine
such 11 yr amplitude modulation in each individual high-frequency mode. This in
turn led to the revealing of fine structures, such as the rapid intensive surges and
additional amplitude modulation of the modes in form of oscillating trains. These
findings support the idea that the large-scale magnetic field related to the 11 yr solar
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cycle consists of much smaller unipolar magnetic elements of several arcseconds in
size, which were observed, for example, by Benevolenskaya [2010] for the cycle 23.
In Sec. 2.3, such small-scale magnetic elements were found to demonstrate a quasi-
periodic behaviour of their magnetic flux with periods of a few hours or longer [see
e.g. Benevolenskaya, 2010], which could a↵ect the short-period variations detected
in this work. The strong coupling of the fine structures shown in Fig. 2.14 with
the 11 yr cycle also indicates their production by the global dynamo, for example
via the turbulent cascade, rather than by the local dynamo. Such a discrimination
between the dynamo models can be established as the local dynamo is known to be
essentially decoupled from the solar activity, and contributes to a background quiet
sun magnetic field only [Stenflo, 2013].
The use of the sunspot area signals simultaneously from the whole visible
disk and from the Northern and Southern hemispheres separately, allowed one to
analyse the spatial structure of the Sun’s activity. For example, the empirical mode
with the mean period of about 626 d, which is detected in the total Sun sunspot
area, can be associated with a signal coming from the Northern hemisphere. While
the empirical mode with the mean period of about 127 d, which is also found in the
total Sun sunspot area, can be associated with a signal produced in the Southern
hemisphere (see Table 2.2). These findings can be considered as additional signa-
tures of the North–South (NS) asymmetry in the solar hemispheres evolution [e.g.
Badalyan and Obridko, 2011; Mandal and Banerjee, 2016]. Similarly, Zolotova and
Ponyavin [2007] found a randomly mixed phase behaviour in the described above
high-frequency components of the sunspot area signals decomposed via EMD, sup-
porting the general idea that the Northern and Southern solar hemispheres evolve
rather di↵erently. Application of the EEMD method allows one to specify two par-
ticular modes (with the mean periods of about 626 d and 127 d) from the mentioned
above high-frequency range, demonstrating clear indications of the NS asymmetry.
In contrast, all identified empirical modes from the low-frequency part in Zolotova
and Ponyavin [2007] (with periods longer than 3 yr) were found to be well syn-
chronised in phase, i.e. signatures of the NS asymmetry were absent, which is also
in general consistence with the results of this work. Another evidence of the NS
asymmetry obtained in the present study, is that the maxima of the detected 11 yr
modes, corresponding to the epochs of the highest solar activity, in sunspot area sig-
nals from the Northern and Southern hemispheres are shifted in time with respect
to each other. This indicates slightly di↵erent periods of time when the hemispheres
exhibit maximum magnetic activity. This e↵ect is well known and widely observed
[see Norton et al., 2014, for a recent review].
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The average periodicities reported in Sec. 2.4.3 were estimated as the most
probable periods of the empirical modes with usage of the averaging histogram
technique described above. However, application of the HHT method allows one
to determine actual time variability of each modal period and amplitude too. All
modes were found to have rather unstable instantaneous periods, di↵erently varying
around a mean value from one oscillation cycle to another (see examples of modes
in Figs. 2.13, 2.14). In particular, the empirical mode with the mean period of
about 426 d of the Southern sunspot area signal (Fig. 2.14) exhibits nearly stable
period behaviour throughout the entirety of cycle 22, while the periodicity changes
dramatically (up to values of about 600 d for at least three cycles of oscillation)
during cycle 23. Such strong deviations of the instant period from the mean value
are occasionally observed. Additionally, as the EMD technique is originally based
on the searching for the local time scales in the signal, and, hence, is suitable for
analysing essentially anharmonic signals, signatures of the so-called “extended” solar
minimum were successfully established in the work. They are clearly pronounced
as a sudden change in the slope of almost all detected 11 yr modes during the
decaying phase of the 23rd solar maximum. The obtained results (e.g. the number
of empirical modes identified in each observational proxy, average periods, oscillation
profiles) were found to be robust in the used range of the intrinsic parameters of
EEMD, such as the stopping criterion of the “sifting” process in each EMD trial
and the amplitude of the added white noise (see Sec. 2.1 for details).
The analysis also demonstrated that the EEMD technique is an e↵ective tool
for characterising variations in the properties of helioseismic parameters on time
scales shorter than 11 yr, and, therefore, for characterising variations in the Sun’s
internal magnetic field. Good agreement was found with the other activity proxies
for both those smoothed over independent 10 d intervals, and those smoothed over
overlapping 108 d intervals. This is important since helioseismic investigations of the
Sun’s activity cycles frequently consider overlapping, and therefore, correlated data,
which can a↵ect the significance of any determined signals. It has been demonstrated
that the quasi-biennial signal in the helioseismic data can be split into two main
modes, with periods of about 965 and 1250 d. Both lie within the broad peak found
using wavelet techniques by Simoniello et al. [2013].
2.5 Multi-mode quasi-periodic pulsations in a solar flare
Quasi-periodic pulsations (QPP) in solar flares are often observed to posses multi-
ple or non-stable periods and anharmonic profiles, which are considered in detail in
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Sec. 1.2.2 and illustrated in Figs. 1.3, 1.11, and 2.2. In addition to the standard
Fourier approach, the wavelet technique is extensively used for their spectral anal-
ysis [see e.g. Mathioudakis et al., 2003; Kupriyanova et al., 2010]. Another method
allowing for processing non-stationary QPPs is the Wigner–Ville analysis. It has
been applied to the examination of solar QPPs, for example, in Kislyakov et al.
[2006] and Khodachenko et al. [2011]. Essentially, all these methods are based on
the Fourier transform and are therefore not able to address the observed nonlinear
properties of solar QPPs (see Sec. 2.1). In particular, there is a question of whether
the observed symmetric triangular shape of the oscillations shown in Figs. 1.3 and
1.11 indicates the nonlinear nature of these QPPs, or it appears because of a su-
perposition of several short-living harmonic signals of di↵erent frequencies. In this
section, which is an adaptation of the work by Kolotkov et al. [2015b], the analysis
of a QPP in a solar flare is performed with the HHT technique, revealing the pres-
ence of three oscillatory modes in the analysed QPP, one of which has an oscillation
period positively correlating with the amplitude.
2.5.1 Observations
The examined QPP is observed in an X3.2-class solar flare occurred on 14 May, 2013
that was situated on the North–East limb of the Sun at the position N08E77 in the
active region NOAA 11748. The flare had a duration of two hours (23:59–02:00 UT)
with a peak time at 01:11 UT. The impulsive phase lasted approximately from
01:00 UT to 01:30 UT. The event was observed with the Nobeyama Radioheliograph
[NoRH, see Nakajima et al., 1994] and Radio Polarimeters [NoRP, see Nakajima
et al., 1985]. The maximum radio emission reached 1, 985 sfu at 17 GHz, with a
maximum radio brightness of 1.3 ⇥ 108 K. In the impulsive phase (approximately
since 01:05 UT), observations in the radio band show quasi-periodic pulsations that
are most pronounced in the 17 GHz band. The impulsive phase of this flare was
missing by RHESSI.
Figure 2.15 shows the spatial distribution of the radio emission intensity
R+L at the 17 GHz band detected with NoRH in the flaring site at 01:06 UT. This
instant of time corresponds to the start of well developed QPPs. The source of
the enhanced microwave emission has a distinct loop-like shape. The approximate
size of the area in Fig. 2.15 containing the loop-like structure in the plane of sky
is about 42⇥39 Mm. The estimated visible width of the loop-like radio source in
Fig. 2.15 is about 8 Mm, its approximate length is about 40 Mm, assuming it is
semi-circular with the radius equal to the half-distance between the Northern and
Southern footpoints, considering the plane of the loop to be parallel to the image
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Figure 2.15: Spatial distribution of the radio emission intensity (R+L) in the 17 GHz
band, obtained with the Nobeyama Radioheliograph for an X3.2-class solar flare
occurred on 14 May, 2013 at 01:06 UT. The darker colours indicate the regions of
the enhanced emission intensity. White dashed contours show the levels 0.9, 0.7,
0.59, 0.5, 0.3, 0.1, and 0.02 of the maximum brightness.
plane.
In the EUV band, rapidly decaying kink oscillations of coronal loops with
periods of several minutes in this active region were detected with SDO/AIA after
the impulsive phase of the flare, at 01:11 UT, while the oscillations discussed in this
section are not seen. Kink oscillations of neighbouring loops were excited simulta-
neously, but got rapidly out of phase. In the following they are not considered in
detail.
In Fig. 2.16 the correlation curve obtained with NoRH at 17 GHz, and the
integrated R+L intensity (the total flux at 17 GHz) obtained with NoRP, are shown.
The correlation curve gives the time variation of the averaged values of correlation
coe cients of antenna pairs, after removing the short base-line pairs, of NoRH. It is
especially sensitive to strong microwave signals coming from small-scale sources on
the Sun, with sizes up to 24 arcsec. For the study of QPP in the discussed flare, the
NoRH correlation curve is more suitable than the imaging data cube, as the flare site
is located near the limb. Signals of such flares may be adversely a↵ected both by the
instrumental phase artefacts (e.g. the jitter e↵ect) and by the background emission
from the Sun, the Earth’s atmosphere, and of other objects, corrupting the imaging
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information. Hence, it is non-trivial to synthesise a reliable full-time imaging data
cube for this flare, and it was not done in this study. The NoRP total flux signal
is obtained by integrating the radio flux over the whole disk of the Sun. Therefore
the total flux signal contains the contribution of various large-scale sources together
with the fine sources of interest. Thus, for the purposes of this work, the integral
signal is less suitable in comparison with the correlation amplitude curve.
The impulsive phase of the flare, presented in Fig. 2.16, corresponds to the
appearance and subsequent development of a compact radio source near the North-
ern footpoint of the extended loop-like structure, shown in Fig. 2.15. It can be
associated with a magnetic loop with a strong magnetic field, radiating primarily by
the gyrosynchrotron mechanism. According to NoRP data, the power spectrum of
the radiation looks like a non-monotonic function with the peak frequency between
9.4 GHz and 17 GHz. Additionally, the degree of polarisation of the studied signal
at 17 GHz is about 6%. Therefore the combination of the described above proper-
ties, such as the presence of the peak frequency in the radiation power spectrum,
relatively low degree of polarisation, and su ciently high radio brightness of the
signal, indicates the gyrosynchrotron nature of the signal4.
The NoRH correlation curve and the NoRP total flux signals are found to
correlate well with each other. The cross-correlation coe cient is equal to 0.8 at zero
time lag. In both these signals, QPPs are clearly pronounced and have a symmetric
triangular shape. The instant period of pulsations, determined by eye, is about 40 s.
It varies approximately from 20 to 100 s during the flare development. The clear
non-stationarity and anharmonicity of these QPPs suggest the application of the
HHT method to their analysis.
2.5.2 HHT analysis
The results of applying EEMD to the NoRH correlation signal shown in Fig. 2.16 are
presented in Fig. 2.17. The white noise amplitude was taken as 0.2 of the standard
deviation of the original signal (see Sec. 2.1). Results obtained with the slightly
lower or higher amplitudes of the white noise, for example 0.15 and 0.3 were found
to be similar. The decomposition gives six intrinsic modes. The application of the
noise–test scheme developed in Sec. 2.2 to the intrinsic empirical modes shown in
Fig. 2.17, allows for the estimation of the power law index ↵ in the dependence of
the total modal energy upon the mean modal period, given by Eq. (2.15). It is
found to be of 2.8± 0.3 with the corresponding 1  uncertainty (see Fig. 2.18). Such
a high value of the power law index indicates the presence of a strong correlation
4See paragraph 4.6.7. of the NoRH manual, http://solar.nro.nao.ac.jp/norh/doc/manuale.pdf
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Figure 2.16: Red line: Correlation curve obtained with the Nobeyama Radiohe-
liograph at 17 GHz. Green line: the aperiodic trend of the signal shown in red,
determined as the last EMD mode. Blue line: Integrated intensity R+L at 17 GHz,
obtained with the Nobeyama Radiopolarimeters. The horizontal axis shows the
time elapsed since 01:05:22 UT. Both signals are normalised to a constant value and
shifted upwards or downwards for better visualisation.
between data points in the original signal, and corrupts the dyadic properties of
EMD, which were found to be mainly pronounced for random signals with power law
indices up to 2 (see the discussion in Sec. 2.2.4). This in turn prevents the following
usage of the chi-squared distribution (2.13) and the construction of corresponding
confidence intervals for the assessment of a statistical significance of the detected
modes. Nevertheless, the first two modes, 1 and 2, are seen to be too weak (by about
two orders of magnitude weaker than the modes 3–5, see Fig. 2.18), and, hence, are
neglected in the following analysis. The last mode, 6, displays an aperiodic and
non-harmonic trend of the original signal shown in Fig. 2.16. Thus, modes 3, 4, 5
are found to be of interest for further investigation.
Mode 5 has a well-pronounced decaying oscillatory pattern with an apparent
frequency modulation. The instant period of the oscillation decreases with time
from 95 to 61 s. The decrease in the period is accompanied by the decrease in
the amplitude. The dependence of the amplitude on the period was fitted by an
empirical linear law of a Amplitude/max(Amplitude) = a ⇥ Period[s]   b form,
where a = 2.9⇥ 10 4 s 1, and b = 1.45⇥ 10 2. The damping time, 250 s, equals to
3 instant periods of the oscillation. The amplitude of mode 3 also shows a decaying
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Figure 2.17: Intrinsic mode functions detected with the ensemble empirical mode
decomposition (EEMD) technique in the NoRH correlation signal, presented in
Fig. 2.16. All modes are normalised to the maximum value of the correlation signal.
The elapsed time starts at 01:05:22 UT.
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Figure 2.18: Normalised total energy–mean period diagram of the intrinsic modes
(quasi-periodic modes 1–5 and aperiodic trend) shown in Fig. 2.17, plotted on a
logarithmic scale. The blue line indicates the best linear fit of Eq. (2.15) to the
observed dependence.
behaviour, with an average period of about 15 s. The damping time is 90 s, that
is about six periods of the oscillation. Also, the amplitude of mode 3 has a noisy
modulation. The behaviour of mode 4 is di↵erent from modes 3 and 5, it can be
rather described as a sequence of oscillation trains with an average period of about
45 s.
The upper panel of Fig. 2.19 shows the Hilbert spectrum of the set of intrinsic
modes 3, 4 and 5. It is evident that the modes occupy three distinct spectral bands.
The values of instant frequencies of di↵erent modes are seen to vary around a certain
mean value. More specifically, the frequency of mode 3 varies around 0.065 Hz
(15 s). The instant frequency of mode 4 is localised in the vicinity of 0.022 Hz
(45 s). Mode 5 has the average instant frequency about 0.01 Hz (100 s). The
scattering of the instant frequency of mode 3 is an intrinsic feature of HHT of noisy
signals [see e.g. Huang et al., 1998] and is similar to the appearance of side lobes
in, for example, Fourier periodograms of noisy signals. The apparent small split of
the lowest-frequency curve into two curves is an artefact caused by the edge e↵ect
of HHT. Despite this visual separation, each instant of time there is a single value
of the frequency in this mode, that jumps between two extreme, su ciently close
values in certain time intervals.
Composing the signal as the sum of modes 3, 4, 5, one can obtain the Fourier
96
power spectrum of the composed signal, shown in the bottom panel of Fig. 2.19. It
also gives well-pronounced peaks approximately at 0.067 Hz, 0.022 Hz and 0.01 Hz,
that is in a good agreement with the results obtained by HHT. Thus, the EMD
technique also works as an adaptive filter for subtracting the noise and trend from
the initial data set. The secondary peaks at 0.013 and 0.017 Hz, and 0.029 and
0.033 Hz are attributed to the amplitude modulation of the 45 s mode, evident in
Fig. 2.17. Three Gaussian filters (see Fig. 2.19) with the widths 0.005–0.015 Hz,
0.015–0.03 Hz, and 0.04–0.08 Hz measured at their half-levels were then used to
reconstruct the empirical modes 3, 4, 5 from the Fourier power spectrum. The
filters are su ciently narrowband for the clear discrimination of the EMD modes,
and su ciently broadband to include their amplitude and period modulations. The
obtained results are shown in Fig. 2.20. The cross-correlation coe cients of empirical
modes 3, 4, 5 and the corresponding narrowband signals obtained from the Fourier
power spectrum are 0.90, 0.89 and 0.87 respectively. In particular, the bandpass of
the 45 s mode with its four side lobes, determined by EMD, confirms its amplitude
modulation.
2.5.3 Discussion of results and conclusions
The HHT technique is applied to the analysis of anharmonic non-stationary quasi-
periodic pulsations in a microwave correlation signal of a solar flare, obtained with
the Nobeyama Radioheliograph at 17 GHz. The analysed signal has a pronounced
symmetric-triangular quasi-periodic pattern. The method of ensemble empirical
mode decomposition revealed that the signal consists of three intrinsic quasi-periodic
modes. The Hilbert transformation showed that instant frequencies of these intrinsic
modes are localised in certain spectral intervals, with the mean periods of about 15,
45 and 100 s.
The longest-period, 100 s intrinsic mode is a decaying oscillation, with a
decay time of 250 s. The shortest-period, 15 s intrinsic mode shows a similar be-
haviour, with a decay time of 90 s. The quality of the 15 s mode is higher than that
of the 100 s mode, as the ratio of the decay time to the mean period in this mode
is six. Such decaying oscillations are often seen in light curves of solar and stellar
flares [see e.g. Wang, 2011; Anfinogentov et al., 2013; Cho et al., 2016], including
the microwave band [Kim et al., 2012]. Those oscillations have been interpreted
as standing linear slow magnetoacoustic waves. Damping of these waves is usually
associated with thermal conduction [e.g. De Moortel and Hood, 2003]. However,
the decrease in the e ciency of the damping with increase of the frequency is incon-
sistent with the interpretation of the damping in terms of thermal conduction [e.g.
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Figure 2.19: Upper panel: Hilbert spectrum (the instant frequency–time distri-
bution) of empirically determined intrinsic modes 3, 4, 5. The instant spectral
power is shown by the colour scheme, with the red/blue colour corresponding to the
higher/lower power, respectively. The elapsed time starts at 01:05:22 UT. Bottom
panel: Fourier power spectrum of the signal obtained as the sum of intrinsic modes
3, 4, 5. The Fourier power is normalised to the highest value. The narrowband
Gaussian filters at 0.005–0.015 Hz (green), 0.015–0.03 Hz (blue), and 0.04–0.08 Hz
(red) are shown by the dotted curves.
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Figure 2.20: Empirical intrinsic modes 3, 4, 5 (solid lines) and the narrowband
signals obtained from the Fourier power spectrum (dashed lines), shown in Fig. 2.19.
All lines are normalised to the highest value of the NoRH correlation signal (see
Fig. 2.16). The elapsed time starts at 01:05:22 UT.
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Ofman and Wang, 2002]. The damped oscillations detected in this study also have
other properties that make them di↵erent from the standing slow waves revealed
before. Namely, the detected periods (15 and 100 s) of the decaying oscillations are
much shorter than the known examples of standing slow magnetoacoustic oscilla-
tions [at least several minutes or longer, see Wang, 2011], while close to those found
by Cho et al. [2016] for soft X-ray emission in solar flares. Perhaps the short periods
of the observed oscillations can be attributed to the short length of the oscillating
loop. However, even for the 100 s mode the phase speed of a fundamental stand-
ing slow mode, estimated as the ratio of the double length of the oscillating loop,
2 ⇥ 40 Mm, and the oscillation period, 100 s (see Eq. (1.8)), is 800 km s 1. For
this phase speed to be the sound speed the plasma temperature should be about
30 MK. A plasma with such a temperature should be filling the flaring loop for the
duration of the oscillation, about 5 min. For the 15 s mode, with the phase speed
of 5.3 Mms 1, to be a standing acoustic oscillation, the plasma temperature should
be unrealistically much higher, about 1, 230 MK. Therefore, if the detected 100 s
and 15 s periodicities are caused by standing acoustic oscillations, their wavelength
should be much shorter than the length of the observed microwave loop, giving lower
phase speeds. Otherwise it would require an unrealistically high temperature. Thus,
one should not disregard this interpretation entirely for the 100 s mode, but should
not consider it as the most favourable one.
Another MHD mode of coronal plasma structures is the standing kink oscil-
lation (see Sec. 1.2.2). According to Eq. (1.5), the phase speed of the kink mode is
determined by the kink speed, Ck ⇡ 21/2CA0, where CA0 is the Alfve´n speed inside
the dense oscillating loop, and is independent of the plasma temperature. Observed
kink modes usually have phase speeds around 1 Mms 1 and are also seen to decay
over a few periods, consistent with the behaviour of the 100 s mode. In contrast,
the phase speed of the 15 s mode, 5.3 Mms 1, is possibly too high for this mode
too. An option is that the 15 s mode is a higher longitudinal harmonics of the kink
mode [see e.g. Andries et al., 2009, for the discussion of the higher harmonics of the
kink mode]. However, in this case it should be the 6th or 7th harmonics, provided
the 100 s mode is the fundamental one, and the naturally arising question is why
only the fundamental and the 6th or 7th harmonics are excited in the loop.
A more realistic assumption is that the 15 s mode is of a di↵erent azimuthal
symmetry, for example the sausage mode. In favour of this interpretation is that the
previous identification of the fundamental sausage modes of flaring loops had a sim-
ilar period of 16 s [Nakariakov et al., 2003]. In the leaky regime that is characterised
by the decay of the wave amplitude, the period is prescribed by the transverse travel
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time at the internal fast magnetoacoustic speed, Psaus ⇡ 2.62a/CA0, where a is the
e↵ective radius of the loop [e.g. Nakariakov et al., 2012]. Assuming that the 100 s
oscillation is caused by the fundamental kink mode and the 15 s oscillation is the
fundamental leaky sausage mode of the same loop, one can use the expressions given
above to find that L/a ⇡ 12 that is consistent by the order of magnitude with the
observed aspect ratio (see Fig. 2.15). The ratio of the average periods of long-period
and short-period modes estimated in this study is consistent with the result found
by Van Doorsselaere et al. [2011].
The 45 s mode is found to have a wave-train behaviour. However, as only two
trains of oscillations are seen, the latter conclusion does not seem to be su ciently
justified. The nature of this oscillation is not clear, while by its period can be the
second harmonics of the kink mode
The decrease in the amplitude of the 100 s oscillation is accompanied by the
decrease in the period, from about 100 to 60 s. Such a behaviour has been found
in other physical systems and may be associated with nonlinear e↵ects: a finite
amplitude regime with the oscillation period determined by the amplitude [Dubinov
et al., 2012a,b]. This phenomenon has not been studied in the context of solar flare
QPP yet, and needs to be addressed in future studies.
Thus, the HHT analysis reveals that the apparent anharmonic shape of QPP
in the analysed flare results from a superposition of three intrinsic modes. The
simultaneous presence of multiple di↵erent periodicities has been found in QPPs
before [e.g. Inglis and Nakariakov, 2009; Kupriyanova et al., 2013]. However in
those studies the main emphasis was put on the superposition of harmonic modes,
while this work demonstrated that QPPs may be a superposition of decaying or
modulated modes.
This study also demonstrated that in addition to the distinguishing of ran-
domly distributed variations of the quiet sun (Sec. 2.2), detection of the modu-
lated oscillation in a small-scale photospheric structure (Sec. 2.3), and comprehen-
sive search for the periodicities associated with the long-term solar activity cycle
(Sec. 2.4), the HHT method is a useful technique that can provide the unique spec-
tral information about quasi-oscillatory processes in solar flares too. This informa-
tion may be important for revealing physical processes operating in flares.
101
Chapter 3
Equilibria and oscillations of
current sheets
3.1 Kinetic model of force-free current sheets with in-
homogeneous transverse profiles
3.1.1 Introduction
Current sheets (CS) play a central role in the initiation of active phenomena in space,
astrophysical and laboratory plasmas [Schindler, 2006; Yamada et al., 2010]. In par-
ticular, CSs are believed to appear in the solar atmosphere [Parker, 1994; Priest and
Forbes, 2000], solar wind [Gosling, 2012], planetary magnetospheres [Jackman et al.,
2014; Petrukovich et al., 2015], and in pulsar winds [Beskin et al., 2015]. Magnetic
reconnection occurring within CSs results in the transformation of magnetic field
energy into kinetic energy of the plasma and accelerated non-thermal charged parti-
cles, and hence the kinetic bulk energy [Treumann and Baumjohann, 2013; Zelenyi
and Artemyev, 2013]. In addition, CSs act as e↵ective waveguides for MHD waves
[Smith et al., 1997; Fruit et al., 2002a,b; Lee and Hau, 2008] that could be respon-
sible for solar coronal heating [De Moortel and Browning, 2015]. In turn, remote
observations of the MHD waves guided by solar coronal CSs allow for diagnostics of
properties of these CSs [Nakariakov and Ofman, 2001; De Moortel and Nakariakov,
2012; Jel´ınek and Karlicky´, 2012; Me´sza´rosova´ et al., 2014].
The study of CS instabilities and properties of guided MHD waves and oscil-
lations requires the development of equilibrium CS models. Since space and astro-
physical plasmas are often considered to be collisionless, the development of the CS
models should be based on the set of Vlasov–Maxwell equations. More specifically,
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the widely used Harris model [Harris, 1962] presents a 1D kinetic CS with the mag-
netic field B = B0 tanh(z/ )ex (where B0 is the magnetic field strength, and   is
the CS thickness). In the Harris model the variation of the magnetic pressure across
the CS is compensated by the plasma pressure gradient. However, observations
in the near Earth space have evidently required development of generalised Harris
models that would take into account several plasma populations [Zelenyi and Kras-
noselskikh, 1979; Yoon and Lui, 2004], power-law energy distribution functions of
charged particles [Fu and Hau, 2005], a non-zero guiding magnetic field By(z) [Roth
et al., 1996; Panov et al., 2011], and a possible bifurcation (or splitting) of the cur-
rent density profile [Ge´not et al., 2005; Camporeale and Lapenta, 2005; Yoon et al.,
2014]. These models have also been generalised for relativistic plasmas typical for
pulsar winds [Balikhin and Gedalin, 2008; Kocharovsky et al., 2010]. CSs formed in
planetary magnetotails often include a finite Bz component (directed across the CS
plane, i.e. the magnetic reversal geometry) due to the planetary dipolar magnetic
field. In 1D models including a finite Bz [see Sitnov et al., 2000, 2006; Zelenyi et al.,
2011] the tangential magnetic field stresses (along the x and y axes) are balanced by
the non-diagonal elements of the pressure tensor. In contrast, in 2D generalisations
of the Harris model these stresses are balanced by the gradients of the isotropic gas
pressure tensor [Kan, 1973; Birn et al., 2004; Yoon and Lui, 2005; Ceccherini et al.,
2005; Vasko et al., 2013].
Force-free CSs constitute an important class of plasma structures formed
particularly in low-  plasmas. Moreover, force-free CSs are the states of minimum
energy for a closed plasma system with a fixed helicity [Biskamp, 1997]. In force-free
CSs the current density is predominantly field-aligned. Force-free CSs are thought
to be typical for pulsar wind plasmas [Guo et al., 2014; Mochol and Pe´tri, 2015],
and may also be formed in the solar corona [Priest and Forbes, 2000]. In addition,
force-free CSs are quite typical for the Jupiter’s magentotail [Artemyev et al., 2014]
and sometimes are observed in the Earth’s magnetotail [Artemyev et al., 2013; Vasko
et al., 2014]. Similar force-free CSs are formed in laboratory plasmas [Frank et al.,
2009].
The first kinetic model of a 1D force-free CS with the magnetic field B =
B0 tanh(z/ )ex+B0 cosh
 1(z/ )ey was developed by Harrison and Neukirch [2009b];
Neukirch et al. [2009]. In that model, the plasma pressure and the magnetic pres-
sure
 
B2x +B
2
y
 
/8⇡ are uniform across the CS. In contrast to the models described
above, in this case the force balance is provided by the non-zero value of the shear
magnetic field By instead of the plasma pressure gradient. Subsequently, this model
has been generalised for non-Maxwellian distribution functions of charged particles
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[Wilson and Neukirch, 2011], and relativistic plasmas [Stark and Neukirch, 2012].
Kinetic models of a force-free CS with a periodic transverse structure have been
developed by Abraham-Shrauner [2013]. Similarly to the Harris model, in Harri-
son and Neukirch [2009b] the CS thickness depends on the parameters of charged
particles distribution functions, and may be larger than the characteristic kinetic
scales.
The class of force-free models suggested by Harrison and Neukirch [2009b];
Neukirch et al. [2009] has one significant drawback. In these models the plasma
temperature and density distributions are uniform across the CS. However, in the
case when the CS spatial scale is much larger than the characteristic ion gyrora-
dius (this regime can be referred to as an MHD limit, although the plasma can be
collisionless), it should be possible to set arbitrary temperature and density profiles
across the CS, keeping the uniform pressure to ensure the total pressure balance
in the transverse direction. In a realistic physical system (e.g. in the solar atmo-
sphere) the density and temperature distributions across the CS are prescribed by
the boundary conditions at some surface (crossed by all field lines) and local heating
mechanisms (e.g. the Ohmic heating that is localised in the region of the strongest
electric current density). Thus, physical reasoning suggests that models developed
by Harrison and Neukirch [2009b]; Neukirch et al. [2009] set highly restrictive con-
ditions on the density and temperature distributions. In the present study based
on the work by Kolotkov et al. [2015c], that model is generalised, incorporating in-
homogeneous distributions of the plasma temperature and density in the direction
across the CS.
3.1.2 Analysis
It was shown [see e.g. Schindler and Birn, 2002; Schindler, 2006; Harrison and
Neukirch, 2009a] that for 1D CSs with the magnetic field B = Bx(z)ex + By(z)ey
where the z-axis is directed across the CS, the set of Vlasov–Maxwell equations can
be reduced to Ampere’s law in the following form:
d2Ax
dz2
=  4⇡@ Pzz
@Ax
, (3.1)
d2Ay
dz2
=  4⇡@ Pzz
@Ay
, (3.2)
where Ax and Ay are the components of the magnetic field vector potential (Bx =
 dAy/dz and By = dAx/dz), and Pzz is the zz-component of the plasma pressure
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tensor. The latter is given by
Pzz(Ax, Ay,') =
X
s=i,e
Z
msv
2
zfs(v, r)d
3v, (3.3)
where the indices s = i, e are used for the plasma species designation (an electron-
ion plasma is considered), ' is the scalar potential corresponding to the electric field
Ez =  d'/dz arising due to the electron–ion decoupling, ms denotes the particle
masses, and fs(v, r) are the particles’ distribution functions that satisfy the Vlasov
equation.
The Vlasov equation can be solved by choosing the distribution function
as an arbitrary function of the particles’ integrals of motion. In the chosen 1D
configuration there are three integrals of motion: the total energyHs = msv2/2+qs'
and two generalised momenta pxs = msvx + qsAx and pys = msvy + qsAy (qs is a
particle charge, qi =  qe ⌘ e), so that the Vlasov equation is solved by assuming
fs(v, r) = fs(Hs, pxs, pys). In this analysis, CSs with the transverse scale exceeding
the Debye length are considered, so that the plasma is assumed to be quasi-neutral.
The quasi-neutrality condition can be written as @Pzz/@' = 0 [see Schindler and
Birn, 2002; Schindler, 2006]. This condition allows one to determine the distribution
of the electrostatic potential ' = '(Ax, Ay).
The standard procedure for developing a kinetic CS model consists of the
choice of the particles’ distribution functions and the analysis of Eqs. (3.1) and (3.2).
An alternative, inverse approach is to set a priori a magnetic field configuration, and
determine the corresponding distribution functions. The latter approach was chosen
by Harrison and Neukirch [2009b] to develop the model of a 1D force-free CS with
homogenous transverse profiles for density and temperature. Importantly, in the
inverse approach the distribution functions are not determined uniquely and can be
arbitrarily changed without changing the magnetic field configuration [see Channell,
1976, for details]. This ambiguity is used in the present work to generalise the force-
free CS model, including transverse inhomogeneities of the plasma parameters, by
an appropriate choice of the particle distribution functions.
The magnetic field of a force-free Harris sheet has the following non-zero
components:
Bx = B0tanh(z/ ), (3.4)
By = B0cosh
 1(z/ ), (3.5)
where the constants B0 and   are the magnetic field amplitude and the CS transverse
scale length, respectively. The current densities corresponding to this magnetic field
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Figure 3.1: Components of the magnetic field in a force-free Harris current sheet,
given by Eqs. (3.4), (3.5) (left-hand panel), and the corresponding current den-
sities (right-hand panel). Both components of the magnetic field are normalised
to the field amplitude B0. Current components are normalised to their amplitude
cB0/(4⇡ ).
are jx = cB0/(4⇡ )tanh(z/ )/cosh(z/ ) and jy = cB0/(4⇡ )cosh
 2(z/ ). The
magnetic field components Bx(z), By(z) and the corresponding current densities
are shown in Fig. 3.1. The vector potential corresponding to the force-free CS given
by (3.4) and (3.5), has two components:
Ax = 2B0  tan
 1 [exp (z/ )] , (3.6)
Ay =  B0  ln [cosh (z/ )] . (3.7)
According to Harrison and Neukirch [2009b], Eqs. (3.1) and (3.2) have the
following solution Pzz(Ax, Ay) in the class of additive functions, i.e. Pzz(Ax, Ay) =
P1(Ax) + P2(Ay):
Pzz =
B20
8⇡

1
2
cos
✓
2Ax
B0 
◆
+ exp
✓
2Ay
B0 
◆ 
+ P0, (3.8)
where P0 is a uniform pressure of the background plasma. Harrison and Neukirch
[2009b] found a distribution function fhns (Hs, pxs, pys) that allows one to obtain Pzz
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in form (3.8) directly from expression (3.3):
fhns = n0s
✓
ms s
2⇡
◆3/2
e  sHs [exp( suyspys) + as cos( suxspxs) + bs], (3.9)
where uxs, uys, as, bs, and  s are some positive constants. The first term in the dis-
tribution function fhns has the same form as in the Harris model and corresponds to
the population responsible for the current density jy. The second term describes the
particle population carrying the current jx and generating the magnetic field com-
ponent By given by Eq. (3.5). The last term corresponds to the background plasma
which does not contribute to the current. However, the choice of the distribution
function of form (3.9) results in uniform density and temperature profiles across the
CS [Harrison and Neukirch, 2009b; Abraham-Shrauner, 2013]. These conditions put
strong restrictions on the solution from a physical point of view. In fact, it would be
natural to expect that the plasma temperature and density are non-uniform across
the CS, as the plasma may be hotter in the vicinity of regions of higher electric cur-
rent due to heating, for example Ohmic heating, or current-driven microturbulence.
The need for a non-uniform distribution of the plasma temperature and density can
also be connected with boundary conditions.
In order to obtain the equilibrium state of the force-free CS with inhomo-
geneous density and temperature profiles, the distribution function fhns must be
adjusted accordingly. Such a modification of fhns can be achieved by introduc-
ing di↵erent temperatures for the two current-carrying populations. Namely, the
parameter  s in expression (3.9) characterises the temperature of both particle pop-
ulations. One can introduce a more general distribution function assuming that the
second current-carrying population is characterised by a temperature di↵erent by a
positive factor of ⌘. The new distribution function fs can be written in the following
form:
fs = n0s
✓
ms s
2⇡
◆3/2
[e  sHs exp( suyspys)+
+ as⌘
3/2e ⌘ sHs cos(⌘ suxspxs) + bs⌘3/2e ⌘ sHs ]. (3.10)
The function fs reduces to the function fhns (3.9) for ⌘ = 1. Similarly to the
distribution function given by expression (3.9), the first term in fs is identical to the
Harris model, whereas the second term corresponds to the second current-carrying
population with a di↵erent temperature. Basically, the distribution function of
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the background plasma can be chosen arbitrarily, with only the positiveness of fs
required to be satisfied. In this work, the temperatures of the second current-
carrying and background populations are assumed to be the same. In this case the
condition bs > as ensures the positiveness of the function fs over the entire phase
space (v, r).
Substitution of distribution function (3.10) into Eq. (3.3) allows one to cal-
culate a new pressure function Pzz:
Pzz(Ax, Ay,') =
X
s=i,e
  1s n0sGs(Ax, Ay,'), (3.11)
where
Gs = e
  sqs' exp( sqsuysAy) exp( smsu2ys/2)+
+ as⌘
 1e ⌘ sqs' exp
   sms⌘u2xs/2  cos(⌘ suxsqsAx) + bs⌘ 1e ⌘ sqs'.
The total electric charge density   can be determined as a function of Ax
and Ay by taking the derivative of the pressure Pzz given by Eq. (3.11), with respect
to the electric potential ' [see Schindler, 2006]:
  =  @ Pzz
@ '
=
X
s=i,e
qsn0sNs(Ax, Ay,'), (3.12)
where n0sNs is the density of the species s, and Ns is determined as
Ns = e
  sqs' exp( sqsuysAy) exp( smsu2ys/2)+
+ ase
 ⌘ sqs' exp
   sms⌘u2xs/2  cos(⌘ suxsqsAx) + bse ⌘ sqs'.
Applying the quasi-neutrality condition   = 0, satisfied by Ni(Ax, Ay,') =
Ne(Ax, Ay,'), one can determine the transverse profile of the scalar potential '.
In the case when ' does not vanish, the initial assumption that Pzz(Ax, Ay) is an
additive function, i.e. Pzz = P1(Ax) + P2(Ay), cannot be fulfilled. This study
is therefore focused on a particular class of models satisfying the exact neutrality
condition with ' = 0, imposing the following relations between the microscopic
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parameters of the ion and electron distribution functions:
n0e exp( emeu
2
ye/2) = n0i exp( imiu
2
yi/2) ⌘ n0,
aen0e exp
   eme⌘u2xe  = ain0i exp    imi⌘u2xi  ⌘ a0,
be exp(  emeu2ye/2) = bi exp(  imiu2yi/2) ⌘ b0,
  euxe =  iuxi,   euye =  iuyi.
If one of these conditions is violated, the electrostatic field appears, and the devel-
oped approach becomes inapplicable. Taking these relations into account, one finds
that the pressure Pzz of the neutral plasma can be re-written in the following form:
Pzz =
 
  1e +  
 1
i
 
n0[exp( e euyeAy) + a0⌘ 1 cos(⌘e euxeAx) + b0⌘ 1]. (3.13)
Direct comparison of (3.13) with (3.8) allows one to establish the following relations
between the microscopic and macroscopic parameters of the model:
B20 = 8⇡n0
 
  1e +  
 1
i
 
, (3.14)
a0 = ⌘/2, b0 = 8⌘⇡P0/B20 , uys = ⌘uxs, (3.15)
  =
⇥
2⇡n0e2u2ye 
2
e ( 
 1
i +  
 1
e )
⇤ 1/2
. (3.16)
Equation (3.16) is of a special importance, as it links the CS thickness   to the
parameters of the equilibrium distribution function (3.10). This, in turn, provides
a relation between the force-free coe cient ↵(z) = (c/4⇡)[  cosh(z/ )] 1 (defined
as j = ↵B, see Eqs. (3.4)–(3.5)) and the microscopic parameters of the distribution
function.
In Eq. (3.12), the plasma density n = n0iNi = n0eNe is determined as
n = n0 [exp(e iuyiAy) + a0 cos(⌘e iuxiAx) + b0] .
Using the explicit dependencies Ax,y(z) given by Eqs. (3.6) and (3.7), one obtains
the explicit expression for the plasma density n(z):
n(z) = n0
⇣⌘
2
+ b0
⌘
+ n0(1  ⌘)cosh 2(z/ ). (3.17)
The plasma density can also be written as n = n1 + n2, where n1 = n0cosh
 2(z/ )
is the density of the first current carrying population, while n2 = n0b0 + n0⌘[1/2 
cosh 2(z/ )] is the combined density of the second current-carrying population and
background population. The density of the first population peaks in the central
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region of the CS, while the total density of other populations has a minimum there.
These separate populations still correspond to the same plasma species. Substitution
of Eqs. (3.6) and (3.7) into Eq. (3.13) allows one to calculate the explicit value of
the pressure Pzz, which is uniform according to the force-free condition:
Pzz = n0⌘
 1    1e +   1i   ⇣⌘2 + b0⌘ . (3.18)
Equation (3.18) together with (3.17) gives the variation of the plasma temperature
T = Pzz/n(z) across the CS:
T (z) =
⌘ 1
 
  1i +  
 1
e
 
cosh2(z/ )
2(1  ⌘)/(⌘ + 2b0) + cosh2(z/ )
. (3.19)
One can clearly see that the plasma temperature (3.19) and density (3.17)
transverse profiles are uniform (n = n0 (1/2 + b0) and T =  
 1
i +  
 1
e ) only in the
case ⌘ = 1, consistent with the original model of Harrison and Neukirch [2009b]. In
the case when the temperatures of the current-carrying populations are di↵erent,
i.e. ⌘ 6= 1, the plasma temperature and density profiles become non-uniform. The
case when ⌘ > 1 (⌘ < 1) describes a CS with the first current-carrying population
hotter (colder) than the second population. The density and temperature profiles
normalised to their values at the CS boundary n0(⌘/2 + b0) and ⌘ 1(  1e +  
 1
i ),
respectively, are illustrated in Figs. 3.2 and 3.3. To keep the distribution function
given by Eq. (3.10) positive, the density of the background population should be set
appropriately. The condition b0 > a0 = ⌘/2 ensures that the distribution function
is positive over the entire phase space (v, r).
In Fig. 3.2 the parameter b0 = 10 is fixed and the density and temperature
profiles are illustrated for various values of the parameter ⌘ (⌘ < 2b0). For ⌘ > 1 the
temperature peaks at the CS central region, while the density is depleted so that the
plasma pressure Pzz is uniform (as it should be for a force-free CS). Larger values
of the parameter ⌘ result in a stronger plasma density depletion in the CS central
region. We note that in the limiting case ⌘   1 and b0 ⇡ ⌘/2 (not illustrated in
Fig. 3.2 where the parameter b0 is fixed), the plasma density in the central region
of the CS asymptotically tends to a small value. The temperature peak in the CS
central region forms due to the first current-carrying population which is hotter
than the second population (in the case ⌘ > 1) and localised near the CS central
region (as n1 = n0 cosh
 2(z/ )). The density of the second, colder, current-carrying
population increases towards the CS boundary leading to the plasma temperature
decrease.
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Figure 3.2: Density and temperature profiles across a current sheet, determined by
Eqs. (3.17) and (3.19), plotted for b0 = 10 and ⌘ = 0.1 (red lines), ⌘ = 0.6 (orange
lines), ⌘ = 1 (grey lines), ⌘ = 3 (green lines), ⌘ = 5 (blue lines), ⌘ = 10 (purple
lines). The plasma density profile is normalised to n0(⌘/2 + b0). The temperature
profile is normalised to ( i +  e)/⌘ i e.
For ⌘ < 1 the first current-carrying population is colder than the second
population. In contrast to the previous case, Fig. 3.2 shows that the plasma tem-
perature has a minimum in the CS central region, while the plasma density peaks
therein. The density peak is larger for smaller values of ⌘. In the limiting case
⌘ ⇡ 0, the density variation across the CS is less than ten percent of the plasma
density at the CS boundary. Equation (3.17) shows that for ⌘ ⇡ 0 the plasma den-
sity in dimensionless units is n(z) = 1+ b 10 cosh
 2(z/ ), so that ten percent density
variation corresponds to b0 = 10, i.e. to the assumed density of the background
population.
In Fig. 3.3 the temperature ratio ⌘ is fixed to a small value ⌘ = 0.1, implying
the second current-carrying population to be ten times hotter than the first one. In
turn, the density of the background population b0 is varied, satisfying the condition
b0 > ⌘/2 to ensure the positiveness of the distribution functions (3.10). Smaller
values of the background population density are found to result in a larger variation
of the plasma density across the CS. In particular, for b0 = 0.1 the plasma density
(temperature) in the CS central region is ten times larger (smaller) than at the
CS boundary. In the limit b0   1 the plasma density and temperature become
approximately uniform across CS.
111
Figure 3.3: Density and temperature profiles across a current sheet, determined by
Eqs. (3.17) and (3.19), plotted for ⌘ = 0.1 and for various values of the background
plasma density: b0 = 0.1 (red lines), b0 = 0.2 (orange lines), b0 = 0.5 (green lines),
b0 = 1 (blue lines), b0 = 10 (purple lines). The limit b0   1 is shown by the
horizontal grey lines. The plasma density profile is normalised to n0(⌘/2+ b0). The
temperature profile is normalised to ( i +  e)/⌘ i e.
3.1.3 Discussion and conclusions
The 1D model of equilibrium force-free CSs is developed, taking into account den-
sity and temperature variations across the CS that can arise in realistic natural and
laboratory plasma systems either due to the boundary conditions or Ohmic heat-
ing in the region of the enhanced current density localisation. The latter process
should be slow enough to consider the developed model as quasi-stationary. One
of the motivations for this work was a shortcoming of the model by Harrison and
Neukirch [2009b], which only provides uniform density and temperature profiles,
and does not inform whether inhomogeneous profiles of the plasma parameters con-
sistent with MHD solutions are possible. In fact, it is clear that as the CS thickness
becomes larger than characteristic kinetic scales, it should be possible to set arbi-
trary density and temperature profiles across the CS, while maintaining a constant
plasma pressure. In contrast to force-free CSs with a finite Bz component, where
the field lines are curved and cross the entire CS [e.g. Vasko et al., 2014], prevent-
ing arbitrary transverse distributions of plasma parameters even in the MHD limit,
in the models designed here without a regular Bz the field lines are straight and
“tied” each to a certain z coordinate. The plasma parameters can therefore be set
arbitrarily along each field line satisfying the condition of total pressure balance,
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not only in the MHD limit, i.e. when the CS thickness is much larger than kinetic
scales, but in the kinetic regime too.
In the proposed model the plasma density and temperature may either in-
crease or decrease in the CS central region. Such configurations can be found in
a number of astrophysical and space plasma systems, in particular in solar coronal
streamers and in macroscopic CSs over the reconnection sites in solar flares [see
e.g. Sec. 1.2.1 and Li et al., 2016]. The force-free CS models with the plasma den-
sity peaked in the CS central region, developed here, represent e↵ective waveguides
for MHD waves. Specifically, regions of decreased Alfve´n speed are fast magnetoa-
coustic waveguides. Currently, coronal MHD seismology studies assume that CSs
are described by the Harris model [e.g. Smith et al., 1997; Jel´ınek and Karlicky´,
2012; Me´sza´rosova´ et al., 2014], where the plasma   is infinite in the CS central
region (where the magnetic field vanishes), and drops to some small values at the
CS boundary. In the force-free models developed in this section, the plasma   is
always constant across the CS, and is given by   = 8⇡Pzz/B20 = 1/2 + b0/⌘, ac-
cording to Eq. (3.18) and using the relation B20 = 8⇡n0( 
 1
i +  
 1
e ). Taking into
account that b0 > ⌘/2 to ensure the positiveness of the particle distribution func-
tions, one finds that in the developed force-free CSs the parameter   > 1. Thus, the
properties of MHD waves guided by such a CS should be di↵erent from those in the
Harris model [Jel´ınek and Karlicky´, 2012; Me´sza´rosova´ et al., 2014]. The properties
of MHD waves in such a force-free configuration are worth considering and may be
used for MHD seismology purposes [Nakariakov and Ofman, 2001; De Moortel and
Nakariakov, 2012].
3.2 Nonlinear oscillations of coalescing magnetic flux
ropes
3.2.1 Introduction
An important phenomenon is a coalescence of two magnetic islands, which occurs in
the interaction of two twisted magnetic flux tubes (ropes) of the same sign of helicity.
This process is believed to occur in very di↵erent plasma environments, for instance
the solar corona [e.g. Kliem et al., 2000; Nakariakov et al., 2016b], the Earth’s mag-
netosphere [e.g. Ma and Bhattacharjee, 1999; Nakariakov et al., 2016b], magnetar
atmospheres [e.g. Uzdensky, 2011], and laboratory plasmas [e.g. Ono et al., 1987].
Dynamical processes in current sheets (CS) which may be formed by the coalescence,
have interesting observational manifestations, in particular various oscillations de-
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Figure 3.4: Formation of a thin 1.5D current sheet (the hatched vertical slab) by co-
alescence instability. jz – z -component of the plasma current generating the poloidal
magnetic field;   – scale length of the poloidal magnetic field By where the field lines
can be considered as straight,   is small in comparison with the radii of the colliding
magnetic ropes R.
tected remotely and in situ [e.g. Sergeev et al., 2003; Ba´rta et al., 2008; Nakariakov
and Melnikov, 2009; Karlicky´, 2014; Li et al., 2016]. An analytical two-fluid model
of the nonlinear stage of the coalescence process, designed by Tajima et al. [1987]
predicts a highly-nonlinear oscillatory regime (see Sec. 1.2.2).
In the model of Tajima et al. [1987] (see Fig. 3.4) two co-aligned plasma
currents jz generate poloidal magnetic fields which are oppositely directed along the
y-axis in the region of the coalescence, which thus becomes a CS. It was numerically
found that in the explosive regime of the coalescence there appears a specific spatial
scale   of the poloidal magnetic field (small in comparison with the radii of the
colliding magnetic ropes, R), where the field lines can be considered as straight,
and the CS can be considered as one-dimensional. Hence for transverse oscillations
of the CS, one can take that @/@x   @/@y, @/@z and r = {@/@x, 0, 0}. The
oscillation could be described by perturbations of the electric field E = {Ex, 0, Ez}
and magnetic field B = {0, By, 0}, the bulk plasma velocities of ion and electron
plasma species Vi,e = {Vx i,e, 0, Vz i,e}, and the variations of the ion ni and electron
ne concentrations. In this definition of the electric field E, the x-component Ex is
related to the electrostatic field generated by the electric charge separation according
to Poisson’s law, while the z-component Ez is the induced electric field by Faraday’s
law. Dynamics of these quantities is governed by two–fluid hydrodynamic equations
and Maxwell equations.
In Tajima et al. [1987] self-similar solutions of the governing equations were
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obtained by introducing dimensionless time-dependent scale factors a = a(t) and
b = b(t) separately for electron and ion dynamics, respectively, connected with the
plasma species concentrations as ne = n0/a, and ni = n0/b, where n0 = n0e = n0i is
the equilibrium concentration. Tajima et al. [1987] obtained an analytical solution
of the problem only for the limiting case when a = b, and, hence, the electron
and ion plasma concentrations were taken to be always strictly equal to each other,
ne = ni. The electrostatic field Ex was considered to be non-zero, which is a crucial
condition for the oscillatory behaviour of the CS, generated by this mechanism.
Strictly speaking, this so-called quasi-neutrality assumption is valid only for low-
frequency processes. However, the model contains the non-zero value of the electron
mass me, as well as the finite values of the electron and ion plasma frequencies, !e
and !i. Hence, it would be natural to expect that the model also describes high-
frequency oscillations, where the electric charge separation e↵ects are important.
In this section based on the work by Kolotkov et al. [2016b], the possibility
of a nonlinear oscillatory regime of the evolution of a CS formed by a coalescence
of two magnetic ropes without the quasi-neutrality condition, is demonstrated. The
scale factors a(t) and b(t) are considered to be not equal to each other, i.e. local
electric charge separation is allowed. The new solution covers both low-frequency os-
cillations, including the limiting case ne = ni considered by Tajima et al. [1987], and
the high-frequency case where the electric charge separation cannot be neglected.
3.2.2 Analysis
Under the simplifying assumptions described above, it was shown in Tajima et al.
[1987] that the evolution of a CS is governed by the following equations (namely,
Eqs. (23) and (24) in Tajima et al. [1987]):
d2 a
d t2
=  !2e
⇣a
b
  1
⌘
  mi
me
C2A
 2a2
+
mi
me
C2s
 2a 
, (3.20)
d2 b
d t2
= !2i
✓
1  b
a
◆
, (3.21)
where !2e,i = 4⇡n0e
2/me,i are electron and ion plasma frequencies; C2A = B
2
0/4⇡min0
is the Alfve´n speed squared, with B0 and n0 being the equilibrium values of the
poloidal magnetic field and plasma concentration; C2s = P0/min0 is the sound speed
squared, with P0 being the equilibrium thermodynamical gas pressure;   is the
adiabatic constant; and  , in the spirit of the previous Sec. 3.1, is the thickness of the
CS. The magnetic field is assumed to be strong enough, so the ionic   is su ciently
small allowing for the neglecting of the ion temperature, hence the pressure P0 is
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associated with the electron temperature.
Introducing a small parameter ✏ = !2i /!
2
e = me/mi and the normalised time
s = t!i, one can re-write Eqs. (3.20) and (3.21) as
d2 a
d s2
=  1
✏
⇢
a
b
  1 +  
a2
   
a 
 
, (3.22)
d2 b
d s2
= 1  b
a
, (3.23)
where   = (CA/ !i)
2 and  = (Cs/ !i)
2 are dimensionless constants.
Using the static solution of (3.22)–(3.23) obtained for d/d s = 0,
a¯ = b¯ =
✓
 
 
◆ 1
2  
=
✓
C2A
C2s
◆ 1
2  
=
✓
B20
4⇡P0
◆ 1
2  
, (3.24)
and normalising (3.22)–(3.23) to the dimensionless value a¯, one can re-write Eqs. (3.20)–
(3.21) as:
d2A
d ⌧2
=  1
✏
⇢
A
B
  1 +  ¯
A2
   ¯
A 
 
, (3.25)
d2B
d ⌧2
= 1  B
A
, (3.26)
with a(s) = a¯ A(⌧), b(s) = a¯ B(⌧), s = a¯1/2⌧ , and   = a¯2  ¯. In this normalisation the
quantities A and B are equal to unity at the initial instant of time, A(0) = B(0) = 1.
Nonlinear analysis with the Bernoulli pseudopotential
As ✏ tends to 0, for the left-hand side of Eq. (3.25) to be finite, the term {..} on
the right-hand side must tend to zero too. This condition in turn allows one to
determine the explicit dependence B (A):
B (A) =
A +3
A +2    ¯(A   A2) , (3.27)
which reduces to A = B in the limit considered by [Tajima et al., 1987] for small
values of the parameter  ¯.
Substitution of (3.27) into (3.26) leads to the second-order ordinary di↵eren-
tial equation (ODE) for the function A(⌧):
f(A)
d2A
d ⌧2
+
d f(A)
dA
✓
dA
d ⌧
◆2
= g(A), (3.28)
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where the functions f(A) and g(A) are defined as:
f(A) =
A2( +2)   3 ¯A2( +1) +  ¯(  + 1)A +4 
A +2    ¯A  +  ¯A2 2 , (3.29)
g(A) = 1  A
 +2
A +2    ¯A  +  ¯A2 . (3.30)
Equation (3.28) describes an oscillatory evolution of the CS. Writing p(A) = dA/d⌧
allows one to reduce the second-order ODE (3.28) to the first-order Bernoulli equa-
tion:
f(A)
d p(A)
dA
+
d f(A)
dA
p (A) =
g(A)
p(A)
, (3.31)
with the first integral
1
2

f(A)
dA
d ⌧
 2
+ UB(A) = const, (3.32)
allowing for the application of the mechanical analogy method. Indeed, considering
A and ⌧ as a generalised spatial coordinate and time, respectively, Eq. (3.32) has
the form of a conservation energy law with a generalised potential energy UB(A),
also called the Bernoulli pseudopotential:
UB(A) =  
Z A
1
f(A)g(A) dA. (3.33)
Analysis of second-order ODEs with the Bernoulli pseudopotential technique
[Dubinov and Sazonkin, 2010] is a recent extension of the Sagdeev potential method
used, in particular, in Tajima et al. [1987]. In contrast to the Sagdeev method, this
approach allows one to analyse a broader class of second-order ODEs with a squared
first derivative, as it appears in Eq. (3.28). The importance of the Bernoulli tech-
nique in this work and its ability to analyse the corresponding type of ODEs should
be additionally emphasised, as it is crucial for the solution of the general problem
with A 6= B [cf. Tajima et al., 1987]. In the mechanical analogy given by (3.32) the
function f2(A) acts as an e↵ective mass, and the oscillating “particle” position is
governed by the potential UB(A). In Tajima et al. [1987] where the particular case
A = B was considered, the mass function is a constant, and the Bernoulli potential
reduces to the Sagdeev potential. More details about the Bernoulli pseudopotential
technique and examples of its application to analysis of nonlinear ion–acoustic waves
and super-nonlinear shear Alfve´n waves in multi-component plasmas can be found
in Dubinov and Sazonkin [2010]; Dubinov et al. [2011, 2012a,b], and in references
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therein. Applications of the Bernoulli pseudopotential method to the analysis of
nonlinear fluctuations in self-gravitating quantum plasmas and in two- and three-
dimensional graphene-like fluids are shown in Akbari-Moghanjoughi [2014, 2013],
respectively.
Small amplitude limit
A solution of Eq. (3.28) is obtained by considering the function A (⌧) to be of a
small amplitude and with the initial value of unity: A (⌧) = 1+ "x (⌧). In this first-
order expansion " is a small parameter, and x (⌧) characterises the small amplitude
variations of the function A (⌧). Substitution of this expansion to Eqs. (3.29) and
(3.30) gives, up to the first order of ":
g = "x ¯(2   ). (3.34)
f = 1   ¯(2   ) + "x ¯{6   (  + 1)  2(2   )[1   ¯(2   )]}, (3.35)
Using (3.34)–(3.35) to re-write Eq. (3.28), and neglecting the terms higher than the
first order of ", one obtains
d2 x
d ⌧2
+
 ¯(2   )
 ¯(2   )  1x = 0. (3.36)
Equation (3.36) is a harmonic oscillator equation, with the period
P = 2⇡
⇥
1 +  ¯ 1(    2) 1⇤1/2 (3.37)
in normalised units. For   = 3, the expression reduces to P = 2⇡
 
1 +  ¯ 1
 1/2
, and
tends to 2⇡ for large values of  ¯.
3.2.3 Nonlinear oscillations
Consider specific examples of the Bernoulli pseudopotential energy UB(A) given
by Eq. (3.33) and the corresponding numerical solutions of Eq. (3.28) for various
combinations of the initial parameters. Figure 3.5 shows that UB has a minimum at
the point A = 1, corresponding to the stable equilibrium state of the CS, determined
by static solution (3.24). Such a profile allows for the existence of both linear and
nonlinear periodic solutions of Eq. (3.28) above the equilibrium. Two di↵erent cases
of UB were found: when its left-hand, with respect to the minimum, slope reaches
the maximum value faster than the right-hand slope, and the other case when the
right-hand slope reaches the maximum faster. The behaviour is prescribed by the
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value of the parameter  ¯. The threshold value of  ¯ which determines when UB
changes the behaviour, is about 0.685. At that value of  ¯ the maximum values of
the left-hand and right-hand slopes of UB are nearly same.
Figure 3.6 shows the time variations of the plasma species concentrations ne
and ni, obtained numerically from Eq. (3.28), and corresponding to the di↵erent
cases of UB shown in Fig. 3.5. As follows from Eq. (3.27), the charge separation
reaches a large value for large values of  ¯, and is almost negligible for small  ¯.
Top panels of Fig. 3.6 demonstrate two essentially opposite limits: small amplitude
quasi-linear oscillations obtained near the bottom of the potential well where it can
be approximated by a parabolic function; and large amplitude nonlinear oscillations
obtained near the limit height of UB(A) (see Fig. 3.5). The total energy of oscillations
of a pseudo-particle in a pseudopotential well is determined by the initial value of
the first derivative of a generalised coordinate with respect to a generalised time,
meaning the kinetic energy of an initial excitation in Eq. (3.32). In this study
non-zero values of the first derivatives used as the initial conditions for Eq. (3.28)
correspond to the initial speed of the coalescing ropes.
According to Eq. (3.37), for small amplitudes, the oscillation period grows
to arbitrarily long values for small  ¯, while for large  ¯ the period tends to the con-
stant value 2⇡(Cs/CA)1/2!
 1
i in physical units. Figure 3.5, bottom panels show the
dependence of the period on the amplitude of the electron concentration variations,
 ne, in the nonlinear regime. For  ¯ < 0.685 the period is highly dependent upon
the amplitude. For  ¯ > 0.685 the oscillations are almost isochronous (their period
depends weakly upon the amplitude even in the nonlinear regime), that can be ex-
plained by the shape of the function UB (A) with the corresponding value of  ¯ = 5
(see Fig. 3.5, top right panel). Indeed, when  ¯ = 5, the maximum value of the
right-hand slope of UB is located much above the left-hand one, which results in
the almost symmetric shape of UB in the regions supporting oscillations. Although
dependence (3.37) was initially derived for the small amplitude linear solutions of
Eq. (3.28), the isochronous nature of the illustrative examples in Figs. 3.5 and 3.6
allows one to utilise it for the nonlinear oscillations too, when large values of  ¯ are
considered. For small  ¯ (when  ¯ < 0.685, see Fig. 3.5) the shape of UB allows for
longer-period oscillations.
The electrostatic field Ex (⌧) generated by the local charge separation with
the use of Poisson’s equation is given by:
Ex (⌧) =
4⇡en0 
a¯
✓
1
B (⌧)
  1
A (⌧)
◆
, (3.38)
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Figure 3.5: Top: Bernoulli pseudopotential UB(A) (3.33) plotted for   = 3 and for:
 ¯ = 0.685 (left solid),  ¯ = 0.3 (left dashed); and  ¯ = 5 (right solid),  ¯ = 2 (right
dashed). The upper horizontal dotted line in the left-hand panel shows the energy
level above which UB(A) experiences the change of behaviour, the bottom dashed
line shows the energy level of the oscillation shown in Fig. 3.6, left bottom panel.
The horizontal dotted line in the right-hand panel indicates the energy level of the
nonlinear signal shown in Fig. 3.6, right top and bottom panels. Bottom: the oscilla-
tion period–amplitude dependence shown for  ¯ = 2⇥ 10 4 (a), 10 2 (b), and 0.3 (c)
(the small  ¯ regime, left-hand panel); and for  ¯ = 5 (a), 10 (b), 100 (c) (the large  ¯
regime, right-hand panel), and  ¯!1 (the period equals to 2⇡, dashed line). The
period is measured in the units of (Cs/CA)1/2!
 1
i .
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Figure 3.6: Top: variations of the electron ne = n0/a (thick lines) and ion ni = n0/b
(thin lines) concentrations, where the scale factors a and b are obtained from the
numerically obtained solutions A(⌧) of Eq. (3.28) with   = 3,  ¯ = 5, A(0) = 1, and
A˙(0) = 0.04 (left-hand panel, quasi-linear oscillation); and A˙(0) = 0.155 (right-hand
panel, nonlinear oscillation). Bottom left: variations of ne (dotted line) and ni (solid
line, almost indistinguishable from the dotted line) for   = 3,  ¯ = 0.3, A (0) = 1,
and A˙(0) = 0.426 (highly nonlinear case). Both functions ne and ni are normalised
to n0a¯ 1. Bottom right: variation of the electrostatic field energy E2x normalised to
(4⇡en0 a¯ 1)2, generated by the local charge separation, in the quasi-linear (thick
line) and nonlinear (thin line) regimes of the current sheet oscillation, shown in the
top panels. The vertical axes in all panels are plotted on a logarithmic scale. The
time ⌧ is measured in the units of (Cs/CA)1/2!
 1
i .
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where A (⌧) is obtained numerically from Eq. (3.28) (see Fig. 3.6), and B (⌧) from
Eq. (3.27). In Eq. (3.38) the expressions n0/a¯0B and n0/a¯0A correspond to the ion
and electron concentrations, ni and ne, respectively.
While the cases with  ¯ < 0.685 result in long-period oscillations with small
local electric charge separation (see Fig. 3.6), and hence, give low values of the
electric field Ex, larger values of  ¯ allow for short-period oscillations with large
electric field (see Fig. 3.6). A small amplitude solution of Eq. (3.28) results in
periodic small amplitude variations of E2x, which are still quasi-harmonic with a
doubled period. In the nonlinear case, the oscillations have large amplitude spikes
of the electric field with a clear asymmetry of the positive and negative half-periods.
The highest electric field is generated during the positive half-periods of the density
oscillations when the strongest charge separation occurs.
3.2.4 Discussion and conclusions
This work revealed a nonlinear oscillatory regime of the evolution of a CS formed
by the coalescence of two magnetic flux ropes, which is accompanied by a significant
electric charge separation and generation of strong electric field. The characteristic
time scales are shorter than the time of magnetic reconnection that is neglected.
Specific regimes of the oscillations are determined by the dimensionless parame-
ter  ¯ = (CA/Cs)6( D/ )2 ⇡   3( D/ )2 (3.25), where   is the characteristic CS
thickness,  D = Cs/!i is the plasma Debye length, and   is the ratio of gas and
magnetic pressures in the plasma. These nonlinear oscillations are rather intrin-
sic, and may occur in coalescence of magnetic islands in natural (e.g. solar, space,
magnetospheric) and laboratory plasmas.
The solutions obtained for small values of the parameter  ¯ < 0.685 describe
perpendicular oscillations of the CS, when electrons and ions oscillate almost to-
gether and the e↵ects of the local electric charge separation are negligibly small.
The  ¯ = 0 limit gives the solutions found by Tajima et al. [1987] for ne = ni. For
su ciently thin CSs (i.e. for   ⇡  D) this regime is reached when the plasma is
of su ciently high  . For thicker sheets (     D) this regime can be achieved for
smaller  . For  ¯ > 0.685, the oscillations produce high spikes of the electric field
caused by the electric charge separation. In both regimes, low amplitude oscillations
have a harmonic shape, while high amplitude oscillations have a highly anharmonic
shape: a series of distinct symmetric spikes.
In the small  ¯ regime, the nonlinear oscillation periods reach values that are
several orders of magnitude larger than the ion plasma period (see Fig. 3.5). For
example, for a 1 GHz electron plasma frequency and CA ⇡ 4.8 ⇥ 102 km s 1 and
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Cs ⇡ 2.4⇥102 km s 1 giving Cs/CA ⇡ 0.5, typical for the coronal sites of solar flares
[Nakariakov et al., 2003], the CS oscillation periods can reach one second or longer.
Periods of this order of magnitude are often detected in the solar flare emission [e.g.
Aschwanden, 1987; Nakariakov and Melnikov, 2009], and can appear, for example, in
the gyrosynchrotron emission because of the modulation of the local electron plasma
frequency (see Sec. 1.2.2). For lower values of   these periods can be reached for
thicker CSs. In the previous example, if the CS thickness is about 1 Mm with the
plasma Debye length of about 1 cm, the 1 s periods occur for the highly nonlinear
large amplitude oscillations with  ne ⇡ n0.
In the large  ¯ regime, oscillation periods are shorter than for small  ¯, and
approach the value 2⇡(Cs/CA)1/2!
 1
i . Thus, for low values of  , which are also
observed in solar coronal plasma structures [e.g.   ⇡ 0.01, Zhang et al., 2015], for
the electron plasma frequencies of about 0.4 GHz, typical periods of CS oscillations
are of a few microseconds.
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Chapter 4
Transverse oscillations of
quiescent prominences in a
magnetic field dip
4.1 Small amplitude oscillations and stability
4.1.1 Introduction
Coronal mass ejections are known to be the most powerful and geoe↵ective phe-
nomena occurring in the solar atmosphere. An important role in their initiation is
assigned to the evolution of prominences, cold and dense plasma clouds floating in
the magnetised environment of the solar corona. The equilibrium of prominences
is thought to be of a magnetic origin (e.g. Lorentz force), being able to counter-
act the gravity. In turn, gradient pressure forces can provide an additional support.
Considering this basic idea, the following two-dimensional (2D) models of the promi-
nence equilibrium were developed: the Kippenhahn–Schlu¨ter [KS, Kippenhahn and
Schlu¨ter, 1957] and the Kuperus–Raadu models [KR, Kuperus and Raadu, 1974].
The KS model considers the prominence as a plasma slab embedded in a magnetic
field with a dip created by some external sources (e.g. photospheric currents). The
magnetic dip outlines the region of a magnetic polarity inversion, which justifies
the general empirical evidence that prominences lie above the polarity inversion
line (also called a neutral line) of large extended bipolar regions [e.g. Bosman et al.,
2012]. In the KR model the prominence is assumed to be a straight current-carrying
horizontal wire located at some height above the conductive photosphere. The sup-
port against the gravity is provided by an upward magnetic force acting on the
prominence and caused by a virtual “mirror” current, which is located below the
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photosphere and strictly symmetrical to the prominence. Interestingly, the magnetic
topology associated with the KR model resembles that of a coronal cavity, that is
a large quasi-circular structure observed o↵ limb in the EUV band, and containing
a prominence in its interior [Habbal et al., 2010; Gibson et al., 2010]. However,
these models separately are not able to provide an exhaustive picture on transverse
oscillations observed in prominences (see Sec. 1.3, where the observational evidence
of oscillations in prominences and corresponding analytical models are described
in detail). For example, the KR model alone allows only for vertically polarised
oscillations, while in the pure KS model horizontally polarised oscillations cannot
coexist with the vertically polarised ones since the system becomes unstable [van
den Oord et al., 1998].
A synthesis of these two models, that is a prominence embedded in a magnetic
field dip generated by two photospheric currents, accounting also for the e↵ects of
the prominence current interaction with the conducting photosphere is developed by
Kolotkov et al. [2016c] and is presented in this chapter. The prominence is modelled
as a line current located above the photosphere at a given height, thus being a subject
to the gravity and Lorentz forces, which are attributed to the interaction between the
photospheric and prominence currents. In this section, horizontally and vertically
polarised transverse oscillations are analysed in the linear regime, the equations of
motion are analytically derived, and dependence of the oscillation properties (e.g.
the period) upon the parameters of the system (e.g. the currents in the prominence
and at the photosphere) are determined. In addition, investigation of the mechanical
stability of the system shows that the prominence can be stable simultaneously in
both horizontal and vertical directions for a certain range of parameters.
4.1.2 Model, forces, and equilibrium
The magnetic field topology with a magnetic dip, shown in Fig. 4.1, is configured
by two co-aligned spatially separated photospheric currents (with d being the half-
distance between the currents) of the same magnitude, I. The prominence itself
is modelled as a massive straight wire representing a magnetic rope with a current
i which is located at some height h above the photosphere. It in turn causes a
so-called “mirror” current (see the KR model) due to conductive properties of the
photosphere. By its definition, the mirror current is oppositely directed with respect
to the prominence current i, has the same magnitude, and is located at the distance
2h strictly below the prominence current (see Fig. 4.1). In this model the promi-
nence can interact with the coronal surroundings through the corresponding mutual
interaction of the magnetic fields produced by the prominence i and photospheric I
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Figure 4.1: Sketch showing a massive prominence (the brown blob) with a line cur-
rent i located at the height h above the photosphere, in the magnetic dip configured
by two photospheric currents I, with d being the half-distance between the currents.
The mirror current i (the pink blob) generated due to conductive properties of the
photosphere is located strictly below the prominence. The field lines of the total
magnetic field produced by the photospheric, mirror, and prominence sources are
shown for h = 0.5 d and i = 0.5 I.
currents.
The equilibrium of a prominence in such a magnetic environment is provided
by the Lorentz and gravity force balance:
F1 + F2 + Fm + Fg = 0, (4.1)
where F1 = F2 = k1/(d2 + h2)1/2 are the Lorentz forces per unit length acting be-
tween the photospheric currents I and the prominence current i, with k1 = µ0Ii/2⇡;
Fm = k2/2h is the mirror force between the prominence and the mirror current, with
k2 = µ0i2/2⇡; and Fg = ⇢g is the gravity force which is assumed to be constant
in the model, with ⇢ being a linear mass density of the prominence (its volume
mass density multiplied by the cross-sectional area), measured in kgm 1. Note,
that according to the definition of the mirror current, the mirror force Fm acting on
the prominence is always directed upwards and strictly along the vertical axis, and
cannot contribute to horizontal dynamics of the prominence.
In fact, the system is completely defined by the geometrical parameters h
and d, and magnetic constants k1 and k2 (written in terms of I and i), while the
appropriate mass density ⇢ of the prominence necessary for its vertical equilibrium,
is determined by the following condition (4.2). However, for seismological purposes
it is also useful to re-write this condition through the parameters h and ⇢, assuming
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Figure 4.2: The magnetic force FL (4.2) acting upwards on the equilibrium promi-
nence for di↵erent values of the prominence i and photospheric I currents. The
horizontal dotted line shows an example of the constant gravity force ⇢g needed
to satisfy equilibrium condition (4.2). This example shows that the system may
have up to three di↵erent equilibria (blue asterisks) depending upon values of the
parameters of the model.
them to be available a priori from observations:
FL ⌘ 2k1h
d2 + h2
+
k2
2h
= ⇢g, and d2 =
4k1h2
2⇢gh  k2   h
2. (4.2)
The horizontal equilibrium of the prominence in turn is not a↵ected by the essentially
vertical forces Fm and Fg, and is provided automatically by the balance between
horizontal components of F1 and F2 due to horizontal symmetry of the model.
Equations (4.2) put the first constrain on the parameters of the model. Indeed, for
a given distance d to have a real value in the equilibrium condition, the parameters
need to be related as:
k2 < 2⇢gh < 4k1 + k2. (4.3)
Inequality (4.3) describes a condition necessary for the equilibrium of the prominence
to exist, between its gravitational energy and the total magnetic energy (written in
terms of k1 and k2), generated by the prominence and photospheric currents, i and I,
respectively. Thus, when 2⇢gh > 4k1+ k2, the magnetic background cannot sustain
the prominence, and it falls to the surface. In the other case, when 2⇢gh < k2, the
prominence’s magnetic energy exceeds the gravitational energy, and the prominence
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lifts o↵.
According to Eq. (4.2), the vertical component of the total Lorentz force
acting on an unperturbed prominence, FL gradually decreases with height for all
values of the photospheric currents I being less or equal to the prominence current
i, and may have both negative and positive gradients for I > i. Consequently,
for I < i the system is able to have only a single equilibrium determined by the
FL = ⇢g balance, while for I > i there are at most three possibilities to satisfy the
force balance condition, and hence, up to three equilibria of the system at di↵erent
heights may exist. Corresponding examples are shown in Fig. 4.2 for di↵erent values
of the I/i ratio.
For the case when the prominence is perturbed by an oblique displacement
with corresponding x and z components, the equations of motion of the prominence
in the horizontal (x-) and vertical (z-) directions can be written as
⇢
d2 x
d t2
= Fx, (4.4)
⇢
d2 z
d t2
= Fz, (4.5)
where
Fx =
2k1x[(h+ z)2 + x2   d2]
(d2   x2)2 + 2(d2 + x2)(h+ z)2 + (h+ z)4 ⇡
2k1(h2   d2)
(d2 + h2)2
x,
Fz =
2k1(h+ z)[d2 + x2 + (h+ z)2]
(d2   x2)2 + 2(d2 + x2)(h+ z)2 + (h+ z)4 +
k2
2h+ z
  ⇢g
⇡

2k1(d2   h2)
(d2 + h2)2
  k2
4h2
 
z
are the projections of the total force given in Eq. (4.1) on the horizontal and vertical
axes. It should be emphasised, that for I = 0 (i.e. k1 = 0, pure KR model)
the horizontal force Fx (4.4) is zero for any horizontal displacement, indicating
the contribution of the mirror force Fm to vertical dynamics only. Treating the
displacements x and z to be small, total forces can be expanded up to the first order
of x and z. Note that the first-order Taylor expansion in Eq. (4.5) has been derived
accounting for condition (4.2) for the vertical equilibrium of the prominence. As
this study is restricted to linear perturbations only, both forces Fx (4.4) and Fz
(4.5) lose their dependence on z and x, respectively, and horizontally and vertically
polarised oscillations become independent of each other and hence can be considered
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separately. While the other case of finite values of x and z, leading to the nonlinear
coupling between horizontal and vertical motions of the prominence, is addressed in
the following Sec. 4.2.
4.1.3 Small amplitude vertically polarised oscillations
Consider the case when the initial displacement of the prominence is directed strictly
along the vertical z-axis, assuming x = 0 and z 6= 0 in Eq. (4.5). In this case the
vertical component Fz of the total force acting on the prominence has the form
Fz =
2k1(h+ z)
d2 + (h+ z)2
+
k2
2h+ z
  ⇢g, (4.6)
where the first term on the right-hand side corresponds to the Lorentz force acting
on the perturbed prominence from two photospheric currents, the second term is
the corresponding mirror force, and the last term is the gravity force assumed to be
constant on the scale of the vertical displacement in the oscillation.
With the use of the first-order Taylor expansion of the perturbed vertical
force Fz written in (4.5), the equation of motion of the prominence along the vertical
axis is
z¨ + (2⇡/Pz)
2 z = 0. (4.7)
Equation (4.7) is a harmonic oscillator equation and describes small amplitude ver-
tically polarised oscillations of the prominence with the period (expressed either in
terms of h and d, or via ⇢ and h):
Pz = PKR

1 + 8
k1
k2
h2(h2   d2)
(d2 + h2)2
  1/2
=
PKR
p
k1k2
[(2⇢gh  k2)2   2k2(2⇢gh  k2) + k1k2]1/2
,
(4.8)
where d2 in form (4.2) has been substituted, and PKR = 2⇡
p
4⇢h2/k2 is the period
of prominence oscillations in the absence of the photospheric currents e↵ect (i.e. the
limiting case corresponding to the KR model). Demanding the constants k1 and k2
(i.e. the currents I and i) to have non-zero values in the model, period (4.8) can
be reduced to the KR limit when the half-distance d between the external currents
tends to infinity. This limiting case can be achieved when 2⇢gh = k2 (see Eq. (4.2)).
In other cases, period (4.8) has a non-trivial dependence upon the currents I and i,
height h, and mass density ⇢. Its dependence upon the current ratio I/i (i.e. k1/k2)
for di↵erent values of 2⇢gh/k2 (also including the KR limit 2⇢gh = k2) is shown in
Fig. 4.3.
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Figure 4.3: Left: Period Pz (4.8) of vertical oscillations of a prominence vs. the
current ratio I/i for di↵erent values of the dimensionless parameter a = 2⇢gh/k2.
Note, the case a = 1 corresponds to the KR limit [Kuperus and Raadu, 1974] when
the e↵ect of the photospheric currents is negligibly small. Right: Period Px (4.12)
of horizontal oscillations depending upon the same parameters I/i and a as shown
in the left-hand panel. Dashed lines in both panels show a threshold values of I/i
where periods (4.8) and (4.12) become imaginary, and corresponding instabilities
develop.
General dependence of the vertical dynamics of the prominence described
by Eq. (4.7) upon the parameters of the model, can be also derived analytically.
More specifically, when the prominence current dominates in the system, i.e. 0 <
k1/k2 < 1, Eq. (4.7) shows always stable solutions for the vertical displacement.
The particular case when the prominence i and photospheric I currents are of the
same magnitude, i.e. k1 = k2, also corresponds to an always stable state of the
prominence oscillating harmonically around the equilibrium position with a period
P = PKR|(d2 + h2)/(3h2   d2)|. In both these cases, only conditions (4.2) and (4.3)
providing existence of the initial equilibrium of the system should be satisfied for h
and d. In contrast, for the photospheric currents domination (k1/k2 > 1) there is
a parametric region of a vertical instability (see Fig. 4.4) determined by condition
(4.3) and the following relations (written either in terms of h and d or via ⇢ and h):
d
p
k2h
4k1   k2 + 4
p
k21   k1k2
i1/2 < h < dpk2h
4k1   k2   4
p
k21   k1k2
i1/2 ,
or k1 + k2  
q
k21   k1k2 < 2⇢gh < k1 + k2 +
q
k21   k1k2. (4.9)
130
Figure 4.4: Parametric regions of the prominence instability, determined by equilib-
rium condition (4.3), (4.9) (vertical instability), and (4.13) (horizontal instability).
Left-hand and right-hand panels show the corresponding regions determined via ⇢
and h, and h and d, respectively. The dashed line shows the nonlinear resonance
condition between finite amplitude vertical and horizontal oscillatory modes, deter-
mined by Eq. (4.28) in Sec. 4.2, where the frequency of the vertical mode is twice
the horizontal mode frequency .
4.1.4 Small amplitude horizontally polarised oscillations
Now the case with z = 0 is considered, i.e. the initial displacement of the prominence
is directed strictly along the horizontal x-axis. In this case the force Fx (4.4) acting
on the prominence along the horizontal axis reduces to
Fx =
2k1x[h2   d2 + x2]
(d2   x2)2 + 2(d2 + x2)h2 + h4 . (4.10)
Using the Taylor expansion of the force Fx up to the first order of the small per-
turbations x and z, given by Eq. (4.4), the equation of motion describing small
amplitude dynamics of the prominence along the horizontal axis is
x¨+ (2⇡/Px)
2 x = 0. (4.11)
Similarly to the vertically polarised oscillatory modes described above, Eq. (4.11)
shows harmonic oscillations of the prominence around the equilibrium position (x =
0 and z = 0), with the period Px,
Px = PKR
s
k2
8k1
(d2 + h2)2
h2(d2   h2) =
PKR
p
k1k2
[2k1(2⇢gh  k2)  (2⇢gh  k2)2]1/2
. (4.12)
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Note, that in the KR limit that can be achieved when 2⇢gh = k2 (see Eq. (4.2)),
the value of Px tends to infinity. Behaviour of the period (4.12) for various other
values of ratios 2⇢gh/k2 and I/i is shown in Fig. 4.3.
The regions on the parametric plane where the period Px has imaginary
values (i.e. the condition of the horizontal instability of the prominence) with ac-
counting for conditions (4.2) and (4.3), are shown in Fig. 4.4, and are expressed
as
h > d, or 2k1 + k2 < 2⇢gh < 4k1 + k2. (4.13)
4.1.5 Discussion and conclusions
The developed model provides a simple, analytical treatment of global transverse
oscillations and mechanical stability of quiescent prominences. In this context, the
term “global” denotes the collective nature of the considered oscillations, when the
prominence oscillates as a whole, in contrast to the oscillations of individual threads.
The term is connected with the observational manifestation of the considered oscil-
lations, rather than a specific interpretation, for example a fundamental longitudinal
harmonic of a kink or sausage oscillation. Properties of the oscillations are deter-
mined by the value of the electric current in the prominence, its density and height
above the photosphere, and the parameters of the magnetic dip caused by external
magnetic sources. As mentioned above, in the linear regime considered in this sec-
tion, the vertically and horizontally polarised oscillations are essentially decoupled,
and the obliquely or elliptically polarised oscillations can be represented as a linear
superposition of separate vertical and horizontal modes. Furthermore, the stability
conditions in both z- and x-directions, given in Eqs. (4.9) and (4.13), do not interfere
with each other, and the oscillation periods given by expressions (4.8) and (4.12) in
both directions are independent.
For the prominence current domination in the considered magnetic system
(I/i < 1), the prominence displacements in both vertical and horizontal directions
are found to be stable [cf. van den Oord et al., 1998] when the prominence’s height
h above the photosphere is less than the half-distance d between the photospheric
current sources configuring the dip (see Fig. 4.4). In the case when the external
currents dominate (I/i > 1), the prominence is stable only in narrow regions of the
parameters, determined by conditions (4.9) and (4.13). These analytical findings
are in accordance with numerous observational results describing the prominence
instability occurring when its height h reaches some critical value [see e.g. Vrsˇnak,
2008].
Exact analytical dependences of the periods of the prominence oscillations
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upon the parameters of the system, derived in Eqs. (4.8) and (4.12), allow for
seismological diagnostics of the current in the prominence. For example, taking a
typical value of PKR ⇡ 20 min [Kuperus and Raadu, 1974] and fixing h = 0.6 d, for
the observed periods of the vertical transverse oscillations, Pz ⇡ 80 min [Bocchialini
et al., 2011], the prominence current i with respect to the photospheric current I,
according to Eq. (4.8), can be estimated as I ⇡ 0.94 i. With the use of the ratio I/i
and the geometrical parameters of the model, h and d, one can estimate the coronal
magnetic field at the prominence’s equilibrium position, caused by the external
photospheric sources, I as B/B0 = (I/i) 2h/
p
d2 + h2, where B0 is the magnetic
field caused by the interaction of the prominence current i with the conductive
photosphere, used in the KR model in the absence of external magnetic sources.
In addition, the developed model can also be used for numerical modelling of the
excitation of prominence oscillations [e.g. Takahashi et al., 2015].
The proposed model developed within the line currents concept should be
considered as a simplified one, and clearly misses a number of important physical
phenomena. In fact, it neglects partial ionisation and dissipative e↵ects. They can
a↵ect, in particular, time evolution of the oscillations, leading to their damping or
amplification. Another potentially important e↵ect is connected with the magnetic
field curvature and the finite wave number of the perturbations in the direction
along the current, that are important, for example, for kink oscillations of coronal
loops [e.g. Edwin and Roberts, 1983] and prominence threads [e.g. Cargill et al.,
1994; Joarder et al., 1997; Vrsˇnak, 2008]. They add the additional restoring force
that may decrease the oscillation period. It also does not consider thermodynamical
e↵ects a↵ecting the prominence development itself [e.g. Kuin and Martens, 1982].
In addition, in the developed model the electric currents are considered to be linear,
i.e. a wire-like. However, there may be important e↵ects connected with the spatial
distribution of the current in the plane of the oscillation. For example, in a more
general model, a prominence could possibly be considered as a vertical current sheet.
In that case parameters of the modes of oscillations may get some dependence on
height, which may be relevant to the interpretation of some observational finding
[e.g. Hershaw et al., 2011]. However, a further discussion of this issue would be out
of the scope of this study.
4.2 Finite amplitude regime of oscillations
Another important limitation of the solution obtained in Sec. 4.1 is that it considers
only small amplitude oscillations and does not account for the e↵ects of finite am-
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plitudes, which are often detected in observations (see Sec. 1.3.1 for details). This
section demonstrates further development of the proposed model, accounting now
for the e↵ects of finite amplitudes. It shows that the finite amplitude equations of
motion in the vertical and horizontal directions are nonlinearly coupled with each
other (Sec. 4.2.1), in contrast to the linear small amplitude regime considered in
Sec. 4.1, where the motions are essentially independent. Analysis of a fully nonlin-
ear case (Sec. 4.2.2) also reveals the presence of metastable equilibria characterised
by a threshold value of the prominence energy, above which it becomes unstable.
Therefore, accounting for nonlinear terms in the governing equations makes the
dynamics of the system more various and rich of interesting features.
4.2.1 Nonlinear coupling and resonance of vertically and horizon-
tally polarised oscillations
Dynamics of the prominence in a magnetic field dip (see Fig. 4.1), perturbed by an
oblique displacement with the corresponding x (horizontal) and z (vertical) compo-
nents, is governed by the set of equations (4.4)–(4.5). In the linear regime treating
the displacements x and z to be small and, hence, using the first-order Taylor ex-
pansions of Eqs. (4.4) and (4.5), the vertical and horizontal modes were found to
be essentially decoupled, therefore, were considered separately in Sec. 4.1. However,
with the use of the Taylor expansion up to the second order of the displacements x
and z, Eqs. (4.4) and (4.5) can be re-written as
d2 x
d t2
= ↵x+ µxz, (4.14)
d2 z
d t2
= ⌘z +  x2 +  z2, (4.15)
where
↵ =
2k1(h2   d2)
⇢(d2 + h2)2
, µ =
4k1h(3d2   h2)
⇢(d2 + h2)3
, ⌘ =
2k1(d2   h2)
⇢(d2 + h2)2
  k2
4⇢h2
,
  =
2k1h(3d2   h2)
⇢(d2 + h2)3
,   =
2k1h(h2   3d2)
⇢(d2 + h2)3
+
k2
8⇢h3
.
In contrast to the first-order expansion of Eqs. (4.4) and (4.5), Eqs. (4.14) and (4.15)
are coupled through the second-order terms on their right-hand sides.
The set of coupled nonlinear equations (4.14)–(4.15) represents a conserva-
tive system, and for certain values of the parameters ↵, µ, ⌘,  , and   was previ-
ously found to be integrable with the Hamiltonian of a He´non–Heiles form [see e.g.
134
Eqs. (3.1) in Bountis et al., 1982, the special case of µ = 2 and   = 1]. In the present
analysis general solutions of Eqs. (4.14)–(4.15) are obtained, allowing for arbitrary
values of those parameters, using the perturbation theory approach. Expressing
the displacements x and z through a small parameter ✏ as x ⌘ ✏x and z ⌘ ✏z and
expanding the new x and z with respect to ✏, x = x1 + ✏x2 and z = z1 + ✏z2, one
can re-write Eqs. (4.14) and (4.15) as
d2 x1
d t2
+ ✏
d2 x2
d t2
= ↵x1 + ✏(↵x2 + µx1z1), (4.16)
d2 z1
d t2
+ ✏
d2 z2
d t2
= ⌘z1 + ✏(⌘z2 +  x
2
1 +  z
2
1). (4.17)
The parameter ✏ demonstrates the smallness of the prominence displacements in
comparison with the equilibrium geometrical parameters d and h. In such a repre-
sentation of x and z, the lowest-order terms, x1 and z1, correspond to the decoupled
harmonic oscillations of the prominence, while the higher-order components, x2 and
z2, describe, in particular, the coupling between the horizontal and vertical modes.
Indeed, collecting together the terms with the lowest order of the parameter ✏ in
Eqs. (4.16) and (4.17), one obtains
d2 x1
d t2
+ !21x1 = 0, (4.18)
d2 z1
d t2
+ !22z1 = 0, (4.19)
where !21 =  ↵ and !22 =  ⌘. The behaviour of !1 and !2 and their dependence on
the geometrical parameters of the model, h and d, magnetic constants, k1 and k2,
and the prominence mass density, ⇢, and the associated linear oscillations, have been
investigated in detail in Sec. 4.1, where the notations !1 = 2⇡/Px and !2 = 2⇡/Pz
were used, with Px (4.12) and Pz (4.8) being the horizontal and vertical oscillation
periods, respectively. Equations (4.18) and (4.19) have harmonic solutions written
as
x1(t) = A1 sin(!1t+  1), (4.20)
z1(t) = A2 sin(!2t+  2), (4.21)
where A1, A2,  1, and  2 are the constants determined from the initial conditions.
Then combine the terms of the first order of ✏ in Eqs. (4.16) and (4.17), so
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that
d2 x2
d t2
+ !21x2 =
A1A2
2µ 1
{cos [(!1   !2)t+ ( 1    2)]  (4.22)
cos [(!1 + !2)t+ ( 1 +  2)]} ,
d2 z2
d t2
+ !22z2 = A
2
1  sin
2(!1t+  1) +A
2
2  sin
2(!2t+  2), (4.23)
where the solutions for x1(t) and z1(t), given by Eqs. (4.20) and (4.21), have been
used. Solutions of Eqs. (4.22)–(4.23) can be written in a general form as
x2(t) = B1 sin(!1t+  1) +
A1A2
2µ 1
⇢
cos[(!1   !2)t+ ( 1    2)]
!2(2!1   !2) +
cos[(!1 + !2)t+ ( 1 +  2)]
!2(2!1 + !2)
 
, (4.24)
z2(t) = B2 sin(!2t+  2) +
A21 
2
cos[2(!1t+  1)]
4!21   !22
+  A22
cos[2(!2t+  2)]
6!22
+
 A21 +  A
2
2
!22
, (4.25)
where B1, B2,  1, and  2 are the constants determined from the initial conditions.
Thus, combining solutions (4.20)–(4.21) for x1 and z1 and (4.24)–(4.25) for
x2 and z2, and recalling that x = x1 + ✏x2 and z = z1 + ✏z2, the oscillatory solution
of Eqs. (4.14)–(4.15) can be written as
x(t) = C1 sin(!1t+⇥1) +
C1C2
2µ 1
⇢
cos[(!1   !2)t+ (⇥1  ⇥2)]
!2(2!1   !2) +
cos[(!1 + !2)t+ (⇥1 +⇥2)]
!2(2!1 + !2)
 
, (4.26)
z(t) = C2 sin(!2t+⇥2) +
 C21
2
cos[2(!1t+⇥1)]
4!21   !22
+  C22
cos[2(!2t+⇥2)]
6!22
, (4.27)
where C1,2 ⌘ [A21,2+B21,2+2A1,2B1,2 cos( 1,2  1,2)]1/2 and tan(⇥1,2) = [A1,2 sin( 1,2)+
B1,2 sin( 1,2)]/[A1,2 cos( 1,2) + B1,2 cos( 1,2)], with ✏ = 1. The use of ✏ = 1 in ex-
pressions (4.26)–(4.27) does not contradict to the sense of generality as it was em-
ployed only for the quantification of the smallness of amplitudes of the higher-order
components (B1, B2, A21, A
2
2, and A1A2) in comparison with the lowest harmonic
amplitudes, A1 and A2. The set of solutions (4.26)–(4.27) describes the coupled
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horizontal and vertical oscillatory dynamics of the prominence and, importantly,
implies a nonlinear resonance condition 2!1 = !2, appearing in both polarisations
simultaneously. One can re-write this resonance condition in terms of the intrinsic
physical parameters of the model, h, d, k1 and k2, as
h = d
"
20k1   k2 ± 4
p
25k21   5k1k2
40k1 + k2
#1/2
. (4.28)
This dependence is illustrated in Fig. 4.4, where the current ratio I/i, shown on
the horizontal axis, is equivalent to k1/k2. Note, that the resonant condition (4.28)
implicitly accounts for the dependence on the prominence mass via the equilibrium
condition (4.2).
As long as 2!1 6= !2, the prominence space dynamics governed by set (4.14)–
(4.15), is described by solutions (4.26)–(4.27). However, in the special resonant case,
when 2!1 = !2, solutions (4.26)–(4.27) break down and are no longer applicable. To
describe analytically the prominence behaviour in the resonant case with 2!1 = !2,
one can introduce an additional slow time variable ⌧ = "t with " being a small
parameter, and allow the amplitudes A1 and A2 in harmonic solutions (4.20)–(4.21)
to be slowly varying functions of ⌧ , A1 = A1(⌧) and A2 = A2(⌧). In such a
formulation the time derivative transforms to d/dt ⌘ @/@t + "(@/@⌧), and taking
the initial phases to be zero one can re-write Eqs. (4.22)–(4.23) as
@2 x2
@ t2
+ !21x2 =
A1A2
2µ 1
{cos [(!1   !2)t]  cos [(!1 + !2)t]}  2dA1
d ⌧
!1 cos(!1t),
(4.29)
@2 z2
@ t2
+ !22z2 =
A21 
2
+
A22 
2
  A
2
1 
2
cos(2!1t)  A
2
2 
2
cos(2!2t)  2dA2
d ⌧
!2 cos(!2t),
(4.30)
with an additional term appearing on the right-hand side of both equations. Ac-
cording to solutions (4.26)–(4.27), the resonance originates from the first and third
terms on the right-hand side of Eqs. (4.29) and (4.30), respectively. Hence, they can
be removed by demanding
!2
dA1
d ⌧
  A1A2
2
µ = 0, (4.31)
2!2
dA2
d ⌧
+
A21 
2
= 0, (4.32)
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where the resonance condition !2 = 2!1 has been used. From Eq. (4.31) the function
A2(⌧) can be expressed as
A2 =
2!2
µA1
dA1
d ⌧
. (4.33)
Using (4.33), Eq. (4.32) reduces to the following second-order ODE
1
A1
d2A1
d ⌧2
  1
A21
✓
dA1
d ⌧
◆2
+  A21 = 0, (4.34)
with   = µ /8!22. Then writing dA1/d ⌧ = P (A1), and hence d
2A1/d ⌧2 = P (dP/dA1),
Eq. (4.34) takes the form
1
A1
d
dA1
✓
P 2
2
◆
  P
2
A21
=   A21. (4.35)
With the use of a new variable s = A21, so that d/dA1 = 2A1(d/d s), Eq. (4.35) can
be re-written as
dP 2
d s
  P
2
s
=   s. (4.36)
Now expressing the function P through a new unknown function q(s) as P 2 = sq(s),
Eq. (4.36) goes to
d q
d s
=   , (4.37)
which can be integrated once and has the solution
q = q0    s, (4.38)
with q0 being a constant determined from the initial conditions A1(0) = A0 and
A˙1(0) = 0, as q0 =  A20.
Now recalling that P = dA1/d ⌧ , P 2 = sq(s), and s = A21, one obtains the
following equation ✓
dA1
d ⌧
◆2
= A21(q0    A21), (4.39)
whose integral has the form
⌧ =
Z A1
A0
dA1
A1
p
q0    A21
=
1
A0( )1/2
sech 1
✓
A1
A0
◆
. (4.40)
Using (4.40), one is able to write the explicit solution A1(⌧) as
A1 = A0 sech[A0( )
1/2⌧ ]. (4.41)
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Substitution of (4.41) into (4.33) gives the explicit form of the dependence A2(⌧),
A2 =  A0
✓
 
2µ
◆1/2
tanh[A0( )
1/2⌧ ]. (4.42)
Having obtained the explicit solutions for A1(⌧) and A2(⌧), one can use them in the
lowest-order harmonic solutions given in (4.20)–(4.21) to obtain
x1 = A0 sech[A0( )
1/2⌧ ] sin(!1t), (4.43)
z1 =  A0
✓
 
2µ
◆1/2
tanh[A0( )
1/2⌧ ] sin(!2t). (4.44)
Finally, using the resonant condition !2 = 2!1 one can obtain an explicit relation be-
tween the vertical and horizontal coordinates, z1 and x1, describing the prominence
space dynamics in the special resonant case:
z21 =
2 
µ
x21 sinh
2[A0( )
1/2⌧ ]
⇢
1  x
2
1
A20
cosh2[A0( )
1/2⌧ ]
 
, (4.45)
with   and A0 introduced above in Eqs. (4.34) and (4.38), respectively. Note that
the coe cients µ, ⌘,  , appearing in Eq. (4.45) are all functions of the intrinsic
parameters of the model, h, d, k1, and k2 (see Eqs. (4.14)–(4.15)), hence, their
values should be chosen according to the resonant condition (4.28) when operating
with solution (4.45). Prominence resonant space trajectories described by (4.45) are
illustrated in Fig. 4.5, being Lissajous-like curves of a symmetric hourglass shape.
In particular, Fig. 4.5 clearly shows the nonlinear mode coupling e↵ect, i.e. the
increase in the vertical amplitude of the prominence oscillation with time leads to
the decrease in its horizontal amplitude, thus manifesting the conservation of energy
in the system.
The spatial polarisation of nonlinear transverse oscillations of a prominence
in both resonant and non-resonant cases is shown in Fig. 4.6. It demonstrates
the evolutionary solutions of set (4.14)–(4.15), obtained with the initial conditions
x(0) = 0, z(0) = 0, x˙ = 0.01 (written in the units of
p
k2/⇢), and z˙ = 0, at three dif-
ferent time intervals of the prominence evolution. Such a set of the initial conditions
implies that at the initial instant of time the prominence is located at the equilibrium
position and is perturbed by a non-zero value of the horizontal speed. For a non-
eruptive prominence with mass density ⇠ 10 10 kgm 3, diameter ⇠ 10 Mm, and
prominence current ⇠ 1010–1011A [see e.g. Wu et al., 1994; Canou and Amari, 2010],
the value of this speed in physical units would correspond to about 0.5–5 km s 1.
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Figure 4.5: Displacements of the prominence in the saturated resonant nonlinear
regime described by Eq. (4.45), shown for h/d ⇡ 0.244 (see Eq. (4.28)), I/i = 0.5,
A0/d = 0.01, and the time ⌧ = 50 (red), 150 (green), 250 (blue), measured in the
units of
p
⇢d2/k2.
A possible driver is, for example, a global coronal wave [e.g. Hershaw et al., 2011;
Shen et al., 2014a]. As the initial perturbation occurs, the prominence moves al-
most strictly along the x-axis (see panels (a) and (d) in Fig. 4.6) until its amplitude
becomes su ciently large (about a half of the maximum horizontal amplitude), and
the vertical displacement of the prominence is generated by the nonlinear coupling
mechanism described above. The latter clearly illustrates the uncoupled nature of
the small amplitude prominence oscillations considered in Sec. 4.1, and, in con-
trast, the highly pronounced nonlinear coupling between larger amplitude vertical
and horizontal displacements. Numerical tests performed with the use of Eqs. (4.4)–
(4.5) and (4.14)–(4.15) solved by the 4th order Runge–Kutta scheme with the dsolve
routine in Maple 2016, showed that the coupling works more e ciently for larger
amplitude oscillations and for smaller angles between the direction of the initial
perturbation and the horizontal axis (an attack angle). In the limiting case when
the initial perturbation is directed strictly along the vertical axis, the set of equa-
tions (4.14)–(4.15) is uncoupled for arbitrarily large oscillation amplitudes. This is
illustrated by Fig. 4.7, where the numerical dependence of the maximum vertical
and horizontal displacement ratio upon the direction of the initial perturbation is
shown for small and large amplitude cases. In the case of small amplitudes, the
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Figure 4.6: Displacements of a current-carrying prominence in a magnetic dip during
three di↵erent time intervals (shown above each panel), determined numerically as
solutions of Eqs. (4.14)–(4.15) (black solid lines) and Eqs. (4.4)–(4.5) (red dots), with
the initial conditions x(0) = 0, z(0) = 0, x˙ = 0.01 (written in units of
p
k2/⇢), and
z˙ = 0. Panels (a)–(c) show a resonant case (see Eqs. (4.28) and (4.45) and Figs. 4.4
and 4.5) with h/d ⇡ 0.244 and I/i = 0.5. Panels (d)–(f) show a non-resonant case
with h/d = 0.3 and I/i = 1. Time t is measured in the units of
p
⇢d2/k2.
nonlinear coupling between the vertical and horizontal modes is suppressed, and the
dependence of the amplitude ratio upon the attack angle is naturally governed by a
tangent function. In contrast, for larger amplitude displacements this dependence
clearly deviates from the tangent dependence upon the attack angle at smaller angles
of the initial perturbation, which is caused by strong nonlinear coupling.
In the resonant case, when the frequency of the vertical mode is twice the
horizontal mode frequency, 2!1 = !2 (top panels of Fig. 4.6), the horizontal dis-
placement of the prominence achieves a nearly maximum amplitude during the first
cycle of the prominence evolution (see panel (a), Fig. 4.6), while its vertical ampli-
tude grows gradually, accompanied with the increasing ordering of the prominence
trajectories in space. This evolution continues until the resonant limit cycle of a
symmetric shape, described by Eq. (4.45) and shown in Fig. 4.5, is reached (panel
(c), Fig. 4.6), when all trajectories are highly concentrated in space. In contrast, in
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Figure 4.7: Dependence of the maximum vertical and horizontal displacement ratio
upon the angle between the direction of the initial perturbation and the horizontal
axis, shown for small (blue circles) and large (red diamonds) amplitude transverse
oscillations of the prominence. The grey solid line shows the tangent of the attack
angle. The vertical axis is shown in logarithmic scale. The example is shown for
h/d = 0.5 and I/i=0.5, corresponding to a non-resonant case.
the non-resonant case (bottom panels in Fig. 4.6), the prominence trajectories do
not experience such a localisation in space, and consequently the vertical displace-
ment remains relatively small in amplitude in comparison with the resonant case
during the whole prominence evolution. Non-resonant dynamics of the prominence
can be represented by families of space trajectories, shown in panels (d) and (f),
switching one to another through a transition state illustrated in panel (e). Fig-
ure 4.6 also shows the numerical solutions of the fully nonlinear set of equations
(4.4)–(4.5), obtained for the same values of the physical parameters of the model
and initial conditions as those of set (4.14)–(4.15). Both solutions are seen to be
well consistent with each other justifying the analytical treatment of a non-resonant
evolution of the prominence, developed in this section, except the saturated regime
of the resonant case shown in panel (c). This apparent discrepancy indicates the
presence of resonances also in other higher-order terms which are not accounted for
by Eqs. (4.14)–(4.15). Despite these di↵erences, the saturated resonant trajectories
shown in panel (c) are seen to possess similar topologies and amplitudes, which
justifies the resonant analytical solution (4.45) too.
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Figure 4.8: Potential energy U(x, z) of the prominence, given by Eq. (4.48) and
normalised to k2 = µ0i2/2⇡. Panel (a): h/d = 0.5, I/i = 0.5 (region of full stability,
Fig. 4.4). Panel (b): h/d = 0.45, I/i = 1.5 (vertical instability, Fig. 4.4). Panel (c):
h/d = 1.5, I/i = 0.5 (horizontal instability, Fig. 4.4). Red and blue curves show
U(x, z = 0) and U(x = 0, z) functions, respectively.
4.2.2 Large amplitude oscillations
Potential energy analysis
In this section larger amplitude prominence oscillations are considered by the anal-
ysis of Eqs. (4.4) and (4.5) with the exact expressions for the forces Fx and Fz,
without usage of their Taylor expansions. First, note that the forces Fx and Fz
acting on the prominence in the horizontal and vertical directions, respectively, can
be re-written as
Fx =
k1
2
@
@ x
lnD, (4.46)
Fz =
@
@ z

k1
2
lnD + k2 ln(2h+ z)
 
  ⇢g, (4.47)
where
D ⌘ (d2   x2)2 + 2(h+ z)2(d2 + x2) + (h+ z)4.
Equations (4.4) and (4.5) are thus of a Hamiltonian form with U(x, z) being
the prominence potential energy, and dx/dt and dz/dt being the e↵ective momenta.
Using the relations Fx =  @ U/@ x and Fz =  @ U/@ z, one can express the promi-
nence e↵ective potential energy U(x, z) as
U(x, z) =  k1
2
lnD   k2 ln(2h+ z) + ⇢gz + C, (4.48)
where C is an arbitrary constant. Behaviour of the potential (4.48) is shown in
Fig. 4.8 for three di↵erent combinations of the intrinsic parameters of the model (i.e.
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h, d, k1, and k2), corresponding to three regions on the parametric diagram shown in
Fig. 4.4. More specifically, all panels in Fig. 4.8 sustain small amplitude decoupled
prominence oscillations: in vertical and horizontal directions simultaneously (panel
(a)), in the horizontal direction only (panel (b)), and in the vertical direction only
(panel (c)), which is consistent with the linear theory developed in Sec. 4.1. In
the nonlinear limit, panel (a) shows the potential surface U(x, z) with a local dip
of the finite height, corresponding to a locally stable (or metastable) equilibrium
of the prominence. Such a metastable prominence state allows for the essentially
coupled nonlinear oscillations with a critical amplitude, above which the prominence
becomes horizontally unstable. In turn, nonlinear large amplitude oscillations in the
cases shown in panels (b) and (c) may quickly become unstable in the horizontal
direction by the nonlinear coupling mechanism described above.
Maximum horizontal and vertical amplitudes
The dependence of the maximum oscillation amplitudes in a metastable prominence
state upon the intrinsic physical parameters of the model (h, d, k1, and k2) is
investigated here, addressing the potential energy configuration shown in Fig. 4.8,
panel (a), with h < d and k1 < k2. For that the positions xm and zc of the local
extrema of the function U(x, z) (4.48) are analysed by solving the following set of
coupled equations
Fx(xm, zc) = 0, (4.49)
Fz(xm, zc) = 0, (4.50)
where Fx and Fz are the forces given in Eqs. (4.4) and (4.5), respectively. In addition
to the trivial solution of set (4.49)–(4.50) with xm = 0 and zc = 0, corresponding
to the initial equilibrium of the prominence, another real solution in the region of
parameters h < d and k1 < k2 is possible:
zc =
(1/2)h
k2(h2 + d2) + 4h2k1
⇢
2k1(d
2   5h2)  k2(h2 + d2)
+
p
[k2(d2 + h2) + 2k1(d2 + 3h2)]2 + 8k1k2(d4   h4)
 
, (4.51)
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|xm| =
(
d2   (1/4)h
2
(k2(h2 + d2) + 4h2k1)2

k2(h
2 + d2) + 2k1(d
2   h2)
+
p
[k2(d2 + h2) + 2k1(d2 + 3h2)]2 + 8k1k2(d4   h4)
 2)1/2
. (4.52)
The critical value Uc of the prominence potential energy, corresponding to these xm
and zc, can be found as Uc = U(xm, zc) with the function U(x, z) given in Eq. (4.48).
This critical value Uc describes the highest prominence potential energy, above which
the prominence has enough energy to escape the potential dip, becoming unstable
in the horizontal direction. Figure 4.9, left-hand panel illustrates the equipotential
levels corresponding to the closed contours in the (x, z)–plane, including the critical
value Uc with the critical space contour shown in red. According to the left-hand
panel of Fig. 4.9, the horizontal coordinate of the potential energy local extrema
always shows the maximum possible horizontal amplitude xm allowing for the stable
large amplitude prominence oscillations with energies being below the critical value
of Uc. However, because of the vertical asymmetry of the prominence potential
energy (directly connected to the vertical asymmetry of the whole model, see Fig. 4.1
in Sec. 4.1), the corresponding critical value of the vertical coordinate, zc, in general
may represent not the highest possible vertical oscillation amplitude. The latter, in
turn, can be represented as (see Fig. 4.9):
zm = zc +  z, (4.53)
and implicitly determined by the condition U(x = 0, zm) = Uc, with Uc = U(xm, zc)
and zc and xm given in Eqs. (4.51)–(4.52).
In the limit d   h, when the external photospheric currents are located at
su ciently large but finite distances from the prominence position, and hence the
magnetic dip is significantly shallowed, the maximum horizontal oscillation ampli-
tude xm can be estimated by the lowest-order expansion with respect to a small
parameter h/d, as xm ⇡ d. This coincides with the case considered by Kuperus and
Raadu [1974], where d tends to infinity and the magnetic dip is completely degener-
ated, therefore purely horizontal oscillations are essentially impossible and vertical
oscillations may have large amplitudes limited by the height of the prominence above
the surface of the Sun only. In contrast, the developed model supports oscillations
in both directions simultaneously, and the appearance of a maximum vertical ampli-
tude, zm given in (4.53), is attributed to the impact of nonlinear coupling between
the horizontal and vertical modes.
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Figure 4.9: Left: space contours showing the equipotential levels of the prominence
potential energy shown in Fig. 4.8, panel (a), up to the critical value shown in red and
determined by Uc = U(xm, zc), with U(x, z), xm, and zc given in Eqs. (4.48), (4.52),
and (4.51), respectively. Right: parametric plot showing the dependence of the
maximum vertical amplitude, zm of the prominence oscillation upon its maximum
horizontal amplitude, xm through the parameter h/d varying from 0 to 1 and shown
in the left top corner (see Eqs. (4.52) and (4.53)). The dependences are shown for
k1/k2 = 0.9 (blue), k1/k2 = 0.5 (green), and k1/k2 = 0.2 (red).
Dependence of the maximum horizontal and vertical amplitudes, xm and zm
given by Eqs. (4.52)–(4.53) upon the intrinsic parameters of the model, including
the limiting case d   h, is illustrated in Fig. 4.9, right panel. In contrast to
the horizontal maximum amplitude xm (4.52), which is a monotonically decreasing
function of the prominence height above the photosphere, h, the vertical maximum
amplitude zm (4.53) has a maximum at a certain value of h. For example, for a nearly
equal photospheric and prominence currents, I = 0.9 i (blue lines), the highest value
of the maximum vertical amplitude appears for h ⇡ 0.28 d and is about 0.55 d, which
forces the horizontal critical amplitude to be about 0.7 d.
Figure 4.10 shows the spatial structure of large amplitude transverse oscilla-
tions of the prominence, determined by the solution of the full set (4.4)–(4.5). Panel
(a) illustrates the case when the prominence energy is slightly lower than the criti-
cal value of Uc, all amplitudes are always restricted by the maximum displacement
(shown in red), corresponding to Uc, and hence the oscillations are always stable.
Another case is shown in panel (b), when the prominence energy is slightly greater
than Uc. In this regime oscillation amplitudes may exceed the critical values, which
forces the prominence to become horizontally unstable in a few oscillation cycles.
In physical units, for a non-eruptive prominence with mass density ⇠ 10 10 kgm 3,
diameter ⇠ 10 Mm, and current ⇠ 1010–1011A, the values of the speeds mentioned
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Figure 4.10: Displacements of the prominence in the large amplitude oscillatory
regime, governed by Eqs. (4.4)–(4.5) with h/d = 0.5 and k1/k2 = 0.5, obtained with
the initial conditions: x(0) = 0, z(0) = 0, z˙ = 0, and x˙ = 0.26 (in units of
p
k2/⇢,
panel (a)) and x˙ = 0.3 (same units, panel (b)). Time t is measured in units ofp
⇢d2/k2.
Figure 4.11: Temporal quasi-periodic variations of the horizontal (left-hand) and
vertical (right-hand) displacements of the prominence in the large amplitude os-
cillatory regime shown in the left-hand panel of Fig. 4.10. Time is normalised top
⇢d2/k2.
in the captions, would correspond to about 13–151 km s 1. It should be mentioned
that in the stable regime shown in panel (a) of Fig. 4.10, the horizontally and ver-
tically polarised modes are not strictly periodic, but could be considered as quasi-
periodic with a relatively stable oscillation period and slowly modulated amplitude
(see Fig. 4.11).
Periods of large amplitude oscillations
In this section typical periods of large amplitude nonlinear transverse oscillations
in both horizontal and vertical directions are estimated analytically. For this, the
conditions z = 0 and x = 0 are used in the equations of motion (4.4) and (4.5),
respectively. In order to avoid the prominence instability caused by the nonlinear
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mode coupling, the oscillation amplitudes in both directions are restricted to be
lower than or equal to xm (4.52) and zm (4.53). The latter means that the promi-
nence oscillates strictly inside the potential dip shown in Fig. 4.8, panel (a), and
hence the oscillations are always stable.
Substituting z = 0 in the equation of motion along the horizontal axis (4.4),
one can obtain its first integral representing the prominence’s conservation energy
law in the horizontal direction,
⇢
2
✓
d x
d t
◆2
+ Ux(x) = Ex, (4.54)
where
Ux =  k1
2
ln

(d2   x2)2 + 2(d2 + x2)h2 + h4
(d2 + h2)2
 
is the prominence potential energy in the horizontal direction, which can be derived
from Eq. (4.48) in the limit z = 0. The constant Ex in Eq. (4.54) shows the total
energy of horizontal oscillations and can be obtained from the initial conditions
x˙(0) = 0 and x(0) = Ax, as
Ex =  k1
2
ln

(d2  A2x)2 + 2(d2 +A2x)h2 + h4
(d2 + h2)2
 
,
with Ax being the horizontal oscillation amplitude.
The period Px of the horizontal oscillations of an arbitrary amplitude as a
function of the oscillation amplitude Ax and intrinsic parameters of the model, can
be derived from Eq. (4.54) as
Px = 4
p
⇢
Z Ax
0
d xp
2(Ex   Ux)
, (4.55)
where the functions Ux and Ex are determined in Eq. (4.54). Note, that for the case
when the oscillation amplitude Ax is small, considered in Sec. 4.1, the period (4.55)
becomes independent of the amplitude and reduces to Eq. (4.12).
The equation of motion along the vertical axis, (4.5), integrated once, leads
to the conservation energy law in the vertical direction
⇢
2
✓
d z
d t
◆2
+ Uz(z) = Ez, (4.56)
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where the vertical potential energy, obtained from Eq. (4.48) with x = 0, is
Uz =  k1
2
ln

d4 + 2d2(h+ z)2 + (h+ z)4
(d2 + h2)2
 
  k2 ln

2h+ z
2h
 
+ ⇢gz,
and the total vertical oscillation energy can be determined from the initial conditions
z˙(0) = 0 and z(0) = Az, with Az being the vertical oscillation amplitude, as
Ez =  k1
2
ln

d4 + 2d2(h+Az)2 + (h+Az)4
(d2 + h2)2
 
  k2 ln

2h+Az
2h
 
+ ⇢gAz.
The vertical equilibrium condition (4.2) can be used in the above expressions for
Uz and Ez to re-write the gravitational term ⇢g with the use of h, d, k1, and k2.
The subsequent integration of Eq. (4.56) allows one to derive the approximate de-
pendence of the period of arbitrarily large amplitude vertical oscillations upon the
parameters of the model and the vertical oscillation amplitude Az as
Pz = 4
p
⇢
Z Az
0
d zp
2(Ez   Uz)
, (4.57)
with the functions Uz and Ez given above in Eq. (4.56). Similarly to the horizontal
case, period (4.57) loses its dependence on the amplitude and reduces to Eq. (4.8)
for small values of Az.
Dependences of the horizontal and vertical oscillation periods, Px (4.55) and
Pz (4.57) upon the oscillation amplitudes Ax and Az, respectively, are illustrated
in Fig. 4.12 for di↵erent sets of the equilibrium parameters of the model, taken in
the range h < d and k1 < k2. In these examples the amplitudes Az and Ax were
additionally restricted by the maximum values of zm (4.53) and xm (4.52), respec-
tively, corresponding to each particular set of parameters. The latter guarantees
the prominence oscillations being always stable, even in the case of strong coupling
between horizontal and vertical modes. More specifically, in the limiting case of
small amplitudes, the periods in all panels are nearly constant, which coincides with
the linear theory results obtained in Sec. 4.1, where the oscillations were found to be
isochronous, i.e. the oscillation periods are independent of the oscillation amplitude
(see Eqs. (4.8) and (4.12)). In contrast, in the nonlinear large amplitude regime the
horizontal period Px was found to be always increasing with the amplitude Ax (pan-
els (a) and (b) in Fig. 4.12), with the highest increase appearing for larger values of
h/d (panel (a)) and lower values of k1/k2 (or I/i, panel (b)). The dependence of the
vertical period Pz upon the vertical amplitude Az in the nonlinear case shows rather
di↵erent behaviour (panels (c) and (d)). Namely, it increases with the amplitude
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for lower values of h/d and k1/k2, and then changes its gradient to a negative one
for higher values of these two parameters, through a transient state (green and blue
lines in panels (c) and (d), respectively), where the periods are nearly constant for
all allowed amplitudes. However, the period Pz was detected to be weakly depen-
dent upon the amplitude Az. Indeed, the nonlinear relative change of the vertical
period Pz with the amplitude is of several percent only for all examples shown in
panels (c) and (d).
4.2.3 Summary of results and conclusions
An analytical model of finite amplitude transverse oscillations of massive quies-
cent current-carrying prominences in a magnetic field dip was developed, represent-
ing a synthesis of the Kippenhahn–Schlu¨ter [Kippenhahn and Schlu¨ter, 1957] and
Kuperus–Raadu [Kuperus and Raadu, 1974] models. The model accounts for the ef-
fect of a non-zero value of the electric current in the prominence, and is based upon
the electromagnetic interaction between the prominence current and the external
photospheric currents producing a magnetic dip. The prominence nonlinear oscil-
latory dynamics is determined by the oscillation amplitude and by the parameters
of the initial equilibrium: value of the prominence current, its mass and position
above the photosphere, and the properties of the magnetic dip. The equations of
motion in the horizontal and vertical directions, (4.14)–(4.15) were derived and anal-
ysed for weakly nonlinear oscillations, which account for the e↵ects of the quadratic
nonlinearity. Also, the fully nonlinear exact set of the governing equations in both
directions, (4.4)–(4.5) was studied.
Unlike the small amplitude case considered in Sec. 4.1, finite amplitude hori-
zontal and vertical oscillations are found to be coupled with each other. In a weakly
nonlinear case the mode coupling is governed by set (4.14)–(4.15). It represents an
asymmetric nature of the mode coupling mechanism, i.e. the horizontal displace-
ment is always able to generate the vertical displacement (see panels (a) and (d) in
Fig. 4.6), while a pure vertical mode is fully uncoupled with the horizontal one. Such
asymmetry in the coupling mechanism can be attributed to a vertical asymmetry of
the initial equilibrium of the model (see Fig. 4.1 in Sec. 4.1). The e ciency of the
coupling between the horizontal and vertical modes increases with the oscillation
amplitude. In the case of oblique perturbations of the prominence, the mode cou-
pling was detected to be more e cient for smaller angles between the direction of
the initial perturbation and the horizontal axis, and is asymptotically degenerated
when the prominence is perturbed almost perpendicular to the horizontal axis (see
Fig. 4.7). For the case shown in Fig. 4.7 with h = 0.5d and I = 0.5i, the ratio of
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Figure 4.12: Dependences of periods of the horizontal and vertical oscillations, Px
(4.55) and Pz (4.57), respectively, upon the corresponding amplitudes, Ax and Az,
shown for di↵erent sets of the equilibrium parameters of the model. Panel (a):
h/d = 0.7 (purple), 0.6 (blue), 0.5 (green), 0.4 (red); k1/k2 = 0.5. Panel (b): h/d =
0.5; k1/k2 = 0.2 (purple), 0.4 (blue), 0.6 (green), 0.8 (red). Panel (c): h/d = 0.7
(purple), 0.6 (blue), 0.5 (green), 0.4 (red); k1/k2 = 0.5. Panel (d): h/d = 0.5;
k1/k2 = 0.75 (purple), 0.6 (blue), 0.4 (green), 0.2 (red). Vertical dashed lines
indicate the maximum possible amplitudes, xm and zm , determined by Eqs. (4.52)
and (4.53), respectively, in each case. Periods Pz and Px are measured in the units
of
p
⇢d2/k2.
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the maximum vertical and horizontal large amplitude displacements was found to
be of about 0.5–0.7, even when the initial attack angles with respect to the horizon
are small (approximately up to 25  with respect to the horizontal axis). The latter
shows that the direction of the initial driver plays an important role in the initia-
tion of the filament transverse oscillations, and due to strong mode coupling both
vertically and horizontally polarised large amplitude displacements can be expected
to be simultaneously detectable in observations, even if the initial perturbation, for
example a global coronal shock wave, is directed almost horizontally [e.g. Berger
et al., 2008; Shen et al., 2014b]. It should be pointed out, that in addition to the
numerical studies based on the operation of the Kelvin–Helmholtz instability during
the prominence evolution [e.g. Terradas et al., 2016], the designed model suggests
an alternative mechanism for the excitation of the filament displacements in the
direction perpendicular to the direction of the initial driver by the nonlinear mode
coupling.
Spatial structure and temporal evolution of transverse oscillations of the
prominence in a weakly nonlinear case are described by the general analytical solu-
tion of set (4.14)–(4.15), given by Eqs. (4.26)–(4.27). In the special case when the
frequency of the vertical mode is twice the horizontal mode frequency, !2 = 2!1,
solutions (4.26)–(4.27) imply a nonlinear resonance. The resonant condition writ-
ten through the physical parameters of the initial equilibrium of the prominence is
given by Eq. (4.28) and illustrated in Fig. 4.4. Prominence oscillatory dynamics in
both resonant and non-resonant cases is shown in Fig. 4.6. Its space trajectories
exhibit a Lissajous-like behaviour, with a limit cycle of a symmetric hourglass shape
(Fig. 4.5 and panel (c) in Fig. 4.6), appearing in the resonant case and determined
analytically by Eq. (4.45). Such a non-trivial polarisation of transverse oscillations
is caused by the nonlinear coupling between vertical and horizontal displacements,
described above, and potentially may be detected in observations [Hershaw et al.,
2011; Pant et al., 2015].
Analysis of the fully nonlinear equations of motion (4.4)–(4.5) allowed for a
comprehensive study of the prominence transverse oscillations of arbitrarily large
amplitudes. More specifically, the set of equations (4.4)–(4.5) was found to be of a
Hamiltonian form with the potential energy of the prominence, derived in the exact
analytical form in Eq. (4.48). In the range of parameters h < d and I < i (full
stability region in Fig. 4.4), the potential energy (4.48) was revealed to have a dip of
a finite depth (panel (a) in Fig. 4.8), corresponding to a so-called metastable state
of the prominence. It is characterised by a critical value of the prominence potential
energy, below which the prominence is always stable and experiences oscillations
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within the potential dip. In contrast, when its energy exceeds this threshold value,
the prominence may escape the dip and become unstable in the horizontal direction,
moving horizontally along the surface of the Sun and still remaining at a certain
height. In other words, this equilibrium is always stable to small amplitude oscil-
lations, while it becomes unstable when the amplitude exceeds a certain threshold.
In particular, in this regime the prominence may experience several oscillation cy-
cles of varying polarisation, and then become unstable (see the right-hand panel of
Fig. 4.10). A similar behaviour was observed by Isobe and Tripathi [2006]. Similarly
to a weakly nonlinear case (Fig. 4.6), large amplitude oscillatory trajectories also
have a Lissajous-like shape, which is worth checking in observations. The maximum
vertical and horizontal oscillation amplitudes, as well as the critical space contour,
corresponding to that critical value of the prominence potential energy, are derived
in Eqs. (4.52)–(4.53) and illustrated in Fig. 4.9. For a broad range of the intrinsic
physical parameters of the model, h, d, i, and I, determining the initial equilibrium
of the prominence, the values of the maximum vertical and horizontal amplitudes
were found to be close to each other by an order of magnitude and comparable
with typical geometrical sizes of the system, h and d. In the limiting case of large
distances between the external photospheric currents, d, when the magnetic dip is
su ciently suppressed, the maximum horizontal amplitude, xm is of about d, which
is consistent with the Kuperus–Raadu model [Kuperus and Raadu, 1974].
Typical periods of horizontal and vertical large amplitude oscillations as func-
tions of the oscillation amplitude and the prominence equilibrium parameters were
estimated analytically in Eqs. (4.55) and (4.57). The horizontal oscillation period
(panels (a) and (b) in Fig. 4.12) was found to increase with the amplitude and
height of the filament above the photosphere, which is consistent with the recent
observational results [Hershaw et al., 2011; Hillier et al., 2013]. In turn, the vertical
oscillation period (panels (c) and (d) in Fig. 4.12) appears to increase with the am-
plitude for lower values of the ratios h/d and I/i, and decreases for higher values
of these two parameters. In the limiting cases when h ⌧ d and i ⇡ I, horizontal
oscillations were found to be nearly isochronous, i.e. the oscillation periods weakly
depend on the oscillation amplitude. Similarly, the approximate isochronous nature
of the vertically polarised mode is detected for h/d ⇡ 0.5 and I/i ⇡ 0.6. Hence,
in these special cases analytical dependences (4.8) and (4.12) of oscillation periods
upon the intrinsic parameters of the magnetic system, derived for small amplitude
oscillations in Sec. 4.1, can be used with a good certainty for observed transverse
oscillations of an arbitrary amplitude. Another interesting feature clearly seen in
Fig. 4.12 is that the dependences of the horizontal period upon the amplitude for
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all shown examples have positive second derivatives (see panels (a) and (b)), while
the corresponding dependences of the vertical period (panels (c) and (d)) are seen
to have negative second derivatives. The latter fact could be straightforwardly used
to distinguish between polarisations of observed large amplitude prominence oscil-
lations as this quantity is rarely detectable without spectroscopic instruments. For
example, Hillier et al. [2013] performed a statistical study of transverse finite ampli-
tude oscillations in vertical prominence threads. They revealed a power law index
in the dependence of the oscillation period upon the oscillation amplitude to be
about 1.35, with a positive sign of its second derivative. According to the developed
analysis, the considered transverse oscillations are of a horizontal polarisation, that
agrees with the results of Hillier et al. [2013], where the oscillations were believed
to be driven by horizontal photospheric motions.
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Chapter 5
Conclusions
The thesis addresses observational and theoretical aspects of non-stationary, multi-
modal and nonlinear oscillatory processes in the solar atmosphere. Such processes
are ubiquitous, may be initiated by impulsive energy releases in active regions, or oc-
cur in a steadily varying plasma of the quiet Sun. Likewise, they are usually detected
in almost all observational bands, with typical periods ranging from a fraction of a
second up to tens of years and longer. These phenomena may have a crucial impact
on both the evolution of the plasma of the solar atmosphere itself and the forma-
tion of the space climate in the near-Earth environment. Their unique properties
(namely, non-stationarity and irregularity of oscillation profiles, finite amplitudes)
lead to the need for advanced techniques allowing for their adequate analysis, and,
on the other hand, for construction of corresponding analytical nonlinear models
accounting for the observed e↵ects and possessing the predictive capability. This
thesis attacks both these challenges.
Chapter 1 introduces key elements of the solar atmosphere, i.e. its radial
stratification, properties and morphology of the plasma of its di↵erent layers, de-
scribes their main building blocks: faculae, sunspots, granules and supergranules in
the photosphere; chromospheric magnetic network and spicules; coronal magnetic
flux tubes, loops and prominences. A particular attention is given to the physics
of solar flares, spatially localised sudden brightenings of electromagnetic emission
across almost the whole electromagnetic spectrum, on a time scale of several min-
utes. Observational manifestations of flaring events, as well as the standard model
of a solar flare with magnetic reconnection operating as an e↵ective engine, are
considered in detail. An interesting intrinsic feature of the majority of flaring en-
ergy releases, quasi-periodic pulsations (QPP), is also comprehensively discussed.
Observed QPPs are often seen to have clear nonlinear or multi-modal signatures:
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non-stationary periods correlating with the oscillation amplitudes and non-harmonic
profile shapes. From the theoretical point of view, possible mechanisms for QPPs,
based on the modulation of the flaring emission by MHD eigen modes of coronal
plasma structures (modelled as a plasma cylinder), and on the interaction of the
flaring sites with external MHD oscillations, are also described. Another class of
mechanisms which is also believed to be responsible for QPPs, is attributed to the
“magnetic dripping” models. They are based on repetitive (or stochastic) regimes of
magnetic reconnection and nonlinear oscillations of current sheets, and thus are able
to address the observed sophisticated properties of QPPs. Observational evidence
of oscillations in another group of intriguing objects visible in the solar corona, qui-
escent prominences, is also given in Chapter 1. These cool and dense plasma blobs
magnetically supported against gravity in the much hotter and more rarefied envi-
ronment, are seen to oscillate with both low (up to 5 km s 1) and large (typically
greater than 10 km s 1) amplitudes. Analytical models based on the concepts of
toroidal and linear currents are introduced.
Chapter 2 exposes original works on the spectral analysis of solar quasi-
periodic signals with the Hilbert–Huang transform (HHT) technique. In contrast to
standard Fourier transform based techniques, this method operates self-adaptively
and, hence, is essentially suitable for analysing observational non-stationary and
nonlinear time-series. More specifically, Sec. 2.2 presents an incorporation of the
coloured noise (whose power spectral density S depends upon the frequency f as
S / f ↵) statistics into the HHT analysis, in the application to randomly dis-
tributed processes in the solar atmosphere. It designs a recipe allowing for clear
distinguishing between statistically significant oscillatory phenomena and superim-
posed frequency-dependent background processes. As an illustration, EUV emission
intensity variations observed with SDO/AIA in the upper photosphere, chromo-
sphere, and corona, were processed with the developed technique. The signals were
indeed found to be mainly represented by a combination of di↵erent coloured noises
characterised by a specific value of the power law indices ↵, which in turn vary with
both the height above the surface of the Sun and when transiting from the quiet
sun region to the sunspot umbra. On the other hand, such clear periodicities as, for
example, 3-min sunspot oscillations were detected to lie well above the noise level.
Section 2.3 uses the scheme developed in Sec. 2.2 for detection of a long-
period quasi-periodic oscillation of a small-scale photospheric magnetic element in-
volved in a facula formation higher in the chromosphere. The original observational
time-series of the average line-of-sight component of the magnetic field in the struc-
ture, obtained with SDO/HMI, was found to consist of white (↵ ⇡ 0) and pink
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(↵ ⇡ 1) noisy components and a single oscillatory mode with statistically signifi-
cant properties. Its oscillation period grows with the amplitude from about 80 to
230 min, while the mean magnetic field in the oscillating structure is seen to de-
crease. Such a behaviour could be interpreted either by the dynamical interaction
of the structure with the boundaries of supergranula cells in the region of interest
or in terms of the vortex shedding appearing during the magnetic flux emergence.
However, a specific mechanism for the observed oscillation is still to be revealed.
A comprehensive search for long-term periodicities associated with solar mag-
netic activity cycles with the use of the HHT technique improved by the ensemble
empirical mode decomposition (EEMD), is shown in Sec. 2.4. The observational
interval spans about 29 yr (from 1985 to 2014), which corresponds to cycles 22, 23,
and 24. Solar activity periodicities (including the 11 yr cycle) are known to vary
in both the amplitude and length [e.g. Hathaway, 2010], which justifies the use of
the HHT method for their analysis. The analysed raw data signals of five di↵erent
observational proxies: the 10.7 cm radio flux intensity, the helioseismic frequency
shift, and the sunspot area signals recorded from the whole solar disc, and separately
from the Northern and Southern hemispheres, provided by the National Geophysical
Data Center, BiSON observatories, and the Royal Observatory Greenwich, respec-
tively, were expanded into a set of intrinsic modes. Instant and mean periods of
each empirical mode were determined with the use of the Hilbert transform applied
independently to each mode. The detected periodicities were attributed to three
distinct groups: short-term or the Reiger-type variations (with periods shorter than
0.5 yr); quasi-biennial oscillations (QBO, with typical periods from 0.5 yr to 3.9 yr),
and longer periodicities, such as the 11 yr cycle. A particular emphasis was put
on the e↵ectiveness of HHT for characterising periodicities in the helioseismic data,
which are necessarily limited in their time resolution. The use of the sunspot area
signals separately from the Northern and Southern hemispheres allowed for estab-
lishing signatures of the North–South (NS) asymmetry in the solar hemispheres
evolution. Evidence of the “extended” solar minimum between cycles 23 and 24
was also detected. In addition, statistical properties of several shorter-period modes
were found to indicate their relation to randomly distributed processes in the solar
atmosphere, according to the noise-test scheme developed in Sec. 2.2.
The last section of Chapter 2, Sec. 2.5, shows the HHT spectral analysis of
a multi-modal QPP observed in the microwave emission of an X3.2-class solar flare,
with the NoRH and NoRP instruments. It was established that the QPP consists of
at least three well-defined intrinsic modes, with mean periods of 15, 45, and 100 s.
All the modes have quasi-harmonic behaviour with di↵erent modulation patterns.
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Namely, the 15 and 100 s intrinsic modes reveal decaying oscillations, while the
45 s mode has a wave-train behaviour. Additionally, the instant period of the 100 s
mode was found to decrease with the amplitude, which could be a manifestation of
nonlinear e↵ects, when the oscillation period is determined by the finite amplitude.
Dynamical properties of detected intrinsic modes indicate that the 100 s and 15 s
oscillations are likely to be associated with fundamental kink and sausage modes of
the flaring loop, respectively.
Thus, Chapter 2 demonstrates that the HHT technique is a useful tool for
spectral analysis of solar quasi-periodic signals of limited time resolution and with
pronounced non-stationarity and anharmonicity. It was found to be e↵ective in
the analyses of time-series with di↵erent time scales, from tens of seconds (e.g. in
QPPs, Sec. 2.5) to minutes (e.g. in sunspots, Sec. 2.2), hours (small-scale magnetic
structures, Sec. 2.3), days, months, and years (solar activity periodicities, Sec. 2.4).
Chapter 3 develops analytical models for non-uniform equilibrium (Sec. 3.1)
and nonlinear oscillations (Sec. 3.2) of a central element of active phenomena in
the solar atmosphere, current sheets. More specifically, in realistic physical systems,
inhomogeneities of the plasma temperature and density across the current sheet may
arise naturally due to the boundary conditions or local plasma heating, for example
via the Ohmic heating in the region of high electric current density or current-
driven microturbulences. Hence, an advanced analytical model consistent with both
the kinetic and MHD limits, of a one-dimensional current sheet, accounting for
inhomogeneities of the macroscopic plasma parameters in the transverse direction
is needed and is designed in Sec. 3.1. In the developed model, the current sheet is
assumed to be force-free (i.e. with the field-aligned current density), and the plasma
density and temperature may either be enhanced or depleted in the central region
of the current sheet. Such current sheets with a non-uniform transverse profile of
the Alfve´n speed represent e↵ective waveguides for MHD waves (in particular, for
fast magnetoacoustic modes). Hence, the equilibrium model developed in Sec. 3.1
could be used as a good starting point in numerical simulations of MHD waves
propagating along solar flare current sheets.
An important phenomenon in the evolution of current-carrying magnetic flux
tubes (e.g. twisted loops) in the solar corona is their coalescence and subsequent
formation of current sheets in the interface region. Section 3.2 develops an analytical
model of highly nonlinear oscillations occurring during the coalescence of two mag-
netic flux ropes, based upon a two-fluid hydrodynamic description of the plasma.
The model accounts for the e↵ect of electric charge separation, and describes sausage
oscillations of the current sheet formed by the coalescence. The oscillation period is
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determined by the current sheet thickness, the plasma parameter  , and the oscil-
lation amplitude. The oscillation periods are found typically to be greater or about
the ion plasma oscillation period, while thinner/thicker current sheets oscillate with
shorter/longer periods, respectively. In the nonlinear regime, the oscillations of the
ion and electron concentrations have a shape of narrow symmetric spikes.
An analytical model for transverse oscillations of quiescent prominences em-
bedded in the magnetised environment with a magnetic field dip, is developed in
Chapter 4. Such magnetic configurations are often observed in the corona, and
are believed to provide the equilibrium of quiescent prominences, counteracting the
gravity. The prominence is modelled as a massive line current located above the
photosphere and interacting with the magnetised environment via the Lorentz force.
In this concept the magnetic dip is produced by two external current sources located
at the photosphere. The mechanism accounts for the electrical conductivity of the
photosphere, described by the inclusion of the virtual “mirror” current. Section 4.1
considers small perturbations of the initial equilibrium of the prominence, forcing
it to oscillate in the linear regime, where the horizontal and vertical motions are
independent of each other. In this case, properties of both vertical and horizon-
tal oscillations are determined by the value of the prominence current, its density
and height above the photosphere, and the parameters of the magnetic dip. The
prominence can be stable in both horizontal and vertical directions simultaneously
when the prominence current dominates in the system and its height is less than
the half-distance between the photospheric sources. In contrast, finite amplitude
horizontal and vertical oscillations (Sec. 4.2) were found to be strongly coupled be-
tween each other. The coupling is more e cient for larger amplitudes and smaller
attack angles between the direction of the driver and the horizontal axis. The spatial
structure of oscillations is represented by Lissajous-like curves with the limit cycle
of an hourglass shape, appearing in the resonant case, when the frequency of the
vertical mode is twice the horizontal mode frequency. A metastable equilibrium of
the prominence was also revealed, which is stable to small amplitude displacements,
and becomes horizontally unstable, when the amplitude exceeds a certain threshold
value. In the nonlinear regime, the oscillation periods were found to be also depen-
dent upon the oscillation amplitude. The developed model can be directly used for
the interpretation of observational results and seismological purposes.
The carried out research develops and applies advanced techniques for the
analysis of nonlinear and multi-modal non-stationary oscillatory processes in di↵er-
ent plasma systems of the solar atmosphere and interior, and designs comprehensive
theoretical models of these processes.
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