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Käyttöjärjestelmien virtualisointi on nykyään arkipäivää. Virtualisoinnin toteuttamiseen 
löytyy useita erilaisia järjestelmiä. Tässä työssä vertaillaan ilmaisia tyypin I 
virtualisointijärjestelmiä keskenään, jotta työn lukija osaa valita omaan käyttöön 
sopivimman järjestelmän. Tutkielman tulokset on suunnattu tilanteeseen, jossa koti- tai 
työympäristössä on käytettävissä yksi palvelin, joka halutaan valjastaa 
virtuaalipalvelinkäyttöön. Työn aluksi esitellään käyttöjärjestelmien virtualisointia 
yleisesti: mitä käyttöjärjestelmävirtualisointi tarkoittaa, virtualisoinnin hyötyjä ja haittoja, 
sekä käydään läpi virtualisointitekniikoita suorittimen, muistin ja oheislaitteiden osalta. 
Työssä vertailtiin virtualisointijärjestelmien ylläpidettävyyttä, käytettävyyttä sekä niiden 
tarjoamia toiminnallisuuksia. Virtualisointijärjestelmien toiminnallisuuksista tarkasteltiin 
isäntäkoneen laitteiston tilan seurantamahdollisuuksia, virtuaalikoneiden resurssien 
käytön seurattavuutta, järjestelmän päivitettävyyttä sekä virtuaalikoneiden 
varmuuskopiointimahdollisuuksia. Jokainen vertailuun valittu virtualisointijärjestelmä 
asennettiin vuorotellen samalle fyysiselle testikokoonpanolle ja konfiguroitiin yhdellä 
tavalla. Testattavaan järjestelmään luotiin virtuaalikoneet ja valitut käyttöjärjestelmät 
asennettiin virtuaalikoneisiin. Testikokoonpanossa suorituksessa oleville virtuaalikoneille 
tehtiin myös suorituskykymittaukset. Mittausten avulla selvitettiin suuntaa-antavasti onko 
virtualisointijärjestelmissä merkittävää tehoeroa.  
Huomattiin, että monet ominaisuudet löytyivät kaikista testatuista järjestelmistä, mutta 
eroja löytyi mm. asentamisen yksinkertaisuuden suhteen sekä isäntäkoneen ja 
virtuaalikoneiden resurssien käytön seurantamahdollisuuksista. Työn lopussa tulokset 
koottiin yhteen taulukkoon, josta järjestelmien keskinäinen vertailu on yksinkertaista.  
Työssä keskityttiin virtualisointijärjestelmän käyttöön yhdellä isäntäkoneella. Useamman 
isäntäkoneen klusteriasennukset jäävät siis työn ulkopuolelle. Perusteellista 
suorituskykyvertailua virtualisointijärjestelmien välillä ei myöskään tehty tässä 
tutkielmassa. 
2. Virtualisoinnin perusteet 
Huomioitavaa on, että termillä ”virtualisointi” voidaan tarkoittaa useita eri asioita. Tässä 




Virtualisoinnin periaatteet syntyivät jo 70-luvulla [Gol73]. Isäntäkoneelle (host), joka 
yleensä tarkoittaa fyysistä tietokonetta, voidaan asentaa useita virtuaalikoneita (virtual 
machine). Virtuaalikoneissa voidaan suorittaa eri käyttöjärjestelmiä tai useampia 
ilmentymiä samasta käyttöjärjestelmästä [SVL01]. Kuva 1 on esimerkki 
virtuaalikoneympäristöstä, jossa yhdellä fyysisellä koneella on kaksi virtuaalikonetta. 
Koska virtuaalikoneet ovat suojattuja ja eristettyjä toisistaan, ei yhden käyttöjärjestelmän 
toiminta vaikuta muiden toimintaan. Toisten virtuaalikoneiden käyttäjät eivät pääse 
vaikuttamaan muiden virtuaalikoneiden käyttäjiin.  
 
Ohjelmisto, joka toimii virtuaalikoneiden ja järjestelmän välillä, on nimeltään 
virtuaalikonemonitori (Virtual Machine Monitor, VMM) [Gol73]. Sen tehtävänä on 
välittää virtuaalikoneen konekäskyt suorittimelle ja tarvittaessa tulkita ne sopivaan 
muotoon. Tarkoituksena on, että mahdollisimman moni konekäsky suoritetaan 
sellaisenaan isäntäkoneen prosessorilla tehokkuuden vuoksi. Ainoastaan käskyt, joita ei 
voida sallia suorittaa sellaisenaan, tulkitaan. Tämä erottaa virtuaalikoneet muista 
vastaavista ohjelmistoista kuten emulaattoreista, joissa jokainen käsky tulkitaan. Myös 
tästä samasta syystä johtuen virtuaalikoneet pystyvät suorittamaan vain sellaisia 
käyttöjärjestelmiä, joita fyysisen koneen arkkitehtuuri tukee. 
2.1 Virtualisoinnin kaksi eri tyyppiä 
Virtuaalikoneympäristön voi luoda kahdella eri tavalla [Gol73]. Tyyppi I (Type I) 
tarkoittaa tapaa, jossa VMM asennetaan suoraan fyysisen koneen pääkäyttöjärjestelmäksi. 
Tyyppi II tarkoittaa tapaa, jossa virtuaalikoneita hallitsee käyttöjärjestelmän päälle 
asennettava ohjelma (Kuva 2). Molemmilla tavoilla luotujen virtuaalikoneiden 
ominaisuudet vastaavat fyysisen koneen ominaisuuksia. 




Esimerkki tyypin I virtuaalikonemonitorista on VMware ESXi [Vmw07]. Tämä järjestelmä 
asennetaan pääkäyttöjärjestelmäksi tietokoneelle, mutta tavallisesta käyttöjärjestelmästä 
poiketen, sen tehtävänä on vain hallita virtuaalikoneita. Esimerkkejä tyypin II 
virtuaalikonemonitoreista ovat VMware Workstation ja VirtualBox.  
Molemmissa virtualisointitavoissa on hyvät puolensa. Jos esimerkiksi kehitettävän 
ohjelmiston on tarkoitus toimia pääasiassa yhdellä käyttöjärjestelmällä, voi tyypin II VMM 
olla parempi vaihtoehto [Gol73]. Jos sen sijaan ei ole yhtä suosituinta käyttöjärjestelmää, 
vaan ainoastaan tarve käyttää useita eri käyttöjärjestelmiä rinnakkain, on tyypin I VMM 
luonnollisempi valinta. Tyypin I virtuaalikonemonitorilla saavutetaan ainakin teoriassa 
nopeusetua, koska resursseja vapautuu siitä, että taustalla ei tarvitse ajaa ylimääräistä 
käyttöjärjestelmää [BAF03]. 
2.2 Virtualisoinnin hyötyjä  
John Scott Robin ja Cynthia E. Irvine kertovat artikkelissaan [ROI00] seuraavat hyödyt 
virtuaalikoneiden käytölle: 
 Virtuaalikoneiden kokoonpano voi poiketa isäntäkoneen kokoonpanosta. 
Virtuaalikoneeseen voi esimerkiksi määrittää muistin määräksi 256 Mt, vaikka 
isäntäkoneessa on muistia 2 Gt. Näin ohjelmiston kehittäjä voi kokeilla ohjelmistonsa 
toimintaa vain 256 megatavulla muistia ilman, että hänen täytyy rakentaa fyysistä 
kokoonpanoa sitä varten. 
 Virtuaalikoneiden avulla voidaan suorittaa useita eri käyttöjärjestelmiä 
samanaikaisesti. On helpompaa kehittää ohjelmistoja, joiden on tarkoitus toimia 
Kuva 2: Tyypin I VMM ja tyypin II VMM [Low04] 
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usealla käyttöjärjestelmällä, jos on mahdollista käyttää apuna virtuaalikoneita. 
Kehittäjä voi kokeilla ohjelmien toimivuutta yhdellä fyysisellä koneella. 
 Virtuaalikoneiden avulla voidaan eristää tietty sovellus virtuaalikoneen sisään. 
Esimerkiksi Internetistä ladattu ohjelma voidaan ensin käynnistää virtuaalikoneen 
sisällä. Jos sovellus sisältää viruksen, jää virus eristyksiin virtuaalikoneen sisään. Näin 
muut järjestelmät eivät vahingoitu. 
 
Goldberg [Gol73] mainitsee lisäksi seuraavaa: 
 Koska VMM toimii fyysisen koneen ja virtuaalikoneen välissä, se pystyy mittaamaan, 
miten virtuaalikone käyttää resurssejaan ilman, että sen käyttöjärjestelmään tarvitaan 
muutoksia. 
 
Nykypäivän työpöytäkäytössä olevissa PC-koneissa virtualisointia käytetään eri 
käyttöjärjestelmien, kuten eri Windows-versioiden ja Linuxin ajamiseen rinnakkain 
samanaikaisesti [SVL01].  
On myös olemassa ohjelmia, jotka eivät toimi kunnolla asennettuna samaan 
käyttöjärjestelmään toisen tietyn ohjelman kanssa [Jär06]. Esimerkki tästä on eri 
valmistajien SQL-tietokantaohjelmistot.  
Joistain ohjelmista ei aina löydy versiota tietylle käyttöjärjestelmälle. Virtualisoinnin 
avulla on mahdollista siirtää usealla fyysisellä palvelinkoneella pyörivät eri 
käyttöjärjestelmät ohjelmineen yhdelle palvelimelle [SeG06]. Yritykset säästävät rahaa ja 
tilaa, koska niiden ei tarvitse ostaa montaa eri palvelinta [Low04]. Pienemmän 
palvelinmäärän ansiosta yritykset säästävät myös jäähdytyskustannuksissa, ja pienempi 
komponenttimäärä vähentää suoraan laitteiden rikkoutumisen riskiä [Jär06]. Toisaalta 
tämä tietenkin lisää rikkoutumisen riskiä: jos virtuaalikoneita ajava palvelin rikkoutuu, 
menee monta palvelinta kerralla. Siksi virtualisointijärjestelmissä on yleensä 
mahdollisuus asentaa klusteroitu ympäristö, jossa yhden palvelimen virtuaalikoneet 
voidaan siirtää muille palvelimille tarvittaessa. 
Sen lisäksi, että palvelimia on yleensä runsaasti, niiden tehot jäävät usein suurilta osin 
käyttämättä [SeG06]. Virtualisoinnin avulla voidaan yksi palvelin jakaa useammaksi 
virtuaalikoneeksi ja valvoa palvelimen resurssien käyttöä. Mikäli jonkin palvelimen 
resurssien huomataan olevan lopussa, voidaan kuormaa tasoittaa siirtämällä virtuaalikone 
toiselle palvelimelle. Vastaavasti vähän kuormittuneelle palvelimelle voidaan lisätä 
virtuaalikoneita. Jotkin virtuaalikonemonitorit osaavat tehdä siirron lennossa niin, ettei 
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virtuaalikonetta tarvitse sammuttaa välillä [Low04]. Kaikki tämän virtuaalikoneen 
palvelut pysyvät pystyssä siirron ajan, eivätkä käyttäjät huomaa mitään erityistä 
tapahtuneen.  
Jotkut vanhemmat sovellukset saattavat vaatia toimiakseen myös vanhemman 
käyttöjärjestelmän. Tällaiset sovellukset eivät ole enää este uuteen käyttöjärjestelmään 
siirtymiselle [ROI00]. Vanhat käyttöjärjestelmät voidaan virtualisoida, jolloin vanhat 
ohjelmat toimivat täysin samalla tavalla kuin aikaisemmin fyysisellä laitteella. Ylläpitäjät 
voivat myös tehdä valmiita käyttöjärjestelmäpaketteja esimerkiksi web- tai 
sähköpostipalvelimiksi, joita he voivat tarvittaessa kopioida ja asentaa käyttöön helposti 
[Low04].  
2.3 Virtualisoinnin ongelmia 
Virtualisointi vie luonnollisesti osan tietokoneen tehoista, eivätkä virtualisoidut 
käyttöjärjestelmät toimi yhtä nopeasti kuin suoraan palvelimille asennetut 
käyttöjärjestelmät [Jär06]. Virtuaalikonemonitorin on myös toimittava sadan prosentin 
varmuudella, sillä virhe sen ohjelmistossa vaikuttaa suoraan kaikkiin sillä palvelimella 
sijaitseviin virtuaalikoneisiin, pahimmillaan kaataen palvelimen kaikki palvelut kerralla. 
Virtualisointiin liittyy myös tietoturvaongelmia. Virtuaalikoneiden pitäisi olla täysin 
eristettyjä toisistaan, mutta muutamia ongelmia kuitenkin on [ROI00]. Yleensä 
virtuaalikoneet käyttävät isäntäkoneen fyysisiä resursseja, kuten levyasemaa. Jos kahdella 
virtuaalikoneella on käyttöoikeudet samaan isäntäkoneen levyasemaan, voi toinen 
virtuaalikone ensin kopioida tietoa levylle, minkä jälkeen toinen virtuaalikone voi hakea 
tiedon. Näin esimerkiksi virus voi levitä virtuaalikoneiden välillä tai pahimmassa 
tapauksessa jopa isäntäkoneeseen. Samanlainen ongelma syntyy verkkojakojen, kuten 
Samban tai NFS-levyjen käytöstä. 
Virtuaalikoneiden kovalevyt ovat yleensä vain isoja tiedostoja isäntäkoneen kovalevyllä 
[ROI00].  Henkilö, jolla on pääsy isäntäkoneelle, voi tällöin kopioida kovalevytiedoston 
ulkoiselle medialle ja myöhemmin asentaa virtuaalikoneen omaan 
virtuaalikonemonitoriinsa. Toinen ongelma on se, että virtuaalikovalevyihin pääsee 
käsiksi isäntäkoneen ohjelmilla. Esimerkiksi Unixin grep-ohjelmalla voi löytää 
luottamuksellista tekstiä kovalevytiedoston sisältä.  
Toisenlaisia ongelmia virtuaalikoneissa ovat niin sanotut suoritushäiriöt (performance 
interference) [KKB07]. Kun yhdellä virtuaalikoneella suoritetaan ohjelmia, vaikuttaa se 
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muiden saman isäntäkoneen virtuaalikoneiden toimintaan. Tietynlaiset ohjelmat, kuten 
paljon kovalevyoperaatioita suorittavat ohjelmat (esimerkiksi grep), häiritsevät erityisen 
paljon toisiaan (Kuva 3). Jos kahdella virtuaalikoneella suoritetaan yhtä aikaa tällaista 
kovalevyä kuormittavaa ohjelmaa, voi niiden yhteenlaskettu nopeus olla vain neljäsosa 
siitä, mitä se olisi, jos ohjelmat suoritettaisiin yksinään. 
 
Kuva 3: Kahden ohjelman tehokkuus samanaikaisesti suoritettuina eri virtuaalikoneilla [KKB07]. 
Ohjelman tehokkuus yksinään suoritettuna on aina 1. Kahden ohjelman yhteenlaskettu tehokkuus on 
optimitilanteessa 2, mutta jos nämä kaksi ohjelmaa häiritsevät toisiaan paljon, tippuu niiden 
yhteenlaskettu tehokkuus. Kuvan viimeisessä tapauksessa suorituskyky on erityisen huono. 
2.4 Virtualisoinnin toteutus 
Virtuaalikonemonitorin toteutuksessa on kolme päämäärää: yhteensopivuus, tehokkuus ja 
yksinkertaisuus [ROG05]. Yhteensopivuus on tärkeää, koska yksi virtuaalikoneiden 
suurimmista hyödyistä on se, että niillä voi ajaa vanhoja käyttöjärjestelmiä ja ohjelmistoja. 
Tehokkuustavoitteena on, että virtuaalikoneessa suoritettuna ohjelma olisi yhtä tehokas 
kuin isäntäkoneessa suoraan suoritettuna. Yksinkertaisuus on erityisen tärkeä tavoite, 
koska mitä yksinkertaisempi virtuaalikonemonitori on, sitä helpompi on varmistua sen 
virheettömästä toiminnasta. Jos virtuaalikonemonitorissa on virhe, se vaikuttaa suoraan 
kaikkien sen ohjelman hallitsemien virtuaalikoneiden toimintaan ja niiden turvallisuuteen. 
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2.4.1. Suorittimen virtualisointi 
Goldberg [Gol73] määrittelee virtuaalikoneen seuraavasti: ”Virtuaalikone on laitteisto-
ohjelmistokopio olemassa olevasta tietokoneesta, missä tilastollisesti hallitsevin osa 
virtuaalisuorittimen käskyistä suoritetaan isäntäkoneella välittömästi”. Prosessorin täytyy 
siis tukea välitöntä suoritusta (direct execution), jossa virtuaalikoneen käskyt 
suoritetaan välittömästi isäntäkoneen suorittimella. Virtuaalikonemonitori kuitenkin 
kontrolloi tilannetta [ROG05].  
Kaikkien käskyjen suoritusta ei kuitenkaan voida sallia sellaisenaan. Yleisen x86-
arkkitehtuurin suorittimissa on tietyille käskyille erillinen etuoikeutettu tila (supervisor 
mode). Tämä tila on varattu käyttöjärjestelmän käskyille. Etuoikeutetun käskyn ilmaisee 
konekäskyn osana oleva bitti. Mikäli jokin ohjelmaprosessi yrittää suorittaa tällaista 
komentoa, käyttöjärjestelmän tehtävänä on normaalisti siepata (trap) komento ja päättää, 
mitä sille tehdään. Lisäksi käyttöjärjestelmä käyttää itse etuoikeutettuja komentoja omien 
toimintojensa suorittamiseen. 
Etuoikeutettu tila on itse asiassa yksi suorittimen neljästä suoritustilasta x86-
arkkitehtuurin suorittimissa [WiG07]. Näitä suoritustiloja kuvataan usein kehinä (ring) 
(Kuva 4). Näistä kolmannella kehällä on rajoitetuin käskykanta, kun taas kehällä 0 on 
käytössä kaikki suorittimen tarjoamat konekäskyt. Nykyiset käyttöjärjestelmät kuten 
Windows ja Linux käyttävät näistä tiloista vain kehiä 0 ja 3. Käyttöjärjestelmät käyttävät 
itse kehää 0 ja pakottavat ohjelmat kehälle 3. Kehää 0 kutsutaankin etuoikeutetuksi tilaksi 




Kuva 4: x86-arkkitehtuurin suoritustilat eli kehät 
Virtuaalikoneeseen asennettu käyttöjärjestelmä ei ole enää etuoikeutetussa tilassa 
[ROG05]. VMM ei salli tätä, koska muuten se voisi esimerkiksi menettää virtuaalikoneen 
hallinnan. Sen täytyy valvoa, mitä virtuaalikoneen käyttöjärjestelmä tekee. Nyt 
etuoikeutettujen käskyjen sieppaaminen siirtyy virtuaalikonemonitorin tehtäväksi. 
Ongelmana kuitenkin on, että kaikki etuoikeutetut käskyt eivät sieppaudu x86-
arkkitehtuurin suorittimissa. Tämä tarkoittaa sitä, että jotkut etuoikeutetut konekäskyt 
eivät toimi, jos prosessi on käyttäjätilassa. Siksi x86-arkkitehtuuri ei ole virtualisoituva. 
Binäärikäännös 
Se, että x86-arkkitehtuuri ei ole virtualisoituva, on ongelma, joka täytyy kiertää. 
Binäärikäännös (binary translation) on yksi tekniikka kiertää tämä rajoitus [ROG05]. Siinä 
virtuaalikoneen suorittamaa etuoikeutettua koodia muokataan lennossa siten, että 
ongelmalliset kohdat korvataan.  
Virtuaalikoneessa toimivien tavallisten ohjelmien käskyt voidaan suorittaa sellaisenaan 
suorittimella, koska yleensä ohjelmat toimivat käyttäjätilassa [ROG05]. Sen sijaan 
virtuaalikoneen käyttöjärjestelmän etuoikeutettuja käskyjä joudutaan muokkaamaan 
binäärikäännöksellä niin, että suorittimelle päätyvä koodi ei sisällä haitallisia konekäskyjä. 
Koodin kääntö tapahtuu lennossa, juuri ennen suoritusta. Kun virtuaalikone yrittää 
suorittaa etuoikeutettua koodia, estää virtuaalikonemonitori tämän ja antaa koodin 
binäärikääntäjälle. Sen jälkeen binäärikääntäjä korvaa käskystä osan haluamallaan tavalla 
ja lähettää käskyn eteenpäin suorittimelle suoritettavaksi. Binäärikääntäjä kääntää koodia 
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lohkoissa (block). Lähdelohko ja lopullinen tulos ovat muuten samoja, mutta lopullisesta 
lohkosta on haitalliset ja virtualisoitumattomat osuudet korvattu, minkä jälkeen lohko 
annetaan suorittimelle. 
VMwaren ohjelmistoissa binäärikäännökseen sisältyy ylimääräinen välimuisti (trace 
cache) [ROG05]. Tähän välimuistiin tallennetaan lähiaikoina suoritetut binäärikäännökset. 
Näin binäärikäännösoperaatio nopeutuu tilanteessa, jossa samanlaisia etuoikeutettuja 
konekäskyjä on useita peräkkäin. Binäärikäännöksen tulos löytyy välimuistista, eikä 
käännöstä tarvitse suorittaa uudelleen. Virtuaalikoneen suoritus nopeutuu, kun välimuisti 
on ”lämmennyt” eli sinne on kertynyt tarpeeksi käskyjä. 
VMwaren tuotteet tukevat binäärikäännöksen ansiosta täysvirtualisointia (full 
virtualization). Tämä tarkoittaa sitä, että periaatteessa mikä tahansa x86-arkkitehtuuria 
tukeva käyttöjärjestelmä voidaan asentaa sellaisenaan virtuaalikonemonitoriin [BAF03]. 
Vaihtoehtona binäärikäännökselle ja täysvirtualisoinnille on paravirtualisointi. 
Paravirtualisointi 
Paravirtualisoinnissa ideana on, että sen sijaan, että virtuaalikoneisiin asennettujen 
käyttöjärjestelmien suorittamaa koodia muokataan lennossa, muokataankin itse 
käyttöjärjestelmiä [WSG01]. Käyttöjärjestelmien ytimen koodia muokataan siten, ettei se 
enää yritä suorittaa etuoikeutettuja käskyjä. Näin etuoikeutetut käskyt voidaan suorittaa 
välittömästi suorittimella ja voitetaan binäärikäännös-tekniikka nopeudessa. 
Virtualisointijärjestelmä Xen käyttää paravirtualisointia täysvirtualisoinnin sijaan1. Siinä 
missä täysvirtualisoinnissa käyttöjärjestelmät voitiin asentaa sellaisinaan 
virtuaalikoneisiin, vaatii paravirtualisointi muutoksia asennettaviin käyttöjärjestelmiin. 
Näin tekemällä voidaan kuitenkin toteuttaa esimerkiksi se, että virtuaalikoneiden 
käyttöjärjestelmät ovat enemmän tietoisia koko järjestelmän toiminnasta.  
Xenissä virtuaalikoneet eivät saa suorittaa etuoikeutettuja käskyjä, mutta sen sijaan ne 
voivat lähettää niin sanottuja hyperkutsuja (hyper call) Xenille tarpeistaan, jonka jälkeen 
Xen päättää, mitä pyynnölle tehdään [BAF03]. Vaikka käyttöjärjestelmät vaativatkin 
muokkaamista toimiakseen Xenillä, ohjelmat toimivat sellaisenaan. Yksi Xenin toteutuksen 
lähtövaatimuksista olikin, että virtualisoidun käyttöjärjestelmän käyttämiä ohjelmia ei 
tarvitse muokata.  
                                                             




Toisin kuin VMware, Xen käyttää hyödykseen x86-arkkitehtuurin tarjoamia suoritustiloja 
(Kuva 4). Paravirtualisoidut käyttöjärjestelmät muunnetaan toimimaan kehällä 1 kehän 0 
sijaan [BAF03]. Teoriassa mikä tahansa käyttöjärjestelmä, joka ei käytä tiloja 1 tai 2, 
voidaan kääntää toimimaan Xenillä. Käytännössä kuitenkaan edes Windows XP:n 
käännöstyötä ei ole saatu valmiiksi, sillä Windows-tuki Xenillä vaatii alla toimivan 
laitteiston suorittimelta virtualisointituen. 
Huonoin puoli paravirtualisoinnissa onkin käyttöjärjestelmien yhteensopimattomuus 
virtuaalikonemonitorin kanssa [ROG05]. Koska asennettavat käyttöjärjestelmät pitää 
muokata sopivaksi virtuaalikonemonitorille, ei kaikkia mahdollisia käyttöjärjestelmiä 
pystytä tukemaan.  
Suorittimien virtualisointituet  
Kuten aiemmin mainittiin, nykyisiä x86-sarjan suorittimia ei ole suunniteltu 
virtualisoitaviksi. Tämän seurauksena sekä Intel että AMD ovat sisällyttäneet uusimpiin 
suorittimiinsa tuen virtualisoinnille [ROG05]. Sekä Intelin VT-tekniikka (koodinimeltään 
”Vanderpool”) että AMD:n AMD-V-tekniikka (koodinimeltään ”Pacifica”) lisäävät 
suorittimeen uuden suoritustilan virtuaalikoneita varten. Käytännössä tämä uusi tila 
asettuu aiemmin esitetyssä kehäkuvassa (Kuva 4) 0-kehän keskelle, kehäksi -1 [Dor05]. 
VMM asettuu toimimaan tälle uudelle kehälle, minkä seurauksena käyttöjärjestelmät 
voivat toimia kehällä 0, kuten ne tavallisesti toimivatkin. 
Näiden uusien virtualisointitekniikoiden avulla on mahdollista toteuttaa virtuaalikoneita, 
joiden kaikki käskyt suoritetaan suorittimella, niin ettei VMM joudu muokkaamaan 
käskyjä [ROG05]. Virtuaalikonemonitoreja saadaan yksinkertaistettua, ja 
yksinkertaisuushan oli yksi virtuaalikonemonitorin päämääristä. Kaikki testin 
virtuaalikonemonitoreista tukevat uusimmissa versioissaan näitä virtualisointitukia. 
2.4.2. Muistin virtualisointi 
Käyttöjärjestelmät on toteutettu ajatuksella, että ne saavat nollasta alkavan, tietyn 
kokoisen muistialueen käyttöönsä eli toisin sanoen kaiken laitteistossa olevan fyysisen 
muistin [Wal02]. Tämän illuusion säilyttämiseksi VMM joutuu suorittamaan ylimääräisen 
osoitteenmuunnoksen käyttöjärjestelmän käyttämän muistialueen ja fyysisessä koneessa 
olevan muistialueen välillä. Virtuaalikoneen käyttöjärjestelmä siis näkee normaalin 
nollasta alkavan yhtenäisen muistialueen, mutta todellisuudessa sen muistialue voi sijaita 
missä päin fyysistä muistia tahansa, miten monessa osassa tahansa. Toiminta siis vastaa 
pitkälti käyttöjärjestelmän tekemää osoitteenmuunnosta prosesseilleen. 
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Virtuaalikonemonitorin täytyy ylläpitää tietorakennetta siitä, mikä muistialue fyysisen 
koneen muistista kuuluu millekin virtuaalikoneelle [ROG05]. Kun käyttöjärjestelmän 
osoitteenmuunnostaulua kutsutaan sivutauluksi (Page Table), kutsutaan VMM:n vastaavaa 
tietorakennetta usein varjosivutauluksi (Shadow Page Table). Virtuaalikoneen 
käyttöjärjestelmän käskyt sivutaulun muokkaamiseen siepataan ja VMM suorittaa 
muistiosoitemuunnoksen varjosivutaulun perusteella, samaan tapaan kuin 
käyttöjärjestelmä suorittaa osoitteenmuunnosta ohjelmille. 
Kuten tavallisissakin käyttöjärjestelmissä, virtuaalikoneiden muistialueita voidaan muistin 
loppuessa kirjoittaa kovalevylle [ROG05]. Virtuaalikoneiden yhteenlaskettu muistimäärä 
voi siis ylittää fyysisen isäntäkoneen muistimäärän. VMM voi myös dynaamisesti 
määrittää, miten paljon mikäkin virtuaalikone saa muistia tarpeen mukaan erityisen ajurin 
avulla. 
VMware ESX Server tukee virtuaalikoneiden muistin dynaamista lisäämistä tai 
vähentämistä [Wal02]. Koska nykyiset käyttöjärjestelmät eivät suoraan tue tätä toimintaa, 
on siihen täytynyt kehittää jokin menetelmä. Tämän menetelmän nimi on ilmapalloilu 
(ballooning). Käyttöjärjestelmään asennetaan niin sanottu ilmapalloajuri (balloon 
driver), jonka päätehtävänä on välittää muistisivuja virtuaalikoneen ja 
virtuaalikonemonitorin välillä. Käyttäjän luodessa virtuaalikonetta voidaan päättää, millä 
muistimäärällä virtuaalikone luodaan ja miten paljon muistia siinä voi suurimmillaan olla. 
Ilmapalloprosessi vie aluksi näiden erotuksen verran muistia. Kun VMM tai sen käyttäjä 
päättää lisätä muistia virtuaalikoneeseen, pienentää ilmapalloprosessi muistinkulutustaan 
vastaavasti. Tällöin myös VMM saa tästä tiedon ja varaa oikean koneen muistista 
samankokoisen alueen lisää tälle virtuaalikoneelle. 
Ilmapalloilun avulla voidaan myös tehokkaasti vapauttaa muistia virtuaalikoneessa, kun 
sen sovellukset sitä vaativat. Virtuaalikoneen käyttöjärjestelmällä on yleensä paras tieto 
siitä, mitä muistialueita kannattaa vapauttaa [ROG05]. Kun käyttöjärjestelmä ryhtyy 
vapauttamaan muistia, ottaa ilmapalloajuri tiedon siitä, mitä alueita käyttöjärjestelmä 
vapauttaa tai mahdollisesti siirtää kovalevylle, minkä jälkeen ilmapalloajuri välittää tiedon 
virtuaalikonemonitorille [Sch06]. VMM vapauttaa sen jälkeen palvelimen muistia muille 
virtuaalikoneille. Turvallisuuden vuoksi vapautettu muistialue vielä nollataan ennen kuin 
se annetaan muiden virtuaalikoneiden käyttöön. 
Useamman virtuaalikoneen toimiessa yhdellä palvelimella tarjoutuu tilaisuuksia jakaa 
muistia [Wal02]. Mikäli näissä virtuaalikoneissa on sama käyttöjärjestelmä, on 
todennäköistä, että molempien virtuaalikoneiden muistissa on samaa tietoa, kuten samoja 
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ohjelmia tai komponentteja. Ainakin VMware osaa hyödyntää tätä tilaisuutta niin, että 
saman käyttöjärjestelmän virtuaalikoneet, jotka toimivat samalla palvelimella, vievät 
usein vähemmän muistia yhteensä kuin omilla palvelimillaan suoritettuina. Tämän 
tekniikan nimi on sisältöperustainen sivujako (Content-Based Page Sharing) [Wal02].  
Sisältöperustaisen sivujaon pääideana on tunnistaa samanlaiset muistisivut (memory 
page) ja pitää muistissa vain yhtä kopiota [Wal02]. Sen sijaan, että jokaista muistisivua 
verrattaisiin kaikkiin muihin sivuihin, VMware ESX Server käyttää sivujen sisällön 
vertailuun tiivistefunktiota (hash function). Muistisivulle lasketaan tiivistearvo (hash 
value). Mikäli jollain muulla sivulla on sama arvo, on erittäin todennäköistä, että kyseessä 
on identtinen sivu. Varmuuden vuoksi sivuille tehdään kuitenkin täydellinen vertailu 
ennen kuin päätetään, että ne ovat samat. Kun tällainen sivu löytyy, laitetaan identtisen 
sivun omaavat virtuaalikoneet osoittamaan samaan sivuun palvelimen fyysisessä 
muistissa ja ylimääräinen sivu poistetaan. Jos tälle sivulle jatkossa tulee muutosyrityksiä, 
kumotaan muutos ja luodaan muutosta haluavalle virtuaalikoneelle oma kopio tästä 
sivusta.  
Myös Xen tukee muistin lisäämistä ja vähentämistä dynaamisesti reaaliajassa [BAF03]. 
Xen käyttää omaa ilmapalloajuriaan, joka vastaa toiminnaltaan pitkälti VMwaren ajuria. 
Xen eroaa VMwaresta muistinhallinnan osalta siinä, että virtuaalikoneissa olevien 
käyttöjärjestelmien koodia on muokattu siten, että ne käyttävät samaa jaettua 
osoitteenmuunnostaulukkoa (shared translation array) [BAF03]. Virtuaalikoneessa 
toimiva käyttöjärjestelmä saa siis itse päättää, miten hallinnoida osoitteenmuutoksiaan.  
Xen valvoo käyttöjärjestelmien toimintaa siten, että ne kohdat muistissa, joihin 
käyttöjärjestelmä aikoo kirjoittaa, kuuluvat varmasti myös tälle virtuaalikoneelle [BAF03]. 
Jokainen muistinkirjoituspyyntö kulkee Xenin kautta niin, että virtuaalikone lähettää 
Xenille hyperkutsun. Yhteen hyperkutsuun voi sisältyä myös useampi 
muistinvarauspyyntö. Muistista lukemista Xen ei valvo ollenkaan. Tämä yksinkertaistaa ja 
nopeuttaa muistinhallintaa varjosivutauluihin verrattuna. 
Xen tukee VMwaren tapaan myös varjosivutauluja [WiG07]. Varjosivutauluja käytetään 
kuitenkin harvemmin. Niitä käytetään silloin, kun virtuaalikoneessa on asennettuna 





2.4.3. Oheislaitteiden virtualisointi 
Nykypäivän oheislaitteilla (I/O devices) on suuret tehokkuusvaatimukset, minkä takia 
näiden laitteiden virtualisointi on vaikeaa [ROG05]. Nykykäyttöjärjestelmille löytyy suuret 
määrät eri valmistajien eri ajureilla olevia laitteita. Kaikkia näitä laitteita tukevan 
virtuaalikonemonitorin toteuttaminen on käytännössä mahdotonta.  
Esimerkiksi VMware Workstationissa oheislaitteiden virtualisointi on toteutettu käyttäen 
”Hosted Architecture”-menetelmää (Kuva 5), jossa VMM käyttää isäntäkäyttöjärjestelmän, 
kuten Windowsin tai Linuxin, laitteistoajureita virtuaalikoneen käyttäessä oheislaitetta 
[SVL01].  
 
Kuva 5: VMWaren "Hosted Architecture" [ROG05] 
Kun virtuaalikoneen käyttöjärjestelmä suorittaa oheislaiteoperaation, keskeyttää VMM 
sen, ja toiminta siirtyy isäntäkoneelle. Isäntäkoneella erillinen ajuri, nimeltään VMDriver, 
kutsuu isäntäkoneen käyttöjärjestelmää suorittamaan oheislaiteoperaation (I/O 
operation). Koska suurimmalla osalla laitteista on Windows- tai Linux-ajurit, pystyy tämä 
virtuaalikone nyt käyttämään lähes mitä tahansa oheislaitetta.  
Menetelmän huono puoli on, että se ei ole tehokas [SVL01]. Ylimääräistä aikaa kuluu 
virtuaalikoneesta isäntäkoneelle siirryttäessä sekä isäntäkoneen käyttöjärjestelmän 
suorittaessa operaatiota. Toinen huono puoli on se, että isäntäkoneen käyttöjärjestelmällä 
on täysi kontrolli oheislaitteista. VMM ei pääse vaikuttamaan niiden toimintaan. 
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Xenin oheislaitteiden virtualisoinnin hahmottaminen vaatii aluksi esittelyä Xenin yleisestä 
rakenteesta. Xen-järjestelmä koostuu virtuaalikonemonitorista sekä useammasta 
domainista [BAF03]. Dom-U-domainit vastaavat käytännössä virtuaalikoneita. Näiden 
lisäksi Xen käyttää Dom-0-nimistä domainia, jolla on täydet oikeudet alla sijaitsevaan 
fyysiseen laitteistoon (Kuva 6). Domainiin Dom-0 asennetaan virtuaalikone pelkästään 
ajurienhallintaa varten. 
 
Kuva 6: Kuva koneesta, jossa ajetaan useaa virtuaalikonetta Xenillä [BAF03]. Vasemmassa reunassa 
Dom-0. Xen-tietoiset laitteistoajurit kommunikoivat Dom-0:n kanssa ja Dom-0 fyysisen laitteiston 
kanssa. 
Xenin käyttämä menetelmä on nimeltään ”Split Device Driver Architecture” [WiG07]. Siinä 
virtuaalikoneet käyttävät Xen-tietoisia (Xen-aware) laitteistoajureita. Virtuaalikoneisiin 
asennetaan ajurit, jotka on koodattu erityisesti Xeniä ajatellen. Sen sijaan, että ne 
toimisivat suoraan laitteiston kanssa, kuten ajurit yleensä, ne on koodattu toimimaan Xen-
virtuaalikonemonitorin kanssa. Periaatteessa Xen tarjoaa virtuaalikoneilleen abstraktiot 
oikeista ajureista, jotka sijaitsevat Dom-0:ssa. Abstraktiot näyttävät samalta kuin oikeat 
ajurit, mutta laiteoperaatio välittyykin Dom-0-virtuaalikoneelle, joka ensin tarkistaa 
yritetyn toimenpiteen ja vasta sen jälkeen suorittaa pyynnön. Dom-0 on yleensä ainoa 
laitteistoajuri-domaini, mutta Xenissä on mahdollista tehdä useampia ajuridomaineja, jos 




3. Järjestelmien vertailukriteerit 
Tässä tutkielmassa vertaillaan keskenään valittuja tyypin I virtualisointijärjestelmiä. 
Tutkielman tulokset on suunnattu tilanteeseen, jossa koti- tai työympäristössä on 
käytettävissä yksi palvelin, joka halutaan valjastaa virtuaalipalvelinkäyttöön. 
Vaatimuksina valituille järjestelmille oli seuraavat: järjestelmän tuli asentua suoraan 
palvelinlaitteistoon, ilman erikseen pohjalle asennettavaa käyttöjärjestelmää. Kaikissa 
valituissa virtualisointijärjestelmissä tuli olla graafinen käyttöliittymä itse järjestelmän 
sekä virtuaalikoneiden hallintaa varten. Järjestelmää tuli pystyä hallitsemaan Windows-
työasemalla joko oman sovelluksen kautta tai selainpohjaisen web-käyttöliittymän avulla. 
Virtualisointijärjestelmän tuli tukea virtuaalikoneiden käyttöjärjestelminä sekä Microsoft 
Windows-käyttöjärjestelmiä että Linux-käyttöjärjestelmiä. Virtualisointijärjestelmän piti 
olla ilmainen asentaa ja käyttää. Järjestelmän lähdekoodin ei tarvinnut olla avointa.  
Virtualisointijärjestelmistä testiin valittiin seuraavat: 
 Microsoft Hyper-V Server 
 Proxmox VE 
 VMware vSphere Hypervisor 
 Citrix XenServer 
3.1 Testiympäristö 
Testikoneeksi valittiin hieman vanhempi, jo työasemakäytöstä poistunut Dell Optiplex 
745-työasema. Työaseman kokoonpanoa täydennettiin joiltain osin. Oleellisia 
yksityiskohtia kokoonpanosta ovat: 
 Kokoonpanon suoritin tukee Intelin VT-tekniikkaa (virtualisointituki). 
 Kokoonpanoon asennettiin kaksi kovalevyä: toinen virtualisointijärjestelmälle ja 
sen virtuaalikoneille, toinen ”suora läpipääsy”-toiminnon testausta varten.  
 Erillinen Intelin verkkokortti lisättiin siksi, että työaseman emolevylle integroitu 
verkkokortti ei tunnistunut kaikissa järjestelmissä. 
 Muistin määrä rajoitettiin 4 gigatavuun, joka on melko vähän 
virtualisointikäytössä. Muistin vähyydestä johtuen voitiin kuitenkin helpommin 
huomata ja vertailla rajoituksia eri virtualisointijärjestelmissä.  
Palvelinkokoonpano oli seuraava: 
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Runko Dell Optiplex 745 
Suoritin Intel Core 2 E6600 2,4Ghz 
Muisti 4GB 
Kovalevyt 
 Samsung HD753LJ 750GB (virtualisointijärjestelmälle) 
 Seagate Barracuda ST3250824AS 250GB (virtuaalikoneiden 
direct access-kovalevy) 
Verkkokortti Intel Pro/1000GT 
Näytönohjain Geforce 8800GT 
 
Tyypin I virtualisointijärjestelmät ovat nirsompia PC-laitteistojen suhteen kuin tavalliset 
käyttöjärjestelmät. Tämä johtuu siitä, että ylimääräiset käyttöjärjestelmäkomponentit 
pyritään pitämään minimissä, jotta VMM voidaan pitää mahdollisimman yksinkertaisena. 
Esimerkiksi VMWare ylläpitää omaa yhteensopivuussivustoa, josta löytyy tuettujen 
laitteiden lista. Lista ei kuitenkaan ole kaiken kattava ja parhaiten toimivuus selviää itse 
kokeilemalla tai muiden kokeiluista keskustelupalstoilta2 lukemalla. 
Hallintakoneena tutkielmassa toimi Windows 8 Pro-käyttöjärjestelmällä varustettu 
työasema. Hallintakone on yhdistetty testikokoonpanoon gigabitin verkkoyhteydellä 
kahden gigabitin kytkimen kautta. 
3.2 Testattavat asiat 
Tässä alaluvussa kerrotaan ne asiat minkä perusteella kukin virtualisointijärjestelmä 
testattiin. Tutkielma on ryhmitelty virtualisointijärjestelmien mukaan luvuttain. 
Virtualisointijärjestelmien testien järjestys ja niiden otsikointi noudattaa myös alla olevien 
alalukujen järjestystä ja otsikointia. 
3.2.1. Laitteistovaatimukset 
Laitteistovaatimukset-osioon selvitettiin mitä vaatimuksia testattavalla järjestelmällä on 
laitteiston suhteen. Näitä saattoivat olla esim. suorittimen virtualisointituki tai 64-bittinen 
suoritin. Keskusmuistille oli yleensä ilmoitettu tietty vähimmäismäärä. Luonnollista on, 
että mitä enemmän keskusmuistia isäntäkoneella on, sitä useampia virtuaalikoneita sillä 
voi suorittaa samanaikaisesti. 





Kaikki virtualisointijärjestelmät asennettiin USB-muistille kirjoitetusta 
levykuvatiedostosta. Levykuvatiedoston kirjoittamiseen käytettiin Rufus-ohjelmaa3, mikäli 
muuta ei ollut ohjeistettu. Testikokoonpano käynnistettiin USB-muistilta, jolta asennus 
suoritettiin paikalliselle kovalevylle. Palvelimen nimeksi (hostname) annettiin ”virtu”. 
Testejä varten asennettiin kolme virtuaalikonetta, joihin asennettiin seuraavat 
käyttöjärjestelmät: Windows Server 2008 R2, Ubuntu Server 12.10 ja Debian 7. 
Virtuaalikoneiden asetukset olivat seuraavat: 
 yksi prosessoriydin. 
 1Gt muistia Windows Server 2008 R2-käyttöjärjestelmälle ja 512Mt muistia Linux-
käyttöjärjestelmille. 
 yksi dynaamisesti kasvata kovalevytiedosto. Mikäli koko piti päättää etukäteen, 
annettiin käyttöön vähintään 20Gt. 
 muut komponentit kuten verkkokortti asennettiin oletusasetuksilla, joita järjestelmä 
tarjosi. Nämä kuitenkin vaihdettiin ennen testejä paravirtualisoituihin versioihin, jos 
sellaisia oli tarjolla. 
Ennen testien suorittamista asennettiin paravirtualisointiajurit. Paravirtualisointiajureilla 
tarkoitetaan virtuaalikoneen ja VMM:n yhteistoimintaa parantavia ohjelmistoja kuten 
VMWare Tools ja Hyper-V Integration Services. Nämä ajurit tyypillisesti mahdollistavat 
virtuaalikoneen sammuttamisen hallitusti sekä parantavat käyttökokemusta 
konsoliyhteyttä käyttäessä. Ajurit voivat mahdollistaa myös esimerkiksi ajan 
synkronointia sekä tiedostojen jakoa virtuaalikoneen ja isäntäkoneen välillä. Mikäli 
virtualisointijärjestelmä tukee ilmapalloilu-tekniikkaa, tarvitaan ajurit myös sitä varten.  
Verkkoasetuksissa käytettiin oletusasetuksia. Mikäli oletusasetuksia ei ollut, määriteltiin 
yksi verkko, johon liitettiin kaikki virtuaalikoneet sekä isäntäkoneen hallintayhteys. Kaikki 
liikenne määriteltiin menemään yhden verkkokortin kautta. 
3.2.3. Järjestelmän hallittavuus 
Tässä osiossa tarkastellaan virtualisointijärjestelmän käyttäjäystävällisyyttä 
ylläpidettävyyden suhteen.  Tässä kohtaa listataan myös hallintaohjelmistojen rajoitukset 
esimerkiksi tuettujen käyttöjärjestelmien suhteen.  




Järjestelmän hallittavuuteen vaikutti tarjotun käyttöliittymän selkeys, nopeus sekä eri 
toimintojen suorittamiseen tarvittavien valikoiden määrä. Myös niin sanotun 
konsoliyhteyden sulavuus vaikutti käytettävyyteen, vaikka virtuaalikoneita käytetäänkin 
yleensä RDP- tai SSH-yhteyksillä. Käytännössä riittää, että virtuaalikoneen 
käyttöjärjestelmän saa asennettua konsolinäkymää käyttäen.  
3.2.4. Ominaisuudet 
Virtuaalikonemonitorit tarjoavat ainakin kolmea eri tapaa virtuaalikoneen kovalevyn 
virtualisointiin. Ensimmäinen on ennalta määrätyn kokoisen kovalevytiedoston luonti 
isäntäkoneen kovalevylle. Toinen tapa on dynaamisesti kasvava kovalevytiedosto, joka 
saattaa olla hieman vähemmän tehokas kuin ennalta määrätyn kokoinen tiedosto, mutta 
säästää levytilaa. Kolmas tapa on antaa virtuaalikoneelle suora läpipääsy (direct access) 
fyysiselle kovalevylle.  
Testattavista virtuaalikonemonitoreista tutkittiin mitä tapoja ne tarjoavat ja testattiin 
niiden toimivuus. Testeissä käytettiin vain testikokoonpanon omia paikallisia kovalevyjä. 
Tärkeänä pidettiin myös sitä, että virtuaalikovalevytiedostoa pystyi kasvattamaan 
jälkikäteen. 
Yksi hyödyllinen virtuaalikonemonitorien tarjoama ominaisuus on ns. tilannekuva 
(snapshot) -toiminnallisuus. Sen avulla voidaan tallentaa virtuaalikoneen tila tiettynä 
ajanhetkenä ja palata tähän tilaan myöhemmin. Kaikki testiin valitut 
virtualisointijärjestelmät tukivat tätä toiminallisuutta ja tässä osiossa sen toimivuus 
testattiin.  
3.2.5. Resurssien seuranta 
Resurssien seurannan voi jakaa kahteen osaan: isäntäkoneen resurssien seuranta ja 
virtuaalikoneiden resurssien seuranta. Isäntäkoneesta kiinnostavia tietoja ovat ainakin 
suorittimen käyttöaste, muistin käyttö, kovalevytilan käyttö. Lisäksi palvelimen omistaja 
on usein tottunut näkemään koneensa komponenttien lämpötilat, tuulettimien nopeudet 
sekä kovalevyjen SMART-tiedot.  
Virtuaalikoneista kiinnostavia tietoja ovat ainakin suorittimen käyttöaste, muistin käyttö, 
kovalevytilan käyttö. Testattavista järjestelmistä selvitettiin millaisia 
resurssienseurantatietoja niistä pystyi näkemään. Pelkkä nykytiedon ilmoittaminen ei ole 
varsinaista seurantaa vaan siihen tarvitaan jonkinlainen viivakaavion piirtototeutus, josta 
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voi seurata esimerkiksi milloin suorittimen käyttöaste on kohonnut. Hyper-V Serveriä 
lukuun ottamatta järjestelmät piirsivät viivakaavioita resurssien käytöstä. 
3.2.6. Suorituskykymittaukset 
Tutkielman tarkoituksena ei ollut löytää nopeinta virtualisointijärjestelmää. 
Suorituskykymittaukset tehtiin, jotta huomattiin, mikäli virtuaalikoneympäristöjen välillä 
on merkittäviä suorituskykyeroja. Toisaalta niiden tarkoitus oli myös kertoa onko 
järjestelmän asennuksessa kaikki kunnossa. Suorituskykymittaukset tehtiin sen jälkeen 
kun paravirtualisointiajurit oli asennettu testattavaan virtuaalikoneeseen. Kaikki 
suorituskykymittaukset suoritettiin virtualisointijärjestelmän tarjoamaa konsoliyhteyttä 
käyttäen. Suorituskykytestit toimivat samalla vakaustesteinä. Testien aikana ei havaittu 
vakausongelmia testikokoonpanon suhteen. 
Suorituskykymittaukseen on olemassa paljon ohjelmistovaihtoehtoja. El-Refaye ja Rizkaa 
[ElR10] ovat kehittäneet CloudGauge-nimisen testiohjelman nimenomaan 
virtuaalikoneiden suorituskykyanalyysiin. Ohjelmasta ei kuitenkaan löytynyt ladattavaa 
versiota. Myös VMware on kehittänyt oman testiohjelman nimeltä VMmark4. VMwaren 
ohjelmaa ei valittu, koska VMware oma virtualisointijärjestelmä on mukana testattavien 
järjestelmien joukossa. VMwaren ohjelma on lisäksi tarpeettoman monipuolinen, koska 
siinä on testejä mm. virtuaalikoneiden siirtämiseen lennossa isäntäpalvelimien välillä 
(vMotion). 
Tähän tutkielmaan valittiin testiohjelmaksi Phoronix Test Suite5, koska ohjelma on 
yksinkertainen asentaa ja käyttää ja sen tarjoamat testit riittävät tämän tutkielman 
tarpeisiin. Ohjelman avulla on mahdollista ajaa erityyppisiä mittauksia, joista testaukseen 
valittiin komento: 
phoronix-test-suite benchmark pts/database 
Testi simuloi tietokannan käyttöä. Tietokantatesti ajettiin Ubuntu-virtuaalikoneella, 
Windows-koneen ollessa samanaikaisesti käynnissä. Muita ohjelmia ei ajettu 
samanaikaisesti.  
Toinen suorituskykytesti ajettiin Windows-virtuaalikoneella käyttämällä Speedtest-
nopeustestiä6. Tämä testi ajettiin käyttämällä Firefox-selainta ja Adobe Flash-laajennosta. 






Koska internet-yhteyden nopeus saattoi vaihdella sekä Speedtest-sivusto saattoi päivittyä 
tutkielman kirjoituksen aikana, nopeustesti ajettiin vertauksen vuoksi myös 
hallintakoneella heti testin suorittamisen jälkeen. Tämän jälkeen hallintakoneen ja 
testattavan virtuaalikoneen tuloksia verrattiin toisiinsa. 
3.2.7. Virtuaalikoneiden varmuuskopiointi 
Jokaisen virtualisointijärjestelmän kohdalta selvitettiin mitä virtuaalikoneiden 
varmuuskopiointitapoja se mahdollistaa. Asennetut virtuaalikoneet yritettiin 
varmuuskopioida ensin yksinkertaisimmaksi katsotulla tavalla. Mikäli tämä ei onnistunut, 
yritettiin seuraavaksi yksinkertaisinta tapaa. Mikäli mahdollista, varmuuskopio 
määriteltiin pakkautumaan tehokkaimmalla pakkauksella. 
Varmuuskopiot otettiin Windows- ja Ubuntu-käyttöjärjestelmistä ja kopiointi suoritettiin 
verkon yli isäntäkoneelta hallintakoneelle. Mikäli mahdollista, kokeiltiin varmuuskopio 
myös ottaa ”lennossa” siten, että varmuuskopioitava virtuaalikone on kopioinnin aikana 
käynnissä. Kun varmuuskopio oli otettu, kokeiltiin se myös palauttaa takaisin käyttöön.  
Virtuaalikoneen varmuuskopiointiin ja sen palauttamiseen kestänyt aika mitattiin. Lisäksi 
mitattiin varmuuskopioiden vaatima kovalevytila. Nämä mittaukset tehtiin siten, että 
varmuuskopioitava virtuaalikone on pois päältä ennen varmuuskopioinnin aloittamista. 
Tulokset on koottu vertailu-osiossa taulukkoon.  
3.2.8. Järjestelmän päivittäminen 
Virtualisointijärjestelmien päivitykset voidaan jakaa kahteen luokkaan: pienet päivitykset, 
joita julkaistaan säännöllisesti esim. tietoturva-aukkojen paikkaamiseksi ja isommat 
versiopäivitykset, joissa tulee uusia ominaisuuksia ja isompi versionumero vaihtuu. Tässä 
osiossa testattiin onnistuiko päivitys vanhan version päälle ja miten yksinkertaista 
päivittäminen oli.  
Yleensä uuden version myötä myös paravirtualisointiajureista tulee uusi versio, jossa on 
mahdollisesti uusia ominaisuuksia. Myös virtuaalikoneiden taso (generation) saattaa 
päivittyä. Tämä tarkoittaa virtuaalikonetiedostojen muotoa. Uuden tason myötä tulee 
usein uusia toiminnallisuuksia tai tiedostomuotoa on muuten jollain tavalla parannettu. 
Tässä osiossa kerrotaan havainnot myös uusien paravirtualisointiajureiden ja 
virtuaalikoneiden tasojen suhteen.  
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4. Microsoft Hyper-V Server 
Microsoft on kaupallinen yritys joka on perustettu vuonna 19757 ja on tullut tunnetuksi 
Windows-käyttöjärjestelmistään. 
Microsoft tarjoaa ilmaiseksi Hyper-V-tekniikkaansa pohjautuvaa tyypin I 
virtualisointialustaa nimeltä Hyper-V-Server8. Hyper-V tekniikkaa voi käyttää myös 
Windows-käyttöjärjestelmien päällä (tyypin II virtualisointi). Tuotteesta testattiin versiota 
2012, joka päivitettiin 2012 R2-versioon.  
4.1 Laitteistovaatimukset 
Hyper-V Server 2012 laitteistovaatimukset ovat seuraavat9: 
 64-bittinen suoritin 
 Suorittimen virtualisointituki (Intel VT tai AMD-V) 
 Suorittimen ”Hardware-enforced Data Execution Prevention (DEP)” 
Mikäli yllä olevat vaatimukset eivät täyty tai asetuksia ei ollut säädetty päälle BIOSin 
kautta, seurasi virtuaalikonetta käynnistettäessä virheilmoitus ”Failed to start because 
hypervisor is not running”. 
4.2 Asennus 
Levykuvatiedosto ladattiin Microsoftin Internet-sivuilta10. Lataaminen vaatii Microsoft-
tilin rekisteröinnin. Levykuva siirrettiin USB-muistille käyttäen Microsoftin ”Windows 7 
USB DVD Download Tool”-ohjelmaa11. 
Käyttöjärjestelmän asennus onnistui USB-muistilta. Asennus ei juuri eronnut tavallisesta 
Windows-käyttöjärjestelmän asennuksesta. Aluksi valittiin kieli ja näppäimistöasettelu. 
Kun tiedostot olivat kopioituneet kovalevylle, käynnisti asennusohjelma koneen 
uudelleen. Vielä yhden uudelleenkäynnistyksen jälkeen järjestelmä kehotti vaihtamaan 
Administrator-tunnuksen salasanan.  









Kuva 7: Hyper-V Server 2012 – näkymä isäntäkoneen ruudulla 
Hyper-V Serverin näkymä käynnistyksen jälkeen on pelkistetty. Perinteisen Windowsin 
työpöydän sijaan avautuu näkymä, jossa on kaksi komentokehotetta (Kuva 7). Toisessa 
komentokehotteessa voi tehdä perusasetusten muokkaamista, kuten koneen nimen 
asettamisen ja verkkoasetukset. Toisessa komentokehotteessa voi suorittaa vapaasti 
Windowsin komentorivikomentoja. Tuettuna on myös Microsoftin kehittyneemmän 
komentorivikielen, PowerShellin, komennot. Komentokehotteesta pystyi sallimaan myös 
Remote Desktop-yhteyden, joka on kätevää, sillä sen jälkeen kaikki mahdolliset asetukset 
voi säätää etänä, mikäli verkkoyhteys vain toimii.  
Hyper-V Server 2012:n graafinen hallintatyökalu vaatii toimiakseen Windows 8:n tai 
Windows Server 2012:n12. Hallintatyökalujen asentaminen tapahtuu Windows Features-
valikon kautta. Asennettavaksi valitaan Hyper-V Management Tools. Myös vanhemmissa 
Windows-käyttöjärjestelmissä voi löytyä vastaavannimen työkalu, mutta se ei tue Hyper-V 
Server 2012:ta.  
Hyper-V Server on ilmeisesti suunniteltu käytettäväksi Windows-toimialueessa (domain), 
sillä hallintaohjelmistolla yhteyden saaminen isäntäkoneeseen ensimmäistä kertaa oli 
yllättävän hankalaa: 




 Isäntäkoneen palomuurista piti avata tarvittavat toiminnallisuudet. Koska tavallista 
käyttöliittymä ei ole, piti selvittää Powershell-komentorivikomento, jolla avaaminen 
tapahtuu: 
Enable-NetFirewallRule -DisplayGroup "Windows Remote Management" 
 Hyper-V-Manager-hallintaohjelmistoa varten piti lisätä käyttäjätunnus Windows 8:n 
tunnushallintaan komennolla: 
cmdkey /add:Palvelin /user:Tunnus /pass:Salasana 
 Palvelimeen yhdistäminen täytyi tehdä DNS-nimellä, IP-osoite ei toiminut 
 Palvelimen oli oltava samannimisessä Windows-työryhmässä (workgroup) kuin mistä 
sitä hallitaan 
 Administrator-tunnuksella ei voinut kirjautua 
 Lisäksi Windowsin ”Component Services”-työkalulla oli sallittava oman tietokoneen 
”Access Permission - Remote Access”-kohdasta asetus ”ANYNOMOUS LOGON” päälle. 
Voi vain arvata mitä asetus oikeasti tekee, mutta ilman tuota ruksia, ei yhteys 
isäntäkoneeseen toiminut. 
Ongelmia tuli vastaan myöhemmin kun yhteyden muodostaminen hallintaohjelmistosta 
palvelimeen ei enää onnistunut. Syynä oli se, että käyttäjätunnuksen salasana vanhenee 
oletuksena yllättävän nopeasti. Tämä ominaisuus aiheutti useamman tunnin 
vianselvitystyön, koska virheilmoituksesta ei selviä mikä on syy kirjautumisen 
epäonnistumiseen. Windowsin ”set user”-komentorivityökalulla näkee käyttäjän 
ominaisuudet, mutta salasanan vanhenemisaikaa ei voi sillä vaihtaa. Salasanan 
vanhenemisen saa pois päältä komennolla: 
WMIC USERACCOUNT WHERE "Name='Tunnus'" SET PasswordExpires=FALSE 
Mikäli salasana pääsee vanhenemaan, RDP-yhteyttä ei pysty muodostamaan. Koneelle 




4.2.1. Virtuaalikoneiden asennus 
Käyttöjärjestelmän asennuslevykuvan kopiointi palvelimelle onnistui käyttäen Windowsin 
verkkojakoa. Palvelimella oli valmiiksi jako \\virtu\c$, johon tiedoston kopiointi oli 
mahdollista käyttöoikeuksien ollessa kunnossa. 
Kaikkien käyttöjärjestelmien asennus virtuaalikoneisiin sujui ilman ongelmia. Hyper-V 
Server ei kuitenkaan luonut oletuksena virtuaalikytkintä, joten sellainen täytyi luoda 
ennen kuin virtuaalikoneille on mahdollista antaa verkkoyhteyttä.  
4.2.2. Paravirtualisointiajurit 
Hyper-V-järjestelmässä paravirtualisointiajureita kutsutaan nimellä integraatiopalvelut 
(Integration services). Käyttöjärjestelmässä saattaa olla nämä integraatiopalvelut 
valmiiksi asennettuna mikäli käyttöjärjestelmä on tarpeeksi uusi (Windows 7 ja Windows 
Server 2008 R2 sisältävät ajurit13). Linux-käyttöjärjestelmissä ajurit ovat mukana ytimen 
versiosta 2.6.32 eteenpäin14.  
Ubuntu- sekä Windows Server 2008 R2-käyttöjärjestelmissä oli integraatiopalvelut 
valmiina. Windows-käyttöjärjestelmään Hyper-V Server ehdotti päivitystä 
integraatiopalveluihin. Päivitys onnistui toiminnolla ”Insert Integration Services Disk”, 
joka yhdistää virtuaalikoneeseen levykuvan, josta käynnistyy asennustiedosto. 
Ilmeisesti kohta Heartbeat tarkoittaa, että paravirtualisointiajurit ovat asennettu. 
Kohdassa saattaa lukea ”OK (No application data)”, kuten Ubuntun tapauksessa. 
Windowsin tapauksessa kohdassa lukee ”OK (Applications Healthy)”. Kohdassa voi lukea 
myös ”Degraded (integration services upgrade required)”, joka tarkoittaa, että ajurit tulisi 
päivittää. 
4.3 Järjestelmän hallittavuus 
Kun Hyper-V Manager ohjelmiston saa toimintakuntoon, on se selkeä käyttää. 






Kuva 8: Näkymä Hyper-V Manager-hallintaohjelmasta 
Hyper-V Manager on tutun näköinen hallintaohjelma Windows-palvelinten ylläpitäjälle 
(Kuva 8). Toimintoja löytyy hiiren oikean näppäimen takaa, joiden lisäksi toiminnot 
näkyvät ruudun oikeassa laidassa. Virtuaalikoneen asetusten muokkaaminen on selkeää.  
Jostain syystä Hyper-V Manageriin ei ole katsottu tarpeelliseksi laittaa toimintoa 
isäntäkoneen sammuttamiseksi tai uudelleenkäynnistämiseksi. Mikäli isäntäkoneen 
haluaa sammuttaa tai käynnistää uudelleen, täytyy se tehdä RDP-yhteyden kautta tai 
paikan päältä. 
Testauksen aikana yhteys hallintaohjelmistosta isäntäkoneeseen katkesi yllättävästi 
yhden kerran ja konsoliyhteydessä esiintyi pariin otteeseen pieniä grafiikkavirheitä. 
Pääosin ohjelmisto toimi kuitenkin hyvin. 
Oletuksena luodut virtuaalikoneet käynnistyvät automaattisesti palvelimen käynnistyessä, 
mikäli muistia on tarpeeksi. Koska testityöasemassa muistia ei ollut tarpeeksi kaikille 
luoduille virtuaalikoneille, käynnistyi vain osa virtuaalikoneista. Se mitkä koneet 





Hyper-V tarjoaa tilannekuvien (snapshot) ottamisen virtuaalikoneen tilasta. Tilannekuvat 
järjestyvät puumaiseen hierarkiaan (Kuva 9), josta voi palauttaa haluamansa tilanteen. 
Järjestelmä tarjoaa myös tilannekuvan ottamista nykytilanteesta palatessa aikaisempaan 
tilanteeseen. Tilannekuvia voi ottaa virtuaalikoneen ollessa päällä. Tilannekuvien 
ottaminen ja niihin palaaminen onnistui odotetusti.  
 
Kuva 9: Tilannekuvat puumaisessa rakenteessa 
Havaittiin, että virtuaalikovalevyn asetuksia ei voi muokata, jos virtuaalikoneesta on 
otettu tilannekuvia tai jos virtuaalikone on käynnissä. Tilannekuvat on poistettava ja 
virtuaalikone sammutettava ennen kuin virtuaalikoneen kovalevyä voi muokata. 
Muokkausvaihtoehdot vaikuttivat hyviltä: olemassa olevaa virtuaalikovalevyä voi 




Kuva 10: Virtuaalikovalevyn toimintovaihtoehdot Hyper-V-järjestelmässä 
Asennetun Ubuntu-virtuaalikoneen käyttöjärjestelmä vei virtuaalikoneen 
käyttöjärjestelmän mukaan 2 Gt tilaa, mutta virtuaalikovalevytiedosto vei tilaa kuitenkin 7 
Gt. Tiedoston koko ei pienentynyt vaikka sille ajoi ”Compact” ja ”Shrink”-toiminnot. 
Debian 7 ja Windows Server 2008 R2-virtuaalikoneiden levytilan käyttö vastasi 
kovalevytiedoston kokoa. 
Hyper-V Server tukee dynaamisesti kasvavia kovalevytiedostoja. Valittavana on myös 
”fixed size” eli kiinteän kokoinen kovalevytiedosto. Konvertoidessa virtuaalikovalevyä 
dynaamisesti kasvavasta kiinteäksi, ei uutta kokoa voinut määritellä. Myöskään shrink-
toiminto ei pienentänyt staattisen virtuaalilevyn tiedostokokoa eikä uutta kokoa voinut 
määritellä. Virtuaalikovalevyn tilan kasvattaminen Expand-toiminnolla onnistui 
odotetusti. 
Hyper-V ei näyttänyt tarjoavan mahdollisuutta käyttää fyysistä kovalevyä virtuaalikoneen 
kovalevynä virtuaalikoneen luontivaiheessa. Kovalevyn pystyi kuitenkin lisäämään 
jälkikäteen virtuaalikoneen ominaisuuksista. Kovalevyn lisäämistä kokeiltiin Windows-
virtuaalikoneeseen. Fyysisen kovalevyn lisääminen vaatii, että se on isäntäkoneella offline-
tilassa. Koska Hyper-V Serveristä on rajoitettu käyttöliittymäominaisuuksia pois, niin 
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Windowsin ”Server Manager”-työkalua ei voinut käyttää. Toiminto vaati komentojen 
ajamista isäntäkoneen komentokehotteessa: 
diskpart 
list disk 
select disk 1 
create partition primary 
format quick 
offline disk 
Tärkein komento yllä olevista oli viimeinen komento, jolla levy ajettiin offline-tilaan. 
Komennon ajamisen jälkeen fyysinen levy tuli näkyviin virtuaalikoneen Windowsissa 
omana levykirjaimenaan. 
Kun Windows Server 2008 R2-virtuaalikoneeseen oli määritetty 2 Gt muistia ja Ubuntu-
virtuaalikoneeseen 1 Gt, eivät ne enää suostuneet käynnistymään samanaikaisesti, vaikka 
isäntäpalvelimessa oli 4 Gt keskusmuistia. Tarkemman testailun tuloksena havaittiin, että 
noin 2,7 Gt muistia oli käytettävissä virtuaalikoneille. Hyper-V Server varasi itselleen 
testikokoonpanossa siis noin 1,3 Gt muistia. 
4.5 Resurssien seuranta 
Hyper-V Manager näyttää virtuaalikoneiden suoritustilan ja suoritinkuorman sekä 
annetun muistin määrän. Lisäksi virtuaalikoneista näkee IP-osoitteen ja MAC-osoitteen. 
Isäntäkoneesta Hyper-V Manager ei näytä juuri mitään tietoja. Edes 
kokonaismuistinmäärää ei näy missään. Inspect disk -toiminnolla pääsee tutkimaan 
isäntäkoneen tiedostoja ja hakemistorakennetta. Toiminnon kautta voi tutkia paljonko 
virtuaalikovalevytiedostot vievät tilaa. 
4.6 Suorituskykymittaukset 
Speedtest-testi Windows Server 2008 R2-virtuaalikoneella tuotti tuloksia latausnopeuden 
suhteen väliltä 75-81Mbit/s. Lähetysnopeus oli noin 9Mbit/s. Molemmat nopeudet olivat 
samaa tasoa hallintakoneen kanssa. Virtuaalikoneen suorittimen käyttö testin aikana 
lähenteli 90 prosenttia. 
Phoronix-tietokantatestin tulokseksi Ubuntu-virtuaalikoneella tuli 50.44 TPS. Tulos on 
selkeästi alle muiden virtualisointijärjestelmien testitulosten. Tässä on nähtävissä selkeä 




4.7 Virtuaalikoneiden varmuuskopiointi 
Hyper-V Server tukee virtuaalikoneiden kopiointia virtuaalikoneen ollessa päällä käyttäen 
Volume Shadow Copy Service (VSS)-tekniikkaa15. Hyper-V Manager ei kuitenkaan tarjoa 
varsinaista varmuuskopiointi-toiminnallisuutta suoraan. 
Varmuuskopiointia kokeiltiin kopioimalla virtuaalikovalevytiedosto isäntäkoneen 
verkkojaon kautta hallintakoneelle. Tiedosto löytyi verkon ylitse isäntäkoneelta 
hakemistosta: 
 \\virtu\c$\Users\Public\Documents\Hyper-V\Virtual hard disks  
Ubuntu-virtuaalikoneen kovalevytiedoston kopiointi onnistui virtuaalikoneen ollessa 
päällä. Tiedoston kopiointi kesti noin puoli minuuttia ja virtuaalikonetta pystyi 
käyttämään samalla. Windows-virtuaalikoneesta varmuuskopion ottaminen kesti noin 1,5 
minuuttia. Syntyneiden varmuuskopioiden koko oli luonnollisesti sama kuin tiedostojen 
koko isäntäkoneella. Windows-virtuaalikoneen koko oli noin 7Gt ja Ubuntu-
virtuaalikoneen noin 2Gt. 
Tiedostojen kopiointi takaisin Hyper-V Serverille meni suurin piirtein yhtä nopeasti. 
Ubuntu-virtuaalikone sammutettiin ja varmuuskopioitu virtuaalikovalevy vaihdettiin 
käyttöön. Virtuaalikone käynnistyi normaalisti. Tiedosto joka luotiin Ubuntun 
kotikansioon juuri ennen varmuuskopiointia löytyi virtuaalikovalevyltä. 
Varmuuskopioinnin aikana luodut tiedostot eivät löytyneet enää. Ilmeisesti VSS-tekniikka 
toimi myös ihan normaalia tiedostokopiointia käytettäessä.  
Windows-koneesta otettu varmuuskopio kokeiltiin ottaa käyttöön kopioimalla 
virtuaalikovalevytiedosto takaisin isäntäkoneelle ja käyttämällä sitä uuden 
virtuaalikoneen kovalevynä. Virtuaalikoneen käyttöjärjestelmä ilmoitti käynnistyessään 
”Windows did not shutdown correctly”. Muuten virtuaalikone vaikutti toimivalta. 
Hyper-V Serveristä löytyy myös ”Export”-toiminto virtuaalikoneille. Yritettäessä 
varmuuskopioida virtuaalikonetta hallintakoneelle toiminto kaatui kuitenkin ”access 
denied” -virheeseen16. Ratkaisuna Microsoft ehdottaa oikeuksien lisäämistä Hyper-V-
isäntäkoneen tietokonetilin sallimisella jakoon. Ilmeisesti ilman toimialue (domain) -
ympäristöä tietokonetileille ei oikeuksia voi antaa, koska sellaista valintaa ei permissions-





välilehdeltä löytynyt. Edes täysien oikeuksien antaminen ”Everyone”-objektille ei auttanut 
vaan sama virheilmoitus toistui. 
Export-toimintoa kokeiltiin sitten vielä isäntäkoneen paikalliselle levylle. Exportin 
eteneminen näkyi prosentteina Hyper-V managerissa. Export-toiminto luo kolme 
hakemistoa: Snapshots, Virtual Hard Disks ja Virtual Machines. Näistä Virtual Hard Disks 
sisälsi saman kovalevytiedoston mikä kopioitiin aiemmin. Virtual Machines -kansio 
sisältää xml-tiedoston joka sisältää virtuaalikoneen asetukset. Export-toimintoa ei voi ajaa 
kahteen kertaan samaan hakemistoon. Jos toimintoa yrittää, seuraa virheilmoitus ”Export 
directory already exists”.  
Export-toiminnolla varmuuskopioidun virtuaalikoneen palauttaminen onnistuu ”import 
virtual machine”-toiminnolla. Olemassa oleva virtuaalikone poistettiin ja varmuuskopio 
tuotiin tilalle onnistuneesti. Virtuaalikoneen tiedostot otettiin käyttöön suoraan 
varmuuskopion hakemistosta sen sijaan, että se olisi kopioitunut muiden 
virtuaalikoneiden kovalevyjen joukkoon.   
4.8 Järjestelmän päivittäminen 
Isäntäkoneen tekstipohjaisesta valikosta löytyy vaihtoehto ”Download and install 
updates”. Lista päivityksistä näyttää pitkälti samalta kuin Windowsin Server-version 
päivitykset (Kuva 11). Päivityksiä tuli jopa Internet Exploreriin, jota ei Hyper-V Serverissä 
ainakaan näy. On kyseenalaista, miksi turhalta näyttäviä päivityksiä tulee asennettavaksi. 
Ilmeisesti Microsoft ei ole saanut karsittua kaikkia ylimääräisiä Windows Server-
käyttöjärjestelmäkomponentteja Hyper-V Serveristä pois. 








Päivitysten asentaminen oli yksinkertaista ja selkeää vaikka päivitysten sisältö jäikin 
mietityttämään. 
4.8.1. Versiopäivitys 
Järjestelmästä tulee Windows Server-käyttöjärjestelmäversioiden tapaan isompia 
versiopäivityksiä ajoittain. Työn kirjoittamisen aikana ilmestyi Hyper-V Server 2012 R2. 
Järjestelmän päivitystä kokeiltiin tähän versioon. Asennuslevykuva luotiin USB-muistille 
käyttäen ”Windows 7 USB/DVD Download Tool”-ohjelmaa.  
Kone käynnistettiin USB-muistilta, mutta järjestelmän päivittäminen ei tätä kautta 
onnistunut vaan päättyi ilmoitukseen, jossa kehotettiin käynnistämään Hyper-V Server 
kovalevyltä ja käynnistämään päivitys sieltä. Päivitys käynnistyi setup.exe-tiedoston 
suorittamisesta USB-muistilta. Tällä kertaa päivitys kaatui ilmoitukseen, jossa kerrottiin 
virtuaalikoneiden olevan yhä päällä. Virtuaalikoneiden sammuttamisen jälkeen 
päivityksessä pääsi eteenpäin. Päivittäminen vastasi pitkälti Windowsin päivittämistä. 
Kone käynnistyi yhteensä neljä kertaa uudelleen päivityksen aikana. Muita 
virheilmoituksia ei tullut ja isäntäkoneen työpöytänäkymä ei muuttunut edellisestä 
versiosta. 
Päivityksen jälkeen virtuaalikoneiden Internet-yhteydet eivät enää toimineet. Ongelma 
ratkesi poistamalla olemassa olevat virtuaalikytkimet ja luomalla ne uudelleen. 
Virtuaalikoneilta piti käydä poistamassa verkkokortti ja asentamassa uusi. 
Ilmeisesti ainakin jotkut uudet R2-version tuomat uudet ominaisuudet ovat käytettävissä 
vain Windows 8.1 hallintakoneesta. Esimerkiksi ”Generation 2”-tasoinen virtuaalikone on 
mahdollista valita graafisesta käyttöliittymästä vain hallittaessa Windows 8.1-
käyttöjärjestelmästä käsin. Myös Integraatiopalveluista löytyy kohta, jonka voi tarjota 
virtuaalikoneelle vain Windows 8.1 kautta hallittaessa. Nämä rajoitukset johtunevat siitä, 
että Hyper-V tulee myös osana Windows Server-käyttöjärjestelmää ja Hyper-V Server on 
vain karsittu versio Windows Server -tuotteesta, jolloin sen hallintaan tarvitaan myös 
samalla tasolla oleva Windows-versio. 
Virtuaalikoneen tasoa (Generation) ei voinut päivittää virtuaalikoneen luomisen jälkeen. 
Toisaalta tämä uudempi taso tukee vain tiettyjä käyttöjärjestelmiä ja sen hyödyt eivät ole 
kovin suuria aikaisempaan tasoon verrattuna17. 
 




Vakiintunut sana virtuaalikoneiden tilannekuville ”Snapshot” on R2-versiossa nimetty 
uudelleen muotoon ”Checkpoint”. Silti export-toiminto teki yhä Snapshots-nimisen 
hakemiston. 
Integraatiopalveluiden osalta Windows Hyper-V Server 2012 R2-versio erottaa Heartbeat- 
ja Integration Services-kohdat omikseen. Integration Services-kohdassa voi lukea ”Update 
required”, ”Up to date” tai ei mitään. 
Uuden Hyper-V-version myötä tuli uudet versiot integraatiopalveluista. Yritettäessä 
päivittää integraatiopalveluita Windows Server 2008 R2:seen Hyper-V:n päivittämisen 
jälkeen, päättyi toiminto virheeseen ”You must upgrade to Service pack 1 or later before 
installing Hyper-V integration services”. Ennen päivittämistä Heartbeat kohdassa luki ”OK 
(No application Data)”. SP1-asennuksen ja integraatiopalveluiden päivittämisen jälkeen 
saatiin tekstit: ”Heartbeat: OK (Applications healthy)” ja ”Integration Services: Up to date”. 
Linux-käyttöjärjestelmistä Integration Services-kohdassa ei lue mitään. 
5. Proxmox VE 
Proxmox VE on avoimen lähdekoodin ilmainen virtualisointijärjestelmä, joka hyödyntää 
KVM- ja OpenVZ-virtualisointiohjelmistoja18. Proxmox VE on rakennettu Debian-linuxin 
päälle. Se on mahdollista asentaa myös aikaisemmin asennetun Debianin päälle. Vaikka 
Proxmox on avoimen lähdekoodin projekti, tarjotaan sivuilla myös maksullisia 
tukisopimuksia (subscription)19. 
5.1 Laitteistovaatimukset 
Proxmox VE vaatii 64-bittisen suorittimen (Intel EMT64 tai AMD64). Mikäli haluaa ajaa 
Windows käyttöjärjestelmiä, tarvitaan myös suorittimen virtualisointituki (Intel VT/AMD-
V). Tarkemmin sanottuna tuki tarvitaan KVM:n täyttä virtualisointia (KVM Full 
Virtualization) varten. Laitteistovaatimusten mukaan Proxmoxille riittäisi yksi gigatavu 
muistia, yksi kovalevy ja verkkokortti20. 







Proxmoxin Internet-sivuilta21 ladattiin levykuvatiedosto asennusta varten. Levykuva 
siirrettiin USB-muistille käyttäen Rufus-ohjelmaa. Asennus kaatui kuitenkin virheeseen 
cd-aseman puuttumisesta. Myöskään ”Linux Live USB Creator”-ohjelmalla22 kirjoitettu 
tiedosto ei toiminut. Virheilmoituksesta päästiin lopulta eroon käyttämällä ”Suse Studio 
Image Writer”-ohjelmaa Proxmox-sivuston ohjeiden mukaan23. Sen lisäksi, että tämä oli 
ainoa toimiva tapa, oli levykuvatiedoston kirjoitus USB-muistille huomattavasti 
nopeampaa. 
Proxmoxin asennusohjelma on selkeä. Ohjelma kysyy perustietoja kuten 
käyttäjätunnuksen ja koneen nimen sekä IP-asetukset. Kovalevyn osiointi tapahtuu 
automaattisesti. Käynnistyminen muistuttaa täysin Debian-linuxin käynnistymistä. 
Lopuksi annetaan ohje, että järjestelmän hallinta löytyy palvelimelle valitusta IP-
osoitteesta (Kuva 12). 
 
Kuva 12: Näkymä isäntäkoneen ruudulla Proxmox-virtualisointijärjestelmän asennuksen jälkeen 
Graafinen hallinta tapahtuu internet-selaimella, jonka kautta asennettiin seuraavaksi 
virtuaalikoneet. Kaikkien virtuaalikoneiden asennus sujui ilman ongelmia.  







Windows-koneiden virtualisointiin käytetään Linuxin KVM-tekniikkaa. Tämä puolestaan 
hyödyntää ajureina virtio-nimistä ajuripakettia24. Virtuaalikoneiden asennusvaiheessa voi 
päättää käytetäänkö geneerisiä laitteita vai asennetaanko virtio-versiot laitteista. Virtio-
versiot löytyivät kovalevyohjaimesta ja verkkokortista. Virtuaalisia komponentteja voi 
vaihdella jälkikäteenkin, mutta oletusasetuksilla luotua kovalevyä ei suoraan voi vaihtaa 
virtio-versioksi. Toimenpide onnistuu ilmeisesti kuitenkin muutaman lisävaiheen avulla25. 
Ajureiden asentamiseen tarvitaan virtio-ajuripaketin sisältävä levykuvatiedosto. 
Tiedostoa ei löydy suoraan Proxmox VE:n Internet-sivuilta, mutta sitä kautta löytyy 
linkkejä muiden Linux-jakeluiden versioihin paketista26. Mikäli Windows-virtuaalikoneen 
luontivaiheessa määritteli paravirtualisoidut versiot kovalevyohjaimesta ja verkkokortista 
käyttöön, piti ajurit asentaa Windowsin asennusohjelman aikana. Windowsin 
asennusohjelma ei löytänyt virtuaalikoneesta kovalevyjä, jolloin asennus ehdotti ajureiden 
hakemista ulkoiselta medialta. Tässä vaiheessa virtuaaliseen Dvd-asemaan piti liittää 
virtio-ajuripaketin sisältävä levykuvatiedosto. Ajurit valittiin asennettavaksi, jonka jälkeen 
asennus jatkui normaalisti. 
Proxmox oli vertailun järjestelmistä ainoa, jossa paravirtualisointiajureiden asentaminen 
ja päivittäminen ei onnistunut suoraan käyttöliittymän valikoiden kautta.  
5.3 Järjestelmän hallittavuus 
Järjestelmän hallinta tapahtuu internet-selaimella. Peruskäyttöliittymä on html-muotoista 
eikä vaadi lisäosien asentamista (Kuva 13). Konsoliyhteys virtuaalikoneeseen vaati 
lisäosan selaimeen vielä ennen versiota 3.3 joka lisäsi tuen ”noVNC”-yhteystavalle, joka 
hyödyntää HTML5-tekniikoita, eikä siten tarvitse lisäosia selaimeen. 







Kuva 13: Proxmoxin web-hallintakäyttöliittymä, tilannekuva-toiminnallisuus 
Proxmox tervehtii käyttäjää jokaisella kirjautumiskerralla viestillä: ”You don’t have a valid 
subscription for this server.” Ilmeisesti tarkoituksena on muistuttaa käyttäjää siitä, että 
maksullisia palvelusopimuksia on olemassa. Tämä on melko rasittava ominaisuus, mutta 
onneksi ikkunasta pääsee eroon lähdekooditiedostoja muokkaamalla27. 
Pienenä epäjohdonmukaisuutena käyttöliittymässä hiiren oikealla painikkeella 
klikkaaminen toimi virtuaalikoneen ollessa valittuna, mutta muissa valikoissa aukesi 
normaali selaimen valikko. 
Tiedostojen lähettäminen palvelimelle onnistui valitsemalla puuvalikosta ”Storage”-
tyyppinen objekti ”Local”. Levykuvatiedoston kopioimisen jälkeen tiedoston koko näytti 
pienemmältä kuin mitä tiedosto oli. Sivua päivitettäessä koko kasvoi koko ajan. Ilmeisesti 
tiedoston lähetys tallensi tiedoston väliaikaiseen hakemistoon, josta se sitten kopioitui 
varsinaiseen hakemistoonsa. 
Proxmoxin käyttöliittymässä alhaalla näkyy listana viimeksi suoritetut ja menossa olevat 
tehtävät, kuten esim. virtuaalikoneen sammuttaminen, tilannekuvan muodostaminen jne. 
Alun perin Proxmoxin konsoliyhteys vaati Java-lisäosan asentamisen selaimeen. Tämä 
konsoliyhteys virtuaalikoneisiin ei toiminut kovin sulavasti, vaan vaati ajoittain ”reload”-




napin painamista. Java itsessään aiheutti myös ylimääräisiä varmistusikkunoita ennen 
kuin suostui käynnistymään. Konsoli-ikkunan avaamisessa tuli yhteensä kolme eri 
ponnahdusikkunaa. Päivitysten myötä Proxmoxiin tuli kaksi uutta konsoliyhteystapaa: 
Spice ja noVNC. Näistä Spice-yhteyden testaaminen kaatui aluksi siihen, että Spice-
ajuripaketin tarjoava Internet-sivu28 oli alhaalla. Kun seuraavalla viikolla sivu oli palannut 
ylös, ladattiin sieltä ”Virt-viewer”-asennuspaketti. Virt-viewer-paketin asennus 
hallintakoneelle ei kuitenkaan toiminut, joten Spice-yhteyttä ei onnistuttu saamaan 
toimimaan. Sen sijaan uusin yhteystyyppi ”noVNC” toimi heti ja oli selkeästi paras 
yhteystapa, sillä mitään varoitusikkunoita ei ilmestynyt eikä mitään lisäosia tarvinnut 
selaimeen asentaa. Tämä konsoliyhteys toimi HTML5-tekniikalla. 
5.4 Ominaisuudet 
Proxmox erottuu joukosta tarjoamalla säiliöihin (container) perustuvan OpenVZ-
virtualisointivaihtoehdon. Käyttöjärjestelmän asentaminen säiliöön vaatii esiasennetun 
käyttöjärjestelmämallipohjan (”template”) käyttöä. Valmiita mallipohjia voi ladata 
OpenVZ:n sivuilta29. Proxmox osaa ladata näitä pohjia myös suoraan käyttöliittymästä. 
Tähän virtualisointia muistuttavaan tekniikkaan ei kuitenkaan perehdytä enempää tämän 
työn puitteissa. 
Proxmox-palvelimeen on mahdollista ottaa SSH-yhteys suoraan. Kirjautumisen jälkeinen 
tervetuloviesti näyttää samalta kuin Debian Linuxissa. 
Tilannekuvien ottaminen onnistui Proxmoxissa hyvin. Tilannekuvan pystyi ottamaan 
myös ilman RAM-muistin sisältöä. Tilannekuvat muodostivat samanlaisen puumaisen 
rakenteen (Kuva 13) kuin Hyper-V Serverissäkin. Virtuaalikoneen konsoliyhteyttä tai 
Proxmoxin käyttöliittymää ei voinut käyttää tilannekuvan ottamisen, palauttamisen tai 
poistamisen aikana.  
Virtuaalikoneen kovalevyn kokoa pystyi kasvattamaan. Hyper-V Serverin tapaan, 
kovalevyn kasvatus ei onnistunut, mikäli virtuaalikoneesta oli otettu tilannekuvia. 
Kovalevyn kasvatus onnistui vaikka virtuaalikone on käynnissä. Virtuaalikoneen 
käyttöjärjestelmä tosin huomasi kasvatuksen vasta kun se oli kerran sammutettu ja 
käynnistetty uudelleen. 





Virtuaalikovalevyn poistaminen virtuaalikoneelta lisäsi kovalevyn ”unused disk”-nimisenä 
kohtana kyseisen virtuaalikoneen asetuksiin. Poistamalla tämän asetusrivin, poistui 
varsinainen tiedostokin oikeasti kovalevyltä. 
Fyysisen kovalevyn lisääminen virtuaalikoneeseen ei onnistunut graafisen käyttöliittymän 
kautta. Lisääminen onnistui kuitenkin SSH-yhteyden avulta komentoriviltä. Lisäämiseen 
käytettiin qm-ohjelmaa seuraavalla komennolla: 
qm set 106 -ide1 /dev/sdb 
Komennossa 106 on kohde-virtuaalikoneen yksilöivä id-numero, ide1 on jokin vapaa 
neljästä ide-portista ja /dev/sdb on haluttu kovalevy, joka lisätään. Komento lisää 
asetusrivin virtuaalikoneen asetustiedostoon, joka sijaitsee hakemistossa /etc/pve/qemu-
server. Tämän jälkeen kovalevy näkyy myös Proxmoxin käyttöliittymässä. 
Proxmoxin luomat virtuaalikovalevytiedostot ovat oletuksena dynaamisesti kasvavia. 
Proxmox hyödyntää tässä Linuxin Sparse file-tekniikkaa30. 
Proxmox VE näyttää kokonaismuistin määräksi 3,79Gt. Muistia voi lisätä 
virtuaalikoneeseen sen ollessa päällä, mutta asetus astuu voimaan vasta virtuaalikoneen 
uudelleenkäynnistyksen jälkeen. Muistia pystyi antamaan virtuaalikoneiden käyttöön 
enemmän kuin mitä muistia oli isäntäkoneeseen asennettu eikä rajoituksia useamman 
virtuaalikoneen käynnistämisessä samaan aikaan havaittu. 
5.5 Resurssien seuranta 
Paikallisesta kovalevystä näkee sen koon ja paljonko kovalevytilaa on käytetty. 
Virtuaalikoneista näkee suorittimen, muistin ja kovalevyn käytön. Lisäominaisuutena 
virtuaalikoneista näkee, kauanko ne ovat olleet päällä. 
Proxmox piirtää graafeja suorittimen, muistin ja verkon käytöstä. Graafeista löytyy tunti-, 
päivä-, viikko-, kuukausi- ja vuosinäkymät. Tietoja voi tarkastella isäntäkone- tai 
virtuaalikonekohtaisesti. Virtuaalikoneista on lisäksi ”Disk I/O”-viivakaavio. 
Lämpötiloja tai kovalevyjen SMART-tietoja ei käyttöliittymästä oletuksena näe, mutta 
koska Proxmox on rakennettu Debianin päälle, pystyy Debianin paketinhallinnasta 
löytyviä ohjelmia käyttämään komentoriviltä. Testikokoonpanosta saatiin lm-sensors-
paketin avulla näkyviin suorittimen ja emolevyn lämpötila. Myös kovalevyistä saatiin 




lämpötilat käyttäen hddtemp-ohjelmaa sekä SMART-tiedot käyttäen smartctl-ohjelmaa. 
Hyödyllisempää toki olisi jos Proxmox itse valvoisi lämpötiloja ja varoittaisi liian korkeista 
lämpötiloista tai muista ongelmista. Nyt seuranta täytyy itse toteuttaa jollain tavalla. 
5.6 Suorituskykymittaukset 
Ubuntu-virtuaalikoneella suoritetun tietokantatestin lopputulos oli 685 TPS. 
Speedtest Windows 2008 R2 -virtuaalikoneessa antoi tulokseksi noin 104Mt/s 
latausnopeus ja lähetysnopeudeksi 9,5Mt/s. Tulokset olivat linjassa hallintakoneen 
tulosten kanssa. Suorittimen käyttö oli sivun mainosten takia lähellä sataa prosenttia jo 
ennen testin aloitusta. 
5.7 Virtuaalikoneiden varmuuskopiointi 
Proxmoxissa varmuuskopiointitoiminto löytyy suoraan käyttöliittymästä31. 
Varmuuskopioita voi tehdä heti, tai varmuuskopioinnin voi ajastaa halutuiksi ajanhetkiksi. 
Varmuuskopiointi-toiminto käyttää Proxmoxin versiosta 2.3 eteenpäin Proxmoxin omaa 
VMA-tiedostomuotoa32. Varmuuskopioinnissa syntyneen tiedoston voi määritellä 
pakkautuvaksi automaattisesti joko ”gzip”- tai ”lzo”-tiedostomuotoon. Näistä lzo-muoto on 
nopeampi pakata tai purkaa ja gzip-muoto pienempään tilaan pakkautuva. 
Varmuuskopiointia varten pitää aluksi määritellä ”storage”. Storage-tyypiksi ei voi valita 
Windows-levyjakoa suoraan. Koska käyttöjärjestelmä Proxmoxin alla on kuitenkin Debian, 
niin on mahdollista käyttää Linuxin fstab-tiedostoa ja liittää Windowsin levyjako Linuxin 
hakemistoon33. Tiedostoon lisättiin rivi: 
//viima/virtujako /mnt/samba1 cifs 
username=virtubackup,password=virtubackup,domain=KOTI 0 0 
Jako otettiin käyttöön komennolla: 
mount //viima/virtujako 








Tämän jälkeen Proxmoxin web-hallinnassa lisättiin Storage-valikossa uusi Directory-
tyyppinen Storage. 
Ensimmäisellä yrityksellä Ubuntu-koneen varmuuskopiointi hallintakoneelle onnistui ja 
kesti 7 minuuttia paremmalla gz-pakkauksella. Windows-virtuaalikoneen ensimmäinen 
varmuuskopiointiyritys päättyi timeout-virheeseen. Toinen yritys ei edennyt 5% 
pidemmälle, vaan jäi jumiin. Virtuaalikone jäi lukittuun tilaan: ”Error: VM is locked 
(backup)”, eikä konetta pystynyt käynnistämään edes isäntäkoneen 
uudelleenkäynnistyksen jälkeen. Virtuaalikoneen pystyi vapauttamaan ssh-yhteyden 
kautta komennolla qm unlock 101, jossa 101 on virtuaalikoneen yksilöivä numero. 
Useasta uudelleenyrityksestä huolimatta Windows-virtuaalikonetta ei saatu 
varmuuskopioitua tällä menetelmällä. 
Varmuuskopiointitoimintoa kokeiltiin isäntäkoneen paikalliselle kovalevylle ja tällöin 
varmuuskopiointi onnistui. Varmuuskopio oli mahdollista tehdä myös päällä olevasta 
virtuaalikoneesta. Onnistuneen varmuuskopion pystyi palauttamaan, kunhan 
virtuaalikone oli sammutettu. Windows-virtuaalikone ilmoitti ”Windows did not 
shutdown correctly”-virhettä, mikäli varmuuskopio oli otettu päällä olevasta 
virtuaalikoneesta. Varmuuskopiot on nimetty virtuaalikoneen id:n mukaan, joka on 
järjestysnumero sadasta ylöspäin. Koska virtuaalikoneen nimeä ei käytetä 
tiedostonimessä, oikean varmuuskopion löytäminen on hankalaa ja tiedostojen kanssa saa 
olla tarkkana (Kuva 14). 
 
Kuva 14: Varmuuskopioiden nimet Proxmox VE:ssä 
Proxmox VE ei tarjoa export-toimintoa virtuaalikoneille. Koska varmuuskopiointi piti 
nimenomaan suorittaa hallintakoneelle, kokeiltiin seuraavaksi 
virtuaalikovalevytiedostojen kopiointia suoraan. Windows-virtuaalikoneen 
levykuvatiedosto kopioitiin hakemistosta /var/lib/vz/images. Kopioinnissa kesti 31 
minuuttia ja varmuuskopio vei tilaa 32Gt. Kopiointi tehtiin WinSCP-ohjelmalla. Ilmeisesti 
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koko määräytyy Proxmoxin virtuaalikovalevyjen koon oletusarvon mukaan, joka on tuo 
32Gt, sillä Linux-virtuaalikoneen varmuuskopio vei saman verran tilaa ja kopiointi kesti 
yhtä kauan. Selkeästi kovalevytiedostojen kopiointi suoraan ei ole järkevä tapa 
varmuuskopiointiin.  
Varmuuskopiointi Proxmox  VE:ssä päätettiin toteuttaa siten, että varmuuskopio tehdään 
ensin paikalliselle kovalevylle, jonka jälkeen se kopioidaan hallintakoneelle käyttäen 
WinSCP-ohjelmaa. Muihin järjestelmiin verrattuna huonona puolena tässä on 
kaksivaiheisuuden lisäksi se, että varmuuskopioille pitää olla hetkellisesti tilaa myös 
isäntäkoneella. Aikaa paremmin pakatun gz-tiedoston luomiseen ja kopiointiin 
isäntäkoneelle Windows-virtuaalikoneen tapauksessa kului noin 13min ja varmuuskopio 
vei tilaa sen 2,8Gt. Linux-virtuaalikoneessa vastaavat luvut olivat 2min ja 0,3Gt.  
Varmuuskopiointia voisi mahdollisesti nopeuttaa asentamalla isäntäpalvelimelle Samba-
ohjelmisto ja suorittamalla varmuuskopiointitiedoston kopiointi Windows-
hallintakoneelle sen kautta, mutta tätä ei lähdetty kokeilemaan. 
5.8 Järjestelmän päivittäminen 
Proxmoxin päivittäminen onnistuu samalla tavalla kuin Debian Linuxin päivittäminen: 
apt-ohjelman ja pakettivarastojen (repository) avulla. Kaupallistumisesta kertoo se, että 
ilmaiselle versiolle ja kaupalliselle versiolle on eri pakettivarastot. Kaupallisen version 
pakettivarastosta ei kuitenkaan löydy uusimpia versioita paketeista, vaan uusimmat 
versiot paketeista tulevat ensiksi ilmaisen version pakettivarastoon34. Tämän seurauksena 
kaikki ilmaisen version käyttäjät tekevät käytännössä vielä viimeisen 
virheentarkastuskierroksen ennen kuin paketit julkaistaan kaupallisen version 
pakettivarastoon. Tekijät väittävät, että ilmaisen version paketit ovat jo varsin kattavasti 
testattu nekin, vaikka suosittelevat toki kaikille maksullista versiota tuotantokäyttöön. 
Päivittämistä kokeiltiin käyttöliittymästä löytyvän ”Update”-toiminnon kautta. 
Ensimmäinen päivittämisyritys päättyi virheeseen. Update-toiminto sai ladattua Debianin 
omat päivitykset, mutta antoi samaa ”You don’t have a valid subscription for this server”-
virhettä kuin sisäänkirjautumisen yhteydessä, eikä löytänyt Proxmoxin omia päivityksiä. 
Pakettivaraston päivitysosoite piti käydä komentorivin kautta itse vaihtamassa35. 
Pakettivaraston osoitteen vaihtamisen jälkeen päivittämistä yritettiin uudelleen. Sama 






virhe toistui vielä pari kertaa, mutta lopulta päivitys otti konsoliyhteyden Proxmox-
palvelimeen, jossa käyttäjä joutui hyväksymään ”apt-get dist-upgrade” komennon 
suorituksen. Päivitys tehtiin versiosta 3.1-21 versioon 3.2-4.  
Koska käyttöliittymästä löytyvä päivitystoiminto lopulta ottaa kuitenkin konsoliyhteyden 
isäntäkoneeseen, kannattaa päivittäminen ehkä suorittaa alusta alkaen komentorivin 
kautta. Komentoriviltä tehtynä päivittäminen menee samalla tavalla kuin Debian Linuxin 
päivittäminen.  
5.8.1. Versiopäivitys 
Proxmoxin isompaan versiopäivitykseen oli kaksi vaihtoehtoa: täysin uusi asennus ja 
virtuaalikoneiden palautus varmuuskopioista tai asennuskomentojonon suorittaminen 36. 
Versiopäivitystä varten testikokoonpano tyhjennettiin ja tilalle asennettiin versio 2.3. 
Proxmoxin vanhemman version etsiminen aiheutti töitä, sillä tekijät eivät suoraan jaa 
vanhoja versioita sivullaan. Selvittämällä version tarkan tiedostonimen onnistui 
lataaminen Proxmoxin download-sivulta oikea url-osoite arvaamalla. Proxmoxin 
asentaminen toisen Proxmox-version päälle ei onnistunut, vaan päättyi virheeseen. 
Asennus onnistui tuhoamalla levyn sisältö ensin erillisellä apuohjelmalla (Killdisk37). On 
siis mahdollista, että myöskään uusi Proxmox-asennus ei onnistu, jos levyllä on jokin muu 
käyttöjärjestelmä asennettuna. Tämä hankaloittaa tarpeettomasti muuten yksinkertaista 
asennusta. 
Proxmoxin asennuksen valmistuttua, asennettiin siihen kaksi virtuaalikonetta, Debian ja 
Windows, jotta nähdään miten versiopäivitys vaikuttaa virtuaalikoneiden toimintaan. 
Päivitys kokeiltiin tehdä komentojonotiedostoa käyttäen. Päivityksessä suositellaan 
varmuuskopion ottamista sekä virtuaalikoneista että Proxmoxin asetuksista. Ensin 
Proxmox päivitettiin ohjeen mukaan ajan tasalle käyttäen pohjalla olevan Debianin apt-get 
update ja apt-get upgrade-komentoja. Proxmoxin versiossa 2.3 ei vielä ollut 
käyttöliittymä-näkymää päivityksille.  
Komennon suoritus meni läpi ilman virheitä ja lopuksi isäntäkone piti 
uudelleenkäynnistää. Virtuaalikoneet toimivat kuten aiemminkin, eikä ongelmia 
esiintynyt. Koska paravirtualisointiajureiden versiot eivät suoraan vastaa Proxmoxin 





versioita, (uusimmat ajurit olivat jo asennettu virtuaalikoneiden luontivaiheessa) 
uudempia ajureita ei virtuaalikoneisiin tarvinnut päivittää. 
6. VMware vSphere Hypervisor 
VMware on amerikkalainen kaupallinen yritys, joka on perustettu vuonna 199838. 
VMwarelta löytyy useita tuotteita sekä työpöydän että palvelinten virtualisointiin39. 
VMware vSphere (aikaisemmin VMware ESX Server) on maksullinen tyypin I VMM, joka 
asennetaan suoraan palvelinraudan päälle. VMware tarjoaa ilmaiseksi rajoitettua versiota 
tästä nimeltään VMware vSphere Hypervisor, joka tunnettiin aiemmin nimellä ESXi. ESXi-
sanaa käytetään yhä viittaamaan isäntäkoneen käyttöjärjestelmään sekä 
dokumentaatiossa, että hallintaohjelmissa. 
6.1 Laitteistovaatimukset 
VMware vSphere Hypervisorin version 5.5 vaatimukset ovat seuraavat [VSP14]: 
- 64-bittinen suoritin 
- vähintään kaksi ydintä suorittimessa 
- LAHF and SAHF -käskyjen tuki suorittimessa40 
- NX/XD-bit-toiminnallisuus suorittimelle BIOS:sissa 
- vähintään 4Gt muistia, 8Gt suositellaan 
- 64-bittisille virtuaalikoneille vaaditaan suorittimen virtualisointituki (Intel VT tai 
AMD RVI) 
- vähintään yksi tuettu gigabitin verkkokortti 
Kaikkien valmistajien tuotteet eivät ole tuettu. VMwarella on yhteensopivuuslistat41, mutta 
niiltä on vaikea löytää tavallisia kuluttajille suunnattuja tuotteita. Tuote saattaa kuitenkin 
toimia hyvin, vaikka sitä ei olisikaan virallisesti tuettu. 









Asennustiedosto ladattiin VMwaren sivuilta. Tiedoston lataaminen edellyttää tunnuksen 
tekemistä VMwaren sivuilla. Samalta sivulta, mistä lataus löytyy, löytyy myös 
lisenssiavain. Hypervisor toimii 60 päivää ilman avainta, jonka aikana kaikki toiminnot 
ovat käytössä, mukaan lukien kaupallisen lisenssin vaativat toiminnot. 
CD-levykuva asennettiin muistitikulle käyttäen Rufus-ohjelmaa. Asennus oli 
yksinkertaista. Asennusohjelma kysyy mille kovalevylle Hypervisor asennetaan ja 
varoittaa, jos levyllä on olemassa olevaa dataa. Asennus käynnistää koneen kerran 
uudelleen. Hypervisor käyttää oletusasetuksia verkkoasetusten suhteen. Näitä pääsee 
muokkaamaan yksinkertaisten asetusvalikoiden kautta isäntäkoneella. 
Hypervisorin hallintaa varten ladataan VMware vSphere Client-ohjelma isäntäkoneen IP-
osoitteen takaa löytyvältä html-sivulta. Tarjolla on myös komentorivipohjainen työkalu, 
josta on olemassa myös Linux-versio.  
Virtuaalikoneiden asennukset sujuivat ilman ongelmia. Havaittiin, että uuden 
virtuaalikoneen luonti näyttää tarjoavan oletuksena virtuaalikoneille eri virtuaali-
verkkokortteja käyttöjärjestelmävalinnan perusteella.  
6.2.1. Paravirtualisointiajurit 
VMwaren paravirtualisointiajurit ovat nimeltään VMware tools. VMware tools-paketin 
asennus Windowsiin onnistui helposti valikon kautta. Käytännössä Hypervisor lisää 
virtuaalisen CD-levyn virtuaalikoneeseen. Tämän jälkeen Windows ehdottaa setup.exe-
tiedoston ajamista. Asentaminen tapahtuu next-next-next-periaatteella.  
VMware tools-paketin asennus Linuxiin tapahtuu hieman toisin. Asennuksen aloittaminen 
ei näy mitenkään ainakaan täysin komentorivipohjaisessa Linuxissa. CD-levy täytyy 
kiinnittää (mount) johonkin hakemistoon, jonka jälkeen pääsee sisältöön käsiksi. Linux-
versiossa cd-levyllä on vain pakattu tiedosto, joka täytyy ensin kopioida virtuaalikoneelle 
ja sitten purkaa.  Purkamisen jälkeen ajettava asennustiedosto löytyy. Asennusohjelma 
kysyy useita kysymyksiä käytettävään Linux-julkaisuun liittyen. Asennettavaan Ubuntu-




VMwaren paravirtualisointiajureista on olemassa myös avoimen lähdekoodin versio 
nimeltä open-vm-tools42. Tämä versio löytyy tiettyjen Linux-käyttöjärjestelmien 
pakettienhallinnan kautta. Debian-virtuaalikoneessa VMware Tools-paketin asennuksen 
käynnistäminen ehdotti open-vm-tools-paketin asentamista VMware Tools-paketin sijaan. 
Tämän pystyi asentamaan komennolla:  
apt-get install open-vm-tools 
Asennus onnistui ja VMware ilmoittaa käytössä olevan nyt ”3rd-party/Independent”-
versio VMware Tools-paketista. 
6.3 Järjestelmän hallittavuus 
Järjestelmän hallinta tapahtuu vSphere Client-sovelluksella. vSphere Client-sovellus toimii 
vain Windows-käyttöjärjestelmällä. Client vei asennettuna yli 600MB kovalevytilaa 
hallintakoneelta. 
 
                                                             
42 
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&exter




Kuva 15: VMware Hypervisorin hallintaohjelma vSphere Client 
Tiedostojen tallentaminen Hypervisoriin onnistui Datastore browser-ikkunan kautta, 
jonka löytäminen käyttöliittymästä oli hankalaa. Toiminto löytyi tietovaraston (storage) 
nimen kohdalta hiiren oikean napin valikon takaa. Tiedostoja pystyi lisäämään yksi 
kerrallaan tai yksi hakemisto kerrallaan. Vedä-ja-pudota-toiminnallisuus (drag and drop) 
ei toiminut, vaan tiedosto piti hakea erillisen valintaikkunan kautta. 
Virtuaalikoneiden asetusten muuttaminen oli yksinkertaista. Myös konsoliyhteys 
virtuaalikoneeseen toimi pääosin hyvin. Välillä konsoli-ikkuna ei suostunut tulemaan 
takaisin esiin, mikäli se oli pienennettynä alapalkkiin. vSphere Client näyttää selkeästi 
milloin paravirtualisointiajurit ovat asennettu. vSphere-client-ohjelman alaosassa näkyy 
tehtävälista, jossa näkyy historia käyttöliittymän kautta viimeksi suoritetuista asioita. 
Tämä ”Recent tasks”-listaus on kuitenkin lyhyt ja tyhjenee itsestään nopeasti. Tämän takia 
hyödyllinen historia saattaa hävitä. Jotkin tapahtumista tallentuvat myös ”event”-




Hypervisor tukee tilannekuvien ottamista. Tilannekuvan voi ottaa vaikka kone olisi päällä. 
Tilannekuvat järjestyvät puumaiseen rakenteeseen, kuten aiemmissakin testatuissa 
järjestelmissä. Tilannekuvan ottaminen ja siihen palaaminen toimi odotetusti.  
vSphere Client ilmoitti, että isäntäkoneen muistista oli käytössä yli gigatavu vaikka yhtään 
virtuaalikonetta ei ollut käynnissä. Toisaalta muistia pystyi antamaan virtuaalikoneille 
käyttöön enemmän kuin mitä sitä oli isäntäkoneella. Muistia ei voinut lisätä käynnissä 
olevalle virtuaalikoneelle.  
VMware Hypervisor tarjoaa toiminnon nimeltä resurssipoolit. Resurssipooliin lisätyille 
virtuaalikoneille voi varata käyttöön tietyn määrän resursseja isäntäkoneen suorittimelta 
ja muistista. Resurssipoolin avulla voi myös rajoittaa virtuaalikoneiden saamia resursseja. 
Näiden käytännön toimivuutta ei testattu. Resurssipoolit toimivat samalla 
virtuaalikoneiden ryhmittelyn apuvälineenä käyttöliittymässä. 
Hypervisor-palvelimeen oli mahdolllista ottaa SSH-yhteys. SSH-yhteyden ottaminen 
isäntäkoneeseen edellytti konfiguraatiomuutosta (configuration-välilehdeltä services-
kohta). Ilmeisesti tätä pidetään tietoturvauhkana, sillä vSphere Client muistutti etusivulla, 
että yhteys on auki otsikolla ”configuration issues”. SSH-yhteys toimi samalla tunnuksella 
ja salasanalla kuin vSphere Client. 
VMware käyttää omaa tiedostojärjestelmäänsä nimeltä VMFS. Virtuaalikoneita voi 
tallentaa vain VMFS-muotoon alustetulle levylle.  Tämä saattaa hankaloittaa vikatilanteista 
toipumista, koska VMFS-muodossa oleva kovalevy ei ole suoraan luettavissa muissa 
käyttöjärjestelmissä.  
VMware kutsuu automaattisesti kasvavaa virtuaalikoneen kovalevytiedostoa nimellä Thin 
Provision. Virtuaalikoneen luontivaiheessa voi valita käytetäänkö Thin Provisionia vai 
luodaanko kiinteäkokoinen kovalevytiedosto. Asennettu Windows-käyttöjärjestelmä 
näytti vievän noin 7 gigatavua tilaa. Ubuntu vei reilun gigatavun, Debian kaksi. 
Levyn kytkemistä suoraan virtuaalikoneen käyttöön kutsutaan VMwaressa nimellä ”Raw 
Device Mapping (RDM)”. Kytkeminen ei onnistu vSphere Clientin kautta, mutta 
kytkemiseen konsoliyhteyden kautta on olemassa ohjeita43. RDM-tiedoston luominen 
onnistui seuraavalla komennolla: 







Komento loi ”valekovalevyn”, jonka koko näytti yhtä isolta kuin yhdistetyn kovalevyn 
koko, mutta oikeasti se vei tilaa vain vähän.  Kovalevytiedoston luomisen jälkeen se 
määriteltiin olemassa olevana kovalevynä käyttöön jollekin virtuaalikoneelle. Tämän 
jälkeen virtuaalikoneen käyttöjärjestelmä näkee fyysisen kovalevyn.  
6.5 Resurssien seuranta 
Virtuaalikoneita pystyi seuraamaana monipuolisesti. Virtuaalikoneista näki viivakaavion 
muodossa suoritin-, muistin-, levyn- ja verkonkäytön. Viivakaaviosta pystyi 
tarkastelemaan viimeisen tunnin ajalta tiedot virtuaalikonekohtaisesti tai 
isäntäkonekohtaisesti. Ilmeisesti ilmaisversio rajoittaa seurantajakson pituuden 
säätämisen, joten tiedot näki vain viimeisen tunnin ajalta. Perustiedoista näki lisäksi 
virtuaalikoneen IP-osoitteen ja DNS-nimen. 
Rautatason seuranta on heikkoa. vSphere Client ei osaa listata tietoja, kuten lämpötiloja tai 
kovalevyjen SMART-tietoja, ellei palvelimena ole tuettua merkkivalmistajan palvelinta. 
Merkkivalmistajan täytyy toteuttaa ”CIM provider”-toiminnallisuus44.   
6.6 Suorituskykymittaukset 
Ubuntu-virtuaalikoneella suoritetun tietokantatestin lopputulos oli 862.51 TPS. 
Speedtest Windows 2008 R2 -virtuaalikoneessa antoi tulokseksi noin 106Mt/s 
latausnopeus ja lähetysnopeudeksi 9,7Mt/s. Tulokset olivat linjassa hallintakoneen 
tulosten kanssa. Suorittimen käyttö oli sivun mainosten takia lähellä sataa prosenttia jo 
ennen testin aloitusta. 
6.7 Virtuaalikoneiden varmuuskopiointi 
vSphere Hypervisor ei tarjoa valmista varmuuskopiointitoimintoa. Tarjolla on kuitenkin 
”Export”-toiminto virtuaalikoneille. Virtuaalikoneen voi viedä OVF- tai OVA-
tiedostomuotoon, joista OVA on parempi vaihtoehto, koska se luo vain yhden tiedoston. 
Molemmat tiedostomuodot veivät suunnilleen saman verran tilaa. Windows-koneen 




varmuuskopiointi kesti noin 4,5 minuuttia ja varmuuskopio vei tilaa 3,3Gt. Ubuntu-
virtuaalikoneen varmuuskopiointi kesti noin 0,5 minuuttia ja sen varmuuskopio vei tilaa 
noin 0,3Gt. vSphere Clientin oma arvio varmuuskopiointiin tarvittavasta ajasta ei pitänyt 
paikkaansa vaan varmuuskopio syntyi nopeammin. 
Yritettäessä palauttaa varmuuskopiota käyttöön päädyttiin virheilmoitukseen: "Failed to 
deploy OVF package. The Task was canceled by a user". Virhe johtui siitä, että 
virtuaalikoneeseen oli jäänyt levy sisään virtuaaliseen DVD-asemaan. Vaihtamalla ISO-
tiedoston tilalle ”Client Device” virtuaalikoneen DVD-aseman asetuksissa ennen 
varmuuskopiointia, estettiin virhetilanteen syntyminen palauttamisvaiheessa. Onneksi 
virheestä on ilmeisesti mahdollista päästä eroon myös jälkikäteen muokkaamalla OVF-
tiedoston sisältöä45.  
Käynnissä olevalle virtuaalikoneelle ei export-toimintoa voinut tehdä. Käynnissä olevan 
virtuaalikoneen tiedostoja ei myöskään voinut kopioida ”Browse Datastore”-toiminnolla 
isäntäkoneen http-sivuston kautta tai WinSCP-ohjelmalla, vaan kaikki yritykset kaatuivat 
virheilmoituksiin. Ilmeisesti ilmaisesta versiosta on lisäksi karsittu pois myös rajapinta 
kolmansien osapuolten varmuuskopiointiohjelmistoja ajatellen46. 
6.8 Järjestelmän päivittäminen 
VMwaren päivittämiseen on olemassa 226-sivuinen päivitysohje [VSP14]. Ohje on pitkä, 
koska se on suunnattu kaupallisen version klusteriasennuksen päivittämiseen. Ohjeessa 
kerrotaan VMwaren versionumeroinnista seuraavaa: isommaksi päivitykseksi lasketaan 
päivitykset, joissa versionumero muuttuu, esim. versionumeron vaihto versiosta 5.0 
versioon 5.1. Päivitykset taas ovat nimettykin päivityksiksi esim. ”5.1. Update 1”. 
Ihmetystä herättää se, miksei päivityksen nimi ole esim. 5.1.1. Varsinkin, koska näiden 
päivitysten lisäksi on kuitenkin olemassa vielä pienempiä päivityksiä, joita VMware 
kutsuu ”patch”-termillä. Näiden avulla paikataan esim. tietoturva-aukkoja, mutta myös 
korjataan bugeja. VMware suosittelee näiden asentamiseen VMware Update Manager-
tuotetta, mutta tuote kuuluu vain maksulliseen versioon47. Patch-pakettien asentaminen 
ilmaisessa versiossa ei ole yksinkertaista48.  








Nykyisen ESXi-asennuksen versionumeron voi tarkastaa Help-About-valikon kautta. 
Asennettuun 5.5-versioon löytyi yksi patch-päivitys (ESXi550-201410001). Tämän 
asentaminen testattiin. Patch-tiedosto ladattiin VMwaren sivuilta sisäänkirjautumisen 
jälkeen. Tiedosto siirrettiin isäntäkoneelle Datastore Browserin kautta, jonka jälkeen 
isäntäkoneeseen otettiin SSH-yhteys. Asennus käynnistettiin komennolla: 
esxcli software profile update -d /vmfs/volumes/datastore1/ISO/ESXi550-
201410001.zip -p ESXi-5.5.0-20141004001-standard 
Asennus meni läpi ja tämän jälkeen isäntäkone piti itse käynnistää uudelleen. 
Käynnistyksen jälkeen versionumero oli vaihtunut, mutta muita muutoksia ei havaittu. 
6.8.1. Versiopäivitys 
Versiopäivitystä testattiin päivittämällä Hypervisor versiosta 5.1 versioon 5.5. Asennus-
levykuva ladattiin tuttuun tapaan VMwaren sivuilta. CD-levykuva kopioitiin muistitikulle 
käyttäen Rufus-ohjelmaa. 
Asennusohjelma toimii samalla tavalla kun perusasennuksessakin siihen pisteeseen asti, 
kunnes valitaan kovalevy, johon Hypervisor asennetaan. Valitessa olemassa oleva 
Hypervisor-asennus, kysyy asennusohjelma mitä tehdään. Vaihtoehtoina on päivittää 
olemassa oleva asennus ja säilyttää levyjärjestelmän sisältö, asentaa Hypervisor tyhjänä ja 
säilyttää levyjärjestelmän sisältö tai asentaa Hypervisor tyhjänä ja tyhjentää myös 
levyjärjestelmän sisältö. Näistä valittiin ensimmäinen vaihtoehto. Tässä vaiheessa asennus 
kaatui virheeseen, että isäntäkoneella on liian vähän muistia: 3,94GiB kun 4,0GiB 
tarvitaan. Ilmeisesti tarkistuksen ohittaminen ei aiheuttaisi ongelmia49, koska kyseessä on 
kuitenkin niin merkityksetön ero käytettävissä olevan muistin suhteen. Tässä vaiheessa 
päätettiin vaihtaa palvelimen yksi gigatavun muistikampa kahden gigatavun 
muistikampaan väliaikaisesti, jotta asennus saatiin vietyä loppuun. Asennuksen jälkeen 
muistikampa vaihdettiin takaisin. 
Asennuksen jälkeen täytyy myös asentaa versio 5.5 VMware vSphere Client-ohjelmasta. 
vSphere Client kertoo nyt, että uusien toimintojen hallinta tapahtuu vSphere Web Clientin 
kautta. Tämä osa vSphere-pakettia ei kuitenkaan kuulu ilmaisen version piiriin. 
Käytännössä uudet ominaisuudet jäävät siis ilmaisversion käyttäjien ulkopuolelle. 





vSphere Client kertoo päivityksen jälkeen, että VMware Tools-paketit pitäisi päivittää. 
Valitessa Tools-paketin asennuksen, tarjolla on nyt myös automaattinen päivitys-
vaihtoehto. Päivitys toimii taustalla eikä näy käyttöjärjestelmässä. Automaattinen päivitys 
onnistui kaikkiin virtuaalikoneisiin. 
Myös Virtual Hardware olisi mahdollista päivittää version 10. Mikäli päivityksen tekee, 
kertoo vSphere Client jatkossa aina ponnahdusikkunalla, että vain version 8 
toiminnallisuuksia pystyy muokkaamaan sen kautta. Muihin tarvitaan maksullisen version 
Web Client. Ilmaisversion käyttäjän ei tätä toimintoa siis kannata tehdä. 
7. Citrix XenServer 
Xen on avoimen lähdekoodin VMM-ohjelmisto, jonka kehitystä johti Ian Pratt Cambridgen 
yliopistosta [WiG07]. Nykyisin sitä kehitetään avoimen lähdekoodin yhteisönä 
yhteistyössä suurten tietotekniikkavalmistajien kanssa. Xenin voi asentaa joko 
kokonaisena virtualisointialustana tai komponentiksi käyttöjärjestelmään. Siitä on 
olemassa versiot monille eri alustoille, mukaan lukien x86-alustalle. Xenissä lähtökohtana 
on ollut säilyttää sekä tehokkuus että toiminnallisuus [BAF03]. Tavoitteena on pystyä 
tukemaan jopa 100 virtuaalikonetta yhdellä palvelimella.  
Citrix XenServer on Xenin tekniikkaan pohjautuva tyypin I virtualisointialusta. Ilmainen 
versio kaupallisesta XenServer-järjestelmästä on aiemmin tunnettu nimellä XCP. 
Kesäkuussa 2013 Citrix muokkasi aiemmin kaupallisen Xenserver-järjestelmän olemaan 
nyt täysin avointa lähdekoodia. Tämän takia XCP-nimeä kantavaa versiota ei enää julkaista 
erikseen. XenServerin voi asentaa ilmaiseksi ja siitä löytyy samat ominaisuudet, jotka 
löytyivät aiemmin XCP:stä50, 51. 
7.1 Laitteistovaatimukset 
XenServerin laitteistovaatimukset löytyvät asennusohjeesta [Cit14]: 
 64-bittinen suoritin, minimissään 1,5Ghz 
 Intel VT tai AMD-V virtualisointituki suorittimessa Windows-virtuaalikoneiden 
suoritusta varten 
 2Gt muistia (4Gt suositus) 






 16Gt kovalevytilaa paikalliselta kovalevyltä, 60Gt suositus 
 100 Megabitin verkkokortti, gigabitin verkkokortti suositeltu 
Tuettujen komponenttien osalta Xenille ylläpidetään omaa yhteensopivuuslistaa52, mutta 
kuten VMwarenkin tapauksessa, myös muut kuin listalla olevat tuotteet voivat toimia 
hyvin. 
7.2 Asennus 
XenServerin voi ladata Xenserverin Internet-sivuilta53. Myös Windows-hallintaohjelmisto 
(XenCenter Windows Management Console) löytyy samasta paikasta. 
XenServerin asennustiedosto kopioitiin USB-tikulle käyttäen Rufus-ohjelmaa. Asennus oli 
yksinkertaista: asennusohjelma kysyi mille kovalevylle XenServer asennetaan. Tämän 
jälkeen valittiin myös Virtual Machine Storageksi sama kovalevy. Tässä vaiheessa myös 
”thin provisioning” kytkettiin päälle. Asennusohjelma kysyy halutaanko käyttää 
”Supplemental Pack”-tiedostoja asennuksen aikana. Seuraavaksi määriteltiin salasana, 
verkkokortti ja IP-asetukset. Asennusohjelma oli erittäin selkeä.  
XenCenter-hallintaohjelman pystyi asentamaan menemällä isäntäkoneen IP-osoitteen 
takaa löytyvälle www-sivulle ja lataamalla asennuspaketti. Asennuspaketti vei 48Mt tilaa 
ja asentaminen oli yksinkertaista.  
Oletuksena XenCenter toimii 30 päivän kokeilujaksolisenssillä. Lisenssivalikon kautta voi 
pyytää aktivointiavainta ilmaisversion aktivoimiseksi. Tässä vaiheessa aukeaa web-
lomake, johon täytetään tyypilliset tiedot: nimi, osoite, työpaikka, halukkuus 
yrityslisenssin ostamiseen jne. Täyttämisen jälkeen lisenssiavain toimitetaan 
sähköpostitse. Lisenssiavain on voimassa vain vuoden kerrallaan, jonka jälkeen on 
pyydettävä uusi lisenssiavain. 
7.2.1. Virtuaalikoneiden asennus 
Ennen kuin virtuaalikoneiden asennus on mahdollista, täytyy määritellä sijainti, josta 
käyttöjärjestelmien asennusten ISO-tiedostot löytyvät. Jostain syystä tällaista 
tallennussijaintia (storage) ei voinut luoda isäntäkoneen paikalliselle kovalevylle. Tähän 
löytyi kiertoteitä54, mutta nyt päädyttiin kuitenkin käyttämään jo olemassa olevaa 






tiedostojakoa hallintakoneella. ISO-tiedostot kopioitiin hallintakoneella olevaan jakoon ja 
tämä jako lisättiin XenCenter-ohjelman ”new storage”-toiminnolla käyttöön.  
Windowsin asennus sujui ilman erikoisuuksia. Linuxien asennuksessa kummastutti 
asennusvalikoiden mustavalkoisuus: asennusvalikot eivät näyttäneet siltä, miltä niiden 
pitäisi näyttää vaan asennus oli täysin mustavalkoinen. Käyttöjärjestelmät asentuivat 
kuitenkin normaalisti. 
7.2.2. Paravirtualisointiajurit 
XenServerin virtualisointiajurit ovat nimeltään XenServer Tools. Virtuaalikoneen tiedoissa 
General-välilehdeltä voi tarkistaa onko paravirtualisointiajurit ajan tasalla (virtualization 
state-kohta).  
XenServer Tools asennus käynnistyy valitsemalla valikosta toiminto ”VM – Install 
XenServer tools”. Windows 2008 R2:n asennuksessa asennusohjelma valitti ensin, ettei 
Microsoftin DotNET 4.0 -ohjelmistokomponenttia löydy ja ehdotti asentamaan sen 
samaiselta virtuaaliselta CD-levyltä, josta Tools asennetaan. Molempien komponenttien 
asennus sujui odotetusti. 
Paravirtualisointiajureiden asennus Linux-virtuaalikoneeseen vaatii asennuksen 
käynnistämisen lisäksi seuraavien komentojen ajamista: 
mount /dev/xvdd /mnt 
/mnt/Linux/install.sh 
Vanhempi versio 6.1 ei tukenut Debian 7 tai Ubuntu 12.10 käyttöjärjestelmiä, joten Xen 
Tools-paketin asennus ei näihin onnistunut. Virheilmoituksena saatiin: ”You should 
manually install a version of xe-guest-utilities which is suitable for your distribution.” 
Versiolla 6.2 asennus Debianiin onnistui nopeasti ja helposti ja virtuaalikone piti vain 
uudelleenkäynnistää lopuksi. Ubuntu 12 sen sijaan ei ollut tuettu vieläkään ja sama 
virheilmoitus toistui. Deb-paketti löytyy kuitenkin virtuaaliselta levyltä ja on mahdollista 
asentaa käsin: 
cd /mnt/Linux 
dpkg -i xe-guest-utilties_6.2.0.-1120_i386.deb 
Asennus vaikutti onnistuvan ja uudelleenkäynnistyksen jälkeen XenCenter ainakin ilmoitti 
kaiken olevan kunnossa. 
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7.3 Järjestelmän hallittavuus 
XenCenter-ohjelmiston käyttöliittymä on vertailun selkeimpiä (Kuva 16). XenCenter-
ohjelmisto toimii vain Windows-käyttöjärjestelmällä. 
 
Kuva 16: XenCenter-hallintaohjelmisto 
XenServerin hallintaan on kuitenkin tehty myös muita hallintaohjelmistoja muille 
käyttöjärjestelmille kuten OpenXenManager55 ja selainpohjainen Xen Orchestra56. Lisäksi 
käytettävissä on komentorivipohjaisia työkaluja. Näitä vaihtoehtoja ei käydä tämän työn 
puitteissa läpi. 
Virtuaalikoneen asetusten muuttaminen on yksinkertaista. Hieman epäjohdonmukaisesti 
osa toiminnoista löytyy hiiren oikean napin ja ”properties”-valikon kautta, kun taas osa 
toiminnoista, kuten virtuaalikovalevyjen ja verkkoasetusten tekeminen, tapahtuu omilta 
välilehdiltään. 
Muista testatuista järjestelmistä poiketen tiedostojen lähettämiseen isäntäkoneelle ei 
löydetty mitään tapaa. Käyttöjärjestelmäasennuksiin tarvittavat ISO-tiedostot jaettiin 
sitten hallintakoneelta Windows-levyjaon kautta.  
Konsoliyhteys toimii hyvin. Linux-virtuaalikoneen konsoliyhteydestä pystyy valitsemaan 
ja kopioimaan tekstiä suoraan. Tämä ei vaatinut edes paravirtualisointiajureiden 
asentamista. Lisäksi isäntäkoneeseen saa suoraan konsoliyhteyden XenCenterin kautta 
valitsemalla isäntäkoneen ja Console-välilehden. Tämä on kätevää koska muita ohjelmia ei 





tarvita, eikä konsoliyhteyttä tarvitse sallia erikseen. Sammutettaessa virtuaalikone, jää 
konsoliin kuva sammutuksen viimeisestä vaiheesta, jonka takia saattaa luulla, että 
virtuaalikone olisi yhä päällä. Ehkä tästä syystä konsolin yläpuolella on teksti, joka kertoo 
virtuaalikoneen olevan pois päältä. 
XenCenter jäi muutaman kerran testausten aikana ”not responding”-tilaan. Tällöin 
ohjelma piti pakottaa sulkeutumaan ja käynnistää se sen jälkeen uudelleen. XenCenter vei 
asennettuna noin 76MB kovalevytilaa hallintakoneelta. 
7.4 Ominaisuudet 
XenServerissä päätös käyttää dynaamisesti kasvavia virtuaalikovalevytiedostoja täytyy 
tehdä virtuaalikoneille tarkoitetun osion alustusvaiheessa. XenServerin asennusohjelma 
kysyy asennusvaiheessa halutaanko ”thin provisioning” laittaa päälle. Ilmeisesti asetuksen 
muuttaminen jälkikäteen vaatii koko osion uudelleenalustamisen57. XenCenterin 
isäntäkoneen ”storage”-välilehdeltä voi tarkistaa paljonko levytilaa on käytössä. 
Välilehdellä näkyi selvästi, että testikokoonpanossa levyä oli käytössä 1% eli 11GB ja 
virtuaalikoneille oli levyä allokoitu 99GB.  
Virtuaalikovalevyn koon kasvatus onnistui, kunhan virtuaalikone sammutettuna. 
XenCenterin käyttöliittymästä ei löytynyt mistään toista isäntäkoneeseen asennettua 
kovalevyä. Levyn tiedot saatiin näkyviin isäntäkoneen konsoliyhteydessä komennolla 
fdisk -l. Kiertotie levyn lisäämiseksi vaati tiedoston muokkaamista isäntäkoneen konsolin 
kautta58. Tiedostoon /etc/udev/rules.d/50-udev.rules tuli lisätä rivit: 
ACTION=="add", KERNEL=="sdb", SYMLINK+="xapi/block/%k", RUN+="/bin/sh -c 
'/opt/xensource/libexec/local-device-change %k 2>&1 >/dev/null&'" 
ACTION=="remove", KERNEL=="sdb", RUN+="/bin/sh -c 
'/opt/xensource/libexec/local-device-change %k 2>&1 >/dev/null&'" 
Komennon /sbin/start_udev ajamisen ja ”rescan”-painikkeen klikkaamisen jälkeen toinen 
kovalevy ilmestyi näkyviin ”removable storage”-kohtaan XenCenterissä. Tämän jälkeen 
kovalevyn lisääminen virtuaalikoneelle oli yksinkertaista. Ilmeisesti rivit on lisättävä 
uudelleen, mikäli päivittää XenServerin uudempaan versioon.  
Tilannekuvat esitetään selkeästi nuolikaaviona (Kuva 17). 






Kuva 17: XenCenterin näkymä tilannekuvista nuolikaaviona 
Tilannekuvia voi ottaa kahdella eri tavalla, pelkistä virtuaalikovalevyistä tai näiden lisäksi 
muistista. Otettaessa tilannekuvia muistin kera, jäädyttää XenServer virtuaalikoneen 
tilannekuvan ottamisen ajaksi. Palaaminen tällaiseen tilannekuvaan vaikutti toimivan 
hyvin. 
Mikäli tilannekuvan ottaa pelkästään virtuaalikovalevystä, voi virtuaalikonetta käyttää 
samalla. Palautettaessa pelkästään kovalevyistä otettua tilannekuvaa, päädyttiin 
virheeseen ”Windows did not shut down successfully”. Ilmeisesti Xen palauttaa myös 
virtuaalikoneen päälläolotilan ja mikäli tilannekuva on otettu pelkästään 
virtuaalikovalevyistä, virtuaalikoneen palauttaminen käynnissä-tilaan päätyy Windowsin 
tapauksessa kyseiseen virheeseen. Tilannekuvat pelkistä virtuaalikovalevyistä 
kannattanee ottaa kun virtuaalikone on pois päältä, mikäli mahdollista. 
Yritettäessä ottaa tilannekuvaa Windows-koneesta silloin kun siihen oli liitettynä fyysinen 
kovalevy suoralla läpipääsyllä, päädyttiin virheeseen: ”This SR does not support this 
operation”. On ihan ymmärrettävää, ettei tilannekuvaa tällaisessa tapauksessa pysty 
ottamaan. 
Virtuaalikoneiden muistin määrää lisäämällä selvitettiin, että muistia pystyi antamaan 
enintään 3060Mt virtuaalikoneiden käyttöön. Mikäli yritti käynnistää virtuaalikonetta 
silloin kun muistia ei ollut tarpeeksi vapaana, päättyi yritys virheeseen. Virtuaalikoneen 




7.5 Resurssien seuranta 
XenCenter näyttää reaaliaikaisena tietona sekä isäntäkoneesta, että virtuaalikoneista 
suorittimen käytön, muistin käytön, levyn käytön, verkon käytön, ip-osoitteet ja 
päälläoloajan. Suorittimen, muistin, levyn ja verkon käytöstä piirretään myös graafeja, 
sekä virtuaalikonekohtaisesti että isäntäkonekohtaisesti. Jostain syystä levyn käytön 
viivakaavio puuttuu isäntäkonekohtaisesta näkymästä. Viivakaaviota voi zoomata jopa 
vuoden verran taaksepäin. Historiaa ei tietenkään ollut tässä testissä vielä kertynyt niin 
paljoa. Viivakaavioiden vieressä näkyy myös ”VM Lifecycle events”-näkymä, jossa 
näytetään virtuaalikoneen sammuttamis- ja käynnistämishistoria.  
Lämpötiloja tai tuulettimien nopeuksia ei XenCenterin käyttöliittymästä löytynyt. Omien 
ohjelmistojen asentamisesta XenServerin asennusohje kertoo seuraavaa: ”The installation 
of any third party software directly on the XenServer host (i.e. into the dom0 control 
domain) is not supported, except where it is supplied as a supplemental pack and is 
explicitly endorsed by Citrix” [Cit14]. 
XenServer perustuu CentOS-Linux-jakeluun ja siihen on mahdollista, vaikkei suositeltavaa, 
asentaa myös CentOS-paketteja59. Isäntäkoneelle asennettiin smartmontools-paketti 
komennolla: 
yum --enablerepo=base install smartmontools 
Molemmista kovalevyistä saatiin tämän jälkeen SMART-tiedot käyttämällä smartctl-
ohjelmaa. Myös lm_sensors-paketin asennus onnistui samalla tavalla, mutta sensors-
komento näytti ilmeisesti vain suorittimen ytimien lämpötilat. Kuten Proxmoxin 
tapauksessa, lämpötilojen seuranta täytyy toteuttaa itse jollain tavalla. 
7.6 Suorituskykymittaukset 
Ubuntu-virtuaalikoneella suoritetun tietokantatestin lopputulos oli 712,91 TPS. 
Speedtest Windows 2008 R2 -virtuaalikoneessa antoi tulokseksi noin 102Mt/s 
latausnopeus ja lähetysnopeudeksi 9,3Mt/s. Tulokset olivat linjassa hallintakoneen 
tulosten kanssa. Suorittimen käyttö oli sivun mainosten takia lähellä sataa prosenttia jo 
ennen testin aloitusta. 




7.7 Virtuaalikoneiden varmuuskopiointi 
XenCenter ei tarjoa varsinaista varmuuskopiointi-toimintoa virtuaalikoneille. 
XenCenteristä löytyy ”export”-toiminto virtuaalikoneille. Virtuaalikoneen voi viedä 
avoimen standardin OVF/OVA-tiedostomuotoon tai Xenin omaan XVA-tiedostomuotoon. 
Näistä XVA-vienti oli parempi vaihtoehto varmuuskopiointiin, koska se teki vain yhden 
tiedoston, joka on kooltaan pienempi. Ubuntu-virtuaalikoneen varmuuskopio vei tilaa noin 
0,9GB ja sen varmuuskopiointi kesti noin 1,5 minuuttia. Windows-virtuaalikoneen 
varmuuskopiointi kesti noin 5,5 minuuttia ja vei tilaa suunnilleen 8 gigatavua. 
Varmuuskopioiden palauttaminen onnistui ”import”-toiminnon kautta.  
Päällä olevaa virtuaalikonetta ei voi viedä tiedostoon vaan toiminto on harmaana. 
Virtuaalikoneen tuonti ei korvaa aiempaa virtuaalikonetta vaan nimeää uuden 
virtuaalikoneen lisäten nimen perään ”(1)”. Varmuuskopion voisi tehdä myös useammasta 
virtuaalikoneesta kerralla, kunhan ne ovat sammutettuina. Varmuuskopioinnin ja 
palautuksen tila on seurattavissa ”Logs”-välilehdellä. Välilehti näyttää myös toimintoon 
kuluneen ajan.  
7.8 Järjestelmän päivittäminen 
XenServer-järjestelmän asennusohjeesta [Cit14] voi päätellä, että isommaksi 
versiopäivitykseksi lasketaan numeron kasvu versionumeron ensimmäisen pisteen 
jälkeen esimerkiksi versiosta 6.1 versioon 6.2. Tämän lisäksi XenServeriin on olemassa 
”Service pack” ja ”Feature pack” -päivityksiä. Näiden lisäksi on olemassa yksittäisiä 
”Hotfix”-paketteja.  
XenCenter kertoo uusista päivityksistä ”System Alerts”-toiminnon kautta. Tätä kautta ei 
päivityksiä voinut kuitenkaan suoraan ladata tai asentaa. XenCenteristä löytyi toiminto 
”Check for updates”, jossa oli tarjolla toiminto ”Download & Install”, mutta kyseinen 
toiminto ei ole käytettävissä ilmaisessa versiossa, vaan vaatii maksullisen tukisopimuksen 
ostamista. Päivitykset on siis ladattava ja asennettava manuaalisesti. Listalta löytyi suora 
linkki päivityksen internet-sivulle, josta sen voi ladata koneelle. 
Asennettuun 6.2-versioon kokeiltiin asentaa Service Pack 1. SP1-asennusta kokeiltiin 
”Install update”-toiminnon kautta. Toiminto päättyi siihen, kun XenServer-palvelin piti 
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valita: palvelin oli harmaana, eikä sitä voinut valita. Ilmeisesti syy on se, että maksullinen 
lisenssi puuttuu60. 
Seuraavaksi kokeiltiin komentorivipohjaista päivittämistä. Tiedosto kopioitiin 
isäntäkoneelle käyttäen WinSCP-ohjelmaa. Seuraavaksi ajettiin päivityskomennot 
XenCenterissä isäntäkoneen konsolivälilehdellä: 
> xe patch-upload file-name=XS62ESP1.xsupdate 
0850b186-4d47-11e3-a720-001b2151a503 
> xe patch-pool-apply uuid=0850b186-4d47-11e3-a720-001b2151a503 
XenCenteristä näki, että päivitys oli asentunut ja että isäntäkone pitäisi käynnistää 
uudelleen. 13 aikaisempaa päivitystä oli tullut SP1-päivityksen mukana. Pienempien 
hotfix-päivitysten manuaalinen asentaminen menisi ohjeiden mukaan samalla tavalla. 
System Alerts ilmoitti myös, että XenCenteristä on olemassa uudempi versio. Ilmoituksen 
kohdalta pystyi valitsemaan ”go to web page”, josta uudempi versio löytyi. Uusia 
ominaisuuksia ei huomattu päivitysten jälkeen. XenServer Tools-paketin päivitys sujui 
Windowsissa next-next-next-periaatteella. Lopuksi virtuaalikone piti uudelleenkäynnistää.  
7.8.1. Versiopäivitys 
Versiopäivityksen testi tehtiin versiosta 6.1 versioon 6.2. Rolling pool upgrade-toiminto on 
tehty helpottamaan päivitystä. Toiminto tarkastaa aluksi, että kaikki on valmiina 
päivitystä varten. Se huomasi, että Debian-virtuaalikoneessa oli CD-levy sisällä ja tarjosi 
”Eject”-toimintoa. Lisäksi se tarkisti, että onko päällä olevat virtuaalikoneet mahdollista 
siirtää toiselle isäntäkoneelle ja koska isäntäkoneita on vain yksi, ehdotti se 
virtuaalikoneiden ajamista suspend-tilaan sen sijaan.  Itse päivitykseen toiminto tarjoaa 
kaksi vaihtoehtoa: manuaalinen asennus CD-levykuvalta isäntäkoneella tai automaattinen 
asennus HTTP, NFS tai FTP-hakemiston kautta. Jostain syystä jo aiemmin luotua 
Windowsin verkkojakoa ei voi tässä kohtaa hyödyntää. Koska testiympäristö koostuu vain 
yhdestä isäntäkoneesta, tehtiin päivitystä manuaalisesti. XenServer 6.2 levykuvatiedosto 
kopioitiin USB-muistille käyttäen Rufus-ohjelmaa.  
Ruudulle tulevat opasteet ovat selkeitä. Päivitystoiminto ottaa myös varmuuskopion 
olemassa olevasta asennuksesta backup-osiolle. Vaikuttaa siltä, että päivittäminen olisi 
mennyt samalla tavalla, vaikka Rolling pool upgrade-toimintoa ei olisi käytetty. Toiminto 





päättyikin virheeseen, että päivitettyyn XenServeriin ei saa yhteyttä, koska XenCenterin 
versio on liian vanha. Ilmeisesti XenCenter olisi pitänyt olla päivitetty ennen XenServerin 
päivittämistä. Päivitys kuitenkin onnistui ja sen jälkeen uuden version XenCenteristä 
pystyi lataamaan ja asentamaan isäntäkoneen verkkosivun kautta (http://virtu).  
8. Vertailu ja pohdinta 
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Taulukko 2: Järjestelmien vertailu. OK=ominaisuus toimi testeissä oletetulla tavalla.  
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Lähdekoodin avoimuudella ei välttämättä ole käytön kannalta suurta merkitystä. 
Ohjelmaa kehitetään joka tapauksessa tiettyyn suuntaan tietyn tekijäporukan kanssa. 
Järjestelmien tulevaisuudesta on mahdotonta sanoa. Avoimelta ja ilmaiselta vaikuttanut 
Proxmox VE näyttää jo kaupallistumisen merkkejä mainosikkunoineen sekä erillisine 
pakettivarastoineen.  Uusia käyttöjärjestelmiä kehitetään jatkuvasti, jonka takia 
virtualisointijärjestelmäkin pitää päivittää aika ajoin. Ilmaisen virtualisointijärjestelmän 
seuraavasta versiosta saatetaan jättää pois olennainen ominaisuus, jonka takia järjestelmä 
alun perin valittiin. VMWare aikoi rajoittaa ilmaisen vSphere Hypervisorin 
toiminnallisuutta mm. rajoittamalla isäntäpalvelimen muistin määrän 8 gigatavuun 
versiossa 5.061. Ison vastarinnan jälkeen tämä kuitenkin peruutettiin ja päätettiin, että 
versio tukee 32Gt asti muistia. Tämä on kuitenkin hyvä pitää mielessä kaupallisen 
ohjelmiston ilmaisversion kanssa. Valmistaja saattaa milloin vain rajoittaa 
toiminnallisuuksia seuraavaan versioon tai lopettaa ilmaisen ohjelmiston jakamisen 
kokonaan. Uudemmista versioista saattaa olla myös karsittu vanhempia ajureita pois, 
joten on myös mahdollista, että uudempi versio ei enää tue esimerkiksi vähän vanhempaa 
emolevyä. Tästä esimerkkinä vSphere Hypervisorin versio 5.5 ei enää tue kuluttaja-
emolevyissä suosittua Realtekin verkkopiirisarjaa62. Toiseen virtualisointijärjestelmään 
vaihtaminen tällaisessa tapauksessa ei ole ihan yksinkertaista erilaisten levyjärjestelmien 
ja virtuaalikonetyyppien takia. 
8.1 Laitteistovaatimukset 
Laitteistovaatimusten suhteen ei havaittu suuria eroja virtualisointijärjestelmien välillä. 
Kaikki testatut järjestelmät vaativat 64-bittisen suorittimen virtualisointituella, mutta 
käytännössä kaikki nykyiset ja vähän vanhemmatkin suorittimet täyttävät minimiehdot. 
Sen sijaan emolevyjen integroidut ratkaisut eivät ole aina tuettuja. Testikokoonpanoon oli 
lisätty erillinen Intelin verkkokortti, joka on hyvin tuettu eri virtualisointijärjestelmissä. 
Ilman tätä korttia ei esim. Hyper-V Server olisi toiminut. Toisaalta Debian-pohjainen 
Proxmox toimi hyvin myös emolevylle integroidun verkkokortin kautta. Onneksi 
verkkokortti on halpa ostos. Joissain kuluttajille suunnatuissa emolevyissä voi tulla 
ongelmia myös SATA-ohjainten kanssa. Sen vuoksi on hyvä yrittää selvittää etukäteen 
valmistajien sivulta ja erityisesti keskustelupalstoilta muiden käyttäjien kokemuksia 
järjestelmien ja komponenttien yhteensopivuuksista. 






Kaikkien virtualisointijärjestelmien asentaminen oli yksinkertaista, lukuun ottamatta 
Hyper-V Server-järjestelmää. Sen asennus ja erityisesti hallintatyökalun toimintaan 
saattaminen oli todella työlästä. Voi olla, että asennus on yksinkertaisempi ns. 
toimialueympäristössä, jossa kaikki tietokoneet on lisätty Windows-toimialueeseen. Tuote 
on kuitenkin julkaistu ilmaiseen käyttöön, joten tämäkin olisi outo vaatimus.  
Paravirtualisointiajureiden asennus virtuaalikoneisiin tapahtui lähes samalla tavalla 
kaikissa virtualisointijärjestelmissä. Ainoastaan Proxmox VE erosi muista siinä, että ajurit 
piti hakea erikseen sillä ne eivät ole Proxmox-tiimin tekemät vaan osa KVM-virtualisointia. 
8.3 Järjestelmien hallittavuus 
Järjestelmien hallittavuuden osalta löytyi eroja. Microsoftin Hyper-V Server on tehty 
integroitumaan Windowsiin, joten sen hallinta edellyttää Hyper-V Serverin versiota 
vastaavan Windows-version graafista hallintaa varten. Myös VMware vSphere Hypervisor 
vaati Windowsin, mutta sen versiolla ei ole niin suurta merkitystä. Citrix XenServerille 
olisi löytynyt myös muille käyttöjärjestelmille tehtyjä graafisia hallintaohjelmia, mutta 
näitä ei testattu. Kaikista järjestelmäriippumattomin oli Proxmox VE, jonka hallinta 
tapahtuu täysin selaimen kautta. Tämä on suuri etu, sillä hallintatyökalu ei myöskään 
vaadi asentamista ja sitä voi käyttää myös mobiililaitteilla kuten älypuhelimilla. Muuten 
kaikkien järjestelmien käyttöliittymissä perustoiminnallisuudet löytyivät pääosin helposti 
ja käyttöliittymien toimivuus oli hyvällä tasolla. Pienenä yksityiskohtana mainittakoon 
vielä, että XenServerissä Linux-virtuaalikoneen konsoliyhteydestä pystyi valitsemaan ja 
kopioimaan tekstiä suoraan. Tämä ei vaatinut edes paravirtualisointiajureiden 
asentamista. Tämä ei onnistunut missään muista testatuista järjestelmistä edes 
paravirtualisointiajureiden asentamisen jälkeen. 
8.4 Ominaisuudet 
Tilannekuvat toimivat kaikissa testatuissa järjestelmissä hyvin samankaltaisesti. Kaikissa 
järjestelmissä tilannekuvat näkyivät puumaisessa hierarkiassa.  
Proxmox VE:ssä ja vSphere Hypervisorissa muistia pystyi antamaan virtuaalikoneille 
reilusti yli isäntäkoneen kapasiteetin ja silti käynnistämään kaikki koneet samanaikaisesti. 
Tämä ei onnistunut Hyper-V Serverissä tai XenServerissä: vain kolmasosan isäntäkoneen 
muistin määrityksestä muille virtuaalikoneille riitti estämään seuraavan virtuaalikoneen 
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käynnistymisen. Käytännössä ei useinkaan ole järkevää määritellä virtuaalikoneille 
enemmän muistia kun mitä oikeasti on saatavilla, koska tällöin oikean muistin 
loppumishetkellä virtuaalikoneiden suorituskyky romahtaa kun isäntäkone joutuu 
kirjoittamaan muistin sisältöä kovalevylle. Mutta tämä on kuitenkin hyödyllinen 
ominaisuus kun halutaan ottaa kaikki resurssit käyttöön isäntäkoneesta. 
Kaikki testatut virtualisointijärjestelmät tukivat dynaamisesti kasvavia 
virtuaalikovalevyjä. XenServerissä ominaisuus oli toteutettu muista poikkeavalla tavalla: 
fyysisen kovalevyn osion alustamisvaiheessa piti tehdä päätös tallennetaanko 
virtuaalikovalevyt tälle osiolle dynaamisesti kasvavina vai ei. Tämä on vähemmän joustava 
tapa kuin se, että jokaisen virtuaalikovalevyn kohdalla voi päätöksen tehdä erikseen. 
Fyysinen kovalevyn antaminen suoraan virtuaalikoneen käyttöön onnistui kaikissa 
virtualisointijärjestelmissä, mutta ainoastaan Hyper-V Serverissä toiminto löytyi 
käyttöliittymän kautta. Muissa järjestelmissä käyttöönotto piti tehdä isäntäkoneella 
komentorivitoimintojen kautta. 
8.5 Resurssien seuranta 
Kaikki järjestelmät Hyper-V Serveriä lukuun ottamatta piirsivät viivakaavioita 
virtuaalikoneiden resurssien käytöstä. Sen sijaan laitteistotason seurantaa ei ollut 
toteutettu yhteenkään virtualisointijärjestelmään. Kun useita palvelimia virtualisoidaan 
yhden fyysisen laitteiston päälle, on todella tärkeää seurata laitteiston tilaa. Rikkinäinen 
komponentti saattaa lamauttaa usean virtuaalipalvelimen toiminnan samanaikaisesti, 
joten mahdollisesta vikaantumisesta tulisi saada tieto niin nopeasti kuin mahdollista.  
Ns. aidoissa palvelimissa on nykyisin sulautettu palvelinhallintakomponentti, joka 
kommunikoi palvelimen valmistajan toteuttaman hallintajärjestelmän kanssa. Tämän 
järjestelmän kautta palvelimesta saa tarvittavat tiedot komponenttien terveydentilasta. 
Tämä voi olla yksi syy siihen, miksi virtualisointijärjestelmät eivät näitä tietoja itse näytä. 
Itse kootuissa palvelinkokoonpanoissa tällaista toimintoa ei ole, mutta tarjolla on ilmaisia 
ohjelmia, jotka osaavat kaivaa tietoja mm. lämpötiloista. Näitä ohjelmia ei yleensä 
kuitenkaan voi käyttää, jos tietokoneelle on asennettu tyypin I VMM, jollei ohjelma ole 
varta vasten koodattu tälle virtualisointijärjestelmälle. Koska Proxmox VE on rakennettu 
Debian Linuxin päälle, pystyi siihen asentamaan seurantaohjelmat itse. Myös XenServeriin 
oli mahdollista asentaa Linux-ohjelmia, mutta ihan kaikkia samoja tietoja ei jostain syystä 
saatu laitteistosta irti. Vaikka laitteistotason seuranta näiden kahden järjestelmän 
tapauksessa on mahdollista, täytyy se itse toteuttaa jollain tavalla. 
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Se, että Proxmox VE on rakennettu Debian-linuxin päälle, herättää toisenlaisen 
kysymyksen: voidaanko enää puhua tyypin I virtualisoinnista jos 
virtualisointijärjestelmän pohjalla on täysiverinen Linux-käyttöjärjestelmä? Ehkäpä tämä 
kymmeniä vuosia vanha jaottelu ei enää riitä nykypäivänä, kun 
virtualisointitoiminnallisuudet on rakennettu suoraan yleisimpien käyttöjärjestelmien 
ytimeen.  
8.6 Suorituskykymittaukset 
Suorituskykymittaukset olivat suuntaa-antavia ja Windows-käyttöjärjestelmien 
virtualisoinnissa merkityksellisiä eroja ei havaittu eri virtualisointijärjestelmien välillä. 
Sen sijaan Ubuntu Linux-testissä Hyper-V Serverin tulos jäi merkittävästi alle muiden 
järjestelmien tulosten. Heikon tuloksen syy kannattaa selvittää, mikäli aikoo ajaa Linux-
virtuaalikoneita Hyper-V Server-järjestelmässä. 
8.7 Virtuaalikoneiden varmuuskopiointi 
Varmuuskopiointitoiminto löytyi vain yhdestä järjestelmästä: Proxmox VE:stä. 
Harmillisesti siinäkään toiminto ei toiminut halutusti suoraan isäntäkoneelta 
hallintakoneelle, vaan yhteys katkeili säännöllisesti kesken kopioinnin.  
Kaikista järjestelmistä saatiin virtuaalikoneet varmuuskopioitua jollain tavalla. vSphere 
Hypervisorissa ja XenServerissä varmuuskopion virtuaalikoneesta sai tehtyä kätevästi 
käyttöliittymästä löytyneellä Export-toiminnolla. Tämä tallensi virtuaalikoneen kaikki 
tiedot yhteen tiedostoon. Export-toimintoa ei kuitenkaan voinut käyttää virtuaalikoneen 
ollessa päällä, joten automaattiseen varmuuskopiointiin toiminto ei sovellu. Hyper-V 
Serverissä ja jouduttiin tyytymään pelkkään virtuaalikovalevyn varmuuskopioon, joka 
kopioitiin suoraan isäntäkoneen levyjärjestelmästä. Proxmoxissa varmuuskopiointi tehtiin 
kaksivaiheisesti, ensin varmuuskopiointitoiminnolla isäntäkoneen kovalevylle ja siitä 
kopiointi hallintakoneelle WinSCP-ohjelmalla. 
Taulukossa (Taulukko 3) on listattu virtuaalikoneiden varmuuskopiointiin kulunut aika ja 
tila eri virtualisointijärjestelmissä. Lisäksi taulukosta selviää, onnistuiko varmuuskopiointi 
virtuaalikoneen ollessa käynnissä. Aika on pyöristetty puolen minuutin tarkkuudella. 
Järjestelmä Käyttöjärjestelmä Aika Tila Lennossa? 
Hyper-V Server Windows 1,5 min 7 Gt Kyllä 
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Linux 0,5 min 2 Gt Kyllä 
Proxmox VE Windows 13 min 2,8Gt Kyllä 
Linux 2 min 0,3 Gt Kyllä 
vSphere Hypervisor Windows 4,5 min 3,3 Gt Ei 
Linux 0,5 min 0,3 Gt Ei 
XenServer Windows 5,5 min 8,0 Gt  Ei 
Linux 1,5 min 0,9 Gt Ei 
Taulukko 3: Järjestelmien varmuuskopiointi 
Mielenkiintoisesti eniten tilaa vei XenServerin Windows-virtuaalikoneen varmuuskopio, 
vaikka tiedosto oli pakattu. Tämä tosin johtuu melko varmasti siitä, että Xen Tools -
paketin asentaminen vaati Microsoftin DotNET 4.0 -ohjelmistokomponentin asentamisen 
virtuaalikoneeseen. Pienimpään tilaan pääsi Proxmox VE, jossa pakkauksen voi valita 
kahden eri algoritmin väliltä tai ottaa kokonaan pois. Varmuuskopiointiin kuluneen ajan 
suhteen voiton vei Hyper-V Server, joka selittyy sillä, että tiedostoja ei pakata millään 
tavalla ja kopiointi suoritettiin suoraan Windowsin tiedostojakoa käyttäen. 
Varmuuskopion voisi pakata jälkikäteen, jolloin kokonaisaika kasvaisi. 
8.8 Järjestelmien päivittäminen 
Päivitysten asentaminen oli yksinkertaisinta Hyper-V Serverissä ja Proxmox VE:ssä. 
Hyper-V Serverissä päivitysten asentamisen pystyi tekemään RDP-etäyhteyttä käyttäen 
valitsemalla päivitystoiminnon tekstipohjaisesta valikosta. Proxmox VE:ssä päivittäminen 
onnistui graafisen käyttöliittymän kautta, vaikka se lopuksi muodostikin konsoliyhteyden 
isäntäkoneeseen. Proxmoxissa piti myös tehdä muutamia asetusmuutoksia ennen kuin 
päivittäminen ylipäätään onnistui. XenServerissä ja vSphere Hypervisorissa päivitykset 
piti ensin itse hakea valmistajien sivuilta ja sen jälkeen käyttää oikeaa 
komentorivikomentoa päivityksen suorittamiseen. Sekä XenServerin että vSphere 
Hypervisorin kaupallisissa versiossa päivittäminen on ilmeisesti tehty helpommaksi. 
Versiopäivityksen suhteen kaikkien testattujen järjestelmien päivittäminen oli 
lähestulkoon yhtä yksinkertaista. Proxmox VE:tä lukuun ottamatta isompi versiopäivitys 
asennettiin kaikissa järjestelmissä käynnistämällä palvelin USB-muistilta, johon oli 
kirjoitettu uudemman version levykuvatiedosto. Proxmox VE:ssä päivittämistä varten oli 
tehty oma komentojonotiedosto, joka piti ladata ja suorittaa isäntäkoneella. Yhdessäkään 




Tutkielmassa verrattiin neljää eri virtualisointiympäristöä keskenään ja eroavaisuuksia 
järjestelmien välillä löydettiin kaikilta testatuilta osa-alueilta. Näihin eroavaisuuksiin 
tutustumalla työn lukijan on mahdollista valita omaan käyttöönsä sopivin 
virtualisointijärjestelmä.  
Tutkielman työtä voisi jatkaa tarkastelemalla myös eri virtuaalijärjestelmien tarjoamia 
klusteritoiminnallisuuksia. Tässä työssä ei myöskään perehdytty kaikkiin asetuksiin, 
esimerkiksi virtuaalisten verkkojen asetuksia ei tarkasteltu. Työssä havaittiin myös, että 
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