Let BS(n 1 , m 1 ) X 1 and BS(n 2 , m 2 ) X 2 be two ergodic essentially free probability measure preserving actions of nonamenable Baumslag-Solitar groups whose canonical almost normal abelian subgroups act aperiodically. We prove that an isomorphism between the corresponding crossed product II 1 factors forces BS(n 1 , m 1 ) ∼ = BS(n 2 , m 2 ) when |n 1 | = |m 1 | and BS(n 1 , m 1 ) ∼ = BS(n 2 , ±m 2 ) when |n 1 | = |m 1 |. This improves an orbit equivalence rigidity result obtained by Houdayer and Raum in [HR13].
Introduction
The crossed product construction was introduced by Murray and von Neumann in [MvN36] . It associates to a probability measure preserving (pmp) action Γ (X, µ) of a countable group Γ on a standard probability space (X, µ) a von Neumann algebra L ∞ (X) ⋊ Γ. One of the fundamental problems in this subject is to decide what the crossed product L ∞ (X) ⋊ Γ "remembers" from the action Γ (X, µ).
For instance, as a consequence of Connes's uniqueness theorem of injective II 1 factors ( [Co75] ), the crossed product L ∞ (X) ⋊ Γ of an ergodic essentially free pmp action of an infinite amenable group Γ is isomorphic with the unique hyperfinite II 1 factor R. When Γ is nonamenable, the underlying action can sometimes be retrieved completely or partially from the crossed product. For example, in [PV11] it was shown that an isomorphism L ∞ (X) ⋊ F n ∼ = L ∞ (Y ) ⋊ F m , arising from arbitrary ergodic essentially free pmp actions forces n = m. We refer to [Io12b] for more on classification of crossed product von Neumann algebras.
For all n, m ∈ Z \ {0}, the Baumslag-Solitar group BS(n, m) is defined by the presentation BS(n, m) := a, b | ba n b −1 = a m .
These groups were introduced by Baumslag and Solitar in [BS62] to provide the first examples of two generator non-Hopfian groups with a single defining relation. In [Mo91] , it was shown that BS(n 1 , m 1 ) ∼ = BS(n 2 , m 2 ) if and only if {n 1 , m 1 } = {εn 2 , εm 2 } for some ε ∈ {−1, 1}. Hence we may always assume that 1 ≤ n ≤ |m|. On the other hand, BS(n, m) is amenable if and only if |n| = 1 or |m| = 1. Therefore, the groups BS(n, m) satisfying 2 ≤ n ≤ |m| form a complete list of all nonamenable Baumslag-Solitar groups up to isomorphism. In [MV13] , a partial classification result for the group von Neumann algebras of nonamenable Baumslag-Solitar groups was obtained.
Measure equivalence of countable groups was introduced by Gromov in [Gr93] . Two countable discrete groups Γ and Λ are called measure equivalent if there exist ergodic essentially free pmp actions Γ (X, µ) and Λ (Y, η) that are stably orbit equivalent. By the work of Ornstein and Weiss in [OW80] , it is known that all infinite amenable groups are measure equivalent to each other. On the other hand, it is well known (c.f. [Zi84, Proposition 4.3.3]) that nonamenable groups are not measure equivalent to amenable ones. Therefore the measure equivalence class of Z is exactly the class of all infinite amenable groups. In the nonamenable case, it is in general very hard to determine whether two nonisomorphic groups are measure equivalent.
Although the question asking whether two nonisomorphic nonamenable Baumslag-Solitar groups are measure equivalent is still open, Kida obtained a measure equivalence rigidity result for nonamenable Baumslag-Solitar groups in [Ki11] . Recently, that result was generalized by Houdayer and Raum (see [HR13, Theorem A] ). It goes as follows in the case k = l = 1. Let n 1 , m 1 , n 2 , m 2 ∈ Z such that 2 ≤ n 1 ≤ |m 1 | and 2 ≤ n 2 ≤ |m 2 |. They proved that if BS(n 1 , m 1 ) and BS(n 2 , m 2 ) have stably orbit equivalent ergodic essentially free pmp actions such that the canonical abelian almost normal subgroups a 1 and a 2 act aperiodically (i.e. every finite index subgroup acts ergodically), then
• n 1 = n 2 and m 1 = m 2 , if n 1 = |m 1 |;
• n 1 = n 2 and |m 1 | = |m 2 |, if n 1 = |m 1 |.
This brings us to our main result.
Theorem A. Let n 1 , m 1 , n 2 , m 2 ∈ Z such that 2 ≤ n 1 ≤ |m 1 | and 2 ≤ n 2 ≤ |m 2 |. For i ∈ {1, 2}, let (P i , τ i ) be a diffuse amenable tracial von Neumann algebra and let BS(n i , m i ) P i be a trace preserving action such that the subalgebra P i ⋊ ( a i ∩ g a i g −1 ) ⊂ P i ⋊ BS(n i , m i ) is irreducible for every g ∈ BS(n i , m i ). If the crossed products P 1 ⋊ BS(n 1 , m 1 ) and P 2 ⋊ BS(n 2 , m 2 ) are stably isomorphic, then
We have the following corollary that generalizes the result of Houdayer and Raum mentioned above.
Corollary B. Let n 1 , m 1 , n 2 , m 2 ∈ Z such that 2 ≤ n 1 ≤ |m 1 | and 2 ≤ n 2 ≤ |m 2 |. For i ∈ {1, 2}, let BS(n i , m i ) (X i , µ i ) be an ergodic essentially free pmp action such that a i X i is aperiodic. If the crossed products L ∞ (X 1 ) ⋊ BS(n 1 , m 1 ) and L ∞ (X 2 ) ⋊ BS(n 2 , m 2 ) are stably isomorphic, then
Proof. Define M i := L ∞ (X i ) ⋊ BS(n i , m i ) and N i,z := L ∞ (X i ) ⋊ a z i for every nonzero integer z. Since the action BS(n i , m i ) (X i , µ i ) is essentially free, we have that
Hence, for every nonzero integer z, the relative commutant of N i,z inside M i is equal to the algebra of a z i -invariant functions in L ∞ (X i ). By the aperiodicity of the action a i X i , we get that N i,z is an irreducible subalgebra of M i for every z. Using Theorem A yields the desired result.
Remark. It is important to note that whenever the crossed products arising in Corollary B would have a unique Cartan subalgebra up to unitary conjugacy, then Corollary B would immediately follow from the result of Houdayer and Raum using Singer's theorem ( [Si55] ). To the best of our knowledge, there exist no such uniqueness results for these specific crossed products as of this writing. On the other hand, it is possible to find an example of a crossed product admitting at least two Cartan subalgebras when a is not acting aperiodically. Also note that Houdayer and Raum actually obtain a new OE invariant for certain actions of groups possessing an almost normal subgroup. It would be very interesting to see whether this can be generalized to the framework of II 1 factors.
Let us give a short outline of the proof of Theorem A. For i ∈ {1, 2}, set Γ i := BS(n i , m i ), M i := P i ⋊ Γ i and N i := P i ⋊ a i . Let p be a nonzero projection of N 1 and let α : pM 1 p → M 2 be an isomorphism. The key to proving the main theorem is to show that α(pN 1 p) and N 2 are unitarily conjugate. Theorem 2.1 below will be playing a crucial role in proving this. It is our main technical result and is heavily inspired by Lemma 8.4 of [IPP08] . It roughly says that the relative commutant in P ⋊ BS(n, m) of every irreducible finite index subalgebra of P ⋊ a can be controlled in a good way. Concretely, set M := P ⋊ BS(n, m) and N := P ⋊ a . If p is a nonzero projection of N and Q ⊂ pN p is an irreducible finite index inclusion, then there exists a unitary u ∈ U (pM p) such that uQu * ⊂ pN p and u(Q ′ ∩ pM p)u * ⊂ pN p.
To obtain the unitary conjugacy of α(pN 1 p) and N 2 we then start by showing that N 2 ≺ M 2 α(pN 1 p) and α(pN 1 p) ≺ M 2 N 2 . Let us only explain how to obtain the first intertwining, since the second intertwining can be obtained in a similar way. Using a slight adaptation of [BV12, Lemma 2.3], it actually suffices to show that
and
Intertwining (1) is an immediate corollary of Theorem 4.1 from [Va13] on normalizers in HNN extensions of von Neumann algebras. For intertwining (2), we do the following. Let C be the centralizer of a Let H be an M -N -bimodule, for x ∈ M, y ∈ N and ξ ∈ H, we write xξy instead of π l (x)π r (y)(ξ).
If M H N is an M -N -bimodule, the contragredient bimodule N H M is defined on the conjugate Hilbert space H = H * with bimodule actions given by
x · ξ = ξx * and ξ · y = y * ξ. Proposition 1.2. Let (M, τ ) be a tracial von Neumann algebra and let H be a countably generated right M -module. Then there exists a projection p ∈ M ∞ := B(l 2 (N)) ⊗ M , which can be taken diagonal, such that H and p(l 2 (N) ⊗ L 2 (M )) are isomorphic as right M -modules. Moreover, this correspondence defines a bijection between the class of countably generated right M -modules, up to isomorphism, and the set of equivalence classes of projections in B(l 2 (N)) ⊗ M .
Define the (infinite) trace
where (e n ) n denotes the canonical orthonormal basis of l 2 (N). Following the notation of the previous proposition, since (Tr ⊗τ M )(p) is an invariant for the equivalence class of p, it is also an invariant for the isomorphism class of the right M -module H. This invariant is called the right dimension of H and is denoted by dim −M (H). By considering a left M -module as a right M op -module, we can also define the left dimension dim M − (H) of a left M -module H. Moreover, a bimodule M H N is said to have finite index when the dimension of M H and H N are both finite. Also, we call an M -N -bimodule bifinite if it is finitely generated both as a left Hilbert M -module and a right Hilbert N -module. Finally, if (M, τ ) is a tracial von Neumann algebra and N is a von Neumann subalgebra of M , then we define the Jones index
Popa's intertwining-by-bimodules
An inclusion of von Neumann algebras A ⊂ M is called nonunital whenever the unit of A does not coincide with the unit of M . In that case, we also call A a nonunital von Neumann subalgebra of M . In the next theorem we allow such nonunital inclusions. The result itself is called Popa's intertwining-by-bimodules theorem. 1. 1 A L 2 (M )1 B admits a nonzero A-B-subbimodule that is finitely generated as a right B-module.
2. 1 A L 2 (M )1 B admits a nonzero A-B-subbimodule that has finite right B-dimension.
3. There exist nonzero projections p ∈ A, q ∈ B, a normal unital * -homomorphism ψ : pAp → qBq and a nonzero partial isometry v ∈ pM q such that av = vψ(a) for all a ∈ pAp.
4. There exists a nonzero projection q ∈ B n , a normal unital * -homomorphism ψ : A → qB n q and a nonzero partial isometry v ∈ (M 1,n (C) ⊗ 1 A M )q such that av = vψ(a) for all a ∈ A.
5. There is no sequence of unitaries u n ∈ U (A) satisfying ||E B (xu n y * )|| 2 → 0 for all x, y ∈ 1 B M 1 A .
If one of the equivalent conditions holds, we write A ≺ M B.
The following lemma can be found in [Va08, Lemma 3.4 ] where the proof is left as an exercise. For the convenience of the reader we provide a proof here.
•
Proof. The fact that q 0 Aq 0 ≺ M B and A ≺ M p 0 Bp 0 both imply that A ≺ M B, follows immediately from the third characterisation in Theorem 1.3. On the other hand, using the first characterisation in Theorem 1.3, we also see that q 1 A ≺ M B and A ≺ M p 1 B both imply that A ≺ M B.
The following lemma can for instance be found in [Va08, Lemma 3.9].
Lemma 1.5. Let A, B ⊂ (M, τ ) be, possibly nonunital, embeddings.
Next to intertwining-by-bimodules, we also need a stronger notion called full embedding. 
One of the advantages that full embedding has over intertwining is that the relation '≺ f M ' is transitive, while the relation '≺ M ' need not be. Indeed, let p be a nontrivial projection in a diffuse tracial von Neumann algebra (M, τ ), then we have that A way to obtain full embedding is by quasi-regularity. We first recall the definition of quasiregularity. Definition 1.8. Let (M, τ ) be a tracial von Neumann algebra and N ⊂ M a von Neumann subalgebra. We denote by QN M (N ) the quasi-normalizer of N inside M , i.e. the unital * -algebra defined by
The following two results are well known to experts. Lemma 1.9. Let (M, τ ) be a tracial von Neumann algebra and let A, B ⊂ M be possibly nonunital von Neumann subalgebras. If A ≺ M B and
Proof. Let p ∈ A ′ ∩ 1 A M 1 A be a nonzero projection. We prove that there exists a nonzero Ap-Bsubbimodule K of pL 2 (M )1 B with finite B-dimension. 
Since B is quasi-regular inside 1 B M 1 B , we therefore get that pL 2 (M )1 B is densely spanned by the A-B-subbimodules
This ends the proof.
Connes tensor products
Let (N, τ N ) be a tracial von Neumann algebra. Let H be a right N -module and let K be a left N -module. We call a vector ξ ∈ H right bounded, if there exists c > 0 such that ||ξx|| ≤ c||x|| 2 , for all x ∈ N . In that case we define the bounded linear operator L ξ :
wherex denotes x when viewed as a vector of L 2 (N ). Denote by H 0 the vector space of all right bounded vectors of H. On the algebraic tensor product H 0 ⊙ K, we define the inner product
Note that this makes sense, since L * ξ ′ L ξ is a bounded linear operator on L 2 (N ) that commutes with the right N -action, and hence must be an element of N . The Connes tensor product H ⊗ N K (see Appendix B.δ of [Co94] ) is then defined as the completion of (
The Connes tensor product H ⊗ N K can also be obtained by looking at left bounded vectors of K. We call a vector η ∈ K left bounded, if there exists c > 0 such that ||xη|| ≤ c||x|| 2 , for all x ∈ N . In that case we can define a bounded linear operator R η :
We denote by 0 K the vector space of all left bounded vectors of K. On the algebraic tensor product H ⊙ 0 K, we define the inner product
where J :x → x * is the canonical anti-unitary on L 2 (N ). The Connes tensor product H ⊗ N K is equivalently defined as the completion of (
The following is an important property of the Connes tensor product.
Proposition 1.11. Let (N, τ N ) be a tracial von Neumann algebra. Let H be a right N -module and let K be a left N -module. Inside H ⊗ N K, we have that
• ξx ⊗ η = ξ ⊗ xη for every ξ ∈ H, η ∈ 0 K and x ∈ N .
Proof. Let ξ, ξ ′ ∈ H 0 , η, η ′ ∈ K and x ∈ N , then we have that
This shows that ξx ⊗ η = ξ ⊗ xη for every ξ ∈ H 0 , η ∈ K and x ∈ N . A similar argument can be used to prove the second statement.
Let (M, τ M ), (N, τ N ) and (P, τ P ) be tracial von Neumann algebras. Let H be an M -N -bimodule and let K be an N -P -bimodule. The Hilbert space H ⊗ N K is then an M -P -bimodule, where
Whenever N is a II 1 factor, the left and right dimension of this bimodule can easily be computed from the left and right dimensions of H and K. This is the content of the following proposition which can be found in [JS97] without proof. For the convenience of the reader, we provide a proof for this result.
Proposition 1.12. Let (M, τ M ) and (P, τ P ) be tracial von Neumann algebras and let (N, τ N ) be a II 1 factor. If H is a finite index M -N -bimodule and K is a finite index N -P -bimodule, then
Proof. We restrict ourselves to proving the first equality, since the second equality can be proven analogously.
So let (P, τ P ) be tracial von Neumann algebra and let (N, τ N ) be a II 1 factor. Furthermore, let H be a right N -module with dim −N H < ∞ and let K be an N -P -bimodule with dim −P K < ∞. Using Proposition 1.2, we may assume that
In this way, we have that
On the other hand, using Proposition 1.2 again, we may assume that
where p ∈ B(l 2 (N)) ⊗ P is a projection satisfying dim −P (K) = (Tr ⊗τ P )(p) < ∞. But since K is also a left N -module, there exists a normal * -homomorphism ψ : N → pP ∞ p such that the corresponding left N -action on p(l 2 (N) ⊗ L 2 (P )) is given by x · ξ = ψ(x)ξ for every x ∈ N . In this way, we see that
Since N is a factor, we have that ψ is faithful (see [Tak79, Proposition II.3.12]). Hence we have that (Tr ⊗τ P )(ψ(·))/(Tr ⊗τ P )(p) is a normal faithful tracial state on N . Since N is a II 1 factor, we have that τ N is the unique normal faithful tracial state (see [Tak79, Theorem V.2.6]). Therefore
Putting everything together, we see that
Baumslag-Solitar groups and HNN extensions
For all n, m ∈ Z \ {0}, the Baumslag-Solitar group BS(n, m) is defined by the presentation
The Baumslag-Solitar groups were introduced in [BS62] as the first examples of two generator nonHopfian groups with a single defining relation. Ever since, they have been playing an important role in many different areas of mathematics. The following are two examples of this.
• In theoretical informatics they were the first groups that were known to be asynchronous automatic but not automatic (see e.g. [ECH+92] );
• In geometric group theory they provide easy examples of groups that are not isomorphic to a subgroup of a hyperbolic group (see e.g. [GS91] ).
Since they play such important roles in mathematics, it is a natural problem to classify von Neumann algebras arising in some way from Baumslag-Solitar groups.
The following facts will be useful later on. Whenever |n| = 1 or |m| = 1, the normal closure of a is an abelian normal subgroup of BS(n, m) such that the quotient is infinite cyclic. So in that case, the group BS(n, m) is solvable, hence amenable. Whenever |n| ≥ 2 and |m| ≥ 2, the subgroup b, aba −1 ≤ BS(n, m) is, by Lemma 1.13 below, isomorphic with the free group F 2 . So in that case, BS(n, m) is nonamenable. In [Mo91] it was proven that BS(n 1 , m 1 ) ∼ = BS(n 2 , m 2 ) if and only if {n 1 , m 1 } = {εn 2 , εm 2 } for some ε ∈ {−1, 1}. So all nonamenable Baumslag-Solitar groups are up to isomorphism of the form BS(n, m) for some 2 ≤ n ≤ |m|.
Now, let us introduce the notion of HNN extension of groups ([HNN49]
). Let G be a group, H < G a subgroup and θ : H → G an injective group homomorphism. The HNN extension HNN(G, H, θ) is defined by the presentation
Elements of HNN(G, H, θ) can be expressed in a 'reduced' way using as letters the elements of G and the letters b ±1 . More precisely, we have the following lemma.
. . , g k−1 ∈ G \ {e} and n 1 , . . . , n k ∈ Z \ {0}. We call this expression reduced if the following two conditions hold:
• for every i ∈ {1, . . . , k − 1} with n i > 0 and n i+1 < 0, we have g i ∈ H;
• for every i ∈ {1, . . . , k − 1} with n i < 0 and n i+1 > 0, we have g i ∈ θ(H).
If the above expression for g is reduced, then g = e in the group HNN(G, H, θ), unless k = 0 and g 0 = e. In particular, the natural homomorphism of G to HNN(G, H, θ) is injective.
The number k i=1 |n i | appearing in a reduced expression of g is called the b-length of g. Observe that it does not depend on the choice of the reduced expression.
Note that the Baumslag-Solitar groups are one of the easiest examples of HNN extensions. Indeed, we have that BS(n, m) = HNN(Z, nZ, θ), where θ(n) = m. Lemma 1.14. Let n, m ∈ Z satisfy 2 ≤ n ≤ |m|. The centralizer C of a n inside BS(n, m) is nonamenable.
Proof. We have the following three cases to consider.
We first show that G is an amalgamated free product of two copies of Z over a copy of Z embedded as nZ and mZ respectively. Write
Note that α is well defined and surjective. We show that α is also injective. To that end we fix g ∈ Ker(α).
Note that this last expression is reduced inside BS(n, m). So, by Lemma 1.13, we have that k = 0 and n 0 = 0. But then g = e and hence Ker(α) = {e}. Altogether, we see that G is indeed an amalgamated free product of two copies of Z over a copy of Z embedded as nZ and mZ respectively. In particular G is nonamenable by the remark following Proposition 23 of [dlHP11] . Since G is a subgroup of C, we have that C is also nonamenable.
Case 2. (m = 2). So n = m = 2. In this case C and BS(n, m) coincide. In particular, C is nonamenable.
Case 3. (m = −2). So n = 2 and m = −2. Let g ∈ BS(n, m) \ C. Then a 2 g = ga −2 , and hence a 2 gb = ga −2 b = gba 2 . This shows that BS(n, m) = C ⊔ Cb −1 . In other words, C is an index 2 normal subgroup of BS(n, m). In particular, C is nonamenable.
Since BS(n, m) is an HNN extension, we have that it acts on its Bass-Serre tree. Recall from [Se80] that the Bass-Serre tree T is defined as follows:
where V (T ) denotes the set of vertices of T and E + (T ) denotes the set of positive oriented edges of T . The source map s : E + (T ) → V (T ) and the range map r : E + (T ) → V (T ) are defined by s(g a n ) = g a and r(g a n ) = gb −1 a for every g ∈ BS(n, m).
The group BS(m, n) then acts on T by left multiplication.
In general, when Γ is a group acting on a tree T , we call a group element elliptic if it admits a fixed point, otherwise we call it hyperbolic. The following lemma is well known and follows immediately from [Se80, Proposition 25 and Proposition 26].
Lemma 1.15. Let Γ be a group acting on a tree T .
1. If g ∈ Γ is a hyperbolic element, then g z is hyperbolic for every nonzero integer z.
2. If g, h ∈ Γ are elliptic elements such that gh is elliptic, then g and h have a common fixed point.
Almost normal subgroups and quasi-centralizers
Let Γ be group and Λ < Γ a subgroup. Define the following functions on Γ having values in N ∪ {∞}: If l(g) is finite for every g ∈ Γ, we say that Λ is an almost normal subgroup of Γ. In that case, we also call (Γ, Λ) a Hecke pair.
Remark. In the literature, e.g. [Tz03] , the function r is usually denoted by L and the function l is usually denoted by R. Let us justify our choice of notation. Let (P, τ ) be a tracial von Neumann algebra and let BS(n, m) P be a trace preserving action. Set N := P ⋊ a and define the N -N -bimodule K g := span N u g N for every g ∈ BS(n, m). Then the left dimension dim N − (K g ) equals l(g) and the right dimension dim −N (K g ) equals r(g).
Note that (BS(n, m), a ) is a Hecke pair. When considering this pair, l(g) is the smallest nonzero positive integer such that ga l(g) ∈ a g. Similarly, r(g) is the smallest nonzero positive integer such that a r(g) g ∈ g a . Writing k = gcd(|n|, |m|), n 0 = n/k, m 0 = m/k and
We end this subsection with the notion of quasi-centralizer. The quasi-centralizer QC Γ (Λ) of an inclusion of groups Λ ≤ Γ is defined as
where C Γ (Λ 1 ) denotes the centralizer of Λ 1 ≤ Γ. Note that QC Γ (Λ) is a normal subgroup of Γ whenever Λ is an almost normal subgroup of Γ. Lemma 1.16. Let n and m be nonzero integers. Then,
Proof. It suffices to show that
since the converse inclusion is obvious. So fix an element g of the quasi-centralizer of a inside BS(n, m). Then there exists a nonzero positive integer l such that ga l g −1 = a l . This implies that a l ∈ a ∩ g −1 a g = a l(g) or in other words, l(g) divides l. Writing l = l 0 l(g) we have that
Now ga l(g) g −1 = a r , for some r ∈ {r(g), −r(g)}. So altogether a l = a rl 0 and therefore r = l/l 0 = l(g). We conclude that ga l(g) g −1 = a r = a l(g) .
Controlling relative commutants
Fix integers n, m ∈ Z such that 2 ≤ n ≤ |m|. Let (P, τ ) be a diffuse tracial von Neumann algebra and let BS(n, m) P be a trace preserving action such that P ⋊ a l(g) ⊂ P ⋊BS(n, m) is irreducible for every g ∈ BS(n, m). We write Γ := BS(n, m), M := P ⋊ Γ, N := P ⋊ a and N z := P ⋊ a z for every nonzero integer z.
The following theorem is our main technical result and is, as we mentioned before, heavily inspired by Lemma 8.4 from [IPP08] . Roughly speaking, it lets us control relative commutants in M of irreducible finite index von Neumann subalgebras of N , allowing us later to deduce unitary conjugacy from a two-sided intertwining.
Theorem 2.1. Let p be a nonzero projection of N . Let Q ⊂ pN p be an irreducible finite index inclusion. Then there exists a unitary u ∈ U (pM p) such that uQu * ⊂ pN p and u(Q ′ ∩ pM p)u * ⊂ pN p.
Proof. Since N is a II 1 factor and P is a diffuse von Neumann subalgebra, we may actually assume that the projection p from the description of the theorem is an element of P . So let p be a nonzero projection of P and let Q ⊂ pN p be an irreducible finite index inclusion.
For every g ∈ Γ, we denote by K g the N -N -subbimodule span N u g N of L 2 (M ). Note that K g is the closed linear span of {bu h | b ∈ P, h ∈ a g a }. So K g and K h coincide if and only if a g a = a h a . DefineΓ = a \Γ/ a , i.e. the set of all double classes of a ≤ Γ. Then clearly
For every g ∈ Γ, we denote by p g the orthogonal projection of
Whenever x ∈ M , we see that
In particular, if x ∈ Q ′ ∩ pM p, then p g (x) is a Q-central vector of K g ∩ pM p. From this we get that Q ′ ∩ pM p is || · || 2 -norm densely spanned by the Q-central vectors of K g ∩ pM p, where g runs over all elements of Γ. So investigating Q ′ ∩ pM p comes down to investigating the Qcentral vectors of K g ∩ pM p for every g ∈ Γ.
To that end, we introduce the sets ∆ = {g ∈ Γ | K g ∩ pM p has a nonzero Q-central vector} and∆ = { a g a ∈Γ | g ∈ ∆}.
Since Altogether we see that∆ is a finite set, say∆ = { a g 1 a , . . . , a g κ a }. We also have the following claim.
Let g ∈ ∆ \ a and let x be a nonzero Q-central vector of K g ∩ pM p. For every integer z > 0, we define
We first show that
. In particular, x ⊗z is indeed a nonzero element of (K g ) ⊗z .
Now, for every integer z > 0, we define the nonzero pN p-pN p-subbimodule
By Lemma 2.2, we have for every integer z > 0 that H z is isomorphic with a pN p-pN p-subbimodule
only has a finite number of nonisomorphic pN p-pN p-subbimodules. Hence, there exist two nonzero positive integers z 1 and z 2 such that z 1 = z 2 and pN p (
Let us conclude the proof of Claim 1 by showing that for every integer z > 0 and every nonzero pN p-pN p-subbimodule H of p(K ⊗z g )p, we have
So let z > 0 be an integer. We define l = k(n s 0 m t 0 ) z , where s and t satisfy l(g) = kn s 0 m t 0 . We define r analogously. For 0 ≤ i 1 , . . . , i z < l(g), we introduce the pN p-pN l p-subbimodule
Since, for every projection q ∈ P and every 0 ≤ i, j < l(g),
otherwise, we have that the bimodules
we have that p(K ⊗z g )p is spanned by the bimodules H (i 1 ,...,iz) . Altogether, we have found that
Fix 0 ≤ i 1 , . . . , i z < l(g) and write β for Ad(u ga i 1 ...ga iz ) on pN l p, then
is an irreducible inclusion, we have that the bimodule H(β) is irreducible. Also, its left dimension is 1 and its right dimension is r. We find from all of this that p(K ⊗z g )p is orthogonally spanned by irreducible pN p-pN l p-subbimodules having left dimension 1 and right dimension r. Since every nonzero pN p-pN l p-subbimodule K of p(K ⊗z g )p is a direct sum of irreducible pN p-pN l p-subbimodules of p(K ⊗z g )p, we have that every nonzero pN p-pN l p-subbimodule 
This concludes the proof of Claim 1.
We continue with the proof of the theorem. Takeñ = lcm({l(g) | g ∈ ∆}). Note thatñ ∈ {l(g) | g ∈ Γ}. By Claim 1, we have that u g Nñu * g = Nñ for every g ∈ ∆. Let us now view Q inside an amplification of Nñ in the following sense. Since Q ⊂ pN p and Nñ ⊂ N are finite index inclusions, there exists an integer d > 0, a projection q ∈ N d n , a normal * -homomorphism ψ : Q → qN d n q and a nonzero partial isometry v ∈ (M 1,d (C) ⊗ pN )q such that
n q is finite index;
• vψ(x) = xv for every x ∈ Q.
Since ψ(Q) ⊂ qN d n q is finite index and qN d n q is a factor, we have by [Va08, Lemma A.3] that ψ(Q) ′ ∩ qN d n q is finite dimensional. Cutting qN d n q with a minimal projection of ψ(Q) ′ ∩ qN d n q, we may actually assume that ψ(Q) ⊂ qN d n q is irreducible. Since vv * ∈ Q ′ ∩ pN p = Cp, we have that vv * = p. Let us take a closer look at the inclusion
, we find from all this that
for some finite set L ⊂ Γ. Moreover we see that L can be chosen to lie in Ω, where
Note that Ω is a group. Indeed, by the irreducibility of ψ(Q) ⊂ qN d n q we have that Ω coincides with the group
We also have the following claim.
Claim 2. For every finite subset L ⊂ Ω, there exists an element g 0 ∈ Γ such that r(g 0 ) |ñ and L ⊂ g 0 a g
0 . We first show that every element of Ω is elliptic with respect to the action of Γ on its BassSerre tree T (see Section 1.4). So let g be an element of Ω. By definition of Ω, there exists a ψ(Q)-central vector x of q(N d n (1 ⊗ u g ))q satisfying u g Nñu * g = Nñ and xx * = q = x * x. Note that Ad(x) ∈ Aut(qN d n q) satisfies Ad(x)| ψ(Q) = id| ψ(Q) . Since ψ(Q) ⊂ qN d n q is finite index and irreducible, the group of automorphisms of qN d n q that restrict to the identity on ψ(Q) is finite (see e.g. [Fa09, Lemma 8.12]). Therefore, there exists an integer z > 0 such that Ad(x) z = id on qN d n q. Equivalently x z ∈ (qN d n q) ′ ∩ qM d q = Cq. On the other hand, x z is a nonzero element of q(N d n (1 ⊗ u g z ))q. Therefore, g z must be an element of añ and hence g z must be an elliptic element. Lemma 1.15.(1) implies that g must also be elliptic. Now let L = {g 1 , . . . , g t } be a finite subset of Ω. Let g, h ∈ Ω be arbitrary elements. As we just showed, g and h are elliptic. Since Ω is a group, we have that gh ∈ Ω and hence also gh is elliptic. Using Lemma 1.15. (2), we get that the fixed point sets of g and h intersect nontrivially whenever g, h ∈ Ω. Write T i = {x ∈ V (T ) | g i · x = x} for 1 ≤ i ≤ t. Then T i is a subtree of T . Furthermore we already know that T i ∩ T j = ∅ for every 1 ≤ i, j ≤ t. It is an easy exercise to verify that finitely many subtrees of a given tree with pairwise nontrivial intersections have a nontrivial intersection. Hence there exists a vertex x ∈ V (T ) such that g i · x = x for every i. In other words, there exists an element g ∈ Γ such that g i ∈ g a g −1 for every i. Define J = {g ∈ Γ | L ⊂ g a g −1 }. We already showed that J is nonempty. Choose an element g 0 ∈ J having minimal b-length (see Section 1.4). Using Lemma 1.13 and the fact that r(g) |ñ for every g ∈ Ω, it follows that r(g 0 ) |ñ. This concludes the proof of Claim 2.
Let us now finish the proof of the theorem. Combining inclusion (3) with Claim 2, we find that there exists an element g 0 ∈ Γ such that r(g 0 ) |ñ and
In particularṽ * ṽ ∈ N d . Furthermore we have that
Let w be an element of M d,1 (C) ⊗ N such that ww * =ṽ * ṽ and w * w =ṽṽ * = p. Define u = (ṽw) * ∈ pM p. Then u ∈ U (pM p) and also
In the proof of Theorem 2.1, we used the following two well known results.
Lemma 2.2. Let (M, τ ) be a II 1 factor and let N ⊂ M be an irreducible finite index subfactor. Let M H M be an M -M -bimodule and let ξ ∈ H be a nonzero N -central vector such that span M ξM is dense in H. Then H is isomorphic with an
Proof. By replacing ξ with ξ/||ξ||, we may assume that ξ ∈ H is a unit vector. Let us begin by showing that L 2 (M ) and ξM are isomorphic as N -M -bimodules. For that define ϕ : M → C : x → ξx, ξ . Then ϕ is a normal N -central state on M . Since N ⊂ M is irreducible, this implies that ϕ and τ coincide. Hence
From this we find that we can extend the map α : M → ξM : x → ξx to a unitary from L 2 (M ) onto ξM . This unitary is N -M -bimodular by construction.
Let us continue with the proof of the lemma. Use Lemma 2.8 from [FR12] where
Since we already showed that L 2 (M ) and ξM are isomorphic as N -M -bimodules, we are done.
Lemma 2.3. Let (M, τ ) be a II 1 factor and let M H M be a nonzero finite index bimodule. Then H only contains a finite number of nonisomorphic M -M -subbimodules.
Proof. Let (M, τ ) be a II 1 factor and let M H M be a finite index bimodule. Then there exists a nonzero positive integer n, a nonzero projection p ∈ M n and a normal * -homomorphism ψ : M → pM n p such that [pM n p : ψ(M )] < ∞ and
where M H(ψ) M is given by H(ψ) = p(C n ⊗ L 2 (M )) and xξy = ψ(x)ξy. In this way, we see that the isomorphism classes of the M -M -subbimodules of H correspond with the equivalence classes of the projections in ψ(M ) ′ ∩ pM n p. On the other hand,
is a finite set. To end the proof, Proposition 1.1.2 of [JS97] states that Tr Mn(C) ⊗τ is a complete invariant for the equivalence classes of projections in M n , since M n is a factor.
3. Unitary conjugacy of the canonical subalgebras α(pN 1 p) and N 2
Fix integers n 1 , m 1 , n 2 , m 2 ∈ Z satisfying 2 ≤ n 1 ≤ |m 1 | and 2 ≤ n 2 ≤ |m 2 |. For i ∈ {1, 2}, let (P i , τ i ) be a diffuse amenable tracial von Neumann algebra and let BS(n i , m i ) P i be a trace preserving action such that P i ⋊ a l(g) i ⊂ P i ⋊ BS(n i , m i ) is irreducible for every g ∈ BS(n i , m i ). We still denote by τ i the canonical trace of P i ⋊ BS(n i , m i ).
We make use of the following notation:
i for every nonzero integer z.
Proposition 3.1. Let p be a nonzero projection of N 1 . If α : pM 1 p → M 2 is an isomorphism, then there exists a nonzero irreducible finite index α(
Proof. Since P 1 is diffuse and N 1 is a II 1 factor, we may actually assume that p is a nonzero projection of P 1 . So let p be a nonzero projection of P 1 and let α : pM 1 p → M 2 be an isomorphism.
We first prove that N 2 ≺ α(pN 1 p). Denote by C the centralizer of a n 2 2 inside Γ 2 . Recall that by Lemma 1.14 C is nonamenable. Hence the group von Neumann algebra L(C) has no amenable direct summand. By Proposition 3.1 in [Ue07] , the HNN extension M 1 = HNN(N 1 , N 1,n 1 , Ad(u b 1 ) ) can be viewed as the corner of an amalgamated free product of tracial von Neumann algebras. Since L(C) has no amenable direct summand, it then follows from [CH08, Theorem 4.2] that
2 )) ≺ N 1 . Combining that with Lemma 1.5 and the fact that α −1 (L( a
) is a finite index inclusion, we get that α −1 (L( a 2 )) ≺ N 1 . On the other hand, using Theorem 4.1 from [Va13] , we find that α −1 (P 2 ) ≺ N 1 . In fact, by Lemma 1.9, we even have that
We also show that α(pN 1 p) ≺ M 2 N 2 . Fix n ∈ N such that n ≥ 1/τ 1 (p) and choose a projection q ∈ P 1 such that q ≤ p and τ 1 (q) = 1/n. Define the isomorphism β : (α(q)M 2 α(q)) n → (qM 1 q) n given by 1⊗α −1 . Let v ∈ M 1,n (C)⊗P 1 satisfy vv * = 1 and
Using the exact same arguments as before, we get that
Since pN 1 p ⊂ pM 1 p and N 2 ⊂ M 2 are quasi-regular inclusions, a combination of Proposition 1.10 and Lemma 1.9 yields the desired result.
In the proof of Proposition 3.1 we used the following lemma which is a slight adaptation of Lemma 2.3 from [BV12] .
Lemma 3.2. Let Γ be a countable group and Γ (P, τ ) a trace preserving action of Γ on a tracial von Neumann algebra (P, τ ). Put M = P ⋊Γ and let p ∈ M be a projection. Assume that Q ⊂ pM p is a von Neumann subalgebra that is normalized by a group of unitaries G ⊂ U (pM p). Let Λ ≤ Γ be an almost normal subgroup.
Proof. For every subset F ⊂ Γ, we denote by P F the orthogonal projection of L 2 (M ) onto the closed linear span of {au g | a ∈ P, g ∈ F}. We say that a subset F ⊂ Γ is small relative to Λ if F is contained in a finite union of subsets of the form gΛh with g, h ∈ Γ.
Assume, by way of reaching a contradiction, that (Q ∪ G) ′′ ⊀ P ⋊ Λ. Since U (Q)G is a group of unitaries generating (Q ∪ G) ′′ , we get from [Va10, Lemma 2.4] sequences of unitaries b n ∈ U (Q) and w n ∈ G such that ||P F (b n w n )|| 2 → 0 for every subset F ⊂ Γ that is small relative to Λ.
Since G ′′ ≺ P ⋊ Λ, there exists a nonzero projection q ∈ (P ⋊ Λ) n , a nonzero partial isometry v ∈ M 1,n (C) ⊗ pM and a normal * -homomorphism ψ : G ′′ → q(P ⋊ Λ) n q such that xv = vψ(x) for all x ∈ G ′′ . Denote p 1 = vv * and fix 0 < ε < ||p 1 || 2 /3. By the Kaplansky density theorem, we can take a finite subset F 1 ⊂ Γ and an element v 1 in the linear span of {au g | a ∈ M 1,n (C) ⊗ P, g ∈ F 1 } such that ||v 1 || ≤ 1 and ||v − v 1 || 2 < ε.
1 . Observe that F 2 is small relative to Λ. Write x n = v 1 ψ(w n )v * 1 . By construction, every x n lies in the image of P F 2 . We also have for all n that ||x n || ≤ 1 and
Since Q ≺ f P ⋊ Λ, we obtain from [Va10, Lemma 2.5] a subset F 3 ⊂ Γ that is small relative to Λ such that ||b n − P F 3 (b n )|| 2 < ε for all n. In combination with the previous paragraph, we get that
Since Λ is an almost normal subgroup of Γ, we have that F 4 is still small relative to Λ. By construction, P F 3 (b n )x n lies in the image of P F 4 and thus we have shown that ||b n w n p 1 − P F 4 (b n w n p 1 )|| 2 < 3ε for all n.
Since ||P F (b n w n )|| 2 → 0 for every subset F ⊂ Γ that is small relative to Λ, it follows from [Va10, Lemma 2.3] that ||P F 4 (b n w n p 1 )|| 2 → 0. Hence lim sup n ||b n w n p 1 || 2 ≤ 3ε. Since b n and w n are unitaries, we arrive at the contradiction that ||p 1 || 2 ≤ 3ε < ||p 1 || 2 .
The next theorem states that the intertwining bimodule from Proposition 3.1 can actually be chosen to realize a unitary conjugacy. Proof. Let p be a nonzero projection of N 1 and let α : pM 1 p → M 2 be an isomorphism. Then by Proposition 3.1, there exists an integer d > 0, a projection q ∈ N d 2 , a normal * -homomorphism
q is irreducible and finite index; • vψ(x) = xv for every x ∈ α(pN 1 p).
Note thatṽṽ * is a nonzero projection of α(pN 1 p) ′ ∩ M 2 = C1. Henceṽṽ * must be equal to 1. On the other hand,ṽ * ṽ = uv * vu * ∈ u(ψ(α (pN 1 p) 
Let w be an element of M d,1 (C) ⊗ N 2 such that ww * =ṽ * ṽ and w * w =ṽṽ * = 1. Then u 1 ∈ U (M 2 ). Also
By exactly the same arguments, there also exists a unitary u 2 inside pM 1 p such that u 2 α −1 (N 2 )u * 2 ⊂ pN 1 p. Applying α to both sides, there exists a unitary u 3 of M 2 satisfying u 3 N 2 u * 3 ⊂ α(pN 1 p). Combining both inclusions, we get that
To finish the proof, it suffices to show that u 1 u 3 ∈ N 2 . To that end, denote the unitary u 1 u 3 ∈ M 2 by u 4 and write β for Ad(u 4 ) on N 2 . As before, defineΓ 2 = a \Γ 2 / a and
, we define p g to be the orthogonal projection of L 2 (M 2 ) onto K g . Then we can decompose u 4 as
where the convergence is in || · || 2 -norm. Note that p g (u 4 ) = l(g)−1 i=0
x g,i u ga i )x for every g ∈ Γ 2 and every x ∈ N 2 .
But then, for every g ∈ Γ 2 and every x ∈ N 2,l(g) , we have that
is a multiple of a unitary for every g ∈ Γ 2 and every 0 ≤ i < l(g). Now assume that x g,i and x h,j are both nonzero. Note that (
Since N 2,l is irreducible in M 2 and x * h,j x g,i is nonzero, we get that u ha j ∈ N 2 u ga i and hence that ha j ∈ a ga i . Therefore, in the decomposition of u 4 , there is only one nonzero component x g,i u ga i . Hence u 4 = xu g for some g ∈ Γ 2 and x ∈ U (N 2 ). But since u 4 N 2 u * 4 ⊂ N 2 , we must have that g ∈ a and hence that u 4 ∈ N 2 . This ends the proof.
Proof of the main theorem
We begin with the following result.
Lemma 4.1. Let n, m ∈ Z such that 2 ≤ n ≤ |m|. Let (P, τ ) be a tracial von Neumann algebra and let BS(n, m) P be a trace preserving action such that P ⋊ a l(g) ⊂ P ⋊BS(n, m) is irreducible for every g ∈ BS(n, m).
Proof. As before, we define N z := P ⋊ a z for every nonzero integer z. For every g ∈ BS(n, m) we have that
Let g, h ∈ BS(n, m) such that r(g) = r(h). Under the identification (4) we have that the set of N r(g) -N -bimodular elements of B(K g , K h ) coincides with
Hence,
• B g,h = {0}, whenever a g a = a h a .
Let us now prove the first statement. Assume that H is a nonzero N -N -subbimodule of K g . Denote by p H the orthogonal projection of K g onto H. Then p H is a nonzero element of B g,g = {[x i,j ] 0≤i,j<r(g) | x i,j ∈ Cδ i,j }. This implies that H contains u a i g L 2 (N ) for some 0 ≤ i < r(g). Since H is also a left N -module, we see that H coincides with the whole of K g . This proves the first statement.
To prove the second statement, assume that N (K g ) N ∼ = N (K h ) N . Then, by comparing the right dimensions of both bimodules, we have that r(g) = r(h). Furthermore, the unitary between K g and K h is an element of B g,h . This implies that B g,h = {0}, and hence that a g a = a h a . This ends also the proof of the second statement.
For the following lemma, we need to introduce some extra notation. Let ω ∈ C satisfy |ω| = 1. Let (P, τ ) be a tracial von Neumann algebra and let Z P be a trace preserving action. Write N := P ⋊ Z. Then we define the * -automorphism α ω : N → N by
for every b ∈ P and z ∈ Z. Furthermore, we define
Lemma 4.2. Let n, m ∈ Z such that 2 ≤ n ≤ |m|. Let (P, τ ) be a tracial von Neumann algebra and let BS(n, m) P be a trace preserving action such that P ⋊ a l(g) ⊂ P ⋊ BS(n, m) is irreducible for every g ∈ BS(n, m). Write M := P ⋊ BS(n, m), N := P ⋊ a , ω g := e 2πi/r(g) and
Moreover, the bimodules in the decomposition are irreducible and pairwise nonisomorphic.
Proof. To prove (5) we first show that
After that we show that
Let us begin. First of all, we have that K g ⊗ N K g −1 is linearly spanned by the N -N -subbimodules span(N u ga i ⊗ u g −1 N ), where 0 ≤ i < l(g). Furthermore, we have for x, y, z, w ∈ N and 0 ≤ i, j < l(g) that
If i = j, then (6) implies that span(N u ga i ⊗ u g −1 N ) and span(N u ga j ⊗ u g −1 N ) are orthogonal. Hence,
If i = j = 0, then we can continue with (6) in the following way:
Let us now show that span(N u g ⊗ u g −1 N ) contains an N -N -subbimodule that is isomorphic with
for every x ∈ N . Let x, y ∈ N and 0 ≤ i, j < r(g). We can make the following calculation:
If i = j, then we get from (7) that ξ g,i N is orthogonal to ξ g,j N . If i = j, then (7) implies that
Hence, we indeed have that span(N u g ⊗ u g −1 N ) contains an N -N -subbimodule isomorphic with
Putting everything together, we have found that
Since the right dimension of this subbimodule is equal to the right dimension of N (K g ⊗ N K g −1 ) N , namely l(g)r(g), the two actually coincide.
We are left to prove that the bimodules in the decomposition are irreducible and pairwise non- . Then we see that there exists a unitary u ∈ N such that uxu * = α ω i−j g (x) for every x ∈ N . Note then that u ∈ N ′ r(g) ∩ N = C1, and so i = j. This ends the proof.
We need one final result before we can start with the proof of the main theorem. For every g ∈ BS(n, m) we define L(g) as the nonzero integer satisfying ga L(g) g −1 = a r(g) . Note that L(g) ∈ {l(g), −l(g)}.
Lemma 4.3. Let n, m ∈ Z such that 2 ≤ n ≤ |m|. Let (P, τ ) be a tracial von Neumann algebra and let BS(n, m) P be a trace preserving action such that P ⋊ a l(g) ⊂ P ⋊ BS(n, m) is irreducible for every g ∈ BS(n, m). Write M := P ⋊ BS(n, m) and N and Ω := {e 2πis/r(g) | s ∈ Z, g ∈ BS(n, m)}. Then for every ω, µ ∈ Ω, we have that
Proof. Fix g ∈ BS(n, m) and ω, µ ∈ Ω. As before, we define N z := P ⋊ a z for every nonzero integer z.
We first prove the 'only if' part of the equivalence. So assume that
Under these identifications, we have that the set of all N r(g) -N -bimodular elements of B(
Take r ∈ {r(h) | h ∈ BS(n, m)} large enough such that
)(x) and α µ,i (x) = Ad(u * a i g )(x) for every x ∈ N r . Then we see that
For this unitary element, we have that x 0,0 ∈ T1 and x 0,0 α 0,ω (x) = α µ,0 (x)x 0,0 for every x ∈ N r(g) . From this we get that α 0,ω (x) = α µ,0 (x), for all x ∈ N r(g) .
In particular, we have that
Let us now show the 'if' part of the equivalence. So assume that
Since both bimodules have the same right N -dimension, we see that K g and L 2 (N )⊗ N r(g) u g L 2 (N ) are actually isomorphic. Now define for every normal * -homomorphism α :
Since we assumed that
We finally present the proof of the main theorem.
Proof of Theorem A. For i = 1, 2, write Γ i := BS(n i , m i ), M i := P i ⋊ Γ i , N i := P i ⋊ a i and N i,z := P i ⋊ a z i for every nonzero integer z. Interchanging if necessary the roles of M 1 and M 2 , there exists a projection p ∈ N 1 and a * -isomorphism α : pM 1 p → M 2 . By Theorem 3.3, we may assume that α(pN 1 p) = N 2 .
For i ∈ {1, 2} and g ∈ Γ i , we define the
we have that Lemma 4.1 implies that the sets {K 2 g | g ∈ Γ 2 } and {α(pK 1 g p) | g ∈ Γ 1 } are the same. Looking at the left and right dimensions of the bimodules in both sets, we get that
Note that n i = min({l(g) | g ∈ Γ i }\{1}) and so n 1 = n 2 . On the other hand, {l(g)/r(g) | g ∈ Γ i } = (n i /|m i |)
Z . Therefore, also
|m 2 | . Together, this shows that n 1 = n 2 and |m 1 | = |m 2 |. It remains to prove that m 1 = m 2 whenever n 1 = |m 1 |.
Whenever M is a II 1 factor and H is a nonzero M -M -bimodule, we write Bimod H (M ) for the smallest set S of isomorphism classes of finite index M -M -bimodules satisfying the following four conditions:
. Also note that r(g) = r(σ(g)) and l(g) = l(σ(g)) for every g ∈ Γ 1 , since β preserves left and right dimensions.
Write F := {r(g) | g ∈ Γ 1 } \ {1} = {r(g) | g ∈ Γ 2 } \ {1} and define the group Ω by Ω := {ω ∈ C | ω f = 1 for some f ∈ F}.
By Lemma 4.2, we have that the group of 1-dimensional subbimodules of
Similarly, the group of all 1-dimensional subbimodules of the set
}, we have that β({K 1 ω | ω ∈ Ω}) = {K 2 ω | ω ∈ Ω}. In this way, β gives rise to an automorphism ∆ : Ω → Ω by β(K 1 ω ) = K 2 ∆(ω) . Now define for g ∈ Γ 1 and h ∈ Γ 2 the sets
We have that (∆ × ∆)(W 1 g ) = W 2 σ(g) for every g ∈ Γ 1 . Using Lemma 4.3 this implies that
Now assume, by way of reaching a contradiction, that n 1 = n 2 and m 1 = −m 2 with n 1 = |m 1 |. Put n := n 1 , m := m 1 , k := gcd(n, |m|), n 0 := n/k and m 0 := m/k. By taking g ∈ Γ 1 equal to b −1 in (8), we see that
We already know that r(σ(g)) = r(g) and l(σ(g)) = l(g) for every g ∈ Γ 1 . Therefore r(σ(b −1 )) = n and L(σ(b −1 )) ∈ {m, −m}. Since r(h)/L(h) ∈ (−n/m) Z for every h ∈ Γ 2 , we get that L(σ(b −1 )) must be equal to −m. Therefore ∆(µ) 2m = 1, or equivalently µ 2m = 1. This is a contradiction, since |n t 0 m t 0 | > 2. We conclude that m 1 = m 2 whenever n 1 = |m 1 |.
Two comments on the assumptions of the main theorem
In this final section, we examine the assumptions on BS(n, m) P found in the main theorem. We show that whenever P is abelian, these are equivalent to some seemingly weaker/stronger assumptions.
Throughout this section, let n and m be integers such that 2 ≤ n ≤ |m|. Let k be the greatest common divisor of n and |m|. As before, write n 0 = n/k, m 0 = m/k and F = {kn s 0 |m 0 | t | s, t ∈ N, s + t > 0} = {l(g) | g ∈ BS(n, m)} \ {1}.
Recall from Lemma 1.16 that the quasi-centralizer of a in BS(n, m) is QC BS(n,m) ( a ) = {g ∈ BS(n, m) | ga l(g) g −1 = a l(g) }. We have the following result.
Lemma 5.1. Let BS(n, m) (X, µ) be a pmp action of BS(n, m) on a standard probability space X. Write Γ := BS(n, m), Λ := QC Γ ( a ), M := L ∞ (X) ⋊ Γ and N z := L ∞ (X) ⋊ a z for every nonzero integer z =. The following statements are equivalent.
1. N ′ z ∩ M = C1 for every z ∈ F.
2. Λ X is essentially free and a z X is ergodic for every z ∈ F.
3. Γ X is essentially free and a z X is ergodic for every z ∈ F.
Proof. 1 ⇒ 2. Note that every a z -invariant element of L ∞ (X) is an element of N ′ z ∩ M = C1. Therefore a z X is ergodic for every z ∈ F. It remains to prove that Λ X is essentially free. For every g ∈ BS(n, m), we write Fix(g) for the fixed point set of g, i.e. Fix(g) := {x ∈ X | x = g·x}. Assume, by way of reaching a contradiction, that Λ X is not essentially free. Then there exists an element g ∈ Λ \ {e} such that µ(Fix(g)) > 0. Since Fix(g) is an a l(g) -invariant Borel subset of X, we get that µ(Fix(g)) = 1. To reach a contradiction, observe that u g is a nontrivial element of N ′ l(g) ∩ M . 2 ⇒ 3. If Γ = Λ, there is clearly nothing to prove. So assume that Γ = Λ. Let g ∈ Γ \ Λ and assume, by way of reaching a contradiction, that µ(Fix(g)) > 0. Take a nonzero integer z such that µ(a z · Fix(g) ∩ Fix(g)) > 0. Note that a z · Fix(g) ∩ Fix(g) ⊂ Fix(ga z g −1 a −z ). Therefore µ(Fix(ga z g −1 a −z )) > 0. On the other hand ga z g −1 a −z belongs to Λ, since Λ is a normal subgroup of Γ. Furthermore ga z g −1 a −z is nontrivial, since g would otherwise belong to C Γ ( a z ) ⊂ Λ. Altogether we have reached a contradiction.
3 ⇒ 1. Since Γ X is essentially free, we have that L ∞ (X) ′ ∩ M = L ∞ (X). Therefore N ′ z ∩ M ⊂ L ∞ (X) for every z ∈ F. But then, for every z ∈ F, we see that N ′ z ∩M is the von Neumann algebra of a z -invariant functions of L ∞ (X). The ergodicity of a z X now finishes the proof.
We also have the following result.
Lemma 5.2. Let BS(n, m) (X, µ) be a pmp action of BS(n, m) on a standard probability space X. If a k X is ergodic, then a z X is ergodic for every z ∈ F.
Proof. Assume that a k X is ergodic. For every z ∈ Z \ {0}, we denote by P (z) the a zinvariant elements of L ∞ (X). By assumption we have that P (k) = C1. To prove the lemma, we need to show that P (kn s 0 m t 0 ) = C1 for every s, t ∈ N with s + t > 0. So fix s, t ∈ N with s + t > 0 and note that P (kn Since n 0 and m 0 are coprime, it suffices to show that dim(P (kz)) divides z whenever z is a nonzero integer. To that end, fix z ∈ Z \ {0} and note that the action ( a k / a kz ) P (kz) is ergodic since P (k) = C1. Write L ∞ (Y, η) for P (kz) and let ( a k / a kz ) Y be the ergodic action corresponding to ( a k / a kz ) P (kz). Then Y is purely atomic. Indeed, if not, then Y would contain a Borel subset Z with 0 < µ(Z) < |z|. This in turn would mean that 1 = η(Y ) = η(( a k / a kz ) · Z)
≤ z η(Z) < 1.
Let y ∈ Y be an atom. Then by the orbit-stabilizer theorem, we have that the number of elements in the orbit of y is a divisor of | a k / a kz | = z. Since the action is ergodic, the orbit of y is the whole of Y . Hence we find that Y consists of exactly j atoms, where j is some divisor of z. In other words, P (kz) must be finite dimensional and its dimension should divide z. This ends the proof.
