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Abstract
In this paper we develop the theory of Schauder estimates for the fractional harmonic oscillator Hσ =
(− + |x|2)σ , 0 < σ < 1. More precisely, a new class of smooth functions Ck,α
H
is defined, in which we
study the action of Hσ . In fact these spaces are those adapted to the operator H , hence the suited ones for
this type of regularity estimates. In order to prove our results, an analysis of the interaction of the Hermite–
Riesz transforms with the Hölder spaces Ck,α
H
is needed, that we believe of independent interest.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
For a given partial differential operator L, the analysis of its regularity properties with respect
to Hölder classes is one of the tools employed in the theory to prove important facts about partial
differential equations. Indeed, being a bit imprecise, it is well known that if f is a Hölder con-
tinuous function with exponent α, then the equation −u = f has a unique solution u, whose
second order derivatives belong to Cα , and ‖u‖C2,α is controlled by ‖f ‖Cα . This result was first
applied to obtain classical solutions of second order elliptic equations of the form Lu = f (see
for instance [7, Chapter 6]). Recently, and motivated by the obstacle problem for the fractional
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operator (−)σ , 0 < σ < 1, when acting on Hölder spaces. For more applications see [5] and [6].
Let H be the most basic Schrödinger operator in Rn, n 1, the harmonic oscillator:
H = −+ |x|2.
The fractional powers Hσ , 0 < σ < 1, were introduced in [13].
The aim of this paper is to prove regularity estimates in Hölder classes for the fractional
harmonic oscillator Hσ . For this purpose, we define new Hölder spaces Ck,αH , different than
the classical Hölder spaces Ck,α , in which the smoothness properties of Hσ are analyzed, see
Definition 1.1 and Theorem A.
The classes Ck,αH are the natural spaces associated to H . This becomes evident, for instance,
in the fact that the Hermite–Riesz transforms have the expected behavior: they preserve them,
see Theorem 4.1. Also the fractional integrals produce a kind of “inverse fractional derivative”
process when acting in Ck,αH , see Theorem B.
Our estimates, together with Harnack’s inequality for Hσ proved in [13], are the basic regu-
larity estimates one expects to get for the fractional powers of a second order operator. Moreover,
we found the right spaces for which Schauder estimates are appropriated. We expect to obtain the
correct regularity estimates for nonlinear problems related to the fractional harmonic oscillator
in these spaces. Applications will appear elsewhere.
Let us introduce the definition of Hσ . For a function f in Schwartz’s class S and 0 < σ < 1,
the fractional harmonic oscillator Hσ is given by the classical formula
Hσf (x) = 1
Γ (−σ)
∞∫
0
(
e−tH f (x)− f (x)) dt
t1+σ
, (1.1)
where v(x, t) = e−tH f (x) is the solution of the heat-diffusion equation ∂tv + Hv = 0 in Rn ×
(0,∞), with initial datum v(x,0) = f (x) on Rn. In [13] it is shown that
Hσf (x) =
∫
Rn
(
f (x)− f (z))Fσ (x, z) dz + f (x)Bσ (x), x ∈ Rn, f ∈ S, (1.2)
where
Fσ (x, z) = 1−Γ (−σ)
∞∫
0
Gt(x, z)
dt
t1+σ
,
Bσ (x) = 1
Γ (−σ)
∞∫
0
[∫
Rn
Gt (x, z) dz − 1
]
dt
t1+σ
, (1.3)
and Gt(x, z) is the kernel of the heat-diffusion semigroup generated by H , see (3.1).
Next we define the Hölder spaces in which the regularity properties of the operators will be
considered.
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space C0,αH associated to H , if there exists a constant C, depending only on u and α, such that∣∣u(x1)− u(x2)∣∣ C|x1 − x2|α, and ∣∣u(x)∣∣ C
(1 + |x|)α ,
for all x1, x2, x ∈ Rn. With the notation
[u]C0,α = sup
x1,x2∈Rn
x1 =x2
|u(x1)− u(x2)|
|x1 − x2|α , and [u]M
α = sup
x∈Rn
∣∣(1 + |x|)αu(x)∣∣,
we define the norm in the spaces C0,αH to be
‖u‖
C
0,α
H
= [u]C0,α + [u]Mα .
When working with the harmonic oscillator H some special first order partial differential
operators are considered, see (3.3), which are the natural derivatives. Then the classes Ck,αH can
be defined in a usual way, see Definition 3.1. We present now our first main result.
Theorem A. Let α ∈ (0,1] and σ ∈ (0,1).
(A1) Let u ∈ C0,αH and 2σ < α. Then Hσu ∈ C0,α−2σH and∥∥Hσu∥∥
C
0,α−2σ
H
 C‖u‖
C
0,α
H
.
(A2) Let u ∈ C1,αH and 2σ < α. Then Hσu ∈ C1,α−2σH and∥∥Hσu∥∥
C
1,α−2σ
H
 C‖u‖
C
1,α
H
.
(A3) Let u ∈ C1,αH and 2σ  α, with α − 2σ + 1 = 0. Then Hσu ∈ C0,α−2σ+1H and∥∥Hσu∥∥
C
0,α−2σ+1
H
 C‖u‖
C
1,α
H
.
(A4) Let u ∈ Ck,αH and assume that k + α − 2σ is not an integer. Then Hσu ∈ Cl,βH where l is
the integer part of k + α − 2σ and β = k + α − 2σ − l.
The last theorem can be interpreted as saying that the Hölder spaces Ck,αH are the reasonable
classes in order to obtain Schauder type estimates for Hσ . Indeed, if we define the negative
powers of H , i.e. the fractional integral operators
H−σ f (x) = 1
Γ (σ)
∞∫
0
e−tH f (x) dt
t1−σ
, 0 < σ  1,
then we are able to prove our second main result:
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(B1) If α + 2σ  1, then H−σ u ∈ C0,α+2σH and∥∥H−σ u∥∥
C
0,α+2σ
H
 C‖u‖
C
0,α
H
.
(B2) If 1 < α + 2σ  2, then H−σ u ∈ C1,α+2σ−1H and∥∥H−σ u∥∥
C
1,α+2σ−1
H
 C‖u‖
C
0,α
H
.
(B3) If 2 < α + 2σ  3, then H−σ u ∈ C2,α+2σ−2H and∥∥H−σ u∥∥
C
2,α+2σ−2
H
 C‖u‖
C
0,α
H
.
It is worth noting that, if in Theorem B(B3) we take σ = 1, we get the Schauder estimate for
the solution to Hu = f , in Rn, with f ∈ C0,αH .
To prove the two main theorems of this paper we need a study of the first and second order
Hermite–Riesz transforms, Ri and Rij , acting on the spaces C0,αH , that we believe of independent
interest. See the final part of Section 3 and Theorem 4.1.
The first main task in our paper is to obtain explicit pointwise expressions for all the operators
involved, when they are applied to functions belonging to the spaces Ck,αH , and the second one
is to actually prove the regularity estimates. Section 2 contains two abstract propositions dealing
with these two aspects: Proposition 2.1 takes care of the pointwise formulas and Proposition 2.3
contains a regularity result. We will apply, in a systematic way, both propositions in order to
reach our objectives: see Section 3 for all the pointwise formulas, and Section 4 for the proofs of
Theorems A and B. In Section 5 we collect all the computational lemmas used in the previous
sections.
In some recent papers, B. Bongioanni, E. Harboure and O. Salinas studied the boundedness
of fractional integrals (see [2]) and Riesz transforms (see [3]), associated to a certain class of
Schrödinger operators L = − + V , in spaces of BMOβL type, 0  β < 1, using Harmonic
Analysis techniques. In [2, Proposition 4], they showed that the spaces BMOβL coincide with a
Hölder type space ΛβL, 0 < β < 1, with equivalent norms. In the case V = |x|2, our space C0,βH
coincides with their space ΛβH , for 0 < β < 1.
A natural question to think about is the possibility of getting (at least the local part of) our
results by modifying, in an appropriate way, the kernel of the classical fractional Laplace op-
erator. In our opinion our procedure is the natural one and we haven’t found a smooth bridge
to pass from one case to the other. Even more, some recent (local) results by R.F. Bass in [1]
about stable-like operators cannot be applied in our case because, clearly, his assumption on the
kernel A(x,h) [1, Assumption 1.1] is not fulfilled by our kernel Fσ (x, z), see Lemma 5.4 be-
low. Moreover, he does not allow for α + β to be an integer [3, Assumption 1.1], but we do.
We want to complete the thought of this paragraph by establishing the parallelism with possible
definitions of Sobolev spaces for the harmonic oscillator that were considered by R. Radha and
S. Thangavelu in [9], by S. Thangavelu in [15] and also by B. Bongioanni and J.L. Torrea in [4].
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harmonic oscillator.
Throughout this paper, the letter C denotes a positive constant that may change in each oc-
currence and it will depend on the parameters involved (whenever it is necessary, we point
out this dependence with subscripts), and Γ stands for the Gamma function. Recall that
Γ (−σ) = −Γ (1 − σ)/σ , 0 < σ < 1. Without mentioning it, we will repeatedly apply the in-
equality rηe−r  Cηe−r/2, η 0, r > 0.
2. Two abstract results
Proposition 2.1. Let T be a bounded operator on S such that 〈Tf,g〉 = 〈f,T g〉, for all f,g ∈ S .
Assume that
Tf (x) =
∫
Rn
(
f (x)− f (z))K(x, z) dz + f (x)B(x), x ∈Rn,
where the kernel K verifies
∣∣K(x, z)∣∣ C|x − z|n+γ e− |x||x−z|C e− |x−z|2C , x, z ∈Rn, (2.1)
for some −n  γ < 1, and B is a continuous function with polynomial growth at infinity. Let
u ∈ C0,γ+εH , with 0 < γ + ε  1, ε > 0. Then T u is well defined as a tempered distribution and
it coincides with the continuous function
T u(x) =
∫
Rn
(
u(x)− u(z))K(x, z) dz + u(x)B(x), x ∈ Rn. (2.2)
Proof. By (2.1) and the smoothness of u, the integral in (2.2) is absolutely convergent. Since
B has polynomial growth at infinity, the right-hand side of (2.2) defines a tempered distribution.
Let us take n
γ+ε < p < ∞. Then, the finiteness of [u]Mγ+ε implies that u ∈ Lp(Rn), and T u
is well defined as a tempered distribution. Fix an arbitrary positive number η and suppose that
R > 0. Let fj (x) := ζ(x/j)(u ∗ W1/j )(x), j ∈ N, where Wt(z) = (4πt)−n/2e−|z|2/(4t) is the
Gauss–Weierstrass kernel and ζ is a nonnegative smooth cutoff function (that is, ζ ∈ C∞c (Rn),
0  ζ  1, ζ ≡ 1 in B1(0), ζ ≡ 0 in Bc2(0), and |∇ζ | < C in Rn). Note that each fj belongs
to S . It is easy to check that the sequence {fj }j∈N converges to u in Lp(Rn) and uniformly in
BR(x) for each x ∈ Rn, and [fj ]C0,γ+ε  C‖u‖C0,γ+εH =: M . As j → ∞, Tfj → T u in S
′
. Since
B is a continuous function, fjB converges uniformly to uB in BR(x0), x0 ∈ Rn. There exists
0 < δ <R/2 such that
M
∫
|z|ε−n dz η
3
.Bδ(0)
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∫
Rn
(
fj (x)− fj (z)
)
K(x, z) dz =
∫
Bδ(x)
+
∫
Bcδ (x)
= I + II.
Then, by the choice of δ,
|I | +
∣∣∣∣ ∫
Bδ(x)
(
u(x)− u(z))K(x, z) dz∣∣∣∣ 23η.
We also have
∣∣∣∣II − ∫
Bcδ (x)
(
u(x)− u(z))K(x, z) dz∣∣∣∣ C∣∣fj (x)− u(x)∣∣+C( ∫
Bcδ (x)
∣∣fj (z) − u(z)∣∣p dz)1/p
 η
3
,
for sufficiently large j , uniformly in x ∈ BR/2(x0). Therefore,
∫
Rn
(
fj (x)− fj (z)
)
K(x, z) dz⇒
∫
Rn
(
u(x)− u(z))K(x, z) dz, j → ∞,
in BR/2(x0). Hence, by uniqueness of the limits, T u is a function that coincides with (2.2), and
it is a continuous function because it is the uniform limit of continuous functions. 
Remark 2.2. In the context of Proposition 2.1, assume that, instead of having estimate (2.1) on
the kernel, we just know that |K(x, z)|Φ(x − z), where Φ ∈ Lp′(Rn), and p′ is the conjugate
exponent of some p such that n
γ+ε < p < ∞. Then, it is enough to take u ∈ C0,αH , for some
0 < α  1, to get the same conclusion, since the approximation procedure given in the proof
above can also be applied in this situation.
Proposition 2.3. Let T be an operator satisfying the hypotheses of Proposition 2.1, with 0 
γ < 1 and 0 < γ + ε  1, for some 0 < ε < 1. Assume that the kernel K and the function B also
satisfy:
(a) |K(x1, z)−K(x2, z)| C |x1−x2||x2−z|n+1+γ e
− |z||x2−z|2
C e−
|x2−z|2
C , when |x1 − z| > 2|x1 − x2|.
(b) There exists a constant C > 0 such that | ∫|x−z|>r K(x, z) dz| Cr−γ , for all x ∈ Rn.
(c) For all x ∈ Rn, |B(x)| C(1 + |x|)γ , and ∇B ∈ L∞(Rn).
Then T maps C0,γ+ε into C0,ε continuously.H H
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B(x2, |x1 − x2|). We write
T u(x) =
∫
B
(
u(x)− u(z))K(x, z) dz + ∫
Bc
(
u(x)− u(z))K(x, z) dz + u(x)B(x)
= I (x)+ II(x)+ III(x).
By (2.1) we have∣∣I (x1)− I (x2)∣∣

∫
B
∣∣(u(x1)− u(z))K(x1, z)∣∣dz + ∫
B˜
∣∣(u(x2)− u(z))K(x2, z)∣∣dz
 C[u]C0,γ+ε
[∫
B
|x1 − z|γ+ε
|x1 − z|n+γ dz +
∫
B˜
|x2 − z|γ+ε
|x2 − z|n+γ dz
]
= C[u]C0,γ+ε |x1 − x2|ε.
For the difference II(x1)−II(x2), we add the term ±u(x2)K(x1, z) and we use the smoothness
and cancellation properties of the kernel K(x, z) (hypotheses (a) and (b)) to get:∣∣II(x1)− II(x2)∣∣

∫
Bc
∣∣(u(x2)− u(z))(K(x1, z)−K(x2, z))∣∣dz + ∣∣∣∣ ∫
Bc
(
u(x1)− u(x2)
)
K(x1, z) dz
∣∣∣∣
 C[u]C0,γ+ε
[∫
Bc
|x2 − z|γ+ε |x1 − x2||x2 − z|n+1+γ dz + |x1 − x2|
γ+ε
∣∣∣∣ ∫
Bc
K(x1, z) dz
∣∣∣∣]
 C[u]C0,γ+ε
[ ∫
(B ′)c
|x1 − x2|
|x2 − z|n+1−ε dz + |x1 − x2|
ε
]
= C[u]C0,γ+ε |x1 − x2|ε.
If |x1 − x2| < 11+|x1| , by (c),
|III(x1)− III(x2)|
|x1 − x2|ε 
|u(x1)− u(x2)|
|x1 − x2|γ+ε
∣∣B(x1)∣∣|x1 − x2|γ + ∣∣u(x2)∣∣ |B(x1)−B(x2)||x1 − x2|ε
 C[u]C0,γ+ε + [u]Mγ+ε‖∇B‖L∞(Rn)|x1 − x2|1−ε  C‖u‖C0,γ+εH .
Assume that |x1 − x2| 11+|x1| . Then 1 + |x1| 1 + |x2| + |x1 − x2|, which implies
1 + |x1|
1 + |x2|  1 +
|x1 − x2|
1 + |x2| ,
and then,
1  1 + |x1 − x2|  2|x1 − x2|.1 + |x2| 1 + |x1| (1 + |x1|)(1 + |x2|)
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|III(x1)− III(x2)|
|x1 − x2|ε 
∣∣u(x1)B(x1)∣∣(1 + |x1|)ε + ∣∣u(x2)Bσ (x2)∣∣2ε(1 + |x2|)ε  C[u]Mγ+ε .
Let us finally study the growth of T u(x). For the multiplicative term uB we clearly
have |u(x)B(x)|  C[u]Mγ+ε (1 + |x|)−ε . Consider next the integral part in the formula for
T u(x), (2.2). Since T u and B are continuous functions, it is enough to consider |x| > 2. We
write ∣∣∣∣ ∫
Rn
(
u(x)− u(z))K(x, z) dz∣∣∣∣= ∣∣∣∣( ∫
|x−z|< 11+|x|
+
∫
|x−z| 11+|x|
)
dz
∣∣∣∣.
On the one hand,∫
|x−z|< 11+|x|
∣∣u(x)− u(z)∣∣∣∣K(x, z)∣∣dz C[u]C0,γ+ε ∫
|x−z|< 11+|x|
|x − z|γ+ε
|x − z|n+γ dz
= [u]C0,γ+ε
C
(1 + |x|)ε .
On the other hand, by (b),∣∣u(x)∣∣∣∣∣∣ ∫
|x−z| 11+|x|
K(x, z) dz
∣∣∣∣ [u]Mγ+ε(1 + |x|)γ+ε C(1 + |x|)γ = [u]Mγ+ε C(1 + |x|)ε .
Since |x − z| 11+|x| implies that 11+|z|  2|x − z|, applying (2.1) we get∫
|x−z| 11+|x|
∣∣u(z)∣∣∣∣K(x, z)∣∣dz C[u]Mγ+ε ∫
|x−z| 11+|x|
1
(1 + |z|)γ+ε
e−
|x||x−z|
C e−
|x−z|2
C
|x − z|n+γ dz
 C[u]Mγ+ε
∫
|x−z| 11+|x|
|x − z|γ+ε e
− |x||x−z|
C e−
|x−z|2
C
|x − z|n+γ dz
= C[u]Mγ+ε
∞∑
j=0
∫
|x−z|∼ 2j1+|x|
e−
|x||x−z|
C e−
|x−z|2
C
|x − z|n−ε dz
 [u]Mγ+ε C
(1 + |x|)ε
∞∑
j=0
2jεe−
2j
C′ = [u]Mγ+ε C
(1 + |x|)ε ,
where in the last line the constant C′ appearing in the exponential is independent of x because
|x||x − z| ∼ 2j . By pasting the estimates above the result is proved. 
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In this section we give the pointwise definitions, in the class Ck,αH , of all the operators involved.
3.1. The heat-diffusion semigroup: e−tH
In our paper, the kernel of the heat-diffusion semigroup generated by H will play an essential
role. We shall need the pointwise formula for it.
Recall (see [14]) that the eigenfunctions of H are the multi-dimensional Hermite functions
hν(x) = e−|x|2/2Ψν(x), ν = (ν1, . . . , νn) ∈ Nn0, where Ψν are the multi-dimensional Hermite
polynomials, with positive eigenvalues: Hhν = (2|ν| + n)hν, for all ν ∈Nn0, |ν| = ν1 + · · · + νn.
Moreover, span{hν : ν ∈Nn0} = L2(Rn). The heat-diffusion semigroup generated by H is given
as an integral operator: for u ∈⋃1p∞ Lp(Rn),
e−tH u(x) =
∫
Rn
Gt (x, z)u(z) dz (3.1)
=
∫
Rn
[ ∞∑
j=0
e−t (2j+n)
∑
|ν|=j
hν(x)hν(z)
]
u(z) dz
=
∫
Rn
e−[ 12 |x−z|2 coth 2t+x·z tanh t]
(2π sinh 2t)n/2
u(z) dz.
Note that, for all ν ∈ Nn0, e−tH hν(x) = e−t (2|ν|+n)hν(x), t  0. With the following change of
parameters (due to S. Meda)
t = 1
2
log
1 + s
1 − s , t ∈ (0,∞), s ∈ (0,1), (3.2)
the heat-diffusion kernel can be expressed as
Gt(s)(x, z) =
∞∑
j=0
(
1 − s
1 + s
)j+n/2 ∑
|ν|=j
hν(x)hν(z)
=
(
1 − s2
4πs
)n/2
e−
1
4 [s|x+z|2+ 1s |x−z|2], s ∈ (0,1).
3.2. The fractional operators: Hσ and (H ± 2k)σ , k ∈ N
Let us first analyze the fractional harmonic oscillator Hσ . Let 〈f,hν〉 =
∫
Rn
f (z)hν(z) dz.
If f ∈ S , the Hermite series expansion ∑ν〈f,hν〉hν =∑∞k=0∑|ν|=k〈f,hν〉hν converges to f
uniformly in Rn (and also in L2(Rn)), since ‖hν‖L∞(Rn)  C, for all ν ∈Nn0 , and, for each m ∈N,
we have |〈f,hν〉| ‖Hmf ‖L2(Rn)(2|ν| + n)−m. As e−tH f (x) =
∑
ν e
−t (2|ν|+n)〈f,hν〉hν , from
(1.1) we get Hσf =∑ν(2|ν| + n)σ 〈f,hν〉hν , and the series converges uniformly in Rn. As a
consequence of the last reasonings, Hσ is a bounded operator in S . Note that, by using Hermite
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H 0f = f .
The proof of the identity (1.2) can be found in [13]. We sketch it here for completeness. Since
e−tH 1(x) is not a constant function, we have
1
Γ (−σ)
∞∫
0
(
e−tH f (x)− f (x)) dt
t1+σ
= 1
Γ (−σ)
∞∫
0
(∫
Rn
Gt (x, z)f (z) dz − f (x)
)
dt
t1+σ
= 1
Γ (−σ)
∞∫
0
[∫
Rn
Gt (x, z)
(
f (z) − f (x))dz + f (x)(∫
Rn
Gt (x, z) dz − 1
)]
dt
t1+σ
= 1
Γ (−σ)
∞∫
0
∫
Rn
Gt (x, z)
(
f (z)− f (x))dz dt
t1+σ
+ f (x) 1
Γ (−σ)
∞∫
0
(
e−tH 1(x)− 1) dt
t1+σ
=
∫
Rn
(
f (x)− f (z))Fσ (x, z) dz + f (x)Bσ (x).
The subtle point in the calculations above is to justify the last equality. If 0 < σ < 1/2, the last
integral is absolutely convergent. In the case 1/2  σ < 1, a cancellation is involved (which is
also exploited in the proof of Theorem 3.2 below), that allows to show that the integral converges
as a principal value.
As we said in the Introduction, some type of derivatives (first order partial differential opera-
tors) are usually considered when working with the operator H . Recall the factorization
H = 1
2
n∑
i=1
(AiA−i +A−iAi),
where
Ai = ∂xi + xi, A−i = A∗i = −∂xi + xi, i = 1, . . . , n. (3.3)
In the Harmonic Analysis associated to H , the operators Ai , 1  |i|  n, play the role of the
classical partial derivatives ∂xi in the Euclidean Harmonic Analysis (see [14,4,8,12]). Now, it is
natural to consider the classes of functions whose k-th derivatives are in C0,αH .
Definition 3.1. For each k ∈ N, we define the Hermite–Hölder space Ck,αH , 0 < α  1, as the set
of all functions u ∈ Ck(Rn) such that the following norm is finite:
‖u‖
C
k,α
H
= [u]Mα +
∑
1|i1|,...,|im|n
1mk
[Ai1 · · ·Aimu]Mα +
∑
1|i1|,...,|ik |n
[Ai1 · · ·Aiku]C0,α .
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class Ck,αH , is the same as (1.2).
Theorem 3.2. Let 0 < α  1 and 0 < σ < 1.
(1) If 0 < α − 2σ < 1 and u ∈ C0,αH , then
Hσu(x) =
∫
Rn
(
u(x)− u(z))Fσ (x, z) dz + u(x)Bσ (x), x ∈ Rn, (3.4)
and the integral converges absolutely.
(2) If −1 < α − 2σ  0 and u ∈ C1,αH , then Hσu(x) is given by (3.4), where the integral con-
verges as a principal value.
(3) When −2 < α − 2σ −1, it is enough to take u ∈ C1,1H to have the conclusion of (2).
In the three cases above, Hσu ∈ C(Rn).
Proof. If 0 < α−2σ < 1, then σ < 1/2. The properties of Fσ and Bσ established in Lemmas 5.4
and 5.5 (see Section 5), allow us to apply Proposition 2.1, with K(x, z) = Fσ (x, z), B = Bσ and
γ = 2σ < 1, to get (1).
Under the hypotheses of (2), we will take advantage of a cancellation to show that the integral
in (3.4) is well defined. Suppose that δ > 0. By Lemma 5.4,∫
|x−z|δ
∣∣u(x)− u(z)∣∣Fσ (x, z) dz Cδ‖u‖L∞(Rn) ∫
|x−z|δ
e−
|x−z|2
C dz < ∞.
For ρ ∈R, the change of parameters (3.2) produces
dt
t1+ρ
= dμρ(s) := ds
(1 − s2)( 12 log 1+s1−s )1+ρ
, t ∈ (0,∞), s ∈ (0,1),
so that,
Fσ (x, z) = 1−Γ (−σ)
1∫
0
(
1 − s2
4πs
)n/2
e−
1
4 [s|x+z|2+ 1s |x−z|2] dμσ (s), (3.5)
which, up to the multiplicative constant 1/(−Γ (−σ)), gives
I =
∫
|z|<δ
(
u(x)− u(x − z))Fσ (x, x − z) dz
=
δ∫
rn−1
∫
′
(
u(x)− u(x − rz′)) 1∫ (1 − s2
4πs
)n/2
e−
1
4 [s|2x−rz′|2+ r
2
s
] dμσ (s) dS
(
z′
)
dr.0 |z |=1 0
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[∇u]C0,α r1+α . We apply the Mean Value Theorem to the function ψ(x) = ψs,r (x) =
e− 14 [s|x|2+ r
2
s
]
, to see that e− 14 [s|2x−rz′|2+ r
2
s
] = e− 14 [s|2x|2+ r2s ] +R0ψ(x, rz′), with |R0ψ(x, rz′)|
Cs1/2re−r2/(8s). Therefore,
I =
δ∫
0
rn−1
∫
|z′|=1
∇u(x)(rz′) 1∫
0
(
1 − s2
4πs
)n/2
R0ψ
(
x, rz′
)
dμσ (s) dS
(
z′
)
dr
+
δ∫
0
rn−1
∫
|z′|=1
R1u
(
x, rz′
) 1∫
0
(
1 − s2
4πs
)n/2
× (e− 14 [s|2x|2+ r2s ] +R0ψ(x, rz′))dμσ (s) dS(z′)dr
=: I1 + I2.
Note that
dμρ(s) ∼ ds
s1+ρ
, s ∼ 0, dμρ(s) ∼ ds
(1 − s)(−log(1 − s))1+ρ , s ∼ 1. (3.6)
With the estimates on R1u and R0ψ given above and (3.6), we obtain
|I1| C
∣∣∇u(x)∣∣ δ∫
0
rn+1
1∫
0
(
1 − s
s
)n/2
s1/2e−
r2
8s dμσ (s) dr
 C
∣∣∇u(x)∣∣ δ∫
0
rn+1
rn−1+2σ
dr = Cδ3−2σ ,
and
|I2| C[∇u]C0,α
δ∫
0
rn+α
1∫
0
(
1 − s
s
)n/2
e−
r2
4s dμσ (s) dr
 C[∇u]C0,α
δ∫
0
rn+α
rn+2σ
dr = Cδα−2σ+1.
Thus, the integral in (3.4) converges as a principal value. The same happens if we take u ∈ C1,1H :
we repeat the argument above, but applying in I2 the estimate |R1u(x, rz′)| [∇u]C0,1 · r2.
To obtain the conclusions of (2) and (3), we note that the approximation procedure used in the
proof of Proposition 2.1 can be applied here (with the estimate [∇fj ]C0,α  C‖u‖C1,αH = M). 
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ciples can be derived from Theorem 3.2. For instance, take 0 < α  1, 0 < σ < 1, and u,v
in the class C0,αH (or C1,αH , depending on the value of α − 2σ ), such that u  v in Rn, with
u(x0) = v(x0) for some x0 ∈ Rn. Then Hσu(x0)  Hσv(x0). Moreover, Hσu(x0) = Hσv(x0)
only when u ≡ v.
In order to prove the regularity estimates for Hσ , we will have to work with the derivatives
of Hσ , that is, with operators of the type AiHσ , 1 |i| n. We recall that, for all ν ∈ Nn0 , we
have
Aihν = (2νi)1/2hν−ei , A−ihν = (2νi + 2)1/2hν+ei , 1 i  n,
where ei is the i-th coordinate vector in Nn0. Then, for all f ∈ S and 1 i  n,
Aif =
∑
ν
(2νi)1/2〈f,hν〉hν−ei , A−if =
∑
ν
(2νi + 2)1/2〈f,hν〉hν+ei ,
and both series converge uniformly in Rn.
Remark 3.4. Let b ∈R. Then, by using Hermite series expansions, it is easy to check that for all
f ∈ S and 1 i  n, we have
AiH
bf = (H + 2)bAif, HbAif = Ai(H − 2)bf,
A−iHbf = (H − 2)bA−if, HbA−if = A−i (H + 2)bf,
where we defined (H ± 2)bhν := (2|ν| + n± 2)bhν .
Consequently, we need to study the operators (H ± 2k)σ , k ∈N.
Let us start with (H + 2k)σ , k being a positive integer. For f ∈ S and k ∈N we define
(H + 2k)σ f (x) =
∑
ν
(
2|ν| + n+ 2k)σ 〈f,hν〉hν(x), x ∈Rn.
The series above converges in L2(Rn) and uniformly in Rn, it defines a Schwartz’s class function,
and
(H + 2k)σ f (x) = 1
Γ (−σ)
∞∫
0
(
e−2kt e−tH f (x)− f (x)) dt
t1+σ
, x ∈ Rn.
By using Lemmas 5.4 and 5.5 stated in Section 5, the following theorem can be proved in a
parallel way to Theorem 3.2. We leave the details to the interested reader.
Theorem 3.5. Let u be as in Theorem 3.2. Then (H + 2k)σ u ∈ S ′ ∩C(Rn), and
(H + 2k)σ u(x) =
∫
n
(
u(x)− u(z))F2k,σ (x, z) dz + u(x)B2k,σ (x), x ∈ Rn,R
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F2k,σ (x, z) = 1−Γ (−σ)
∞∫
0
e−2ktGt (x, z)
dt
t1+σ
= 1−Γ (−σ)
1∫
0
(
1 − s
1 + s
)k
Gt(s)(x, z) dμσ (s),
and
B2k,σ (x) = 1
Γ (−σ)
1∫
0
[(
1 − s
1 + s
)k( 1 − s2
2π(1 + s2)
)n/2
e
− s
1+s2 |x|
2 − 1
]
dμσ (s).
Consider next the operators (H − 2k)σ , k ∈ N. We say that a function f ∈ S belongs to the
space Sk if ∫
Rn
f (z)hν(z) dz = 0, for all ν ∈ Nn0 such that |ν| < k.
For f ∈ Sk define
(H − 2k)σ f (x) =
∑
|ν|k
(
2|ν| + n− 2k)σ 〈f,hν〉hν(x).
Note that, on Sk , the operator (H − 2k)σ is positive. Let
φ2k(x) = φ2k(x, z, s) =
[
k−1∑
j=0
(
1 − s
1 + s
)j+n/2 ∑
|ν|=j
hν(x)hν(z)
]
χ(1/2,1)(s),
the sum of the first (k − 1)-terms of the series defining Gt(s)(x, z), for s ∈ (1/2,1). Then, the
heat-diffusion semigroup generated by H − 2k:
e−t (H−2k)f (x) =
∫
Rn
e2ktGt (x, z)f (z) dz =
∫
Rn
(
1 + s
1 − s
)k
Gt(s)(x, z)f (z) dz
= e−t (s)(H−2k)f (x),
can be written as
e−t (s)(H−2k)f (x) =
∫
Rn
(
1 + s
1 − s
)k[
Gt(s)(x, z)− φ2k(x, z, s)
]
f (z) dz, f ∈ Sk.
Moreover,
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Γ (−σ)
∞∫
0
(
e−t (H−2k)f (x)− f (x)) dt
t1+σ
= 1
Γ (−σ)
1∫
0
(
e−t (s)(H−2k)f (x)− f (x))dμσ (s).
The following idea is taken from [8]. By the n-dimensional Mehler’s formula (see [14, p. 6]),
Mr(x, z) :=
∞∑
j=0
rj
∑
|ν|=j
hν(x)hν(z)
= 1
πn/2(1 − r2)n/2 e
− 14 [ 1−r1+r |x+z|2+ 1+r1−r |x−z|2], r ∈ (0,1). (3.7)
Then, for all r ∈ (0,1/3),
∣∣∣∣ dkdrk Mr(x, z)
∣∣∣∣ C(1 + |x + z|2 + |x − z|2)ke− 14 [ 1−r1+r |x+z|2+ 1+r1−r |x−z|2]  Ce− |x||x−z|C e− |x−z|2C ,
where in the second inequality we applied Lemma 5.1 of Section 5, with s = 1−r1+r . Thus, by
Taylor’s formula,∣∣∣∣∣
∞∑
j=k
rj
∑
|ν|=j
hν(x)hν(z)
∣∣∣∣∣ Crke− |x||x−z|C e− |x−z|2C , r ∈ (0,1/3).
Therefore, letting r = 1−s1+s above, we obtain
∣∣Gt(s)(x, z) − φ2k(x, z, s)∣∣=
∣∣∣∣∣
∞∑
j=k
(
1 − s
1 + s
)j+n/2 ∑
|ν|=j
hν(x)hν(z)
∣∣∣∣∣ (3.8)
 C
(
1 − s
1 + s
)k+n/2
e−
|x||x−z|
C e−
|x−z|2
C , for all s ∈ (1/2,1). (3.9)
If u ∈ Ck,αH , then we have∫
Rn
A−i1 · · ·A−ik u(x)hν(x) dx = 0, 1 i1, . . . , ik  n, |ν| < k.
Theorem 3.6. Let 0 < α  1 and 0 < σ < 1. Assume that 0 < α − 2σ < 1 and take u ∈ Ck,αH . If
v(x) = (A−i1 · · ·A−ik u)(x), 1  i1, . . . , ik  n, then A−i1 · · ·A−ikHσu ∈ S ′ ∩ C(Rn), and, for
all x ∈Rn,
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=
∫
Rn
(
v(x)− v(z))F−2k,σ (x, z) dz + v(x)B−2k,σ (x), (3.10)
where
F−2k,σ (x, z) = 1−Γ (−σ)
1∫
0
(
1 + s
1 − s
)k[
Gt(s)(x, z)− φ2k(x, z, s)
]
dμσ (s),
and
B−2k,σ (x) = 1
Γ (−σ)
1∫
0
[(
1 + s
1 − s
)k ∫
Rn
[
Gt(s)(x, z)− φ2k(x, z, s)
]
dz − 1
]
dμσ (s).
The integral in (3.10) is absolutely convergent.
Proof. Even if we have good estimates for F−2k,σ and B−2k,σ (see Lemmas 5.4 and 5.5), we
cannot apply directly Proposition 2.1 here because the test space for (H − 2k)σ is not S , but Sk .
Nevertheless, the same ideas will work. Indeed, using Lemmas 5.4 and 5.5, it can be checked
that the conclusion is valid when u is a Schwartz’s class function (and then v ∈ Sk), and, for the
general result, we can apply the approximation procedure given in the proof of Proposition 2.1,
noting that (A−i1 · · ·A−ik fj )(x) can be used to approximate v(x). 
3.3. The fractional integral: H−σ
For f ∈ S , the fractional integral H−σ f , 0 < σ  1, is given by
H−σ f (x) = 1
Γ (σ)
∞∫
0
e−tH f (x) dt
t1−σ
=
∑
ν
1
(2|ν| + n)σ 〈f,hν〉hν(x),
and H−σ is a continuous and symmetric operator in S . Moreover, H−σ f = (Hσ )−1f , f ∈ S .
By writing down the expression of the heat-diffusion semigroup and applying Fubini’s Theorem,
H−σ f (x) =
∫
Rn
[
1
Γ (σ)
∞∫
0
Gt(x, z)
dt
t1−σ
]
f (z) dz =
∫
Rn
F−σ (x, z)f (z) dz.
In [4] it is shown that the definition of H−σ extends to f ∈ Lp(Rn), 1 p ∞, via the previous
integral formula.
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H−σ f (x) =
∫
Rn
(
f (z)− f (x))F−σ (x, z) dz + f (x)H−σ 1(x), for all x ∈Rn,
where
H−σ 1(x) = 1
Γ (σ)
∞∫
0
e−tH 1(x) dt
t1−σ
=
∫
Rn
F−σ (x, z) dz. (3.11)
The next theorem shows that the operator H−σ can be defined in C0,αH precisely by this formula.
Theorem 3.7. For u ∈ C0,αH , 0 < α  1, and 0 < σ  1, H−σ u ∈ S ′ ∩C(Rn), and
H−σ u(x) =
∫
Rn
(
u(z) − u(x))F−σ (x, z) dz + u(x)H−σ 1(x), x ∈Rn.
Proof. In Lemmas 5.6 and 5.7 we collect the properties of the kernel F−σ (x, z) and the function
H−σ 1(x). When n > 2σ , an application of Proposition 2.1 with γ = −2σ and ε = α + 2σ gives
the result. For the case n 2σ , we use Remark 2.2. 
We shall also need to work with the derivatives of H−σ u. The following theorem gives the
pointwise formula that will be used along the paper.
Theorem 3.8. Take 0 < α  1 and 0 < σ  1, such that α + 2σ > 1. If u ∈ C0,αH then, for each
1 |i| n, we have AiH−σ u ∈ S ′ ∩C(Rn), and
AiH
−σ u(x) =
∫
Rn
(
u(z)− u(x))AiF−σ (x, z) dz + u(x)AiH−σ 1(x), x ∈Rn.
Proof. Let us first prove the result when u = f ∈ S . It is enough to consider 1 i  n. We have
AiH
−σ f (x) = Ai
∫
Rn
(
f (z)− f (x))F−σ (x, z) dz + ∂xi f (x)H−σ 1(x)+ f (x)AiH−σ 1(x).
We want to put the Ai inside the integral. In order to do that, we apply a classical approxima-
tion argument given in the proof of Lemma 4.1 of [7], that we sketch here. By estimate (5.10),
Lemma 5.7 (see Section 5), and the fact that α + 2σ > 1, the function
g(x) =
∫
Rn
∂xi
[(
f (z)− f (x))F−σ (x, z)]dz
=
∫
n
(
f (z)− f (x))∂xiF−σ (x, z) dz − ∂xi f (x)H−σ 1(x)R
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t  2, and 0 φ′  2. Define, for 0 < ε < 1/2,
hε(x) =
∫
Rn
(
f (z) − f (x))F−σ (x, z)φ(ε−1|x − z|)dz.
Then estimate (5.9) implies that, as ε → 0, hε(x) converges uniformly in Rn to∫
Rn
(
f (z)− f (x))F−σ (x, z) dz.
Moreover, hε ∈ C1(Rn), and, again by (5.9) and (5.10),
∣∣g(x)− ∂xi hε(x)∣∣ ∫
Rn
∣∣∂xi [(f (z)− f (x))F−σ (x, z)(1 − φ(ε−1|x − z|))]∣∣dz
 Cf
∫
|x−z|<2ε
[
F−σ (x, z) + |x − z|
∣∣∇xF−σ (x, z)∣∣+ |x − z|F−σ (x, z)1
ε
]
dz
 CfΦn,σ (ε),
where Φn,σ (ε) → 0, as ε → 0, uniformly in x ∈Rn. Thus,
∂xi
∫
Rn
(
f (z) − f (x))F−σ (x, z) dz = ∫
Rn
(
f (z)− f (x))∂xiF−σ (x, z) dz − ∂xi f (x)H−σ 1(x),
and the theorem is valid when u is a Schwartz function. For the general case, u ∈ C0,αH , we argue
as follows. If n > 2σ − 1, then, by (5.10), Proposition 2.1 can be applied with γ = 1 − 2σ and
ε = α + 2σ − 1, and, if n = 2σ − 1, we can use Remark 2.2. 
3.4. The Hermite–Riesz transforms: Ri and Rij
The first order Hermite–Riesz transforms are given by
Ri = AiH−1/2, 1 |i| n.
These operators were first introduced and studied by Thangavelu [14]. The second order
Hermite–Riesz transforms are (see [8,12])
Rij = AiAjH−1, 1 |i|, |j | n.
Using Hermite series expansions it is easy to check that the first and second order Hermite–Riesz
transforms are symmetric operators in S and that they map S into S continuously.
Taking σ = 1/2 in Theorem 3.8 we get
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Riu(x) =
∫
Rn
(
u(z)− u(x))AiF−1/2(x, z) dz + u(x)AiH−1/21(x), x ∈Rn.
Using the properties of the kernel of the second order Riesz transform Rij (x, z) =
AiAjF−1(x, z) (see Lemma 5.8 in Section 5), it is easy to get a pointwise description of Rij f ,
f ∈ S . Hence, we can apply Proposition 2.1, with γ = 0 and ε = α, to have the following
theorem.
Theorem 3.10. If u ∈ C0,αH , 0 < α  1, then, for all 1 |i|, |j | n, we have Rij u ∈ S ′ ∩C(Rn),
and
Rij u(x) =
∫
Rn
(
u(z) − u(x))Rij (x, z) dz + u(x)AiAjH−11(x), x ∈ Rn.
4. Proofs of the main results
4.1. Regularity properties of the Hermite–Riesz transforms
As we already said in the Introduction, a study of the action of the Hermite–Riesz transforms
in the Hölder spaces Ck,αH is needed.
Theorem 4.1. The Hermite–Riesz transforms Ri and Rij , 1 |i|, |j | n, are bounded opera-
tors on the spaces C0,αH : if u ∈ C0,αH , for some 0 < α < 1, then Riu,Rij u ∈ C0,αH , and
‖Riu‖C0,αH + ‖Rij u‖C0,αH  C‖u‖C0,αH .
Proof. By Lemmas 5.6, 5.7, and 5.10 of Section 5, and Theorem 3.9, the result for Ri can be
deduced applying Proposition 2.3, with γ = 0 and ε = α.
Let us consider the operator Rij , for some j ∈ {1, . . . , n}. Then, by Remark 3.4,
Rij = AiAjH−1 = Ai
(
AjH
−1/2)H−1/2 = Ai[(H + 2)−1/2Aj ]H−1/2 = Ai(H + 2)−1/2 ◦ Rj .
Therefore, it is enough to prove that Ai(H + 2)−1/2 is a continuous operator on C0,αH . When
f ∈ S , we can write
Ai(H + 2)−1/2f (x) =
∫
Rn
(
f (z)− f (x))AiF2,−1/2(x, z) dz + f (x)Ai(H + 2)−1/21(x),
where
F2,−1/2(x, z) = 1
Γ (1/2)
1∫ (1 − s
1 + s
)
Gt(s)(x, z) dμ−1/2(s),0
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(H + 2)−1/21(x) =
∫
Rn
F2,−1/2(x, z) dz.
Following the proof of Lemmas 5.6 and 5.7 given in Section 5, it can be checked that the ker-
nel AiF2,−1/2(x, z) and the function (H + 2)−1/21(x) share the same size and smoothness
properties than the kernel AiF−1/2(x, z) and the function H−1/21(x) stated in the mentioned
lemmas (the details are left to the reader). Thus, as a consequence of the results of Section 2,
Ai(H + 2)−1/2 : C0,αH → C0,αH continuously. Therefore Rij is a bounded operator on C0,αH , when
j ∈ {1, . . . , n}.
Note that
Rij = ∂2xi ,xj H−1 + xj ∂xiH−1 + xi∂xj H−1 + xixjH−1 + δijH−1,
which, at the level of kernels, means that
Rij (x, z) = ∂2xi ,xj F−1(x, z)+ xj ∂xiF−1(x, z) + xi∂xj F−1(x, z)+ xixjF−1(x, z)+ δijF−1(x, z).
By the estimates given in Lemmas 5.6, 5.8 and 5.9 of Section 5, we can apply the statements
of Section 2 to show that the operators xi∂xj H−1, xixjH−1 and H−1 are bounded on C
0,α
H .
Hence, ∂2xi ,xj H
−1 maps C0,αH into C
0,α
H continuously. Observe now that the operator Ri,−j , for
j ∈ {1, . . . , n}, can be written as
Ri,−j = −∂2xi ,xj H−1 + xj ∂xiH−1 − xi∂xj H−1 + xixjH−1 + δijH−1.
The observations above give the conclusion for Ri,−j , j ∈ {1, . . . , n}. 
For technical reasons we have to consider the first order adjoint Hermite–Riesz transforms,
that are defined by
R∗i f (x) = H−1/2Aif (x) =
∫
Rn
F−1/2(x, z)(Aif )(z) dz, f ∈ S, x ∈Rn, 1 |i| n.
Theorem 4.2. The operators R∗i , 1 |i| n, are bounded operators on C0,αH , 0 < α < 1.
Proof. Observe that, if 1 i  n, then, by Remark 3.4, R∗−i = H−1/2A−i = A−i (H + 2)−1/2.
This operator already appeared in the proof of Theorem 4.1, and there we showed that it is a
bounded operator on C0,αH .
On the other hand, R∗−i = −H−1/2∂xi + H−1/2xi . But by Lemmas 5.6, 5.7, and 5.9 of Sec-
tion 5, and Proposition 2.3, we can see that the operator f → H−1/2xif , initially defined on S ,
maps C0,αH into itself continuously. Therefore, we obtain the same conclusion for the operator
f → R∗−if −H−1/2xif = −H−1/2∂xi f . Consequently, R∗i = H−1/2Ai = H−1/2∂xi +H−1/2xi
is a bounded operator on C0,αH . 
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We start with (A1). By recalling the results in Lemmas 5.4 and 5.5, if we put γ = 2σ < 1 and
ε = α − 2σ in Proposition 2.3, we get the conclusion.
Consider now (A2). Using Remark 3.4 and Theorem 3.6, we have
Hσu ∈ C1,α−2σH ⇐⇒ AiHσu,A−iHσu ∈ C0,α−2σH
⇐⇒ (H + 2)σAiu, (H − 2)σA−iu ∈ C0,α−2σH .
By Theorem 3.5, together with Lemmas 5.4 and 5.5, we can apply Proposition 2.3, with
γ = 2σ < 1 and ε = α − 2σ , in order to get (H + 2)σ : C0,αH → C0,α−2σH continuously, and then‖(H +2)σAiu‖C0,α−2σH  C‖Aiu‖C0,αH  C‖u‖C1,αH . Applying Theorem 3.6, Lemmas 5.4 and 5.5,
and Proposition 2.3, we get ‖(H − 2)σA−iu‖C0,α−2σH  C‖u‖C1,αH . Thus, ‖H
σu‖
C
1,α−2σ
H

C‖u‖
C
1,α
H
.
Let us prove (A3). We can write
Hσ = Hσ−1/2 ◦H−1/2 ◦H = Hσ−1/2 ◦ 1
2
n∑
i=1
(R∗−iA−i + R∗i Ai),
where R∗±i are the adjoint Hermite–Riesz transforms, that are bounded operators on C0,αH (The-
orem 4.2). Consequently,
1
2
n∑
i=1
(R∗−iA−iu+ R∗i Aiu)=: v ∈ C0,αH .
Now we distinguish two cases. If σ − 1/2 > 0, then 0 < α − 2(σ − 1/2) < 1 by hypothesis,
so we can apply (A1) to obtain that Hσ−1/2v ∈ C0,α−2σ+1H , and ‖Hσu‖C0,α−2σ+1H  C‖u‖C1,αH .
If σ − 1/2 < 0, then 0 < α + 2(−σ + 1/2) < 1, and we will get H−(−σ+1/2)v ∈ C0,α−2σ+1H ,
and ‖Hσu‖
C
0,α−2σ+1
H
 C‖u‖
C
1,α
H
, as soon as we have proved Theorem B(B1). If σ = 1/2, the
result just follows from the boundedness of the adjoint Hermite–Riesz transforms on C0,αH , The-
orem 4.2.
By iteration of (A1), (A2) and (A3), and using Remark 3.4 and Theorems 3.5 and 3.6, we can
derive (A4). The rather cumbersome details are left to the interested reader.
4.3. Proof of Theorem B
To prove (B1) note that, if α + 2σ  1 then 0 < σ < 1/2. Let us write
H−σ u(x1)−H−σ u(x2) =
∫
Rn
[
u(z)− u(x1)
][
F−σ (x1, z)− F−σ (x2, z)
]
dz
+ u(x1)
[
H−σ 1(x1)−H−σ 1(x2)
]
.
By Lemma 5.7, the second term above is bounded by C[u]Mα |x1 − x2|α+2σ . Split the remaining
integral on B = B(x1,2|x1 − x2|) and on Bc. By Lemma 5.6,
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B
∣∣u(z) − u(x1)∣∣F−σ (x1, z) dz C[u]C0,α ∫
B
|x1 − z|α
|x1 − z|n−2σ dz = C[u]C0,α |x1 − x2|
α+2σ .
Let B ′ = B(x2,4|x1 − x2|). Then, by the triangle inequality,∫
B
∣∣u(z) − u(x1)∣∣F−σ (x2, z) dz
 C[u]C0,α
∫
B ′
|x1 − z|α
|x2 − z|n−2σ dz
 C[u]C0,α
[
|x1 − x2|α
∫
B ′
1
|x2 − z|n−2σ dz +
∫
B ′
|x2 − z|α−n+2σ dz
]
= C[u]C0,α |x1 − x2|α+2σ .
Denote by B˜ the ball with center x2 and radius |x1 − x2|. Note that, for z ∈ B˜c , |z − x1| <
2|z − x2|. Then, apply Lemma 5.6 to get∫
Bc
∣∣u(z)− u(x1)∣∣∣∣F−σ (x1, z)− F−σ (x2, z)∣∣dz
 C[u]C0,α |x1 − x2|
∫
B˜c
|z − x2|α
|z − x2|n+1−2σ e
− |x−z|2
C dz
 C[u]C0,α |x1 − x2|α+2σ .
Thus, [H−σ u]C0,α+2σ  C‖u‖C0,αH . For the decay, we put
H−σ u(x) =
∫
B
(
u(z) − u(x))F−σ (x, z) dz + ∫
Bc
(
u(z) − u(x))F−σ (x, z) dz + u(x)H−σ 1(x),
where B = B(x, 11+|x| ). We have∫
B
∣∣u(z)− u(x)∣∣F−σ (x, z) dz C[u]C0,α ∫
B
|z − x|α
|x − z|n−2σ dz [u]C0,α
C
(1 + |x|)α+2σ ,
and∣∣∣∣ ∫
Bc
(
u(z)− u(x))F−σ (x, z) dz + u(x)H−σ 1(x)∣∣∣∣ ∫
Bc
∣∣u(z)∣∣F−σ (x, z) dz + 2∣∣u(x)∣∣∣∣H−σ 1(x)∣∣.
To estimate the very last integral, we can proceed as we did for the integral part of the operator
T in the proof of Proposition 2.3, splitting the integral in annulus (the details are left to the
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Theorem B(B1).
In order to prove (B2), we observe that, by using the boundedness of the first order Hermite–
Riesz transforms on C0,αH (Theorem 4.1), we get∥∥AiH−σ u∥∥C0,α+2σ−1H = ∥∥RiH−σ+1/2u∥∥C0,α+2σ−1H  C∥∥H−σ+1/2u∥∥C0,α+2σ−1H  C‖u‖C0,αH ,
where in the last inequality we applied Theorem A(A1) if −σ + 1/2 > 0, and the case (B1) just
proved above if −σ + 1/2 < 0. The case σ = 1/2 is contained in Theorem 4.1.
Under the hypotheses of (B3), we have to prove that AiAjH−σ u belongs to C0,α+2σ−2H . But
AiAjH
−σ u = RijH 1−σ u. Therefore, Theorem A(A1) and Theorem 4.1 give the result.
5. Computational lemmas
Lemma 5.1. For each positive number a, let
ψas,z(x) = e−a[s|x+z|
2+ 1
s
|x−z|2], x, z ∈Rn, s ∈ (0,1).
Then,
ψas,z(x) e−
a
4 |x||x−z|e−
a
4
|x−z|2
s . (5.1)
Proof. We have
ψas,z(x) e−
a
2
|x−z|2
s e−
a
2 [s|x+z|2+ 1s |x−z|2]  e− a2
|x−z|2
s e−
a
2 |x−z||x+z|.
The first inequality above is obvious. For the second one, we argue as follows: if |x+ z| |x− z|
then it is clearly valid; when |x − z| < |x + z| we minimize the function θ(s) = a2 [s|x + z|2 +
1
s
|x − z|2], s ∈ (0,1), to get θ(s)  a2 |x − z||x + z|. To obtain the desired estimate let us first
assume that x · z > 0. Then |x + z|  |x|, and e− a2 |x−z|
2
s e− a2 |x−z||x+z|  e− a4
|x−z|2
s e− a4 |x||x−z|. If
x · z  0, then |x − z|  |x|, and e− a2 |x−z|
2
s e− a2 |x−z||x+z|  e− a4
|x−z|2
s e− a4
|x||x−z|
s 
e− a4
|x−z|2
s e− a4 |x||x−z|. Thus, (5.1) follows. 
Remark 5.2. Note that Lemma 5.1 gives the estimate Gt(s)(x, z) C( 1−ss )n/2e
− |x||x−z|
C e−
|x−z|2
Cs ,
s ∈ (0,1), x, z ∈Rn, which appeared in Lemma 5.10 of [13].
Lemma 5.3. Let η,ρ ∈ R. Then, for all x, z ∈ Rn,
1∫ (1 − s
s
)n/2 1
sη
e−C[s|x+z|2+
1
s
|x−z|2] dμρ(s) Ce−
|x||x−z|
C e−
|x−z|2
C · Iη,ρ(x, z),0
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Iη,ρ(x, z) =
⎧⎪⎪⎨⎪⎪⎩
1
|x−z|n+2η+2ρ , if n/2 + η + ρ > 0,
1 + log( C|x−z|2 )χ{ C|x−z|2 >1}(x − z), if n/2 + η + ρ = 0,
1, if n/2 + η + ρ < 0.
Proof. By (5.1), we get
1∫
0
(
1 − s
s
)n/2 1
sη
e−C[s|x+z|2+
1
s
|x−z|2] dμρ(s)
 Ce−
|x||x−z|
C
( 1/2∫
0
1
sn/2+η+ρ
e−
|x−z|2
Cs
ds
s
+ e− |x−z|
2
C
1∫
1/2
(1 − s)n/2 dμρ(s)
)
= Ce− |x||x−z|C
(
C
|x − z|n+2η+2ρ
∞∫
|x−z|2
C
rn/2+η+ρe−2r dr
r
+Ce− |x−z|
2
C
)
 Ce−
|x||x−z|
C
(
e−
|x−z|2
C
|x − z|n+2η+2ρ
∞∫
|x−z|2
C
rn/2+η+ρe−r dr
r
+ e− |x−z|
2
C
)
= Ce− |x||x−z|C · I.
If n/2 + η + ρ > 0, we have
I  e
− |x−z|2
C
|x − z|n+2η+2ρ
∞∫
0
rn/2+η+ρe−r dr
r
+ e− |x−z|
2
C  C|x − z|n+2η+2ρ e
− |x−z|2
C .
Suppose now that n/2 + η + ρ  0. Consider two cases: if |x−z|2
C
 1, then,
I  e−
|x−z|2
C
[
1
|x − z|n+2η+2ρ
∞∫
1
rn/2+η+ρe−r dr
r
+ 1
]
= Ce− |x−z|
2
C
[
C
|x − z|n+2η+2ρ + 1
]
 C,
and, when |x−z|
2
< 1, we haveC
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|x−z|2
C
[
1
|x − z|n+2η+2ρ
( 1∫
|x−z|2
C
rn/2+η+ρ dr
r
+C
)
+ 1
]
 Ce−
|x−z|2
C ·
{
1 + log( C|x−z|2 ), if n/2 + η + ρ = 0,
1, if n/2 + η + ρ < 0.

Lemma 5.4. Denote by F any of the kernels Fσ (x, z) (defined in (1.3)), or F±2k,σ (x, z) (given
in Theorems 3.5 and 3.6). Then,
∣∣F(x, z)∣∣ C|x − z|n+2σ e− |x||x−z|C e− |x−z|2C , (5.2)
for all x, z ∈Rn, and
∣∣F(x1, z)− F(x2, z)∣∣ C|x1 − x2||x2 − z|n+1+2σ e− |z||x2−z|C e− |x2−z|
2
C , (5.3)
for all x1, x2 ∈Rn such that |x1 − z| > 2|x1 − x2|.
Proof. Let us first consider F = Fσ . The estimate in (5.2) is already stated in [13, Lemma 5.11].
Nevertheless, we can prove it here quickly by using, in (3.5), Lemma 5.3, with η = 0 and ρ = σ .
To get (5.3), we observe that, by the Mean Value Theorem,
∣∣Gt(s)(x1, z)−Gt(s)(x2, z)∣∣ C|x1 − x2|(1 − s
s
)n/2 1
s1/2
e−
1
8 [s|ξ+z|2+ 1s |ξ−z|2], (5.4)
for some ξ = (1 − λ)x1 + λx2, λ ∈ [0,1]. Then, by Lemma 5.3, with η = 1/2 and ρ = σ ,
∣∣Fσ (x1, z)− Fσ (x2, z)∣∣ |x1 − x2| sup
{ξ=(1−λ)x1+λx2: λ∈[0,1]}
∣∣∇xFσ (ξ, z)∣∣
 C|x1 − x2| sup
ξ
1∫
0
(
1 − s
s
)n/2 1
s1/2
e−
1
8 [s|ξ+z|2+ 1s |ξ−z|2] dμσ (s)
 C|x1 − x2| sup
ξ
1
|ξ − z|n+1+2σ e
− |z||ξ−z|
C e−
|ξ−z|2
C
 C |x1 − x2||x2 − z|n+1+2σ e
− |z||x2−z|
C e−
|x2−z|2
C ,
where in the last inequality we used that |ξ − z|  12 |x2 − z|, since |x1 − z| > 2|x1 − x2|. In a
similar way we can prove both estimates for F = F2k,σ , because 0 F2k,σ (x, z) Fσ (x, z), and
the details are left to the reader. Note that, by (3.8)–(3.9), up to a multiplicative constant we have
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=
∣∣∣∣∣
1/2∫
0
(
1 + s
1 − s
)k
Gt(s)(x, z) dμσ (s)+
1∫
1/2
(
1 + s
1 − s
)k[
Gt(s)(x, z)− φ2k(x)
]
dμσ (s)
∣∣∣∣∣
 C
[
Fσ (x, z)+ e− |x||x−z|C e− |x−z|
2
C
1∫
1/2
(
1 − s
1 + s
)n/2
dμσ (s)
]
,
and therefore, (5.2) is valid for F−2k,σ . By (5.4),
1/2∫
0
(
1 + s
1 − s
)k∣∣Gt(s)(x1, z)−Gt(s)(x2, z)∣∣dμσ (s)
 C|x1 − x2| sup
ξ
1∫
0
(
1 − s
s
)n/2 1
s1/2
e−
1
8 [s|ξ+z|2+ 1s |ξ−z|2] dμσ (s). (5.5)
Recall the definition of Mr(x, z) given in (3.7). It can be checked that
∣∣∣∣ dkdrk ∇xMr(x, z)
∣∣∣∣ Ce− |x||x−z|C e− |x−z|2C , r ∈ (0,1/3).
Thus, by Taylor’s formula,
∣∣∇x[Gt(s)(x, z) − φ2k(x, z, s)]∣∣ C(1 − s1 + s
)k+n/2
e−
|x||x−z|
C e−
|x−z|2
C , s ∈ (1/2,1), (5.6)
and, consequently, when |x1 − z| > 2|x1 − x2|,
1∫
1/2
(
1 + s
1 − s
)k∣∣(Gt(s)(x1, z)− φ2k(x1, z, s))− (Gt(s)(x2, z)− φ2k(x2, z, s))∣∣dμσ (s)
 C|x1 − x2| sup
ξ
1∫
1/2
(
1 + s
1 − s
)k∣∣∇x[Gt(s)(ξ, z)− φ2k(ξ, z, s)]∣∣dμσ (s)
 C|x1 − x2| sup
ξ
e−
|z||ξ−z|
C e−
|ξ−z|2
C  C|x1 − x2|e−
|z||x2−z|
C e−
|x2−z|2
C . (5.7)
Pasting estimates (5.5) and (5.7), (5.3) follows for F = F−2k,σ . 
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and 3.6. Then B ∈ C∞(Rn) and, for all x ∈Rn,
∣∣B(x)∣∣ C(1 + |x|2σ ), and ∣∣∇B(x)∣∣ C { |x|, if |x| 1,|x|2σ−1, if |x| > 1. (5.8)
Proof. The first inequality in (5.8) for the case B = Bσ is contained in [13, Lemma 5.11]. The
identity
e−tH 1(x) =
∫
Rn
Gt (x, z) dz = 1
(2π cosh 2t)n/2
e−
tanh 2t
2 |x|2
(stated in [8]) and Meda’s change of parameters (3.2) give
Bσ (x) = 1
Γ (−σ)
1∫
0
[(
1 − s2
2π(1 + s2)
)n/2
e
− s
1+s2 |x|
2 − 1
]
dμσ (s).
We differentiate under the integral sign to see that Bσ ∈ C∞(Rn), and
∣∣∇Bσ (x)∣∣=
∣∣∣∣∣ 2xΓ (−σ)
1∫
0
s
1 + s2
(
1 − s2
2π(1 + s2)
)n/2
e
− s
1+s2 |x|
2
dμσ (s)
∣∣∣∣∣
 C|x|
1∫
0
se−
s
2 |x|2 dμσ (s) =: I˜ (x).
By (3.6),
I˜ (x) C|x|
[ 1/2∫
0
e−
s
2 |x|2 ds
sσ
+ e− |x|
2
C
1∫
1/2
dμσ (s)
]
= C|x|2σ−1
|x|2
4∫
0
e−r dr
rσ
+C|x|e− |x|
2
C .
If |x| 1,
|x|2
4∫
0
e−r dr
rσ

|x|2
4∫
0
dr
rσ
= C|x|2−2σ ,
and, if |x| > 1,
|x|2
4∫
0
e−r dr
rσ

1/4∫
0
dr
rσ
+
|x|2
4∫
1/4
e−r dr = C − e− |x|
2
C  C.
Hence, (5.8) with B = Bσ is proved.
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B2k,σ (x) = 1
Γ (−σ)
1∫
0
[(
1 − s
1 + s
)k( 1 − s2
2π(1 + s2)
)n/2
− 1
]
e
− s
1+s2 |x|
2
dμσ (s)
+ 1
Γ (−σ)
1∫
0
(
e
− s
1+s2 |x|
2 − 1)dμσ (s) =: I + II.
The bounds for I and II can be deduced as in the proof of Lemma 5.11 of [13]. We give the
calculation for completeness. For both terms we use (3.6) and the Mean Value Theorem. That is,
|I | C
1/2∫
0
∣∣∣∣(1 − s1 + s
)k( 1 − s2
2π(1 + s2)
)n/2
− 1
∣∣∣∣ dssσ+1 +
1∫
1/2
dμσ (s) C
1/2∫
0
s
ds
s1+σ
+C = C.
For II we have to consider two cases. Assume first that |x|2  2. Then,
|II| C
1/2∫
0
∣∣e− s1+s2 |x|2 − 1∣∣ ds
s1+σ
+
1∫
1/2
dμσ (s) C
1/2∫
0
|x|2s ds
s1+σ
+C  C.
In the case |x|2 > 2,
|II| |x|2
1
|x|2∫
0
s
ds
s1+σ
+
1∫
1
|x|2
dμσ (s) |x|2
1
|x|2∫
0
s−σ ds +
1∫
1
|x|2
ds
(1 − s)(−log(1 − s))1+σ
= C|x|2σ +C
[
−log
(
1 − 1|x|2
)]−σ
 C|x|2σ ,
since −log(1− s) ∼ s, as s ∼ 0. On the other hand, observe that |∇B2k,σ (x)| I˜ (x). Thus, (5.8)
follows with B = B2k,σ .
When B = B−2k,σ ,
B−2k,σ (x) = 1
Γ (−σ)
1/2∫
0
[(
1 + s
1 − s
)k( 1 − s2
2π(1 + s2)
)n/2
e
− s
1+s2 |x|
2 − 1
]
dμσ (s)
+ 1
Γ (−σ)
1∫
1/2
[(
1 + s
1 − s
)k ∫
Rn
(
Gt(s)(x, z)− φ2k(x, z, s)
)
dz − 1
]
dμσ (s)
= III + IV.
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1
Γ (−σ)
1/2∫
0
[(
1 + s
1 − s
)k( 1 − s2
2π(1 + s2)
)n/2
− 1
]
dμσ (s) + 1
Γ (−σ)
1/2∫
0
(
e
− s
1+s2 |x|
2 − 1)dμσ (s),
then we can handle these two terms as we did for I and II above to get |III| C(1 + |x|2σ ). By
(3.8)–(3.9), |IV| C. For the gradient of B−2k,σ , similar estimates to those used for ∇Bσ can be
applied for the term ∇xIII. Finally, (5.6) implies that |∇xIV| C. The proof is complete. 
The following lemma contains a small refinement of the estimate for the kernel F−σ (x, z)
given in [4, Proposition 2].
Lemma 5.6. Take σ ∈ (0,1]. Then, for all x, z ∈Rn,
0 F−σ (x, z) C
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1
|x−z|n−2σ e
− |x||x−z|
C e−
|x−z|2
C , if n > 2σ,
e−
|x||x−z|
C e−
|x−z|2
C [1 + log( C|x−z|2 )χ{ C|x−z|2 >1}(x − z)], if n = 2σ,
e−
|x||x−z|
C e−
|x−z|2
C , if n < 2σ.
(5.9)
If F(x, z) denotes any of the kernels ∇xF−σ (x, z), xiF−σ (x, z) or ziF−σ (x, z), then
∣∣F(x, z)∣∣ C
⎧⎪⎨⎪⎩
1
|x−z|n+1−2σ e
− |x||x−z|
C e−
|x−z|2
C , if n > 2σ − 1,
e−
|x||x−z|
C e−
|x−z|2
C [1 + log( C|x−z|2 )χ{ C|x−z|2 >1}(x − z)], if n = 2σ − 1.
(5.10)
Moreover, when |x1 − z| 2|x1 − x2|,∣∣F−σ (x1, z)− F−σ (x2, z)∣∣
 C|x1 − x2|
⎧⎪⎪⎨⎪⎪⎩
1
|x2−z|n+1−2σ e
− |z||x2−z|
C e−
|x2−z|2
C , if σ = 1,
e−
|z||x2−z|
C e−
|x2−z|2
C [1 + log( C|x−z|2 )χ{ C|x−z|2 >1}(x − z)], if σ = 1,
(5.11)
and,
∣∣F(x1, z)− F(x2, z)∣∣ C |x1 − x2||x2 − z|n+2−2σ e− |z||x2−z|C e− |x2−z|
2
C . (5.12)
Proof. By (3.2),
F−σ (x, z) = 1
Γ (σ)
1∫
0
Gt(s)(x, z) dμ−σ (s) = C
1∫
0
(
1 − s2
s
)n/2
e−
1
4 [s|x+z|2+ 1s |x−z|2] dμ−σ (s).
(5.13)
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inside the integral in (5.13) gives
∣∣∇xF−σ (x, z)∣∣ C 1∫
0
(
1 − s
s
)n/2 1
s1/2
e−
1
8 [s|x+z|2+ 1s |x−z|2] dμ−σ (s), (5.14)
and then Lemma 5.3, with η = 1/2 and ρ = −σ , implies (5.10) with F(x, z) = ∇xF−σ (x, z).
Take x, z ∈ Rn. If x · z 0, then |x| |x + z| and, in this situation, |x|F−σ (x, z) is bounded by
the RHS of (5.14). If x · z < 0, we have |x| |x − z|, and in this case
|x|F−σ (x, z) C|x − z|e− 18 |x−z|2
1∫
0
(
1 − s
s
)n/2
e−
1
8 [s|x+z|2+ 1s |x−z|2] dμ−σ (s).
Therefore, by Lemma 5.3, we obtain (5.10) for F(x, z) = xiF−σ (x, z). The same reasoning ap-
plies to F(x, z) = ziF−σ (x, z), since |z|  |z − x| + |x|. To derive (5.11), we follow the proof
of (5.3) in Lemma 5.4, with −σ in the place of σ , and we use Lemma 5.3. Estimate (5.12) for
F(x, z) = ∇xF−σ (x, z) can be deduced by using the Mean Value Theorem and Lemma 5.3, since
∂2xi ,xj F−σ (x, z) =
1
Γ (σ)
1∫
0
(
1 − s2
4πs
)n/2
e−
1
4 [s|x+z|2+ 1s |x−z|2]
×
[(
− s
2
(xi + zi)− 12s (xi − zi)
)(
− s
2
(xj + zj )− 12s (xj − zj )
)
+ δij
(
− s
2
− 1
2s
)]
dμ−σ (s)
gives that
∣∣D2xF−σ (x, z)∣∣ C 1∫
0
(
1 − s
s
)n/2 1
s
e−C[s|x+z|2+
1
s
|x−z|2] dμ−σ (s). (5.15)
Similar ideas can also be used to prove (5.12) when F(x, z) is either xiF−σ (x, z) or ziF−σ (x, z).
We skip the details. 
Lemma 5.7. The function H−σ 1 belongs to the space C∞(Rn), and
∣∣H−σ 1(x)∣∣ C
(1 + |x|)2σ , and
∣∣∇H−σ 1(x)∣∣ C
(1 + |x|)1+2σ .
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H−σ 1(x) = 1
Γ (σ)
1∫
0
e−t (s)H 1(x) dμ−σ (s) = C
1∫
0
(
1 − s2
1 + s2
)n/2
e
− s
1+s2 |x|
2
dμ−σ (s). (5.16)
Since
∣∣∇xe−t (s)H 1(x)∣∣= 2|x| s1 + s2
(
1 − s2
2π(1 + s2)
)n/2
e
− s
1+s2 |x|
2
 Cs1/2e− sC |x|2 , (5.17)
differentiation inside the integral sign in (5.16) is justified. By repeating this argument we obtain
H−σ 1 ∈ C∞(Rn). To study the size of H−σ 1, note that we can restrict to the case |x| > 1 because
H−σ 1 is a continuous function. By (3.6), we have
1/2∫
0
(
1 − s2
1 + s2
)n/2
e
− s
1+s2 |x|
2
dμ−σ (s) C
1/2∫
0
e−
s
C
|x|2 ds
s1−σ
= C|x|−2σ
|x|2
2C∫
0
e−r dr
r1−σ
 C|x|−2σ ,
and
1∫
1/2
(
1 − s2
1 + s2
)n/2
e
− s
1+s2 |x|
2
dμ−σ (s) Ce−C|x|
2
1∫
1/2
(1 − s)n/2−1
(−log(1 − s))1−σ ds = Ce
−C|x|2 .
Plugging these two estimates into (5.16) we get the bound for H−σ 1. For the growth of the
gradient, we can use (5.17) and similar estimates as above to obtain the result. 
Lemma 5.8. For 1  |i|, |j |  n, denote by R(x, z) any of the kernels ∂2xi ,xj F−1(x, z),
xi∂xj F−1(x, z) or xixjF−1(x, z). Then
∣∣R(x, z)∣∣ C|x − z|n e− |x||x−z|C e− |x−z|2C , (5.18)
and, when |x1 − z| 2|x1 − x2|,
∣∣R(x1, z)− R(x2, z)∣∣ C |x1 − x2||x2 − z|n+1 e− |z||x2−z|C e− |x2−z|
2
C . (5.19)
As a consequence, the kernel of the second order Hermite–Riesz transforms Rij (x, z) =
AiAjF−1(x, z) also satisfies these size and smoothness estimates.
Proof. We put σ = 1 in (5.15) and we use Lemma 5.3, with η = 1 and ρ = −1, to obtain the
desired estimate for D2F−1. From (5.14),x
3128 P.R. Stinga, J.L. Torrea / Journal of Functional Analysis 260 (2011) 3097–3131∣∣xi∂xj F−1(x, z)∣∣ C|x| 1∫
0
(
1 − s
s
)n/2 1
s1/2
e−
1
8 [s|x+z|2+ 1s |x−z|2] dμ−1(s). (5.20)
If |x| 2, then Lemma 5.3, with η = 1/2 and ρ = −1, applied to (5.20) gives
∣∣xi∂xj F−1(x, z)∣∣ C|x − z|n−1 e− |x||x−z|C e− |x−z|2C .
Assume that |x| > 2 in (5.20). Consider first the case |x| < 2|x − z|, then by Lemma 5.3,
∣∣xi∂xj F−1(x, z)∣∣ C 1∫
0
(
1 − s
s
)n/2
e−C[s|x+z|2+
1
s
|x−z|2] dμ−1(s)
 C|x − z|n−2 e
− |x||x−z|
C e−
|x−z|2
C .
In the other case, namely |x|  2|x − z|, we use the fact that |x| > 2 to see that |x + z|2 =
2|x|2 − |x − z|2 + 2|z|2 > |x|2. Hence,
∣∣xj ∂xj F−1(x, z)∣∣ C 1∫
0
(
1 − s
s
)n/2 1
s1/2
e−C[s|x+z|2+
1
s
|x−z|2] dμ−1(s)
 C|x − z|n e
− |x||x−z|
C e−
|x−z|2
C .
Collecting terms we have (5.18) for R(x, z) = xj ∂xj F−1(x, z). Finally, to obtain (5.18) with
R(x, z) = xixjF−1(x, z), we note that by (5.13),
∣∣xixjF−1(x, z)∣∣ C|x|2 1∫
0
(
1 − s
s
)n/2
e−
1
8 [s|x+z|2+ 1s |x−z|2] dμ−1(s),
and we consider the cases |x| 2 and |x| > 2 as before. In the second situation, we assume first
that |x|  2|x − z| and, then, that |x|  2|x − z| (which implies |x|  |x + z|), and we use the
method of the proof given for xj ∂xiF−1 above.
To prove (5.19) we can use the Mean Value Theorem and Lemma 5.1 (see the proof of (5.3)
and (5.12)). We omit the details. 
Lemma 5.9. Denote by K(x, z) any of the functions |x|2σF−σ (x, z), |z|2σF−σ (x, z), 0 < σ  1,
or the kernel xi∂xj F−1(x, z). Then
sup
x
∫
Rn
∣∣K(x, z)∣∣dz C.
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∫
Rn
F−σ (x,z) dzC.
If |x| > 2, we consider two regions of integration: |x| < |x − z| and |x|  |x − z|. In the first
region, by Lemma 5.3,
|x|2σF−σ (x, z) C
1∫
0
(
1 − s
s
)n/2 1
s−σ
e−C[s|x+z|2+
1
s
|x−z|2] dμ−σ (s) CΦ(x − z),
with Φ ∈ L1(Rn). To study the second region of integration, namely |x|  |x − z|, we use the
fact that |x + z| > |x| and we split the integral defining F−σ into two intervals: (0,1/2) and
(1/2,1). To estimate the part of the integral over the interval (0,1/2) we note that, by using (3.6)
and three different changes of variables, we have
∫
|x||x−z|
1/2∫
0
Gt(s)(x, z) dμ−σ (s) dz C
∫
|x||x−z|
1/2∫
0
1
sn/2
e−
1
4 [s|x|2+ 1s |x−z|2] ds
s1−σ
dz
= C|x|n−2σ
∫
|x||x−z|
|x|2
2∫
0
1
rn/2
e−
1
4 [r+ 1r |x|2|x−z|2] dr
r1−σ
dz
= C|x|−2σ
∫
|x|2|w|
|x|2
2∫
0
1
rn/2
e−
1
4 [r+ 1r |w|2] dr
r1−σ
dw
= C|x|−2σ
|x|2∫
0
|x|2
2∫
0
1
rn/2
e−
1
4 [r+ ρ
2
r
] dr
r1−σ
ρn−1 dρ
 C|x|−2σ
∞∫
0
e− r4
rn/2−σ
[ ∞∫
0
e−
ρ2
4r ρn
dρ
ρ
]
dr
r
= C|x|−2σ
[ ∞∫
0
e−
r
4 rσ
dr
r
][ ∞∫
0
e−t tn/2 dt
t
]
= C|x|−2σ .
The integral over the interval (1/2,1) is bounded by
|x|2σ
1∫
1/2
(1 − s)n/2e−C|x|2e− |x−z|
2
C dμ−σ (s) Ce−
|x−z|2
C ∈ L1(Rn).
Hence we get the conclusion for K(x, z) = |x|2σF−σ (x, z). To prove the result for the func-
tion |z|2σF−σ (x, z), observe that |z|2σ  C(|z − x|2σ + |x|2σ ), so we can apply the estimates
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cause of (5.20). 
Lemma 5.10. For all 1 |i| n, and 0 < r1 < r2 ∞,
sup
x
∣∣∣∣ ∫
r1<|x−z|r2
AiF−1/2(x, z) dz
∣∣∣∣ C,
where C > 0 is independent of r1 and r2.
Proof. By estimate (5.10) given in Lemma 5.6, it is enough to consider r2 < 1. From Lemma 5.9,
with σ = 1/2, we have that ∫
Rn
xiF−1/2(x, z) dz C. We can write
∫
r1<|x−z|<r2
∂xiF−1/2(x, z) dz =
∫
r1<|x−z|<r2
I (x, z) dz +
∫
r1<|x−z|<r2
II(x, z) dz,
where
I (x, z) = 1
Γ (1/2)
1∫
0
(
1 − s2
4πs
)n/2
e−
1
4 [s|x+z|2+ 1s |x−z|2]
(
− s
2
(xi + zi)
)
dμ−1/2(s).
Lemma 5.3 shows that
∣∣I (x, z)∣∣ C 1∫
0
(
1 − s
s
)n/2 1
s−1/2
e−
1
4 [s|x+z|2+ 1s |x−z|2] dμ−1/2(s)Φ(x − z),
for some integrable function Φ . To deal with II(x, z), we consider the integral
I˜I(x, z) = 1
Γ (1/2)
1∫
0
(
1 − s2
4πs
)n/2
e−
1
4 [s|2x|2+ 1s |x−z|2] −(xi − zi)
2s
dμ−1/2(s),
which verifies ∣∣∣∣ ∫
r1<|x−z|<r2
I˜I(x, z) dz
∣∣∣∣= 0.
Therefore, by applying the Mean Value Theorem and some argument parallel to the one used in
the proof of Lemma 5.3, we have
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0
(
1 − s
s
)n/2 1
s1/2
e−
|x−z|2
Cs
∣∣e− 14 s|x+z|2 − e− 14 s|2x|2 ∣∣dμ−1/2(s)
 C
1∫
0
(
1 − s
s
)n/2
e−
|x−z|2
Cs dμ−1/2(s) Ψ (x − z),
for some Ψ ∈ L1(Rn). 
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