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Abstract
Driven by major advances in sensor technology, GPS-enabled mobile devices and wireless com-
munications, a large amount of trajectory data is currently generated and managed in scores of appli-
cation domains. This inspires a tremendous amount of research effort analyzing large scale trajectory
data from a variety of perspectives in the last decade. However, people are still witnessing that data
quality issues still persist in trajectory data and various kinds of trajectory-based services, mainly at
3 different levels: (1) the data level, e.g., heterogeneous and uncertain trajectory data; (2) the service
level, e.g., the inability of capturing latent factors behind trajectory data; and (3) the representation
level, e.g., the lack of semantic meaning in existing representation techniques of trajectory data. Such
quality issues can be tied to the process and limited techniques that generate trajectory data, and the
way that trajectory data is stored and presented. In this thesis , we tackle these quality issues in a sys-
tematic way using sampling of significant locations from all three levels. Below is a brief description
of our contributions:
• Data Level We pioneer a systematic approach to trajectory calibration that is a process to
transform a heterogeneous trajectory dataset into one with (almost) unified sampling strategies.
Trajectories in a practical database are always heterogeneous since a trajectory is a discrete ap-
proximation of the original continuous path, created by sampling the locations periodically, thus
different sampling strategies result in a set of heterogeneous trajectory data. The heterogene-
ity of trajectory data has a negative impact on the effectiveness of similarity-based trajectory
analysis, which is the foundation of most trajectory data processing tasks. Our solution was to
take two steps for calibration: 1) the first step is to align the raw trajectories to a set of sig-
nificant locations; 2) the second step is to interpolate several missing significant locations into
the aligned trajectory. We have conducted extensive experiments based on a large-scale real
trajectory dataset, which empirically demonstrates that the calibration system can significantly
improve the effectiveness of most popular similarity measures for heterogeneous trajectories.
• Service Level We propose the CrowdPlanner – a crowd-based route recommendation system,
which requests human workers to evaluate candidate routes recommended by different sources
and methods, and this determines the best route based on their feedback[Feedback is an un-
countable noun]. The route recommendation system is one of the most important trajectory-
based applications. The routes recommended by the big-thumb service providers try to give
users the best traveling experience according to criteria, such as traveling distance, traveling
time, traffic condition, etc. However, previous research shows that even the routes recom-
mended by the big-thumb service providers can deviate significantly from the routes traveled
by experienced drivers. This then means that travelers’ preferences on route selection are in-
fluenced by many latent and dynamic factors that are hard to model exactly with pre-defined
formulas. So CrowdPlanner is used to leverage crowds’ knowledge to improve the recom-
mendation quality. In this system, two important components that affect system performance
significantly are well designed: 1) the task generation component to efficiently generate tasks
which are simple to answer; and (2) the worker selection component to quickly identify a set of
appropriate domain experts to answer the questions in a timely and accurate way. We deployed
the system and conducted extensive experiments with several workers, users and queries in real
scenarios. The results demonstrate that CrowdPlanner can recommend the most satisfactory
routes efficiently in most cases.
• Representation Level We generate a short text to enhance the semantic meaning of the trajec-
tory. A raw trajectory in the form of a sequence of timestamped locations does not make much
sense for humans without semantic representation. So we have aimed to facilitate human’s
understanding of a raw trajectory by automatically generating a short text to describe it. By
formulating this task as a problem of adaptive trajectory segmentation and feature selection, we
propose a partition-and-summarization framework. In the partition phase, we first define a set
of features for each trajectory segment and then derive an optimal partition, with the aim of
making the segments within each partition as homogeneous as possible in terms of their fea-
tures. In the summarization phase, for each partition, we select the most interesting features
by comparing against the common behaviors of historical trajectories on the same route and
we generate short text descriptions for these features. Comprehensive experiments were con-
ducted, which empirically demonstrates that the generated textual descriptions can reflect the
most significant features of trajectories and are easier for humans to understand.
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Chapter 1
Introduction
Driven by major advances in sensor technology, GPS-enabled mobile devices and wireless communi-
cations, a large amount of data recording the motion history of moving objects, known as trajectories,
is currently generated and managed in scores of application domains. Since trajectory data captures
two important aspects of the real-world phenomena, i.e., space and time, it inspires a tremendous
amount of research effort analyzing large scale trajectory data from a variety of perspectives in the
last decade. Trajectory data are widely used in location-based services, such as route recommenda-
tion systems, points of interest rankings, moving objects tracking, sensor networks and transportation
management, to name just a few.
Despite decades of research efforts on spatial databases, people are still witnessing data quality
issues widely existing in trajectory data and various kinds of trajectory-based services. Specifically,
trajectory has been seen to have quality issues at 3 different levels: the data level, the service level
and the representation level.
• Data level Trajectory data is inherently heterogeneous and uncertain. Although theoretically
trajectory can be modelled by a continuous function mapping time to space, in reality, a trajec-
tory in a database is a discrete sequence of locations sampled from the continuous movement
of a moving object. So two trajectories generated from a=the same continuous trajectory using
different sampling strategies can be quite different. Uncertainty issues also inherently exist in
trajectory data due to sampling errors, measurement inaccuracies and so on. As trajectory sim-
ilarity measures are the basis of most trajectory-based applications, the data level quality issue
affects the effectivenesses of trajectory similarity measures and, in turn, all the applications
built on top of them.
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• Service level Current trajectory-based applications solely utilize trajectory data, but ignore la-
tent features such as human preferences, which hinders the quality of trajectory-based appli-
cations. For example, existing route recommendation algorithms mainly focus on traveling
distance and time, instead of human factors. However, studies demonstrate that the routes rec-
ommended by the navigation services could be far from the experienced drivers’ preferences.
• Representation level Trajectory data itself is hard for humans to understand. A trajectory in a
database is a sequence of triples of longitude, latitude and timestamp. Although it captures the
full information of where and how the moving object travels (semantics), it cannot give people
any intuitive view of the semantics.
1.1 Background
1.1.1 Trajectory
Trajectory is the moving history of a moving object. It is collected by sensors such as GPS modules
in cellphones or cars. Thus trajectory in reality is a continuous path while the collected trajectory
is a sequence of sample points. Trajectory mainly contains two dimensions of information, which
are locations of a moving object and their corresponding time stamps. Trajectories are useful for
various domains where complex analysis is required. To name just a few examples, public transport
trajectories of a particular instant or period is helpful for analyzing the pattern of traffic flow and
the causes of traffic congestions; animal movements considered in conjunction with road networks
facilitates understanding of impact of human activity on wild life; trajectory pattern of suburbs support
prediction of suburban development, and hence decision-making of urban planing of a city council.
Although considerable research efforts and valuable results do exist, many of the proposed ap-
proaches are based on the assumption that trajectories have crisp boundaries and accurate measure-
ment of positions leads to error-free representations. This simplification is not sufficient for many
applications, since any trajectory in a database is always a sparse sample of a raw continuous tra-
jectory and cannot be measured correctly. As such, it is important to characterize and quantify the
trajectory quality issues as much as possible and to make the users aware of the implications.
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1.1.2 Significant Locations
A significant location is a specific point location that someone may find useful or interesting. The
source of significant locations of the road network are points of interest (POI) and road intersections.
An example of POI is a hotel, a cinema or a restaurant. It is common sense that significant loca-
tions have different significances. For instance, the White House is world famous, but Pennsylvania
Ave, where the White House is located, is only known by locals of Washington DC. The higher the
significance of the location, the higher probability that people tend to know the location.
1.1.3 Trajectory-based Applications
Location-based services (LBS) are services that use location data to control features. They have
become more and more important with the expansion of the smartphone and tablet markets. Trajectory
data is the basis of several widely used location-based services such as route recommendations, points
of interest rankings, moving object tracking, sensor networks[Some of these are countable nouns and
some uncountable, so some are plurals and others are not], traffic management and so on. Some
examples of how trajectory data are used in applications are listed below:
• The route recommendation system is one of the most important LBS. Given a starting place and
a destination, it will recommend users a route connecting the two places. Historical trajectories
are drivers’ preferences between the two places, where drivers always choose the best route
according to their knowledge. Thus including trajectory data into a route recommendation
system benefits the selection of the best routes.
• Points of interest ranking is the basis of local keyword searches. Consider a user with a smart-
phone inquiring about a popular restaurant nearby. Historical trajectories demonstrate the pop-
ularity rankings of restaurants, since if a restaurant is the destination of more trajectories than
other restaurants, the restaurant is probably more popular than others.
• Traffic management is an important service for urban commuting. By analyzing the historical
trajectories, we can find the rush hour timing of each road, the roads with the biggest potential
traffic , the regions with the highest traffic accident ratios and so on. With this information, we
can predict the traffic conditions in a given period, such as one or two hours and design a better
road network.
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1.2 Problem Statement
In this thesis, we set out to tackle the trajectory quality issues at the data level, service level and
representation level. Since these issues in the three different levels are closely correlated, we have
approached the problems in a systematic way using significant locations. Significant locations are
fixed and have consistent distribution along trajectories. Thus if trajectories[You will notice that at
times I have deleted a space where it looks like there is too much space between words. This may be a
formatting issue that disappears once the reconversion to LaTex has been achieved.] are re-written by
significant locations, trajectories will be regular and much more comparable, which solves the issue of
quality at the data level. In addition, significant locations have semantic meanings. Therefore, adopt-
ing significant locations into trajectory-based services can help people to operate and understand them
well, which benefits the addressing of the quality issues at the service level and representation level.
Therefore, our solutions have been devised as three steps: 1) We propose a calibration system which
re-writes the sample-based trajectory into a sequence of significant locations. In this way, we turn the
heterogeneous trajectories into homogeneous trajectories, and this greatly improves the effectiveness
of trajectory similarity measures. 2) We build a crowd-based route recommendation which utilizes
human knowledge to uncover the latent factors embedded in route recommendation problems. Our
system uses significant locations to divide the question space, which enables us to ask informative
and concise questions. 3) We exploit the semantic meaning of significant locations and, based on
that, propose a partition and summarization system which can automatically group a trajectory into
segments with similar movement behaviors, extract any irregular features of each segment and gener-
ate a readable summarizing text accessible to humans. In the following sections, we[A sequel would
be something outside the thesis. ] will briefly introduce the motivation, application and solution for
each problem investigated in this thesis. These following three subsections correspond to the work
introduced in Sections 3, 4 and 5 respectively.
1.2.1 Trajectory Calibration
Given the fact that a trajectory is a discrete approximation of the original continuous path by sampling
the locations periodically, the trajectories in a practical database could be derived by quite different
sampling strategies, resulting in a set of heterogeneous trajectory data. The heterogeneity of trajec-
tory data has a negative impact on the effectiveness of similarity-based trajectory analysis, which is
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the foundation of most trajectory data processing tasks. To address this issue, we have pioneered a
systematic approach to trajectory calibration that is a process to transform a heterogeneous trajectory
dataset into one with unified sampling strategies. Specifically, we propose an anchor-based calibration
system that aligns trajectories to a set of significant locations, which are fixed locations independent of
the trajectory data. After examining four different types of anchor points for the purpose of building a
stable reference system, we propose a geometry-based calibration approach that considers the spatial
relationship between anchor points and trajectories. Then a more advanced model-based calibra-
tion method is presented, which exploits the power of machine learning techniques to train inference
models using historical trajectory data, to improve calibration effectiveness.
1.2.2 Crowd-based Route Recommendation System
Take the most important trajectory-based application, the route recommendation system, as an ex-
ample. Given a pair of user-specified origin and destination, a route recommendation service aims
to provide users with the routes providing the best traveling experience according to specific criteria,
such as the traveling distance, traveling time, traffic condition, etc. However, previous research shows
that even the routes recommended by the big-thumb service providers can deviate significantly from
the routes traveled by experienced drivers. This reveals an interesting fact: that travelers preferences
on route selection are influenced by many latent and dynamic factors that are hard to model exactly
with pre-defined formulas. Therefore, we approach this challenging problem with a very different per-
spective which leverages the crowds knowledge so as to improve the recommendation quality. In this
light, CrowdPlanner, a novel crowd-based route recommendation system, has been developed. This
system requests human workers[Workers or individuals?] to evaluate candidate routes recommended
by different sources and methods, and determine the best route based on their feedback. In this sys-
tem, we particularly focus on two important issues that affect system performance significantly: (1)
How to efficiently generate tasks which are simple to answer but possess sufficient information to
derive user-preferred routes; and (2) How to quickly identify a set of appropriate domain experts to
answer the questions in a timely and accurate way. Specifically, the task generation component in
the system selects a set of significant locations, which is informative and concise so that workers
feel comfortable with it andit is easy to answer. In addition, the worker selection component utilizes
a set of selection criteria and an efficient algorithm to find the most eligible workers to answer the
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questions with high accuracy.
1.2.3 Trajectory Summarization
Though a lot of research effort has been devoted to improving the quality of trajectory itself and the
quality of trajectory-based applications, only a few researchers have paid attention to improving the
semantic quality of trajectories. A raw trajectory in the form of a sequence of timestamped locations
without any semantic representation does not make much sense for humans. So we aim to facilitate
humans understanding of a raw trajectory by automatically generating a short text, which covers the
path of the important significant locations and the moving behaviors between significant locations,
to describe it. By formulating this task as a problem of adaptive trajectory segmentation and feature
selection, we propose a partition-and-summarization framework. In the partition phase, we first define
a set of features for each trajectory segment and then derive an optimal partition with the aim to make
the segments within each partition as homogeneous as possible in terms of their features. In the
summarization phase, for each partition we select the most interesting features by comparing them
against the common behaviours of historical trajectories on the same route and generate a short text
description for these features.
1.3 Contributions
In the following, we will briefly describe our contributions in addressing the above problems.
1.3.1 Trajectory Calibration
A key observation is made that widely existing heterogeneity in trajectory data caused by different
sampling strategies can harm the effectiveness of trajectory data analysis, and this calls for a calibra-
tion system to reduce or eliminate the impact of the sampling heterogeneity. Thus we have designed
an anchor-based calibration system in two phases: building a reference system and performing a cal-
ibration. As a comprehensive solution, we present four types of anchor points which are suitable
for building a stable reference system. On this basis, we propose two approaches, geometry-based
and model-based, to effectively align and complement trajectories using the anchor points. Massive
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experiments were conducted based on a large-scale real trajectory dataset, which empirically demon-
strate that the calibration system can significantly improve the effectiveness of most popular similarity
measures for heterogeneous trajectories.
This research [106] was published at the ACM International Conference on Management of Data
(SIGMOD) 2013. The extended version [105] has been accepted by The International Journal on Very
Large Data Bases (VLDBJ). We also presented efficient techniques to calibrate trajectories using both
spatial and temporal information.
1.3.2 Crowd-based Route Recommendation System
We have identified the intrinsic difficulties in the route recommendation tasks, and propose a new
approach that actively involves human knowledge to improve the recommendation quality. After
that, we designed and developed a novel crowd-based route recommendation system, CrowdPlanner,
which is able to generate a concise yet informative task intelligently and assign it to the selected
worker who can accomplish the task with high accuracy and low latency[Not sure what you mean by
latency here,but as it seems to be a technical term that is well accepted in your field, i will not change
it.]. The experiment was done with a large number of workers, users and queries in real scenarios.
The results demonstrate that CrowdPlanner can recommend the most satisfactory routes efficiently in
most cases.
This research [104] was published in IEEE International Conference on Data Engineering (ICDE)
2012.
1.3.3 Trajectory Summarization
We have identified the limitations of raw and semantic trajectories in terms of their interpretability
by humans, and have taken the initiative to describe individual trajectories with summary texts auto-
matically. Based on the observation, we developed a partition-and-summarize framework to tackle
several challenges arising from our proposals, including granularity control and feature selection.
We conducedt extensive experiments based on a large-scale real trajectory dataset, which empiri-
cally demonstrates that the generated textual descriptions can reflect the most significant features of
trajectories and are easier for humans to understand.
This research [107] is to appear in IEEE International Conference on Data Engineering (ICDE)
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2014.
1.4 Thesis Outline
The rest of the thesis is organized as follows: In Chapter 2 we review the related work. Chapter 3
introduces the trajectory calibration. We discuss our approach to improve the quality of the route rec-
ommendation system in Chapter 4. In Chapter 5 we describe the problem of trajectory summarization.
Finally we conclude this thesis in Chapter 6.
Chapter 2
Literature Review
The basis of most the trajectory-based applications is trajectory similarity measures. Also we use
the trajectory similarity measures to evaluate effectiveness of our trajectory calibration technique.
Thus the trajectory similarity measures will be covered in section 2.1. Trajectory queries will also
be covered in section 2.2 since trajectory queries are widely used in trajectory-based applications.
Several trajectory mining techniques such as trajectory pattern detecting, popular route mining and
trajectory summarization are used in our CrowdPlanner system and our trajectory summarization
system. Therefore, we review these trajectory mining in section 2.3.
2.1 Similarity Measures
In this section, we will introduce the spatial similarity functions, which measure similarity of two
trajectories.
2.1.1 Equal Size Point-based Measures
Equal size point-based trajectory distance measure is not widely applied since its strict limitation
that two comparing trajectory must be equal size. The most straightforward distance measure for
trajectories Lp-norm distance is the most representative equal size point-based trajectory distance
measure.
Lp-Norm Distance
Lp-norms is a distance measure that pair-wisely compute the distance between corresponding
points of two trajectories. Amongst all other Lp-norms, L2-norm, also knows as Euclidean distance,
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is the most commonly adopted distance measures in the literature. Besides being relatively straightfor-
ward and intuitive, Euclidean distance and its variants have several other advantages. The complexity
of evaluating these measures is linear, and they are easy to implement and indexable with any access
method and, in addition, are parameter-free. Euclidean distance was first proposed as a distance mea-
sure between time series and was once one of the most widely used similarity function since 1960s
[89, 85, 31, 51]. As trajectories are closely related to time series, Euclidean distance is also adopted
in measuring trajectory distance [24, 91, 48, 96, 109].
Euclidean distance measure is simple and direct. But it requires the comparing sequences to be
the same size, which is not common in the actual situation, otherwise it fails to decide the match of
the sequences points.
Euclidean Distance With Sliding Window
Since the strict limitation of classical Euclidean distance, that it requires the size of the compar-
ing two trajectories to be equal, [57] gives an imporved measure of Euclidean distance nameed as
Euclidean distance with sliding windows (EDSW) which can measure the Euclidean distance of two
trajectories with different size. The EDSW distance dEDSW (T1, T2) between two k-dimensional tra-
jectories T1 and T2, with length of n and m respectively (assume n ≤ m), is defined as the minimum
mean distance of every trajectory pair of T1 and a snapshot of T2 intercepting by a sliding window of
length n.
This Euclidean distance function for trajectory can measure the distance of sequences with dif-
ferent length. But this measure depend on the mutual coordinate correspondences, they cannot be
applied to trajectories that have different sampling rate, sample points adding or deleting. Besides
these distance measures are very sensitive to noise and misalignments, and are unable to handle local
time shifting, i.e., similar segments that are out of phase.
2.1.2 Variable Size Point-based Measures
Comparing with previous subsection which introduces the equal size point-based trajectory distance
measures, in this subsection we will introduce variable size point-based trajectory distance measures,
which are more suitable for trajectory comparison. We can divided variable size point-based measures
into 3 categories (skip gap, allow gap, duplicate match).
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Skip Match Pair Measures
Skip match pair measures are trajectory distance that do not require all the sample points to have match
point. The most famous skip match pair trajectory similarity measure is longest common subsequence
(LCSS). Following we will introduce how LCSS measure the similarity of two trajectories by skipping
the unmatch pair.
LCSS LCSS is a well known text similarity measure, which is used in string similarity measure
using operation of adding and deleting. In realizing common sequence is a good similarity measure
between trajectories, [50, 45, 92] proposed LCSS as a trajectory similarity measure. It is skip match
pair similarity method and its basic idea is to match some sequences by allowing some elements to
be unmatched. In LCSS, only sample point match pairs make contribute to the similarity value while
the rest points which do not have match point not. It has a significant advantage that it was robust
to noise since the outliners do not infect the similarity value of two trajectories. On the contract,
Euclidean distance is sensitive to noise and is useful under the assumption that the trajectory data is
clean. However, trajectory data is usually of low quality caused by GPS failure, disturbance signals,
and so on.
Allow Empty Match Measures
Allow empty match measures are trajectory distance that do not require all the sample points to have
their match points, but for the sample points do not have match points we artificially add a standard
point or an empty as their match point. Edit distance (ED), another string distance measure besides
LCSS, is a well known typical allow empty match measure. ED is robust to noise, the same as LCSS,
and it can measure the distance of the unmatched sample points, which can provide a better accuracy
of measuring the distance of trajectory. Since these two advantage, some people propose ERP and
EDR as improvements of edit distance to adopt it better for trajectory comparison.
In this subsection, we would like to introduce Edit Distance (ED) and its extensions and usage in
measuring trajectory distance.
Edit Distance
The edit distance is a string metric for measuring the amount of difference between two sequences.
The edit distance between two strings is defined as the minimum number of edits needed to transform
one string into the other, with the allowable edit operations being insertion, deletion, and substitution
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of a single character. In comparison, LCSS is calculated by allowing only addition and deletion, not
substitution. The match pair of ED is the same sample points and the substitution sample points from
the comparing two trajectories. And the needed insertion and deletion sample points are matched to
an empty point, and the distance between them is 1.
ERP distance Edit distance with Real Penalty (ERP) [17] is an ED-based trajectory distance
measure. The matching methods of sample points ERP uses is the same as that of ED. However,
instead of using the number of edits which ED uses, ERP uses L1-norm as the distance of the match
pairs. Introducing L1-norm makes ERP a metric measure, which is a prominent advantage over edit
distance and LCSS, as metric measures allow for efficient pruning [17] by using triangle inequality.
Furthermore, in order to be invariant to amplitude scaling and global spatial shifting, ERP distance is
defined on normalized trajectory data.
Despite all the desired properties, ERP uses L1-norm as the distance measure which is very sensi-
tive to outliers. However, real-life trajectory data is always noisy. Differently, EDR distance, another
ED-based trajectory distance measure, is well defined to handle noisy data and very robust.
EDR distance
Edit Distance on Real sequence (EDR) [18] is another ED-based trajectory distance measure. Like
ERP, the sample points’ matching method is same as ED. However, EDR uses subcost to measure
the distance of two match points which allows it to be more tolerant to noise. Agorithm EDR also
defines on normalized trajectory data, as well as ERP, in order to be invariant to scaling and shifting.
Such normalization is applied independently to each dimension of the data. EDR is more powerful
than ERP on handling multi-dimensional trajectory data. However, EDR is non-metric, while ERP is.
What’s more, the distance value of EDR needs to heavily rely on parameters, which is not easy for
user to adjust.
Duplicate Match Pair Measures
Duplicate match pair measures are trajectory distance measures that require all the sample points to
have their match points. Since the the size of two comparing trajectories may be different, some
sample points may have duplicate match points. In this occasion, trajectories need to be shifted,
stretched and/or squeezed to find best match pairs of sample points. Among many duplicate match
pair distance measures, dynamic time warping (DTW) is the most well representive one.
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In this subsection, we would like to introduce DTW, piecewise DTW (PDTW) (an improvement
of DTW) and tranformation inovation distance (TID).
DTW Distance
Dynamic time warping (DTW) is an algorithm for measuring distance between two sequences
which may vary in time or speed by ingoring the time information. For instance, even two trajectories
are seperately generated by a slowly moving object and a very fast moving object, the DTW can still
tell their similarity pattern. In general, DTW is a method that allows a computer to find all sample
points’ best match points of two given trajectories, which allows duplicate match that a sample points
may have several match points. Again DTW has been existed for hundreds of years. DTW was
introduced earlier to compute the distance of time series [34, 73] than being a trajectory distance
measure. In 1980s, [53, 100, 88, 80, 119] introduced DTW to measure trajectory distance. DTW
soon became one of the most popular trajectory distance measure since then.
DTW distance is defined in a recursive manner and can be easily applied in dynamic programming.
It searches through all possible points alignment between two trajectories for the one with minimal
distance. Since the duplicate matching method, DTW can handle the trajectory’s adding sample
point or deleting sample point tranformation. However, its computationa expense is not low which is
untolerable when process trajectory query on huge data. People bring out many prunning methods to
accelerate the efficiency of DTW, such as preprocess methods (e.g. FastMap algorithm and piecewise
dynamic time warping) and lower bound method[95, 128]. Fast map is an algorithm which reducing
the dimension of trajectory data but still preserving the dis-similarities between trajectories. Piecewise
dynamic time warping (PDTW) is an improvement of DTW. It operates on a higher level abstraction
of the data namely Piecewise Aggregate Approximation (PAA) which we will introduce the detail in
following subsection.
PDTW
Piecewise Dynamic Time Warping (PDTW)[51] is a trajectory distance function which speeds
up DTW by a large constant c, where c is data dependent. PDTW is firstly desined for time series,
the same as DTW. PDTW takes advantage of the fact that a piecewise aggregate approximation can
approximate most trajectories. PDTW takes 2 steps to speed up of DTW. 1. Piecewise Aggregate
Approximation (PAA). PAA cuts a trajectory into several pieces. 2. DTW.
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FIGURE 2.1: Mapping trajectories T1 and T2 to 2D geometry space.
2.1.3 Line-based Measures
Previously introduced trajectory distance (similarity) measures are all falling into a more general cat-
egory, named point-based measures, as they are based on matching the sample points of two trajecto-
ries. In this section, we introduce some line-based measures, which compare the shapes of comparing
trajectories, re-synchronized by lines generated from trajectory sample points, instead of matching
the trajectory sample points directly.
LIP distance More specific to a 2-dimensional trajectory, [84] suggests that it can be mapped to
2-dimensional geometry space. Figure 2.1 demanstrates how trajectories T1 and T2 can be mapped
to xy − plane. All the sample points of T1 is mapped to xy − plane and connect the adjacent two
sample points by a line, so as T2. Then connect the two start points using a line, so as the ending
points. Marking the interaction points of T1 and T2, e.g. i1, i2 and etc. After the mapping, the
distance between T1 and T2 can be transformed into a geometry problem easily according to [84] .
Using the shape information to compare the trajectories can avoid many problems sampling based
trajectory distance measures meet such as different sampling rate. However, since this distance mea-
sure requires to map the trajectory to geometry space, it can only work well on trajectories whose
spatial deployment follows, on the average, a stable trend without dramatic rotations; otherwise it
fails to measure the distance. If a trajectory T has the shape like Figure 2.2(a) shows, the distance
from T to itself T may not be zero according to this method. Also it fails to measure the distance of
two cycling moving objects’ trajectories shown in Figure 2.2(b);
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(a) (b)
FIGURE 2.2: Three matching types used by discrete trajectory distance measures
2.2 Trajectory Query
2.2.1 KNN Query
A frequently encountered type of query in Geographic Information Systems is to find the k nearest
neighbor (KNN) objects to a given point in space. The concept of KNN query has existed for many
years. Before people began to do research on KNN query in spatial database, how to realize an
efficient KNN query in high-dimensional space had caught many scientists’ interest. [93] presents an
efficient branch-and-bound R-tree traversal algorithm to find the nearest neighbor object to a point,
and then generalize it to finding the k nearest neighbors. The authors discuss metrics for an optimistic
and a pessimistic search ordering strategy as well as for pruning. [5] proposes a precomputed solution
space which can dynamically support many operations such as insertion. This solution improves a
lot of the state of the art of KNN searches in high-dimensional space, while previous algorithms
are not efficient in high-dimensional space. [44] compared two different techniques for browsing
through a collection of spatial objects stored in an R-tree spatial data structure on the basis of their
distances from an arbitrary spatial query object. One technique is making use of a k-nearest neighbour
algorithm where k is a predefined constant and the other technique is incremental in obtaining the
k nearest neighbours. Their experiments show that the incremental KNN algorithm significantly
outperforms the original KNN algorithm in efficiency.
KNN queries are not only applied on a PC or server, they are also widely required on mobile
clients. [131] proposes an approach that enables mobile clients to determine the validity of previous
queries based on their current locations. The structure of the approach is to send the query from client
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to the server, then the server returns the query result according to the location of the client. This
approach can significantly reduce the number of queries issued to the server.
Another problem of modern location-based services which we should take note of is the scalable
processing of location monitoring requests on a large collection of mobile objects. So the query
results returned should be selected according to the monitor size of client and some other issues.
[36] presents a distributed architecture named MobiEyes and a suite of optimization techniques for
scalable processing of continuously moving location queries. Moving location queries can be viewed
as standing location tracking requests that continuously monitor the locations of mobile objects of
interest and return a subset of mobile objects when certain conditions are met. But trajectories of the
objects are not fully predictable at query processing time while many algorithms fail to handle this.
[130] proposes two efficient and scalable algorithms using grid indices to return acceptable KNN
results when the query objects are not fully predictable. One is based on indexing objects, and the
other on queries. For each approach, a cost model is developed, and a detailed analysis along with the
respective applicability is presented. The object-indexing approach is further extended to multi-levels
to handle skewed data.
Compared with many applications which query in multi-dimensional space, there are many other
applications for the users or vehicles which move along transportation networks. However, it makes a
lot of sense to model the network explicitly and to describe movements relative to the network rather
than to unconstrained space, because then it is much easier to formulate, in queries, the relationships
between moving objects and the network. [81] proposes an architecture that integrates network and
Euclidean information, capturing pragmatic constraints. Based on this architecture, the researchers
have developed a Euclidean restriction and a network expansion framework that take advantage of
location and connectivity to efficiently prune the search space. These frameworks can be applied to the
most popular spatial queries, namely nearest neighbors, range search, closest pairs and edistance joins,
in the context of spatial network databases. [52] propose an approach to efficiently and accurately
evaluate KNN queries in spatial network databases using a first order Voronoi diagram. This approach
is based on partitioning a large network to small Voronoi regions, and then pre-computing distances
both within and across the regions. By localizing the pre-computation within the regions, it saves on
both storage and computation and by performing across-the-network computation for only the border
points of the neighboring regions, it avoids global pre-computation between every node-pair. [40]
2.2 TRAJECTORY QUERY 17
extends the ADT approach by modelling networks explicitly and providing data[I am not sure why
there is a line of space here, it will possibly remove itself when the file is reconverted to LaTex] types
for static and moving network positions and regions. Several new types and operations are integrated
seamlessly into the ADT framework to achieve a relatively simple, consistent and powerful overall
model and query language for constrained and unconstrained movement. [4] proposes algorithms
for k nearest and reverse k nearest neighbor queries on the current and anticipated future positions
of points moving continuously in the plane. The former type of query returns k objects nearest to
a query object for each time point during a time interval, while the latter returns the objects that
have a specified query object as one of their k closest neighbors, again for each time point during a
time interval. In addition, it also provides algorithms for persistent and continuous variants of these
queries. The algorithms are based on the indexing of object positions represented as linear functions
of time.
[99] introduces new probabilistic formulations for top-k queries. The formulations are based on
marriage of traditional top-k semantics and possible world semantics. In the light of these formula-
tions, it constructs a framework that encapsulates a state space model and efficient query processing
techniques to tackle the challenges of uncertain data settings. This proves that the techniques are
optimal in terms of the number of accessed tuples and materialized search states.
KNN queries are usually seen in uncertain data. [7] studies the problem of finding objects nearby
with the highest marginal probability by using a new define uncertainty model. [133] studies the
problem of processing a rank based KNN query against uncertain data. It introduces the median rank
which is not sensitive to outliers in computing KNN, combing the usage of the semantic rank. The
algorithm is efficient and reduces I/O cost by theoretical guarantees.
Previous studies all lack many of the intuitive properties of a top-k over deterministic data, specif-
ically when a user defines a number of fundamental properties, including exact-k, containment,
unique-rank, value-invariance, and stability, which are all satisfied by ranking queries on certain data.
[26] argues that all these conditions should also be fulfilled by any reasonable definition for ranking
uncertain data, by proposing an intuitive new approach of expected rank. This uses the well-founded
notion of the expected rank of each tuple across all possible worlds as the basis of the ranking. It
provides efficient solutions to compute this ranking across the major models of uncertain data, such
as attribute-level and tuple-level uncertainty. For an uncertain relation of N tuples, the processing cost
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is O(N logN)no worse than simply sorting the relation. Uncertain data arises in a number of domains,
including data integration and sensor networks. Top-k queries that rank results according to some
user-defined score are an important tool for exploring large uncertain data sets. [35] demonstrates
the need to present the score distribution of top-k vectors to allow the user to choose between results
along these score-probability dimensions. One option would be to display the complete distribution
of all potential top-k tuple vectors, but this set is too large to compute. Instead, the authors[You have
repeatedly referred to the authors but this is your PHD thesis, so shouldn’t you do a CTRL F search
and replace of ”authors” for author? Then make sure the following verb is in the singular, in this case
the ”author proposes”] propose to provide a number of typical vectors that effectively sample this
distribution. [Similarly, you have used ”we” before and here you use ”they”] Efficient algorithms are
proposed to compute these vectors and extend the semantics and algorithms to the scenario of score
ties, which was not dealt with in the previous work in the area.
Trajectory search has long been an attractive and challenging topic which extends to various inter-
esting applications in spatial-temporal databases. [20] studied a new problem of searching trajectories
by locations, in which context the query is only a small set of locations with or without an order spec-
ified, while the target is to find the k best-connected trajectories (k-BCT) from a database such that
the k-BCT best connect the designated locations geographically. t Unlike the conventional trajectory
search that looks for similar trajectories w.r.t. shape or other criteria by using a sample query trajec-
tory, the researchers focus on the quality of the connection provided by a trajectory to the specified
query locations. This query can benefit users in many novel applications such as trip planning. In
order to achieve this goal, this work firstly defines a new similarity function for measuring how well a
trajectory connects the query locations, with both spatial distance and order constraint being consid-
ered. The IKNN prunes and refines trajectories by using the devised lower bound and upper bound of
similarity.
2.2.2 CNN Query
It always happens that users try to get the k nearest neighbours of a moving object, which derives a
new query called continuous nearest neighbour query (CNN). CNN frequently comes across while
the user is moving, e.g., query ”the nearest gas station along the No.5 highway”. [23] proposes an
algorithm which can both support KNN and CNN queries. This algorithm overcomes the performance
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bottleneck which the previous CNN algorithms suffer, namely that if the density of objects of interest
is high, the efficiency of previous algorithms are considerably reduced. Experimental results for real
life datasets of various sizes show that UNICONS outperforms its competitors by up to 3.5 times for
NN queries and 5 times for CNN queries, depending on the density of objects and the number of NNs
required.
[123] presents a new algorithm, termed SEA-CNN, for answering continuously a collection of
concurrent CNN queries. SEA-CNN has two important features: incremental evaluation and shared
execution. The algorithm does not make any assumptions about the movement of objects, e.g., the
objects velocities and the shapes of trajectories, or about the mutability of the objects and/or the
queries, i.e., moving or stationary queries issued on moving or stationary objects.
[71] presents the scalable on-line execution (SOLE) algorithm for continuous and on-line eval-
uation of concurrent CNN queries over data streams. Incoming spatio-temporal data streams are
processed in-memory against a set of outstanding continuous queries. The SOLE algorithm utilizes
the scarce memory resource efficiently by keeping track of only the significant objects. In-memory
stored objects are expelled from memory once they become insignificant. SOLE is a scalable algo-
rithm where all the continuous outstanding queries share the same buffer pool. To cope with intervals
of high arrival rates of objects and/or queries, SOLE utilizes a load-shedding approach where some of
the stored objects are dropped from memory. SOLE is implemented as a pipelined query operator that
can be combined with traditional query operators in a query execution plan to support a wide variety
of continuous queries which supports it to be highly dynamic.
However, the exact position of the moving object is not always known, instead it is bounded by
an uncertainty region. [112] formalizes the impact of uncertainty on the answers to CNN queries,
providing a compact structure for their representation and efficient algorithms for constructing that
structure. Several qualitative variants of continuous probabilistic nearest neighbour queries are also
identified in the paper.
2.2.3 RNN Query
Given a point q, a reverse k nearest neighbor (RNN) query retrieves all the data points that have
q as one of their k nearest neighbors. [49] presents a novel algorithm for incremental and general
evaluation of continuous reverse nearest neighbor (RNN) queries. It divides RNN queries into two
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types, monochromatic and bichromatic. It has the character of being incremental, in that although only
a subset of objects is monitored, it can still return the results. So the performance of this algorithm
outperforms the previous algorithms markedly.
Previous studies in retrieving RNN queries have several deficiencies, such as not supporting arbi-
trary values of k, inefficiently dealing with database updates, and only retrieving approximate results.
Due to these problems, [111] has developed some algorithms for exact processing of RNN with
arbitrary values of k on dynamic multidimensional datasets. These methods utilize a conventional
data-partitioning index on the dataset and do not require any pre-computation.
The query results of RNN have their own weight. Given a set O of weighted objects, a set S of
sites, and a query site s, the bichromatic RNN query computes the influence set of s, or the set of
objects in O that consider s as the nearest site among all sites in S. The influence of a site s can be
defined as the total weight of its RNNs. [122] addresses the new and interesting problem of finding
the top-t most in influential sites from S, inside a given spatial region Q. It proposes an algorithm
called top influential-sites, which provides the top-t most influential sites by browsing both trees once
systematically. It also gives some pruning techniques based on a new metric called minExistDNN.
Most RNN queries are based on Euclidean metric, but at times Euclidean metric is not very suitable,
i.e., for a trajectory on a road network. So [1] has proposed an RNN query algorithm which is suitable
for arbitrary distance metric. Also the computation time is specified and is a reasonable time. In
particular, the algorithm approximates the k-nearest neighbor distance for each data object by upper
and lower bounds using two functions of only two parameters each.
Since a trajectory in computer is a snapshot of the real trajectory in mathematics, the trajectory can
be treated as some kind of uncertain data. [61] tried to give an efficient algorithm of an RNN search of
uncertain database using a skyline. It models the probabilistic reverse skyline query on uncertain data,
in both monochromatic and bichromatic cases, and proposes effective pruning methods to reduce the
search space of query processing. Moreover, efficient query procedures have been presented which
seamlessly integrate the proposed pruning methods.
2.2.4 Query Index
The domain of spatio-temporal applications is a treasure trove of new types of data and queries. To
speed up the query efficiency, the index method is as important as the query algorithm itself. [126]
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propose a new index structure, Rdnn-tree, to promote the efficiency of the reverse nearest neighbour
(RNN) query. A single index structure is employed for a dynamic database, in contrast to the use of
multiple indexes in previous work. This leads to significant savings in dynamically maintaining the
index structure. [87] focuses on the trajectories of moving point objects. Here two access methods
are introduced for this kind of data, namely the spatio-temporal R-tree (STR-tree) and the trajectory-
bundle tree (TB-tree). The former is an R-tree based access method that considers the trajectory
identity in the index as well, while the latter is a hybrid structure, which preserves trajectories as well
as allowing for R-tree typical range searches in the data. The performance of these two indexe is better
than the R-tree (appropriately modified, for a fair comparison) under a varying set of spatio-temporal
queries.
A trajectory involves multi-dimensional data, but [129] proposed a new algorithm to use a single-
dimensional index method, the B+-tree, to index it. The algorithm named iDistance can classify
the data into several categories and select a reference point for each partition. Then the algorithm
transforms all the data in each cluster into a single-dimensional space, based on their similarity with
respect to a reference point.
Trajectories can be stored in moving objects databases (MODs) which capture the inherent impre-
cision of the information about the moving objects location at a given time. An uncertain trajectory
can be modelled as a three-dimensional cylindrical body according to [113]. [113] also provides sev-
eral commonly used and hhighly efficient operations in a spatial database which are used to express
spatio-temporal range queries .
[110] proposed a new index method, the U-tree, which can reduce the I/O cost and CPU time in
retrieving multi-dimensional data in a database. The designed index has the advantage of being fully
dynamic, and does not place any constraints on the data probability density functions.
Probabilistic queries exist everywhere, but the efficiency of these queries cannot be guaranteed
due to many reasons. A well designed index structure may be a solution for this problem. [16]
developed two index structures and some association algorithms to efficiently answer probabilistic
threshold queries. The first method expands the query range based on the query issuers uncertainty.
The second idea exchanges the roles of query and data[This last sentence is unclear].
Moving objects indexing is well-studied, however, in reality real-world objects usually move in
a more complex and stochastic way. [132] proposed an indexing combining the usage of a moving
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objects index and a probabilistic object index. The new index method gives an efficient prediction of
an object’s future location by using the distributions of the current locations and velocities of moving
objects. It proposes a surrenal[Please check this word.. I could find no definition] of the R-tree named
variance-based clustering, where data points with similar degrees of uncertainty are clustered together
to overcome the limitation of the R-tree.
2.2.5 Query Join
Due to the evolution of geographical information systems, large collections of spatial data having
various thematic contents are currently available. As a result, the interest of users is not limited to
simple spatial selections and joins, but complex query types that implicate numerous spatial inputs
have become more common. Although several algorithms have been proposed for computing the
result of pairwise spatial joins, a problem still exists in the processing and optimization of multiway
spatial joins.
[3] proposed a new algorithm, scalable sweep-based spatial join (SSSJ), that is based on the
distribution-sweeping technique recently proposed in computational geometry. The SSSJ algorithm
efficient for real-life data and offers guaranteed worst-case bounds and predictable behavior on skewed
and/or poor input data.
[68] reviewed pairwise spatial join algorithms and showed how they can be combined for multi-
ple inputs. In addition, the study explores the application of synchronous traversal (ST), a method-
ology that processes synchronously all inputs without producing intermediate results. Then, the two
approaches were integrated in an engine that includes ST and pairwise algorithms, using dynamic
programming to determine the optimal execution plan.
2.2.6 Query Evaluation
In location-based services, it is common for users to issue a query based on their current position. But
the current position can be incorrect due to many reasons and the query objects may also be moving.
So [16] proposed three methods to improve the computational and I/O performance to guarantee
the quality of return results of queries. Very often, the query issuers locations are imprecise due to
measurement error, sampling error, or message delay. They may also want to protect their privacy
by providing a less precise location. In this paper, we study the efficiency of queries that return
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probabilistic guarantees for location data with uncertainty.
2.3 Trajectory Mining
2.3.1 Mining Common Patterns of Trajectory
In many applications that track and analyze spatio-temporal data, movements obey periodic patterns;
the objects follow the same routes (approximately) over regular time intervals. For example, people
wake up at the same time and follow more or less the same route to their work every day. The discov-
ery of hidden periodic patterns in spatio-temporal data, apart from unveiling important information
to the data analyst, can facilitate data management substantially. Many researchers have noticed the
power of historic trajectory data, so [67] has proposed a framework that can analyze historic trajec-
tories and mine them to get periodic patterns. In order to achieve this goal, it designs a novel index
structure to support efficient spatio-temporal queries.
Before using a trajectory to mine some common patterns, we should ensure the accuracy of the
trajectory data, since the method of sampling vehicular movement using GPS is affected by two
error sources and consequently produces inaccurate trajectory data. [8] presents three algorithms
that consider especially the trajectory nature of the data rather than simply the current position as
in the typical map-matching case. An incremental algorithm is proposed that matches consecutive
portions of the trajectory to the road network, effectively trading accuracy for speed of computation.
In contrast, the two global algorithms compare the entire trajectory to candidate paths in the road
network.
[38] focuses on providing users a fastest path taking into account the weather, timestamps and
other conditions that may affect the road situation. This method presents an adaptive fastest path
algorithm capable of efficiently accounting for important driving and speed patterns mined from a
large set of traffic data. The algorithm includes road hierarchy-based partitioning, speed rule mining,
driving rule mining and adaptive traffic pre-computing.
2.3.2 Trajectory Summarization
Trajectory summarization captures the common substructures of similar trajectories and represent
these trajectories in a compact form. This technique is quite useful since many applications such as
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data exploration for traffic predication and trajectory recommendation rely on it. [115] expends the
LCSS distance measure to make it better suited for the requirement of clustering trajectories. Tradi-
tional LCSS is time consuming, but the expended version LCSS provides an efficient approximating
algorithm which reduces the computing time considerably. Existing trajectory clustering algorithms
group similar trajectories as a whole, thus discovering common trajectories. However, it has been
observed that clustering trajectories as a whole could miss common sub-trajectories. So [56] has pro-
posed a new partition-and-group framework for clustering trajectories, which partitions a trajectory
into a set of line segments, and then groups similar line segments together into a cluster. The primary
advantage of this framework is to discover common sub-trajectories from a trajectory database. Based
on this partition-and-group framework, X, a trajectory clustering algorithm TRACLUS is developed.
The algorithm consists of two phases: partitioning and grouping. For the first phase, it presents a
formal trajectory partitioning algorithm using the minimum description length (MDL) principle. For
the second phase, it presents a density-based line-segment clustering algorithm. [38] has introduced a
new fast path computation method which considers weather, timestamp and other factors which may
influence the traffic conditions based on historical traffic data. It presents an adaptive fastest path
algorithm capable of efficiently accounting for important driving and speed patterns mined from a
large set of traffic data.
Chapter 3
Trajectory Calibration
3.1 Introduction
Driven by major advances in sensor technology, GPS-enabled mobile devices and wireless com-
munications, a large amount of data recording the motion history of moving objects, known as
trajectories, are currently generated and managed in scores of application domains. This inspires
a tremendous amount of research effort on analyzing large scale trajectory data from a variety of
aspects in the last decade. Representative work includes designing effective trajectory indexing
structures [87, 9, 77, 14, 27], efficient trajectory query processing [115, 18, 32], and mining knowl-
edge/patterns from trajectories [56, 47, 46, 60], to name a few.
In theory, a trajectory can be modelled by a continuous function mapping time to space; in prac-
tice, however, a trajectory can only be represented by a discrete sequence of locations sampled from
the continuous movement of the moving object, due to limitations of location acquisition technolo-
gies. In other words, when a raw trajectory is reported to the server and stored in the database, it is
just a sample of the original travel history. The sampling strategies used to generate trajectory data
can vary significantly for several reasons. First of all, the sampling methods can be different, such
as distance-based methods (e.g., report every 100m), time-based methods (e.g., report every 30s) and
predication-based methods (e.g., report when the actual location exceeds a certain distance from the
predicted location). Secondly, different parameters may be used even for the same sampling strat-
egy. For example, based on the time-based sampling strategy a geologist equipped with specialized
GPS-devices can report her locations with high frequency (say every 5 seconds) while a casual mo-
bile phone user may only provide one location record every couple of hours or even days (via, for
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FIGURE 3.1: Motivation of calibration
example, a Web check-in service). Such variations can also be imposed by external factors (such as
availability of on-device battery and wireless signal) and may change at owner’s discretion.
As such, trajectory data in real world database applications are heterogeneous by nature. This,
however, can be problematic when these heterogeneous trajectories are processed directly. For ex-
ample, as we shall illustrate later, it does not make much sense to compare two trajectories obtained
using different sampling strategies by directly applying existing trajectory similarity measures like
Euclidean distance, DTW [53], LCSS [50] or EDR [17]. This is because these measures are all based
on the spatial proximity between sampled locations, and hence easily affected by the sampling strate-
gies adopted. Consider in Figure 3.1(a) that two moving objects follow highly similar routes in an
urban area, but adopt different sampling strategies. As a result, the raw trajectory (denoted by the
solid line) of object A has fewer sample points than that of B (denoted by the dashed line). Fig-
ure 5.1(a) illustrates the actual trajectory data stored in the database. It is easy to observe that the
two trajectories may have a greater distance (than they are supposed to be) based on most trajectory
similarity measures. A system relying on trajectory similarity search may produce misleading results
to the users if these trajectories are processed without the awareness of this issue. Therefore, this issue
of trajectory heterogeneity must be dealt with in order to make meaningful similarity-based trajectory
processing.
3.1.1 Problem Analysis: A Case Study
Now let us examine the impact of sampling strategies on trajectory similarity analysis through a case
study. We test with four commonly used trajectory distance measures: Euclidean Distance, DTW
[53], LCSS [50] and EDR [17]. These distance measures perform reasonably well according to the
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reported results. However, whether it is explicitly mentioned or not, a prerequisite for these measures
to be effective is that the sampling strategies of all trajectory data must be compatible (that is, very
similar). In the sequel, we will demonstrate that the effectiveness of these distance measures are
highly sensitive to how trajectory data are sampled.
In this experiment, we first select 500 densely sampled trajectories on a road network as the origi-
nal routes. For each of them, we adopt a time-based sampling method with variable sampling rates of
10, 20, 30, 60 and 100 seconds (denoted by T10, T20, T30, T60 and T100, respectively). Then we choose
T30 as the baseline trajectory and calculate the distance between T30 and other variants using these
four trajectory distance measures. The average measured normalized distance values are reported in
Table 3.1. One can see that, although all the trajectories re-sampled using different sampling rates
refer to exactly the same original trajectory, the reported distance values vary widely no matter which
distance measure is adopted. Consequently, all the data analysis tasks relying on such distance mea-
sures can be ineffective as similar trajectories may not be properly identified as such. The root cause
of this phenomenon is that all these distance measures, as well as many other trajectory processing
techniques, are merely sample-based. In other words, all the distance evaluations are performed be-
tween sample points. These distance measures can work only based on some assumptions such as
very dense point sampling. As we discussed earlier, these assumptions may no longer hold for many
real-life trajectory datasets. This case study also illustrates the severity of the trajectory heterogeneity
problem.
TABLE 3.1: Effect of sampling rates
Rate ED DTW LCSS EDR
10 0.35 0.21 0.71 0.75
20 0.21 0.09 0.27 0.37
30 0 0 0 0
60 0.24 0.15 0.47 0.53
100 0.25 0.21 0.75 0.68
3.1.2 Challenges and Contributions
With the observation and awareness of this heterogeneity problem for trajectory data, a calibration
process is necessary before raw trajectory data can be used for subsequent data analytics to transform
a set of heterogeneous trajectories into one with more unified sampling strategies. The goal of this
calibration processing is to reduce or even eliminate the negative impact of the sampling strategies on
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measuring trajectory similarity. In other words, all trajectories after calibration should better resemble
their original continuous routes thus can be more accurately compared with each other regardless of
the sampling strategies used in generating the raw trajectories. In order to achieve this goal, we need
to construct a reference system that is trajectory-independent and then rewrite raw trajectories based
on the same reference system.
It is a non-trivial task to perform trajectory calibration. First, building a good reference set is the
stepping stone for the entire system. Since our goal is to rewrite the trajectory data using the reference
set, we expect a good reference set to be stable, independent of data sources, and have a strong asso-
ciation with the trajectory data. The first and second properties are essential for producing trajectories
in a unified form, while the third property ensures that the calibration process will not introduce a
large deviation from the original routes. Trajectory calibration may encounter three circumstances
when rewriting a trajectory with the reference set: 1) a trajectory point may need to be shifted and
aligned onto the reference; 2) some trajectory points may need to be removed or merged (when the
sampling rate is higher than necessary); 3) some new trajectory points may need to be inserted (when
the sampling rate is too low), all in the context of the chosen reference system. Further, the criteria
to judge the goodness of the calibration results need to be established, for the system to enforce effi-
ciently and effectively and for the users to understand to what extent the calibration can improve the
data analysis results.
In this section, we propose an anchor-based calibration system for heterogeneous trajectory data.
It comprises two components: a reference system and a calibration method. For the first compo-
nent, we present several reference systems by defining different types of anchor points (space-based,
data-based, POI-based and feature-based), which are fixed small regions in the underlying space. A
series of strategies are designed for the calibration component, including the methods to insert anchor
points to trajectories in order to make them more complete without scarifying geometric resemblance
to the original routs. To this end, we first derive the transfer relationship among anchor points by
learning from a historical trajectory dataset, and then infer the most probable alignment sequence and
complement points with high accuracy by exploiting the power of the Hidden Markov Model and
Baysian Network. We also perform an empirical study to examine the effect of calibration process,
using the trajectories with a very high sampling rate as the ground truth data (the original route) and
generate raw trajectories using a different sampling rate in a controlled way. Then we measure the
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similarities between the raw trajectories, with a set of commonly used distance functions, before and
after the calibration process. We will show in the experiment that while the similarities between the
raw trajectories heavily depend on the sampling rates, with calibrated trajectories their similarities
always highly resemble those of the original routes for a wide range of sampling rates.
Continuing with the previous example in Figure 5.1, one possible approach is to use the turning
points a1, ..., a10 as the reference system as shown in Figure 5.1(b), and rewrite both trajectories with
these points. Since trajectoryB has enough samples to describe its route, it is fairly simple to calibrate
– just align each sample to its nearest turning point. However, there is so much information lost in
trajectoryA that simply aligning each sample to its nearest turning point (i.e., a1, a8, a9) still results in
a low quality trajectory. A good calibration system should help to infer that a7, a3, a4 are very likely
(indicated by a confidence value) to be passed by the routes from a1 → a8, and a8 → a9. After both
trajectories have been calibrated, they can become similar again.
To sum up, we make the following major contributions.
• We make a key observation that widely existing heterogeneity in trajectory data caused by
different sampling strategy can harm the effectiveness of trajectory data analysis, thus calls for
a calibration system to reduce or eliminate the impact of the sampling heterogeneity.
• We design an anchor-based calibration system in two phases: building a reference system and
performing calibration. As a comprehensive solution, we present four types of anchor points
which are suitable for building a stable reference system. On this basis, we propose two kinds of
approaches, geometry-based and model-based, to effectively align and complement trajectories
using the anchor points.
• We conduct extensive experiments based on large-scale real trajectory dataset, which empir-
ically demonstrates that the calibration system can significantly improve the effectiveness of
most popular similarity measures for heterogeneous trajectories.
The remainder of this section is organized as follows. Section 5.2 introduces the preliminary
concepts and overviews the calibration system. We discuss the reference systems and calibration
methods in Section 3.4 and Section 3.5 respectively. The experimental observations are presented in
Section 3.6.
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3.2 Problem Statement
In this section, we present some preliminary concepts and give an overview of the proposed calibration
system. Table 5.2 summarizes the major notations used in the rest of the section.
TABLE 3.2: Summarize of notations
Notation Definition
T a raw trajectory
T a calibrated trajectory
p a sample point of a trajectory
a anchor point
A the set of anchor points in a reference system
T (ai → aj) a trajectory travelling from ai to aj
d(ai, aj) distance between anchor points ai and aj
d(Ti, Tj) distance between trajectories Ti and Tj
3.2.1 Preliminary Concepts
Definition 3.1 (Original route). An original route of a
moving object is a continuous mapping from time domain to spatial coordinates (i.e., longitude and
latitude), indicating the exact path travelled by the object.
The original route does not exist in a practical database since no positioning technique can acquire
location records continuously. Instead, only a set of samples from the original route can be obtained
and stored in the database.
Definition 3.2 (Raw trajectory). A raw trajectory T is a finite sequence of locations sampled from the
original route of a moving object, i.e., T = [p1, p2, ..., pn].
Please note that a time-stamp is usually associated with each location record, but we will only
concentrate on the spatial feature of the trajectory in this section. Simply speaking, the raw trajectory
of a moving object is only one possible sample from its original route by using a specific sampling
strategy. A sampling strategy is the mechanism based on which the object decides to report its loca-
tion. Time-based sampling, distance-based sampling, turning-based sampling and prediction-based
sampling are among the most widely used sampling strategies. Besides, the object can also adopt
different sampling rates which is the frequency of reporting the location depending on the sampling
strategy (e.g., every 500 meters or 30 seconds, etc). In the rest of the section, we will use trajectory
and raw trajectory interchangeably when the context is clear.
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Definition 3.3 (Anchor Point). An anchor point is a fixed spatial location in the space, which is stable
and independent of the trajectory data source.
An anchor point can either refer to a geographical object that physically exists such as a Point of
Interest (POI), or can be virtually defined such as the centroid of a grid. Actually any kind of entities
in space can serve as the anchor points as long as they are stable and not affected by the trajectory
data input.
Definition 3.4 (Reference System). A reference system is a homogeneous set of anchor points.
All the anchor points that form a reference system must belong to the same type. The homogeneity
of anchor points in a reference system guarantees the consistency of the trajectory calibration process,
i.e., all the trajectories are calibrated to the same type of anchor points. For example, all the POIs in
a city can constitute a reference system, while a union set of POIs and road intersections cannot since
they are not of the same type.
Definition 3.5 (Trajectory Calibration). Given a reference system with anchor point set A, tra-
jectory calibration for T = [p1, p2, ..., pn] is a process that transforms T into another trajectory
T = [a1, a2, ..., am] where ai ∈ A (1 < i < m). T is called the calibrated trajectory of T .
We expect the new trajectory T after calibration to preserve the original route of T as much as
possible, which is critical to reduce the erroneous adjustments to the original route. Ideally, the
trajectories that share the same original route will have the same calibrated trajectory no matter what
sampling strategies they adopt. Therefore an evaluation criterion is how well the calibrated trajectory
resembles the original route.
3.2.2 System Overview
Figure 5.2.2 shows the overview of the proposed calibration system, which basically comprises two
parts: reference system generation and trajectory calibration. In this work, we define four types
of anchor points for constructing a reference system, i.e., space-based, data-based, POI-based and
feature-based anchor points. The reference system can be built offline since it is independent of data
input. The calibration process is divided into two phases: alignment and complement. Generally, the
alignment phase maps existing sample points of a trajectory to some anchor points. The complement
phase inserts additional anchor points to make the trajectory more complete and similar to its original
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route, which is especially important for trajectories with low sampling rates. The calibration process
can be either online or offline depending on the application requirement (e.g., an on-the-fly process
or a batch process). We will detail the discussion for each part in the next two sections.
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FIGURE 3.2: System overview
3.3 Related Work
To our knowledge, there is no existing work on trajectory calibration or trajectory rewriting. In our
model-based calibration approach, we leverage the historical trajectory data to find the best alignment
and infer the possible intermediate anchor points to complement the trajectory, which share similar
inspiration and techniques with the work on uncertainty management of trajectories and hot route
discovery. Therefore in this section, we will firstly review these two lines of related work. As the
goal of this work is to improve the effectiveness of similarity-based analysis, the distance measures
studied in this section are also reviewed at last.
Managing Uncertainty of Trajectories. Several works have addressed the uncertainty issues
of moving objects. [121, 120] proposed an information cost model which captures uncertainty and
deviation in the moving objects updating problem. Proser et al. [86] models moving objects with a
concept of spatial zones that define an object’s whereabouts during two consecutive sampling posi-
tions as an ellipse under constraint maximum velocity. Trajcevski et al. proposes a three-dimensional
cylinder to measure a new concept of uncertain trajectory in order to limit errors that could occur
while capturing the movement of an object. Based on the model, a set of spatiotemporal operators
and algorithms are proposed for continuous range queries [113] and nearest neighbour queries [112].
Cheng et al [21] proposes a new model, which shows that the location uncertainties are updated at
every time instant and range queries are issued at a current time point. Zhang et al. [132] designs
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an integrated indexing structure for inferring the future location of uncertainty moving objects. An
intuitive model for an uncertain trajectory is proposed in [134] to represent object movement along a
road network, providing a unified probability distribution function (pdf) for the possible locations of
a moving object at a given time-instant. [135] is the most relevant work in completing trajectories,
but it applies its methods on the road network and does not give a concrete existing probability of a
certain point.
Hot Route Discovery. [58] extracts hot routes by using a density-based algorithm FlowScan
based on a concept called “traffic density-reachable”. [94] investigates efficient ways to find and
monitor hot motion paths that are defined as those visited by a certain number of moving objects.
Nevertheless these two works are limited to mine frequently visited paths only. The focus of [66,
37, 38, 136] is on mining trajectory patterns to help find the popular routes from a start location to
a destination. [37] proposes to mine a sequence of temporally annotated points called T-pattern, in
order to find all T-patterns with sufficiently high support. Similarly, in [66, 38, 136], frequent paths or
sequences are explored by existing sequential pattern mining algorithms. However, not every pair of
start and end locations is able to match patterns given by these works. Chen et al. [19] evaluates the
probability from a start point to the destination, but they only consider the forward probability from
one place to another without considering the backward probability.
Trajectory Distance Measures. There are a large number of trajectory distance measures, among
which Euclidean distance, DTW, LCSS and EDR are the most representative. DTW [53] is originally
introduced for signal processing, which allows time-shifting in comparison. LCSS [50] is proposed
based on the concept of the longest common subsequence, which is robust to noise by allowing skip of
some sample points. EDR [18], which is based on edit distance, is also robust to noise and addresses
some deficiencies in LCSS.
3.4 Reference Systems
In this section, we will define several different types of anchor points for building a reference system.
Although any fixed entity in the space can be an anchor point, not all of them are suitable for calibra-
tion. First, a reference system should have a sufficient number of anchor points in order to describe
any given trajectory with high quality. For example, if we simply use all cinemas in a city as the
reference system, a trajectory may have too few points after calibration. As such, most information
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in the raw trajectories will be lost. Second, a reference system should be stable and does not require
substantial changes to calibrate new data. This property is crucial as it ensures that most new trajecto-
ries can be calibrated without refurbishing the reference system. Based on this guideline, we propose
four types of anchor points that are expected to be suitable for building a reference system. We will
study their effects on the calibration process with experiments later in this section.
It is worth noting that road intersections and segments are natural choices for anchor points if
a digital road map is available. But we will not adopt it in this work for two main reasons. First
we attempt to make the proposed methods general enough to fit both constrained and unconstrained
trajectories (e.g., traces of hiking, boating, walking, and many out-door activities); and second, most
digital maps actually have legal or technical restrictions on their use [79, 42], which hold back peo-
ple from using them in creating new applications. Therefore in this work, we will build reference
systems based on resources that are easier to acquire, and our framework can be easily extended to
accommodate the network-based anchor points in future work.
3.4.1 Space-based Anchors
The most straightforward idea is to divide the entire space into uniform grid cells, and use the cen-
troids of the cells as the anchor points. An obvious advantage of using grid centroids is that we can
easily build a reference system for any trajectory dataset without extra resources or information. The
idea of using grid to adjust trajectories is inspired by the Realm method [41], but their purpose is to
represent spatial objects in a database with predefined precision.
3.4.2 Data-based Anchors
A space-based reference system, despite its simplicity, may not capture the distribution of the trajec-
tory data. In other words, the space partition may be too fine-grained for a set of sparsely distributed
trajectories but too coarse for another with dense distribution. Another option is to select a large
enough set of historical trajectories and use their sample points as the anchor points. Since these
samples, called archived samples, represent the travel history of moving objects in the past, it is more
reasonable to rewrite a given trajectory based on this type of anchor point. Besides, each anchor
point is guaranteed to be a reachable location for a new trajectory. But using archived samples also
has down sides. First, we must have a sufficient number of historical trajectories that locate in the
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same region with the input trajectories. Second, the calibrated trajectory may have a high degree
of redundancy when the number of archived samples is large. For instance, in our experiments, we
observe there can be more than 300 archived samples along a street one hundred meters long. Third,
the effectiveness of the reference system may be affected by the noises residing in the archived data.
3.4.3 POI-based Anchors
A Point of Interest (POI) refers to a semantic location such as a restaurant, hotel, shopping centre,
etc. POIs are stable in terms of their locations since a business or facility can usually last for a long
period. Besides, POIs have a consistent distribution with trajectories in the same area, since in most
cases people travel from/to some POIs to perform certain activities. Due to this property, we can use
a POI dataset to build a reference system for the same area (e.g., within a county/city). However,
we observe that directly using the POIs can be problematic. Since POIs can be densely distributed
in a small area, each trajectory point can be rewritten with many possible candidate anchor points
within close proximity. As such, the trajectories after calibration may still have quite different sample
strategies. In order to remedy this problem, we pre-process the POI dataset by applying a density-
based clustering method (e.g., DBSCAN [29]) to generate a smaller number of clusters, which will be
used as the anchor points. By this means, POIs in densely populated areas can be merged into clusters
and a cluster becomes an anchor point. As such, trajectories with similar routes, but different samples,
will have a better chance to be re-synchronized by mapping their sample points to POI clusters.
3.4.4 Feature-based Anchors
The data-based reference system utilizes the historical archived trajectory points as the anchor points,
which can have a high degree of redundancy. To remedy this issue, we can use only some important
points in trajectory data, called features, as the anchor points. Moving objects usually travel in a
constrained space such as road networks, tracks or waterways. Therefore an important feature that
can well characterize a trajectory is the turning points, at which a moving object changes its direction
significantly. In other words, the main shape of a trajectory can be described by a few turning points
regardless how many samples it has originally. So intuitively, if we can rewrite all the trajectories
based on turning points, their shapes can be well preserved and the samples are also synchronized. We
can adopt the algorithm in [19], which detects point clusters that satisfy both the density requirement
36 TRAJECTORY CALIBRATION
and the direction change condition, to extract turning points.
3.4.5 Stability Test of Reference Systems
As we mentioned, reference system stability is a highly desired property, which is crucial to the
performance of calibration. As such, in the last part of this section we conduct a quantitative analysis
about the stability of the proposed reference systems. Since both grid centroids and POI clusters are
fixed locations and thus inherently stable, we only evaluate the stability of the other two reference
systems, i.e., the ones based on archived samples and turning points. We use a trajectory dataset that
is collected from the taxicabs in a big city for a period of three months (more detailed description for
this dataset will be provided in Section 5). This dataset is divided into six equal parts according to
the log time, so each part corresponds to about two weeks of the trajectory data. Then we use the
first part to construct the reference systems. After that, we superimpose the second part on the first
one and compute their Hausdorff distance [43] to measure the similarity between two sets of points.
Next we merge the second and the first dataset into one, and progressively append the remaining parts
in a similar manner. The Hausdorff distances between each appended part and the existing reference
system are reported in Figure 3.3. We can see that for both methods the distances decrease quickly
when the second (1/6) and the third part (2/6) of the dataset are appended to the reference systems,
and then stabilize thereafter. It means the reference systems built upon the first half of the dataset have
highly similar distribution with the data in the other half. In other words, only a part of the historical
trajectory data can lead to a stable reference system, which will nicely capture the distribution of new
data.
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FIGURE 3.3: Stability of reference systems
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3.5 Trajectory Calibration
In this section, we discuss in detail about the calibration process based on a reference system built
offline. Specifically, the calibration process can be divided into two phases: alignment and comple-
ment. The alignment phase maps a trajectory to some anchor points. The number of sample points
in a trajectory may be kept unchanged or reduced since multiple samples in close proximity can be
merged into the same anchor point. However a low-sampling-rate trajectory cannot benefit from this
phase alone since the calibrated trajectory will be still low-sampled. The complement phase inserts
some anchor points in-between the trajectory points after alignment, by estimating those important
but missing anchor points that the object may pass by.
3.5.1 Geometry-based Calibration
In this part we present a geometry-based calibration method, which simply explores the spatial rela-
tionship between trajectories and anchor points in space when choosing the anchor points for align-
ment and complement.
Alignment
The geometry-based alignment is based on the simple idea of finding the nearest anchor point for
each sample point of a given trajectory and then mapping the original sample point to its nearest
anchor point. More precisely, each sample point in a trajectory will be aligned to a nearest anchor
point. In order to avoid the case that a sample point will be aligned to a faraway anchor point, we
can map a sample point to some anchor points within a distance threshold ηdist and the sample points
far away from any anchor point will be removed. Besides, if several consecutive sample points, i.e.,
pi, pi+1 · · · , pj , of trajectory T are all close with each other thus can be aligned to the same anchor
point a, we will only record one copy of a in the aligned trajectory. By this means, we can reduce
the unnecessary redundant samples and outliers in some trajectories. The alignment process involves
a constrained nearest neighbor search against the anchor point set for each trajectory point, which
has a logarithmic-scale complexity with respect to the number of anchor points (O(log |A|)) [72]
when some space partition or tree-based index is used. Thus the complexity of the alignment is
O(NT · log |A|), where NT is the size of the input trajectory.
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Complement
Algorithm 1: Geometry-based Complement
Input: Anchor point datset A, aligned trajectory T , ηdist
Output: Complemnted trajectory T
1 Sl ← line segments li connecting consecutive anchor points ai and ai+1 of T ;
2 for each li ∈ Sl do
3 Initialize an empty list L ← ∅;
4 Initialize a candidate complement anchor set Ci ← ∅;
5 Ci ← all anchor points a ∈ A satisfying d(a, li) ≤ ηdist;
6 a′ ← ai;
7 while true do
8 Find a∗ = arg mina∈Ci{d(a, ai)};
9 if the angle between
−−−→
a′, a∗ and −−−−→ai, ai+1 ¡ pi2 then
10 Insert a∗ to L;
11 a′ ← a∗;
12 Remove a∗ from Ci;
13 if Ci is empty then
14 break ;
15 Insert the points in L into T in-between ai and ai+1;
16 return T
The main idea of the geometry-based complement method is to add the anchor points around
the line segment in-between any two consecutive samples into the calibrated trajectory, based on
the intuition that a moving object rarely changes its direction significantly between two consecutive
sampled locations. The main difficulty of this method lies in that, after the anchor points nearby
the line segments are selected, how to decide the right insertion order for these points. Algorithm 1
illustrates the main structure of our proposed method. Basically, given an aligned trajectory T , the
geometry-based method consists four steps. (1) Connect each two adjacent anchor points ai and ai+1
by a line segment li of T (line 1). (2) Build an anchor point set Ci for each line segment that keeps
all the anchored points a whose distance to li is less than a threshold ηdist (line 4-5). Ci holds all the
candidate anchor points that are potential to be used. (3) Then we iteratively find the next anchor point
a∗ from Ci to be inserted which has the minimum distance to the ai (line 8), and insert a∗ in-between
ai and ai+1 if it does not change the moving trend of li (line 9-10). (4) Repeat step 2 and 3 until Ci
becomes empty.
The example in Figure 3.4 demonstrates how the anchor points are selected and complemented
into the trajectory segment in-between ai and ai+1 by using the geometry-based complement algo-
rithm. First we find five candidate anchor points (a1, a2, a5, a7 and a8) whose distances with the
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line segment li are less than ηdist. Then these points are sequentially connected in the order of their
distances with ai, and none of them conflicts with the major direction from ai to ai+1.
ai ai+1
dist
dista1
a2
a3
a4
a6
a7
a8
a5
li
FIGURE 3.4: An example of the geometry-based complement
The complexity of the above algorithm is dependent on two factors: the length of aligned trajec-
tory T (i.e., the sum of the lengths of the line segments) and the number of anchor points “close” to
T . Let L denote the average length of a trajectory segment and ρ the average density of anchor points
in the given reference system. Then the average number of anchor points that are close to each line
segment isNa = 2L·ρ·ηdist. Since these anchor points need to be sorted based on their distances with
ai, the overall complexity isO(NT ·Na logNa), whereNT is the average size of the aligned trajectory.
The geometry-based calibration has two major drawbacks. First, it takes a greedy strategy to align
each trajectory point in an isolated manner, which ignores the relationship between anchor points.
Second, the anchor points inserted in the complement step are all around the trajectory segments,
which means it can only increase the sampling rate of the trajectory while keep the shape unchanged.
But sometimes the shape of a trajectory has changed due to the loss of some descriptive samples (e.g.,
the one at turning points), in which case we need to complement the shape of the trajectory.
3.5.2 Model-based Calibration
To further improve the calibration performance, we propose a more advanced model-based calibra-
tion approach, which explores the correlations between anchor points that are learnt from a historical
trajectory archive, and leverages the power of the Hidden Markov Model (HMM) and Bayesian in-
ference to find the most probable alignment sequence and complement points, respectively. The
model-based calibration consists of three steps: deriving anchor transition probability, global align-
ment and inferring complementary points. The first step learns from a historical trajectory dataset,
the transition probability of an object moving from one anchor point to another. In the second step,
we feed the anchor transition probability as well as the spatial relationship between sample points
and anchor points into the HMM to derive the global optimal alignment. The third step also utilizes
the anchor transition probability to infer the likelihood of one or multiple anchor points being passed
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through by the routes in-between two aligned anchor points, and then complement the trajectory by
inserting those anchor points whose likelihoods are more than a certain threshold.
Anchor Transition Probability
In this part we will derive the transition probability between anchor points. First of all, a reference
map, represented as a directed graph G(V,E), is built to indicate the direct transition probability
between two anchor points. Given a reference system and a historical trajectory dataset, we can
construct the reference map in the following steps:
1. We add each anchor point in the reference system to the vertex set V of the reference map.
2. We add a directed edge from ai to aj , denoted by e(ai, aj), if there exists a trajectory T in the
historical trajectory dataset travelling from ai to aj directly, i.e., two consecutive points pi, pi+1
of T are in close vicinity of ai and aj respectively. We denote such a trajectory by T (ai → aj).
3. Each edge e(ai, aj) is annotated with the number of T (ai→ aj).
After the reference map has been constructed, we can immediately get the 1-step transition prob-
ability from ai to aj as follows, if e(ai, aj) exists in the map:
Pr1(ai → aj) = |T (ai → aj)||T (ai → ∗)|
where T (ai → ∗) represents the trajectories travelling from ai to any other anchor point. Figure 3.5
gives an example of the reference map, where the direction of arrow represents the transition relation-
ship between two anchor points and the number around each arrow indicates how many trajectories
travel through the two anchor points consecutively. Based on this reference map, we can derive the
1-step transition probability, e.g., Pr1(a1 → a5) = 59 .
a1
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1
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1
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2
FIGURE 3.5: An example of the reference map
λ-step transition probability. The first order transition probability is not sufficient for inferring
the relationship between anchor points without an edge. To address this issue, we leverage the first
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order probability to get higher order transition probabilities. First, a transition matrix M with mi,j =
Pr1(ai → aj) is defined. It is easy to get that M2 contains all the second order transition probability,
and entries mi,j (after normalization) in M + M2 correspond to the 2-step transition probability,
which is the likelihood of transition from ai to aj within two steps. Analogously, we can get the
λ-step transition probability by evaluating the matrix M1:λ = M + M2 + ... + Mλ. But it is not
efficient to evaluate M1:λ during the calibration process since multiplication of large matrix is very
expensive. In this section, we pre-compute the transition matrix offline, by setting λ to be sufficiently
large to cover the most pairs of anchor points within the average distance of trajectory sample points.
Background transition probability. Sometimes due to the sparsity of historical data, it cannot
reflect all the transition relationships between two anchor points even though they are close to each
other. To get a complete reference map, we define a background transition matrixB by considering the
spatial proximity between two anchor points. Each entry bi,j of B, which represents the background
transition probability from ai to aj , is defined as e−d(ai,aj).
Finally we define the transition probability from ai to aj , denoted by Pr(aj|ai), to be the normal-
ized sum of the λ-step transition probability and the background transition probability, i.e.,
Pr(aj|ai) = pi,j
pi,1 + pi,2 + ...+ pi,|A|
(3.1)
where pi,j = m1:λi,j + bi,j .
Global Alignment
The geometry-based approach aligns each individual point in an isolated manner, which does not
make use of the correlation between anchor points. Next we propose an HMM-based approach to
find the most probable alignment by utilizing the transition probability in the derived reference map.
In particular, the candidate anchor points are sequentially generated and evaluated on the basis of their
likelihoods. When a new trajectory sample point is to be aligned, past hypotheses of the solution are
extended to account for the new observation. Among all candidates in the last stage, the surviving path
of anchor points with the highest joint probability is then selected as the final solution. In contrast to
local alignment results in the geometry-based approach, the HMM-based approach takes into account
the anchor points in a collective manner when it generates the alignment.
Given a trajectory T , we treat each point pi ∈ T as an observed state and identify a set of candidate
42 TRAJECTORY CALIBRATION
anchor points Ai, whose distance with pi is less than a certain threshold ηdist. Each of these candidate
is regarded as a hidden state in the HMM. Each hidden state aj ∈ Ai has an emission probability,
Pr(pi|aj), which is the likelihood of observing the point pi conditioned on aj being the ground truth.
Intuitively, we would assign a higher probability to an anchor point if it is closer to pi. In this section,
we assume pi follows a normal distribution with aj as the mean and a constant σ as the variance,
i.e., Pr(pi|aj) = N(aj, σ2). The transition probability between adjacent hidden states in the Markov
chain, i.e., Pr(ai|ai−1), can be obtained from the reference map that is derived earlier. Here we will
adopt the first-order Markov chain based on the assumption of the 1-dependency, i.e., the probability
of the current state is only dependent on the previous one, since the influence between two distant
anchor points is usually very small.
Finally, we can compute the posterior probability of all hidden state variables given a sequence of
observations, i.e., Pr(ak|p1, ..., pn) ∀ak ∈ Ak,. It can be rewritten as
Pr(ak|p1, · · · , pk, pk+1, · · · , pn) (3.2)
∝ Pr(ak|p1, · · · , pk) Pr(ak|pk+1, · · · , pn) (3.3)
where Pr(ak|p1, · · · , pk) is the forward probability and Pr(ak| pk+1, · · · , pn) the backward probabil-
ity. We can apply the forward-backward algorithm [15] to calculate the probability of each candidate
anchor point and select the most probable alignment sequence. Since the forward-backward algorithm
has the time complexity of O(T ·N2), where T is the length of sequence andN is the number of sym-
bols in the state alphabet, the time complexity of the global alignment algorithm is O(NT · |A|2),
where NT is size of raw trajectory and |A| is the total number of candidate anchor point sets (i.e.,
|A1 ∪ A2 ∪ ... ∪ An|).
Inferring Complementary Points
Next we discuss how to infer the possible anchor points to be inserted in-between two consecutive
points ai and ai+1 in an aligned trajectory T = [a1, · · · , ai, ai+1, · · · , an]. The main idea is to generate
all possible paths between adjacent anchor points in the aligned trajectory, evaluate the probability
of these paths and obtain the probability of each anchor point on any of these path. Afterwards, the
anchor points with high confidence will be selected as the complementary points. The Algorithm 4
illustrates the main structure of this approach.
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We denote the probability of an anchor point a∗ being passed by the original route of T from ai to
ai+1 by Pri(a∗|T ). The aim of this step is to find the anchor points a∗ such that Pri(a∗|T ) is greater
than a pre-defined confidence threshold ηconfi (line 13-14).
Algorithm 2: Model-based Complement
Input: λ-step transition matrix M1:λ, transition probability Pr(aj |ai), aligned trajectory T , ηconfi
Output: Complemented trajectory T
1 for each ai ∈ T do
2 S(ai → ai+1)← candidate complementary points in-between ai and ai+1 based on M1:λ;
3 Generate the path tree from ai to ai+1 by using S(ai → ai+1);
4 PPλ(ai, ai+1)← all paths from ai to ai+1 in the path tree;
5 for each P ∈ PPλ(ai, ai+1) do
6 Calculate Pri(P |T ) by using transition probability Pr(aj |ai);
7 Initialize a list of complementary points L ← ∅;
8 for each a∗ ∈ S(ai → ai+1) do
9 Pri(a
∗|T )← 0;
10 for each P ∈ PPλ(ai, ai+1) do
11 if a∗ ∈ P then
12 Pri(a
∗|T )+ = Pri(P |T );
13 if Pri(a∗|T ) ≥ ηconfi then
14 Add a∗ to L;
15 Insert all the anchor points of L into T in-between ai and ai+1;
16 return T
Pri(a
∗|T ) is defined as follows (line 11-12):
Pri(a
∗|T ) =
∑
P∈PPλ(ai,ai+1)
Pri(P |T ) · exist(P, a∗) (3.4)
where PPλ(ai, ai+1) is the set of possible paths which are constructed by using anchor points and
connect ai and ai+1 within λ intermediate steps. exist(P, a∗) is an indicator, whose value is equal
to one if a∗ lies in the path P , and zero otherwise. In the sequel, we will discuss how to obtain
PPλ(ai, ai+1) and compute Pri(P |T ), respectively.
1). Generate the possible paths.
In order to obtain PPλ(ai, ai+1), we need to enumerate all the possible paths from ai to ai+1 within
λ hops. Let N(ai) denote the anchor points in the reference map that are directly reachable from ai in
the reference map. We build a path tree from ai to ai+1 to help us find possible paths from ai to ai+1
(line 3-4). A path tree from ai to ai+1 is built according to the following four rules: (1) the root of
the tree is ai; (2) the height of the tree is λ + 1; (3) the child nodes of aj are N(aj); (4) ai+1 must be
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the leaf node. An example of a path tree from a1 to a6 in illustrated by Figure 3.6(a). With the help
of the path tree, finding all the paths P of PP3(a1, a6) is simplified to visiting the tree from root a1 to
all the leaf nodes.
However, the above process can be very time consuming when λ is large and/or each anchor point
connects many other anchor points. In order to reduce the search space in the path tree, we can utilize
the λ-step transition matrix M1:λ that is pre-computed with the reference map (line 2). Based on the
λ-step transition matrix, it is easy to derive the set of destinations S(ai →) that can be reached from
ai within λ steps. Similarly, we can also get the set of sources S(→ ai+1) that can reach ai+1 within
λ steps. The joint set S(ai → ai+1) = S(ai →) ∩ S(→ ai+1) then contains all the anchor points
on the paths from ai to ai+1 within λ steps. After that we can delete the nodes that does not exist in
S(ai → ai+1) and their child nodes in the path tree, by which means many impossible paths can be
filtered out and the search space gets reduced substantially. Continuing with the previous example,
from M1:3 we know that a3 can never reach a6 within 3 steps, so a3 and its child nodes can be deleted
from the original path tree. The optimized path tree is shown in Figure 3.6(b).
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FIGURE 3.6: An original path tree and its optimized path tree
2). Evaluate Pri(P |T )
Now we need to evaluate the probability of a path P that connects ai and ai+1 within λ steps,
conditioned on the observed alignment T = [a1, · · · , ai, ai+1, · · · , an] (line 6), i.e.,
Pri(P |T ) = Pri(a∗1, a∗2, · · · , a∗k|a1, · · · , ai, ai+1, · · · , an) (3.5)
where k ≤ λ and a∗1, a∗2, · · · , a∗k are the points on path P . The resulting trajectory will be [a1, · · · , ai, a∗1, · · · , a∗k, ai+1, · · · , an].
However, the exact evaluation of Eq. (3.5) is too expensive to be feasible for calibration. To
address this issue, we make the assumption that the probability of an anchor point is only affected by
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its precedent in a path. Then Equation 3.5 can be simplified as follows:
Pri(a
∗
1, a
∗
2, · · · , a∗k|a1, · · · , ai, ai+1, · · · , an)
=Pri(a
∗
1, · · · , a∗k|ai, ai+1)
=
Pr(a∗1|ai) Pr(a∗2|a∗1) · · ·Pr(ai+1|a∗k)
Pr(ai+1|ai)
(3.6)
The time complexity of Algorithm 4 is O(NT · |PP |2), where NT is the size of the aligned trajec-
tory and |PP | is the average number of paths connecting two consecutive anchor points of T within
λ steps. Let do denote the average out degree of an anchor point in the reference map, then |PP |
can be evaluated as dλo . Usually the value of λ is very small, which makes the practical time cost
of Algorithm 4 reasonable. Besides, with the help of optimized path tree, only a small subset of the
possible paths needs to be checked. The effect of this optimization will be verified in the experiment
(Sec 5.3.7).
3.6 Experiment
In this section, we conduct extensive experiments to validate the effectiveness of our proposed cali-
bration system, which entail different combinations of reference systems and calibration methods. All
the algorithms in our system are implemented in Java and run on a computer with Intel Core i7-2600
CPU (3.40GHz) and 8 GB memory.
3.6.1 Experiment Setup
Data Preparation
Trajectory Dataset: We use a real trajectory dataset generated by 33,000+ taxis in a large city over
three months. In total, this dataset has more than 100,000 trajectories. We define a trajectory as a
high-sampling-rate trajectory if the average time interval between consecutive sample points is less
than 10 seconds. According to this criterion, we select 11,028 high-sampling-rate trajectories from
the dataset, and then divide them into two equal parts. One of them, called the training dataset, serves
as an archived dataset which will be used for building a reference system, finding turning points and
training the reference map. The other one, called the test dataset, is used for testing the effectiveness
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of calibration.
Manipulated Trajectory Dataset: We re-sample each trajectory T in the test dataset to obtain
three counterparts with varied sampling rates, i.e., a sample per 50, 100, 150 seconds, denoted as
T50, T100, T150. These trajectories refer to the same original route as the high sampled trajectory T but
have different sampling rates.
Anchor Point
Grid Centroids: We divide the area of the large city into 1570 by 1358 cells, each with a side of 100
meters, and get 2,132,060 grid centroids.
Archived Samples: We use the 1,485,284 sample points in the training dataset as the anchor
points to build the data-based reference system.
POI Clusters: We purchase about 510,000 POI points of the same city from a reliable third-part
company. Approximately 17,000 POI clusters are obtained using DBScan and the geometric centre
of each cluster is used as the anchor point.
Turning Points: We extract about 32,000 potential locations of turning points from the training
dataset, and finally generate 2,400 turning points with the method described in Section 3.4.
3.6.2 Evaluation Approach
Calibration Methods
We propose four types of anchor points and two calibration methods, which lead to eight combinations
of calibration process. But we do not use the model-based calibration method with the grid centroids
and archived samples, since their cardinalities are very large that renders the inference process not
efficient. Therefore in the following experiments, we will apply the geometry-based approach to all
types of anchor points, and the model-based approach on POI clusters and turning points only. All
these calibration strategies and their abbreviations are listed in Table 3.3, in which SP stands for the
method of using the raw trajectories without any calibration.
Parameters
Table 4.3 lists all the parameters we used throughout the experiments, that all the parameters are
assigned the default values unless specified explicitly.
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TABLE 3.3: Calibration Methods
Anchor points Calibration MethodGeometry-based Model-based
sample points N/A SP
grid centroids
√
GC
archived samples
√
AS
POI clusters
√
POI+G
POI clusters
√
POI+M
turning points
√
TP+G
turning points
√
TP+M
TABLE 3.4: Parameter settings
Notation Explanation Default value
ηdist range of tolerance 50m
ηconfi confidence threshold of
model-based complementing
0.8
σ standard deviation of the dis-
tribution of anchor points
10m
λ maximum number of steps in
transition matrix
10
3.6.3 Performance Evaluation
Visualization of calibration effect
Before conducting the quantitative performance evaluation, we give an intuitive illustration for the
calibration effect by visualizing the results. Figure 3.7(a) shows two trajectories with different sam-
pling rates but referring to the same route. It can be imagined that conducting similarity analysis
on them directly will result in a poor quality answer. Figure 3.7(b) illustrates their calibration result
by using POI-based anchor points (represented by solid squares). For the high sampled trajectory,
geometry-based and model-based approaches produce the same result (only POI+M calibration result
is shown for the sake of conciseness). But they make difference on how to choose the complementary
anchor points for the low sampled trajectory. Specifically, geometry-based approach can only comple-
ment the anchor points that are spatially “around” the trajectory segments (e.g., a6, a8, a10, a14, a17),
whereas the model-based method can choose more anchor points that are actually on the original
route, and thus gain better calibration result (i.e., the blue dashed line is more similar with the red
solid line). Figure 3.7(c) demonstrates the calibration effects by using turning points as the reference
system. We can see that turning points can give more precise and concise representation for both high
sampled and low sampled trajectories. Besides, the advantage of the model-based method is more
obvious as we can see it fully recovers the original route for the low sampled trajectory.
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(a) High and low sampled trajec-
tories from the same route
(b) Calibration with POI-based
anchors
(c) Calibration with turning
point based anchors
FIGURE 3.7: Visualization of Calibration Effect
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FIGURE 3.8: Distance between the trajectories referring to the same original route
Effect on Similarity Measures: Self Comparison
In the first set of experiments, we evaluate how the calibration methods can improve the effectiveness
of trajectory similarity measures. For each trajectory T of the test dataset, we use Euclidean distance
(ED), DTW, LCSS and EDR to calculate the distances between T and its three low-sampling-rate
counterparts, i.e., d(T, T50), d(T, T100) and d(T, T150). Analogously, we use these four measures to
calculate the distances between T and their calibrated low-sampling-rate counterparts, i.e., d(T , T 50),
d(T , T 100) and d(T , T 100). Since each pair of trajectories in comparison refers to the same original
route, a smaller distance value means better effectiveness of the similarity measure. Figure 3.8 shows
the results of the normalized distances (i.e., distance over the size of trajectory) based on the raw
trajectories (denoted by SP) and trajectories with different calibration schemes. Not surprisingly, all
distances gradually increase with the drop of sampling rate since more sample points characterizing
the major shapes of trajectories are lost. However, raw trajectories have considerably greater dis-
tances than the calibrated trajectories do at all sampling rates, which demonstrates the ability of the
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FIGURE 3.9: Distance deviation of calibrated trajectories from the ground truth
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FIGURE 3.10: Distance deviation of calibrated trajectories from the ground truth
proposed calibration methods to improve the accuracy of the common similarity measures. A gen-
eral phenomenon from this figure is that, the POI and TP based methods achieve better effectiveness
since the corresponding distance values are very close to the ground truth (zero), especially for ED
and DTW distance. Besides, by learning the knowledge hidden in the historical data, model-based
approaches (i.e., POI+M, TP+M) lead to even better performance compared to the geometry-based
approaches (i.e., POI+G, TP+G). Consequently, the combination of turning points as the reference
system and model-based calibration procedure (i.e., TP+M) turns to be the most robust approach in
terms of the capability of recognizing the trajectories of the same route, as we can see that the distance
based on it is always the smallest among all the methods.
Effect on Similarity Measures: Cross Comparison
A good calibration method should not only improve the ability to recognize the trajectory variants of
the same route, but can also preserve the distance between any trajectories regardless of their sampling
strategies. In this experiment we randomly select 5,000 trajectory pairs from the test dataset, and for
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each pair (TA, TB) we use the four distance measures to calculate the distances between them, denoted
as d(TA, TB). d(TA, TB) is regarded as the ground truth of the distance between the routes of TA and
TB. Then we calculate the distances between TA and different variants of TB, i.e., d(TA, TB50),
d(TA, TB100) and d(TA, TB150). Finally, we put TA, TB and its variants through the calibration system,
and re-calculate the distances between them, i.e., d(TA, TB50), d(TA, TB100) and d(TA, TB150). In
order to illustrate how well these distances resemble their ground truth in a more intuitive way, we
show in the results the distance deviation (dev) calculated by the following equation instead of the
original distances:
dev(V (TA), V (TB)) =
|d(V (TA), V (TB)− d(TA, TB)|
d(TA, TB)
where V (T ) denotes the variance of T (e.g., with different sampling rates and/or calibration). The
results are shown in Figure 3.9, where smaller deviation means that the evaluated distance is closer to
the ground truth. As we can see that most average deviations of the raw trajectories are over 50%, and
increase quickly with the drop of sampling rate. To the contrary, all the distance deviations between
calibrated trajectories are smaller compared to the raw trajectories, which demonstrates the usefulness
of our calibration methods in preserving the distances when the sampling strategies vary. Consistent
with the previous experiment, POI and TP based approaches obtain much better performance as their
dev are all below 0.3, and even less than 0.1 for DTW distance. Again, the model-based approaches
outperform the geometry-based approaches for all distance measures, and TP+M approach achieve
the best calibration results for most distance measures.
Resynchronization Capability
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FIGURE 3.11: Evaluation of resynchronization capability
In this set of experiments, we evaluate the resynchronization capability of our calibration system.
Intuitively, an effective calibration system should transform a specific trajectory into the one with
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FIGURE 3.12: Edit distance of high rate trajectories and low rate trajectories with different confidence
similar sampling rate regardless of its original sampling rate. Thus for each trajectory in the test
dataset, we calibrate its low-sampling-rate counterparts and obtain the calibrated trajectories, i.e.,
T 50, T 100,T 150, and then compare the size between T (T ) and T50 (T 50), T100 (T 100), T150 (T 150).
Figure 3.11 shows how the average sizes of the raw trajectories and the calibrated trajectories change
with the sampling rate (10s, 50s, 100s and 150s). As we can see from this figure, the sizes of the raw
trajectories decrease significantly with the drop of sampling rate. To the contrary, the average sizes
of calibrated trajectories much more stable with the variation of sampling rates, which verifies our
expectation that the reference systems are effective in resynchronizing all the trajectories with more
unified sampling rates.
Effect of Confidence Threshold
Next we test how the confidence threshold ηconfi used in the model-based approach (i.e., POI+M
and TP+M) affects the calibration performance. Recall that a higher ηconfi results in fewer but more
accurate anchor points inserted into the calibrated trajectory. In order to work out a good trade-off be-
tween the completeness and correctness of the complementary points, we tune the confidence thresh-
old ηconfi from 0.5 to 1 with the step of 0.1. Meanwhile we calculate the edit distance between the
calibrated trajectories and their low-sampling-rate counterparts using the POI+M and TP+M methods
with different ηconfi. As shown in Figure 3.12, generally all the distance values decrease when the
confidence threshold rises, since a lot of incorrect insertions are avoided. However, when the thresh-
old goes too high (≥ 0.8), the distances start to increase, which means the calibration effectiveness
gets worse. The reason is that (almost) no anchor points can have high enough confidence to be com-
plemented into the trajectories, thus leaving the low-sampling-rate trajectories largely incomplete.
Based on the observations of this experiment, we recommend the threshold with the value between
0.8 and 0.9 to be appropriate.
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Calibration Time Cost
We also evaluate the calibration time cost, which is especially important for online calibration sys-
tems. The average time cost for calibrating a single trajectory is shown in Figure 3.13, from which we
observe that all the methods can calibrate a trajectory within tens of milliseconds. GC turns out to be
the most inefficient approach, because the cardinality of grid centroids is too large, which increases
the search space in geometry-based alignment and complement. Besides, the order of time costs for
GC, AS, POI+G and TP+G is consistent with the number of anchor points in respective reference sys-
tems. This implies that the efficiency of calibration is heavily dependent on the cardinality of anchor
points. The geometry-based approach constantly runs faster than the model-based approach, since the
model-based approach involves expensive inference on the reference map.
Effect of Transition Matrix Optimization
Recall that we have used the pre-computed transition matrix M1:λ to accelerate the model-based
calibration in both alignment and complement phases. In this experiment, we evaluate the effect
of this optimization by comparing the running time of the POI+M and TP+M approaches with and
without using the transition matrix. Figure 3.14(a) and Figure 3.14(b) demonstrate the average time
cost and the number of probed anchor points for calibrating a single trajectory. As expected the
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FIGURE 3.15: Effect of calibration methods on the accuracy of K-nearest neighbor search
pre-computation in the transition matrix brings significant speed-up to both approaches.
Effect on Similarity Queries
The ultimate purpose of calibration is to improve the robustness and effectiveness of similarity-based
analysis for trajectories. The last set of experiments is conducted to verify if the K-nearest neighbor
search – the most important type of similarity query – can benefit from our proposals. We first ran-
domly choose 500 query trajectories from the test dataset and find their 20 NNs, which are considered
as the ground truth of this kNN query. Then we keep the query trajectories unchanged and transform
all the trajectories in the test dataset by dropping sampling rates and applying calibration methods.
Finally the same kNN queries are issued against the transformed datasets and the query precision
is defined as the proportion of the correct results (the one existing in ground truth) in the new kNN
result set. As shown in Figure 3.15, though the precisions based on all distance measures reduce with
the decrease of sampling rate, calibration methods can improve the accuracy of kNN search results.
This benefit is especially obvious for turning point based approaches as their precisions are constantly
improved by around 20 percent compared to the ones without any calibration.
3.7 Conclusions
In this chapter we have taken an important step towards the effective calibration of trajectories with
different sampling strategies to make them compatible when using many existing trajectory similarity
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measures. After studying the impact of trajectory heterogeneity on similarity measures, we have pro-
posed a framework of trajectory calibration. We have examined four different types of anchor points
which can be used to build stable reference systems. On top of that, two calibration approaches,
the geometry-based approach and the model-based approach, have been are incorporated designed to
align and complement trajectory data using the anchor points in the reference system. Extensive ex-
periments have been conducted using a real trajectory dataset and a range of commonly used trajectory
similarity measures. We have demonstrated that the calibration process can significantly improve the
effectiveness of most popular trajectory similarity measures. The model-based calibration approach,
which is based on using turning points to build the reference system, is shown to be particularly effec-
tive. This calibration process and its algorithms can be easily integrated with most existing works on
trajectory processing and mining, to reduce their reliance on high quality (densely sampled) trajectory
data and to improve their effectiveness with which they measure similarity measure effectiveness. The
ideas from this work open a new direction for future research, such as incorporating the temporal in-
formation in calibration, and novel indexing methods and query processing algorithms with calibrated
trajectories based on the underlying reference system.
Chapter 4 introduces and describes CrowdPlanner, an innovative crowd-based route recommen-
dation system.
Chapter 4
Crowd-Based Route Recommendation
System
4.1 Introduction
Travelling plays a vital role in our daily life. Thanks to the rapid development of GPS technologies
and a number of navigation service providers (e.g., Google Map, Bing Map, TomTom), we can now
travel to unfamiliar places with much less effort, by simply following the recommended routes. While
the detailed mechanisms that are adopted to recommend routes are different, travelling distance and
time are the most important criteria and factors in those recommendation algorithms, which result
in the shortest route and/or fastest route. With increasing numbers of users who rely on these map
services to travel, a natural question arises: are these routes always good enough to be the best
choice when people travel? Ceikute et al [13] are the first to assess the routing service quality by
comparing the popular routes, the ones most drivers prefer, and the ones recommended by a big thumb
map service provider. The study concludes that there are substantial differences between popular
routes and recommended routes, in which experienced/frequent drivers’ preferences do not always
correspond to the routes recommended by the navigation service. The primary reason for the route
differences is that drivers’ preferences are influenced by lots of factors in addition to distance and
time, such as the number of traffic lights, speed limitation, road condition, weather, amongst many
others.
In order to take into account the diversity of the preference factors simultaneously, some previous
studies propose to use popular routes mined from historical trajectories as recommended routes. This
55
56 CROWD-BASED ROUTE RECOMMENDATION SYSTEM
 0%
20%
40%
60%
80%
100%
 1  2  3  4  5  6  7  8  9
Sim
ila
r P
rop
ort
ion
Length(km)
MPR vs. WS
LDR vs. WS
MFP vs. WS
(a) Similarity between routes ob-
tained from web services and popular
route mining algorithms
(b) Recommended
routes from differ-
ent sources
FIGURE 4.1: Efficiency of landmark selection algorithms
approach, however, has significant drawbacks. First, it is not always possible to have a sufficient
amount of historical trajectories to derive reliable route recommendation. Second, there exists a
number of popular route mining algorithms. The definitions of popularity in those algorithms slightly
differ from each other, which can suggest different routes for users. As a result, it is still difficult
for users to select one particular route as a best choice. For example, Fig. 4.1(a) shows different
popular routes mined using different algorithms. In this experiment, we first randomly select 5000
source-destination pairs as the testing queries. For each of them, we test the similarity between the
route recommended by a big thumb Web map service (WS) and the route obtained from three popular
route mining algorithms, namely Most Popular Route (MPR) [19], Local Driver Route (LDR) [13]
and Most Frequent Path (MFP) [65], all of which perform reasonably well according to their reported
results. The results of average similarity are shown in Fig. 4.1(a). One can see that, the similarities are
at best around 60%, which means that different sources recommend quite different routes. Fig. 4.1(b)
demonstrates the recommended routes from different sources on map, where two routes recommended
by WS are different from those by MPR and MFP respectively.
Going beyond the limitation of the route recommendation based on popular routes, we take the
emerging concept of crowd sourcing that explicitly leverages human knowledge to resolve complex
problems. Specifically, we propose a novel crowd-based route recommendation system, CrowdPlan-
ner, which can effectively blend domain-expert knowledge for route recommendation. Instead of
proposing new or optimizing existing routing algorithms, our work takes an entirely different ap-
proach by consolidating candidate routes from different sources (e.g., map service providers, popular
routes) and requesting experienced drivers to select amongst them. Our system returns the most
promising one according to the selection of drivers.
Taking domain-expert’s knowledge to evaluate the route quality is a very challenging task. The
first yard stone to be placed is how to automatically generate a user-friendly task so that domain
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experts can do the job more comfortably and accurately. As the performance of system largely relies
on the quality of an answer given by each worker, how to choose a set of suitable worker for a given
task is another problem we need to solve.
CrowdPlanner tackles the above challenges by two carefully designed core components. More
specifically, task generation component utilizes a set of significant and discriminative landmarks to
generate a binary question set by analysing the given candidate route set. Then those questions are pre-
sented to the workers with optimized orders based on the informativeness of each question (whether
it is more likely to lead to the final answer) and the response of the worker. In worker selection com-
ponent, we identify a few key attributes of workers that mostly affect their performance on a given
task and propose an efficient search algorithm to find the most eligible workers.
Our key contributions in this work can be summarized as follows.
• We identify the intrinsic difficulties in the route recommendation task by solely relying on com-
putational methodologies, and propose an entirely new approach that actively involves human
to improve the recommendation quality.
• We design and develop a novel crowd-based route recommendation system, CrowdPlanner,
which is able to generate concise yet informative task intelligently and assign it to the selected
worker who can accomplish the task with high accuracy and low latency.
• We deploy the system and conduct extensive experiments with a large number of workers, users
and queries in real scenarios. The results demonstrate that CrowdPlanner can recommend the
most satisfactory routes efficiently in most cases.
The rest of this section is organized as follows. Section 4.2 introduces the preliminary concepts
and overviews the CrowdPlanner system. The two core components, task generation and worker
selection, are discussed in Section 4.4 and Section 4.5 respectively. The experimental observations
are presented in Section 4.6.
4.2 Problem Statement
In this section, we present some preliminary concepts and give an overview of the CrowdPlanner
system. Table 5.2 summarized the major notations used in the rest of the section.
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TABLE 4.1: Summarize of notations
Notation Definition
R a recommended route
R candidate set of recommended routes
p a place in the space
l a landmark in the space
l.s significance of landmark l
L a landmark set
LR the questioned landmark set of route set R
d(li, lj) Euclidean distance between landmarks li and lj
w a worker of the system
W a worker set
WR the selected workers of routes set R
4.2.1 Preliminary Concepts
Definition 4.1 (Route). A route R is a continuous travelling path. We use a sequence [p1, p2, · · · , pn],
which consists of a source, a destination, and a sequence of consecutive road intersections in-between,
to represent a route.
Definition 4.2. POI: A landmark is a geographical object in the space, which is stable and indepen-
dent of the recommended routes. A landmark can be either a point (i.e., Point Of Interest), a line (i.e.,
street and high way) or a region (i.e., block and suburb) in the space.
Definition 4.3. Landmark-based Route: A landmark-based route R¯ is a route represented as a finite
sequence of landmarks, i.e., R¯ = [l1, l2, ..., ln].
In this section, we will also use R¯ as the set {l1, l2, · · · , ln} without ambiguity.
In order to obtain the landmark-based route from a raw route, we employ our previous research
results on anchor-based trajectory calibration [106] to rewrite the continuous recommend routes into
landmark-based routes, by treating landmarks as anchor points.
Definition 4.4. Discriminative landmarks: A landmark set L is called discriminative to a set of
landmark-based routes R¯ if for any two routes R¯1 and R¯2 of R¯, the joint sets R¯1 ∩ L and R¯2 ∩ L are
different.
For example, L1 = {l3, l4} is discriminative to R1 = {l1, l2, l3} and R2 = {l1, l2, l4}, since the
joint sets R1 ∩ L1 = {l3} and R2 ∩ L1 = {l4} are different, but L2 = {l1, l2} is not discriminative to
R1 and R2.
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4.2.2 Overview of CrowdPlanner
CrowdPlanner is a two-layer system (mobile client layer and server layer) which receives user’s re-
quest from mobile client specifying the source and destination, processes the request on the server
and finally returns the verified best routes to the user. Fig. 5.2.2 shows the overview of the pro-
posed CrowdPlanner system, which comprises two modules: traditional route recommendation (TR)
and crowd-based route recommendation (CR). The workflow of CrowdPlanner is as follows: the TR
module firstly processes user’s request by trying to evaluating the quality of candidate routes obtained
from external sources such as map services and historical trajectory mining; the CR module will gen-
erate a crowdsourcing task when the TR module can not judge the quality of candidate routes, and
return the best route based on the feedbacks of human workers of the system.
Traditional Route Recommendation Module
This module processes the user’s request by generating a set of candidate routes from external sources
(route generation component) and evaluating the quality of those routes automatically without involv-
ing human effort (route evaluation component).
Control logic component: This component receives the user’s request and controls the workflow
of the entire system. It also coordinates the interactions between the TR module and CR module.
Once a user’s request is received by the control logic component, it will invoke reuse truth component
to match the request to the verified routes (truth) between two places at his departure time. If the
new coming request is a hit of the truth, the system will return result immediately. Otherwise the
component will invoke the route evaluation component to automatically generate some candidate
routes and evaluate the qualities of these candidate routes using the verified truth.
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Route evaluation component: This component evaluates the routes using computer power and it
provides an efficient way to reduce the cost of CrowdPlanner, since it can largely reduce the amount
of tasks generated. The component will firstly build up a candidate route set by invoking route gener-
ation component. If some of these routes agree with each other to a high degree, one of them will be
selected as the best recommended route and added into a truth database with the corresponding time
tag. If a best recommended route can not be determined, the system will assign each candidate route
a confidence score, which is generated by the verified truths and illustrates the possibility of the route
to be the best recommended route. A route with the highest confidence score that is greater than a
threshold η will be regarded to be the best recommended and returned to the user; otherwise the logic
control will hand over the request to the CR module.
Route generation component: This component generates two types of candidate routes, the one
provide by web services such as Google Map and the one generated from historical trajectories by
using popular route mining algorithms, i.e., MPR, LDR and MFP.
Crowd Route Recommendation Module
Crowd route recommendation module will take over the route recommendation request when the
traditional route recommendation module cannot provide the best route with confidence high enough.
The module will generate a Crowdsourcing task consisting of a series simple but informative binary
questions (task generation component), and assign the task to a set of selected worker who are most
suitable to answer these questions (worker selection component).
Task generation component: As the core of CrowdPlanner, this component generates a task by
proposing a series of questions for workers to answer. It is beneficial to have these questions as simple
and compact as possible, since both the accuracy and economic effectiveness of the system can be
improved. The design of this component will address two important issues: what to ask in questions
and how to ask the questions. We will discuss the detailed mechanism of this part in Section 4.4.
Worker selection component: This is another core component of CrowdPlanner. In order to
maximize the effectiveness of the system, we need to select a set of eligible workers who are most
suitable to answer the questions in a given task, by estimating the worker’s familiarity with the area
of request. Technical details of this component will be presented in Section 4.5.
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Early stop component: In most cases, we do not to need to wait for all the answers of the assigned
workers. When partial feedbacks have been collected, this component will evaluate the confidence of
the answer and return the result to the user as early as possible when the confidence is high enough.
Rewarding component: This component rewards the workers according to their workload and
the quality of their answers. The reward points can be used later when they request a route recom-
mendation in CrowdPlanner.
In the following two sections, we will present the design and technical details of the two core
components of CrowdPlanner: task generation and worker selection.
4.3 Related Work
To our knowledge, there is no existing work on evaluating the quality of recommended routes. As
the goal of this work is to evaluate the quality of recommended routes by web services and mining
algorithms, the route recommendation algorithms (mining frequent path algorithms) used in this sec-
tion are reviewed first. Also we leverage the generating easy questions and finding target workers to
improve the quality of evaluating and reduce the workers’ workload, which share the same motivation
of some research works of Crowdsourcing question designing and workers selecting. Therefore in the
last of this section, we will review previous works of these two aspects.
Route Recommendation Algorithms. The popular routes mining has received tremendous re-
search interests for a decade and a lot of works are on it, such as [94, 66, 37, 38, 136, 37, 66, 38,
136, 58, 56, 33, 55]. Among these works, [19, 117, 65, 13] are the most representative. Chen et al.
[19] proposes a novel popularity function for path desirability evaluation using historical trajectory
datasets. The popular routes recommended by it tends to have fewer vertices. The work in [117]
provides k popular routes by mining uncertain trajectories. The recommendation routes of this work
tend to be rough routes instead of correct routes. [65] claims the popular routes change with time, so
it carries out a popular routes mining algorithms which can provide the recommended routes in arbi-
trary time periods specified by the users. [13] provides the evidences that the routes recommended by
web services are sometimes different from drivers’ preference. Thus it mines the individual popular
routes from his historical trajectories. The recommended routes of this method reflect certain people’s
preference.
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Question Designing. Question designing is always an application dependent strategy, which may
consider the cost of questions or the number of questions. [39, 82] propose strategies to minimize the
cost of the questions designed. The question designing strategy of [116] is to minimize the number
of questions. The question designing strategy of [83] is to generate the optimal set of questions. [63]
builds the desired traveling plans incrementally, optimally choosing at each step the best questions so
that the overall number of questions to minimize the number of the asked questions.
Worker Selecting. Selecting workers with high individual qualities for tasks always does benefi-
cial to the final quality of answers. Thus [54] propose an algorithm to select workers fulfilling some
skills with the minimized the cost of choosing them. In [10] use emails communication to identifying
skillful workers. Cao et al [11] assign tasks to micro-blog users by mining users’ knowledge and
measuring their error rate.
4.4 Task Generation
Almost everyone has the experience of being unable to explicitly describe a route even you know the
directions clearly, which implies that this kind of job is hard for humans in its nature. Therefore, we
cannot simply publish a task to workers and expect them to describe the best route in a turn-by-turn
manner. In an alternative and more friendly way, we may provide several pictures, which demonstrate
several candidate routes on a map, as a multiple-choice question for workers to choose. Take the route
recommendation request in Fig. 4.3 as an example, we publish a multiple-choice question to workers
by showing four routes on a map, and asking them to pick the route they most prefer. Even when
all the routes have been visualized on a map, it is still effort-demanding to tell the subtle differences
between candidate routes, and especially so if doing it on a small-screen device, say a smartphone.
To make the question easier to answer, we take into consideration that it is human nature to utilize
significant locations, i.e., landmarks, to help describe a route in high-level, whereas a computer sees
a route as a sequence of continuous roads indifferently. Thus, we choose to proactively present the
differences in candidate routes to the workers using landmarks , instead of waiting for them to find
out. Besides, how the questions are presented can also affect the complexity of a task. For example, a
multiple-choice question with all candidate routes presented at the same time would be more difficult
to answer than an equivalent combination of binary questions such as “do you prefer the route passing
landmark A at 2:00pm?”. Actually, [102] has pointed out that several binary choice questions are
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easier and more accurate than a multiple-choice question. Based on the above analysis, we will
generate a task as a sequence of binary questions, each relating to a landmark that can discriminate
some of the candidate routes from the others.
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FIGURE 4.3: An example of landmark-based recommended routes between l1 and l10
Next we will present in detail our task generation process, which can be divided into three phases:
inferring landmark significance, landmark selection and question ordering. In specific, the first phase
infers the significance of each landmark which indicates people’s familiarity. The second phase tries
to use a set of most significant landmarks to summarize the difference among the candidate routes.
The third phase generates the final task by ordering the questions in a smart way so that the expected
number of issued questions is as small as possible.
4.4.1 Inferring Landmark Significance
It is common sense that landmarks have different significances. For instance, the White House is
world famous, but Pennsylvania Ave, where the White House is located, is only known by locals of
Washington DC. People tend to be more familiar with the landmarks that are frequently referred to
by different sources, e.g., public praise, news, bus stop, yellow pages. In this work, we utilize the
online check-in records from a popular location-based social network (LBSN) and trajectories of cars
in the target city to infer the significance of landmarks, for these two datasets are large enough to
cover most areas of a city. By regarding the travellers as authorities, landmarks as hubs, and check-
ins/visits as hyperlinks, we can leverage a HITS-like algorithm such as [136] to infer the significance
of a landmark. Readers who are interested in the technical details can refer to [136].
4.4.2 Landmark Selection
Although any landmark can be used to generate a question, not all of them are suitable for the purpose
of generating easy questions for a certain candidate route set R¯ (notably throughout this section we
use the landmark-based routes R¯, which is generated by rewriting all the routes in R as described in
Section 4.2). First, the selected landmark set L should be discriminative to the candidate routes R¯,
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which ensures that the difference between any two routes can be presented. Second, the landmarks
of L should have high significance, so that more people can answer the question accurately. Third, in
order to reduce the work load of workers, the selected landmark set L should be as small as possible.
Therefore the problem of landmark selection is to find a small set of highly significant landmarks
which are discriminative to all the candidate routes. It can be formally represented as an optimization
problem as below:
Given n landmark-based candidate routes R¯, and the significance of each landmark,
Select a landmark set L with the size of k (dlog2(n)e ≤ k ≤ n) which is discriminative to R¯,
Maximize |L|−1 ·∑l∈L l.s
Here the target function aims to maximize the total significance of selected landmarks (
∑
l∈L l.s),
normalized by the size of L (|L|).
It is a non-trivial task to trade-off between maximizing accumulate significance of the selected
landmark set L and minimizing the size of L, while guarantees the restriction that L must be dis-
criminative to R¯. A straightforward method is to enumerate all combinations of the landmarks from
R¯, and find a discriminative landmark set with the maximized target value. However, the time cost
of this algorithm grows exponentially with the size of landmark set, making this method impractical.
To speed up this process, we propose a greedy algorithm, called GreedySelect. The main idea is to
enumerate all the possible landmark combinations in a smart order so that it enables pruning early
in the enumeration process. Let S denote the current testing landmark set and Lbest denote the best
landmark set which is discriminative and has the highest target value. The landmark selection process
can be divided into three steps:
Preparation step: During preparation, we filter out some non-beneficial landmarks, i.e., the ones
which cannot discriminate any routes of R¯. A straightforward way is to filter out all landmarks which
are shared by all the candidate routes, and those which do not appear on any candidate route. Thus
the beneficial landmarks set of R¯ can be generated as following: L =
⋃¯
R∈R¯
R¯ − ⋂¯
R∈R¯
R¯. We sort L in
descending order of their significances in order to enable our pruning technique later. We still use L
to refer to the sorted beneficial landmarks.
Expansion step: This step generates the test landmark set S. We recursively generate and test the
test landmark set S as shown in Algorithm 3. The test step will be explained below. In each recursion
step, for each discriminative S we find all the landmarks not in S, pick non-added biggest landmark
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of them, and add the landmark to S. For example as shown in Fig. 4.6(a), the algorithm starts by
adding l2 to S. Since S = {l2} is not discriminative, the S will be expanded by adding l8 to S which
is shown in Fig. 4.6(b), so as adding l7 to S = {l2, l8}, shown in Fig. 4.6(c). Once S is discriminative,
we stop adding landmark to it, no longer visit supersets of S, and roll back to upper layer recursion.
E.g. in Fig. 4.6(c), S = {l2, l8, l7} will not be expanded, and the system will roll back l7 and expand
S = {l2, l8} with l6. Due to the same S may be generated in different order, to eliminate duplication,
we only consider those landmarks with a lower significance than any element in S. The process stops
when all the possible combinations have been visited.
Test step: Each time a new S is generated, we conduct a test to see whether S is discriminative.
If S is not discriminative, return false. Otherwise, we use GetMaxSet(S) to get maximum superset
of S, i.e., the set which contains all the points in S, and maximizes the target function. We compare
the superset got with the current best set Lbest. If the target value of the superset is bigger than that
of Lbest, then the superset is current best landmark combination, and we assign the superset to Lbest.
Note that since the landmarks in L are sorted, the time complexity of GetMaxSet(S) is O(k), where
k is no larger than n (the number of candidate routes).
Algorithm 3: Expand and Test
1 if |S| = n then
2 stop or S ← landmark with the next biggest significance;
3 else
4 SetOfS ← all the landmarks has a lower sinificance than any landmark of S;
5 Sort SetOfS in descending order of the significances of landmarks;
6 for each l ∈ SetOfS do
7 isDiscriminative = test(S ∪ {l})
8 if isDiscriminative is false then
9 expand(S ∪ {l});
However, the above process can be very time consuming when the sizes of L and n are large, since
there will be a large amount of landmark sets to be tested. In order to improve the efficiency, we need
to filter out more non-beneficial landmarks in the preparation step, test less landmark combinations
in test step and generate less landmark combination in expansion step. Next we will present the
optimizations for each step.
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Optimization at preparation step
Each landmark l of L can divide the routes set R into two parts: the set of routes that pass l, and the
set of routes that dose not. The divided two parts are defined as the discriminative information of l.
For instance, the discriminative information of all the landmarks of Fig. 4.3 are shown in Fig. 4.4.
We can see that l2 has the same discriminative information of l3, so as l8 and l9. For each discrimi-
native combination S containing l3, there must exist an discriminative combination (S −{l3})∪ {l2}
according to the following theorem:
Landmark Discriminative 
 information 
Significance  Keep or 
drop 
l2 {R1, R2}, {R3, R4} 0.9 Keep 
l3 {R1, R2}, {R3, R4} 0.3 Drop 
l4 {R2}, { R1,R3, R4} 0.2 Keep 
l5 {R3}, { R1,R2, R4} 0.4 Keep 
l6 {R1, R4}, {R2, R3} 0.5 Keep 
l7 {R1}, { R2,R3, R4} 0.7 Keep 
l8 {R4}, { R1,R2, R3} 0.8 Keep 
l9 {R4}, { R1,R2, R3} 0.2 Drop 
 
FIGURE 4.4: Discriminative information of landmarks
Theorem 1. Given two landmarks li and lj sharing the same discriminative information and a land-
mark combination S, the two combinations S ∪ {li} and S ∪ {lj} are either both discriminative or
both non-discriminative to R¯.
Proof. Consider any two routes R¯, R¯′ from R¯. If S is discriminative to R¯ and R¯′, i.e. R¯∩S 6= R¯′∩S,
clearly R¯ ∩ (S ∪ {li}) 6= R¯′ ∩ (S ∪ {li}), so as S ∪ {lj}, that is, S ∪ {li} (S ∪ {lj}) is discriminative
to R¯, R¯′. Otherwise, R¯ ∩ S = R¯′ ∩ S. There are two cases:
(1) Both li and lj are discriminative to R¯ and R¯′. W.l.o.g., assume li, lj ∈ R¯ but li, lj /∈ R¯′. Then
li ∈ R¯∩ (S ∪ {li}) but li /∈ R¯′ ∩ (S ∪ {li}), so as lj . Thus S ∪ {li} and S ∪ {lj} are discriminative to
R¯ and R¯′.
(2) Both li and lj are not discriminative to R¯ and R¯′. W.l.o.g., assume li, lj ∈ R¯, R¯′. Then R¯ ∩ (S ∪
{li}) = (R¯ ∩ S) ∪ {li} = (R¯′ ∩ S) ∪ {li} = R¯′ ∩ (S ∪ {li}), so as lj . Thus S ∪ {li} and S ∪ {lj} are
not discriminative to R¯ and R¯′.
According to Theorem 1, and since the target value of (S − {l3}) ∪ {l2} is no less than S, all
the combinations containing l3 can be pruned. So for landmarks which share the same discriminative
information, we keep the landmark with the highest significance and drop others. Thus we drop l3
and l9, while keep l2 and l8.
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Optimization at expansion step
In each recursion step within the expansion step, given the current selected landmark set S, there are
a set of routes ND(S) where for any R¯ ∈ ND(S), there exists some other route R¯′ ∈ ND(S), such
that S is non-discriminative to R¯ and R¯′, i.e., R¯∩S = R¯′∩S. We call ND(S) the non-discriminative
route set of S. Depending on ND(S), there are two special set of landmarks in the set of landmarks
to explore (SetOfS in Algorithm 3): contributive set and conflict set. A contributive set is the set of
landmarks where each landmark can discriminate some pair of routes in ND(S), A conflict set is the
set of landmarks where adding any of the landmarks to S will form a superset of some discriminative
set that has already been pruned.
Next we will introduce how to generate the contributive set of S. For each non-discriminative set
S, ND(S) is not empty. A landmark l is a contributive landmark for S if there exists two routes R¯i
and R¯j from ND(S) such that l is only on one route of R¯i and R¯j . So the contributive set Lcontri can
be generate by the following equation:
Lcontri =
⋃
R¯i,R¯j∈ND(S),R¯i∩S=R¯j∩S
(R¯i − R¯j) ∪ (R¯j − R¯i)
As the discriminative landmarks of two routes are fixed, we can pre-compute all the discriminative
landmarks between any two routes in R¯. Fig. 4.5 demonstrates the discriminative landmarks of routes
in Fig. 4.3.
Routes combinations Discriminative   
landmarks 
R1, R2 l7, l6, l4 
R1, R3 l2, l7, l6, l5 
R1, R4 l2, l8, l7 
R2, R3 l2, l5, l4 
R2, R4 l2, l8, l6, l4 
R3, R4 l8, l6, l5 
 
FIGURE 4.5: Discriminative landmarks of any two routes
A landmark l is an element of the conflict set Lconflict of a non-discriminative set S if and only if
S ∪ {l} is a superset of an discriminative set already being pruned. In other words, a landmark l is an
element of Lconflict of S if there exists a pruned discriminative set S ′ satisfying l ∈ S ′−S∧|S ′−S| =
1. Therefore, during processing we keep track of all the pruned discriminative sets in Srecord. The
Lconflict of S can be generated as follows:
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Lconflict =
⋃
S′∈Srecord
{l|l ∈ S′ − S ∧ |S′ − S| = 1}
However, the above equation needs to compare with all the pruned discriminative sets, which is costly
when there are a large amount of pruned discriminative sets. To speed up the conflict set generating,
we build inverted index for each landmark to indicate which pruned discriminative sets contain it.
Optimization at test step
Our optimization for the test step comes from this important observation:
Observation 4.1. For any set S and S ′, where S ⊂ S ′, if ∀li ∈ S, lj ∈ S ′ − S, li.s > lj.s, then the
target value of GetMaxSet(S ′) is always smaller than the target value of GetMaxSet(S).
Based on this observation, during testing, we eagerly retrieve the maximum super of the current S.
If the maximum target value is less than the target value of the current Lbest, then we stop expanding
S, as all the following added landmark will have a lower significance than the elements in S, and
following Observation 4.1, the following expansion cannot generate a better landmark set than the
current Lbest. For example in Fig. 4.6(d), the target value of current Lbest equals to 0.8 which is given
by S = {l2, l8, l7}. Since the possible maximum target values given by landmark sets containing
{l2, l6} and {l2, l4} are 0.725 (given by {l2, l6, l8, l7}) and 0.65 (given by {l2, l4, l8, l7}) respectively,
then the landmark sets containing {l2, l6} or {l2, l4} will be not be expanded, so as the landmark sets
containing {l6}, {l5} or {l4} in Fig. 4.6(e).
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and Pruning super-
sets of S
l2
l8
l7
max=0.725
l6 l4
max=0.65
CurrentMax=0.8
(d) Use upper bound
to prune landmark
combinations
l8 l6
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FIGURE 4.6: ILS algorithm
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4.4.3 Question Ordering
In the previous step we select questions (landmarks), which can be regarded as the question library.
However, presenting those question to workers with random order is unwise because of the following
two reasons: 1) it is not necessary to ask all the questions in most cases. For example, in Fig. 4.3 if a
worker indicates that she prefers the routes passing l2 from l1 to l10, we do not need to ask whether he
recommend to pass l8 since all the routes passing l2 do not pass l8; 2) each time we ask a question, we
would like to obtain the most informative feedback, which is more likely to identify the final answer.
This implies that 1) the next question to be asked depends on the result of the previous question, so the
question order is a tree-like structure; 2) the informativeness of a question (landmark) l is proportional
to people’s familiarity of the landmark (the significance of the landmark), and how many routes the
landmark can prune (the information gain if we ask the question).
In order to arrange the questions into a tree-like structure, we first give the formula to calculate
the strength of a question. Here we use R¯
l
+/−
k1
l
+/−
k2
···l+/−ki
to denote the subset of R¯ in which each route
satisfies the answers of questions lk1 , lk2 · · · , lki and the l+ki denotes that the answer of ki is yes and
l−ki denotes that the answer of ki is no. Thus the informativeness IS(lki) of question lki is defined as
following:
IS(lki) =lki .s[H(R¯ki−1)−
R¯+ki
R¯+ki+R¯
−
ki
H(R¯+ki)−
R¯−ki
R¯+ki+R¯
−
ki
H(R¯−ki)]
where H(∗) is the empirical entropy of ∗, R¯ki−1 stands for R¯l+/−k1 l+/−k2 ···l+/−ki−1 , while R¯
+
ki
and R¯−ki repre-
sent R¯
l
+/−
k1
···l+/−ki−1 l
+
ki
and R¯
l
+/−
k1
···l+/−ki−1 l
−
ki
respectively.
In order to get more information after each question, we employ the Iterative Dichotomiser 3
(ID3) algorithm [90], which recursively selects the question with the largest informativeness as the
next question, to build tree-like question format T . The algorithm consists of four steps: 1) Calculate
the informativeness of every question using the whole routes set R¯. 2) Split the routes set R¯ki−1 into
two subsets R¯+ki and R¯
−
ki
.3) make a decision node of T containing question lki .4) perform the above
steps recursively on routes subsets R¯+ki and R¯
−
ki
using remaining questions until all the subsets have
only one route.
For example, the question ordering result of the routes in Fig. 4.3 is shown in Fig 4.7. The system
will issue questions according to the workers’ answers to each question. Here workers’ only need to
answer two questions till the system getting their preference.
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FIGURE 4.7: Discriminative landmarks of any two routes
4.5 Worker Selection
Some Crowdsourcing platforms such as AMT and CrowdFlower give workers the freedom to choose
any questions. However this may cause some problems. For example, many workers choose to
answer a same question while some other questions are not picked by anyone; workers have to view
all the questions before they choose; workers may answer questions that they are not familiar with.
CrowdPlanner avoids these problems by designing a dedicated component to assign each task to a
set of eligible workers. In order to judge whether a worker is eligible for a task, many aspects of
the worker have to be taken into consideration, i.e., number of outstanding tasks, worker’s response
time and familiarity with a certain area. First, since each worker may have many outstanding tasks,
in order to balance the workload and reduce the response time, we use a threshold η#q to restrict
the maximum number of tasks for each worker. Second, each user of CrowdPlanner can specify the
longest time delay she allows to get an answer, so this task will not be assigned to workers who have
a high probability to miss the due time. Last, a recommended route will have high confidence to
be correct if the assigned workers are very familiar with this area. Again, the worker’s familiarity
with respect to a certain area can also be affected by several factors, such as whether the worker lives
around the area, whether the worker has answered questions relating to this area correctly in the past,
etc. In summary, an eligible worker should meet three conditions: 1. has quota to answer the question;
2. has high probability to answer a question before the due time; 3. has relatively high familiarity
level with the query regions.
4.5.1 Response Time
Each task has a user-specified response time, by which an answer must be returned. We assume
the probability of the response time t of a worker follows an exponential distribution, i.e., f(t;λ) =
λ exp−λt, which is standard assumption in estimating worker’s response time. The cumulative distri-
bution function of f(t;λ) is F (t;λ) = 1 − exp−λt. If the probability of a worker to respond a task
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within time t, represented by F (t;λ), is less than the threshold ηtime, we will not assign the task to
him.
4.5.2 Worker’s Familiarity Score
People usually have the best knowledge for areas where they live or visit frequently. In CrowdPlanner,
we develop a familiarity score f lw to estimate the knowledge of a worker w about a landmark l. f
l
w is
mainly affected by two factors: (1) worker’s profile information, including her home address phome,
work place pwork and familiar suburbs pfs, which can be collected during her registration to the
system, and (2) history of worker’s tasks around this area. f lw of landmark is defined as:
f lw =α · exp {−(d(l, phome) + d(l, pwork) + d(l, pfs)}
+ (1− α) · (#correct+ β ·#wrong)
where α is a smoothing variable, d(l, p∗) is the distance between l and p∗, #correct is the number
of correctly answered questions of l, #wrong is the number of incorrectly answered questions of l,
and β is a constant less than 1, which measures the gain of a wrong answer. Notably, to avoid one’s
knowledge of far away places affect the calculating of her knowledge here, we assign +∞ to d(l, x) if
d(l, p∗) is bigger than a threshold ηdis. With all the n workers and m landmarks in our system, a n∗m
matrix M with mij = f
lj
wi is built, where f
lj
wi is worker wi’s familiarity score of landmark lj . Since
the number of landmarks a worker has answered is always small compared with the large number of
landmarks in the space, M is very sparse. Hence, if task assigning is only based on the sparse M , the
assigning process has a strong bias to assign tasks to only a few well-performed workers. Actually,
workers who have similar profile information or have answered several similar questions are highly
possible to share the similar knowledge. For example, if a worker w1 has high familiarity score with
l1, l2 and l3 and another worker w2 living nearby has high familiarity score with l1 and l2, w2 is also
likely to be familiar with l3 though w2 has not answered any question relating to l3. Similar situations
hold for landmarks. Therefore, we need to predict familiarity scores of workers on landmarks using
the latent similarity between workers and that of landmarks.
The familiarity scores of different pairs of (worker, landmark) are determined by some unweighed
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or even unobserved factors, which are regarded as some hidden knowledge categories, e.g. certain
type of landmarks. However, we do not manually specify these factors, as hard-coded factors are
usually limited and biased. Instead, we assume the familiarity score of each worker-landmark pair
is a linear combination of two groups of scores, i.e. (1) how a worker is familiar with each hidden
knowledge category, and (2) how a landmark is related to each hidden knowledge category. Then we
employ Probabilistic Matrix Factorization (PMF) [70] to factorize M into two latent feature matrices,
W ∈ Rd×n and Ld×m, which are the latent worker and landmark feature matrices, respectively. That
is, M = W TL, where Wi,k describes how familiar worker wi is with knowledge category k, and
Lj,l describes how related landmark lj is to knowledge category k. Further, we assume there exists
observation uncertainty R, and the uncertain follows a normal distribution. Thus the distribution
of a new worker-landmark familiarity matrix M ′, which predicts some familiarity by leveraging the
similarity between different workers and landmarks, conditioned on W and L is defined as follows:
p(M ′|W,L, σ2) =
n∏
i=1
m∏
j=1
[N (Mij |WTi Lj , σ2)]
Iij (4.1)
where N (x|µ, θ2) is the probability density function of the normal distribution with mean µ and
variance θ2, and Iij is a indicator which is equal to 1 if Mij is not zero, otherwise 0. The prior of W
and L are defined as follows:
p(W |σ2W ) =
n∏
i=1
N (Wi|0, σ2W I)
p(L|σ2L) =
m∏
i=1
N (Li|0, σ2LI)
where I is identity matrix. The following objective function maximizes the posterior ofW and Lwith
regularization terms, which minimizes the prediction difference between our model and the observed
M , and also automatically detects the appropriate number of factors d through the regularization
terms:
n∑
i=1
m∑
j=1
Iij(Mij −WTi Lj)
2
+λW
n∑
i=1
‖Wi‖2F +λL
m∑
j=1
‖Lj‖2F
where λW = θ2/θ2W , λL = θ
2/θ2L, and ‖·‖2F denotes the Frobenius norm. A local minimum of
the objective function can be found by performing gradient descent in W and L. Afterwards, more
familiarity scores between workers and landmarks are inferred in M .
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A worker with a familiarity score of a landmark means he has some knowledge about the region
around the landmark, not just the landmark itself. As a result, the accumulated familiarity score F ljwi
of lj of a worker wi is a weighted sum of all the landmarks in the ηdis range of lj . We assume the
weight around a landmark l follows a normal distribution of the distance to l, and the region that the
knowledge of l can cover is limited in a circle with the center of l and the radius of ηdis. Thus, F
lj
wi is
evaluated as follows:
F ljwi =
∑
l∈Lnear∪{lj}
δlf
l
wi
where Lnear is the set of landmarks in the ηdis range of l. The weight δl = N (d(l, lj)|0, σ20) where
σ0 = ηdis/3. We use M∗ to denote the worker-landmark matrix of the accumulated familiarity score,
where m∗ij equals to F
lj
wi .
4.5.3 Finding Top-k Eligible Workers
Next we discuss how to find the top-k eligible workers for a given task. Given a task (the selected n
landmarks LR), the worker-landmark accumulated familiarity score matrix M∗, a response time t, a
positive integer k, a top-k eligible workers query returns k workers who have the most knowledge of
landmarks in LR among all the workers and have high possibility to finish the task within time t.
For a single landmark lj , there may be several workers, denoted as Wlj , who have non-zero
accumulated familiar scores, which means these workers have some knowledge of lj . For a task (a
set of landmarks LR),
⋃
l∈LR
Wl represents workers who have knowledge of any landmark of LR. Then
we filter out workers, of who the possibility of finishing the task within time t is no more than ηtime,
from
⋃
l∈LR
Wl. Afterwards the remained workers in
⋃
l∈LR
Wl are regarded as candidate workers denoted
by W. However, simply adding up a worker’s accumulated familiarity scores on all the landmarks
of LR may lead biased result in worker selection. For example, there are ten landmarks in a task
and two candidates workers w1 and w2, that w1 only has a very good knowledge of landmark l1, say
F l1w1=2, and knows nothing about the rest landmarks, F
li
w1
= 0, (2 ≤ i ≤ 10); while w2 has some
knowledge of all the landmarks that Fw2(li) = 0.1 (1 ≤ i ≤ 10). Comparing the adding up sum
of accumulated familiarity scores of the ten landmarks, w1 will be selected to be assigned the task.
However, the coverage of w1’s knowledge of the landmark set is too narrow, that w1 may feel hard to
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answer questions about l2, l3, · · · , l10, in the knowledge coverage manner, w2 is a better choice. Thus,
when selecting workers from candidate workers, not only their sum of accumulated familiarity scores
of all the landmarks, but also the knowledge coverage of all the landmarks should be considered. The
choosing rules are quite similar to rated voting system [78], of which the wining option is chosen
according to the voters preferences score of options and the number of voters preferring the options.
In our system, we can treat each landmark of LR as a voter and each worker of W as an option.
Adopting the idea of rated voting system, we can measure the landmark lj’s preference of all the
candidate workers by the following two steps: 1) rank workers of Wlj ∩W, who are in the candidate
workers setW and have accumulated familiar scores F ljw bigger than zero, in descending order of F ljw ;
2) the preference score pwlj of lj to each worker w in Wlj ∩W is defined as follows:
pwlj =
 1−
rank(w)−1
|Wlj∩W|
, if w ∈Wlj ∩W
0, otherwise
where rank(w) is the ranked place ofw amongWlj∩W. In this way the worker with high accumulate
familiarity score will get a relatively high preference score and ensure the preference score will not
result in a bias in worker selecting. Afterwards, all the landmarks will vote their preferences to the
candidate workers. Then we sum up the preferences of each worker voted by landmarks, and choose
the workers with the top-k biggest adding up preference scores as the query results.
4.6 Experiments
In this section, we conduct extensive experiments to validate the effectiveness and efficiency of the
two core components of our proposed CrowdPlanner system, namely landmark selection and worker
selection. All the algorithms in our system are implemented in Java and run on a computer with Intel
Core i5-3210 CPU (2.50GHz) and 4 GB memory.
4.6.1 Experiment Setup
Trajectory Dataset: We use two real trajectory datasets generated by taxis, trucks and private cars in
Beijing and Nanjing (big cities of China). The detail information of these trajectory datasets is shown
in Table 4.2.
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TABLE 4.2: Dataset
Id City #trajectory Duration
A Beijing 112,232 six months
B Nanjing 35,340 three months
POI Clusters: We get two POI datasets of the Beijing and Nanjing cities from a reliable third-
party company in China. After performing DBSCAN on these POI datasets, approximately 50,000
POI clusters are obtained and each POI cluster is used as a landmark.
Ground truth route: We carefully choose 1000 popular routes agreed by all three route mining
algorithms in each city as the ground truth. These routes are treated as the correct answers for the
route recommendation request between corresponding places.
Workers: In each of the cities we have several volunteers to answer the questions generated by
CrowdPlanner.
4.6.2 Evaluation Approach
For each ground truth route, we query a big thumb map service provider to get three recommended
routes from its source to its destination. The ground truth and the recommended routes form the
candidate route set, based on which a task will be generated and assigned to workers. In this way,
we can assess the accuracy of the answers returned by the system by comparing the answer with the
ground truth.
Table 4.3 lists all the parameters we use throughout the experiments. All the parameters are
assigned the default values unless specified explicitly.
4.6.3 Performance Evaluation
Case Study
Before conducting the quantitative performance evaluation, we give a demonstration of the Crowd-
Planner system. Fig. 4.8 shows the system interface when a client user submit a recommendation
request, which specifies she wants to get the best recommended routes from ‘Nanjing Confucius
Temple’ to ‘Nanjing Railway Station’ fifteen minutes later (about 1:48am) and she awards the request
for five coins (the virtual currency of CrowdPlanner). After receiving the request, the server matches
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TABLE 4.3: Parameter settings
Notation Explanation Default value
n number of candidate
routes
6
|L| size of landmarks on can-
didate routes
200
α influence factor of peo-
ple’s living space to their
knowledge
0.3
β influence factor of peo-
ple answering a question
wrong to their knowledge
0.3
η#q the maximum number of
outstanding tasks of each
worker
3
ηdis radius of knowledge influ-
ence region
500m
ηt the minimal possibility to
answer a question in time
80%
the request to the verified routes and generating candidates routes by invoking web services and pop-
ular route mining algorithms in turn. Since the system cannot automatically evaluate these candidate
routes, it generates a route evaluation task and assigns it to some eligible workers. Fig. 4.9(a) illus-
trates the evaluation task on a client, where four candidate routes from Nanjing Confucius temple to
Nanjing railway station are shown in red and blue lines. The first binary question is ’do you prefer to
go past “Xinjiekou” from Nanjing Confucius temple to Nanjing railway station at 1:48?’. Xinjiekou
is one of the most flushing commercial districts of Nanjing. Thus, to avoid traffic, the worker may
prefer not to pass Xinjiekou, which prunes the two red routes. The second question for her is whether
the route should pass “Jiuhuashan Tunnel”. As shown in Fig. 4.9(b), “Jiuhuashan Tunnel” is the most
famous tunnel under the Xuanwu Lake, which is the major difference between the two routes left.
Quality of Recommendation
The goal of CrowdPlanner is to give users the verified best routes between two places. In the first
set of experiments, we evaluate the accuracy of routes recommended by CrowdPlanner by comparing
with the ground truth. As shown in Fig. 4.10(a), the system can achieve very high accuracy ( ≥ 90%
) in the cities when suitable workers are selected, which means our system can recommend the best
route from the set of candidate routes in most cases. Note that, as shown in Fig. 4.10(b), the system
still has about 70% accuracy even if the tasks are assigned to random workers, demonstrating the
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FIGURE 4.8: A request for route evaluating
(a) Question 1 (b) Question 2
FIGURE 4.9: Questions of evaluating best route from Nanjing Confucius Temple to Nanjing Railway Station
robustness and tolerance to the workers’ qualities of our system.
Effectiveness of Worker Selection
In this experiment we test whether the overall performance of the system can be improved by assign-
ing tasks to suitable workers with good knowledge about the query area. As a comparison, we also
assign the same tasks to random workers without any selection algorithms applied. The accuracy of
the route recommendation is shown in Fig. 4.10, from which we can see that the overall accuracy can
improve by 20% by applying the proposed worker selection methods.
We also collect statistics of the workers’ knowledge about the queried area to further demonstrate
why worker selection is necessary. Since a worker’s knowledge is hard to quantify exactly, we propose
to use four familiarity levels to assess the worker’s knowledge: (1) has no idea of the area; (2) have
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FIGURE 4.10: Accuracy of route recommendation
heard the area but never been there; (3) have visited the area several times; (4) knows this area very
well (local resident). We ask the workers to classify themselves into one of the four levels based
on her familiarity to the query area. Fig. 4.11(a) shows the knowledge level of randomly picked
workers (RPW) and selected workers (SW) of the querying regions. We can see that nearly 70% of
the randomly picked workers have not travelled to the query regions and even 27% know nothing
about the regions; on the other hand, 70% of selected workers have travelled at least once in these
regions and about 20% selected workers know the area very well. This implies that the proposed
worker selection algorithms can effectively find the workers with good knowledge about the query
area.
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FIGURE 4.11: Analysis of worker’s knowledge
To further demonstrate the relationship between worker’s knowledge and the accuracy of an an-
swer, we analyze the relationship between the precision of recommended routes and workers’ knowl-
edge level. The result is shown in Fig. 4.11(b), from which we can see that the precision grows
steadily with workers getting more familiar with the area.
Effect of Question Format
The question format adopted by CrowdPlanner is a series of binary questions with a certain order. In
this experiment, we evaluate the effect of different question formats to the performance of the system.
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We compare our question format (BO) with three other format candidates: (1) map only format
(MO: show the candidate routes directly on map and ask workers to choose), (2) checkbox format
(CB: workers need to choose all the landmarks on their preferred routes) and (3) binary question
without smart ordering (BwO: the questions are asked in the descending order of the significance).
We generate the same tasks using the four question formats and assign to the same set of workers.
Both efficiency and accuracy are evaluated. The results are shown in Fig. 4.12. From Fig. 4.12(a) we
can see that MO takes the longest time for workers to finish a task, which is because the workers need
to spend lots of time to realize the differences between candidate routes. All other question formats,
of which the differences are automatically summarized by the system, cost around 10s for each task.
Notably, BO format costs less time than BwO since by presenting the questions in a smarter order the
number of questions needed for each task has reduced. CB takes the least time as many workers do
not bother to check a lot of landmarks and simply skip the questions. Fig. 4.12(b) shows the results
of accuracy, in which CB format has the lowest precision since people pay least time and attention on
this type of question. Binary question format, both BwO and BO, outperform MO in precision since
MO is hard for people to realize the difference between candidate routes on a map. Furthermore, the
precision of BO is more than 10% higher than that of BwO, demonstrating that smart ordering not
only reduces the time cost but also improves the accuracy of answers.
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FIGURE 4.12: Influence of question formats
Time Cost of Landmark Selection
We also test the time cost of landmark selection process, which is important for CrowdPlanner to
respond to user request in real-time. In general two factors can influence the time cost, (a) the number
of landmarks on the candidate routes and (b) the number of candidate routes. Both factors are tested
in our experiments by comparing the GreedySelecting (GS) method with the Incremental Landmark
Selecting (ILS) introduced by [103]. The average time cost for selecting landmarks of a candidate
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route set with the size of 6 is shown in Fig. 5.11(a), from which we observe that both the time costs
of GS and ILS grow with the landmark size increasing from 50 to 400. However, GS constantly
outperforms ILS by three orders of magnitudes. The average time costs for selecting landmarks with
different number of candidate route set are shown in Fig. 5.11(b). It illustrates that the running time
of GS is much more stable as the number of candidate routes grows, compared to the exponential
growth of the time cost of ILS.
101
102
103
104
105
106
107
50 100 200 300 400
Tim
e(m
s)
Number of Landmarks
ILS
GS
(a) Time cost of k = 6
101
102
103
104
105
106
107
108
4 5 6 7 8
Tim
e(m
s)
Number of Candidate Routes
ILS
GS
(b) Time cost of |L| = 200
FIGURE 4.13: Efficiency of landmark selection algorithms
Precision of Map Service and Popular Route Mining Algorithms
The last set of experiments are conducted to demonstrate the precision of six kind of candidate routes,
i.e., three provided by the web service and the others provided by three popular routes mining algo-
rithms, respectively. The three routes, denoted by WS1, WS2 and WS3, are recommended by the web
service with different levels of recommendation, where WS1 is the best recommended route of the
web service, while WS3 is the least. We randomly generate 100 route recommendation tasks in each
city and assign each task to its top-5 eligible workers to get the best route of each task. Fig. 4.14 shows
the percentage of desirable results of each kind candidate route, defined as precision. Clearly, it shows
that the precision of routes provided by web services (WS1, WS2 and WS3) is about 70%, however,
the best recommended route WS1 has less 40% precision. Moreover, none of these providers can
have the probability high enough to provide best routes. Though the precision of MFP is the highest,
about 43%, among the six kinds of routes, it is still not satisfactory.
4.7 Conclusions
In this chapter we present a novel crowd-based route recommendation system, – CrowdPlanner, which
evaluates the quality of routes recommended from different sources by leveraging the knowledge and
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FIGURE 4.14: Precision of routes from different sources
opinions of the crowd. Two core components, task generation and worker selection, have been care-
fully designed such that informative and concise questions will be created and assigned to the most
suitable workers. By having the system deployed and tested in real scenarios, we demonstrate Crowd-
Planner is able to recommend users the most satisfactory routes with at least a 90-percent chancees,
much higher than either the most well-known map services or the state-of-the-art route mining algo-
rithms. Besides, this research sheds light on some other crowd-based recommendation systems such
as location recommendation and itinerary planning, which can be used in more application scenarios.
In Chapter 5 some refinement to trajectory data enquiry are delineated which are concerned with
the automatic generation of summaries as text for specific queries.
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Chapter 5
Trajectory Summarization
5.1 Introduction
Driven by major advances in sensor technology, GPS-enabled mobile devices and wireless com-
munications, a large amount of data recording the motion history of moving objects, known as
trajectories, are currently being generated and managed in scores of application domains. In the
past few years, a lot of research works focused on the trajectory analyzing. Effective index struc-
tures [87, 9, 77, 14, 27, 115, 18, 32] are built to manage trajectories and support high performance
trajectory queries. Data mining methods are applied on trajectories to detect important points of in-
terest (POI) and find the popular route from a source to a destination [56, 47, 46, 60]. Attentions
are also drawn to semantic representation or interpretation of trajectory data by associating or an-
notating GPS locations with semantic entities [125, 101]. Despite the huge efforts which have been
made on trajectory management and mining, trajectory data itself is still hard for humans to under-
stand. Table 5.1 demonstrates how a raw trajectory is represented in databases, which is a sequence
of triples 〈longitude, latitude, timestamp〉. In order to facilitate better interpretation of raw trajecto-
ries, researchers have proposed several models by associating GPS locations with semantic entities
such as POIs, roads, regions, resulting in semantic trajectories or annotated trajectories [125, 101].
Fig. 5.1(a) demonstrates how the raw trajectory in Table 5.1 is shown on a map. From Fig.5.1(a) we
can see that graphical interpretation of the trajectories makes it easier for humans to understand the
travel history of this moving object. Nevertheless semantic trajectories have their disadvantages in
terms of expressiveness and data volume.
• Expressivity. Semantic trajectories cannot intuitively express the travel behaviours relating
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TABLE 5.1: Trajectory in database
Latitude Longitude Time-stamp
39.9383 116.339 20131102 09:17:56
39.9382 116.337 20131102 09:18:02
· · · · · · · · ·
· · · · · · · · ·
39.9259 116.310 20131102 09:33:26
39.9253 116.310 20131102 09:34:31
to temporal attributes such as overspeed, sharp speed change, long stopover, etc. Moreover,
they cannot highlight the ‘interesting’ parts of the trajectories such as significant landmarks and
important roads. Although all these information have been encoded in semantic trajectories
already, it needs substantial manual efforts and expertise to find out.
• Data volume. Essentially a semantic trajectory is an enriched version of the raw trajectory,
i.e., each space-time point is attached with a set of semantic attributes. Therefore the volume
of semantic trajectories can be excessive for storage, processing and communication.
To address these drawbacks of semantic trajectories, we take the philosophy from text summariza-
tion in the field of information retrieval, and propose a partition-and-summarization framework. More
specifically, given a raw trajectory and external semantic information as inputs, our framework will
automatically generate a short text to highlight the significant semantic behaviour of this trajectory.
Fig. 5.1(b) exemplifies the expected summarization for the given trajectory. We find there are several
benefits by translating a raw trajectory into text. First, the information conveyed in the text are strate-
gically focused on the most ‘interesting’ parts of the trajectories, thus making more sense for humans.
Second, as the output of our framework is a summarization rather than transformation of raw trajec-
tories (like semantic trajectories), the output text is lightweight and easy to store and communicate.
Third, trajectories collected from different sources may have different formats and schema, but they
can all be translated to texts with similar style. Fourth, various well-studied text mining algorithms
can be applied to the trajectory summaries and valuable semantic knowledge may be discovered.
Trajectory summarization can be used in many applications. By embedding the trajectory sum-
marization technique in GPS modules of cars and cells, an infraction reminder can be created. Every
time some driving infractions occur, the driver can receive the infraction travel summary. Also, during
traveling, an automatically generated trajectory summary is a good travel dairy, which can be shared
to friends via Twitter or Facebook. In the meantime, the trajectory summary can assist blind people
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tory
FIGURE 5.1: Making sense of trajectory data
to understand the travel history using TTS (Text To Speech) techniques.
Nevertheless this task is faced with several challenges. A whole trajectory seldom has the same
travel behaviors uniformly. Usually a trajectory consists of several parts where each part has very
different travel behaviors. For example, in Fig. 5.1(b) the vehicle travels in normal speed in the
first half of the trajectory, but in significantly lower speed than normal in the second half. Hence
the trajectory should be partitioned into two parts and described separately. Thus, how to properly
partition the trajectory is the first question. However, even within a trajectory partition, there are
many kinds of travel behaviors to be described, It is non-trivial how to choose the most interesting or
significant travel behaviors of each partition. To tackle these challenges, we propose a partition-and-
summarization framework: (1) The partition phase tries to find an optimal partition by minimizing
the variation of predefined features for the trajectory segments within the same partition. Through
this partition, we are able to use more compact representation to summarize each partition. (2) The
summarization phase exploits the common patterns learned from historical trajectories, to measure
the unusualness of each feature, and generate textual description for the most unusual features with a
predefined template. We also implemented this framework in a prototype system—STMaker [108].
To sum up, we make the following major contributions in this section.
• We identify the limitations of raw and semantic trajectories in terms of their interpretability by
humans, and take the initiative to describe individual trajectory with summary texts automati-
cally.
• We develop a partition-and-summarize framework to tackle several challenges of our proposals
including granularity control and feature selection.
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• We conduct extensive experiments based on a large-scale real trajectory dataset, which em-
pirically demonstrates that the generated textual descriptions can reflect the most significant
features of trajectories and are easier for humans to understand.
The remainder of this section is organized as follows. Section 5.2 introduces the preliminary
concepts and the trajectory preprocessing. Major features used in the section are presented in 5.4. We
elaborate the details of the two phases, trajectory partitioning and feature selection,in Section 5.5 and
Sec. 5.6 respectively. We discuss how to construct summary text from features and how to extend
customized features to the system in Section 5.7. The experimental observations are presented in
Section 5.8.
5.2 Problem Statement
In this section, we introduce some preliminary concepts, and formally define the summarization pro-
cess. Table 5.2 summarizes the major notations used in the rest of the section.
TABLE 5.2: Summarize of notations
Notation Definition
T a raw trajectory
l a landmark in the space
l.s the significance of a landmark l
T a symbolic trajectory
TSi the trajectory segment connecting two
consecutive landmarks li and li+1 of T
TP a trajectory partition of trajectory T
f a feature of trajectory
FT the concerning features of a trajectory
T
f(TS) TS’s value of feature f
5.2.1 Preliminary Concepts
Definition 5.1 (Raw Trajectory). A trajectory T is a finite sequence of locations sampled from the
original route of a moving object and their associated time-stamps, i.e., T = [(p1, t1), (p2, t2), · · · , (pn, tn)].
A raw trajectory is represented as a discrete sequence of locations sampled from the continuous
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movement of the moving object. However, since the sampling strategies used to generate the tra-
jectory data can vary significantly in different sampling methods and sampling rates (e.g., locations
could be sampled every 100 meters, or every 5 seconds), the raw trajectory data are not directly us-
able for summarization purpose, due to the following two reasons: (1) Intuitively, despite of different
sampling strategies, different trajectories sampled from the same route should result in the same or
similar summarization. However, trajectories generated from the same route could be very different.
For example, Fig. 5.2(a) demonstrates two moving objects following highly similar routes in an urban
area, but adopting different sampling strategies. Fig. 5.2(b) illustrates the actual trajectory data of
these two routes stored in the database. It is easy to observe that the two trajectories TA and TB are
much more different than they are supposed to be. Such limitation has already been observed by a
previous work [106]. Actually, the same route could result in very different raw trajectories under
different sampling strategies, which thus leads to undesirably different summaries and are very hard
for human to recognize. (2) The locations in trajectories are usually described by latitudes and lon-
gitudes. However, these physical positions can hardly give people any intuitive view about the actual
route of the moving object, and thus cannot serve as an description in the summary.
A B
(a) trajectories in real world
A Bp1
p2 p3
(b) trajectories stored in database
FIGURE 5.2: Example of trajectory in real world and in database
Therefore, in this section, we propose to preprocess the raw trajectories using semantic locations
which are independent of any raw trajectories. The following summarization is applied on these
transformed raw trajectories, and thus can give correct summarization of the original route of the
moving object, without being affected by the chosen sampling strategy. These semantic locations are
termed as landmark.
Definition 5.2 (Landmark). A landmark l is a geographical point in the space, which is stable and
independent of trajectories.
A landmark can be either a Point Of Interest (POI) or a turning point of the road network. We
employ our previous research results on anchor-based trajectory calibration [106] to rewrite the raw
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trajectory T into a landmark-based trajectory T , by treating landmarks as anchor points. The trajec-
tories so obtained are called Symbolic Trajectories. The size |T | denotes the number of landmarks of
T .
Definition 5.3 (Symbolic Trajectory). A symbolic trajectory T is a sequence of landmarks and their
corresponding time-stamps, i.e., T = [(l1, t1), (l2, t2), · · · , (lm, tm)].
Definition 5.4 (Trajectory Segment). An segment TSi of a symbolic trajectory T is a sub-trajectory
which connects two consecutive landmarks li and li+1 of T .
For a given symbolic trajectory T = [l1, l2, · · · , ln], T has |T | − 1 segments TS1, TS2, · · · ,
TSn−1. These segments are the basic atoms constructing T . Two segments are named contiguous
segments if they share the same landmark as the start and the destination respectively, i.e., TS2 and
TS3 sharing landmark l3.
In the rest of the section, the proposed summarization method is applied to symbolic trajectories.
Thus, we will use trajectory and symbolic trajectory interchangeably whenever the context is clear.
5.2.2 System Overview
Recall the example in Fig. 5.1(b). In real-life scenarios, people usually describe their trips in the fol-
lowing manner: first divide the whole route into several partitions with significant starting (sources)
and ending places (destinations); and then use some significant events to describe the unusual be-
haviours within each partition. For example, when summarizing the route in Fig. 5.1(b), Beijing
Shangri-la Hotel and Yuyuantan Park are two significant POIs, which mark out a trajectory partition
of the route; along the partition, the car was driving on a high way, and was moving 14km/h slower
than usual, which are some significant behaviors describing how the car traveled. STMaker follows
exactly the same way of how humans think that it automatically generate a summary text for a given
trajectory in 4 steps, as shown in Fig. 5.2.2:
1. STMaker rewrites the raw trajectory into a symbolic trajectory.
2. STMaker conducts a partitioning to split the trajectory into several non-overlapping parts. Dur-
ing partitioning, we take consideration of multiple features describing the trajectory. The opti-
mization goal of this phase is to (1) maximize the significance of the landmarks at the two ends
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FIGURE 5.3: Framework overview
of each partition, (2) maximize the information cohesion of each partition in routing and mov-
ing features and (3) minimize the information variance in routing and moving features within
the same partition. We will detail the partitioning process in Sec. 5.5.
3. Given the fact that there are too many features to describe, STMaker will choose the most sig-
nificant features within each partition according to a novel measurement of the interestingness
for each feature. E.g., in Fig. 5.1(b), ‘driving on a high way’ and ‘moving 14km/h slower than
usual’ are a routing feature and a moving feature, respectively. It will be detailed in Sec. 5.6.
4. The selected features will be plugged into the pre-defined phrase templates to form the summary
for each trajectory partition.
We expect that the summary of trajectory T could give people an intuitive view about the moving
behaviour embedded in T , which is critical to endow the dreary and elusive GPS data with compre-
hensible description. Ideally, given any two trajectories, the differences in their moving behaviours
should be reflected in their summary.
5.3 Related Work
The existing trajectory summarization works focused on how to find the most representative trajectory
out of a set of trajectories. To the best of our knowledge, none of them studied using text to summarize
a single trajectory. However, there are several works on summarization of text, audio and video,
which share similar inspiration with our work. In this section, we review these existing trajectory
summarization works, and the works on summarization of text, audio and video. We also review
existing works on trajectory segmentation and trajectory annotation which are related to our partition-
and-summarization framework.
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Trajectory Summarization. Given a set of trajectories, [30] proposed a solution to cluster the tra-
jectories into several groups, and represent each group by its most central trajectory. [2] summarized
a set of trajectories by providing a symbolic route to represent the cardinal trajectory directions.
Text Summarization. Many works have been devoted to text summarization. [127] used Support
Vector Machine to find a summary sentence in a document. However, this work is limited in that it
did not leverage the relation between the sentences. [25, 69] took a different approach and made use
of the relations between sentences. [97] used Conditional Random Field to partition a document and
identify the summarization sentences.
Multimedia Summarization. The large amount of multimedia data available on the Internet is mak-
ing audio/video summarization increasingly important. [22] exploited information retrieval tech-
niques to summarize audio by extracting salient words from the audio. [59, 74] took a different
approach which extracts non-textual features such as ‘noteworthy utterances’ instead of text features.
[114] extracted keyframes from a video as the summarization. [59] exploited both audio and video
information, and proposed the maximal marginal relevance algorithm for video summarization. [28]
studied how to use natural language to summarize video, which focused on how to extract human
actions from video.
Trajectory Segmentation. A few works have been conducted on trajectory segmentation. [124]
proposed a method to segment heterogeneous trajectories into several parts according to different
means of transportation, e.g., by bike and by car. This trajectory segmentation method can hardly be
applied on a trajectory generated by the same transportation.
Trajectory Annotation. Dedicated algorithms are independently designed for trajectory annotations
with geographic regions or lines. Regarding trajectory annotation with geographic regions, studies
[101, 75] focused on computing topological correlations (called spatial predicates) between trajecto-
ries and regions. Regarding trajectory annotation with geographic lines, many works [6, 118, 76, 64]
have been focusing on identifying the correct road segment on which a vehicle is traveling, . [6] used
only geometric information of the underlying road network and apply distance measurements to gen-
erate line annotation. [118] accounted for the connectivity and contiguity of the road networks, rather
than only the geometric distances. [76, 64] studied generating annotations for low-sampling-rate
trajectories.
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5.4 Feature Extraction
In this section, we present the main features that will be used to describe the trajectories. The features
considered in STMaker can be mainly divided into two types: routing features (which describe where
the moving object travels), and moving features (which describe how the moving object travels).
5.4.1 Routing Features
Routing features describe the characteristics related to where the moving object traveled. Thus, as
we focus on trajectories collected from vehicles, the natural routing feature is the information about
the roads they travel on. For example, with road information, we can tell whether a vehicle moves
on highway or not. More importantly, road information can directly affect the moving patterns of
the trajectories, for example, people tend to move faster on a highway than on a local road. In the
STMaker system, we identify and use 3 kinds of road information (‘grade of road’, ‘road width’ and
‘direction’) as the routing features, shown in the Table 5.3. These features can be extracted from
the digital map we have, and well distinguish different kinds of roads. Notably, the value of road
width feature is numeric, while the values of grade of road feature and traffic direction feature are
categorical. We assign different integers for the categorical features.
Grade of Road: The grade of road is the road type of a trajectory segment TS. There are seven
grades of road: 1 (highway), 2 (express road), 3 (national road), 4 (provincial road), 5 (country road),
6 (village road) and 7 (feeder road). The roads with higher grade (smaller numerical value) usually
have higher transportation capacity.
Road Width: The road width of a trajectory segment TS is a important feature which can affect how
popular the road is, and how fast people can travel on the road.
Direction: The direction indicates the traffic direction of the road. There are two values of direction,
i.e., 1 (two-way road) and 2 (one-way road). If an object moves along a one-way road, then one
of the most distinctive information of the trajectory is ‘moving along a one-way road’, while most
trajectories move along two-way roads.
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TABLE 5.3: Routing Features
Feature
Type
Example Numeric
grade of
road
1 (national
highway)
No
road width 13 metres Yes
traffic
direction
2 (one-way
road)
No
5.4.2 Moving Features
Moving features indicate how the moving object travels. Many works [12, 136] have been devoted to
extracting various moving information from trajectories. Notably, the algorithms extracting moving
features need to be applied on the sample-based trajectory instead of the symbolic trajectory. In our
system, we propose three types of moving features (‘speed’, ‘number of stay points’, and ‘number
of U-turns’) to describe the motion behaviour of a moving object. Some examples of the moving
features are presented in the Table 5.4.
Speed: The speed of a trajectory segment TS is one of the most important moving features. For
instance, if the speed of TS is higher or lower than the average speed of trajectories on the same road,
the speed feature can significantly distinguish TS from others.
Number of Stay Points: Stay points are places where the moving object stays for a long time. The
occurrence of stay point is usually caused by traffic lights or some contingency events, such as traffic
jam, temporal parking for buying a newspaper, etc. If the number of stay points is unusually large,
TS may have a very different moving pattern compared with other trajectories.
Number of U-turn: A U-turn is a sharp directional change of the moving object, which is usually
abnormal compared with other trajectories. In real life, people often make a U-turn when they realize
they are moving in wrong direction or have missed the destination. Some U-turns may violate the
traffic rules or cause traffic hazard, therefore should be highlighted in the summary.
It is worth noting that the above routing and moving features are just examples to demonstrate the
feasibility of our prototype STMaker. Many other possible features can be added into our system as
required by applications, which is discussed in Sec. 5.7.2.
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TABLE 5.4: Moving Features
Feature Type Example Numeric
speed 86.2
km/h
Yes
# stay points 0 Yes
# U-turns 1 Yes
5.5 Trajectory Partition
In this section, we introduce the trajectory partition algorithm in STMaker. We first give a formal
definition of a trajectory partition as follows:
Definition 5.5 (Trajectory Partition). A partition of a symbolic trajectory T is PT such that
• Each partition TP ∈ PT is a sub-trajectory of T made up of contiguous trajectory segments,
i.e.,
TP = [TSi, TSi+1, · · · , TSi+j]
• ⋃TP∈PT TP = T
• TP i ∩ TP j = ∅,∀i, j.
Clearly, each segment in the symbolic trajectory is covered by exactly one partition, and thus will
be guaranteed to be summarized exactly once in the description.
Although any partition PT of a trajectory can lead to a summary, not all of them are suitable for
a good one. First of all, it is better for each partition to have its source and destination well-
known, or more formally, significant. For example, the description of a partition starting from the
Times Square is more understandable to people than that starting from the National Hockey League
building, which is only 300 meters away from the Times Square. Second, it is easier to generate
more compact summaries if the trajectory segments within the same partition are of similar
features. For instance, if the moving speed varies significantly within a partition, it is difficult to
summarize the driving behavior of this partition using a few words.
5.5.1 Solution Overview
Different from previous trajectory partition algorithms which partition trajectories into pieces accord-
ing to time interval, stops and etc., our partitioning is according to features which measure the travel
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behaviors. Based on this intuition, we propose a trajectory partition algorithm by leveraging the
power of Conditional Random Field (CRF). CRF is a popular model used for image segmentation in
computer vision, where pixels in an image are assigned into several regions according to their simi-
larities, e.g., pixels representing sky, river or grass. Inspired by this, we model the trajectory partition
problem as a process of labeling each trajectory segment TSi with a tag, which satisfies the following
two requirements: (1) There are at most |T | − 1 different tags in total; (2) If two trajectory segments
are labeled with the same tag t, then all the trajectory segments in between must be labeled by t.
We model a symbolic trajectory as an undirected graph G(V,E), where each trajectory segment
TSi is a node in V , and for each pair of consecutive segments TSi and TSi+1 there is an edge in
E connecting their corresponding nodes. Each TSi ∈ V is associated with an random variable Xi,
denoting its tag. For simplicity, we assume a common state space X for all random variables Xi,
such that X = {1, · · · , |T | − 1}. On G, we define a clique system C = {Ci, i = 1, · · · , |T |}, where
Ci contains two nodes TSi and TSi+1. We formally define the CRF model on G and C as follows,
which provides a probabilistic framework for calculating the probability of the label sequence X, i.e.,
[X1,X2, · · · ,X|T |], globally conditioned on T :
Pr(X|T ) = 1
Z
exp{−
∑
C∈C
ΦC(X)}
=
1
Z
exp{−
|T |−1∑
i=1
Φ(Xi,Xi+1, TSi, TSi+1)} (5.1)
where Z is the normalization constant that makes the probability of all state sequences sum to one:
Z =
∑
Xi∈X
exp{−
|T |−1∑
i=1
Φ(Xi,Xi+1, TSi, TSi+1)}
In order to find the best label sequence Xopt, we need to maximize the probability Pr(X|T ). In
other words we need to minimize the sum of Φ(Xi,Xi+1, TSi, TSi+1). In the next subsection, we
will define Φ(Xi,Xi+1, TSi, TSi+1), which encodes the relationship between the tags Xi, Xi+1 of two
consecutive trajectory segments TSi, TSi+1.
5.5 TRAJECTORY PARTITION 95
5.5.2 Potential Function Φ(Xi,Xi+1, TSi, TSi+1)
Recall the two guidelines (in bold) of how to conduct a good partition in Section 5.5. Now we translate
them into the following formal expressions: If two contiguous trajectory partitions TSi and TSi+1
are labeled with different tags, the significance li.s of li should be high; if two trajectory segments
TSi and TSi+1 are labeled with the same tag, the similarity S(TSi, TSi+1), which measures the
similarity of TSi’s and TSi+1’s various features, should be high. Thus, Φ(Xi,Xi+1, TSi, TSi+1) is
defined as follows:
Φ(Xi,Xi+1, TSi, TSi+1) =

−S(TSi, TSi+1) ,
if Xi = Xi+1
−Ca · li.s ,
if Xi 6= Xi+1
(5.2)
where Ca is a positive constant specified by users, reflecting the importance of the significance of li.
Landmark significance l.s is used to measure the familiarity of the landmark l to average people.
To measure the familiarity of landmarks, in this work we utilize the online check-in records from a
popular location-based social network (LBSN) and trajectories of cars in the target city, as these two
datasets are large enough to cover most areas of the city. We leverage a HITS-like algorithm [136] to
infer the significance of landmarks, by modeling the travellers as authorities, landmarks as hubs, and
check-ins/visits as hyperlinks.
Next, we introduce the similarity measure S(TSi, TSi+1) between two consecutive segments.
Traditional trajectory similarity/distance measures, e.g., Euclidean distance and LCSS, directly use
the latitude, longitude and time-stamp of the raw trajectory to measure the spatial or spatial-temporal
similarity/distance between two trajectories. Instead of spatial-temporal similarity, we will measure
their similarity in travel behaviours, i.e., features. Recall that we extract mainly two types features
about each segment, namely routing feature and moving feature. The similarity measure S(TSi,
TSi+1) will incorporate both of them.
In order to measure the similarity of all these features of two trajectory segments, each feature
should be comparable. Thus, we normalize each feature f of TSi to a value ranging from 0 to
1. The normalizing constant of f is the biggest feature value among all the trajectory segments of
T . After normalization, all the features F of a trajectory segment TSi form a |F|-dimension vector
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~vi. Therefore, measuring the similarity S(TSi, TSi+1) of two continuous trajectory segments is to
measure the similarity of two vectors. We employ the most widely used vector similarity measure–
Cosine Similarity [98] as our similarity measure. Since different people have different interest in
different features (e.g., one may have higher interest in ‘speed’ feature), STMaker allows the user to
specify the weight of each feature, we denote the feature weight of f by w. The biggerw is, the higher
the probability for the trajectory segments, with higher similarity of f , to fall in a same partition. All
the feature weightw forms a |F|-dimension weight vector ~w, where ~wj stands for the weight of feature
fj . Using these two vectors, S(TSi, TSi+1) is defined as following:
S(TSi, TSi+1) =
1
2
· (
|F|∑
j=1
wj · ~uj · ~vj√
|F|∑
j=1
wj · ~u2j ·
√
|F|∑
j=1
wj · ~v2j
+ 1) (5.3)
where the ~u and ~v are the feature vectors of TSi and TSi+1 respectively; uj and vj are the j’s dimen-
sion of u and v respectively. Note that S(TSi, TSi+1) ranges from 0 to 1.
5.5.3 Finding Optimal Partition
In our neighborhood system C, each variable Xi is only directly coupled with Xi−1 and Xi+1. There-
fore, the CRF model is defined on a chain-like graph. Optimizing Equation (5.1) is a maximum a
posteriori probability (MAP) problem, and thus dynamic programming (DP) can be applied to solve
the MAP.
We define the DP state as (i) which represents the score of the potential function Φ on the first i
trajectory segments. The state transition function is defined as
(i) = min
 (i− 1)− Ca · li.s(i− 1)− S(TSi−1, TSi) (5.4)
The initial state is that (1) = 0. The final partition result is (|T |). The global optimal trajectory
partition Xopt is used as the default partition in STMaker.
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5.5.4 Finding Optimal k-Partition
Nevertheless, different people have different requirements of the summarization granularity. This
granularity can be directly reflected in how fine-grained the trajectory is partitioned and described. To
be specific, for example in the coarsest case, the whole trajectory is treated as a single piece, and only
the most significant features can be described in the summary; on the contrary, in a more detailed case,
the whole trajectory can be divided into several pieces where each piece has similar features and gets
described in the summary. Therefore, STMaker supports the user to specify their own preference of
the granularity of the summary. That is, the user specifies the number of partitions k that the trajectory
is partitioned into and descriptions are generated about.
To solve this k-partition, similarly we define the DP state as a pair (i, j) which represents the score
of the potential function Φ on the first i trajectory segments if the i segments are partitioned into j
partitions. The state transition function is defined as
(i, j) = min
 (i− 1, j − 1)− Ca · li.s(i− 1, j)− S(TSi−1, TSi) (5.5)
Algorithm 1 illustrates the main structure of our finding optimal k-partition method. The initial
state is that (1, 1) = 0 (line 3) while (1, j) = ∞ for j > 1. The initialization of state (i, i), which
represents each of the i segments is a partition, is demonstrated by line 4 - 5. And initialization of
state i, 0, which represents all the i segments belong to a same partition, is illustrated by line 6 - 7.
The final k-partition result is (n, k) (line 12).
5.6 Feature Selection
Summarizing a trajectory partition is a process of describing the key characteristics of the routing and
moving features of each partition. However, the summarization text is better to be concise for human
to digest, which obviously cannot cover all the routing and moving features. For example, most
roads are two-way, and people usually assume an unknown road as two-way by default. Therefore,
for a trajectory partition with all the covered roads being two-way, it is unnecessary to emphasize
the routing feature ‘two-way’ in the summary. Hence, a feature should be covered only if its value is
different from normal. In other words, the selected features to be covered should be the most irregular
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Algorithm 4: Finding Optimal k-Partition
Input: Calibrated trajectory T and its segments TS, landmark significance l.s, feature weight w, feature
value f(TS), the partition size k
Output: The best k-partition of trajectory segments
1 n← the number of segments |T |
2 create an array E[0, ..., n− 1][0, ..., k − 1]
3 E[0][0]← 0
4 for i = 1← n− 1 do
5 E[i][i] = E[i− 1][i− 1]− Ca · li.s
6 for i = 1← n− 1 do
7 E[i][0] = E[i− 1][0]− S(TSi−1, TSi)
8 for i = 1← n− 1 do
9 for j = 1← i− 1 do
10 E[i][j] = min{E[i− 1][j − 1]− ca · li.s,
11 E[i− 1][j]− S(TSi−1, TSi)}
12 return E[n− 1][k − 1]
(a) Given trajectory vs.
popular route
(b) Given trajectory vs.
trajectory on the same
route
FIGURE 5.4: Trajectories connecting l1 and l3 in the road network
features. By this strategy, the generated summary is concise, representative and can easily distinguish
the given trajectory with others. In this section, we will detail how to select features to describe a
given trajectory partition by leveraging historical trajectories.
In the following, we will discuss how to measure the irregular rate Γf (TP ) of a feature f within a
partition TP . Only features with higher irregular rate than a user specified threshold η will be covered
in the summary.
5.6.1 Irregular Rate of Routing Features
Recall that the routing features describe where the moving object travels. Thus the irregular rate of
routing features indicates how different the route of this particular trajectory partition is as opposed to
the most common route of historical trajectories. Formally, given a trajectory partition TP = [TSi,
TSi+1, · · · , TSi+j−1] connecting li and li+j . We denote the most popular historical route from li to
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li+j by PR. The algorithm proposed in [19] can be used to mine PR from historical trajectories.
If TP and PR are the same, there is no need to describe the routing features in summary. On the
contrary, if TP is different from PR, the most significant difference between TP and PR should be
emphasized in the summary. For example, in Fig. 5.4(a) the given trajectory partition from l1 to l3 is
represented by the black line and the popular route between l1 and l3 is represented by the coloured
lines. In terms of the ‘grade of road’ dimension, the popular route is high way whereas the given
partition is not. Obviously the ‘grade of road’ feature should be described in summary. Thus, we
need to measure the difference/irregular rate between TP and PR in each routing feature dimension.
Given a trajectory partition TP , we define its normalized feature sequence FTP of routing feature
f as [norm(f(TSi)), norm(f(TSi+1)), · · · , norm(f(TSi+j−1))] where norm(·) returns the value
of · normalized by the biggest feature value in the feature sequence. Measuring the irregular rate of
TP in routing feature f can be transformed to measure the distance between FTP and FPR, for which
we design a edit-distance-like algorithm to measure.
d(FTP , FPR) =

length(FTP ), if FPR is empty
length(FPR), if FTP is empty
min{d(rest(FTP ), rest(FPR))+
cost(head(FTP ), head(FPR)),
d(rest(FTP ), FPR) + 1,
d(FTP , rest(FPR)) + 1}, otherwise
where rest(·) returns that tail part of a feature value sequence which consists of all but the first feature
value, whereas head(·) returns the first feature value. For numerical routing feature f ,
cost(head(FTP ), head(FPR)) = |head(FTP )− head(FPR)| (5.6)
whereas for categorical routing feature f ,
cost(head(FTP ), head(FPR)) =
 1, if head(FTP ) 6= head(FPR)0, otherwise (5.7)
Finally, the irregular rate
Γf (TP ) =
wf · d(FTP , FPR)
max(length(FTP ), length(FPR))
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where wf is the user-specified feature weight.
5.6.2 Irregular Rate of Moving Features
Moving features indicate how the moving object travels. The moving pattern of a certain road is usu-
ally stable. For example, moving objects on a high way usually travels fast with no stops. Thus, if
a moving object travels on the same high with several stops, it is unusual and it should be described
in summary. Therefore a moving feature f ’s irregular rate should measure the difference between the
travel patterns between each segment of the trajectory partition and that of the historical trajectories.
For example, in Fig. 5.4(b), the solid line’s speed-irregular-rate is derived on the basis of the differ-
ences between the travel pattern of the target trajectory and that of other trajectories ( e.g., the dotted
line) moving along the solid line, measured for the two segments respectively, viz. l1 to l2 and l2 to l3.
In order to measure the irregular rate of a moving feature on a trajectory partition, we first need to
find out the feature’s regular value on that partition. To this end, we extract the regular features values
from the historical trajectories. For each moving feature f , a historical feature map, represented as a
directed graph G(V,E), is built to summarize feature f between two landmarks. Given a landmark
set, a historical symbolic trajectory dataset and a certain moving object feature f , we can construct
the historical feature map in the following steps:
1. Add each landmark in the landmark set to the vertex set V of the historical feature map.
2. Add a directed edge from li to lj , denoted by e(li, lj), if there exists a trajectory T in the
historical symbolic trajectory dataset travelling from li to lj directly. We denote such a trajectory
by T (li → lj).
3. Annotate each edge e(li, lj) with the average value of feature f of T (li→ lj) denoted by rli→lj ,
e.g., the average sudden stop times between li and lj and the average speed between li and lj .
With the historical feature map, we can measure the irregular rate of f of a given trajectory
partition TP by the following equation:
Γf (TP ) = wf ·
i+j−1∑
t=i
|norm(f(TSt))− norm(rlt→lt+1)|
|TP |
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TABLE 5.5: Template Examples
Feature Template
Grade of road through given road type (road name) while the most drivers
choose regular road type (road name)
Road width through given road width metres wide road while most drivers
prefer wider/narrower roads
Traffic direction through given traffic direction while most drivers prefer regular
traffic direction
speed with the speed of given speed km/h which was |given speed -
regular speed| km/h faster/slower than usual
# stay points with given # stay points stay points (in total for about time dura-
tion)
# U-turns with conducting # U-turns U-Turns at places of U-turns
where wf is the user-specified feature weight; norm(·) returns the normalized value of · and the
normalization constant is the biggest feature value among all segments of the partition; rlt→lt+1 is the
ordinary value of f of TSt, which can be easily computed from the historical feature map.
5.7 Discussion
5.7.1 Summary Construction
Even with meaningful features selected, presenting them in their original numeric values is still hard
to interpret by the the users, For example, given a summary saying that the average speed of the
given trajectory partition is 70 km/h, the users can hardly tell whether the vehicle is fast or slow, e.g.,
moving in 70 km/h is pretty fast on a local road, whereas it is quite slow on a highway. Therefore,
the final step in summarization is to provide interpretable descriptions for the selected features. We
define a set of phrase templates for each feature, some of which are exemplified in Table 5.5.
In the templates, all the italics need to be replaced with the actual values of the selected features.
For categorical features, the feature values are presented with the actual semantic meaning, e.g.,
‘highway’ or ‘express road’ for the ‘grade of road’ feature, rather than the meaningless numbers,
‘1’ or ‘2’. For the numeric features, we further provide several intuitive descriptors (in bold font)
by comparing the actual feature value with the feature’s average/regular value. As an example, the
irregular ‘speed’ feature can be either faster or slower than the average speed value. Besides, feature
extraction can also produce by-products, which could be very useful in the templates. For example,
extracting the ‘# of stay points’ feature will also provide where the stay points take place and how
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TABLE 5.6: Template Examples
Template
The car moved/started from source to destina-
tion through road type, with feature template
Then it moved from source to destination
through road type, with feature template
Then it moved from source to destination
smoothly.
long the moving object stays. Both of them can be presented in template to enrich the summary.
In order to make the summarization more fluent, we also define several sentence templates, shown
in Table 5.6, such as ‘The car moved from source to destination through road type, with feature
template. Landmarks and selected features can be embedded into these templates to generate the final
summaries text.
5.7.2 Extension with New Features
In real-life application, users could easily add new features into STMaker by desire. A new feature f ∗
can be added with the following steps: The first step is to define the type of feature f ∗, i.e., whether
f ∗ is a routing feature or a moving feature, a numerical feature or a categorical feature. If f ∗ is a
categorical feature, we define consecutive integers to represent the categories of f ∗. The second step
is to collect regular value of f ∗. If f ∗ is a routing feature, the regular value of f ∗ on each road needed
be collected from third-party sources, such as digital map; if f ∗ is a moving feature, a historical
feature map of f ∗ need to be built with the techniques discussed in Sec. 5.6.2. The third step is to
create feature template for f ∗, following the rules introduced in Sec. 5.7.1.
5.7.3 Text Processing
The research on text processing is very mature compared with trajectory processing. After summa-
rizing the trajectories using text, many text processing techniques, e.g., text indexing, text clustering
and text categorization, can be directly applied on the summaries. For example, applying the text
clustering method on summaries of all the trajectories in a certain region at a specific time period, we
can have a quick overview about the traffic condition.
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5.8 Experiment
In this section, we conduct extensive experiments to validate the effectiveness of our partition-and-
summarization framework. Our system is implemented in Java. All the experiments are run on a
computer with Intel Core i7-2600 CPU (3.40GHz) and 8 GB memory.
5.8.1 Experiment Setup
Commercial Map: We use the commercial map of a large city—Beijing—provided by a collabo-
rating company. The commercial map is used to build the landmark dataset, and to provide routing
features which are essential for our algorithm (Section 5.4.1 and 5.6.1).
Landmark Dataset: The landmark dataset consists of two parts: the turning point dataset extracted
from the commercial map, and the POI dataset of Beijing provided by a reliable third-part company.
We extract about 32,000 turning points from the commercial map. The raw POI dataset has about
510,000 POI points. We cluster the raw POI dataset into approximately 17,000 clusters using DB-
SCAN [29], and use the geometric centers of the clusters as the landmarks.
Trajectory Dataset: We use a real-world trajectory dataset generated by 33,000+ taxis in Beijing
over three months. This dataset has more than 100,000 trajectories. We randomly split the dataset
into two parts: a training dataset of 50,000 trajectories, and the rest trajectories as a testing dataset.
The training dataset is used to mine popular routes between the landmarks, and to build the historical
feature map. The testing dataset is used to test the effectiveness of our framework. In the following,
we refer to the summarization results of the testing dataset as the summary dataset. Thus, there are
about 50,000 summaries in summary dataset.
5.8.2 Evaluation Approach
We study both the effectiveness and efficiency of our partition-and-summarization framework. In all
our algorithms, we set the weight of the landmark significance in the potential function as 0.5, the
feature weight as 1 and the irregular rate threshold for a selected feature as 0.2.
We use 6 features in the experiments. including GR, RW, TD, Spe, Stay and U-turn, which
represent grade of road, road width, traffic direction, speed, # stay points and # U-turn respectively.
To study the effectiveness, we study the following 4 aspects of the summarization: (1) whether the
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summary can reflect the changing of environments, e.g., time, (2) whether the landmarks mentioned
by summaries are significant, (3) the impact of feature weight and partition size to our summarization
framework, and (4) feedback from volunteers about whether the summary helps understanding of the
trajectory. As to the efficiency test, we record the time cost for a single trajectory summarization by
varying partition size k and the size of the trajectory.
5.8.3 Performance Evaluation
Case Study
Before conducting the quantitative performance evaluation, we show a case study of our summariza-
tion system in Fig. 5.5, which shows one trajectory’s different summaries of different granularities.
Fig. 5.5(a) shows the k = 1 summary of the trajectory that it has two stay points in the whole tra-
jectory. Fig. 5.5(b) illustrates the k = 2 summary by dividing the trajectory into two partitions and
specifies that two stay points exist in the first part and a U-turn occurs in the second part. Fig. 5.5(c)
demonstrates the finest grained summary (k = 3) of the trajectory. Besides the information given by
k = 2 summary, another significant landmark (Suzhou Road) is highlighted in the summary. We can
see that more detailed information is shown with the growing of k. Also the summaries given by our
system can well describe the routes as well as the moving patterns of the trajectories, which one may
hardly tell directly from the map.
The user interface of STMaker is demonstrated in Figure. 5.6. At the lower right corner of the
figure is the raw trajectory data and at the upper right corner is the summary of the trajectory. From
the figure we can see that the raw trajectory is text-heavy and hard to understand while the summary
gives an intuitive view of where and how the moving object travels. Also the data volume of the raw
trajectory is big while the summary is more compact.
Effectiveness of Trajectory Summarization
Summaries at Different Time. The trajectories during different time of the day could be very dif-
ferent. For example, most trajectories during the rush hours move at low speed and have more stay
points than usual. Thus, the summarization should reflect such temporal differences of trajectories.
In this experiment, we evaluate how the summary contents change with time. We divide the 24 hours
of the day into 12 categories, each spanning over a two-hour interval. Trajectories are classified into
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(a) The car started from the
Daoxiang Community to the
Haidian Hospital with two stay-
ing points (in total for 167 sec-
onds).
(b) The car started from the Daox-
iang Community to the Suzhoujie
Station with two staying points (in
total for 167 seconds). Then it
moved from the Suzhoujie Station to
the Haidian Hospital with conducting
one U-turn at Zhichun Road.
(c) The car started from the Daoxiang
Community to the Suzhou Road with
two staying points (in total for 167
seconds). Then it moved from the
Suzhou Road to the Suzhoujie Sta-
tion smoothly. Then it moved from
the Suzhoujie Station to the Haidian
Hospital with conducting one U-turn
at Zhichun Road.
FIGURE 5.5: Example of trajectory summarizations
FIGURE 5.6: User interface of STMaker
these 12 categories according to the time of their generation. For example, a trajectory generated at
5:00 pm belongs to the category of 16:00 - 18:00. We analyze the summarization by studying how
the feature frequencies FF of various features change in the summaries of each category. The feature
frequency FFf of a feature f is defined as follows:
FFf =
# summaries contaning f
# total summaries
The higher FFf is, the more number of trajectories have irregular value on f . Notably, the weather
of the eleven days is mostly sunny or cloudy, and thus most of the trajectories were collected under
the similar weather. Fig. 5.7 shows the results of FF of all the six features we considered in our
experiments.
As shown, all the features have a conspicuously higher FF during daytime (6:00 - 18:00) than
those at night (18:00 - 6:00 (next day)), especially for the features: road width and speed. This contrast
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FIGURE 5.7: Features’ FF of different time
in the summaries clearly reflects the reported fact of heavier traffic during the daytime. If we compare
the summaries during the daytime, the speed feature has a significantly higher FF in categories 6:00
- 8:00, 8:00 - 10:00, 16:00 - 18:00 and 18:00 - 20:00, which tells that more vehicles have irregular
speed during these eight hours. The reason for the phenomena is that during these hours the traffic
is always heavy since people need to go to work or go back home. Therefore the driving speed is
slower than usual. Similar phenomena occur in relation to the features of grade of road, number of
stay points and number of U-Turns. This observation agrees with our common sense that the traffic
in daytime is very different from that at night. Also, observation consents to our common sense that
the traffic during rush hours is very different from that during other time of the day. It verifies our
expectation that our summarization framework can well reflect the change of traffic with time.
Effectiveness of Landmark Selection
Ideally, the starting point and destination of every trajectory partition should be of high significance,
so that users can get a better idea of the trajectory. Thus, we study whether the landmarks picked
in our partition step have high significance. We sort all the landmarks of the given trajectory in
descending order by the landmark significance, and group them into 10 groups, i.e., top 0− 10%, top
10%-20%, · · · landmark significance groups. For each group of landmarks, we analyze their usage
frequency in the summary dataset. The usage frequencies are presented in Fig. 5.8. As shown, the
usage frequency versus the landmark significance follows a long-tail distribution. Specifically, the
landmarks in top-10%-high-significance group appear about 40% in the summary dataset, which is
almost half of all the landmarks used in the summarization. Moreover, nearly 60% of the landmarks
used are very popular landmarks, i.e. among the 30% groups. It proves that the landmarks we used in
summaries are mostly well known to users.
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FIGURE 5.8: usage frequency of landmark groups
Effect of Feature Weight and Partition Size k
In this section, we test how the feature weight w and the partition size k affects our trajectory sum-
marization algorithm. Firstly, recall that a higher feature weight of feature f results in (1) trajectory
segments with higher similarity of f have higher probability to be in a same partition; (2) feature f
has higher probability to be selected in the summary. In order to verify the effect of w, we conduct
a controlled study by tuning w of the Spe feature from 0.5 to 4, while keeping w of all the other fea-
tures to be default value, and summarizing randomly selected 1000 trajectories using these different
weights. Fig. 5.9(a) shows how the eight features’ FF vary with the different weights of the Spe
feature. As shown in the figure, FF of the Spe feature increases gradually when the weight increases,
which conforms to our expectation.
(a) effect of feature
weight
(b) effect of partition size
FIGURE 5.9: Effect of parameters in trajectory summarization
To explore the impact of partition size k, we run our summarization algorithm on 1000 randomly
selected trajectories by varying k from 1 to 7, and analyze how the FF of each feature changes with
k. The result is shown in Fig. 5.9(b). We can see that as k increases, the FF of routing features (GR,
RW and TD) decrease while those of moving features (Spe, Stay, U-turn and SpeC) increase. The
reason is that the larger a partition is, the more probable it is that the moving path is different from the
most popular route, which in turn increases the irregular rate of routing features. Moreover, irregular
108 TRAJECTORY SUMMARIZATION
moving features of the partial partition may not be significant enough for a long partition, and thus
the longer the partition is, the fewer moving features are described.
Impressions of Users
The primary goal of trajectory summarization is to give users an intuitive view of where and how
the moving object traveled. Therefore, in this experiment we test whether the users can have an
intuitive view after reading the summaries. Since users’ understanding is hard to quantify exactly,
we propose to use four understanding levels to assess how well a user understands a trajectory after
reading a summary: (1) has no idea of the trajectory; (2) has a little idea of where or how the moving
object traveled; (3) has idea of where and how the moving object traveled but the summary should be
improved by giving more/less information, improving the summary sentence or some other methods;
(4) knows clearly where and how the moving object traveled, and the summary is well presented.
We randomly select 450 summaries and ask thirty volunteer users to read fifteen summaries each.
Then we ask each user to classify her understanding of the trajectory into one of the four levels.
Fig. 5.10 shows the understanding level of the users. We can see that nearly 55% of randomly selected
450 summaries are marked at grade 4, and nearly 80% (grade 3 and 4) summaries can give users
an intuitive view of the raw trajectories. This implies that the proposed trajectory summarization
algorithms can achieve its primary goal.
FIGURE 5.10: User feedback
Summarization Time Cost
We also evaluate the time cost of our trajectory summarization algorithm, which is especially impor-
tant for online summarization systems. The time cost mainly depends on the size |T | of the given
trajectory T and the value of partition size k. Thus we tune |T | and k, and record the average time
cost for summarizing a single trajectory. The result is shown in Fig. 5.11, from which we observe that
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most trajectories can be summarized within tens of milliseconds. With the increasing of |T | and k,
the time cost increase slightly.
(a) Effects of |T | (b) Effects of k
FIGURE 5.11: Average time cost for summarizing one trajectory
5.9 Conclusions
In this chapter we have taken an important step towards making sense of trajectory data by automat-
ically generating a summariyes text for any individual trajectoryy. A partition-and-summarization
framework has been proposed, which splits a trajectory into several partitions with similar travel be-
haviour and generates summarization to describe the most significant features for each partition. We
conducted extensive experiments on a real-life trajectory dataset. The experiment results show that
our summarization framework can reflect the most representative features of the trajectories. We ex-
pect this work will trigger several interesting open problems in this direction, such as summarization
of trajectory group, semantic queries on trajectory summarization, etc.
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Chapter 6
Conclusion
6.1 Summaries of Thesis
In this thesis, we have presented several novel models and efficient techniques to solve the quality
issues of trajectories. Chapter 3 presents our research on trajectory calibration which use significant
locations to rewrite the raw sample-based trajectory. We discuss our crowd-based approach to recom-
mend the best route between two places to users in Chapter 4. Chapter 5 describes the techniques of
trajectory summarization.
In Chapter 3, we address the problem of effective calibration of trajectories with different sampling
strategies to make them compatible when using many existing trajectory similarity measures. After
studying the impact of trajectory heterogeneity on similarity measures, we propose a framework of
trajectory calibration. We examine four different types of anchor points which can be used to build
stable reference systems. On top of that, two calibration approaches, the geometry-based approach
and the model-based approach, are designed to align and complement trajectory data using the anchor
points in the reference system. Extensive experiments were conducted using a real trajectory dataset
and a range of commonly used trajectory similarity measures. We demonstrate that the calibration
process can significantly improve the effectiveness of most popular trajectory similarity measures.
The model-based calibration approach, which is based on using turning points to build the reference
system, is shown to be particularly effective. This calibration process and its algorithms can be easily
integrated with most existing works on trajectory processing and mining, to reduce their reliance on
high quality (densely sampled) trajectory data and to improve their similarity measure effectiveness.
In Chapter 4, we present a novel crowd-based route recommendation system – CrowdPlanner,
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which evaluates the quality of routes recommended from different sources by leveraging the knowl-
edge and opinions of the crowd. Two core components, task generation and worker selection, are
carefully designed such that informative and concise questions will be created and assigned to the
most suitable workers. By having the system deployed and tested in real scenarios, we demonstrate
CrowdPlanner is able to recommend users the most satisfactory routes with at least a 90-percent
chance, much higher than either the most well-known map services or the state-of-art route mining
algorithms.
In Chapter 5, we take an important step towards making sense of trajectory data by automatically
generating a summary text for an individual trajectory. A partition-and-summarization framework
has been proposed, which splits a trajectory into several partitions with similar travel behaviour and
generates summarization to describe the most significant features for each partition. We conducted
extensive experiments on a real-life trajectory dataset. The experiment results show that our summa-
rization framework can reflect the most representative features of the trajectories.
6.2 Directions for Future Work
In this section, we propose several possible directions for future work.
6.2.1 Significant-location-based trajectory indexing
In Chapter 3, we introduce a new technique which rewrites the trajectory using significant locations
instead of the raw sample points. The sample-point-based index structures should be improved since
the significant-location-based trajectories have a unified structure. A database index is a data structure
that improves the speed of data retrieval operations on a database table at the cost of slower writes and
the use of more storage space. The current index structures of trajectories, such as R-Tree, are tree data
structures used for spatial access methods, i.e., for indexing multi-dimensional information such as
geographical coordinates, rectangles or polygons. The key idea of the data structure is to group nearby
objects and represent them with their minimum bounding rectangle in the next higher level of the
tree. It provides the basis for both rapid random lookups and efficient access of messy spatial objects.
However, since the significant-location-based trajectories are represented by finite fixed significant
locations in space, a significant-location-based trajectory can be column stored. Using the column
6.2 DIRECTIONS FOR FUTURE WORK 113
store has many benefits, among which the most important is that the column store index structure
has a higher compression ratio compared with other structures. Due to the wide use of in-memory
databases, a higher compression ratio means more data can be stored in memory which leads to a
much higher querying efficiency. Thus designing a new in-memory index structure to index significant
locations could be an interesting research direction.
6.2.2 Semantic purpose detection of trajectory
In Chapter 5, we present an effective technique to summarize the moving path and moving behaviors
of a trajectory. For every single trajectory the driver has her own purpose. For instance, the driver
is going to work, for shopping or for a movie. However, the semantic purpose of the trajectory is
unclear to users. In order to improve the representation quality of trajectories, we expect to add the
semantic purpose of the trajectory to the trajectory summary. By this means, the trajectory data can
be enriched markedly.
6.2.3 Selecting personalized significant locations
Different people may describe a continuous trajectory in totally different ways (e.g., by using their
own familiar landmarks). In order to better provide more accurate trajectory query results, we should
select personalized landmarks for the driver. Personalization enables the dynamic customization or
suggestion of content that is relevant to the individual user, based on her implicit behaviour and
preferences, and explicitly given details. Due to the fact that people tend to be more familiar with
the landmarks that are frequently referred to by different sources, e.g., public praise, news, bus stop,
yellow pages, utilizing the online check-in records from a certain person and her historical driving
trajectories to infer the significancs of landmarks to herself could be an interesting research topic.
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