Abstract| The human visual system appears to be capable of temporally integrating information in a video sequence in such a way that the perceived spatial resolution of a sequence appears much higher than the spatial resolution of an individual frame. While the mechanisms in the human visual system which do this are unknown, the e ect is not too surprising given that temporally adjacent frames in a video sequence contain slightly di erent, but unique, information. This paper addresses how to utilize both the spatial and temporal information present in a short image sequence to create a single high-resolution video frame. A novel observation model based on motion compensated subsampling is proposed for a video sequence. Since the reconstruction problem is ill-posed, Bayesian restoration with a discontinuity-preserving prior image model is used to extract a high-resolution video still given a short low-resolution sequence. Estimates computed from a low-resolution image sequence containing a subpixel camera pan show dramatic visual and quantitative improvements over bilinear, cubic B-spline, and Bayesian single frame interpolations. Visual and quantitative improvements are also shown for an image sequence containing objects moving with independent trajectories. Finally, the video frame extraction algorithm is used for the motion compensated scan conversion of interlaced video data, with a visual comparison to the resolution enhancement obtained from progressively-scanned frames.
are inherently limited by the number of constraints available within the data. For this reason, multiframe methods have been proposed 10]{ 17] which use the additional data present within a sequence of temporally-correlated frames to improve resolution.
The sinc basis function provides a perfect reconstruction of a continuous function, provided that the data was obtained by uniform sampling at or above the Nyquist rate 3]. However, sinc interpolation does not give good results within an image processing environment, since image data is generally acquired at a much lower sampling rate. Even the use of polynomial methods such as Lagrange interpolation do not perform satisfactorily for image data, since globally-de ned polynomials do not model local image properties well. Rather, researchers have investigated piece-wise polynomial approaches to the interpolation problem. In the simplest method of image magni cation, a zero-order hold of the low-resolution data is used to compute a high-resolution data set with a blocky appearance. This corresponds to a nearest-neighbor interpolation kernel 6]. Bilinear interpolation 18] and cubic spline interpolation 2], 3], 5], 6], 8], 9] have also received much attention. Hou and Andrews 3] originally applied the cubic B-spline basis function to the image interpolation problem. Keys 5] introduced a basis function similar to a windowed sinc function, termed the cubic convolution interpolation kernel. Through an analysis by Parker et al. 6 ], it was shown that frequency domain properties of the cubic convolution kernel correspond more closely to an ideal low-pass lter than the cubic B-spline. T. C. Chen and deFigueiredo 2] showed the correspondence between spline lters and partial di erential equation (PDE) image models. They derived a spline lter pertaining to a noncausal image model with a seven sample region of support, also with the shape of a windowed sinc function. This kernel consistently produced interpolations with lower mean square error values than the cubic B-spline.
Similar to image restoration and reconstruction, image interpolation is an ill-posed inverse problem, since too few data points exist in an image frame to properly constrain the solution. Intuitively, the mapping between the unknown high-resolution image and the low-resolution observations is not invertible, and thus a unique solution to the inverse problem cannot be computed. Regularization techniques include prior knowledge about the data in order to compute an approximate solution 20] . A Tikhonov regularization approach to image interpo-lation was proposed by Karayiannis and Venetsanopoulos 4] , in which a quadratic stabilizing functional added to a delity term for the constraints was de ned. The resulting unconstrained optimization problem allowed for some noise within the data, since the minimal solution was not required to meet the constraint values exactly. A similar problem formulation was suggested by G. Chen and deFigueiredo 1], although as a constrained optimization problem. In this case, the solution was constrained to pass directly through the given image pixels.
Previously proposed methods, from bilinear and spline interpolation to quadratic functional minimization, result in smooth solutions to the image interpolation problem. Although smoothness in one-dimensional function interpolation is often acceptable, the human visual system is acutely aware of discontinuities within images. To better preserve edges, a cubic \spline-under-tension" kernel has been developed 9], with interpolation kernel weights adjusted adaptively according to edge information in a local neighborhood. Another approach is a stochastic regularization technique using a discontinuity-preserving prior model for the image data 7], resulting in a convex, although nonquadratic, constrained optimization problem. An unconstrained optimization was also derived in this research, to account for additive noise corrupting the data. Bayesian estimates computed by this method contained preserved edges, which is an advantage over the regularization methods characterized by quadratic stabilizing functionals.
Although the eld of single frame image interpolation is far from mature, the quality of an estimate generated by any method is inherently limited by the amount of data available in the frame. To achieve signi cant improvements in this area, the next step requires the investigation of multiframe data sets, in which additional data constraints from sequential frames can be used.
Multiframe image restoration was introduced by Tsai and Huang 17] . Their motivation came from generating a high-resolution frame from misregistered pictures obtained by a Landsat satellite. A frequency domain observation model was de ned for this problem which considered only globally shifted versions of the same scene. Provided that enough frames are available with di erent subpixel shifts, the observation mapping becomes invertible and a unique solution may be computed. If this is not the case, a least squares approximation is computed through a pseudoinverse of the constraint mapping matrix. An extension of this algorithm for noisy data was provided by Kim et al. 13 ], resulting in a weighted least squares algorithm for computing the high-resolution estimate. Another approach to this problem involves mapping several low-resolution images onto a single high-resolution image plane, and then interpolating between the non-uniformly spaced samples. This requires knowledge of the exact image displacements, which happen to be available in images acquired with controlled subpixel camera displacement 12] and images captured by stereo cameras. Stark 10] applied Bayesian estimation with a Gaussian prior model to the problem of integrating multiple satellite frames observed by the Viking Orbiter. However, all of their examples used a large number of frames which were slightly misregistered. This is a poor assumption if the multiframe algorithm is to be applied to an arbitrary video sequence.
Existing multiframe methods su er from several impractical assumptions. Previous research deals with some type of global displacement or rotation occurring between frames. This is rather impractical if a multiframe technique is to be applied to a video sequence containing objects with independent motion trajectories. In real-life electronic imaging applications, the motion occurring between frames is not known exactly, since precise control over the data acquisition process is rarely available. Thus, motion estimates must be computed to determine pixel displacements between frames. Obviously, the quality of these motion estimates will have a direct e ect on the quality of the enhancement algorithm. As stated previously, if enough frames with the correct subpixel displacements are available, then the image interpolation problem is no longer ill-posed. In other words, a unique solution is obtained by the direct inversion of the constraint mapping matrix. Generally these frames are not available, and therefore a suboptimal solution must be computed. Existing multiframe methods use either least squares techniques or POCS algorithms with quadratic constraint sets to regularize the interpolation problem. These techniques result in smooth estimates of the high-resolution frame containing blurred edges.
In this paper, the problem of enhancing the de nition of a single video frame using both the spatial and temporal information available in a video sequence is addressed. The multiframe interpolation problem is placed into a Bayesian framework, featuring a novel observation model for video sequence data. The resulting algorithm incorporates several ideas which enhance both the usability and the quality of the estimated image frame:
Independent object motion in the video sequence will be assumed, rather than the simple cases of global displacement or rotation. This paper will be organized as follows. Section II proposes an observation model for several frames from a lowresolution video sequence, including a subsampling model for the center frame of a particular sequence, and a motion compensated subsampling model for other frames within the multiframe model. In order to construct the motion compensated subsampling model, subpixel motion vectors must be computed from the low-resolution video frames. A hierarchical block matching technique is presented to estimate the displacement vector elds. The video frame extraction algorithm is formulated within a Bayesian framework in Section III, including a discontinuity-preserving prior model for the data and a probability density function for the motion error. Visual and quantitative simulation results are described in Section IV for a syntheticallygenerated sequence containing motion modeled with a camera pan and a video sequence containing independent object motion. A visual comparison of multiframe estimates computed from progressively-scanned and interlaced frames is also shown for an actual video sequence. Section V provides a brief summary, along with future research issues to be explored.
II. Video Sequence Observation Model
A novel observation model is proposed for a low-resolution video sequence. A subsampling matrix is de ned to map the high-resolution data pixels into a low-resolution frame via spatial averaging. Motion compensated subsampling matrices incorporate object motion between frames in the model, with error in the estimated motion vectors assumed to be Gaussian-distributed. A hierarchical subpixel motion estimator is described to compute the displacement vectors required in constructing the motion compensated subsampling matrices.
A. Problem Statement
Assume that each frame in a low-resolution video sequence contains N 1 N 2 square pixels. Let y (l) i;j represent the (i; j) th pixel of frame l, or equivalently the (iN 2 + j ? N 2 ) th element of y (l) . Consider a short low-resolution video se- (1) where M represents an odd number of frames. A single high-resolution frame z (k) coincident with the center frame y (k) is to be estimated from the low-resolution sequence.
This unknown high-resolution data consists of qN 1 qN 2 square pixels, where q is an integer-valued interpolation factor in both the horizontal and vertical directions.
B. Subsampling Model for Center Frame
Subsampling for the center frame is accomplished by averaging a square block of high-resolution pixels, 
where A (k;k) 2 IR N1N2 q 2 N1N2 will be referred to as the subsampling matrix. Each row of A (k;k) maps a square block ofhigh-resolution samples into a single lowresolution pixel. If the video sequence is interlaced, this matrix maps only the even-or odd-numbered scan lines from the high-resolution data into the low-resolution frame.
C. Motion Compensated Subsampling Model
The second part of the observation model is de ned to account for motion occurring within the sequence. The idea is to extract knowledge about the high-resolution center frame, z (k) , from temporally neighboring low-resolution frames y (l) , for l 6 = k. This will be modeled as
for l = k ? M?1 2 ; : : :; k ? 1 and l = k + 1; : : :; k + M?1 2 . In this expression, A (l;k) is the motion compensated subsampling matrix which models the subsampling of the highresolution frame and accounts for object motion occurring between frames y (l) and y (k) . For pixels in z (k) which are not observable in y (l) , A (l;k) contains a column of zeros. Object motion will also cause pixels to be present in y (l) which are not in z (k) . The vector u (l;k) accommodates for these pixels with nonzero elements. Since u (l;k) is unknown, it is obviously di cult to utilize these nonzero rows.
Rows of A (l;k) containing useful information are those for which elements of y (l) are observed entirely from motion compensated elements of z (k) . Write these useful rows as the reduced set of equations
In practice, the motion compensated subsampling matrix must be estimated initially from the low-resolution frames; that is, an estimateÂ 0 (l;k) must be computed from y (l) and y (k) . Therefore, the relationship between y (l) and z (k) for l 6 = k will be de ned as y 0
where n (l;k) is an additive noise term representing the error in estimatingÂ 0 (l;k) . The additive noise is assumed to be independent and identically distributed (i.i.d.) Gaussian, although this may not represent the most accurate error distribution.
To construct the motion compensated subsampling matrix A (l;k) , the exact vectors describing translational motion between frames y (l) and y (k) are required. Assume that intensity is constant along object trajectories in a video sequence, and that translational displacements are su cient to describe motion over small time periods. This can be expressed by the relation y (l) i;j = y (k) i?vi;j?vj ;
(7) where the translational displacement is denoted as
Vertical and horizontal displacements, represented as v i and v j , respectively, may be fractional values to account for subpixel motion in the low-resolution data. Since a single displacement vector is used to describe the motion of each low-resolution pixel y (l) i;j , this vector will be used to describe the motion for allhigh-resolution pixels contained within y (l) i;j . To construct A (l;k) , consider the motion of the (i; j) th pixel between frames l and k: y (l) i;j = y (k) i?vi;j?vj = 1 
Thus, A (l;k) is similar in form to A (k;k) , but with the summation over a shifted set of pixels. In (8) , it is assumed that the shift (qv i ; qv j ) is an integer number of pixels. This can be generalized to a fractional shift by adding a weighting term in the summation to compensate for the fractional part of the pixel in the shifted region. Recall that the only rows of A (l;k) containing useful information are those for which elements of y (l) are observed entirely from motion compensated elements of z (k) . Pixels which are not completely observable must be detected so that the corresponding rows of A (l;k) can be deleted in the construction of the reduced matrix A 0 (l;k) .
D. Hierarchical Subpixel Motion Estimation
Provided that the low-resolution pixel y (l) i;j is observed in frame y (k) , a block ofhigh-resolution pixels within z (k) is mapped to y (l) i;j . Within the video sequence observation model, this corresponds to a row of the center frame subsampling matrix A (k;k) being shifted to form the row with the same index within A (l;k) . Explicitly, for row iN 2 + j ? N 2 , the magnitude and direction of this shift is given by the displacement v (l;k) i;j . Each motion vector v (l;k)
i;j has a resolution of 1 q pixels in the vertical and horizontal directions, with a single displacement vector describing the motion for allhigh-resolution elements contained within y (l) i;j . Exact motion vectors are rarely available, so that an estimate of the displacement eldv (l;k) must be computed from the low-resolution frames y (l) and y (k) . i;j is estimated initially for each pixel y (l) i;j using block matching with the mean absolute di erence (MAD) criterion 23]. The center frame of the video sequence, y (k) , is used as the reference frame in the block matching scheme. Each subsequent level of the hierarchy involves an up-sampling of the low-resolution frames through Bayesian MAP interpolation 7], with subpixel re nements computed for each motion vector. This is repeated in order to estimate the up-sampled vectorv "(l;k) i;j , with the corresponding subpixel displacement given asv (l;k) i;j = 1 qv "(l;k) i;j . An unobservable pel detection (UPD) algorithm is applied to the data at the nest level of the hierarchy to determine which motion vectors will be useful in the construction ofÂ 0 (l;k) . Pixels entering frame y (l) from behind an object in y (k) or from the image boundaries are unobservable in the high-resolution frame z (k) . These samples are not useful in the video observation model. To detect these pixels, an approach loosely based on the change detection algorithm in 27] will be used. The displaced frame di erence, DF D (l;k) m;n = y "(l) m;n ? y "(k) m?qvi;n?qvj ; (9) will serve as the criterion for determining whether y "(l) m;n is also observable in the up-sampled frame y "(k) , and hence in z (k) . A large value for DF D (l;k) m;n detects a pixel in y "(l) which is not present in y "(k) , or a poor displacement vector estimate. In either case, including displacementv (l;k) i;j associated with y "(l) m;n in the motion compensated subsampling model will not provide useful information. If y "(l) m;n is detected as an unobservable pixel in z (k) , then row iN 2 + j ? N 2 withinÂ (l;k) is deleted in the construction of the reduced matrixÂ 0 (l;k) . Figure 1 depicts the hierarchical subpixel motion estimator for q = 4. The motion estimator output, denoted asv 0 (l;k) , is the set of all displacements corresponding to pixels in y (l) which are observed entirely from elements in z (k) .
III. Video Frame Extraction Algorithm
The problem of estimating the high-resolution frameẑ (k) given the low-resolution sequence y (l) is ill-posed in the sense of Hadamard 28] , since a number of solutions could satisfy the video sequence observation model constraints.
A well-posed problem will be formulated using the stochastic regularization technique of Bayesian MAP estimation, resulting in a constrained optimization problem with a unique minimum. The gradient projection algorithm will be used to compute the estimate, with the projection operator structure described in detail.
A. Bayesian MAP Estimation
The MAP estimate is located at the maximumof the posterior probability Pr ? y (l) jz (k) will be de ned.
Bayesian estimation distinguishes between possible solutions through the use of a prior image model. Commonly, an assumption of global smoothness is made for the data, which is incorporated into the estimation problem through a Gaussian prior. The objective is to estimate a highresolution frame by reconstructing the high-frequency components of the image lost through undersampling. By making an assumption of Gaussian-distributed data, edges are statistically unlikely to appear in the MAP estimate. Effectively, high-frequency components are suppressed by the image model, since smooth edges will be more highly probable than sharp discontinuities. A more reasonable prior assumption is that digitized data is piece-wise smooth; i.e., image data consists of smooth regions, with these regions separated by discontinuities. The Huber-Markov random eld (HMRF) model 7] is a Gibbs prior which represents piece-wise smooth data, with the probability density dened as
In this expression, Z is a normalizing constant known as the partition function, is the \temperature" parameter for the Gibbs prior, and c is a local group of pixels contained within the set of all image cliques C. The quantity d t c z (k) is a spatial activity measure within the data, with a small value in smooth image locations and a large value at edges.
Four spatial activity measures are computed at each pixel in the high-resolution image, given by the following secondorder nite di erences:
d t m;n;1 z (k) = z m;n?1 ? 2z m;n + z m;n+1 (13) d t m;n;2 z (k) = 0:5z m+1;n?1 ? z m;n + 0:5z m?1;n+1 (14) d t m;n;3 z (k) = z m?1;n ? 2z m;n + z m+1;n (15) d t m;n;4 z (k) = 0:5z m?1;n?1 ? z m;n + 0:5z m+1;n+1 (16) These quantities approximate second-order directional derivatives computed at z (k) m;n , with directions selected to account for horizontal, vertical, and diagonal edge orientations. (17) where is a threshold parameter separating the quadratic and linear regions. A quadratic edge penalty,
characterizes the Gauss-Markov image model. Edges are severely penalized by the quadratic function, making discontinuities within the Gaussian image model unlikely. The threshold parameter controls the size of discontinuities modeled by the prior 20] by providing a less severe edge penalty. A longer-tailed density than the Gaussian results, in which discontinuities are more probable.
The conditional density models the error in estimating displacement vectors used in the construction of the motion compensated subsampling matricesÂ (l;k) . The error between frames is assumed to be independent, so that the complete conditional density may be written as 
The error in estimatingÂ 0 it is assumed to be proportional to the frame index di erence jl ? kj.
To formulate the frame extraction optimization problem, the Huber-Markov prior model and the complete conditional density are incorporated into (11) . The MAP estimate of the high-resolution data given the low-resolution sequence becomeŝ ; (21) where the set of constraints is de ned as
Each frame y (l) , for l 6 = k, has an associated con dence parameter, (l;k) = (l;k) 2 ; proportional to the con dence inÂ 0 (l;k) . The optimization problem can be expressed more compactly aŝ are generated, in which states denoted by increasing iteration numbers more closely approximate the estimateẑ (k) . In constrained optimization problems such as (23) , all iterates must belong to the constraint set Z.
To ensure that the constraints are met, the gradient projection technique 29] has been selected. This method maps the negative gradient of the objective function in (24) onto the constraint space at each iteration through a projection operator. Any starting point z (k) 0 which is a member of Z is valid. A zero-order hold, or pel-wise replication, of the low-resolution data y (k) by a factor of q in both directions satis es the constraints, and it will be used as the initial condition z (k) 0 = q 2 A (k;k) t y (k) . For each iteration, the gradient is computed as g (k) i = rf z (k) i ; ; , with the constraint space mapping denoted as p (k) i = ?Pg (k) i .
The projection operator, P 2 IR q 2 N1N2 q 2 N1N2 , is given by (27) and convergence is achieved once the relative state change for a single iteration has fallen below a predetermined threshold , such that
If this criterion is satis ed, the estimate is given asẑ (k) = z (k) i+1 .
The iterative technique is summarized below:
Gradient Projection Algorithm In order to show the resolution improvement achievable with this approach, three low-resolution video sequences were used in the simulations. The rst image sequence, Airport, was synthetically-generated from a single digital image to model a camera pan. The second data set, Mobile Calendar, is a digitized video sequence composed of several objects moving independently. Both of these sequences were rst subsampled and then interpolated back to their original dimensions so that quantitative comparisons could be made using the quadratic signal-to-noise ratio (SNR). An interpretation of the results will be provided in both cases. A third sequence, Dome, is an actual image sequence acquired using a video camera. Progressively-scanned and interlaced versions of this data set were interpolated using the multiframe technique.
A. Visual and Quantitative Results for Subsampled Sequences
The original Airport test sequence consists of seven highresolution frames, with the center frame z (k) shown in Figure 2a) . It was generated by extracting subimages from a digitized image of an airport, shifting each successive frame seven horizontal pixels to the right and seven vertical pixels down. This video sequence simulates a diagonal panning of the scene acquired by a video camera mounted on an airplane ying overhead. Each low-resolution frame y (l) was generated by averaging 4 4 pixel blocks within each high-resolution frame z (l) and then subsampling by a factor of q = 4. The center low-resolution frame y (k) was expanded using the single frame techniques of bilinear in- jl?kj . Note that the relatively small value for (l;k) shows little con dence in the motion estimates. In this particular example, it is known that only panning occurs within the sequence. With this knowledge, greatly improved motion vector estimates can be recovered by averaging over the estimated displacement vector elds. This results in a signi cant improvement in both the linear and nonlinear estimates, as reported in the nal two rows of Table I . The parameter value (l;k) = 1000 jl?kj represents a high con dence in the estimate ofÂ 0 (l;k) . Figure 2 shows the original high-resolution test frame z (k) , the center lowresolution frame of the sequence y (k) , the best single frame MAP estimate, and the best video frame extraction from the Airport sequence.
The original Mobile Calendar test sequence consists of seven frames, composed of objects possessing ne detail. Within the sequence, a wall calendar moves with subpixel translational motion, a toy train engine moves with translational motion, and the train is pushing a ball undergoing rotational motion. Each of the high-resolution frames was subsampled by a factor of q = 4 in the same manner as the Airport sequence. Table II shows quantitative results for various Mobile Calendar frame interpolations. Figures 3 and 4 show the complete unprocessed and estimated frames, while Figure 5 shows details in a region of the wall calendar. Again, the video frame extraction algorithm with the Huber-Markov image model provides the best results, although the improvement is not as dramatic as in the previous sequence.
To minimize the number of computations required in estimating a high-resolution video still, the objective is to include the fewest number of frames in the multiframe model which will provide a signi cant improvement over single frame interpolation techniques. The number of lowresolution frames which should be included in the video observation model can be determined experimentally by plotting SNR versus M. Figure 6a) shows this information for the Airport sequence for a number of di erent image and motion model combinations. Evidently, using M = 5 frames for computing the the high-resolution estimate is su cient for this sequence. Results for the Mobile Calendar sequence are shown in Figure 6b ). It appears that several more frames could have been used from the Mobile Calendar sequence to improve resolution, although gains would likely be incremental at best. From experience, a multiframe model composed of M = 5 frames from an arbitrary image sequence generates a signi cantly higher resolution frame than any single frame interpolation technique. This relatively small number of frames provides a decent trade-o between video frame quality and computation time necessary to estimate the high-resolution data.
B. Interpretation of Results
The video frame extraction algorithmperforms extremely well given the image sequence with camera pan motion, with more moderate improvements shown for the digitized sequence with independent object motion. Several justications are proposed for the performance of the algorithm in each case.
All rows within A (k;k) are linearly independent. To provide additional information in the video observation model, additional linearly independent rows must be available from the motion compensated subsampling matricesÂ 0 (l;k) . If a low-resolution pixel undergoes a subpixel shift, this will provide another useful constraint. Otherwise, the constraints will be redundant and will not provide more information than the pixel found within the center frame. In the Airport sequence, subpixel global motion occurs between each frame. This provides a large number of linearly independent constraints in the observation model, and substantial improvement over the low-resolution data is achieved with the video frame extraction algorithm. Independent object motion occurs in the Mobile Calendar sequence. In regions such as the wall calendar in Figure 4 , resolution improvement is evident since the wall calendar undergoes a subpixel translation. However, much of the background is stationary, and in this region the motion compensated subsampling matrices provide little additional information in the observation model.
The diagonal shift of each frame within the Airport sequence results in the greatest number of linearly independent constraints. If an object is moving with subpixel motion, object features orthogonal to the motion will be enhanced by the frame extraction algorithm. For instance, if the motion is a horizontal panning of the scene rather than diagonal, vertical structures will be reconstructed with enhanced resolution, and horizontal structures will remain essentially as they were in the low-resolution data. In the Airport sequence, the orthogonal axis to the direction of motion can be described by the addition of vertical and horizontal vectors with equal magnitudes. This is why the Airport estimate in Figure 2d ) contains both vertical and horizontal structures with high resolution, and serves as an \upper-bound" estimate of the video frame extraction algorithm.
A basic assumption for the motion occurring between frames is that intensity is constant along object trajectories. Obviously, for the synthetic sequence this assumption holds exactly, since the sequence was generated from a single digitized image. This allows for the accurate estimation of displacement vectors within the Airport sequence. For actual digitized sequences such as Mobile Calendar, the constant intensity assumption often does not hold due to noise within each frame. Not surprisingly, the motion estimator does not produce an accurate vector eld. Furthermore, in the region containing the ball with pixels undergoing rotational motion, the motion estimator fails. Incorrect motion estimates can severely degrade the quality of the estimate, a ecting the appearance of the overall frame extraction.
C. Visual Results for an Actual Video Sequence
The true indication as to whether a video processing algorithm is e ective is to test it on an actual image sequence. Dome is a short video sequence of a landmark on the University of Notre Dame campus. Figure 7a) shows the center frame of the M = 5 frame sequence. Each frame was progressively-scanned, containing 160 120 pixels. The video frame extraction from these ve frames, interpolated by a factor of q = 4, is shown in Figure 7b) .
In order to show how the multiframe algorithm may be used for scan conversion, an interlaced version of the Dome sequence was created as well. Only the even-or odd-numbered scan lines from the progressively-scanned frames were used in alternating interlaced frames. A simplistic method employed in the generation of interlaced video hardcopy involves the integration of two elds by placing them together in the same frame. An image produced by this method is shown in Figure 8a ). Note the severe motion artifacts between the even and odd elds. The deinterlaced frame generated from two even elds and three odd elds is depicted in Figure 8b ), interpolated by a factor of q = 4. Since the multiframe technique uses motion compensation between frames, visual resolution is signicantly improved. As expected, the frame generated from the progressively-scanned data shown in Figure 7b ) has higher resolution than the frame computed from the interlaced sequence shown in Figure 8b ). This is certainly no surprise, since twice as much information is present in the progressively-scanned sequence.
V. Conclusion
Single frame interpolation methods are inherently limited by the number of constraints available within a given image. Additional linearly independent constraints are available from the adjacent frames within a video sequence. A novel observation model was proposed for low-resolution video frames, which models the subsampling of the unknown high-resolution data and accounts for independent object motion occurring between frames. A hierarchical subpixel motion estimator was presented to estimate the displacement vectors required in constructing the observation model, and a Bayesian frame extraction algorithm was proposed to estimate a single high-resolution frame given a short low-resolution video sequence. Provided that the object motion has subpixel resolution, the estimate computed by the frame extraction algorithm has the potential to be substantially improved over single frame interpolations. Visual and quantitative simulation results were reported for a synthetically-generated sequence containing a global camera pan, and an image sequence containing independent object motion. In the case of camera panning, the improvement provided by the algorithm was quite re-markable. More modest improvement gains were visible for the sequence containing objects moving independently. Simulations were also conducted on an actual video sequence to compare the performance of the algorithm on progressively-scanned and interlaced frames.
A number of issues will be explored in future research. The most critical aspect of accurately modeling the video data is the accurate estimation of motion. Regularization techniques can be applied to the ill-posed inverse problem of motion estimation which are robust to spatial noise and sparsity (e.g., interlaced and compressed video frames) and temporal discontinuities within the image sequence 30]. The improved displacement vector estimates should provide a more accurate estimate ofÂ 0 (l;k) . To further improve the video observation model, a more accurate sensor model is under investigation which incorporates a realistic point spread function (PSF) for the electronic imaging system. Color video sequences contain spectral information in each frame which can further improve the quality of the high-resolution frame estimates. Spectral correlations can be included in the Huber-Markov image model through the addition of between-channel cliques 31]. Finally, the scan conversion capabilities of this algorithm will be investigated more fully. 
