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Fig. 1: BADGR is an end-to-end learning-based mobile robot navigation system that can be trained with self-supervised off-policy data gathered in real-world
environments, without any simulation or human supervision. Using only RGB images and GPS, BADGR can follow sparse GPS waypoints without colliding
while (top row) preferring smooth concrete paths and (bottom row) ignoring geometrically distracting obstacles such as tall grass.
Abstract—Mobile robot navigation is typically regarded as
a geometric problem, in which the robot’s objective is to
perceive the geometry of the environment in order to plan
collision-free paths towards a desired goal. However, a purely
geometric view of the world can can be insufficient for many
navigation problems. For example, a robot navigating based on
geometry may avoid a field of tall grass because it believes
it is untraversable, and will therefore fail to reach its desired
goal. In this work, we investigate how to move beyond these
purely geometric-based approaches using a method that learns
about physical navigational affordances from experience. Our
approach, which we call BADGR, is an end-to-end learning-based
mobile robot navigation system that can be trained with self-
supervised off-policy data gathered in real-world environments,
without any simulation or human supervision. BADGR can
navigate in real-world urban and off-road environments with
geometrically distracting obstacles. It can also incorporate terrain
preferences, generalize to novel environments, and continue to
improve autonomously by gathering more data. Videos, code,
and other supplemental material are available on our website
https://sites.google.com/view/badgr
I. INTRODUCTION
Navigation for mobile robots is often regarded as primarily a
geometric problem, where the aim is to construct either a local
or global map of the environment, and then plan a path through
this map [1]. While this approach has produced excellent
results in a range of settings, from indoor navigation [2] to
autonomous driving [3], open-world mobile robot navigation
often present challenges that are difficult to address with a
purely geometric view of the world. Some geometric obstacles,
such as the tall grass in Figure 1, may in fact be traversable.
Different surfaces, though geometrically similar, may be pre-
ferred to differing degrees—for example, the vehicle in Fig. 1
might prefer the paved surface over the bumpy field. Conven-
tionally, these aspects of the navigation problem have been
approached from the standpoint of semantic understanding,
using computer vision methods trained on human-provided
traversability or road surface labels [4, 5, 6, 7]. However,
traversability, bumpiness, and other mobility-relevant attributes
are physical attributes of the environment, and in principle can
be learned by the robot through experience, without human
supervision. In this paper, we study how autonomous, self-
supervised learning from experience can enable a robot to
learn about the affordances in its environment using raw visual
perception and without human-provided labels or geometric
maps.
Instead of using human supervision to teach a robot how to
navigate, we investigate how the robot’s own past experience
can provide retrospective self-supervision: for many physically
salient navigational objectives, such as avoiding collisions
or preferring smooth over bumpy terrains, the robot can
autonomously measure how well it has fulfilled its objective,
and then retrospectively label the preceding experience so as to
learn a predictive model for these objectives. For example, by
experiencing collisions and bumpy terrain, the robot can learn,
given an observation and a candidate plan of future actions,
which actions might lead to bumpy or smooth to terrain, and
which actions may lead to collision. This in effect constitutes
a self-supervised multi-task reinforcement learning problem.
Based on this idea, we present a fully autonomous, self-
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improving, end-to-end learning-based system for mobile robot
navigation, which we call BADGR—Berkeley Autonomous
Driving Ground Robot. BADGR works by gathering off-
policy data—such as from a random control policy—in real-
world environments, and uses this data to train a model that
predicts future relevant events—such as collision, position, or
terrain properties—given the current sensor readings and the
recorded executed future actions. Using this model, BADGR
can then plan into the future and execute actions that avoid
certain events, such as collision, and actively seek out other
events, such as smooth terrain. BADGR constitutes a fully
autonomous self-improving system because it gathers data,
labels the data in a self-supervised fashion, trains the predictive
model in order to plan and act, and can autonomously gather
additional data to further improve itself.
While the particular components that we use to build
BADGR draw on prior work [8, 9], we demonstrate for the first
time that a complete system based on these components can
reason about both geometric and non-geometric navigational
objectives, learn from off-policy data, does not require any
human labelling, does not require expensive sensors or simu-
lated data, can improve with autonomously collected data, and
works in real-world environments.
The primary contribution of this work is an end-to-end
learning-based mobile robot navigation system that can be
trained entirely with self-supervised off-policy data gathered
in real-world environments, without any simulation or human
supervision. Our results demonstrate that our BADGR sys-
tem can learn to navigate in real-world environments with
geometrically distracting obstacles, such as tall grass, and
can readily incorporate terrain preferences, such as avoiding
bumpy terrain, using only 42 hours of autonomously collected
data. Our experiments show that our method can outperform a
SLAM and planning navigation policy in complex real-world
settings, generalize to novel environments, and can improve
as it gathers more data.
II. RELATED WORK
Autonomous mobile robot navigation has been extensively
studied in many real-world scenarios, ranging from indoor
navigation [2, 10, 11, 12] to outdoor driving [3, 13, 14, 15, 16].
The predominant approach for autonomous navigation is to
have the robot build a map, localize itself in the map, and
use the map in order to plan and execute actions that enable
the robot to achieve its goal. This simultaneous localiza-
tion and mapping (SLAM) and planning approach [1] has
achieved impressive results, and underlies current state-of-the-
art autonomous navigation technologies [17, 18]. However,
these approaches still have limitations, such as performance
degradation in textureless scenes, requiring expensive sensors,
and—most importantly—do not get better as the robot acts in
the world [19].
Learning-based methods have shown promise in addressing
these limitations by learning from data. One approach to
improve upon SLAM methods is to directly estimate the
geometry of the scene [20, 21, 22]. However, these methods
are limited in that the geometry is only a partial description
of the environment. Only learning about geometry can lead
to unintended consequences, such as believing that a field of
tall grass is untraversable. Semantic-based learning approaches
attempt to address the limitations of purely geometric methods
by associating the input sensory data with semantically mean-
ingful labels, such as which pixels in an image correspond to
traversable or bumpy terrain. However, these methods typically
depend on existing SLAM approaches [4, 5, 23, 9, 24]
or humans [6, 7] in order to provide the semantic labels,
which consequently means these approaches either inherit the
limitations of geometric approaches or are not autonomously
self-improving. Methods based on imitation learning have been
demonstrated on real-world robots [25, 26, 27], but again
depend on humans for expert demonstrations, which does
not constitute a continuously self-improving system. End-to-
end reinforcement learning approaches have shown promise
in automating the entire navigation pipeline. However, these
methods have typically focused on pure geometric reasoning,
require on-policy data, and often utilize simulation due to
constraints such as sample efficiency [28, 8, 29, 30, 31, 32].
Prior works have investigated learning navigation policies
directly from real-world experience, but typically require a
person [30, 33, 34] or SLAM algorithm [35] to gather the
data, assume access to the ground-truth robot state [36], learn
using low-bandwidth sensors [37], or only perform collision
avoidance [8, 38]. Our approach overcomes the limitations of
these prior works by designing an end-to-end reinforcement
learning approach that directly learns to predict relevant navi-
gation cues with a sample-efficient, off-policy algorithm, and
can continue to improve with additional experience via a self-
supervised data labelling mechanism that does not depend on
humans or SLAM algorithms.
The most similar works to our BADGR system are GCG [8]
and CAPs [9]. However, GCG only learned to avoid collisions
and CAPs required human supervision in order to learn non-
collision avoidance behaviors, while BADGR is able to reason
about both geometric and non-geometric navigational without
any human supervision in complex, real-world environments.
III. BERKELEY AUTONOMOUS DRIVING GROUND ROBOT
Our goal is to enable a mobile robot to navigate in real-
world environments. We therefore developed BADGR, an end-
to-end learning-based mobile robot navigation system that
can be trained entirely with self-supervised, off-policy data
gathered in real-world environments, without any simulation
or human supervision, and can improve as it gathers more
data.
BADGR operates by autonomously gathering large amounts
of off-policy data in real-world environments. Using this data,
BADGR labels relevant events—such as collisions or bumpy
terrain—in a self-supervised manner, and adds these labelled
events back into the dataset. BADGR then trains a predictive
model that takes as input the current observation, such as
camera images, and a future sequence of actions, such as linear
and angular velocity commands, and predicts the relevant
future events. When deploying the trained BADGR system,
the user designs a reward function that encodes the task
they want the robot to accomplish in terms of these relevant
events—such as to reach a goal while avoiding collisions
and bumpy terrain—and the robot autonomously plans and
executes actions that maximize this reward.
In order to build a self-supervised learning-based naviga-
tional system, we must assume that retrospective supervision
is available to the robot. This means that the robot must be
able to experience events, such as collisions, and then learn
to avoid (or seek out) such events in the future. We therefore
make the following assumptions: (1) the robot can only learn
about events it has experienced and that can be measured
using the onboard sensors and (2) experiencing these events,
even undesirable events such as colliding, is acceptable. We
believe these assumptions are realistic for many real-world
autonomous mobile robot applications.
In the following sections, we will describe the robot, data
collection and labelling, model training, and planning com-
ponents, followed by a summarizing overview of the entire
system.
A. Mobile Robot Platform
The specific design considerations for the robotic platform
focus on enabling long-term autonomy with minimal human
intervention.
Fig. 2: The mobile robot platform.
The robot we use is the
Clearpath Jackal, shown in
Fig. 2. The Jackal measures
508mm× 430mm× 250mm
and weighs 17kg, making it
ideal for navigating in both
urban and off-road environ-
ments. The Jackal is con-
trolled by specifying the de-
sired linear and angular ve-
locity, which are used as setpoints for the low-level differential
drive controllers. The default sensor suite consists of a 6-DOF
IMU, which measures linear acceleration and angular velocity,
a GPS unit for approximate global position estimates, and
encoders to measure the wheel velocity. In addition, we added
the following sensors on top of the Jackal: two forward-facing
170◦ field-of-view 640 × 480 cameras, a 2D LIDAR, and a
compass.
Inside the Jackal is an NVIDIA Jetson TX2 computer, which
is ideal for running deep learning applications, in addition to
interfacing with the sensors and low-level microcontrollers.
Data is saved to an external SSD, which must be large and
fast enough to store 1.3GB per minute streaming in from
the sensors. Experiments were monitored remotely via a 4G
smartphone mounted on top of the Jackal, which allowed for
video streaming and, if needed, teleoperation.
The robot was designed primarily for robustness, with
a relatively minimal and robust sensor suite, in order to
enable long-term autonomous operation for large-scale data
collection.
B. Data Collection
We design the data collection methodology to enable gath-
ering large amounts of diverse data for training with minimal
human intervention.
The first consideration when designing the data collection
policy is whether the learning algorithm requires on-policy
data. On-policy data collection entails alternating between
gathering data using the current policy, and retraining the
policy using the most recently gathered data. On-policy data
collection is highly undesirable because only the most recently
gathered data can be used for training; all previously gathered
data must be thrown out. In contrast, off-policy learning
algorithms can train policies using data gathered by any
control policy. Due to the high cost of gathering data with
real-world robotic systems, we choose to use an off-policy
learning algorithm in order to be able to gather data using any
control policy and train on all of the gathered data.
The second consideration when designing the data col-
lection policy is to ensure the environment is sufficiently
explored, while also ensuring that the robot execute action
sequences it will realistically wish to execute at test time. A
naı¨ve uniform random control policy is inadequate because
the robot will primarily drive straight due to the linear and
angular velocity action interface of the robot, which will result
in both insufficient exploration and unrealistic test time action
sequences. We therefore use a time-correlated random walk
control policy to gather data, which is visualized in Fig. 3.
Fig. 3: An example plot of the commanded angular and linear velocities from
our time-correlated random control policy that is used to gather data.
Fig. 4: While collecting data,
the robot will periodically re-
quire a manual intervention to
reset from catastrophic failures,
though recovery is usually au-
tomatic.
As the robot is gathering data
using the random control policy, it
will require a mechanism to detect
if it is in collision or stuck, and
an automated controller to reset
itself in order to continue gather-
ing data. We detect collisions in
one of two ways, either using the
LIDAR to detect when an obstacle
is near or the IMU to detect when
the robot is stuck due to an obsta-
cle. We used the LIDAR collision
detector in urban environments in
order to avoid damaging property,
and the IMU collision detector in
Fig. 5: Illustration of the deep neural network predictive model at the core of our learning-based navigation policy. The neural network takes as input the
current RGB image and processes it with convolutional and fully connected layers to form the initial hidden state of a recurrent LSTM unit [39]. This recurrent
unit takes as input H actions in a sequential fashion, and produces H outputs. These outputs of the recurrent unit are then passed through additional fully
connected layers to predict all K events for all H future time steps. These predicted future events, such as position, if the robot collided, and if the robot drove
over bumpy terrain, enable a planner to select actions that achieve desirable events, such reaching a goal, and avoid undesirable events, such as collisions and
bumpy terrain.
off-road environments because the LIDAR detector was overly
pessimistic, such as detecting grass as an obstacle. Once a
collision is detected, a simple reset policy commands the robot
to back up and rotate. However, sometimes the reset policy is
insufficient, for example if the robot flips over (Fig. 4), and a
person must manually reset the robot.
As the robot collects data, all the raw sensory data is saved
onboard. After data collection for the day is complete, the data
is copied to a desktop machine and subsampled down to 4Hz.
C. Self-Supervised Data Labelling
BADGR then goes through the raw, subsampled data and
calculates labels for specific navigational events. These events
consist of anything pertinent to navigation that can be extracted
from the data in a self-supervised fashion.
In our experiments, we consider three different events:
collision, bumpiness, and position. A collision event is calcu-
lated as occurring when, in urban environments, the LIDAR
measures an obstacle to be close or, in off-road environments,
when the IMU detects a sudden drop in linear acceleration and
angular velocity magnitudes. A bumpiness event is calculated
as occurring when the angular velocity magnitudes measured
by the IMU are above a certain threshold. The position is
determined by an onboard state estimator that fuses wheel
odometry and the IMU to form a local position estimate.
After BADGR has iterated through the data, calculated the
event labels at each time step, and added these event labels
back into the dataset, BADGR can then train a model to predict
which actions lead to which navigational events.
D. Predictive Model
The learned predictive model takes as input the current
sensor observations and a sequence of future intended
actions, and predicts the future navigational events. We
denote this model as fθ(ot,at:t+H) → eˆ0:Kt:t+H , which
defines a function f parameterized by vector θ that
takes as input the current observation ot and a sequence
of H future actions at:t+H = (at,at+1, ...,at+H−1),
and predicts K different future events
eˆkt:t+H = (eˆ
k
t , eˆ
k
t+1, ..., eˆ
k
t+H−1) ∀k ∈ {0, ...,K − 1}.
The model we learn is an image-based, action-conditioned
predictive deep neural network, shown in Fig. 5. The network
first processes the input image observations using convolu-
tional and fully connected layers. The final output of the
these layers serves as the initialization for a recurrent neural
network, which sequentially processes each of the H future
actions at+h and outputs the corresponding predicted future
events eˆ0:Kt+h.
The model is trained—using the observations, actions, and
event labels from the collected dataset—to minimize a loss
function that penalizes the distance between the predicted and
ground truth events
L(θ,D) =
∑
(ot,at:t+H)∈D
K−1∑
k=0
Lk(eˆkt:t+H , ekt:t+H) : (1)
eˆ0:Kt:t+H = fθ(ot,at:t+H).
The individual losses Lk for each event are either cross
entropy if the event is discrete, or mean squared error if the
event is continuous. The neural network parameter vector θ is
trained by performing minibatch gradient descent on the loss
in Eqn. 1.
E. Planning
Given the trained neural network predictive model, this
model can then be used at test time to plan and execute
desirable actions.
We first define a reward function R(eˆ0:Kt:t+H) that encodes
what we want the robot to do in terms of the model’s
predicted future events. For example, the reward function
could encourage driving towards a goal while discouraging
collisions or driving over bumpy terrain. The specific reward
function we use is specified in the experiments section.
Using this reward function and the learned predictive model,
we solve the following planning problem at each time step
a∗t:t+H = arg max
at:t+H
R(fθ(ot,at:t+H)), (2)
execute the first action, and continue to plan and execute
following the framework of model predictive control.
We solve Eqn. 2 using the zeroth order stochastic optimizer
from Nagabandi et al. [40]. This optimizer works by maintain-
ing a running estimate aˆ0:H of the optimal action sequence.
Each time the planner is called, N action sequences a˜0:N0:H
are sampled that are time-correlated and centered around this
running action sequence estimate
nh ∼ N (0, σ · I) ∀n ∈ {0...N − 1}, h ∈ {0...H − 1} (3)
a˜nh = β · (aˆh+1 + nh) + (1− β) · a˜nh−1 where a˜h<0 = 0,
in which the parameter σ determines how close the sampled
action sequences should be to the running action sequence
estimate, and the parameter β ∈ [0, 1] determines the degree
to which the sampled action sequences are correlated in time.
Each action sequence is then propagated through
the predictive model in order to calculate the reward
R˜n = R(fθ(ot, a˜
n
0:H)). Given each action sequence and its
corresponding reward, we update the running estimate of the
optimal action sequence via a reward-weighted average
aˆ0:H =
∑N
n=0 exp(γ ·Rn) · a˜n0:H∑N
n′=0 exp(γ ·Rn′)
, (4)
in which γ ∈ R+ is a parameter that determines how much
weight should be given to high-reward action sequences.
Each time the planner is called, new action sequences
are sampled according to Eqn. 3, these action sequences are
propagated through the learned predictive model in order to
calculate the reward of each sequence, the running estimate of
the optimal action sequence is updated using Eqn. 4, and the
robot executes the first action aˆ0.
This optimizer is more powerful than other zeroth order
stochastic optimizers, such as random shooting or the cross-
entropy method [41], because it warm-starts the optimization
using the solution from the previous time step, uses a soft
update rule for the new sampling distribution in order to
leverage all of the sampled action sequences, and considers
the correlations between time steps. In our experiments, we
found this more powerful optimizer was necessary to achieve
good planning.
F. Algorithm Summary
We now provide a brief summary of how our BADGR
system operates during training (Alg. 1) and deployment
(Alg. 2).
During training, BADGR gathers data by executing actions
according to the data collection policy and records the onboard
sensory observations and executed actions. Next, BADGR uses
the gathered dataset to self-supervise the event labels, which
are added back into the dataset. This dataset is then used to
train the learned predictive model.
When deploying BADGR, the user first defines a reward
function that encodes the specific task they want the robot to
accomplish. BADGR then uses the trained predictive model,
current observation, and reward function to plan a sequence of
actions that maximize the reward function. The robot executes
the first action in this plan, and BADGR continues to alternate
between planning and executing until the task is complete.
Algorithm 1 Training BADGR
1: initialize dataset D ← ∅
2: while not done collecting data do
3: get current observation ot from sensors
4: get action at from data collection policy
5: add (ot,at) to D
6: execute at
7: if in collision then
8: execute reset maneuver
9: end if
10: end while
11: for each (ot,at) ∈ D do
12: calculate event labels e0:Kt using self-supervision
13: add e0:Kt to D
14: end for
15: use D to train predictive model fθ by minimizing Eqn. 1
Algorithm 2 Deploying BADGR
1: input: trained predictive model fθ, reward function R
2: while task is not complete do
3: get current observation ot from sensors
4: solve Eqn. 2 using fθ,ot, and R
to get the planned action sequence a∗t:t+H
5: execute the first action a∗t
6: end while
IV. EXPERIMENTS
In our experimental evaluation, we study how BADGR
can autonomously learn a successful navigation policy in
real-world environments, improve as it gathers more data,
generalize to unseen environments, and compare it to purely
geometric approaches. Videos, code, and other supplemental
material are available on our website1.
We performed our evaluation in a real-world outdoor envi-
ronment consisting of both urban and off-road terrain. BADGR
autonomously gathered 34 hours of data in the urban terrain
and 8 hours in the off-road terrain. Although the amount of
data gathered may seem significant, the total dataset consisted
of 720,000 off-policy datapoints, which is smaller than cur-
rently used datasets in computer vision [42] and significantly
smaller than the number of samples often used by deep
reinforcement learning algorithms [43].
Our evaluations consist of tasks that involve reaching a goal
GPS location, avoiding collisions, and preferring smooth over
bumpy terrain. In order for BADGR to accomplish these tasks,
we design the reward function that BADGR uses for planning
1https://sites.google.com/view/badgr
Method Successfully Reached Goal Avg. Bumpiness
BADGR (ours) 25/25 (100%) 8.7± 4.4
BADGR w/o bumpy cost 25/25 (100%) 15.0± 3.4
SLAM+P 25/25 (100%) 13.3± 2.9
Naı¨ve 5/25 (20%) N/A
Fig. 6: Experimental evaluation in an urban environment for the task of
reaching a specified goal position while avoiding collisions and bumpy terrain.
Each approach was evaluated from 5 different start locations—each color
corresponding to a different start location—with 5 runs per each start location.
The figures show the paths of each run, and whether the run successfully
reached the goal or ended in a collision. The table shows the success rate and
average bumpiness for each method. Our BADGR approach is better able to
reach the goal and avoid bumpy terrain compared to the other methods.
as such
R(eˆ0:Kt:t+H) = −
t+H−1∑
t′=t
RCOLL(eˆ0:Kt′ )+ (5)
αPOS ·RPOS(eˆ0:Kt′ ) + αBUM ·RBUM(eˆ0:Kt′ )
RCOLL(eˆ0:Kt′ ) = eˆ
COLL
t′
RPOS(eˆ0:Kt′ ) = (1− eˆcollt′ ) ·
1
pi
∠(eˆPOSt′ ,pGOAL) + eˆcollt′
RBUM(eˆ0:Kt′ ) = (1− eˆcollt′ ) · eˆBUMt′ + eˆcollt′ ,
where αPOS and αBUM are user-defined scalars that weight
how much the robot should care about reaching the goal and
avoiding bumpy terrain. An important design consideration for
the reward function was how to encode this multi-objective
task. First, we ensured each of the individual rewards were
in the range of [0, 1], which made it easier to weight the
individual rewards. Second, we ensured the collision reward
always dominated the other rewards: if the robot predicted
it was going to collide, all of the individual rewards were
assigned to their maximum value of 1; conversely, if the robot
predicted it was not going to collide, all of the individual
rewards were assigned to their respective values.
We evaluated BADGR against two other methods:
• SLAM+P: a SLAM plus planner-based system that builds
a local geometric map using the onboard LIDAR and
plans paths that avoid collisions while navigating towards
the specified goal. Note that our method only uses the
camera images, while this approach uses LIDAR.
• Naı¨ve: a naı¨ve policy that simply drives straight towards
the specified goal.
We compare against SLAM+P, which is the most common
approach for designing navigation policies, in order to demon-
strate the advantages of our learning-based approach, while
Fig. 7: Visualization of BADGR’s predictive model in the urban environment.
Each image shows the candidate paths that BADGR considers during planning.
These paths are color coded according to either their probability of collision
(top row) or probability of experiencing bumpy terrain (bottom row) according
to BADGR’s learned predictive model. These visualizations show the learned
model can accurately predict that action sequences which would drive into
buildings or bushes will result in a collision, and that action sequences which
drive on concrete paths are smoother than driving on grass.
the purpose of the naı¨ve policy is to provide a lower bound
baseline and calibrate the difficulty of the task.
Note that for all tasks, only a single GPS coordinate—
the location of the goal—is given to the robot. This single
GPS coordinate is insufficient for successful navigation, and
therefore the robot must use other onboard sensors in order to
accomplish the task.
Urban environment. We first evaluated all the approaches
for the task of reaching a goal GPS location while avoid-
ing collisions and bumpy terrain in an urban environment.
Fig. 6 shows the resulting paths that BADGR, SLAM+P, and
the naı¨ve policies followed. The naı¨ve policy almost always
crashed, which illustrates the urban environment contains
many obstacles. The SLAM+P policy always succeeded in
reaching the goal, but failed to avoid the bumpy grass terrain.
BADGR also always succeeded in reaching the goal, and—as
also shown by Fig. 6—succeeded in avoiding bumpy terrain
by driving on the paved paths. Note that we never told the
robot to drive on paths; BADGR automatically learned from
the onboard camera images that driving on concrete paths is
smoother than driving on the grass.
While a sufficiently high-resolution 3D LIDAR could in
principle identify the bumpiness of the terrain and detect
the paved paths automatically, 3D geometry is not a perfect
indicator of the terrain properties. For example, let us compare
tall grass versus gravel terrain. Geometrically, the tall grass
is bumpier than the gravel, but when actually driving over
these terrains, the tall grass will result in a smoother ride.
This example underscores the idea that there is not a clear
mapping between geometry and physically salient properties
such as whether terrain is smooth or bumpy.
BADGR overcomes this limitation by directly learning
about physically salient properties of the environment us-
ing the raw onboard observations—in this case, the IMU
readings—to determine if the terrain is bumpy. Our approach
does not make assumptions about geometry, but rather lets the
Fig. 8: Experimental evaluation in an off-road environment for the task of
reaching a specified goal location while avoiding collisions. Each approach
was evaluated from 5 different start locations—each color corresponding
to a different start location—with 5 runs per each start location. Each run
terminated when the robot collided, failed to make progress and was trapped,
or successfully reached the goal. Our BADGR policy is the only approach
which can consistently reach the goal without colliding or getting trapped.
(a)
(b)
Fig. 9: Comparison of SLAM+P (top) versus our BADGR approach (bottom)
in a tall grass portion of the off-road environment. The SLAM+P policy
incorrectly labels the grass as untraversable, and therefore rotates in-place in
an attempt to find a traversable path; after completing a full rotation and failing
to detect any traversable path, the SLAM+P policy determines the robot is
trapped. In contrast, our BADGR approach has learned from experience that
some tall grass is indeed traversable, and is therefore able to successfully
navigate the robot towards the goal.
predictive model learn correlations from the onboard sensors;
Fig. 7 shows our predictive model successfully learns which
image and action sequences lead to collisions and bumpy
terrain and which do not.
Off-road environment. Next, we evaluated all the ap-
proaches for the task of reaching a goal GPS location while
avoiding both collisions and getting stuck in an off-road
environment. Fig. 8 shows the resulting paths that BADGR,
SLAM+P, and the naı¨ve policies followed. The naı¨ve policy
sometimes succeeded, but oftentimes collided with obstacles
such as trees and became stuck on thick patches of grass.
The SLAM+P policy nearly never crashed or became stuck
on grass, but sometimes refused to move because it was sur-
rounded by grass which it incorrectly labelled as untraversable
obstacles (Fig. 9a). BADGR almost always succeeded in
reaching the goal by avoiding collisions and getting stuck,
while not falsely predicting that all grass was an obstacle
(Fig. 9b).
Additionally, even when the SLAM+P approach succeeded
in reaching the goal, the path it took was sometimes subop-
timal. Fig. 10 shows an example where the SLAM+P policy
labelled a few strands of grass as untraversable obstacles, and
therefore decided to take a roundabout path to the goal; in
contrast, BADGR accurately predicted these few strands of
grass were traversable, and therefore took a more optimal path.
Fig. 10: Comparison of our BADGR policy (left) versus the SLAM+P policy
(right). Each image shows the candidate paths each policy considered during
planning, and the color of each path indicates if the policy predicts the path
will result in a collision. The SLAM+P policy falsely predicts the paths driving
left or straight will result in a collision with the few strands of tall grass. In
contrast, our BADGR policy correctly predicts that the grass is traversable
and will therefore drive over the grass, which will result in BADGR reaching
the goal 1.5× faster.
BADGR reached the goal 1.2× faster on average compared to
the SLAM+P policy.
Self-improvement. A practical deployment of BADGR
would be able to continually self-supervise and improve the
model as the robot gathers more data. To provide an initial
evaluation of how additional data enables adaptation to new
circumstances, we conducted a controlled study in which
BADGR gathers and trains on data from one area, moves
to a new target area, fails at navigating in this area, but
then eventually succeeds in the target area after gathering and
training on additional data from that area.
In this experiment, we first evaluate the performance of
the original model trained only in the initial training domain,
labeled as ‘zero-shot’ in Figure 11. The zero-shot policy
fails on every trial due to a collision. We then evaluate the
performance of a policy that is finetuned after collecting three
more hours of data with autonomous self-supervision in the
target domain, which we label as ‘finetuned.’ This model
succeeds at reaching the goal on every trial. For completeness,
we also evaluate a model trained only on the data from the
target domain, without using the data from the original training
domain, which we label as ‘target domain only.’ This model
Fig. 11: Experimental demonstration of our BADGR approach improving as
it gathers more experience. The robot’s task was to reach a goal in the new
target area without colliding. The zero-shot policy trained with only the initial
training data always failed. The finetuned policy trained only using data from
the target domain travelled farther before colliding, but still predominantly
failed. The policy trained using both the initial training data and three hours of
autonomously gathered, self-supervised-supervised data in the target domain
always succeeded in reaching the goal. This result demonstrates that BADGR
improves as it gathers more data, and also that previously gathered data from
other areas can actually accelerate learning.
Fig. 12: Our BADGR policy can generalize to novel environments not seen in the training data. Each row shows the BADGR policy executing in a different
novel environment. The first column shows the approximate path followed by the BADGR policy. The remaining columns show sampled images from the
onboard camera while the robot is navigating, with the future path of the robot overlaid onto the image.
is better than the zero-shot model, but still fails much more
frequently than the finetuned model that uses both sources of
experience.
This experiment not only demonstrates that BADGR can
improve as it gathers more data, but also that previously
gathered experience can actually accelerate policy learning
when BADGR encounters a new environment. From these
results, we might reasonably extrapolate that as BADGR
gathers data in more and more environments, it should take
less and less time to successfully learn to navigate in each new
environment; we hope that future work will evaluate these truly
continual and lifelong learning capabilities.
Generalization. We also evaluated how well BADGR—
when trained on the full 42 hours of collected data—navigates
in novel environments not seen in the training data. Fig. 12
shows our BADGR policy successfully navigating in three
novel environments, ranging from a forest to urban buildings.
This result demonstrates that BADGR can generalize to novel
environments if it gathers and trains on a sufficiently large and
diverse dataset.
V. DISCUSSION
We presented BADGR, an end-to-end learning-based mobile
robot navigation system that can be trained entirely with self-
supervised, off-policy data gathered in real-world environ-
ments, without any simulation or human supervision, and can
improve as it gathers more data. We demonstrated that our
approach can learn to navigate in real-world environments
with geometrically distracting obstacles, such as tall grass, and
can readily incorporate terrain preferences, such as avoiding
bumpy terrain, using only 42 hours of data. Our experiments
showed that BADGR can outperform a SLAM and planning
navigation policy in complex real-world settings, generalize to
novel environments, and can improve as it gathers more data.
Although BADGR can autonomously gather data with mini-
mal human supervision, the robot periodically requires human
assistance, for example if the robot flips over. These periodic
resets can be a significant burden, especially if the robot is
operating in a remote location. Investigating methods that
train policies which are cautious in novel environments could
further decrease the amount of human supervision needed
while collecting data. Also, while BADGR can improve as
it gathers more data, this improvement requires gathering a
non-negligible amount of data and retraining from scratch.
Approaches that adapt in an online fashion could improve
BADGR’s performance when deployed. Finally, our experi-
ments solely evaluated BADGR in static environments, with-
out moving agents such as pedestrians and cars. Gathering and
training with data from non-static environments could prove
challenging due to biases in the data from the interactions
between the data collection policy and the other agents in
the environment. We believe that solving these and other
challenges is crucial for enabling robot learning platforms to
learn and act in the real world, and that BADGR is a promising
step towards this goal.
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