In this paper, we derive the maximum likelihood estimator(MLE) and some approximate maximum likelihood estimators(AMLEs) of the scale parameter in an exponentiated half logistic distribution based on progressively Type-II censored samples. We compare the proposed estimators in the sense of the mean squared error(MSE) through a Monte Carlo simulation for various censoring schemes. We also obtain the AMLEs of the reliability function.
Introduction
The probability density function(pdf) of the random variable X having the exponentiated half logistic distribution is given by where σ is the scale parameter and λ is known constant. In special case, when λ = 1, this distribution is the half logistic distribution. The half logistic distribution has been used quite extensively in reliability and survival analysis, particularly when the data is censored. Inferences for the half logistic distribution were discussed by several authors. Balakrishnan and Puthenpura (1986) obtained the best linear unbiased estimators of the location and scale parameters of the half logistic distribution through a linear functions of order statistics. Balakrishnan and Wong (1991) obtained the AMLEs for the location and scale parameters of the half logistic distribution with a Type-II right censored sample. Kang et al. (2008) derived the AMLEs and MLE of the scale parameter in a half logistic distribution based on progressively Type-II censored samples. Kang et al. (2009) derived the AMLEs and MLE of the scale parameter for the half logistic distribution under the proposed double hybrid censored samples. Recently, Arora et al. (2010) obtained the MLE and its asymptotic variance of the generalized half logistic distribution under Type-I progressive censoring with changing failure rates. They also obtained some results that include total expected waiting time in case of interval censoring schemes.
It has been noted that in most cases, the maximum likelihood method does not provide explicit estimators based on complete and censored samples. Especially, the maximum likelihood method does not admit explicit solutions when the sample is multiply or progressively censored. Hence it is desirable to develop some approximations to this maximum likelihood method that provide us with some estimators that are explicit functions of order statistics. The approximate maximum likelihood estimation method was first developed by Balakrishnan (1989) for the purpose of providing the explicit estimators of the scale parameter in the Rayleigh distribution. Balakrishnan et al. (2003) suggested the point and interval estimation for Gaussian distribution based on progressively Type-II censored samples. Balakrishnan et al. (2004) studied the point and interval estimation for the extreme value distribution based on progressively Type-II censored sample. Lin et al. (2006) discussed the MLEs of the parameters of the log-gamma distribution based on progressively Type-II censored samples, and they derived the AMLEs of the parameters and used them as initial values in the determination of the MLEs through the Newton-Raphson method. Seo and Kang (2007) derived the AMLEs for Rayleigh distribution based on progressively Type-II censored data. Han and Kang (2008) derived the AMLEs of the scale parameter and the location parameter in a double Rayleigh distribution based on multiply Type-II censored samples. Lee et al. (2008) derived several estimators of the scale parameter in a triangular distribution based on multiply Type-II censored samples by the approximate maximum likelihood estimation method. They also obtained the AMLEs of the reliability function through the use of the proposed estimators.
In this paper, we derive the MLE and some AMLEs of the scale parameter σ under progressively Type-II censoring. The scale parameter is estimated by the approximate maximum likelihood estimation method using two different types of Taylor series expansions. We also obtain the MLE and the AMLEs of the reliability function using the proposed estimators. We compare the proposed estimators in the sense of the MSE through a Monte Carlo simulation for various censored samples.
Maximum Likelihood Estimation
In this section, we consider the MLE of the scale parameter in an exponentiated half logistic distribution under progressively Type-II censored data. Let us consider the following progressively Type-II censoring scheme. Suppose n randomly selected units with exponentiated half logistic distribution in (1.1) were placed on a life test, only m are completely observed until failure. At the time of the first failure, r 1 of the n − 1 surviving units are randomly withdrawn (or censored) from the life testing experiment. At the time of the next failures, r 2 of the n − 2 − r 1 surviving units are randomly censored, and so on. 
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Let Z i:m:n = X i:m:n /σ. From the Equation (2.2), the log-likelihood function may be rewritten as
where K is a constant. Since the random variable Z i:m:n = X i:m:n /σ has a standard exponentiated half logistic distribution with pdf and cdf
From the Equation (2.3), we obtain the likelihood equation for σ as follows;
We can find the MLEσ of σ that maximize the log-likelihood function in (2.3) by solving the Equation (2.4). Since the Equation (2.4) cannot be solved explicitly, some numerical methods must be employed. It is not easily to obtain the solution of the log-likelihood Equation (2.4) by NewtonRapshon method in this case. So we use the Bisection method to obtain the numerical solution of the Equation (2.4). Using this method, we evaluate the MSEs of the MLE of the scale parameter σ for the sample size n = 10(10)40 and various censoring schemes based on progressively Type-II censored samples. These values are given in Table 5 .
Approximate Maximum Likelihood Estimation
Since the likelihood equation (2.4) is very complicated, the equation does not admit an explicit solution for σ. Therefore, we will derive the AMLEs of σ by approximating the likelihood equation (2.4).
Let
where q i:m:n = 1 − p i:m:n and
First, we can approximate the following functions by
where
By using the Equation (3.1), (3.2), and (3.3), we can approximate the likelihood equation (2.4) by
Upon solving the Equation (3.4) for σ, we can derive an AMLE of σ as follows;
For λ > 1, since β 1i < 0, η 1i > 0, δ 1i > 0, α 1i > 0, γ 1i < 0, and κ 1i < 0, the estimatorσ 1 is always positive.
Second, we can also approximate the other following functions by
By using the Equation (3.6), (3.7), and (3.8), we can also approximate the likelihood equation in (2.4) by
By solving the quadratic Equation (3.9) for σ, we obtain another AMLE of σ as follows;
] .
The Equation (3.9) has two roots; however, one of them drops out since η 2i , δ 2i > 0, and β 2i < 0, and hence B < 0 for λ > 1. Note that the estimatorσ 1 is simpler than the estimatorσ 2 becauseσ 1 is the linear combination of available order statistics.
From the above formula, the MSEs of the proposed estimators are simulated by Monte Carlo method based on 10,000 runs for sample size n = 10(10)40 and various censoring schemes based on progressively Type-II censored samples. These values are given in Table 5 .
Estimation of the Reliability
The probability of the survival of an item until time t in the exponentiated half logistic distribution with pdf (1.1) is
For the progressively Type-II censored data, we now propose the AMLEs and MLE of the reliability function R(t) by using the proposed AMLEsσ i and MLEσ that can be used for progressively Type-II censored sample as follows;
From the Equation (4.2), the MSEs of these estimators are simulated by Monte Carlo method (based on 10,000 Monte Carlo runs) for sample size n = 30 and m = 20 with progressive censoring scheme (9 * 0, 10, 10 * 0) when λ = 2 and 6. For simplicity in notation, we denote the scheme (0, 0, . . . , n − m) as ((m − 1) * 0, n − m), to give you an idea, (10 * 0) and (3 * 0, 2, 2, 0) denote the progressively censoring schemes (0, 0, . . . , 0) and (0, 0, 0, 2, 2, 0), respectively. The MSEs of the proposed estimators are presented in Figure 1 and 2.
Illustrative Example and Simulation Results
In this section, we present an example to illustrate the methods and assess the performance of estimators discussed in the previous sections.
Real data
Consider the data given by Nelson (1982) , represents failure log times to breakdown of an insulating fluid testing experiment (see Table 1 ). This data has been utilized by many authors such as, Balakrishnan and Kannan (2001), Balakrishnan et al. (2004), and Alaboud (2009) . We apply the Kolmogorov test to examine whether the data follow an exponentiated half logistic distribution with unknown scale parameter. We obtained the MLE and AMLEs of the scale parameter σ when the shape parameter λ = 1. Using these results, we create the critical values for the Kolmogorov test statistic for an exponentiated half logistic distribution by Monte Carlo method. Finally, we also obtain the values of the Kolmogorov test statistics D n . These values are given in Table 2 . Since the critical values at the significance level of α = 0.05 exceed the corresponding values of the test statistics, we can conclude that the data follow an exponentiated half logistic distribution. In this example, we have n = 16 and m = 8. The observations and censoring scheme are given in Table 3 . From the Equation (2.4), (3.5), and (3.10), the MLEsσ,R(t = 0.5) and the AMLEsσ 1 ,σ 2 ,R 1 (t),R 2 (t) are obtained. These values are given in Table 4 .
Simulation results
To compare the performance of the proposed AMLEs, we simulate the MSEs of all proposed estimators through Monte Carlo simulation method. Progressively Type-II censored data for sample size n = 10(10)40 and various censoring schemes from the standard exponentiated half logistic distribution are generated by using the algorithm presented in Balakrishnan and Sandhu (1995) when the shape parameter λ is known. Using this data, the MSEs of the proposed AMLEs are simulated by the Monte Carlo method based on 10,000 runs for sample size n = 10(10)40 and various choices of censoring based on progressively Type-II censored samples with σ = 1. These values are given in Table 5 . It is observed in Table 5 thatσ 2 is more efficient thanσ 1 andσ in the sense of the MSE. As expected, the MSEs of all estimators decrease as sample size n increases. For fixed sample size, the MSE decreases generally as λ increases but increases generally as the number of unobserved or missing data n − m increases.
From Figure 1 and 2, the estimatorsR 1 (t) andR 2 (t) are generally more efficient thanR(t) for λ = 2 and 6, but the MSEs of the estimatorsR 1 (t) andR(t) are almost same when R(t) > 0.9. For λ = 2 and m = 20, the estimatorR 1 (t) is generally more efficient thanR 2 (t) andR(t) when R(t) < 0.4, but the estimatorR 2 (t) is generally more efficient thanR 1 (t) andR(t) when R(t) ≥ 0.4. For λ = 6 and m = 20, the estimatorR 1 (t) is generally more efficient thanR 2 (t) andR(t) when R(t) < 0.6; however, the estimatorR 2 (t) is generally more efficient thanR 1 (t) andR(t) when R(t) ≥ 0.6. Therefore,R 1 (t) is more efficient thanR 2 (t) when R(t) is small butR 2 (t) is more efficient thanR 1 (t) when R(t) is large.
Concluding Remarks
In this paper we propose the approximate maximum likelihood estimators(AMLEs) of the scale parameter σ and reliability function R(t) in an exponentiated half logistic distribution based on progressively Type-II censored samples when the shape parameter λ is known. The MLEs are also obtained. Some numerical methods must be employed since the MLEσ cannot be solved explicitly; however, the AMLEsσ 1 andσ 2 are explicit estimators. The MLEsσ andR(t) are compared with AMLEs in terms of the MSE. We can see that proposed AMLEs have better performance than their corresponding MLEs for the considered cases.
When λ = 1, the exponentiated half logistic distribution is the half logistic distribution that has been studied by many authors. Therefore, it will be a meaningful to study for the case of known shape parameter. Since it is difficult to obtain the AMLE of the shape parameter λ by using the approximate maximum likelihood estimation method in this paper, this paper is restricted within known shape parameter. We will also study the estimation of the shape parameter by using Bayesian method. 
