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Abstract
Starting from a microscopic approach and using the formalism of quantum Brownian motion, partition function of a system
composed of two separated pieces of anisotropic matter and a fluctuating medium in finite temperature is obtained rigorously.
A general expression for fluctuation-induced free energy between the separated anisotropic pieces of matter is obtained and it
is shown that in the framework of induced-force, the free energy of mean-force and effective free energy are equivalent.
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FIG. 1: A general fluctuating medium interacting linearly with to pieces of anisotropic matter.
I. INTRODUCTION
Fluctuation-induced forces are ubiquitous phenomena in a wide variety of systems in physics and chemistry [1–3].
Since the seminal paper of Casimir [4] on fluctuation induced force between two parallel plates made of perfect
conductors due to vacuum fluctuations of electromagnetic field and its generalization to the case of dielectric slabs by
Lifshitz [5, 6], an extensive work has been down on fluctuation-induced forces [7–11, 13–17]. Alongside the theoretical
works, experimental high precision verifications of the Casimir force have been achieved [18–24].
Electromagnetic based fluctuation-induced forces Known as Casimir forces, impose serious constraints on mechanical
motions of nanoscale parts of a nano-machine were Casimir forces cause considerable friction leading to stiction [25–30].
In thermal equilibrium and in the framework of quantum Hamiltonian of mean force (QHMF) [31–33], the equi-
librium free energy of a subsystem in contact with its environment is equal to the difference between the free energy
of the total system and free energy of the solely its environment [31]. The key to overcome the calculation of this
quantity is the QHMF. The QHMF is the effective Hamiltonian that describes the Boltezmann-Gibbs equilibrium of
the probability density of the open quantum subsystem of interest.
In the present letter, motivated by the Euclidean partition function approach to calculate the Casimir energy
between separated objects in electromagnetic quantum vacuum, using the formalism of quantum Brownian motion of
a collection of quantum harmonic oscillators in a fluctuating field, we first rigorously find a general expression for free
energy of two separated anisotropic pieces of matter interacting linearly with a general fluctuating medium in finite
temperature. This expression is important from both theoretical and numerical point of view. Then we will show
that as far as the fluctuation-induced force between separated material objects is considered, the free energy of mean
force and the effective free energy obtained from the interacting part of the total partition function, are equivalent.
II. MODEL
Let A1 and A2 be two separate pieces of anisotropic matter interacting linearly with a general fluctuating field F(r, t)
trough coupling tensors g
(1)
ij and g
(2)
ij (i, j = 1, 2, 3), see Fig.1. We take A1 + A2 as our main subsystem and want
to find an effective free energy for this subsystem by making use of Euclidean path integrals and tracing out the
environmental degrees of freedom. The total Lagrangian density can be described by
L = −1
2
F · oˆ · F− 1
2
∞∫
0
dνXν · (∂2t + ν2)Xν
+
∞∫
0
dν F · g¯ · ∂tXν , (1)
2
where for notational simplicity we have assumed
F · oˆ · F =
3∑
i,j=1
Fi oˆij Fj ,
F · g¯ · ∂tXν =
3∑
i,j=1
Fi gij(ν, r) ∂tXν,j . (2)
The first term in Eq.(1) describes the Lagrangian density of the fluctuating field and the second therm is the Lagrangian
density of the anisotropic matter. Note that, as is usual in literature, the matter fields are described by a continuum
of harmonic oscillators with position vector field Xν . The operator oˆ can be a general linear operator. For example,
when the fluctuating field is the electromagnetic field, then oˆ = ∂2t +∇×∇×, [16, 17]. The fluctuating field can be
assumed as a scalar, vector, tensor or a spinor field interacting linearly with material fields and the only modification
in each case is a rearrangement of indices on fields and coupling functions in the total Lagrangian density. Here we
have considered a vector fluctuating field. Note that the anisotropic matter is modeled by a continuum of Lagrangian
densities of quantum harmonic oscillators [34–42]. The third term in total Lagrangian density describes the linear
interaction between anisotropic matter and fluctuating field. The strength of the coupling is described by the coupling
tensor g¯(ν, r) which is nonzero inside the regions A1 and A2 and zero outside these regions. The coupling tensor
mathematically is described by
gij(ν, r) =

g
(1)
ij (ν), r ∈ A1;
g
(2)
ij (ν), r ∈ A2;
0, otherwise.
(3)
From Heisenberg equations of motion, we find the following equations for fluctuating and material fields, respectively
oˆ · F(r, t) =
∞∫
0
dν g¯(ν, r) · ∂tXν(r, t), (4)
(∂2t + ν
2)Xν(r, t) = −g¯(ν, r) · ∂tF(r, t). (5)
Equation (5) can be solved formally as
Xν(r, t) = X
(n)
ν (r, t)−
∫ t
0
dt′Gν(t− t′)g¯ · ∂t′F(r, t′), (6)
where Gν(t− t′) is the retarded Green’s function that can be expressed in terms of Heaviside step function as
Gν(t− t′) = Θ(t− t′) sin ν(t− t
′)
ν
, (7)
and X(n)ν , is the homogeneous solution (∂
2
t + ν
2)X(n)ν = 0, or material quantum noise field. By inserting the solution
(6) into (4), we find the quantum Langevin equation for the fluctuating field in the presence of material fields
oˆ · F(r, t) + ∂t
∫ t
0
dt′ χ¯(r, t− t′) · ∂t′F(r, t′)
=
∞∫
0
dν g¯ · ∂tX(n)ν (r, t), (8)
where the response or memory tensor is defined by
χ¯(r, t− t′) =
∞∫
0
dν g¯ · g¯Gν(t− t′). (9)
For notational simplicity, in Eq.(9) we have assumed that the coupling tensors are symmetric g¯ = g¯t [42], that is the
imaginary part of the susceptibility tensor is symmetric, see Eq.(10). One can proceed without this assumption and
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consider g¯ · g¯t instead of g¯ · g¯. Equation (9) is a sine transform and its inverse leads to the following relation between
coupling and memory tensor in frequency space
g¯(ν, r) =
√
2ν
pi
Im[χ¯(r, ν)]. (10)
Therefore, if we are given a definite response tensor, we can adjust the coupling tensor according to Eq.(10).
III. PARTITION FUNCTION
To find the partition function of the subsystem described by material pieces, we first switch to Euclidean Lagrangian
LE , obtained by a Wick rotation on time coordinate, this implies{
it = τ
∂t = i∂τ
⇒ oˆ(∂2t , ∂i)→ oˆ′(−∂2τ , ∂i), (11)
and all fields are now functions of (r, τ). The total partition function is defined by [16]
Z =
∫ ∏
ν≥0
D[Xν ]D[F] e
− 12
∫
dr
∫ β
0
dτ [F·oˆ′·F+F·J]
× e−
1
2
∫
dr
∫ β
0
dτ
∞∫
0
dνXν ·(−∂2τ+ν2)Xν
, (12)
where β = 1/kB T , kB is Boltzmann constant and T is the temperature of the fluctuating medium described by the
field F. The source term J in Eq.(12) is defined by
J(r, τ) = i
∞∫
0
dν g¯ · ∂τXν(r, τ). (13)
To find the partition function, periodic boundary conditions on Bosonic fields are imposed
F(r, τ) = F(r, τ + β)
=
∞ ′∑
n=0
[Fn(r)e
−iωnτ + c.c.],
Xν(r, τ) = Xν(r, τ + β)
=
∞ ′∑
n=0
[Xν,n(r)e
−iωnτ + c.c.], (14)
where ωn = 2pin/β are Matsubara frequencies and the prime over the summation means the term corresponding to
n = 0, should be given half weight. Inserting Eqs.(14) into Eq.(12), we find
Z =
∫ ∏
n,ν≥0
D[Xν,n]D[X
∗
ν,n]
∏
n≥0
D[Fn]D[F
∗
n]
× e−
1
2
∫
dr
∞′∑
n=0
(Fn·βoˆn·F∗n+F∗n·βoˆn·Fn+Fn·J∗n+F∗n·Jn)
× e−
1
2
∫
dr
∞∫
0
dν (X∗ν,n·β(ω2n+ν2)Xν,n+Xν,n·β(ω2n+ν2)X∗ν,n)
,
(15)
where for convenience we have defined oˆn = oˆ
′(ω2n, ∂i). By making use of the well known formula [43]∫
D[ϕ]D[ϕ∗] e−
∫
dr (ϕ∗Aˆϕ+ϕAˆϕ∗+ρϕ∗+%∗ϕ)
= (det Aˆ)−1 e
∫
dr ρ∗Aˆ−1ρ, (16)
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we can integrate over fluctuating field and material degrees of freedom and find the total partition function as
Z =
∞ ′∏
n≥0
(det[βoˆn])
−1
︸ ︷︷ ︸
ZF
∞ ′∏
n≥0
∞∏
ν≥0
(det[β(ω2n + ν
2)])−1︸ ︷︷ ︸
Zm
×
∞ ′∏
n≥0
∞∏
ν≥0
(det[1 + ω2nGν(ωn) g¯ ·G0 · g¯])−1︸ ︷︷ ︸
Zeff
, (17)
where G0 is the dyadic Green’s function of the fluctuating field in free space oˆn ·G0 = I. In Eq.(17), the first product
term is the partition function of the fluctuating field (ZF ), the second product term is the partition function of the
material field (Zm) and the last term which is the relevant term for our purposes, originates from interaction between
the fluctuating field and material field (Zeff ). Using the identity ln[det Oˆ] = Tr ln[Oˆ], and definition of the relevant
or effective free energy Feff = −kBT lnZeff , we find
Feff = kBT
∞ ′∑
n≥0
Tr ln[1 + ω2nGν(ωn) g¯ ·G0 · g¯]. (18)
By making use of the expansion
ln(1 + x) =
∞∑
m=1
(−1)m−1 x
m
m
, (19)
and Fourier transform of the memory or response tensor, Eq.(9)
χij(r, ω) =
∞∫
0
dν
gik(ν, r)gkj(ν, r)
ω2 + ν2
, (20)
we find the free energy in terms of the response tensor as
Feff = −kBT lnZeff
= kBT
∞ ′∑
n=0
Tr|i,r〉 ln[1 + ω2n χ¯(iωn) · G¯0(iωn)], (21)
where Tr|i,r〉, means taking trace over position and internal degrees of freedom (i = 1, 2, 3). The Green function of
Eq.(8) satisfies
oˆn ·G = ω2n χ¯ ·G+ I, (22)
and by iteration we find
G =
1
1− ω2nG0 · χ¯
·G0, (23)
therefore,
Feff = −kBT ln(G ·G−10 ). (24)
The equation (24) is known as the elegant formula [1, 9–12] in the literature, here this equation is derived for a general
fluctuating field interacting linearly with anisotropic media in finite temperature. From computational point of view,
one can find a series expansion in susceptibility tensor χ¯. For this purpose let us expand the logarithm in (21) using
the expansion (19), we find
Feff = kBT
∞ ′∑
n=0
∞∑
m=1
(−1)m−1
m
Tr|i,r〉 (χ¯(iωn) · G¯0(iωn))m, (25)
5
which is a generalization of the result reported in [16, 44] for the case of electromagnetic field in the presence of
isotropic matter.
In zero temperature, using the correspondence
∞∫
0
dζ
2pi
↔ kBT
∞ ′∑
n=0
, (26)
we find
F =
∞∫
0
dζ
2pi
Tr|i,r〉 [ln(1 + χ¯(iζ) · G¯0(iζ))]. (27)
IV. THE INDUCED-FORCE AND HAMILTONIAN OF MEAN-FORCE
In this section, it is shown that the force induced between the separated pieced of matter due to the fluctuations
of their medium can be equivalently calculated from the free energy of mean force of the material pieces. For this
purpose, let the subsystem be separate pieces of matter defined by regions A1 and A2, interacting linearly with a
fluctuating medium, Fig.1. The total Hamiltonian is
H = HF +HS +Hint, (28)
where HF is the Hamiltonian of the fluctuating field, HS is the Hamiltonian of the subsystem (A1 +A2), and Hint is
the interaction term. The reduced density matrix for the subsystem is defined by [31]
ρS =
e−βH
∗
S
Z∗
, (29)
where Z∗ = Tr exp(−βH∗S), is the reduced partition function and H∗S is the Hamiltonian of mean force defined by [31]
H∗S = −
1
β
ln
Tr exp(−βH)
Tr exp(−βHF ) . (30)
From Eq.(30) we have
e−βH
∗
S =
Z ρS
ZF
, (31)
where Z = Tr exp(−βH) is the partition of the total system. Therefore,
Z∗ =
Z
ZM
. (32)
The free energy of mean force is defined by
F ∗ = −KBT lnZ∗ = −KBT lnZ/ZF . (33)
From Eqs.(17,33), we have
F ∗ = −KBT (lnZeff + lnZm) = Feff + Fm, (34)
where Fm is the self energy of the material fields which is not our concern here. The fluctuation-induced force between
material pieces is calculated from spatial derivative of free energy with respect to a relevant distance which appears
in effective free energy Feff , therefore, free energy of mean force and the effective free energy both lead to the same
induced force between material pieces, that is F ∗ ≡ Feff .
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V. CONCLUSION
Starting from a microscopic approach, a general expression for fluctuation-induced free energy between two separate
anisotropic pieces of matter was obtained in a general fluctuating medium in finite temperature. It was shown that,
as far as the induced force between material pieces is considered, the free energy of mean-force and the effective free
energy are equivalent.
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