Abstract-In this paper, we propose an efficient automatic modulation classification (AMC) scheme for a group of narrowband and digitally modulated signals such as quadrature phase-shift keying (QPSK), 16-PSK, 64-PSK, 4-quadratic-amplitude modulation (QAM), 16-QAM, and 64-QAM. The classification was performed by analyzing the probability density distribution for the real and imaginary parts of the modulated signals. To simplify the complexity of the proposed approach, we performed the classification in two stages: first, we classified the modulation between QAM and PSK signaling, and then, we determined the M-ary order of the modulation by developing kernel density estimation, which is typically used in nonparametric methods for the estimation of the probability density function of a random variable with finite data samples. Simulations were carried out to evaluate the performance of the proposed scheme for flat channels. It is observed that this simple efficient technique can find applications in blind AMC, as the performance comparison with the state of the art is promising.
I. INTRODUCTION

I
N THE last decades, many wireless communication technologies have been released either for defense or civilian usages [1] , [2] . In some defense applications, the receiver needs to know the type of the modulation of an incoming signal. On the other hand, for systems such as cognitive and software-defined radio, the receivers require the knowledge of the type of modulation of the received signal. Commercial or defense related spectrum sensing applications also heavily rely on the modulation classification techniques [3] .
Automatic modulation classification (AMC) is a process of determining the modulation type of a signal. When known pilot data are not available from an incoming signal, then AMC is referred as blind AMC. Many studies Manuscript received November 10, 2015; revised March 28, 2016 ; accepted May 9, 2016. Date of current version July 21, 2016 .
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Digital Object Identifier 10.1109/CJECE. 2016.2570250 have been performed to determine the best approaches for AMC. The proposed solutions are mainly divided into likelihood-based [4] , [5] and feature-based approaches [6] , [7] . When different approaches are on the table, it is important to identify the key parameters that reveal the merits of the proposed solutions. For AMC approaches, the main indicators of a good estimator are as follows: 1) number of features extracted from the received signal; 2) complexity of the classifier used; 3) assumptions made. For feature extraction, we can use many different techniques. For example, we can have computationally less heavy instantaneous approaches based on amplitude, phase, and power spectral density of the incoming signal. Besides these, we can have computationally heavy statistical feature extraction approaches, such as mean, variance, magnitude, and the location of the largest two peaks in the signal spectrum.
Similar to the case of feature extraction, for the classifier choices, we can also opt to use computationally heavy approaches, such as artificial neural networks as in [8] , Gaussian mixture models (GMMs) as in [9] , and kernel density estimation (KDE) as in [10] or just use decision trees [11] .
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On the other hand, relatively less complex approaches such as the distance properties between cumulative distribution functions (cdfs) corresponding to different modulation levels are studied [12] . These do not provide a good solution in terms of memory, since we have to store the cdfs of the modulations techniques in different SNR values. Besides, the classification of new modulation techniques will increase the computations required.
Here, the most critical item is the list of assumptions made for the estimator. Like in many studies as stated in the survey [1] , in this paper too, we will assume perfect frequency offset and time offset recovery. We will also assume the channel to be frequency nonselective with additive white Gaussian noise (AWGN). The channel gain can be a constant or a Rayleigh fading component. Although some other studies assume a multipath channel and some additional impairments [6] - [13] , here we keep the approach limited to singletap AWGN channels as we believe the typical application is for systems with line of sight communication.
Prior art differentiates quadratic-amplitude modulation (QAM) from phase-shift keying (PSK) by using the signal's magnitude of fourth-, sixth-, and eighth-order cyclic cumulants as features [14] , [15] . To approximate the probability distribution of the features, the GMM was used as in [9] and [16] . Another approach was parameter estimation using GMM to set up an offline database and then to classify the received signal into different modulation schemes based on the existing database by using Kullback-Leibler divergence [6] . In another study, maximum-likelihood (ML) decision theory to modulation identification was investigated [5] , [16] , [17] , where identification of modulations is based on the ML principle using only phase probability density function (pdf) information. The approach proposed in [18] is novel but can only work for binary modulation schemes. Similarly, the approaches proposed in [14] and [19] are only applicable to m-PSK signals. A comprehensive approach proposed in [20] can cover different modulation types, but it is computationally heavy.
As pointed out in [3] , it is very critical that the proposed modulation classification approaches bear low complexity when they are to be implemented in real applications. Therefore, in this paper, as a way of decreasing the computational complexity of the modulation classification, we perform the estimation in two steps. Due to the simplicity and efficiency in comparison between QAM and PSK, in the first step, we employ the variance of the absolute of the signal as the feature to decide whether its modulation is QAM or PSK. Then, for the second step of the proposed method, we utilize KDE, since it has been used successfully in areas, such as statistical analysis and speech processing [6] - [21] . By representing the distribution of the signal of interest with a weighted sum of several multivariate Gaussian functions, KDE is used to get the pdf of the real and imaginary parts of the modulated signal for the m-QAM case, or the phase shift offset for the m-PSK case. The pdf functions are then used to determine the order of the modulation.
What differentiates this paper from the prior art is that the following holds. 
1) A new amplitude and phase amplification technique for
PSK is employed to estimate high-order M-ary data. 2) Unlike the usage of an offline database, here the output of the KDE is exploited for the calculation of the peaks that presents a straightforward differentiation between M-ary order signals. 3) Number of peak calculation technique was introduced after the filtering of pdf, which has been obtained from the KDE technique. 4) Classification between QAM and PSK modulations using the variance of the signal amplitude was introduced. With the integration of the approaches developed in this paper, we are able to get promising results with relatively less computation. For example, we can differentiate between quadrature PSK (QPSK), 16-PSK, 64-PSK, 4-QAM, 16-QAM, and 64-QAM modulations with only 1% of misidentification when the SNR is around the level of minimum requirement of a given modulation.
Implementation of the proposed algorithm in a fieldprogrammable gate array (FPGA), such as the studies [22] - [25] , is not considered in this paper.
The rest of this paper is organized as follows. In Section II, we present the model introduced, and then present the signal model for the process. There, we also discuss KDE and filtering for estimation process. In Section III, we present our simulation setup and assumptions made. We then discuss how to choose the estimation parameters for the simulation. Then, we present our results and comment on our observations. Finally, concluding remarks are presented in Section IV.
II. SYSTEM MODEL
A. System Model
In this paper, the basic communication system model shown in Fig. 1 is taken as the reference model. The transmitter consists of data generation, modulation, and upconversion, while the receiver is made up of downconversion, synchronization part, channel compensation, AMC classification, and the demodulation parts. In this paper, we assumed that the upconversion, the downconversion, and the time frequency synchronizations were already handled by different communication blocks.
B. Signal Model
The received signal, which is downconverted and synchronized in time and frequency, for single-tap channel can be written as
where h is a complex value. Its amplitude (channel influence factor) is Rayleigh distributed, while its phase is uniformly distributed between 0 and 2π with the assumption that h is constant through the whole classification phase (slow flat fading channel). Moreover, w(n) is the complex AWGN and is distributed as
Here, x(n) represents the transmitted baseband complex symbols and has a discrete uniform distribution with zero mean and unity variance. This assumption is justified, since the transmitters of wireless systems generally randomize the information bits, resulting in constellation points to be equiprobable and hence zero mean. The constellations are normalized, so that the average energy is equal to unity. Then, under these conditions, the variance become the same as the average energy or unity, that isσ
Here, we assume perfect channel estimation. In case the channel estimation is to be made part of the classification process, the blind channel estimation algorithms introduced in the following references could be exploited [26] - [28] .
After channel estimation block, we compensate the received symbols by the following equation:
Assuming the h estimated is perfect, we get
Assuming that x(n) and w(n) are uncorrelated, one can get
where σ 2 h is the (h) 2 (channel power), and σ
We can then estimate the noise power, to be used by the KDE, by using the following equation:
Since the expected value of y(n) is zero, the variance of y(n) is then simply the expected value of y(n) 2 , or E[y(n) 2 ].
C. KDE for the Modulation Estimation
KDE is a nonparametric approach used heavily in statistics, and it has recently been employed to estimate the pdf, f (z), of an arbitrary random variable Z, based on a finite data sample. KDE has been employed in various applications, including image segmentation, depth map segmentation, tracking in image sequences, blind-source separation, edge enhancement in images, and filtering [10] . In KDE, a predefined kernel function is centered at each data sample location. An influence region is defined with the maximum at the data sample location while decreasing in intensity with the distance from that location. A scale parameter, which is also called bandwidth or window width, controls the kernel function that performs smoothing over the surrounding space. Most studies choose the Gaussian function as the kernel function due to its properties of approximation and for having the derivatives of all orders defined over the entire space [10] . In this paper, we also set the kernel function to be Gaussian.
Here, we want to find the pdf of a random variable Z, with pdf f (z), to represent the pdf of either the real or imaginary parts of the received signal, y(n). Since we will be employing Gaussian function as the kernel function, the estimated noise variances will correspond to the bandwidth of the kernel function.
For the received signal with N number received symbols, the pdf of the KDE is given as
where N pdf (y(n),σ 2 w ) is a normal distribution with mean equal to y(n) and variance equal to the estimated noise variance of the data received,σ 2 w . Note that due to the equiprobable assumption of the constellation points, each individual normal distribution is taken with equal weight, or (1/N). In addition, note that f (z) extends from min(x(n)) to max(x(n)). 
D. Filtering to Improve Modulation Estimation
As we are interested in the peaks of the overall pdf of the KDE function, we are basically interested in the high frequency or sharp changes in the function. Hence, we can perform filtering to eliminate the low-frequency parts of the KDE output and will, therefore make the estimation process more accurate. This process is performed by a high-pass filter (HPF) and its cutoff frequency is chosen according to Fig. 3 . The effect of using the HPFs is shown in Fig. 4 .
Based on the observation and the analytical approaches, a filter with cutoff frequency at 0.2 π is chosen. As shown in Fig. 3 , the estimator performance is the best when an HPF with cutoff frequency at 0.2 π is chosen.
Alternatively, if we take the x-axis of the pdf as the time domain and then observe discrete Fourier transform of the pdf from the frequency domain point of view, we can see from Fig. 5 that we need to remove the low-frequency components of the signal and the cutoff frequency agrees with the chosen value.
By combining the approaches presented earlier, we can define a multistep process. The following are the steps applied 
III. SIMULATION RESULTS
A. Choosing Parameters 1) Threshold (Reference):
We use the variance of the absolute value of the modulated signal, since this will reveal the changes in the constellation points when all samples are reflected in one quadrature. We then check the variance to see how different the symbols are from each other. Hence, we check var(|y(n)|) = var(|(x(n) + w(n)|). Although we can get a mathematical expression for different modulations under a given SNR value as done in [17] and [29] , due to the simplicity we prefer to use a graphical approach and get the threshold from the graphic. From the graphs, we can easily find a threshold that will differentiate between QAM and PSK modulations at the beginning of the classification. The approach can also identify higher order QAM modulations from PSK and 4-QAM, since we expect the variance to be larger for the higher order modulations. Hence, by analyzing Fig. 6 , we choose a value of 0.09 for the threshold. For the SNR values smaller than 8 dB, the relation between the SNR and the variance of the absolute of the signal is changing exponentially. However, we can establish a linear relationship for the threshold and the estimated noise variance. To capture this variation, we used the empirical relation below (10) for finding the new value of the reference or threshold when SNR is <8 dB, or
2) Limit 1 (Limit for Peak Identification): Since our goal from the beginning of this paper is to design a simple classifier, we opted to use a simple window search for finding the peaks. We have also deployed computationally heavy peak detection algorithms but observed that the performance increase was minimal. Hence, we omitted the complicated peak detection algorithms from this paper.
Limit 1 is used to choose all the candidate points that might be considered as a peak. Again by observing the curve in Fig. 7 , we choose the value of 0.02 for Limit 1, since with this value, the performance of the estimator is found to be the best.
B. Simulations
Our simulation environment is set up based on the parameters and assumptions in the following. 1) For AWGN channels, 5,000 symbols are generated for each test case and 100,000 test cases are executed. On the other hand, for fading channels, each test case contains 12,000 symbols and 10,000 test cases are executed. 2) SNRs from 0 to 32 dB in 2-dB step size (typically 32 dB is required for 64-QAM modulation). 3) 4, 16, and 64 PSK and QAM modulations. 4) HPF cutoff frequency of 0.02 π. By running the simulations, for the above parameters, we have obtained different figures. For the simulation of each test case, we first generate random binary data, and then modulate it either m-QAM or m-PSK. We then add the random AWGN with a certain power according to the SNR test value. We then apply our algorithm for the estimation of the modulation type used. At the end of the process, for each SNR test value, we assess the performance of the approach of this paper by observing two parameters. First, we check the percentage of the correct differentiation between PSK and QAM modulations. Second, we check the percentage of the correct estimation of the modulation order used.
The results for these two parameters for different SNR values are shown in Figs. 8 and 9 . Fig. 8 shows that the differentiation between PSK and QAM modulations was almost perfect when SNR is higher than 10 dB. Thus, the proposed estimator performs very well for practical SNR values. In addition, as shown in Fig. 8 , Fig. 9 . Determination of the modulation order.
in the case of fading channel even with perfect channel compensation, the performance degrades. Fig. 9 shows the detection of the order of the QAM or PSK modulation. It is seen that the proposed solution can differentiate both between QAM and PSK, as well as their orders. As shown in Fig. 8 , the performance of the detection of the order of the QAM or PSK modulation also degrades in the case of fading channel not only AWGN.
From Figs. 8 and 9, we can see that as the SNR increases, the detection of the right peaks in the right places in the pdf becomes more accurate. In Fig. 9 , we further observe that as the modulation order increases, the Euclidean distance between transmitted symbols decreases due to the power normalization. Hence, for the same level of noise signals, it is harder to differentiate between different symbols (peaks at real and imaginary parts).
C. Complexity Analysis
As the prior art does not reveal the number of computations performed for their AMC approach except for some work as in [12] and the fact that the simulation frameworks are different due to different assumptions and modulation techniques, it is hard to have a one-to-one comparison between different studies. Therefore, in this section, we will simply state the complexity of the algorithm proposed by providing general complexity overviews.
With the algorithm presented in this paper, we first estimate the noise level and then calculate the variance of the absolute of the signal to decide whether QAM or PSK is used. Then, we use the normal distribution function to implement our estimated KDE output, which is just the addition of the pdfs with a certain weight. After estimating the density function, we need to calculate the number of peaks found in the real and imaginary parts of the signal. This part is accomplished by using an HPF and a comparator to select the peaks. With an additional step, we further remove the near peaks. Finally, we select the best M-ary corresponding to the number of peaks found in density distribution in both the real and imaginary parts of the signal received.
We could have developed a more sophisticated algorithm to differentiate QAM from the PSK modulation techniques, but we choose a simple approach as we were targeting a less complex algorithm. Similarly, for peak search algorithm, we came up with a basic procedure that gives a good performance. Six additions and six comparisons if we have three options to choose from (4, 16, and 64 M-ary). Again, this part does not increase the complexity order. Thus, for the whole classification phase, we have total of: 3M + 2 * (M + 2) * K additions, M abs(complex), 3M square, c * K multiplication, and 30 * K samples that need to be stored.
IV. CONCLUSION
In this paper, we proposed an AMC scheme for a group of digitally modulated signals, such as QPSK, 16-PSK, 64-PSK, 4-QAM, 16-QAM, and 64-QAM modulations, by employing the KDE function for the probability distribution of real and imaginary parts of a modulated signal. To simplify the complexity of the detection, we performed the classification in two stages: first, we classify the modulation between QAM and PSK signals, and then, we determine the M-ary order by developing the KDE for the data and using a simple peak detection algorithm. The simulation results showed that the classification can identify the modulation types when the SNR of the signal is in the typical levels of a given modulation. Hence, an alternative modulation detection approach is offered with a low complexity. The proposed method here is further improved when we adaptively change the classification parameters with respect to the SNR levels. With little modifications on the decision criteria, the proposed method can be used for digitally modulated amplitude shift keying signals. As for the frequency shift keying, and minimum shift keying modulation techniques, alternative approaches will need to be developed. For systems that operate in multipath channels, this paper can be exploited when the multipath components are identified.
