T o effectively use modelling to predict the behaviour of a structure and make a comparison to measurements, it is essential that there is a full understanding of model uncertainty. For example, it is tempting to use just one run of a finite element analysis to compare to experimental measurements, but just as the uncertainty of the experimental measurements need to be taken into consideration, so does the uncertainty inherent in the model. In some areas of structural analysis -particularly involving architectural design -the consideration of the effect of variability of loading, (such as that caused by the weather) on the outputs of the model is well developed, but other aspects involving material property parameter uncertainty are not necessarily examined. Only when uncertainty is fully understood can a model be considered robust enough for reliable industrial use. At the UK's National Physical Laboratory (NPL) we are investigating ways of determining model reliability, which should provide future guidelines for developing robust models.
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In addition, by fixing the limits on the acceptable output uncertainty of a model it is possible to determine the required uncertainties for materials property input parameters. This may determine the choice of model depending on the associated cost of input parameter data of the required quality. When we discuss model uncertainty for non-stochastic models like FEA there are two ways that uncertainty can be introduced:
• Uncertainty in the material and dimensional input parameters that propagate through the model • Model parameters like mesh size or element type For simple models involving simple material types it is quite easy to predict the input sensitivity, but it can be very difficult for non-linear models with complex geometryparticularly when the combined effects of input and model parameters need to be included. The pragmatic and surefire way to analyse the effects of whole model uncertainty is to run it repeatedly whilst varying the input and model parameters. This will give the worst-case scenario. Further work is planned to investigate other Monte Carlo techniques or estimating the likely model output probability density functions that might be expected. Other techniques involving stochastic finite elements have also been
The simplest way to thoroughly investigate the input sensitivity of finite element models is to generate variations spaced around an initial unperturbed value and to evaluate the model for each of these input parameters. This can be done for input material properties; model dimensions and model parameters like mesh size and element type. For example, a simple linear analysis may be carried out with a varying value of a material property (e.g. elastic modulus) or a model input parameter (e.g. element size or shape). For simple analyses with few parameters this can be carried out quite quickly. The number of combinations increases factorially with the number of input parameters, so more realistic models with many input parameters will require massive computational resources if they are to be carried out in a reasonable amount of time.
Using the NPL Grid
The NPL Grid is a supercomputer utilising 200 of the fastest desktop machines at NPL in a coordinated fashion using the United Devices Grid MP platform [3] . The advent of distributed computing (DC) means that spare processor cycles on desktop machines can be used for large calculations in an efficient and cost effective manner whilst allowing those machines to still be used for day-to-day activities. DC works by identifying code that is run multiple times within a loop and moving that code to run on many machines, coordinated by a master machine. Therefore the program can run many times faster depending on the number of available machines.
The system will only work for parallel jobs where each work unit doesn't need to communicate with other work units. Even for parallel applications, which normally require extensive inter-processor communication (matrix inversion, for example), there can be different ways to approach the
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Nick McCormick and Keith Lawrence Division of Engineering and Process Control, National Physical Laboratory, UK problem that make a DC implementation viable [4] . There are practical problems introduced to the system if large amounts of data need to be transferred, but these can usually be avoided by ensuring a large ratio between the time it takes to do a calculation on each individual machine versus the time it takes to transfer the results back to the master machine.
Finite Element Analysis using the NPL Grid
We are using the PAFEC FEA package from Pacsys Ltd [5] . This system has been modified to run exclusively from the command line with no user interaction, since any output is suppressed by the DC agent on the donor machine and would result in the system waiting for a user response. We have a special agreement with Pacsys to use 150 licences, which are created on the fly from a master file. The PAFEC System is 33 Megabytes in size. It compresses to 12 Megabytes and is stored on donor systems as persistent data, so it is cached efficiently and network traffic is minimised.
There are various errors that can occur whilst running jobs and these could be dealt with by running multiple instances of each work unit to ensure that at least one is correct. But the redundancy inherent in this imposes a large computational overhead, so a simple strategy of checking errors at the end of a job and sending out faulty work units again was implemented.
Two finite element models have been investigated; the first a simple linear elastic NAFEMS benchmark and the second a full 3D non-linear piezoelectric analysis. The data from these analyses has had some preliminary processing, but this work is ongoing and there is much more insight that can be obtained from these results as this work progresses.
To investigate input sensitivity we need to generate a range of input parameters e.g. -20%, -10%, -5%, 0%, +5%, +10%, +20% around an unperturbed value. We used a series of Perl scripts to automate this process. The scripts worked on files that contained the types and ranges of variability for each parameter and combined these with template files to generate valid PAFEC input files. Each of these files was a work unit for the total job and was also used in post-processing to identify the input parameters associated with the particular work unit and ensuring that the minimum amount of information was passed around the NPL Grid.
The sheer numbers of files generated were cumbersome to work with, so very large jobs (those containing 500,000 or more work units), were broken into sub-jobs. The smaller sub-jobs were also quicker to upload to the server, allowing the system to begin working while further sub-jobs were uploaded, further improving the performance of the system. Downloading results could also take place in parallel while a sub-job was running. Using this technique ensured that the maximum execution parallelism of all stages of a job was exploited.
NAFEMS Benchmark LE5: Z section cantilever [6] This was a simple 3D linear elastic analysis with minimal material input parameters and was used to develop the project technique by investigating different types and aspect ratios of elements. Young's Modulus and Poisson's ratio were varied by -10% to +10% in even increments. Three parameters were used to control the number of elements, thickness of elements and their aspect ratio. Various different element types were examined, including thin shell, thick shell, triangular shell and full 3D brick elements. The output of the analysis was the predicted stress at a predefined point identified in the benchmark.
The total computer time used for all jobs was 196 days of processor time, which took 2.3 days real time. This was an average increase in speed of 85x over a single processor. The speed increase by job varied from 9x for a triangular shell element run to 112x for a full 3D element job. As expected the Young's modulus had no effect on the benchmark model output. 
Piezoelectric analysis
A truncated cylinder of a PZT piezoelectric ceramic PC5H with a diameter of 10 mm and an axial length varying from 3 mm to 10 mm was manufactured (Figure 1 ). The specimen was embedded in an epoxy cylinder with the elliptical face at its centre and the axial displacement was measured along the major axis normal to the elliptical face. The output for the analysis was the normal displacement along the mid-plane of the specimen measured across 25 equally spaced nodes.
There were 23 material input parameters for this problem, but these were reduced to 17 because of symmetry considerations, since the piezoelectric material is transverse isotropic. There was no exploration of the effect of element type or shape because of computation time considerations, but the FE mesh chosen was also calculated at 8 and 64 times the element number density. Good agreement of this mesh with higher density meshes indicated that the smallest mesh was satisfactory for this study.
Realistic ranges on material input parameters were chosen and it was found that the full sensitivity analysis needed 1.7 x 10 14 jobs, which would take 970 million years of computer time! Instead, the job was broken down into 3 analyses, which looked at the specimen mount parameters, transverse isotropic material parameters and dielectric/piezoelectric properties, and were then combined afterwards. This approach only needed 1 million jobs, and took 6.75 years of computing time (a few weeks of real time). The peak speed for the sub-jobs was 112x that of a single machine. Each of the three series of analyses was processed to find the combination of material input variables that gave the maximum and minimum values of the displacement at each of the 25 nodes across the centre line of the specimen, and the parameters for these were used to generate "worst cases".
Results Analysis
Considerable data was generated during this study. Over 6 Terabytes of data files were processed in parallel to extract a condensed data set of 10 Gigabytes. For the initial study examining the NAFEMS cantilever beam benchmark, the interpretation of the data is relatively straightforward and the effect of element type on the input sensitivity to Poisson's ratio is shown in Figures 2-5 . Figure 2 , for example, if the output uncertainty is required to be within the range ±0.5% (the outer red lines) then for a given element size the Poisson's ratio can be varied to any range within the red lines over that element size on the graph. This behaviour can be considerably different for different types of elements as can be seen in Figures 3-4 . Figure 5 is similar but shows output uncertainty contours as Poisson's ratio and the element aspect ratio are systematically varied. It can be seen that there is relatively little change in the input sensitivity to Poisson's ratio when these high computational cost elements are used. All these element types can be used for this analysis but obviously some are less dependent on the uncertainty in Poisson's ratio. There is also a cost associated with using these types of elements since analyses using the more complex elements will take longer to completebut the total cost of the analysis may be cheaper since lower quality data may be required. It is important to remember that these analyses are looking at the effect of input uncertainty range and are not inherently probabilistic as a Monte Carlo study might be.
The results of the piezoelectric analysis are considerably more complex to interpret. This is mainly due to the large number of input parameters required and means that high dimensional data needs to be reduced to lower dimensionality if easy interpretation is to be made. This results in a large number of x-y plots for interpretation and this is outside the scope of this article.
A simple technique was used to analyse this data and found the upper and lower bounds on displacement for each nodal point for each of the three sub-sets of the sensitivity analysis. However, with a possible 25 nodal points output there could be up to 25 combinations of input parameters that would give a maximum and similarly 25 combinations that would result in a minimum. This meant a maximum of 2 x 25 3 possible combinations that needed further study. These analyses were done and the upper and lower bounds were calculated and compared to experimentally measured data with error bars (Figure 6 ). It can be seen that the possible bounds derived from the input sensitivity study is very large. Since this technique isn't stochastic the ranges shown are absolute limits. Further work is planned to incorporate Monte Carlo techniques to identify probabilistic bounds on the model outputs.
Conclusions and further work
The NPL Grid allows efficient use of spare processor cycles that can be used to carry out many finite element jobs to investigate model input sensitivity and the interactions between material input parameters and model parameters.
Initial analysis of the results of the input sensitivity analysis shows how the technique can be used to make decisions about the required quality of the material input parameters, depending on the type of analysis and elements used.
Further work is needed to better understand the multi dimensional relationships discovered (perhaps using parallel coordinate mappings), and education & training education & training more detailed comparisons with analytical models and experiment will need to be made. This will lead towards a tool that will predict the combined effects of material and model input parameter sensitivity on the output variability, allowing the reliability of materials modelling to be improved.
There is also a cost associated with using these types of elements, since analyses using the more complex elements will take longer to complete -but the total cost of the analysis may be cheaper since these element may provide an acceptable result with lower quality data.
Further work will use the NPL Grid to examine Monte Carlo techniques for investigating input sensitivity and comparing this to the current technique.
