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We develop an ab-initio method to simulate the infrared vibrational response of metallic sys-
tems in the framework of time-dependent density functional perturbation theory. By introducing
a generalized frequency-dependent Born effective charge tensor, we show that phonon peaks in the
reflectivity of metals can be always described by a Fano function, whose shape is determined by
the complex nature of the frequency-dependent effective charges and electronic dielectric tensor.
The IR vibrational properties of graphite, chosen as a representative test case to benchmark our
method, are found to be accurately reproduced. Our approach offers a first-principle scheme for
the prediction and understanding of IR reflectance spectra of metals, that may represent one of the
few available tools of investigation of these materials when subjected to extremely high-pressure
conditions.
Infrared (IR) spectroscopy is a well-established tech-
nique for analyzing the vibrational properties of crys-
talline solids. In insulating or semiconducting materials,
not displaying electronic intraband transitions in the IR
region of the electromagnetic spectrum, phonon features
arise at energies much smaller than the band gap, and
hence they can be clearly identified. On the other hand,
the IR response in metals is dominated by the Drude peak
– the signature of the free electron response – whose am-
plitude is proportional to the free carrier density ρ, and
therefore to the square of the plasma frequency ρ ∝ ω2p.
The presence of a strong Drude peak generally precludes
the detection of the vibrational features [1]. There are
cases, however, in which this technique can also be use-
ful in metallic materials, and even situations in which it
is the only possible choice. To better understand these
cases, it is useful to recall the quantum-mechanical de-
pendence of ωp from the density of states at the Fermi
level D(EF) and the average electronic velocity at the
Fermi surface v¯F: ω
2
p ∝ v¯2FD(EF). From this expres-
sion it is clear that, for example, systems with a pseudo-
gap - like high-temperature superconducting cuprates [2]
or transition metal dichalcogenides undergoing a charge-
density wave transition [3–5] - displaying by definition
a density of states which decreases significantly at the
Fermi level, will have a small ωp; this condition narrows
the Drude peak, and makes the vibrational features sharp
enough to be investigated (see e.g. Fig. 1 of Ref. [6], or
Fig. 1 of of Ref. [7]). Another significant example is
given by systems under extremely high pressure condi-
tions, i.e. above hundreds of GPa, like H3S [8, 9], LaH10
[10, 11] and the recently discovered semimetallic phase
of hydrogen [12]. For these systems, the experiments in
order to be performed require a setup composed of dia-
mond anvil cells, and samples whose size is of the order of
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µm. For the determination of the crystal structure, the
reduced sample size and the diamond-anvil environment
preclude the use of neutron scattering and makes very
challenging an X-ray diffraction analysis [9, 13]. Raman
and IR spectroscopies represent alternative routes to this
goal. However, Raman spectroscopy of metals turns out
to be difficult because of the smallness of the light pene-
tration depth within the sample δ ∝ (ωσ0)−1/2, for ω in
the visible light and high dc conductivity σ0. Therefore,
owing to the lower frequencies employed, IR reflectivity
measurements represent one of the few possible and ef-
fective approach for investigating the crystal structure of
metallic materials under extremely high-pressure condi-
tions [9].
Ab initio calculations play a crucial role in the physical
interpretation of experimental results. In this letter, by
means of a time-dependent formulation of density func-
tional perturbation theory (DFPT) [14, 15], we introduce
a new method to simulate from first-principles the IR re-
flectivity absorption spectrum of metallic systems.
The determination of the total (electronic + ionic)
dielectric tensor (ω) gives a complete characterization
of all the features appearing in IR spectra. Within a
Huang’s-type approach [16–18], it is given by:
(ω) = e(ω) + 4pi
∑
s
χIs(ω). (1)
where e(ω) is the electronic dielectric tensor at fixed
ions and χIs(ω) represents the ionic contribution due to
a phonon mode with index s
χIs(ω) =
e2
Ω
ds(ωs)ds(ωs)
ω2s − (ω + iγs/2)2
. (2)
Here, Ω is the unit cell volume, ωs and γs are the phonon
frequency and inverse lifetime, respectively, and ds(ωs) =∑
κZκ(ωs) · es,κ√mκ is the oscillator strength defined in
terms of a frequency-dependent effective charge tensor
Z(ωs), with mκ the mass of the κ-th atom and es,κ the
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2polarization vector of the s-th mode. Since phonon peaks
are typically rather sharp, we can approximate e(ω) by
its value es = 
e(ωs) at each given phonon mode s.
Information from IR studies are generally extracted
from transmission T (ω) and reflectivity R(ω) measure-
ments. In the case of metals, T (ω) can be obtained only
for very thin materials, whereas R(ω) can always be ac-
quired. The standard formula of the reflectivity between
the vacuum and the sample along one of the principal
dieletric axes α is Rα(ω) =
∣∣∣∣√α(ω)−1√α(ω)+1
∣∣∣∣2 [1], where α(ω)
is the diagonal element of the dielectric tensor. The gen-
eral shape of the vibrational features in IR reflectivity
spectra of metals can be deduced by a Taylor expansion
of Rα(ω) around a given s phonon mode. In the limit
|es,α|  |χIs,α(ω)| the reflectivity reads [19]:
Rs,α(ω) ∼ Res,α
[
1 + 2Re
(
4piχIs,α(ω)√
es,α (
e
s,α − 1)
)]
. (3)
where Res,α is the purely electronic reflectivity. The vi-
brational contribution (second term in the square paren-
thesis) can be recast as a Fano profile
Re
(
4piχIs,α(ω)√
es,α (
e
s,α − 1)
)
= Ws,α
q2s,α − 1 + 2qs,α ξs(ω)
(1 + q2s,α)
(
1 + ξ2s (ω)
) .
(4)
Here we defined the following quantities:
Ws,α =
∣∣Ds,α∣∣2
γsωs
; qs,α = −ReDs,α
ImDs,α
(5)
(Ds,α)
2 = i
4pie2
Ω
(ds,α)
2√
es,α (
e
s,α − 1)
(6)
whereas ξs(ω) = (ω
2−ω2s)/γsω, which, close to a phonon
peak, can be approximated to ξs(ω) ∼ 2(ω − ωs)/γs.
Eq.(4) is a Fano function in the variable ξs(ω) [20] which
is completely determined by five parameters, namely Res,
ωs, γs, Ws,α, qs,α. This implies that, in the case of met-
als, it cannot be used to obtain all the six parameters
characterizing (ω), i.e. (Re Zeκ, Im Z
e
κ), (Re 
e
s, Im 
e
s),
γs, ωs [9, 21]. Instead, the proper way to obtain both the
real and the imaginary parts of Zeκ is to fit the vibrational
contribution of the real part of the optical conductivity;
this can be done once the smooth electronic part has been
previously subtracted, as it was done e.g. in Ref. [22].
In DFPT, both the e and Zeκ are defined as derivatives
of the electronic polarization, the former with respect to
the electric field E, the latter with respect to the ionic
displacements uκ [23]. The effective charge tensor can
be decomposed in two contributions Zκ = 1Z
I
κ+Z
e
κ, the
first (constant) term ZIκ is the (pseudo)charge of the nu-
clei, while the second electronic contribution Zeκ is due
to the interaction between the electrons and the lattice;
in the following we will focus on this last one. Within
time-dependent DFPT [14, 15] and adopting the vari-
ational approach proposed in [24], the effective charge
tensor can be expressed as:
eZeκ
[
nE, nuκ
]
(ωs) = − 2
Nk
∑
k,nm
fk,n − fk,m
(Ek,n − Ek,m)2 − z2s
×
〈
uk,m
∣∣∣(ie~vk + (Ek,n − Ek,m)V EHxc)∣∣∣uk,n〉
×
〈
uk,n
∣∣∣(V uκI + V uκHxc)∣∣∣uk,m〉
+
∫
d3r d3r′ nE(r, ωs)KHxc(r, r′)nuκ(r′, ωs),
(7)
while the electronic dielectric tensor e(ωs) reads:
e
[
nE
]
(ωs) = 1+ 4pi
× 2
NkΩ
∑
k,nm
1
(Ek,n − Ek,m)2 − z2s
fk,n − fk,m
Ek,n − Ek,m
×
〈
uk,m
∣∣∣(ie~vk + (Ek,n − Ek,m)V EHxc)∣∣∣uk,n〉
×
〈
uk,n
∣∣∣(ie~vk + (Ek,m − Ek,n)V EHxc)∣∣∣uk,m〉
+
4pi
Ω
∫
d3r d3r′ nE(r, ωs)KHxc(r, r′)nE(r′, ωs).
(8)
In these expressions, Nk is the number of points in the
k-grid, vk =
1
~
∂H0k
∂k , where H
0
k = e
−ik·rH0eik·r and H0 is
the unperturbed Kohn-Sham (KS) Hamiltonian; Ek,n is
the unperturbed KS eigenvalue and uk,n is the periodic
part of the corresponding KS eigenstate in the Bloch form
[25]. We denote with fk,n the smearing function, while
zs = ~ωs + iη, where η is a positive small real num-
ber with the dimension of an energy. The frequency-
dependent charge density induced by ξ = E,uκ, de-
noted as nξ = ∂n∂ξ , gives rise to a Hartree and exchange-
correlation (Hxc) potential:
V ξHxc
[
nξ
]
(r, ωs) =
∫
d3rKHxc(r, r
′)nξ(r′, ωs), (9)
where KHxc(r, r
′) = δ
2EHxc[n]
δn(r)δn(r′) is the Hxc kernel. Finally,
the first-order perturbative expressions of the induced
charge density with respect to the electric field and ionic
displacements are:
nE(ωs) =
2
Nk
∑
k,nm
fk,n − fk,m
(Ek,n − Ek,m)2 − z2s
u∗k,n uk,m
×
〈
uk,m
∣∣∣(ie~vk + (Ek,n − Ek,m)V EHxc)∣∣∣uk,n〉, (10)
and
nuκ(ωs) =
2
Nk
∑
k,nm
fk,n − fk,m
(Ek,n − Ek,m)2 − z2s
u∗k,n uk,m
× (Ek,n − Ek,m)
〈
uk,m
∣∣∣(V uκI + V uκHxc)∣∣∣uk,n〉.
(11)
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FIG. 1. Simulated (lines) and experimental (dots) phonon
peak associated to the E1u mode. We shifted the experimental
peaks so that their tips are at 1587 cm−1.
As discussed in [26], it is necessary to mantain the fre-
quency dependence of all relevant quantities – namely,
nξ, Zeκ and 
e – in order to have a stable and robust
implementation of Eqs. (7, 8, 10) in a first-principles
code.
Although feasible in principle, a full implementation
would require a substantial rewriting of the linear re-
sponse code. Therefore, for computational semplicity,
we exploit the variational property with respect to the
first-order charge density of Eqs. (7, 8) (as discussed in
Ref. [24]), neglecting in all the self-consistent loops the
imaginary part of the first order charge density:
Zeκ(ωs) ≈ Z˜eκ(ωs) = Zeκ
[
RenE,Renuκ
]
(ωs) (12)
e(ωs) ≈ ˜e(ωs) = e
[
RenE
]
(ωs). (13)
Regarding the practical implementation in the code, we
used a dynamical extension of the linear response for-
malism described in Ref. [15], which is equivalent to
the one of Ref. [24], employing a frequency-dependent
Sternheimer equation with a similar scheme of Ref. [27].
Further details can be found in additional materials.
We benchmark our approach by evaluating the reflec-
tivity spectra of bulk graphite and analyzing the IR peaks
E1u (ωE1u = 1587 cm
−1) and A2u (ωA2u = 868 cm
−1),
which have been thoroughly investigated by IR spec-
troscopy measurements [21, 28–36]. Lattice symmetry
imposes for tensorial quantities to be diagonal, with the
in-plane elements to be equal. In the following, we will
denote as T‖ (T⊥) the components of a given tensor T
parallel (perpendicular) to the graphene sheets. Ab-initio
calculations were performed using the PW and PHonon
packages of Quantum-Espresso [37], within which we
implemented the theory described above [38, 39].
In Fig. 1 and Fig. 2 we compare our simulated re-
flectivity with the experimental data [40]. Importantly,
we notice that the symmetry of the peaks depends on
the phases of both Zκ(ωs) and 
e(ωs). In fact, from
Eq. (6), Ds,α = |Ds,α|ei argDs,α where for |es,α|  1
argDs,α ≈ pi4 + arg ds,α − 34 arg es,α and, from Eq. (5),
tan (argDs,α) = − 1qs,α . Using our computed values in
Tables I and II, for the E1u peak (Fig. 1) we find
qE1u,‖ ≈ −52 (−19) at T = 150 (300) K (q  −1 is the
Lorentzian limit), which explains the symmetric shape
of the resonance. Remarkably, the temperature depen-
dence obtained from our calculations – mainly due to
the temperature dependence of e(ωs) – well reproduces
the one reported in Ref. [32]. As for the A2u peak, we
compare the calculated R⊥(ω) with a fit proposed in Ref.
[36] and realized taking into account several experiments.
As shown in Fig. 2, also in this case our approach suc-
cessfully reproduces the expected Fano asymmetric shape
of the phonon peak, for which qA2u,⊥ ≈ −1.3 (−1.4) at
T = 150 (300) K (q = −1 is the complete asymmetric
case).
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FIG. 2. Comparison between our ab-initio results (black and
red lines) and a fit (whose paramenters are not related to a
particular T ) taken from Ref. [36] (grey line) of the reflectivity
around the resonance of the A2u mode.
We report in Table I the oscillator strenghts d⊥ (d‖) of
Eq. (2) evaluated at ωE1u (ωA2u) and properly rescaled
by the square root of the carbon mass mC and a factor
2 stemming from the scalar product with the polariza-
tion vectors es,κ, and we compare them with available
experimental estimates. In the case of graphite, they are
equal to the average of the effective charges Z‖ (Z⊥) of
the four C atoms of the unit cell. More precisely, be-
cause of symmetry, the effective charges of the four C
atoms are exactly equal in pairs, and have opposite sign.
In addition, it is well-known that the components of the
effective charge tensor obey the acoustic sum rule (ASR)∑
κZκ = 0 [16]; noteworthy, we found that this rule in
general is not respected in the dynamical case. For more
information about ASR violation, i.e. the numerical val-
ues of the evaluated effective charges, see supplementary
material.
We stress the fact that in older experiments the effec-
tive charge was supposed to be a real quantity and the
imaginary part was completely neglected [21, 29, 30], an
assumption that has been relaxed only recently [28]. Such
neglect of the complex nature of the effective charges
4TABLE I. Comparison between ab-initio and experimental
oscillator strenght d˜s =
√
mC ds/2. The parallel component
refers to the E1u mode, the perpendicular one to the A2u
mode.
Reference T (K) Re d˜‖ Im d˜‖ Re d˜⊥ Im d˜⊥
Ref. [21] 0.41 0.08
Ref. [29] 300 0.18
Ref. [30] 300 0.21
Ref. [28] 150 0.29 0.14
Ref. [28] 300 0.31 0.13
Present work 150 0.27 0.09 0.07 0.0001
Present work 300 0.27 0.10 0.07 0.0001
TABLE II. Comparison between ab-initio and experimental
dielectric tensor. For comparison, we also report the value of
Re ⊥ at ω = 9679 cm−1 (taken from Ref. [35]) because, al-
though it is not the characteristic frequency of the A2u mode,
the dielectric tensor is not expected to vary appreciably from
686 to 9679 cm−1 since there are no interband electronic tran-
sitions in such frequency range.
Reference T (K) Re ‖ Im ‖ Re ⊥ Im ⊥
Ref. [31]a 8.8 50
Ref. [33]a 0.73 73
Ref. [34]a 5.3 0.68
Ref. [35]a 3.3
Ref. [36]b 4.2 0.89
Present work 150 6.1 62 3.9 0.79
Present work 300 7.9 59 3.4 0.71
a as reported by Ref. [36]
b values corresponding to a fit realized taking into account many
experimental data.
may have led to inaccurate results because of a wrong
fitting procedure of the experimental data. Within our
approach, we find that indeed the imaginary part of Z‖
is approximatively 1/3 of the real part, in good agree-
ment with the experimental results reported in Ref. [28].
On the other hand, the out-of-plane component Z⊥ has a
negligible imaginary part, whereas the real one is found
to be one order of magnitude smaller than ReZ‖ (reflect-
ing the dielectric-like properties of graphite in the trans-
verse direction), with our calculations yielding a value in
excellent agreement with the experimental estimates [21].
We find that the combined effect of the thermal lattice
expansion and the increase of electronic temperature has
no effect on ReZ‖ and Z⊥. Instead, ImZ‖ does not de-
pend appreciably on thermal expansion, but it increases
with T , contrary to Ref. [28]. However, it is worth to
mention that the parameter η = Im z, accounting for the
damping of the electronic states, is also T -dependent. We
have not studied such dependence; nevertheless in sup-
plementary material we show that the variation of η can
markedly affects ImZ‖.
As for the electronic dielectric tensor e(ωs), in Table
II we report ‖ (⊥) evaluated at ωE1u (ωA2u). We found
that the components of the dielectric tensor depend only
on the electronic temperature and not on the lattice ther-
mal expansion. Finally, we note that also for e(ωs), as
well as for Zκ(ωs), the in-plane components are always
larger than the out-of-plane ones, both for the real and
the imaginary parts. This is a consequence of the mirror
reflection symmetry with respect to the carbon planes,
that is exact in monolayers like graphene, and only ap-
proximate in graphite, which forbides low-energy elec-
tronic excitations for perturbations perpendicular to the
layered structure in the linear response regime.
In conclusion, we introduced an ab-initio scheme to
describe the IR vibrational spectra of metallic crystalline
solids in reflectivity measurements. We benchmarked
our method by calculating the phonon signatures in the
reflectivity spectra of graphite, finding good agreement
between our results and available experimental data.
We believe that our work will allow for a reliable first-
principles description of reflectance spectra in metallic
systems, in particular for those systems under extremely
high-pressure conditions, as the new superconducting hy-
drides, where the IR vibrational spectroscopy represents
one of the few possible tools of investigation.
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