Abstract. We investigate a class of area preserving non-uniformly hyperbolic maps of the two torus. First we establish some results on the regularity of the invariant foliations, then we use this knowledge to estimate the rate of mixing.
to study the regularity of the stable and unstable foliation. It turns out that they are C 1 away from the origin. This suffice to apply a simple random approximation technique that allows estimating the speed of the correlations.
As the rate of convergence to equilibrium is of order n −2 , see Theorem 2.4, the Central Limit Theorem holds for zero average observable, see Corollary 2.6, so the model does not exhibit anomalous statistical behavior in this respect. Yet, it clearly exhibits an intermittent behavior and it shows the mechanism whereby slow decay of correlations may arise. The present work emphasizes the need to carry out similar studies in cases where the set producing intermittency has a more complex structure than a simple isolated point.
The paper is organized as follows: section 2 details the model and makes precise the results. Section 3 studies the local dynamics at the fixed point and, in particular the properties of its stable and unstable manifolds. This can be achieved in many way, here we find most efficient to apply a variational technique. Section 4 establishes a precise bound for the angle between the stable and the unstable direction at each point. As anticipated, such a bound yields an a priory bound on the expansion and contractions rates in the systems, these are obtained in section 5. The latter result suffices to apply standard distortion estimates that, in turn, allow to prove precise results on the regularity of the invariant foliation and the holonomies, see section 6 and section 7 respectively. Next, in section 8 we introduce a random perturbation of the above map and investigate its statistical properties that, thanks to the added randomness, can be addressed fairly easily. The relevance of the above random perturbation is that the limit of zero noise allows to easily obtain a bound on the rate of mixing in the original map, we do this in section 9. Finally, in section 10, we show that the obtained bound is close to being optimal. The paper ends with Remark 10.2 pointing to the unsatisfactory nature of some of the present results and the need to investigate the related open problems.
The model and the results
For each h ∈ C ∞ (T 1 , T 1 ) we define the map T :
T (x, y) = x + h(x) + y mod 1 h(x) + y mod 1
We moreover require the following properties (1) h(0) = 0 (zero is a fixed point); (2) h ′ (0) = 0 (zero is a neutral fixed point) (3) h ′ (x) > 0 for each x = 0 (hyperbolicity)
Note that conditions (2) (3) imply that zero is a minimum for h ′ , which forces h ′′ (0) = 0; h ′′′ (0) ≥ 0.
We will restrict to the generic case (4) h ′′′ (0) > 0.
In order to simplify the discussion we will also assume the following symmetry (5) h(−x) = −h(x). This means that we can write (2.2) h(x) = bx 3 + O(x 5 ).
Remark 2.1. Note that two facts implied by the above assumptions are not necessary and could be done away with at the price of more extra work: the hypothesis that there is only one neutral fixed point (finitely many neutral periodic orbits would make little difference) and the symmetry (5) . We assume such facts only to simplify the presentation of the arguments. 1 Note that the following formula is equivalent, by the symplectic change of variable q = x − y, p = y, to the map T (q, p) = q + p mod 1 p + h(q + p) mod 1 which belongs to the standard map family. Yet, the functions h considered here differ substantially from the sine function which would correspond to the classical Chirikov-Taylor well known example.
Since the derivative of the map is given by (2.3)
det(DT ) = 1, thus the Lebesgue measure m is an invariant measure (the maps are symplectic). From now on we will consider the dynamical systems T : (T 2 , m) → (T 2 , m). Formula (2.3) and property (3) imply that the cone C + = {v ∈ R 2 | Q(v) := v 1 , v 2 ≥ 0} is invariant for DT . In additions, it is easy to check that D ξ T 2 C + ⊂ int C + ∪ {0} for all ξ ∈ T 2 \{0}. From this and the general theory, see [14] , follows immediately Theorem 2.2. The above described dynamical systems are non-uniformly hyperbolic and mixing.
Example 1. An interesting concrete example for the above setting is given by the function h(x)
The question remains about the rate of mixing, this is the present topic.
Remark 2.3. In the following by C we designate a generic constant depending only on T . Accordingly, its value may vary from an occurrence to the next. In the instances when we will need a constant of the above type but with a fixed value we will use sub-superscripts.
Remark 2.5. As in other similar cases [13, 10, 16 Form Theorem 2.4 many facts follow, just to give an example let us mention the following result that can be obtained from Theorem 1.2 in [12] . Corollary 2.6 (CLT). Given f ∈ C 1 , f = 0, the random variable
converges in distribution to a Gaussian variable with zero mean and finite variance σ. In addition,
The rest of the paper is devoted to the proof of Theorem 2.4 that will find its conclusion in section 9. The basic fact needed in the proof, a fact of independent interest and made quantitatively precise in Lemma 6.3, is the following. Theorem 2.7. The stable and unstable distributions are C 1 in T 2 \{0}.
The fixed point manifolds
As usual we start by studying the local dynamics near the fixed point. The first basic fact is the existence of stable and unstable manifolds. This is rather standard, yet since we need some quantitative information we will construct them explicitly.
Instead of constructing them via usual fixed point arguments it turns out to be faster to use a variational method.
3.1. A variational argument. Let us consider, in a neighborhood of zero, the function
By setting
, that is L is a generating function for the map (2.1). Then, for each a ∈ R, we define the Lagrangian L a :
The justification of the above definition rests in the following Lemma.
Proof. First of all (2.2) implies that there exists C > 0 such that |G(x)| ≤ C x 4 . It is then easy to see that L a is well defined for each sequence in ℓ 2 (N). Next, for each n ∈ N let us define (∇L a ) n := ∂ xn L a . Clearly,
The last statement follows by a direct computation.
By the above Lemma it is clear that one can obtain the stable manifolds of the fixed point from the critical points of L a , it remains to prove that such critical points do exist. We will start by considering the case a ≥ 0. Define
It is immediate to check that Q B is compact and convex. In addition, if a is sufficiently small, then G is strictly convex on [−2a, 2a] which implies that L a | QB is strictly convex. Accordingly, L a has minimum in Q B , moreover the strict convexity implies that such a minimum is unique, for a fixed.
Let us call x(a) the point in Q B where L a attains its minimum.
Proof. Suppose that ∂ xn L a (x(a)) = 0 for some n ∈ N, for example suppose it is negative. Then x(a) is on the border of Q B , say x(a) n = A(n + c)
, otherwise we could increase x(a) n and decrease L a 4 still remaining in Q B , contrary to the assumption. But then
provided a is sufficiently small. We have thus a contradiction. The other possibilities are analyzed similarly.
To conclude we need some information on the regularity of x(a) as a function of a. Unfortunately, the implicit function theorem does not applies since D 2 L a does not have a spectral gap, yet for our purposes a simple estimate suffices. 
Proof. By Lemma 3.2 it follows, for each a, a ′ sufficiently small
which yields
Thus, by induction, if |ζ n | ≥ |ζ n−1 |, then |ζ m | ≥ |ζ n−1 | for each m ≥ n, which would imply ζ n−1 = 0 since ζ ∈ ℓ 2 (N). But then (2 + h ′ (ξ n ))ζ n = ζ n+1 , that is |ζ n+1 | ≥ |ζ n |. Accordingly, again by induction, ζ m = 0 for each m ≥ n − 1. This means that we can restrict ourselves to the case ζ n = 0, |ζ n | ≥ |ζ n+1 |. Hence,
Thus, where all the x(a) n are differentiable (a full measure set), |x(a)
Accordingly,
Clearly, the above Lemma implies that, calling (x, γ s (x)) the graph of the stable manifold, γ s ∈ Lip(−1, 1). The case a ≤ 0 and the unstable manifolds can be treated similarly, yet there exists a faster-and more instructive-way.
3.2. Reversibility. Notice that the map T is reversible with respect to the transformations
Remark 3.4. The reversibility implies that, for x ≥ 0, (x, γ u (x)) = Π(x, γ s (x)), and, for
) is the unstable manifold of zero.
3.3.
A quasi-Hamiltonian. To study the motion near the fixed point it is helpful to find a local "Hamiltonian" function. By Hamiltonian function we mean a function that is locally invariant for the dynamics. Such a function can be computed as a formal power series starting by the relation H • T = H. In fact, we are interested only in a suitable approximation. A direct computation yields that, by defining G(x) := x 0 h(z)dz and
H(x, y) :
holds true
This approximate conservation law suffices to obtain rather precise information on the near fixed point dynamics. 6 The first application is given by the following information on the stable manifold.
Lemma 3.5. For x ≥ 0 sufficiently small holds
Proof. Using the notation of Lemma 3.2, for fixed a we get (3.9)
Using equation (3.8) we have
Taking the limit for n to infinity in the above expression and remembering the definition of c follows
4 While the reversibility for Π is a general fact, the one for Π 1 depends on the simplifying symmetry hypothesis (5). 5 In fact, setting (x 1 , y 1 ) := T (x, y), holds
0 ), from (3.7) we have
from which the lemma follows.
According to Lemma 3.5, the local picture of the manifolds is given by Figure 1 .
Fat sector
Thin sector
The manifolds of the fixed point 3.4. Manifold regularity. Since in the previous section we have seen that the manifold are Lipschitz curves, we can define the dynamics restricted to the unstable manifold:
Our next task is to obtain sharper information on the manifolds regularity.
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Lemma 3.6. The unstable manifold of the fixed point is C 2 , apart from zero.
Proof. It is clearly enough to show that γ u ∈ C 2 apart from zero. To do so call u(x) = γ ′ u (x) (the derivative exists almost everywhere since γ u is Lipschitz). The tangent vector to the unstable manifold has the form (1, u). On the other hand
On the other hand, given a different point z, it holds
Iterating the above equation yields
u (x)). Next, let x = a, then, accordingly to Lemma 3.2, equation (3.3) and Remark 3.4, we have
. This means that, in a sufficiently small neighborhood of zero, and for z sufficiently close to x holds
2 provided x is close enough to zero. The same estimate holds for λ u,n (z). This implies that u is continuous. Indeed, for each
and we can thus choose z close enough to x such that |u(x)−u(z)| ≤ 2ε. Note that this implies the continuity of the λ u,n as well.
To conclude, we choose n(z) such that
Since the series is uniformly convergent we have
from which the lemma follows. 
A narrower cone field
Here our goal is to estimate the angle between stable and unstable manifolds. More precisely, we wish to prove that there exists two constants
} contains the unstable direction (by reversibility we can also define the stable cone field C − * ).
The rest of the section is devoted to the proof of Proposition 4.1. Clearly a problem arises only in a neighborhood of zero. Accordingly the first step is to gain a better understanding of the dynamics near zero. 8 Remark that to obtain the result on a larger neighborhood it suffices to iterate the unstable manifold forward. 2 be a square neighborhood of zero. The manifolds of the fixed point divide Q δ into four sectors: two thin and two fat (see Figure 1 ). We will discuss explicitly the dynamics in the two sectors below the unstable manifold (the other two being identical by symmetry).
First note that the trajectory will always remain below the unstable manifold. Hence, by induction,
The above lemma will suffice to control the dynamics in the thin sector, more work is needed for the fat one. In fact, when the trajectories are close to the stable or the unstable manifolds the above result can still be used (possibly remembering reversibility). On the other hand when the trajectory is close enough to zero its behavior is drastically different from the one on the invariant manifolds.
To define more precisely the meaning of "close to zero" let us introduce the parabolic sector
We consider a backward trajectory starting from x ≤ 0, y ≤ γ u (x), the other possibilities follow by reversibility. Let, as usual, (x n , y n ) := T n (x, y), n ∈ Z. Let m + be the smallest integer for which (x −n , y −n ) ∈ P M , m the largest integer such that x −m ≤ 0, and m − the largest integer for which
Then, by (3.8), and since
Accordingly, for n ≤ m it holds true
Lemma 4.3. In the above described situation, setting M = √ b, the following holds true
Proof. The first fact is proven as in Lemma 4.2, the second follows by reversibility. Hence, by the results of section 3, for n ≤ m, it follows
9 Computing for y ≤ 0 yields
Next we want to determine the points x m+ and x m− . The idea is to use (4.2) that determines with good precision the geometry of the trajectories. Letx be defined by Υ E (x) = −Mx 2 . Then 
Solving the above inequality yields
Analogously |x −m− +x| ≤ C √ E. From this (3) and (4) easily follows. Finally,
Which implies (5).
We are now ready to refine our knowledge of the stable and unstable direction. Let us fix ̺ ∈ (0, 1/2).
4.2.
The cone field-Outside Q ̺ . The general idea is to take the positive cone field C + (which is invariant and contains the unstable direction) and to push it forward in order to obtain a narrower cone field. First of all outside Q √ ̺ we have (see (3.11))
where we have chosen ̺ small enough. Hence the cone field 
By reversibility we can restrict ourselves to the case x ≥ 0, in this case the only possibility to enter the region Q √ ̺ is via the fourth quadrant. Note that F (ξ, u) ≥ u provided 0 ≤ u ≤ū(ξ). This means that if ξ ∈ Q √ ̺ but T ξ ∈ Q √ ̺ , then the lower bound of the cone D ξ T n C 0 does not decreases until √ 3bx i ≤ 2b̺, where (x i , y i ) := T i ξ. Accordingly, the cone field C 0 is invariant also in the fourth quadrant, outside the set
Hence, as the point enters Q √ ̺ , the image of C 0 is contained in C 1 , moreover we have already seen that the lower bound is invariant provided
. Let us follow the upper edge, if 10 Note that this computation holds for all
, which is fine provided ̺ is chosen small enough. The above discussion can be summarized as follows.
Lemma 4.4. There exists
To conclude we need to study what happens in a neighborhood of the origin of order ̺. It is necessary to distinguish two possibilities: one can enter below the stable manifold, and hence be confined in the fat sector, or one can enter above the stable manifold, thereby being bound to the thin sector. We will start with the easy case: the second. we have
the unstable direction is contained in the cone field C 2 .
Note that the above lemma suffices for trajectories in the thin sector. The situation it is not so simple in the fat sector since the lower bound would deteriorate to zero. A more detailed analysis is needed.
For each ξ = (x, y) ∈ T 2 , for which the unstable direction is defined, let (1, u(ξ)) be the vector in the unstable direction. Define then λ u,n (ξ, u) and F n (ξ, u) as in formulae (3.11) and (3.12) and similarly define the stable quantities. That is either in P M or outside. Since the cone field C 2 for x ≥ 0, ξ ∈ P M contains the unstable vector (Lemma 4.5), we have a good control on the unstable vector in both cases until we enter in P M . Upon entering P M , we will obtain a very sharp control on the evolution of the edges of the cone. Let ξ ∈ P M , T ξ ∈ P M , and let ℓ + − 1 > 0 be the smallest integer such that ξ n ∈ P M . By equation (3.11), we have
Then, for each n < ℓ + , holds true
By Lemma 4.3- (3), (5), it follows that we have, for u ∈ C 2 (ξ),
Moreover, remembering (3.11) and that u ∈ C 2 (ξ), yields
Consequently, if for ξ = (x, y) we define the cone C 3 (ξ) = {C − |y| ≤ u ≤ C + |y|}., then the above results can be written as follows.
Lemma 4.6. In P M the unstable direction is contained in the cone field C 3 .
11 Note that, in such a case, the trajectory cannot enter in P M .
Finally we have to follow the trajectory outside P M until it exits from Q 2 √ b 3 ̺
. The upper bound can be treated as before. Not so for the lower bound.
Let ξ = (x, y) be a point in the fat sector, x ≤ 0, x −1 ≥ 0. Then, remembering subsection 4.1, let E := H(x, y), u 0 = 0 and u n+1 := F (x n , u n ). Clearly,
Lemma 4.7. In the situation described above, for each n ∈ N, holds true
Proof. Notice that, since the trajectory lies below the unstable manifold, |y| ≥ C x 2 . It is then convenient to keep track of the orders of magnitude only in terms of powers of y.
On the other hand, differentiating (4.1), one gets
Accordingly, by (4.2),
from which the Lemma easily follows.
Since F is a contraction in u, we can estimate
We have thus proved that there exists a constant C 0 > 0 such that
. Hence outside P M the image of the cone will belong to the cone field
|y n |, provided ̺ is chosen small enough. The Proposition follows by choosing ̺ small enough and remembering Lemmata 4.4, 4.5 and 4.6.
An a priori expansion bound
The results of the previous section allow to obtain the following nice estimate on the expansion in the system.
Proof. Let us fix δ > 0. On the one hand, if the trajectory lies outside of Q δ , then we have an exponential expansion, on the other hand, if the backward trajectory enjoys |x −n | ≥ |x 0 |, then equation (3.11) and Proposition 4.1 imply
We say that the backward orbit of ξ (up to time n) passes p times thru Q δ if {0 ≤ k ≤ n : ξ −k ∈ Q δ } consists of p intervals. The Lemma holds for orbits that pass zero-times thru Q δ . Suppose it holds for orbits that pass p times. Let ξ −n ∈ Q δ and let m < n be the last time ξ −m ∈ Q δ but it passed already p times in Q δ . Moreover, suppose that the Lemma holds in Q 2δ . Accordingly, for each n ≥ l such that ξ −n ∈ Q δ holds
provided δ has been chosen small enough and since it must be n − m ≥ C δ −1 . Thus to prove the Lemma it suffices to prove it for the pieces of trajectories in Q δ . There are two cases: a trajectory enters in the thin sector or in the fat one. Let us consider the thin sector first. Set u −j := F n−j (ξ −j , u). By the usual distortion estimates follows
Now, notice that f
For the fat sector we need only to consider the cases in which x 0 ∈ Q δ and x 0 ∈ Q δ , x 0 ≤ 0 since if x 0 > 0 the backward trajectory increases the x coordinate. In such cases we have
Let n * ∈ N be the last integer for which |G(x −n )| ≥ E, then for n ≤ n * we have
On the other hand comparing the backward motion with the backward motion on the stable manifold, as we did before with the unstable,
12 Again, E is chosen to be the energy associated to the point of the orbit closer to the origin. 13 Here we use the inequality
Next, let us consider n ∈ {n * , . . . , m}, where m is the larger integer such that x −m ≤ 0, we have 2
where, in the last line, we used Lemma 4.3-(5). By symmetry it will be enough to wait another time m to have |x −2m | ≥ 1 2 |x 0 |, after which the expansion is assured by the estimate (5.1). Next we need to have similar estimates for the stable contraction. By (4.4)
). An interesting way to transform information on expansion into information on contraction is to use area preserving.
Proof. Calling ω the standard symplectic form we have
The following is an immediate corollary of Lemmata 5.2 and 5.1.
Corollary 5.3. For each ξ = (x, y) ∈ T 2 and n ∈ N holds
All the other expansion estimates can be obtained by reversibility.
Distributions-regularity
Let (1, u(ξ)), (1, −v(ξ)) be the unstable and stable directions, respectively. We will then use the short hand λ u,n (ξ) := λ u,n (ξ, u(ξ −n )) and µ s,n (ξ) := µ s,n (ξ, v(ξ n )).
Proof. Notice that, for ξ = (x, y), ξ n := T n ξ, iterating formula (3.11), in analogy with (3.12), holds true
By Lemma 5.1, we can take the limit n → ∞ in the above formula provided x = 0, and obtain a uniformly convergent series from which the continuity follows. If ξ = 0 then x −1 = 0 and (3.11) implies
hence the continuity at ξ = 0 follows. We are left with the continuity at the origin, but this is already implied by Proposition 4.1.
This means that we can extend the invariant unstable distribution (that, up to now, where defined-by Pesin theory-only almost everywhere) to a continuous everywhere defined vector field. The same statement holds for the stable vectors by reversibility.
Given a continuous vector field there exists integral curves. Since we do not know yet if the vector fields are Lipschitz, it does not follows automatically that from a given point there exits only one integral curve, yet this follows by standard dynamical arguments. Clearly such integral curves are nothing else than the stable and unstable manifolds that are therefore everywhere defined. In addition, remember that, by general hyperbolic theory, the foliations are absolutely continuous, it follows that the above everywhere defined foliations are continuous. Unfortunately, for the following much sharper regularity information is needed, this is obtained in the rest of the section.
Let us call ∂ u , ∂ s the derivative along the unstable and the stable vector fields, respectively.
Lemma 6.2. The vector field u is C 1 along the unstable manifolds, apart from the origin, moreover
Proof. If ξ is outside of a neighborhood of the origin of size δ, then by Lemma 5.1, (6.1) we have, in analogy with the arguments leading to (3.13),
Since the series converges uniformly the C 1 property follows. To obtain a uniform bound more work is needed. If |ξ| < δ, formula (6.2) implies
A simple computation, remembering Proposition 4.1, shows that
. Accordingly, for ρ large enough, we have |∂ u u(ξ)| ≤ ρ, for all ξ.
It remains to investigate the regularity of the unstable distribution along the stable direction. 
Proof. If the backward orbit spends at least half of the time outside the neighborhood, then W s −n grows exponentially fast, hence n(x, z) ≤ C ln |W
If this is not the case, the worst possible situation is when W s −m is the closest to the origin and all the trajectory lies in the neighborhood. In such a case, letting m := n(x, z),
where θ(ζ) = u(ζ) + v(ζ) is the separation between the stable and the unstable directions at the point ζ and we have used Lemma 5.3. Now Proposition 4.1 and Lemma 4.3-(1) imply θ(T −m z) ≤ C m −1 outside the parabolic sector, while 4, 5) show that the same estimates remain in P M as well. Accordingly,
, and
The above estimate readily implies that, for each ξ, η ∈ W 0 s ,
where we have used Lemma 6.2 for the stable manifold. Accordingly,
from which the Lemma readily follows.
By Lemma 5.2 it follows, letting again m := n(x, z),
As before the worst case is clearly when W s −m is the closest to the origin. In such a case, consider that at least one of the two end points of W s −n(x,z) must be at a distance C |W s −n(x,z) | from the fixed point, let us say ≤ C |x − z|.
Since we know that u is a uniformly continuous function it follows
Accordingly, by formula (3.12),
Remembering Sub-Lemma 6.4 the uniform convergence of the series follows and yields the formula
Given the arbitrariness of the neighborhood of zero, the above formula holds for each x = 0 and, since the series converges uniformly, the C 1 property follows. We can now conclude the Lemma. By Lemma 5.2 follows
Remark 6.5. Notice that the symmetrical statements follow by reversibility.
The final result on the regularity of the foliations can be stated as follows.
Lemma 6.6. The stable and unstable vector fields are C 1 (T 2 \{0}) and, more precisely, for each ξ ∈ T 2 \{0},
Proof. The C 1 property follows from Lemma 19.1.10 of [7] . Then the size of the derivative can be easily estimated by the size of the partial derivatives in the stable and unstable directions divided by the angle between them. 
, respectively, parametrized by arc-length. Also, let Γ : [−δ, δ] 2 → R 2 , be such that Γ(0, 0) = ξ, Γ(s, 0) = γ s (s) and Γ(s, t) be the unstable manifold, parametrized by arc-length, of Γ(s, 0) and, finally, Γ(0, ρ) := Ψ u (ξ). Note that Γ(s, t) can be obtained integrating the unstable vector field starting from Γ(s, 0), hence Lemma 6.6 and the standard results on the continuity with respect to the initial data imply Γ ∈ C 1 . By the transversality of the stable and unstable manifolds there exist τ, σ :
. Calling η(s) the unit vector perpendicular toγ ′ (s), by the implicit function theorem, it follows
where, clearly, σ
, the unit vector in the unstable direction at η and v s (η) the stable one, one has ∂ t Γ(s, τ (s)) = v u (Γ(s, τ (s))). On the other hand, setting V (s, t) := ∂ s Γ(s, t) − v s (Γ(s, t)), holds V (s, t) = 0 for t = 0, but for t = 0, in general, it will be V (s, t) = 0. Yet, it is possible to estimate it by differentiating Γ(s, t) = Γ(s, 0) +
Lemmata 6.6 and 6.3 imply that Dv u ≤ C r −1 and Dv
By Gronwal, it follows, provided t ≤ C ρ and ρ ≤ C 1 r, for C 1 small enough,
Accordingly, by the second of (7.1) and (7.2), it follows
Random perturbations
The density of a measure with respect to Lebesgue evolves as
We will then construct a random perturbation by introducing the convolution operator
Where we assume
where n ε will be chosen later.
Notice that
We have thus a kernel operator that can be investigated with rather coarse techniques. It turns out to be convenient to define the associated kernel
For further use let us define
The following is a relevant fact used extensively in the sequel.
Proof. If ξ belongs to the first or third quadrant, then T n ξ is escaping from the origin. In such a case, if B 5 8 δ (ξ) belongs to the thin sector we choose η ∈ B δ
, we have |y n | ≥ C |x n | 2 . After that we can compare the dynamics with one of the type x → x+ C x 2 , hence after a time at most C δ
(η) will exit D R . If the above does not apply, then one can take a ball of radius δ/4 belonging completely to the fat sector and centered at a point in B δ (ξ). Then the results of subsection 4.1 easily implies the lemma. If, on the contrary, ξ belong to the second or fourth quadrant, then its trajectory may approach the origin in an arbitrary manner (even asymptotically, if the point belongs to the stable manifold). In such a case we can take a point η ∈ B δ (ξ) at, at least, a vertical distance 
Proof. It is trivial to see thatK
Accordingly, by Lemma 8.1 there exists two balls, of radius
, and whose images will be outside of a neighborhood of the origin or order one in a time less than C ε − 1 2 , forward and backward in time, respectively. Given two unstable manifolds in B 1 at a distance larger thancrε, for some appropriatec, then no stable manifold will intersect both manifolds inside the ball B 1 . We can thus consider C r −1 unstable manifolds such that no stable manifolds intersect two of them in B 1 . Around each such manifold we can construct a strip by moving along the stable manifold by C ε. We obtain in this way C r −1 disjoint strips each of area C rε 2 , whose union covers a fixed fraction of the area of B 1 . After a time less that C ε − 1 2 such strips will be outside a neighborhood of zero, their length may have increase considerable, if so we will subdivide them into strips of length ε. Since now the stable and unstable manifold are at a fixed angle and by the usual distortion arguments, such strips are essentially rectangular. At this point, by Lemma 5.1, it will suffice to wait a time ε − 1 2 to insure that each such strip will acquire length at least 1 2 in the unstable direction. We thus iterate for such a time and, if one strip becomes longer than one, we subdivide it into pieces of length between 1 2 and one. Finally, fix some box Λ of some fixed size C away from the origin with sides approximately parallel either to the stable or to the unstable directions. By mixing it suffices to wait a fixed time to be sure that a fixed percentage of each one of the above mentioned strips will intersect the box. In addition, it is possible to insure that such strips cut the box from one stable side to the other.
We can then write m(
) since the same considerations done above for the unstable manifold can be done, iterating backward, for the stable manifold it follows that a fixed percentage of T −nε/2 B ε/2 (x) and a fixed percentage of T nε/2 B ε/2 (z)) will intersect Λ and hence each other. In fact each one of the above constructed strips in the unstable direction will intersects each one of the strips in the stable direction. By the usual distortion estimates, this implies that the intersection among any two such strip has a measure proportional to the product of the measure of the two strips, hence
and the lemma.
2 ) be the unit tangent vector fields in the unstable and stable direction, respectively.
where ν is the measure defined by ν(h) := dρ ∂Dρ h. 
In fact, calling θ(x) the sine of the angle between stable and unstable directions at the point x and v ⊥ the orthogonal unit vector to v, holds Before starting computing we need to collect some facts.
Sub-lemma 8.5. If x ∈ ∂D 2ρ , ρ ≥ r ≥ C 4 √ ε, then, for C 4 large enough,
Proof. The first inequality follows since D 2ρ has a vertical size 4ρ 2 . Thus 2ρ 2 − ε ≥ 2ρ 2 − We can now start computing the integral. dηdξf (x)g(y)q ε (ξ)JΦ
Next, from formula (8.7) and Sub-lemma 8.5-(i) follows 
Analogously,
We can finally collect all the above estimates and obtain
dxdyf (x)g(y)q ε (x − y) = T 2 dηf (η)g(η)
from which the lemma follows by choosing r = ε 
Decay of correlations
Here we put together the results of the previous section to prove Theorem 2.4. Let f, g ∈ C 1 (T 2 , R), f = 0, then
where we have used Lemma 8.3. To conclude, by using Lemma 8.4, we need to estimate the
where we have used Lemma 5.1 and Sub-lemma 8.5.
14 Thus 
