In this paper, we consider the problem of selecting explanatory variables of fixed effects in linear mixed models under covariate shift, which is the situation that the values of covariates in the predictive model are different from those in the observed model. We construct a variable selection criterion based on the conditional Akaike information introduced by Vaida and Blanchard (2005) and the proposed criterion is generalization of the conditional AIC in terms of covariate shift. We especially focus on covariate shift in small area prediction and show usefulness of the proposed criterion through empirical studies.
Introduction
Linear mixed models have been studied for a long time theoretically, and also have many applications, for example longitudinal data analysis in biostatistics, panel data analysis in econometrics, small area estimation in official statistics, and others. The problem of selecting explanatory variables in linear mixed models is important and many literatures have investigated this problem. Müller et al. (2013) is a good survey about the model selection in linear mixed models.
When the purpose of the variable selection is to find a set of significant variables for a good prediction, Akaike-type information criteria 1973, 74) are well-known methods. However, the Akaike information criterion (AIC) based on the marginal likelihood, which integrates out the likelihood with respect to random effects, is not appropriate when the prediction is focused on random effects. Then, Vaida and Blanchard (2005) proposed to consider the Akaike-type information based on the conditional density given the random effects and proposed the conditional AIC (cAIC). To give a brief explanation about the concept of the cAIC, we introduce some notations as follows. Let y be an observable random vector of the response variables, θ be a vector of the unknown parameters, b be a random vector of the random effects. The conditional density function of y given b is denoted by f (y|b, θ), and the density function of b is denoted by π(b|θ). Then, Vaida and Blanchard (2005) proposed to measure the prediction risk of the plug-in predictive density f (ỹ|b, θ) relative to the Kullback-Leibler divergence given as follows:
whereỹ is an independent replication of y given b, andb and θ is some predictor or estimator of b and θ, respectively. The cAIC is an (asymptotically) unbiased estimator of a part of the risk in (1) , which is called the conditional Akaike information (cAI) given as follows: cAI = −2 log f (ỹ|b, θ) f (ỹ|b, θ)f (y|b, θ)π(b|θ)dỹdydb.
The cAIC as the variable selection criterion in linear mixed models has been studied by Liang et al. Considering the prediction problem, it is often the case that the values of covariates in the predictive model are different from those in the observed model, which we call covariate shift. We here call the model in which y is the vector of the response variables the 'observed model', and call the model in whichỹ is the vector of the response variables the 'predictive model'. It is noted that the terminology 'covariate shift' was first used by Shimodaira (2000) , who defined it as the situation that the distribution of the covariates in the predictive model is different from that in the observed model. In this paper, though we treat the covariates as non-random, we use the same terminology 'covariate shift' as Shimodaira (2000) . Even when the information about the covariates in the predictive model can be used, most variable selection criteria do not use it. This is because most criteria put the assumption that the predictive model is the same as the observed model. As for the cAIC explained above, the conditional density of y given b and that ofỹ given b are the same, and both of them are denoted by f (·|b, θ). On the other hand, under the covariate shift, the conditional density ofỹ given b is different from that of y given b and is denoted by g(ỹ|b, θ). When the aim of the variable selection is to choose the best predictive model, it is not appropriate to use the covariates only in the observed model. Then we redefine the cAI under covariate shift as follows:
and construct an information criterion as an unbiased estimator of the cAI. The proposed criterion includes the original cAIC by Vaida and Blanchard (2005) . Satoh (1997) considered the similar problem in the multivariate linear regression model and proposed a variable selection criterion. The term 'prediction' in this context includes not only future forecast but also interpolation. We especially focus on covariate shift in the context of small area prediction which is based on finite super-population model. We consider the situation that we are interested in finite population mean of some characteristic and that some values in the population are observed through some sampling procedure. When the sample size is small, the problem is called small area estimation. For the detail about small area estimation, see Rao (2003) , Datta and Ghosh (2012) , Pfeffermann (2013) and others. The model based approach in small area estimation often assumes that the finite population which has the super-population with random effects and borrow strength from other areas to estimate (predict) the small area (finite population) mean. The well-known unit level model is the nested error regression model (NERM), which is a kind of linear mixed models and discussed in Battese et al. (1988) . The NERM can be used when the values of the auxiliary variables for the units whose values of characteristic of interest (response variable in the model) are observed through survey sampling. This is the observed model in the framework of our variable selection procedure. On the other hand, two types of the predictive model can be considered. One is the unit level model, which can be used under the situation that the values of the auxiliary variables are known for all units. The other is the area level model, which can be used under the situation that each mean of the auxiliary variables are known for each small area. The latter is often the case in official statistics and the model introduced by Fay and Herriot (1979) is often used in this case.
The rest of this paper is organized as follows. In Section 2, the setup of the problem is explained and the variable selection criterion for the problem is proposed. In Section 3, we give an example of covariate shift, which is focused on small area prediction, and investigate the numerical performance of the problem thorough a real data example. In Section 4, concluding remarks are given. All the proofs are given in the Appendix.
Problem of Selecting Variables

Model focus
The observed model we treat is the linear mixed model
where y is an n-variate observation vector of response variables, X and Z are n × p and n × q matrices of covariates, respectively, β is a p-variate vector of regression coefficients, b is an q-variate vector of random effects, and ε is an n-variate vector of random errors. Let b and ε be mutually independent and b ∼ N q (0,
, where G and R are q × q and n × n positive definite matrices and σ 2 is a scalar. We assume that G and R are known and handle the two cases that σ 2 is known and unknown. The marginal distribution of y is y ∼ N n (Xβ, σ 2 Σ), where Σ = ZGZ t + R. The conditional density function of y given b is denoted by f (y|b, β, σ 2 ), and the density of b is π(b|σ 2 ).
The predictive model is the linear mixed model which has the same regression coefficients β and random effects b as in the observed model, but different covariates, namelỹ
whereỹ is an m-variate random vector of the target of prediction, X and Z are m×p and m × q matrices of covariates, andε is an m-variate vector of random errors, independent of b and ε, and distributed asε ∼ N m (0, σ 2 R), where R is a known m × m positive definite matrix. We assume that we know the values of X and Z in the predictive model and that they are not necessarily the same as those of X and Z in the observed model. We call this situation covariate shift. The marginal distribution ofỹ isỹ ∼ N m ( Xβ, Σ), where Σ = ZG Z t + R. The conditional density function ofỹ given b is denoted by g(ỹ|b, β, σ 2 ). The regression coefficient β and the random effect b are estimated by the maximum likelihood estimator and the empirical Bayes estimator, respectively, given as follows:
When the variance parameter σ 2 is unknown, we consider to estimate it by the maximum likelihood estimator given bŷ
Proposed criterion
We now derive the conditional Akaike information criterion under the covariate shift in the two cases of known and unknown σ 2 .
[σ 2 is known] Firstly we consider the simple case that σ 2 is known. Because −2 times logarithm of the plug-in predictive density is
the cAI is expressed as
where E y,b and Eỹ |b denote the expectation with respect to the joint distribution of (y, b) and the conditional distribution ofỹ given b. Then the conditional AIC under covariate shift (CScAIC) is defined by a bias corrected unbiased estimator of the cAI as follows:
where B c is bias correction given by
which can be exactly evaluated in the following theorem.
Theorem 1 When the variance parameter σ 2 is known, the bias correction B c of CScAIC in (6) is
where
[σ 2 is unknown] Next we handle the case that σ 2 is unknown and estimated by the maximum likelihood estimator (4) . In this case, the cAI is expressed as
Then the covariate shift conditional AIC is defined by a bias corrected unbiased estimator of the cAI as follows:
where B * c is bias correction given by
Theorem 2 When the variance parameter σ 2 is unknown, the bias correction B * c of CScAIC in (9) is
Next corollary shows that our covariate shift conditional AIC includes the conditional AIC by Vaida and Blanchard (2005) as special case.
Corollary 1 Suppose that covariate shift does not occur, namely X = X, Z = Z and n = m. In addition, let the covariance matrix of ε andε be both σ 2 I n , namely R = R = I n . Then the bias corrections of the covariate shift conditional AIC in (7) and (10) are reduced to
which are identical to the bias corrections of the conditional AIC by Theorem 1 and 2 in Vaida and Blanchard (2005).
3 Application to Small Area Prediction
Covariate shift in super-population models
A typical example of the covariate shift situation appears in small area prediction problem. The model for small area prediction supposes that the observed small area data have the finite population which has the super-population model with random effects, one of which is the well-known nested error regression model (NERM) proposed by Battese et al. (1988) . Let Y ij and x ij denote the value of a characteristic of interest and its p-dimensional auxiliary variable for the jth unit of the ith finite population where i = 1, . . . , k, j = 1, . . . , N i . Then, the NERM is
where β is a p-variate vector of regression coefficients, b i is a random effect for the i-th finite population and b i 's and ε ij 's are mutually independently distributed as b i ∼ N (0, τ 2 ) and ε ij ∼ N (0, σ 2 ). We consider the situation that only n i value of the Y ij 's are observed through some sampling procedure. We define the number of the unobserved variables in the ith population by N i − n i = r i and let n = n 1 + · · · + n k , r = r 1 + · · · + r k . Suppose, without loss of generality, the first n i elements of {Y i1 , . . . , Y i,N i } are observed, which are denoted by y 1 , . . . , y i,n i , and Y i,n i +1 , . . . , Y i,N i are unobserved. Then the observed model is defined as
which corresponds to (2) with y = (y
. . , Z k ) for Z i = j n i , G = ψI k and R = I n , where j n i denotes an n i -vector of ones and ψ = τ 2 /σ 2 . Note that q = k. In the derivation of our proposed criterion, we have assumed that the covariance matrix of b is σ 2 G for a known matrix G. However in the NERM, G includes the parameter ψ, which is usually unknown and has to be estimated. In this case, we propose that G in the bias correction should be replaced with its plug-in estimator G( ψ). The influence caused by the replacement may be limited because ψ is the nuisance parameter when one is interested in selecting only explanatory variables. Kawakubo and Kubokawa (2014) discussed the problem in their remark 3.1.
We consider two types of predictive models. The first one can be used in the situation where all x ij 's are available. Then the predictive model, which we call the 'unit level predictive model', is defined by
which corresponds to (3) withỹ = (ỹ
In the problem of small area prediction, we often encounter the situation where all x ij 's are not observed but the area meanx i = N
x ij is known and we are interested in predicting Y i , which is the mean of finite population {Y i1 , . . . , Y i,N i }, by using the value ofx i . Then the second type of predictive model, which we call the 'area level predictive model', can be defined as
The model (16) 
After selecting explanatory variables with our proposed criterion, we predict Y i(u) by the empirical best linear unbiased predictor Y i(u) =x t i(u) β +b i and obtain a predictor of the finite population mean Y i , as
Thus, covariate shift appears in standard models for small area prediction and the proposed criterion is important and useful in such a situation.
Empirical data analysis
In this subsection, we investigate the numerical performance of the small area prediction problem explained in the previous subsection through a real data example. We use the posted land price data in the Kanto region, which includes Tokyo, Kanagawa, Chiba and Saitama prefectures. A part of the data was used by Kawakubo and Kubokawa (2014) , who analyzed the land price data along the Keikyu train line. The full data set we can use is the land price data in 2001 with covariates and each data point has its unique nearest railroad station, which we regard as small area. For the ith small area (i = 1, . . . , k), there are N i land spots. To investigate the performance of the suggested procedure in the framework of a finite population, we divide N i observed data of each i small area into two parts based on the following scheme of experiments. First, we select the small areas that have the moderately large number of the data point, namely we pick up the area i's where N i ≥ T for some integer T . Thus the number of the small areas k varies with T . The relationship of T and k is given by Next, we artificially make the sampled data set and predict each finite population mean of the land price by applying NERM explained in the previous subsection. The sampling scheme is the simple random sampling without replacement (SRSWOR) in each finite population and n i data are sampled for the ith finite population. The sample sizes n i 's are decided by some ratio 0 < π < 1 and 100π percent of the data in each population are sampled, namely n i is the nearest integer to N i × π. We conduct some data analyses for several values of T and π.
The logarithm of the land price (Yen in hundreds of thousands) per m 2 of the jth spot in the ith small area is denoted by Y ij , TRN i is the time to take by train from the station i to the Tokyo station around 9:00 in the morning, DST ij is the geographical distance from the spot j to the nearby station i, FOOT ij is the time to take on foot from the spot j to the nearby station i and FAR ij denotes the floor-area ratio of the spot j in the ith area, and Tokyo ij , Chiba ij and Saitama ij denote dummy variables which take values 1 if the spot j in ith area is in Tokyo, Chiba and Saitama, respectively. As the auxiliary variables, we consider ten variables, FAR ij ,
ij , Tokyo ij , Chiba ij and Saitama ij , which are denoted by x 1 , . . . , x 10 and x 0 denotes the intercept term. As explained above, NERM in (13) is employed to predict the mean land price in each finite population. To specify the model, we select the explanatory variables from 10 covariates x 1 , . . . , x 10 by variable selection criteria cAIC and our CScAIC given by (8) . We select the model from 2 10 all the subsets of the full model and each model includes the intercept x 0 . Because the auxiliary variables x 1 , . . . , x 10 are available for all the land spots, we consider the unit level predictive model (15) explained in the previous section when the CScAIC is applied. For an unknown parameter ψ = τ 2 /σ 2 in G = ψI k , we estimate σ 2 and τ 2 by unbiased estimators proposed by Prasad and Rao (1990) based on the full model. We predict each finite population mean (17) where Y i(u) =x t i(u) β +b i is constructed based on the best model selected by cAIC or CScAIC. Then the prediction error of the predictor based on our CScAIC is compared with that of the predictor based on the conventional cAIC. The prediction error is measured by
and PE CS and PE C denote PE's of the predictor based on CScAIC and cAIC, respectively. Table 1 shows the improvements of PE CS over PE C expressed in percentage, namely for several values of π and T . Though in many cases, the best models selected by the CScAIC and cAIC are identical, which results in the improvement is 0%, our CScAIC has better performance than the cAIC except for only three cases. CScAIC tends to select more parsimonious model than the cAIC does, which implies that the value of the bias correction term (or the penalty term) in CScAIC is bigger than that in cAIC. In many cases, CScAIC drops one or two dummy variables while cAIC select all the dummy variables, Tokyo ij , Chiba ij and Saitama ij .
Concluding Remarks
In this paper, we have proposed a variable selection criterion under covariate shift based on the conditional Akaike information proposed by Vaida and Blanchard (2005) and the proposed criterion includes the original conditional AIC as a special case where the covariate shift does not occur. We have pointed out that covariate shift is essential issue in small area prediction of the mean of finite population and proposed to use our criterion for variable selection. We have confirmed through empirical studies that the proposed criterion performs better than the original conditional AIC in small area prediction.
For the evaluation of B c1 , we first take the expectation with respect to the conditional distribution ofỹ given b.
It can be easily seen that
The second term of the right hand side of the above equation is rewritten as
Thus we can obtain
Next we evaluate B c2 as follows:
From (19) and (20), we can obtain (7).
A.2 Proof of Theorem 2. In the same way as the proof of Theorem 1, we decompose B * c in (9) as follows: Firstly, we evaluate B * c1 . From the proof of Theorem 1, it can be easily seen that
Since nσ 2 ∼ σ 2 χ 2 n−p and β is independent ofσ 2 , we can obtain
Next we calculate B * c2 . It is easily seen that
We define v = Σ −1/2 (y −Xβ)/σ and M = Σ −1/2 X(X t Σ −1 X) −1 X t Σ −1/2 , then v ∼ N n (0, I n ) and M is idempotent. Using this notation, we rewrite B c2 as To evaluate B * c23 , we rewrite
Since M v is independent of (I n − M )v and E[M v] = 0, the second term of the right hand side of the above equation is 0. Then we get B * c23 = B * c22 . Combining B * c21 , B * c22 and B * c23 , we can obtain
From (21) and (22), (10) follows.
