The stability of clustering methods is the issue that has attracted a considerable amount of attention of researchers in recent years. In this respect, the major question that needs to be answered seems to be to what extent the structure discovered by a particular method is actually present in the data. The literature proposes a number of different ways of measuring stability. The theoretical considerations have led to the development of computer tools for the practical implementation of the proposed ways to study stability. The practical tools are available within several R packages, for example, clv, clValid, fpc, ClusterStability, and pvclust. Due to the hypothesis that cluster stability can be the answer to the question about the right number of groups in clustering, the main aim of this article is to compare the results of the studies on clustering stability conducted with three R packages, i.e.: clv, clValid, and fpc.
Introduction
The main problem in taxonomy is to determine whether the groups that we received reflect the actual structure of the groups present in the data. This involves the problem of selecting a "clustering model", e.g.: the number of groups k, the distance metric, or the control parameters of an algorithm. It is the stability criterion that increasingly gains in popularity in response to these problems.
Informally, this criterion states that if a cluster algorithm is repeatedly used for independent samples (with unchanged parameters of the algorithm), resulting in similar grouping results, it can be considered as stable and reflecting the actual structure of the groups (Shamir, Tishby, 2008) . Volkovich et al. (2010) even state that the number of groups that maximises the stability of clustering can serve as an estimate of the "true" number of groups.
The main aim of this article is to compare the results of the studies on clustering stability conducted with three R packages, i.e.: clv, clValid, and fpc.
Package clv
The concept of stability by Ben-Hur and Guyon (2003) is based on the finding that if the clustering properly represents the structure in the data, it should be stable with respect to small changes in the data set. They proposed two measures of stability: a measure based on the index of similarity between two partitions (implemented by the cls.stab.sim.ind function) and a measure based on the pattern-wise agreement concept (the cls.stab.opt. assign function).
The algorithm of cls.stab.sim.ind function can be described in the following steps: 1. Cluster the original data set in order to obtain the reference partition. 2. Select a random sub-sample of observations from the original data set and group the objects from this sub-sample. 3. Calculate the stability between the reference partition and the partition of the sub-sample using the index of similarity between the two partitions (e.g.: the Rand index). 4. Repeat the procedure several times.
Repeat the procedure for different values of k (the number of groups).
The cls.stab.opt.assign function is based on the idea of pattern-wise agreement and pattern-wise stability.
Given two groupings L 1 and L 2 , the pattern-wise agreement can be defined as follows: 
Pattern-wise stability is defined as the fraction of sub-sampled partitions where the sub-sampled labelling of pattern i agrees with that of the reference labelling, by averaging the pattern-wise agreement: 2 Given two groupings L1 and L2, the pattern-wise agreement can be defined as follows:
where: σ: {1, …, k1} → {1, …, k2}.
Pattern-wise stability is defined as the fraction of sub-sampled partitions where the subsampled labelling of pattern i agrees with that of the reference labelling, by averaging the pattern-wise agreement:
where Ni -the number of sub-samples where pattern i appears.
where N i -the number of sub-samples where pattern i appears.
The stability of group j in the reference partition is the average of pattern-wise stability:
The stability of the reference partition into k groups is defined as:
Package clValid
The package clValid contains functions for validating results of clustering analysis in biology. There are three main types of cluster validation measures available: "internal", "biological" and "stability".
The article focuses only on the last group of measures. They evaluate the stability of a clustering result by comparing it with the clusters obtained by removing one column at a time (Brock et al., 2011) . These measures include: the average proportion of non-overlap (APN), the average distance (AD), the average distance between means (ADM), and the figure of merit (FOM).
Only APN was used in experiments because this is the only measure that is normalised in the interval (0.1), with values close to zero corresponding with highly consistent clustering results. APN measures the average proportion of observations not placed in the same cluster by clustering based on the full data and clustering based on the data with a single column removed: where: C i, 0 -represents the cluster containing observation i using the original clustering (based on all available data), C i, l -represents the cluster containing observation i where the clustering is based on the data set with l column removed, n(·) is the cardinality of a cluster, N denotes the total number of observations (rows) in a data set, M denotes the total number of variables (columns) in a data set.
Package fpc
The package fpc includes two functions for measuring stability: clusterboot and nselectboot. In the experiments, only the nselectboot function was used.
The nselectboot function is based on the work of Fang and Wang (2012) . The authors focus on the concept of stability as robustness to randomness present in the sample. Drawing on the work of Wang (2010) , they formulate the concept of stability in the following way: if one draws samples from the population and applies a selected clustering algorithm, the results of grouping should not be very different.
The nselectboot function is based on the following general idea: several times two bootstrap samples are drawn from the data and the number of clusters is chosen by optimising an instability estimation from these pairs.
Denoting a cluster algorithm with k ≥ 2 groups by Ψ(•, k), when we use it to sample X n , we get the clustering
; the algorithm can be presented according to the following procedure. For the assumed value of k = 2, …, K:
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calculate the empirical clustering distance:
4. Instability of clustering is calculated as:
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Based on sections 2, 3, 4, one can see that there are a few quite different ways for measuring the stability of clustering algorithm. The main aim of the next part of the article is to carry out numerical experiments in order to verify the hypothesis that the stability criteria could be the answer to the question about the number of groups related to the issue of taxonomy.
Numerical experiments
In the study, data sets from the UCI Repository, usually used in comparative analyses in taxonomy, were used. Their short characteristics are shown in Table 1 . Source: own work on the basis of https://archive.ics.uci.edu/ml/data sets.html
In the experiments, the number of groups that is shown in Table 1 was used as the information of the maximum value of k (the number of groups). The only exception was the UCI spect data set, where the maximum k value equalled 5.
Looking at the results (Table 2 -Table 11 ), we can see that the results are inconclusive. In the case of the UCI sat data set for k-means (Table 2) , three methods of measuring stability (i.e. clv_sim.ind, clv_opt.assign, and fpc) indicated that the right number of groups is 3, whereas the clValid_APN criterion pointed to k = 2 as the real number of groups. A similar situation, to a certain extent, applies to the hierarchical clustering method (Table 3) : three criteria (i.e. clv_opt.assign, clValid_ APN, and fpc) indicated k = 3 as the real number of groups, whereas clv_sim.ind claimed k = 2 as the true number of groups. For the UCI segment data set, in both methods (i.e. k-means and hierarchical), all the criteria indicated k = 2 as the true number of groups (Table 4 and  Table 5 ). For the UCI optdigits data set and the k-means method, the results are again inconclusive (Table 6) : two criteria indicated k = 10 as the right number of groups, whereas clv_opt.assign claimed k = 3, and clValid_APN pointed to k = 6 as the right number of groups. For the discussed data set and the hierarchical clustering method (Table 7) , two criteria (i.e. clv_opt.assign and fpc) indicated k = 2 as the right number of groups, while clv_sim.ind pointed to k = 6 groups, and clValid_ APN showed k = 5 as the true number of groups. For the UCI spect data set clustered with the k-means method (Table 8) , clv_ sim ind, clv_opt.assign and fpc claimed k = 2 as the right number of groups, whereas clValid _APN indicated k = 3 or k = 4. For this data set and the hierarchical clustering method (Table 9) , two stability criteria stated k = 2 (clv_opt.assign and fpc), clValid_APN indicated k = 2 or 3, whereas clv_sim.ind pointed to k = 5. For the UCI movement libras and both clustering methods, the results are the same (Table 10 and Table 11 ): clv_opt.assign and clValid_APN pointed to k = 2 as the right number of clusters, while clv_sim.ind pointed to k = 14, and fpc indicated k = 15.
Conclusions
The stability criterion is becoming an increasingly popular method for the selection of parameters of clustering methods, especially for determining the number of groups k.
If the taxonomy method is selected correctly and the parameters of this method are also selected correctly (e.g.: the number of groups, the distance metric), then clustering should provide results that are not very different from each other, i.e. the results should be stable.
The empirical results show that the examined stability criteria do not always lead to clear results, providing different answers to the question about the right number of groups in the data.
The methods presented in this article are just some proposed ways for measurement of stability, but not the only ones that can be found in the literature. There are other new methods proposed which can be found, for example, in the works of: Granichin et al. (2015) , Hosein et al. (2011) , Koepke, Clarke (2013) and Ryazanov (2016) .
