As in prior years, only 12 articles could be selected to appear in this special issue. The selection committee chose an additional nine high-quality articles to be recognized as honorable mentions. I strongly encourage you to read these articles (see the "Honorable Mentions" sidebar).
REVIEW PROCESS
This year's selection process built on many of the successful ideas of the 2016 process, 1 with several innovations to aid the 31-member selection committee (see the "Selection Committee" sidebar) in identifying the most deserving submissions. Top Picks differs markedly from our conventional review processes because all Top Picks submissions have already been carefully vetted by conference program committees with detailed critiques provided to the authors to improve the final article. The selection committee's task is, instead, to identify a fixed number of articles that we collectively feel best embody the various dimensions of a Top Pick. Some aspects of this selection are inherently subjective; the selection committee aims to predict the potential future impact of a piece of work. To improve confidence in such decisions, it is helpful to draw from a large sample of opinions.
A key innovation introduced in last year's selection was a two-phase review process that allowed a very large number of reviewers (ten or more) to consider those articles that are the best contenders for Top Picks. In the first reviewing phase, all submissions received four reviews. An important aspect of a Top Pick is that it have broad appeal to readers beyond those expert in the subtopic. To solicit such opinions, this year, one review in the first round was assigned entirely Thomas F. Wenisch University of Michigan at random among non-conflicted selection committee members; the remaining three reviews were solicited from experts in the topic. Thirty-nine articles advanced to a second round, were assigned at least six more reviewers, and were discussed at the in-person selection committee meeting in Ann Arbor, Michigan in January 2018. Because many committee members were already familiar with these works from the conference presentations, the vast majority of committee members were familiar with each article that came up for discussion.
A new innovation this year was the use of rankings, rather than ratings, to aid the selection committee in ordering and comparing articles and to aid myself in building the agenda for discussion. In past years, reviewers were asked to rate submissions either quantitatively (on a scale of 1 to 5) or qualitatively (as a Top Pick, honorable mention, or not a Top Pick). Some Top Picks chairs have further sought to enforce particular distributions on these ratings to ensure more lenient or harsh reviewers are not over-represented in the discussion order. Instead, this year, discussion agendas were constructed exclusively using rankings. At each review phase, reviewers were asked to order all the articles in their review stack. An overall discussion order was constructed from these individual rankings.
Building a total ranking from many partial rankings is technically challenging; there is a vast literature on the theory of voting and election methods. 2 The Top Picks setting is especially challenging because the reviewers' rankings are sparse (each reviews only a small fraction of articles, especially in the first round). Many voting methods, such as Condorcet methods (in particular, the widely used Schulze method 3 implemented in the HotCRP reviewing software), fail for such sparse rankings-they produce enormous multi-way ties that are little help in an evaluation process. Instead, the selection process integrated rankings using the Borda count, 4 which assigns a "point" to a candidate for each other candidate it outranks. Borda counts for each reviewer were then normalized to a 0-to-1 scale and combined through arithmetic mean. One interpretation of this "Borda score" is as the average percentile rank of an article across all who reviewed it.
Ultimately, these rankings only guided discussion order; decisions were reached by consensus in online discussion (Round 1) or a vote of non-conflicted members (final selection). The selection committee discussed all 39 articles that advanced to the second round in person. The final selections were made iteratively: Articles were discussed by descending Borda score, and members could vote "Top Pick," "Honorable Mention or Better," "Revisit," or "Not a Top Pick." Articles that received a majority in either "Top Pick" or "Not a Top Pick" were finalized. A majority in the sum of "Top Pick" and "Honorable Mention or Better" assured selection at least as an honorable mention. The discussion iterated until voting converged on all articles.
Although elaborate, the Top Picks selection process has evolved over time to try to get the broadest set of expert opinions to weigh in on the most difficult decisions. I hope the new insights learned in this year's process aid future selection chairs.
SELECTED ARTICLES
In light of the slowing of conventional performance scaling, application-specific hardware accelerators and extreme specialization continue to be major themes in computer architecture conferences and are well represented in this year's Top Picks. This issue also features several articles on memory and interconnect systems-perennial topics of architectural research-as well as a series of studies on various considerations of computer security and design risk.
Accelerators
One of the highest-profile successes in specialized accelerator architectures is the widely publicized Tensor Processing Unit (TPU) from Google. In "Motivation for and Evaluation of the First Tensor Processing Unit," Norman Jouppi and colleagues describe the TPU architecture and its impact on performance in Google's production datacenters. However, not all applications can afford such a degree of investment in specialization. In "Plasticine: A Reconfigurable Accelera-tor for Parallel Patterns," Raghu Prabhakar and colleagues report on an accelerator architecture that can be reconfigured to exploit several patterns of parallelism that arise in many algorithms.
Extreme Specialization
Sometimes, a piece of silicon need only serve a single, unique need. In "Bespoke Processors for Applications with Ultra-Low Area and Power Constraints," Hari Cherupalli and colleagues describe a design methodology for processors that strips away all gates that will not be needed to execute a sole application. Some computing problems call for more extreme forms of specialization. In "A Microarchitecture for a Superconducting Quantum Processor," X. Fu and a large team describe the control system microarchitecture for a superconducting quantum computer.
Memory Systems and Interconnects
Much literature seeks to close the performance gaps among memory consistency models. Most approaches rely on deep speculation; in "Non-Speculative Load Reordering in Total Store Ordering," Stefanos Kaxiras and colleagues report on a non-speculative method to reorder loads in the Total Store Order consistency model. Confirming the correctness of such memory model implementations is challenging. In "Full-Stack Memory Model Verification with TriCheck," Caroline Trippel and colleagues describe a verification methodology that can confirm correctness throughout the high-level language, compiler, instruction set architecture, and implementation.
Abhishek Bhattacharjee reports on a technique to leverage hardware page table walks to also prefetch the data likely to be accessed after the walk completes in "Breaking the Address Translation Wall by Accelerating Memory Replays." Meanwhile, Masoumeh Ebrahimi and Masoud Daneshtalab describe a new way of reasoning about deadlock freedom in interconnection networks in "A General Methodology on Designing Acyclic Channel Dependency Graphs in Interconnection Networks."
Security and Risk
Top Picks recognized a number of articles related to various notions of "risk" in computer system design. Three articles address computer system security. Christina Delimitrou and Christos Kozyrakis show that attackers that co-run on the same cloud computing platform as you can discover alarming details about your workloads in "Uncovering the Security Implications of Cloud Multi-Tenancy with Bolt." In "Motivating Security-Aware Energy Management," Adrian Tang, Simha Sethumadhavan, and Salvatore Stolfo demonstrate that flaws in energy management mechanisms make it possible to breach security on commodity Android devices. For applications that require provably correct operation, such as life-critical medical systems, Joseph McMahan and colleagues propose an architectural design approach that enables end-to-end correctness proofs in "An Architecture for Analysis." Finally, in a wholly different take on risk, "Architectural Risk," by Weilong Cui and Timothy Sherwood, presents a quantitative approach to reasoning about the performance risk that might arise in architectural designs due to various sources of uncertainty, such as workload or manufacturing variation.
CONCLUSION
I hope you enjoy reading these articles and that you will explore the full conference versions of both the Top Pick and honorable mention selections. I welcome your feedback on this special issue and any suggestions for next year's Top Picks issue. This article examines the impact of electromagnetic interference by factors such as different compiler options and architectural parameters and proposes to exert control to reduce interference in the actively used wireless frequency bands.
SIDEBAR: HONORABLE MENTIONS
"An Analysis of Persistent Memory Use with WHISPER" by Sanketh Nalli and colleagues (ASPLOS 2017)
The authors developed, studied, and publicly released the first benchmark suite of recoverable applications, covering all of the existing interfaces to persistent memory. This article reports on a specialized data processing unit that reduces data movement and accelerates big-data applications. Key ideas are to limit the ISA to some well-known access patterns, eliminate cache coherence, and organize the unit to minimize data movement. This article presents techniques to detect latency-critical network packets and leverage this information for fine-grain server power management. 
