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分散処理フレームワークである．Apache Spark は Scala を用いた実装や様々なコンポーネ
ントを持っていることから他のフレームワークと比べて高い汎用性を実現している．その
Apache Sparkが持つコンポーネントの 1つとして GraphXが挙げられる．
Spark GraphX はグラフ処理を並列処理をすることを目的としたコンポーネントである．
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Abstract
Performance Analysis of Maggage Aggregation in Spark GraphX
Takuya Matsumoto
Apache Spark is a parallel distributed processing framework designed for versatility and
high speed in large-scale data processing.Apache Spark has high versatility by various compo-
nents. One of the components that Apache Spark has is GraphX.
Spark GraphX is a component aimed at parallel processing graph processing. By using this
GraphX, we can implement parallel graph processing in a distributed environment by Apache
Spark easily. However, a report said that GraphX was much slower than other graph processing
framework.It is a big broblem.
In this study, we researched tthe cause of this low graph processing performance of GraphX
by some case study and benchmark. As a result, it turned out that the possibility that problems
are caused by messages aggregation processing of GraphX. So we did benchmark and debug
there, we found the probrem that edge scanning and updating VertexView are major problems
in aggregateMessages.
key words Parallel processing, Graph theory, Apache Spark, GraphX
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ぐ “辺”，この 2 つの要素の集合を用いて表現されるデータ構造である．グラフで表現され



























































ムワークである [9]．2009 年に AMPLab にて開発が行われ現在では Apache のトップレベ
ル Projectの 1つとして開発・保守が行われている．Apache Sparkの大きな特徴として汎用
性の高さ，オンメモリでの分散処理，RDDの 3つが挙げられる．それぞれについて順に説
明していく．
1 つ目の特徴である汎用性の高さは Scala による実装と Spark が持つ様々なコンポーネ
ントに起因している．Apache Sparkでは主に Scala，Javaを中心に APIが提供されており，
Spark自体の実装も Scalaで行われている．その為ユーザが実装する上での記述性が高く柔



























GraphXは Apache Sparkのコンポーネントの 1つであり，Spark環境上でグラフ計算を行
うことを目的として開発されたものである [2]．
前述した通り，全ての Spark プログラムでは処理対象のデータを RDD を用いて表現を
行っていたがこれは GraphXでも同様であり，RDDの拡張データ型を用いてグラフデータ
を表現している．GraphXにおけるグラフ表現ではグラフの頂点データの集合を VertexRDD




各頂点ごとに一意に割り当てられた頂点の ID である VertexID とその頂点が持つパラメー
タ VertexData の 2 つを単位とした集合を RDD として扱っている．EdgeRDD では辺に関
する情報を保持しており，辺の Sourceである頂点の VertexIDと Destinationである頂点の
VertexID,そしてその辺が持つパラメータ EdgeDataの 3つを Edge型というデータとして管





Spark GraphX によるグラフ処理プログラムの実装では，GraphX 実装されているグラフ
処理向けのデータ処理 APIを用いてグラフ処理を実装する方法の他，GraphXで用いられる













ここでは GraphXにより提供されているグラフ処理 APIの中で基本的かつ重要な APIで


















3 つ目の map は名前の通りグラフ上のデータに対して map 処理を適用する API であ












GraphX は Apache Spark による分散環境上でグラフ処理を並列処理することを目的とし
たコンポーネントである．したがって Spark の持つコンポーネントの 1 つである GraphX
は Spark による並列分散処理の恩恵を受けてグラフ処理を行えることから大規模グラフ




















1 つ目のケーススタディは Push-Relabel アルゴリズムである．この Push-Relabel アルゴ
リズムは Maximum-Flow 問題を解くためのアルゴリズムである．ケーススタディとして
選んだ理由としては，一般にグラフ処理フレームワークのベンチマークなどで用いられて





































本項では Push-Relabel アルゴリズムについて簡単に説明する．Push-Relabel アルゴリズ
ムとは，前述したMaximum-Flow問題を解くためのアルゴリズムの一種である．この Push-


















本研究では GraphX 上で Push-Relabel プログラムを実装するに辺り，GraphXStyle と
PregelLikeという 2つの実装方針を立てて実装を行った．前者は GraphXプログラミングら
しい素朴な実装であり，後者は Pregel モデルというグラフ計算モデルを基に GraphX 上で
実装を行ったものである．
GraphXStyle 実装は GraphX の設計に基づいた実装を行うものである．つまりは Push-
Relabel アルゴリズムを GraphX を用いて素直に実装したものとなっている．具体的には





でなく Spark Coreやその他の APIも合わせて用いることができる．その為処理内容が同等
の処理を GraphXAPI を用いずとも表現が可能である．GraphXAPI とその他のどちらが実
装が容易であるかは実装するグラフ処理の内容によって異なると考えられるが GraphXStyle
























関しては joinVertices を用いて実装を行い，aggregateMessages で生成されたメッセージを
書く頂点ごとに適用する．
GraphXでは前述したような基本的グラフ処理 APIの他に特定のグラフ処理向けの APIや
高度なグラフ処理 APIが用意されている．その中の 1つとして Pregel APIがある．GraphX
では Pregelモデルに基づいた計算をするための Pregel APIが提供されており，この Pregel
API はメッセージ送信関数やメッセージマージ関数，頂点データ更新関数，各種設定パラ
メータを与えてやると自動的に Pregel モデルに沿ったグラフ処理を実現してくれるという
ものである．ただし，この Pregel API を用いて実装をすることができるのは比較的単純な
グラフ処理に限り，本ケーススタディの Push-Relabel のような複雑なグラフアルゴリズム
では利用することは困難であるため用いていない．
上記の Pregel モデル [6] に基づく計算を GraphX 上で実装するに辺り，前述したように
GraphXStyleとは異なるデータ型の定義を行った．Pregelモデルでは頂点主体計算で処理を








また，比較用に GraphX上での Push-Relabelの既存実装を用意した [5]．こちらの実装は




前述した GraphX 上で実装した Push-Relabel プログラムを用いてパフォーマンス評価実
験を行った．実験内容としては各種実装に対して Maximum-Flowの問題グラフを与え，そ
れを実際に処理させて時間を計測するというものである．入力には表 4.1のように 6頂点 8
辺の非常に小規模なグラフと 100頂点 261辺のグラフを用意した．実験環境としては Intel














たがって GraphXStyle ではほとんど処理を終えないまま終わっており，PregelLike 実装で
は処理をある程度まで行えている．また，最終結果が出ないため Graph2の処理時間は明記
















ついて述べていく．Spark では実際に RDD の計算を行う前にまず計算フローを表す DAG
を形成する．その後あるタイミングでその DAGを辿りながら実際に RDDに対して演算を
実行し結果を得るという処理形態を取っている．Spark ではイミュータブルな分散コレク
ションである RDD とこの DAG による計算フローの管理を駆使することで分散環境での
データに対する耐障害性を高めたり，処理を効率的に行うための最適化を施したりすること






の性質上 Push や Relabel，加えてそれぞれの処理の中で幾つかの中間データを生成してい







































































として初期化する．その後 d(v)が更新された頂点 vは隣接する各の頂点 wに対して辺 (v,w)












いとしては SSSP のアルゴリズムは非常にシンプルであるため GraphXStyle による実装で








て生成されたメッセージが格納された VertexRDD を joinVertices によって適用処理を実装











た．実験内容としては頂点数約 87万，辺数 510万のWebグラフを入力として 2種× 2実装
の系 4つのプログラムで問題を解く実験を用いた．実験環境は Intel Core i5 2500(3.30GHz




今回の実験では Push-Relabel の場合とは異なり GraphXStyle の方が高速という結果に
















メッセージマージ関数 mergeMsg，頂点更新関数 vprogを与えることで自動的に Pregelモデ
ルに沿ったグラフ処理を実現してくれる．この APIの実装としては aggregateMessagesによ
るメッセージ集約や joinVerticesによるその適用を繰り返すというものになっており，基本










































ン管理方法の問題である．Spark における分散コレクションの RDD は通常は複数のパー
ティションに分けられてワーカに分散配置され，それぞれのパーティションごとに計算処理













































先の ID とそれに対応するメッセージデータの組による VertexRDD として生成され，この
VertexRDDを用いて集約したメッセージを用いた処理を行う．
また，aggregateMessages による辺のスキャン処理を効率化するための API として ag-
gregateMessagesWithActiveSet と云う API も用意されている．この API では通常の ag-
gregateMessages の処理に加えて，通信が発生する頂点（以下アクティブ頂点）を集めた
ActiveSetと呼ばれる VertexRDDを引数として渡すことで不必要な辺走査を削減することが


















とする辺の Destination に対して Int 型のデータを送信し，その値を頂点のデータに加算
していくという処理を一定回数ループさせるものである．具体的な GraphX による実装は
aggregateMessages（WithActiveSet）により Int 型の数値 “1” を送信し，それにより生成さ
















API Webグラフ 10% Webグラフ 90% 道路 NW10% 道路 NW90%
aggregateMessages 253.84秒 520.60秒 180.83秒 497.63秒




となった．aggregateMessages は実装として引数の Active セットを無しで aggregateMes-
sagesWithActiveSetを呼び出す形で実装されており，aggregateMessagesWithActiveSetとの







































の後のメッセージ集約にかかった時間の累計，UpdateVertexView は aggregateMessages に
かかった時間のうちの UpdateVertexView にかかった時間の累計を示しており，その和が
aggregateMessagesにかかった時間の累計時間を示している．ちなみに集約されたメッセー
ジを joinVertices によって各頂点に適用している処理と最後に行っている count，そして実
際に計算を行う前に DAGを形成している時間についてはこの処理に含まれておらず，その
処理時間はほぼ定数時間且つ短時間で終えられるためここでは触れないものとする．ここで
出て来る UpdateVertexViewとは GraphXにおける VertexViewの更新処理を意味しており，
それについて簡単に説明する．













ここで図 5.1 を見てみる．この実験では辺の数を 50 万に固定して頂点の数を 10 万から
10 万単位で増加させている．累計の時間は頂点数の増加に伴い処理時間が増加している．











































装を行い API を提供することで GraphX のパフォーマンス向上を図ることができると考え
られる．
2 つ目の問題である UpdateVertexView に関しては GraphX におけるデータ管理に関す
る問題である．その為データ更新の方法を変更するもしくは VertexRDD と EdgeRDD の
2 つの RDD で管理するという方式を変更することで対応する必要がある．データの管理
方法を変更するアプローチの場合本研究のケーススタディで用いた PregelLike 実装の様に









わりに 1種の RDDによって管理することができ，少なくとも VertexRDDと EdgeRDDの
2つによって管理することによるコストを軽減することが可能性があると考えられる．
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