ABSTRACT
INTRODUCTION
The main aim of Face image retrieval is to retrieve face images which are similar to a specific query face image in large face Databases. The retrieved face images can be used for many applications, such as photo management, Visual surveillance, Criminal face identification and searching specific faces from the internet etc. This retrieval task contains two types of target images. One is the face images with the same identity of the query face. The other is the face images which have appearance similar to the query face.
In Face image retrieval, wavelet approaches mainly include direct wavelet coefficients, DWT with PCA, DWT with LDA. Wavelet histogram and wavelet moment of image, etc. However, classical wavelet encounters some inherent limitations in image processing. First, classical construction relying heavily on frequency domain is basically unfit for spatial realization, inevitably losing desirable properties exclusively owned in spatial domain. Second, its floatingpoint operation makes it not only inefficient but also inaccurate when processing integer image coefficients [1] . Third, finding an ideal pre-processing method from classical view point is somewhat difficult, e.g. hard to seek a boundary extension method ensuring perfect reconstruction while simultaneously maintaining boundary continuity. Hence, traditional wavelet approaches, though effective in general case, may still result in reduced performance in face image retrieval.
Lifting scheme [2] - [5] , a novel approach for constructing the so-called second-generation wavelet, provides feasible alternative for problems facing the classical first generation wavelet in image applications. Constructed entirely in spatial domain and based on the theory of different wavelet filter banks with perfect reconstruction, lifting scheme can easily build up a gradually improved multi-resolution analysis through iterative primal lifting and dual lifting. It turns out that lifting scheme outperforms the classical especially in effective implementation, such as convenient construction, in-place computation, lower computational complexity and simple inverse transform etc. We can also build wavelets with more vanishing moments and more smoothness, contributing to its flexible adaptivity and non-linearity.
Principal Component Analysis (PCA) method [6, 7] , which is called Eigen faces in [8, 9] is widely used for dimensionality reduction and recorded a great performance in face image retrieval. PCA based approaches typically include two phases: training and classification. In the training phase, an Eigen space is established from the training samples using PCA method and the training face images mapped it for classification.
In this paper, we use DWT and lifting schemes to decompose Greyscale images into multilevel scale and wavelet coefficients, then further dimensionality reduction is done by using PCA with which we perform image feature extraction and similarity match by means of Euclidian distance method.. The retrieval performances are compared with those of its classical counterpart in terms of weighted retrieval accuracy and speed. The efficiency in terms of retrieval accuracy and speed is tested with various Face images using ORL database and the results outperform its classical counterpart.
The remainder of this paper is organized as follows. In section 2, we introduced the general structure of the proposed Face image Retrieval system. Section 3 provides the image decomposition using Discrete Wavelet Transform. Section 4 describes the Lifting Wavelet Transform scheme. Section 5 covers Feature Extraction using Principle Component Analysis. Section 6 explains Weighted Retrieval Accuracy. Section 7 describes the implementation and experimental results. Finally conclusions are offered in section 8. Fig.1 shows the basic block diagram of Face image retrieval system. Our Proposed method compares the performance of face image retrieval using DWT-PCA and LWT-PCA with similarity matching by using Euclidian distance method.
GENERAL STRUCTURE OF PROPOSED FACE RETRIEVAL SYSTEM
We compared two methods, in first method; all train images decomposed using discrete wavelet transform. After DWT, we are taking only low frequency components (LL) of the image for further dimensionality reduction by using PCA. Then the final feature vectors of all the train images are stored in the database. Same process is done for query image. Finally first 5 similar face images are retrieved by using Euclidian distance method. In the second method, instead of DWT, we used Lifting wavelet transform for image decomposition and all other steps are same like first method. 
DISCRETE WAVELET TRANSFORM
The speciality of DWT [10] comparing to other transforms is time and frequency characteristics which application of it wildly in many different fields.
The flow chart of the Discrete wavelet transform sub band coding on the digital image is shown in figure 2 , here L refers to low frequency component, H refers to high frequency and the number 1 and 2 refer to the decomposition level of the Discrete wavelet transform. The result of the 2-D Discrete Wavelet Transform from level one to level three is shown in figure 3 . The sub image LL is the low frequency component, it is the approximate sub image of the original image; the sub image HL is the component of the low frequency in horizontal direction and the high frequency in vertical direction, it manifests the horizontal edge of the original image; the sub image LH is the component of the high frequency in horizontal direction and the low frequency in vertical direction, it manifests the vertical edge of the original image; the sub image HH is the high frequency component, it manifests the oblique edge of the original image. It is shown that most energy of the original image is contained in the LL2 low frequency region. And the other region in the same size reflect edge feature of the image in different angles. The size of the low frequency sub-image is only -2n power of 2 times of the source image if this transform was done for n times. The algorithm in this paper uses the low frequency sub images formed in the 2-D Discrete Wavelet Transform instead of the original face images, so that the dimension of the total population scatter matrix would reduced in the character extraction in the PCA method and consequently lessen the calculation amount. 
LIFTING WAVELETS TRANSFORM
Any Discrete Wavelets Transform with Finite filters can be decomposed into a finite sequence of simple filtering steps, which are called the lifting steps [11] . Fig.4 . shows the forward wavelet transform using lifting scheme. This decomposition related to a factorization of the polyphase matrix of wavelet or sub band filters into elementary matrices is described as follows. The polyphase representation of a discrete-time filter h(z) is defined as
Where h e denotes the even coefficients, and h o denotes the odd coefficients:
The low pass filter h(z) and High pass filter g(z) can thus be represented by their poly phase matrix P(z)= ℎ ሺ‫ݖ‬ሻ ݃ ሺ‫ݖ‬ሻ ℎ ሺ‫ݖ‬ሻ ݃ ሺ‫ݖ‬ሻ ൨ and ܲ ෨ ሺ‫ݖ‬ሻ can also be defined for the analysis filter analogously.
The filters h e (z),h o (z),݃ ሺ‫ݖ‬ሻ and ݃ (z), along with their analysis counterparts, are Laurent polynomials. As the set of all Laurent polynomials exhibits a commutative ring structure, within which polynomial division with remainder is possible, long division between Laurent polynomials is not a unique operation [12] . The Euclidean algorithm [12] can be used to decompose P(z) ܲ ෨ ሺܼሻ as
As this factorization is not unique, several pairs of {s i (z)} and {t i (z)} filters are admissible; However, in case of DWT implementation, all possible choices are equivalent. 
PRINCIPLE COMPONENT ANALYSIS
Principal component analysis [13] is classical method used in statistical pattern recognition and signal processing for dimensionality reduction and feature extraction.
Every test image can be transformed to low dimensional feature vector to be projected onto the eigenface space which was obtained from the training set. This feature vector can then be compared with the set of feature vectors obtained from the training set. The face classifier can use different distance measures such as Euclidean distance or cosine distance. The PCA algorithm can be detailed as follows:
Let the training set of face images be Γ 1 , Γ2,… ,ΓM then the average of the set is defined by
Each face differs from the average by the vector
This set of very large vectors is then subject to PCA, which seeks a set of M orthonormal Matrix C can be defined as
Vectors, Um, which best describes the distribution of the data. Then the covariance Where the matrix A =[Φ 1 Φ 2 ....Φ M ]. The covariance matrix C; however is N2×N2 real Symmetric matrix, and determining the N2 eigenvectors and eigenvalues is an intractable task for typical image sizes. We need a computationally feasible method to find these eigenvectors. 
With this analysis, the calculations are greatly reduced; from the order of the number of pixels in the images (N2) to the order of the number of images in the training set (M).The associated eigenvalues allow us to rank the eigenvectors according to their usefulness in characterizing the variation among the images.
A new face image (Γ) is transformed into its eigenface components (projected onto "face space") by a simple operation,
For k = 1,..., M'. The weights form a projection vector,
Describing the contribution of each eigenface in representing the input face image, treating the eigenfaces as a basis set for face images. The projection vector is then used to find which of a number of predefined face classes that best describes the face.
WEIGHTED RETRIEVAL ACCURACY
We used the new method called, Weighted Retrieval Accuracy for face image retrieval accuracy Calculations. Let us assume that A, B, C, D, E are First five retrieved Face images respectively. Assign weights for each retrieved images. Here we given more weight for first priority retrieved image and least weight for fifth retrieved image. The weighted values 35, 30, 20, 10, 5 are first five retrieved images respectively. Then the weighted retrieval accuracy calculated as follows.
WRA=35*A+30*B+20*C+10*D+5*E (6.1)
Here WRA stands for Weighted Retrieval Accuracy.
SIMULATION RESULTS AND DISCUSSION
We performed our simulations on the ORL database [14] with the platform of MAT Lab 7.8. This database consists of 400 face images attained from 40 people. Each people have 10 images of different expression, poses and different lighting conditions. The resolution rate of each image is 112X92 and the gray scale is 256. Out of the 400 images in the ORL face database, first 399 were selected for training and each images were used for testing. Fig.5 shows sample images from the database.
Our experiment gives the performance comparison results of Face image retrieval using DWT-PCA and LWT-PCA both in level1 and level2 decompositions. Here feature extraction is done by using DWT/LWT and further dimension reduction is done by using PCA.
Fig.5 ORL Database sample images
The Similarity matching is achieved by using Euclidian distance method. Fig.6 .a, b shows the Query face image and the retrieved face images of 5 most similar images illustrated respectively. The weighted Average Retrieval accuracy and Average Standard deviations class wise weighted retrieval accuracy and standard deviation using DWT-PCA and LWT-PCA for both level1 and level2 decomposition Table is shown in Table 1 and Total average Retrieval accuracy and total average standard deviation comparison table is shown in Table. 2.
The comparison table 1 and 2 shows that Weighted Retrieval Accuracy and Standard devastations are inversely proportional. I.e. Weighted retrieval accuracy increases then its standard deviation decreases and vice versa. Fig.7,8 shows the performance plots of Weighted Retrieval Accuracy for each Class of DWT-PCA and LWT-PCA with level1 and level2 decompositions respectively. LWT-PCA(Level2) 90.45
8.875
Table2: Weighted Average total Retrieval Accuracy and Total average Standard Deviation.
CONCLUSION
In this paper performance comparison of two methods named, Face retrieval using DWT with PCA and Face retrieval using LWT with PCA are proposed. Comparing to these two methods DWT with PCA using 'sym2' wavelet with Level2 method outperforms well for Weighted Retrieval Accuracy. LWT with PCA method gives less elapsed time comparing to DWT with PCA method. Among these two methods the level of decomposition increases then the dimensions of feature vectors reduced. So it decreases the elapsed time but the weighted retrieval accuracy decreased. 
