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Contexto 
Esta presentación corresponde al Subproyecto 
“Sistemas Inteligentes” perteneciente al Proyec-
to “Procesamiento paralelo y distribuido. Fun-
damentos y aplicaciones en Sistemas Inteligen-
tes y Tratamiento de imágenes y video” acredi-
tado por la UNLP. 
Resumen 
Esta línea de investigación se centra en el es-
tudio y desarrollo de técnicas de Soft Compu-
ting. El énfasis está puesto en  Redes Neurona-
les, Lógica Difusa y Optimización por cúmulo 
de partículas aplicadas al procesamiento de se-
ñales (audio e imágenes) para efectuar recono-
cimiento biométrico, predicción de índices de 
bolsa y toma de decisiones en problemas del 
tipo VRP (Vehicle Routing Problem). 
En lo referido a biometría se ha desarrollado 
un nuevo reconocedor basado en una red neuro-
nal competitiva difusa y una red neuronal feed-
forward que no sólo mejora la tasa de acierto 
con respecto a soluciones previas sino que ade-
más, incorpora el concepto de clase de rechazo.  
En el área de predicción se han utilizado redes 
neuronales feedforward para operar sobre series 
temporales económicas. Se han  obtenido resul-
tados levemente mejores que la conocida estra-
tegia de comprar y esperar (buy-and-hold). 
También se han comparado los distintos niveles 
de memoria a largo plazo que introduce el índi-
ce de Hurst con la respuesta obtenida a partir de 
diferentes redes neuronales feedforward. 
En lo que respecta a la toma de decisiones en 
problemas del tipo VRP se ha completado la 
presentación de una tesis de Doctorado en Cien-
cias Informáticas la cual incluye el diseño e im-
plementación de varias alternativas del método 
PSO que fueron aplicadas en la optimización de 
funciones complejas así como al ruteo de 
vehículos para mejorar el servicio en una em-
presa de emergencias médicas.  
Palabras claves: Redes Neuronales, Lógica 
Difusa, Optimización mediante Cúmulos de 
Partículas.  
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1. Introducción 
Las técnicas de Soft Computing han sido utili-
zadas exitosamente para resolver numerosos 
problemas que manejan información incierta, 
incompleta e imprecisa. 
En el Instituto de Investigación en Informática 
LIDI se está trabajando en este tema desde hace 
varios años. Inicialmente se desarrollaron estra-
tegias basadas en Redes Neuronales y Técnicas 
de Optimización. En especial, se han propuesto 
nuevos métodos para determinar la arquitectura 
y entrenar Redes Neuronales competitivas. La 
incorporación de la Lógica Difusa a estos mode-
los ha permitido mejorar su desempeño. 
A continuación se detallan en forma breve los 
avances realizados últimamente. 
 
1.1.Reconocimiento de Patrones Biométricos 
Dentro de este tópico se viene trabajando en el 
III-LIDI sobre dos líneas de investigación que 
incluyen el procesamiento y reconocimiento de 
señales de audio e imagen 
En cuanto a la primera línea de investigación, 
se ha trabajado sobre el problema de identifica-
ción de locutor. El tratamiento digital de señales 
de audio es una de las técnicas biométricas que 
puede utilizarse para realizar las tareas de iden-
tificación y verificación. El reconocimiento de 
voz es una herramienta sumamente útil en el 
área de seguridad ya que permite validar que la 
persona es quien dice ser o bien identificar por 
algún motivo específico que persona es la que 
está hablando.  
Se han desarrollado varios métodos para lo-
grar un modelado que resuelva el problema de 
identificación. En esta línea de investigación se 
ha propuesto y desarrollado un algoritmo de tres 
etapas, llamado ProbSOM [1], que genera un 
único modelo para identificar varias personas 
por medio del análisis de voz con mejores resul-
tados que los alcanzados en [2]. 
Por otro lado, desde 2008 se ha trabajado en el 
reconocimiento de rostros analizando si la ima-
gen del rostro de una persona se corresponde o 
no con alguna de las imágenes existentes en una 
base de datos. Este problema es difícil de resol-
ver automáticamente debido a los cambios que 
distintos factores, como la expresión facial, el 
envejecimiento e incluso la iluminación,  produ-
cen en la imagen. Para resolverlo se han utiliza-
do los descriptores SIFT definidos en [3] y se-
leccionado utilizando una técnica de optimiza-
ción. Los resultados obtenidos fueron publica-
dos  en [4] y [5]. 
Actualmente se está desarrollando un recono-
cedor biométrico general que puede utilizarse 
tanto para voz como para imágenes. Esto se 
debe a que la caracterización de la señal de en-
trada la convierte en un conjunto de vectores 
que luego pueden ser procesados directamente. 
El nuevo reconocedor está basado en la combi-
nación de una red SOM difusa con un multiper-
ceptrón. El reconocimiento tiene dos partes: la 
red SOM difusa identifica la persona de la base 
de datos que posee la señal más parecida a la 
entrada y el multiperceptrón decide si se trata 
efectivamente de esa persona. De esta forma, 
eventualmente el reconocedor podrá indicar si la 
señal de entrada corresponde a una persona des-
conocida o no. 
1.2. Predicción de series temporales económicas 
Esta línea de investigación se centra en la 
aplicación de distintas arquitecturas de redes 
backpropagation para la predicción del movi-
miento de índices de bolsa. En particular en [7] 
se ha explorado la capacidad predictiva en mer-
cados alcistas, bajistas o constantes (bull, bear 
and constant markets). Los resultados obtenidos 
permiten afirmar que las Redes Neuronales tie-
nen un poder predictivo que permite superar la 
estrategia pasiva de comprar y esperar. Sin em-
bargo el poder predictivo dista de ser perfecto. 
(entre el 2,5% y el 36% de una predicción per-
fecta). Además se ha encontrado que la red se 
comporta mejor para mercados estables o bajis-
tas.  
En  [8] se ha analizado la relación entre el po-
der predictivo de la Red neuronal y el nivel de 
memoria de largo plazo medido por el exponen-
te de Hurst. En dicho trabajo se realizó una 
prueba empírica sobre dos series temporales, 
una de un índice de  acciones y otra de un índice 
bonos de empresas privadas. El primer índice 
presenta un exponente de Hurst estable y cer-
cano a 0,5 (ausencia de memoria de largo pla-
zo). El segundo índice presenta una etapa de 
ausencia de memoria de largo plazo y una se-
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gunda etapa con un exponente de Hurst superior 
a 0,5 lo que indicaría memoria de largo plazo. 
Se ha probado la performance de la red en am-
bos subperíodos para los dos índices. Se ha en-
contrado que la capacidad predictiva de la red es 
mejor en ausencia de la memoria de largo plazo, 
aunque la diferencia no es significativa. En for-
ma consistente con [7], se ha encontrado que la 
red predice mejor las bajadas del índice que las 
subidas. 
En base a los resultados obtenidos, actualmen-
te se está analizando el uso de arquitecturas al-
ternativas para encontrar un modelo óptimo de 
predicción haciendo énfasis en la incorporación 
del exponente de Hurst como variable predictiva 
de la red, con el objetivo de mejorar el resultado 
total. 
1.3 Optimización utilizando PSO 
Esta línea de trabajo está basada en la investi-
gación y aplicación de metaheurísticas pobla-
cionales  para la resolución de problemas mono-
objetivo y multi-objetivo.  
En el III-LIDI se ha investigado en profundi-
dad la metaheurística PSO (Particle Swarm Op-
timization) definida originalmente en [6] y se 
han propuesto variantes del algoritmo alcanzan-
do resultados satisfactorios. En  [9] se incorporó 
a PSO el concepto de población variable. Este 
aspecto permite terminar con la relación que 
existe entre el tamaño de la población y la cali-
dad de los resultados obtenidos. En [10] se redu-
jo el tiempo de convergencia de PSO mediante 
la detección de las oscilaciones que habitual-
mente se producen alrededor del óptimo a me-
dida que la partícula se frena al lograr la con-
vergencia. En [13] se ha definido una nueva 
versión de PSO Binario combinando una repre-
sentación discreta (o binaria) con otra continua 
que al ser utilizada para resolver problemas de  
optimización de funciones ha demostrado ser 
capaz de brindar resultados superadores. 
Existe un tipo especial de problemas de opti-
mización caracterizados por requerir la minimi-
zación o maximización simultánea de más de un 
objetivo a la vez, estando  generalmente  estos 
objetivos en conflicto. Se han desarrollado va-
riantes de las diferentes metaheurísticas existen-
tes para abordar la solución de estos problemas 
de optimización multiobjetivo. 
La solución en este tipo de problemas está 
constituida por un conjunto soluciones óptimas, 
conocido como el frente de Pareto, y no por  una 
única solución como en los problemas mono-
objetivo. Existen diferentes versiones de la me-
taheuristica PSO adaptadas para la resolución de 
problemas con más de un objetivo (MOPSO – 
Multi Objective Particle Swarm Optimization).  
Dentro del ámbito del trabajo realizado por el 
III-LIDI se han propuestos versiones originales 
de algoritmos del tipo MOPSO,  aplicando las 
mismas a la resolución de problemas de labora-
torio y del mundo real. En [11] se propone una 
variante del algoritmo PSO con población va-
riable, basado en la propuesta realizada en [9]. 
Esta versión del algoritmo demostró la obten-
ción de muy buenos resultados, superando a 
técnicas de optimización referentes en este cam-
po de investigación. 
 En [12] se evalúan un conjunto de técnicas 
multi-objetivo aplicadas a un caso de negocio de 
la industria de la salud, la optimización del pro-
ceso de asignación de móviles a emergencias 
médicas. En este caso, se persigue la minimiza-
ción simultánea del tiempo de atención a cada 
prestación y  la reducción en la utilización de 
móviles de terceros. Ofrecer al responsable de la 
toma de decisiones el conjunto de soluciones 
óptimas encontradas (Frente de Pareto)  le per-
mite entender el problema, visualizar el com-
promiso entre los diferentes objetivos, y apren-
der acerca de la interacción entre los criterios en 
juego. Es importante destacar que el trabajo 
realizado no se limitó solo a la investigación y 
evaluación de alternativas, si no que la solución 
propuesta se implementó para resolver el pro-
blema en el mundo real.  
 
2. Líneas de investigación y desarrollo 
 Estudio de representaciones vectoriales nu-
méricas aplicables a señales biométricas. 
 Desarrollo e implementación, a partir de los 
métodos existentes, de estrategias adaptati-
vas capaces de construir y mantener mode-
los adecuados en entornos de información 
dinámicos. 
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 Diseño y adaptación de redes neuronales 
aplicables a series temporales financieras. 
 Estudio del índice de Hurst como memoria a 
largo plazo y su relación con el aprendizaje 
de las redes neuronales. 
 Optimización mono y multi objetivo. Desa-
rrollo de nuevas variantes de algoritmos tipo 
PSO y evaluación de rendimiento. 
 Estudio, evaluación  y aplicación de me-
taheuristicas evolutivas multi-objetivo a la 
resolución del problema de ruteo de vehícu-
los y en especial a la asignación de ambu-
lancias de una empresa de emergencias mé-
dicas. 
 Estudios de perfomance de los algoritmos 
desarrollados. Análisis de eficiencia en la 
resolución de problemas concretos. 
 Análisis de los distintos tipos de Redes Neu-
ronales competitivas dinámicas. 
 
3. Resultados obtenidos 
 Diseño y desarrollo de un reconocedor bio-
métrico aplicable a señales de audio e ima-
gen haciendo énfasis en los siguientes as-
pectos: 
o Representación adecuada de la señal de 
entrada (coeficientes ceptrales para au-
dio y descriptores SIFT para imagen). 
o Diseño y entrenamiento de la red neuro-
nal difusa encargada de sugerir una re-
puesta. 
o Diseño y entrenamiento de una red feed-
forward que a partir de un cambio del 
espacio de entrada realizado por la RN 
difusa decide si la respuesta sugerida es 
correcta o no. 
 Diseño y entrenamiento de una red neuronal 
que, operando sobre series temporales eco-
nómico-financiears, posee una capacidad de 
estimación ligeramente mejor que la estrate-
gia buy-and-hold.  
 Se comprobó que la memoria a largo plazo 
del índice de Hurst no incide significativa-
mente en la capacidad de predicción de una 
red neuronal feedforward.  
 Desarrollo e implementación de estrategias 
basadas en cúmulos de partículas (PSO) 
aplicables a la optimización de funciones y a 
la  asignación de recursos. Se trabaja sobre 
los siguientes conceptos 
o Población variable. 
o Movimiento de partículas discretas (re-
presentación binaria) utilizando vectores 
de velocidad continuos. 
o Aplicación de PSO a problemas multiob-
jetivos 
 Investigación, desarrollo, y puesta en 
marcha de optimización multi-objetivo en 
un caso real de negocios en la industria de la 
salud. 
4. Formación de Recursos Humanos 
Dentro de los temas involucrados en esta  lí-
nea de investigación se están desarrollando 
actualmente 2 tesis de doctorado, 1 de maes-
tría y al menos 3 tesinas de grado de Licen-
ciatura. También participan en el desarrollo 
de las tareas becarios y pasantes del III-
LIDI. 
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