Abstract
Introduction
Graphs provide a convenient way to represent the structure of data arising in many chemical, biological, social, technological, and web applications. Hence, there has been increasing demand for automatic methods for mining useful information from graph data. Typically, such information is represented in the form of graph patterns -subgraphs having specific structure [13] . For example, different graph patterns have been used to cluster protein interaction and gene co-expression networks [2, 11] , and to discover communities on the Web [7] . When the exact structure of the patterns of interest is not known, subgraphs occurring frequently in the graph were often used. Applications include, among others, characterizing behavior of molecules [3] , classifying chemical compounds [8] , and discovering patterns in semistructured web data [10] .
While frequent subgraphs may serve as good attributes for describing graphs in applications such as graph clustering or classification, often one is interested in mining patterns that perform the same or similar functions in the network. Being able to identify such patterns would allow for more accurate frequent subgraph mining, and has many applications on its own [9] . For example, in the biological domain, one may be interested in studying evolution of "functional modules" (groups of interacting molecules performing a specific function in the network) [11] . Such modules arise through duplication of useful fragments and their evolution over time. They may have slightly different structure and do not necessarily occur frequently in the networks of interest. In the web domain, one might be interested in identifying "logical documents" (sets of web pages representing semantically coherent documents) on web sites [1] . A typical example of a logical document is an article on the web, physically consisting of the contents page, and several HTML pages with content (Fig. 1a) . In this case, the task is to find all sets of pages on the web site corresponding to web articles. As in the previous case, articles may have different number of pages, not all of which are frequent. Fig 1b shows a fragment of a web site with two articles on it.
The above examples demonstrate the need for a different approach to graph mining, and it is this problem that we focus on in this paper. We assume, as in the previous work [5, 9] , that the patterns of interest are generated from a set of basic elements, or coressmall subgraphs of specific structure, according to some generalization rules (GRs). We call such patterns generalized patterns (GPs), and the problem of finding GPs generalized pattern mining. An example of such generalization procedure for the case of a web article is given in Fig. 1c . One way to approach the above problem is to fix the set of cores and generalization rules. Solutions to specific instances of such approach have been presented in [3, 5, 9] . However, this requires good understanding of the network structure and the GPs of interest, it is network and task-specific, and incurs considerable human effort to specify cores and GRs.
In this paper, we propose a new approach to GP mining. The approach consists of the following steps.
(1) A user provides a small number of examples of GPs he or she is interested in; (2) cores are generated using the examples specified by the user; (3) GPs are extracted by generalizing the cores according to GRs created automatically based on the structure of the cores.
Note that our approach makes no apriori assumptions about the structure of the cores, or frequency of GPs in the graph, and only requires the user to proved a few examples of GPs of interest.
To simplify explanation, we only consider the case of directed labeled graphs in this paper. It is straightforward to generalize the algorithms to the case of undirected and/or unlabeled graphs.
Preliminaries
A directed graph g consists of a set of vertices, V(g), and a set of edges, E(g), where an edge e ∈ E(g) is an ordered pair (v 1 , v 2 ), v i ∈ V(g). A labeled graph has labels associated with its vertices and edges. Label function l maps a vertex or an edge of a graph to its label. A graph g is a subgraph of graph g′ if there exists a subgraph isomorphism from g to g′ .
A subgraph isomorphism between g and g′ is an
, where l and l ′ ′ are label functions of g and g′ respectively. Sometimes, if g is a subgraph of g′ , we will say that g matches g′ . A mapping between vertices and edges of g and g′ is also called an embedding of g in g′ .
Let G be the set of all directed labeled graphs, and let g denote { g′ } ⊂ G, such that for every g′ , g is a subgraph of g′ , and |V(g)| < |V( g′ )|.
Def. 1 (generalization rule). A generalization rule
Let g be a graph, and c be a subgraph of g. Graph g′ is an extension of c in g by r, or g′ = ψ r (c), if g′ is a subgraph of g, and g′ ∈ r(c).
Def. 2 (generalized pattern).
Graph g′ is a generalized pattern (GP) of g induced from the core c by GR r, if (1) g′ is an induced subgraph of g, (2)
The task of generalized pattern mining is, given a graph g, a GR r, and a core c, to find all GPs induced from c in g by r.
GP mining with arbitrary g, c, and r is a hard problem. It is not difficult to show that the problem is NP-hard (by reduction from subgraph isomorphism problem). However, we were not able to show whether it is in NP class. While high complexity is an issue, in practice the problem can often be solved efficiently, since the GPs of interest are typically small, and one can make use of the properties of the GR under consideration. A bigger problem is that specifying cores and GRs puts a huge burden on the user. It is this problem that we focus on in this paper.
Related work
Most of the previous work in pattern mining in graphs considered static patterns [6, 12, 14] . A few exceptions are [3, 5, 9 ]. An algorithm for mining molecular fragments using wildcards was presented in [3] . A wildcard allows a pattern vertex to match vertices with different labels in the graph, thus allowing the pattern to have non-isomorphic embeddings. In [9] , an algorithm is described that allows for discovery of frequent molecular fragments containing chains of atoms of varying length. Patterns that differ only in the length of a chain are considered identical for support computation purposes. While in [9] the only kind of GPs considered are chains of atoms of a particular type, the frequent fragment mining algorithm they present seems to be generalizable to other types of GPs. However, both [3] and [9] rely heavily on the fact that the wildcards and the chains are provided by the user.
A more relevant work is [5] , where the authors studied two general types of GRs applicable to any subgraph. First, every node in the subgraph is assigned a "role". Two nodes have the same role if there exists an automorphism that maps them into each other, and have different roles otherwise. Then, generalization of a subgraph is performed by duplicating a role and its connections. In [5] , such kinds of generalizations have been observed in biological and technological networks.
However, there are problems with applying such generalization in practical applications. For example, it is not possible to generalize from P 3 to P 4 for the web article example on Fig. 1c (GR is too restrictive). On the other hand, if pattern P 1 from Fig. 1c is taken as a core, its generalization applied to the graph on Fig. 1b will return the whole graph (GR is too general). Finally, similar to the previous works, [5] assumes that the cores are provided by the user.
In our paper, we address the limitations of the works mentioned above. We address the problem of identifying cores by proposing a method for automatically extracting cores from the graph based on user examples. We also propose a new way to generate a simple GR based on the structure of a core. We analyze when exactly our rule may produce subgraphs that are too general. We show that it depends on the cores used, as well as on the structure of neighborhoods of GPs, and prove that, given "good" user examples, our GR never produces too general GPs, when used with the cores generated by our algorithm.
Mining generalized patterns from user examples
In this section, we describe our algorithm for mining GPs from user examples. Given a graph g and a set of example GPs specified by the user, our algorithm finds all GPs in the graph that are similar to the user examples. The algorithm consists of the following steps: (1) Extracting negative examples; (2) generating GP cores; (3) using the cores to identify GPs in the graph.
There are several assumptions that we make in order to ensure the correctness of the algorithm. First, we assume that the user examples are indeed generated from some set of cores using some GRs, which are not known to the user. Second, we assume that GPs in the graph do not overlap.
While the latter assumption is essential for correctness of negative example generation, and for the theoretical guarantees proved below, the algorithm can be modified to include the case of overlapping GPs. To simplify the explanation we do not discuss this case in the paper.
Extracting negative examples
Consider a graph g. Since user examples do not overlap, any subgraph of g containing at least one edge in the edge neighbourhood of a positive example cannot be (a part of ) a GP. Thus, we can take as negative examples all non-isomorphic subgraphs of g up to specified size that contain a negative edge, and are not matched by a positive example. Fig. 2b shows negative examples generated for the graph on Fig. 2a . Positive examples are circled, and negative edges are highlighted in grey.
Generating GP cores
To generate GP cores, we use an algorithm similar to the one described in [4] . Starting from positive examples, the algorithm builds a lattice by recursively computing sets of maximal common subgraphs of pairs of positive examples. In [4] , only the subgraphs that do not match any negative example are included in the next level of the lattice. Here, we use the concept of strong matching instead.
Def. 3 (strong matching). Given a negative example p − , and a subgraph g′ , we say that g′ strongly matches p − if ∃ at least one embedding of g′ in p − that contains a negative edge.
We include in the next level of the lattice only the subgraphs that do not strongly match any negative example. When the computation stops, the subgraphs However, during our experiments, we found that when all user examples are rather large, the cores produced by our algorithm are large as well, preventing us from discovering small GPs. To deal with this problem we introduce a new concept, hypothesis relaxation. We apply hypothesis relaxation to every core output by our core generation algorithm, and we take as the final set of cores the set of all non-isomorphic subgraphs found by the relaxation procedure. Cores resulting from relaxation of the hypotheses from Fig.  2c are shown on Fig. 2d. 
Def. 4 (hypothesis relaxation). Given a positive hypothesis

Mining generalized patterns
In this section, we describe the GP mining algorithm. Given a graph g, a core c, and a GR r the algorithm finds all occurrences of the GPs induced from c in g by r. Before we do that, however, we need to define the GR we will use. We define a natural expansion rule as follows.
Def Essentially, natural expansion rule works by adding a copy of c to g in such a way that m-1 vertices are taken from g, and only one new vertex is introduced. For example, this rule can be used to perform the generalizations on Fig. 1c . Natural expansion rule possesses a nice property when applied to GP mining.
Proposition 1. Given an arbitrary graph g, a core c, and an embedding s of c in g, there exists a unique GP p induced from c in g by r c , containing s.
It follows from proposition 1 that, given an embedding of a core in the graph, it does not matter in which order we expand the embedding to obtain a GP, since the GP is unique. This property is used in our GP mining algorithm to optimize computation.
We will now present a theorem showing that the natural expansion rule can never produce too general GPs, when applied to the cores generated by our core generation algorithm. Let g be a graph, P + be a set of user-provided GPs, and P be the set of all true GPs in g. Let Due to the lack of space, we omit the proof of theorem 1. Essentially, it says that, if the problem is well-defined (condition (2)), then, given "good" user examples (conditions (1) and (3)), our algorithm will never produce GPs that are too general.
Experimental results
Our experiments were conducted on synthetic data generated using cores and GRs frequently encountered in biological and web domains. We experimented with four cores and GRs: BP 1 and BP 2 from the biological domain, and WP 1 and WP 2 from the web domain. Fig.  3 shows the cores and illustrates the generalization procedure. WP 1 is the web document pattern we discussed earlier (see section 1). WP 2 is another common web document pattern, which has much simpler structure than WP 1 . BP 1 is a common biological pattern called feed-forward loop, and BP 2 is another common biological pattern called bi-fan. Generalizations of WP 1 and WP 2 were observed to occur frequently on web sites in our earlier experiments with logical documents [1] . Generalizations of BP 1 and BP 2 were reported to often occur in biological and technological networks by [5] . For each of our experiments, we generated 20 GPs by choosing the number of vertices in a GP, as well as the roles for the biological GPs, at random. We then connected the GPs into a graph by introducing links between them. The source and the target of a link were chosen at random so that they do not belong to the same GP. Thus, there were no random links within the GPs.
Using recall and precision as performance measures, we studied the effect of the number of random links introduced, and the number of user examples on performance. Every reported value is an average over 10 runs of the experiment. In our preliminary experiments we did not see any significant difference in performance depending on the maximum example size for generating negative examples (we tried sizes 4 and 5). Thus, the value 4 was used for the results reported below.
We evaluated our algorithm in a setting when 3 of the GPs were chosen at random as user examples, and between 10 and 200 random links were added among the GPs to form a graph. Fig. 4 shows the results.
As one can see, when the number of added random links does not exceed 50, the algorithm performs well for all cores. However, after that performance differs for different patterns. WP 2 , which has the structure that is difficult to obtain with random links, shows very good performance even when 200 random links are added. WP 1 , on the other hand has a very simple structure that can easily appear at random. Not surprisingly, its performance decreases sharply as more random links are added. Biological patterns, BP 1 and BP 2 , show performance in between WP 1 and WP 2 . They show similar precision, but BP 2 has significantly higher recall. We believe the difference in recall is due to BP 2 being denser than BP 1 , and, therefore, harder to be reproduced by random links. We also evaluated the impact of the number of user examples on performance. Interestingly, it does not have any significant impact on the web patterns. However, it is not the case with the biological patterns -both precision and recall benefit from having larger number of examples. We suspect that this might be due to different generalization properties of rules used to form web and biological GPs; however, we do not know what properties of the rules caused this effect.
Overall, the experiments show that our GP mining algorithm performs well for patterns from both the web and the biological domains. We expect it to perform even better in practical applications, both in terms of accuracy and in terms of efficiency. First, due to less randomness, there likely to be less non-isomorphic negative examples in practice. Second, a vertex and/or edge labeling of the graph will help to improve the performance. Applying our algorithm to real-life problems is the next step in our work.
Conclusion
In this paper, we presented a new algorithm for the GP mining problem, which asks, given a graph, a set of cores, and generalization rules, to find all GPs in the graph induced from the cores by the GRs. This problem has important applications in the biological, web, and other domains, and may be used to improve the accuracy of frequent subgraph mining. A problem with applying GP mining in practice, however, is that often neither cores, nor GRs are known to the user. The algorithm we presented in this paper performs GP mining based only on a few examples of GPs selected by the user. Experiments on synthetic datasets using real cores and GRs from the biological and web domains demonstrate good performance of our algorithm.
