Abstract. In this paper we study the behavior of the circumradius with respect to the Minkowski addition in generalized Minkowski spaces. To do so, we solve additive colourful Carathéodory type results, under certain equilibria conditions.
Introduction
Let us denote by K n the set of all n-dimensional convex bodies, i.e., convex and compact sets.
The circumradius of a convex body K with respect to a second convex body C is the smallest rescalation λC containing a translation of K, and is denoted by R(K, C). The inradius of K w.r.t. C is the largest rescalation λC containing a translation of K, and is denoted by r(K, C). The diameter of K w.r.t. C is the maximum distance between two points of K measured w.r.t. · (C−C)/2 , and is denoted by D(K, C). Finally, the minimal width of K w.r.t. C is the smallest distance between two parallel supporting hyperplanes to K measured w.r.t. · (C−C)/2 , and is denoted by w(K, C). In the Euclidean space (R n , · 2 ) with unit ball B n 2 := {x ∈ R n : x 2 ≤ 1}, where x 2 := x 2 1 + · · · + x 2 n , and unit sphere S n−1 = {x ∈ R n : x 2 = 1}, we write R(K) := R(K, B n 2 ), and the same for r(K), D(K), and w(K).
The authors of [13, Theorems 1.1 and 1.2] initiated the study of the behavior of the successive radii (which are generalizations of the classical radii above) w.r.t. the Minkowski (or vectorial) addition in the Euclidean space with unit ball B n 2 . In particular, the authors showed that for any two convex bodies K and L (1.1)
Other authors have studied the same questions for the different families of successive radii in the Euclidean space [10] , for the mean successive radii [1] , for the Firey (or p) sum [14] , or for the Orlicz-Minkowski sum [8] .
In this paper, however, our aim is to focus on the Minkowski addition of convex bodies, and to compute its behavior under the circumradius measured with respect to an arbitrary convex set C ∈ K n . Hence, we study inequalities of the form
where K i , C ∈ K n , i ∈ [j], j ∈ N, and c 1 , c 2 > 0 are some absolute constants. We can easily deduce the upper bound in the inequality above, i.e., for any
and thus
Therefore, the lower bound is the interesting case, and the main case in our investigations. Let K ∈ K n . We denote by bd(K) the boundary of K. Moreover, letting p ∈ bd(K), we say that u ∈ R n \ {0} is an exterior outer normal to some K at p if x T u ≤ p T u for every x ∈ K. The solution to the first inequality in (1.1) was achieved by two main ingredients. The first of them is the optimal containment under homothetics condition (cf. [6, Thm. 2.3] ).
The following statements are equivalent:
(1) R(K, C) = 1.
(2) There exist p 1 , . . . , p j ∈ K ∩ bd(C), exterior outer normals u 1 , . . . , u j to C at p 1 , . . . , p j , respectively, and scalars λ 1 , . . . , λ j > 0, 2 ≤ j ≤ n + 1, such that
Moreover, if C = B n 2 , the conditions above are also equivalent to
The second ingredient is a somewhat hidden but repeatedly used minmax result (see [13] ), which can be expressed in the following proposition.
Then there exist k ∈ [i] and l ∈ [j] such that
The acquainted reader will quickly realize that Proposition 1.2 hides an additive colourful Carathéodory (or Helly) type result. Similar results have been already considered by other authors (cf. [2, 3] ). Furthermore, the intimate connection between some Helly type results and some radii notions is not that surprising since one can directly link Proposition 1.1 with Helly's theorem via Rubin's lemma, and strengthen Proposition 1.1(2) replacing "j ≤ n + 1" by "j ≤ h(C)", where h(C) denotes the well-known Helly number of C (cf. [9] ).
Our first result generalizes Proposition 1.2 onto an arbitrary number of a finite amount of subsets. Before stating it, we remember that K, L ⊂ R n are mutually orthogonal if x T y = 0 for every x ∈ K and y ∈ L.
n , be such that
Then max l1,...,lj
Moreover, equality holds if and only if c = 0, j ∈ [n], and U k and U l are mutually orthogonal, for any choice 1 ≤ k < l ≤ j.
Theorem 1.1 implies, in particular, the existence of indices
Let us also note that the case U i = {−u i , u i } in Theorem 1.1 follows by a basic averaging argument. In this paper we study questions analogous to (1.1) specially focused on the circumradius functional. For any K, C ∈ K n , it is known that all radii can be described by means of the outer radius (cf. [7] ), so in some sense we focus in the first natural step towards understanding the behavior of the radii functionals with respect to the Minkowski addition. Making use of Theorem 1.1, we extend [13, Theorem
Moreover, equality holds if K k and K l are contained in orthogonal linear subspaces, for any choice 1 ≤ k < l ≤ j, and R(
Let us observe that the if in the equality case above is not only if. For instance, the planar sets
, but K and L are not mutually orthogonal. Theorem 1.1 presents an optimal estimate only if U 1 , . . . , U j are no more than j ≤ n sets. If we are given more than n of those sets, then the optimal analogous result to Theorem 1.1 turns out to be more involved. In this regard, we have been able to show the following additive Helly type result, which improves Theorem 1.1 in the case of n = 2, j = 3, and r i = 1, i ∈ [3] , from √ 3 to 2, which is the optimal value in this case.
Then max l1,l2,l3
Moreover, equality holds if and only if c = 0 and, after a suitable common rotation, we have that
We would like to point out a fundamental difference between the equality cases of Theorems 1.1 and 1.3, which reflects a reason why the latter is more complicated than the former. On the one hand, if U 1 , . . . , U j achieve equality in Theorem 1.1, then any choice of vectors u
On the other hand, some choices in the sets of pairs of vectors {±(cos(iπ/3), sin(iπ/3))}, i ∈ [3] (cf. Theorem 1.3), may lead to worse values than the optimal one, for instance,
Again, a consequence of Theorem 1.3 is the following result.
Moreover, equality holds only if, after a suitable common rotation,
Very recently, special attention has been paid to the radii functionals measured with respect to an arbitrary C ∈ K n (cf. [5, 6] ). This motivated us to study the behavior of the outer radius R(·, C) of the sum of a finite amount of convex bodies.
Equality holds if and only if there exist polyhedral cylinders C i with facets parallel to aff(K 1 + · · · + K i + · · · + K j ) and some λ > 0 and z ∈ R n such that
Before going on, we will now explain the notation used in the remaining sections of the paper. For any A, B ⊂ R n , we write A⊥B if A and B are mutually orthogonal. For any set A ⊂ R n , we denote by conv(A), lin(A), and aff(K), the convex, linear, and affine hull of A, respectively. We denote by dim(A) the dimension of A, and it is defined as dim(A) := dim(aff(A)). For any A, B ⊂ R n , we say that A ⊂ t B (resp. A ⊂ t B) if there exists x ∈ R n such that A ⊂ x + B (resp. A ⊂ x + B for every x ∈ R n ).
Euclidean case
We start this section proving Theorem 1.1.
Proof of Theorem 1.
Secondly, and again due to
In general and because of the same reason, for every t = 3, . . . , j, we choose
Hence, for every t = 2, . . . , j, we have that
2 , and thus u
. We now show the equality case. Since we must have equality in all inequalities above, we start observing that c 2 = 0 implies c = 0. Moreover, we also have that
lt−1 ) = 0 for every t = 2, . . . , j, and every l t ∈ [k t ]. This gives, for t = 2, that (u 2 l2 )
T u 1 l1 = 0 for every l 1 , l 2 , and thus U 1 ⊥U 2 . For t = 3, we get (u
and thus U 3 ⊥(U 1 + U 2 ). Analogously, we obtain that for every t = 2, . . . , j then U t ⊥(U 1 + · · · + U t−1 ), i.e., U i ⊥U l for every 1 ≤ i < l ≤ j. Finally, we also observe that U i ⊥U l for every 1 ≤ i < l ≤ j implies that
, hence j ≤ n, concludes the equality case.
Making use of Theorem 1.1, we are able to show the following result, which is a nonlinear sharp bound explaining the behavior of the Euclidean circumradius with respect to the Minkowski addition of convex sets.
Equality holds if K k and K l are mutually orthogonal, for any choice 1 ≤ k < l ≤ j. 
For the equality case, let us observe that if K k and K l are mutually orthogonal, for any choice 1 ≤ k < l ≤ j, then U k and U l are mutually orthogonal as well, for any 1 ≤ k < l ≤ j, and thus the equality cases of Theorem 1.1 implies the result.
Proof of Theorem 1.2. Applying Hölder's inequality to (R(K 1 ), . . . , R(K j ))
T and
where the last inequality follows from Theorem 2.1.
Let us assume that we have equality. Then we have equality in Theorem 2.1. Moreover, we have equality in Hölder's inequality applied to (R(K 1 ), . . . , R(K j )) T and (1, . . . , 1)
T , hence R(K 1 ) = · · · = R(K j ), concluding the proof.
Proof of Theorem 1. cf. Figure 3 . Geometrically speaking, the claim states that (u Proof of Claim. After a suitable rotation, we can assume that −c = λe 2 , for some λ ≥ 0. For the sake of clearness, we use the notation B(u, α) := {x ∈ S 1 : arccos(u T x) ≤ α}, where u ∈ S 1 and α ∈ [0, π]. 1 We first notice that if there exist two points from different sets of vectors U 1 , U 2 , U 3 , namely u
T e 2 ≥ 0 + 0 = 0 and arccos((u
, as desired (see Figure 1 for the corresponding arcs). Let us suppose this were not the case. Since B(e 2 , π/6) and B((± √ 3/2, 1/2), π/6) cover C := {x ∈ S 1 : x 2 ≥ 0}, and U 1 , U 2 , and U 3 each intersect with C (cf. Proposition 1.1(4)), we can suppose w.l.o.g. that , 1) , π/6), and U 3 ∩ C ⊂ B(( √ 3/2, 1/2), π/6). Let us also suppose that u ) is the point from U 1 (resp. U 3 ) contained in B((− √ 3/2, 1/2), π/6) (resp. B(( √ 3/2, 1/2), π/6)) with biggest second coordinate. Furthermore, we can suppose that u Figure 2) . Finally, let us also suppose w.l.o.g. that (u
We now make a crucial observation: There must exist a point from U 3 in the arc of S 1 containing e 2 and determined by u For the equality case, we should have equality in all the inequalities above, in particular in (2.1), assuming w.l.o.g. that l 1 = l 2 = l 3 = 1. This means that c = 0, (u . Moreover, no other points on U 1 , U 2 , U 3 are allowed so that some of those conditions are violated. Therefore,
, where arccos((u i ) T u j ) = 1/2, for all 1 ≤ i < j ≤ 3, hence concluding the equality case and the theorem (cf. Figure 4 for a visualization).
Proof of Corollary 1.1. Since R(K i ) = 1 with
, the points given in Proposition 1.1(3). Denoting by S j := conv({u
, due to the convexity of K j we have that
In order to prove the inequality, we will show that for every c ∈ R 2 , then S 1 + S 2 + S 3 c + ρB 2 , for any ρ < 2. Applying Theorem 1.3 to the sets of vectors U j := {u For the equality case, we obtain in particular that if K 1 , K 2 , K 3 attain equality above, then the set of vectors U 1 , U 2 , U 3 attain equality in Theorem 1.3 too, hence obtaining the result.
Generalized Minkowski spaces
The inequality is sharp.
Proof.
Proof of Theorem 1.4. Since R(K i , C) ≤ max i=1,...,j R(K i , C) for all i ∈ [j] by Lemma 3.1 we have (3.1)
We now show the equality case and begin with the only if part. Assuming equality in eq. (1.2) we also obtain equality in eq. Moreover, equality holds if and only if c = 0 and, after a suitable common rotation, we have that U i = {±u i }, where u 1 , . . . , u n+1 ∈ S n−1 are the vertices of an ndimensional regular simplex.
Let us observe that in the optimal case above, one should recognize that if n is even then u 1 + · · · + u 
