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Abstract
Consider a polynomial f(x) having non-negative integer coefficients with f(b) prime
for some integer b ≥ 2. We will investigate the size of the coefficients of the polynomial
and establish a largest such bound on the coefficients that would imply that f(x) is
irreducible. A result of Filaseta and Gross has established sharp bounds on the
coefficients of such a polynomial in the case that b = 10. We will expand these
results for b ∈ {8, 9, ..., 20}.
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Chapter 1
Introduction
Let f(x) be a polynomial having non-negative integer coefficients with f(b) prime for
some integer b ≥ 2. This thesis will establish bounds on the coefficients of such a
polynomial so that f(x) is irreducible overQ. This work is based on results established
by Filaseta and Gross in [3, 4] which found such bounds in the case of b = 10. Their
research found that for f(x) a polynomial with non-negative integer coefficients and
with f(10) prime if the coefficients are each
≤ 49598666989151226098104244512918
then f(x) is irreducible. Furthermore, if the coefficients are
≤ 8592444743529135815769545955936773
and f(x) is reducible, then f(x) is divisible by x2 − 20x + 101. This thesis aims to
establish similar results for b ∈ {8, 9, ..., 20}. In particular we will investigate bounds
when b = 11. We begin by introducing and proving some basic arguments which will
be referred to later.
Lemma 1.0.1. Let f(x) be a reducible polynomial with non-negative integer co-
efficients such that f(b) is a prime. Then f(x) has a non-real root in the disc
D = {z ∈ C : |b− z| ≤ 1}.
Proof. First, define f(x) = ∑nj=0 ajxj ∈ Z[x] with aj ≥ 0 for all j. Suppose that
f(x) is reducible over Q, so f(x) = g(x)h(x) for some g(x), h(x) ∈ Z[x] with positive
degree and leading coefficients. Since f(b) is prime we know that one of g(b) or h(b)
1
is equal to 1. Without loss of generality, assume that g(b) = 1. Since f(x) has
non-negative coefficients, it cannot have positive real roots. Since g(x) is a factor of
f(x) it also cannot have any positive real roots. Let c denote the leading coefficient
of g(x) and β1, ...βr be the roots of g(x), including multiplicities. Then we have the
following:
1 = |g(b)| = c
r∏
i=1
|b− βj| ≥
r∏
j=1
|b− βj|
So we can conclude that at least one root of g(x) lies in the disc D = {z ∈ C :
|b− z| ≤ 1}. And since f(x) has no positive real roots we can conclude that f(x) has
a non-real root in the above disc D.
Theorem 1.0.2. Let b and d be as in Table 1.1 below. Let f(x) = ∑nj=0 ajxj ∈ Z[x]
satisfying aj ≥ 0 for each j and f(b) prime. If 1 ≤ deg f(x) ≤ d, then f(x) is
irreducible.
Proof. First, notice that the conjugate of a root of f(x) will also be a root of f(x).
So there will be some root α ∈ D of f(x) with positive imaginary part, where D
is the disc in Lemma 1.0.1 above. Consider that α = reiθ where r ≥ b − 1 and
0 < θ < arcsin(1/b). For some d ∈ Z we can verify that for each k ∈ {1, 2, ..., d} we
have 0 < kθ ≤ d arcsin(1/b) < pi. From this it follows that =(αk) = rk sin(kθ) > 0
for 1 ≤ k ≤ d. Recall that the coefficients of f(x) are non-negative. So for 1 ≤ n ≤ d
where n is the degree of f(x) we have =(f(α)) > =(αn) > 0. This contradicts that α
is a root of f(x). Thus f(x) is irreducible and the theorem holds.
Table 1.1 Values for Theorem 1.0.2
b 8 9 10 11 12 13 14 15 16 17 18 19 20
d 25 28 31 34 37 40 43 47 50 53 56 59 62
The ultimate goal of this thesis is to establish the below result and prove that the
bounds given are sharp. Note that the function Φ4(x− b) mentioned in the theorem
will be defined in Section 2.1.
2
Theorem 1.0.3. Let b ∈ {8, 9, ..., 20} and M1(b),M2(b) be as in Tables 1.2 and 1.3.
Let f(x) be a polynomial with non-negative integer coefficients with f(b) prime. If the
coefficients are each ≤M1(b) then f(x) is irreducible. Furthermore, if the coefficients
are ≤M2(b) and f(x) is reducible, then f(x) is divisible by Φ4(x− b).
Theorem 1.0.3 will be established by dividing elements of the proof into three main
ideas. First, we will use a rational function to obtain information about the location
of a root of a factor of f(x), if f(x) is reducible. Second, we will use previously
verified results to obtain bounds on the coefficients of f(x) in the case that f(x) is
reducible, but not divisible by specific polynomials. Lastly, we will use a recursion
relation to further bound the coefficients of f(x) if f(x) is divisible by one of these
specified polynomials.
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Chapter 2
Bounds Using Roots
2.1 Establishing Useful Functions
As before, consider a polynomial f(x) with non-negative integer coefficients and f(b)
prime. If we assume that f(x) is reducible, then we are able to write f(x) = g(x)h(x)
for some g(x) and h(x) in Z[x] with positive degree and positive leading coefficient.
Since we assume f(b) to be prime this implies that one of g(b) and h(b) is equal to 1.
We will assume, without loss of generality, that g(b) = 1.
Lemma 1.0.1 implies that g(x) has a non-real root in the disk D. We will establish
two cases. Either g(x) has a root in common with one of the following quadratic
functions or g(x) has roots in a region near b and closer to the real line than the roots
of these given functions. We will refer to the region in the second case as R, defined
later in this section.
Φ3(x− b) = (x− b)2 + (x− b) + 1 = x2 + x(1− 2b) + b2 − b+ 1
Φ4(x− b) = (x− b)2 + 1 = x2 − 2bx+ b2 + 1
Φ6(x− b) = (x− b)2 − (x− b) + 1 = x2 − x(1 + 2b) + b2 + b+ 1
For example, when b = 11 we have the following polynomials to consider.
Φ3(x− 11) = x2 − 21x+ 111
Φ4(x− 11) = x2 − 22x+ 122
Φ6(x− 11) = x2 − 23x+ 133
6
Let ζn denote e2pii/n and let z = x+ iy. Consider the function
F (z) = N(x, y)
D(x, y)
where
N(x, y) = |b+ ζ6 − z|6|b+ ζ6 − z|6|b+ ζ3 − z|6|b+ ζ3 − z|6|b+ i− z|4|b− i− z|4
and
D(x, y) = |b− z|40.
Notice that N(x, y) and D(x, y) are polynomials in Z[x, y] since |b+ζ6−z|2|b+ζ6−z|2,
|b + ζ3 − z|2|b + ζ3 − z|2, |b + i − z|2|b − i − z|2, and |b − z|2 are all polynomials in
Z[x, y]. This implies F (z) is a rational function of x and y.
Now let c be the leading coefficient of g(x) and β1, ..., βr the roots of g(x), then
we may write g(x) in the following form,
g(x) = c
r∏
j=1
(x− βi).
Notice that the roots β1, ..., βr are also roots of f(x), since g(x) is a factor of f(x).
Furthermore observe that
1
c8
r∏
j=1
F (βj) =
|g(b+ ζ6)6||g(b+ ζ6)6||g(b+ ζ3)6||g(b+ ζ3)6||g(b+ i)4||g(b− i)4|
|g(b)|40 .
(2.1)
This helps to motive our method of defining F (z). Call the above value V , and
notice that the numerator on the right hand side of (2.1) is an integer. This is because
each of g(b+ ζ6)6g(b+ ζ6)6, g(b+ ζ3)6g(b+ ζ3)6, and g(b+ i)4g(b− i)4 is a symmetric
polynomial in roots of an irreducible monic quadratic in Z[x], and hence, a rational
integer. Furthermore, V ≥ 0 and g(b) = 1, so V must be a non-negative integer.
Notice (2.1) implies that V = 0 when g(x) has at least one of Φ3(x − b), Φ4(x − b),
and Φ6(x − b) as a factor; otherwise V > 0. If the latter case holds, then there is
a root of g(x), so also a root of f(x), satisfying F (β) ≥ 1 and corresponding to the
7
region R = {z ∈ C : F (z) ≥ 1}. This is because V > 0 implies ∏rj=1 F (βj) ∈ Z+, and
we know F (z) is a non-negative real number for all z ∈ C, so F (βj) ≥ 1 for at least
one j ∈ {1, 2, ..., r}. Lastly, notice that β 6= b since g(b) = 1.
To review, recall that we have shown so far that for g(x) ∈ Z[x] and g(b) = 1, we
know that g(x) has at least one of the factors Φ3(x− b), Φ4(x− b), and Φ6(x− b), or
g(x) has a root in R = {z ∈ C : F (z) ≥ 1}. See Figure 2.1 below for an image of the
region R. We will later analyze this region in detail to learn more about roots in R.
Note that when speaking of points (x, y) ∈ R we are referring to the point x+ iy in
the complex place with respect to R.
Figure 2.1
Recall that we defined F (z) by F (z) = N(x, y)
D(x, y) . We now define
P (x, y) = D(x, y)−N(x, y).
Notice that P (x, y) ≤ 0 is equivalent to F (z) ≥ 1 where z = x+ iy and (x, y) 6= (b, 0).
Similarly, F (z) = 1 and P (x, y) = 0 are equivalent under the same conditions.
The importance of F (z) and P (x, y) lies in their use to establish first bounds on
f(x) in Section 2.2. Furthermore, they can be used to prove Lemma 2.1.1 below. We
present it here without proof, but an interested reader can find it in more detail by
referencing [3, 4].
Lemma 2.1.1. There exists an a > 0 and a function ρ (x) defined on an interval I
of the form [b− a, b+ a] satisfying the following:
(a) For any given x /∈ I, P (x, y) = 0 has no real roots in y.
8
(b) ρ (b± a) = 0.
(c) P (x, ρ (x)) = 0 for all x ∈ I.
(d) ρ (x) is a continuously differentiable function on the interior of I and continuous
on I.
(e) If x and y are real numbers for which P (x, y) ≤ 0, then x ∈ I and |y| ≤ ρ(x).
Lemma 2.1.1 was originally stated in [3, 4] for b = 10, but we present it here for
our choice b in general. Furthermore, in the original proof of Lemma 2.1.1 we learn
that a = 1.6167..., which will also hold for our choice of b.
9
2.2 A First Bound
In this section we will establish a corollary that gives a bound on the degree of f(x)
in the case that f(x) is reducible. The values for b, B1(b), and R(b) referred to below
can be found in Table 2.1. We begin by considering the line y = tan(pi/B1(b))x, which
is equivalent to considering the points x+ i tan(pi/B1(b))x in the complex plane. We
then notice that tan(pi/B1(b)) > R(b), so the line y = R(b)x lies below the line
y = tan(pi/B1(b))x for x > 0.
Now, notice that since ρ(b − a) = 0 and ρ(x) is continuous, we can conclude
that if y = R(b)x does not intersect the graph of y = ρ(x), then y = R(b)x lies
above the region R. Using part (c) of Lemma 2.1.1, we know there exists a point
(x, ρ(x)) satisfying P (x, ρ(x)) = 0. So if y = R(b)x intersects y = ρ(x) we know that
P (x,R(b)x) will have a real root. Since P (x,R(b)x) has rational coefficients, we can
use a Sturm sequence to verify that it has no real roots. So then y = R(b)x, and thus
y = tan(pi/B1(b))x lie above the region R = {z ∈ C : F (z) ≥ 1}.
Recall that we are working under the assumption that f(b) is prime where f(x)
is a polynomial having non-negative integer coefficients. If f(x) is reducible we can
write f(x) = g(x)h(x) and without loss of generality assume that g(b) = 1 since f(b)
is prime. So g(x) will have a root in common with one of Φ3(x− b), Φ4(x− b), and
Φ6(x− b) or g(x) has a root β in the region R. If the latter were to hold then β 6∈ R
since f(x) has non-negative coefficients while the real numbers in R are positive.
Now notice the point (b+ 0.5,
√
3/2) corresponding to b+ ζ6 in the complex plane is
below the line y = tan(pi/B1(b))x. So g(x) must have a root in common with one of
Φ3(x − b) and Φ4(x − b), or a root β = u + iv satisfying 0 < v < tan(pi/B1(b))u, or
equivalently v/u < tan(pi/B1(b)).
Before continuing with our argument, we prove the following lemma.
Lemma 2.2.1. Let n be a positive integer. A complex number α = reiθ satisfying
10
0 < θ < pi/n cannot be a root of a non-zero polynomial which has degree ≤ n and has
non-negative real coefficients.
Proof. First, define f(x) = ∑nj=0 ajxj ∈ R[x] with aj ≥ 0 for all i. Assume that α
is a root of f(x) so f(α) = 0 and more specifically, =(f(α)) = 0. Now notice that
0 < θ < pi/n implies 0 < nθ < pi. So then =(αn) = rn sin(nθ) > 0. Then notice
=(f(α)) ≥ =(αn) > 0, which contradicts our assumption that α is a root of f(x).
Thus the lemma must hold.
Now, consider the case above with β = reiθ a root of g(x) satisfying 0 < θ <
pi/B1(b) and r > 0. Notice that β must also be a root of f(x), so we may apply
Lemma 2.2.1 to conclude that deg f > B1(b). Furthermore, notice that b + ζ3 =
b−0.5 + (√3/2)i and (
√
3/2)
b− 0.5 < tan(pi/B2(b)), where the value of B2(b) can be found
in Table 2.1. Thus, we can conclude the corollary below.
Corollary 2.2.2. Let b ∈ {8, 9, ..., 20} and let B1(b) and B2(b) be as in Table 2.1.
If f(x) ∈ Z[x] with non-negative integer coefficients such that f(b) is a prime and
f(x) is reducible, then if the degree of f(x) is ≤ B2(b), f(x) is divisible by Φ4(x− b).
Furthermore, if the degree of f(x) is ≤ B1(b) then f(x) is divisible by at least one of
Φ4(x− b) and Φ3(x− b).
As the table suggests, R(b) is a rational approximation for tan(pi/B1(b)), where
y = R(b)x is a line between y = tan(pi/B1(b))x and the regionR for the corresponding
b value.
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Table 2.2 Values for B1(b),
B2(b), and R(b)
b B1(b) B2(b) R(b)
8 28 27 14/125
9 32 30 49/500
10 36 34 2/23
11 39 38 2/25
12 43 41 29/400
13 47 45 667/10000
14 50 49 31/500
15 54 52 29/500
16 58 56 27/500
17 61 59 32/625
18 65 63 6/125
19 69 67 227/5000
20 72 70 27/625
12
Chapter 3
Bounds on Coefficients
We have shown so far that either g(x) has at least one of the factors Φ3(x − b),
Φ4(x − b), and Φ6(x − b) or g(x) has a root in R. Here we will consider the second
case and show that we can obtain a lower bound on the coefficients of f(x). Below
we state a useful lemma proven in [3, 4] that will help us find a good lower bound.
Lemma 3.0.1. Let f(x) = ∑nj=0 ajxj ∈ Z[x], where aj ≥ 0 for j ∈ {0, 1, ..., n}.
Suppose α = reiθ is a root of f(x) with 0 < θ < pi/2 and r > 1. Let
B = max
pi/(2θ)≤k≤pi/θ
 rk(r − 1)
1 + cot(pi − kθ)

where the maximum is over k ∈ Z. Then there is some j ∈ {0, 1, ..., n− 1} such that
aj > Ban.
The importance of Lemma 3.0.1 follows through its use in proving the corollary
below, which gives a lower bound on the coefficients of f(x).
Corollary 3.0.2. Let f(x) = ∑nj=0 ajxj ∈ Z[x] be such that f(b) is prime for some
b ∈ {8, 9, ..., 20}. If
0 ≤ aj ≤ B(b)an for 0 ≤ j ≤ n− 1
where B(b) is as in Table 3.1, then either f(x) is irreducible or f(x) is divisible by
at least one of Φ3(x− b), Φ4(x− b), and Φ6(x− b).
Below, we will give an outline for the reasoning behind this corollary. For more de-
tails on how the above B(b) value was computed, the reader may reference Appendix
A for the corresponding Maple code written to carry out the computations.
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Table 3.1 Values for B(b) in Corollary 3.0.2
b 8 9 10 11
B(b) 1.893 · 1023 6.681 · 1028 1.169 · 1034 5.657 · 1039
b 12 13 14 15
B(b) 4.072 · 1045 4.187 · 1051 7.993 · 1056 7.210 · 1062
b 16 17 18 19
B(b) 6.865 · 1068 4.251 · 1074 8.604 · 1080 1.782 · 1087
b 20
B(b) 1.662 · 1093
Let θ and θ′ be real numbers satisfying 0 ≤ θ < θ′ ≤ arctan(R(b)). We will
consider the set of points R(θ, θ′), as defined below, in R that lie between the line
passing through the origin making an angle θ with the positive x-axis and the line
passing through the origin making an angle θ′ with the positive x-axis. We define
this region more precisely as
R(θ, θ′) = {(x, y) ∈ R : tan θ ≤ y/x < tan θ′}.
Recall that we are interested in the case where f(x) has a factor g(x) with a root
β ∈ R. As seen previously, we may take β = x0 + iy0 for some (x0, y0) ∈ R with
y0 > 0. Also, as shown after the proof of Lemma 2.1.1, we know the region R lies
below the line y = R(b)x. To make use of Lemma 3.0.1, we will specify θ`, where
tan(θ`) =
`
10000 with 0 ≤ ` ≤ 10000R(b).
We then use Lemma 3.0.1 to find a bound B′(θ`, θ`+1) so that the conclusion
aj > B
′(θ`, θ`+1) an for some j ∈ {0, 1, . . . , n− 1} holds if (x0, y0) ∈ R(θ`, θ`+1). Since
(x0, y0) ∈ R(θ`, θ`+1) for some ` as above, we can then conclude that some coefficient
of f(x) exceeds
min
0≤`≤10000R(b)
{B′(θ`, θ`+1)} · an. (3.1)
We will choose the θ` in such a way that each B′(θ`, θ`+1) > B(b). From this we can
conclude that some coefficient of f(x) is greater than B(b)an. For our argument we
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first consider 0 ≤ θ ≤ arctan(2/10000), which takes care of the case when 0 ≤ ` < 2;
then we consider the more general case when 2 ≤ ` ≤ 10000.
Let k = b25pi26θ c where 0 ≤ θ ≤ arctan(2/10000). Notice that k ∈ ( pi2θ , piθ ) since
kθ ≤ 25pi26 < pi and
kθ >
(25pi
26θ − 1
)
θ ≥ 25pi26 − θ ≥
25pi
26 − arctan
( 2
10000
)
>
pi
2 .
Furthermore,
pi
2 ≥ pi − kθ ≥ pi −
25pi
26 =
pi
26 ,
which implies
cot(pi − kθ) ≤ cot
(
pi
26
)
.
Now, using the definition of k and the range of θ we find that
k =
⌊
25pi
26θ
⌋
≥
⌊
25pi
26 ÷ arctan
( 2
10000
)⌋
= 15103.
Recall for each z ∈ R we have <(z) ≥ b − a. So each z = reiθ ∈ R will satisfy
r = |z| ≥ b− a. Furthermore, since we are considering b ∈ {8, 9, . . . , 20}, we can say
r ≥ 8− a > 6. So, for such values of z ∈ R we see that
rk
1 + cot(pi − kθ) ≥
(b− a)15103(b− a− 1)
1 + cot(pi/26) >
615103 · 5
1 + cot(pi/26) > 10
11000.
So from Lemma 3.0.1 with θ0 = 0 and θ2 = arctan( 210000) we can take
B′(θ0, θ2) = B′(0, arctan(2/10000)) > 1011000. (3.2)
Now, we are allowed some freedom for our choices of the θ` values; below we give
some explanation as to how we arrived at our choices of θ`. To use Lemma 3.0.1, we
should know where y = (tan θ`)x and the regionR intersect. To do this, we determine
the real values of x satisfying P (x, (tan θ`)x) = 0, since we know the boundary of R
consists of points (x, y) where P (x, y) = 0. Notice that the polynomial P (x, (tan θ`)x)
has degree 40 and we will have to find approximations to the real roots in this case.
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To avoid the worst case of basing our results on finding approximation to real roots,
which in turn are only approximations themselves, we let r` = tan θ` where r` is a
specific rational number. We then find a close lower bound rational approximation,
call it x`, to the minimum root of P (x, r` x) = 0 and use a Sturm sequence to verify
that P (x, r` x) has no roots in (−∞, x`]. Since r` and x` are rational numbers, we
can do this with exact arithmetic and avoid further approximations. Therefore, we
know that x` is a lower bound for the minimal root of P (x, (tan θ`)x) = 0.
Now, let 2 ≤ ` ≤ 10000; we will explain how to obtain values for B′(θ`, θ`+1). We
have already explained how to find a lower bound x` for the first coordinate of the
left-most point (x, y) on the intersection of the line y = tan(θ`)x and the region R.
Now consider
α = x′ + iy′ = reiθ where (x′, y′) ∈ R(θ`, θ`+1). (3.3)
We claim that x` ≤ x′ and tan(θ`)x` ≤ y′ hold. Assume x′ < x` and let (x′′, y′′) be
the point where y = (tan θ)x intersects R with x′′ minimal. So (x′′, y′′) lies on the
boundary of R and, thus, y′′ = ρ(x′′). Furthermore, x′′ ≤ x′ < x` and, by Lemma
2.1.1 (a), x′′ ≥ b− a. Also by Lemma 2.1.1, the function
ρ0(x) = ρ(x)− r` x
is continuous with ρ0(b− a) < 0. Furthermore, since (x′′, y′′) is in R(θ`, θ`+1), it lies
above y = tan(θ`)x. Thus,
ρ(x′′) = y′′ = tan(θ)x′′ ≥ tan(θ`)x′′ = r` x′′
so that ρ0(x′′) ≥ 0. Now, using the Intermediate Value Theorem, we know there
exists a u ∈ [b− a, x′′] such that ρ0(u) = 0. Thus, ρ(u) = r` u, and so P
(
u, r` u
)
= 0.
Since
u ≤ x′′ ≤ x′ < x`,
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we reach a contradiction to our definition of x`. So our assumption is wrong and it
must be that x` ≤ x′. Now, to see that tan(θ`)x` ≤ y′, we consider
y′ = (tan θ)x′ ≥ (tan θ`)x′ ≥ (tan θ`)x`.
Let R` be a lower bound approximation of x`
√
1 + r2` , and notice that
r =
√
(x′)2 + (y′)2 ≥
√
1 + tan2 θ` x` ≥ R`.
Note that the above will hold for any α = reiθ as in (3.3).
For a fixed `, let k1 be the largest integer less than pi/θ`+1; then let k2 = k1 − 1.
Using 100 digit approximations to pi/(2θ`) and pi/θ`+1, we verified that
pi
2θ`
+ 10−4 ≤ k2 and k1 ≤ pi
θ`+1
− 10−4.
It follows that for any θ ∈ [θ`, θ`+1], we have
pi
2θ ≤
pi
2θ`
< k2 < k1 <
pi
θ`+1
≤ pi
θ
Therefore, k1 and k2 lie in the interval
(
pi/(2θ), pi/θ
)
. Furthermore, for such values
of θ, we computed c(k1) and c(k2) so that
cot(pi − kjθ) ≤ cot(pi − kjθ`+1) ≤ c(kj)− 10−4 for j ∈ {1, 2}.
Using Lemma 3.0.1 we can now take
B′(θ`, θ`+1) = max
{
Rk1` (R` − 1)
1 + c(k1)
,
Rk2` (R` − 1)
1 + c(k2)
}
.
In summary, recall that we are considering the case when g(x) has a root β = x0 + iy0
with (x0, y0) ∈ R, which occurs whenever f(x) is reducible and not divisible by one
of Φ3(x−b), Φ4(x−b) and Φ6(x−b). Using the estimates we obtained for B′(θ`, θ`+1)
above combined with (3.2), we obtained the lower bound B(b)an on at least one
coefficient of f(x) from (3.1). Corollary 3.0.2 follows.
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Chapter 4
Using Recursive Relations to Establish Better
Bounds
Using information gathered by Corollary 3.0.2, we will now consider the case where
we know f(x) has a given quadratic factor. We wish to establish a best lower bound
on the maximum coefficient of f(x) if f(x) is divisible by one of Φ3(x− b), Φ4(x− b)
and Φ6(x− b). We will obtain a different bound for each quadratic considered.
We now take an argument in [3, 4] to find bounds for f(x) in the case that b = 10
and adjust the argument for b ∈ {8, 9, ..., 20}. Consider
(b0xs + b1xs−1 + · · ·+ bs−1x+ bs)(x2 − Ax+B) (4.1)
where A and B are positive integers and bj are integers such that the above is a
polynomial of degree s+ 2 with non-negative coefficients. Our choice of A and B will
be such that x2 − Ax + B is one of Φ3(x − b), Φ4(x − b) and Φ6(x − b). Set f(x) =
g(x)h(x) as before with g(x) being the quadratic. Then b0xs+b1xs−1+ · · ·+bs−1x+bs
in (4.1) will represent h(x). Furthermore, deg f = s + 2 and the expansion of (4.1)
gives a representation of f(x) with coefficients ≥ 0.
We choose bj to be the coefficient of xs−j so that we may form a sequence from
the bj to motivate the arguments below. Define bj = 0 for all j < 0 and all j > s.
Since the coefficients of f(x) are ≥ 0, we deduce that
b0 ≥ 1 and bj ≥ Abj−1 −Bbj−2 for all j ∈ Z. (4.2)
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In particular, b1 ≥ Ab0. Define
βj =

0 if j < 0
1 if j = 0
Aβj−1 −Bβj−2 if j ≥ 1,
so the βj satisfy a recursive relation for j ≥ 0. In particular, β1 = A and β2 = A2−B.
Note here that the values of βj may vary in sign and will do so for the choices of A
and B that we will consider. Let J be a positive integer for which
βj ≥ 0 for j ≤ J. (4.3)
Then for 1 ≤ j ≤ J + 1, we have
bj ≥ Abj−1 −Bbj−2 ≥ A
(
Abj−2 −Bbj−3
)
−Bbj−2
≥ β2bj−2 −Bβ1bj−3 ≥ β2
(
Abj−3 −Bbj−4
)
−Bβ1bj−3
≥ β3bj−3 −Bβ2bj−4 ≥ β3
(
Abj−4 −Bbj−5
)
−Bβ2bj−4
≥ β4bj−4 −Bβ3bj−5 ≥ · · · ≥ βj−1b1 −Bβj−2b0 ≥ βjb0.
(4.4)
From this we may conclude
bj ≥ βjb0 for all integers j ≤ J + 1. (4.5)
Now let
U = max
j≥0
{bj} and L = min
j≥0
{bj}.
Since bj = 0 for j > s, we may deduce the trivial bound L ≤ 0. We can obtain more
precise information about U and L for specific A and B by using (4.5). Tables 4.1
and 4.2 at the end of this chapter list βJ for the b values of interest to us, along with
the corresponding A and B values for each of Φ3(x−b), Φ4(x−b) and Φ6(x−b). Note
that the value of J we used in (4.5) corresponds to the least J for which βJ+1 < βJ .
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Since these βj are increasing, (4.3) holds. Also, from (4.5), we obtain βJb0 as a lower
bound for U .
Recall that we want A and B such that f(x) is divisible by x2−Ax+B, where f(x)
has non-negative coefficients and f(b) prime as before, but with the largest coefficient
as small as possible. Let M = M(A,B) denote the maximum coefficient for such an
f(x). We consider an important example in the case of b = 11. The below polynomial
is divisible by x2 − 21x + 111 and when x = 11 is substituted it results in a prime
number.
x76 + 610862066627800794221390599996722549890 x38
+ 1105373397761828143241737786386991708671 x37
+ · · ·+ 1105373397761828143241737786386991708671 x6
+ 1105373397761828143241737786386991708672 x5
+ 1105373397761828143241737786386991708671 x4
+ 1105373397761828143241737786386991708671 x3
+ 1105373397761828143241737786386991706435 x2
+ 1105373397761828143241737786386991695678 x
+ 494511331134027349020347186390269421073
To clarify, each coefficient skipped in the "..." is equal to
1105373397761828143241737786386991708671.
So we can conclude that
M(21, 111) ≤ 1105373397761828143241737786386991708672. (4.6)
Furthermore, also in the case that b = 11 we can consider the below example
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having x2 − 22x+ 122 as a factor and yielding a prime number when x = 11.
x68 + 119603653038445355305724285297623039x34
+ 1754638089240473418053140582402752512x33
+ · · ·+ 1754638089240473418053140582402752512x6
+ 1754638089240473418053140582402752513x5
+ 1754638089240473418053140582402752512x4
+ 1754638089240473418053140582402752480x3
+ 1754638089240473418053140582402749782x2
+ 1754638089240473418053140582402752160x
+ 1635034436202028062747416297105354684
Note that each coefficient in the "..." is equal to
1754638089240473418053140582402752512.
So we can conclude that
M(22, 122) ≤ 1754638089240473418053140582402752513. (4.7)
Now that we have upper bounds on M(A,B) in the case that b = 11, we need
to establish bounds on U and L. Below we outline a method established by Filaseta
and Gross in [3, 4].
Let k ≥ 0 and ` ≥ 1 be integers. Define a˜j = bj − Abj−1 + Bbj−2 for all j ∈ Z so
that a˜j is the coefficient of xs+2−j in f(x) for 0 ≤ j ≤ s+ 2. We will take a weighted
average of ` consecutive coefficients of f(x) using these a˜j. Now, suppose bk 6= 0, and
define tj by
tj =
bk+j
bk
for j ∈ Z. (4.8)
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Thus,
a˜k+j+2 = (tj+2 − Atj+1 +Btj)bk for j ∈ Z.
We now define the weighted average of a˜j by
W (k, `) =
`−1∑
j=0
µj a˜k+j+2, where 0 ≤ µj ≤ 1 for 0 ≤ j ≤ `− 1 and
`−1∑
j=0
µj = 1.
Observe that W (k, `) = W0(k, `)bk, where
W0(k, `) =
`−1∑
j=0
µj
(
tj+2 − Atj+1 +Btj
)
= µ0Bt0 +
(
− µ0A+ µ1B
)
t1 +
`−1∑
j=2
(
µj−2 − µj−1A+ µjB
)
tj
+
(
µ`−2 − µ`−1A
)
t` + µ`−1t`+1.
We want to choose the µj so that the coefficients of t1, t2, . . . , t`−1 above are all equal
to zero. That is, we want to choose these µj so that the below matrix equation

1 1 1 1 1 · · · 1 1 1 1
−A B 0 0 0 · · · 0 0 0 0
1 −A B 0 0 · · · 0 0 0 0
0 1 −A B 0 · · · 0 0 0 0
0 0 1 −A B · · · 0 0 0 0
... ... ... ... ... . . . ... ... ... ...
0 0 0 0 0 · · · B 0 0 0
0 0 0 0 0 · · · −A B 0 0
0 0 0 0 0 · · · 1 −A B 0
0 0 0 0 0 · · · 0 1 −A B


µ0
µ1
µ2
µ3
µ4
...
µ`−4
µ`−3
µ`−2
µ`−1

=

1
0
0
0
0
...
0
0
0
0

is true. Notice that the above matrix equation corresponds to a system of ` equations
in ` unknowns µj with 0 ≤ j ≤ ` − 1, where this system is only dependant on the
given values of A, B, and `, but not on k. Furthermore, note that the first equation
in this system will guarantee that the condition ∑`−1j=0 µj = 1 holds.
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Now, consider a fixed solution set of µj corresponding to the above system of
equations. We know that A and B are integers, so we can find rational numbers u,
v, and w, independent of k, for which
W0(k, `) = ut0 + vt` + wt`+1
holds. We found that u, v, and w are positive for our choices of b, A, B, and `.
Furthermore, although u, v, and w are independent of k, recall that our definition of
tj in (4.8) is dependant on k. We now break our argument into two cases depending
on our choice of k. First, consider the case where k is chosen so that bk = U . We can
conclude from (4.8), using the fact that the maximum coefficient of f(x) is M , that
M ≥ W (k, `) = W0(k, `)bk = ut0bk + vt`bk + wt`+1bk
= ubk + vbk+` + wbk+`+1 ≥ uU + vL+ wL.
(4.9)
Alternatively, consider the case when k is chosen so that bk = L. We know that the
coefficients of f(x) are all ≥ 0, so we can conclude that
0 ≤ W (k, `) = W0(k, `)bk = ubk + vbk+` + wbk+`+1 ≤ uL+ vU + wU. (4.10)
Multiplying (4.9) by u and (4.10) by −(v + w), then adding the results, we obtain
uM ≥ (u2 − (v + w)2)U. (4.11)
Furthermore, multiplying (4.9) by v + w and (4.10) by −u and adding, we obtain
(v + w)M ≥ (u2 − (v + w)2)(−L), (4.12)
where we write −L above to emphasize that the fact that L ≤ 0.
Now, we can apply the above to the values of b, A, and B that are of importance
to us. As an example, we will consider b = 11, A = 21 and B = 111 to illustrate
the use of the technique. In this case we take ` = 38 and calculate the values of
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µ0, µ1, . . . , µ37 from the system of equations above and verify that each µj ∈ [0, 1].
Solving for u, v, and w we find
u = 4539095856091548670436330900104108593665594956076723854012684519202434988017424276427110369594395718800652385550287877694736623160959876 ,
v = 23414974842037284642883776115226728064739837595925890654350854575108434103994440669846507316358 ,
and
w = 104511426730153692957523539434988017424276427110369594395718800652385550287877694736623160959876 .
Now, using (4.11) and our upper bound for M = M(21, 111) in (4.6), we deduce
U ≤ u
u2 − (v + w)2 ·M(21, 111) ≤ 12146960414965144431227887762494414381.02 . . . .
Notice the lower bound βJb0 for U given by Table 4.1 now implies b0 = 1. In other
words, h(x) is a monic polynomial. Additionally,
U = U(21, 111) = 12146960414965144431227887762494414381.
From (4.12), we similarly obtain
−L ≤ v + w
u2 − (v + w)2 ·M(21, 111) ≤ 0.01406493 . . . .
Since L ≤ 0, we deduce L = 0.
We now wish to find similar information when b = 11 for A = 22 and B = 122.
In this case we will take ` = 34. We previously found an upper bound for M(22, 122)
in (4.7). Using this bound and (4.11), we apply the methods used above to conclude
U = U(22, 122) = 17372654348915578396565748340621312
and L = 0 in this case.
Lastly, for b = 11 we consider the case when A = 23 and B = 133. Here, we take
` = 41, and check that the corresponding µj ∈ [0, 1]. We then and compute u, v, and
24
w as before. Using (4.11) and the lower bound for U = U(23, 133) from Table 4.1,
we find that
M = M(23, 133) ≥ u
2 − (v + w)2
a
U ≥ 2.6514 · 1044.
This implies that any polynomial f(x) with non-negative coefficients divisible by
x2 − 23x+ 133 must have a coefficient as large as 2.6514 · 1044. From Corollary 3.0.2
we may conclude that if f(x) = ∑nj=0 ajxj ∈ Z[x] is such that f(11) is prime and
0 ≤ aj ≤ 5.657 · 1039 for 0 ≤ j ≤ n,
then either f(x) is irreducible or f(x) is divisible by either x2 − 21x + 111 or x2 −
22x+ 122.
Furthermore, we can use (4.11) to find lower bounds for M = M(A,B) where
f(x) is divisible by x2 − Ax + B where (A,B) ∈ {(21, 111), (22, 122)} for b = 11.
These lower bounds are
1105373397761828143241737786386991708670 ≤M(21, 111)
and
175463808924047341805314082402752510 ≤M(22, 122).
Notice that the upper and lower bounds for M(21, 111) differ by 2 and the bounds
for M(22, 122) differ by 3. Thus, we need only eliminate at most a few possibilities
for M(A,B) to establish that the upper bounds for M(A,B) are in fact the actual
values of M(A,B).
Tables 4.3 and 4.4 gives values for U and L corresponding to the b values we are
considering. These are followed by Tables 4.5 and 4.6, which give values for upper
and lower bounds on M corresponding to values for b, A, and B. Note that not all
possible values of A and B for each b are given in the Tables 4.5 and 4.6. This is
because similarly to the example provided where b = 11, A = 23, and B = 133, the
lower bound forM(A,B) exceeded the value of B(b) in Corollary 3.0.2 in these cases.
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Chapter 5
Sharp Bounds for M(A,B)
Recall that f(x) has maximal coefficient M(A,B) when f(x) = h(x)g(x), where g(x)
is a quadratic of the form x2−Ax+B. As in the previous section, we know that h(x)
is monic with non-negative coefficients and has maximal coefficient of βJ from Table
4.1. We will establish that M(A,B) = (1−A+B)βJ + 1 for each appropriate choice
of A and B. This will prove our main result of Theorem 1.0.3. We do this proof by
contradiction. Therefore, assume to the contrary that
M(A,B) ≤ (1− A+B)βJ (5.1)
It is important to note here that the below proof is independent of the chosen value
for b and is similar to the proof provided in [3, 4].
Before reaching a contradiction, we need to further investigate the structure of
h(x). As in the previous section, we consider
h(x) = b0xs + b1xs−1 + · · ·+ bs−1x+ bs,
knowing now that b0 = 1. As before, we define bj = 0 if j < 0 or j > s. We let J be
as in Table 4.1 so that (4.5) holds. We now claim that the inequality in (4.5) can be
replaced by equality for j ≤ J using h(x) as written above. This means that, since
b0 = β0 = 1, we have
bj = βj for all integers j ≤ J. (5.2)
To justify (5.2), we must show that
bj = Abj−1 −Bbj−2 for all j ∈ {1, 2, . . . , J}.
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Recall that (4.2) holds for the bj. Now, assume that at least one of the above equations
for bj does not hold. If we take j = J and follow the string of inequalities (4.4)
resulting in (4.5), we conclude that bJ > βJ . This gives a contradiction because the
largest coefficient of h(x) should be βJ . Thus, (5.2) holds.
Now when j > J , we obtain a different structure on the coefficients bj. As before,
the J are from Table 4.1. Define t as the maximal non-negative integer for which
bJ+1 = bJ+2 = · · · = bJ+t = βJ
holds. Thus, bJ+t+1 < βJ . Now, we claim that
bJ+t+j+1 = βJ − βj for j ∈ {0, 1, . . . , J}. (5.3)
Define
γj =

βJ − bJ+t+j+1 for j ≥ 0
0 for j ≤ −1
and note that
γ−1 = 0 = βJ − βJ = βJ − bJ+t.
Recall that the expansion of (4.1) gives us coefficients of f(x), so we deduce from our
assumption in (5.1) that for j ≥ 1
(1− A+B)βJ−γj + Aγj−1 −Bγj−2
= bJ+t+j+1 − AbJ+t+j +BbJ+t+j−1
≤M(A,B) ≤ (1− A+B)βJ .
Since bJ+t+1 < βJ , we can conclude
γ0 ≥ 1 and γj ≥ Aγj−1 −Bγj−2 for all j ∈ Z.
Notice that this is the same as (4.2) with the bj’s replaced by γj’s. So we can conclude
(4.5) as before, but with bj’s replaced by γj’s. This gives us
γj ≥ βjγ0 for all integers j ≤ J + 1.
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As in the argument for (5.2), we now have two cases to consider. Either we have
equality for each j ≤ J or γJ > βJγ0. The latter case is impossible since the bj are
all ≥ 0 which implies
βJ − γJ = b2J+t+1 ≥ 0.
Furthermore, since γJ ≥ βJγ0, the above inequality also implies that γ0 = 1. There-
fore, we have that γj = βj for all j ≤ J . This implies (5.3).
Using the values of A, B and J from Table 4.1 we can do computations to show
that βJ−1 < βJ . From (5.3), we deduce
b2J+t > 0 and b2J+t+1 = 0.
We now consider the effect of beginning with j = −1 and increasing j. In this
case, the numbers bj start at 0, increase up to βJ , perhaps retain that value for some
time, then decrease until they reach 0 again. There are possibly more non-zero bj
with j > 2J+ t+1, but we are ultimately looking at an effect where if there are more
non-zero bj with j > 2J + t+ 1 then we repeat the same pattern as before. That is,
we increase to βJ , possibly stay at βJ , then return to 0. The reason for the increases
in the bj is mostly due to the fact that the coefficients of f(x) are ≥ 0, while the
decreases are because of the assumption on the upper bound for the coefficients of
f(x) given by (5.1). We go into more detail on this effect below.
Suppose we know that bk−1 = 0 and bk 6= 0 for some k ∈ Z. In particular, we can
consider k = 2J + t+ 2. We have already established that the coefficients of h(x) are
≥ 0 so we can conclude that bk ≥ 1. Now, define
b′j =

bk+j for j ≥ 0
0 for j < 0.
Since bk ≥ 1, we know b′0 ≥ 1. Additionally, from (4.2) we have
b′1 = bk+1 ≥ Abk −Bbk−1 = Abk = Ab′0 −Bb′−1.
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Also from (4.2),
b′j ≥ Ab′j−1 −Bb′j−2 for all integers j ≥ 2.
Notice that the definition of b′j also implies
b′j ≥ Ab′j−1 −Bb′j−2 for all integers j ≤ 0.
Thus, we can conclude that condition (4.2) holds with b′j’s replacing the bj’s. So we
can now conclude, based on our previous arguments with bj, that
b′j =

βj for j ∈ {0, 1, . . . , J}
βJ for j ∈ {J + 1, J + 2, . . . , J + t′}
βJ − βj−J−t′−1 for j ∈ {J + t′ + 1, J + t′ + 2, . . . , 2J + t′ + 1}
where t′ is some non-negative integer. Thus, we find that h(x) has a very particular
form. That is, h(x) can be written as a sum over some non-negative integers k of
polynomials which are xk multiplied by(
β0x
J + β1xJ−1 + · · ·+ βJ)xJ+t′ +
(
xJ+t
′−1 + xJ+t′−2 + · · ·+ xJ
)
βJ
+(βJ − β0)xJ−1 + (βJ − β1)xJ−2 + · · ·+ (βJ − βJ−1),
(5.4)
where t′ = t′(k) is a non-negative integer. Also, note that k cannot be arbitrary
here since we do not want overlapping terms for different k values and we want the
coefficient of each such xk−1 to be 0.
We explain why h(b) is composite using an approach here that is different from
[3, 4]. We refer to the polynomial in (5.4) as part of h(x). We begin by showing that
with b and J fixed, but t′ arbitrary, each part of h(x) is divisible by
h0(x) =
J∑
j=0
(βJ−j − βJ−j−1)xj,
where we recall here that β−1 = 0. From this definition of h0(x), we have
J∑
j=0
βJ−j xj ≡
J−1∑
j=0
βJ−j−1 xj ≡
J∑
j=1
βJ−j xj−1 (mod h0(x)).
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We deduce that the polynomial given in (5.4) is(
J∑
j=0
βJ−j xj
)
xJ+t
′ +
(
J+t′−1∑
j=0
xj
)
βJ −
J∑
j=1
βJ−j xj−1
≡
(
J∑
j=1
βJ−j xj−1
)
xJ+t
′ +
(
J+t′−1∑
j=0
xj
)
βJ −
J∑
j=1
βJ−j xj−1
≡
(
J∑
j=0
βJ−j xj
)
xJ+t
′−1 +
(
J+t′−2∑
j=0
xj
)
βJ −
J∑
j=1
βJ−j xj−1
≡
(
J∑
j=0
βJ−j xj
)
xJ+t
′−2 +
(
J+t′−3∑
j=0
xj
)
βJ −
J∑
j=1
βJ−j xj−1
...
≡
J∑
j=0
βJ−j xj −
J∑
j=1
βJ−j xj−1 ≡ 0 (mod h0(x)).
Thus, we obtain that each part of h(x) and, therefore, h(x) itself is divisible by h0(x).
Using that h(x) consists of at least one part as in (5.4) with t′ ≥ 0 and J ≥ 1, we
deduce that
h(b) ≥
(
β0b
J + β1bJ−1 + · · ·+ βJ)bJ > β0bJ + β1bJ−1 + · · ·+ βJ > h0(b) > 1.
Hence, h(b) is the integer h0(b) times an integer that is > 1. Therefore, h(b) is
composite. This gives us a contradiction of (5.1).
Therefore M(A,B) ≥ (1 − A + B)βJ + 1. By finding explicit examples of f(x)
with maximal coefficient equal to (1−A+B)βJ + 1, as done for b = 11 in Section 4,
we know that M(A,B) ≤ (1 − A + B)βJ + 1. Thus, M(A,B) = (1 − A + B)βJ + 1
and our desired result of Theorem 1.0.3 follows.
To find explicit examples, we took a polynomial h0(x) to be of the form given in
(5.4) with t′ = 0 (though other values of t′ would work as well). By a simple search,
we found a polynomial w(x) ∈ Z[x] of small degree for which h(x) = h0(x) + w(x)
satisfies (i) f(x) = g(x)h(x) has non-negative coefficients, (ii) f(b) is prime, and (iii)
the largest coefficient of f(x) is (1−A+B)βJ + 1. Table 5.1 below lists our choices
for w(x) corresponding to the f(x) giving bounds for M1(b) and M2(b) as introduced
in Theorem 1.0.3.
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Table 5.1 Examples of w(x)
b w(x) for M1(b) w(x) for M2(b)
8 x3 + 16x2 + 191x+ 818 No such value
9 x3 + 18x2 + 242x+ 2004 No such value
10 x3 + 20x2 + 299x+ 3184 x3 + 19x2 + 270x+ 2206
11 x3 + 22x2 + 330x+ 1846 x3 + 21x2 + 330x+ 2363
12 x3 + 24x2 + 431x+ 3106 x3 + 23x2 + 396x+ 2715
13 0 x3 + 25x2 + 468x+ 3609
14 x3 + 28x2 + 587x+ 7276 x3 + 27x2 + 546x+ 6282
15 x3 + 30x2 + 674x+ 6422 x3 + 29x2 + 630x+ 5065
16 x3 + 32x2 + 767x+ 8524 x3 + 31x2 + 720x+ 7633
17 x3 + 34x2 + 866x+ 9756 x3 + 33x2 + 816x+ 9210
18 x3 + 36x2 + 971x+ 9150 x3 + 35x2 + 918x+ 9418
19 x3 + 38x2 + 1082x+ 12520 x3 + 37x2 + 1026x+ 10082
20 x3 + 40x2 + 1199x+ 15904 x3 + 39x2 + 1140x+ 13122
Notice that in the case of b = 8 and b = 9 we do not list a w(x) for M2(b). This is
because we have no such M2(b) value for these choices of b. Also interesting to note
is that in the case of b = 13, we find that for the f(x) corresponding to M1(b), we
need no w(x). In this case, f(b) = h0(b)g(b) is already prime.
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Appendix A
Maple Code
An example of the program created in Maple to compute B(b) in the case that b = 11.
> Digits := 100:
> zetasix := exp((1/6)*(2*Pi*I)):
> b:=11:
> numerator := expand((product(b+zetasix^j-x-I*y, j = 1 .. 2))^3
*(product(b+zetasix^j-x-I*y, j = 4 .. 5))^3
*(product(b+zetasix^j-x+I*y, j = 1 .. 2))^3
*(product(b+zetasix^j-x+I*y, j = 4 .. 5))^3
*(b+I-x-I*y)^2*(b+I-x+I*y)^2*(b-I-x+I*y)^2*(b-I-x-I*y)^2):
> denominator := expand((b-x-I*y)*(b-x+I*y))^20:
> ww := expand(denominator-numerator):
> r := b-1.617:
> maxit := 0.00001:
> trytheta := proc (a, b, smax)
local t, thetaone, thetatwo, kone, ktwo, sols, xmin, ymin,
newr, Bone1, Btwo1, Bone2, Btwo2, Btemp1, Btemp2, Btemp,
B, sone, stwo, h, s, xone, yone;
B := 10^{100}; xone := 0; yone := 0;
for t from a to b do
sone := smax+(t-1)*maxit;
stwo := smax+t*maxit;
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thetaone := arctan(sone);
thetatwo := arctan(stwo);
kone := floor(Pi/thetatwo-0.1e-4);
ktwo := kone-1;
h := subs(y = sone*x, ww);
sols := fsolve(h, x);
xmin := min(sols);
xmin := evalf((1/10000)*floor(10000*xmin)-1/10000);
s := sturmseq(h, x);
if 0 < sturm(s, x, -infinity, xmin) then printf("Error 1");
RETURN(NULL) end if;
ymin := tan(thetaone)*xmin;
newr := evalf(sqrt(xmin^2+ymin^2)-1/10000);
Bone1 := evalf(newr^kone*(newr-1)/(1+cot(Pi-kone*thetaone)));
Btwo1 := evalf(newr^kone*(newr-1)/(1+cot(Pi-kone*thetatwo)));
Btemp1 := min(Bone1, Btwo1);
Bone2 := evalf(newr^ktwo*(newr-1)/(1+cot(Pi-ktwo*thetaone)));
Btwo2 := evalf(newr^ktwo*(newr-1)/(1+cot(Pi-ktwo*thetatwo)));
Btemp2 := min(Bone2, Btwo2); Btemp := max(Btemp1, Btemp2);
if Btemp < B then B := Btemp;
xone := xmin; yone := ymin end if;
if ktwo < evalf((1/2)*Pi/thetaone+0.1e-4) then printf("Error 2");
RETURN(NULL) end if ;
end do;
lprint(B, xone, yone)
end proc;
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