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Abstract
This paper is concerned with isolated calmness of the solution mapping of a parameterized convex semi-infinite optimization
problem subject to canonical perturbations. We provide a sufficient condition for isolated calmness of this mapping. This sufficient
condition characterizes the strong uniqueness of minimizers, under the Slater constraint qualification. Moreover, on the assumption
that the objective function and the constraints are linear, we show that this condition is also necessary for isolated calmness.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The inverse function theorem is about “local invertibility” of a function f near a point x in its domain, meaning
that the generally set-valued inverse mapping f−1, when localized in a neighborhood of the point (f (x), x) in its
graph, is single-valued—a function. If the function f is smooth around the reference point x, then the local Lipschitz
invertibility of f is equivalent to the invertibility of the derivative mapping Df (x); this is the contents of the classical
inverse function theorem.
In the middle of the last century, Lyusternik and Graves identified in their works a property of “local surjectivity”
of a function around a point x which obeys the inverse function theorem paradigm; namely, for a function f which
is smooth around a point x, this property is characterized by the surjectivity of its derivative mapping Df (x). The
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in 1980s, when its importance in both theoretical and numerical optimization was recognized. Metric regularity of
a set-valued mapping F is equivalent to a property of the inverse F−1, which turned out to be very instrumental in
sensitivity analysis of minima; this property is called “Aubin continuity” after J.-P. Aubin who discovered it in 1991.
The theory and history behind metric regularity and the associated Aubin property are extensively discussed in the
books Klatte and Kummer [11] and Rockafellar and Wets [16].
To complete the picture, the question arises in a natural way whether there is a “local injectivity” of (nonlinear)
mappings that obeys the general paradigm of the classical inverse function theorem. Related properties of mapping
appearing in optimization have been considered in the literature under various names and in various circumstances,
see, e.g., [10,12,15]. In this paper we consider a property of a general set-valued mapping which was introduced in an
abstract setting in [4] under the name “local upper Lipschitz continuity” and was studied in detail in the book [11].
More recently, this property was called “isolated calmness” in [5] and this is the name we use here.
Definition 1 (Isolated calmness). A mapping S acting from a metric space (Y, dY ) to a metric space (X,dX) is said to
be isolatedly calm at y for x if (y, x) ∈ gphS (the graph of S) and there exist a constant κ  0 and neighborhoods U
of x and V of y such that
dX(x, x) κdY (y, y) whenever x ∈ S(y) ∩ U and y ∈ V.
Isolated calmness of S at y for x implies that S(y) ∩ U = {x}, so x is an isolated point in S(y), hence the termi-
nology. The isolated calmness can be equivalently defined as the existence of a constant κ and neighborhoods U of x
and V of y such that
S(y) ∩ U ⊂ B(x, κdY (y, y)) when y ∈ V.
Here B(x,α) denotes the closed ball centered at x with radius α. We denote by B the closed unit ball.
Any linear mapping A : Rm → Rn is isolatedly calm at any point while isolated calmness of its inverse A−1 is
equivalent to injectivity of A, that is, A−1(0) = {0}. More generally, from a result by Robinson [13] it follows that a
set-valued mapping S : Rm⇒Rn whose graph is the union of finitely many polyhedral convex sets, is isolatedly calm
at y for x if and only if x is an isolated point of S(y). For a function f : Rm → Rn which is smooth in a neighborhood
of x, the inverse f −1 is isolatedly calm at f (x) for x if and only if the derivative mapping Df (x) is injective. As
shown in [4], see also [5], this inverse-function-type result can be extended to mappings of the form f + F where f
is a smooth function and F is a set-valued mapping with closed values.
In [5] it was shown that, for a problem of minimizing a convex function with linear perturbations over a polyhedral
convex set, the property of isolated calmness of the solution set is equivalent to the standard second-order sufficient
optimality condition. In this paper our goal is to reach out and study isolated calmness of solution mappings for
convex programming problems with constraint sets that are not polyhedral. A natural candidate for such a study is the
semi-infinite programming problem whose constraints set is described by infinite many inequalities.
In this paper we consider the following parameterized convex semi-infinite programming problem in Rn:
P(c, b): minimize [f (x) + cᵀx]
subject to gt (x) bt , t ∈ T , (1)
where x ∈ Rn is regarded as a column-vector, ᵀ denotes transposition, c ∈ Rn, the index set T is a compact Hausdorff
space, f : Rn → R and gt : Rn → R, t ∈ T , are convex functions, (t, x) → gt (x) is continuous on T ×Rn (according
to [14, Theorem 10.7], it is enough to require the continuity of each function t → gt (x)), and the mapping t → bt is
also continuous, i.e., b ∈ C(T ,R).
Problem (1) is parameterized by the vector c, providing linear, also called “tilting,” perturbations of the objective
function, and the vector b, perturbing the right-hand side of the constraint system. Such type of perturbations are often
called canonical perturbations. Our aim here is to analyze the solution mapping of problem (1) as (c, b) varies in the
parameter space Rn × C(T ,R):
S : (c, b) → {x ∈ Rn ∣∣ x solves (1) for (c, b)}, with (c, b) ∈ Rn × C(T ,R).
When c is fixed, we deal with the partial solution mapping Sc : C(T ,R)⇒Rn defined as
Sc(b) := S(c, b). (2)
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∥∥(c, b)∥∥ := max{‖c‖,‖b‖∞}, (3)
where Rn is equipped with an arbitrary norm, ‖ · ‖, and ‖b‖∞ := maxt∈T |bt |. The dual norm ‖ · ‖∗ is given by
‖u‖∗ := max{u
x | ‖x‖ 1}, and d∗ denotes the associated distance.
In this paper we obtain a sufficient condition for the mapping S to have the isolated calmness property at a given
(c, b) ∈ Rn × C(T ,R) for x ∈ S(c, b). This sufficient condition resembles a strengthened Karush–Kuhn–Tucker-
type condition and therefore is called the s-KKT condition in the paper. Indeed, the s-KKT condition is shown to
characterize the strong uniqueness of minimizers of the optimization problem (for a definition, see Section 2) under
the Slater constraint qualification. We also show that the s-KKT condition becomes a characterization of isolated
calmness when we restrict ourselves to the linear case, that is, with f ≡ 0 and gt (x) := aᵀt x, t ∈ T , t → at ∈ Rn
being a fixed continuous function on T .
The results given in this paper, although not parallel to these in [5], clearly demonstrate the intrinsic character of
the isolated calmness property in the context of semi-infinite optimization. We expect that this property will be the
subject of further studies and will play a central role in theoretical developments as well as numerical analysis of
optimization problems.
The paper is organized as follows. Section 2 describes the notation used and gives some preliminaries. Section 3
discusses the relationships among isolated calmness of S , the same property for Sc , and the strong uniqueness of
minimizers. Section 4 provides examples showing the sharpness of our results.
2. Preliminaries
In this section we introduce some notation and preliminary results. Given X ⊂ Rk, k ∈ N, we denote by conv(X),
cone(X), and Xo the associated convex hull, conical convex hull, and (positive) dual cone, respectively (recall that
Xo := {y ∈ Rk | y
x  0 for all x ∈ X}). It is assumed that cone(X) always contains the zero-vector 0k , in particular
cone(∅) = {0k}. For a subset X of a topological space, intX and bdX denote the interior and the boundary of X,
respectively.
We denote by F the feasible set mapping, which is given by
F(b) := {x ∈ Rn ∣∣ gt (x) bt , t ∈ T }.
Throughout the paper, we appeal to the set of active indices at x ∈ F(b), Tb(x), and to the active cone at x, Ab(x),
defined as follows:
Tb(x) :=
{
t ∈ T ∣∣ gt (x) = bt} and
Ab(x) := cone
( ⋃
t∈Tb(x)
(−∂gt (x))).
(Here ∂ represents the ordinary subdifferential in convex analysis.)
By D(F,x) we denote the feasible directions cone of a closed convex set F ⊂ Rn at x ∈ F, defined as the set of
all u ∈ Rn such that the segment determined by x and x + εu is entirely contained in F for some ε > 0. The cone
−D(F,x)o is the normal cone to F at the point x. If x ∈ F := F(b), then D(F,x) ⊂ Ab(x)o.
Recall that the Slater constraint qualification (SCQ) holds at the problem P(c, b) if there exists x̂ ∈ Rn such
that gt ( x̂ ) < bt for all t ∈ T . Also, recall that P(c, b) is convex-locally-Farkas–Minkowski (CLFM) when Ab(x) =
D(F(b), x)o, for all x ∈ F(b). We put together the following results from [7, Theorem 7.9 and Theorem 7.8].
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(i) If P(c, b) verifies the SCQ, then P(c, b) is CLFM;
(ii) If P(c, b) is CLFM, then x ∈ S(c, b) if and only if the Karush–Kuhn–Tucker (KKT) condition holds, i.e.,
x ∈ F(b) and (∂f (x) + c)∩ Ab(x) = ∅. (4)
The following results will be needed later on and, in the context of problem (1), can be found in [3] (see also
references therein). For completeness, we recall here some well-known continuity properties of set-valued mappings
acting between metric spaces. S : Y ⇒X is said to be (Berge-) lower semicontinuous (lsc) (respectively, upper semi-
continuous (usc)) at y ∈ Y if for any open set U ⊂ X such that S(y) ∩ U = ∅ (respectively, S(y) ⊂ U ) there exists a
neighborhood V (⊂ Y) of y such that S(y) ∩ U = ∅ (respectively, S(y) ⊂ U ) for all y ∈ V. We say that S is Aubin
continuous (or enjoys the Aubin property) at (y, x) ∈ gphS if there exist κ  0 and neighborhoods V of y and U of x
such that
dX
(
x,S(y)
)
 κdY (y, y′) whenever y, y′ ∈ V and x ∈ S(y′) ∩ U.
Proposition 2. (See [3, Lemma 3].) Let (c, b) ∈ Rn ×C(T ,R) be such that F(b) = ∅. Then the following are equiva-
lent:
(i) P(c, b) verifies the SCQ;
(ii) F is lsc at b;
(iii) F is Aubin continuous at (b, x) for all x ∈ F(b).
The following result is a straightforward consequence of [1, Theorem 4.3.3].
Proposition 3. (See [3, Lemma 2].) Let (c, b) ∈ Rn ×C(T ,R). Assume that F is lsc at b and S(c, b) is nonempty and
bounded. Then S is usc at (c, b).
Remark 1. Due to the preceding results, and assuming that P(c, b) satisfies the SCQ and S(c, b) = {x}, isolated
calmness of S at (c, b) for x turns out to be equivalent to Lipschitz upper semicontinuity at (c, b) in the usual sense:
S(y) ⊂ S(y) + κdY (y, y)B for y = (c, b) close to y = (c, b). In fact, for any constant κ and any neighborhoods U
and V (in the definition of isolated calmness), the upper semicontinuity of S at y entails the existence of a new
neighborhood V ′ ⊂ V, of y such that, for all y ∈ V ′,
S(y) = S(y) ∩ U ⊂ {x} + κdY (y, y)B = S(y) + κdY (y, y)B.
We will now present definitions and results about sharp minima of convex functions to be used in Section 3. Let
f : Rn → R ∪ {+∞} be a convex function and let ‖ · ‖ be any given norm in Rn. We say that f has a sharp minimum
at x ∈ Rn with constant α > 0 if f is finite at x and we have
f (x) f (x) + α‖x − x‖ for all x ∈ Rn. (5)
The largest positive constant α such that x is a sharp minimum of f with constant α is called sharpness modulus. The
following proposition can be derived from Theorem 2.2 in [2]; for completeness we give here a short proof.
Proposition 4. For a convex function f : Rn → R ∪ {+∞}, the point x is a sharp minimum of f with constant α if
and only if
αB∗ ⊂ ∂f (x), (6)
where B∗ is the closed unit ball in Rn for the dual norm ‖ · ‖∗.
Proof. (⇒) Let u ∈ αB∗, i.e., ‖u‖∗  α. Then, from (5), we have
f (x) − f (x) α‖x − x‖ ‖u‖∗‖x − x‖ uᵀ(x − x), for all x ∈ Rn,
in other words, u ∈ ∂f (x).
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f (x) f (x) + αuᵀ(x − x), for all u ∈ B∗.
If associated with each x we take u such that ‖u‖∗ = 1 and uᵀ(x − x) = ‖x − x‖, then we obtain (5). 
The proof above yields the following corollary:
Corollary 1. The convex function f : Rn → R ∪ {+∞} has a sharp minimum at x if and only if
0n ∈ int ∂f (x).
Moreover, the sharpness modulus of the sharp minimum x is equal to
d∗
(
0n,bd ∂f (x)
)
.
If we consider a problem (P ) of minimizing a function g : Rn → R over a set C ⊂ Rn, then a point x is said to be
a strongly unique minimizer for (P ) when x is a sharp minimum of the function
f (x) = g(x) + δ(x | C),
where δ(· | C) is the indicator function of the set C.
3. Isolated calmness of solution mappings
We start with the following auxiliary lemma, which is a special version of Theorem 2.2 in [8] (see references
therein for predecessors; see also [9, Proposition 1.2] for a version in a nonconvex semi-infinite setting).
Lemma 1. If x is a strongly unique minimizer of P(c, b) and F is Aubin continuous at (b, x), then there exist a
constant L 0, a compact neighborhood Q of x, and a neighborhood W of (c, b), such that
(i) ∅ = SQ(c, b) = S(c, b) for all (c, b) ∈ W ;
(ii) ‖x − x‖ L‖(c, b) − (c, b)‖ for all (c, b) ∈ W and all x ∈ SQ(c, b),
where SQ(c, b) := arg minx{f (x) + c
x | x ∈ F(b) ∩ Q}.
Proof. (i). Fix any compact neighborhood Q of x. From [8, Lemma 2.1], and taking S(c, b) = {x} into account, SQ
is locally nonempty-valued and usc at (c, b). Then, there exists a neighborhood W of (c, b) such that
∅ = SQ(c, b) ⊂ intQ whenever (c, b) ∈ W,
and hence SQ(c, b) = SintQ(c, b) (:= arg minx{f (x) + c
x | x ∈ F(b) ∩ intQ}). Then, for any (c, b) ∈ W, every
element of SQ(c, b) is a local minimizer of x → f (x) + c
x (see [8, Theorem 2.2(a)]), and since this function
is convex, the minimizer is also global, i.e., SQ(c, b) ⊂ S(c, b). The converse inequality follows from the upper
semicontinuity of S at (c, b) (Proposition 3, taking Proposition 2 into account) if we choose W such that S(c, b) ⊂
intQ whenever (c, b) ∈ W.
(ii) follows directly as an specification of [8, Theorem 2.2(c)], taking into account the fact that f (convex and finite
on Rn) is Lipschitz continuous on any compact subset of Rn (see, for instance, [14, Theorem 10.4]). 
The following theorem comes directly from Lemma 1, recalling (i) ⇒ (iii) in Proposition 2. Note that the isolated
calmness of S at (c, b) for x is nothing else but (ii) in Lemma 1, taking (i) in the same lemma and Remark 1 into
account.
Theorem 1. Let ((c, b), x) ∈ gph S and assume that P(c, b) satisfies the SCQ. If x is a strongly unique minimizer
of P(c, b), then S is isolatedly calm at (c, b) for x, and satisfies S(c, b) = ∅ for (c, b) near (c, b).
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as follows:
s-KKT: 0n ∈ int
(
∂f (x) + c − Ab(x)
)
.
A different version of the KKT condition, strictly stronger than s-KKT, and its connection with the Aubin property
of S can be found in [3].
Our next goal is to provide an algebraic characterization of the strong uniqueness of a minimizer x of P(c, b), uti-
lizing only on the reference parameter value (c, b). Recall that, from [3, Lemma 13], x is a strongly unique minimizer
of P(c, b) if and only if x ∈ S(c, b) for each c close enough to c.
Theorem 2. Let ((c, b), x) ∈ gph S and assume that P(c, b) satisfies the SCQ. Then x is a strongly unique minimizer
of P(c, b) if and only if the s-KKT condition holds at ((c, b), x).
Proof. As noted at the end of Section 2, x is a strongly unique minimizer of P(c, b) if and only if x is a sharp
minimum of the function h(x) := f (x) + cᵀx + δ(x | F(b)). This is equivalent to
0n ∈ int ∂h(x),
by virtue of Corollary 1. Now Theorem 23.8 in [14] and Proposition 1(i) allow us to write
0n ∈ int ∂h(x)
= int{∂f (x) + c + ∂δ(x | F(b))}
= int{∂f (x) + c − D(F(b), x)o}
= int{∂f (x) + c − Ab(x)}.
The aimed equivalence is proved. 
We will show in the next theorem that the s-KKT condition is equivalent to the isolated calmness of S (and to other
properties) when confined to the linear optimization problem
LP(c, b): minimize cᵀx
subject to aᵀt x  bt , t ∈ T , (7)
where T is again a compact Hausdorff space, and the functions t → at ∈ Rn and t → bt ∈ R are continuous on T .
Remark 2. Observe that, when applied to the linear problem LP(c, b), the s-KKT condition can be written as
c ∈ intAb(x).
Theorem 3. Consider the parameterized linear optimization problem (7) and let S be the associated solution mapping.
Let ((c, b), x) ∈ gph S be such that LP(c, b) satisfies the SCQ. Then the following are equivalent:
(i) c ∈ intAb(x);
(ii) x is a strongly unique minimizer of LP(c, b) (in other words, x is a sharp minimum of x → cᵀx + δ(x | F(b))
with sharpness modulus d∗(c,bdAb(x));
(iii) S is isolatedly calm at (c, b) for x;
(iv) Sc (defined in (2)) is isolatedly calm at b for x.
If T is finite we can add the following condition:
(v) x is the unique solution of LP(c, b).
Remark 3. In the convex case (1) we have (i′) standing for the s-KKT condition at ((c, b), x)
(i′) ⇔ (ii) ⇒ (iii) ⇒ (iv) ⇒ (v).
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lary 1 in relation to the sharpness modulus). The implication (ii) ⇒ (iii) comes from Theorem 1. The last two
implications are trivial from the definitions.
Proof of Theorem 3. Let us prove the implication (iv) ⇒ (i). Suppose, reasoning by contradiction, that
c ∈ Ab(x) \ intAb(x) ⊂ bdAb(x) (recall that, under SCQ, KKT is a necessary optimality condition), and write
c =
m∑
i=1
λi(−ati ), (8)
with λi > 0 and ti ∈ Tb(x), for i = 1, . . . ,m. By the separation theorem, there exists u ∈ Rn, with ‖u‖ = 1, such that
a
ᵀ
t u 0 for all t ∈ Tb(x) and cᵀu = 0. (9)
Let x̂ be a Slater point of LP(c, b) satisfying aᵀt x̂  bt − ρ for all t ∈ T , for a certain ρ > 0, and define
ur := u + 1
r
( x̂ − x),
μr := sup
{
μ 0
∣∣ x + μur ∈ F(b)} ∈ [0,+∞].
We will show that μr > 0 for all r ∈ N. On the contrary, let there exist r0 such that for all k ∈ N there is an
associated tk ∈ T with
a
ᵀ
tk
(
x + 1
k
ur0
)
> btk . (10)
By the compactness of T , the sequence {tk}k∈N has a subnet converging to a certain t0 ∈ T . From (10) we obtain
a
ᵀ
t0x  bt0 and, since x ∈ F(b), we get t0 ∈ Tb(x). Moreover, taking into account aᵀtk x  btk , (10) implies aᵀtk ur0 > 0,
for each k. Then, we have
a
ᵀ
t0u
r0  0. (11)
On the other hand,
a
ᵀ
t0u
r0 = aᵀt0u +
1
r0
a
ᵀ
t0( x̂ − x)−
ρ
r0
,
due to the facts that aᵀt0u 0 (since t0 ∈ Tb(x) and (9)), and that aᵀt0( x̂ − x) = aᵀt0 x̂ − bt0 −ρ. So we have attained
a contradiction with (11). Therefore, we conclude that μr > 0 for all r ∈ N.
Now we will show that limr→∞ μr = 0. On the contrary, for some ε > 0 and some subsequence of {μr}, which is
identified with the whole sequence for simplicity, we have μr  ε and then
x + εur ∈ F(b),
for all r ∈ N. Letting r → ∞ we obtain x + εu ∈ F(b), and x + εu ∈ Sc(b) because cᵀu = 0, contradicting the fact
that Sc(b) = {x}. Thus limr→∞ μr = 0.
For each r define
xr := x + μrur ;
then xr belongs to the closed set F(b). In the further lines we will perturb b to obtain a sequence {br} converging to b
such that xr ∈ Sc(br ) for all r and
lim
r
‖br − b‖∞
‖xr − x‖ = 0, (12)
which contradicts (iv).
To get this contradiction, consider the indices t1, . . . , tm in (8), fix any r, and apply Urysohn’s lemma to construct
a continuous function ϕr : T → [0,1] such that
ϕr(t) =
{0, if t ∈ {t1, . . . , tm},
1, if aᵀx  b − μ /r or aᵀu−1/r.t t r t
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t ∈ T
∣∣∣ aᵀt x  bt − μr
r
or a
ᵀ
t u−
1
r
}
are closed disjoint sets because (8) and (9) imply aᵀti u = 0 for i = 1, . . . ,m. Now we define, for each t ∈ T ,
brt :=
(
1 − ϕr(t)
)
a
ᵀ
t x
r + ϕr(t)bt .
From the definition we immediately obtain xr ∈ F(br ) and {t1, . . . , tm} ⊂ Tbr (xr ). Thus, (8) ensures xr ∈ Sc(br ).
Moreover, in the case that aᵀt x > bt − μrr and aᵀt u > − 1r , we have∣∣brt − bt ∣∣ (1 − ϕr(t))(bt − aᵀt xr) bt − aᵀt xr
 bt − aᵀt x − μraᵀt
(
u + 1
r
( x̂ − x)
)
<
μr
r
− μraᵀt u +
μr
r
(
max
t∈T ‖at‖∗
)
‖x̂ − x‖
 μr
r
(
2 + ‖x̂ − x‖max
t∈T ‖at‖∗
)
.
In the remaining case we have brt = bt . Hence,
‖br − b‖∞  μr
r
(
2 + ‖x̂ − x‖max
t∈T ‖at‖∗
)
,
and we get (12).
When T is finite, the equivalences among conditions (i) to (v) recover known facts from classical linear program-
ming theory (e.g., (i) ⇔ (v) comes from duality theory, (iii) ⇒ (v) is a special case of [13], and (v) ⇒ (iv) follows
from the well-known fact that the solution mapping of a linear program is Lipschitz continuous with respect to the
vector in the right-hand side of the constraints; this is a simple consequence of Hoffman lemma, see e.g. Theorem 33
on p. 376 of [6]). 
4. Some counterexamples
In this section we present examples showing that the implications (ii) ⇒ (iii) ⇒ (iv) in Remark 3 cannot be
equivalences for convex programs (1) that are not linear and moreover that the implication (iv) ⇒ (v) cannot be an
equivalence if T is not finite.
Example 1. (iii) but not (ii). Consider the parameterized unconstrained problem in R,
minimize x2 + cx.
It is easily seen that S(c, b) = {−c/2}, i.e., S is a single-valued Lipschitz function, and hence isolatedly calm at c = 0
for x = 0, but there is no κ > 0 such that x2  κ|x| for x → 0. Thus (ii) fails at (c, x).
Example 2. (iv) but not (iii). Consider the convex problem, in R2 endowed with the Euclidean norm,
minimize c1x1 + c2x2,
subject to x41 + x42  b.
Take c = (1,0), b = 1, and x = (−1,0). Then S(c, b) = {s(c, b)} with
s(c, b) = −b
1/4
(c
4/3
1 + c4/32 )1/4
(
c
1/3
1 , c
1/3
2
)
whenever c1 > |c2| and b > 0 (which constitutes a neighborhood of (c, b)).
In particular, Sc(b) = {(−b1/4,0)} is isolatedly calm at b for x; whereas, applying the mean value theorem to the
second coordinate of s(c, b), one has, for 0 < c2 < 1,
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c2

∣∣∣∣−13θ−2/3(1 + θ4/3)−1/4 + 13θ2/3(1 + θ4/3)−5/4
∣∣∣∣
for some 0 < θ < c2. Consequently,
lim
c2↘0
‖s((1, c2),1) − s((1,0),1)‖
c2
= +∞,
yielding that S is not isolatedly calm at (c, b) for x.
Example 3. (v) but not (iv) in the linear semi-infinite case (7). Consider the linear semi-infinite problem, in R2,
minimize c1x1 + c2x2,
subject to (cos t)x1 + (sin t)x2  bt , t ∈ [−π,π].
Take c = (1,0) and bt = 1, for all t. Then, x = (−1,0) is the unique optimal solution of LP(c, b). For each 0 ε  1,
define bε ∈ C([−π,π],R) by
bεt =
{
1 if |t | αε,
cos(|t | − αε) if |t | > αε,
where αε := arccos(−1 + ε). Note that b0 = b. Geometrically, when ε = 0, for the index t we have a tangent half-
space to the closed unit ball at the point (cos t, sin t). For 0 < ε  1 and |t | > αε these half spaces maintain their
direction, but keep the point (−1 + ε, (sign t)√2ε − ε2) in their boundary. In this case, for all 0 ε  1,∥∥bε − b∥∥= ε and S(c, bε)= {−1 + ε} × [−√2ε − ε2,√2ε − ε2].
It is easy to see that Sc = S(c, ·) is not isolatedly calm at b for x.
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