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Abstract: Several methods to derive the propagation path of a disturbance in process plants are
applicable only to systems whose measurements are all available with the same sampling rate.
This paper proposes a multi-rate method to identify the propagation path when measurements
have diﬀerent sampling rates. This is relevant for including in the analysis fast-sampled
measurements from electromechanical equipment. The method is based on non-linear mutual
prediction, which yields the directionality in the relationship between two time series. The
method was demonstrated and validated, giving the expected outcome in an experimental case
study, in which the root cause and propagation path of the disturbance were known.
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1. INTRODUCTION
In chemical process plants, when a disturbance originates
at the root cause, it often propagates through mass and
energy ﬂows, and control signals, thus aﬀecting measure-
ments in multiple parts of the plant (Thornhill and Horch,
2007). A common goal in process monitoring and diagnosis
is to distinguish the root cause from the propagated distur-
bances. To that end, a recent topic in the literature is the
extraction of the propagation path of the disturbance from
measurement data (Yang and Xiao, 2012). The propaga-
tion path is a qualitative model of the aﬀected system, and
shows the aﬀected measurements in a directed succession
according to the order of propagation of the disturbance.
Deriving the propagation path allows the root cause to be
inferred by tracking the disturbance up the path.
The methods to derive the propagation path from opera-
tions data use advanced signal analysis in order to search
for features in the data such as time delays, attenuation,
transfer of information, and conditional probability re-
lations. Examples of methods include the quantiﬁcation
of the nonlinearity of time series (Thornhill, 2005), the
transfer entropy between two time series (Bauer et al.,
2007a; Naghoosi et al., 2013), and the non-linear mutual
prediction between two time series (Bauer et al., 2007b;
Stockmann et al., 2012). These methods have been suc-
cessfully used in the analysis of persistent disturbances
in process systems, and some are available in commercial
tools (Horch et al., 2007).
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Recently, there have been eﬀorts to extend process moni-
toring to the equipment and utilities which service the pro-
cess, in particular to electromechanical equipment (Lind-
holm et al., 2011; Cec´ılio et al., 2011; Cec´ılio et al., 2014).
The reason is that these subsystems also interact with
the process through energy and signal paths, and hence
disturbances can also propagate between them. Thus, it
would be relevant to include data from the electromechan-
ical equipment in the analysis of the propagation path.
The contribution of this paper is the adaptation of a
propagation path method to be capable of combining
electromechanical and process measurements.
Systems with process and electromechanical measure-
ments are often multi-rate because process measurements
are usually sampled approximately 1000 times slower than
electromechanical measurements. However, the current
methods to derive the propagation path are applicable only
to uni-rate systems, that is, systems whose measurements
are all available with the same sampling rate. To apply
such methods, the electromechanical measurements have
to be downsampled to the process rate. However, down-
sampling may compromise the accuracy of the results. For
instance, if the duration of the disturbance is shorter in the
electromechanical measurements than in the process mea-
surements, the slow process sampling rate may be enough
to capture the disturbance in the process measurements
but not in the electromechanical measurements. Such data
sets would require the combined analysis of fast-sampled
electromechanical measurements with slow-sampled pro-
cess measurements. This paper extends the non-linear mu-
tual prediction method by Bauer et al. (2007b) to multi-
rate systems, and explores whether a multi-rate method
that can make use of all the data from the fast-sampled
measurements might yield improved results.
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Fig. 1. Simpliﬁed schematic of the gas compression rig.
The paper is structured as follows. Section 2 presents the
case study and underlying physical models for validating
the method. Section 3 provides background on non-linear
mutual prediction. Section 4 explains the algorithm for the
multi-rate method, which is then tested and compared to
the uni-rate method by Bauer et al. (2007b) in section 5.
Section 6 closes with conclusions.
2. BACKGROUND - CASE STUDY AND
UNDERLYING PHYSICAL MODELS
2.1 Compressor rig experimental case study
To validate the proposed method, the paper uses a case
study in which the root cause of the disturbance is known
and the expected propagation path is derived from a model
of the system. The case study consists of measurement
data from experimental work with a gas compressor rig
located at ABB Corporate Research Center, Krako´w,
Poland. The main components of the rig are a compressor,
an induction motor and an a.c. voltage-source inverter
drive. Figure 1 shows the rig schematically. On the process
side, the measured variables relevant to this paper are the
tank pressure, pt, and the ﬂow through the compressor,
mc. The electromechanical variables are measured in the
drive and include the shaft speed set-point, ω∗, the shaft
speed, ω, and the electromagnetic torque in the motor, τe.
Figure 2 shows time series of the ﬁve measurements,
all available at 1 kHz. The time series show a train of
pulses induced in the set-point ω∗ of the shaft speed. The
deviations in the time series of the other measurements
result from the propagation of the set-point disturbance.
The order of the measurements in the plot reﬂects, from
top to bottom, the propagation path of the disturbance.
This expected propagation path is derived from the model
of the system in the next section.
2.2 Propagation path derived from physical models
The purpose of this subsection is to justify the expected
propagation path of the set-point disturbance along the
measured variables (1).
ω∗ → τe → ω → mc → pt (1)
The a.c. voltage-source inverter drive is a power electronics
unit capable of providing an a.c. voltage output to the
motor with variable frequency and amplitude. The manip-
ulation of voltage frequency and amplitude allows direct
control of the electromagnetic torque τe of the induction
motor. The torque set-point τ∗e can be provided by an
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Fig. 2. Time series of the original fast-sampled measure-
ments in the case study.
outer speed control loop. Therefore, changes in the speed
set-point ω∗ will propagate to the electromagnetic torque
τe. Vas (1998) provides detailed explanation of the drive
control algorithms as well as the mechanism of production
of electromagnetic torque in the motor from the frequency
and amplitude of the input voltage.
The dynamic behaviour of the asynchronous induction
motor is comprehensively explained in Vas (1998) and
Holtz (2002). Brieﬂy, the disturbances in the electromag-
netic torque τe will propagate to the shaft speed ω as
a result of the angular momentum balance between the
electromagnetic torque, and the torque produced by the
load connected to the shaft, τL (2). Parameter J is the
moment of inertia of the rotating parts.
dω
dt
=
1
J
(τe − τL) (2)
The shaft speed ω will then aﬀect the operation of the
compressor through the compressor characteristic Ψc. The
compressor and downstream process have been compre-
hensively studied by Gravdahl et al. (2002).
The compressor characteristic Ψc describes the compressor
pressure ratio, and can be considered a steady state
nonlinear function of the compressor mass ﬂow mc and
shaft speed ω. Changes in the compressor characteristic
Ψc aﬀect the dynamics of the compressor mass ﬂow mc,
as described by the momentum balance over the length
of the compressor (3). Parameters Ac and Lc represent,
respectively, the compressor duct cross section and length.
Variable pi represents the pressure at the compressor inlet.
dmc
dt
=
Ac
Lc
(Ψc · pi − pt) (3)
dpt
dt
=
a2a
Vp
(mc −mt) (4)
Finally, the disturbances in the compressor mass ﬂow mc
aﬀect the dynamics of the pressure pt in the downstream
tank, as described by the mass balance of the tank (4).
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Fig. 3. Illustration of predictability: three identical X
samples, marked with crosses, can be indicated by
three past identical segments inX (self-predictability)
or in Y (non-linear mutual predictability).
Parameters Vp and aa represent, respectively, the tank vol-
ume and the sonic speed at ambient conditions. Variable
mt represents the ﬂow through the valve after the tank.
3. BACKGROUND - NON-LINEAR MUTUAL
PREDICTION
3.1 Self and mutual predictability
Repeating patterns in a time series can be exploited to
predict its future values. A simple example is a purely
periodic time series. Once one full cycle is observed, the
rest of the time series is known to be a repetition of that
same cycle. The top panel in Figure 3 shows another time
series, X, which has repeating patterns. In this example,
the three highlighted segments are all similar, and the
ﬁgure shows that their future samples, which are marked
by crosses, are also similar. This means that if the crossed
sample xi+h were unknown, it could be predicted from
the other two crossed samples. The prediction of a time
series from its own past is known as self-predictability
(Kantz and Schreiber, 2003). Applications of this property
include removing transient disturbances from oscillatory
time series (Cec´ılio et al., 2014b), and testing the non-
linearity of a time series (Thornhill, 2005).
Another way to predict sample xi+h is from a second time
series, Y , which is related to X. A relationship between X
and Y may occur if one of the time series is an input to a
system and the other is an output, if both time series are
outputs of the same system, or if the systems that generate
the time series have a common driver (Schiﬀ et al., 1996).
If time series X and Y are related, then the repetition
of a pattern in one of the time series should also imply
the repetition of a pattern in the other. This is illustrated
in Figure 3. The ﬁgure shows that the similar segments
highlighted in X correspond to segments in Y which are
also similar. This means that the samples similar to xi+h
can also be indicated with the aid of time series Y . The
highlighted segment yi occurs before sample xi+h. The
other two highlighted Y segments are signiﬁcantly similar
to yi. Therefore, the X samples which occur h samples
after those two highlighted Y segments can be used as
predictors for xi+h. The prediction of a time series from the
past of another is known as non-linear mutual prediction
(Schiﬀ et al., 1996; Le Van Quyen et al., 1998). Stockmann
et al. (2012) used this property to determine time delays
between time series non-linearly correlated.
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Fig. 4. Symbolical time series X and Y with diﬀerent
sampling intervals, with samples represented by dots.
3.2 Predictability improvement and directionality
The prediction of X may be more accurate from the
past of Y than from its own past. The same comments
can be made about the predictability of time series Y
from it own past compared to using the past of X. The
predictability improvements of X and Y can be compared,
and this comparison allows to ascertain whether there is
directionality in the relationship between the two time
series (Feldmann and Bhattacharya, 2004). If X improves
the prediction of Y more than Y improves the prediction
of X, then one can say that the relationship between the
two time series has a direction from X to Y .
Bauer et al. (2007b) used predictability improvement
to determine the directionality of the propagation of a
disturbance between two measurements. The reason is that
if Y has propagation features such as time lag, attenuation
or added noise in relation toX, then these features make Y
easier to predict from the past ofX than from its own past.
The implementation uses nearest neighbors of embedded
vectors, which will be detailed in section 4.
4. MULTI-RATE PROPAGATION METHOD
This section explains the adaptation of the uni-rate prop-
agation method by Bauer et al. (2007b) to multi-rate
systems. The two symbolical time series represented in
Figure 4 are used for illustrating the diﬀerences in the
formulation of the two methods. The dots in the ﬁgure
represent the samples. The fast-sampled time series is
X = {x1 x2 x3 x4 x5 · · · xNX}, and the slow-sampled is
Y = {y1 y3 y5 · · · yNY }. In this example, the sampling
interval of the fast-sampled time series, Δf , is half the
sampling interval of the slow-sampled time series, Δs.
The objective of the methods is to determine a direction-
ality measure between the two time series.
4.1 Previous formulation of embedding matrices
The uni-rate method requires the two time series to be
sampled synchronously with the same sampling interval.
Therefore, to apply this method to X and Y in Figure 4,
samples {x2 x4 · · ·} of the fast-sampled time series need
to be discarded to match the slow-sampled time series.
Time series X and Y are then arranged in embedding
matrices X and Y, according to (5a). Each row in X and
Y is a segment of the time series with m samples. In the
example, m = 3. The rows are known as embedded vectors
xi and yi. The similarity between pairs of embedded
vectors will be assessed in a later step of the algorithm.
The discarded samples {x2 x4 · · ·} of the fast-sampled
time series mean that the embedded vectors xi are less
well characterized, and hence the accuracy of the similarity
assessment may be compromised.
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X =
⎡
⎢⎣
x1 x3 x5
x3 x5 x7
...
...
...
⎤
⎥⎦ Y =
⎡
⎢⎣
y1 y3 y5
y3 y5 y7
...
...
...
⎤
⎥⎦ Xh =
⎡
⎢⎣
x7
x9
...
⎤
⎥⎦
(5a)
X =
⎡
⎢⎣
x1 x2 x3 x4 x5
x3 x4 x5 x6 x7
...
...
...
...
...
⎤
⎥⎦ Y =
⎡
⎢⎣
y1 y3 y5
y3 y5 y7
...
...
...
⎤
⎥⎦ Xh =
⎡
⎢⎣
x6 x7
x8 x9
...
⎤
⎥⎦
(5b)
4.2 New formulation of embedding matrices
The formulation of the embedding matrix for the slow-
sampled time series Y is the same as in section 4.1. The
number of samples in each embedded vector yi is denoted
by ms. In the example ms = 3 as illustrated in (5b).
The formulation of the embedding matrix for the fast-
sampled time series X is new and avoids the need to dis-
card any samples. The condition imposed is that embedded
vectors xi must span the same time duration as embedded
vectors yi. As a result, the number of samples m
f in each
embedded vector xi is given by (6). The idea of imposing
equal time duration for the embedded vectors instead of
equal number m of samples has been used by Cec´ılio et al.
(2014a) for multivariate detection in multi-rate systems.
(mf − 1)
(ms − 1) =
Δts
Δtf
(6)
Each embedded vector xi in the embedding matrixXmust
also lag the previous by δf samples, where δf is given by
(7). This is to ensure that embedding matrices X and Y
have the same number of embedded vectors, and that these
correspond to the same time intervals.
δf =
Δts
Δtf
(7)
Equation (5b) illustrates the resulting embedding matrix
X for the running example, for which equations (6) and
(7) yield mf = 5 and δf = 2.
4.3 Previous formulation of predicted samples
Array Xh in equation (5a) aligns the predicted samples
of X with the corresponding embedded vectors of X and
Y. To assess the self-predictability of X, each embedded
vector xi is used in predicting the sample of X that occurs
h sampling intervals after the end of the embedded vector.
The same sample is also predicted by the embedded vector
yi to yield the mutual predictability of X by Y .
The self and mutual predictability of Y are equally formed.
The samples {x6 x8 · · ·} discarded from the fast-sampled
time series will not be predicted, and hence will not
contribute to the assessment of predictability.
4.4 New formulation for predicted samples
The new array Xh is expanded to include the samples
which were discarded for the uni-rate method. The ex-
Table 1. Average predictability errors for mea-
surements ω∗ and ω.
self-predictability e¯(ω∗|ω∗) e¯(ω|ω)
0.0035 0.0046
mutual predictability e¯(ω∗|ω) e¯(ω|ω∗)
0.0049 0.0032
pansion is illustrated in equation (5b) with the running
example. Embedded vectors xi and yi now predict not
only sample xi+h, but also the δ
f − 1 samples before that.
Array Yh is formulated as in section 4.3.
4.5 Similarity measure and nearest neighbors
The rest of the algorithm follows as in the method by
Bauer et al. (2007b).
The Euclidean distance metric is used to assess the similar-
ity between each pair of embedded vectors in one embed-
ding matrix. The purpose is to retrieve, for each embed-
ded vector, the indices of its kth most similar embedded
vectors, which are known as the k nearest neighbors. An
example of nearest neighbors is given in Figure 3 by the
three highlighted segments of X.
For each embedded vector xi, the indices of its k nearest
neighbors are denoted ri,j , where j = 1 · · · k. For each
embedded vector yi, the indices of its k nearest neighbors
are denoted si,j , where j = 1 · · · k.
4.6 Self-predictability
To assess the self-predictability of X, each row xi+h in
array Xh is compared to its k predictors xri,j+h. Each
of these predictors is the row in Xh corresponding to the
embedded vector xri,j . The comparisons of xi+h with its
predictors are averaged according to
ei(xi+h|X) = 1
k
k∑
j=1
‖xi+h − xri,j+h‖ (8)
Therefore, quantity ei(xi+h|X) gives the prediction error
of row xi+h given the past of measurement X.
To assess the self-predictability of Y , the quantities
ei(yi+h|Y ) are deﬁned from samples yi+h and its k pre-
dictors ysi,j+h. Each of these predictors is the sample
corresponding to the embedded vector ysi,j .
To illustrate the self-prediction with measurements from
the case study, ω∗ and ω are used. In the experimental
rig both measurements are sampled at 1 kHz, but in
industrial practice ω could have a slower sampling rate.
To represent this scenario, ω is downsampled by a factor
of 5000. The errors ei(xi+h|X) are averaged over i to
give the average self-predictability error e¯(X|X). The self-
predictability error e¯(Y |Y ) for Y is computed in the same
manner. The ﬁrst row of Table 1 indicates the average
self-predictability errors for ω∗ and ω.
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4.7 Mutual predictability
To assess the mutual predictability of X by Y , each row
xi+h in array Xh is compared to its k predictors xsi,j+h.
Each of these predictors is based on the embedded vector
ysi,j . The comparisons of xi+h with its predictors are
averaged according to
ei(xi+h|Y ) = 1
k
k∑
j=1
‖xi+h − xsi,j+h‖ (9)
Therefore, quantity ei(xi+h|Y ) gives the prediction error
for row xi+h given the past of measurement Y .
To assess the mutual predictability of Y by X, the quan-
tities ei(yi+h|X) are deﬁned from samples yi+h and its k
predictors yri,j+h. Each of these predictors is now based
on the embedded vector xri,j .
As with self-predictability, the errors ei(xi+h|Y ) and
ei(yi+h|X) are averaged over all samples to give the av-
erage mutual predictability errors e¯(X|Y ) and e¯(Y |X).
The last row of Table 1 indicates the average mutual
predictability errors for ω∗ and ω.
The prediction error increases from e¯(ω∗|ω∗) to e¯(ω∗|ω)
which shows that the prediction of ω∗ is less accurate
from the past of ω than from its own past. Conversely,
comparing e¯(ω|ω) with e¯(ω|ω∗) shows that the past of
ω∗ improves the prediction of ω. This diﬀerence has a
meaning, which is explained in the next subsection.
4.8 Predictability improvement and directionality
Equation (10) deﬁnes the predictability improvement mea-
sure H(X|Y ), which compares the prediction of X from
the past of Y with the prediction of X from its own past.
The complementary H(Y |X) is deﬁned analogously.
H(X|Y ) = e¯(X|Y )
e¯(X|X) (10)
The predictability improvements ofX and Y are compared
using equation (11). This yields HX→Y , a measure of the
directionality of the inﬂuence between X and Y . If HX→Y
is positive the inﬂuence is directed from X to Y , if HX→Y
is negative the inﬂuence is directed from Y to X.
HX→Y = H(X|Y )−H(Y |X) (11)
The directionality measure for measurements ω∗ and ω
is Hω∗→ω = 0.71. This value is positive, which indicates
that the disturbance aﬀecting these two measurements
propagated from ω∗ to ω. This result agrees with the
expected propagation path, as discussed in section 2.2.
5. RESULTS WITH THE UNI-RATE AND
MULTI-RATE METHODS
This section applies the uni-rate method by Bauer et al.
(2007b) and the proposed multi-rate method to the same
four pairs of measurements from the case study. The
Table 2. Directionality measures HX→Y ob-
tained with the case study in four tests. Sym-
bols F and S indicate whether variables X and
Y have the fast or slow sampling rate.
Uni-rate method Multi-rate method
Test 1 Test 2 Test 3 Test 4
F → F S → S F → S S → F
Hω∗→τe 0.82 0.68 0.66 0.50
Hτe→ω 0.52 0.03 0.25 0.35
Hω→mc 0.96 0.46 0.71 0.62
Hmc→pt 1.90 0.81 0.73 0.81
objective is to evaluate the improvement given by the
multi-rate method in case of a multi-rate data set.
As mentioned, the case study is not originally multi-rate
because all the measurements were sampled at 1 kHz. The
original high sampling rate was used to generate four cases
of sampling rates in order to carry the four tests listed
below. When downsampling, the factor used was 5000.
(1) The original fast-sampled measurements are analysed
with the uni-rate method. This test is the benchmark.
(2) The measurements are downsampled to the slow
sampling rate and are analysed with the uni-rate
method. This test represents the case of a multi-rate
data set where available fast measurements have to
be downsampled to allow the uni-rate analysis.
(3) For each pair, the measurement known to precede in
the propagation path keeps the original fast sampling
rate and the measurement following is downsampled
to the slow sampling rate. The multi-rate method is
used. This test represents a case of a multi-rate data
set where the multi-rate method allows to use of all
the data from the fast-sampled measurement.
(4) For each pair, the measurement preceding in the prop-
agation path is downsampled to the slow sampling
rate and the measurement following keeps the original
fast sampling rate. The multi-rate method is used.
Table 2 shows the directionality measures HX→Y in the
four tests for the four pairs of measurements. Other pairs
of measurements are omitted due to space constraints.
The ﬁrst observation is that all HX→Y measures are
positive. This means that all tests correctly recognized the
direction of propagation of the disturbance. The masures
should be positive because the model in section 2.2 was
consulted so that the measurements chosen as X precede
the measurements chosen as Y in the propagation path.
As expected, the uni-rate method using the fast-sampled
measurements gives the strongest directionality indica-
tions. Test 2 shows that using the uni-rate method with
slow-sampled measurements detects the directionality, but
much less strongly. The results of tests 3 and 4 show that
the new multi-rate method gives some beneﬁt in this case
study. The comment is justiﬁed on the basis that some
of the directionality indicators are larger when the fast
measurements are included without downsampling.
Nevertheless, the improvement is not dramatic and some
of the directionality indicators do not increase from test
2 to tests 3 and 4. This is because, in this case study,
the duration of the disturbance in the fast-sampled mea-
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surements is long enough to be captured by slow sampling
rate. These results suggest that a pragmatic approach to
detecting directionality in multi-rate data sets is to start
the analysis with a uni-rate analysis on downsampled data
at the slow sampling rate, because this analysis is less
computationally intensive. If the results are ambiguous,
then the multi-rate method may be applied selectively to
strengthen conﬁdence in the results. For instance, the uni-
rate result of 0.03 in Hτe→ω would need to be investigated
more thoroughly by means of a multi-rate analysis to con-
ﬁrm the directionality. Ambiguities such as this are more
likely in data sets in which the duration of the disturbance
is shorter in the fast-sampled electromechanical measure-
ments than in the slow-sampled process measurements. In
these cases, the slower sampling rate may be enough to
capture the disturbance in the process measurements but
not in the electromechanical measurements.
6. CONCLUSIONS
This paper proposed a multi-rate method to identify the
propagation path of a persistent disturbance in process
and electromechanical systems. Often the measurements
from diﬀerent subsystems have diﬀerent sampling rates.
The challenge with diﬀerent sampling rates is that down-
sampling the fast-sampled measurement to the slower rate
may cause loss of information, while interpolating the
slow-sampled measurements to the faster rate may create
false information. The purpose of the multi-rate method
is to use the information available. The proposed method
adapts the method by Bauer et al. (2007b), which is only
applicable to measurements with the same sampling rate.
The multi-rate method was tested on a multi-rate data
set derived from an experimental case study, in which
the root cause and propagation path of the disturbance
were known. In the same multi-rate data set, the uni-rate
method required the fast measurements to be downsam-
pled to the slower rate. The multi-rate method determined
the correct propagation path, and generally yielded better
results than the uni-rate method.
The improvement was not always dramatic. This suggested
that a pragmatic approach to detecting directionality in
multi-rate data sets is to start the analysis with a uni-
rate analysis on data downsampled to the slow sampling
rate, and apply the multi-rate method selectively when the
initial results are ambiguous. Ambiguity is likely when the
duration of the disturbance is shorter in the fast-sampled
electromechanical measurements than in the slow-sampled
process measurements. For those data sets, the method
proposed in this paper is a promising direction for research.
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