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Abst rac t - -An  optimum shape design problem can be formulated as a minimization problem of 
a functional subject to certain constraints. Usually, it is nonlinear and nonconvex. Conventional 
optimization techniques are gradient-based, they highly depend on the initial design, and are difficult 
to be applied to find a global solution. Integral global optimization algorithm is proposed to solve 
optimum shape design problems. Three design examples are given to illustrate the effectiveness of 
the algorithm. © 1999 Elsevier Science Ltd. All rights reserved. 
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I .  INTRODUCTION 
The problem of optimum shape design of structures can be mathematically formulated as a min- 
imization problem of a functional subject o differential nd certain other constraints. A solution 
of this problem can be approximated by a sequence of mathematical programming problems in 
the following form: 
minimize f(x), 
g(x) >_ O, (1) 
subject o h(x) O, a < x < b, 
where x = (x l , . . . ,  x n) is the design variable(s), f (x)  is a real-valued objective function, g and h 
are vector-valued functions, and a and b are the lower and upper bounds of the design variables. 
For a shape design problem, the variables usually consist of geometric design variables xg 
and cross-sectional design variables xc. Geometric variables, such as the shape parameters of a 
structure boundary or the node locations for a skeleton structure, describe the structure shape; 
and the cross-sectional design variables, such as dimension of structure members  or the thickness 
of layers, define members' sections. These variables may be real continuous, or discrete. 
The  objective function f(x) represents objects of optimization and is the guideline of the final 
decision of available design. The  function used in skeletal structure shape optimization problems 
usually is the total weight or the cost of the structure. The  reason is that to compute the weight 
of a structure is quite easy, and the reduction of the weight of a structure has significant meanings 
in practical engineering. For a structure of continuum, the designer usually concerns more about 
the stress concentration and chooses values of stress or strain as the objective function, such as 
the max imum value of the stress in the whole body or the mean value of stress. 
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The equality constraints h(x) = 0 represent conditions that must be satisfied precisely. These 
equations usually are satisfied during the structural analysis process which is regarded as a 
subproblem of shape optimization. The inequMity constraints g(x) >_ 0 define limits or design 
requirements that must be satisfied. 
Note that, in optimization process, the structure analysis equence sometimes has to be re- 
peated hundreds times to get a desired solution iteratively, so that the reliability and economic 
efficiency of the analysis are regarded as very important, especially for the shape optimization 
problem of continuum. In these problems, either the objective or constraint functions contain 
stresses or displacements, so the first step of the optimizing process is to analyze the structure 
numerically. By using the displacement analysis formulation, the nodal displacements are first 
.computed for a given design. Then, the set of simultaneous equilibrium differential equations 
are solved and the stresses can be determined directly from the stress-displacement relations. 
Various approximate methods are used for structure analyses. Classical methods, such as Ritz 
method, Galerkin method, and finite difference methods, etc., reduce the analysis process to a 
procedure of solving a set of linear equations. It has been shown that the finite element method 
is an effective tool in structure analysis and it is widely used in engineering design for its effi- 
ciency and simplicity. The newly developed method, boundary element method, transforms the 
governing differential equation of the problem into a set of simultaneous integral equations on 
the boundary. By diving the boundary into a number of straight or curved elements, a set of 
linear equations are solved to get an approximate solution. 
Most of the techniques for solving the above mathematical programming problem are gradient- 
based. In general, the objective function and constraint set of optimization problems involved 
in optimum shape design are not convex, and do not always satisfy constraint qualifications. 
Sometimes the defining functions were not differentiable. A new method of global optimization 
which is based on integration of functions has been developed [1-3]. In order to handle the 
technical difficulties mentioned above and to resolve them in a systematic way. 
In this research, we will investigate the solution of optimum shape design problems via the 
integral minimization method. A brief description of the integral global minimization method is 
presented in Section 2. Then, by three optimum shape design problems: configuration of rocket 
motor closure which is a minimization problem of a functional, design of rotating disk with 
temperature gradient which is a minimization problem with dynamic onstraints of ordinary 
differential equations, and hole shape optimization on an elastic plane which is a minimization 
problem of a functional subject o a constraint of partial differential equations, are presented in
Sections 3, 4, and 5, respectively. 
2. INTEGRAL GLOBAL MINIMIZATION 
In this section, we will summarize several concepts and properties of the integral global min- 
imization of robust discontinuous functions, which will be utilized in the following sections. For 
more details, see [2,3]. 
Let X be a topological space, a set D in X is said to be robust if 
cl D = cl int D, (2) 
where cl D denotes the closure of D and int D the interior of D. 
A robust set consists of robust points of the set. A point x E D is said to be a robust point 
of D, if for each neighborhood N(z) of x, N(x) N int D ~ 0. A set D is robust if and only if each 
point of D is a robust point of D. A point z E D is a robust point of D if and only if there exists 
a net {xA } C int D such that x~ --* x. 
The interior of a nonempty robust set is nonempty. A union of robust sets is robust. An 
intersection of two robust sets may be nonrobust; but the intersection of an open set and a 
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robust set is robust. A set D is robust if and only if OD = 0 int D, where OD = cl D \ int D 
denotes the boundary of D. 
A function f : X --* R" is said to be upper robust if the set 
Fc -- {x: f ix)  < c} (3) 
is robust for each real number c. 
An upper semicontinuous function is upper robust since (3) is open for each c. If X is a 
complete metric space, then the set of points of discontinuity (continuity) of an upper robust 
function is of first isecond) category. 
A function f is upper robust if and only if it is upper robust at each point; f is upper robust 
at a point x if x 6 Fc implies x is robust to -Pc. 
In [4,5], robust and approximatable mappings are studied. Let X and Y be topological spaces. 
A mapping f : X ~ Y is said to be robust if for each open set G C Y, f - l iG  ) is a robust set 
in X. 
Suppose C is the set of points of continuity of f .  f is said to be approximatable iff C is dense 
in X and for each ~ 6 X, there exists a net {xa} C C such that 
limx  = and lim/(x ) 
An approximatable mapping is robust. If X is a Baire space and Y satisfies the second axiom 
of countability, then a mapping is robust if and only if it is approximatable. 
In order to investigate a minimization problem with an integral approach, a special class of 
measure spaces, which are called Q-measure spaces, should be examined. Let X be a topological 
space, ~ a a-field of subsets of X, and # a measure on ~. A triplet iX, fl, #) is called a Q-measure 
space iff 
(i) each open set in X is measurable; 
(ii) the measure #(G) of each nonempty open set G in X is positive: #(G) > 0; 
(iii) the measure #(K)  of a compact set K in X is finite. 
The n-dimensional Lebesgue measure space (R n, ~, #) is a Q-measure space; a nondegenerate 
Gaussian measure ]z on a separable Hilbert space H with Borel sets as measurable sets constitutes 
an infinite-dimensional Q-measure space. A specific optimization problem is related to a specific 
Q-measure space which is suitable for consideration i this approach. 
Once a measure space is given, we can define integration in a conventional way. 
Since the interior of a nonempty open set is nonempty, the Q-measure of a measurable set 
containing a nonempty robust set is always positive. This is an essential property we need in the 
integral approach of minimization. Hence, the following assumptions axe usually required. 
ASSUMPTION (A). f is lower semicontinuous and S is inf-compact. 
ASSUMPTION (R). f is upper robust and bounded below on S. 
ASSUMPTION (M). iX, gl, #) is a Q-measure space. 
In the following application, we need a lemma. 
LEMMA 1. Suppose that the Assumptions (A), (M), and (R) hold. If c > c* = minxes f(x), 
then #(He n S) > 0, where Hc = {x : f(x) <_ c}, is the level set of the function f with a level 
constant c. 
Suppose that the Assumptions (A), (M), and (R) hold, and c < c* = infxes f(x) .  We define 
the mean and modified variance, respectively, as follows: 
1 / .  /(x) 
M(I ,  c; S) = #(He n S) ons 
1 /tf  i f  ix) - c)2 d#. Vl(f, c; S) -- #(H~ n S) °ns 
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By Lemma 1, they are well defined. These definitions can be extended to the case c >_ c* by a 
limit process. For instance, 
M(f, c; S) = lim 1 /H f(x) d#. 
~ ~(H¢~ n S) o~s 
The limits exist and are independent ofthe choice of {ck }. The extended concepts are well defined 
and consistent with the above definitions. 
With these concepts, we characterize the global optimality as follows. 
THEOREM 2. Under the Assumptions (A), (M), and (R), the following statements are equivalent. 
(i) x* • S is a global minimizer o f f  over S and c* = f(x*) is the global minimum value. 
(ii) M(f,  c*; S) = c* (the mean value condition). 
(iii) Vl (f, c*; S) = 0 (the modified variance condition). 
We can use a discontinuous penalty function to formulate the constrained minimization prob- 
lem (1) as an unconstrained one, 
min[f(x) + aps(x, 5)1, (4) 
where ps(x, 6) is defined as follows: 
ps(x, 5)= ( O, x • S, 
6+d(=), = ¢ S °, (5) 
where 6 > 0 is given and 
d(x) = Z [ max(g,(x), 0) 1. (6) 
Note, that in the above definition, we relax the requirement of continuity from the traditional 
definition [6,7] as we wish to utilize discontinuous penalty functions. 
DEFINITION i. A lower semicontinuous function p(x) on X is a penalty function for a constraint 
set S if 
(i) p(=) = o if = • s ,  
(ii) infx~s~ p(x) > 0, where S~ = {u : ][u - vii <_/~, Vv • S} and fl > O. 
DEFINITION 2. A penalty function p for the constraint set S is exact for a minimization problem 
~g(=) ,  (7) 
if there is a reM number ao > 0 such that for each a > ao, we have 
mixn{g(x ) + ap(x)} = ming(x)=es = c* and 
{=:  g(=) + ~p(=) = c*} = {= e S:  a(=) = ~*} = H* .  
(8) 
(9) 
Observe, that the conditions (A), (M), and (R) hold for problem (4). The penalty function (5) 
with (6) is exact (see [8,9]). We can use integral minimization algorithms to solve the uncon- 
strained problem (4). 
In [8], an algorithm was proposed. Let e = 0 in the algorithm. It may  stop in a finite number 
of steps or we obtain a nested sequence 
CO > Cl > " ' "  > Ck > Ck+l > " ' "  > C*, (10) 
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and a monotone sequence of sets 
Ho D Hi D .-. D H~ D Hk+l D . . . .  (11) 
The limits of these sequences exist. Let 
c*= lim ck, (12) 
n--*oo 
oo 
H*= lim Hk = N Hk. (13) 
k----I 
The following theorems can be proved by applying Theorem 2. 
THEOREM 3. Under the Assumptions (A), (M), and (R), the limit c* of (12) is the global mini- 
mum value and the limit H* of (13) is the set of all global minimizers of g over S. 
Note, that the errors at each iteration in the algorithm are not accumulated. Suppose we 
calculate ci = M(g, co;S) with an error AI  and obtain dl = Cl -b A1; then calculate c~ = 
M(g, dl; S) with an error A2, and obtain d2 = d2 % A2, and so on. In general, we have 
c~=M(g, dk_l;S) and Ak=dk--C~, k=l ,2 , . . . ,  (14) 
and obtain a decreasing sequence {dk}. Let 
d = lim d~. (15) 
k--*oo 
THEOREM 4. Under the assumptions of Theorem 3, d is the global minimum value of g over S 
if and only if 
lim A~ = 0. (16) 
k---*oo 
The algorithm has been implemented with a properly designed Monte Carlo method. At each 
iteration, we need to find: 
(1) a level set; 
(2) a mean value; and 
(3) a modified variance (multidimensional integrations). 
Monte Carlo technique can handle higher-dimensional integration with lower accuracy 
6~ ~NCr, 
where N is the number of sample points and a 2 is the variance; ~ --* 0 as a ~ 0 by the modified 
variance condition. 
In the following three sections, we will examine three types of optimum shape design prob- 
lerrus. The first one is formulated as a variational problem. The second and the third ones are 
minimization problems with dynamic onstraints of ordinary and partial differential equations. 
3. CONF IGURATION OF  ROCKET MOTOR CLOSURE 
A closure of a rocket motor is, usually, a rotating shell connected with a cylindrical container 
under a uniform pressure p. The principal stresses in the longitude and latitude directions are, 
respectively, 
R2p and a2= 2-  (17) 
0"1 = 2h  ~ ' 
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where h is the thickness of the closure, and R1 and R2 are radii of curvature in the corresponding 
directions 
x[1-{- (y')2] 1/2 
R1 = [1 + (y,)213/2 and R2 = (lS) 
y" y' 
For each point of the closure in incipient plastic stress state, we accept he Mises yield principle 
_ + = (19) 
where as is the elasticity limit of the material of the closure. 
At the top of the closure, we have the following conditions: 
y(0) = b and y'(0) = 0. (20) 
Along the connection of the closure with the cylindrical shell, the following boundary conditions 
for the trace y = y(x) have to be satisfied: 
y'(O) = O, y(a) = 0, and y'(a) = co. (21) 
Substituting (17) into (19), we obtain 
h(x) +3j , (22) 
which is a functional of y = y(x) by (18). 
The objectives of design of a closure are to minimize the mass of the closure and the skirt, 
and to maximize the volume of the closure, satisfying the constraint (22) and the boundary 
conditions (20). Let W1 and W2 denote the masses of the closure and skirt, and V the volume 
of the closure. We take wl+w~ 
J = v (23) 
as the design objective. Suppose h0 is the thickness of the skirt and p is the density of the 
material, 
f0 b f0 V = rx  2 dy = 7rx2y'(x) dx, 
// w~ -- p 2~[1 + (y'(~))2]l/2h(x)dx, and W2= 2rpabho. 
We then obtain the objective functional of the design 
1/2 } 
J (y(x) ,  b) = f :  x2y'(x) dx (24) 
The radius a of the cylindrical container is given, but the height b may be considered as a variable. 
Hence, the optimal design of a rocket motor closure becomes a mixed minimization problem of 
functional (24) of trace y = y(x) and a parameter b with constraints (19). 
One approach of designing a closure is to choose the trace y = y(x) in a specific lass of curves, 
avoiding the variational part of the problem. Say, take an ellipse trace [10], 
x 2 y2 
a~ +-~ = l, 
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and minimize m = b/a, or in a Cassinian trace [10,11], 
(x 2 + n2y2) 2 + 2a 2 (x 2 - n2y 2) = 3a 4, 
minimize the coefficient n = x/'3a/b (n > 1). The solutions are m = 1 and equal thickness for 
the ellipse trace case, and n = 1 for the Cassinian trace case. The advantage of taking Cassinian 
closure is that the thicknesses and the curvatures along the connection part of the closure and 
the circle cylindrical shell are equal. 
We now use the integral global optimization algorithm to find a design in a wider class of 
functions. In addition to the boundary conditions (19), we require that 
Rl(y(a)) = cc and n2(y(a)) = a. (25) 
It means, that the curvatures in the longitude and latitude directions of the closure of the cylin- 
drical shell are equal. Thus, we take the class of traces y = y(x) with the following form 
y(x) = [(Alx m + A2x m-~ +. . .+  An) (a  2 -  x~)1/2] 1/2 , (26) 
where m is a positive even number and A1, A2, . . . ,  An are real coefficients with n = m/2 + 1. If 
we take An = b2/a in the function of the form (26), the boundary conditions (19) and (25) are 
satisfied automatically. It is convenient to normalize the problem; let f = x/a and ~ = y/a, then 
we have 
7 = [(BI~ m + B2~ m-2 + ' "+ Bn) (1 -  ~2)'/2] '/2 , (27) 
where Bi = Aia 'n-2~+1, i = 1, 2 , . . . ,  n - 1 with Bn = b2/a 2. Substituting form (27) into the 
objective (24) (y = aT? and x = a~), we obtain an objective function of n variables B I , , . . ,  Bn. 
DESXGN EXAMPLE. Taking m = 4 in (27) and applying the integral global optimization algo- 
rithm, we obtain a design of the trace of the closure 
y = [(0.028x 2 - 0.135x 2 + 1 .965) (1 -  x2)1/2] '/2 . (28) 









. ,  . . . . .  -o'.s ' o:s  
Figure I. Design of rocket motor closure. 
The minimum values of the design (28), Jmi,, the ellipse trace Je-min, and the Cassinian trace 
Jc-min are, respectively, 
Jmi. = 3.71 pp, Je-min = 4 .098pp, and gc- -min  = 4.6 Pp. 
0" 8 O" s O" s 
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The improvement of the design (28) is significant. Note, that the ellipse trace design has a 
disadvantage that the stresses along the connection of the closure and the cylindrical shell are 
not equal and may cause some problem. The corresponding mass of the closure, mass of the skirt 
and the volume of the closure of the design (28) are 
W1 = 1.6557ra3pp, W2 = 2.437ra3pp, and V = 1.10ra 3. 
(7 s (7 s 
The thickness and curvatures of both the closure and cylindrical shell are equal. 
4. DES IGN OF ROTATING DISK 
WITH TEMPERATURE GRADIENT 
In the design of turbine wheels, it is desirable that the entire body remains in the elastic 
state under operating conditions, uch as high angular velocity at elevated temperature. On the 
other hand, for efficiency in material utilization, it is best to achieve a so-called constant strength 
design, namely, a design to yield equal and constant biaxial stress at every point of the main 
body of the wheel. This goal reached by the Swedish engineers for the isothermal case and their 
constant strength design has been adopted by the turbine industries for many years. However, 
in practice, the turbine wheel is generally operating under nonisothermal conditions and such 
a constant strength design is not attainable in a rotating wheel with temperature gradient. It 
becomes necessary for us to restate the problem: what is the best design of the wheel profile 
for given specifications. In other words, instead of the ideal design, one has to seek what is an 
optimal design of the wheel profile for specified operating conditions and design criteria. 
t 
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Figure 2. Optimum profile of the rotating disk. 
Consider a circular rotating disk of variable thickness h(r) with an angular velocity w and a 
radial temperature gradient dT The variation of the thickness i assumed to be neither abrupt ~'7" 
nor large comparing with the diameter of the disk, see Figure 2, so the disk can be treated as a 
plane stress problem. The equation of equilibrium can be written as 
d 
-~(rhar) - hao + pw2hr 2 = 0, (29) 
where ar and a0 are the radial and tangential stress, and p is the mass density. 
The compatibility equation, in terms of strain, is 
dao dar 1 + ~r 
dr V-~r + r v (ao - at) = -Ea  , 
where v is Poisson's ratio and E is Young's modulus. 
Introduce a parametric function 
k(r) = rhSr, 
(30) 
(31) 
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with dimensionless tress parameters defined as 
Sr = __ar and S = re,a° (32) 
~70 ~70 
where a0 is a known stress. Substituting (32) and (31) into (29) and (30), we obtain 
dr ---~ + h -~r ~r + rh dr r2 k = - - -  (3 + v)pcz2hr + Eah , (33) 
¢7 o 
and the boundary conditions are 
k = r + at r = tin, and k = roko at r = rout. 
a0 ] 
The objective is to find the best profile h(r) with minimum stress. We choose the thickness of 
the disk at a number of points along the radius of the disk as variables 
x = (X l , . . . ,~ , )  = (h (1) , . . . ,h (~) ) .  
The following are candidates for the objective function of the alternative turbine wheel designs 
in terms of their closeness to the desired constant stress state. 
1. One may seek a stress field in which each stress component approaches a constant as close 
as possible. For this purpose, one may choose an objective function of the following form: 
n 
Z 2 + 00 2], 
i=1  
where Co is a constant. For instance, Co may be chosen to be equal to the radial stress at 
the outer boundary. 
2. For the same reason, one may choose an objective function as 
n 
F2 = E [ (ar ( ,+x) -at , )  2 + (aa( ,+l ) -  aa,)2] • (36) 
i=1  
Namely, one may minimize the difference between the stress components at two neighbor- 
ing stations. Or one may view the process as minimizing the stress gradients in the stress 
field. 
3. In the previous objective function, one may wish to use the absolute value of the difference 
instead of the square of the difference 
n 
f3  = ~ ( la ,v+l )  - ,7,.,I + 1,7o(,+1) - ,~o,I + I,~o,I), (37) 
i.----1 
where an additional constraint is introduced. That is, in addition, one may wish to keep 
the tangential stress at each station as small as possible. 
4. Taking the strength of the material into consideration, one may wish to minimize the 
maximum normal stress in the disk. The following form of the objective function can be 
employed: 
F4 - max(larl, I~01). (38) 
5. In a solid disk, the maximum shear stress may occur at the outer boundary. If one wishes 
to minimize the shear stress at the outer boundary as well as to keep the normal stress as 
low as possible, the following objective function is considered: 
F5 = maxClarl, laol) + la~ - ,'ol,-o. (39) 
DESIGN EXAMPLE. We take F4, the maximum value of the stress of the whole disk, as the ob- 
jective function subject o certain geometric restriction, strength and temperature quirements. 
The finite difference method is used to solve the equations. By the integral global minimiza- 
tion method, an optimum profile is obtained. The maximum stress of the optimum profile (see 
Figure 2) is only 34.3% of that of the flat disk and the weight is also reduced to 0.627 of the flat 
one. 
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5. HOLE SHAPE OPT IMIZAT ION IN  AN ELAST IC  PLANE 
Consider an infinite elastic plane with a hole under an internal pressure (see Figure 3). The 
design task is to choose the shape of the hole along with the circumferential stresses to be 
minimized. 
The stress aij(Q) at a node Q on the boundary is 
Oukor ] o j(Q) = 2 Pk(Q)E #k(Q)- q f #k(Q) , (40) 
where Pk(Q) is the surface force component at Q, u(Q,) the displacement component, and 
-~rlQ the directional derivative along the tangential direction. Evaluation method of the co- 
efficients Eijk and Fijk can be found in [12]. We use the boundary element method to analyze 
the structure because the change of shape parameters i  only related to the shape of the boundary. 
We divide the boundary into several (boundary) elements. Solving the equation on the boundary 
[HI{u} = [V]{p}, (41) 
we obtain the unknown boundary displacements and surface forces. The method for calculation 
of the elements of the matrices [HI and [G] can be found in [13]. 
We use a polynomial of even degree to approximate the shape of the hole, i.e., 
y2 = s(0)z2k + s(1)z2¢k-1) + . . .  + s(k - 1)z 2 + s(k). (42) 
The coefficients of the polynomial are chosen as the design variables 
x = (x l , . . . , x , )  = (s (0 ) , s (1 ) , . . . , s (k ) ) ,  = k + 1. 
The objective function of the problem is the maximum of the stress 
f (x) = max [a~j[, (43) 
where a~j are stresses of the elastic plane. The constraints are 
(1) control equation of the plane elastic problem 
g(x, a~j) = 0, 
(2) the requirements on axial symmetry and smoothness of the hole, 
(3) the area bounds of the hole, 
(4) the lower and upper bounds of X. 
DESIGN EXAMPLE 5.1. We first consider the problem with a given area A as a constraint. 
The exact solution of this problem is known as a circle with the area A, so this is, in fact, a 
test problem. The boundary element method is applied to minimize the stresses. Suppose the 
internal pressure p = 100 kg/m 2, A = r,  the polynomial of optimal design is 
y2 = 0.0142x ~_ 0.0825x 4_ 0.94x 2 + 4.06. (44) 
The boundary has been divided into 40 constant elements, and the stresses in the circumferential 
direction of ten nodes in the first quadrant are listed in Table 1. 
Table i. 
Node 1 2 3 4 5 J a t I 
Circular Hole 102.61 102 .69  102.64 102 .78  102.93 
Opt imum Design Hole 102.75  104.40 107.37 110.27 111.62 
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DESIGN EXAMPLE 5.2. We then consider another problem with a given geometric restriction in 
the y - x plane as follows: 
-2  < x < 2, -1  < y < 1. (45) 
Our purpose is to optimize the shape of a hole within the bounds so that the maximum stresses are 
minimized. The polynomial of the designed shape is obtained by the integral global optimization 
method 
y2 = _0.0105475x 6 _ 0.0177313x 4 _ 0.0103979x 2 + 1.0. (46) 
Suppose the internal pressure is p. The stresses of the nodes in the first quadrant are given in 
Table 2. 
Nodes 1 
la~l 0.286 p 
Nodes 6 
latl 0.300 p 
Table 2. 
2 3 4 5 
0.273 p 2.16 p 1.18 p 0.042 p 
7 8 9 10 
0.707 p 1.291 p 1.690 p 1.889 p 
Results show that the maximum stress is ICrtlraax ---- 1.89p. This means that the stress has been 








Figure 3. Design of hole shape. 
6. CONCLUSIONS 
In this paper, the methodology of integral optimization is applied to shape design problems. 
The examples presented here are illustrative of several noteworthy ideas. Comparing them with 
solutions by local search optimization algorithms, the integral global optimization algorithm 
obtains solutions with significant improvement. 
For these examples, the new solution methodology works remarkably well, making computation 
seem like an almost routine task. 
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