ABSTRACT. We present a completeness proof for
Introduction
Interval Temporal Logic (ÁÌÄ) [ preparing the full versions of our papers, we observed that regular expressions (and subsequently fusion expressions) offer some important advantages in ÈÁÌÄ completeness proofs over automata. Among other things, they are closer to the ÁÌÄ notion and, at least with finite time, totally avoid the need for quantified variables which can hide automata states. More importantly, they reduce the need for representing within formulas a number of constructions involving automata. However, in the case of infinite time, automata seem unavoidable. We note that French and Reynolds [FRE 03 ] have recently proved the completeness of an axiom system for ÉÈÌÄ without past time.
A recent and related paper of ours [MOS 04a] uses intervals and consistency-based reasoning in a new hierarchical and compositional proof of completeness for ÈÌÄ.
Taken together, the papers provide evidence of the strong symbiotic links between ÈÌÄ and ÈÁÌÄ. Some of the techniques described in these papers have been have closures introduced in [FIS 77, FIS 79] . This supports our belief that research on intervals and ÁÌÄ, while challenging, is worthwhile. It seems to even offer unexpected interesting spin-offs which increase our understanding of the theory of other logics.
Structure of Presentation
The organisation of this work is now summarised. Section 2 reviews related work.
Section 3 gives an overview of the syntax and semantics of ÈÁÌÄ. Section 4 presents the ÈÁÌÄ axiom system. Section 5 deals with some useful notions of completeness and relative completeness which are utilised in our hierarchical method. Section 6 describes regular languages and fusion languages. Both are required for analysing Fusion Logic ( Ä) introduced later in this work. Section 7 defines fusion expressions (also called formulas) and looks at their expressiveness. Section 8 describes Ä which acts as an intermediate logic between ÈÁÌÄ and ÈÌÄ. Section 9 introduces an axiom system for Ä which is proved to be complete in a later section. Section 10 presents the ÈÌÄ axiom system which later serves as a basis for successively showing completeness for the Ä and ÈÁÌÄ axiom systems. Section 11 considers formula behaviour in certain useful classes of intervals. This is necessary for subsequently reducing Ä formulas containing the iterative construct chop-star which is akin to Kleene-star. Section 12 describes a way to indirectly characterise chop-star in Ä. This later plays a key role in obtaining relative completeness of useful Ä subsets. Section 13 presents a proof of completeness for the Ä axiom system by transforming formulas into suitable ÈÌÄ ones and then making use of the completeness of the ÈÌÄ axiom system. Section 14 deals with embedding the Ä and ÈÌÄ axiom systems in the ÈÁÌÄ axiom system. Section 15 establishes the completeness of the ÈÁÌÄ axiom system. We exploit the expressiveness of fusion expressions to reduce ÈÁÌÄ completeness to Ä completeness. Section 16 concludes with some discussion. Appendix A presents some results concerning the complexity of ÈÁÌÄ. Appendix B shows how to deduce ÈÌÄ axioms and inference rules in the Ä axiom system.
Diagrammatic Representation of Parts of Completeness Proof
Let us now present a rough summary of the interrelationship of some key parts of the completeness proof in diagrammatic form. A reader might wish to refer back to this as he studies this work. The notation Ë Ë ¼ found in the diagrams means that the set of formulas Ë is a subset of the set of formulas Ë ¼ and furthermore completeness for the elements of Ë is shown by us to imply completeness for the elements of Ë ¼ . If an arrow has a number on its top, then the number refers to the relevant theorem or lemma which explicitly establishes the indicated result or is at least a very significant link in proving it.
We commence with the axiomatic completeness of ÈÌÄ (Theorem 51) but rely on a proof of it published elsewhere. Therefore the first major stage actually proved here deals with going from ÈÌÄ completeness to Ä completeness. A countably infinite Many problems in computing can be modelled by means of words over a finite nonempty alphabet. Finite-state machines and regular expressions are perhaps the best known ways of describing such words. These normally only handle finite words but Büchi's seminal work [BÜC 62 ] showed how to extend both concepts to handle -words by means of Büchi-automata and -regular expressions. As seen above, various researchers have investigated logics which are tailored for reasoning -words. Lichtenstein, Pnueli and Zuck [LIC 85] as well as Emerson [EME 90] survey the relationship between a number of such formalisms. Decision procedures, complete axioms systems, various results about expressiveness and succinctness as well as some software tools exist. However, unlike regular expressions and ÈÁÌÄ, the logics so far mentioned do not have basic facilities for reasoning about arbitrary subwords and lack a simple way to sequentially compose two or more formulas about such subwords to obtain a formula for an overall word. Nor is some analogue of Kleene-star generally available. For example, conventional temporal logics often provide a construct for examining the next state and another construct for examining all states before some particular condition is true. However, one can not take two arbitrary temporal formulas and combine them one after the other as is routinely done with the concatenation of regular expressions. Although the binary temporal-logic operator known as until offers some degree of sequential composition, the left operand must be specially expressed to achieve this. In addition, unlike concatenation, until lacks associativity.
Overview of Propositional Interval Temporal Logic
We now briefly describe (quantifier-free) propositional ÁÌÄ (ÈÁÌÄ) Below is the syntax and semantics of the ÈÁÌÄ constructs used here. We denote the semantics of a formula on interval as Å ℄ ℄.
Semantics of Formulas
The value of È for an interval is È 's value in 's initial state ¼ . 
ÈÁÌÄ Axiom System
We now present an axiom system for ÈÁÌÄ. 
Axioms and Inference Rules for ÈÁÌÄ
Our ÈÁÌÄ axiom system is given in Table 1 and first appeared in [MOS 94] . Recall that the symbol is the logical operator implication used in formulas. In contrast, the metalogical symbol µ denotes the ability to infer a new theorem from other previously deduced ones. The axiom system mainly deals with chop, and × Ô and operators derived from them. Only one axiom is needed for chop-star (but see Remarks 6). 
The axiom system contains some of the propositional axioms suggested by Rosner and Pnueli [ROS 86] but also includes our own axioms and inference rule for the operators ¾ i and chop-star. These assist in deducing theorems and derived inference rules for compositional reasoning (see our work in [MOS 94, MOS 98] for more details). The Axiom Taut permits using properties of conventional nonmodal logic without proof (recall Definition 4 concerning tautologies). It is possible to omit it and achieve the same results by means of a few "lower-level" axioms and inference rules dealing primarily with nonmodal reasoning.
The axiom system gives nearly equal treatment to initial and terminal subintervals.
For example, the Inference Rules ¾ i Gen and ¾Gen respectively provide a means to obtain new theorems by embedding previously deduced ÈÁÌÄ theorems in ¾ i and ¾. This is exceedingly important for the kinds of proofs we do since we naturally move formulas in and out of the left side of chop in many situations. The later embedding of the Ä axiom system in the ÈÁÌÄ axiom system and the reduction of ÈÁÌÄ completeness to Ä completeness both involve a lot of this kind of reasoning. The proof of the ÈÁÌÄ Replacement Theorem (Theorem 77) is also a good example of how the analysis of the left side of chop is relevant. We additionally believe that axioms and inference rules concerning ¾ i make the axiom system easier to understand since much of it consists simply of duals in this sense. In contrast, most temporal logics cannot readily handle initial subintervals since the conventional operators are point-based. We now give two sample theorems and their proofs. The justification Prop in some steps refers to conventional propositional reasoning which can involve implicit uses of Axiom Taut and/or modus ponens.
Proof: 
The second axiom can be optionally weakened to be just £ ´ ÑÓÖ µ £ . We omit the relevant proofs. However, readers interested in this should consult the material in Subsect. 14.3 concerning some properties of chop-star in ÈÁÌÄ.
Notions of Completeness
Various notions connected with arbitrary logics and their axiom systems are now described. These notions facilitate showing deductive completeness in a modular way.
Consequently, this section does not specifically concern ÈÁÌÄ.
DEFINITION 7 (COMPLETENESS). -A logic is complete if each valid formula is deducible as a theorem in the logic's axiom system. In other words, if
, then .
DEFINITION 8 (CONSISTENCY). -We define a formula to be consistent if is not a theorem, i.e., .
We will make use of the following standard variant way of expressing completeness by means of consistency:
LEMMA 9 (ALTERNATIVE NOTION OF COMPLETENESS). -A logic's axiom system is complete iff each consistent formula is satisfiable.
In the course of proving completeness we make use of definitions of completeness and relative completeness for sets of formulas: If a set has only one formula we will refer to completeness for the formula itself. . Therefore is also not satisfiable. I
LEMMA 12 (TRANSITIVITY OF RELATIVE COMPLETENESS

Regular Languages and Fusion Languages
There is a natural connection between conventional regular languages and ÈÁÌÄ since ÈÁÌÄ formulas can express exactly those regular languages not containing the 
An Alphabet Based on Propositional Variables
A conventional regular language has a finite alphabet with no presumed internal structure. In contrast to this, we impose some natural restrictions due to our underlying logical framework. Let Î be a finite set of zero or more propositional variables.
Assuming Î contains exactly Ò elements, we obtain an alphabet ¦ Î whose letters are each of the ¾ Ò possible subsets of Î . In other words, ¦ Î is the power set ¾ Î . For example, the set of variables È É has the following four-element alphabet:
We let , ¼ , etc. denote letters in ¦ Î . A word is now defined to be a sequence of zero or more letters in ¦ Î . We only consider words having a finite number of letters. Define ¦ £ Î to denote the set of all such words and ¦ · Î to denote the set of all words having at least one letter. Now let A completeness proof for PITL 69 denote the (unique) empty word having zero letters and let each letter in ¦ Î also denote the associated one-letter word. Given an alphabet ¦ Î , a language over ¦ Î is a set of words, that is, a subset of ¦ £ Î . We readily obtain several trivial but important languages, namely, the empty language of no words denoted , the singleton language containing the empty word, and for each letter , the singleton language . 
Regular Languages
A completeness proof for PITL 71
PROOF. -Finite-state automata assist in carrying out the proof although we do not need to explicitly describe them here in temporal logic formulas.
(a)µ(b):
We can construct a finite-state automaton which recognises Ä and then obtain a fusion language which equals the set of (nonempty) words accepted by the automaton.
(b)µ(a):
We can construct a finite-state automaton which recognises Ä and then obtain from it a regular language in Ê · Î which captures the (nonempty) words which the automaton accepts. I REMARKS 27. -A convenient variant of finite state automata specifically for fusion languages can be defined by slightly modifying the acceptance condition. We do not deal with this here but details can be found in our earlier automata-based proof of 
Fusion Expressions
Regular expressions are a standard notation for representing regular languages. In our completeness proof, it is more appropriate to use fusion languages and a variation of regular expressions called here fusion expressions. We now define a ÈÁÌÄ-based representation of them which is in fact a special subset of ÈÁÌÄ formulas and plays a major role in our completeness proof. 
DEFINITION 33 (FUSION EXPRESSION FORMULAS
PROOF. 
Fusion Logic
We now introduce a sublogic of ÈÁÌÄ called here Fusion Logic ( Ä) which plays a central role in this paper. In essence, Ä augments conventional ÈÌÄ with fusion expressions. Table 2 as Axioms FL2 and FL3, respectively.
In spite of Ä being a proper subset of ÈÁÌÄ, the subset of Ä Î in which all variables are in Î (i.e., Ä Î ÈÁÌÄ Î ) defines exactly the languages in Ù× ÓÒ Î :
LEMMA 40. -For any language Ä, the following are equivalent:
PROOF. -The implication (b)µ(a) is the simpler of the two so we consider it first.
The previous Lemma 32 ensures any language definable in ÈÁÌÄ Î is in Ù× ÓÒ Î . Therefore, since the formula is in ÈÁÌÄ Î , the associated language is in Ù× ÓÒ Î .
Let us now establish the implication (a)µ(b 
Axiom System for Ä
We now look at the Ä axiom system given in Table 2 and later prove that it is complete in Theorem 71. The Ä axiom system is designed to provide a way to compose and decompose the left and right sides of Ä-chop constructs and to express some useful relations concerning Ä formulas similar to those found in the ÈÁÌÄ axiom system in Table 1 . Natural restrictions imposed by the use of fusion expressions in the Ä syntax contribute to some of the variation from the ÈÁÌÄ axioms. The Ä axiom system, like the one for ÈÁÌÄ, permits an embedding of the ÈÌÄ axiom system. 
Then for any Ä formula , the following implication is also valid:
PROOF. -We first ensure that any interval satisfying £ also satisfies £ and prove this by induction on interval length. In the case of an empty interval, £ is trivially true for any . A nonempty interval satisfying £ can be split into two subintervals in which the first is also nonempty and satisfies and the second satisfies £ . By assumption (1), the first subinterval also satisfies . Induction in interval length ensures that the second subinterval satisfies £ . Therefore, the overall interval satisfies the formula £ and hence also £ . This readily leads to our goal, namely, the validity of the implication (2). I
Observe that for each value of Î , the axiom system provides a means of deducing theorems only involving formulas in Ä Î . Thus for each possible Î , the associated 
ÈÌÄ Axiom System
We now present a complete axiom system for ÈÌÄ which can be embedded in the Ä axiom system. This will then enable us to show that all ÈÌÄ formulas which are valid for finite time can be deduced as Ä theorems. The ÈÌÄ axiom system considered here and shown in Table 3 
Deducibility of ÈÌÄ Theorems within the Ä Axiom System
It is necessary to show that the ÈÌÄ axiom system found in Table 3 can be embedded in the Ä axiom system given in Table 2 . This in useful in its own right since for any Î , all ÈÌÄ theorems are Ä Î theorems as well. In addition, we later prove completeness for Ä Î relative to ÈÌÄ. This combined with the completeness of the ÈÌÄ axiom system then yields completeness for formulas in Ä Î and indeed all of Ä. 
Lemma 49 is then invoked to substitute into Ê:
In addition, the deductive equivalence of and together with the Ä Î Inference Rule ¾Gen ensures the Ä Î theoremhood of the next formula:
The combination of formulas (3) and (4) (5) is satisfiable then so is Ê .
Proof of (a):
Suppose on the contrary that formula (5) is not Ä Î -consistent. Then ¾´Ê µ is an Ä Î theorem. By Lemma 49 so is the substitution instance ¾´ µ Ê from which we readily obtain that
Proof of (b) 
Formula Behaviour in Empty and Nonempty Intervals
Performing induction over time on an Ä formula £ can be tricky. One challenge is that might be true on some empty intervals and therefore when £ is unwound into £ by means of Axiom FL8, the first can collapse, thereby preventing any advance to a strictly later state. Because of this difficulty, a function is introduced which for any Ò ¼ transforms an arbitrary formula in
Î . This new formula ´ µ captures 's behaviour in nonempty intervals and the ÈÁÌÄ equivalence ´ µ ´ ÑÓÖ µ is valid. Unlike , ´ µ cannot collapse. Therefore it facilitates dealing with the reduction of chopstar instances since if is arbitrary, the Ä Î formula ´ µ £ is easier to unwind than the semantically equivalent formula £ . The fact that the star height of ´ µ is no greater than 's turns out to greatly assist us in obtaining completeness for Ä Î when we do induction on the star height in formulas.
REMARKS 58. -Some readers may have trouble understanding that individual iterations of chop-star can occur in empty intervals. As a result, it may be difficult to accept that the semantic equivalence of ´ µ and ÑÓÖ is sufficient to ensure the semantic equivalence of ´ µ £ and £ . Nevertheless, this equivalence indeed holds even though ´ µ £ avoids empty iterations whereas £ might permit them. 
The right side can be unwound by means of Axiom FL8 and then Axiom FL6:
These last two equivalences (8) and (9) combined with Lemma 56 permit replacing ´ µ £ with £ in (9) to ensure our goal (7). 
I THEOREM 66 (DEDUCIBLE INDIRECT CHARACTERISATION OF CHOP-STAR
Lemma 62 guarantees that ´ µ is a nonempty formula. We can therefore replace by ´ µ in (11) to obtain the following implication:
The assumption that is in Î is an Ä Î theorem:
We invoke Lemma 49 to substitute the formula £ into È and obtain the following implication:
Now the deducible equivalence (7) established in Lemma 65 combined with the Inference Rule ¾Gen yields the antecedent of this implication:
Consequently, we can use modus ponens to arrive at our goal (10). I
Proof of Completeness for the Ä Axiom System
Axiomatic completeness for the Ä axiom system is established by first taking some arbitrary finite set of variables Î and ensuring completeness for Ä Î formulas. We does this by inductively proving completeness for a hierarchy of subsets of Ä Î formulas. Let us recall the diagrammatic summary of the interrelationship of the completeness proofs presented earlier in Subsect. 1.2: -The formula is in Ò Ñ·½ .
-The formula
Lemma 57 ensures that completeness holds for 
Therefore completeness also holds for relative to this.
We now construct a new formula ¾´Ê µ which is deducibly equivalent to (13) and in Ä Ò Ñ Î . If 's outermost construct is not chop-star, we can simply determine the formula based on 's outermost operator:
In each of these cases ¼ is easily shown to be deducibly equivalent to by means of Ä axioms. Therefore by Lemma 56 the formula ¾´Ê µ is indeed deducibly equivalent to (13).
Issue on Interval Temporal Logics and Duration Calculi
The remaining case where 's outermost operator is chop-star is the only nontrivial one. Here we let be the formula We first embed the Ä axiom system in the ÈÁÌÄ one and later ensure that each ÈÁÌÄ formula is deductively equivalent to an Ä one. The embedding is done in two parts because Ä Axiom FInf4 requires special attention and is only dealt with after the rest of the Ä axiom system is considered.
Partial Embedding of the Ä Axiom System in the ÈÁÌÄ Axiom System
The next Lemma 72 describes an embedding of most of the Ä axiom system in the ÈÁÌÄ one. This is sufficient to indirectly embed the ÈÌÄ axiom system in the ÈÁÌÄ one using Lemma 53. Later on, after proving some further properties of chopstar in ÈÁÌÄ, 
A Lemma for Restricted Replacement of ÈÁÌÄ Formulas
We now present a lemma concerning the replacement of ÈÁÌÄ formulas. This Restricted Replacement Lemma permits the replacement of deductively equivalent ÈÁÌÄ formulas within a larger ÈÁÌÄ formula. However, the lemma cannot deal with replacement in the scope of chop-star. Nevertheless, it is still useful. Later on, a version without this limitation is presented as the ÈÁÌÄ Replacement Theorem (Theorem 77). Before that more powerful lemma can be proved, certain ÈÁÌÄ theorems concerning the unwinding of chop-star must be established. Part of the reasoning relies on the present restricted replacement lemma although we will not delve into the details. PROOF. -We give two different proofs. The first is simpler whereas the second lends itself to being expressed in the axiom system, thus contributing to our ultimate goal of showing deductive completeness.
A direct proof establishes The finiteness of intervals then yields a contradiction. The following valid ÈÌÄ implication expresses this using some arbitrary propositional variable È :
Below is a variant in the style of an inference rule for an arbitrary ÈÁÌÄ formula :
¿ µ
We take to be the implication £ ´ £ µ and arrive at our goal £ £ . I
Here is two derived inference rules based on Lemma 76 which are obtainable from the axiom system:
The deductions required for the first of these (14) We now look how to extend the embedding of the Ä axiom system in the ÈÁÌÄ to include the remaining Inference Rule FInf4 concerning chop-star. However, it is first necessary to use the partial embedding of the Ä axiom system to establish the deducibility of a useful ÈÁÌÄ theorem concerning chop-star. The derived ÈÁÌÄ inference rule (15) in the previous Subsect. 14.3 is employed to obtain the ÈÁÌÄ Replacement Theorem which is more powerful than the previous restricted Lemma 75. In particular, the Replacement Theorem permits the replacement of deducibly equivalent formulas even within the scope of chop-star constructs:
THEOREM 77 (REPLACEMENT THEOREM FOR ÈÁÌÄ). As already noted in the introduction, our research on intervals and ÁÌÄ has lead to some unexpected interesting spin-offs concerning the logics ÈÌÄ and È Ä. More such discoveries may be possible and we hope to pursue work in this direction.
A. The Complexity of ÈÁÌÄ
We briefly look at the complexity of ÈÁÌÄ. PROOF. -Our proof is very similar to the one presented by Chandra et al. [CHA 81, PAR 85] for showing the undecidability of satisfiability for a propositional process logic. We strengthen their result since we do not require programs in order to obtain undecidability.
Given two context-free grammars ½ and ¾ , we can construct a ÈÁÌÄ formula that is satisfiable iff the intersection of the languages generated by ½ and ¾ is nonempty. Since this intersection problem is undecidable [HOP 79], it follows that satisfiability for ÈÁÌÄ is also.
Without lose of generality, we assume that ½ and ¾ contain no¯-productions, use 0 and 1 as the only terminal symbols and are in Greibach normal form (that is, the right-hand side of each production starts with a terminal symbol). This appendix contains various Ä theorems and their deductions. These include ones corresponding to some of the ÈÌÄ axioms in Table 3 in Section 10. Most of the ÈÌÄ axioms and inference rules have identical or nearly identical versions in the Ä axiom system in Table 2 in Section 9. The three exceptions are Axioms A1, A3 and A4. We will look at each of them in turn as Ä theorems T5, T7 and T13, respectively.
The trickiest is Axiom A1. The symbol as used here always refers to Ä . None of the formulas occurring in the proofs contain variables and therefore the proofs also ensure well-formed Ä Î theorems and derived inference rules for any Î. This concludes the proofs.
