Abstract: Group technology is a production strategy and it has the ability to get solution for certain problems of complexity and long manufacturing lead times in batch manufacturing. This can be achieved by using a systematic method of equipments into machine cells and components into part families, based on the suitable similarity criteria. The present work deals with the machine cell formation problem with the aim of minimising the aggregate cell load variation and aggregate inter cellular move. The quantity of parts, operation sequences, processing time, capacity of machines, and workload of machineries were considered as parameters. In order to group the machineries, one of the metaheuristic search methodologies the simulated annealing (SA) algorithm is considered. For computational processing 40 machines and 100 part types are being used. From the findings it is observed that, in most of the literature problems SA provides better result than that of other methods in the literature and in few cases it yields equal result to the best one of the other methods.
Introduction
Group technology (GT) is one of the well-known and efficient alternatives for the manufacturing environment with high variety and high volume of products. GT is a management theory aiming at grouping the products of similar processing or production characteristics, or both. Cellular manufacturing (CM) is an application of GT that identifies equipment groups based on similar components processed by those machineries. CM is used to identify equipment cells and component families concurrently and to assign component families to equipment cells in order to reduce the intercellular and intracellular costs of components by Heragu (1997) . In CM the equipments are located in close proximity and sacrificed to make all necessary operations in to the particular part family and provide smooth flow of materials within the cell which leads to high productivity. The equipments in CM permit the equipments to be changed or relocated whenever new part designs are incorporated and product demand changes with minimum effort in terms of cost and time by Black (1983) . The main aim of cellular manufacturing system (CMS) is to minimise the throughput time, machine setup cost and also the material handling costs in the shop floor.
Literature review
Much of research work have been conducted on part families and machine cell problems during the past three decades. The component-equipment problem was initially explained by Burbidge (1963) . The problem comprises group of equipments, group of components and assigning of components and equipments into the part families. Opitz (1970) explained the method of parts classification and coding system for effective control production planning. In parts classification and coding, similarities among the components are identified, and these similarities are converted into the coding system. King (1980) discussed about rank order clustering method in CF problems where bottleneck machines are in progress. Prabhakaran (2001) discussed about the intercellular moves and cell load variation in the CMS using GA. George et al. (2003) explained about clustering of equipments into equipment cells and component into component families by considering ratio-level and ordinal-level data. The ratio-level data is distinguished by the use of work load information and ordinary-level data is considered by the sequence of operation in each part. Goncalves and Resende (2004) explained the procedure for obtaining product-machine groupings when the manufacturing system is represented by a binary product-machine incidence matrix. Kizil and Ozbayrak (2004) proposed a trade off analysis between process plan selection and cell formation in CM. The objective is to generate an algorithm for the process plan selection by considering the trade off between the process plan and the material handling to form a cell. Panchalavarapu and Chankong (2005) explained about the design of CMSs by considering the assembly of parts. Kia et al. (2012) reviewed to solve the group layout design model of a dynamic CMS with lot splitting, alternative process routings, and flexible reconfiguration by simulated annealing (SA). Venkumar and Haq (2006) discussed about the complete and fractional cell formation using neural network methodology. Mukattash et al. (2002) and Kim et al. (2004) implemented heuristic algorithms for many cell formation (CF) solutions. In the present scenario most of the cell formation problems have been solved by using metaheuristic algorithms. Metaheuristic search approaches such as SA by Venugopal and Narendran (1992a) , Chen and Srivastava (1994) and Tavakkoli-Moghaddam et al. (2005) , GA by Venugopal and Narendran (1992b) , Logendran and Ramakrishna (1993) and Wu et al. (2007) , tabu search by Vakharia and Chang (1997) and Chung et al. (2011) , ant colony optimisation by Prabhakaran et al. (2005) and Spiliopoulos and Sofianopoulou (2008) , particle swarm optimisation by Andres and Lozano (2006) and Duran et al. (2008) and scatter search by Bajestani et al. (2009) have also been proposed for designing CMS. The other recent approaches of CMS design include a new branch-and-bound algorithm by Arkat et al. (2012) and the firefly-inspired algorithm by Sayadi et al. (2013) . Kalayci and Gupta (2013) discussed about artificial bee colony algorithm for solving sequence-dependent disassembly line balancing problem with multiple objectives. Javadi et al. (2013) discussed about an integrated approach for the cell formation and layout design in CMSs. Lee and Ahn (2013) explained GT efficacy is proposed for ordinal data, reflecting on both intercellular movement and compactness within cells simultaneously. Won and Logendran (2015) presented an effective two-phase p-median approach for the balanced cell formation in the design of CMS. Mehdizadeh and Rahimi (2016) discussed about an integrated mathematical model to solve the dynamic cell formation problem considering operator assignment and inter/intra cell layouts problems with machine duplication, simultaneously.
In this paper, the SA algorithm, a metaheuristic search approach, is used in cell formation problem with the aim of reducing aggregate cell load variation and aggregate intercellular moves. The outcome of this approach is compared with that of both GA and ACO.
Problem formulation
In this problem the most cited performance measures such as aggregate intercellular moves and aggregate cell load variation are to be calculated. The constraint used is minimum of two machines in a cell.
Aggregate intercellular moves
The movement of parts between the cells is known as intercellular movement. It deals with the issue of processing sequence and cell layout which are explained by Logendran (1990) . Aggregate moves 1
where C k defines the cell number and processing k is carried out on component i; C k+1 , number of cell and processing k + 1 is carried out on component i; the k i , aggregate number of processing carried out on component i to finish its necessary operations; c, cell counting; and p, part counting.
Aggregate cell load variation
The cell load variation is calculated by the difference between the equipment workload and the machine cell average load. Minimum value of cell load variation is preferable since it leads to efficient flow of parts and lowers the inventory level. The aggregate cell load variation is measured using the formula suggested by Venugopal and Narendran (1992b) . 
SA algorithm
SA is one of the first algorithms having ability to avoid becoming trapped in local minima. Kirkpatrick et al. (1983) explained the basic idea of SA. SA is the probabilistic, meta-heuristic algorithm and it takes effort to get solution for hard combinational optimisation problems through a controlled randomisation. SA is a random-search technique which exploits an analogy between the way in which a metal cools and freezes into a minimum energy crystalline structure and the search for a minimum in a more general system. When searching process is going on, the SA algorithm accepts not only better result but also worse nearby outcome with a certain probability. From this it is understood that the SA algorithm has the potential to escape from local minima. Therefore, the algorithm is more effective and robust.
Proposed SA algorithm for cell formation
SA algorithm looks like the cooling process of molten metals through annealing.
Annealing is a process in metallurgy where metals are slowly cooled to make them reach a state of low energy where they are very strong. This methodology involves imitating the progress of annealing to attain the minimum function value in a minimisation domain. The algorithm starts with an initial feasible findings and a maximum temperature T. A nearby outcome is generated at random in the vicinity of the starting point, and the variation in the function values (δ) of these two outcomes was calculated. If the second outcome has a less function value, then the point is recognised, else it is accepted with a probability of exp (-δ / T). In the next generation, another outcome is generated at random in the nearby of the present point and the Metropolis algorithm is utilised to accept or reject the point. To imitate the thermal equilibrium at every temperature, the number of points has undergone a testing at a particular temperature, before minimising the temperature. The algorithm is stopped when convenient small temperature is reached, or a smaller level change in the function values is found.
SA operators
In the SA algorithm, a neighbourhood solution may be created by using one of the following procedures. 
SA parameters selection
Based on the sensitivity analysis carried out, the following parameter values are found more effective and satisfactory, for the considered problem structure. Notes: C = counter T = temperature R = repetition counter CMAX = number of iterations to be done at the specific temperature RMAX = maximum repetitions permitted α = rate of cooling β = rate of reduction in repetition Z (current) = current point objective function value Z (best) = best objective function value. (Prabhakaran, 2001) ACO (Prabhakaran et al., 2005) SA GA (Prabhakaran, 2001) ACO (Prabhakaran et al., 2005) SA (Prabhakaran, 2001) ACO (Prabhakaran et al., 2005) SA GA (Prabhakaran, 2001) ACO (Prabhakaran et al., 2005) SA (Prabhakaran, 2001) ACO (Prabhakaran et al., 2005) SA GA (Prabhakaran, 2001) ACO (Prabhakaran et al., 2005) SA SA CPU time in sec (Prabhakaran, 2001) ACO (Prabhakaran et al., 2005) SA GA (Prabhakaran, 2001) ACO (Prabhakaran et al., 2005) (Prabhakaran, 2001) ACO (Prabhakaran et al., 2005) SA GA (Prabhakaran, 2001) ACO (Prabhakaran et al., 2005) Table 3 and Table 4 shows that results were obtained by other methods in the literature, results acquired by SA and SA CPU time. The main purpose of this paper was to compare the performance of the SA algorithm with the other two heuristic algorithms in the literature GA (Prabhakaran, 2001 ) and ACO (Prabhakaran et al., 2005) . The proposed algorithm is coded in C++ language on personal computer with a 1.3 GHz Pentium IV CPU processor and 16 GB RAM memory. Different practical parameters such as machine workload, operation sequences, unit processing times on every equipment, and manufacturing quantity, among others, are considered in this study. From the literature, 20 data sets have been taken and the experimental works have been carried out using the proposed SA algorithm. The outcomes were compared with those of other two approaches and it was detaily explained by the following manner.
1 Minimum-sized problems • As seen in Table 2 , there are five different matrix-sized problems and 21 cells.
The aggregate intercellular moves provide better result in 16 cells out of 21 (76%) than that of any one of the other methods and yield equal result in four cells to the best one of the other methods.
• The aggregate cell load variation provide better outcome in 12 cells out of 21 (57%) than that of any one of the other methods and produce equal result in 9 cells to the best one of the other methods.
2 Medium-sized problems
• As seen in Table 3 , there are ten different matrix-sized problems and 70 cells are considered for result comparison. The aggregate intercellular moves provide better result in 36 cells out of 70 (51%) than that of any one of the other methods and yield equal result in 12 cells to the best one of the other methods.
• The aggregate cell load variation provide better outcome in 41 cells out of 70 (59%) than that of any one of the other methods and produce equal result in 15 cells to the best one of the other methods.
3 Bigger-sized problems
• As seen in Table 4 , there are five different matrix-sized problems and 55 cells.
The aggregate intercellular moves provide better result in 40 cells out of 55 (73%) than that of any one of the other methods and yield equal result in six cells to the best one of the other methods.
• The aggregate cell load variation provide better outcome in 39 cells out of 55 (71%) than that of any one of the other methods and produce equal result in five cells to the best one of the other methods.
Conclusions
From the results obtained, it is understood that, in most of the literature problems , the aggregate intercellular moves and aggregate cell load variations obtained by the proposed method SA is either better than that of these other methods or it is equal to the best one.
