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Abstract
We consider the invariant measure of homogeneous random walks
in the quarter-plane. In particular, we consider measures that can be
expressed as an infinite sum of geometric terms. We present necessary
conditions for the invariant measure to be a sum of geometric terms.
We demonstrate that, under a mild regularity condition, each geomet-
ric term must individually satisfy the balance equations in the interior
of the state space. We show that the geometric terms in an invariant
measure must be the union of finitely many pairwise-coupled sets of
infinite cardinality. We further show that for the invariant measure to
be a sum of geometric terms, the random walk cannot have transitions
to the north, northeast or east. Finally, we show that for an infinite
weighted sum of geometric terms to be an invariant measure at least
1
one of the weights must be negative.
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1 Introduction
Random walks for which the invariant measure is a geometric product form
are often used to model practical systems. The benefit of using such models
is that their performance can be readily analyzed with tractable closed-form
expressions. However, the class of random walks which have a product form
invariant measure is rather limited. Therefore, it is of interest to find larger
classes of tractable measures that can be the invariant measures for random
walks in the quarter-plane.
We study random walks in the quarter-plane that are homogeneous in
the sense that transition probabilities are translation invariant. Our interest
is in finite measures m(i, j) that can be expressed as
m(i, j) =
∑
(ρ,σ)∈Γ
α(ρ, σ)ρiσj , with |Γ| =∞, (1)
i.e., m(i, j) can be expressed as an infinite sum of geometric terms.
Examples of random walks with invariant measure of form (1) exist. One
such an example is the 2×2 switch, which is introduced in [5]. In [5], the joint
distribution is presented explicitly for the 2× 2 switch problem in the form
of a sum of two alternating series of product-form geometric distributions.
Contrary to much other work, for instance [8, 10, 14, 15], our interest
is not in finding the invariant measure for specific random walks. Instead
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our interest is in characterizing the fundamental properties of random walks,
sets Γ and coefficients α that allow an invariant measure to be expressed in
form (1). In [7] we investigated invariant measures that are a sum of finitely
many geometrics for the random walk in the quarter-plane. The results that
are presented in the current paper form the natural extension of our results
from [7] to the case of countably many terms.
In the current work we demonstrate that under a mild technical condition
the following necessary conditions must hold:
1. The geometric measures that correspond to the elements of Γ individ-
ually satisfy the balance equations in the interior of the state space.
2. Set Γ is the union of finitely many sets, each of which have infinite
cardinality and have a structure that we refer to as pairwise-coupled.
3. In the interior of the state space, the random walk has no transitions
to the north, northeast or east.
4. At least one of the coefficients α(ρ, σ) in (1) is negative.
Adan et al. [1, 2, 3, 4] use a compensation approach to construct an
invariant measure that is an infinite sum of pairwise-coupled geometric terms.
In particular, this is done for the random walk that have no transitions
to the north, northeast and east. In addition the geometric terms in the
measure will individually satisfy the interior balance equations and negative
weights will occur in the sum. The work of Adan et al. demonstrates that
measures that satisfy the necessary conditions obtained by us may indeed
be an invariant measure of a random walk.
The balance equation in the interior of the state space induce an algebraic
curve. A closely related curve arises as the kernel of the boundary value
problems studied in [8, 10] and related work. Some of its basic properties
were derived in [10]. An important part of the current work consists of
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studying this algebraic curve in more detail. Section 3 presents new results
on the geometric properties of this curve.
A related study for the reflected Brownian motion in a wedge was per-
formed by Dieker et al. [9]. It was shown in [9] that for the invariant measure
of this process to be a linear combination of finitely many exponential mea-
sures, there must be an odd number of terms that have a pairwise-coupled
structure. The methods that are developed in [9] for the continuous state
space Brownian motion, however, cannot be used for the discrete state space
random walk.
The remainder of this paper is structured as follows. In Section 2 we
present the model. The geometric properties of the algebraic curve arising
from the balance equations in the interior of the state space are studied in
Section 3. The main contributions of the paper, necessary conditions for the
invariant measure of a random walk to be a sum of geometric terms are given
in Section 4. In Section 5 we provide an example of a random walk for which
the invariant measure satisfies all the conditions that are given in Section 4.
Section 6 provides concluding remarks.
2 Model
Consider a two-dimensional random walk R on the pairs S = {(i, j), i, j ∈
N0} of non-negative integers. We refer to {(i, j)|i > 0, j > 0}, {(i, j)|i >
0, j = 0}, {(i, j)|i = 0, j > 0} and (0, 0) as the interior, the horizontal
axis, the vertical axis and the origin of the state space, respectively. The
transition probability from state (i, j) to state (i + s, j + t) is denoted by
ps,t(i, j). Transitions are restricted to the adjoining points (horizontally,
vertically and diagonally), i.e., ps,t(k, l) = 0 if |s| > 1 or |t| > 1. The process
is homogeneous in the sense that for each pair (i, j), (k, l) in the interior
4
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Figure 1: Random walk in the quarter-plane.
(respectively on the horizontal axis and on the vertical axis) of the state
space
ps,t(i, j) = ps,t(k, l) and ps,t(i− s, j − t) = ps,t(k − s, l − t), (2)
for all −1 ≤ s ≤ 1 and −1 ≤ t ≤ 1. We introduce, for i > 0, j > 0, the
notation ps,t(i, j) = ps,t, ps,0(i, 0) = hs and p0,t(0, j) = vt. Note that the
first equality of (2) implies that the transition probabilities for each part of
the state space are translation invariant. The second equality ensures that
also the transition probabilities entering the same part of the state space are
translation invariant. The above definitions imply that p1,0(0, 0) = h1 and
p0,1(0, 0) = v1. The model and notations are illustrated in Figure 1.
We assume that the random walk has invariant measure m, i.e., for i, j >
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0,
m(i, j) =
1∑
s=−1
1∑
t=−1
m(i− s, j − t)ps,t, (3)
m(i, 0) =
1∑
s=−1
m(i− s, 1)ps,−1 +
1∑
s=−1
m(i− s, 0)ps,0, (4)
m(0, j) =
1∑
t=−1
m(1, j − t)p−1,t +
1∑
t=−1
m(0, j − t)p0,t. (5)
We will refer to the above equations as the balance equations in the interior,
the horizontal axis and the vertical axis of the state space respectively. The
balance at the origin is implied by the balance equation for all other states.
We are interested in measures that are linear combinations of geometric
measures. We first classify the geometric measures.
Definition 1 (Geometric measures). The measure m(i, j) = ρiσj is called
a geometric measure. It is called horizontally degenerate if σ = 0, vertically
degenerate if ρ = 0 and non-degenerate if ρ > 0 and σ > 0. We define
00 ≡ 1.
We represent a geometric measure ρiσj by its pair of parameters (ρ, σ)
in [0,∞)2. Then, a set Γ ⊂ [0,∞)2 characterizes a set of geometric mea-
sures. Let R2+ = {(x, y)|x ≥ 0, y ≥ 0}, RB = {(x, y) ∈ R2+|xy = 0},
U = {(x, y)|(x, y) ∈ (0, 1)2} and U¯ = [0, 1)2.
Definition 2 (Induced measure). The measure m is called induced by Γ ⊂
R
2
+ if
m(i, j) =
∑
(ρ,σ)∈Γ
α(ρ, σ)ρiσj ,
with α(ρ, σ) ∈ R\{0} for all (ρ, σ) ∈ Γ.
To identify the geometric measures that individually satisfy the balance
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equations in the interior of the state space, (3), we introduce the polynomial
Q(x, y) = xy
(
1∑
s=−1
1∑
t=−1
x−sy−tps,t − 1
)
, (6)
to capture the notion of balance, i.e., Q(ρ, σ) = 0 implies that m(i, j) =
ρiσj , (i, j) ∈ S satisfies (3). Similarly, we introduce the polynomials H(x, y),
V (x, y) to capture the notion of balance for states from the horizontal axis
and the vertical axis of the state space, respectively. Let Q denote the set
of real (x, y) satisfying Q(x, y) = 0, i.e.,
Q =
{
(x, y) ∈ R2 | Q(x, y) = 0
}
. (7)
Similarly, let H and V denote the set of real (x, y) satisfying H(x, y) = 0
and V (x, y) = 0 respectively. We are mostly interested in the properties of
the algebraic curve Q in R2+, which we denote by Q
+. Note that U contains
those values of (ρ, σ) that result in a finite measure. Several examples of Q+
are displayed in Figure 2.
Next, we classify random walks according to [10].
Definition 3 (Singular random walk). Random walk R is called singular if
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Figure 3: Singular random walks: non-zero transitions in the interior of the
state space.
the associated polynomial Q(x, y) is either reducible or of degree 1 in at least
one of the variables.
It was shown in [10] that a random walk is singular if and only if it has a
transition structure that corresponds to one of the cases depicted in Figure 3.
The final piece of notation that we will need deals with the drift of the
random walk in the interior of the state space. Let Mx =
∑1
t=−1 p1,t −∑1
t=−1 p−1,t and My =
∑1
s=−1 ps,1 −
∑1
s=−1 ps,−1 denote the drift in the
horizontal and vertical direction, respectively. In Section 3 we will use con-
dition that in an ergodic random walk at least one of the conditions Mx < 0
or My < 0 holds [10].
Next, we list the assumptions that will be used in the remainder of this
paper. A justification for these assumptions will be given below.
Assumptions:
1. The random walk is non-singular, irreducible, aperiodic and positive
recurrent.
2. Measures are positive, finite and absolute convergent in the sense
that, ∑
(ρ,σ)∈Γ
|α(ρ, σ)| 1
1 − ρ
1
1− σ <∞. (8)
3. Set Γ is a subset of U = (0, 1)2 and it satisfies the following technical
condition: for any (ρ, σ) ∈ Γ, there exists a (w, v) ∈ N2 such that
8
ρ˜wσ˜v 6= ρwσv for all (ρ˜, σ˜) ∈ Γ\(ρ, σ).
The assumption that random walks are irreducible, aperiodic and positive
recurrent ensures that an invariant measure exists. Singular random walks
have been analyzed in [7] for the case that |Γ| <∞. It is readily verified that
the proofs of [7] extend to the case that Γ has countably infinite cardinality.
Therefore, we restrict our attention to non-singular random walks. We are
interested in finite measures, in which the sum does not depend on the
ordering of the terms. Therefore, we assume absolute convergence (8). The
assumption that Γ ⊂ U implies that all geometric terms are non-degenerate.
The case of degenerate geometric terms was analyzed in [7] for the case that
|Γ| < ∞. Again, the results from [7] related to degenerate geometric terms
hold for the case that Γ has countably infinite cardinality. Therefore, we
assume Γ ⊂ U . We will clarify Assumption 3, i.e., the technical condition
that we impose on Γ in Section 4.
3 Algebraic curve Q in R2
In this section we will analyze the algebraic curve Q in R2. Fayolle et al. [10]
have extensively studied the algebraic curve that arises from studying the
generating function of the invariant measure and that is defined through
xy(
∑1
s=−1
∑1
t=−1 x
sytp˜s,t−1) = 0. For convenience of notation, we consider
the algebraic curve defined by Equation (6) which is the curve considered
in [10] by considering p˜i,j = p−i,−j. The fact that p˜i,j might induce a non-
ergodic random walk is not a problem, since none of the results from [10]
that will be used in this paper require the random walk to be ergodic.
In this section we will present some of the results from [10] that will be
useful in the sequel as well as a number of new results. The results from [10]
are mostly algebraic of nature. The new results that we present deal with
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the geometry of Q.
The algebraic results that we use from [10] are expressed in terms of the
branch points of the multi-valued algebraic functions X(y) and Y (x) which
are defined through
Q(X(y), y) = Q(x, Y (x)) = 0.
These functions are most naturally treated as complex valued functions for
complex variables y and x, i.e., x, y ∈ C. In particular, the embedding in C
allows us to define the branch points of X(y) and Y (x).
As a first step towards analysis of these branch points, observe that by
reordering the terms in Q(x, y) = 0 we get
(
1∑
s=−1
y−s+1p−1,s)x
2 + (
1∑
s=−1
y−s+1p0,s − y)x+ (
1∑
s=−1
y−s+1p1,s) = 0. (9)
Therefore, the branch points of X(y) are the roots of ∆x(y) = 0, where
∆x(y) = (
1∑
s=−1
y−s+1p0,s − y)2 − 4(
1∑
s=−1
y−s+1p−1,s)(
1∑
s=−1
y−s+1p1,s). (10)
In similar fashion, by rewriting Q(x, y) = 0 into
(
1∑
t=−1
x−t+1pt,−1)y
2 + (
1∑
t=−1
x−t+1pt,0 − x)y + (
1∑
t=−1
x−t+1pt,1) = 0, (11)
it follows that the branch points of Y (x) are the roots of ∆y(x) = 0, where
∆y(x) = (
1∑
t=−1
x−t+1pt,0 − x)2 − 4(
1∑
t=−1
x−t+1pt,−1)(
1∑
t=−1
x−t+1pt,1). (12)
Next, we present two lemmas that fully characterize the location of the
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branch points of Y (x) and X(y) in terms of the transition probabilities of
the random walk. These results provide us with the opportunity to connect
the geometry of Q with the interior transition probabilities. The first lemma
presented below follows from Lemmas 2.3.8–2.3.10 of [10]. The result readily
follows if one takes into account that in the current paper we consider only
ergodic random walks, whereas [10] also allows for non-ergodic random walks.
Lemma 4 (Lemmas 2.3.8–2.3.10 [10]). For all non-singular random walks
such that My 6= 0, Y (x) has four real branch points. Moreover, Y (x) has two
branch points x1 and x2 (resp. x3 and x4) inside (resp. outside) the unit
circle.
For the pair (x3, x4), the following classification holds:
1. if p−1,0 > 2
√
p−1,−1p−1,1, then x3 and x4 are positive;
2. if p−1,0 = 2
√
p−1,−1p−1,1, then one point is infinite and the other is
positive, possibly infinite;
3. if p−1,0 < 2
√
p−1,−1p−1,1, then one point is positive and the other is
negative.
Similarly, for the pair (x1, x2),
1. if p1,0 > 2
√
p1,−1p1,1, then x1 and x2 are positive;
2. if p1,0 = 2
√
p1,−1p1,1, then one point is 0 and the second is non-
negative;
3. if p1,0 < 2
√
p1,−1p1,1, then one point is positive and the other is neg-
ative.
For all non-singular random walks for which My = 0, one of the branch
points of Y (x) is equal to 1. In addition,
1. if Mx < 0, then two other branch points have a modulus larger than
1 and the remaining one has a modulus less than 1;
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2. if Mx > 0, then two branch points are less than 1 and the modulus of
the remaining one is larger than 1.
Furthermore, the positivity conditions are the same as the case when My 6= 0.
This lemma holds also for X(y), up to a proper symmetric change of the
parameters.
The next lemma deals with multiplicity of the branch points.
Lemma 5 (Lemma 2.3.10 [10]). The branch points of X(y) and Y (x) with
multiplicity 2 occur only at 0, 1 and ∞.
The remainder of this section provides new results on the geometry of Q.
First, we investigate the possible intersection of Q and RB where RB is the
boundary of the first quadrant.
Lemma 6. Consider random walk R. If (x, y) ∈ Q ∩ R2+ then either x > 0
and y > 0 or x = y = 0, i.e., Q cannot cross RB except in the origin.
Proof. If (x, y) is the intersection of Q and x = 0, then y must be the root
of the following quadratic equation,
p1,−1y
2 + p1,0y + p1,1 = 0. (13)
We now show that the roots of (13) are non-positive by considering all pos-
sible choices of p1,−1, p1,0 and p1,1. If p1,−1 6= 0, then (13) has either no root
or two non-positive roots by investigating the relations of the roots using
Vieta’s formulas. If p1,−1 = 0 and p1,0 6= 0, then (13) has one non-positive
root. If p1,−1 = p1,0 = 0 and p1,1 6= 0, then (13) has no root. The random
walk with p1,−1 = p1,0 = p1,1 = 0 is excluded because of the assumption
of non-singular random walks. In similar fashion it follows that Q can only
intersect y = 0 when x ≤ 0. Therefore, the only possible intersection of Q
and RB is the origin.
12
Now we characterize the number of connected components in the first
quadrant.
Lemma 7. Consider random walk R. The algebraic curve Q has exactly
one closed connected component in R2+. This component has non-empty in-
tersection with the unit square U .
Proof. The algebraic curve Q has exactly one closed connected component
in R2+ follows directly from the fact that Q(e
x, ey) < 0 where (x, y) ∈ R2
forms a convex set, as shown in [12, 13].
Moreover, the ergodicity conditions for R requires that at least one of the
conditions Mx < 0 or My < 0 holds. Therefore, at least one of the following
requirements must be satisfied,
0 <
∑1
s=−1 ps,1∑1
s=−1 ps,−1
< 1, 0 <
∑1
t=−1 p1,t∑1
t=−1 p−1,t
< 1. (14)
Since (1, 1) ∈ Q, we conclude that this component of Q in the first quadrant
has non-empty intersection with U .
Now we know that Q+, the intersection of Q and R2+, is a connected
component. Denote the branch points of Y (x) and X(y) on Q+ by xl, xr
with xl < xr and yb, yt with yb < yt respectively. Let yl, yr, xb, xt sat-
isfy (xl, yl), (xr, yr), (xt, yt), (xb, yb) ∈ Q, see Figure 4(a). We will refer to
(xl, yl), (xr, yr), (xt, yt), (xb, yb) as branch points of Q
+. From Lemma 4, we
know that 0 ≤ xl ≤ 1 ≤ xr, 0 ≤ yb ≤ 1 ≤ yt. Since we are only interested
in finite measures, we only consider Q+ in U¯ = [0, 1)2. Lemma 7 states that
Q+U = Q
+ ∩U is a non-empty set for an ergodic random walk with non-zero
drift. We first start the analysis of Q+.
Definition 8 (Partition of Q+). The partition {Q00, Q01, Q10, Q11} of Q+
is defined as follows: Q00 is the part of Q connecting (xl, yl) and (xb, yb);
13
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Figure 4: Q+ for the random walk from Figure 2(c). (a) Branch points of
Q+. (b) Partition of Q+.
Q10 is the part of Q connecting (xb, yb) and (xr, yr); Q01 is the part of Q
connecting (xl, yl) and (xt, yt); Q11 is the part of Q connecting (xr, yr) and
(xt, yt).
An example of the partition of Q+ is given in Figure 4(b). The mono-
tonicity of X(y) and Y (x) will play a crucial role in analyzing the structure
of Γ, we state it here without proof because it immediately follows from the
fact that {(x, y) ∈ R2 : Q(ex, ey) < 0} is convex.
Lemma 9. Consider (x, y) ∈ Qi,1−i and (x˜, y˜) ∈ Qi,1−i where i = 0, 1, if
x˜ > x, then y˜ > y. Consider (x, y) ∈ Qi,i and (x˜, y˜) ∈ Qi,i where i = 0, 1, if
x˜ > x, then y˜ < y.
Next, we turn our attention to the singularities of Q.
Definition 10 (Singularity of Q). Point (x, y) ∈ Q is a singularity of mul-
tiplicity m, m > 1, iff at (x, y) all partial derivatives of Q(x, y) of order less
than m vanish and at least one partial derivative of order m is non-zero.
We will see below that if one set from the partition of Q+ is empty, then
the curve Q+ will have a singularity. The singularity plays an important role
in the analysis later.
14
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Figure 5: Types of real double point. (a) crunode. (b) acnode. (c) ordinary
cusp.
Lemma 11. For all random walks with non-zero drift, (x, y) is a singular-
ity of Q+ iff it is a crunode of order 2 and x and y are branch points of
multiplicity 2 of Y (x) and X(y) respectively.
Proof. We prove by contradiction that it is not possible to have a singularity
of order larger than 2. Suppose that (x˜, y˜) ∈ Q+ is a singularity of order
larger than 2. From Lemma 6 it follows that we need to consider the cases
i) x˜ > 0 and y˜ > 0, and ii) (x˜, y˜) = (0, 0). If x˜ > 0 and y˜ > 0 it follows from
∂2Q(x, y)
∂2x
=
1∑
t=−1
p−1,ty
−t+1 = 0, and
∂2Q(x, y)
∂2y
=
1∑
s=−1
ps,−1x
−s+1 = 0,
that p−1,1 = p−1,0 = p−1,−1 = p0,−1 = p1,−1 = 0, which leads to a non-
ergodic random walk. For (x˜, y˜) = (0, 0) it follows from
∂2Q(x, y)
∂x∂y
= 4xyp−1,−1 + 2xp−1,0 + 2yp0,−1 + p0,0 − 1 = 0,
that p00 = 1, which leads to a random walk that is not irreducible. This
concludes the proof that a singularity has at most order 2.
Next, we demonstrate that if (x, y) is a singularity, then x and y are
branch points of Y (x) and X(y) respectively. By combining Q(x, y) = 0
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with
∂Q(x, y)
∂x
= 2x(
1∑
t=−1
p−1,ty
−t+1) + (
1∑
t=−1
p0,ty
−t+1 − y) = 0
we obtain
1∑
t=−1
p−1,ty
−t+1x2 =
1∑
t=−1
p1,ty
−t+1,
which means x is the root of ∆y(x) = 0, defined in (12) and therefore a
branch point of Y (x). Similarly, it follows fromQ(x, y) = 0 and ∂Q(x, y)/∂y =
0 that y is a branch point of X(y).
Now, we are ready to prove that a singularity (x, y) is a crunode. For
more information on the classification of singularities of algebraic curves, see
e.g., [11]. An illustration of all possible singularities of order 2 is given in
Figure 5. Note, that the figure does not include a ramphoid cusp, since it
has order larger than 2. A singularity cannot be an ordinary cusp, because
x and y are branch points of Y (x) and X(y) respectively. Moreover, (x, y)
is not an acnode because Q+U is non-empty due to Lemma 7. Therefore, a
singularity is a crunode.
The final result in this lemma follows from the observation that if x and
y are branch points of Y (x) and X(y) respectively and (x, y) is a crunode
then x and y must have multiplicity two.
Theorem 12. The algebraic curve Q has a singularity in U¯ if and only if
p0,1 = p1,1 = p1,0 = 0, in which case this singularity is located in the origin.
Proof. Lemma 11 states that (x, y) is a singularity of Q+ if and only if it is
a crunode of order 2 and x and y are branch points of multiplicity 2 of Y (x)
and X(y) respectively. Therefore, we only need to consider (x, y) where x
and y are the multiple roots of ∆y(x) = 0 and ∆x(y) = 0 respectively. A
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multiple root of ∆y(x) = 0 and ∆x(y) = 0 can only occur at x = 0, 1 or ∞
and y = 0, 1 or∞, respectively, due to Lemma 5. Therefore, x = 0 and y = 0
must be multiple roots of ∆y(x) = 0 and ∆x(y) = 0, respectively, if there is
a singularity in U¯ . We know from [10, Lemma 2.3.10] that ∆y(x) = 0 has a
multiple root at 0 if and only if one of the following holds:
p−1,0 = p−1,1 = p0,1 = 0, (15)
p1,0 = p1,1 = p0,1 = 0, (16)
p−1,−1 = p0,−1 = p1,−1 = 0, (17)
and ∆x(y) = 0 has a multiple root at 0 if and only if one of the following
holds:
p0,−1 = p1,−1 = p1,0 = 0, (18)
p0,1 = p1,1 = p1,0 = 0, (19)
p−1,−1 = p−1,0 = p−1,1 = 0. (20)
Conditions (17) and (20) lead to a singular random walk. The combinations
of conditions (15) and (18), (15) and (19), (16) and (18) will lead to singular
random walks as well. Since by Assumption 1 the random walk is non-
singular, the algebraic curve Q has a singularity in U¯ if and only if p0,1 =
p1,1 = p1,0 = 0, in which case it is located in the origin.
17
4 Constraints on invariant measures and random
walks
In this section, we will first demonstrate that Γ ⊂ Q+U , i.e., candidate geo-
metric measures individually satisfy the balance equations in the interior of
the state space. Next we characterize the structure of Γ that may lead to an
invariant measure. Then we will provide necessary conditions on the transi-
tion probabilities of a random walk to allow for an infinite sum of geometric
terms to constitute the invariant measure. Finally, we demonstrate that it
is necessary to have at least one negative coefficient in an invariant measure
that is an infinite sum of geometric terms.
The results in Subsections 4.1 and 4.2 make use of the following result
that is a special case of a result from [6].
Theorem 13 (Theorem 1, Lemma 1 [6]). Let d be a positive integer. Con-
sider a real measure µ : Rd → R with bounded compact support K. If
∫
Rd
P (x) dµ(x) = 0 (21)
for all polynomials P , then µ = 0.
4.1 Constraints on set Γ
We demonstrate in this subsection that only Γ ⊂ Q+U may induce an invariant
measure for a random walk. In particular we prove that this is true under the
technical condition that for any (ρ, σ) ∈ Γ, there exists a (w, v) ∈ N2 such
that ρ˜wσ˜v 6= ρwσv for all (ρ˜, σ˜) ∈ Γ\(ρ, σ), which was already introduced as
Assumption 3 in Section 2. The interpretation of this condition is that each
of the elements from Γ can in a sense by separated from all other elements in
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Γ by selecting the proper (v,w) ∈ N2. This separating principle will be used
in our proofs to demonstrate that each term (ρ, σ) in Q must individually
satisfy the balance equations in the interior of the state space, hence Γ ⊂ Q+U .
Next, we present the main result of this subsection.
Theorem 14. If the invariant measure for a random walk in the quarter-
plane is induced by Γ, where for any (ρ, σ) ∈ Γ there exists a (w, v) ∈ N2
such that ρ˜wσ˜v 6= ρwσv for all (ρ˜, σ˜) ∈ Γ\(ρ, σ), then Γ ⊂ Q+U .
Proof. Consider (ρ, σ) ∈ Γ such that there exists a (w, v) ∈ N2+ such that
ρ˜wσ˜v 6= ρwσv for any (ρ˜, σ˜) ∈ Γ\(ρ, σ). We now partition Γ\{(ρ, σ)} into
elements Γ1, Γ2, · · · ,Γk, · · · as follows. If ρwmσvm = ρwnσvn, then (ρm, σm) and
(ρn, σn) will be put into the same element in the partition. Moreover, we ar-
bitrarily choose one geometric term from each element as the representative,
which is denoted by (ρ(Γk), σ(Γk)) where k = 1, 2, 3, · · · . For convenience of
notation, we denote Γ0 = (ρ, σ).
Since m satisfies balance equation (3) in the interior of the state space,
i.e., (i, j) with i ≥ 0 and j ≥ 0,
∑
(ρ,σ)∈Γ
ρiσj [α(ρ, σ)ρσ(1 −
1∑
s=−1
1∑
t=−1
ρ−sσ−tps,t)] = 0.
We now consider the balance equation for states (dw + 1, dv + 1) where
d = 1, 2, 3, · · · ,
∞∑
k=0
[ρ(Γk)
wσ(Γk)
v]d[
∑
(ρ,σ)∈Γk
α(ρ, σ)(ρσ −
1∑
s=−1
1∑
t=−1
ρ1−sσ1−tps,t)] = 0. (22)
Below we will apply Theorem 13. For this we require absolutely convergence
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of the series
∑
(ρ,σ)∈Γk
α(ρ, σ)(ρσ −
1∑
s=−1
1∑
t=−1
ρ1−sσ1−tps,t),
where k = 0, 1, 2, · · · , which we show first. Because of assumption (8), i.e.,
the absolute convergence of the terms of which the sum is m, we have
∑
(ρ,σ)∈Γk
α(ρ, σ)(ρσ −
1∑
s=−1
1∑
t=−1
ρ1−sσ1−tps,t)
<B
∑
(ρ,σ)∈Γ
|α(ρ, σ)| 1
1 − ρ
1
1− σ
<∞,
where B is a finite positive constant. We define a real measure µ on R2 as
µ(ρ, σ) =


∑
(ρ,σ)∈Γk
α(ρ, σ)(ρσ −∑1s=−1∑1t=−1 ρ1−sσ1−tps,t)
if (ρ, σ) = (ρ(Γk), σ(Γk)) for k = 0, 1, 2, · · ·
0 otherwise.
We can now write (22) as
∞∑
k=0
[ρ(Γk)wσ(Γk)v]dµ(ρ, σ) =
∫
[ρ(Γk)wσ(Γk)v ]d dµ(ρ, σ) = 0,
for d = 0, 1, 2 · · · . This indicates that
∫
P (ρ, σ) dµ(ρ, σ) = 0
for all P (ρ, σ) = (ρwσv)d where d = 0, 1, 2 · · · . Hence ∫ P (ρ, σ) dµ(ρ, σ) = 0
for all polynomials. Moreover, for k = 0, 1, 2, · · · , the following series is
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Figure 6: Partitions of set Γ. (a) curve Q+ of Figure 2(d) and Γ ⊂ Q+ as
dots. (b) horizontally uncoupled partition with 6 sets. (c) vertically uncou-
pled partition with 6 sets. (d) uncoupled partition with 4 sets. Different sets
are marked by different symbols.
absolutely convergent,
∑
(ρ,σ)∈Γk α(ρ, σ)(ρσ −
∑1
s=−1
∑1
t=−1 ρ
1−sσ1−tps,t).
Hence, the compact support of this sequence is a bounded interval. There-
fore, by using Theorem 13, µ = 0, thus 1 −∑1s=−1∑1t=−1 ρ−sσ−tps,t = 0
because of the assumption of non-degenerate geometric terms, i.e., ρσ 6= 0,
which completes the proof.
4.2 Structure of Γ
In this section, we consider the structure of Γ. The proofs in this and sub-
sequent sections are based on the notion of uncoupled partitions, which is
introduced first.
Definition 15 (Uncoupled partition). A partition {Γ1,Γ2, · · · } of Γ is hor-
izontally uncoupled if (ρ, σ) ∈ Γp and (ρ˜, σ˜) ∈ Γq for p 6= q, implies that
ρ˜ 6= ρ, vertically uncoupled if (ρ, σ) ∈ Γp and (ρ˜, σ˜) ∈ Γq for p 6= q, implies
σ˜ 6= σ, and uncoupled if it is both horizontally and vertically uncoupled.
We call a partition with the largest number of sets a maximal partition.
Lemma 16 (Lemma 1 [7]). The maximal vertically uncoupled partition, the
maximal horizontally uncoupled partition and the maximal uncoupled parti-
tion are unique.
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Examples of a maximal horizontally uncoupled partition, of a maximal
vertically uncoupled partition and of a maximal uncoupled partition can be
found in Figure 6. Let H[Γ] denote the number of elements in the maximal
horizontally uncoupled partition for set Γ, and let Γhp , p = 1, . . . ,H[Γ] denote
the sets themselves, where elements of Γhp have common horizontal coordinate
ρ(Γhp). The maximal vertically uncoupled partition of set Γ has V [Γ] sets,
Γvq , q = 1, · · · , V [Γ], where elements of Γvq have common vertical coordinate
σ(Γvq). The maximal uncoupled partition of set Γ is denoted by {Γgk}G[Γ]k=1 .
The H[Γ], V [Γ] and G[Γ] are allowed to be infinite.
We now make two observations on the structure of an element Γgk from the
maximal uncoupled partition. Firstly, for any (ρ, σ) ∈ Γgk there always exist
either (ρ, σ˜) ∈ Γgk, with σ˜ 6= σ or (ρ˜, σ) ∈ Γgk with ρ˜ 6= ρ. Secondly, the degree
of Q(ρ, σ) is at most two in each variable. This means, for instance, that if
(ρ, σ) ∈ Γgk and (ρ, σ˜) ∈ Γgk, σ˜ 6= σ, then there does not exist (ρ, σˆ) ∈ Γgk,
where σˆ 6= σ and σˆ 6= σ˜. By repeating the above two arguments for other
elements in Γgk it follows that Γ
g
k must have a pairwise-coupled structure. An
example of such a set is Γgk = {(ρk, σk), k = 1, 2, 3 · · · }, where
ρ1 = ρ2, σ1 > σ2, ρ2 > ρ3, σ2 = σ3, ρ3 = ρ4, σ3 > σ4, · · · . (23)
The above discussion leads to the definition of a pairwise-coupled set in terms
of the number of sets in a maximal uncoupled partition.
Definition 17 (Pairwise-coupled set). A set Γ ⊂ Q+U is pairwise-coupled if
and only if the maximal uncoupled partition of Γ contains only one set.
Note that the above definition implies that each of the sets in {Γgk}G[Γ]k=1
is pairwise coupled.
We are now ready to show that if the measure induced by Γ is the invari-
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ant measure, then Γ must be the union of finitely many pairwise-coupled sets
each with countably infinite cardinality. We first introduce some additional
notation. For any set Γhp from the maximal horizontally uncoupled partition
of Γ, let
Bh(Γhp) =
∑
(ρ,σ)∈Γhp
α(ρ, σ)[
1∑
s=−1
(
ρ1−shs + ρ
1−sσps,−1
)− ρ].
For any set Γvq from the maximal vertically uncoupled partition of Γ, let
Bv(Γvq) =
∑
(ρ,σ)∈Γvq
α(ρ, σ)[
1∑
t=−1
(
σ1−tvt + ρσ
1−tp−1,t
)− σ].
Lemma 18. Consider the random walk R, if the invariant measure m of R
is m(i, j) =
∑
(ρ,σ)∈Γ α(ρ, σ)ρ
iσj , then we have Bh(Γhp) = 0 and B
v(Γvq) = 0
for all p = 1, . . . ,H[Γ] and q = 1, . . . , V [Γ], respectively.
Proof. Since m is the invariant measure of R, m satisfies the balance equa-
tions at state (i, 0) for i = 1, 2, 3 · · · . Therefore,
0 =
1∑
s=−1
[
m(i− s, 0)hs +m(i− s, 1)ps,−1
]−m(i, 0)
=
∑
(ρ,σ)∈Γ
α(ρ, σ)[
1∑
s=−1
(
ρi−shs + ρ
i−sσps,−1
)− ρi]
=
∞∑
p=1
ρ(Γhp)
i
∑
(ρ,σ)∈Γhp
α(ρ, σ)[
1∑
s=−1
(
ρ−shs + ρ
−sσps,−1
)− 1]
=
∞∑
p=1
ρ(Γhp)
i−1Bh(Γhp). (24)
We now show the absolute convergence of sequence {Bh(Γhp)}, p = 1, · · · ,H[Γ].
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Because of the assumption that m(i, j) is a finite measure, we have
∞∑
p=1
|Bh(Γhp)|
≤
∞∑
k=1
α(ρk, σk)[
1∑
s=−1
(
ρ1−sk hs + ρ
1−s
k σps,−1
)− ρk]
<∞,
the last inequality holds due to the same reasoning that is in the proof of
Theorem 14. If we define a real measure µ as
µ(ρ) =


Bh(Γhp) if ρ = ρ(Γ
h
p),
0 otherwise.
We can now write (24) as
∞∑
p=1
ρ(Γhp)
i−1µ(ρ(Γhp)) =
∫
ρ(Γhp)
i−1 dµ(ρ(Γhp)) = 0,
for i = 1, 2, 3 · · · . This indicates that
∫
P (ρ) dµ(ρ) = 0
for all P (ρ) = ρj where j = 0, 1, 2 · · · . Hence ∫ P (ρ) dµ(ρ) = 0 for all
polynomials. Moreover, the sequence {Bh(Γhp)} for p = 1, 2, · · · is absolute
convergent. Therefore the compact support of this sequence is a bounded
interval. Hence, by using Theorem 13 we have µ = 0, which means Bh(Γhp) =
0 for p = 1, 2, · · · ,H[Γ]. Similarly, we can obtain that Bv(Γvq) = 0 for
q = 1, 2, · · · , V [Γ].
We are now ready to provide the main result of this subsection, Theo-
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rem 19.
Theorem 19. If the measure induced by Γ is the invariant measure of ran-
dom walk R, then |Γgk| = ∞ for k = 1, 2, · · · , G[Γ] and G[Γ] < ∞, i.e., Γ
must be the union of finitely many pairwise-coupled sets each with countably
infinite cardinality.
Proof. Suppose that there exists a pairwise-coupled set Γg1 ∈ Γ with |Γg1| <
∞. From Lemma 18 we have Bh([Γg1]hp) = 0 for p = 1, . . . ,H[Γg1] and
Bv([Γg1]
v
q) = 0 for q = 1, . . . , V [Γ
g
1]. Now, it follows from [7, Theorem 3]
that the measure induced by Γg1 itself is an invariant measure of R. Since
the measure induced by set Γ is also an invariant measure, this contradicts
the fact that the invariant measure is unique. Therefore, |Γgk| = ∞ for
k = 1, 2, · · · , G[Γ].
Now, since |Γgk| =∞ and by Theorem 12 there is at most one singularity
on Q in the unit square, it can be readily verified using Lemma 18 that there
exists a (ρ, σ) ∈ Γ such that Bh({(ρ, σ)}) = 0 or Bv({(ρ, σ)}) = 0, which
corresponds to the balance equations for states at the horizontal or at the
vertical axis of the state space, respectively. In other words (ρ, σ) ∈ H or
(ρ, σ) ∈ V .
Finally, notice that there are at most a finite number of intersections be-
tween Q and H and between Q and V , respectively. Therefore, we conclude
that set Γ must be the union of finitely many pairwise-coupled sets each with
countably infinite cardinality.
4.3 Constraints on random walks
In this section, we characterize the random walks for which the invariant
measure may be an infinite sum of geometric terms. We will show that the
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Figure 7: (a) Different partition of Q+ for the random walk in Fig-
ure 2(c). (b) Example of Γ1,Γ2 and Γ3.
existence of transitions to north, northeast or east plays an essential role in
distinguishing such kind of random walks.
Theorem 20. Let the invariant measure of random walk R be m(i, j) =∑
(ρ,σ)∈Γ α(ρ, σ)ρ
iσj with |Γ| =∞. Then p1,0 = p1,1 = p0,1 = 0 and Γ has a
unique accumulation point in the origin.
Proof. We will demonstrate that in the absence of singularities it is not
possible to have an invariant measure m(i, j) =
∑
(ρ,σ)∈Γ α(ρ, σ)ρ
iσj with
|Γ| =∞. More precisely, we show that Γ must have a singularity of Q as an
accumulation point. The result of the theorem then follows, by Theorem 12,
that states the algebraic curve Q has a singularity in U¯ only if p1,0 = p1,1 =
p0,1 = 0, in which case it is in the origin.
Suppose that Q+ does not contain any singularities and that m(i, j) =∑
(ρ,σ)∈Γ α(ρ, σ)ρ
iσj with |Γ| = ∞ is the invariant measure of R. In the
remainder of this proof we will obtain a contradiction by showing that at
least one of the terms (ρ, σ) ∈ Γ will be outside the unit square and that the
measure m(i, j) can, therefore, not be finite.
Consider E(x, y) = Q(ex, ey) = 0 for (x, y) ∈ R2. The set of pairs (x, y)
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satisfying E(x, y) = 0 is denoted by E. It has been shown that E(x, y) < 0
is convex in [12, 13], examples of E(x, y) = 0 can be found in [12, 13]. It is
readily verified that logarithm serves as a bijection between (x, y) satisfying
E(x, y) = 0 and geometric term (ρ, σ) satisfying Q(ρ, σ) = 0. Moreover,
curve E is bounded by [log xl, log xr] × [log yb, log yt], i.e., in terms of the
branching points of Q. Since there is no singularity on Q, we have 0 < xl < 1
and 0 < yb < 1. Hence, we have log xl > −∞ and log yb > −∞.
If Γ = {(ρ1, σ1), (ρ2, σ2), (ρ3, σ3), · · · } is a pairwise-coupled set on Q, then
Γ˜ = {(log ρ1, log σ1), (log ρ2, log σ2), (log ρ3, log σ3), · · · } is pairwise-coupled
on E. We have ρ < 1 and σ < 1 for any (ρ, σ) ∈ Γ. Therefore, we have
x < 0 and y < 0 for any (x, y) ∈ Γ˜.
We now construct a partition {Γ1, . . . ,ΓK} of Γ, where the elements of
Γi are denoted as Γi = {(ρi,1, σi,1), . . . , (ρi,L(i), σi,L(i))} and each Γi satisfies
ρi,1 > ρi,2, σi,1 = σi,2,
ρi,2 = ρi,3, σi,2 > σi,3,
ρi,3 > ρi,4, σi,3 = σi,4,
...
...
ρi,L(i)−1 > ρi,L(i), σi,L(i)−1 = σi,L(i),
(25)
In addition the partition {Γ1, . . . ,ΓK} is maximal in the sense that no
Γi ∪ Γj, i 6= j satisfies (25). Let {Γ˜1, Γ˜2, Γ˜3, · · · } denote the corresponding
partition of Γ˜. The partition is illustrated in Figure 7(b).
Consider set Γ˜ on E. It can be readily verified that |Γ˜k| < ∞ where
k = 1, 2, · · · ,K because E(x, y) < 0 where x < 0 and y < 0 is a convex set
and log xl > −∞ and log yb > −∞. Therefore, we conclude that |Γk| < ∞
where k = 1, 2, · · · ,K as well.
Assume xb ≤ xt, the case where xb > xb can be analyzed similarly. To
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simplify the presentation we introduce additional notation. Let {Ql, Qc, Qr}
denote a partition of Q, where
Ql = {(x, y) ∈ Q | x ≤ xb} ,
Qc = {(x, y) ∈ Q | xb < x ≤ xt} ,
Qr = {(x, y) ∈ Q | x > xt} .
Next, we prove K < ∞. More precisely, we will show that K ≤ 2.
Without loss of generality, we assume K = 3 and |Γi| ≥ 2. Observe
that {Γ1,Γ2,Γ3} forms a pairwise-coupled set. Therefore, we must have
ρ1,L(1) = ρ2,L(2) and ρ2,1 = ρ3,1. This is illustrated in Figure 7(b). From
the monotonicity of Q10 and the structure of the partition {Γ1, . . . ,ΓK} it
follows that ρ1,L(1) ∈ Ql. Similarly it follows that ρ2,1 ∈ Qr and ρ3,1 ∈ Qr.
Moreover, one of ρ2,1 and ρ3,1 must be on Q11. Note that from Lemma 4
we have yt ≥ 1 and xr ≥ 1. Together with the monotonicity of Q11 from
Lemma 9 this leads to the conclusion that Q11 is outside of U . This implies
that one of the geometric measures in Γ is outside U and to a contradiction
to the fact the induced measure is finite.
We have shown that under the assumption that Q+ does not contain
singularities, Γ can be partitioned into a finite number of sets each with a
finite number of elements.
4.4 Constraints on the coefficients
The last section was devoted to finding the constraint to the random walk in
which the pairwise-coupled set with infinite cardinality could be obtained.
In this section, we show that it is necessary to have a geometric term with
negative coefficient in the linear combination of infinite geometric terms.
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Theorem 21. If the invariant measure of random walk R is m(i, j) =∑
(ρ,σ)∈Γ α(ρ, σ)ρ
iσj, where Γ ⊂ Q+U , |Γ| =∞ and α(ρ, σ) ∈ R\{0}, then at
least one α(ρ, σ) is negative.
Proof. We know from Theorem 20 that p1,0 = p1,1 = p0,1 = 0 in random walk
R. Notice that there is at least one pairwise-coupled set from Γ that contains
countably infinitely many geometric terms due to Theorem 19. Without loss
of generality, we consider set Γ which only contains a single pairwise-coupled
set which is of the form given in (23) and assume that α(ρ1, σ1) = 1. Since
measure induced by Γ is the invariant measure, it follows from Theorem 19
that Bh(Γhp) = 0 and B
v(Γvq) = 0 for all p, q ∈ {1, 2, 3, · · · }. Note that
Bh{(ρ1, σ1), (ρ2, σ2)} = 0 indicates that α(ρ2, σ2) is uniquely determined by
α(ρ2, σ2) = −T1
T2
α(ρ1, σ1),
where
Ti = (1− 1
ρi
)h1 + (1− ρi)h−1 +
1∑
s=−1
ps,1 − σi(
1∑
s=−1
ρ−si ps,−1).
Next, α(ρ3, σ3) follows from B
v{(ρ2, σ2), (ρ3, σ3)} = 0. In similar fashion,
for k ∈ {1, 2, 3, · · · },
α(ρ2k, σ2k) = −T2k−1
T2k
α(ρ2k−1, σ2k−1) where ρ2k = ρ2k−1, σ2k < σ2k−1.
The following two facts allow us to show that there exists a positive integer
N such that
T2k−1
T2k
> 0 when k > N . First, we know p1,0 = p1,1 = p0,1 = 0
and limk→∞ ρk = 0 from Theorem 20. Secondly, the ergodic random walk
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Figure 8: The 2× 2 switch.
with no drift to northeast requires h1 + p1,−1 6= 0. Note
T2k−1
T2k
=
(1− 1
ρ2k−1
)h1 + (1− ρ2k−1)h−1 + p−1,1 − σ2k−1(
∑1
s=−1 ρ
−s
2k−1ps,−1)
(1− 1
ρ2k
)h1 + (1− ρ2k)h−1 + p−1,1 − σ2k(
∑1
s=−1 ρ
−s
2k ps,−1)
,
By using L’Hospital’s rule, we can conclude
lim
k→∞
T2k−1
T2k
=


h1+σ2k−1p1,−1
h1+σ2kp1,−1
, if h1 6= 0, p1,−1 6= 0;
1, if h1 6= 0, p1,−1 = 0;
σ2k−1
σ2k
, if h1 = 0, p1,−1 6= 0.
The non-negativity of
T2k−1
T2k
when k is large enough completes the proof.
5 Example: 2× 2 Switch
In this section we provide an example of a random walk for which the invari-
ant measure satisfies all conditions that have been obtained in the current
paper. In particular, we consider the 2×2 switch which has been studied by
Boxma and Van Houtum in [5].
A 2× 2 buffer switch has two input and two output ports. Such a switch
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is modeled as a discrete time queueing system with two parallel servers and
two type of arriving jobs(see Figure 8). Jobs of type i, i = 1, 2, are assumed
to arrive according to a Bernoulli stream with rate ri, 0 < ri ≤ 1. This
means that at every time unit the number of arriving jobs of type i is one
with probability ri and zero with probability 1 − ri. Jobs always arrive
at the beginning of a time unit, and once a job of type i has arrived, it
joins the queue at server j with probability tij, tij > 0 for j = 1, 2, and
ti,1 + ti,2 = 1. Jobs that have arrive at the beginning of a time unit are
immediately candidates for service. A server serves exactly one job per time
unit, if one is present. We assume the system is stable.
We now describe the 2× 2 switch by a random walk in the quarter-plane
with states (i, j), where i and j denote the numbers of waiting jobs at server
1 and server 2, respectively, at the beginning of a time unit. For a state (i, j)
in the interior of the state space, we only have transitions to the neighboring
state (i + s, j + t) with s, t ∈ {−1, 0, 1} and s + t ≤ 0. The corresponding
transition probabilities ps,t are equal to
p1,−1 = r1r2t11t12,
p0,0 = r1r2(t11t22 + t12t21),
p−1,1 = r1r2t12t22,
p0,−1 = r1(1− r2)t11 + r2(1− r1)t21,
p−1,0 = r1(1− r2)t12 + r2(1− r1)t22,
p−1,−1 = (1− r1)(1 − r2).
Each transition probability for the states at the boundaries can be written
as a sum of the probabilities ps,t. In Figure 9(a) all transition probabilities,
except those for the transition from a state to itself, are illustrated. In
31
→i
↑j
p1,−1
p
−1,1
p
−1,0+p−1,−1 p1,−1
p
−1,1
p0,−1+p−1,−1
p
−1,1
p1,−1
p
−1,1
p
−1,0
p
−1,−1 p0,−1 p1,−1
(a)
0 0.5 1 1.4
0.5
1
1.4
Q
H
V
(b)
Figure 9: The 2 × 2 switch. (a) Transition diagram. (b) Balance equations
for the 2 × 2 switch with r1 = 0.8, r2 = 0.9, t11 = 0.3, t12 = 0.7, t21 = 0.6,
t22 = 0.4.
Figure 9(b) the algebraic curves for Q, H and V are depicted.
It has been shown in [5] that the invariant measure for the 2 × 2 switch
is the sum of two alternating series of geometric terms, both of which have
infinite cardinality and are pairwise-coupled.
6 Conclusion
In this paper, we have obtained necessary conditions for the invariant mea-
sure of a random walk to be an infinite sum of geometric terms. These
conditions hold under a mild regularity condition on the structure of these
terms. Firstly, Theorem 14 says that each geometric term in the linear com-
bination must satisfy the interior balance equation. Secondly, Theorem 19
indicates that only a measure induced by finitely many pairwise-coupled
sets each with countably infinite cardinality may yield an invariant measure.
Thirdly, Theorem 20 shows that the invariant measure may be an infinite
sum of geometric terms only if there are no transitions to the North, North-
east or East. Finally, Theorem 21 requires at least one of the coefficients in
32
the linear combination to be negative.
A measurem that satisfied the above necessary conditions may indeed be
the invariant measure of a random walk. For example, the invariant measure
for the 2× 2 switch problem satisfies all the above conditions [5].
7 Acknowledgment
The authors thank Anton A. Stoorvogel for useful discussions. The authors
also wish to thank an anonymous reviewer for useful comments that have
helped to improve the presentation of the paper. Yanting Chen acknowledges
support through a CSC scholarship [No.2008613008]. This work is partly
supported by the Netherlands Organization for Scientific Research (NWO)
grant 612.001.107.
References
[1] I.J.B.F. Adan, G.J. van Houtum, J. Wessels, and W.H.M. Zijm. A
compensation procedure for multiprogramming queues. OR Spectrum,
15(2):95–106, 1993.
[2] I.J.B.F. Adan, J. Wessels, andW.H.M. Zijm. Analysis of the asymmetric
shortest queue problem. Queueing Systems, 8(1):1–58, 1991.
[3] I.J.B.F Adan, J. Wessels, and W.H.M Zijm. A compensation approach
for two-dimensional markov processes. Advances in Applied Probability,
25(4):783–817, 1993.
[4] I.J.B.F. Adan and W.H.M. Zijm. Analysis of the symmetric short-
est queue problem. Communications in statistics. Stochastic models.,
6(4):691–713, 1990.
33
[5] O.J. Boxma and G.J. Van Houtum. The compensation approach applied
to a 2× 2 switch. Probability in the Engineering and Informational
Sciences, 7(4):471–493, 1993.
[6] L. Brown, A. Shields, and K. Zeller. On absolutely convergent ex-
ponential sums. Transactions of the American Mathematical Society,
96(1):162–183, 1960.
[7] Y. Chen, R.J. Boucherie, and J. Goseling. The invariant measure of
random walks in the quarter-plane: Representation in geometric terms.
arXiv preprint arXiv:1207.5335,, 2014.
[8] J.W. Cohen and O.J. Boxma. Boundary value problems in queueing
system analysis. North Holland, 1983.
[9] A.B. Dieker and J. Moriarty. Reflected brownian motion in a wedge:
sum-of-exponential stationary densities. Electron. Commun. Probab,
14:1–16, 2009.
[10] G. Fayolle, R. Iasnogorodski, and V.A. Malyshev. Random walks in the
quarter-plane: algebraic methods, boundary value problems and applica-
tions, volume 40. Springer Verlag, 1999.
[11] C.G. Gibson. Elementary geometry of algebraic curves: an undergradu-
ate introduction. Cambridge University Press, 1998.
[12] G. Latouche and M. Miyazawa. Product-form characterization for a
two-dimensional reflecting random walk. Queueing Systems, pages 1–
19, 2014.
[13] M. Miyazawa. Tail decay rates in double qbd processes and related re-
flected random walks. Mathematics of Operations Research, 34(3):547–
575, 2009.
34
[14] M. Miyazawa. Light tail asymptotics in multidimensional reflecting pro-
cesses for queueing networks. Top, pages 1–67, 2011.
[15] M.F. Neuts. Matrix-geometric solutions in stochastic models: an algo-
rithmic approach. Dover Publications, 1981.
35
