In this paper we show that dimensionality reduction (i.e., Johnson-Lindenstrauss lemma) preserves not only the distances between static points, but also between moving points, and more generally between low-dimensional flats, polynomial curves, curves with low winding degree, and polynomial surfaces. We also show that surfaces with bounded doubling dimension can be embedded into low dimension with small additive error. Finally, we show that for points with polynomial motion, the radius of the smallest enclosing ball can be preserved under dimensionality reduction.
INTRODUCTION
In recent years there has been a flurry of research on algorithmic problems dealing with high-dimensional data sets such as text and image data [24, 21, 25] . Dimensionality reduction is a powerful tool in tackling these problems, as it overcomes the challenge of high dimensionality by mapping the data into a low-dimensional space while preserving essential properties of the data, thus enabling the problem to * P.A. and H.Y. are supported by NSF under grants CCR-00-86013, EIA-01-31905, CCR-02-04118, and DEB-04-25465, by an ARO grant W911NF-04-1-0278, and by a grant from the U.S.-Israel Binational Science Foundation. S.H.-P. is supported by a NSF CAREER award CCR-0132901.
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The random-projection method is a popular approach for dimensionality reduction. In this method, one chooses a random linear subspace of low dimension and projects the data onto that subspace. The famous Johnson-Lindenstrauss flattening lemma [23] states that pairwise distances are (1 + ε)-preserved when one projects a set P of n points into a random linear subspace of O(ε −2 log n) dimensions. The dimension of the host space cannot be (significantly) further reduced in general [5] . Subsequently, it has been shown that the random projection process can be performed with different projection matrices [2, 14, 16, 21] , which either simplifies the proof of the JL lemma or is computationally more convenient.
The random-projection method had wide success in solving high-dimensional algorithmic problems, including nearest neighbor search, learning Gaussian mixtures, clustering, machine learning, and processing image and text data [13, 6, 10] . See also the book [32] and the surveys [19, 20, 26] . Its versatility raises the possibility that random projection preserves much more information besides pairwise distances. In particular, Magen [28] showed that it preserves angles induced by subsets of points of P .
In this paper, we investigate what further information is preserved under random projections. Consider the problem of dimensionality reduction for high-dimensional timevarying data. This problem arises in a number of practical applications, such as video databases and complex motion databases (e.g., human motion or protein folding process, which has many degrees of freedom). The disadvantage of using SVD in dimensionality reduction for highdimensional time-varying data is that if one performs SVD on each snapshot of the data independently, the resulting low-dimensional data may lose the inherent smoothness of the original data along the time dimension. There has been work on how to compute a smooth SVD for time-varying matrices [8, 15] ; see also [9, 18] for other similar spectral analytic approaches for reducing the dimensionality of timevarying data. However, these methods involve expensive analytical machineries such as solving complex differential equations. In contrast, the random projection method applied to time-varying data appears much simpler and more intuitive, and naturally retains the smoothness of the data. However, while it is well-known that this method works for static data, it is not immediately clear whether it still works for time-varying data. This is because a projection that works for the initial configuration of the data does not necessarily provide a low-distortion embedding for future configurations. A natural question is whether there exist a lowdimensional linear subspace h ⊆ R d such that the projection of the data onto h is always a low-distortion embedding at all times. In this paper we answer this question in the affirmative. We also study the probblem of projecting a family of curves and surfaces so that pairwise distances between points on them are preserved.
Our results. We first show in Section 3 that random projection preserves the structure of curves, namely, for any two points on these curves, their distances are preserved. In fact, we prove an even more general result: given a collection of n surfaces of linearization dimension τ (see Section 2 for the definitions), if one embeds them into O(τ ε −2 log(nτ /ε)) dimensions, the projected surfaces preserve their structure in the sense that for any pair of points on these surfaces their distances are preserved. A similar observation for the linear case is implicit in the work of Magen [28] and explicit in the work of Sarlós [31] ; see also [7] for a similar recent result but under considerably stronger assumptions. This observation indicates that the JL lemma and dimensionality reduction do not only work for points, but also work for lowdimensional curves, flats or surfaces, and therefore preserve much more structure than was realized before.
In Section 4, we show that one can embed a surface of low doubling dimension into low dimension so that the distance between any pair of points on the surface is preserved with an additive error. Intuitively, a surface has a low doubling dimension if its geodesic metric behaves like a low dimensional metric.
Next, we study the problem of dimensionality reduction for high-dimensional curves whose central projection on the unit sphere, centered at the origin, has (finite) length ω. We show that for k = O(ε −2 log(ω/ε)), the projection of such a curve into a random k-dimensional linear subspace preserves pairwise distances of the points on the curve. This result implies an extension of the JL lemma to high-dimensional moving points: for k = O(ε −2 log(nω/ε)), the projection of a set of n moving points in R d into a random (but fixed) kdimensional linear subspace preserves pairwise distances of the moving points at all times. Note that even if ω is polynomial in n, the above bound is still about O(ε −2 log(n/ε)), which is close to the bound in the JL lemma.
Finally, in Section 6 we show that, besides preserving pairwise distances of the moving points, random projection is able to preserve the radius of the smallest enclosing ball of the moving points at every moment of the motion. While a similar result holds easily for random projections of static point sets, more careful arguments that borrow ideas from coresets [12] are needed to establish this fact for embeddings of moving points.
PRELIMINARIES
Embeddings. We use · to denote the L2-norm throughout the paper. Let P be a set of points in R d . A map f : P → R k is called a D-embedding (or embedding with distortion D) of P if there is a number c > 0, referred to as the scaling parameter of the embedding, such that for every p, q ∈ P ,
Namely, a D-draft preserves the distances of the points in P to the origin. Note that a linear D-draft of {p − q | p, q ∈ P } is a D-embedding of P .
Let h be a linear subspace of
Lemma 1 (JL Lemma, [23] ). Let P be a set of n points in R d , let k ≤ d be an integer, let 0 < ε < 1 be a parameter, and let h be a random linear subspace of dimension k. Then ⇓ h (P ) is a (1 + ε)-embedding of P with probability at least 1 − n 2 exp`−ε 2 k/c JL´, where c JL is a constant. Alternatively, for any β > 1, with probability at least 1−n 2 exp`−(β − 1) 2 k/c JL´, the following holds for every pair p, q ∈ P :
where c is a scaling parameter.
The JL Lemma implies that for k = O(ε −2 log n), the projection into a random linear subspace of dimension k is a (1 + ε)-embedding of P with high probability. We now introduce the notion of embeddings of moving points.
Definition 1 (Embedding of moving points). Let P be a set of points moving in R d , and let S be another set of points moving in R k . A bijection f : P → S is called a D-embedding of P if there is a scaling parameter c > 0 such that for every p, q ∈ P and for every t ∈ R,
where e p = f (p) and e q = f (q).
Curves and winding degree. In the following, let S
, and let |ξ| denote its arclength. We refer to |S(ξ)| as the winding degree of a curve ξ.
A curve ξ(t) = (ξ1(t), · · · , ξ d (t)), for t ∈ R, is called a polynomial curve of degree ω if each ξi is a polynomial of t of degree at most ω. A variant of the well-known CauchyCrofton formula [30] states that, for any curve ξ in R d ,
where L is the set of all linear hyperplanes in R d and #(ξ∩h) counts the number of intersections between ξ and h ∈ L. Since every linear hyperplane h ⊂ R d intersects a polynomial curve ξ of degree ω at most ω times, the winding degree of ξ is at most πω. Hence, the winding degree can be viewed as an extension of polynomial degree.
Let P be a set of moving points in R d . The motion of P is polynomial of degree ω if the trajectory of each point in P is a polynomial curve of degree at most ω. The motion of P has winding degree ω if for each pair p, q ∈ P , the winding degree of the curve p(t) − q(t) is at most ω. That is, from each point's viewpoint, the trajectory of every other point is a curve of winding degree at most ω. Motion arising in many real-world applications has a small winding degree.
Surfaces, linearization, and doubling dimension. Some of our results on curves and moving points, in fact, extend to the more general surfaces. A ψ-dimensional (parametric) surface is a map M :
We say that M is a polynomial surface of degree ω if each pi is a polynomial of degree at most ω.
Let d M (·, ·) denote the geodesic distance on M. For a point p ∈ M and a number r ≥ 0, let
The doubling constant λ of M, defined as the minimum over m ∈ N such that every ball in M can be covered by at most m balls of at most half the radius (note that the balls are, again, geodesic balls). The doubling dimension of M is defined as τ = log 2 λ . Intuitively, the doubling dimension is an extension of the standard Euclidean dimension, and a surface with low doubling dimension can be thought of as having low dimension.
Let
. We refer to τ as the linearization dimension of F, and say that F admits a linearization of dimension τ . Agarwal and Matoušek [4] described an algorithm that computes a linearization of the smallest dimension under certain weak assumptions. We say that a surface
for every x,
thereby implying that M is contained in an affine subspace of dimension τ .
As in the JL lemma, we can embed a surface M ⊂ R d into R k by randomly choosing a linear subspace h of R d and then projecting M onto h. The following lemma states that we can focus on the distortion of S(M) when we embed M via ⇓ h .
Proof. Since ⇓ h is a linear operator, for any point p ∈ M,
as required.
EMBEDDING OF SURFACES WITH SMALL LINEARIZATION DIMENSION
In this section, we prove embedding bounds for surfaces with bounded linearization dimension, which can be used to obtain a weaker bound on the embedding of moving points. Let ei be the intersection point of S d−1 with the (+xi)-axis, i.e., the unit vector in direction along the (+xi)-axis. For k ≤ d, we define the k-diamond , denoted by 3 k , to be conv(±e1, · · · , ±e k ), which is the "unit ball" in R k centered at the origin under the L1-norm. Note that 3 k contains a (Euclidean) ball of radius 1/ √ k centered at the origin. In our applications, we will be working in a random k-dimensional linear subspace h (instead of R k ). We assume that we have an orthonormal basis in h, and 3 k is defined with respect to this basis.
where ε ≤ 1/10 is a parameter, and let h be a linear subspace in
Proof. Let p1, · · · , p 2k be the vertices of σ. Fix a point p ∈ σ. By convexity, we can write
Hence, by the triangle inequality,
Similarly,
Furthermore, observe that p0 − ε ≤ p ≤ p0 + ε. As such, we obtain
since p0 = 1 and ε ≤ 0.1. This implies that the mapping is a D-draft of p (with scaling parameter c/(1 − 2ε)) for
as desired.
log(τ /εδ)´, and let h be a random linear subspace of dimension k. Then ⇓ h (M) is a (1 + ε)-draft as well as a (1 + ε)-embedding of M with probability at least 1 − δ.
Proof. Since M is a surface with linearization dimension τ , by Lemma 2, there exists a linear subspace
Note that X is a τ -hypersphere. Let N be an α-net of X, where α = ε/(8 √ τ + 1); |N | = O((4/α) τ ) (see, e.g., [29] ). The balls of radius α centered at the points of N cover X. In particular, the set
Next we let P = N ∪ {v1, · · · , vτ+1}, where v1, · · · , vτ+1 are the intersection points of S d−1 with an orthonormal basis in h that is being used to define 3τ+1. Clearly,
, the projection into a k-dimensional random linear subspace h is a (1 + ε/8)-draft of P with probability at least 1 − δ. By Lemma 4, the projection ⇓ h is then a (1 + ε)-draft of X. Since S(M) ⊆ X, Lemma 3 implies that ⇓ h is a (1 + ε)-draft of M as well as h.
Moreover, observe that p − q ∈ h for any pair of points p, q ∈ M ⊆ h. Since the projection into h is a (1 + ε)-draft of all points in h, it is also a (1 + ε)-draft of {p − q | p, q ∈ M}, thereby implying that this projection is a (1 + ε)-embedding of M as well.
Next, let M1 and M2 be two surfaces that have (combined) linearization dimension τ . Then by definition, the surface M defined as M(x, y) = M1(x) − M2(y) also has linearization dimension τ . By Lemma 5, the random projection into k dimensions is a (1+ε)-draft of M with probability at least 1− δ, for k = O`τ ε −2 log(τ /εδ)´. In other words, not only this projection preserves the pairwise distances within each of M1 and M2, it also preserves the pairwise distances between points of M1 and M2. This claim can be easily extended to n surfaces. We thus summarize:
EMBEDDING OF SURFACES WITH SMALL DOUBLING DIMENSIONS
The following theorem shows that for a surface of bounded doubling dimension and geodesic diameter, one can embed it into low dimensions and preserve distances with additive error.
d be a surface with doubling dimension τ and geodesic diameter ∆, let ε, δ > 0 be parameters, let k = O(τ ε −2 log(1/(δε))), and let h be a random linear subspace of dimension k. Then, with probability at least 1 − δ, for every p, q ∈ M, it holds
Here c is a scaling parameter.
Proof. The proof is somewhat similar to the proof of Indyk and Naor [22] . Let b be a sufficiently large constant to be specified shortly, and let τi = ε∆ b · 8 i for i ≥ 0. Let Ni be a τi-net of M. By the doubling dimension property,
For any point p ∈ M, let ui(p) be the nearest neighbor of p in Ni.
By the JL Lemma, with probability at least 1 − δ/2, the mapping ⇓ h is a (1 + ε/10)-embedding of N0. For simplicity, let T = c· ⇓ h , where recall c is the scaling parameter of ⇓ h . Observe that for any p, q ∈ M, it holds
by the triangle inequality. Similarly,
Assume, for the time being, that the distance between ui(p) and ui+1(p) gets expanded by at most a factor of 4 i+1 by the embedding T , for any p ∈ M and i ≥ 0. Observe that limi→∞ ui(p) = p, for any p ∈ M. Furthermore, by the triangle inequality, for any p ∈ M, we have
Therefore, for any p, q ∈ M,
(by (2) and (3))
A similar argument shows that
By the JL Lemma, the probability that the distance between any pair of points of Ni ∪ Ni+1 get expanded by a factor larger than 4 i+1 is at most
for k = Ω(τ ln(1/ε) + ln(1/δ)). In particular, the probability that this embedding fails for any pair in Ni × Ni+1, for i = 1, . . . , ∞, is bounded by P ∞ i=0 (δ/2 i+2 ) ≤ δ/2. The second claim can be proved in a similar manner.
In particular, observe that any curve (of finite length) in R d has doubling dimension 2 if we consider the metric to be the distance along the curve (note that if instead we use the Euclidean distance, then the doubling dimension of a curve might be Θ(d)).
d be a curve of length . Let ε, δ > 0 be parameters, let k = O(ε −2 log(1/(δε))), and let h be a random linear subspace of dimension k. Then, with probability at least 1 − δ, for every p, q ∈ ξ, we have
Remark. Corollary 1 cannot be strengthened to hold for multiplicative error. Indeed, let S = {p1, . . . , pn} be an α-net on the sphere S d−1 , for a sufficiently small α > 0. Consider the polygonal curve ξ, starting at the origin and having P i j=1 pi as its ith vertex. Clearly, ξ is multiplicatively preserved by an embedding only if the distance of every point of S to the origin is preserved. However, if k < d, then any linear map of R d into R k has a linear subspace of dimension n − k that is mapped to the origin (this is the kernel of the mapping). Namely, it has arbitrarily bad distortion, and picking α small enough, we can come arbitrarily close to this region of singularity (as far as distortion is concerned) in the embedding.
BETTER EMBEDDING OF CURVES AND MOVING POINTS
Using results of the previous section, we are now able to prove our main result for embeddings of curves and moving points with bounded winding degree.
Lemma 6. Let ξ ⊆ R d be a curve with winding degree ω, let ε, δ > 0 be parameters, k = O(ε −2 log(ωd/εδ)), and let h be a random linear subspace of dimension k. Then ⇓ h is a (1 + ε)-draft of ξ with probability at least 1 − δ.
Proof. The proof is similar to that of Lemma 5. By Lemma 3, it suffices to prove the lemma for S(ξ). Set α = ε/(8 √ d), and let Q be an α-net for the curve S(ξ), where
Since each simplex σp ∈ Σ contains a ball of radius ε/(8 √ d) = α centered at p, the set Σ covers S(ξ). See 
. By the JL Lemma, the projection ⇓ h is a (1 + ε/8)-draft of P with probability at least 1 − δ. By Lemma 4 (and noting that the scaling parameter for each σ ∈ Σ is the same in the lemma), ⇓ h is a (1 + ε)-draft of S σ∈Σ σ ⊇ S(ξ). Note that if ξ is a curve of length such that p ≥ 1/2 for all p ∈ ξ, then ξ is of winding degree O( ). Therefore Lemma 6 implies the following.
Corollary 2. Let ξ ⊆ R d be a curve of length such that p ≥ 1/2 for all p ∈ ξ, let ε, δ > 0 be parameters, let k = O(ε −2 log( d/εδ)), and let h be a random k-dimensional linear subspace. Then ⇓ h is a (1 + ε)-draft of ξ with probability at least 1 − δ.
2 ), and let h be a random linear subspace of dimension k. The expected length of ⇓ h (ξ) is bounded by (1 + bε) |ξ| /c, where c is the scaling parameter and b > 0 is an absolute constant.
Proof. This follows from the JL lemma. Indeed, consider the approximation to ξ by a polygonal line having m (equally spaced) vertices. Bound the expected length of each edge of this polygonal line in the projection using the JL lemma. Now, using linearity of expectation, and by taking the limit (over m), the claim follows.
Theorem 3. Let ξ be a curve of winding degree ω in R d . Let ε, δ > 0 be parameters, k = O(ε −2 log(ω/εδ)), and let h be a random linear subspace of dimension k. Then ⇓ h is a (1 + ε)-draft of ξ with probability at least 1 − δ.
2 log(ω/(εδ))´. Let g be a random linear subspace of dimension m. By Corollary 1, with probability at least 1 − δ/3, for every p ∈ S(ξ), we have
where c is a scaling parameter. Choosing c = c/(1 − ε/10), we obtain
Hence ⇓g is a (1 + ε/3)-draft of S(ξ) with probability at least 1 − δ/3 (and with scaling parameter c ). Let ξ =⇓g(S(ξ)), and set η = c · ξ . Observe that for any p ∈ η, p ≥ 1 − ε/10 ≥ 1/2. Moreover, Lemma 7 implies that
By Markov's inequality, Pr[|η| ≥ b ω/δ] ≤ δ/3, where b is some constant. Let h be a random linear subspace of g of dimension
By Corollary 2, ⇓ h is a (1 + ε/3)-draft of η, and thus also a (1 + ε/3)-draft of ξ , with probability at least 1 − δ/3. Hence, with probability at least 1 − δ, the composition
Since g is a random m-dimensional linear subspace of R d and h is a random k-dimensional linear subspace of g, it follows that h is a random k-dimensional linear subspace of R d . Using Lemma 3, we conclude that the projection of R d onto h is a (1 + ε)-draft of ξ with probability at least 1 − δ.
The existence of an embedding of moving points is a direct consequence of Theorem 3.
Theorem 4. Let P be a set of n moving points in R d whose motion is of winding degree ω. Let ε, δ > 0 be given parameters, let k = O(ε −2 log(nω/εδ)), and let h be a random linear subspace of dimension k. With probability at least 1 − δ, the projection ⇓ h is a (1 + ε)-embedding of P .
Proof. For each p, q ∈ P , the projection ⇓ h is a (1 + ε)-draft of the curve p(t) − q(t), with probability at least δ/n 2 , by Theorem 3. Consequently, with probability at least 1−δ, a projection into a random linear subspace of dimension k is a (1 + ε)-embedding of P , as desired.
EMBEDDING PRESERVES RADIUS OF SMALLEST ENCLOSING BALL
Let P be a set of n points in R d . Let B(P ) denote the smallest enclosing ball of P , and let rad(P ) denote the radius of B(P ). In this section we study to what extent rad(P (t)) is preserved when we project a set P of moving points into low dimensions; here P (t) denotes the configuration of P at time t. This is motivated by certain applications in which, in addition to preserving pairwise distances, one may also wish to preserve the radius of each cluster in the time-varying data, so as to retain meaningful clustering information when projecting high-dimensional data into a low-dimensional space.
Intuitively, if the pairwise distances within P are scaled by a factor of c after embedding, then it is natural to ask whether the radius rad(P ) is also scaled by a factor of c after embedding. Given an embedding with this property holding at all times, an immediate consequence is that one can simply compute an approximation to rad(P (t)) at any time t in a low-dimensional space instead of in the original space R d .
Embedding of static points
For a static point set P , it is easy to show that a random projection of P does preserve rad(P ). This is probably a folklore, but we include a proof here for the sake of completeness.
Lemma 8. Let P be a set of n points in R d , and let ε, δ > 0 be parameters. Let h be a random linear subspace of dimension k = O(ε −2 log(n/δ)). Then with probability at least 1 − δ, it holds
Proof. Let z be the center of the ball B(P ). By the JL Lemma (Lemma 1), with probability at least 1 − δ, the projection ⇓ h is a (1 + ε)-draft of {p − z | p ∈ P }, which we shall assume. Further, let Q = P ∩ ∂B(P ). Clearly, z lies inside the convex hull of Q [17] . As such, ⇓ h (z) is also inside the convex hull of ⇓ h (Q) in h. Let w ∈ h be the center of B(⇓ h (P )). If w =⇓ h (z), then for every p ∈ P ,
implying the lemma. Hence, assume that w =⇓ h (p). Let h be the hyperplane passing through ⇓ h (z) and normal to the vector w− ⇓ h (z), and let h + be the closed halfspace bounded by h and not containing w. Then there exists at least one point q ∈ Q such that ⇓ h (q) ∈ h + . Consequently,
On the other hand, it is clear that
Putting things together, we obtain the claimed result.
Embedding of moving points
We next show a similar result for embeddings of moving points with polynomial motion (we cannot obtain a similar result for the more general motion of bounded winding degree). Note that a direct extension of the proof of Lemma 8 does not work because the trajectory of the center of B(P (t)) may have high descriptive complexity (the best known bound is O(n d+1 )). Let ε > 0 be a parameter and P be a set of n points in R d . Consider the following algorithm by Bȃdoiu and Clarkson [12] for computing an ε-approximation of B(P ). We will refer to this algorithm as compEncBallAprx. Pick an arbitrary point p0 ∈ P and let z0 = p0. In the ith iteration, let pi ∈ P be the point farthest away from zi−1 and let zi = (1/(i + 1)) P i j=0 pj be the centroid of p0, . . . , pi. (Note that a point may appear multiple times in the sequence, in which case it is considered with multiplicity in the computation of zi.) Repeat this process α = O(1/ε 2 ) times. It was shown in [12] that the distance between the final output zα and the center of B(P ) is at most (ε/3) rad(P ). Their argument can be adapted to show that it suffices to choose pi to be a (1 − ε 2 /b)-approximate farthest point of zi in each step, for some sufficiently large constant b.
For a set X ⊆ R d and a point p ∈ R d , let F X (p) = max q∈X p − q denote the distance between p and its farthest neighbor in X. A sequence σ = p0, p1, · · · , pα of points from P is (1 − ε 2 /b)-faithful with respect to P if for every 0 ≤ i ≤ α, the point pi is at distance at least (1 − ε 2 /b)FP (zσ,i−1) from zσ,i−1, where zσ,i−1 = (1/i) P i−1 j=0 pj . Namely, a (1 − ε 2 /b)-faithful sequence can be interpreted as a trace of an execution of the compEncBallAprx algorithm which would output a (1 + ε/3)-approximate smallest enclosing ball to the given points.
Theorem 5. Let P be a set of n points in R d moving with degree of motion ω, and ε, δ > 0 be parameters. Let k = O`(1/ε 6 ) log(nω/εδ)´, and let h be a random linear subspace of dimension k. Then with probability at least 1−δ, for every time t ∈ R,
Proof. Let V be the set created from P by adding to it all the centroids of multisets of P of size at most O(1/ε 2 ).
Since the point set V has size n O(1/ε
2 ) , and all the points in it have degree of motion ω, one can apply Theorem 4 to V , with distortion 1 + ε 2 /b. The resulting random linear subspace h has dimension
and with probability at least 1 − δ, the mapping ⇓ h is a (1 + ε 2 /b)-embedding of V at any point in time. Running the algorithm compEncBallAprx on the points of ⇓ h (V (t)), at time t, yields a sequence σ of points. The sequence can only be made out of the points that are in ⇓ h (P (t)). Indeed, any other point of ⇓ h (V (t)) is a convex combination of points of ⇓ h (P (t)) and cannot be the farthest neighbor of any point in the sequence, implying that σ ⊆⇓ h (P (t)).
Let b σ be the sequence of original points of P that corresponds to the points of σ. Observe that the centroid of any prefix of b σ is in V , by definition. Since ⇓ h (V ) is a (1 + ε 2 /b)-embedding, it follows that the sequence b σ is (1 − ε 2 /b)-faithful. Let z be the centroid of b σ. Let R be the radius of the smallest enclosing ball of P (t) centered at z, and r be the radius of the smallest enclosing ball of ⇓ h (P (t)) centered at ⇓ h (z). By the above discussion, we have rad(P (t)) ≤ R ≤ (1 + ε/3) rad(P (t)) and rad(⇓ h (P (t))) ≤ r ≤ (1 + ε/3) rad(⇓ h (P (t))).
On the other hand, since z ∈ V and ⇓ h is (1 + ε 2 /b)-embedding, it follows that
where c h is the scaling parameter of the embedding ⇓ h . By combining the above three inequalities, we obtain
and
Setting c = c h (1+ε/3) and noting that (1+ε/3) 2 (1+ε 2 /b) ≤ 1+ε for a sufficiently large constant b, we obtain the claimed theorem.
Coresets for the smallest enclosing ball of high-dimensional moving points
In this section we provide an extension of Bȃdoiu and Clarkson [12] result to moving points in high dimensions, which may be of independent interest. Lemma 9. Let P be a set of n points with polynomial motion of degree ω in R d and b > 0 be a prespecified constant. Let q ∈ R d be another point that also moves along a polynomial trajectory of degree ω. Then for any ε > 0, there is a subset Q ⊆ P of O(ω 2 /ε 2 ) points so that, at any time t ∈ R, one of the points in Q is a (1 − ε 2 /b)-approximate farthest neighbor of q(t) in P (t), i.e., for all t ∈ R, we have
Proof. For a point p ∈ P , we define fp(t) = p(t) − q(t) . Set F = {fp | p ∈ P ∪ {q}}. Each function fp(t) ∈ F is the square root of a (positive) polynomial of degree at most 2ω.
, in the sense that for any t ∈ R,
Observe that min fp∈F fp(t) = fq(t) = 0 for all t ∈ R. This implies max fp∈G fp(t) ≥ (1 − ε 2 /b) max fp∈F fp(t). Therefore, if we let Q = {p ∈ P | fp ∈ G}, then
which implies Q is the desired subset we seek. Note that the size of Q is independent of the dimension d of the ambient space.
Lemma 10. Let P be a set of n points with polynomial motion of degree ω in R d , and let ε, δ > 0 be parameters. Let
log(ω/ε))´sequences of points of P , such that at any time t ∈ R, at least one sequence σ ∈ Σ is (1 − ε 2 /b)-faithful with respect to P (t).
Proof. For 1 ≤ i ≤ α, we construct a collection Σi of sequences of i points from P in the following way. For i = 1, we pick an arbitrary point p ∈ P and set Σ1 = { p }. To construct Σi for i ≥ 2, we proceed as follows. For each sequence σ ∈ Σi−1, the centroid zσ of the sequence moves with polynomial degree ω. By Lemma 9, we can find a subset Qσ ⊆ P of O(ω 2 /ε 2 ) points so that at any time t ∈ R, Qσ(t) contains a (1 − ε 2 /b)-approximate farthest neighbor of zσ(t) in P (t). We set Σi = [
where σ • q denotes the sequence obtained by appending q to σ. Note that |Σα| =`O(ω 2 /ε 2 )´α, and by construction at any time at least one sequence in Σα is (1 − ε 2 /b)-faithful. Setting Σ = Σα, we obtain the lemma.
By letting Q = S σ∈Σ {q | q ∈ σ}, and using the argument in Bȃdoiu and Clarkson [12] , we obtain the following extension of their result for moving points.
Theorem 6. For any set P of n points in R d with polynomial motion of degree ω, there exists an ε-coreset Q ⊂ P of size exp`O(ε −2 log(ω/ε))´, in the sense that for any time t ∈ R, rad(Q(t)) ≤ rad(P (t)) ≤ (1 + ε) rad(Q(t)).
CONCLUSIONS
In this paper we presented some progress towards the problem of dimensionality reduction for time-varying data. Our results indicate that the JL lemma and dimensionality reduction in fact preserve much more structure than was realized before. In particular, they work for more general low-dimensional objects including curves, flats and surfaces. Some of our results can be further extended to the noisy setting. For example, although in Theorem 3 we have assumed the curve to be of bounded winding degree, the proof in fact suggests that as long as a curve ξ can be approximated by another curve η with winding degree ω, in the sense that the Hausdorff distance between S(ξ) and S(η) is O(1/ √ d), then a similar result remains true for ξ.
Besides embedding time-varying data in Euclidean space, a similar problem is embedding time-varying metrics into normed spaces. A celebrated result by Bourgain [11] states that every n-point metric space (X, d) can be embedded into p (p ≥ 1) with O(log n) distortion. Furthermore, one can choose the dimension of the host space to be O(log n) [1] . Now consider the case in which the distances between objects in a metric space (X, d) can change over time. More precisely, if the distance of any two objects u, v ∈ X is a function of time t ∈ R, then (X, d) is called a time-varying metric space. For example, if the lengths of the edges in a graph are functions of time t, then the shortest path metric on the graph induces a time-varying metric space. We can obtain a similar result for embedding time-varying metrics into normed spaces as follows. Let (X, d) be a time-varying metric such that the distance of any pair of objects in X is a polynomial of t of degree at most ω. Then there exists a set P (t) of n continuously moving points in k p where k = O(log(nω)) for p ∈ [1, 2] and k = O(log n log(nω)) for p > 2, such that for any t ∈ R, P (t) is an embedding of (X, d) at time t into k p with distortion O(log n). The claim follows by adapting of the proof of Linial, London, and Rabinovich [27] and using Theorem 4; the result can be extended to other well-behaved functions besides polynomials.
