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Abstract
Let Sn = X1 + · · ·+Xn be an irreducible random walk on the one dimensional
integer lattice with zero mean, infinite variance and i.i.d. increments Xn and obtain
an upper and lower bounds of the potential function, a(x), of Sn in the form
a(x) ≍ x/m(x) under a reasonable condition on the distribution ofXn; we especially
show that as x→∞
a(x) ≍ x
m−(x)
and
a(−x)
a(x)
→ 0 if lim
x→+∞
m+(x)
m−(x)
= 0,
wherem±(x) =
∫ x
0 dy
∫∞
y P [±X1 > u]du. The results are applied in order to obtain
a sufficient condition for the relative stability of the ladder height and estimates
of some escape probabilities from the origin; we show among others that under
the above condition on m± P [Sn > 0] → 1/α if and only if the probabilities of
exiting a long interval [−Q,R] through the upper boundary converges to λα−1 as
Q/(Q+R)→ λ for any 0 < λ < 1.
Key words: recurrent random walk; potential function; zero mean; infinite vari-
ance; escape probability; two-sided exit problem; relatively stable; ladder height
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1 Introduction and Statements of Results
We study asymptotic properties of the potential function a(x) of a recurrent random walk
on the integer lattice Z with i.i.d. increments. Denote by F the common distribution
function of the increments and let X be a random variable having the distribution F .
Let (Ω,F , P ) be the probability space on which X as well as the random walk is defined
and E the expectation by P . Then a(x) is defined by
a(x) =
∞∑
n=0
(P [S0n = 0]− P [S0n = −x]),
where S0n denotes the random walk started at 0 (see Section 5); the infinite series on the
RHS is convergent, and if σ2 = EX2 < ∞ then a(x + 1) − a(x) ∼ ±1/2σ2 as x → ±∞
(∼ designates that the ratio of two sides of it tends to 1), whereas in case σ2 = ∞, the
known result on the behaviour of a(x) for large values of |x| is less precise: it says only
that
a(x+ 1)− a(x)→ 0
1
and
a¯(x) :=
1
2
[
a(x) + a(−x)]→∞ (1.1)
as |x| → ∞ (cf. [23, Sections 28 and 29]), unless F satisfies some specific condition like
regular variation of its tails. In this paper we suppose that the walk is irreducible,
EX = 0 and σ2 =∞ (1.2)
unless the contrary is stated explicitly, and obtain an expression of the growth rate of
a¯ in terms of a certain functional of F for a large class of F and observe that if the
right-hand tail of F is asymptotically negligible ‘in average’ in comparison to the left-
hand tail, then a(x)/a(−x) → 0. The potential function a plays a fundamental role for
the analysis of the walk, especially for the walk killed on hitting the origin, the Green
function of the killed walk being given by g(x, y) = a(x) + a(−y) − a(x − y). We shall
give some applications of the results based on this fact mostly in case when one tail of F
is negligible relative to the other.
In order to state the results we need the following functionals of F that also bear a
great deal of relevance to our analysis: for x ≥ 0, t ≥ 0
µ−(x) = P [X < −x], µ+(x) = P [X > x], µ(x) = µ−(x) + µ+(x);
η±(x) =
∫ ∞
x
µ±(y)dy, η(x) = η−(x) + η+(x);
c±(x) =
∫ x
0
yµ±(y)dy c(x) = c+(x) + c−(x);
m±(x) =
∫ x
0
η±(t)dt, m(x) = m+(x) +m−(x);
α±(t) =
∫ ∞
0
µ±(y) sin ty dy, α(t) = α+(t) + α−(t);
β±(t) =
∫ ∞
0
µ±(y)(1− cos ty)dy, β(t) = β+(t) + β−(t);
γ(t) = β+(t)− β−(t);
and ψ(t) = EeitX .
Here x designates a real number, whereas x is always an integer in a(x); this duplicity
will cause little confusion. An integration by parts shows m±(x) = c±(x) + xη±(x).
Theorem 1. For some universal constant C∗ > 0
a¯(x) ≥ C∗x/m(x) for all sufficiently large x ≥ 1.
One consequence of this theorem is the implication
∑
a¯(x)P [X > x] <∞ =⇒
∫ ∞
1
xP [X > x]
m(x)
dx <∞ (1.3)
which bears immediate relevance to criteria for the summability of the first ascending
ladder height, Z say. The integrability condition on the RHS of (1.3), which entails
m+(x)/m(x) → 0 under σ = ∞ as is easily seen, is equivalent to the necessary and
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sufficient condition for EZ <∞ due to Chow [4]. (1.3) is verified in [25] by considerably
intricate arguments and constitutes one of the key observations in [24] that lead to the
following equivalence relations
∑
a¯(x)P [X > x] <∞ ⇐⇒ EZ <∞ ⇐⇒
∫ ∞
1
xP [X > x]
m−(x)
dx <∞
without recourse of Chow’s result (see Section 4 (especially Lemma 4.1) of [24]).
The following condition will be required for an upper bound of a¯:
(H) δH := lim inf
t↓0
α(t) + |γ(t)|
η(1/t)
> 0.
Note that 1− ψ(t) = tα(t) + itγ(t).
Theorem 2. (i) If condition (H) holds, then for some constant C∗H depending only on
δH ,
a¯(x) ≤ C∗H x/m(x) for all sufficiently large x ≥ 1.
(ii) If [α(t) + |γ(t)|]/η(1/t)→ 0 ( t ↓ 0), then a¯(x)m(x)/x→∞ (x→∞).
According to Theorems 1 and 2 if (H) holds, then a¯(x) ≍ x/m(x) as x → ∞ (i.e.,
the ratio of two sides of it is bounded away from zero and infinity), which entails some
regularity of a(x) like the boundedness of a¯(y)/a¯(x) for 1 ≤ x ≤ y ≤ 2x, while in general
a¯(x) may behave very irregularly as will be exhibited by an example (see Section 6.2).
Condition (H) is implied by each of the following three conditions
lim sup
x→∞
µ+(x)
µ−(x)
< 1; (1.4)
lim sup
x→∞
x[η+(x) ∧ η−(x)]
m+(x) ∨m−(x) <
1
4
; (1.5)
lim sup
x→∞
xη+(x)
m+(x)
< 1 or lim sup
x→∞
xη−(x)
m−(x)
< 1, or lim sup
x→∞
xη(x)
m(x)
< 1. (1.6)
That (1.4) is sufficient for (H) is immediate in view of limt↓0 β(t)/t =∞. The sufficiency
of the other two conditions (1.5) and (1.6) will be verified in Section 2 (Lemma 2.10 for
(1.5) and Lemmas 2.9 and 2.5 for (1.6)).
There is a gap between the assumptions of (i) and (ii) of Theorem 2. Examining
various examples led the present author to conjecture that condition (H) is the correct
one for a¯(x) ≤ Cx/m(x). In any way the next result shows that when the distribution
of X is nearly symmetric in the sense that
m−(x)/m+(x)→ 1 as x→∞, (1.7)
condition (H) is necessary as well as sufficient in order that a¯(x) is comparable to x/m(x)
(since lim inf α(t)/η(1/t) = 0 implies lim inf c(x)/m(x) = 0: see Lemma 2.5).
Theorem 3. (i) Condition (1.7) implies limt↓0 γ(t)/tm(1/t) = 0.
(ii) If limt↓0 γ(t)/tm(1/t) = 0, then each of the three inequalities in the disjunction
(1.6) is a necessary condition in order for lim supx→∞ a¯(x)m(x)/x <∞ to hold.
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In the applications as well as the next result we consider the walk S under the con-
dition m+(x)/m−(x)→ 0 as x→ +∞, which for simplicity we write m+/m→ 0.
Theorem 4. Suppose m+/m→ 0. Then δH = 1 in (H) and
a(−x)
a(x)
→ 0 as x→ +∞.
Proposition 1.1. If (H) holds, then for 1 < x < R,
∣∣∣∣1− a¯(x)a¯(R)
∣∣∣∣ ≤ C
(
1− x
R
)1/4
for some constant C that depends only on δH .
From Proposition 1.1 it plainly follows that a¯(x)/a¯(R) → 1 as x/R → 1, which fact
is what we need for our applications, but not trivial even if the condition m+/m→ 0 is
assumed. The exponent 1/4 can be replaced by a greater number.
Theorems 1, 2 and 4 are applied to the asymptotic estimate of the upwards overshoot
distribution of the walk over a high level, R say, as well as of the probability of its escaping
the origin and going beyond the level R or ±R. The overshoot distribution is related
to the relative stability of the ladder height variable which has been studied in [22],
[15], [6] etc. when X is in the domain of attraction of a stable law, whereas the escape
probability of this kind seems to have rarely been investigated. It seems hard to have a
definite result in general for these subject. Under the condition m+/m → 0, however,
the theorems mentioned above are effectively used to yield natural results. We shall
obtain a sufficient condition for the relative stability of the ladder height (Proposition
5.1) and the asymptotic forms of the escape probabilities (Proposition 5.5 (one-sided)
and Propositions 5.6 and 5.7 (two-sided)). As a byproduct of these results we deduce
under m+/m→ 0 the asymptotic monotonicity of a(x), x > 0 by showing that
P [σ0[R,∞) < σ
0
{0}] ∼ 1/a(R)
(see Corollary 5.3) as well as the following result on the classical two-sided exit problem
that has not been satisfactorily answered in case σ2 =∞. Denote by σxB the first entrance
time into a set B of the walk starting at x and by Vds(x) the renewal function for the
weak descending ladder height process of the walk. Then Vds(x)/a(x) is slowly varying
at infinity and uniformly for 1 ≤ x ≤ R,
P [σx[R,∞) < σ
x
(−∞,0]] ∼ Vds(x− 1)/Vds(R) (1.8)
as R→∞ (Proposition 5.2).
For Le´vy processes having no upwards jumps there is an identity for the corresponding
probability (cf. [8, Section 9.4] and (1.8) is an exact analogue of it for the walk. In [30]
the equivalence (1.8) is obtained under some auxiliary conditions other than m+/m→ 0
and the related estimates are given.
Combined with [24, Theorem 1.1] the formula (1.8) will lead to the following result.
Let ⌊c⌋ denote the integer part of a real number c.
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Theorem 5. Suppose m+/m→ 0. For a constant α ≥ 1 the following are equivalent
(a) P [Sn > 0]→ 1/α,
(b) m−(x) is regularly varying with index 2− α,
(c) P⌊λR⌋[σ[R,∞) < σ(−∞,0]]→ λα−1 (R→∞) for 0 ≤ λ ≤ 1,
(d) Vds(x) is regularly varying with index α− 1,
(e) a(x) is regularly varying with index α− 1.
Corollary 1.1. (i) If m+/m → 0, then F belongs to the domain of attraction of the
normal law if and only if one of conditions (a) to (e) holds with α = 2.
(ii) If µ+/µ → 0 and 1 < α < 2, then F belongs to the domain of attraction of a
stable law of exponent α if and only if one of (a) to (e) holds.
[(ii) follows immediately from Theorem 5 in view of the well-known characterization
theorem for the domain of attraction. As for (i) see (2) in Appendix (A).]
Spitzer’s condition (a), playing important role for the study of fluctuations of random
walks, holds for F belonging to the domain of attraction of a stable law except for a
very special case (i.e., a certain sub-case of the case when the exponent equals 1 and
the positive and negative tails are asymptotically equivalent), and it is of interest to
find a condition for the reverse implication being true. In [7] and [9] it is observed
that Spitzer’s condition implies the domain of attraction if one tail outweighs the other
overwhelmingly—intrinsically much restrictive than m+/m→ 0. The corollary above in
particular improves their results when the exponent of the stable law is larger than 1.
The next one provides a corresponding answer for α = 1.
Corollary 1.2. Suppose m+/m → 0. Then in order that one of (a) to (e) holds with
α = 1 but F is not attracted by any stable law it is necessary and sufficient that η−(x)
varies slowly at infinity but xF (−x) does not,
Remark 1.1. (i) The assertion that (a) and (b) are equivalent under m+/m → 0 is
essentially Theorem 1.1 of [24] (see Section 5.4), so that Corollaries 1.1 and 1.2 restricted
to Spitzer’s condition (a) (i.e., if “one of (a) to (e)” is replaced by “(a)” in the statements)
should be considered as its corollaries though not stated in [24] as such. In view of what
is stated at (1.8) the essential content added by Theorem 5 is that the conditions (c) to
(e) imply (b).
(ii) Let E[X2;X < 0] =∞ and α = 1. Then (a) is equivalent to
(c′) {η−(x)− η+(x)}/xµ−(x)→∞ (x→∞)
according to Theorem 2.1 of [20], while it is noted in [20] that a result of [14] may be equiv-
alently stated as (c)⇔ (c′). Note that (c′) implies η−(x)/xµ−(x)→∞ which is equivalent
to lim c−/m− = 0 as well as to the slow variation of η−. Hence if lim supm+/m− < 1,
then (c) entails lim sup η+/η− < 1 and is equivalent to the slow variation of η− and hence
to (b). This implies the equivalence of (a), (b) and (c) in Theorem 5 if α = 1. In our proof
however we do not use the equivalence: (c) ⇔ (c′), which may accordingly be regarded
as a consequence of Theorem 5 but under EX = 0.
In addition to the signs ∼, ≍ and ⌊·⌋ that have already been introduced we use ∧ and
∨ to denote the minimum and maximum of two terms on their two sides. By C,C ′, C1, etc.
we denote the generic positive finite constants whose values may change from line to line.
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In the next section we derive some fundamental facts about a(x) as well as the func-
tionals introduced above, which incidentally yield (ii) of Theorem 1 (see Lemma 2.3) and
the sufficiency for (H) of (1.6) mentioned above; also the lower bound in Theorem 1 is
verified under a certain side condition. The proof of (i) of Theorem 1 is more involved
and given in Section 3, in which we also prove Theorems 2, and 3 and Proposition 1.1 .
Theorem 4 is proved in Section 4. Applications are discussed in Sections 5. In Section 6
we give two examples: for the first one the walk is supposed in the domain of attraction
for a stable law of exponent 1 ≤ α ≤ 2 and some precise asymptotic forms of a(x) as
|x| → ∞ are exhibited, while the second one reveals how a(x) can irregularly behave for
large values of x. In Section 7 we give Appendix (A) ... Appendix B) providing a lemma
concerning a renewal sequence in a critical case
2 Preliminaries
In this section we first present some easy facts most of them are taken from [24], and then
give several lemmas, in particular Lemmas 2.3 and 2.7 which together assert that a¯(x) ≍
x/m(x) under the last inequality in (1.6) and whose proofs involve typical arguments that
are implicitly used in Sections 3 and 4. Because of our moment condition, i.e., EX = 0,
t/(1− ψ(t)) is integrable about the origin and a is certainly expressed as
a(x) =
1
2π
∫ π
−π
ℜ 1− e
ixt
1− ψ(t)dt. (2.1)
As in [24] we bring in the following functionals of F in addition to those introduced in
Section 1 (the notation of [24] is adopted):
c˜(x) =
1
x
∫ x
0
y2µ(y)dy, m˜(x) =
2
x
∫ x
0
yη(y)dy,
hε(x) =
∫ εx
0
y[µ(y)− µ(πx+ y)]dy (0 < ε ≤ 1);
also c±(x), c˜±(x) and m˜±(x) are defined with µ± in place of µ, so that c(x) = c−(x) +
c+(x), etc. By our basic hypothesis (1.2) xη(x), c(x) and hε(x) tend to infinity as x→∞;
η, c and hε are monotone. It is noted that ℑψ(t) = −tγ(t) as is easily checked by
integrating by parts the integral
∫
(sin tx − tx)dF (x). Here and throughout the rest of
the paper x ≥ 0 and t ≥ 0. We shall be concerned with the behaviour of these functions
as x→∞ or t ↓ 0 and therefore omit “x→∞”, “t ↓ 0” when it is obvious.
As noted previously the function m admits the decomposition
m(x) = xη(x) + c(x).
m is a rather tractable function: increasing and concave, hence subadditive and
m(kx) ≤ km(x) for any k > 1,
while c, though increasing, may vary quite differently. The ratio c(x)/m(x) may converges
to 0 or to 1 as x→∞ depending on µ and possibly oscillates between 0 and 1; and
c(kx) = k2
∫ x
0
µ(ku)udu ≤ k2c(x) (k > 1),
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where the factor k2 cannot be replaced o(k2) to assure the upper bound (cf. Section 6.2).
We also have
m˜(x) = xη(x) + c˜(x)
and m˜ is increasing and concave. Clearly c˜(x) < c(x).
It follows that 1− ψ(t) = tα(t) + itγ(t). Hence
1
1− ψ(t) =
α(t)− iγ(t)
α2(t) + γ2(t)
· 1
t
,
and by (2.1)
a¯(x) =
1
π
∫ π
0
α(t)
[α2(t) + γ2(t)]t
(1− cosxt)dt. (2.2)
Note that α±(t) and β±(t) are all positive (for t > 0); by Fatou’s lemma lim inf α(t)/t =
lim inf t−2
∫∞
0
(1− cos tx)d(−µ(x)) ≥ 1
2
σ2, so that α(t)/t→∞ under the present setting.
In order to find asymptotics of a we need to know asymptotics of α(t) and γ(t) as t ↓ 0
(which entail those of α± and β± as functionals of µ±). Although the arguments given
below are virtually the same as in [24], we give the full proofs since some of constants
in [24] are wrong and need to be corrected—the values of the constants involved are not
significant in [24] but turn out to be things of crucial importance in our proof of Theorem
1.
Lemma 2.1. For 0 < ε ≤ 1,
[ε−1 sin ε]hε(1/t) < α(t)/t < [π2c(1/t)] ∧m(1/t), (2.3)
where s ∧ t = min{s, t}.
Proof. By monotonicity of µ it follows that
α(t) >
(∫ ε/t
0
+
∫ (π+ε)/t
π/t
)
µ(z) sin tz dz =
∫ ε/t
0
[µ(z)− µ(π/t+ z)] sin tz dz.
which by sin tz ≥ ε−1(sin ε)tz (tz ≤ ε) shows the first inequality of the lemma. The
second inequality follows by observing that
α(t) <
∫ π/t
0
µ(z) sin tz dz ∧ [tc(1/t) + η(1/t)] ≤ t[c(π/t) ∧m(1/t)].
Lemma 2.2. {
(a) 1
2
m˜(1/t)t ≤ β(t) ≤ 2m˜(1/t)t,
(b) 1
3
m(1/t)t ≤ α(t) + β(t) ≤ 3m(1/t)t. (2.4)
Proof. Integrating by parts and using the inequality sin u ≥ (2/π)u (u < 1
2
π) in turn we
see
β(t) = t
∫ ∞
0
η(x) sin tx dx ≥ 2t
2
π
∫ π/2t
0
η(x)x dx+ t
∫ ∞
π/2t
η(x) sin tx dx.
Observing that the first term of the last member is equal to 1
2
tm˜(π/2t) ≥ 1
2
tm˜(1/t)
and the second one is to − ∫∞
π/2t
µ(x) cos txdx > 0 we obtain the left-hand inequality of
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(2.4a). As for the right-hand one of (2.4a) we deduce from the definition that β(t) ≤
1
2
tc˜(1/t) + 2η(1/t) ≤ 2tm˜(1/t). The upper bound of (2.4b) is immediate from those in
(1.6) and (a) just proved since m˜(x) ≤ m(x). To verify the lower bound use (2.3) and
the inequalities h1(x) ≥ c(x)− 12x2µ(x) and sin 1 > 5/6 to obtain
[α(t) + β(t)]/t > (5/6)[c(1/t)− µ(1/t)/2t2] + 2−1[c˜(1/t) + η(t)/t].
By x2µ(x) ≤ [2c(x)] ∧ [3c˜(x)] it follows that 5
6
µ(1/t)/2t2 ≤ 1
2
c(1/t) + 1
2
c˜(1/t) and hence
α(t) + β(t) > [2
6
c(1/t) + 1
2
η(1/t)/t]t > 1
3
m(1/t)t as desired.
For t > 0 define
f(t) =
1
t2m2(1/t)
and f ◦(t) =
1
α2(t) + γ2(t)
.
Observe (
x
m(x)
)′
=
c(x)
m2(x)
, (2.5)
hence x/m(x) is increasing and f(t) is decreasing.
Lemma 2.3. ∫ π
0
f(t)α(t)
t
(1− cosxt)dt ≤ Cx/m(x), (2.6)
for some universal constant C. In particular if lim inf f(t)[α2(t) + γ2(t)] > δ for some
δ > 0, then a¯(x) < Cδx/m(x) for all sufficiently large x.
Proof. We break the integral on the RHS of (2.6) into two parts
J(x) =
∫ π/2x
0
f(t)α(t)
t
(1− cosxt)dt and K(x) =
∫ π
π/2x
f(t)α(t)
t
(1− cosxt)dt.
Using α(t) ≤ π2c(1/t)t we observe
K(x)
π2
≤
∫ π
π/2x
2c(1/t)
t2m2(1/t)
dt =
∫ 2x/π
1/π
2c(y)
m2(y)
dy =
[
2y
m(y)
]2x/π
y=1/π
≍ x
m(x)
. (2.7)
where we have applied m(2x/π) ≥ m(x)2/π for the last relation. Similarly
J(x)
π2
≤ x2
∫ π/2x
0
f(t)c(1/t)t2dt = x2
∫ ∞
2x/π
c(y)
y2m2(y)
dy
and, observing ∫ ∞
x
c(y)
y2m2(y)
dy ≤
∫ ∞
x
dy
y2m(y)
≤ 1
xm(x)
, (2.8)
we have J(x) ≤ π4x/m(x), finishing the proof.
If there exists a constant A > 0 such that for all t small enough,
α(t) ≥ Ac(1/t)t, (2.9)
then the estimation of a¯ becomes much easier. Unfortunately condition (2.9) may fail to
hold in general: in fact the ratio α(t)/[c(1/t)t] may oscillate between 1−ε and ε infinitely
many times for any 0 < ε < 1 (cf. Section 6.2). To cope with the situation the following
lemma will be used in a crucial way.
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Lemma 2.4. For all x > 0,
hε(x) ≥ c(εx)− (2π)−1ε2x[η(εx)− η(πx+ εx)].
Proof. On writing hε(x) = c(εx)−
∫ εx
0
uµ(πx+ u)du, the integration by parts yields
hε(x)− c(εx) = −
∫ εx
0
[η(πx+ u)− η(πx+ εx)]du,
by monotonicity and convexity of η it follows that if 0 < u ≤ εx (entailing 0 ≤ εx− u <
πx),
η(πx+ u)− η(πx+ εx) ≤ εx− u
πx
[η(εx)− η(πx+ εx)].
and substitution readily leads to the inequality of the lemma.
Lemma 2.5. If 0 < δ ≤ 1/π, 0 < t < π and c(1/t) ≥ δm(1/t), then for s = π(1
2
∧ δ)t,
α(s)/s > (π−2 ∧ δ)2m(1/s). In particular if δ := lim inf c(x)/m(x) > 0, then α(t)/t >
(π−2 ∧ δ)2m(1/t) for all sufficiently small t.
Proof. First suppose δ < 1/2. Take ε = πδ in Lemma 2.4. Then ε−1 sin ε > 2/π, while
the premise of the lemma implies hε(1/εt) ≥ c(1/t) − (2π)−1εm(1/t) ≥ 12δm(1/t) ≥
1
2
πδ2m(1/εt) for all x large enough and hence α(s)/s > δ2m(1/s) for s = πδt. If δ ≥ 1/2,
then taking ε = 1 we have α(t)/t > 2
π
(δ − (2π)−1)m(1/t) > π−2m(1/t).
Lemma 2.6. If (H) holds, then f(t) ≍ 1/[α2(t) + γ2(t)], or slightly strongly,
(H′) α(t) + |γ(t)| > [π−2 ∧ 1
3
δH ]tm(1/t) for all sufficiently small t > 0.
Proof. If 1
2
m(1/t) ≤ c(1/t), then by Lemma 2.5 α(t) > π−2tm(1/t) entailing (H′) (for
this t), while if 1
2
m(1/t) > c(1/t), then η(1/t)/t > 2m(1/t). Hence (H) implies (H′).
Lemma 2.7. If δ := lim inf c(x)/m(x) > 0, then for some constant C > 0 depending
only on δ,
C−1x/m(x) ≤ a¯(x) ≤ Cx/m(x) for all x large enough.
Proof. By Lemma 2.5 condition (H′) is satisfied, provided δ > 0. Although this combined
with Theorem 1 which will be shown independently of Lemma 2.7 in the next section,
we here provide a direct proof.
Let K(x) be as in the proof of Lemma 2.3. By Lemma 2.5 we may suppose that
α(t)/t ≥ Ac(1/t) with A > 0. Since both c(1/t) and f(t) are decreasing and hence so is
their product, we see
K(x)/A ≥
∫ π
π/2x
f(t)c(1/t)(1− cosxt)dt ≥
∫ π
π/2x
c(1/t)
t2m2(1/t)
dt,
from which we deduce, as in (2.7), that
K(x)/A ≥
[
y
m(y)
]2x/π
y=π
≥ 2
π
· x
m(x)
− 1
η(π)
. (2.10)
Thus the assertion of Lemma 2.7 follows in view of Lemma 2.3.
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Lemma 2.8. Suppose 0 = lim inf c(x)/m(x) < lim sup c(x)/m(x). Then for any ε > 0
small enough there exists an unbounded sequence xn > 0 such that
c(xn) = εm(xn) and α(t)/t ≥ 4−1ε2m(xn) for 1/xn ≤ t ≤ 2/xn.
Proof. Put λ(x) = c(x)/m(x) and δ = 1
2
lim sup λ(x). Take a positive constant ε smaller
than δ2. Then there exists two sequences xn and x
′
n such that xn →∞, x′n < xn and
λ(x′n) = δ > λ(x) > ε = λ(xn) for x
′
n < x < xn. (2.11)
Observing x′n/xn ≤ m(x′n)/m(xn) < λ(xn)/λ(x′n) = ε/δ, we see λ(x′n) = δ > ε/δ and
λ(xn) = ε < 1, which, by the intermediate value theorem, entails that there exists a
solution of the equation λ(x) = x/xn in the interval x
′
n < x < xn. Let yn be the largest
solution and put εn = yn/xn. Then
ε < c(yn)/m(yn) = εn < δ and yn = εnxn.
and hence by Lemma 2.4
hεn(xn) ≥
[
c(yn)− εn
2π
m(yn)
]
≥ 1
2
εnm(εnxn) ≥ 1
2
ε2m(xn).
Since hε is nondecreasing, for 1/2xn ≤ t ≤ 1/xn,
α(t)/t ≥ (δ−1 sin δ)hεn(1/t) > 2−1hεn(xn) ≥ 4−1ε2m(xn). (2.12)
Thus the proof is finished.
Lemma 2.9. If lim inf c+(x)/m+(x) > 0, then (H) holds.
Proof. By Lemma 2.5 the premise of the assertion implies that there exists a positive
constant δ such that for all sufficiently small t, α+(t)/t ≥ δm+(1/t) entailing 2α+(t) ≥
δβ+(t) owing to Lemma 2.2. For any positive numbers β± and δ, we have
δβ+ + |β+ − β−| > 1
2
δ(β+ + β−). (2.13)
Thus 2α+(t) + |γ(t)| ≥ 12δβ(t), which verifies (H).
Lemma 2.10. In order for (H) to hold, it is sufficient that
lim sup
x[η+(x) ∧ η−(x)]
m+(x) ∨m−(x) <
1
4
. (2.14)
[ 1/4 can be replaced by a larger number ≤ 1/2.]
Proof. In this proof we always link the variables x and t by t = 1/x. For any
0 < δ < 1/π, if c+(x)/m+(x) ≥ δ, then Lemma 2.4 applied with ε = πδ shows α+(t)/t ≥
2−1δm+(ε/t) ≥ 2−1πδ2m+(1/t) that together with Lemma 2.2 entails α+(t) ≥ 2−1δ2β+(t),
so that by (2.13) 2α+(t)+ |γ(t)| ≥ 2−1δ2β(t); and similarly for the case c−(x) ≥ δm−(x).
Hence for each x
(∗) if either c+(x) ≥ δm+(x) or c+(x) ≥ δm+(x), then α(t) + |γ(t)| ≥ 2−1δ2β(t).
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According to Lemma 2.2 again if
λ(x) :=
m˜+(x) ∧ m˜−(x)
m˜+(x) ∨ m˜−(x) (2.15)
and λ(x) < 1/4−ε for some ε > 0, then β+(t)∧β−(t) ≤ 4λ(x)(β+(t)∨β−(t)) that entails
|γ(t)| ≥ [1− 4λ(x)]β(t)/2.
If c+(x) < δm+(x) and c−(x) < δm−(x), then taking δ small enough one can replace, in
the ratio defining λ, m˜±(x) by η±(x) in the numerator and by m±(x) in the denominator
so that (2.14) implies 1 − 4λ(x) > ε for some ε > 0, provided x is large enough. This
combined with (∗) shows (2.14).
The following lemma is crucial (see also 4.7)) in order to handle the oscillating part.
Lemma 2.11. Let 0 < t < s ≤ π. Then
|α(t)− α(s)| ∨ |β(t)− β(s)| ≤ |s− t|c(π/t) + 8tc(1/t)
and
|α(t)− α(s)| ∨ |β(t)− β(s)| ≤ [(4√2)√(s− t)/t ]tm(1/t)
where s ∨ t = max{s, t}.
If (H) holds, then the second inequality entails that for some constant C depending
only on δH ,
|f ◦(t)− f ◦(s)| ≤ C
√
(s− t)/t f(t)
Proof. By definition β(t)− β(s) = ∫∞
0
µ(z)(cos sz − cos tz)dz. For any positive constant
r, ∣∣∣∣
∫ r/t
0
µ(z)(cos sz − cos tz)dz
∣∣∣∣ ≤ |t− s|
∫ r/t
0
zµ(z)dz = (t− s)c(r/t),
and ∣∣∣∣
∫ ∞
r/t
µ(z)(cos sz − cos tz)dz
∣∣∣∣ ≤
(
2
s
+
2
t
)
µ(r/t) ≤ 8
r2
tc(r/t)
Obviously we have the corresponding bound for α(t)−α(s). Taking r = 1 yields the first
bound of the lemma. For r > 1, we have c(r/t) ≤ m(r/t) ≤ rm(1/t) so that
|α(t)− α(s)| ∨ |β(t)− β(s)| ≤ [r|s− t| + 8r−1t]m(1/t).
Thus taking r =
√
8t/|s− t| we obtain the second inequality.
3 Proofs of Theorems 1 to 3 and Proposition 1.1.
The main content of this section consists of the proof of Theorem 1. Theorem 2 is proved
after it: its part (i) is virtually proved in the preceding section, whereas the part (ii) is
essentially the corollary of the proof of Theorem 1. The proof of Theorem 3, which partly
use Theorem 2(ii), is given at the end of the section.
3.1. Proof of Theorem 1.
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By virtue of the right-hand inequality of (2.4b) f ◦(t) ≥ 1
9
f(t) and for the present
purpose it suffices to bound the integral in (2.6) from below by a positive multiple of
x/m(x). We take for a lower bound of it the contribution from the interval π/2x < t < 1.
We also employ the lower bound α(t) ≥ ∫ 2π/t
0
µ(z) sin tz dz and write down the resulting
inequality as follows:
a¯(x)
A
≥
∫ 1
π/2x
f(t)α(t)
t
(1− cosxt)dt
≥
∫ 1
π/2x
f(t)
t
(1− cosxt)dt
∫ 2π/t
0
µ(z) sin tz dz
= KI(x) +KII(x) +KIII(x),
where A is a universal positive constant,
KI(x) =
∫ 1
π/2x
f(t)
dt
t
∫ π/2t
0
µ(z) sin tz dz,
KII(x) =
∫ 1
π/2x
f(t)
dt
t
∫ 2π/t
π/2t
µ(z) sin tz dz
and
KIII(x) =
∫ 1
π/2x
f(t)(− cosxt)dt
t
∫ 2π/t
0
µ(z) sin tz dz.
Lemma 3.1.
KI(x) ≥ 5
3π
· x
m(x)
− 1
m(1)
.
Proof. By sin 1 ≥ 5/6 it follows that ∫ π/2t
0
µ(z) sin tz dz >
∫ 1/t
0
µ(z) sin tz dz ≥ 5
6
tc(1/t),
and hence
KI(x) >
5
6
∫ 1
π/2x
c(1/t)
t2m2(1/t)
dt ≥ 5
6
∫ 2x/π
1
c(z)
m2(z)
dz ≥ 5
3π
· x
m(2x/π)
− 5
6m(1)
,
implying the inequality of the lemma because of the monotonicity of m.
Lemma 3.2. KIII(x) ≥ −3πf(1/2)/x for all sufficiently large x.
Proof. Put g(t) = t−1
∫ 2π/t
0
µ(z) sin tz dz. One sees that 0 ≤ g(1) < 1. We claim that g
is decreasing. Observe that
g′(t) = − 1
t2
∫ 2π/t
0
µ(z)(sin tz − tz cos tz)dz,
and that the integrand of the integral above has unique zero, say z0, in the open interval
(0, 2π/t) (note that sin u > u cosu for 0 < u < π). Then it follows that
g′(t) ≤ −µ(z0) 1
t2
∫ 2π/t
0
(sin tz − tz cos tz)dz = 0,
as claimed. Now f being decreasing, it follows that KIII(x) ≥ −
∫ 1
(2n+ 1
2
)π/x
f(t)g(t)dt for
any integer n such that (2n+ 1
2
)π/x ≤ 1 On choosing n so that 0 ≤ 1−(2n+ 1
2
)π/x ≤ 3π/x,
this yields the inequality of the lemma.
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Lemma 3.3.
KII(x) ≥ − 4
3π
· x
m(x)
− 1
m(1)
.
Proof. Since µ is non-increasing, we have
∫ 2π/t
π/2t
µ(z) sin tz dz ≥ ∫ 2π/t
3π/2t
µ(z) sin tz dz, so
that
KII(x) ≥
∫ 1
π/2x
f(t)
dt
t
∫ 2π/t
3π/2t
µ(z) sin tz dz.
We wish to make integration by t first. Observe that the region of the double integral is
included in
{3π/2 ≤ z ≤ 4x; 3π/2z < t < 2π/z},
and hence
KII(x) ≥
∫ 4x
1
µ(z)dz
∫ 2π/z
3π/2z
f(t)
sin tz
t
dt,
the integrand of the inner integral being negative. Put
λ = 3π/2.
Then, since f is non-increasing, the RHS is further bounded below by
∫ 4x
1
µ(z)f(λ/z)dz
∫ 2π/z
3π/2z
sin tz
t
dt.
The inner integral being equal to
∫ 2π
3π/2
sin udu/u which is larger than −2/3π = −1/λ,
after a change of variable we obtain
KII(x) ≥ −
∫ 4x/λ
1/λ
µ(λz)f(1/z)dz ≥ −
∫ x
1/λ
µ(λz)f(1/z)dz.
Recall f(1/x) = x2/m2(x). Since
∫∞
x
µ(λz)dz = λ−1η(λx) and, by integration by
parts,
−
∫ x
1/λ
µ(λz)f(1/z)dz =
1
λ
[
η(λz)z2
m2(z)
]x
z=1/λ
− 2
λ
∫ x
1/λ
zη(λz)c(z)
m3(z)
dz
≥ − 2
λ
∫ x
1/λ
zη(z)c(z)
m3(z)
dz − η(1)
λ3m2(1/λ)
.
Noting xη(x) = m(x)− c(x) we have
zη(z)c(z)
m3(z)
=
c(z)
m2(z)
− c
2(z)
m3(z)
.
Since λm(1/λ) > m(1) > η(1), we conclude
KII(x) ≥ −2
λ
∫ x
1/λ
c(z)
m2(z)
dz − 1
λ2m(1/λ)
≥ − 4
3π
x
m(x)
− 1
m(1)
as desired.
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Proof of Theorem 1. Combining Lemmas 3.1 to 3.3 and Lemma 2.6 we obtain
a¯(x)/A ≥
∫ 1
π/2x
f(t)α(t)
1− cosxt
t
dt ≥ 1
3π
· x
m(x)
− C (3.1)
with a constant C that may depend on 1/m(1), and hence Theorem 1.
3.2. Proof of Theorem 2.
The first part (i) of Theorem 2 is obtained by combining Lemmas 2.3 and 2.6. As for
(ii) the assumption implies that for any ε > 0 there exists δ > 0 such that f ◦(t) > ε−1f(t)
for 0 < t < δ, which concludes the result in view of (3.1), for
∫ 1
δ
f(t)α(t)(1− cosxt)dt/t
is bounded for each δ > 0.
3.3. Proof of Theorem 3.
Lemma 3.4. If m+(x)/m−(x)→ 1, then lim γ(t)/tm(1/t) = 0.
Proof. Pick a positive number M such that cosM = 0 and sinM = 1 and put J±(t) =∫∞
M/t
µ±(y)(1− cos ty)dy. Then, noting that if x = 1/t,∫ ∞
M/t
µ±(y) cos ty dy ≤ πxµ(Mx) ≤ 2π
M2x
c(Mx) ≤ 2π
Mx
m(x) =
2
M
tm(1/t)
one obtains J+ − J− = (η+ − η−)(M/t) + tm(1/t)× O(1/M). On the other hand∫ M/t
0
(µ+ − µ−)(y)(1− cos ty)dy = −(η+ − η−)(M/t) + t
∫ M/t
0
(η+ − η−)(y) sin ty dy.
Integrating by parts the last integral leads to
γ(t)
t
= (m+ −m−)(M/t)− t
∫ M/t
0
(m+ −m−)(y) cos ty dy +m(1/t)× O(1/M).
Since for eachM fixed the first two terms on the right side is o(m(1/t)) under the premise
of the lemma, we conclude the proof.
Lemma 3.5. Suppose lim inf c(t)/m(t) = 0 and lim |γ(t)|/tm(1/t) = 0, then the function
a¯(x)m(x)/x, x = 1, 2, . . . is unbounded.
Proof. We apply the trivial lower bound
πa¯(πxn) =
∫ π
0
α(t)(1− cosπxnt)
[α2(t) + γ2(t)]t
dt ≥
∫ 1/xn
1/2xn
α(t)dt
[α2(t) + γ2(t)]t
. (3.2)
valid for any sequence xn. We may suppose that lim sup c(x)/m(x) > 0 in addition
to lim inf c(x)/m(x) = 0 in view of Theorem 2(ii), so that we can take an unbounded
sequence xn as in Lemma 2.8 and hence under the second integral in (3.2) |γ(t)| =
o(m(1/t)t) = o(α(t)) in view of the second assumption of the lemma. On noting that
u/(u2 + C2) is decreasing for u ≥ C and that by (2.11) and Lemma 2.3
α(t)/t ≤ π2c(1/t) ≤ π2c(2xn) ≤ 4π2c(xn) = 4π2εm(xn)
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we infer that
α(t)
α2(t) + γ2(t)
≥ 1
t
· 1 + o(1)
4π2εm(xn)
for 1/xn ≤ t ≤ 2/xn.
Substitution into (3.2) then shows for all n large enough
πa¯(πxn) ≥ 1
8π2εm(xn)
∫ 1/xn
1/2xn
dt
t2
=
xn
8π2εm(xn)
,
hence (∗) is violated, ε being made arbitrarily small.
Proof of Theorem 3. The assertion (i) is the same as Lemma 3.4; and (ii) follows
immediately from Lemmas 2.7 and 3.5.
3.4. Proof of Proposition 1.1.
Put g(t) = f ◦(t)/t = [(α2(t)+ γ2(t))t]−1, so that a¯(x) = π−1
∫ π
0
α(t)g(t)(1− cosxt)dt.
Suppose (H) to hold. Then on writing δ = (R − x)/x the assertion to be shown can be
rephrased as
a¯(R)− a¯(x) ≤ Cδ1/4[x/m(x)] (R/2 < x < R). (3.3)
in view of Theorems 1 and 2(i). Put for M > 1 and R/2 < x ≤ R
uM(x) =
∫ M/x
0
α(t)g(t)(1− cosxt)dt and vM(x) =
∫ π
M/x
α(t)g(t)(1− cosxt)dt.
By the inequality | cosxt− cosRt| ≤ |Rt− xt| it is easy to show
|uM(x)− uM(R)| < CMδ[x/m(x)] (3.4)
for a (universal) constant C (as we shall see later), whereas to obtain a similar estimate
for vM we cannot help exploit the oscillation of cosxt. To the latter purpose we need some
appropriate smoothness of α(t)g(t), which however turns out to be a difficult property to
verify because of the intractable part
∫∞
1/t
µ(y) sin ty dy involved in the integral defining
α(t). In order to circumvent it, for each positive integer n we bring in the function
αn(t) :=
∫ nπ/t
0
µ(y) sin ty dy
and make use of the inequalities α2n(t) < α(t) < α2n+1(t). If vM(x) ≤ vM(R), then
0 ≤ vM(R)− vM(x) ≤
∫ π
M/x
[α2n+1(t)− α2n(t)]g(t)(1− cosRt)dt
+
∫ π
M/x
α2n(t)g(t)(cosRt− cos xt)dt
+
∫ M/x
M/R
α2n+1(t)g(t)(1− cosRt)dt
= In + IIn + IIIn (say); (3.5)
and if vM(x) > vM(R), we have an analogous inequality. We consider the first case only,
the other one being similar. Noting 0 ≤ αn(t) ≤ π2c(1/t) we see that for any n∫ M/x
M/R
αn(t)g(t)dt ≤ C
∫ R/M
x/M
c(y)
m2(y)
≤ C (R− x)/M
m(x/M)
≤ C δx
m(x)
, (3.6)
so that IIIn admits a bound small enough for the present purpose.
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Lemma 3.6. Under (H) it holds that if M > 2nπ, |In| ≤ C[x/m(x)]/n.
Proof. Interchanging of the order of integrations we observe that
In ≤ 2
∫ (2n+1)πx/M
2n
µ(y)dy
∫ [(2n+1)π/y]∧π
2nπ/y
g(t) sin yt dt.
Let (H) be satisfied. Then by Lemmas 2.6 and 2.11 g(t) ≤ C1/[m2(1/t)t3] and hence by
Lemmas 2.11 in the range of the inner integral where y/2nπ ≥ 1/t ≥ y/(2n + 1)π we
have
g(t) ≤ C2(y/n)3/m2(y/n) ≤ C2n−1y3/m2(y),
whereas the integral of sin yt over 0 < t < π/y equals 2/y. Thus
In ≤ 4C2
n
∫ (2n+1)πx/M
2n
µ(y)
y2
m2(y)
dy.
By µ(y)y2 ≤ 2c(y) ∫ z
0
µ(y)y2
m2(y)
dy = 2
∫ z
0
c(y)]
m2(y)
dy =
2z
m(z)
.
Hence we obtain the bound of the lemma in view of the monotonicity of x/m(x).
Lemma 3.7. Under (H) it holds that for 1
2
R < x ≤ R and 1 < M < x,∣∣∣∣
∫ π
M/x
α2n(t)g(t) cosxt dt
∣∣∣∣ ≤ C
[
1√
M
+
n2
M
]
x
m(x)
.
Proof. Since α′n(t) =
∫ nπ/t
0
yµ(y) cos ty dy, we have |α′n(t)| ≤ c(nπ/t) ≤ π2n2c(1/t),
which combined with Lemma 2.11 we infer that if t < s < 2t,
|α2n(t)g(t)− α2n(s)g(s)| ≤ α2n(t)|g(t)− g(s)|+ |α2n(t)− α2n(s)|g(s)
≤ C1α2n(t)g(t)
√
|t− s|/s+ C2n2c(1/t)g(t)|t− s|
≤ C[√|t− s|/s+ n2|t− s|/s]c(1/t)g(t)t,
where we have used α2n(t) ≤ π2c(1/t)t for the last inequality. Put sk = (M + 2πk)/x
for k = 0, 1, 2, . . . . Then |α2n(t)g(t)− α2n(sk)g(sk)| ≤ C
[
1/
√
M + n2/M
]
c(1/t)g(t)/t for
sk−1 ≤ t ≤ sk and if N = ⌊x/2⌋ −M/2π,∣∣∣∣
∫ sN
M/x
α2n(t)g(t) cosxt dt
∣∣∣∣ =
∣∣∣∣
N∑
k=1
∫ sk
sk−1
[
α2n(t)g(t)− α2n(sk)g(sk)
]
cosxt dt
∣∣∣∣
≤ C[1/√M + n2/M] N∑
k=1
∫ sk
sk−1
α2n(t)g(t)dt
≤ C ′[1/√M + n2/M][x/m(x)].
Since 0 ≤ π − sN = O(1/x), this gives the bound of the lemma.
Proof of Proposition 1.1. By (3.5) and Lemmas 3.6 and 3.7, the result follows if we
show that ∣∣∣∣
∫ M/x
0
α(t)g(t)(cosRt− cos xt)dt
∣∣∣∣ ≤ CMδxm(x) (3.7)
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(which entails (3.4) because of (3.6)). Indeed, since M−1/2 + n2M−1 + n−1 ≤ 3M−1/3
for n = M1/3, they together imply
∣∣ ∫ π
M/x
α(t)g(t) cosxt dt
∣∣ ≤ CM−1/3[x/m(x)]. Hence
taking M = δ−3/4 we find the required bound (3.3). By | cosxt − cosRt| ≤ (R − x)t it
follows that∣∣∣∣
∫ M/x
1/x
α(t)g(t)(cosxt− cosRt)dt
∣∣∣∣ ≤ C|R− x|
∫ x
x/M
c(y)dy
m2(y)y
≤ CMδx
m(x)
.
In a similar way the integral over [0, 1/x] is dominated in absolute value by a constant
multiple of |R− x|/m(x), showing (3.7).
4 Proofs of Theorem 4.
By (2.1) it follows that
a(x) =
1
π
∫ π
0
α(t)(1− cosxt)− γ(t) sin xt
[α2(t) + γ2(t)]t
dt.
Recalling γ(t) = β+(t)− β−(t), we put
b±(x) =
1
π
∫ π
0
β±(t) sin xt
[α2(t) + γ2(t)]t
dt
so that
a(x) = a¯(x) + b−(x)− b+(x). (4.1)
On choosing a number N such that E[ |X|; |X| > N ] ≤ P [ |X| ≤ N ], define a function
p∗(x) on Z by p∗(1) = E[ |X|; |X| > N ], p∗(0) = P [ |X| ≤ N ]− p∗(1) and
p∗(k) =
{
p(k) + p(−k) if k < −N,
0 if −N ≤ k ≤ −1 or k ≥ 2,
where p(k) = P [X = k]. Then p∗ is a probability distribution on Z with zero mean.
Denote the corresponding functions by a∗, b∗±, α∗, α∗±, etc. Since p∗(z) = 0 for z ≥ 2
and σ2∗ = ∞, we have for x > 0, a∗(−x) = 0 so that a∗(x) = a∗(x)/2 + b∗−(x) − b∗+(x),
hence
a¯∗(x) = 2−1a∗(x) = b∗−(x)− b∗+(x).
We shall show that if m+(x)/m(x)→ 0, then
a¯(x) ∼ a¯∗(x), |b+(x)|+ |b∗+(x)| = o(a¯(x)) (4.2)
and
b∗−(x) = b−(x) + o(a¯(x)). (4.3)
These together with (4.1) yield
a(x) = a¯(x){1 + o(1)}+ b−(x) = 2−1a∗(x){1 + o(1)}+ b∗−(x) ∼ a∗(x) ∼ 2a¯(x)
and therefore a(−x)/a(x)→ 0.
The rest of this section is devoted to the proof of (4.2) and (4.3). It is easy to see
α∗(t) = α(t) +O(t)
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β∗−(t) = β−(t) + β+(t) +O(t2)
β∗+(t) = p∗(1)(1− cos t) = O(t2)
(as t ↓ 0). Let D(t), t > 0 denote the difference
D(t) := f ◦(t)− f ◦∗ (t) =
1
α2(t) + γ2(t)
− 1
α2∗(t) + γ2∗(t)
= {(α2∗ − α2)(t) + (γ2∗ − γ2)(t)}f ◦(t)f ◦∗ (t).
Observe that (γ∗ + γ)(t) = −2β−(t) + o(t2), (γ∗ − γ)(t) = −2β+(t) + o(t2) and that
(α2∗ − α2)(t) = 2α(t)×O(t) and (γ2∗ − γ2)(t) = 4β−(t)β+(t) + o(t2). (4.4)
Now we suppose m+(x)/m(x)→ 0. Then by (2.4) it follows that f(t) ≍ f ◦(t) ≍ f ◦∗ (t)
and β−(t)β+(t)/[α2(t) + β2(t)] → 0, and hence that D(t) = o(f(t)), which implies that
a¯(x) ∼ a¯∗(x), the first relation of (4.2). The proofs of the second relation in (4.2) and
of (4.3) are somewhat involved since we need to take advantage of the oscillating nature
of the integrals defining β±(t). First we dispose of the non-oscillatory parts of these
integrals.
By (2.4b) applied to α± + β± in place of α + β it follows that if m+(x)/m(x) → 0,
then limt↓0
α+(t)+β+(t)
α−(t)+β−(t)
= 0 (the converse is also true), which entails
α(t)− γ(t) ∼ α(t) + β(t) ≍ m(1/t)t, (4.5)
Lemma 4.1. If m+(x)/m(x)→ 0, then∫ 1/x
0
f(t)β+(t)dt = o(1/m(x)).
Proof. By (2.4) and a change of variable the assertion of the lemma is the same as∫ ∞
x
m˜+(y)
ym2(y)
dy = o(1/m(x)).
Putting g(x) =
∫∞
x
dy/y2m(y) and integrating by parts we have
∫ ∞
x
m˜+(y)
ym2(y)
dy = −
[
g(y)
ym˜+
m
]∞
y=x
+
∫ ∞
x
g(y)
(
ym˜+
m
)′
dy
as well as
g(y) =
1
ym(y)
−
∫ ∞
y
η(u)
um2(u)
du.
On observing (
ym˜+
m
)′
=
2yη+
m
− ym˜+η
m2
≤ 2yη+
m
substitution leads to ∫ ∞
x
m˜(y)
ym2(y)
dy ≤ m˜+(x)
m2(x)
+
∫ ∞
x
2η+(y)
m2(y)
dy.
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The first term on the RHS is o(1/m(x)) owing to the assumption of the lemma since
m˜+ ≤ m+. On the other hand on integrating by parts again∫ ∞
x
η+(y)
m2(y)
dy = −m+(x)
m2(x)
+
∫ ∞
x
m+(y)η(y)
m3(y)
dy ≤ sup
y≥x
m+(y)
m(y)
∫ ∞
x
η(y)
m2(y)
dy
= o(1/m(x)).
The proof is complete.
Lemma 4.2. If m+(x)/m(x)→ 0,∫ x
1
c+(y)
m2(y)
dx = o
(
x
m(x)
)
.
Proof. The assertion of the lemma follows from the following identity for primitive func-
tions ∫
c+(x)
m2(x)
dx = 2
∫
c(x)
m2(x)
· m+(x)
m(x)
dx− xm+(x)
m2(x)
. (4.6)
This identity may be verified by differentiation as well as derived by integration by parts,
the latter giving∫
c+(x)
m2(x)
dx =
x
m+(x)
· m
2
+(x)
m2(x)
− 2
∫
x
m+(x)
· (η+c− c+η)m+(x)
m3
dx,
from which we deduce (4.6) by an easy algebraic manipulation.
From Lemma 2.11 it follows that for x ≥ 4,
|α(t)− α(s)| ∨ |β(t)− β(s)| ≤ κc(1/t)t if t ≥ π/x and s = t+ π/x (4.7)
(with κ < 2π2). We shall apply Lemma 2.11 in this form in the sequel.
Proof of (4.2). We prove b+(x) = o(a¯(x)) only, b∗+ being dealt with in the same way.
In view of Theorem 1 and Lemma 4.1 it suffices to show that∫ π
π/x
f ◦(t)β+(t)
t
sin xt dt = o
(
x
m(x)
)
where f ◦(t) :=
1
α2(t) + γ2(t)
. (4.8)
We make the decomposition
2
∫ π
π/x
(f ◦β+)(t)
t
sin xt dt =
∫ π
π/x
(f ◦β+)(t)
t
sin xt dt−
∫ π−pi
x
0
(f ◦β+)(t+ πx)
t+ π/x
sin xt dt
= I(x) + II(x) + III(x) + r(x)
where
I(x) =
∫ π
π/x
f ◦(t)− f ◦(t+ π
x
)
t
β+(t) sin xt dt,
II(x) =
∫ π
π/x
f ◦(t+ π/x)
β+(t)− β+(t+ πx)
t
sin xt dt,
III(x) =
∫ π
π/x
f ◦(t+ π/x)β+(t+ π/x)
(1
t
− 1
t + π/x
)
sin xt dt
19
and
r(x) = −
∫ π/x
0
(f ◦β+)(t+ πx)
t+ π/x
sin xt dt+
∫ π
π−π/x
(f ◦β+)(t + πx)
t+ π/x
sin xt dt.
From (4.7) (applied not only with µ but with µ± in place of µ) we obtain
|β+(t + π/x)− β+(t)| ≤ κc+(1/t)t
and
|f ◦(t + π/x)− f ◦(t)| ≤ C1c(1/t)[f(t)]3/2t
for t > π/x. From the last inequality together with f 3/2(t)t = 1/t2m3(t), β+(t) ≤
C3m˜+(1/t)t and m˜+(x) ≤ m+(x) = o(m(x)) we infer that
|I(x)| ≤ C
∫ x/2
1/2
m˜+(y)
m(y)
· c(y)
m2(y)
dy = o
(
x
m(x)
)
.
Similarly
|II(x)| ≤ C
∫ x/2
1/2
c+(y)
m2(y)
dy = o
(
x
m(x)
)
and
|III(x)| ≤ C
x
∫ x/π
1/π
m˜+(y)y
m2(y)
dy = o
(
x
m(x)
)
,
where the equalities follow from Lemma 4.2 and the monotonicity of y/m(y) in the bounds
of |II(x)| and |III(x)|, respectively. Finally
|r(x)| ≤ C
∫ x/π
x/2π
m˜+(y)
m2(y)
dy +O(1/x) = o
(
x
m(x)
)
.
Thus we have verified (4.8) and accordingly (4.2).
Proof of (4.3). Recalling D(t) = f ◦(t)− f ◦∗ (t) we have
π{b−(x)− b∗−(x)} =
∫ π
0
D(t)
β−(t)
t
sin xt dt+
∫ π
0
f ◦∗ (t)
β−(t)− β∗−(t)
t
sin xt dt
= J +K (say).
Suppose m+/m → 0. Since β∗−(t) − β−(t) = β+(t) + O(t2) and f ◦∗ is essentially of the
same regularity as f ◦, the proof of (4.8) and Lemma 4.1 applies to K on the RHS above
to yield K = o(x/m(x)). As for J we first observe that in view of (4.4)
|D(t)| ≤ C[f(t)]3/2(t+ β+(t)) (4.9)
so that the integral defining J restricted to [0, π/x] is o(x/m(x)) in view of Lemma 4.1.
It remains to show that ∫ π
π/x
D(t)
β−(t)
t
sin xt dt = o
(
x
m(x)
)
. (4.10)
We decompose D(t) = D1(t) +D2(t) where
D1(t) = {(α2∗ − α2)(t) + (γ2∗ − γ2)(t)− 4(β−β+)(t)}f ◦(t)f ◦∗ (t)
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and
D2(t) = 4(β−β+)(t)f ◦(t)f ◦∗ (t).
By (4.4) |D1(t)β−(t)/t| ≤ C1(α(t) + t)[f(t)]3/2 ≤ C2c(1/t)/[t2m3(1/t)] and∣∣∣∣
∫ π
π/x
D1(t)
β−(t)
t
sin xt dt
∣∣∣∣ ≤ C2
∫ ∞
1/π
c(y)
m3(y)
dy = o(x/m(x))
as is easily verified. For the integral involving D2 we proceed as in the proof of (4.8). To
this end it suffices to evaluate the integrals corresponding to I(x) and II(x), namely
JI(x) :=
∫ π
π/x
D2(t)−D2(t+ π/x)
t
β−(t) sin xt dt,
and
JII(x) :=
∫ π
π/x
D2(t + π/x)
β−(t)− β−(t+ π/x)
t
sin xt dt,
the other integrals being easily dealt with as before. By (4.7) the integrand for JII(x) is
dominated in absolute value by a constant multiple of [f(t)]3/2β+(t)c(1/t) from which it
follows immediately that JII(x) = o(x/m(x)). For the evaluation of JI(x), observe that
|(β−β+)(t)− (β−β+)(t+ π/x)| ≤ C1{β+(t)c(1/t)t+ β−(t)c+(1/t)t}
and
|(f ◦f)(t)− (f ◦f)(t+ π/x)|β−(t) ≤ C1c(1/t)t[f(t)]2
so that
|D2(t)−D2(t+ π/x)|β−(t)
t
≤ C{β+(t)c(1/t) + β−(t)c+(1/t)}[f(t)]3/2
≤ C ′ m˜+(1/t)c(1/t)
t2m31/t)
+ C ′
c+(1/t)
t2m2(1/t)
.
The integral of the first term of the last member is immediately evaluated and that of
the second by Lemma 4.2, showing∣∣∣∣
∫ π
π/x
D2(t)
β−(t)
t
sin xt dt
∣∣∣∣ ≤ C2
∫ ∞
1/π
[
m˜(y)c(y)
m3(y)
+
c+(y)
m2(y)
]
dy = o
(
x
m(x)
)
.
The proof of (4.3) is complete.
5 Applications
Let Sxn = x +X1 + · · ·+Xn be a random walk on Z started at x, where X1, X2, X3, . . .
are independent and have the same distribution as X . For B ⊂ Z let σxB denotes the
first hitting time of B by Sx after time 0 so that we have always σxB ≥ 1. We write
SxσB or sometimes S
x
σB for S
x
σx
B
and σxy for σ
x
{y}, in order to simplify the notation. Let
gB(x, y) =
∑∞
n=0 P [S
x
n = y, σ
x
B > n], the Green function of the walk killed on B. Our
definition of gB is not standard: gB(x, y) = δx,y+E[gB(S
x
1 , y);S
x
1 /∈ B] not only for x /∈ B
but for x ∈ B, while gB(x, y) = δx,y for all x ∈ Z, y ∈ B. (Here δx,y designates Kronecker’s
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delta kernel.) The function gB(·, y) restricted on B equals the hitting distribution of B
by the dual walk started at y, in particular
g{0}(0, y) = 1 (y ∈ Z).
(The usual Green function of the walk killed on 0 is defined by g(x, y) = g{0}(x, y)− δ0,x
so that g(0, ·) = g(·, 0) = 0; the above identity is the same as ∑ p(x)g(x, y) = 1 in view
of (5.2).) The potential function a bears relevance to g{0} through the identity
g{0}(x, y) = a
†(x) + a(−y)− a(x− y)
(cf. [23, p.328]), which entails
P [σxy < σ
x
0 ] =
a†(x) + a(−y)− a(x− y)
2a¯(y)
(y 6= 0, x). (5.1)
Here we put a†(x) = δx,0 + a(x). If the walk is left-continuous (i.e., P [X ≤ −2] = 0),
then a(x) = x/σ2 for x > 0; analogously a(x) = −x/σ2 for x < 0 for right-continuous
walks; a(0) = 0 and a(x) > 0 for all x > 0 except for the left-continuous walks.
Recall that the condition limx→∞m+(x)/m(x) = 0 is simply written as m+/m → 0;
we also write η+/η− →∞, m+ ≍ m etc. to indicate corresponding conditions. We shall
use the letter R to denote a (large) positive integer without exception. We suppose
P [X ≥ 2] > 0,
the right-continuous walks being not interesting for the discussion in this section.
Let Z stand for S0σ[1,∞), the strictly ascending ladder height of the walk S
0
· . Let Zˆ
denote the first strictly descending ladder height variable.
The rest of this section is divided into the four subsections:
5.1. Some asymptotic estimates of P [σxR < σ
x
0 ];
5.2. Relative stability and overshoots;
5.3. Asymptotic form of P [σx[R,∞) < σ
x
(−∞,0]];
5.4. Proof of Theorem 5;
5.5. Comparison between σxR and σ
x
[R,∞).
5.6. Escape into Z \ (−Q,R).
The last two subsections can be read independently of the subsections 5.3 and 5.4.
5.1. Some asymptotic estimates of P [σxR < σ
x
0 ].
The potential function satisfies the functional equation
∞∑
y=−∞
p(y − x)a(y) = a†(x), (5.2)
(cf. [23, p.352]), which restricted on x 6= 0 states that a is harmonic there so that the
process Mn := a(S
x
σ0∧n) is a martingale for each x 6= 0 and by the optional sampling
theorem
a(x) ≥ E[a(Sxσ0∧σy)] = a(y)P [σxy < σx0 ] (x 6= 0). (5.3)
Lemma 5.1. For all x, y ∈ Z,
− a(y)
a(−y)a(x) ≤ a(x+ y)− a(y) ≤ a(x) if a(−y) 6= 0. (5.4)
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Proof. Comparing (5.1) and (5.3) (with variables suitably chosen) we have
a(x) + a(y)− a(x+ y)
a(y) + a(−y) ≤
a(x)
a(−y) (a(−y) 6= 0, x 6= 0),
which, after rearrangement, becomes the left-hand inequality of (5.4), the case x = 0
being obvious. The second one is the same as g{0}(x,−y) ≥ 0.
Remark 5.1. (i) The right-hand inequality of (5.4) is the well known subadditivity of
a. The left-hand one, which seems much less familiar, will play a significant role in the
sequel. On using [23, Theorem 30.2] it can be shown to be the same as lim|w|→∞P [σwx <
σw0 ∧ σw−y] ≥ 0.
(ii) The left-hand inequality of (5.4) may yield useful upper as well as lower bounds
of the middle term. Here we write down such an example: if a(R)a(R − x) 6= 0,
− a(x− R)
a(R − x)a(−x) ≤ g{0}(x,R)− a
†(x) = a(−R)− a(x− R) ≤ a(−R)a(x)
a(R)
. (5.5)
Both inequalities are deduced from the left-hand inequality of (5.4): the lower bound
follows by replacing y and x with x − R and −x, respectively and the upper bound by
replacing y with −R, respectively. Since P [σxR < σx0 ] = g{0}(x, y)/2a¯(R),
− a(x− R)
a(R− x) ·
a(−x)
a(R)
≤ P [σxR < σx0 ]−
a†(x)
2a¯(R)
≤ a(−R)a(x)
[a(R)]2
. (5.6)
(5.5) is efficient in case a(−R)/a(R)→ 0 and will be used later.
(iii) By (5.1) and the subadditivity of a
P [σx0 < σ
x
y ] =
a(x− y) + a(y)− a†(x)
2a¯(y)
≤ a¯(x− y)
a¯(y)
(y 6= 0, x).
Lemma 5.2. Suppose lim
z→∞
a(−z)/a(z) = 0. Then
(i) uniformly for x ≤ −R, as R→∞
a(x)− a(x+R)
a(R)
−→ 0 and P [σx−R < σx0 ] −→ 1.
(ii) uniformly for −M < x < R with any fixed M > 0, as R→∞
a(−R)− a(x− R)
a†(x)
−→ 0 and P [σxR < σx0 ] =
a†(x)
a(R)
{1 + o(1)}.
Proof. Suppose limz→∞ a(−z)/a(z) = 0. This excludes the possibility of the left-continuity
of the walk so that a†(x) > 0 for all x and (ii) follows immediately from (5.5) and (5.6).
(i) is deduced from (5.4) as above (substitute x+R and −R for x and y respectively for
the lower bound; use sub-additivity of a for the upper bound).
Let Q and R be positive integers and put A = {Sxσ{−Q}+· hits R before 0}, the event
that Sx· , after its hitting −Q, visits R before 0. Since
{σx−Q < σxR < σx0} = {σx−Q < σx{0,R}} ∩A ⊂ {σx−Q < σx0} ∩ A,
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we have
P [σx−Q < σ
x
R < σ
x
0 ] ≤ P [σx−Q < σx0 ]P [σ−QR < σ−Q0 ]. (5.7)
By the right-hand inequality in (5.6) (applied with x = −Q)
P [σ−QR < σ
−Q
0 ] = [1 + a(−R)/a(R)]a(−Q)/a(R).
Combining these together verifies that if P [σx−Q < σ
x
0 ] ∼ a†(x)/a(Q) and a(−R)/a(R)→
0, then
P [σx−Q < σ
x
R < σ
x
0 ] ≤
a†(x)a(−Q)
a(R)a(Q)
{1 + o(1)}. (5.8)
5.2. Relative stability and overshoots.
In case EZ < ∞, according to a standard renewal theory the law of the over-
shoot S0σ[R,∞) − R itself converges weakly as R → ∞ to a proper probability distribu-
tion [13, (XI.3.10)], whereas in case EZ = ∞, according to Kesten [18, Section 4])
lim supn→∞ Zn/[Z1 + · · ·Zn−1] = ∞ a.s., where Zk are i.i.d. copies of Z, or equivalently
lim supS0σ[R,∞)/R =∞ a.s. It in particular follows that
lim
R→∞
S0σ[R,∞)/R = 1 a.s. if and only if EZ <∞.
In this subsection we are interested in the convergence in probability which is often more
significant than the a.s. convergence and holds true under a much weaker condition. In
this respect the following result due to Rogozin [22] is relevant:
Z is relatively stable if and only if S0σ[R,∞)/R
P−→ 1 ; and in R for
this to be the case it is sufficient that X is positively relatively stable.
(5.9)
Here an R-valued random variable ξ is called relatively stable if there exists a deterministic
sequence (Bn) such that (ξ1+· · ·+ξn)/Bn P→ 1, where ξ1, ξ2, . . . are i.i.d. random variables
with the same distribution as ξ (the symbol “
P−→” designates convergence in probability);
if Bn > 0 in the above, we call ξ positively relatively stable according to [20].
By combining our Theorem 4 and a known criterion for relative stability of X (cf.
[20] (see (1.15) in it), [19]) we obtain a reasonably fine sufficient condition for Z to be
relatively stable. For condition (C1) in the following result we do not assume EX = 0.
Proposition 5.1. For relative stability of Z each of the following conditions is sufficient.
(C1) lim
x→∞
A(x)
xµ(x)
=∞, where A(x) :=
∫ x
0
{µ+(y)− µ−(y)}dy.
(C2) EX = 0, lim
x→∞
xη+(x)/m(x) = 0.
Proof. According to [19] (see around (1.15) in it) condition (C1) is equivalent to the
positive relative stability of X and hence it is a sufficient condition for relative stability
of Z in view of (5.9). As for (C2), expressing P [S0σ[R,∞) > R + εR] as the infinite series∑
w>0
g[R,∞)(0, R− w)P [X > εR + w],
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one observes first that g[R,∞)(0, R− w) < g{0}(−R,−w) ≤ g{0}(−R,−R) = 2a¯(R). Note
that (C2) entails (1.5) and hence that (H) holds so that a¯(x) ≍ x/m(x) by Theorems 1
and 2 and for any ε > 0
P [S0σ[R,∞) > R + εR] ≤ 2a¯(R)
∑
w>0
P [X > εR+ w] ≍ Rη+(εR)
m(R)
≤ Rη+(εR)
m(εR)
.
Thus (C2) implies S0σ[R,∞)/R
P→ 1, concluding the proof in view of (5.9) again.
Remark 5.2. (a) It is shown in Kesten and Maller [20] that under E[X2;X < 0] =∞ in
order that P [Sn > 0]→ 1 it is necessary and sufficient that limA(x)/xµ−(x) =∞ (valid
for general random walks), which is weaker than (C1), so that (C1) is only of relevance
in case P [Sn > 0]→ 1.
(b) If EX = 0, (C1) is rephrased as lim
{
η−(x)−η+(x)
}
/xµ(x) =∞, which obviously
implies that η−(x)/xµ−(x) → ∞, hence η− is slowly varying at infinity by Karamata’s
theorem [13, Theorem VIII.9.1(a)].
(c) Condition (C2) is satisfied if m+/m− → 0. The converse is of course not true
((C2) may be fulfilled even if m+/m− →∞) and there does not seem to be any simpler
substitute for (C2). Under the restriction m+(x) ≍ m(x), however, (C2) holds if and only
if m+ is slowly varying (which is the case if x
2µ+(x) ≍ L(x) with a slowly varying L).
Indeed, under this same restriction the condition xη+/m→ 0 is the same as xη+/m+ → 0,
which is equivalent to the slow variation of m+ and implies c+ ∼ m+ ≍ m so that (H)
holds.
(d) If X belongs to the domain of attraction of a stable law and Spitzer’s condition
holds (namely n−1
∑n
1 P [S
0
n > 0] converges), then that either (C1) or (C2) holds is also
necessary for the relative stability of Z as will be discussed in Section 6.1.2.
The following result, used in the next subsection, concerns an overshoot estimate for
the walk conditioned on avoiding the origin.
Lemma 5.3. (i) Suppose a¯(x) ≍ x/m(x) (x ≥ 1) and let δ be a positive number. Then
for z > 0 and x < R satisfying P [σx[R,∞) < σ
x
0 ] ≥ δa¯†(x)/a¯(R),
P [Sxσ[R,∞) > R + z | σx[R,∞) < σx0 ] ≤ 2δ−1η+(z)a¯(R). (5.10)
(ii) If m+/m→ 0, for each ε > 0, uniformly for 0 ≤ x < R,
P [Sxσ[R,∞) > R + εR | σx[R,∞) < σx0 ]→ 0 (R→∞). (5.11)
The condition P [σx[R,∞) < σ
x
0 ] ≥ δa¯†(x)/a¯(R) may be replaced by an obviously stronger
restriction P [σxR < σ
x
0 ] ≥ δa¯†(x)/a¯(R), and the latter, easier to check and valid for any x
fixed, will be used in our applications.
Proof. Suppose a¯(x) ≍ x/m(x) (x ≥ 1) and put
r(z) = P [Sxσ[R,∞) > R + z, σ
x
[R,∞) < σ
x
0 ].
Plainly g{0}∪[R,∞) ≤ g{0} and g{0}(x, z) ≤ 2a¯†(x) (where 2a¯†(x) = a†(x) + a†(−x)), hence
r(z) =
∑
w>0
g{0}∪[R,∞)(x,R − w)P [X > z + w] ≤ 2a¯†(x)
∑
w>0
P [X > z + w].
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By
∑
w>0 P [X > z + w] = η+(z + 1) it therefore follows that if P [σ
x
[R,∞) < σ
x
0 ] ≥
δa¯†(x)/a¯(R),
r(z) ≤ 2a¯†(x)η+(z) ≤ P [σx[R,∞) < σx0 ]× 2δ−1a¯(R)η+(z)
and dividing by P [σx[R,∞) < σ
x
0 ] we find (5.10).
Suppose m+/m → 0. Then a¯(x) ≍ x/m(x) owing to Theorem 1 and for 0 ≤ x < R,
a(−x)/a(x) → 0 by virtue of Theorem 4. We can accordingly apply Lemma 5.2 to see
that P [σxR < σ
x
0 ] = a¯
†(x)/a¯(R){1+ o(1)} uniformly for 0 ≤ x < R, so that (5.10) obtains
on the one hand. On the other hand recalling η+(z) < m+(z)/z we deduce that
a¯(R)η+(z) ≤ Cm+(z)a¯(R)
m(z)a¯(z)
, (5.12)
of which the last member with z = εR tends to zero. Thus (5.11) follows.
We shall need an estimate of overshoots as the walk exits from the half line (−∞,−R]
after its entering into it. Put
τx(R) = inf{n > σx(−∞,−R] : Sxn /∈ (−∞,−R]}, (5.13)
the first time when the walk exits from (−∞,−R] after once entering it.
Lemma 5.4. Suppose m+/m→ 0. Then for each constant ε > 0, uniformly for x > −R
satisfying P [σx(−∞,−R] < σ
x
0 ] ≥ εa¯†(x)/a¯(R), as R→∞
P
[
Sxτ(R) > −R + εR
∣∣ σx(−∞,−R] < σx0 ]→ 0.
Proof. If the family of random variables Sxσ(−∞,−R]/R is tight, then the assertion is im-
mediate from the preceding lemma. To deal with the general case, we write down
P
[
Sxτ(R) > −R + εR
∣∣Ax] = ∑
w≤−R
P
[
Sxσ(−∞,−R] = w
∣∣Ax]P [Swσ(−R,∞) > εR−R], (5.14)
where put Ax = {σx(−∞,−R] < σx0}. If P [Ax] ≥ εa¯†(x)/a¯(R), by Lemma 5.3(i) (applied for
−Sx· )
P [Sxσ(−∞,−R] < −R − z |Ax] ≤ 2ε−1m(z)a¯(R)/z.
Given δ > 0 (small enough) we define ζ = ζ(δ, R) (> R) by the equation
m(ζ)R
m(R)ζ
= δ
(uniquely determined since x/m(x) is increasing), so that on using 2a¯(R) < CR/m(R)
P
[
Sxσ(−∞,−R] < −R − ζ
∣∣Ax] ≤ 2ε−1m(ζ)a¯(R)/ζ ≤ (Cε−1)δ.
For −ζ −R ≤ w ≤ −R,
P
[
Swσ(−R,∞) > −R + εR
]
=
∑
y>−R+εR
∑
z≤−R
g(−R,∞)(w, z)p(y − z)
=
∑
y>εR
∑
z≤0
g[1,∞)(w +R, z)p(y − z)
≤ C1a¯(ζ − R)η+(εR)
≤ δ−1C ′Rη+(εR)/m(R),
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where the first inequality follows from g[1,∞)(w + R, z) ≤ g{1}(w + R, z) ≤ a¯(w + R − 1)
and the second from a¯(ζ) ≤ C2ζ/m(ζ) and the definition of ζ . Now, returning to (5.14)
we apply the bounds derived above to see
P
[
Sxτ(R) > −R + εR
∣∣ σx(−∞,−R] < σx0 ] ≤ (Cε−1)δ + δ−1C ′Rη+(εR)/m(R),
Since Rη+(εR)/m(R)→ 0 and δ may be arbitrarily small, this concludes the proof.
If τ is a stopping time of the walk S0 and A is a measurable event depending only on
{S0n, n ≥ τ}, then by strong Markov property P [A, σ00 < τ ] = P (A)P [σ00 < τ ] so that A
is stochastically independent of {σ00 < τ} and hence of {σ00 > τ}. In particular
P
[
S0τ(R) = x
]
= P
[
S0τ(R) = x
∣∣ σ0(−∞,−R] < σ00] (5.15)
so that Lemma 5.4 yields the following
Corollary 5.1. Suppose m+/m→ 0. Then for any ε > 0, as R→∞
P [S0τ(R) > −R + εR]→ 0.
If F is attracted to the spectrally negative stable law of exponent one, then S0σ(−∞,−R]/R
P→
−∞ (cf. [29]) but, according to the above corollary, still S0τ(R)/R
P→ 0, hence for a suitable
function M(R)→∞, S−RM(R)σ[0,∞) /R
P→ 0.
5.3. Asymptotic form of P [σx[R,∞) < σ
x
(−∞,0]].
The following result is Lemma 6.1 of [28].
Lemma 5.5. Suppose limx→∞ a(−x)/a(x) = 0. Then uniformly for x ≥ 0, as y →∞
0 ≤ g{0}(x, y)− g(−∞,0](x, y) ≤
{
a(−y){1 + o(1)} if C+ =∞,
O(1) if C+ <∞. (5.16)
For 0 ≤ x ≤ y we shall apply (5.16) in the form
− a(−x) ≤ a†(x)− g(−∞,0](x, y) ≤ a(x− y) + o
(
a(−y))+O(1) (5.17)
(y → ∞), where the subadditivity a(−y) − a(x − y) ≤ a(−x) is used for the lower
bound. Note that the upper and lower bounds of (5.17) together imply that for y ≥ x,
g(−∞,0](x, y)/a(x)→ 1 as x→∞ under a(−y)/a(x)→ 0.
Lemma 5.6. Suppose limx→∞ a(−x)/a(x) = 0. Then uniformly for 1 ≤ x < R, as
R→∞
P [σxR < σ
x
(−∞,0]] ≥
a(x)− a(x− R)
a(R) + a(−R) −
o
(
a(−R)) +O(1)
a(R)
.
Proof. Since P [σxR < σ
x
(−∞,0]] = g(−∞,0](x,R)/g(−∞,0](R,R) and 0 ≤ 2a¯(R)−g(−∞,0](R,R)
= O
(
a(−R)), the asserted bound is immediate from the right-hand inequality of (5.17).
Put uas(0) = 1, uas(x) =
∑∞
n=0 P [Z1 + · · ·Zn = x] (x ≥ 1), where Z1, Z2, . . . are i.i.d.
copies of Z, and
ℓ+(x) =
∫ x
0
P [Z > t]dt, ℓ−(x) =
∫ x
0
P [−Z > t]dt. (5.18)
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We know that if Z is relatively stable then ℓ+ is slowly varying at infinity and according
to [31] (see Appendix (B)) it accordingly follows that
uas(x) ∼ 1/ℓ+(x). (5.19)
Lemma 5.7. Suppose m+/m→ 0. Then ℓ+ varies slowly,
(i) a(x) ∼ Vds(x)/ℓ+(x) as x→∞; and
(ii) as y →∞ uniformly for 1 ≤ x ≤ y,
g(−∞,0](x, y) ∼ Vds(x− 1)/ℓ+(y).
Proof. According to Proposition 5.1 the condition m+/m → 0 implies the relative sta-
bility of Z so that ℓ+ varies slowly. It is known [23, Proposition 19.3] that 1 ≤ x ≤ y
g(−∞,0](x, y) =
x∑
k=1
vds(x− k)uas(y − k), (5.20)
where vds(x) = Vds(x)− Vds(x− 1) (x ≥ 0) and vds(0) = Vds(0) and owing to (5.19) that
is available under the present assumption we see
g(−∞,0](x, 2x) ∼ Vds(x− 1)/ℓ+(x).
By Lemma 5.5 (see (5.17)) we also have g(−∞,0](x, 2x) ∼ a(x) and hence the equivalence
relation of (i) follows. (ii) follows from the slow variation of uas for 1 ≤ x < y/2, and
from (5.17) in conjunction with (i) for y/2 ≤ x ≤ y.
Proposition 5.2. If m+/m→ 0, then uniformly for 1 ≤ x ≤ R, as R→∞
P
[
σxR < σ
x
(−∞,0]
] ∼ P [σx[R,∞) < σx(−∞,0]] ∼ Vds(x− 1)/Vds(R), (5.21)
and for x = 0, P [σ0[R,∞) < σ
0
(−∞,0]] ∼ 1/Vds(R).
Proof. For each x ≥ 1, Mxn := Vds(Sxn)1(n < σx(−∞,0]) is a martingale , so that by optional
stopping theorem
Vds(x) ≥ lim inf
n→∞
E
[
Mxn∧σ[R,∞)
] ≥ Vds(R)P [σx[R,∞) < σx(−∞,0]].
Hence
Vds(x)/Vds(R) ≥ P
[
σx[R,∞) < σ
x
(−∞,0]
] ≥ P [σxR < σx(−∞,0]].
Since the last probability equals g(−∞,0](x,R)/g(−∞,0](R,R), the equivalence (5.21) follows
from Lemma 5.7(ii). The particular case of x = 0 follows by
∑∞
y=1 Vds(y− 1)p(y) = 1 (cf.
e.g. [28, Eq(1.3)])
Remark 5.3. Let m+/m → 0. By Proposition 1.1 and Lemma 5.7(i) it follows that as
x/R→ 1, Vas(x)/Vas(R)→ 1 and hence P [σx[R,∞) < σx(−∞,0]]→ 1. In contrast to the case
x/R→ 1, the ratio Vas(x)/Vas(R) may approach unity as x/R→ 0 in an appropriate way
if Vas varies slowly. In general combining Lemmas 5.7(i) and 5.5 one can easily deduce
that for 1 ≤ x ≤ R,
Vds(x)/Vds(R) ∼ a(x)/a(R)
as R → ∞ along with a(−R)/a(x) → 0. Hence the asymptotics of each probability in
(5.21) agrees with that of P [σxR < σ
x
0 ] at least under a(−R)/a(x) → 0, but does not if
ℓ+(x)/ℓ+(R)→ 0.
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Proposition 5.3. Put fr(x) = Vds(x− 1). If E|Zˆ| <∞, then, uniformly for x < R, as
R→∞
P
[
σx[R,∞) < σ
x
(−∞,0]
] ∼ P [σxR < σx(−∞,0]], (5.22)
and for 0 < x < R as x→∞
P
[
σxR < σ
x
(−∞,0]
] ∼ fl(R)− fl(R− x)
fl(R)
≤ fl(x+ 1)
fl(R)
.
Corollary 5.2. If EZ <∞, then for x > 0, as R− x→∞,
P
[
σx(−∞,0] < σ
x
[R,∞)
] ∼ P [σx0 < σx[R,∞)] = fr(R)− fr(x)fr(R) {1 + o(1)}. (5.23)
This corollary follows immediately from Proposition 5.3 by duality. The equality
in (5.23) follows from (5.21) if x ranges over a set depending on R in which fr(x) =
O(fr(R)− fr(x)) but does not otherwise.
Proof of Proposition 5.3. If EZˆ > −∞, then the family {Hy(−∞,0] : y > 0} is tight,
implying that
sup
y>R
P
[
σy(−∞,0] < σ
y
R
]
= sup
y′>0
∑
z>0
Hy
′
(−∞,0](−z)P
[
σ˜R−z(−∞,0] < σ
R−z
R
] −→ 0 as R→∞,
where σ˜x(−∞,0] = inf{n ≥ 0 : Sxn ≤ 0}. Hence the ratio
P [σx[R,∞) < σ
x
(−∞,0]]− P [σxR < σx(−∞,0]]
P [σx[R,∞) < σ
x
(−∞,0]]
=
∑
y>R
P
[
Sxσ[R∞) = y
∣∣ σx[R,∞) < σx(−∞,0]]P [σy(−∞,0] < σyR] (5.24)
tends to zero uniformly for 0 < x < R, which is the same as the equivalence relation of
(5.22). The second relation of the proposition is Lemma 6.4 of [28].
Remark 5.4. There are some results concerning the two sided exit problem. If the distri-
bution of X is symmetric and belongs to the domain of normal attraction of a stable law
with exponent 0 < α ≤ 2, the problem is investigated by Kesten [17]: for 1 < α ≤ 2 he
identifies the limit of Px[σ[R,∞) < T ] as x ∧ R→∞ so that x/R → λ ∈ (0, 1). For Le´vy
processes with no positive jumps there are certain definite results (cf. [1, Section 7.1-2],
[8, Section 9.4])).
5.4. Proof of Theorem 5
Throughout this subsection suppose m+/m → 0. Then it follows [24, Theorem1.1]
that for α ≥ 1, for (a): limP [Sn > 0] → 1/α to hold it is necessary and sufficient that
α ≤ 2 and ∫ 0
−x t
2dF (t) ∼ 2L(x) if α = 2,
F (−x) ∼ (α− 1)(2− α)x−αL(x) if 1 < α ≤ 2,∫ 0
−x(−t)dF (t) ∼ L(x) if α = 1
(5.25)
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with a slowly varying function L(x) at infinity. By standard arguments (5.25) is equivalent
to (b): m−(x) ∼ x2−αL(x) (1 ≤ α ≤ 2). [If 1 < α < 2 this is immediate by the
monotone density theorem [3]; for α = 1 observe that the condition in (5.25) implies
that xF (−x)/ ∫ 0−x(−t)dF (t) → 0 (see e.g., Theorem VIII.9.2 of [13]), and then that
η−(x) ∼ L(x), the implications of opposite direction being easy; for α = 2 see (1) of
Appendix (A).] Thus (a) and (b) are equivalent. In view of Proposition 5.2 and Lemma
5.7 for the proof of Theorem 5 it suffices to show that (d) implies (b) as is noted in
Remark 1.1. This is involved in the following result.
Proposition 5.4. Let m+/m → 0. Suppose that Vds(x) ∼ xα−1/L1(x) with L1 slowly
varying at infinity. Then m− is regularly varying with index 2− α and
(a) m−(x) ∼ Cαx2−αL1(x)ℓ+(x) for 1 < α < 2
(b) CαL1(x)ℓ+(x){1 + o(1)} ≤ η−(x) ≤ C ′L1(x)ℓ+(x) for α = 1,
(c) m−(x) ≍ ℓ−(x)ℓ+(x) for α = 2,
(5.26)
where Cα = 1/Γ(α)Γ(3 − α) and C ′ is a constant; and for 1 < α < 2, vds(x) ∼
(α − 1)xα−2/L1(x). If EZ < ∞ in addition, then (5.26b) may be refined as η−(x) ∼
CαL1(x)ℓ+(x), which may fail in general if EZ =∞.
The proof will be based on the identity
P [Zˆ ≤ −x] = Vds(0)
∞∑
y=x
uas(y − x)F (−y)
which follows from (5.20) (or directly from the definition of Vds(0)uas which equals the
renewal sequence for the weak ascending height process). Recall (5.19), i,e., uas(x) ∼
1/ℓ+(x) and that ℓ+ is slowly varying.
First consider the case 1 ≤ α < 2. By the assumed regular variation of Vds it then
follows that
P [Zˆ ≤ −x]Vds(x)→ Vds(0)/Γ(2− α)Γ(α). (5.27)
(cf. e.g., [3], p.361). Hence if Vds(x) ∼ xα−1/L1(x) we have
∞∑
y=x
uas(y − x)F (−y) = Cαx1−αL1(x){1 + o(1)}. (5.28)
Lemma 5.8. Let m+/m→ 0. If (5.28) holds for 1 ≤ α < 2, then
∞∑
y=x
uas(y − x)F (−y) ∼
∫ ∞
x
F (−t)
ℓ+(t)
dt.
Proof. Denote the sum on the LHS by Σ(x) and the integral on the RHS by G(x):
Σ(x) =
∞∑
y=x
uas(y − x)F (−y), G(x) =
∫ ∞
x
F (−t)
ℓ+(t)
dt.
The assertion the lemma is then expressed as the implication
Σ(x) ∼ Cαx1−αL1(x) =⇒ Σ(x) ∼ G(x). (5.29)
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Clearly Σ(x) ≥ F (−2x)∑xy=0 uas(y) ≥ xF (−2x)/ℓ+(x){1 + o(1)}. Using the equivalence
on the LHS of (5.29) and replacing x by ⌊x/2⌋ in these inequalities we obtain
xF (−x)/ℓ+(x) ≤ 22−αΣ(x){1 + o(1)}, (5.30)
From the defining expression of Σ one observes that for ε > 0
G
(
(1 + ε)x
) ≤ Σ(x)
1 + o(1)
≤ εx
ℓ+(x)
F (−x){1 + o(1)}+G((1 + ε)x).
Thus by (5.30) [
1− 2ε]Σ(x){1 + o(1)} ≤ G((1 + ε)x) ≤ Σ(x){1 + o(1)}.
Since (5.30) also leads to 0 ≤ G(x)−G((1 + ε)x) ≤ 2εΣ(x){1 + o(1)}, we can conclude
Σ(x) ∼ CαG(x) as required. Thus Lemma 5.8 is proved.
Proof of Proposition 5.4 in case 1 ≤ α < 2. If α 6= 1, by the monotone den-
sity theorem—applicable since F (−t)/ℓ+(t) is decreasing—this leads to F (−x) ∼ (α −
1)Cx−αL1(x)ℓ+(x) which is equivalent to (5.26a).
For α = 1, note that by Lemma 5.8
CαL1(x) ∼ G(x) ≤ η−(x)/ℓ+(x) (5.31)
and the slow variation of G implies xF (−x)/ℓ+(x) = o(G(x)), so that xF (−x) =
o(η−(x)), which is equivalent to the slow variation of η−, hence to the regular varia-
tion of m− of index 1. We must still show (5.26(b)), of which the lower bound of η+ is
given in (5.31). As for the upper bound we apply Lemma 5.7 and Theorems 1 and 4 to
see that
Vds(x)/ℓ+(x) ∼ a(x) ∼ 2a¯(x) ≤ Cx/m(x) ∼ C/η−(x), (5.32)
so that η1(x) ≤ C ′ℓ+(x)/Vds(x) ∼ C ′L1(x)ℓ+(x). In case EZ < ∞ we have lim uas(x) =
lim 1/ℓ+(x) = 1/Z and the last assertion of the proposition is easy to see.
Proof of Proposition 5.4 in case α = 2. For α = 2 we have
ℓ−(x)/Vds(0) ∼ x/Vds(x) ∼ L1(x) (5.33)
[3, p.365], and ∫ x
0
dt
∞∑
y=0
uas(y)F (−y − t) = ℓ−(x){1 + o(1)} (5.34)
instead of (5.27) and (5.28), respectively. Our task is to show that m− is slowly varying,
or equivalently xη−(x)/m(x)→ 0 (because of the assumption m+ ∼ m). We shall verify
the latter condition and to this end we shall apply the inequalities
1/C ≤ ℓ−(x)ℓ+(x)/m(x) ≤ C (x > 1) (5.35)
(valid for some constant C), which follow from (5.33), as for (5.32).
Using (5.34) and (5.19) one observes that for each M > 1 as x→∞
ℓ−(x)− ℓ−(2x) + o
(
ℓ−(x)
) ≥ ∫ 2x
x
dt
∫ Mx
0
F (−y − t)
ℓ+(y + x)
dy{1 + o(1)}
≥ x
ℓ+(x)
[
η−(x)− η−(Mx)
]{1 + o(1)},
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and then applies the first inequality of (5.35) to see
xη−(Mx) ≤ m(Mx)/M ≤ Cℓ−(x)ℓ+(x).
On noting ℓ−(x)− ℓ−(2x) = o(1)× ℓ−(x) it therefore follows that
xη−(x) ≤
[
CM−1 + o(1)
]
ℓ−(x)ℓ+(x),
and the second inequality of (5.35) leads to lim sup xη−(x)/m(x) ≤ C/M . Finally letting
M →∞ concludes the proof.
5.5. Comparison between σxR and σ
x
[R,∞).
The results obtained in this subsection is thought of as examining to what extent the
results which are simple for the right-continuous walks to those satisfying m+/m→ 0.
The following one gives the asymptotic form in terms of a of the probability of one-
sided escape of the walk killed on hitting 0.
Proposition 5.5. (i) If limz→∞ a(−z)/a(z) = 0, then as R→∞
P [σx(−∞,0] < σ
x
R] ∼ P [σx0 < σxR] uniformly for x ∈ Z.
(ii) Suppose m+/m→ 0. Then limz→∞ a(−z)/a(z) = 0 and as R→∞
P [σx[R,∞) < σ
x
0 ] ∼ P [σxR < σx0 ] ∼
a†(x)
a(R)
uniformly for 0 ≤ x < R. (5.36)
Proof. Let AxR stand for the event {σx[R,∞) < σx0}.
(i) is the same as P [σx−R < σ
x
0 ]/P [σ
x
(−∞,−R] < σ
x
0 ]. We prove its dual which asserts
that
lim
R→∞
inf
x∈Z
P [σxR < σ
x
0 |AxR] = 1 (5.37)
if limz→∞ a(−z)/a(z) =∞. Make the decomposition
P [σxR < σ
x
0 |AxR] =
∑
z≥R
P [Sxσ[R,∞) = z |AxR]P [σ˜zR < σz0],
where σ˜zR is defined to be zero if z = R and agree with σ
z
R otherwise. By the dual of
Lemma 5.2(i) infz≥R P [σ˜zR < σ
z
0 ]→ 1 as R→∞ under the premise of (i) and we conclude
(5.37).
Proof of (ii): Suppose m+/m→ 0. Given ε > 0, we choose u > 0 so that
u/m(u) = εR/m(R)
and let z = z(R, ε) be the integer determined by u − 1 < z ≤ u. Since a¯(x) ≍ x/m(x),
this entails
εC ′ ≤ a¯(z)/a¯(R) < εC ′′
for R large enough with some universal positive constants C ′, C ′′. Now define hR,ε via
P [σxR < σ
x
0 |AxR] = hR,ε +
∑
R≤y≤R+z
P [Sxσ[R,∞) = y |AxR]P [σ˜yR < σy0 ]
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with σ˜yR defined as in the proof of (i). Then by Lemma 5.3(i) (see also (5.12))
hR,ε ≤ Cm+(z)
m(z)
· a¯(R)
a¯(z)
≤ [C/εC ′]m+(z)
m(z)
,
whereas 1− P [σyR < σy0 ] ≤ a¯(y − R)/a¯(R) < εC1 for R ≤ y ≤ R + z (see Remark 5.1(iii)
for the first inequality). Since m+(z)/m(z)→ 0 so that hR,ε → 0, we conclude
lim inf
R→∞
inf
0≤x<R
P [σxR < σ
x
0 | σx[R,∞) < σx0 ] > 1− εC,
hence P [σxR < σ
x
0 | σx[R,∞) < σx0 ] → 1, for ε can be made arbitrarily small. This verifies
the first equivalence in (5.36). The second one follows from Lemma 5.2(ii).
Letting x = 0 in (5.36) gives that as R→∞
P [σ0[R,∞) < σ
0
0] ∼ 1/a(R).
Since the probability on the LHS is a monotone function of R this yields
Corollary 5.3. If m+/m → 0, then a¯(x) is asymptotically increasing in the sense that
there exists an increasing function f(x) such that a¯(x) = f(x){1 + o(1)} (x→∞).
From the upper and lower bounds of Theorems 1 and 2 it follows that
a¯(x)/a¯(R) ≍ m(R)x/m(x)R uniformly for 1 < x < R. (5.38)
In view of Proposition 1.1 we have another corollary of Proposition 5.5.
Corollary 5.4. Suppose m+/m→ 0. Then P [σxR < σx0 ]→ 1 as x/R ↑ 1.
By Remark 5.1(iii) we know that P [σR−yR < σ
R−y
0 ] ≥ 1− a¯(y)/a¯(R), which estimate is
better than the one given above in most cases, but does not generally imply the conse-
quence in Corollary 5.4 since a¯(R−y)/a¯(R) may possibly approach unity (cf. Proposition
6.1 (i)). By the same token P [σxR < σ
x
0 ] may approach zero in case x/R ↓ 1 even under
m+/m→ 0.
In the next subsection we shall state one more corollary of Proposition 5.5 that con-
cerns the asymptotic distribution of ♯{n < σ[R,∞) : Sn ∈ I}, the number of visits of a
finite set I ⊂ Z by the walk before entering [R,∞).
Corollary 5.3 is used to extend the range of validity of (5.36) to negative values of x
to some extent.
Lemma 5.9. Suppose m+/m→ 0. Then as R→∞
P [σx[R,∞) < σ
x
0 ] ≤
[
a†(x)/a(R)
]{1 + o(1)} uniformly for x ∈ Z.
Proof. Since a(Sxσ0∧n) is a martingale, with the help of Fatou’s lemma the optional stop-
ping theorem shows
E[a(Sxσ0∧σ[R,∞))] ≤ a†(x).
The expectation on the LHS is bounded below by a(R)P [σx[R,∞) < σ
x
0 ]{1+ o(1)} owing to
Corollary 5.3 (applicable under m+/m→ 0), hence the asserted inequality follows.
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Combining the inequality of Lemma 5.9 and (5.1) leads to
a†(x)
a(R)
≥ P [σ
x
[R,∞) < σ
x
0 ]
1 + o(1)
≥ P [σ
x
R < σ
x
0 ]
1 + o(1)
(5.39)
=
a†(x)
a(R)
[
1− a(x−R)− a(−R)
a(x)
]
,
entailing
P [σx[R,∞) < σ
x
0 ] ∼ P [σxR < σx0 ] ∼ a†(x)/a(R) (5.40)
for x < R subject to the condition[
a(−R + x)− a(−R)]/a(x)→ 0 (x < R), (5.41)
which holds automatically for 0 ≤ x < R under m+/m→∞. By (5.5)
o(1) ≤ a(x− R)− a(−R)
a(x)
≤ a(−R + x)a(−x)
a(R− x)a(x) (5.42)
whenever m+/m→ 0. (See Remark 6.4 at the end of Section 6.1.2 for more about (5.40).)
5.6. Escape into Z \ (−Q,R).
Let Q as well as R be a positive integer. Here we consider the event σx
Z\(−Q,R) < σ
x
0 ,
the escape into Z \ (−Q,R) = (−∞,−Q] ∪ [R,∞) from the killing at 0. The next result
is essentially a corollary of Proposition 5.5 and Lemma 5.9.
Proposition 5.6. If m+/m → 0, then uniformly for x ∈ (−Q,R) subject to (5.41), as
Q ∧ R→∞
P [σx
Z\(−Q,R) < σ
x
0 ] = P [σ
x
{−Q,R} < σ
x
0 ]{1 + o(1)}. (5.43)
Proof. Put τx− = σ
x
(−∞,−Q] and τ
x
+ = σ
x
[R,∞). It suffices to show that
P [τx− ∧ τx+ < σx0 < σx{−Q,R}]
P [σx{−Q,R} < σ
x
0 ]
→ 0.
The numerator of the ratio above is less than
P [τx− < σ
x
0 < σ
x
−Q] + P [τ
x
+ < σ
x
0 < σ
x
R] = P [σ
x
−Q < σ
x
0 ]× o(1) + P [σxR < σx0 ]× o(1),
where Proposition 5.5 and Lemma 5.9 (or (5.39)) are applied for the bounds of the first
and second terms on the LHS, respectively. Hence it is of smaller order of magnitude
than the denominator.
For any subset B of R such that B ∩ Z is non-empty, define
HxB(y) = P [S
x
σB
= y] (y ∈ B), (5.44)
the hitting distribution of B for the walk Sx. Let B(Q,R) = {−Q, 0, R}. Then (5.43) is
rephrased as
P [σx
Z\(−Q,R) < σ0] ∼ 1−HxB(Q,R)(0). (5.45)
By using Theorem 30.2 of Spitzer [23] one can compute an explicit expression ofHxB(Q,R)(0)
in terms of a(·). The following result however is derived without using it.
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Lemma 5.10. Suppose m+/m→ 0. Then uniformly for −Q < x < R, as Q ∧R→∞
P [σx−Q < σ
x
0 ] ≥ 1−HxB(Q,R)(0)− P [σxR < σx0 ]P [σR0 < σR−Q]
≥ P [σx−Q < σx0 ]P [σ−Q0 < σ−QR ].
Proof. Write B for B(Q,R). Then plainly we have
1−HxB(0) = P [σx{−Q,R} < σx0 ] = P [σx−Q < σx0 ] + P [σxR < σx0 ]− P [σx−Q ∨ σxR < σx0 ]. (5.46)
Let Ax denote the event {σxR < σx0 and Sxσ{R}+ · hits −Q before 0}. Then
Ax ⊂ {σxR ∨ σx−Q < σx0} and {σx−Q ∨ σxR < σx0} \ Ax ⊂ {σx−Q < σxR < σx0}.
By (5.7) P [σx−Q < σ
x
R < σ
x
0 ] ≤ P [σx−Q < σx0 ]P [σ−QR < σ−Q0 ]. It therefore follows that
0 ≤ P [σx−Q ∨ σxR < σx0 ]− P (Ax) ≤ P [σx−Q < σx0 ]P [σ−QR < σ−Q0 ],
which together with P (Ax) = P [σxR < σ
x
0 ]P [σ
R
−Q < σ
R
0 ] substituted into (5.46) yields the
relation of the lemma.
For any finite set B ⊂ Z we have the identity
HxB(y) = uB(y)+
∑
z∈B\{y}
a(x− z)HzB(y)− a†(x− y)(1−HyB(y)) (y ∈ B, x ∈ Z), (5.47)
where uB(y) = limn→∞ P [Sxn = z]H
z
B(y) (cf. [23, Proposition 30.1], [26, Lemma 2.8](in
dual form)). For B = B(Q,R), on putting x = y = 0 this becomes
1 = uB(0) + a(−R)HRB (0) + a(Q)H−QB (0)
and accordingly
1−HxB(0) = [a(−R)− a(x−R)]HRB (0) + [a(Q)− a(x+Q)]H−QB (0)
+a†(x)(1−H0B(0)). (5.48)
Noting P [σxy < σ
x
x ] = 1/2a¯(x − y) is symmetric we see that HRB(Q,R)(0) ∨ H−QB(Q,R)(0) ≤
P [σ0R < σ
0
0 ] ∨ P [σ0−Q < σ00 ] ≤ 1 − H0B(Q,R)(0). It therefore follows that uniformly for
−Q < x < R subject to the condition
|a(Q)− a(x+Q)|+ |a(−R)− a(x− R)| = o(a†(x)), (5.49)
as R→∞
1−HxB(Q,R)(0) ∼ a†(x)(1−H0B(Q,R)(0)). (5.50)
(Identity (5.47) and hence what are mentioned right above hold true for every recurrent
random walk irreducible on Z.) Condition (5.49) (to be understood to entail a†(x) 6= 0)—
always satisfied for each x (fixed) with a†(x) 6= 0—is necessary and sufficient in order for
the following condition to hold:
P [σx−Q < σ
x
0 ] ∼ a†(x)/2a¯(Q) and P [σxR < σx0 ] ∼ a†(x)/2a¯(R). (5.51)
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Proposition 5.7. Suppose m+/m → 0. Then uniformly for −Q < x < R subject to
condition (5.49), as Q ∧R→∞
P [σx
Z\(−Q,R) < σ
x
0 ] ∼ a†(x)(1−H0B(Q,R)(0)) ∼ a†(x)
a(Q)a(R)
a(Q +R)
. (5.52)
Proof. On taking x = 0 in the formula of Lemma 5.10 its first inequality yields
1−H0B(Q,R)(0) ≥
a(Q+R) + a(−Q)− a(R)
4a¯(R)a¯(Q)
+
a(−Q− R) + a(R)− a(−Q)
4a¯(Q)a¯(R)
=
a(Q+R) + a(−Q −R)
4a¯(Q)a¯(R)
=
a(Q +R)
a(Q)a(R)
{1 + o(1)},
and the second inequality gives the corresponding lower bound, showing the second rela-
tion of (5.52). Proposition 5.6 combined with (5.50) (valid under condition (5.49)) verifies
the first relation of (5.52).
It was shown by Kesten [16, Lemma 1] that for any finite subset I ⊂ Z and t > 0
(a) P
[
♯{n : n < σ0[R,∞) : S0n ∈ I} ≥ (♯I)qRt
]→ e−t (R→∞),
(b) P
[
♯{n : n < σ0
Z\(−Q,R) : S
0
n ∈ I} ≥ (♯I)qQ,Rt
]→ e−t (R ∧Q→∞) (5.53)
with qR = P [σ
0
[R,∞) < σ
0
0 ] in (a) and qQ,R = P [σ
0
Z\(−Q,R) < σ
0
0] in (b) (valid for any
recurrent random walk that is irreducible on Z). Here ♯ designates the cardinality of a
set. By Proposition 5.5(ii) and Proposition 5.7(ii) we have
Corollary 5.5. Suppose m+/m → 0. Then (5.53)) holds with qR = a(R) in (a) and
qQ,R = a(Q +R)/a(Q)a(R) in (b).
Proposition 5.8. Suppose m+/m→ 0. Then as Q ∧ R→∞, for −Q < x < R subject
to (5.49),
(i) HxB(Q,R)(R) ∼ a†(x)/a(R) and
P [σxR < σ
x
−Q | σx{−Q,R} < σx0 ] ∼ a(Q)/a(Q +R); (5.54)
(ii) if 0 < lim inf Q/R ≤ lim supQ/R <∞ in addition,
P [σx[R,∞) < σ
x
(−∞,−Q] | σxZ\(−Q,R) < σx0 ] ∼ a(Q)/a(Q +R).
Proof. By decomposing
{σxR < σx0} = {σx−Q < σxR < σx0}+ {σxR < σx−Q ∧ σx0} (5.55)
(+ designates the disjoint union) it follows that
HxB(Q,R)(R) = P [σ
x
R < σ
x
−Q ∧ σx0 ] = P [σxR < σx0 ]− P [σx−Q < σxR < σx0 ].
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Owing to (5.49) we have (5.51), and by (5.8)
P [σx−Q < σ
x
R < σ
x
0 ] ≤
a†(x)a(−Q)
a(R)a(Q)
{1 + o(1)}.
Hence HxB(Q,R)(R) ∼ a†(x)/a(R). Now noting P [σxR < σx−Q, σ−Q,R < σx0 ] = HxH(Q,R)(R)
one can readily deduce (i) from (5.43), (5.50) and (5.52).
For the proof of (ii) let τx(Q) be the first time Sx· exits from (−∞,−Q] after its
entering this half line (see (5.13)) and Ax denote the event {σx(−∞,−Q] < σx0}. Then
P [σx(−∞,−Q] < σ
x
[R,∞) < σ
x
0 ] ≤
∑
y>−Q
P [Sxτ(Q) = y, A
x]P [σy[R,∞) < σ
y
0 ]
=
∑
0>y>−Q
P [Sxτ(Q) = y, A
x]P [σy[R,∞) < σ
y
0 ] + P (A
x)× o(1),
where o(1) is due to Lemma 5.4 applied with −Q in place of −R.
We claim that if lim supQ/R < ∞, P [σy[R,∞) < σy0 ] → 0 uniformly for −Q < y < 0,
which combined with the bound above yields
P [σx(−∞,−Q] < σ
x
[R,∞) < σ
x
0 ] = P (A
x)× o(1). (5.56)
Since for any ε > 0, P [Syσ[0,∞) ≥ εQ]→ 0 uniformly for −Q < y < 0 owing to Proposition
5.1, it follows that under lim supQ/R <∞
P [σy[R,∞) < σ
y
0 ] ≤
∑
0<z<R
P [Syσ[0,∞) = z]P [σ
z
[R,∞) < σ
z
0 ] + o(1) ≤ P [σyR < σy0 ] + o(1)→ 0,
where Proposition 5.5(ii) is used for the second inequality. Thus the claim is verified.
For the rest we can proceed as in the proof of (i) above with an obvious analogue of
(5.55). Under (5.49), by (5.39) P [σx[R,∞) < σ
x
0 ] ∼ a†(x)/a(R) and by Proposition 5.5(i)
P (Ax) ∼ a†(x)/a(Q). Using (5.52) together with (5.56) we now obtain the asserted result
as in the same way as above. The proof of Proposition 5.8 is finished.
6 Examples
Here we give two examples of different nature. The first one is the case when the law of
X belongs to the domain of attraction of a stable law; we compute the exact asymptotic
form of a(x) and describe behaviour of the (one-sided) overshoot. The second one exhibits
how a(x) and/or c(x)/m(x) can behave in irregular ways.
6.1. Distributions in domains of attraction.
In this subsection we suppose (in addition to (1.2)) that X belongs to the domain of
attraction of a stable law with exponent 1 ≤ α ≤ 2, or equivalently
(a)
∫ x
−x y
2dF (y) ∼ L(x) if α = 2
(b) µ(x) ∼ 2− α
α
x−αL(x) and
µ+(x)
µ(x)
→ p if 1 ≤ α < 2 (6.1)
as x → ∞. Here and in the sequel L is always positive and slowly varying at infinity
and 0 ≤ p ≤ 1. Note that (6.1a) is equivalent to ∫ x
0
yµ(y)dy ∼ L(x) and holds with
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L(x) =
∫ x
0
L˜(y)dy/y if µ(x) ∼ L˜(x)/x2 (the converse is not true in general). Let Y be
the limiting stable variable whose characteristic function Ψ(t) = EeitY = e−Φ(t) is given
by
Φ(t) =
{
CΦ|t|α{1− i(sgn t)(p− q) tan 12απ} if 1 < α ≤ 2,
CΦ|t|{12π + i(sgn t)(p− q) log |t|} if α = 1,
where q = 1 − p, CΦ is some positive constants that depend on the scaling factors and
sgn t = t/|t| (cf. [13, (XVII.3.18-19)]). It is also supposed that ∫∞
1
L(x)x−1dx < ∞ if
α = 1 and limL(x) =∞ if α = 2, so that E|X| <∞ (so as to conform to EX = 0) and
EX2 =∞ unless the contrary is stated explicitly (as in Proposition 6.1(iv)).
6.1.1. Asymptotics of a(x).
Put L∗(x) =
∫∞
x
y−1L(y)dy. Then
η(x) =


o(c(x)/x) if α = 2,
(α− 1)−1µ(x){1 + o(1)} if 1 < α < 2,
L∗(x){1 + o(1)} if α = 1
(6.2)
and
c(x) = α−1x2−αL(x){1 + o(1)} (1 ≤ α ≤ 2) (6.3)
accordingly
m(x) ∼
{
x2−αL(x)/[α(α− 1)] if 1 < α ≤ 2,
xL∗(x) if α = 1.
The derivation is straightforward. If α = 2, condition (6.1a) is equivalent to x2µ(x) =
o(L(x)) as well as to c(x) ∼ L(x)/2 (Appendix (A)), which together show
m˜(x) = xη(x) + c˜(x) = o(m(x)) if α = 2. (6.4)
Asymptotics of α(t) and β(t) as t→ 0 are given as follows:
α(t) ∼


tL(1/t)/2 if α = 2,
κ′αt
α−1L(1/t) if 1 < α < 2,
1
2
πL(1/t) if α = 1,
and
β(t) =


o(α(t)) if α = 2,
κ′′αt
α−1L(1/t){1 + o(1)} if 1 < α < 2,
L∗(1/t){1 + o(1)} if α = 1,
where κ′α = (α − 2)Γ(−α) cos 12πα and κ′′α = (2 − α)Γ(−α) sin 12πα; in particular for
1 < α < 2,
1− EeitX = tα(t) ∼ (κ′α + i(2p− 1)κ′′α)tαL(1/t) (t ↓ 0). (6.5)
For verification see [21], [3, Theorems 4.3.1-2] if 1 ≤ α < 2. In case α = 1, we shall need
the following estimate:
β(t) = L∗(1/t) + γL(1/t)){1 + o(1)}, (6.6)
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where γ is Euler’s constant. This is shown in the same way as [21, Theorem 1]. The
proof, simple enough and applied to obtain (6.15) later, is given below. We observe that
∫ ∞
1/t
µ(y) cos ty dy ∼ C2L(1/t) and
∫ 1/t
0
µ(y)(1− cos ty)dy ∼ C1L(1/t), (6.7)
where C1 =
∫∞
1
cos s ds/s, C2 =
∫ 1
0
(1− cos s)ds/s. Integrating by parts leads to∣∣∣∣
∫ ∞
M/t
µ(y) cos ty dy
∣∣∣∣ ≤ µ(M/t)t +
∣∣∣∣
∫ ∞
M/t
sin ty
t
dµ(y)
∣∣∣∣ ≤ 2µ(M/t)t ∼ 2L(1/t)M
for each M > 1, by which we can readily derive the first formula of (6.7). The second
one is deduced in a similar way. Since C1 − C2 = γ, (6.6) now follows immediately. The
estimate in case α = 2 is deduced from (6.4). Indeed, uniformly for ε > 0
α(t) =
∫ ε/t
0
µ(x) sin tx dx+O(η(ε/t)) = tc(ε/t){1 +O(ε2) + o(1)},
so that α(t) ∼ tc(1/εt) ∼ tL(1/t)/2; as for β(t) use (2.4a).
The next proposition is valid also in case E|X| = ∞, provided the random walk S
is recurrent. This remark is relevant only for the last assertion (iv) of it, the walk being
possibly transient only if α = 1 and p = 1/2 (see (6.18) for the recurrence criterion).
Proposition 6.1. Suppose that (6.1) is satisfied. Then as x→∞
(i) except in case α = 2p = 1,
a¯(x) ∼ κ−1α x/m(x),
where κα = κα(p) = 2
{
cos2 1
2
πα + (p− q)2 sin2 1
2
πα
}
Γ(α)Γ(3− α);
(ii) if 1 ≤ α < 2 and p 6= 1/2 in case α = 1,{
a(−x) ∼ 2pa¯(x),
a(x) ∼ 2qa¯(x), (6.8)
where the sign ‘∼’ is interpreted in the obvious way if pq = 0; and
(iii) if α = 2, and µ(x)x2 is slowly varying and µ+(x)/µ(x)→ p (x→∞, 0 ≤ p ≤ 1),
then (6.8) holds true.
(iv) If α = 2p = 1 and there exists r := limP [Sn > 0], then a(x) ∼ a(−x);
a¯(x) ∼


2 sin2 rπ
π2
∫ x
1
dy
yL(y)
if 0 < r < 1,
1
2
∫ x
1
L(y)
yA2(y)
dy if r = 0 or 1,
(6.9)
where A(x) =
∫ x
0
[
µ+(y)− µ−(y)
]
dy [see Remark 5.2(a))]; and
x/m(x) = o(a¯(x)) in case E|X| <∞.
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Proof. (i) and (ii) are given in [2, Lemma 3.3] except for the case α = 1 (cf. also [29,
Lemma 3.1]). Suppose α = 1 and p 6= q. Then
a¯(x) =
∫ π
0
α(t)(1− cosxt)dt
π[α2(t) + γ2(t)]t
=
∫ π
0
1
2
L(1/t){1 + o(1)}
[1
2
πL(1/t)]2 + [(p− q)L∗(1/t)]2 (1− cosxt)
dt
t
.
Let L˜(1/t) denote the ratio in the integrand which is slowly varying. By virtue of the
assumption p 6= q, we have L˜(1/t) ∼ 1
2
(p − q)−2L(1/t)/[L∗(1/t)]2. It is easy to see that
the integral restricted to (0, 1/x) is O(L˜(x)). Since 1 − cosxt ≥ 0, L˜(x) can be replaced
by any asymptotic equivalent of it and hence we may suppose that L˜(x) is differentiable
and L′(x)/L(x) = o(1/x) so that∫ π
1/x
L˜(1/t) cosxt
dt
t
=
∫ π
1/x
L˜(1/t)
sin xt dt
xt2
+O(L˜(x)) = O(L˜(x)) (6.10)
(for the second equality use the trivial bound | sin xt| ≤ 1). From these bounds together
with the relations x/m(x) ∼ 1/L∗(x) >> L˜(x) ∨ 1 and c(x) ∼ xL(x) we deduce
a¯(x) ∼
∫ π
1/x
L˜(1/t)
dt
t
∼ 1
2(p− q)2
∫ x
1
L(y)dy
[L∗(y)]2y
∼ 1
κ1
∫ x
1
c(y)dy
m2(y)
∼ x
κ1m(x)
,
showing (i) for α = 1.
proof of (6.8) (in cases α = 2 or 1). Recall that a(x) = a¯(x)+ b−(x)− b+(x), where
b±(x) =
1
π
∫ π
0
β±(t)
[α2(t) + γ2(t)]
· sin xt
t
dt
(see (4.1)). Let α = 2. By the assumption of (iii) L˜(x) := xη(x) is slowly varying and
L˜′(x) = η+(x)− xµ+(x) = o(L˜(x)/x) (x→∞), which allows us to derive
β+(t) = t
∫ ∞
0
η+(y) sin ty dy = pt
∫ ∞
0
L˜(y)
sin ty
y
dy ∼ 1
2
πpL˜(1/t)t (6.11)
by a standard way (cf. [33, Theorem V.2.6]). Thus as above we see
b+(x) =
p
2
∫ π
0
L(1/t){1 + o(1)}
[tL♯(1/t)]2
sin xt dt
(
L♯(x) :=
∫ x
1
L˜(u)
u
du
)
.
For ε > 0, on using | sin xt| ≤ 1, the contribution from t > ε/x to the above integral is
dominated in absolute value by a constant multiple of∫ π
ε/x
L˜(1/t)
t2[L♯(1/t)]2
dt =
∫ x/ε
1/π
L˜(y)
[L♯(y)]2
dy ∼ x
ε
L˜(x)
[L♯(x)]2
= o
(
x
L♯(x)
)
.
while the remaining integral may be written as
x
∫ ε/x
0
L˜(1/t){1 + oε(1)}
[tL˜♯(1/t)]2
tdt = x
∫ ∞
x/ε
L˜(y)dy
[L♯(y)]2y
{1 + oε(1)} = x
L♯(x)
{1 + oε(1)},
Thus b+(x) ∼ 12px/L♯(x). In the same way b−(x) ∼ 12qx/L♯(x) and by (i) a¯(x) ∼
1
2
x/L♯(x). Consequently a(x) ∼ qx/m(x) ∼ 2qa¯(x).
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For α = 1 (with p 6= 1/2) we put
L±(x) = xµ±(x), L∗±(x) = η±(x) =
∫ ∞
x
L±(y)dy/y.
It follows that A(x) =
∫ x
0
(µ+−µ−)dy = L∗−(x)−L∗+(x), and by (6.6) β±(t) = L∗±(1/t) +
O(L±(1/t)) (valid even if pq = 0), and if p 6= q, A(x) = (q − p)L∗(x) +O(L(1/t)) and
β±(t)
[α2(t) + γ2(t)]
=
L∗+(1/t) +O(L(1/t))
A2(1/t)
.
Note L∗+(x)/A
2(x) ∼ (2p/κ1)/L∗(x) (κ1 = 2(p − q)2) and A′(x) = µ+(x) − µ−(x) ∼
(q − p)L(x)/x and observe
d
dt
L∗+(1/t)
A2(1/t)
∼ −p
(p− q)2 ·
L(1/t)
[L∗(1/t)]2t
(t ↓ 0).
Then in a manner analogous to that deriving (6.11) we obtain
b+(x) =
1
π
∫ π
0
L∗+(1/t)
A2(1/t)
· sin xt
t
dt+O(1) =
p
κ1L∗(x)
{1 + o(1)}.
In the same way b−(x) ∼ [q/κ1]/L∗(x). This concludes the required formulae for a(±x).
proof of (iv). Here we do not suppose E|X| < ∞. Note that α(t) ∼ π
2
L(1/t)
remains valid under E|X| =∞. Put K(x) = µ+(x)− µ−(x). Recall
1
t
∫ ∞
−∞
sin tx dF (x) = −γ(t) =
∫ ∞
0
K(x) cos tx dx.
Suppose ρn := P [Sn > 0]→ 1, which is equivalent to
L(x)/A(x)→ 0 (6.12)
(see Remark 5.2(a)). Noting
∫∞
1/t
µ±(x) cos tx dx = O(L(1/t)), we find that
− γ(t) ∼
∫ 1/t
0
K(x)dx = A(1/t) (t ↓ 0) (6.13)
In the same way as in the proof of (i) one deduces that
2a¯(x) ∼ 2
π
∫ π
1/x
1
2
πL(1/t)
A2(1/t)t
dt ∼
∫ x
1
L(y)
A2(y)y
dy.
Write [L/A2]♯(x) for the last integral above. For the proof of a(x) ∼ a(−x) it suffices to
show that
a(x)− a(−x) = 2
π
∫ π
0
−γ(t) sin xt
[α2(t) + γ2(t)]t
dt = O
(
[L/A2]♯(x)
)
. (6.14)
Denote the above integral restricted on [0, 1/x] and [1/x, π] by J<1/x and J>1/x. It is easy
to see that
J<1/x ∼ 2
π
x
∫ 1/x
0
dt
A(1/t)
∼ 2
πA(x)
.
41
By (1/A)′(x) = −K(x)/A2(x) it follows that 1/A(x) = o([L/A2]♯(x)), so that J<1/x =
o(a¯(x)). For the evaluation of J>1/x we need to evaluate the error term in (6.13) and
from (6.7) applied with µ replaced by µ± we deduce
− γ(t) = A(1/t) + o(L(1/t)). (6.15)
Let α0(t) =
1
2
πL(1/t) and define L˜ and L˜0 by
L˜(1/t) =
−γ(t)
α2(t) + γ2(t)
and L˜0(1/t) =
A(1/t)
α20(t) + A
2(1/t)
.
Since A′(x)/A(x) = o(1/x) by (6.12), we have
∫ π
1/x
L˜0(1/t) sinxt dt = O(L˜0(x)) = O(1/A(x))
(as in (6.10), whereas by (6.15)
L˜(1/t)− L˜0(1/t) = o(L(1/t))
A2(1/t)
,
showing
∫ π
1/x
[
L˜(1/t)−L˜0(1/t)] sin xt dt = o
(
[L/A2]♯(x)
)
. It therefore follows that J>1/x =
o
(
[L/A2]♯(x)
)
. Thus (6.14) is verified. We have proved (6.9) and a(x) ∼ a(−x) in case
r = 1. By duality the same is true in case r = 0.
Let B(t) be a positive increasing function of t ≥ 0 such that B(t)/t ∼ L(B(t)) (the
both sides are necessarily s.v.). Then the laws of Sn/B(n) constitute a tight family if
and only if ρn is bounded away from 0 and 1. If
λn := nE[sinX/B(n)]→ λ, (6.16)
then ρn → r and the value of r is determined by
r = P [Y + λ > 0] (6.17)
where Y = limSn/B(n)−λn whose distribution is given by the density 1
/
2
[
x2+ 1
4
π2λ2
]
,
and solving (6.17) in λ, one obtains
λ =
π
2
tan
[
π(r − 1
2
)
]
.
From (6.16) it follows that
E[sinXt] ∼ λtL(1/t) (t→ 0)
so that
−γ(t) = t−1E[sinXt] ∼ λL(1/t).
By α(t) ∼ 1
2
πL(1/t)
α(t)
α2(t) + γ2(t)
∼ 2/π
(1 + tan2[π(r − 1
2
)])L(1/t)
=
2 sin2 rπ
πL(1/t)
.
and as before we deduce
a¯(x) ∼ 2 sin
2 rπ
π2
∫ x
1
dy
yL(y)
.
One can easily see that a(x) − a(−x) = o(a¯(x)) (as in the derivation of (6.14)), hence
a(x) ∼ a(−x). In case E|X| <∞, by (6.9) as well as m(x)/x ∼ L∗(x) we can readily see
that x/m(x) = o(a¯(x)). The proof of Proposition 6.1 is complete.
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Remark 6.1. (i) Let α = 1 in (6.1) and E|X| =∞. Then F is recurrent if and only if∫ ∞
1
µ(y)(
L(y) ∨ |A(y)|)2dy =∞ (6.18)
(cf. [31, Section 4.3]); in particular if p 6= 1/2, F is transient, for |A(t)| ∼ |p − q|L∗(t)
and the indefinite integral
∫
µ(x)dx/[L∗(x)]2 = −1/L∗(x)→ 0.
(ii) Let α = 2p = 1 in (6.1). From the above proof of (iv) it follows that without
assuming Spitzer’s condition
a¯(x) ≍
∫ x
1
µ(y)(
L(y) ∨ |A(y)|)2dy;
and if EX = 0, then M/L∗(x) ≤ a¯(x) for each M > 0 so that a¯(x)/[x/m(x)] → ∞. It
also is noted that
γ(t) =
∫ ∞
0
[µ−(x)− µ+(x)] cos tx dx =
∫ 1/t
0
[µ−(x)− µ+(x)]dx+O(L(1/t)), (6.19)
as is verified by
∫∞
1/t
ℓ±(x) cos tx dx = O(L(1/t)) and
∫ 1/t
0
ℓ±(x)(cos tx−1)dx = O(L(1/t)).
Remark 6.2. If α = 2 and the assumption of (iii) of Proposition 6.1 is satisfied, then
equality (5.43) (for x fixed) holds, which however fails if 1 ≤ α < 2, 0 < p < 1 and
Spitzer’s condition (6.33) is fulfilled. This is verified by combining (6.2) and (6.3). If
α 6= 1 or α = 1 with p = 1/2 and 0 < r < 1, verification is easy and omitted. Let α = 1
with r = 1 (including the case 0 < p < 1/2), the case r = 0 being similar. Since then the
probability of S0· exiting [−R,R] through R tends to 1 (cf. [8, Section 7.3]), it suffices to
show that P [σ0R < σ
0
−R] ∼ q. Let λ± = P [σ0±R < σ0∓R ∨ σ00 ]. Using Proposition 6.1 one
observes that P [σR−R < σ
R
0 ]→ 1− p and P [σ−RR < σ−R0 ]→ p so that
P [σ0−R < σ
0
0] = P [σ
0
R < σ
0
0] ∼ λ− + qλ+ ∼ λ+ + pλ−,
showing λ−/λ+ ∼ p/q. Hence P [σ0R < σ0−R] = λ+/(λ− + λ+) ∼ q, and solving the linear
equations we obtain λ+ ∼ [q/(1− pq)]/2a¯(R).
Suppose m+(x)/m(x)→ 0. Then E(−Zˆ) =∞ and it holds [28, Corollary 1] that
a(−x) =
∞∑
y=1
H−x[0,∞)(y)a(y), x > 0. (6.20)
Applying this identity we are going to derive the asymptotic form of a(−x) as x → ∞
when µ+(x) varies regularly at infinity. Recall that Vds(x) denotes the renewal function
for the weakly descending ladder height process of the walk. Let Uas(x) (as in Section
5.3) be the renewal function for the strictly ascending one. Put
ℓ+(x) =
∫ x
0
P [Z > t]dt for 1 ≤ α ≤ 2; and ℓ−(x) =
∫ x
0
P [−Zˆ > t]dt for α = 2.
We know that ℓ+(x) and ℓ−(x) are slowly varying as x → ∞ and so is P [−Zˆ > x] for
α = 1 and that
Uas(x) ∼ x
ℓ+(x)
and Vds(x) ∼


c−10 x/ℓ−(x) α = 2,
κ′αx
α−1ℓ+(x)/L(x) 1 < α < 2,
c−10 /P [−Zˆ > x] α = 1,
(6.21)
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where κ′α = −α[(2 − α)π]−1 sinαπ and c0 = e−
∑
pk(0)/k (provided (6.1) holds): see [22,
Theorems 2, 3 and 9], [29, Lemma 8.8] except for the slow variation of P [−Zˆ > x] which
is shown in [27] (see the last mentioned result (in the dual form) in (iii) of the next
subsection). By Proposition 6.1(i)
a(x) ∼ [2α(α− 1)κ−1α ]xα−1/L(x) (x→∞) for 1 < α ≤ 2
and comparing the asymptotic formulae of Lemma 5.7(i) and (6.21) we find
2ℓ−(x)ℓ+(x) ∼ c−10 L(x) (α = 2). (6.22)
Proposition 6.2. Suppose that (6.1) holds and m+(x)/m(x)→ 0 and that either µ+(x)
is regularly varying at infinity with index −β or ∑∞x=1 µ+(x)[a(x)]2 <∞. Then
a(−x) ∼


Uas(x)
∞∑
z=x
µ+(z)Vds(z)a(z)
z
if α = β = 2,
Cα,β
Uas(x)
x
x∑
z=1
µ+(z)Vds(z)a(z) otherwise
as x→∞, where Cα,β = [Γ(α)]2Γ(β − 2α + 2)/Γ(β).
[Explicit expressions of the right side are given in the proof: see (6.26) to (6.29).
By Theorem 4 and Proposition 6.1(i) it follows from the assumption m+/m → 0 that
a(x) ∼ [Γ(α)Γ(3− α)]−1x/m(x).]
Proof. Put uas(x) = Uas(x)−Uas(x−1), x > 0 and uas(0) = Uas(0) = 1. Then G(x1, x2) :=
uas(x2 − x1) is the Green function of the strictly increasing ladder process killed on its
exiting the half line (−∞, 0] and by the last exit decomposition we obtain
H−x[0,∞)(y) =
x∑
k=1
uas(x− k)P [Z = y + k] (x ≥ 1, y ≥ 0) (6.23)
(see (5.44) for H−x[0,∞)). Suppose the conditions of the proposition to hold and let µ+(x) ∼
L+(x)/x
β with β ≥ α and L+ slowly varying at infinity. Then on summing by parts
P [Z > y] =
0∑
k=−∞
g[1,∞)(0, k)µ+(y − k) =
∞∑
z=0
vds(z)µ+(y + z)
∼ β
∞∑
z=0
Vds(z)
µ+(y + z)
y + z + 1
∼ C0Vds(y)µ+(y) (y →∞),
where vds(z) = Vds(z)− Vds(z − 1) and
C0 = β
∫ ∞
0
tα−1(1 + t)−β−1dt =
Γ(α)Γ(β − α + 1)
Γ(β)
.
If β > 2α − 1, then ∑µ+(x)[a(x)]2 < ∞ and a(−x) converges to a constant that is
positive if the walk is not right-continuous (cf. [28, Theorem 2]). Hence we may consider
only the case α ≤ β ≤ 2α− 1.
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Let α > 1. Recall a varies regularly with index α−1 at infinity. Then substituting the
above equivalence into (6.23), returning to (6.20) and performing summation by parts
lead to
a(−x) ∼ (α− 1)
∞∑
y=1
x∑
k=0
uas(x− k)P [Z ≥ y + k]a(y)
y
∼ (α− 1)C0
∞∑
y=1
x∑
k=0
uas(x− k)Vds(y + k)µ+(y + k)a(y)
y
. (6.24)
Owing to (5.19), namely uas(x) ∼ 1/ℓ+(x), one can replace uas(x − k) by 1/ℓ+(x) in
(6.24), the inner sum over (1− ε)x < k ≤ x being negligible as x→∞ and ε→ 0. After
changing the variables by z = y + k the last double sum restricted to y + k ≤ x then
becomes asymptotically equivalent to
1
ℓ+(x)
x∑
z=1
Vds(z)µ+(z)
z−1∑
k=0
a(z − k)
z − k ∼
1
(α− 1)ℓ+(x)
x∑
z=1
Vds(z)µ+(x)a(z). (6.25)
If β = 2α− 1 > 1 (entailing lim ℓ+(x) = EZ < ∞), then C0 = Cα,β, the last sum in
(6.25) varies slowly and the remaining part of the double sum on the right side of (6.24)
is negligible, showing
a(−x) ∼ C0
ℓ+(x)
x∑
z=1
Vds(z)µ+(z)a(z) ∼ Cα,β
ℓ+(x)
x∑
z=1
L+(z)
ℓ∗(z)z
, (6.26)
where
ℓ∗(z) =
{
c0ℓ−(z)L(z)/2 α = 2,
(κα/2α(α− 1)κ′α)[L(z)]2/ℓ+(z) 1 < α < 2.
Let α ≤ β < 2α−1. If |α−2|+ |β−2| 6= 0, then the outer sum in (6.24) over y > Mx
as well as that over y < x/M becomes negligibly small as M becomes large and one can
easily infer that
a(−x) ∼ (α− 1)C1C0L+(x)x
2α−1−β
ℓ+(x)ℓ∗(x)(2α− 1− β) ∼
Cα,β
ℓ+(x)
x∑
z=1
Vds(z)µ+(z)a(z), (6.27)
where C1 = (2α− 1− β)
∫ 1
0
ds
∫∞
0
(s+ t)−β+α−1tα−2dt =
∫∞
0
(1 + t)−β+α−1tα−2dt and Cα,β
is identified by (α− 1)C1C0 = C0Γ(α)Γ(β − 2α+ 2)/Γ(β − α + 1) = Cα,β.
If α = β = 2, then a(x) ∼ 2x/L(x) and uniformly for 0 ≤ k ≤ x
∞∑
y=x
Vds(y + k)µ+(y + k)
a(y)
y
=
1
c0
∞∑
y=x
L+(y + k){1 + o(1)}
(y + k)ℓ−(y + k)L(y)/2
∼
∞∑
y=x
L+(y)
ℓ∗(y)y
.
while on recalling (6.25)
∑x
k=1
∑x
y=1 Vds(y+k)µ+(y+k)a(y)/y ≤ C ′′′xL+(x)/ℓ∗(x). Wth
these two bounds we deduce from (6.24) that
a(−x) ∼ C0x
ℓ+(x)
∞∑
y=x
Vds(y)µ+(y)
a(y)
y
∼ x
ℓ+(x)
∞∑
y=x
L+(y)
ℓ∗(y)y
(6.28)
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(since (α − 1)C0 = C0 = 1). The relations (6.26) to (6.28) together show those of
Proposition 6.2 in case 1 < α ≤ 2 since Uas(x) ∼ x/ℓ+(x).
It remains to deal with the case α = β = 1 when in place of (6.24) we have
a(−x) ∼
∞∑
y=1
x∑
k=0
uas(x− k)µ+(y + k)
c0P [−Zˆ > y + k]
· d
dy
1
L∗(y)
.
Note P [−Zˆ > x] is slowly varying and d
dy
[1/L∗(y)] = L(y)/y[L∗(y)]2. Then one sees that
the above double sum restricted to y + k ≤ x is asymptotically equivalent to
1/c0
ℓ+(x)
x∑
z=1
L+(z)
zP [−Zˆ > z]L∗(z) , (6.29)
hence slowly varying, while the outer sum over y > x is negligible. It therefore follows
that the above formula represents the asymptotic form of a(−x) and may be written
alternatively as x−1Uas(x)
∑x
y=1 Vds(y)µ+(y)a(y) as required.
Remark 6.3. If α = q = 1, P [−Zˆ > x] ∼ ∫∞
x
F (−t)/ℓ+(t)]dt/Vds(0) according to [30,
Lemma 2].
Remark 6.4. Let the assumption of Proposition 6.2 be satisfied and M be an arbitrarily
given number > 1. If α = β = 1 or 2α − 1 ≤ β, then a(−z) is slowly varying as z →∞
so that (5.41) holds uniformly for −MR < x < 0. Below we show that
(i) for α = 2, P [σxR < σ
x
0 ]/P [σ
x
[R,∞) < σ
x
0 ] → 1 as R →∞ uniformly for |x| < MR,
although (5.41) fails even for x = −R unless β = 2.
(ii) if α ≤ β < 2α − 1 < 3, then δ < P [σxR < σx0 ]/P [σx[R,∞) < σx0 ] < 1 − δ for
−MR < x < −R/M for some δ = δM > 0.
For the proof we first deduce that if β > 1, then for any ε > 0 there exists k ≥ 1 such
that for −MR < x < 0,
P
[
σx[0,∞) > kR]
∣∣ σx[0,∞) ≥ R] ≤ ε (6.30)
To this end use the inequality g(−∞,0](x, y) ≤ g{0}(x, y) ≤ g{0}(x, x) = 2a¯(x) to see
Hx[0,∞)(y) =
∑
z>0
g(−∞,0](x,−z)p(y + z) ≤ 2a¯(|x|)µ+(y − 1)
where p(z) = P [X = z], showing for k ≥ 1
P [σx[0,∞) > kR] ≤ 2a¯(|x|)
∑
y≥kR
µ+(y). (6.31)
For the lower bound, noting gB(x,−z) = g−B(z,−x) we apply Lemma 5.5 to have
g(−∞,0](x,−z) ≥ g{0}(z,−x) − a(x){1 + o(1)} = a(z)− a(z + x)− o(a(x)),
and hence that for −x/2 ≤ z ≤ −x, g(−∞,0](x,−z) ≥ a(|x|/2){1 + o(1)}. Since µ+ is
assumed to vary regularly with index β > 1, this leads to
Hx[0,∞)(y) ≥ C1a(|x|)µ+(y) (6.32)
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(with C1 = (β − 1)−1(2β−1 − 1), so that P [R < σx[0,∞) ≤ 2R] ≥ C ′1a¯(|x|)
∑
y≥R µ+(y),
which together with (6.31) yields (6.30).
If α = 2, then a(y) − a(−R + y) = a(R) + o(a(y)) uniformly for y ≥ R in view of
Proposition 6.1(i), and one easily infers that P [σyR < σ
y
0 ]→ 1 uniformly for R ≤ y ≤ kR.
Combined with the result for x ≥ 0 (given in (5.36) as well as (6.30) this shows (i).
The proof of (ii) is similar. The lower bound follows from (5.42) and the first relation
of (6.27). For the upper bound one observes that under the premise of (ii) P [σy0 < σ
y
R] is
bounded away from zero for 2R ≤ y ≤ 3R, which together with (6.32) shows that
P
[
Sxσ[0,∞) ≥ R, σx0 < σxR
] ≥ ca(|x|)µ+(R)R
with some c > 0. On the other hand we have P [σxR < σ
x
0 ] ≍ a(−R)/a(R) for −MR ≤
x ≤ R/M and a(−R)/a(R) ≍ a(R)µ+(R)R. These together verify (ii).
6.1.2 Relative stability.
We continue to suppose (6.1) (with L satisfying the conditions stated after it) and
examine the behaviour of the overshoot
ZR := Sσ(R,∞) − R.
The condition E|X| < ∞ (automatically valid for 1 < α ≤ 2) is not assumed. It will in
particular be observed that the sufficient condition of Proposition 5.1 is also necessary in
order for Z to be relatively stable under (6.1) except for the case α = 2p = 1.
In case 1 < α ≤ 2 let ρ = P [Y > 0] that equals Spitzer’s constant limP [Sn > 0].
(i) If either 1 < α < 2 and p = 0 or α = 2, then xη+(x) = o(m(x)) and it follows
from Proposition 5.1 that ZR/R
P→ 0 as R → ∞. (In this case we have αρ = 1 and the
same result also follows from Theorems 9 and 2 of [22].)
(ii) If 1 < α < 2 and p > 0, then 0 < αρ < 1, which implies that P [Z > x] is regularly
varying of index αρ [22] and the distribution of ZR/R converges weakly to the probability
law determined by the density Cαρ/x
αρ(1 + x), x > 0 ([22], [13, Theorem XIV.3]).
(iii) Let α = 1. If p = q = 1/2 we suppose that Spitzer’s condition is satisfied, namely,
there exists
lim
1
n
n∑
k=1
P [Sk > 0] = r, (6.33)
which necessarily holds if p 6= 1/2 with r ∈ {0, 1}: r = 1 if either p < 1/2 and EX = 0
or p > 1/2 and E|X| =∞; r = 0 in the other case of p 6= 1/2. If p = 1/2, r may take all
values from [0, 1].
If r = 1, then (C1) of Proposition 5.1 holds, or equivalently X is positively relatively
stable and hence so is Z in view of (5.9) so that ZR/R
P−→ 0. If 0 < r < 1 (entailing
p = 1
2
), then the law of ZR/R converges to a probability law with the density [π
√
x(1 +
x)]−1, x > 0. If r = 0 (i.e., either p > 1/2 with EX = 0 or p < 1/2 with E|X| = ∞ or
p = 1/2 with r = 0), then P [Z > x] is slowly varying at infinity and ZR/R
P−→ ∞.
Thus in case 1 < α ≤ 2 condition (C2) works as a criterion for the relative stability
of Z, while if α = 1, Z can be relatively stable under xη+(x) ≍ m(x) (so that (C2) does
not hold) and condition (C1) must be employed for the criterion.
For (iii) some explanations are needed. Let α = 1. We recall the fact that εnSn−nbn
converges in law to the stable variable Y , if (εn), (bn) are chosen to satisfy
nε2nE[X
2; |X| ≤ 1/εn]→ CΦ (n→∞) and bn = E[ sin(εnX)] = −εnγ(εn) (6.34)
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[13, Theorem XVII.5.3]. Suppose EX = 0. It then follows that γ(t) ∼ (p − q)β(t) so
that the relation above implies
nεn ∼ CΦ/L(1/εn) and bn ∼ −(p− q)εnL∗(1/εn),
respectively. Since L∗(x)/L(x) → ∞, nbn diverges to −∞ if p > q and +∞ if p < q
(entailing (6.33) with r = 0 or 1). In case p = q we apply the Doney-Bertoin theorem
saying that the supposed Spitzer’s condition implies
limP [Sn > 0] = r
(cf. [8], [5]). Let Mr ∈ [−∞,+∞] be determined by P [Y ≤ Mr] = 1 − r. On writing
P [Sn > 0] = P [εnSn − nbn > −nbn], this means that Mr = − limnbn. Since by (6.34)
nbn ∼ −Cγ(εn)/L(1/εn), we obtain
CΦγ(εn)
L(1/εn)
→


Mr ∈ (−∞,+∞) (0 < r < 1)
−∞ (r = 1),
+∞ (r = 0).
By (6.19) γ(t) = −A(1/t) + O(L(1/t)) and we see that if r = 1, (C1) holds. Since
for p < 1/2, A(x) = η−(x) − η+(x) ∼ (1 − 2p)L∗(x) >> xµ(x), this conclude that if
r = 1, (C1) holds. In case E|X| = ∞ we have A(x) ∼ (2p − 1)L♯(x) if p 6= 1/2 and
β(t) = − ∫∞
0
cos tx dx ∼ −L♯(1/t) if p = 1/2, where L♯(x) = ∫ x
0
µ(y)dy, and if r = 1,
then A(x)/xµ(x) ∼ CL♯(x)/L(x) → +∞ as asserted in (iii). [The same result follows
more directly from the criterion for limP [Sn > 0] = 1 obtained by Kesten-Maller [20,
Theorem 2.1].]
If 0 < r < 1, εnS
0
n converges in law, implying that the asserted convergence in law of
ZR/R holds (cf. [22, Section 4]).
In case r = 0 (including the case p > q) the result stated in (iii) is shown in [27] (cf.
also [30, subsection 2.2] for related results).
6.2. An example exhibiting irregular behaviour of a(x).
We give a recurrent symmetric walk such that E[|X|α/ log(|X|+2)] <∞, and P [|X| ≥
x] = O(|x|−α) for some 1 < α < 2 and
a¯(xn/2)/a¯(xn) −→ ∞ as n→∞ (6.35)
for some sequence xn ↑ ∞, xn ∈ 2Z, which provides a counter example for the fact
mentioned right after Theorem 1. In fact for the law F defined below it holds that there
exists positive constants δ and c∗ such that for all sufficiently large n,
a¯(x)/a¯(xn) ≥ c∗n for all integers x satisfying 2−δnxn < x ≤ 2−1xn. (6.36)
(Actually a¯ diverges to ∞ fluctuating with relatively steep ups and very long downs.)
Put
xn = 2
n2, λn = x
−α
n = 2
−αn2 (n = 0, 1, 2, . . .),
p(x) =
{
Aλn if x = ±xn (n = 0, 1, 2, . . .),
0 otherwise,
where A is the constant chosen so as to make p(·) a probability. Denote by η(1)n,k,t the value
of 1− 2(1− cosu)/u2 at u = xn−kt so that uniformly for |t| < 1/xn−1 and k = 1, 2, . . . , n,
λn−k[1− cos(xn−kt)]
1− η(1)n,k,t
=
λn−kx2n−k
2x2n
(xnt)
2 =
1
2
2−(2−α)(2n−k)kλn(xnt)2
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and
η
(1)
n,k,t = o(1) if k 6= 1 and 0 ≤ η(1)n,1,t < (xn−1t)2/12.
Then
xn−1∑
x=1
p(x)(1− cosxt) = Aεnλn(xnt)2{1− η(1)n,k,t + o(1)}, |t| <
1
xn−1
(6.37)
with
εn = 2
1−α2−2(2−α)n,
for p(xn−1)(1− cos xn−1t), the last term of the series, is dominant over the rest. On the
other hand
µ(x) =
∑
y>x
p(y) =
{
Aλn +O(λn+1) (xn−1 ≤ x < xn)
o(λnεn) (x ≥ xn). (6.38)
Thus, uniformly for |t| < 1/xn−1 and k = 1, 2, . . . , n,
1− ψ(t) = tα(t) = 2Aλn
[
1− cos xnt+ εn(xnt)2(1− η(1)n,k,t)
]
+ o(λnεn). (6.39)
Also, 2Aλn(1− cosxnt) = Aλn(xnt)2(1− η(2)(n, t)) with 0 ≤ η(2) ≤ 1/2 for |t| < 1/xn. It
is remembered that
a¯(x) =
1
π
∫ π
0
1− cosxt
1− ψ(t) dt.
First we compute the upper bound of a¯(xn). To this end we break the above integral
into three parts
(πA)a¯(xn) =
(∫ 1/xn
0
+
∫ 1/xn−1
1/xn
+
∫ π
1/xn−1
)
1− cosxnt
[1− ψ(t)]/Adt
= I + II + III (say).
On using the trivial inequality 1− ψ(t) ≥ 2p(xn)(1− cosxnt)
I ≤ 1/2λnxn = xα−1n /2.
By (6.37) it follows that for sufficiently large n,
II ≤ 2
∫ 1/xn−1
1/xn
1− cosxnt
2λn(1− cos xnt) + εnλn(xnt)2dt
= 2xα−1n
∫ xn/xn−1
1
1− cosu
2(1− cosu) + εnu2du
≤ 2
λnxn
22n∑
k=0
∫ π
−π
1− cosu
2(1− cosu) + εn(u+ 2πk)2du.
Observing ∫ ∞
0
dk
∫ π
0
u2
u2 + εnk2
du =
π/2√
εn
∫ π
0
udu =
π3/4√
εn
,
we obtain
II ≤ C1xα−1n /
√
εn.
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For the evaluation of III we deduce that∫ 1/xn−2
1/xn−1
1− cosxnt
[1− ψ(t)]/Adt ≤
∫ 1/xn−2
1/xn−1
4
2λn−1(1− cosxn−1t) + εn−1λn−1(xn−1t)2dt
≤ 4
λn−1xn−1
∫ xn−1/xn−2
1
1
2(1− cos u) + εn−1u2du.
The last integral is less than
∫ π
1
1
u2/3 + εn−1u2
du+
22n∑
k=1
∫ π
−π
1
u2/3 + εn−1(−π + 2πk)2du
≤ C1
22n∑
k=1
1√
εn k
≤ C2 n√
εn
.
Since λnxn/λn−1xn−1 = 2−(α−1)(2n−1) and the remaining parts of III is smaller,
III ≤ C3n2−2(α−1)nxα−1n /
√
εn.
Consequently
a¯(xn) ≤ Cxα−1n /
√
εn. (6.40)
The lower bound of a¯(xn/2). Owing to (6.39), for n sufficiently large,
[1− ψ(t)]/A ≤ 2λn(1− cos xnt) + 4εnλn(xnt)2 for 1/xn ≤ |t| < 1/xn−1,
hence
(πA)a¯(xn/2) ≥
∫ 1/xn−1
1/xn
1− cos(xnt/2)
2λn(1− cosxnt) + 4εnλn(xnt)2dt
=
1
2λnxn
∫ xn/xn−1
1
1− cos(u/2)
1− cosu+ 2εnu2du
≥ x
α−1
n
2
22n/2π∑
k=1
∫ π
−π
1− cos(1
2
u+ kπ)
1− cosu+ 2εn(u+ 2πk)2du (6.41)
≥ xα−1n
22n/4π∑
k=1
∫ π
−π
1
u2 + 4εn(u+ 4πk)2
du,
where for the last inequality we have restricted the first sum to odd k’s. On using the
bound
∫ π
−π
du
u2+b2
≥ 1/(b ∨ b2) (b > 0), the last sum is bounded from below by a constant
multiple of
22n/4π∑
k=1
1√
εnk ∨ εnk2 ≤
1/
√
εn∑
k=1
1√
εnk
≥ (2− α)n log 2√
εn
Hence a¯(xn/2)/a¯(xn) ≥ Cn if n is large enough, showing (6.35).
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The same proof shows (6.36). In fact we modify it from the line (6.41) on to see that
if 3 ≤ j < (2− α)n,
(πA)a¯(xn/2
j) ≥ 1
2λnxn
22n/2π∑
k=2j−1
∫ π
−π
1− cos(2−ju+ 2−j+1kπ)
1− cosu+ 2εn(u+ 2πk)2du
≥ c1 (2− α)n− j
λnxn
√
εn
= c1
(2− α)n− j√
εn
xα−1n , (6.42)
which together with (6.40) shows (6.36) with any δ < 2− α.
This example also exhibits that c(x)/m(x) oscillates between 0 and 1 and a¯(x) does
not behave like x/m(x). Indeed without difficulty one can see that for xn−1 ≤ x ≤ xn,
c(x)/A ∼ 1
2
(x2 − x2n−1)λn + 12x2n−1λn−1,
xη(x)/A ∼ x(xn − x)λn + xxn+1λn+1,
and
m(x)/A ∼ x(xn − 12x)λn + 12x2n−1λn−1,
and then that xη(x)/c(x) tends to zero for x with −o(xn−1) < x−xn−1 < o(22(α−1)nxn−1)
and diverges to infinity for x satisfying xn−122(α−1)n << x << xn. From (6.39) one infers
that α(t)/[tc(1/t)] oscillates between 8 and 4εnt
2x2n{1− o(1)} about M/2π times when t
ranges over the interval [1/xn,M/xn] and that α(2π/xn)/α(π/xn) = O(εn); if x = xn2
−j
(3 ≤ j << n), then a¯(x) >> xα−1n /
√
εn by (6.42) while Ax/m(x) ∼ xα−1n .
7 Appendix
(A) The following results are used for the deduction of Corollary 1.1(i) from Theorem 5
and for the proof of the latter.
(1) Let L(x) > 0 be a slowly varying function at infinity. The following are
equivalent
(a) m(x) ∼ L(x)/2.
(b) xη(x) = o
(
m(x)
)
(c) c(x) ∼ L(x)/2.
(d) x2µ(x)
/ ∫ x
−x t
2dF (t)→ 0.
(e)
∫ x
−x t
2dF (t) ∼ L(x).
Proof. The implication (a)⇒ (b) follows from 1
2
xη(x) ≤ m(x)−m(1
2
x) and its converse
from m(x) = m(1)e
∫ x
1 ε(t)dt/t, where ε(t) = tη(t)/m(t). Combining (a) and (b) shows (c)
in view of m(x) = c(x) + xη(x); conversely (c) entails x2µ(x) = o(L(x)) by which one
deduces xη(x) ≪ x ∫∞
x
L(t)t−2dt ∼ L(x). Thus (b) ⇔ (c). The equivalence of (d) and
(e) is verified by [13, Theorem VIII.9.2] and shows the equivalence of (e) and (c) since∫ x+
−x− t
2dF (t) = −x2µ(x) + 2c(x).
(2) Letm+/m→ 0. Then By
∫ x
0
t2dF (t) ≤ 2c+(x) the slow variation ofm−(x) entails∫
− x
xt2dF (t) ∼ m−(x) in view of the equivalence (a) ⇔ (b) (applied with m− in place of
m in (1)).
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(B) Let T0 = 0 and T = (Tn)
∞
n=0 be a random walk on {0, 1, 2, . . .} with i.i.d. increments.
Put
ux =
∞∑
n=0
P [Tn = x] (x = 1, 2, . . .), G(t) =
∫ t
0
P [T1 > s]ds (t ≥ 0)
and suppose that T1 is aperiodic in the sense that ux is positive for all sufficiently large x.
Erickson [10, §2(ii)] shows that lim uxG(x) = 1 if tP [T1 > t] is slowly varying at infinity.
This restriction on T1 is relaxed in the following lemma, which is used to obtain (5.19).
Lemma 7.1. If G is slowly varying at infinity, then ux ∼ 1/G(x) as x→∞.
Proof. We follow the argument made by Erickson [10]. Let φ(θ) = E exp{iθT1}. Unlike
[10] we take up the sine series of coefficients ux that represents the imaginary part of
1/(1−φ(θ)). Suppose ET1 =∞, otherwise the result being the well-known basic renewal
theorem. Fourier inversion yields
ux =
2
π
∫ π
0
S(θ) sin xθdθ, where S(θ) = ℑ
(
1
1− φ(θ)
)
. (7.1)
where the integral is absolutely convergent as is verified shortly. The proof of this repre-
sentation of ux will be given after we derive the assertion of the lemma by taking it for
granted. The assumed slow variation of G is equivalent to
∫ t
0
sP [T1 ∈ ds] ∼ G(t) (cf. [3,
Corollary 8.1.7]) and hence to
tP [T1 > t]/G(t) → 0 (t→∞).
Using this we observe that as θ ↓ 0, ∫ ε/θ
0
tP [T1 ∈ dt] ∼ G(1/θ) for each ε > 0 and hence
1− φ(θ) =
[ ∫ 1/θ
0
+
∫ ∞
1/θ
]
(1− eiθt)P [T1 ∈ dt] = −iθG(1/θ){1 + o(1)}+O(P [T1 > 1/θ])
= −iθG(1/θ){1 + o(1)}. (7.2)
In particular S(θ) sin xθ is summable on (0, π) as mentioned above.
Decomposing ux =
2
π
∫ B/x
0
+ 2
π
∫ π
B/x
= J1 + J2, we deduce from (7.2) that
J1 =
2
π
∫ B
0
sin u du
uG(x/u)
{1 + o(1)} (7.3)
with o(1)→ 0 as x→∞ for each B > 1. On the other hand
πJ2 =
∫ π
B/x
[
S(θ)− S
(
θ +
π
x
)]
sin xθ dθ +
(∫ (B+π)/x
B/x
−
∫ π+π/x
π
)
S(θ) sin xθ dθ
= J ′2 + J
′′
2 (say).
With the help of the bound
|φ(θ)− φ(θ′)| ≤ 2|θ − θ′|G(1/|θ − θ′|) (θ 6= θ′)
(Lemma 5 of [10]) the same proof as given in [10, (5.15)] yields the bound J ′2 ≤ C ′/BG(x).
By the aperiodicity of T1 and (7.2) |S(θ)| ≤ C/θG(1/θ) (0 < θ ≤ π) and it is easy to see
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that |J ′′2 | ≤ C ′′[B/x + 1/BG(x/B)]. Thus limx→∞G(x)J2 ≤ C ′/B. Since (7.3) implies
that G(x)J1 → 1 as x → ∞ and B → ∞ in this order, we conclude G(x)ux → 1 as
desired.
On proof of (7.1). The corresponding ‘cosine formula’, namely un =
2
π
∫ π
0
C(θ) cosxθ dθ,
where C(θ) := ℜ(1−φ(θ))−1, is applied in [12] and [10] without proof. In [12] is cited the
article [11] which proves the Herglotz representation theorem of the analytic functions
in the unit open disc with non-negative real parts. Noting ℜ(1 − φ(θ))−1 ≥ 0 (|z| < 1)
one can easily obtain the cosine formula by deducing the summability of C(θ) from the
representation theorem. The same argument does not go through for (7.1), S(θ) being
not always summable. An elementary proof of the cosine formula is given in [23, p.98-99]
(cited in [10]) and this is easily modified to obtain (7.1) as given below.
Plainly ux = limr↑1
∑∞
n=0 r
nP [Tn = x]. Noting P [Tn = x] = (2π)
−1 ∫ π
−π φ
n(θ)e−ixθdθ
for all x ∈ Z, we put for 1/2 < r < 1
wr(θ) =
1
2π
∞∑
n=0
rnφn(θ) =
1
2π(1− rφ(θ)) .
By the trivial identity u−x = 0 for x ≥ 1 it follows that
ux = ux − u−x = lim
r↑1
∫ π
−π
wr(θ)(−i2 sin xθ)dθ
Since ℜwr(θ) is even and ℑwr(θ) is odd and since |ℑwr(θ) ≤ 1/[2πr|ℑφ(θ)|] ≤ 1/θG(1/θ)
for θ > 0 small enough, we see that this limit equals
4
∫ π
0
lim
r↑1
ℑwr(θ) sin xθ dθ = 2
π
∫ π
0
S(θ) sinxθ dθ.
Thus (7.1) is obtained.
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