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The brain has extraordinary ability to process large amount of information 
in parallel and in real-time. The main structure of the brain is nearly 
deterministic, while cortical circuitry in a local area is rather random. This 
raises a fundamental question: are random networks capable to process 
information? In light of the liquid state machine (LSM) paradigm that is a 
real-time computing framework, the ability of random spiking neural networks 
to process information is investigated through simulated and cultured neuronal 
networks in this thesis. The LSM employs a biological (neuronal culture) or 
biologically-plausible (simulated) neuronal network to nonlinearly transform 
input stimuli into high dimensional space. Outputs are produced by trained 
readouts (typically linear classifiers) that extract information from the 
neuronal microcircuit.  
This thesis begins with a demonstration of the LSM to classify complex 
spatiotemporal patterns through simulations. Then effects of various synaptic 
connection models on the LSM performance were studied, and a genetic 
algorithm was designed to optimize synaptic connections. The results facilitate 
the design of an optimal LSM with reduced computational complexity. 
In addition, we demonstrate for the first time that, dissociated neuronal 
cultures have as long as 6 seconds memory and can be used to implement a 
neuronal-culture version of the LSM. Drug treatment can significantly 
improve information processing ability and memory. This type of memory is 
an emergent property of neuronal networks, and could be because of short-
term plasticity of synapses. We verified this hypothesis through computer 
simulations. This experimental setup has the potential to become a drug-
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testing platform, or a neurocomputer device. 
Furthermore, through simulations, we show that recurrent spiking neural 
networks with synapses that incorporate short-term facilitation and depression 
have an intrinsic ability for pattern separation. Each neuron in the network 
plays a dual functional role: it participates in feature space expansion, and acts 
as a ‘readout’ neuron. Each neuron is tuned to a different class of 
spatiotemporal input patterns, which induce distinct membrane potential 
changes and firing behavior. This input preference does not require training.  
As a result, classification of input patterns can be achieved by identifying the 
neurons with optimal separation performance. We proposed a biologically 
plausible mechanism for identifying such discriminative neurons: reward 
modulated spike-timing dependent plasticity (STDP). 
The LSM paradigm is an open system: there is no feedback from the 
output. With the aim of closing this loop and the feasibility of using drug to 
engineer the culture, we created a simulated animal and trained it to interact 
with a 3D environment via reward-modulated STDP. After learning with 
proper reward and punishment, the animat was able to navigate in the 3D 
environment and forage for food particles. Damaging the network disabled the 
foraging ability; however, the reinforcement learning was able to recover this 
ability. Reorganization of neural pathways before and after learning was 
similar to observations in clinical trials. This study suggested a potential novel 
combinational treatment to patients with brain trauma. To extend this model to 
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Chapter I Introduction 
The human brain, after thousands years of evolution, is an extraordinary 
information processing system with the ability to memorize experiences, learn 
skills, create ideas, and perform many other necessary functions to allow us 
survive in the nature and adapt the changing environment. However, we still 
know little about how the billions of neurons and synapses in the brain 
cooperate with each other to efficiently process external information in a real-
time and multitasking manner. 
Various artificial neural network (ANN) models have been proposed to 
mimic the working mechanism of biological neural networks since 1950s, 
when Rosenblatt proposed the perceptron theory  (Rosenblatt, 1958). Most of 
the models are based on analog neurons and simplified synaptic connections 
with adjustable weights only, without much consideration on the facts that 
biological neurons operate on spikes, and synapses have very complicated 
dynamics. Nowadays, many neural network models have been deviated from 
biological interpretations and geared towards the excellence in computation. 
Spiking neural networks (SNNs), as more biologically relevant models, are not 
as popular as the analog neural networks in engineering due to the difficulty in 
using mathematical tools to analyze; whereas it has been widely accepted that 
SNNs are computationally more powerful and are considered as the new 
generation of ANN (Ghosh-Dastidar and Adeli, 2009).  
In neuroscience, spiking neural network modeling has made significant 
contribution to understanding brain mechanisms, but nearly all the network 
models are constructed with many random connections and stochastic 
parameters, as it is impossible to build a network model that has the same 
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circuitry as a brain, or even as a dissociated neuronal culture. In dissociated 
cultures, neurons are firstly plated into petri dishes before cell differentiation, 
and they grow and form a network inside the dishes. The connections in the 
cultured networks are randomly built. For the brain, during the developmental 
phase, construction of huge amount of synaptic connections involves 
randomness, because the astronomical complexity of the brain structure is 
impossible to be fully encoded by genomes, yet every individual organism can 
function well and survive in the natural environment after proper learning that 
optimizes synaptic strength and topologies. The artificial neural networks 
share a very similar principle as the brain: construct a neural network with 
random synaptic connections first, followed by training algorithms to optimize 
synaptic weights or connection topologies. In other words, nearly every neural 
network in the world, in silico, in vitro, and in vivo, has randomness. This 
raises many questions: as the ultimate goal of neuroscience is to understand 
the brain, bearing the large amount of uncertainty and randomness in brain 
networks, how does the brain maintain the normal function? Does the 
randomness contribute to or harm brain functions? Or more fundamentally, is 
a random neural network capable to process complex spatiotemporal 
information before any learning? If the answer is yes, how does the brain 
utilize such ability of random networks? After read this thesis, you might have 
some ideas on what the answers are. 
1.1 Background 
Nearly all sensory stimuli elicit spatiotemporal responses that are 
eventually in the form of action potentials, and conveyed to the central 
nervous system (CNS). If each action potential is modeled by a Dirac-delta 
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function regardless of the shape and magnitude, trains of action potentials, 
often called spike trains, can be thought as point processes, in which each data 
represents a time point when an action potential occurs. Neurons communicate 
via action potentials and the shape of each action potential does not convey 
much information; therefore, temporal processing in spike trains is very 
important in the CNS. However, most of our current understanding about the 
brain is biased towards spatial information processing. How the brain deals 
with temporal or complex spatiotemporal patterns is still not understood.  
Any signal processing textbook will introduce Fourier transformation at 
the beginning because it transforms signals from time domain to frequency 
domain. Similarly, the cochlea encodes sound signals via frequency-location 
mapping: different parts of the cochlea respond to different signal frequencies. 
This decomposition of temporal signals into spatial-frequency representations 
is important for the auditory system. What about the brain, which consists of 
billions of neurons and dynamic synapses? How does the brain represent time 
and process spatiotemporal signals? In conventional artificial feed-forward 
neural networks, one intuitive representation of time is time spatialization: 
treat time as an additional spatial dimension. This is obviously contradictory to 
how the brain represents time. A theoretical framework, called state-dependent 
computation (Buonomano and Maass, 2009), describes that time is 
intrinsically embedded in biological neural networks, and spatiotemporal 
information is encoded by evolving neural trajectories. It is similar to the 
state-space concept in control theory, that each point in the state-space of a 
system represents a system’s state, and a state-space trajectory encodes how 
the system changes over time in response to an external time-varying input. 
4 
 
The system state at any time point is a result of input history. Thus, different 
spatiotemporal stimuli are able to elicit different neural trajectories. By 
looking at trajectories, i.e. how the network state changes over time, 
information about input stimuli such as the stimulus identity can be inferred. 
The state-dependent computation theory, also known as “reservoir 
computing”, is based on recurrent neural networks. The Liquid State Machine 
(LSM) (Maass et al., 2002) paradigm, and the Echo State Network (ESN) 
(Jaeger, 2001) are two major members of the reservoir computing family. 
These two models are called “twins” because they share very similar working 
principles, but with different implementations: the ESN is built upon analog 
recurrent neural networks with rigorous mathematical analysis, while the LSM 
is based on spiking neural networks with biologically plausible parameters. 
They are designed for real-time computing to process spatiotemporal inputs. 
From the perspective of kernel machines, similar to kernel methods in 
pattern classification such as the support vector machines (SVMs), the 
reservoir computing needs an excitable medium as the kernel (often called 
“reservoir”) to nonlinearly transform inputs into a high dimensional ‘feature’ 
space. The resultant products of this transformation are neural trajectories in 
high dimensional state space. Considering a scenario of dropping a stone into 
a water pool: by observing how the ripples evolve over time, properties of the 
stone can be calculated, e.g. shape and the velocity when the stone enters into 
the water. The names “liquid state machine” and “reservoir computing” are 
from this analogy. The reservoir is acting as water, and an external stimulus is 
like a stone. The reservoir of the LSM is a cortical microcircuit model with 
spiking neurons and synapses that incorporate short-term plasticity, such as 
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synaptic facilitation and depression. The universal computational power of the 
LSM in real-time computing has been shown in previous work (Maass and 
Markram, 2004).  
1.2 The LSM Architecture 
The LSM consists of three parts: i) an input layer, ii) a liquid filter (the 
reservoir implemented by a cortical microcircuit), and iii) single or multiple 
linear memory-less readout neurons (Figure 1.1). 
 
Figure 1.1 The architecture of the LSM. Excitatory and inhibitory neurons are highlighted by 
blue and yellow respectively. Only some of the connections in the cortical microcircuit are 
shown for clarity. 
Input neurons receive stimuli in the form of spike trains, and then inject 
the inputs into the cortical microcircuit, which is the reservoir (liquid filter). 
These input synaptic connections do not propagate stimuli to all the neurons, 
but only some of them in the liquid filter. There is no specific requirement on 
the circuitry topology of the reservoir, and a random network is sufficient. 
This allows the liquid filter to be implemented through in silico simulations or 
in vitro dissociated neuronal cultures. The liquid filter in silico consists of 
hundreds of spiking neurons and thousands of synaptic connections that are 
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randomly initialized and connected. Due to the limitation of computational 
power, the size of the liquid filter cannot be as large as a neuronal culture with 
around 0.1 million neurons and millions of synapses. As each neuron has its 
own nonlinear dynamics and synaptic connections, and there are many 
synaptic recurrent connections between them, every neuron has different 
responses to external inputs. Therefore, the liquid filter as a whole nonlinearly 
projects the input stimuli into high dimensional feature space, and the 
dimensionality of the projected space is the number of neurons in the liquid 
filter. A linear readout neuron that receives responses from all (or part of) the 
spiking neurons can be trained to draw a hyper-plane in the high dimensional 
feature space, to optimally separate complex spatiotemporal input patterns. 
Various training methods on the readout can be applied, such as Fisher’s 
Linear Discriminant, Support Vector Machines, or even simple Linear 
Regression. Because the readout is linear and memory-less, all the nonlinear 
and temporal processing of the input relies on the reservoir. Thus, performance 
of the LSM depends on the richness of dynamics and fading memory in the 
reservoir. In this LSM paradigm, the only part that requires training is the 
readout, and there is no need to train the liquid filter. Therefore, it is feasible 
to implement the entire LSM computational framework using a living neural 
network, such as a dissociated neuronal culture. Various attempts of 
constructing such neurocomputer hybrid systems based on the LSM 
framework have been made in literature; however, whether a living neural 
network is suitable for a reservoir is still a mystery.  
The LSM as a classifier, can be applied to many engineering applications, 
for example, music information retrieval; as a concept, its reservoir dynamics 
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can provide us insights on how the brain network operates; as a computational 
construct, it suggests that the reservoir is not limited to be implemented 
through computer simulations, but also can be alive: the reservoir can be 
substituted by living neuronal cultures, as long as we can stimulate them and 
access the neuronal responses. The research results regarding the above 
aspects are discussed in this thesis. 
1.3 Neural networks in silico 
Enabled by the fast-pace evolution of computing technology, simulations 
of biologically plausible neural networks have become a popular tool to study 
the brain. The world’s largest functioning model of the human brain with 2.5-
million neurons, named “Spaun”, was constructed and it is able to exhibit 
many behaviors (Eliasmith et al., 2012). However, the biological plausibility 
of this brain model is not emphasized. The blue brain project (Markram, 
2006), with the help of the cutting-edge IBM’s supercomputer Blue Gene, 
aims to model the brain with greater details and aid our understanding of brain 
function and dysfunction. Even though in the blue brain project neurons and 
synapses are modeled from biological recordings, huge computational 
resources are needed to perform simulations. Compared to biological 
experiments on living networks, the merit of computer simulations is that we 
have full control of every detail and can record all the parameters of interest. 
This allows us to build links from the molecular level to the network level, and 
eventually to the behavioral level to fully understand brain function. Neural 
microcircuit simulations in the LSM paradigm enable us to closely investigate 
these links: effects of neuronal and synaptic dynamics on network behavior 
and on the performance of the LSM; the capability of a random network to 
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process spatiotemporal patterns; how short-term memory is encoded in the 
networks, etc.  
The LSM was originally proposed and verified through computer 
simulations of neural microcircuits, and its framework concept provides 
insights to understanding brain function. It has been suggested that the 
cerebellum can be modeled by the LSM architecture (Yamazaki and Tanaka, 
2007), and the hippocampus performs SVM-like pattern separation (Baker, 
2003; Stark et al., 2008). As discussed above, the SVM is fundamentally very 
similar to the LSM. In fact, compared to the SVM, the LSM is more 
biologically plausible as it operates on action potentials and implements the 
kernel using neural microcircuits. In engineering applications, it has been 
shown that the LSM is capable of performing various tasks such as real-time 
speech recognition (Schrauwen et al., 2008), word recognition (Verstraeten et 
al., 2005) and robotics (Joshi and Maass, 2004), and the performance of the 
LSM is comparable to state-of-the art pattern recognition systems. To relieve 
large computational burden in simulating neural circuits using PCs, some 
studies moved simulations to field programmable gate array (FPGA) 
platforms. However, FPGAs are expensive and have low capacity, and thus are 
not realistic for implementing large scale networks. 
1.4 Neural networks in vitro 
It is impossible to build an in silico brain model possessing every aspects 
of the biological neural networks, because current recording technology only 
allows the measurement of a tiny part of living neuronal and synaptic 
dynamics, and there are lots of unknown molecular dynamics, gene translation 
and transcription that are important for learning and memory, such as long-
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term potentiation and depression (LTP/LTD) as a result of N-methyl-D-
aspartate (NMDA) receptor activation, and memory consolidation that 
involves gene expression. For example, in biological networks, many factors 
contribute to memory formation, such as the calcium signals. Short-term 
memory is necessary for temporal information processing. Synaptic 
facilitation and depression, reverberating activity due to recurrent connections, 
and the membrane time constant in a single neuron, are the major sources of 
memory in simulated networks, whereas other factors such as the calcium 
signals are normally not modeled in simulation studies. 
Furthermore, current computational power is not enough to model in such 
subtle details of many molecular dynamics, and nearly all the modern 
computers employ only one or several CPUs, with each CPU processing 
instructions sequentially. Compared to biological networks that process input 
in parallel and in real-time, computer simulations are unacceptably slow.  
In vitro networks are able to tackle these problems, but the trade-off is very 
limited observability and controllability of neuronal network systems. 
Multielectrode arrays (MEA) are devices used to record neuronal signals 
through electrodes. Typically a MEA dish has 60 or 252 electrodes (Fig. 1.2), 
which can be used to record action potentials from the neurons on the 
electrodes, or electrically stimulate them. Even though only hundreds of 
neurons, out of millions of neurons in the culture, can be recorded, various 
efforts of utilizing dissociated neuronal cultures on MEA to perform practical 
tasks have been made, such as recognizing static L-shape patterns (Ruaro et 
al., 2005), adaptation of networks to spatial stimuli (Shahaf and Marom, 2001; 
Eytan et al., 2003), or building an artificial animal that performs simple tasks 
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(Chao et al., 2008). There are some attempts in the literature employing 
dissociated neuronal cultures as liquid filters to classify input stimuli 
(Dockendorf et al., 2009; Ortman et al., 2011), however, whether these living 
networks possess short-term memory that is necessary to process temporal 
patterns still remains unknown. In addition, almost all of the above studies 
focused on electrical spatial stimulation, and there is a significant bias towards 
spatial information processing in this field (Buonomano and Maass, 2009). 
Temporal information, which is the essence of action potentials (or point 
processes) that neurons use to communicate, is not emphasized, and there is a 
lack of thorough investigation on temporal information processing in the 
literature. Information processing can be thought of as playing piano music: 
piano keys represent spatial information, and rhythm, note durations, etc. 
contain temporal information. Pressing a single key or multiple keys once will 
never make music; it becomes music only when both the spatial and temporal 
come together: pressing keys following rhythms. Thus temporal information is 
equivalently important as spatial. Moreover, electrical stimulation has 
limitations: one cannot record neuronal responses during stimulation, and 
stimuli are not spatially accurate because the entire area between stimulation 
electrodes and the reference electrode is affected. These fatal drawbacks can 
be avoided through a novel combination of optogenetics and the MEA system. 
The ability of the culture to process spatial, temporal, and complex 





Figure 1.2 ChR2 transfected neurons on a MEA with 252 electrodes. This picture shows the 
central part of the MEA. The black dots are electrodes, and the bright neurons are ChR2 
transfected neurons. 
1.5 Dissertation Overview 
This thesis discusses the ability of neural microcircuits to process external 
information based on the LSM paradigm through both in silico simulations 
and in vitro recordings on dissociated cortical cultures. Chapter II discusses 
effects of synaptic connectivity on the LSM performance, regarding 
connection topology and synaptic weights in the liquid filter, and proposes a 
genetic algorithm that evolves the liquid filter to optimally classify input 
stimuli 1 . In chapter III, the ability of the LSM to classify complex 
spatiotemporal patterns is demonstrated by classifying musical styles in real 








1  Published as: Ju H., Xu J.X., Chong E., VanDongen AM (2013) Effects of synaptic 
connectivity on liquid state machine performance. Neural Networks 38:39-51. 
12 
 
time2. In Chapter IV, information processing in in vitro dissociated cortical 
networks is investigated, and we show that these living neuronal networks 
have as long as 6 seconds of short-term memory. Therefore, dissociated 
cortical networks can be used as liquid filters for state dependent 
computations, thus provides a prototype of neurocomputer implementation3,4,5. 
Chapter V discusses intrinsic capability of cortical microcircuits in silico to 
discriminate input stimuli, and shows that each neuron in a cortical 
microcircuit is inherently tuned to a different class of spatiotemporal input 
patterns. In line with this view, classification of input patterns can be achieved 
by identifying the neurons with optimal separation performance. A 
biologically plausible mechanism to identify these discriminative neurons is 
reward modulated spike timing-dependent plasticity (STDP)6. In Chapter VI, I 
attempted to build a feedback signal from neural network outputs back to 
inputs, to implement a closed-loop system. A simulated animal (animat) was 
created with a spiking neural network as the brain, living in a 3D virtual world 








2 Published as: Ju H., Xu J.X., & VanDongen, A. M. J. (2010). Classification of musical styles 
using liquid state machines. In IEEE International Joint Conference on Neural Networks 
(IJCNN'2010) (pp. 1-7). 
3 Ju H., Dranias MR, Xu J.X., VanDongen AM (2013) Computing with cultured cortical 
networks. Manuscript to be submitted. 
4 Dranias MR, Ju H., Rajaram E, VanDongen AM (2013) Short-term memory in networks of 
dissociated cortical neurons. J Neurosci 33:1940-1953. 
5 Dranias MR, Ju H., VanDongen AM (2013) Optogenetic Stimulation of Cultured Neuronal 
Networks: Computation, Memory and Disease. manuscript to be submitted. 
6 Ju H., Xu J.X., VanDongen AM (2013) Intrinsic classification properties of spiking neural 
networks. Manuscript to be submitted. 
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and learning food foraging. To be biologically plausible, the learning 
mechanism used to train the animat is reward modulated STDP. This 
experiment was further extended to rehabilitation studies, and suggests a 
possibly more effective therapy for stroke patients7. Conclusions of this thesis 














7 Manuscript in preparation: Ju H., Oey N., Xu J.X., VanDongen AM (2013) A neural network 
model for motor rehabilitation. 
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Chapter II Effects of Synaptic Connectivity on LSM 
Performance 
As a computational neural network model for real-time computing on 
time-varying inputs, the LSM’s performance on pattern recognition tasks 
mainly depends on its parameter settings. Two parameters are of particular 
interest: distribution of synaptic strengths and synaptic connectivity. To design 
an efficient liquid filter that performs desired kernel functions, these 
parameters need to be optimized. In this chapter, performance as a function of 
these parameters for several models of synaptic connectivity is studied. 
Results show that in order to achieve good performance, large synaptic 
weights are required to compensate for a small number of synapses in the 
liquid filter, and vice versa. In addition, a larger variance of the synaptic 
weights results in better performance. We also propose a genetic algorithm-
based approach to evolve the liquid filter from a minimum structure with no 
connections, to an optimized kernel with a minimal number of synapses and 
high classification accuracy. This approach facilitates the design of an optimal 
LSM with reduced computational complexity. Results obtained using this 
genetic programming approach show that the synaptic weight distribution after 
evolution is similar in shape to that found in cortical circuitry. 
2.1 Introduction 
The neuronal wiring pattern in the human brain is one of the most 
remarkable products of biological evolution. The synaptic connectivity in the 
brain has been continuously and gradually refined by natural selection, and 
finally evolved to possess extraordinary computational power. The human 
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brain is a superior pattern classifier that can process multi-modal information 
in real-time.  
The hippocampus, a brain region critical for learning and memory 
processes, has been reported to possess pattern separation functionality similar 
to kernel methods in pattern recognition (Baker, 2003; Bakker et al., 2008), 
and the cerebellum has been modeled based on similar principles (Yamazaki 
and Tanaka, 2007). The LSM is a biologically plausible neural network model 
inspired by the structural and functional organization of the mammalian 
neocortex, therefore, parameters in neurons and synaptic connections mimic 
properties measured in real cortical neurons and synapses. The LSM has been 
applied to many applications including word recognition (Verstraeten et al., 
2005), real-time speech recognition (Schrauwen et al., 2008) and robotics 
(Joshi and Maass, 2004),  and its performance is comparable to state-of-the-art 
recognition systems. 
Traditional sigmoidal recurrent neural networks have a fully-connected 
structure. A fully-connected network can be reduced to a partially-connected 
version by setting certain synaptic weights to zero, but such networks suffer 
from high computational complexity if the number of neurons is large, 
because the number of connections increases exponentially with the number of 
neurons. The kernel of the LSM is a partially connected spiking neural 
network having hundreds of neurons. In the proposed formalism, the 
connections in the kernel are initialized at random, with random synaptic 
weights, which do not change during training. The model parameters that 
determine the network connectivity and the distribution of synaptic weights 
are critical determinants of performance of the liquid filter. The LSM is a 
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biologically realistic model, which suggests that the pattern of neuronal wiring 
in brain networks and the topology of synaptic connections could be taken into 
consideration when constructing the LSM kernel.  
A well-studied paradigm for network connectivity is the small-world 
topology (Watts and Strogatz, 1998), in which nodes (neurons) are highly 
clustered, and yet the minimum distance between any two randomly chosen 
nodes (the number of synapses connecting the neurons) is short. The small-
world architecture is common in biological neural networks. It has been shown 
that C. elegans neural networks have small-world properties (Amaral et al., 
2000). Simulations using cat and macaque brain connectivity data (Kaiser et 
al., 2007) have shown these networks to be scale-free, a property also found in 
small-world networks. For human brain networks, small-world properties have 
been shown from MEG (Stam, 2004), EEG (Micheloyannis et al., 2006), and 
fMRI data (Achard et al., 2006). The small-world property is also important in 
neural network simulations. For a feed-forward network with sigmoidal 
neurons, small-world architectures produce the best learning rate and lowest 
learning error compared to ordered or random networks (Simard et al., 2005). 
In networks build with Hodgkin and Huxley neurons, small-world topology is 
required for fast responses and coherent oscillations (Lago-Fernandez et al., 
2000). It has also been suggested that small-world networks are optimal for 
information coding via poly-synchronization (Vertes and Duke, 2009). As the 
LSM is a 3D spiking neural network with a lamina-like structure, it is 
worthwhile to explore the effects of the small-world properties on the 
performance of LSMs. 
In addition to small-world properties, the orientation of the synaptic 
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connections in brain networks may also be important. If a neuron fires, an 
action potential will travel along the axon, distribute over the axonal branches, 
and reach the pre-synaptic terminals and boutons (en passant), causing 
transmitter release which excites or inhibits the post-synaptic cell. During 
brain development, axons tend to grow along a straight line until a guidance 
cue is encountered. As a result, much of the information flow in biological 
neuronal networks is not radial, but displays directionality. Models with 
directional connectivity have not yet been explored for LSMs. 
Previous study (Verstraeten et al., 2007) investigated the relation between 
reservoir parameters and network dynamics with a focus of Echo State 
Networks, which is a computational framework that shares similar structure 
with LSM and is built from analog neurons. ESN and LSM both belong to the 
reservoir computing family. However, relations of parameters in LSM are still 
poorly understood. In this work, we investigate the effect of synaptic 
connectivity on LSM performance. Several connectivity models are studied: 
the original radial connection model proposed by Maass et al., small-world 
network topologies, and a directional axon growth model. The effects of both 
the connection topology and connection strength were studied. The main 
purpose of this work is not to determine which model performs best, but rather 
to derive general rules and insights, which may facilitate optimal LSM design. 
More than 12,000 LSMs with different connection topologies were simulated 
and evaluated. Based on the results, we propose a method that uses genetic 
algorithms to evolve the liquid filter’s connectivity to obtain a structure with 
high performance and low computational complexity. One of the LSM’s main 
merits is its ability to perform classification in real-time. The complexity of 
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the liquid filter directly affects the computation speed and the real-time 
performance. Thus, a minimum kernel structure is always desired. 
2.2 Simulation Models  
The simulations were implemented using MATLAB with the CSIM 
package (Natschlager et al., 2003).  
2.2.1 Neuron Model  
A network of leaky integrate-and-fire (LIF) neurons is created as the liquid 
filter, with each neuron positioned at an integer point in a three dimensional 
space. 20% of the neurons in the liquid filter are inhibitory and 80% are 
excitatory. LIF neurons are commonly used to model the behavior of real 
biological neurons (Eliasmith and Anderson, 2002). The standard LIF neuron 






     (2.1) 
where the membrane time constant m = 30 ms, membrane resistance Rm = 1 
MΩ, steady background current Iinject = 13.5 pA, and random noise Inoise is not 
added to the input current. For the first time step in the simulation, the 
membrane potential Vm was set to an initial value randomly selected between 
13.5 mV and 15 mV. When Vm is larger than the threshold voltage 15 mV, Vm 
is reset to 13.5 mV for an absolute refractory period of 3 msec for excitatory 
neurons and 2 msec for inhibitory neurons (Joshi, 2007). 
Input neurons receive and inject stimuli into the liquid filter through static 
spiking synapses with only synaptic weights and delays. Each input neuron is 
randomly connected to 10% of the neurons in the liquid filter, and is restricted 
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to connect to excitatory neurons only. 
2.2.2 Dynamic Synapse 
All the connections established between neurons in the liquid filter are 
dynamic synapses. Following the literature (Legenstein and Maass, 2007), the 

















   (2.2) 
where w is the weight of the synapse, Ak is the amplitude of the post-synaptic 
current raised by the kth spike and Δk-1 is the time interval between the k-1
th 
spike and the kth spike. uk models the effects of facilitation and Rk models the 
effects of depression. D and F are the time constants for depression and 
facilitation respectively and U is the average probability of neurotransmitter 
release in the synapse. The initial values for u and R, describing the first spike, 
are set to u1 = U and R1 = 1. 
Depending on whether the neurons are excitatory (E) or inhibitory (I), the 
values of U, D and F are drawn from pre-defined Gaussian distributions. 
According to the published synapse model (Joshi, 2007), the mean values of 
U, D, F (with D, F in seconds) are 0.5, 1.1, 0.05  for connections from 
excitatory neurons to excitatory neurons (EE), 0.05, 0.125, 1.2 for excitatory 
to inhibitory neurons (EI), 0.25, 0.7, 0.02 (IE), 0.32, 0.144, 0.06 (II), 
respectively. The standard deviation of each of these parameters is chosen to 
be half of its mean. 
Depending on whether a synapse is excitatory or inhibitory, its synaptic 
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weight is either positive or negative. To ensure that no negative (positive) 
weights are generated for excitatory (inhibitory) synapses, the synaptic 
strength for each synapse follows a Gamma distribution. The mean for the 
distribution is set to 
scaleWW   
, where the parameter W  is 3 10-8 (EE), 6
10-8 (EI), −1.9 10-8  (IE, II) (Maass et al., 2002); Wscale is a scaling factor, 
which is one of the parameters that we will investigate in this chapter. The 
standard deviation for the synaptic strength is chosen to be half of its mean, 
i.e. the coefficient of variation is 0.5. 
The value of the postsynaptic current (I) passing into the neuron at time t is 
modeled with exponential decay )/exp( stI  , where s  is 3 msec for 
excitatory synapses and 6 msec for inhibitory synapses. Information 
transmission is not instantaneous for chemical synapses: transmitter diffusion 
across the synaptic cleft causes a delay, which is set to 1.5 msec for 
connections between excitatory neurons (EE), and 0.8 msec for all other 
connections (EI, IE, II). 
2.2.3 Readout 
A single readout neuron is connected to all the LIF neurons in the liquid 
filter, and it is trained to make classification decisions. Each LIF neuron in the 
liquid filter provides its final state value to the readout neuron, scaled by its 
synaptic weight. The final state value )(is
f
m of the LIF neuron i with the input 











     (2.3) 
where  is a time constant set to 0.03 sec, n
it is the time of the n
th spike, and 
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simt is the duration of simulation for each input stimulus. 
Network training is done by finding a set of optimal weights W for the 
readout using Fisher’s Linear Discriminant. The output of the readout in 





















 .    (2.4) 
2.3 Connection Topologies 
The connections in the kernel are initialized randomly, and will never 
change during training. This rises up the problem of synaptic connectivity: 
how to design the kernel architecture to perform the desired function? The 
LSM is a biologically realistic model, which suggests that the pattern of 
neuronal wiring in brain networks and the topology of synaptic connections 
could be taken into consideration. Several connectivity models are studied in 
this chapter: the original radial connection model proposed by Maass et al., 
small-world network topologies, and a directional axon growth model.  
2.3.1 Original Connection Topology 
In neuronal networks, the probability of finding a connection between two 
neurons decreases exponentially with distance. A possible explanation of such 
connection mechanism is that axons tend to grow along the direction with a 
high concentration of axon guidance molecules. The concentration of the 
molecules decays exponentially with distance, and thus, neurons closer to the 
source of the molecules will have a higher probability to detect the signal 
(Yamamoto et al., 2002; Kaiser et al., 2009). Synaptic connections in the 
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original LSM paper (Maass et al., 2002) are initialized according to the 
Euclidean distance between pre- and post-synaptic neurons. The probability of 


















Cp     (2.5) 
where λ is a connection parameter, and D(a,b) is the Euclidean distance 
between neurons a and b. We will refer to the above connection model as the 
“lambda model”. In this study, depending on whether neurons are inhibitory 
(I) or excitatory (E), C was set at 0.3 (EE), 0.2 (EI), 0.4 (IE), or 0.1 (II), 
respectively. These values are taken from LSM models used in previous 
studies (Maass et al., 2002) and are based on measurements of synaptic 
properties in cortical brain areas (Gupta et al., 2000). Note that by using this 
equation, the connection range for each neuron has a sphere shape, i.e. there is 
no directional preference. 
2.3.2 Small World Network 
A small world network (Watts and Strogatz, 1998) is a type of graph that has 
two properties: (i) nodes (neurons) are highly clustered compared to a random 
graph, and (ii) a short path length exists between any two nodes in the 
network. It has been shown that many real world networks are neither 
completely ordered nor purely random, but instead display small-world 
properties. A small-world network can be obtained by randomly rewiring the 
connections in a network with a lattice structure. There is a range for the 
rewiring probability for which the rewired networks will display small world 
properties. 
The average shortest path length measures the average number of edges that 
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a piece of information needs to be passed through to reach the destination 
node (global property), i.e. a measure for “averaged distance” between nodes 
in the graph. The average clustering coefficient measures the degree of 
cliquishness (local property) existing in the network. The shortest path length 
between any two neurons in the liquid filter is calculated by the minimum 
number of synapses one must travel to get from one neuron to the other. The 
average shortest path length is obtained by averaging the shortest path for each 
pair of neurons across the whole liquid filter network. For each neuron, the 
clustering coefficient is the number of connections it made with its neighbors 
(excluding itself), divided by the total number of possible connections. The 
average clustering coefficient is the mean of the clustering coefficients for all 
the neurons in the network. 
The liquid filter used here consisted of 540 LIF neurons placed in a grid 
having the dimensions 6615. We have tested two lattice connectivity 
structures (Fig. 2.1). The connections between the neurons are initially 
constructed according to one of the two lattice structures. After the 
construction of the lattice liquid filter, each synapse has a probability P to be 
rewired to another randomly chosen neuron. Self-connections and duplicated 
connections (having the same pre- and post-synaptic neuron) are not allowed. 
It should be noted that this rewiring process does not alter the total number of 
synapses in the liquid filter. Lattice (A) will generate 2808 synapses in the 
liquid filter, and (B) will generate 10468 synapses. As the rewiring probability 
P increases, more long-range synaptic connections will be generated, which 
will greatly reduce the average shortest path length. The liquid filter will 
become a totally random network when P is one. We tested the performance of 
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such liquid filters by varying the rewiring probability P, and Wscale which is 
the global scaling factor for synaptic weights. 
 
Figure 2.1 The lattices used to generate small-world networks. Lattice (A) will result in 6 
outgoing degrees and 6 incoming degrees for the central vertex (neuron). Its clustering 
coefficient is 0 because there is no connection between any vertex’s neighbours. Lattice (B) 
has 26 outgoing and incoming degrees for the central vertex. 
2.3.3 Axon Model 
Axon growth cones follow straight lines unless guidance cues are present or 
pathways are blocked (Yamamoto et al., 2002). Previous simulations (Kaiser 
et al., 2009) have shown that a simple rule of axonal straight outgrowth in 
random directions in two dimensional space with a neuron density of around 
4% results in a connection length distribution similar to that found 
experimentally in neuronal networks of rat brain and C. elegans. We followed 
this work to construct a liquid filter in a 3 dimensional space with the size of 
252525 (Fig. 2.2). 540 neurons (the same number of neurons as the 
previous two models) are randomly placed at integer coordinates in space. 
This setting leads to a sparse neuron density of 3.46%. For each neuron, a 
random vector is generated to be its axon growing direction. Axons are 
assumed to be growing straight until it touches the border of the liquid filter. 
As each neuron has a finite dendritic surface which limits the number of 
synaptic contacts, vacancies for the pre- and post-synaptic connections are 
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constrained: no additional incoming or outgoing connections can be 
established if both pre- and post-synaptic vacancies are occupied. A 
connection will be built from neuron A to B only if the distance from B to A’s 
axon line is smaller than R units, and at the same time, neuron A has at least 
one post-synaptic vacancy, and neuron B has at least one pre-synaptic 
vacancy. Axons are built one by one, in random sequence. Therefore, neurons 
whose axons are built first will have an advantage to connect to whichever 
neurons they want, while the others whose axons are built later will have to 
selectively make connections to neurons that still have vacancies. A lower 
limit for pre-synaptic versus post-synaptic vacancies will cause competition 
for the pre-synaptic vacancies between neurons. The limit of pre- and post-
synaptic vacancies was set to 15 and 30, respectively. In this topology, all 
outgoing connections are “directional”, in contrast to radial connectivity of the 
original ‘lambda model’. Each neuron’s outgoing connections’ range has a 
cylindrical shape with radius R and the axon being the central axis. We will 
investigate the performance of such liquid filters with different R values (axon 
cover range) and different scales of synaptic strength Wscale. 
In CSIM, the length of connections between neurons does not have any 
effect on the simulation. Hence, in the axon growth model, once the liquid 
filter is build, the physical locations of neurons do not affect the simulations. 
Since this axon model produces a biologically realistic distribution of 
connection lengths (Kaiser et al., 2009), it is desirable that the lengths of 
connections affect the outcome of the simulations. Spike propagation along 
the axon proceeds with a constant speed, so longer axons produce larger 
axonal delays. Therefore, we further adjust each axon’s delay to be 
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proportional to its length (the Euclidean distance between the pre and post 
synaptic neurons), such that longer axons have larger delays. 
 
Figure 2.2 The axon model and the distribution of synaptic delays. (A) The axon model. Red 
lines denote axons. 540 neurons, 20% inhibitory (purple) and 80% excitatory (blue), are 
randomly placed in a 252525 space. The 4 neurons shown on the left are input neurons. 
Each input neuron is randomly connected to 10% of the 540 neurons in the liquid filter. Only 
a few neurons’ axons are drawn for clarity. (B) The distributions of synaptic delays. We set 
the delays to be proportional to the synaptic length, thus, the synaptic delays follow an 
exponential distribution. 
2.4 Methods 
2.4.1 Classification Tasks Description 
The LSM operates on spikes; therefore, spike train classification is a suitable 
task for the LSM. A binary classification task is used to evaluate the 
performance and the properties of the liquid filter with the three connection 
models described above. This task is a benchmark problem and is likely to be 
relevant for computations in cortical neural microcircuits (Legenstein and 
Maass, 2007).  
Poisson spike train templates classification: 80 templates are generated, each 
consisting of four 20 Hz Poisson spike trains with duration of 200 msec. The 
80 templates are divided into two groups, each of which denotes a class. From 
these two classes of templates, stimuli are produced by adding Gaussian jitter 
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to the templates with mean zero and standard deviation of 4 msec. A total of 
2500 jittered stimuli are generated, 2000 for training and 500 for testing. The 
LSM is trained to classify which group of templates the input spike trains are 
generated from. The performance is measured by the percentage of jittered 
inputs being correctly classified for the test group. 
Since the 80 templates are randomly generated from the same Poisson 
distribution, there are no obvious discriminant features or rules that distinguish 
the two classes, making this classification task quite challenging. The LSM 
needs to somehow “memorize” which template belongs to which group during 
training, and then apply this ‘memory’ to the testing data set to perform 
classification.  
2.4.2 Separation, Generalization, and the Kernel Quality 
An optimal classifier combines an ability to distinguish between many inputs 
(separation property) and generalize from learned inputs to new examples 
(generalizability). The liquid filter has the ability to operate in a chaotic 
regime, in which small differences between inputs result distinct network 
states. Although this improves kernel discrimination quality, it also lowers 
generalizability (Legenstein and Maass, 2007). Highly chaotic networks might 
produce vastly different network states due to the presence of small amounts 
of noise in the input. This magnification of noise is certainly undesired in 
classification. When the liquid filter is at the edge of chaos, this tradeoff could 
be optimal. 
The liquid filter possesses fading memory due to its short-term synaptic 
plasticity and recurrent connectivity. For each stimulus, the final state of the 
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liquid filter, i.e. the state at the end of each stimulus, carries the most 
information. It has been proposed (Legenstein and Maass, 2007) that the rank 
of the final state matrix F can reflect the separation and generalization ability 



























     (2.6) 
where )(nS  is the final state vector of the liquid filter for the stimulus n. 
Each column of F represents one neuron’s response for all the N stimuli. If all 
N inputs are very different from each other, i.e. they are from N classes; a 
higher rank in F indicates better kernel separation. If N inputs are from very 
few classes, a lower rank in F means better generalization.  
The numerical rank of a matrix is very sensitive to noise, especially for a 
chaotic liquid filter. We therefore refine the measurement by taking the 
effective rank of the matrix, which is not only robust to noise, but also shows 
the degree of linear dependency in the final state matrix. In cases where the 
network activity is high, the state matrix could be full rank. However, there 
may be groups of neurons whose activity is inter-dependent. Those dependent 
neurons are doing redundant work. Therefore, the numerical rank does not 
reveal the true rank of the state matrix, while the effective rank does. 
The effective rank is calculated by a Singular Value Decomposition (SVD) 
on F, and then taking the number of singular values that contain 99% of the 
sum in the diagonal matrix as the rank. i.e.  
TVUF        (2.7) 
where U and V are unitary matrices, and   is a diagonal matrix 
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)...,,( 321 Ndiag   that contains non-negative singular values in descending 














 .   (2.8) 
A similar method has been used to estimate the number of hidden units in a  
multi-layer perceptron (Teoh et al., 2006). 
The final state matrix for the separation property measurement is obtained 
from the liquid filter’s response to inputs that consist of 500 different spike 
templates with a frequency of 20 Hz and duration of 200 msec. If the liquid 
filter has a good separation property, the final state matrix should have high 
effective rank, as all the inputs are very different from each other. 
Generalization is using 500 jittered instances of spike trains generated from 4 
different templates. Thus if the liquid filter’s generalization is good, the 
effective rank of the final state matrix should be relatively low, as the inputs 
are quite similar to each other. Using these two types of input, separation and 
generalization abilities were estimated for the different synaptic connection 
models discussed above, by calculating the effective rank. 
2.5 Results and Discussion 
For every liquid filter, the simulation is divided in three steps. First, 500 
templates (500 spike trains that are different from each other) are generated, 
and then injected into the liquid filter, to measure its separation ability by 
calculating the effective rank of the final state matrix F. Second, 500 jittered 
spike trains generated from 4 different templates are injected into the liquid 
filter, to measure its generalization ability. Finally, the Poisson spike train 
classification task is performed using this liquid filter, to calculate its training 
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and testing accuracy. Simulations were performed using a range of values for 
the synaptic weight scale Wscale and the connection range, in the case of the 
lambda and axon models. For the small world networks, we have investigated 
the effects of varying Wscale and the rewiring probability. 
 
Figure 2.3 Analysis for separation and generalization ability of the lambda and axon models. 
(A) The amount of active neurons for the lambda connection model. Values are coded in color. 
(B) The amount of active neurons for the axon connection model. (C) The effective ranks of 
the final state matrix to measure separation, for the lambda connection model. (D) The 
effective ranks of the final state matrix to measure generalization, for the lambda connection 
model. Each plot in this figure is obtained by interpolation of 100 points, and each point is 
calculated by averaging the results from 10 randomly initialized liquid filters with the 
parameters specified by the point. The horizontal axis is plotted in linear scale while the 
vertical is in log scale. 
For the spike template classification experiments, the number of ‘active’ 
neurons was calculated and plotted against the parameter values for synaptic 
weight and connectivity (Fig. 2.3). Active neurons are defined as the neurons 
that fire at least one spike over the entire test data set. This plot indicates how 
many neurons have responses to the inputs, and reflects the network’s activity 
level. 
The parameter Wscale is a factor that enhances the signal transmission within 
the liquid filter. Hence, it is expected that when the Wscale is large, more 
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neurons will fire (Fig. 2.3A, B). As lambda and axon cover range increases, 
more synaptic connections are created in the liquid filter (Fig. 2.4). The 
synaptic connections can be thought as communication channels between 
neurons. With more communication channels, the neurons will have more 
paths to “talk” to each other, and the average shortest path length is also 
reduced. Because the size of the liquid filter is fixed, the maximum number of 
active neurons is 540. Thus in the lower right part (the dark red region) of the 
Figure 2.3A and 2.3B, the number of active neurons becomes invariant to 
Wscale, as well as the lambda value and the axon cover range. Another reason 
for this invariance is that, for the axon model, we set limits for the number of 
pre and post synaptic vacancies. Therefore, the number of synapses for the 
axon model reaches a limit when the axon cover range (radius R) is large. This 
makes the red region in Fig. 2.3B to be more flat than the lambda model (Fig. 
2.3A). These two figures show that, when the number of synapses is fixed, 
larger synaptic weights will increase the number of active neurons, and vice 
versa. 
 
Figure 2.4 The number of synapses for the lambda and axon connection models. The number 
of synapses is saturated to 8100 for the axon model when the axon cover range R is greater 
than 4, because we limit pre and post synaptic vacancies. 
More synapses can certainly increase the numerical rank of the final state 
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matrix used to calculate separation and generalization properties. In fact, the 
dependence of the numerical rank on Wscale and lambda shows a pattern very 
similar to that of the number of active neurons (data not shown). However, this 
is not the case for the effective rank (Fig. 2.3C, D), which reaches an optimum 
for intermediate synapse density. For the lambda model, the number of 
synapses created increases steadily as lambda increases (Fig. 2.4). When 
lambda is 9, more than 50,000 synapses are created, i.e. on average about 100 
synapses/neurons. This large number of connections may create more 
dependencies between neurons, thus the effective ranks of both separation and 
generalization are decreased for the lambda model when the number of 
synapses is too high. 
2.5.1 Regions with Satisfactory Performance 
Several interesting phenomenon can be observed from the test 
performance plots in Fig. 2.5. The location and the shape of the red region, 
which indicates a region of good performance for each connection model, are 
highly dependent on the number of active neurons. By comparing figures 2.3A 
and 2.5A, it can be seen that high classification accuracy are located at the 
edge of the red region in Fig. 2.3A. In other words, too many or too few active 
neurons in the liquid filter will not yield a good performance. The 
performance becomes satisfactory only for intermediate amount of active 
neurons. The same conclusion can be made by comparing figures 2.3B and 




Figure 2.5 The testing performance of the Poisson spike templates classification task. (A) 
lambda connection model. (B) axon model. (C) small-world with lattice a. (D) small-world 
with lattice b. The classification accuracy is coded in colour. Each plot is obtained by 
interpolating 100 points, and each point is calculated by averaging the results from 10 
randomly initialized liquid filters with the parameters specified by the point. The horizontal 
axis for (C) and (D) are plotted in log scale, as the small world properties change fast when P 
is small. 
We found that the number of synapses and Wscale are highly correlated to 
performance. In both Fig. 2.5A and 2.5B, the red region spreads from the 
lower left to the upper right, indicating that as the number of synapses 
increases, the LSM requires smaller Wscale to obtain good performance. For the 
small-world networks (Fig. 2.5C, D), the red region spreads almost 
horizontally. Note that the number of synapses is invariant to the rewiring 
probability for the case of the small-world networks. This indicates that the 
value of Wscale that yields satisfactory performance is not dependent on the 
rewiring probability, i.e. not sensitive to the small world properties (the 
average shortest path length and the average clustering coefficient). The red 
band in Fig. 2.5C is located at the Wscale range of (0.5, 4), while in 2.5D, the 
Wscale range is around (0.1, 1.5). Notice that Fig. 2.5C is obtained from the 
LSM with the lattice A structure having 2808 synapses, significantly less than 
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the lattice B having 10468 synapses. Based on these observations, we 
conclude that the range of Wscale for satisfactory performance depends on the 
number of synapses in the liquid filter. With more synapses, smaller Wscale is 
required to achieve good classification results. 
2.5.2 Regions with Optimal Performance 
In both figures 2.5A and 2.5B, it can be seen that the dark red colour fades 
from the lower left to the right. The best testing accuracy over the whole 
plotting region is located near or at the lower left corner. For larger values of 
lambda (or axon cover range), the performance of the liquid state machine was 
suboptimal, and could not be improved by tuning the parameter Wscale. 
To explain this, we further examined the two types of parameters: Wscale, and 
lambda or axon cover range. First, increasing lambda or axon cover range will 
increase the number of synapses created in the liquid filter. Second, the Wscale 
parameter determines the mean synaptic strength. The variance of the synaptic 
weights is half of the mean, i.e. the coefficient of variation is 0.5 (see Section 
2.2). Therefore, greater Wscale values produce larger weight variance. In cases 
where the number of synapses was small, a larger Wscale was required to obtain 
satisfactory performance. We therefore hypothesized that a large variance of 
the weights leads to better performance. This hypothesis explains why the best 
testing accuracy is always located at the lower left corner, where Wscale is large 
and the number of synapses is small. It also explains why the highest testing 
accuracy for the lattice A (Fig. 2.5C) is better than the lattice B (Fig. 2.5D), 
because the red region in 2.5C corresponds to higher Wscale values and thus 




Figure 2.6 Effects of synaptic weights distribution on the performance of the liquid state 
machine. (A) The distribution of the synaptic weights with a coefficient of variation 0.1. (B) 
The weights distribution when the coefficient of variation is 0.5. (C) The performance of the 
liquid filters with different coefficients of variation for the synaptic weights. (D) The number 
of neurons that fire at least one spike. Each of the plot in (C) and (D) is obtained by 
interpolating 200 (20x10) points with each point representing the average of 10 runs, i.e. 2000 
liquid filters were created and simulated. All the liquid filters have the same connection 
structure with lattice A. 
To test this hypothesis, we used liquid filters with a fixed synaptic 
connection model, the lattice A structure without rewiring, but with various 
Wscale and synaptic weights’ coefficient of variation. The resultant synaptic 
weight distributions (synaptic weights follow Gamma distributions, see 
Section 2.2) are shown in Fig. 2.6A and 2.6B. Fig. 2.6C shows that given a 
Wscale (i.e. given the mean of the synaptic strength) and fixed connection 
topology, large coefficient of variation produces better results. The satisfactory 
performance region was highly dependent on the edge of the red region in the 
active neuron plot, thus, the red region in Fig. 2.6C spreads horizontally, due 
to the flat edge of the red region in Fig. 2.6D, which shows the amount of the 
active neurons. The best classification accuracy is obtained when the 
coefficient of variation is close to 1. 
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2.5.3 Music and Non-music Classification 
The experiments described until now were limited to applying the LSM to 
benchmark problems. To further support the above observations and 
discussions, we applied LSM to a real-world task: music classification.  
Music classification is a complex problem that requires the analysis of a 
highly ordered temporal structure. Here we used LSM to classify polyphonic 
music versus ‘non-music’ as described in Chapter III (Han et al., 2010). In 
short, to create examples of note progressions that do not correspond to music 
(‘non-music’), notes of a short musical piece are randomly swapped 100 
times. The training data set contains 234 musical pieces and its corresponding 
234 ‘non-music’ versions, segmented from 50 classical music MIDI files. 
Testing data has 177x2 pieces, segmented from 30 MIDI files. The liquid filter 
consists of 600 neurons with dimensions 12x10x5. To facilitate classification, 
after coding the music and non-music into input spikes, the input stimuli are 
speeded up so the stimulus duration is 0.3 second. We let the readout neuron 
make a decision value every 0.01 second, and the final classification decision 
at 0.3 second is the average of all the 30 output values from the readout 
neuron.  
 
Figure 2.7 Music and non-music classification task using lambda connection model. (A) 
classification accuracy (B) number of neurons that fire at least one spike. Each data point is 
the average of 10 liquid state machines. 
The results (Fig. 2.7) show that all the conclusions from the benchmark 
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problem experiments described above are still valid in this practical 
application, except that the variance of the synaptic weights seems not to have 
an obvious effect on the classification accuracy. 
Since both the number of synapses and the synaptic strength play important 
roles, we plotted the total synaptic strength per neuron, defined as the 
difference between the sum of excitatory synaptic weights and inhibitory 
weighs, against the classification accuracy (Fig. 2.8). It can be seen that for the 
Poisson spike train classification problem, the lambda and axon model curves 
are similar, both reaching an optimum around 6102  , while for the music 
classification task, the peak is at 7105  . All three curves drop steeply when 
the average synaptic strength per neuron is larger than optimal. This indicates 
that the average synaptic strength is a key parameter for performance, and the 
optimal value of this parameter seems to be independent of connection 
topology. The optimum does depend on the stimulus type, since it was slightly 
left-shifted for the spatiotemporal music classification problem compared to 
the purely temporal spike train task.  
The results are summarized below. First, when the number of synapses in 
the liquid filter is fixed, larger synaptic weights increased the number of active 
neurons, and vice versa. Second, poor performance was observed when the 
number of active neurons was either large or small; optimum performance was 
achieved using an intermediate number of active neurons. Third, the 
performance of the LSM was highly related to the number of synapses in the 
liquid filter. When the number of synapses was large (small), smaller (larger) 
values of Wscale were needed to obtain satisfactory performance. Fourth, larger 
synaptic weight variance may produce better classification accuracy. Fifth, the 
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total synaptic strength per neuron is an important parameter to the 
performance, and the optimal value of this parameter is stimulus dependent. 
Finally, the performance of the LSM seems to have little relationship with the 
small world properties. 
 
Figure 2.8 Classification accuracy versus ‘synaptic strength per neuron’ for the lambda and 
axon connection models. The synaptic strength per neuron is obtained by summing up all the 
synaptic weights in the liquid filter, divided by the number of neurons. Each set of data is fit 
by a polynomial with degree of 15. 
2.6 Evolving Synaptic Connectivity 
We have shown that both synapse density and synaptic strength (Wscale) are 
important to classification performance. More synapses may not improve the 
performance. Satisfactory classification can be obtained with low synapse 
density, as long as synaptic strength is increased. In fact, optimal performance 
is sometimes obtained with a small number of very strong synapses. However, 
for a given problem, it is not easy to find the optimal synaptic connectivity. 
The experiments described above have used a brute-force approach, in which 
almost all of the combinations of Wscale and the connection parameters are 
simulated in order to localize the optimal point in parameter space. 
In addition to the structural optimization of synapse density and weights, the 
computational complexity should be taken into consideration. One of the most 
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impressive capabilities of the LSM is real-time classification. The 
computational complexity of the liquid filter is crucial to real-time tasks, and 
increases dramatically with the number of synapses. Fewer elements in the 
liquid filter will greatly enhance the computational speed. Therefore, it is 
desired to design a liquid filter with a minimal number of synapses and 
neurons, and still possesses good performance.  
The LSM nonlinearly projects the input data to a high dimensional feature 
space through the liquid filter that is acting as a kernel. Because the optimal 
weights for the readout neuron are calculated by Fisher’s Linear Discriminant 
(FLD), the liquid state machine is acting as a Kernel Fisher Discriminant 
machine. Recently, the method of Kernel Fisher Discriminant Analysis 
(KFDA) (Mika et al., 2003; Kim et al., 2006) has attracted a lot of interest. 
The performance of KFDA largely depends on the choice of the kernel, and 
there are many algorithms for optimal kernel selection in convex kernel space. 
However, the liquid filter is a highly nonlinear kernel that is very difficult to 
analyse mathematically. Thus, in most of the previous studies, optimization of 
the kernel was performed by tuning global parameters. 
Genetic algorithms have been widely used for solving complex 
optimization problems. Neuro-Evolution of Augmenting Topologies (NEAT) 
(Stanley and Miikkulainen, 2002) is a genetic algorithm that evolves both the 
neurons and the connections in the network. This algorithm can be used to 
evolve the liquid filter towards an optimal kernel. NEAT starts from a minimal 
network structure and gradually increase the network complexity through 
evolution by adding neurons and synaptic connections. The inherent 
characteristic of “augmenting topologies” makes NEAT a suitable candidate to 
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find the optimal liquid filter with a minimal number of synaptic connections. It 
has a speciation mechanism to prevent crossover between dissimilar 
topologies, and allows the species with innovations to have time to refine and 
optimize their structure. 
2.6.1 Network Settings 
In genetic algorithm terminology, a solution is called an individual, or a 
chromosome, which contains a set of genes. A collection of individuals is 
called population. All the individuals in a population are evolved until an 
optimal solution is obtained. Here, each gene represents one synapse, and each 
individual consists of genes that encode the synaptic connectivity of a liquid 
filter. 
For each individual, the liquid filter is fixed to have 1566   neurons with 
80% excitatory and 20% inhibitory neurons, the same as before, but with no 
connections at the first generation. Each input neuron is randomly connected 
to 10% of the neurons in the liquid filter during the initialization phase, which 
is the same as in all the connection models discussed above. Since we are 
focusing on evaluating the quality of the liquid filter, the input connections 
remain untouched once they are initialized. Therefore, in every generation, the 
input connections of all the individuals in the population are exactly the same, 
and they are not involved in the evolution process. 
Unlike NEAT, which evolves the number of neurons in the network, we 
only evolve synapses. At the first generation, because there is no kernel 
connectivity, only those neurons having incoming connections from the input 
neurons may fire. All the other liquid neurons that do not fire during the 
simulation are “redundant” neurons, as they do not contribute any information 
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to the readout or the classification result. Thus, the liquid filter starts from a 
minimal structure that consists of only those neurons receiving input synapses. 
More neurons will fire and become useful when new synapses are added into 
the network during evolution. Here we call the neurons that fired at least one 
spike during the presentation of all the input stimuli ‘active neurons’. 
2.6.2 Parameter Settings 
Each gene, representing a synapse, has three properties: the indexes of the 
pre- and postsynaptic neurons it connects, and its synaptic weight. When a 
new synapse is created, depending on the connection type, a random weight is 
generated in the range of [10-9 - 10-5] (excitatory synapses) or [-10-5 - -10-9] 
(inhibitory synapses). Like the original work (Stanley and Miikkulainen, 
2002), each synaptic weight has a probability of 0.9 to mutate in each 
generation. Because the weights are represented as real numbers, a mutation 
adds a random value in the range of [-1.5x10-8 -1.5x10-8]. Weight values are 
constrained between 10-10 and 3x10-5.  
The general concept of speciation is that two individuals belong to different 
species if their difference is larger than a speciation threshold. The difference
  between two individuals is calculated as the weighted sum of the number of 
different connections (G), and the weight difference W
~




   
where and  are two coefficients, set to 1 and 8102 respectively. The 
speciation threshold is set to 600.  80% of individuals in each species will 
participate in the crossover process, and 30% of each species with the lowest 
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performance will be discarded in each generation. Interspecies crossover is not 
allowed. Linear ranking selection is used. To limit computational complexity, 
the population size is set to 20. 
2.6.3 Create/Delete Synaptic Connections 
In each generation, a random number of new synapses (in the range of [1-
20]) will be added to the kernel. The new connection’s presynaptic neuron 
must be an active neuron, because there will not be any effect if a connection 
is outgoing from a silent neuron. Duplicated connections and self-connections 
are not allowed.  
Besides adding synapses, a synaptic deletion process is needed to prevent an 
explosion of the number of connections. The deletion process is not enabled at 
the beginning as there are no connections in the kernel yet. For each 
generation, a random number of synapses (between [1-20]) are deleted from 
the kernel. Connections should not be deleted randomly, because it may result 
in an unconnected graph in the network topology. Unconnected parts are 
redundant and will never fire, but still consume computational resources. If 
unconnected parts are allowed to persist, they may become connected by the 
addition of a new synapse, causing a large change in the network. This is 
undesirable, as it does not follow the concept of genetic algorithms, where 
performance adjusts incrementally through each new generation. 
Therefore, we have to examine the network topology to determine whether a 
connection can be deleted or not. In Figure 2.9A the postsynaptic neuron of 
the red connection is not important although it is disseminating information to 
many other neurons: if the red connection is deleted, its postsynaptic neuron 
still has other incoming connections. The network will not change a lot by 
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deleting such connections. If the post synaptic neuron does not have any 
outgoing connections (Fig. 2.9B), it is also safe to delete. However, in Figure 
2.9C, many other neurons are connected to the post synaptic neuron, which is 
the hub of the network, and the red synapse is the only incoming connection to 
the post synaptic neuron. Therefore, the deletion of the red connection may 
result in an unconnected part. In summary, the connection deletion rule is: a 
connection can be deleted when either its post synaptic neuron has more than 
1 incoming synapse, or less than 2 outgoing synapses.  
 
Figure 2.9 Connection structures that are considered for the synaptic deletion process.  
2.6.4 Fitness Calculation 
Fitness calculation for each individual in the population is crucial to Genetic 
Algorithms as it drives the evolution process. Fitness should directly measure 
the quality of the kernel quantitatively, such that the algorithm knows which 
direction to evolve in. As discussed before, the LSM can be thought as a 
Kernel Fisher Linear Discriminant machine. The measure for the kernel 
quality, i.e. the fitness value for each individual, should be from the 
perspective of the FLD readout, because once the kernel is constructed, the 
classification performance is determined. Below, we derive the calculation of 
the individual fitness. 
We use )(mSK  to denote the final state vector that is obtained by injecting 
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input stimulus m into the liquid filter (kernel) K. Suppose that we are dealing 
with a binary classification problem. The stimuli are arranged such that the 
first n1 instances belong to class 1, and the remaining n2 instances belong to 
the other class. The mean of the final state vectors for the two stimuli classes, 





















































The within-class scatter matrix KWM and the between-class scatter matrix 
K
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Note that the covariance matrix could be singular, thus we add a small 
regularization term I ( 0 ) to
K
WM . Fisher’s Linear Discriminant tries to 
maximize the distance between the means of the two classes and minimizing 
the variance of each class. We therefore maximize the Fisher discriminant 
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The maximum classification accuracy that can be achieved by using the kernel 
K is determined by the maximum FDR value
maxJ . A larger maxJ means that the 
kernel (liquid filter) K can better transform the data, i.e. the liquid filter’s 
projection of input stimuli into feature space results in a better separation by 
FLD.  
The main goal of the genetic algorithm is to optimize the fitness value. 
Therefore, )(max KJ is used as the fitness for each individual during evolution. 
Note that two kernels giving the same classification accuracy most probably 
have different FDRs, showing which kernel is better. Therefore, we are not 
using the classification accuracy as the fitness, because it is inexact and only 
indirectly reflects the quality of the liquid filter, as compared to the FDR 
which measure fitness directly. 
2.6.5 Simulation Results 
The classification accuracy of the liquid state machine is strongly dependent 
on the number of synapses in the kernel. Therefore, synaptic deletion should 
be enabled at a suitable time during evolution in order to prevent the 
development of excessive number of synapses. We cannot start the deletion at 
the first generation because there is no connection in the liquid filter at the 
beginning. Therefore, the evolution is divided into two phases: adding 
synapses and evolving topologies. The phase in which synapses are added has 
an element of supervision. After the deletion is enabled, the genetic algorithm 
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has to refine the connectivity through evolution and strive for better 
performance. This second phase is unsupervised. 
We start the connection deletion process when the fitness starts to drop due 
to excessive synapses. Linear regression on the mean population fitness over 
the past 30 generations was used to detect the performance drop. By using this 
method, when the performance drop is detected, the number of synapses in the 
liquid filter is already more than needed because the linear regression is done 
over the past 30 generations. Thus, it should be expected that the number of 
synapses will decrease after the synaptic deletion is enabled.  
The result is shown in Figure 2.10A. At generation 90, the performance 
started to drop, and the synaptic deletion was enabled. It can be seen that the 
classification accuracy for both the training and testing started to increase after 
the deletion was enabled. The number of synapses keeps decreasing, and 
converges to around 650 synapses. If the synapses in the network are 
randomly initialized without using genetic algorithm, thousands of synapses 
will be created. Therefore, genetic algorithm can save computation time. 
We also ran another experiment by using smaller synaptic weights: new 
synapses had 10 times smaller weights and the mutated weights are capped in 
a smaller range (Fig. 2.10B). The maximum performance seems slightly lower 
than the previous case with larger weights. Figure 2.10C plots the average 
number of synapses in the population for both the experiments together. In 
Section 2.5, we have discussed that smaller weights need more synapses to 
achieve satisfactory performance. This was confirmed by the genetic 
algorithm, where the number of synapses converged to 900 and 650 for the 




Figure 2.10 Simulation results using different synaptic weight limits. (A) The maximum 
classification accuracy of the population when the synaptic weights have larger limits, capped 
to 5103  . (B) The maximum classification accuracy when the weights have smaller limits, 
capped to  10
-5
. (C) The average number of synapses in the population during evolution for 
both the cases of larger and smaller weight limits. (D) The distribution of the synaptic weights 
for the whole population at generation 500. Excluding the zero bin and the last bin which are 
the bounds of the positive weights, the fitting curves are ~Gamma (1.99, 5.5e-6), and 
~lognormal (-11.7, 0.82). 
The distribution of the weights for the whole population at generation 500 
for the large weight case is plotted in Figure 2.10D. The histogram seems to 
follow gamma distribution. The parameters for the distribution are estimated 
using maximum likelihood estimation. In rat visual cortex, the synaptic 
strength distribution in layer 5 pyramidal neurons follows a lognormal 
distribution (Song et al., 2005). Lognormal and Gamma distributions have 
similar shapes. A similar shape of weight distributions was also found in 
cortical layer 2/3 pyramidal-pyramidal synapses, hippocampal CA3-CA1 
synapses, and cerebellar granule cell-Purkinje cell synapses (Barbour et al., 
2007). Notice that the bin near zero has the highest magnitude, indicating that 
there are many silent synapses after evolving 500 generations. Experimental 
results show that in cerebellar cortex, many unitary granule cell-Purkinje cell 
synapses do not generate detectable electrical responses (Isope and Barbour, 
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2002), and it has been shown that silent synapses are a necessary by-product 
of optimizing learning and reliability for the classical perceptron, which is a 
prototype of feed-forward neural network (Brunel et al., 2004). Hence, the 
genetically evolved liquid filter optimized for binary classification by FLD has 
a biologically realistic synaptic weight distribution. 
In all the above experiments, the simulation results show that, given a 
synaptic weight scale, performance reaches an optimum at an intermediate 
synapse density. The proposed genetic algorithm, which evolves both the 
connection topology and weights in the kernel, eventually finds this range of 
number of synapses, no matter how many synapses there are at the beginning 
of the evolution. We performed another experiment by starting the connection 
deletion process much earlier at generation 10. The network is still able to 
converge to the optimal number of synapses, but the convergence speed is 
much slower. 
Table 2.1 Best Classification Accuracy 




Lambda model 93.8% 88.2% 
Axon model 95.5% 89.2% 
Small-world lattice a 95.3% 87.8% 
Small-world lattice b 92.2% 83.4% 
GA with NEAT (large weights) 96.1% 91.0% 
GA with NEAT (small weights) 96.3% 90.4% 
Table 2.1 lists the best classification accuracy on the Poisson spike 
templates classification task as described in the Section 4.1, for the exhaustive 
searches done for all the connection topologies and the genetic algorithm that 
we have discussed. They all share the same data set for fair comparison. The 
genetic algorithm using NEAT gives the highest classification accuracy for 
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both training and testing. This could be due to the fact that GA has the 
freedom to construct any type of topology and adjust individual synaptic 
strength, as long as the network connections form a connected graph; whereas 
all the other models are restricted, for example, the axon model has directional 
connections and the lambda model has more local connections. 
2.7 Conclusions 
The highly nonlinear, recurrent and (potentially) chaotic nature of the liquid 
filter makes LSMs difficult to analyze analytically. While deriving analytical 
methods to construct an optimal kernel is therefore infeasible, empirical rules 
may facilitate the design of the LSM. As the LSM is a biologically realistic 
model, biologically inspired approaches could be helpful in refining LSMs for 
improved performance. 
In the experiments described here, we have investigated the effects of 
synaptic connectivity on the performance of the LSM, in terms of both 
synaptic weights and topology. Various connection models have been 
explored, including the lambda model, an axon growth model, and small world 
networks. The quality of the liquid filter has little relationship with the small 
world property, but is highly dependent on synapse density and the distribution 
of synaptic weight. These two parameters are strongly inter-dependent. One 
possible explanation to the insensitivity of the small-world properties is that 
the brain functional network is a small-world across brain regions, but not 
within brain regions. The LSM is a cortical column model that has few 
hundreds of neurons; therefore, the effect of small-world is not obvious.  
In addition, we conclude that large weights are required when the number of 
synapses is small. For any given distribution of synaptic weights, identifying 
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the optimal synapse density is critical for performance. We propose a method 
of using genetic algorithms to evolve the liquid filter’s connectivity to 
efficiently identify the optimal number of synapses. The simulation results 
show that the evolved LSM combines high classification accuracy with low 
computational complexity. Interestingly, the distribution of synaptic weights 
arrived at the end of evolution has a shape that is similar to mammalian 
cortical circuitry. 
As there are too many potential connection topologies in biological neural 
networks, it is impossible for us to address them all; however, we still can find 
some rules from the models discussed here. In addition, we simulated the LSM 
in the scale of hundreds of neurons and thousands of synapses due to the 
limitation of computation power. Larger scale simulation of neural networks in 
future could yield better liquid filter from the proposed genetic algorithm, and 
may provide more insights on brain networks. However, to fully understand 
the astronomical complexity of brain networks with 100 trillion connections, 





Chapter III Application – Music Classification 
Feed-forward analog neural networks have achieved great success in 
engineering. However, a fundamental drawback of such feed-forward 
networks is that there is no representation of time: they are not designed for 
temporal data processing in which the time needs to be considered. Recurrent 
neural networks (RNNs) allow us to deal with temporal information. 
Evolution has led our brain neural networks to be recurrently connected such 
that we can survive over time. Compared to analog RNN, brain networks, 
which operate on spikes, have much more powerful memory in both short-
term and long-term. For example, the short-term facilitation and depression 
effects in synapses are a type of short-term memory, which is different from 
the memory produced by the “sustained activity” in recurrent connections. As 
we will see in this chapter, these characteristics enable the LSM to classify 
complex input patterns that contain both spatial and temporal information: 
music classification. 
Music Information Retrieval (MIR) is an interdisciplinary field that 
facilitates indexing and content-based organization of music databases. Music 
classification and clustering is one of the major topics in MIR. Music can be 
defined as ‘organized sound’. The highly ordered temporal structure of music 
suggests it should be amendable to analysis by the LSM. Unlike conventional 
statistical approaches that require the presence of static input data, the LSM 
has a unique ability to classify music in real-time, due to its dynamics and 
fading-memory. In this chapter, the performance of an LSM in classifying 
musical styles (ragtime vs. classical) is investigated, as well as the ability of 
LSM to distinguish music from note sequences without temporal structure. 
52 
 
The results show that the LSM performs admirably in this task.    
3.1 Introduction 
Music as an art form can carry diverse types of information, and may elicit 
in the listener different moods or emotions. Such information in computer 
music can be retrieved (known as Music Information Retrieval) through 
machine learning algorithms and pattern recognition techniques to automate 
the process of classification and indexing in large digital music libraries. 
Computers after training could be used not only to check whether the given 
audio data is a piece of music or non-music, e.g. corrupted music with 
disordered note sequence, but also to maintain the content-based organization 
of databases, as well as to search the entire databases for certain types of 
music according to the user’s preference.  
Music style classification is one of the key problems in MIR. It is very 
difficult for computers to classify and analyze these pieces of abstract 
information because of the complex temporal relationships present in musical 
features, including pitch, rhythm and dynamics, however, humans can easily 
identify different styles and genres. The human brain is a highly complex 
system possessing an extraordinary capability to process musical information 
efficiently in real time. For the task of computer-based music analysis, bio-
inspired techniques such as Artificial Neural Networks (ANNs) would be a 
good choice. 
With increasing computational power, biologically realistic ANNs have 
attracted more and more attention. ANNs are widely used nowadays and with 
very high performance in solving problems including pattern recognition, time 
series forecasting and function approximation. The third generation of ANNs 
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employs neurons that generate action potentials (spikes) and communicate 
through synapses. Although computational demanding, these spiking neural 
networks are biologically more relevant and may also be more powerful 
(Ghosh-Dastidar and Adeli, 2009). The LSM (Maass et al., 2002) as a type of 
SNN inspired by cortical microcircuits, has great potential for efficiently 
classifying data with strong temporal features due to its inherent time-
dependent dynamics. Therefore, music classification that requires temporal 
analysis is a suitable application for the LSM. 
Music can be seen as a very large class of audio signals that is “extremely 
variable and hence challenging” (Foote, 1999). Methods for discriminating 
music from speech, including analysis based on energy contour statistics, and 
various classification strategies like Gaussian mixture models have been 
reviewed (Foote, 1999). A previous study (de Leon and Inesta, 2007) proposed 
to classify two music styles using statistics of pitches, intervals and rhythms, 
referred to as a “shallow structure description”. Three types of classifiers, 
nearest neighbors, Bayesian classifier and self-organizing maps were trained 
on the extracted features and then used to classify jazz and classical music. In 
(Dannenberg et al., 1997), thirteen statistical features like average and 
standard deviation of MIDI key number and duration were extracted and fed 
into classifiers. Three methods using Bayesian classifier, linear classifier and 
Neural Networks with Cascade-Correlation architecture were developed. The 
result showed that the neural network was the most powerful approach. In 
another work (Thom, 2000), the music segments were represented by pitch 
histograms. Many of the proposed music analysis methods were based on 
offline processing or data buffering to extract features, so that static inputs can 
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be presented to classifiers. The temporal relationships between notes were not 
greatly emphasized.  
The application of LSM in music instruments classification was explored in 
(Pape et al., 2008). A “democratic” LSM model that consists of multiple LSM 
and uses majority voting was proposed to classify bass guitar and flute. The 
music samples used were 16-bit mono Wave-files and pre-processed by Fast 
Fourier Transform (FFT) algorithm. It was reported that the democratic LSM 
gave high accuracy in this task. The classification of music composers 
between Haydn/Mozart and Beethoven/Bach using LSM was also discussed. 
In this chapter, two music classification problems are discussed: music and 
non-music, and music style classification between classical and ragtime. We 
will firstly describe the architectural design of the LSM system, the spike-
encoding scheme, as well as the design of the experiments for the two 
problems; then classification results and the comparison between the LSM 
system and two other classifiers, Recurrent Neural Network and K-Nearest 
Neighborhood, are presented and discussed, followed by general conclusions. 
3.2 Experiment Setup 
As stated in chapter I, the LSM has three parts: i) an input layer, ii) the 
liquid filter, and iii) one or more readout neurons. Input neurons receive spikes 
encoding the sensory data (in our case a musical piece) and pass the spikes to 
the liquid filter through synaptic connections. Connections of input neurons to 
the central liquid filter are randomly initialized and the connection probability 
depends on the location of each input neuron with respect to the liquid filter, 
such that spatial information can contribute to the classification result. The 
role of the liquid filter is to expand the complex spatiotemporal input signal 
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which encodes the musical data, into a high-dimensional feature space, 
facilitating linear classification. The liquid filter is able to take into account 
the temporal structure of the input signal because it possesses a ‘fading 
memory’ (Maass and Markram, 2004), which results from recurrent 
connectivity between excitatory neurons, the dependence of synaptic efficacy 
on recent input history and the exponential-decay of membrane potential 
changes induced by synaptic inputs.  
Readout neurons are trained to perform the actual classification. They 
receive synaptic inputs from all the neurons in the liquid filter and project the 
filter state from high dimensional space into a low dimension using algorithms 
like linear regression or Fisher’s linear discriminant. The final decision will be 
made by processing the output of the readouts.   
3.2.1 Architectural Design of the LSM  
All the experiments discussed in this work are using the MATLAB CSIM (A 
neural Circuit SIMulator) package as described in (Natschlager et al., 2003). 
Figure 3.1 shows the schematic diagram of our music classification system. 
Piano music data are encoded into 60 spike trains, with each train 
corresponding to one piano key (pitch); spike trains are fed into the liquid 
filter through the input layer. Readout neuron processes the state of the liquid 
filter over time and final decisions are made from its output values.  
 
Figure 3.1 Architectural design of the music classification system 
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The liquid filter consists of leaky integrate-and-fire (LIF) neurons with 
recurrent dynamic synaptic connections (see Chapter II for LIF neuron 
model). The membrane time-constant m  is set to 30 ms;  restV is 0 mV, the 
input resistance  mR  is 1 MΩ; injectI is set to 13.5nA, and noiseI  is 1nA. Neurons 
have an absolute refractory period, which is 3 ms for excitatory neurons, and 2 
ms for inhibitory neurons. These parameters follow (Joshi, 2007), which are 
based on biological recordings.   
In the LSM 80% of neurons are chosen to be excitatory and the remaining 
20% are inhibitory (Maass et al., 2002). All the neurons are located at points 
with integer coordinates in a 3D space. The probability of connection between 










                (3.2) 
where D(a,b) stands for the Euclidean distance between two neurons a and b. 
As   increases, both the connection probability and the average connection 
length will increase.    is set to 1.5 here. The value of C is set to 0.3 for 
excitatory to excitatory (E E) connections, 0.2 for excitatory to inhibitory (E 
I), 0.4 (I E), and 0.1(I I) according to (Gupta et al., 2000) based on recordings 
in cortical brain areas.  
Input neurons are all excitatory with the outgoing connections configured as 
static spiking synapse. C is 0.3 for connections to excitatory neurons in the 
filter and 0 to inhibitory neurons. Consequently, there are no connections from 
the input layer to inhibitory neurons.   is set to 5. The input layer is 
constructed as a grid of 125 neurons, corresponding to 5 aligned octaves. The 
input layer is located 2 units’ away from the front layer of the central liquid 
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filter, as shown in Figure 3.2. Only a few selected neurons’ ingoing and 
outgoing connections are drawn for clarity. 
 
Figure 3.2 the architecture of the LSM: the input layer (the most left layer) and the liquid 
filter (L1 – L10) 
3.2.2 Dataset and Spike Encoding  
The dataset used in this analysis contains classical and ragtime piano music 
from well-known composers (Table 3.1) in MIDI format, downloaded from 
Bernd Krueger’s website (Classical http://piano-midi.de/midi_files.htm) and 
Warren Trachtman’s website (Ragtime http://www.trachtman.org/ragtime/). 
After checking the MIDI files, we selected 150 files in which 80 are classical 
and 70 are ragtime. The MATLAB MIDI toolbox described in (Eerola and 
Toiviainen, 2004) is used to load and analyze music files. Three types of 
information are considered in all the experiments presented in this work: pitch, 
which are represented in integers ranging from 0-127 that correspond to piano 
keys, for example, middle C (C4) is 60; onset time of the notes, which 
indicates the time when the key is pressed; and duration that denotes how long 
the piano key press is sustained. 
In MIDI files, the keys in each octave are coded by 12 pitches, therefore, the 
12x5 neurons in the LSM input layer cover octaves 2-6 with the pitch number 
range of 36-95, and each neuron represents one piano key. Almost all the 
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pitches are within octaves 2-6. The very few pitches which were outside this 
range are assigned to the value of either 36 or 95. The reason for using only 60 
input neurons instead of 127 is that we want to keep the input dimension to be 
small relatively to the filter, without losing too much information, such that 
there is no conflict with the working principle of the LSM, which is to expand 
input dimensionality. If the number of input neurons is not significantly small 
compared to the filter, the effect of dimensionality expansion would not be 
obvious. It should be noted that a large size of the liquid filter is very resource 
demanding and could dramatically increase computational complexity.  
Table 3.1 List of Composers 
Classical Ragtime 
Albéniz, Isaac (1860-1909) 
Bach, Johann Sebastian (1685-1750)  
Balakirew, Mili Alexejewitsch (1837-1910)  
Beethoven, Ludwig van (1770-1827)  
Borodin, Alexander (1833-1887)  
Brahms, Johannes (1833-1897) 
Burgmueller, Friedrich (1806-1874) 
Chopin, Frédéric (1810-1849) 
Debussy, Claude (1862-1918)  
Granados, Enrique (1867-1916) 
Grieg, Edvard (1843-1907)  
Haydn, Joseph (1732-1809) 
Liszt, Franz (1811-1886) 
Mendelssohn, Felix (1809-1847) 
Moszkowski, Moritz (1854-1925)  
Mozart, Wolfgang Amadeus (1756-1791) 
Mussorgsky, Modest (1839-1881) 
Ravel, Maurice (1875-1937) 
Schubert, Franz (1797-1828) 
Schumann, Robert (1810-1856) Tchaikovsky, 
Peter (1840-1893)  
Scott Joplin (1868 - 1917) 
James Scott (1885 - 1938) 
Joseph Lamb (1887 - 1960) 
Ferdinand (Jelly-Roll) Morton (1890 - 1941) 
James Hubert (Eubie) Blake (1883 - 1983) 
Charles L. Johnson (1876 - 1950) 
Tom Turpin (1873 - 1922) 








E. Philip Severin 
Arthur Marshall 
Roy Bargy 
The 125 arrangement of input neurons makes adjacent octaves sit beside 
each other as shown in Figure 3.2, such that the input spatial information can 
be one of the factors contributing to the final classification decision. It can be 
seen in the figure that the number of synaptic connections from each input 
neuron is decided not only by random initialization but also by its location 
(coordinates). More connections are created for the neurons in the center of 
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the input layer as they are relatively closer to the liquid filter in the Euclidean 
distance metric according to formula 3.2.   
Spike encoding is based on the natural frequency of the piano keys. The 
standard natural frequency of the piano key corresponding to the MIDI pitch 
number m follows the formula 3.3: 
6912 )2(*440)(  mmF     (3.3) 
In our LSM, each input neuron n is designed to receive spikes with its own 












     (3.4) 
where naturalH  and naturalL (Hz) are the pitch number 95’s and 36’s natural key 
frequencies respectively. Equation (3.4) guarantees that any natural frequency 
value within [ naturalL , naturalH ] is linearly mapped to the range of [L, H] in Hertz 
that can be adjusted by us. Spikes with a frequency of )(nFinput  are generated 
when the corresponding piano key n is pressed and held.  
3.2.3 Music and Non-Music Classification 
In this experiment we use classical music only. In fact, any style of music is 
valid in this case and the generality of this experiment holds.  
Each MIDI file is divided into segments of 60 seconds, which are used as 
the data sets for training or testing. The remaining tail segment that has the 
length of less than 60 seconds is discarded. Non-music segments are generated 
from music segments by randomly swapping notes. In detail, for a pair of 
notes (i, j) that is randomly selected within a music segment, the pitch number 
and duration of note i are swapped with those of note j, while the onset time 
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remains untouched. For each segment, such swaps are done for 100N times, 
where N is equal to the number of notes in that segment. This operation 
completely destroys the temporal relationship between notes, while still 
maintaining pitch and duration statistics. Figure 3.3 illustrates a non-music 
stimulus generated from a segment of music. Each spike is represented by a 
dot; a burst of spikes appears as a bar. 
 
Figure 3.3 an example of stimulus: music and non-music 
To effectively utilize the fading memory in the LSM, music segments are 
compressed from 60 seconds to several seconds by decreasing inter-spike 
intervals, because the LSM memory fades within seconds. A faster playback 
speed may facilitate the LSM to grasp temporal features in the music. 
Adjusting parameters to stretch the LSM’s memory period and playing music 
in normal speed to get real-time classification is an alternative solution, but 
essentially there is no difference from our fast-playing method; therefore, the 




Figure 3.4 the spike encoding scheme 
Figure 3.4 shows the schematic diagram of spike encoding as discussed 
above. This figure gives an example of compressing a 60 seconds music 
segment to 3 seconds. In this case, compression in step 3 increases the spikes 
frequency by 20 times, i.e. from [L, H] in step 2 to [20L, 20H] in step 3. So if 
in the first step ‘Frequency Mapping’, we set L to be 20/naturalL  and H to be 
20/naturalH  as in formula 2, the compressed spikes that are fed into LSM in the 
step 3 will have the natural frequency range [ naturalL , naturalH ], but fast-played 
in 3 seconds.  
In this music and non-music classification, we set the encoding spike 
frequency range [L, H] to [ 20/naturalL , 20/naturalH ] which is [3.27 Hz, 98.78 
Hz]. We will investigate the performance of LSM by using different 
compression time. 
The classical music files are divided into two sets: the training set with 50 
MIDI files and testing set with 30. After segmentation and generation of ‘non-
music’ by repeated swapping of notes, the number of training instances 
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increases to 2342 for the two classes and testing increases to 1772. It should 
be noted that there is no sharing of MIDI files in the testing and training sets. 
3.2.4 Music Style Classification 
In this section, the LSM is trained to classify two styles of music: Classical 
vs. Ragtime. Even though this is a case of binary classification, more readout 
neurons can be easily added to achieve multi-class classification.  
Ragtime and Classical music have different rules for composition, for 
example, in contrast to classical music, syncopated rhythms are used in 
ragtime and there are many melody accidentals. Figure 3.5 gives an example 
of a classical and a ragtime stimulus. 
50 MIDI files from each style are used for training and 20 for testing, with 
no sharing of files. Each MIDI file is then segmented in the same way as 
described in the subsection above with a length of 60 seconds. The range of 
[L, H] is the same as the previous subsection, [ 20/naturalL , 20/naturalH ]. The 
performance of the LSM with different number of layers and different 
compression time will be studied in this experiment. As the length of the 
music may depend on the style, segmentation of music files may result in 
unequal number of instances for the two styles in the training and testing data 
sets. To prevent bias, we used an equal number of segments for each style: 




Figure 3.5 An example of classical and ragtime stimulus  
To demonstrate the real-time classification capability of the LSM, we 
designed another experiment, in which we concatenate two randomly selected 
music segments from each style into one long segment. Each segment is 
compressed to 0.3 seconds long because we find this compression time gives 
the best performance in the classification of single segment discussed above. 
Thus, the trained LSM is tested on the concatenated segments having 0.6 
seconds long. The concatenated segment has a sequence of either classical-
ragtime or ragtime-classical. 50 such segments are generated from each 
sequence for testing. 
In this experiment, there are two challenges for the LSM: First, it has never 
seen any of the testing segments before and during training, and there is no 
sharing of files between testing and training data sets. This is a common 
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criterion for all the experiments discussed in this chapter. Second, the LSM 
has to report immediately when the music style changes. 
3.3 Results and Discussion 
Single readout neuron is used for all the experiments, and it is responsible 
to output a decision value every time the state of the filter is sampled. Linear 
regression is used for training the readout neuron because of its low 
computational complexity. The readout trained by linear regression can output 
floating value, instead of binary, which could be thought as a measure of 
similarity between the input stimulus and the class that the readout represents. 
3.3.1 Music and Non-music Classification 
 
Figure 3.6 Outputs of the readout in response to a music stimulus 
The readout neuron is trained to output 1 if the input stimulus is generated 



















by averaging the readout’s outputs from sampling of the liquid filter’s states. 
When the input segment reaches the end, the decision is music if the average 
value is greater than 0.5, or non-music if smaller than 0.5. 
Figure 3.6 illustrates the output of the readout for a given music stimulus. 
The red dots are the target values during training. It can be seen that the 
majority of the outputs of the readout neuron lies above 0.5, thus, the average 
value of all the data points is greater than 0.5 in this case and the correct 
classification is made.  
 
Figure 3.7 Percentage of correctness in training and testing vs. compression time (The error 
bar at each data point represents the standard deviation.) for music and non-music 
classification. 
The results of experiments employing different compression time, while 
keeping all the other parameters unchanged, are shown in Figure 3.7. The 
number of liquid filter state samples is fixed to 30 for every stimulus in 
training and testing data sets, because high sampling rate of the LSM states or 
large training data set will cause out of memory error in MATLAB. Each data 
point plotted in this figure, i.e. performance vs. compression time, is an 
average value of 50 runs. The music vs. non-music classification seems to be 
independent of the randomly-initialized connections in the LSM, as there is no 

































significant outlier in the results for all the runs. Compression of 0.3 and 0.9 
seconds result in an admirable high percent correct (82.8% and 82.1% 
respectively) during testing. This figure indicates that long inter-spike interval 
will generally lead to poor performance, which may be due to the low 
frequency spikes that lack the ability to excite the network at a minimal level, 
and hence, weaken the LSM fading memory effect. In addition, shorter 
compression time means shorter input stimulus and faster playing-speed, 
which can effectively utilize the fading memory in the LSM. However, if the 
frequency of spikes is too high and the compression time is too short, the LSM 
will not be able to grasp the temporal feature very well, as shown in the case 
of 0.1 second in the figure. 
Table 3.2 Number of Wrongly Classified Segments 
Compression Time 0.1 0.3 0.9 3 9 
Avg. No. of wrongly 
classified non-music 
62.22 43.98 48.38 44.28 40.12 
Avg. No. of wrongly 
classified music 
37.42 17 14.98 30.02 41.52 
Mean difference  24.8 26.98 33.4 14.26 -1.4 
 
Table 3.2 lists the average number of wrongly classified instances on testing 
set for different compression time. We observed that the number of non-music 
segments that were wrongly classified is larger than music during testing, 
especially for the trials with a high percentage of correctness. This is because 
music has a highly organized form, while the generated non-music pieces 
involve randomness. A random pattern, after being projected by the LSM into 
high dimensional feature space, would maintain its random character and tend 
to be distributed evenly in feature space. This makes the decision boundary 
between music and non-music ambiguous in the feature space. Therefore, 
using linear regression in readout neuron will give relatively poor performance 
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for non-music segments. If the trained classifier is weak, there would be 
smaller difference between the numbers of wrongly classified instances of the 
two styles due to the ambiguous boundary. 
3.3.2 Music Style Classification 
 
Figure 3.8 Percentage of correctness in training and testing vs. number of layers by using 
different compression time (mean +/- standard deviation) for music style classification. 
The readouts are trained in the same way as music vs. non-music 
classification, reporting one when the input is classical music, zero otherwise. 
Classification performance is investigated for different compression time as 
well as for the liquid filter with different number of layers, while keeping all 
the other parameters unchanged. The performance is again evaluated by 
averaging 50 runs for each data point as plotted in Figure 3.8. It can be seen 
that the percentage of correctness drops as the compression time increases. 
This agrees with the results obtained from music and non-music classification. 
With 10 layers and 0.3 second compression time, LSM achieves best 
performance for the testing set, 94.08% average success rate with the standard 
deviation of 2%. For the training set, the LSM achieves nearly 100% 
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correctness, by using only 5 layers for 0.3 and 0.9 seconds compression. The 
performance on the testing set starts to drop when less than 6 layers are used. 
When using single layer, the result on testing set goes down to 77.8% for 0.3 
second compression. For the case of 3 seconds, the performance is not as good 
as the others, only getting 59.57% correct by using single layer. 
Figure 3.9 plots an example of the readout’s output in the experiment of 
concatenating two segments. It can be clearly seen that the output values 
increases above 0.5 after 0.3 seconds in the ragtime-classical case. By 
integrating the first and second half of the readout’s output values, the LSM is 
able to figure out the style sequence correctly at the percentage of 81.31% on 
average of 100 runs with the standard deviation of 5.18%.  
The memory trace in the LSM resulting from the first half of the stimulus 
does affect the classification of the second half. To illustrate this, we firstly 
generate 50 classical-ragtime instances by randomly concatenating segments 
from each style, and then create another 50 instances by reversing the order of 
the two segments, as the example shown in Figure 3.9, in which (B) ragtime-
classical is created by reversing the order of the two segments in (A). In this 
example, in the first 0.3 second of (A), the readout can classify correctly, but 
failed in the last 0.3 second of (B). Such two sets of 50 long segments are put 
together to form a testing set, and we tested the LSM for 500 runs. The result 
shows that, the LSM can correctly classify the first 0.3 second at the 
percentage of 91.91%  3.11%, while 85.91%  3.43% for the last 0.3 second. 
This strongly implies that the classification of the second half of the stimulus 




Figure 3.9 An example of classifying a concatenated music segment: (A) ragtime-classical (B) 
classical- ragtime, generated by swapping the order of the two segments in A. 
3.4 Comparison with Other Methods 
For comparison, Recurrent Neural Network (Elman Network) and K-
Nearest Neighborhood (KNN) classifiers are implemented to perform the 
music style classification task.  
The training and testing data sets are the same as the one used in LSM. 
Here, each segment of music is re-sampled every 0.15 second. In other words, 
at every sampling point, the piano keys pressed at that time are represented by 
a vector that contains the corresponding pitch number. Note that multiple keys 
may be pressed at the same time. Thus, each music segment with 60 seconds’ 
length is represented by 400 vectors, each containing the keys that are pressed 
at that sampling time. 
Recurrent neural network is capable to classify data sequences as its 
recurrent connections allow it to have memory and maintain certain states. The 
Elman network is a two-layer recurrent network that can be trained to 
recognize temporal pattern. Here we use the standard Elman network 
implementation provided by the MATLAB neural network toolbox. The 
network is trained for 200 iterations to output 1 for classical music and 0 for 
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ragtime. After adjusting the number of hidden neurons and trying various 
types of the output neuron, the best performance is obtained by using 120 
hidden-layer tangent sigmoid neurons and one linear output neuron. The 
average accuracy over 100 runs is 92.62% (standard deviation 3.93%) on the 
testing data set, which is about 1.5% less than the proposed LSM, and 94.09% 
(standard deviation 3.08%) on training, 5.5% less than the LSM. The standard 
deviation of the Elman network is also larger. Furthermore, compared with the 
LSM with 0.3 second compression time and 10 layers, the training of the 
Elman network takes much longer time. 
KNN is a classifier that classifies a testing data based on its neighbors. It 
searches the whole training data set to locate the testing data’s k nearest 
neighbors, and the label of that testing data is assigned to the class that occurs 
most frequently among these k neighbors. Here, the k neighbors are selected 
based on the Euclidian distance. The highest accuracy on the testing data by 
using KNN is 73.53% when K=2, which is not as good as the LSM and the 
Elman network. 
3.5 Conclusions 
In this work, we have developed a biologically realistic LSM system to 
classify two styles of music (Classical vs. Ragtime), and music versus ‘non-
music’ with disordered note sequence. The Elman network and KNN 
classifiers are also implemented for comparison purpose. The result shows that 
the proposed LSM system with 10 layers and 0.3 compression time has the 
best performance. The classifiers are trained and tested in only hundreds of 
samples. Higher success rate will be expected if more data are available.  
LSM’s excellence in music classification has been demonstrated in all the 
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experiments discussed above, particularly in the segments concatenation 
experiment. Even though in this work we increased the playback speed of the 
music by reducing the inter-spike intervals, classification in normal playing 
speed with the same performance can be easily achieved by adjusting 
parameters in LSM as it is just a scaling operation.  
From the experimental results, it can be seen that the performance of 
music style classification will not be largely affected by using only 5 layers 
(300 neurons). With 2 layers the performance is still satisfactory. As the LSM 
is a universal computer, simply adding more readout neurons and adjusting the 
memory-less readouts can generalize our binary classification to a multi-class 





Chapter IV Computing with Cultured Cortical 
Networks: Implementing the Liquid State Machine 
with Dissociated Neuronal Cultures 
As a member of the state-dependent computation family, the LSM is 
proposed to be implemented by cortical microcircuits. However, most of 
literature in this field and the previous chapters in this thesis investigate the 
LSM through computer simulations. One obvious drawback of simulations is 
their inefficiency in real-time computations. Therefore, implementing the 
LSM using cortical cultures is a promising solution. However, the ability of 
living neuronal networks to process complex spatiotemporal stimuli still 
remains unknown. In this chapter, by employing a novel approach that 
combines optogenetics and multielectrode arrays (MEA), we explored such 
capability of dissociated neuronal cultures in the context of the state-
dependent computation paradigm, and showed that random networks formed 
by living neurons are able to process complex spatiotemporal information and 
suitable for implementing a prototype of neurocomputer device based on the 
LSM paradigm. Processing temporal inputs relies on fading memory, and we 
observed that short-term memory in dissociated neuronal cultures can be 
longer than 4 seconds. The necessity of short-term synaptic plasticity for this 
type of memory was demonstrated through computer simulations. Even 
though single synapse has a time constant of hundreds of milliseconds for 
short-term dynamics, a network possessing many such synapses are able to 
maintain much longer memory. This is an emergent property of neuronal 
networks. Furthermore, NMDA receptor antagonist drug treatment that 
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reduced bursting frequency was able to significantly improve temporal 
processing ability of neuronal networks, implying possible applications of this 
model to drug testing on short-term memory impairment. 
4.1 Introduction 
There are both genetically determined and random wiring in the brain 
circuitry, while the brain is still able to function properly. As stated in Chapter 
I, this raises the question of whether a random network is able to process 
information and how much benefit the brain can gain from random networks. 
This chapter provides an answer for this. 
Information processing ability of random networks has been studied 
mostly through theoretical frameworks and computer simulations. The state-
dependent computations proposed that spatiotemporal processing of inputs 
relies on the interaction between input stimuli and internal dynamic states of 
neural networks (Buonomano and Maass, 2009). The computational power of 
this theoretical framework depends on the richness of dynamics in the neural 
networks. However, very few experiments have been done to investigate the 
computational ability of such networks in vitro or in vivo.  
The LSM utilizes the state-dependent property of neural networks to 
perform computations. It does not have specific requirement on neural 
circuitry and a randomly connected network is sufficient.  Even though the 
LSM was proposed to operate on cortical microcircuits formed by living 
neurons, the majority of the literatures used computer simulations to 
implement the LSM. A previous work demonstrated that a neuronal culture is 
able to classify high and low frequency stimuli (Dockendorf et al., 2009), but 
the fading memory and temporal property that are essential for the LSM was 
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not discussed. Whether a neuronal culture is suitable for a liquid filter is still a 
mystery.  
Various attempts have been made to utilize dissociated neuronal cultures 
for practical tasks through electrical stimulation. Previous studies used 
dissociated neuronal cultures to recognize and process L-shape spatial patterns 
(Ruaro et al., 2005). Moreover, neuronal cultures were able to classify simple 
electrical stimulation patterns that last for 200ms (Ortman et al., 2011), but 
how the network processed stimuli was not clearly explained. Analysis on 
responses to multisite stimulation revealed that different network pathways 
were activated by different electrodes, and blockage of NMDA receptors 
increased mutual information between the stimulus and responses (Bonifazi et 
al., 2005). All of these studies focused on spatial information processing, and 
there is a lack of thorough investigation on temporal and complex 
spatiotemporal processing ability of neuronal networks. One purpose of this 
work is to fill this gap, and provide a foundation for implementing a culture-
version of the LSM: a neurocomputer.  
Our previous study (Dranias et al., 2013) discussed classification of spatial 
patterns and memory duration when two stimuli, a cue and a probe separated 
by a pause, were presented to the cultures. Due to the limit to number of pages 
in this thesis, our previous study will not be included here. In this chapter, we 
show that dissociated cortical neuron cultures are able to process temporal 
information, and facilitate a downstream memory-less readout to classify 
complex spatiotemporal stimuli. Moreover, drug treatments were performed to 
improve culture’s classification ability. Temporal properties together with the 
spatial information processing that we reported previously constitute a 
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complete picture of information processing in neuronal cultures. 
4.2 Methods 
4.2.1 Cell Culture and Optogenetic Transfection 
Multielectrode arrays (MEA) dishes with 252 electrodes (16x16 layout 
except for four corners) were rinsed, sterilized by methanol and kept under 
UV overnight. Before plating, the electrode area of each MEA was coated by 
poly-D-lysine for 1.5 hours, followed by fibronectin bovine plasma for 4 
hours. Cortical tissue from embryo day 18 rats was disassociated using papain, 
centrifuged at 1300 rpm for 5 min and then suspended in earle's balanced salt 
solution (EBSS) and ovomucoid. After a second centrifuge at 600 rpm for 6 
min, cells were re-suspended in culture medium (NBActive4 medium with 
10% fetal bovine serum (FBS) and 1% penicillin streptomycin). Optogenetic 
Transfection was performed through electroporation using Amaxa 
nucleofector II kit (Lonza Group Inc.), with 8ug Channelrhodopsin-2 (ChR2) 
plasmid DNA and a cytomegalovirus (CMV) promoter. 70 µl of cell 
suspension containing around 0.1 million cells was plated to the electrode area 
and put into the incubator to let the cells adhere well to the electrode surface. 
After 30 min, 1 ml of the culture medium was added in to fill up the dish. The 
incubator had 5% CO2 level and 37
oC temperature. Recordings were 
performed at 7-10 days-in-vitro. During MEA recordings, the cell culture 
medium was changed to Dulbecco’s phosphate-buffered solution (DPBS) 
containing glucose and pyruvate. To prevent water evaporation, a cap was 
used to seal the MEA dishes all the time. 
4.2.2 Recording System 
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Action potentials were recorded through a USB-MEA256 hardware system 
from MultiChannelSystems. The recording device was connected to a 
computer running MCRack software (MultiChannelSystems) via a USB cable. 
Action potentials were detected once the recorded signal in a channel reached 
a user-defined threshold value. The threshold values were set based on the 
amount of noise in each culture. Two computers were used: one ran the 
MCRack for recording and the other ran stimulus presentation software. The 
MCRack was set to triggered recording mode to synchronize the recording 
system with the other computer that ran the stimulus presentation software, 
through a TTL pulse that signaled trial starts or ends. Spike sorting was not 
performed because isolating individual neuron’s response from one electrode 
may not greatly improve our results, and spike sorting could also introduce 
errors.   
4.2.3 Stimulation System 
A 25mW 488nm blue laser beam passed through an acusto-optical tunable 
filter (AOTF), which unblocked/blocked the beam and served as an on/off 
switch controlled by the stimulation software. The beam was expanded 
optically and projected onto a Liquid Crystal on Silicon (LCOS) device, which 
is a reflective spatial light modulator (SLM). The SLM has a resolution of 
1920x1080 pixels, connected to the PC through a DVI port as a secondary 
display, such that each pixel of the SLM is controllable for light reflection. 
The SLM received input from the computer to produce reflective patterns, and 
the laser light reflected by the SLM carries image patterns instructed by the 
computer. The light patterns were then projected onto the MEA culture 
through the objective lens of an inverted microscope. This setup allowed us to 
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design arbitrary greyscale images/movies as stimuli to the culture. For this 
work we used binary images only. The stimulation presentation software was 
self-implemented using C++ for timing in sub-millisecond accuracy. The 
software controlled both stimulus presentation and the trigger of recording 
(sending TTL trigger-signal to the MCRack running on the other computer). 
For ease of programming, stimuli were firstly designed in MATLAB, and then 
converted to scripts and loaded into the C++ software. 
4.2.4 Stimuli Protocol 
To test neuronal cultures’ ability to classify temporal patterns and complex 
spatiotemporal patterns, two stimuli were designed: jittered spike train 
template classification task, which is a benchmark test of the LSM, and 
classification of randomly composited piano music. 
For the jittered spike train template classification task, 4 spike train 
templates were generated first, each having 6 spikes over 3 seconds, with the 
first spike at time 0 denoting trial starts. Jitter noise with a mean of 0ms and 
standard deviation of 150 ms was added to each template to generated 
stimulus. The first spike was not affected by the jitter. Then the jittered spike 
train was converted to a train of light pulses with a pulse-width of 100 ms 
(Fig. 4.1A). Each light pulse illuminated the whole electrode area. The task for 
the neuron-computer hybrid system was to determine which template the light 
pattern is generated from. 200 stimuli were generated from the 4 templates (50 
stimuli from each template). To eliminate effects of internal oscillations in the 
culture, the stimuli were presented to the culture in random sequence with 
random inter-stimulus intervals longer than 8 seconds. This allowed the 





Figure 4.1 Stimulus presentation. (A) Jittered spike train template classification task. 4 spike 
train templates with 6 spikes were generated first, and then jittered noise was added to 
generate stimuli. The first spike at time zero denotes trial start. The example shows that after 
adding jitter noise to the template 1, a stimulus still keeps some features of template 1. Light 
pulses having duration of 100 ms were converted from the example stimulus. (B) Random 
music classification task. 40 songs were generated, and each black vertical bar represents a 
key press. At each time bin, 10 of the 40 songs have key#1 press; 10 have key#2; 10 have 
key#3, and the remaining 10 have key#4 press. (C) Each piano key in (B) is represented by a 
light pattern to present to neuronal networks. The figure shows the first four notes of the 
stimulus 1 in (B). Thus, a stimulus in (B) is represented by a sequence of light patterns. (D) A 
schematic diagram of the control, employing neuronal cultures, and computer simulations. 
The only difference between the control and culture is whether the stimulus goes through the 
neuronal network or not. Computer simulations were used in the random music classification 
task to investigate the mechanism of short-term memory observed in neuronal cultures. 
The random piano music stimuli were composed by four piano keys, and 
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each key was represented by a spatial light pattern. When a key was pressed 
and held, the corresponding light pattern was presented to the culture. The 
electrode area in the MEA dish was divided into a 10x10 grid, and a light 
pattern lit up 25 squares in the 10x10 grid. Initially we generated 28 such 
patterns and ensure every grid has equal chance to be lit up across all the 28 
patterns, and then presented all of them to the culture. 4 patterns that elicited 
the strongest network responses were chosen to represent the 4 piano keys.  
40 songs (random music pieces) were generated, each lasted for 4 seconds, 
composed of 16 notes, and each note has a fixed duration of 100ms (Fig. 
4.1B). Each song was presented to the culture for 20 times. The task was to 
classify which song (out of the 40) was being played to the culture. The note 
sequence of each song was random, except for one rule: among all the 40 
songs, 10 songs had piano key#1 as the first note; 10 songs had key#2 as the 
first note; 10 had key#3, and the remaining 10 songs had key#4 for the first 
note. The same rule applied for every other note. The rationale behind this rule 
is that, by looking at one note only, e.g. the second note of all the 40 songs, the 
best classification accuracy is only 10%. To achieve higher than 10% 
accuracy, the culture needs to remember which notes have been played before 
(temporal processing), and at the same time correctly identify the note that is 
currently playing (spatial processing). This tests the culture’s memory and the 
ability to integrate information over time. If we look at this stimulus from 
another perspective, this classification task is actually to recognize light 
pattern sequences (Fig. 4.1C). Music is defined as organized sound and the 
stimuli in this task are very analogous to music, therefore, without losing 
generality, we describe this task as random music classification. 
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4.2.5 Decoding Responses 
Recorded spikes from the culture were segmented by time bins of 100 ms 
for the spike train template classification. For the random music task, 235 ms 
time bin was used such that each time bin contains the response of one note. 
At every time bin t, we trained a support vector machine (SVM) classifier 
(Chang and Lin, 2011) as a readout, R(t), and classify at the time bin t only. 
Spike count within a time bin was used as the input to the classifiers. The use 
of a time-dependent readout R(t) to classify neuronal response has been used 
in previous studies as a measure of information content over time in vitro 
(Dranias et al., 2013) and in vivo (Nikolic et al., 2009). For both tasks, 60% of 
the recorded data were used for training SVMs and the remaining 40% for 
testing. Silent channels were excluded from analysis.  
4.2.6 Control and Simulations 
To show neuron culture benefits classification, we designed a control case: 
the stimulus spike trains are directly segmented into time bins and then fed 
into SVMs (Fig. 4.1D). For the spike train template classification, the control 
quantifies the amount of difference between different stimuli classes at each 
time bin. For the random music task, each time bin contains only one note, 
thus the control can only utilize spatial information, which results in 10% 
classification accuracy at each time bin. If the use of culture was beneficial to 
classification, higher classification accuracy compared to the control would be 
expected for both tasks, and we can also quantify how much benefits by 
looking at the difference between the culture and the control. In addition, this 
allows us to assess effects of drugs on the culture and how much improvement 
81 
 
or degradation in performance by different drug treatment. 
Computer simulations were performed for the random music classification 
task to investigate the mechanism of memory in neuronal networks. We tested 
simulated networks with different synapse settings (Fig. 4.1D). The case of no 
connections in the network was to verify the importance of internal recurrent 
connections; synaptic connections having no plasticity were designed to show 
whether reverberating activities are enough for the classification task; and the 
case with short-term plasticity was to investigate whether the experimentally 
observed memory is because of such plasticity. 
4.2.7 Metric for Selecting Best MEA channels 
Multi-class linear discriminant analysis was applied at each time bin for 
each MEA channel, to obtain Fisher’s discriminant ratio (FDR), which 
indicates the amount of discrimination we can get from individual channels. 
The average FDR of each MEA channel over the stimulus presentation 
window serves as a score to indicate how important the channel is. The FDR 























where )(tS ni   is the spike count recorded from a MEA channel n at time bin 
t’, in response to stimulus i; )(tC   is the mean spike count of the channel n at 
time  t’ for class C stimuli, and )(t   is the mean of the class means )(tC  . 
The numerator and denominator of the discriminant ratio nJ  are known as the 
“between classes scatter” and “within class scatter” respectively. Large value 
of nJ indicates better discrimination. The average discriminant ratio of a 
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which is used as the score for the MEA channel. 
4.2.8 Simulation Parameters 
CSIM (Natschlager et al., 2003) was used to simulate liquid state machines 
and neural networks. The same readout mechanism as the culture was used for 
fair comparison: divide the responses of simulated networks into time bins and 








where the membrane time constant τm was set to 30 ms, and resistance 
Rm=1 MΩ; resting membrane potential Vresting was 0 mV; firing threshold 4 
mV, and refractory period was 2 ms. For the random music classification task, 
a Gaussian noise current with zero mean and 3 nA variance was applied to 
simulate the noise in culture. The network consists of LIF neurons occupying 
a 5x5x5 3D space for the spike train classification task and 7x7x7 for the 
random music classification task, with 80% excitatory and 20% inhibitory 























where p is the probability to build a connection between neuron a and b, 
and D(a,b) is the Euclidean distance. λ determines the range of connection and 
C is a scaling factor. Synapse models used for short-term facilitation and 
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where w is the synaptic weight; kA is the amplitude of post-synaptic current 
raised by the kth spike; 1k represents inter-spike interval between the k
th and 
(k-1)th spike; ku  models the effects of facilitation and kR   is for depression; U 
is the average probability of neurotransmitter release in the synapse, and F and 
D are time constants for facilitation and depression; Depending on whether a 
synapse is excitatory (E) or inhibitory (I), the values of U, D and F are drawn 
from Gaussian distributions with the mean of (D and F in seconds): 0.5, 1.1, 
0.05 for excitatory neuron to excitatory neuron connection (EE), 0.05, 0.125, 
1.2 (EI), 0.25, 0.7, 0.02 (IE), 0.32, 0.144, 0.06 (II). These values are chosen 
based on (Gupta et al., 2000). The standard deviations of these parameters 
were set to be half of the mean. Initial values of u and R are u1 = U and R1 = 1. 
4.3 Results 
We first investigated the ability of neuronal networks to process temporal 
patterns through the spike train template classification task; then extended our 
study to the complex spatiotemporal task: random music classification, 
followed by effects of drug treatment. 




Figure 4.2 Classification accuracy for the spike train template classification task. (A) Spike 
raster plot of a MEA channel. A gray bar represents a 100 ms light pulse and each dot 
represents a spike. A network bust appears as a long bar. Light responses had a latency of 
around 80 ms. Responses to different stimulus classes were color coded. For visualization 
with clarity, trials were sorted based on the time interval between the first and second light 
pulses for each class. (B) Classification accuracy of the culture versus the control and the 
LSM. The green line at time 0 indicates the start of stimulus presentation, and the red line at 
time 3 sec is the end of presentation. The area where the culture has higher (lower) 
classification accuracy than the control is highlighted by yellow (green). (C) Decisions of all 
the readouts Rt were pooled together to vote for a final decision of which spike train template 
is the stimulus generated from. Classification accuracy is average of 50 runs, and each run 
randomly divided the dataset into training and testing. The error bars are the standard errors of 
the means.  
The jittered spike train template classification is a pure temporal pattern 
classification task: each stimulus consists of five time intervals, and there is no 
spatial information in the stimuli as each light pulse illuminates the whole 
electrode area. Figure 4.2A shows the spike raster plot from the response of a 
single MEA channel. A 100 ms light pulse was able to induce a burst of spikes 
lasting for 100-150 ms, shorter than a network burst, and the light responses 
were very consistent for many MEA channels. As stimuli were generated by 
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adding jittered Gaussian noise to the four spike templates, the time interval 
between two light pulses slightly varies across the stimuli from the same 
template. Furthermore, different classes of stimuli have different probability to 
elicit network bursts during or immediately after stimulus presentation. 
Stimuli having high frequency in the 3 seconds’ stimulus presentation time 
window is more likely to elicit network bursts compared to the low frequency 
class, indicating that the culture has a memory span of several seconds. 
Classification accuracy over time indicates how much information about 
stimulus identity is present in the culture at each time bin, and reveals the 
ability of the culture to process temporal information. The accuracy over time 
in Figure 4.2B clearly shows that the culture has better performance than the 
control during the stimulus presentation, but lower than the liquid state 
machines that are simulated in computer. Notice that all the three curves have 
similar shapes, indicating stimulus-dependent behavior of the culture and the 
LSM. The classification accuracy of the culture does not immediately drop to 
the chance level after stimulus ends. This suggests that neuronal cultures have 
fading memory that is able to retain the entity information of temporal stimuli 
for a short period.  
In addition to asking the question of how much information present in the 
culture over time, pooling all the time-dependent readouts Rt to output a final 
decision of stimulus class tells overall performance. This pooling method 
yields a classification accuracy of 59.8% for the culture (Fig. 4.2C), much 
higher than the chance level of 25% and also above the control (51%), but 
lower than the simulated LSM (72%). This shows that the culture 
outperformed the control, and has the ability to process temporal stimuli and 
86 
 
benefit classification.  
 
Figure 4.3 Common features of the most discriminative channels. (A) Scatter plot of the score 
of each MEA channel (FDR) versus each channel’s consistency of light response (the 
maximum cross-correlation coefficient with input). Correlation coefficient is 0.708.  (B) The 
score of each MEA channel versus number of spikes induced by the first light pulse. 
Correlation coefficient is 0.642. (C) Classification accuracy by pooling all the Rt versus 
number of MEA channels used for classification. The black bar is the control and the gray 
area is the std. Each data point is the average of 30 runs. (D) Classification results of 12 
templates classification.  
 
The Fisher’s Linear Discriminant analysis applied to the responses of each 
MEA channel allows the MEA channels to be ranked by their FDRs that 
measures the content of discriminative information, as well as the importance 
of each channel in classification. To find the common features in the important 
channels, we plot the FDR of each channel versus its cross correlation 
coefficient with each light pulse, which measures consistency of light 
responses (Fig. 4.3A). Figure 4.3B plots the FDR versus the average number 
of spikes induced by the first light pulse. The high positive correlation in both 
plots suggests that top MEA channels are likely to have consistent light 
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responses, and more spikes in each channel induced by a single light pulse are 
beneficial to class discrimination. Multiple spikes induced by one light pulse 
are likely due to short-term reverberating activity that is a result of network 
interaction, and may serve as memory for processing temporal patterns. 
Classification accuracy versus number of top MEA channels used in Fig. 
4.3C reflects the benefits of using larger number of MEA channels. The grey 
horizontal bar is the control accuracy and its standard error of the mean. By 
using only few top channels, the classification accuracy is higher than the 
control. Using more channels are not always good, because some channels 
may contain too much noise to deteriorate classification accuracy, and may 
also not be able to provide additional information that is not present in other 
top channels. The curve increases fast at the beginning and then slowly as 
more channels used, indicating that there are still some useful information in 
those less discriminative channels. In other words, stimuli information not 
exists only in the top discriminative MEA channels, but spreads to most of the 
other channels. This shows that the temporal processing ability relies on the 
whole network.  
For comparison with top channel selection using FDR, results from 
randomly selecting channels to classify inputs are also in Figure 4.3C in green. 
The red curve is always higher than the green, therefore confirms that the FDR 
indeed ranks the channels based on their contribution to classification. 
Comparison of the two curves shows the importance of selecting top channels: 
by listening to only few presynaptic neurons with high discriminative 
information, readouts are able to achieve high accuracy; in contrast, random 
channel selection requires more than 60 channels to be comparable to the 
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control. The same results were obtained for the music classification task (Fig. 
4.4D). In fact, we tried several MEA dishes with 60 electrodes, and the results 
for both jittered spike train template stimulus and the random music stimulus 
were not as good as the dishes with 252 electrodes.  
As more spike train templates are generated, the advantage of a neuronal 
culture becomes more obvious (Fig. 4.3D). More templates will decrease the 
probability of correctness for the control because integration of temporal 
information becomes more important than looking at each time bin only. 
4.3.2 Classification of Random Music 
The previous task is pure temporal as the stimulation site is the whole 
electrode area. The results suggest that the culture has memory and is capable 
to process temporal information. However, it is not clear how long the 
memory is and how the network utilizes the memory to integrate temporal 
information overtime. To answer these questions and show the state-dependent 
computation property of the networks, we investigated culture responses to 
complex spatiotemporal stimuli: the random music classification task. 
Spikes recorded from a single MEA channel (Fig. 4.4A) shows consistent 
responses activated by light patterns. Responses to the first note of all the 800 
trials, which is the first vertical stripe in the figure, reveal spatial sensitivity of 
this electrode. It can be seen that different notes (light patterns) elicit different 
but deterministic spike response patterns. This reproduced part of our previous 
results (Dranias et al., 2013) on classification of spatial light patterns. Network 
bursts were not immediately induced after the first note, but with high chance 




Figure 4.4 Responses in a single MEA channel to the random music stimuli and classification 
accuracy over time. (A) Spike raster plot of spike responses recorded from an electrode. Each 
spike is represented by a dot. The stimuli consist of 40 random music pieces, with each piece 
presented to the culture for 20 times. Responses to different music pieces are color coded. (B) 
Classification accuracy of testing data over time for the control and culture. The stimuli have 
duration of 4 seconds. (C) Classification accuracy from the same culture as (B) when the 
stimuli last for 6 seconds. (D) Classification accuracy versus number of MEA channels used. 
Top MEA channels are selected based on their FDR averaged over time. 
The random music stimuli were designed such that utilizing spatial 
information (a single note) within a time bin will only yield 10% accuracy 
(control). Classification accuracy of the first note reveals the ability for the 
culture to classify the four piano keys represented by four spatial patterns, and 
the culture cannot actually identify each light pattern due to noise. Therefore, 
the accuracy at the first note is below the control 10% as expected (Fig. 4.4B). 
However, the accuracy at the second note is higher than the control, 
suggesting the culture is able to remember the first note. Surprisingly, the 
accuracy keeps increasing over the 4 seconds stimulus window, indicating that 
as more notes were played, the culture was able to better separate the input 
patterns. This shows that the culture can remember all the light patterns played 
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during the 4 seconds, i.e. having a memory span of at least 4 seconds. 
Increasing the duration of music stimulus to 6 seconds still seems to have the 
increasing trend in classification accuracy (Fig. 4.4C). This means the memory 
in this culture can be as long as 6 seconds. In the perspective of information 
content about the stimulus, this increasing trend shows that information is 
accumulated over time, i.e. the input history is maintained in the culture, and 
the information at each time bin is also added into the network, leading to the 
responses at the last note containing the largest amount of stimulus 
information. This demonstrates the state-dependent property of the culture: 
maintains the network state that is a result of input history and at the same 
time evolves its state based on the current input. 
4.3.3 Separation Property 
One of the most important properties of the LSM is the separation 
property: large difference in input stimuli tends to result in large state distance 
in the neural microcircuit. State distance measures the difference in two state 
trajectories of the neural circuit in response to two input stimuli. To assess the 
separation property of the neuronal networks, input distance was calculated by 
the amount of different notes in any pair of songs, and the state distance for 
the culture is the Euclidean distance of spike count at each time bin. Figure 
4.5A reproduces the results from the original LSM paper, computer 
simulations by Maass: with a peak at the beginning and then drops to a level 
proportional to the input difference. The thick curve in Figure 4.5A is the 
average distance of the neuronal culture driven by the same input, which 
represents the amount of noise in the culture. State distance curves from two 
different inputs are clearly above this noise level. Large input difference 
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generally causes large state distance over time. Notice that no chaotic effects 
were observed. This is also shown in Figure 4.5B that the distance in culture’s 
response averaged over 4 seconds stimuli window has highly positive linear 
relationship with input difference.   
 
Figure 4.5 Separation properties of neuronal cultures. (A) Amount of different notes in any 
pair of music pieces (color coded) versus culture’s state distance over time. Each state 
distance curve is obtained by averaging responses from all pairs of music pieces having the 
same number of different notes. The thick blue distance curve is from identical inputs. Only 
trials without network bursts were used. (B) state distance averaged over the 4 seconds stimuli 
window versus input distance. Each error bar is the standard error of the mean of all the 
possible pairs of music. Regression line:            . (C) Implementing switches with 
the culture. 2 memory-less readouts were created, and each readout is a feed forward neural 
network with 5 hidden units and one output neuron, trained by back-propagation. For the first 
readout, it was trained to switch on (output 1) when key#1 or key#2 was pressed and switch 
off when key#3 or 4 was pressed. For the second readout, key#1 toggles the switch: if the 
switch was on, key#1 turned it off; if it was off, key#1 turned it on. key#2 holds the current 
on/off state, key#3 is on-switch and key#4 is off-switch. Red curve is the target outputs and 
the blue is the response of the readouts. For all the 40 songs, 24 of them were used for training 
and the other 16 for testing. 
4.3.4 Real-time State Dependent Computation: Switches 
To demonstrate the ability of neural cultures to perform real-time state 
dependent computations, we designed a switch-function approximation task: 
depending on the input light patterns, the output is a signal denoting on/off 
switches, either 1 (on) or 0 (off). Approximation of similar functions was done 
through simulations (Maass et al., 2007). Two readouts were created and 
trained to approximate the two switch functions (Fig. 4.5C). For the first 
readout that is a simple on/off switch, key#1 and #2 are on-switch and key#3 
and #4 are off-switch. This requires only spatial processing: identifying the 
input at each time bin. The mean cross-correlation coefficient between the 
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targeted outputs and the readout output for all the testing data is 0.934 
±0.0686. The task for the second readout is more difficult: when the light 
pattern of key#1 is presented, it toggles the switch based on the current switch 
state; key#2 holds the switch state; Key#3 is an on-switch and 4 is an off-
switch. Toggling and holding in this task require temporal processing and 
memory. The cross correlation with the target output is 0.838 ±0.091. This 
high correlation suggests that the culture has rich dynamics that can be used to 
extract stimulus information simultaneously in multiple perspectives: the same 
responses of the culture are able to be used for classification of random music 
(light pattern sequence) and approximate switch functions that rely on spatial 
information only, or spatiotemporal information.  
4.3.5 Improving Performance through Drug Treatment 
The above results show that neuronal cultures have at least 4 seconds 
memory, much longer than short-term facilitation and depression in a single 
synapse that typically has a time constant of hundreds of milliseconds. This 
long memory duration could be due to activation of NMDA receptors and 
calcium influx. Therefore, we chose an NMDAR antagonist, (2R)-amino-5-
phosphonovaleric acid (APV), to examine whether this type of memory can be 
reduced or destroyed. However, the results showed the opposite effects to 
what we thought: APV significantly improves culture’s information processing 
ability and memory (Fig. 4.6A). Classification accuracy after APV treatment 
was well above before treatment. The classification accuracy at the first note 
was almost the same before and after APV, both below 10%, indicating that 
APV does not have obvious effects on spatial sensitivity, but the accuracy was 
improved at the second note and subsequent notes, suggesting the positive 
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effects of APV on temporal processing. 
 
Figure 4.6 Effects of APV on the culture. (A) Classification accuracy before and after APV 
treatment. (B) Shannon information in the 30 MEA channels. The information is calculated by 
spike count. (C) Average number of network bursting per trial before and after APV treatment. 
The error bar represents standard deviation of the mean (D) Classification accuracy of 
simulated neural networks with different facilitation time constants, without short-term 
synaptic plasticity, or no connections in the network. The default time constant is measured 
from physiological recordings. Each curve is obtained from averaging 30 different networks 
with randomly divided training and testing datasets. The gray area represents standard error of 
the mean. 
 
The culture has about 1.5 seconds of memory before APV treatment 
because the classification accuracy climbs to around 15% at about 1.5 seconds 
and then reaches a plateau afterwards. The climbing period after APV is 
longer, nearly 3 seconds, indicating the memory span is prolonged. This ruled 
out the possibility of NMDAR contributing to this type of memory. To further 
show the effects of APV on top discriminant channels, mutual information 
between stimulus and total spike count of top 30 channels with high FDR was 
calculated (Fig. 4.6B). The curve was concave before and convex after APV, 
showing the significant improvements on the amount of information carried by 
the top channels. 
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One effect of APV on dissociated neuronal cultures is significantly 
reducing network bursts frequency (Fig. 4.6C). Average number of bursts per 
trial after APV treatment is nearly halved. In our previous work (Dranias et al., 
2013), we showed that network bursts reduced or destroyed hidden memory 
that lasts for 1.2 seconds in the “cue and probe” stimulus setting. These results 
from APV further confirmed the disastrous effects of bursts on memory and 
the ability to process temporal patterns, and showed that APV is able to reduce 
bursting frequency and improve the classification performance of neuronal 
cultures. 
4.3.6 Short-term Synaptic Plasticity is Necessary for the Memory 
As we have shown that the NMDAR does not contribute to this type of 
memory, the question is where this memory comes from. We hypothesized that 
even though short-term facilitation and depression in a single synapse have 
time constants of hundreds of milliseconds, but a neuronal network with many 
such synapses and reverberating activity can sustain the memory from short-
term plasticity for a much longer duration. We demonstrate this emergent 
property through computer simulations. Figure 4.6D shows classification 
accuracy from simulated neural networks with different facilitation time 
constants, without synaptic plasticity, and without synaptic connections. The 
same stimulus set as the culture was used. Synaptic dynamics and default time 
constants for facilitation and depression in stimulations were based on 
experimental recordings from living neurons (Markram et al., 1998; Gupta et 
al., 2000). Similar to the classification results from cultures, by using default 
time constants for short-term plasticity, accuracy keeps increasing within the 4 
seconds stimuli window, but lies on the 10% control line for networks having 
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no plasticity and no connections. Reverberating activity alone as a result of 
recurrent connections was not enough to sustain the memory; but when short-
term synaptic plasticity was incorporated, the memory can be maintained for a 
much longer duration. Furthermore, large time constants increase the 
classification accuracy, however, when the time constant is small, not only the 
classification accuracy is lower than the default, but also the duration of 
memory is short, reduced to around 1.5 seconds (classification accuracy 
climbs to around 40% at 1.5 seconds and then settles to plateau). This shows 
the importance of short-term plasticity in the memory. 
4.4 Discussion 
Through a novel combination of optogenetics and MEA systems, we have 
shown the feasibility of employing cultured neuronal networks as a reservoir 
(liquid filter) for state-dependent computations: networks are able to separate 
complex spatiotemporal patterns. Classification of inputs can be achieved 
through downstream memory-less linear classifiers (readouts) which utilize 
responses from cultures that nonlinearly transform input stimuli.  
Classification results from the random music task showed that stimulus 
specific memory can be maintained for 4 seconds, or even up to 6 seconds for 
some cultures (Fig. 4.4). This is longer than our previous claim: hidden 
memory can sustain stimulus specific information for 1.2 seconds. One reason 
is that in our previous experiments, during the 1.2 seconds delay between cue 
and probe, there is no stimulation to the culture, thus the activity in the culture 
decays fast; whereas in this study, the random music stimulus has a frequency 
of 4 Hz (4 notes/sec) keeping the network active. In addition, our previous 
results have shown that shorter cue-probe delay can recover cue related 
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information better than the case of longer delays. These suggest that the 
memory of input history is well revived after stimulation by each light pattern, 
i.e. every note in a music piece maintains the network’s memory throughout 
the whole 4 seconds stimulus presentation, which therefore prolonged the 
memory in the culture. A theoretical working memory model based on short-
term synaptic plasticity was proposed (Mongillo et al., 2008) through 
simulations, which elucidated that periodic stimulations that are able to elicit 
network activities (population spikes) are required for maintaining the 
memory, because firing activities prevent vanishing of synaptic states, such as 
facilitation or depression. Our results provided an indirect experimental 
support to this theory, and showed practical tasks requiring memorizing input 
history can be solved by this type of memory. In addition, our results imply 
that population spikes may not be necessary, as each light pattern only 
activated a subset of neurons, not the whole network. In fact, as shown by the 
results from APV treatment, too much network activity such as network bursts 
is detrimental to the performance.  
The separation property shown in the results provides a foundation for 
using a cortical neural culture as a liquid filter to implement a neurocomputer 
hybrid system based on the liquid state machine paradigm. The readout 
mechanism we used in this work is time dependent, slightly different from the 
original LSM, but it still obeys the LSM construct: each readout is a memory-
less linear classifier, and any nonlinearity required to process inputs relies on 
the culture. An interesting point is that, while the classification accuracy of 
random music increases over time (Fig. 4.4B), the state distance driven by any 
two different inputs seems to be flat (Fig. 4.5A). One explanation is that the 
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state distance measures the Euclidean distance between the centers of two 
state trajectories of the network at each time bin, while the classification 
accuracy reflects the area of overlaps between the two trajectories. As more 
notes were played, the network state trajectories in responses to different 
stimuli had less and less overlaps over time, even though their Euclidean 
distance did not increase.  
The SVM readouts received input from all the 252 MEA channels that 
detect action potentials, therefore can be thought as a downstream cortical area 
that receives 252 synaptic connections from the network. In the brain, each 
neuron receives synaptic input from thousands of neurons. By listening to only 
several top neurons, high classification accuracy can be achieved (Fig. 4.3C, 
4.4D), suggesting that selectively keeping connections after synaptic pruning 
may not be harmful to performance. The accuracy versus top channels used 
also shows the robustness of the readout: information is distributed to the 
whole network, and destroying several connections will not degrade accuracy 
a lot. 
This work and our previous study, which focused on static light patterns 
and hidden memory between a paired of light patterns (cue and probe), both 
point to the disastrous effect of network bursts on memory and information 
processing. The bursting dynamics of the culture has a very similar syndrome 
as epilepsy: highly synchronized network activity across different brain 
regions. Therefore, dissociated neuronal cultures provide a model for epilepsy 
(Sombati and Delorenzo, 1995; Deshpande et al., 2007), and the LSM 
paradigm described here can be used as a platform for epilepsy research. 
Testing epilepsy drugs on the culture is one of our future directions. Moreover, 
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if network bursts can be removed from culture, it is possible to test various 
other drugs that aim for short-term memory impairments and examine their 
effects on memory and information processing through assays such as the 
spatial and temporal tasks described in this work. 
One of the drawbacks of the LSM in silico is inefficiency in 
implementation as it requires large amount of computational resources and 
speed to perform simulations. Substituting the simulations with a neural 
culture can tackle this problem: neural culture is a piece of hardware with 
millions of neurons and synapses. On contrast to modern computers built upon 
single or multiple processors executing instructions sequentially, everything 
inside the culture is running in parallel and in real time. Image processing or 
even movie classification is possible, as long as the culture is transfected with 
high percentage having enough spatial resolution for input. This is a 
breakthrough of LSM limit and enables the implementation of a 
neurocomputer. Furthermore, some studies showed that long-term potentiation 
in neuronal cultures can be induced through electrical stimulation (Ruaro et 
al., 2005) and neurons are able to adapt to different spatial stimuli (Shahaf and 
Marom, 2001; Eytan et al., 2003), which indicates that cultures are able to 
learn or be engineered, possibly through light stimulation too. This learning 
capability of the culture together with drug manipulations, form a possible step 
to optimize neural circuits for computation. 
In conclusion, we have developed an in vitro platform that is able to 
classify complex spatiotemporal patterns. Dissociated neuronal cultures can 
maintain memory duration of longer than 4 seconds. The information 
processing ability of the culture and its memory can be improved through drug 
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treatment such as APV. This platform can therefore be used for drug testing 






Chapter V Intrinsic Classification Properties of 
Spiking Neural Networks 
As shown in the previous chapter, dissociated cortical networks are able to 
process complex spatiotemporal information. There are millions of neurons in 
one culture, and we can only record responses from a few hundreds of neurons 
(multiple neurons may sit on one electrode), because the MEA system used 
has 252 electrodes. Firing action potentials is a result of membrane potential 
change in soma; therefore, if there is discriminative information in the action 
potentials recorded from MEA, it is very likely that the traces of membrane 
potentials in the soma also contain such discriminative information. However, 
current technology does not allow simultaneously recording of membrane 
potentials in large amount of neurons. The only way to analyze every neuron’s 
response in a network is through computer simulations.  
The ability of our brain to correctly classify stimuli (e.g. faces vs. objects) 
develops very early and does not appear to require supervision or training. The 
mechanisms underlying the development of such inborn classification 
functionality are poorly understood. In this chapter, we show that recurrent 
spiking neural networks with adaptive synapses modeled based on neocortical 
microcircuits have an intrinsic ability for pattern separation. Each neuron in 
the network plays a dual functional role: it participates in feature space 
expansion, and acts as a ‘readout’ neuron. Each neuron is tuned to a different 
class of spatiotemporal input patterns, which induce distinct membrane 
potential changes and firing behavior. This input preference does not require 
training. As a result, classification of input patterns can be achieved by 
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identifying the neurons with optimal separation performance. One biological 
plausible mechanism for identifying such discriminative neurons is reward-
modulated spike timing dependent plasticity (STDP).  
5.1 Introduction 
Brain circuitry cannot be fully encoded by the genome because of the 
astronomical number of neurons and synaptic connections. Synaptic wiring of 
neurons during development therefore must comprise elements of randomness. 
Stabilization of useful functional connections and pruning of unproductive 
synapses have been proposed as mechanisms to improve an initially random 
wiring diagram. Despite a predominance of randomness, newborn infants are 
still able to correctly process many sensory inputs, suggesting that the ability 
of stimulus classification develops very early and does not appear to require 
any supervision. Here we address the fundamental question through computer 
simulations: what is the classification ability of a randomly connected 
network?  
Spiking neural network models inspired by neocortical microcircuits are 
able to classify complex spatiotemporal input patterns (Buonomano and 
Merzenich, 1995; Maass et al., 2002). These networks consist of spiking 
neurons randomly connected by adaptive synapses with random weights. As 
shown in the previous chapter, due to short-term synaptic dynamics and the 
abundance of recurrent connections, these microcircuits possess a fading 
memory for input stimuli.  In the LSM paradigm, a single ‘readout neuron’ 
receives synaptic inputs from all the neurons in the network. A desired stable 
output is achieved by training the readout neuron using an optimization 
algorithm which modifies its synaptic efficacies. Whereas the spiking network 
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model is biologically plausible, the training procedure is not. The entire 
network’s state is taken into account during the optimization of the readout. 
However, it has been shown that in primates only a small subset of neurons 
contribute to perception of a specific sensory stimulus. Recordings from the 
middle temporal area in the brains of rhesus monkeys show that perceptual 
decisions made during a direction-discrimination task were significantly 
correlated with the activities of a few highest-precision neurons, while the 
precision of predicting behavior based on the entire active population was 
poor (Purushothaman and Bradley, 2005). This suggests that discriminative 
information about input stimuli is present in a small subset of neurons, which 
classify stimuli with high precision.  
There is abundant evidence in both humans and primates for the existence 
of neurons which fire selectively for a specific category of visual stimuli 
(Gross, 2000, 2002; Quiroga et al., 2005; Quiroga et al., 2008; Jagadeesh, 
2009), in particular for face features (Freiwald et al., 2009; Jagadeesh, 2009). 
These neurons have the capability to discriminate one stimulus category from 
all the others. How they are formed still remains unclear. Computational work 
on sparse coding (Olshausen and Field, 1996) demonstrates how to develop 
units that fire selectively for individual objects in natural images (Olshausen 
and Field, 2004; Waydo and Koch, 2008). However, sparse coding is mostly 
applied to static images in which there is no temporal processing involved, and 
it requires training to obtain such selectivity.  
Here we show that a generic cortical microcircuit model with random 
connectivity already contains many neurons that can discriminate 
spatiotemporal input stimuli, and these neurons provide a prototype of feature-
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selective cells. Such discrimination ability comes for free: it does not require 
any training. Discriminative information about inputs is present in both 
membrane potential traces and firing rate. In addition, these discriminative 
neurons can be identified by a biologically plausible mechanism: reward-
modulated STDP. 
5.2 Approach 
5.2.1 Readout schemes  
In the LSM paradigm, generic cortical microcircuit models are capable of 
projecting complex nonlinear input stimuli into high dimensional feature space 
(Maass et al., 2002), where classification can be accomplished by drawing 
linear hyper-planes.  This dimension expansion therefore allows a linear 
readout neuron to respond discriminatively to different classes of stimuli, after 
it has been trained with machine learning algorithms. This framework is 
illustrated in Figure 5.1A, in which the cortical microcircuit projects input 
stimuli into high dimensional feature space by utilizing the dynamics of 
neurons, synapses and sustained activity produced by recurrent connections. 
These complex nonlinear dynamics endow the neural microcircuit with a 
unique ability to process complex spatiotemporal input patterns. During 
training, the classification decision of such frameworks is solely based on the 
single readout neuron’s output, thus the readout neuron has to be a very strong 
classifier trained by sophisticated methods. Learning algorithms used to train 
the readout neuron by adjusting its synaptic weights are not required to be 
biologically feasible. Even though it is possible to scale the synaptic strength 
of the readout neuron to a biologically plausible range, it is still required to 
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maintain the precision of the synaptic strength in order to function well. This 
is very difficult to achieve in biological systems because of noise and various 
kinds of synaptic plasticity. 
Instead of having one readout neuron, a readout layer that contains many 
readout neurons, each connecting to a different subset of neurons in the 
microcircuit, can relax such constraints of a single readout neuron (Fig. 5.1B). 
In this case, each readout neuron in the readout layer is acting as a weak 
classifier because each of them receives signals from a limited number of 
neurons in the microcircuit. However, the combination of these weak 
classifiers, i.e. the population response of the readout layer, has the potential to 
achieve equivalent (or even superior) performance compared to the case of a 
single readout neuron with precise synaptic weights. This concept of 
constructing a strong classifier by combining many weak classifiers has been 
widely applied in pattern recognition field, for example in the ‘Adaboost’ 
classifiers (Freund and Schapire, 1995). 
Cortical networks are not open-loop systems, since there are many feedback 
connections, which have been shown to enhance computational ability and 
prolong the fading memory (Maass et al., 2007). If the readout layer’s 
neuronal properties are the same as the neurons in the microcircuit, and some 
feedback connections are added from the readout layer back to the cortical 
microcircuit, essentially we can embed the readout neurons into the cortical 
circuit (Fig. 5.1C). In this case there will be no difference between the readout 
neurons and other cortical neurons in terms of their synaptic connectivity. The 
role of readout neurons is to integrate inputs from presynaptic neurons and 
output discriminative responses to different stimuli. Therefore, for a given set 
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of stimuli, neurons in the cortical circuit that have discriminative responses 
can be regarded as the readout neurons with respect to this specific set of 
stimuli. In other words, in the framework shown in Figure 5.1C there are no 
dedicated readout neurons. If the network connection structure allows every 
neuron to fire, then every neuron can be a readout neuron for a proper set of 
stimuli. Each neuron in the microcircuit therefore plays two roles: it 
participates in the dimensionality expansion of the input and at the same time 
it acts as a potential spiking readout. We will study this framework in the 
following sections. 
 
Figure 5.1 Readout neuron models. Readout neurons are colored red; excitatory and 
inhibitory neurons are in blue and yellow, respectively. (A) Single readout neuron model: a 
single linear readout neuron is partially/fully connected to the neurons in the cortical circuit. 
The synaptic weights of the readout neuron must be optimally trained by machine learning 
algorithms and kept constant afterwards. (B) Readout layer model: Each neuron in the readout 
layer receives inputs from a different subset of neurons in the cortical microcircuit. Readout 
neurons may be weak classifiers, as the classification decision is determined by the population 
response. (C) Dual function model. All neurons in the cortical circuit may serve as readouts. 
Which neurons function as the best readouts depends on the input stimuli. 
5.2.2 Stimulus Protocols 
Sensory information can be temporally encoded in the firing rate of 
neurons or their precise spike timing. We therefore designed a stimulus 
classification task that is based on inter-spike intervals: each stimulus consists 
of multiple random spike intervals that are concatenated together to form a 
spike train. As shown in Figure 5.2A five such stimuli are generated as 
templates. Noisy versions of these templates are then produced by adding 
Gaussian noise to each interval. These ‘jittered’ versions of the templates will 
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be used as the sensory inputs for the cortical microcircuits. The microcircuits 
should be able to produce distinct responses for noisy spike trains generated 
from different templates, but similar responses for those from the same 
template. Inter-spike intervals in each stimulus can be thought to encode 
analog sensory information, such as a time series, subjected to Gaussian noise 
disturbances.  
 
Figure 5.2 Classification tasks. (A) Interval discrimination task. 20 spikes are randomly 
distributed over a period of 250 milliseconds with an additional spike positioned at 0 ms to 
signal the start of the stimulus. Noisy versions of these classes are generated by adding ‘jitter’ 
(Gaussian noise with mean zero and standard deviation of 1 msec) to every interval. Because 
noise is added to each interval, spike timing gets progressively noisier. (B) Spatio-temporal 
classification task. The input layer consists of an 8x8 grid; when a dot is present (red), the 
neuron fires. Class 1 consists of directionally moving dots: 5 dots are placed randomly for the 
first frame, and moving towards the right at constant speed. If a dot reaches the right border, it 
will be positioned back to the left border at the next frame. Class 2 consists of randomly 
moving dots (not shown here), produced by placing 5 dots at random positions for every 
frame. For both motions, each dot has two states: active or inactive. When a dot is active, 
spikes will be generated from that dot, otherwise it will remain silence. For every frame, each 
dot has a probability 0.5 to toggle its state, i.e. the dots are blinking. The task is to classify 
these two types of motion. (C) An example of face images with and without beards. Each 
image is down-sampled to 8x8 dimensions and then presented to neural microcircuits. 
Perception of the direction in which an object moves is an important 
function of the visual system, which organisms use to detect predators or 
locate prey. The neural mechanisms underlying directional motion 
discrimination have been studied in both psychology and neuroscience, often 
employing patterns of moving dots (Purushothaman and Bradley, 2005; Gold 
and Shadlen, 2007; Pilly and Seitz, 2009). The moving dots perception task is 
a complex problem that requires a sophisticated spatiotemporal processing 
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ability; hence it is well suited to test the discrimination ability of our 
microcircuit model. Figure 5.2B illustrates the moving random dot 
classification problem we used to test the cortical microcircuits. Movies were 
generated with frames consisting of 5 randomly placed dots. In the 1st class 
there is directional movement; in the 2nd class the dots have new random 
positions at every frame. It is impossible to classify the motion by looking at 
individual frames, and therefore it requires the network to integrate 
information between consecutive movie frames. 
The existence of face-selective cells is well known in cognition: neurons in 
inferior temporal cortex fire selectively to faces. In fact, some neurons fire 
selectively to certain parts of a face, e.g. hair (Freiwald et al., 2009; Jagadeesh, 
2009). These neurons are face-feature extractors. Here we demonstrate that a 
random network has the ability to respond differentially to a particular face 
feature: beards. Face images with and without beards (from the FERET 
database (Phillips et al., 2000)) were down-sampled to 8x8 dimensions, 
converted to spike-train stimuli based on the luminance of each pixel, and then 
presented to neural microcircuits (Fig. 5.2C). The difference in average 
stimulus frequency of the two stimuli groups is very small (<2%). 
5.3 Results 
We simulated randomly connected networks consisting of 1008 multi-
timescale adaptive threshold (MAT) spiking neurons (Kobayashi et al., 2009) 
with around 9000 dynamic synapses that incorporate short-term facilitation 
and depression (Markram et al., 1998). We use this neuron model because it is 
capable of producing rich dynamics of neuronal activity, while requiring low 
computational complexity. Other neuron models produce similar results, e.g. 
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Izhikevich neuron model. Note that the generic cortical microcircuits 
simulated in this work are not initialized for any particular computational task. 
5.3.1 Discriminative Information in Membrane Potential Traces 
Because concurrent intracellular recordings from large numbers of neurons 
are infeasible, the function of sub-threshold oscillations in membrane potential 
still remains poorly understood. Computer simulations allow us to 
simultaneously investigate membrane potential behavior in every neuron of a 
large network. We have therefore investigated whether membrane potential 
traces of neurons in a generic cortical microcircuit preserve discriminative 
information about the sensory inputs.  
 
Figure 5.3 Discrimination in membrane potential traces. (A) Membrane potential traces of a 
neuron in a cortical microcircuit model when 5 classes of interval discrimination stimuli are 
injected to the network (represented by 5 different colors). Each class contains 40 noisy 
samples. The vertical black line indicates the best separation time. (B) Discriminant Ratio 
(FDR) for the interval discrimination task calculated by applying Linear Discriminant 
Analysis to the membrane traces in A. The black curve is obtained by applying LDA on the 
convolution product of the input spikes with an exponential kernel having time constant of 30 
msec. (C) Discriminant ratios for moving dots patterns. The input dimensionality is 64. (D) 
Discriminant ratios for face images with and without beards. 
Figure 5.3A shows membrane potential traces of a top-performing neuron 
in response to 200 interval discrimination stimuli (5 classes, each class has 40 
samples). The five classes of stimuli elicit very distinct membrane potential 
traces. We applied multi-class Fisher’s linear discriminant analysis on each 
neuron’s membrane potential traces at each sampling time to quantify 
discrimination. The red curve in Figure 5.3B is the normalized Fisher 
discriminant ratio (FDR) calculated from membrane potential traces in Figure 
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5.3A. The black curve is a control obtained by calculating FDR on the 
convolution product of the input spike trains with a 30 ms exponential kernel.  
The discriminant ratio obtained by the top neuron is higher than the control, 
showing that a randomly connected cortical microcircuit is able to process and 
discriminate complex temporal data. 
Figure 5.3C illustrates the performance for random moving dot patterns. 
The discrimination ability depends critically on the number of neurons used. 
Using a number of top-tanking neurons equal to the input dimensionality (64) 
yields a discriminant ratio that is significantly higher than the control. 
Limiting the analysis to the top 5 discriminative neurons, the separation is 
comparable to the control. The same results are obtained for the face stimuli 
with and without beards when use 64 top-ranking neurons (Fig. 5.3D). These 
results indicate that, by choosing a number of neurons equal or less than the 
input dimensionality, higher separation of input classes than the control can be 
obtained. In other words, it is the intrinsic property of a randomly connected 
cortical microcircuit to separate input classes, and represent the discriminative 
information through neurons’ membrane potential traces. However, the 
question comes to how to utilize this information. Neurons do not have the 
access to each other’s membrane potential, but communicate through action 
potentials, the frequency and timing of which reflect changes and oscillations 
in membrane potential. In the next section, we show that the number of spikes 
elicited by a neuron carries discriminative information regarding the nature of 
the input patterns, and the discrimination in spikes is proportional to the 
discriminant ratio in membrane potential traces. 
5.3.2 Discriminative Information in Spike Response 
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Spike count (firing rate) is one of the most commonly used metrics in 
stimulus discrimination and assessment of information contained in neuronal 
responses, despite the fact that timing information is lost (Gold and Shadlen, 
2001; Arabzadeh et al., 2006). We therefore first consider the spike count of 
individual neurons for each stimulus. Figure 5.4A plots the spike response of a 
neuron to the five-class interval discrimination task. The histogram of the 
spike count shows stimulus-tuning curves: different classes of stimuli elicit 
different distributions of spike counts, even though all stimuli have exactly the 
same number of spikes and differ only in their inter-spike intervals. In 
addition, the spike-raster plot (5.4A bottom panel) shows that the spike 
timings are also very different. However, by solely looking at the spike count, 
this neuron cannot completely separate all five classes, as their distributions 
overlap.  
It is too demanding to ask a single neuron to produce distinct number of 
spikes for all five classes. In both analog and spiking neural networks, it is 
common practice to use multiple output neurons, each trained to separate one 
class from all the others. Using only one output neuron is not able to yield 
high performance even by sophisticated training algorithms. Here, no training 
is involved at all, therefore, it is reasonable to identify a set of neurons with 
each being a readout neuron to separate one class from all the others. In other 
words, for this five-class interval discrimination task, if there exist at least five 
neurons in the cortical circuit, each produces distinct number of spikes for one 
class from all the other classes, then complete separation of all the five classes 




This definition of class separation is different from previous studies, in 
which the separation is measured by the Euclidean distance between the 
network states in response of different classes (Maass et al., 2002), or the rank 
of the network state matrix (Legenstein and Maass, 2007). Their separation 
measurement is calculated from the population response of the circuit (at the 
network level); in contrast, the separation here is calculated by single neuron’s 
spike count (at the cellular level). In addition, because neurons only 
communicate with their synaptic neighbors through spikes and do not have 
explicit access to other neurons’ states such as the membrane potential, using 
network states to measure separation is not biologically plausible. Moreover, 
biological organisms are incapable to do precise calculations of high 
dimensional Euclidean distance and the rank of a matrix, but the spike count, 
or the spike rate of a single neuron, can be perceived by the neuron itself and 
its post-synaptic neurons. For example, the change of synaptic efficacy due to 
short-term facilitation and depression can reflect the frequency of action 
potentials. Therefore, this separability measurement is more biologically 
relevant.  
It is possible to apply linear discriminant analysis on the spike count 
histogram to measure the separation of classes; however, the spike count takes 
integer values which are easy to make the spike count distribution falls onto 
one bin, causing the within-class variance to be singular. Therefore, Shannon 
information theory is used here. The amount of mutual information reflects the 
degree of overlap between different classes in the spike count histogram. A 
large information value (measured in bits) indicates less overlap, and hence 
better class separation. When mutual information equals to stimulus entropy, 
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perfect knowledge about the stimulus can be derived from observing the 
responses (Quian Quiroga and Panzeri, 2009), and the stimulus class can be 
accurately determined. For each stimulus class, the neuron that has the highest 
mutual information in separating this class from all the others is chosen as the 
readout neuron for this class. It is possible that one class has multiple readout 
neurons. 
The class separability of the readout neurons is shown in the Figure 5.4B 
(top panel), which indicates that four out of five classes can be completely 
separated by solely looking at the spike count of four readout neurons, without 
any training of synaptic weights. For the other class, even though complete 
separation is not achieved, the mutual information is still quite large indicating 
high discrimination. This shows that randomly connected cortical 
microcircuits have an intrinsic ability to extract features from inputs, to 
separate classes of stimuli, and to represent each class by a readout neuron. 
 
Figure 5.4 Discriminative information in spike counts for the interval discrimination task. The 
stimulus set consists of 5 classes (40 stimuli in each class) (A) Top: spike count histogram of 
the neuron having the highest information (1.45 bits) on discriminating all the five classes 
(represented by different colors). The spike count distribution of each class shows a stimulus-
tuning curve. Bottom: spike response raster plot of the neuron. Each spike is represented by a 
dot. Simulation lasts for 350ms biological time per trial (longer than the input stimuli 250ms) 
to allow the network has sufficient time to settle down to the resting state. (B) Top: Class 
separability of 5 discriminative neurons. For each class, the neuron that has the highest mutual 
information to separate this class from all the others is selected as the readout neuron, and its 
information value is plotted here (blue line). The spike count histograms of each neuron on 
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discriminating its own class (red) from all the other four classes (green) are shown in the inner 
plots. The dashed black line is the maximum mutual information, which is the stimuli entropy. 
Complete separation is achieved for classes 1, 2, 3 and 4. Bottom: Separability for grouped 
classes. Red: the group with 2 classes. Green: the other group with 3 classes. 
It has been shown that neurons in the temporal lobe of macaque monkeys 
are highly selective to face features (Waydo and Koch, 2008). In addition, 
many neurons are selective not for one feature only, but for several features. In 
the human hippocampus, entorhinal cortex and amygdala, some neurons 
showed changes in firing rate above or below the baseline activity for more 
than one stimulus categories (Jagadeesh, 2009). The different stimulus 
categories in these studies may not have correlations or common features, yet 
some neurons are still selective to multiple categories. Here we further 
demonstrate that neurons in a generic microcircuit also have a similar ability 
to separate groups of features, i.e. groups of stimulus classes.  
We divide the five classes of stimuli into two groups, one contains 2 
classes, and the other contains 3 classes. There are 10 such combinations in 
total. Note that there is no common feature between the classes within a group. 
The bottom plot in Figure 5.4B shows the 10 readout neurons that give the 
best separation of the two groups for all the 10 combinations. This figure tells 
that no matter how we combine different classes to two groups, we can always 
find some neurons that can accurately separate the two groups. This shows 
that the generic microcircuit is powerful to extract and combine different 
features. 
For the moving random dots task, the readout neurons are not able to 
completely separate the two classes due to the complexity of the problem, 
however, the mutual information of the readout is still quite high, around 0.8 




Figure 5.5 Classification accuracy using spike counts correlates with discriminant in 
membrane potential traces. (A) The spike count histogram and raster plot of the neuron that 
gives the highest accuracy for the dots motion classification. The blue line is the mean spike 
count, which is the decision boundary. Red: random dots. Green: moving right dots motion. 
(B) The average discriminant ratio of membrane potential traces (averaged over time) for each 
neuron and its corresponding classification accuracy (correlation coefficient is 0.65). (C). 
Responses of the best-performing neuron to the face stimuli. Red: faces with beards. Green: 
faces without beards. (D) Correlation of discrimination in membrane potential traces and 
classification accuracy for the face stimuli (correlation coefficient is 0.80). 
As we have shown that neural networks intrinsically produce 
discriminative spike response to different stimulus classes, here we present a 
simple way to do binary classification of stimulus: set the decision boundary 
of a neuron to its mean spike count (i.e. the average firing rate). The rationale 
behind this is that it is easier for a neuron to perceive average firing rate 
compared to computing mutual information to decide optimal separation. In 
addition, setting the decision boundary to the average activity does not require 
any training, except that each neuron only needs to know the decision at the 
both sides of the decision boundary. By this setup, for the random dots motion 
problem, the highest classification accuracy using the best neuron reaches 
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more than 80% correct on 200 samples (Fig. 5.5A).  
Action potentials, which are produced when membrane potential exceeds 
the threshold, should reflect membrane potential changes, even though sub-
threshold oscillations of the membrane potentials cannot be directly reflected 
from the firing activity. Figure 5.5B shows the correlation between the 
classification accuracy and average discrimination ratio in membrane potential 
traces of all the neurons in the microcircuit. It can be seen that neurons having 
large discrimination information on membrane potential traces tend to yield 
high classification accuracy when using spike counts. 
5.3.3 Identification of the Discriminative Neurons 
We have shown that neurons in a randomly connected cortical microcircuit 
have dual roles of participating in both dimensionality expansion and 
reduction, and therefore are discriminative. The discriminative information is 
encoded both in the membrane potential traces and firing activities. 
Identification of discriminative neurons was achieved by mathematical 
calculations according to discrimination criteria such as LDA and Shannon’s 
information theory. Now the question becomes how to identify these 
discriminative neurons in a biologically plausible way. Here we show a 
possible mechanism using reward modulated STDP. 
Dopamine is highly related to reward-seeking behaviors and its function in 
reward learning has been investigated in a number of studies (Seung, 2003; 
Florian, 2007; Fremaux et al., 2010). Dopaminergic neurons will increase 
activity when a reward is received, and subsequently the motivation towards 
the reward will be increased (Arias-Carrion and Poppel, 2007), as the 
activation of dopamine receptors has been shown to have the effects of 
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enhancing long-term potentiation (LTP) (Frey et al., 1991) . However, reward 
normally comes seconds after the behavior ends. The problem of which 
synapses to credit after the behavior ends by using dopamine that is a global 
signal is known as the “Distal Reward Problem” (Hull, 1943). Many 
experiments (Song et al., 2000; Caporale and Dan, 2008) have shown that 
spike timing differences between the presynaptic and post synaptic neurons 
cause long-term potentiation (LTP) or depression (LTD), and this phenomenon 
is called Spike-Timing Dependent Plasticity. By modulating STDP with the 
dopamine reward signal, the distal reward problem can be solved (Izhikevich, 
2007), and such reward-modulated STDP mechanism has been demonstrated 
through simulations to solve complex classification problems (Legenstein et 
al., 2008).  
Here we show that this reward mechanism is also able to identify 
discriminative neurons in a cortical microcircuit model. Binary classification 
problems (class A and B) are considered here. Two additional neurons are 
created and subjected to reinforcement according to reward and punishment 
rules, with the aim that one neuron fires more for class A stimulus and the 
other fires more for class B. Both neurons receive inputs from all the 
excitatory neurons in the cortical microcircuit through reward modulated 
STDP synapses (details in supplementary information). After presenting the 
stimulus set for hundreds of times, some STDP synapses are potentiated and 
some are depressed. Further examination of the synaptic efficacy reveals that 
neurons having large discriminant ratio in membrane potential traces and high 
classification accuracy using spike counts tend to have potentiated synapses to 
either one of the two reinforced neurons (Fig. 5.6), i.e. the two reinforced 
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neurons are able to identify the discriminative neurons by potentiating their 
synapses to them. In addition, the reinforced neuron that receives reward for 
class A stimulus tends to strengthen its synapses to the neurons that fire more 
for class A stimulus, and weaken its synapses to the neurons that fire more for 
class B. The same applies to the other reinforced neuron. 
 
Figure 5.6 Identification of readout neurons using reward modulated STDP. Neurons having 
large average discrimination ratio of membrane potential traces and high classification 
accuracy tend to have larger weights for the reward modulated STDP synapses. The excitatory 
neurons are ranked by the discrimination ratio in membrane potential traces (dark blue). Each 
step in the red and cyan curves is the average STDP synaptic weights and classification 
accuracy of 30 neurons in the ranking. Each excitatory neuron has two reward modulated 
STDP synapses to the two reinforced neurons respectively, and we take the largest weight of 
the two synapses into calculation.  
5.4 Discussion and Conclusion 
The ability to discriminate sensory stimuli is an intrinsic property of a 
generic cortical microcircuit, and it comes for free. A well-tuned linear readout 
neuron may not be necessary, as the circuit has already done this automatically 
without any training. The only learning needed is to identify the discriminative 
neurons and utilize this ability, and we have demonstrated one possible 
learning mechanism by using reward modulated STDP. This could explain 
why a newborn infant’s brain has the inborn ability to process and 
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differentially respond to different sensory inputs, even though randomness 
exists in the cortical circuitry. In order for an infant to establish correct 
behavior in response to external stimuli, part of the learning process may lie 
on how to build synaptic connection pathway from the discriminative neurons 
to motor neurons. 
One explanation of such intrinsic discrimination ability of a randomly 
connected circuit in a computation’s perspective is that the cortical circuit as a 
whole is a nonlinear kernel that transforms input patterns into the high-
dimensional feature space, similar to the kernel functions in machine learning. 
However, there is a fundamental difference: kernel methods focus on finding 
an optimal kernel function that does this transformation in one step, whereas 
the transformation of the input stimulus by the neural circuit is stepwise, 
because the circuit consists of neurons with recurrent connections and every 
neuron is a sub-kernel that is doing nonlinear transformation on its own 
synaptic inputs. Thus, a synaptic pathway consists of multiple neurons forms a 
transformation chain. Optimal stimuli separation is possible to occur in any 
intermediate step in these transformation chains, and the neurons 
corresponding to these transformation steps are the readouts that we referred 
to in this work. In this sense, each neuron as a sub-kernel represents a point in 
the kernel space. The performance of stimuli discrimination depends on the 
coverage of the kernel space by the neural circuitry, and if the transformation 
chains in a cortical circuit contain one or more points in the optimal kernel 
region with respect to a given stimuli set, then the neurons corresponding to 
these points will be the optimal separators. 
What we have done so far is on the scale of a small, simple and randomly 
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connected neural network that is far from the complexity of the brain. The 
discrimination in spike counts discussed above has only several spikes’ 
difference, which is not as selective as the neurons observed in experiments in 
which firing rate changes significantly. The brain possesses a highly complex 
and hierarchical structure. Functional cortical connections between different 
areas of cerebral cortex follow deterministic wiring patterns (Sporns et al., 
2000; Batardiere et al., 2002; Polleux, 2005), while local connections involve 
large amount of randomness (Szentagothai, 1990; Braitenberg, 1991) with few 
statistically nonrandom features (Song et al., 2005). Therefore, the generic 
cortical circuits modeled here can be viewed as a single isolated cortical 
column with random connection topology. The complex brain structures that 
incorporates millions of such cortical columns through genetic regulation of 
neural development surely optimizes information flow, and may also facilitate 
the propagation of discriminative information from low level sensory regions 
to high level cortical regions, such that neuronal responses becomes more and 
more selective, eventually leading to the formation of feature selective cells 
that are normally observed in high hierarchy levels of the brain (Olshausen 
and Field, 2004). Modeling such a hierarchical structure to form highly 
feature-selective cells could be the future work. 
5.5 Models used in simulations and methods 
5.5.1 Simulation of the cortical circuits 
All simulations were performed with the CSIM software (Natschlager et 
al., 2003), which is written in C++ with an MEX interface to MATLAB. We 
implemented the multiple-timescale adaptive threshold (MAT) neuron model 
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and reward-modulated STDP mechanism into the CSIM C++ core. 
1008 neurons are located in integer coordinates of a 3D space (occupying a 
region of 12x12x7 units), with 80% are excitatory and 20% inhibitory. 
Synapses are created based on the Euclidean distance between neurons by a 
probabilistic rule that is biologically realistic: neurons that are near to each 
other have high probability to build up synaptic connections (Equation 2.2 in 
Chapter III). Synapses are modeled with short-term facilitation and depression 
effects, and the parameters are randomly chosen from a distribution that 
depends on the pre- and postsynaptic neuron type (excitatory or inhibitory). 
The details for the neuron and synapse models are documented below. 
5.5.2 Multiple-timescale Adaptive Threshold (MAT) Neuron 
Model 
Different from the leaky integrate-and-fire neuron, the MAT (Kobayashi et 
al., 2009) neuron has an adaptive threshold that increases immediately after 
the neuron fires and then decreases exponentially, without resetting the 
membrane potential. This model is capable of producing rich dynamics of 
neuronal activity. The high prediction accuracy on spike responses of real 
neurons and low computational cost make this model ideal for spiking neural 
network simulations. The dynamics of the membrane potential in this model 







where mmm RC   is the membrane time constant. mC (30nF) and mR
(1MΩ) are membrane capacitance and resistance respectively. For each 
neuron, mC is drawn from an exponential distribution. restingV is the resting 
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membrane potential set to 0 mV. )(tI syn is the sum of input synaptic current, 
and the constant background current injectI is set to 14 nA.  
An action potential is generated when mV  reaches the threshold. Instead of 




















where kt  is the kth spike time; resting is the resting threshold; The change of 
the threshold )(tH  in response to one spike is modeled by the sum of L 
exponential components, with each component j having the initial amplitude 
of j and the time constant of j . We used two exponentials ( 2L ): A fast 
component ( mV401  , ms41  ) and a slow component ( mV102  , ms202  ). 
Each neuron has an absolute refractory period of 2ms, i.e. the minimum inter-
spike interval (ISI) that a neuron can produce is 2ms. 
5.5.3 Dynamic Spiking Synapse 
We used the synapse model proposed by Markram et al. (Markram et al., 
1998) that incorporates of short-term facilitation and depression. The same 
model as Chapter II is used (Equation 3.2). 
5.5.4 STDP Synapse 
STDP specifies how the efficacy of a synapse changes according to the 
spike timing difference between its pre and post synaptic neurons ∆𝑡  





−|∆𝑡|/𝜏+     𝑖𝑓 ∆𝑡 ≥  
𝐴−𝑒
−|∆𝑡|/𝜏−     𝑖𝑓 ∆𝑡 <  
 . 
The synapse will be strengthened if the presynaptic neuron fires before the 
postsynaptic neuron; otherwise it will be weakened. 𝜏+ (35ms) and 𝜏− (25ms) 
are the time windows for the positive and negative modifications; 𝐴+(2.5e-13) 
and 𝐴− (-3.5e-13) scale the strength of potentiation and depression. The 
synaptic efficacy change is more complicated when a pair of spike trains is 
considered. We use the model proposed by (Froemke and Dan, 2002), which is 
based on recordings in the context of natural spike trains. The contribution of 
each pair of pre/post spikes i and j (the ith and jth spikes of the pre and post 





𝑝𝑟𝑒   − 𝑒−(𝑡𝑖−𝑡𝑖−1)/𝜏𝑝𝑟𝑒 
𝜀𝑗
𝑝𝑜𝑠𝑡   − 𝑒−(𝑡𝑗−𝑡𝑗−1)/𝜏𝑝𝑜𝑠𝑡  , 
where 𝑡𝑖  and 𝑡𝑗  are the spike timing of pre and postsynaptic neurons 





are the efficacies of spikes i and j. The synaptic modification due 
to the spike train segment will be: 
∆𝑤  ∑ ∆𝑤𝑖,𝑗𝑖,𝑗  . 
The delay for the backpropagating action potential is set to 0. 
5.5.5 Reward Modulated STDP synapses 
According to the previous studies (Izhikevich, 2007; Legenstein et al., 
2008), the change of the synaptic strength only happens when the reward 
signal is received. Unlike the classic STDP model, the synaptic efficacy 
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modification due to pre and post spike pairs is not a one-time process. For a 




𝑤𝑚,𝑛(𝑡)  𝑒𝑚,𝑛(𝑡)𝑟(𝑡), 
where 𝑒𝑚,𝑛(𝑡)  is the eligibility trace of the synaptic strength change 
“proposed” by STDP, and 𝑟(𝑡) is a reward (positive) or punishment (negative) 
signal, i.e. synaptic strength modification only takes effect when a reward or 
punishment signal is released ( 𝑟(𝑡) ≠  ). The eligibility trace em,n(t) equals 
to: 
em,n(t)  ∑ ∆wi,jek(t − 𝑚𝑎 (ti, tj))i,j  , 
where ∆wi,j is the contribution of each pair of pre/post spikes i and j to the 
synaptic modification according to the STDP model (Froemke and Dan, 
2002); ti  and tj  are the spike timing of the pre and postsynaptic neurons 





where τslow and τfast are set to 25ms and 5ms respsectively,;  Aslow and Afast 
both are set to 0.019. 
The reward/punishment signal r(t) is correlated with the firing time of the 
reinforced neuron:  
𝑟(𝑡)  𝑠 ∑ 𝑟𝑘(𝑡 − 𝑡𝑖)𝑖  , 
where 𝑡𝑖 is the i
th spike time of the reinforced neuron; s is positive if we want 
to give reward when this reinforced neuron fires, or negative to punish. 𝑟𝑘(𝑡) 







As the analysis done by (Legenstein et al., 2008) to ensure positive learning,  
the values of these parameters are chosen such that the integral over the 
reward kernel is zero, and at the same time the integral over the product of the 
reward kernel and the eligibility kernel is positive. The parameters are: 
𝐴pos     , 𝐴neg    6 , and 𝐴tail     ; 𝜏pos       , 𝜏neg      , and 
𝜏tail       67. 
5.5.6 Linear Discriminant Analysis on Membrane Potential 
Traces 
To quantify a single neuron’s separation and clustering ability, we apply 
multi-class linear discriminant analysis to the membrane potential traces at 
each sampling time. The discrimination in the membrane potential trace of a 













𝑛(𝑡′)  is the membrane potential of the neuron n in response to 
stimulus i at time 𝑡′; 𝜇𝐶(𝑡′) is the mean membrane potential of the neuron n at 
time 𝑡′ for the class C stimuli, and 𝜇(𝑡′) is the mean of the class means 𝜇𝐶(𝑡′). 
The numerator and denominator of the discriminant ratio 𝐽𝑛 are known as the 
“between classes scatter” and “within class scatter” respectively. Large value 
of 𝐽𝑛 indicates better discrimination.  
The average discriminant ratio of a neuron n is the mean ratio over the 












which can be used as the score for a neuron’s discrimination ability. Then we 
rank the neurons based on 𝐽𝑛
𝑎𝑣𝑔
, and choose the top k neurons as the readouts. 
These k neurons’ membrane potential traces form k dimensional data, and we 
apply the multi-dimensional linear discriminant analysis on these top k 
neurons: 
𝐽𝑘(𝑡






















𝐽𝑘(𝑡) is then the discriminant ratio by using the top k neurons. 
We emphasize that the discriminant ratio 𝐽𝑛 and 𝐽𝑘 are used to evaluate the 
content of discriminatory information that is present in neuron membrane 
potential traces. Only the relative values of 𝐽𝑛 and 𝐽𝑘 compared to the control 
case are of interest. 
5.5.7 Spike Train Distance 
Given two spike trains f and g, 
𝑓(𝑡)  ∑ 𝛿(𝑡 − 𝑡𝑖)
𝑁𝑓
𝑖=1  , and  𝑔(𝑡)  ∑ 𝛿(𝑡 − 𝑡𝑗)
𝑁𝑔
𝑗=1 , 
Where 𝑡𝑖 is the spike time for the i
th spike; 𝛿(𝑡) is the Dirac delta function; 𝑁𝑓 
and 𝑁𝑔  represent the number of spikes in f and g respectively. It has been 
proposed (van Rossum, 2001) that the distance between the two spike trains 
can be measured by convolving each spike train with an exponential kernel 
𝑘(𝑡)  𝑒−𝑡/𝑡𝑐    (𝑡 >  ), 
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where 𝑡𝑐 is a time constant. The convolution product of the kernel k with f and 
g are:  
𝐹(𝑡)  ∑ 𝐻(𝑡 − 𝑡𝑖)𝑒
−(𝑡−𝑡𝑖)/𝑡𝑐
𝑁𝑓
𝑖 , and  𝐺(𝑡)  ∑ 𝐻(𝑡 − 𝑡𝑗)𝑒
−(𝑡−𝑡𝑗)/𝑡𝑐
𝑁𝑔
𝑗  . 
in which H is the unit step function. The distance between f and g then can be 
defined as: 




The time constant 𝑡𝑐  specifies the time scale of the distance measurement. 
When 𝑡𝑐 →  , the distance measures non-coincident spikes. When 𝑡𝑐 → ∞, the 
distance measures the difference between the total number of spikes. The 
distance D is a single value that shows the similarity of the two spike trains. 
The term |𝐹(𝑡) − 𝐺(𝑡)| reflects the distance between the two spike trains at a 
particular time t.  
The biological meaning of this measurement is that for small value of 𝑡𝑐 , 
the convolution product can be interpreted as postsynaptic potentials in a 
neuron (van Rossum, 2001). Therefore, this spike train measurement is 
equivalent to inject each input spike train into a neuron that has the membrane 
time constant of 𝑡𝑐 , and the convolution product is then the membrane 
potential trace of the neuron. If the input stimuli consist of multiple spike 
trains (multi-dimensional case), we can create multiple neurons with each 
receives one spike train, and then apply linear discriminant analysis on these 
neurons’ membrane potential traces. The result will be the discrimination 
information presented in the input, which is served as the control. 
5.5.8 Mutual Information 







where P(s) is the probability of class s stimulus. The entropy is measured in 
bits. The entropy is 𝑙𝑜𝑔2𝐶 bits if the C classes stimuli have equal probability 
to be presented. The mutual information is defined as (Quian Quiroga and 
Panzeri, 2009): 





where P(r) represents the probability of observing response r, which is the 
spike count. This probability is estimated from the spike count histogram. The 
mutual information is zero if the stimuli and the responses are independent, 
otherwise is positive. When the mutual information I(S;R) equals to the 





Chapter VI Reinforcement Learning in Neural 
Networks  
6.1 Spiking neural networks in open-loop and closed-loop 
systems  
Studies in all the previous chapters, either in silico or in vitro, are based on 
open-loop systems. There is no feedback from the output to the input. In fact, 
a brain and its surrounding environment constitute a feedback system: 
behavioral results affect sensory inputs. Imagine a scenario of picking up an 
apple on a table: without looking at the apple, you will have a high chance to 
miss it, even though you roughly know where the apple is. Only when you 
look at it, your hand will be able to reach an accurate position. In any control 
theory textbook, closed-loop systems and open-loop systems are the first 
system-level concepts to be introduced. The advantage of closed-loop system 
is error feedback, and nearly all the controllers in industries now are using 
closed-loop system design. Consider a closed-loop system in Figure 6.1A, in 
which the neural network is a brain that interacts with the environment by 
sending motor signals to muscles. This is different from the LSM paradigm as 
the outputs of the readouts controlling the muscles indirectly provide 
feedbacks to the input layer. The network is initialized randomly, therefore 
needs to be trained to produce desired behaviors. The training system, or the 
supervision system shown in Figure 6.1B, looks at behaviors and error signals 
after comparison with a reference model, and releases reward or punishment to 
the network, to mimic biological signals that represent reward or punishment, 
such as dopamine which is a very important neurotransmitter for learning 
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reward-seeking behaviors. These reinforcement signals modify the synaptic 
strength in the network to maximize reward acquisition in future. After the 
network is well trained, the supervision system is not needed anymore, 
therefore can be removed from the picture: removing the supervision system 
results in a system that is exactly the same as Figure 6.1A, but with an 
optimized neural circuitry. Thus, the network in Figure 6.1A after training is 
able to produce the same behavior as the reference model in Figure 6.1B. 
Reward modulated STDP mentioned in the previous chapter, is used here to 
modify the synaptic weights to let the network learn from reward and 
punishment, as it is a biologically plausible reinforcement learning method. 
 
Figure 6.1 Beyond the LSM: A neural controller model. (A) a closed loop system in which a 
neural network interacts with the environment. (B) training the network to produce behaviours 
specified by the reference model through reinforcement learning: release global reward or 
punishment signals based on behavioural results.  
One of the ultimate goals of brain engineering is to create artificial life that 
are able to control devices and perform tasks automatically, whereas one of the 
130 
 
ultimate goals in neuroscience is to develop advanced medical therapies and 
improve quality of life. An intersection of these two goals in brain engineering 
and neuroscience is to predict more effective therapies and gaining 
mechanistic insights through recreating symptoms and simulating recovery in 
artificial life. In this chapter, a closed-system with a spiking neural network as 
the controller (the “brain”) is implemented in silico, controlling two muscles 
that steer left or right (behavior), to navigate a 3D space (environment) for 
food foraging. Focal lesions are then made to the network to simulate brain 
trauma or stroke, and reinforcement learning is used for rehabilitation after the 
lesions. This study is described in the perspective of motor rehabilitation, as 
one direction of this work is to test the proposed rehabilitation therapy in 
patients, and we are now collaborating with hospitals regarding this proposal. 
Another future direction for this work is to implement this closed-loop system 
in vitro to test whether a dissociated cortical network is able to produce similar 
foraging behavior. 
6.2 Introduction to Neurorehabilitation 
Each year in the United States, Europe and Australia, 0.4 percent of people 
over the age of 45 years have a first stroke, and 65 percent of stroke patients 
experience long-term functional difficulties (Dobkin, 2005). Depending on the 
severity and location of the initial deficit, the resultant improvement from 
motor rehabilitation therapies varies among patients. Brain damage due to 
stroke destroys functional neural pathways, causing motor weakness which is 
the most common symptoms of stroke. Thus, to restore function after stroke, 
the goal of current therapies is to establish new neural pathways, and to 
strengthen residual neural pathways. 
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Neuroplasticity is crucial to motor rehabilitation after brain damage. It 
allows reconstruction of neural pathways through repetitive practice and 
training to restore functions. Such training can be analyzed as a particular 
form of motor learning. Current motor rehabilitation treatments rely on both 
physiotherapy and pharmacotherapy. Previous studies have shown that 
administration of amphetamine in combination with physiotherapy can 
improve motor recovery after stroke in patients (Goldstein, 1999; Martinsson 
et al., 2003; Sonde and Lokk, 2007). Amphetamine has an effect of increasing 
levels of various neurotransmitters, including dopamine (Kuczenski and Segal, 
1997) and norepinephrine (Walker-Batson et al., 1995) that are reward signals 
for learning and memory (Harley, 2004; Olson et al., 2006). Levodopa, which 
is the precursor for dopamine, in combination with physiotherapy improved 
motor recovery in patients with hemiplegia (Scheidtmann et al., 2001). These 
studies suggest that pharmacological enhancement on reward system facilitate 
neurorehabilitation. In addition, dopaminergic projections from midbrain to 
primary motor cortex (M1) mediate motor skill learning in rats (Hosp et al., 
2011), indicating the important role of dopamine in the acquisition of motor 
skills. 
In physiotherapies, physical excises with robotic assistance are now 
actively studied as an effective physical therapy. These robotic rehabilitation 
systems assist the patients to complete motor actions and guide the central 
nervous system plasticity to improve motor rehabilitation. Noninvasive EEG-
based motor imaginary brain computer interface with a robotic arm that helps 
patients’ arm movement has been shown to be effective in restoring motor 
control after stroke (Daly and Wolpaw, 2008; Ang et al., 2009, 2010). A 
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locomotion interface that assists patients to walk, in combination with a virtual 
reality system as the visual feedback, has been shown to be effective in gait 
rehabilitation (Yano et al., 2003). Motor retraining and rehabilitation through 
video games were also proposed (Schmid, 2009). Virtual reality or video 
gaming are more engaging, and may also increase endogenous reward signal 
release. Evidence of endogenous dopamine release in the striatum during a 
video game has been found (Koepp et al., 1998). 
In addition, experimental findings suggest that stimulation of the 
ipsilesional M1, either through an epidural cortical electrode (Brown et al., 
2006) or transcranial stimulation, e.g. transcranial magnetic stimulation (TMS) 
or transcranial direct current stimulation (tDCS) (Hummel and Cohen, 2005), 
is able to improve motor rehabilitation after stroke. Moreover, combined 
treatment of tDCS and robot-assisted arm training showed improvements in 
motor recovery for subacute stroke patients (Hesse et al., 2007). tDCS results 
in long lasting excitability changes in the human motor cortex during and after 
stimulation. In addition, it has been shown that NMDA antagonist, 
dextromethorphan, suppressed anodal and cathodal tDCS post-stimulation 
effects (Liebetanz et al., 2002; Nitsche et al., 2003), suggesting the importance 
of NMDA receptors in the tDCS treatments.  
However, the mechanisms of these promising treatments are still poorly 
understood. There is a lack of unified theory to explain the mechanisms 
underlying these physiotherapies and how these different therapies are related. 
In addition, the role of the reward drugs used in clinical studies to promote 
motor recovery is not clear, and the relation between the pharmacotherapies 
and physiotherapies remains unknown.  
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In this chapter, we propose a motor rehabilitation model that provides 
mechanistic explanations on the current physical and pharmaceutical 
therapies, and used computer simulations to verify our model. A major goal of 
computational neuroscience is to explain and create conceptual links between 
different levels in nervous systems: from molecular level to network level and 
eventually to behavioral level. These conceptual links are important because 
pharmacotherapeutic interventions are aimed at molecular effects, whereas 
clinical results are at the functional outcomes (Lytton et al., 1999). Our model 
was tested on an animat that has a spiking neural network as the nervous 
system and motor neurons allowing it to navigate in a simulated 3D world 
with food particles. We artificially damaged the nervous system of the animat, 
and then the proposed mechanism is applied to recover its foraging behavior. 
Our simulation incorporates both low level details of synaptic efficacy 
changes due to individual neuron’s spike timing and drug concentration, and 
high level outcomes in behavioral and functional aspects, in particular, the 
foraging behavior which is one of the most basic skill requirements for 
survival. To our knowledge, our work is the first time in the literature to use 
spiking neural network model to explain the mechanism of neurohabilitation.  
6. 3 The Proposed Model for Motor Rehabilitation 
6.3.1 Hebbian Learning and the Strength of Anatomical Pathway 
It is well known that coincident pairing of presynaptic and postsynaptic 
neuronal activity leads to long-term potentiation in synaptic strength. This is 
the basic mechanism of cortical plasticity, and the evidence of this Hebbian 
like plasticity has been found in various scales of nervous systems. Such 
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plasticity also exists between different brain regions. A recent study (Buch et 
al., 2011) demonstrated that paired associative stimulation between ventral 
premotor cortex (PMv) and M1 using TMS induced pathway strength changes. 
Peripheral stimulation of somatosensory afferents paired with TMS over the 
motor cortex reliably induced motor cortical plasticity (Stefan et al., 2000), 
and this has been applied in stroke recovery. Such correlations in activity 
across brain regions are crucial for the formation of neural pathways and 
neurorehabilitaion (Grefkes et al., 2010). However, patients are generally not 
able to produce such correlation through voluntarily control on ipsilesional M1 
excitation because of the damage in the nervous system; thus, an external 
guidance signal to aid the activation in M1 region to correlate with other brain 
regions is fairly important for recovery.  
6.3.2 External Guidance and Somatosensory Response in M1 
The primary motor cortex is responsible for voluntary movements with a 
somatotopic organization: different region participates in movement of 
different body parts. Recently, more and more studies show that M1 is not 
only the executive locus for voluntary motor control, but also exhibits sensory 
responses. Many neurons in M1 receive input from the primary somatosensory 
area and exhibit sensory responses including vision and somatosensation 
(Naito, 2004; Hatsopoulos and Suminski, 2011). In addition, the 
somatosensory input of an M1 neuron is generally related to the output 
function of that neuron (Squire, 2008). Some neurons in M1 not only provide 
driving signals to muscles during voluntary movement, but also show 
increased firing rate during passive movements. In other words, these neurons 
have dual roles in M1: participating in both motor and sensory functions. After 
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brain trauma, they may not be able to provide driving signal, however, a 
passive movement through external forces, e.g. robotic arms, may elicit firing 
activity in these neurons. In addition, anatomical studies in primates have 
shown that there is a large number of horizontal interconnections intrinsic to 
M1, and most of these interconnections are within, but not across the major 
somatotopic representation areas (Jones et al., 1978; Godschalk et al., 1984). 
Through these horizontal connections, firing activity in these sensory neurons 
in M1 may increase the excitability of other motor neurons in the same 
representation area, and hence produces correlated activity between the whole 
representation area and other brain regions, to benefit motor rehabilitation 
(Fig. 6.2).  
 
Figure 6.2 A model for motor rehabilitation. Muscle contraction by external guidance 
increases sensory neuron’s firing rate in M1 (red), and these neurons increase the excitability 
of other neurons in the same somatotopic region through horizontal connections. If the 
upstream cortical area is activated followed by the activation of M1 via external guidance, 
correlation in activity between the upstream and M1 areas is formed. Based on this correlation, 
a reinforcement signal, such as dopamine, that results from behavior outcomes modulates 
motor learning and plasticity to strengthen existing and establish new neural pathways 
between the correlated regions to restore functional behavior. 
6.3.3 Pharmacotherapies and Modulatory Signals 
Pharmacotherapies aim to enhance learning and training-induced cortical 
plasticity by using drugs including amphetamine, norepinephrine and 
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levodopa. All of these drugs have effects on the reward circuitry. 
Amphetamine for example, as an indirect catecholaminergic agonist, 
facilitates the induction of LTP through increasing synaptic dopamine release 
(Pleger and Ragert, 2006) and enhances perceptual learning (Dinse et al., 
2003). Dopamine as a modulatory neurotransmitter has an important role in 
motor learning. Destroying ventral tegmental area (VTA) dopaminergic 
neurons or reducing dopamine in dorsal striatum in rats prevented 
improvements during acquisition of new motor skills, but does not affect 
already learnt skills. Administration of levodopa can recover learning (Molina-
Luna et al., 2009; Beeler et al., 2010; Hosp et al., 2011). In addition, dopamine 
metabolite concentration correlates with effectiveness of motor learning in 
human (McEntee et al., 1987); single dose of levodopa improves the ability of 
motor learning in patients with chronic stroke (Floel et al., 2005). These 
studies strongly suggest that dopamine is vital for motor learning. Moreover, 
dopamine is not the only neuromodulator that mediates learning, the 
noradrenergic system also has a key role (Pleger and Ragert, 2006; Sara, 
2009). Similar to dopamine, noradrenaline plays a large role in attention and 
focus. Attention has been shown to have modulatory effects on motor learning 
(Stefan et al., 2004; Krebs et al., 2009). In addition, both dopamine receptors 
and beta adrenergic receptors are Gs-protein coupled and may gate LTP 
induction through coincident detection of dopamine or norepinephrine release 
and calcium influx from NMDA receptors. In reinforcement learning theories, 
these modulatory signals act as reinforcement teaching signals to direct a 
change in synaptic efficacy, such that successful behaviors can be repeatedly 
produced and eventually learnt.  
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6.3.4 Neural Plasticity 
It has been proposed that neurobiological basis of motor learning is 
mediated by LTP (Ziemann et al., 2004). Induction of LTP requires an 
activation of NMDA receptors. In line with this view, the administration of 
NMDA receptor antagonists have been shown to impair motor learning in 
humans (Hadj Tahar et al., 2004). An important type of neural plasticity, 
Spike-timing dependent plasticity (STDP), is NMDA receptor-dependent 
(Markram et al., 1997; Bi and Poo, 1998), and can be explained by Ca2+ level 
change due to depolarization induced removal of Mg2+ block in NMDA 
receptors: different temporal order of pre- and postsynaptic spiking results in 
different level of Ca2+ influx, leading to LTP or LTD (Shouval et al., 2002; 
Dan and Poo, 2004). Hence, it is reasonable to assume that STDP has an 
important role in motor learning and rehabilitation. In fact, in computational 
neuroscience, various reinforcement learning rules based on reinforcement 
signals and STDP have been proposed (Izhikevich, 2007; Legenstein et al., 
2008; Fremaux et al., 2010) and modeled to explain experimentally observed 
cortical network reorganization phenomena in monkeys (Legenstein et al., 
2010). Therefore, we used STDP as the model for neural plasticity in this 
work. 
Taken together, our model consists of three components: 1) a guidance 
model which assists patients to complete actions during physical therapy (e.g. 
robotic-assisted therapy) to produce correlated activation across trauma 
regions, 2) reinforcement signals that benefit from pharmaceutical therapies 
(e.g. amphetamine) to direct changes in synaptic efficacies and enhance 
movement coordination, and 3) neural plasticity, in particular, spike-timing 
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dependent plasticity that is an intrinsic property of cortical neurons. Through 
computer simulations, we demonstrate that reinforcement learning based on 
these three components is able to recover functional neural pathways from 
focal lesions, and produce neural reorganization similar to what is observed in 
human clinical trials. 
6. 4 Simulation 
CSIM (Natschlager et al., 2003) was used for neural network simulations 
on MATLAB and OpenGL for 3D animation. 
An animat (artificial animal) controlled by a cortical microcircuit model 
was created. This microcircuit is the brain of the animat, receiving visual input 
from a simulated 3D world with a food particle randomly placed in the visual 
field of the animat, and outputting motor signals through two separate motor 
regions to two muscles controlling left and right turning (Fig. 6.3). The two 
muscles can also be thought of as antagonistic muscle groups e.g. biceps and 
triceps that control the direction of arm movement. We assume that muscle 
strength is proportional to the total firing activity in each motor region, and 
“winner-take-all” that is similar to contralateral inhibition is applied to decide 
whether the animat turns left or right. The animat walks in a constant speed 
and its goal is to forage for food particles that have higher luminance than the 
background. There is only one food particle in each trial. The retinal input of 
the animat is a subsampled and grayscale image of Fig. 6.3A, which is a view 
in the first-person perspective. Simulations were run in real-time. For each 
frame, each pixel’s grayscale value is linearly converted to a current input to 
the retinal neurons.  By this setup, the animat is able to “see” the 3D world and 
navigate by controlling the two muscles. Any action at any time performed by 
139 
 
the animat produces feedback changes on its retinal input (mimicking the “real 
life” change in the perceived environment with movement), which therefore 
forms a closed-loop between the animat and the 3D environment.  
The cortical microcircuit consists of multiple layers of LIF neurons (80% 
excitatory and 20% inhibitory) with feed-forward connections. All the 
excitatory synaptic connections are modulated by reward signals (See the 
supplementary information in Chapter 5 for reward modulated STDP models). 
We first train the animat to behave successfully to forage for food. Then focal 
lesions are applied to the middle layers. After the lesion, the animat is unable 
to turn properly due to damaged neural pathways and poor coordination of 
motor neurons, which simplistically models clinically observed hemiparesis of 
stroke patients. We help the animat to recover from brain damage through an 
assistive-training manner that combines some aspects of existing 
neurorehabilitation strategies. We guide the animat to complete actions: 
whenever the animat is not able to perform proper turning, for example, 
turning right, we will force it to turn by contracting muscles. This will increase 
the firing rate of neurons in the right motor region (M1) because the right-
turning muscle is passively contracted. Thus, the animat is “guided” to 
produce correlation between the retinal layer and activation in correct motor 
regions. We assume that the animat always considers the guidance action as 
the correct behavior, and a global reinforcement signal is released to the whole 
network during guidance. For example, if the animat is forced to turn right, the 
reinforcement signal is calculated as the sum of two signals: a (positive) 
reward signal that is proportional to the right muscle force, and a (negative) 
punishment signal that is proportional to the left muscle force. By this setup, 
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all the excitatory synapses are plastically governed by STDP with modulation 
of the reinforcement signals. It is reasonable to assume that reward signal is 
positive and punishment is negative, because biological evidence has shown 
that high level of dopamine is considered as reward signal, while lower than 
baseline indicates punishment (aversive stimuli) (Cabib and Puglisi-Allegra, 
1994; Ungless et al., 2004). Here we use zero to represent the baseline level. 
As some dopaminergic neurons are depressed for aversive stimuli and some 
increase firing rate for reward, the summation of reward and punishment 
signals represents the total dopamine concentration. 
 
Figure 6.3 The 3D world simulation and the network model for navigation control. (A) The 
3D environment with a first-person perspective. A subsampled and grayscale version of this 
image is the retinal input to the animat, with the grayscale value of each pixel as the input to 
each retinal neuron. (B) The neural microcircuit controlling the animat. 
6.5 Results 
6.5.1 Before Focal Lesions 
The animat initially cannot produce meaningful behavior because of 
random synaptic weights. The external guidance and the reward modulated 
STDP learning allow the animat to adjust its synaptic weights and learn 
correct behaviors. After training, the synaptic weights follow a bimodal 
distribution: some synapses are depressed to near zero efficacy and some are 
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potentiated to the maximum. We count the number of strong excitatory 
synaptic pathways from each retinal neuron to the two motor regions 
respectively (Fig. 6.4). Weak synapses are not counted in. After training, a 
map is formed: the neurons on the left half of the retina has more pathways 
connecting to the left motor region than to the right (Fig 6.4A). This mapping 
is exactly what we want it to learn: when the food particle is at the left of the 
visual field, the left half of the retina will receive relatively higher excitatory 
input because the food has higher luminance than the background. Therefore, 
the animat will turn left to approach the food. The same holds true for the 
connections to the right motor region (Fig 6.4B). As we use a “winner-take-
all” rule that is similar to contralateral inhibition to decide turning direction, 
the difference between the number of left and right pathways gives a clearer 
mapping between the input and the action (Fig. 6.4C). The center has a value 
near zero, meaning the activation of the two motor regions are likely to be the 
same when the food particle is at the center, so that the animat will just move 
forward to obtain the food. 
 
Figure 6.4 Number of strong excitatory synaptic pathways from each retinal neuron to motor 
regions before lesion. Each grid represents one retinal neuron, and the number of strong paths 
connecting from that retinal neuron to the motor regions is coded by color. (A) from each 
retinal neuron to the left motor region (B) from each retinal neuron to the right motor region 
(C) difference between the number of left and right pathways. 
6.5.2 After Focal Lesions 
Perilesional tissue is important for rehabilitation after trauma. 
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Reorganization in perilesional area after stroke has been reported in clinical 
studies (Dong et al., 2007; Lidzba et al., 2012), typically with increased 
perilesional activity, indicating that the function of perilesional regions is 
altered to compensate the loss of lesion. Such reorganization was also 
observed in this simulation after applying our model for rehabilitation. In the 
current model, focal lesions were performed to the layers between the input 
and motor regions by destroying neurons in a rectangular region at the right 
side, which severely affect behavior. Neurons in the perilesional region tend to 
potentiate their excitatory synapses and increase the activation of affected 
motor regions to compensate the lesion (Fig. 6.5A, 6.5B). This indicates that 
the perilesional area was recruited to strengthen the motor output. The map for 
the difference in number of pathways from the retinal layer to the left and right 
motor regions after rehabilitation is shown in Fig. 6.5C. Compared to Fig. 
6.4C, the retinal area of the right pathways is enlarged, while the area for the 
left is reduced. This is due to contralateral inhibition in action selection: in 
order to behave successfully, the balance between the output strength of the 
two muscles needs to be restored. As the maximum amount of neuronal 
pathways from each retinal neuron to the right motor region was reduced after 
lesion, enlarging the retinal receptive field can effectively restore the right 
muscle strength. At the same time, the area for the left pathways is reduced to 




Figure 6.5 Perilesional reorganization and pathway mapping after lesion. In (A) and (B), each 
grid represents the output strength of a neuron in the pre-motor layer to the right motor region. 
Negative strength indicates inhibitory neurons. (A) before lesion (B) after lesion and 
rehabilitation (C) the differential map of number of pathways connecting from retinal layer to 
motor regions after rehabilitation treatment. The lesion region is the rectangular region in (B) 
with zero synaptic strength 
6.5.3 Behavioral Outcomes 
To quantify behavioral outcome, heading error is defined as the distance 
between the food particle and the animat’s heading direction (Fig. 6.6A). The 
difference between the left and right muscle forces is considered as the turning 
force even though we did not explicitly tell the animat how much force should 
be applied during training. Immediately after lesion, the animat is not able to 
forage due to weak activation in the right muscle. When the food particle 
appears in the right visual field, the animat failed to turn right, instead, 
sometimes it turned left and the food was out of the visual field because of the 
imbalance caused by the lesion. Obvious bias towards activation of the left 
turning muscle was observed. Moreover, there was no obvious relation 
between the error and the turning force. After rehabilitation the animat was 
able to reduce the heading error to near zero even when the food appeared in 
the right visual field. In addition, the turning force and heading error were 
highly correlated: when the error is positive, the turning force is positive, and 
vice versa. Even though the decision of turning direction follows winner-take-
all rule, without explicitly specifying how much force to be applied during 
training, the turning force after rehabilitation is proportional to the error. When 
the error is small, the turning force is also relatively small, indicating that the 
animat is able to coordinate the two muscles to adjust heading direction in 





Figure 6.6 Behavioural outcomes before and after treatment. (A) the heading error is defined 
by the distance between the food particle and the animat’s heading direction. Positive error 
means the food particle is at the right of the visual field and the animat needs to turn right to 
obtain the food. Negative error denotes the food is at the left of the visual field. (B) turning 
force versus heading error, immediately after lesion and after treatment. Right turning force is 
positive. 
6.6 Discussion 
We have proposed a model for neural rehabilitation based on external 
guidance, reinforcement learning and neural plasticity. In addition, computer 
simulations were performed to demonstrate that, after focal lesion, functional 
neural pathways were rebuilt, and the balance between two antagonistic 
muscles was restored by using our model. 
One important rehabilitation requirement of this model is to produce 
correlated activation between different brain regions through external 
guidance, which activates M1 neurons that are affected by lesion. In clinical 
trials, the external guidance can be realized by robotics: Brain-Computer 
Interface (BCI). It records neurophysiological signals and decodes into action 
commands issued to a robotic arm through a computer. When a patient 
controls a robotic arm through a BCI device to passively stretch the muscles, 
the sensory neurons in M1 are forced to fire. At the same time, in order to 
control the BCI device successfully, the patient has to activate brain regions 
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that were necessary to prepare and execute the specific action through motor 
imagination. This results in a correlated activation between these brain regions 
and M1. This correlation is crucial for formation and strengthening of neural 
pathways, and therefore is important for neurorehabilitation. Utilizing BCI 
devices for neurorehabilitation is an active research area, and many exciting 
results have been observed. 
A guidance signal could also be produced by mirror neurons. Mirror 
neurons are the neurons that fire during both active movement and observation 
of the same action performed by another individual. These neurons were found 
in premotor cortices in nonhuman primates, PMv (Gallese et al., 1996; 
Rizzolatti and Craighero, 2004) and PMd areas (Cisek and Kalaska, 2004). 
Evidence of these neurons in human was also found in motor and premotor 
areas (Fadiga et al., 1995; Fadiga et al., 2005; Urgesi et al., 2006). M1 and 
these premotor areas have dense connections, and activation in these premotor 
regions are likely to activate M1 (Tkach et al., 2007). Thus, firing activities of 
mirror neurons in premotor areas during action observation can act as 
guidance signals to M1 and produce correlated activity with other brain 
regions to facilitate learning. In fact, various studies have demonstrated that 
action observation with intent to imitate improves motor function and stroke 
rehabilitation (Buccino et al., 2006; Ertelt et al., 2007; Garrison et al., 2010). 
Virtual reality provides an engaging environment to patients. The guidance 
signal could be from patient’s movements assisted by an occupational 
therapist, because M1 has somatosensory responses. In addition, Patients need 
to actively participate in the treatment in order to behave successfully in the 
virtual reality, and this intention to move increases the activation strength in 
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cortical brain region that is in the upper stream of the lesion area, thus may 
increase the correlated activation across the lesion regions. In addition, 
dopamine level is increased during video gaming or virtual reality, which can 
expedite the recovery process.  
6.7 The Proposed Treatment 
Our results provide a mechanistic explanation for the effectiveness of 
pharmacotherapy and robotics in motor rehabilitation strategies, and suggest a 
potential improved treatment paradigm. Patients need to be 1) treated with a 
reward drug (e.g. amphetamine or levodopa), 2) provided with a goal (e.g. a 
visual input) that elicits a movement intention, and 3) immediately receive a 
stimulation that results in activation of the motor cortex M1 region, either 
transcranial (tDCS/TMS), or via assisted arm movements by a robot or an 
occupational therapist. 
6.8 Moving to Clinical Trials 
Rehabilitation technology nowadays is not limited to conventional 
physiotherapies that assist patients to repeat simple movements. Virtual reality 
or gaming has widely applied in hospitals by using motion sensors such as the 
Microsoft Kinect. Effectiveness of our proposed treatment therefore can be 
verified through video gaming with motion sensors and assistance of 
occupational therapists. 
A first person’s perspective 3D game that is similar to the simulations was 
developed, as shown in Figure 6.7 screenshot. An Intel gesture camera was 
used to detect fingers and palm positions. The patient needs to move his arm 
around the yellow circle to control the navigation direction in the virtual 3D 
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environment to acquire food (apple, cake, juice, etc.). The same rules as the 
simulations are applied: if the food is out of the visual field, it is considered as 
a miss. New food will appear in the visual field after getting or missing the 
current food. Trees block the movement, allowing designing different 
difficulty levels by varying total amount of trees in the virtual world.  
 
Figure 6.7 A 3D rehabilitation game for stroke patients by using an Intel gesture camera. 
This game will be used in a pilot study, in which around 20 patients with a 
recent ischemic stroke and with significant upper limb weakness will be 
recruited, and then randomly assigned to two groups: 1) control group with 
additional pharmacotherapy only (levodopa) and 2) combinational therapy 
with additional virtual reality based rehabilitation (the game shown in Figure 
4.7) and pharmacotherapy. In addition to the clinical trials, both groups will 
still receive routine physiotherapies. To understand how neural rewiring works 
during the recovery process, functional magnetic resonance imaging (fMRI) 
will be applied to patients before and after the two weeks combinational 
therapies. Number of patients receiving fMRI scan will depend on the amount 
of grants available. Fugl-Meyer score is the main assessment for motor 
148 
 
function recovery. Simulation results will be compared with fMRI analysis 
and Fugl-Meyer results. This is an on-going project in collaboration with 








Chapter VII Conclusion and Future Work 
7.1 Conclusions 
Based on the state-dependent computation theory, in particular, the LSM 
paradigm, information processing ability of in silico and in vitro neural 
networks is investigated in this thesis. I will conclude this thesis from two 
perspectives: engineering and neuroscience.  
In the engineering perspective, LSMs with cortical microcircuit models 
can be used for classification of complex spatiotemporal stimuli with high 
accuracy, such as piano music. Synaptic connectivity in the microcircuits plays 
a very important role in computational ability of the LSM, and synaptic 
strength needs to be in a reasonable range in order to attain high performance. 
Evolutionary algorithms are able to optimize network circuitry to achieve high 
performance with relatively lower demand on computational resources. 
Enlarging the network size can increase the LSM computational ability; 
however, it is impossible to simulate large scale neural networks in silico in 
real-time, and hardware implementations of large amount of neurons and 
synapses are infeasible too. Dissociated cortical networks with millions of 
neurons and synapses are able to solve this problem by replacing the in silico 
networks. By using a novel combination of optogenetics and MEA systems, I 
was able to demonstrate that in vitro networks possess short-term memory, 
therefore, are suitable for LSM implementation. Moreover, these dissociated 
cortical networks are able to classify spatial light patterns, temporal stimuli, 
and complex spatiotemporal patterns. This experimental setup is a prototype 
of neurocomputer, hence may lead to a new generation of computing device. 
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In the neuroscience perspective, random networks are intrinsically capable 
of processing spatiotemporal stimuli, and information in the networks can be 
utilized by downstream brain areas, or even memory-less readouts. In order to 
be efficient in information processing, cortical microcircuit needs to be in an 
“edge of chaos” dynamic range, in which not all the neurons, but only part of 
them are activated to a given stimulus. This provides an indirect explanation in 
computational perspective to why silent synapses and neurons are found in 
biological recordings. However, these silent neurons may not be always silent: 
if a different stimulus set is used, some neurons having low activity for the 
previous stimulus set may fire much more for this new stimulus set, and vice 
versa. In line of this view, each neuron in the network has its own response (or 
transformation) to inputs, and thus has dual roles: participate in dimensionality 
expansion and can potentially discriminate different stimuli. Some neurons 
perform better than others to a given stimulus set; therefore, stimulus 
classification can be made by identifying these discriminative neurons. A 
biologically plausible reinforcement learning mechanism, reward modulated 
STDP, is able to identify these discriminative neurons. The capability of 
networks to discriminate and process temporal stimuli is due to short-term 
memory that is mainly from synaptic dynamics and sustained network activity. 
A dissociated neuronal network is able to process complex spatiotemporal 
patterns, and possesses short-term memory longer than 4 seconds. Even 
though a single synapse has a time constant of about 1 second, a network with 
many synapses can have much longer memory duration. This emergent 
property of neuronal networks is verified through computer simulations. By 
using a novel combination of optogenetics and MEA systems, neuronal 
151 
 
networks can be used as a reservoir for LSM computation. In addition, 
network bursting that is a common phenomenon for in vitro networks and a 
well-known syndrome for epilepsy is detrimental to information processing. 
APV, which is an NMDA receptor antagonist, is able to reduce bursting 
frequency and increase information processing ability of the networks. This 
indicates that dynamics in neuronal networks can be significantly altered by 
drugs, and it is possible to train the networks through drug manipulations and 
LTP or STDP induction. As reinforcement learning is one of the most common 
learning mechanisms in biological systems, using the reward modulated STDP 
to train a spiking neural network is studied through computer simulations in 
the context of a closed-loop system: an animat living in a 3D virtual world. 
Furthermore, this study proposed a combined motor rehabilitation therapy, and 
clinical trials based on this proposal are now in progress. 
7.2 Future works 
7.2.1 Close the loop in the MEA system 
In chapter VI, a closed-loop system was studied through computer 
simulations. How the system behaves depends on the fading memory property 
of the network. Longer memory duration is beneficial to temporal processing; 
however, neural microcircuits cannot sustain very long memory. This is a 
well-known drawback of the LSM. It has been shown that feedback from 
readout neurons to the cortical microcircuit in silico can overcome the 
limitations of rapidly fading memory and produce sustained activity over a 
relatively longer time-span, therefore, enhance the computational power of the 
microcircuit (Maass et al., 2007). In the in vitro network experiments in 
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chapter IV, there is no feedback from output to the neural culture. With 
feedbacks, more functionalities or applications can be implemented or 
designed. For example, the neuronal network can be used to control a plant or 
as a creature to survive in the environment as shown in Figure 7.1. Since the 
culture has memory that can be maintained for longer time due to feedback 
from the output, and the internal synaptic strength in neuronal networks 
changes dynamically and is modifiable through repetitive stimulation, 
therefore, it is possible to tune the culture to exhibit desired behaviour in the 
environment. Another way to produce desired behaviour is to follow a 
paradigm similar to LSM with feedbacks (Maass et al., 2007): during training, 
both input and the desired output are presented to the network, and train the 
readouts to decode network responses in this open-loop setup. During testing, 
the loop is closed by connecting the desired output to the actual output. The 
system may be able to learn “strategic behaviours” because of the memory that 
enables the system to process temporal information. The game developed in 
Chapter VI provides a testing platform for this closed-loop experiment.  
 
Figure 7.1 A closed-loop MEA system with feedbacks from output may be able to learn to 
control a plant or interact with an environment. The neuron culture is acting as a brain or a 
controller. The environment can be a virtual world discussed in the chapter VI. 
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7.2.2 MEA systems as drug testing platforms 
As shown in chapter VI, drugs such as APV can significantly improve 
temporal information processing ability of neuronal networks. APV is an 
NMDA receptor antagonist and suppresses network bursting. As synchronized 
activity in different brain areas causes epilepsy, which is very similar to 
network bursting in vitro, epilepsy drugs can be tested in the MEA system 
discussed in this thesis. Various other drugs can also be tested to examine their 
effects. From micro to macro levels, neuroscience can be divided into different 
levels: genetic level that involves gene expression and protein synthesis; 
synaptic level that includes synaptic dynamics and plasticity; neuronal level 
that integrates presynaptic inputs, fires action potentials, and performs single 
neuron scale adjustments such as synaptic scaling; network level that 
processes information and maintains memory; behavioral level that converts 
network activity into meaningful actions. The closed-loop MEA system 
discussed in this chapter has all these levels, as the decoder (readout) maps 
network responses to behavioral level, hence it is very suitable for drug 
testing: drug acts on the molecular level, and its effects on the behavior of the 
neuronal culture, which is a small artificial creature living in a virtual 3D 
world, can be observed and analyzed. 
7.2.2 Familiarity/Novelty Detector 
Information is stored in a distributed fashion in the brain, but unlike 
machines such as computer, retrieval of information or recall in the brain is 
imprecise and easy to be interfered. However, the ability to quickly detect 
familiar and novel objects is fatal for survival in an environment with 
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predators and preys. In the perspective of pattern recognition theory, 
familiarity/novelty detector can be thought as binary classification, in which 
the class of familiar objects is finite while the novelty class is infinite. In the 
perspective of memory, familiar objects are stored in the memory, and 
whenever a stimulus is presented, the brain can quickly tell whether the 
stimulus was in the memory or not. Output can be in various forms such as 
human language spelling out the word “familiar” or “novel”, or an action of 
pushing down a button, or even increased activity in networks. It has been 
shown that there are Novelty Neurons in the perirhinal cortex (Brown and 
Xiang, 1998). Various neural network models of familiarity detection have 
been proposed and verified through simulations. The Hopfield network is a 
famous memory model that can store and recall information. A familiarity 
detector was designed based on this model (Bogacz et al., 2001). Other models 
based on the mechanism of Hebbian learning were developed (Bogacz et al., 
2001; Yakovlev et al., 2008), in which high network activity is observed when 
a familiar stimulus is presented. However, they all implemented in the analog 
neural networks regime and spiking neural network models have not been 
widely studied yet. 
Any network that implements familiarity detectors must have long-term 
memory to store information. STDP mechanism has been widely observed in 
in vitro neural circuits (Bi and Poo, 1998; Sjostrom et al., 2001; Froemke and 
Dan, 2002; Cassenaer and Laurent, 2007). Moreover, classifiers using STDP 
learning have also been proposed (Legenstein et al., 2008). However, using 
STDP to construct a familiarity detector with spiking neural networks has yet 
been explored. It is certainly feasible to design a cortical microcircuit model 
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that employs STDP mechanism to detect familiar and novel stimulus. 
STDP requires hundreds of repetitive stimulus presentations in order to 
obtain expected network behavior. This results in a very slow learning rate. In 
order to speed up learning, some other models, e.g. NMDA receptor model, 
can be implemented in simulations to allow neural microcircuits memorizing 
input patterns. I have implemented NMDA receptor models (Shouval et al., 
2002) into synapses, and preliminary results have been obtained by an 
undergraduate Final Year Project student after proper parameter tuning. Neural 
microcircuits with NMDARs are able to detect face characteristics, e.g. 
beards. Higher activity is observed when face images with beard were 
presented to the network compared to other faces without beards. 
Simulations are limited by computer hardware and knowledge of neuron 
models, but neuron culture has more than what we need. If the simulation 
results are able to demonstrate satisfactory performance in familiarity 
detection using spiking neural networks, we should then move to neuronal 
network in vitro to verify the model. Some preliminary investigations should 
be performed beforehand to evaluate long-term memory in cultures. For 
example, will repetitive presentation of high frequency stimuli (with 
sufficiently long inter-stimulus interval) that are generated from a rule (e.g. the 
jittered Poisson spike trains or the directionally moving dots stimuli) yield 
long-term changes in culture responses? One approach to address this question 
is to observe trajectories of the MEA data during each stimulus’ presentation 
(For each trial of stimulus presentation, dimensionality reduction technics can 
be used, e.g. PCA, to reduce MEA data from 252 to 3 dimensions, such that 
we can visualize the trajectories of the principle components over time). If the 
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trajectories change along with stimulus presentations in a nonrandom way, or 
even settle down to an attractor state, we may conclude that the dissociated 
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