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mies for linear dynamic equations on time scales and are applied to derive some perturba-
tion theorems on the roughness of exponential dichotomy.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Exponential dichotomy, which traces back to [1] and generalizes the concept of hyperbolicity from autonomous to
nonautonomous linear systems, has been playing an ever more important role in the study of nonautonomous dynamical
systems such as ordinary differential equations [2–5], difference equations [6–8], and dynamic equations on time scales
[9–15] (one can find more discussion on the background of the study in [15] and the references cited therein).
This paper is a continuation of studies in [15]. In [15], we develop some explicit sufficient criteria for the existence
and roughness of exponential dichotomies of linear dynamic equations on time scales. It is more interesting and more
challenging to establish necessary and sufficient criteria for the existence of exponential dichotomies of dynamic equations
on general time scales. To the best of our knowledge, no such results exist in the literature yet. This is the key motivation of
the current study.
The content of this paper is as follows. In Section 2, we introduce some basic preliminary results on the calculus on
time scales in order to make this paper self-contained. Section 3 is devoted to establishing explicit necessary and sufficient
criteria for the existence of exponential dichotomies for linear dynamic equations on time scales. As an application of the
main findings, in Section 4, we present some new perturbation theorems on the roughness of exponential dichotomy.
2. Preliminaries
In this section,we give a short overviewon some basic results on the time scale calculus that are important for the present
treatment of exponential dichotomies on time scales. For the theory of time scales we refer to the original work by Hilger
[16] and to the book by Bohner and Peterson [17].
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Let T be a time scale, i.e., a nonempty closed subset of the real numbers R. Then the forward jump operator σ : T → T,
the backward jump operator ρ : T→ T, and the graininess µ : T→ R+ = [0,∞)
σ (t) := inf{s ∈ T : s > t}, ρ(t) := sup{s ∈ T : s < t}, and µ(t) = σ(t)− t,
(supplemented by inf∅ := supT and sup∅ := infT) are well defined for t ∈ T. The point t ∈ T is said to be right-dense,
right-scattered, left-dense, and left-scattered if σ(t) = t , σ(t) > t, ρ(t) = t , and ρ(t) < t , respectively.
A function f : T→ R is said to be delta or Hilger differentiable at t ∈ T if
f ∆(t) := lim
s→t
f (σ (t))− f (s)
σ (t)− s , where s → t, s ∈ T \ {σ(t)}
exists. f is said to be differentiable on T if f ∆(t) exists for all t ∈ T. A function F : T → R is called an antiderivative of f
provided F∆(t) = f (t) for all t ∈ T, and we define  sr f (t)1t = F(s)− F(r) for s, r ∈ T.
A function f : T → R is said to be rd-continuous if it is continuous at all right-dense points in T and its left-sided
limits exist (finite) at all left-dense points in T. An n × n-matrix-valued function is called rd-continuous if each entry is rd-
continuous. The set of rd-continuous functions f : T → R(Rn×n) is denoted by Crd(T). Moreover, C1rd(T) denotes the set
of differentiable functions f : T → R(Rn×n) with rd-continuous derivative. An n × n-matrix-valued function A(t) on T is
called regressive if I + µ(t)A(t) is invertible for all t ∈ T. The set of functions being both regressive and rd-continuous is
denoted by R = R(T) = R(T,R)(R(T,Rn×n)). The set of all regressive functions defined on T forms an Abelian group
under the addition⊕ defined by (p⊕ q)(t) := p(t)+ q(t)+µ(t)p(t)q(t) and the additive inverse in this group is given by
⊖p(t) := − p(t)1+µ(t)p(t) .
Given a p ∈ R, the exponential function is defined by
ep(t, s) =

exp
∫ t
s
p(τ )1τ

, µ(τ) = 0;
exp
∫ t
s
1
µ(τ)
Log(1+ p(τ )µ(τ))1τ

, µ(τ) ≠ 0;
for s, t ∈ T,
where Log is the principal logarithm, and has the following properties
ep(t, t) ≡ 1, ep(t, s) = 1ep(s, t) = e⊖p(s, t), ep(t, s)ep(s, r) = ep(t, r), [ep(·, s)]
∆ = pep(·, s).
In this paper, T is assumed to be unbounded above and below and
ϑ := min{[0,∞) ∩ T}, T+ := [ϑ,∞) ∩ T,
χ := sup
t∈T
µ(t) ∈ [0,+∞), |x| := sup
i
|xi|, x ∈ Rn.
3. Necessary and sufficient criteria for exponential dichotomy
Consider the following linear dynamic equation on time scales
x∆(t) = A(t)x(t), (3.1)
where A ∈ R. First, we introduce the notion of exponential dichotomies on time scales.
Definition 3.1 ([15]). (3.1) is said to have an exponential dichotomy or to be exponentially dichotomous on T, if there exist
a projection matrix P (i.e., P2 = P) on Rn and positive constants Ki and αi, i = 1, 2, such that
|X(t)PX−1(s)| ≤ K1e⊖α1(t, s), t ≥ s,
|X(t)(I − P)X−1(s)| ≤ K2e⊖α2(s, t), t ≤ s,
(3.2)
where X is a fundamental solution matrix of (3.1) and I is the identity matrix. When (3.2) holds with α1 = α2 = 0, (3.1) is
said to possess an ordinary dichotomy.
Remark 3.1. Wecan choose an appropriate fundamental solutionmatrix such that the projections P and I−P can bewritten
as
Ik0 =

Ik 0
0 0

, I0(n−k) =

0 0
0 In−k

,
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respectively, where Ik is a k × k identity matrix and In−k is an (n − k) × (n − k) identity matrix. In fact, there exists a
nonsingular matrix T such that P = TIk0T−1, then (3.2) reduces to
|X(t)TIk0T−1X−1(s)| ≤ K1e⊖α1(t, s), t ≥ s,
|X(t)TI0(n−k)T−1X−1(s)| ≤ K2e⊖α2(s, t), t ≤ s.
Let X0(t) = X(t)T . Then it is easy to show that X0 is also a fundamental solution matrix.
In addition, we also obtain the following fact in (3.2). If χ > 0, then for any x ∈ (0, χ] and α > 0, f1(x) := 1x log
 1
1+αx

is
strictly increasing with limx→0+ f1(x) = −α and f2(x) := 1x log (1+ αx) is strictly decreasing satisfying limx→0+ f2(x) = α.
Therefore, for t ≥ s, we have
eα(t−s) ≥ eα(t, s) ≥ (1+ αχ) t−sχ , e−α(t−s) ≤ e⊖α(t, s) ≤

1
1+ αχ
 t−s
χ
. (3.3)
By Lemmas 3.1 and 5.1 in [15], one can easily reach the following conclusion.
Theorem 3.1. (3.1) has an exponential dichotomy on T if the following conditions are satisfied:
(i) There exist positive constants Bi and αi (i = 1, 2) such that
|X(t)Pξ | ≤ B1e⊖α1(t, s)|X(s)Pξ |, t ≥ s,
|X(t)(I − P)ξ | ≤ B2e⊖α2(s, t)|X(s)(I − P)ξ |, t ≤ s,
(3.4)
where ξ is an arbitrary n-dimensional vector;
(ii) (3.1) has bounded growth, that is, there exist N ≥ 1 and β > 0 such that
|X(t)X−1(s)| ≤ Neβ(t, s), t ≥ s. (3.5)
The following theorem represents a useful property of the exponential dichotomy on time scales.
Theorem 3.2. If (3.1) has an exponential dichotomy on [t0,∞) = [t0,∞)T for some fixed t0 ≥ ϑ , then it has also an
exponential dichotomy on T+ with the same projection P and the same exponents α1, α2.
Proof. Choose an N1 ≥ 1 such that N1 ≥ e|A|(t0, ϑ). Then we have |X(t)X−1(s)| ≤ N1 for ϑ ≤ s, t ≤ t0. To obtain the
conclusions, we consider the following two cases:
Case 1: If ϑ ≤ s ≤ t0 ≤ t , then
|X(t)PX−1(s)| ≤ N1|X(t)PX−1(t0)| ≤ N1K1e⊖α1(t, t0)
= N1K1e⊖α1(t, s)e⊖α1(s, ϑ)e⊖α1(ϑ, t0)
≤ N1K1eα1(t0, ϑ)e⊖α1(t, s);
Case 2: If ϑ ≤ s ≤ t ≤ t0, then
|X(t)PX−1(s)| ≤ N21 |X(t0)PX−1(t0)| ≤ N21K1 ≤ N21K1eα1(t0, t)
= N21K1e⊖α1(t, s)e⊖α1(s, ϑ)e⊖α1(ϑ, t0)
≤ N21K1eα1(t0, ϑ)e⊖α1(t, s).
Therefore,
|X(t)PX−1(s)| ≤ K ∗1 e⊖α1(t, s), ϑ ≤ s ≤ t, where K ∗1 = N21K1eα1(t0, ϑ).
Similarly, we have
|X(t)(I − P)X−1(s)| ≤ K ∗2 e⊖α2(s, t), ϑ ≤ t ≤ s, where K ∗2 = N21K2eα2(t0, ϑ). 
We are now at the right position to establish some explicit necessary and sufficient criteria for the linear dynamic equa-
tion (3.1) to have an exponential dichotomy.
Theorem 3.3. Assume that A ∈ R is bounded. (3.1) has an exponential dichotomy on T+ if and only if there exist positive
constants 0 < θ < 1, T > 0 such that any solution x of (3.1) satisfies
|x(t)| ≤ θ sup
|τ−t|≤T
|x(τ )|, t ≥ T . (3.6)
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Proof (Necessity). If (3.1) has an exponential dichotomy on T+, then it follows from Lemma 3.1 in [15] that (3.4) holds on
T+. Let x be any solution of (3.1) and set
x1(t) = X(t)PX−1(t)x(t), x2(t) = X(t)(I − P)X−1(t)x(t),
then
x(t) = X(t)PX−1(s)x1(s)+ X(t)(I − P)X−1(s)x2(s).
Consider the following two cases:
Case 1: If |x2(s)| ≥ |x1(s)|, then, for t ≥ s, we have
|x(t)| ≥ |X(t)(I − P)X−1(s)x2(s)| − |X(t)PX−1(s)x1(s)|.
By the second inequality of (3.4), we have
|X(t)(I − P)ξ | ≥ B−12 |X(s)(I − P)ξ |eα2(t, s) for t ≥ s ≥ ϑ.
Choosing ξ = X−1(s)x2(s), for t ≥ s ≥ ϑ , we obtain
|X(t)(I − P)X−1(s)x2(s)| ≥ B−12 |X(s)(I − P)X−1(s)x2(s)|eα2(t, s)
= B−12 |x2(s)|eα2(t, s).
For sufficiently large t , it is easy to show that
|x(t)| ≥ B−12 eα2(t, s)|x2(s)| − B1e⊖α1(t, s)|x1(s)|
≥ (B−12 eα2(t, s)− B1e⊖α1(t, s))|x2(s)|
≥ 1
2
(B−12 eα2(t, s)− B1e⊖α1(t, s))|x(s)|.
Case 2: If |x1(s)| ≥ |x2(s)|, similarly, for s ≥ t ≥ ϑ , we get
|x(t)| ≥ 1
2
(B−11 eα1(s, t)− B2e⊖α2(s, t))|x(s)|.
This means that there exist 0 < θ < 1 and T > 0 such that
B−12 eα2(τ + T , τ )− B1e⊖α1(τ + T , τ ) ≥ 2θ−1,
B−11 eα1(τ + T , τ )− B2e⊖α2(τ + T , τ ) ≥ 2θ−1.
Then |x(t)| ≤ θ sup|τ−t|≤T |x(τ )|, t ≥ T .
(Sufficiency) Assume that (3.6) holds. We first show that there exists a constant c > 1 such that |x(t)| ≤ c|x(s)| for
ϑ ≤ s ≤ t ≤ s+ T , where x is any nontrivial solution of (3.1). According to the condition, there exists anM > 0 such that
|A(t)| ≤ M for any t ∈ T. It is easy to show that |X(t)X−1(s)ξ | ≤ eM(t, s)|ξ | for t ≥ s. Let ξ = X(s)ξ ∗. Forϑ ≤ s ≤ t ≤ s+T ,
we have |X(t)ξ ∗| ≤ eM(s+ T , s)|X(s)ξ ∗| ≤ eMT |X(s)ξ ∗|, that is, |x(t)| ≤ c|x(s)|, where c = eMT .
Suppose that x is a nontrivial bounded solution of (3.1). Set π(s) = supτ≥s |x(τ )| for s ≥ ϑ , we have
|x(t)| ≤ θ sup
|τ−t|≤T
|x(τ )| ≤ θπ(s), t ≥ s+ T .
Hence |π(s)| = sups≤τ≤s+T |x(τ )|, which implies that
|x(t)| ≤ c|x(s)|, ϑ ≤ s ≤ t <∞.
If s+ nT ≤ t ≤ s+ (n+ 1)T , then
|x(t)| ≤ θn sup
|τ−t|≤nT
|x(τ )| ≤ θnc|x(s)| ≤ θ−1cθ 1T (t−s)|x(s)|.
Set K = θ−1c and α = − 1T log θ . Then we get
|x(t)| ≤ Ke−α(t−s)|x(s)| ≤ Ke⊖α(t, s)|x(s)|, ϑ ≤ s ≤ t <∞.
Carrying out arguments similar to those in Proposition 2.1 in [3], it is not difficult to show that there exists a T ∗ > ϑ such
that
|x(t)| ≤ Ke⊖α(s, t)|x(s)| for T ∗ ≤ t ≤ s <∞.
Since A is bounded, then (3.1) has bounded growth. From Theorems 3.1 and 3.2, (3.1) has an exponential dichotomy on
T+. 
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The following criterion is based on the generalized direct Lyapunovmethod on time scales, which has been used to obtain
general theorems regarding the stability of dynamic equations on time scales (see, for example, [17,10]).
Theorem 3.4. Assume that A ∈ R is bounded. Then (3.1) has an exponential dichotomy onT if and only if there exists a quadratic
form V (t, x) = xTG(t)x such that V∆(t, x)|(3.1) is positive definite, where G ∈ C1rd(T,Rn×n) is a symmetric, bounded and regular
matrix function.
Proof (Necessity). Suppose that (3.1) has an exponential dichotomy on T. Then we choose P = Ik0 and
G(t) =
∫ t
−∞
|X(τ )(I − P)X−1(t)|21τ −
∫ ∞
t
|X(τ )PX−1(t)|21τ ,
where X is a fundamental solution matrix of (3.1). It is not difficult to show that
|G(t)| ≤  t−∞ K 22 e⊖(α2⊕α2)(t, τ )1τ + ∞t K 21 e⊖(α1⊕α1)(τ , t)1τ ≤ K222α2 + K21 (1+α1χ)22α1
and
G(t) = (X−1)T (t)
[
(I − P)
∫ t
−∞
XT (τ )X(τ )(I − P)1τ − P
∫ ∞
t
XT (τ )X(τ )P1τ
]
X−1(t)
= GT (t).
Obviously, det(G(t)) ≠ 0 for all t ∈ T. Therefore, G ∈ C1rd(T,Rn×n) is a symmetric, bounded and regular matrix function.
Set V (t, x) = xTG(t)x. Let x be any solution of (3.1), then we have x(t) = X(t)X−1(ϑ)x0 and
V (t, x(t)) =
∫ t
−∞
|X(τ )(I − P)X−1(ϑ)x0|21τ −
∫ ∞
t
|X(τ )PX−1(ϑ)x0|21τ ,
where x0 is the initial value of x(t), i.e., x(ϑ) = x0. Meanwhile, it is readily seen that
V∆(t, x(t)) = |X(t)(I − P)X−1(ϑ)x0|2 + |X(t)PX−1(ϑ)x0|2
≥ 1
2
|X(t)(I − P)X−1(ϑ)x0 + X(t)PX−1(ϑ)x0|2 = 12 |x(t)|
2.
This implies that V∆(t, x)|(3.1) is positive definite.
(Sufficiency) Suppose that V (t, x) = xTG(t)x satisfies the theorem’s conditions. Then there exist positive constants b1, b2
such that
|V (t, x)| ≤ b21|x|2, V∆(t, x)|(3.1) ≥ (2b1b2 + b22µ(t))|x|2 for all t ∈ T. (3.7)
Let λi(t), i = 1, . . . , n, be eigenvalues of G(t). Since G(t) is regular, we conclude that there exists a b3 > 0 such that
λi(t) ≤ −b3 for i = 1, . . . , k and λi(t) ≥ b3 for i = k + 1, . . . , n. Hence there are a k-dimensional subspace V1 and an
(n− k)-dimensional subspace V2 of Rn such that
V (t, x0) ≤ −b3|x0|2, x0 ∈ V1, V (t, x0) ≥ b3|x0|2, x0 ∈ V2, for all t ∈ T. (3.8)
Let x(t, s, x(s)) be a solution of (3.1) with the initial condition x(s) ∈ V1. If t ≤ s, then it follows from V∆(t, x)|(3.1) > 0 that
V (t, x(t, s, x(s))) ≤ V (s, x(s)) ≤ −b3|x(s)|2, t ≤ s.
Note that V (t, x(t, s, x(s))) ≤ 0 for t ≤ s, we get
V∆(t, x(t, s, x(s))) ≥ (2b1b2 + b22µ(t))|x(t, s, x(s))|2
≥ (2b1b2 + b
2
2µ(t))
b21
|V (t, x(t, s, x(s)))|
≥ (2b1b2 + b
2
2µ(t))
(b1 + b2µ(t))2 |V (t, x(t, s, x(s)))|
= −2b1b2 + b
2
2µ(t)
(b1 + b2µ(t))2 V (t, x(t, s, x(s)))
=

⊖

b2
b1
⊕ b2
b1

(t) · V (t, x(t, s, x(s))).
Integrating the above inequality from s to t leads to
V (t, x(t, s, x(s))) ≤ V (s, x(s))e⊖ b2b1 ⊕ b2b1 (t, s), t ≤ s. (3.9)
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It follows from (3.7) and (3.8) that
V (t, x(t, s, x(s))) ≥ −b21|x(t, s, x(s))|2, V (s, x(s)) ≤ −b3|x(s)|2, t ≤ s.
Then (3.9) is translated into
−b21|x(t, s, x(s))|2 ≤ −b3|x(s)|2e⊖ b2b1 ⊕ b2b1 (t, s), t ≤ s.
Set x(t) = x(t, s, x(s)), K = b1/√b3 and α = b2/b1. Then we get
Keα(t, s)|x(t)| ≥ |x(s)|, t ≤ s.
Exchanging s and t , one has
|x(t)| ≤ K |x(s)|e⊖α(t, s), t ≥ s.
Let X be a fundamental solution matrix of (3.1) and select a sequence {sm} ⊂ T such that sm →−∞ asm →∞. Define
Um = X−1(sm)V1, then Um is a k-dimensional subspace ofRn. Let ξ 1m, ξ 2m, . . . , ξ km denote the standard orthogonal basis of Um.
By the relative compactness of the unit sphere, there exist a sequence of integers {mv} such that mv → +∞ as v → +∞
and orthogonal unit vectors ξ 1, ξ 2, . . . , ξ k such that ξ imv → ξ i as v → +∞ for i = 1, 2, . . . , k. Let xj be solutions of (3.1)
with the initial conditions xj(ϑ) = ξ j, j = 1, 2, . . . , k, then x1, x2, . . . , xk are linearly independent. Consider any nontrivial
solution of (3.1) of the form
x(t) = a1x1(t)+ a2x2(t)+ · · · + akxk(t), ai ∈ R, i = 1, 2, . . . , k.
We will show that |x(t)| ≤ K |x(s)|e⊖α(t, s) for t ≥ s. If xmv is a solution of (3.1) according to the initial value xmv (ϑ) =∑k
j=1 ajξ
j
mv (t), then xmv (t) → x(t) as v → +∞ for every t ∈ T. Since xmv (ϑ) ∈ Umv , we have xmv (smv ) ∈ V1 and
|xmv (t)| ≤ K |xmv (s)|e⊖α(t, s) for t ≥ s ≥ smv . Therefore, there exists a k-dimensional subspace V ∗1 of Rn such that|x(t)| ≤ K |x(s)|e⊖α(t, s) for t ≥ s and x(t) ∈ V ∗1 .
By carrying out arguments similar to those in the above discussion, it is not difficult to show that there exists an (n− k)-
dimensional subspace V ∗2 of Rn such that, for x(t) ∈ V ∗2 ,
|x(t)| ≤ K |x(s)|e⊖α(s, t), s ≥ t,
where V ∗1

V ∗2 = Rn, V ∗1

V ∗2 = ∅. Since A is bounded, there is a constant ρ > 0 such that supt∈T |A(t)| ≤ ρ, then we
have
|X(t)X−1(s)| ≤ eρ(t, s), t ≥ s.
Hence, by Theorem 3.1, (3.1) has an exponential dichotomy on T. The proof is complete. 
Next, we discuss the relationship between the exponential dichotomy of the linear dynamic equation (3.1) and the
bounded solutions of the inhomogeneous linear system corresponding to (3.1). Some necessary and sufficient conditions
are derived for (3.1) to have an exponential dichotomy. In the following discussion, if the solution is in a Caratheodory
sense, the corresponding required Lebesgue theory is given in [18]. In addition, one can find the treatment of the piecewise
rd-continuous inhomogeneities in [11].
Consider the following inhomogeneous linear dynamic equation on time scales
x∆(t) = A(t)x(t)+ f (t), (3.10)
where A ∈ R, f ∈ Crd(T).
Define
C := {f ∈ Crd(T) : ‖f ‖C = sup
t∈T+
|f (t)|},
L :=

f ∈ Crd(T) : ‖f ‖L =
∫ ∞
ϑ
|f (τ )|1τ

,
M :=

f ∈ Crd(T) : ‖f ‖M = sup
t∈T+
1
ω
∫ t+ω
t
|f (τ )|1τ , where T is ω-periodic with ω > 0

.
It is not difficult to show that C, L andM are all the Banach spaces.
Lemma 3.1. If g ∈ M is a non-negative function with 1
ω
 t+ω
t g(τ )1τ ≤ N2 for all t ≥ ϑ , then∫ t
ϑ
e⊖α1(t, σ (τ ))g(τ )1τ ≤
N2ω(1+ α1χ)
1− e⊖α1(ϑ + ω, ϑ)
,∫ ∞
t
e⊖α2(σ (τ ), t)g(τ )1τ ≤
N2ω
1− e⊖α2(ϑ + ω, ϑ)
hold for α1, α2 > 0 and t ≥ ϑ .
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Proof. First, we have
e⊖α1(t, σ (τ )) = eα1(σ (τ ), t) = (1+ µ(τ)α1)eα1(τ , t) = (1+ µ(τ)α1)e⊖α1(t, τ ).
It follows that∫ t−nω
t−(n+1)ω
(1+ µ(τ)α1)e⊖α1(t, τ )g(τ )1τ ≤ (1+ α1χ)e⊖α1(t, t − nω)
∫ t−nω
t−(n+1)ω
g(τ )1τ
= N2ω(1+ α1χ)e⊖α(t, t − nω).
Hence∫ t
ϑ
e⊖α1(t, σ (τ ))g(τ )1τ ≤
+∞−
n=0
∫ t−nω
t−(n+1)ω
(1+ µ(τ)α1)e⊖α1(t, τ )g(τ )1τ
≤ N2ω(1+ α1χ)
+∞−
n=0
e⊖α1(t, t − nω)
= N2ω(1+ α1χ)
1− e⊖α1(ϑ + ω, ϑ)
.
For the second inequality, we have
e⊖α2(σ (τ ), t) = (1+ µ(τ) · (⊖α2)(τ ))e⊖α2(τ , t) = (1+ µ(τ)α2)−1e⊖α2(τ , t), τ ≥ t.
Arguments similar to the above discussion lead to∫ +∞
t
e⊖α(σ (τ ), t)g(τ )1s ≤ N2ω1− e⊖α2(ϑ + ω, ϑ)
.
The proof is complete. 
The following lemma will be very useful. We first assume that U1 is the subspace of Rn consisting of the initial values of
all bounded solutions of (3.1), and U2 is any fixed subspace of Rn supplementary to U1 such that Rn can be written as the
direct sum Rn = U1 ⊕ U2. With the help of Lebesgue theory on measure chains (see [18] or [11]), similar to what is done in
Proposition 3.4 in [3], one has
Lemma 3.2. If (3.10) has a bounded solution for f ∈ B , where B denotes any one of the Banach spaces C, L,M, then there
exists a positive constant rB such that, for every f ∈ B , the unique bounded solution y(t) of (3.10) with y(ϑ) ∈ U2 satisfies
‖y‖C ≤ rB‖f ‖B .
Now we state and prove our main theorems.
Theorem 3.5. Assume that A ∈ R is bounded. Then (3.1) has an ordinary dichotomy on T+ if and only if (3.10) has at least one
bounded solution for every f ∈ L.
Proof (Necessity). Assume that (3.1) has an ordinary dichotomy on T+. Then it is easy to show that
x(t) =
∫ t
ϑ
X(t)PX−1(σ (τ ))f (τ )1τ −
∫ ∞
t
X(t)(I − P)X−1(σ (τ ))f (τ )1τ (3.11)
is a solution of (3.10) and |x(t)| ≤ max{K1, K2}‖f ‖L for all t ∈ T+.
(Sufficiency) Assume that (3.10) has at least one bounded solution for every f ∈ L. Set
G(t, s) =

X(t)PX−1(s) for t > s ≥ ϑ,
−X(t)(I − P)X−1(s) for s > t ≥ ϑ,
where X is a fundamental solution matrix of (3.1) with X(ϑ) = I . Let y(t) = ∞
ϑ
G(t, σ (τ ))f (τ )1τ . For a fixed t1 ∈ T+,
choose a function f ∈ Lwhich vanishes for t ≥ t1. Since
y(t) = X(t)P
∫ t1
ϑ
X−1(σ (τ ))f (τ )1τ , t ≥ t1
and
y(ϑ) = −(I − P)
∫ t1
ϑ
X−1(σ (τ ))f (τ )1τ ∈ U2,
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then y(t) =  t1
ϑ
G(t, σ (τ ))f (τ )1τ is a bounded solution of (3.10). By Lemma 3.2, we have ‖y‖C ≤ rL‖f ‖L. For any fixed
point s ∈ T+, we have three cases as in the following: (1) s is right-dense; (2) s is both right-scattered and left-scattered; (3)
s is right-scattered and left-dense. By carrying out arguments similar to those in the proof of Theorem 4.1 in [15], we have
|X(t)PX−1(s)| ≤ rL(1+ χ‖A‖C ) for t > s,
|X(t)(I − P)X−1(s)| ≤ rL(1+ χ‖A‖C ) for s < t.
(3.12)
Meanwhile, from the continuity of X(t), it follows that (3.12) is also valid for s = t . This completes the proof. 
Theorem 3.6. Assume that (3.1) has bounded growth. Then (3.1) has an exponential dichotomy on T+ if and only if (3.10) has
at least one bounded solution for every f ∈ C.
Proof (Necessity). Assume that (3.1) has an exponential dichotomy on T+. Then (3.11) is a solution of (3.10) and
|x(t)| ≤ ‖f ‖C
∫ t
ϑ
|X(t)PX−1(σ (τ ))|1τ +
∫ ∞
t
|X(t)(I − P)X−1(σ (τ ))|1τ

≤ ‖f ‖C

K1
∫ t
ϑ
e⊖α1(t, σ (τ ))1τ + K2
∫ ∞
t
e⊖α2(σ (τ ), t)1τ

≤ ‖f ‖C

K1(1+ α1χ)
α1
+ K2
α2

.
(Sufficiency) Assume that (3.10) has at least one bounded solution for every function f ∈ C . For a fixed t¯ ∈ T+, choose a
rd-continuous function ψ such that 0 ≤ ψ(t) ≤ 1 for all t ≥ ϑ and ψ(t) = 0 for t ≥ t¯ . Set f (t) = ψ(t)x(t)/|x(t)|, where
x(t) = X(t)ξ is any nontrivial solution of (3.10). Obviously, ‖f ‖C ≤ 1. By carrying out similar arguments as those in the
proof of sufficiency in Theorem 3.5 and by the arbitrary nature of ψ , we have
∫ t¯
t0
G(t, τ )x(τ )|x(τ )|−11τ
 ≤ rC for ϑ ≤ t0 ≤ t¯ and t ≥ ϑ.
If t¯ = t or t0 = t , then
|X(t)Pξ |
∫ t
t0
|X(τ )ξ |−11τ ≤ rC for t ≥ t0 ≥ ϑ,
|X(t)(I − P)ξ |
∫ t¯
t
|X(τ )ξ |−11τ ≤ rC for t ≤ t¯ ≤ ∞.
(3.13)
Replacing ξ by Pξ or (I − P)ξ , we get∫ s
t0
|X(τ )Pξ |−11τ ≤ e⊖r−1C (t, s)
∫ t
t0
|X(τ )Pξ |−11τ for t ≥ s ≥ t0,∫ t¯
s
|X(τ )(I − P)ξ |−11τ ≤ e⊖r−1C (s, t)
∫ t¯
t
|X(τ )(I − P)ξ |−11τ for t ≤ s ≤ t¯.
(3.14)
According to the condition, (3.1) has bounded growth, then there exist an N ≥ 1 and a β > 0 such that |X(t)X−1(s)| ≤
Neβ(t, s) for t ≥ s. Assume that x is any solution of (3.1) and let x1(t) = X(t)PX−1(t)x(t), x2(t) = X(t)(I − P)X−1(t)x(t).
Next we show that |x1(t)| ≤ eN|x(s)|e⊖r−1C (t, s) for s ≤ t <∞ if |x1(t)| ≤ N|x(s)| for some fixed s ≥ ϑ and s ≤ t ≤ s+ rC .
Let t∗ = inf{t ∈ T+|t ≥ s + rC }. Since x is a solution of (3.1), then x(t) = X(t)ξ . Replacing t0 by s and s by t∗ in the first
inequality of (3.14), we obtain
rC
N|x(s)| ≤
∫ t∗
s
|x1(τ )|−11τ ≤ ee⊖r−1C (t, s)
∫ t
s
|x1(τ )|−11τ , t ≥ s+ rC .
By the first inequality of (3.13), we have
|x1(t)| ≤ rC
∫ t
s
|x(τ )|−11τ
−1
≤ eN|x(s)|e⊖r−1C (t, s), t ≥ s+ rC .
Note that
ee⊖r−1C (t, s) ≥ ee
−r−1C (t−s) ≥ 1, s ≤ t ≤ s+ rC .
J. Zhang et al. / Computers and Mathematics with Applications 60 (2010) 2387–2398 2395
This implies that
|x1(t)| ≤ eN|x(s)|e⊖r−1C (t, s), s ≤ t <∞. (3.15)
Similarly, if |x2(t)| ≤ N|x(s)| for some fixed s ≥ ϑ and max{ϑ, s− rC } ≤ t ≤ s, we also have
|x2(t)| ≤ eN|x(s)|e⊖r−1C (s, t), ϑ ≤ t ≤ s. (3.16)
Replacing ξ by X−1(s)ξ and putting t¯ = ∞ in the second inequality of (3.13) produce
|X(t)(I − P)X−1(s)ξ | ≤ rC
∫ ∞
s
|X(τ )X−1(s)ξ |−11τ
−1
≤ rC

N−1|ξ |−1
∫ ∞
s
eβ(s, τ )1τ
−1
, t ≤ s.
Since ξ is arbitrary, we obtain
|X(t)(I − P)X−1(s)| ≤ rCβN, t ≤ s.
Similarly,
|X(t)(I − P)X−1(s)| ≤ rCβNeβ(t, s), t ≥ s.
Then
|X(t)PX−1(s)| ≤ (1+ rCβ)Neβ(t, s), t ≥ s.
Let t0 = s, then by the first inequality of (3.13), we have
|X(t)PX−1(s)| ≤ rCβN[1− e⊖β(t, s)]−1, t > s.
Therefore, we consider the following two cases:
(1) If χ = 0, similarly as those in [3], we conclude that
|X(t)PX−1(s)| ≤ (1+ 2rCβ)N, t ≥ s.
(2) If χ > 0, it follows from (3.3) that
|X(t)PX−1(s)| ≤ rCβN

1−

1
1+ βχ
 t−s
χ
−1
, t > s.
Then we get
|X(t)PX−1(s)| ≤ rCN(1+ βχ)
χ
, t − s ≥ χ.
Meanwhile, for t − s ≤ χ , we obtain
|X(t)PX−1(s)| ≤ N(1+ rCβ)eβ(t, s) ≤ N(1+ rCβ)eβ(t−s)
≤ N(1+ rCβ)eβχ .
Hence, we have
|X(t)PX−1(s)| ≤ max

rCN(1+ βχ)
χ
, N(1+ rCβ)eβχ

, t ≥ s.
Define
K(χ) =

(1+ 2rCβ)N if χ = 0,
max

rCN(1+ βχ)
χ
, N(1+ rCβ)eβχ

if χ > 0.
Then |X(t)PX−1(s)| ≤ K(χ) for t ≥ s. It follows from (3.15) and (3.16) that
|X(t)PX−1(s)| ≤ eK(χ)e⊖r−1C (t, s) for t ≥ s ≥ ϑ,
|X(t)(I − P)X−1(s)| ≤ erCβNe⊖r−1C (s, t) for s ≥ t ≥ ϑ.
This implies that (3.1) has an exponential dichotomy on T+. 
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Theorem 3.7. Assume that A ∈ R is bounded. Then (3.1) has an exponential dichotomy on T+ if and only if (3.10) has at least
one bounded solution for every f ∈ M.
Proof (Necessity). Assume that (3.1) has an exponential dichotomy on T+. Obviously, (3.11) is a solution of (3.10). It follows
from Lemma 3.1 that
|x(t)| ≤
∫ t
ϑ
|X(t)PX−1(σ (τ ))f (τ )|1τ +
∫ ∞
t
|X(t)(I − P)X−1(σ (τ ))f (τ )|1τ
≤ K1
∫ t
ϑ
e⊖α1(t, σ (τ ))|f (τ )|1τ + K2
∫ ∞
t
e⊖α2(σ (τ ), t)|f (τ )|1τ
≤

K1ω(1+ α1χ)
1− e⊖α1(ϑ + ω, ϑ)
+ K2ω
1− e⊖α2(ϑ + ω, ϑ)

‖f ‖M .
(Sufficiency) If T is ω-periodic, then C ⊂ M and L ⊂ M . By the proof of Theorems 3.5 and 3.6, we take α1 = α2 = r−1C
and K1 = K2 = e(rL + χ‖A‖C ) such that (3.2) holds. 
4. Roughness of exponential dichotomy
The aim of this section is to explore the roughness of exponential dichotomy on time scales by using the results obtained
in the previous sections. Consider the following linearly perturbed dynamic equation and semi-linear dynamic equation
x∆(t) = (A(t)+ B(t))x(t) (4.1)
and
x∆(t) = (A(t)+ B(t))x(t)+ f (t), (4.2)
where A+ B ∈ R and f ∈ B (B denotes any one of the Banach spaces C, L,M).
Theorem 4.1. Assume that A ∈ R is bounded and (3.1) has an exponential dichotomy on T. Then there exists a δ > 0 such
that (4.1) has also an exponential dichotomy on T when supt∈T |B(t)| < δ.
Proof. By Theorem 3.4, there exists a symmetric, bounded and regular matrix function G such that the quadratic form
V (t, x) = xTG(t)x satisfies
V∆(t, x(t)) = xT (t)[AT (t)G(t)+ (1+ µ(t)AT (t))(G∆(t)+ G(σ (t))A(t))]x(t) ≥ ρ1|x(t)|2,
where x is any solution of (3.1) and ρ1 > 0. Let supt∈T |G(t)| ≤ ρ2, supt∈T |A(t)| ≤ ρ3, and choose δ > 0 such that
2ρ2δ(1+ χρ3)+ χρ2δ2 ≤ ρ1/2. Then, for any solution y of (4.1), we have
V∆(t, y(t)) = (yT (t))∆G(t)y(t)+ yT (σ (t))G∆(t)y(t)+ yT (σ (t))G(σ (t))y∆(t)
= yT (t)[(A(t)+ B(t))TG(t)+ (1+ µ(t)(A(t)+ B(t))T )(G∆(t)+ G(σ (t))(A(t)+ B(t)))]y(t)
= yT (t)[AT (t)G(t)+ (1+ µ(t)AT (t))(G∆(t)+ G(σ (t))A(t))+ BT (t)G(t)+ µ(t)BT (t)G∆(t)
+µ(t)BT (t)G(σ (t))B(t)+ µ(t)BT (t)G(σ (t))A(t)+ (1+ µ(t)AT (t))G(σ (t))B(t)]y(t)
= yT (t)[AT (t)G(t)+ (1+ µ(t)AT (t))(G∆(t)+ G(σ (t))A(t))
+ BT (t)G(σ (t))(I + µ(t)A(t))+ (I + µ(t)AT (t))G(σ (t))B(t)+ µ(t)BT (t)G(σ (t))B(t)]y(t)
≥ ρ1|y(t)|2 − (2ρ2δ(1+ χρ3)+ χρ2δ2)|y(t)|2
≥ 1
2
ρ1|y(t)|2.
This implies that (4.1) has an exponential dichotomy on T. The proof is complete. 
Remark 4.1. In [15], we explore the roughness of exponential dichotomy only on T+ while Theorem 4.1 is valid on the
whole time scale T.
Theorem 4.2. Assume that A+ B ∈ R is bounded and f ∈ C. If (3.1) has an exponential dichotomy on [t0,∞) and
lim sup
t→∞
|B(t)| <

K1(1+ α1χ)
α1
+ K2
α2
−1
,
then (4.1) has also an exponential dichotomy on T+ with the projection Q , which is similar to P.
J. Zhang et al. / Computers and Mathematics with Applications 60 (2010) 2387–2398 2397
Proof. According to the condition, there exists a t∗0 ≥ t0 such that
sup
t∈[t∗0 ,∞)
|B(t)|

K1(1+ α1χ)
α1
+ K2
α2

< 1.
Define S = {y ∈ Crd(T+)|y is bounded}. For y ∈ S, define the mapping T by
(Ty)(t) =
∫ t
t∗0
X(t)PX−1(σ (τ ))(B(τ )y(τ )+ f (τ ))∆τ −
∫ ∞
t
X(t)(I − P)X−1(σ (τ ))(B(τ )y(τ )+ f (τ ))∆τ .
Obviously, (Ty)(t) is rd-continuous and
|(Ty)(t)| ≤

sup
t∈[t∗0 ,∞)
|B(t)|

‖y‖C + ‖f ‖C
∫ t
t∗0
|X(t)PX−1(σ (τ ))|1τ
+

sup
t∈[t∗0 ,∞)
|B(t)|

‖y‖C + ‖f ‖C
∫ ∞
t
|X(t)(I − P)X−1(σ (τ ))|1τ
≤ K1

sup
t∈[t∗0 ,∞)
|B(t)|

‖y‖C + ‖f ‖C
∫ t
t∗0
e⊖α1(t, σ (τ ))1τ
+ K2

sup
t∈[t∗0 ,∞)
|B(t)|

‖y‖C + ‖f ‖C
∫ ∞
t
e⊖α2(σ (τ ), t)1τ
= K1

sup
t∈[t∗0 ,∞)
|B(t)|

‖y‖C + ‖f ‖C
∫ t
t∗0
(1+ µ(τ)α1)eα1(τ , t)1τ
+ K2

sup
t∈[t∗0 ,∞)
|B(t)|

‖y‖C + ‖f ‖C
∫ ∞
t
(1+ (⊖α2)(τ )µ(τ))e⊖α2(τ , t)1τ
≤

sup
t∈[t∗0 ,∞)
|B(t)|

‖y‖C + ‖f ‖C

K1(1+ α1χ)
α1
+ K2
α2

.
Then T : S → S. Moreover, for any y1, y2 ∈ S, we have
‖Ty1 − Ty2‖ ≤

sup
t∈[t∗0 ,∞)
|B(t)|

K1(1+ α1χ)
α1
+ K2
α2

‖y1 − y2‖.
Therefore, T is a contraction mapping. This implies that T has a unique fixed point y in S, which is a bounded solution of
(4.1). By Theorems 3.6 and 3.2, (4.1) has an exponential dichotomy on T+ for some projection Q . By carrying out similar
arguments as those in the proof of Theorem 4.1 in [15], we show that Q is similar to P . 
Remark 4.2. Compared with Theorem 4.2 in [15], Theorem 4.2 here does not give a more accurate estimate for exponential
growth rate. However, the conditions in Theorem 4.2 are much sharper and the proof is much more concise.
Similarly, we have
Theorem 4.3. Assume that A+B ∈ R is bounded, T isω-periodic withω > 0 and f ∈ M. If (3.1) has an exponential dichotomy
on [t0,∞) and
lim sup
t→∞
|B(t)| <

K1(1+ α1χ)
1− e⊖α1(ϑ + ω, ϑ)
+ K2
1− e⊖α2(ϑ + ω, ϑ)
−1
,
then (4.1) has also an exponential dichotomy on T+ with the projection Q , which is similar to P.
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