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Abstract
For a general class of difference operators Hε = Tε +Vε on 2((εZ)d ), where Vε is a multi-well potential
and ε is a small parameter, we analyze the asymptotic behavior as ε → 0 of the (low-lying) eigenvalues and
eigenfunctions. We show that the first n eigenvalues of Hε converge to the first n eigenvalues of the direct
sum of harmonic oscillators on Rd located at the several wells. Our proof is microlocal.
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1. Introduction
The central topic of this paper is the investigation of a rather general class of families of
difference operators Hε on the Hilbert space 2((εZ)d), as the small parameter ε > 0 tends to
zero. The operator Hε is given by
Hε = (Tε + Vε), where Tε =
∑
γ∈(εZ)d
aγ τγ , (1.1)
(τγ u)(x) = u(x + γ ) and (aγ u)(x) := aγ (x, ε)u(x) for x, γ ∈ (εZ)d , (1.2)
where Vε is a multiplication operator, which in leading order is given by V0 ∈ C∞(Rd).
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ically given by the spectrum of an adapted harmonic oscillator on L 2(Rd). We remark that the
limit ε → 0 is analog to the semiclassical limit h¯ → 0 for the Schrödinger operator −h¯2 + V .
The central result of this paper (the validity of the harmonic approximation) is the first basic
step in any WKB-theory for the Schrödinger operator (see e.g. Simon [19], Helffer and Sjös-
trand [11]). In our case, this basic step is considerably more difficult. The discrete kinetic operator
Tε is not a local operator (in particular, not a differential operator). Furthermore, Hε and the ap-
proximating harmonic oscillator act on different spaces. We remark that this is in fact crucial:
Letting Hε act on L2(Rd) would lead to infinite multiplicity of the point spectrum. In addi-
tion, the proofs for the Schrödinger operator in Simon [6,19] and Helffer and Sjöstrand [11]
use special identities for differential operators of second order. To overcome these difficulties,
we use a microlocal approach. The basic theorems necessary for our analysis are proven in
Appendix A.
This paper is based on the thesis Rosenberger [18]. It is the second in a series of papers
(see Klein and Rosenberger [14]); the aim is to develop an analytic approach to the semiclas-
sical eigenvalue problem and tunneling for Hε which is comparable in detail and precision to
the well-known analysis for the Schrödinger operator (see Simon [6,19] and Helffer and Sjös-
trand [11]). Our motivation comes from stochastic problems (see Klein and Rosenberger [14],
Bovier, Eckhoff, Gayrard and Klein [3,4], Baake, Baake, Bovier and Klein [2]). A large class of
discrete Markov chains analyzed in [4] with probabilistic techniques falls into the framework of
difference operators treated in this article.
We assume
Hypothesis 1.1.
(a) The coefficients aγ (x, ε) in (1.1) are functions
a : (εZ)d × Rd × (0,1] → R, (γ, x, ε) → aγ (x, ε), (1.3)
satisfying the following conditions:
(i) They have an expansion
aγ (x, ε) = a(0)γ (x)+ εa(1)γ (x)+R(2)γ (x, ε), (1.4)
where a(i)γ ∈ C∞(Rd) and |a(j)γ (x) − a(j)γ (x + h)| = O(|h|) for j = 0,1 uniformly
with respect to γ ∈ (εZ)d and x ∈ Rd . Furthermore R(2)γ ∈ C∞(Rd × (0,1]) for all
γ ∈ (εZ)d .
(ii) ∑γ a(0)γ = 0 and a(0)γ  0 for γ = 0.
(iii) aγ (x, ε) = a−γ (x + γ, ε) for x ∈ Rd , γ ∈ (εZ)d .
(iv) For any n ∈ N and α ∈ Nd there exists a C > 0 such that for j = 0,1 uniformly with
respect to x ∈ (εZ)d and ε∥∥∥∥∣∣∣∣ ·ε
∣∣∣∣n∂αx a(j). (x)∥∥∥∥
2γ ((εZ)
d )
 C and
∥∥∥∥∣∣∣∣ ·ε
∣∣∣∣n∂αx R(2). (x, ε)∥∥∥∥
2γ ((εZ)
d )
 Cε2. (1.5)
(v) span{γ ∈ (εZ)d | a(0)γ (x) < 0} = Rd for all x ∈ Rd .
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has an expansion
V̂ε(x) = V0(x)+ εV1(x)+R2(x; ε), (1.6)
where V0,V1 ∈ C∞(Rd), R2 ∈ C∞(Rd × (0, ε0]) for some ε0 > 0 and for any compact
set K ⊂ Rd there exists a constant CK such that supx∈K |R2(x; ε)| CKε2.
(ii) Vε is polynomially bounded and there exist constants R,C > 0 such that Vε(x) > C for
all |x|R and ε ∈ (0, ε0].
(iii) V0  0 and it takes the value 0 only at a finite number of points {xj }mj=1, where its
Hessian (
A˜jνμ
) := 1
2
(
∂2V0
∂xν∂xμ
(xj )
)
(1.7)
is positive definite (i.e. the absolute minima are non-degenerate). We call the minima
{xj }mj=1 of V0 potential wells.
We set for ε ∈ (0,1]
t (x, ξ ; ε) :=
∑
γ∈(εZ)d
aγ (x, ε) exp
(
− i
ε
γ · ξ
)
, x ∈ Rd, ξ ∈ Td (= Rd/(2π)Zd), (1.8)
and denote the function on R2d ×[0,1), which is 2π -periodic with respect to ξ by t as well. The
expansion (1.4) of aγ (x, ε) leads to the definition
t (x, ξ ; ε) = t0(x, ξ)+ εt1(x, ξ)+ t2(x, ξ ; ε), with
tj (x, ξ) :=
∑
γ∈(εZ)d
ajγ (x)e
− i
ε
γ ξ , j = 0,1,
t2(x, ξ, ε) :=
∑
γ∈(εZ)d
R(2)γ (x, ε)e
− i
ε
γ ξ . (1.9)
Hypothesis 1.1.
(c) At the minima xj of V0, we assume that t0 defined in (1.9) fulfills
t0(xj , ξ) > 0, if |ξ | > 0.
Remark 1.2. It follows from (the proof of) Klein and Rosenberger [14, Lemma 1.2], that under
the assumptions given in Hypothesis 1.1:
(a) t ∈ C∞(Rd × Td × [0,1)) and supx,ξ |∂αx ∂βξ t (x, ξ, ε)|  Cα,β for all α,β ∈ Nd uniformly
with respect to ε. Moreover t0 and t1 are bounded and supx,ξ |t2(x, ξ, ε)| = O(ε2).
(b) At ξ = 0, for fixed x ∈ Rd the function t0 defined in (1.9) has an expansion
t0(x, ξ) =
〈
ξ,B(x)ξ
〉+O(|ξ |4) as |ξ | → 0, (1.10)
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lations one gets
Bνμ(x) = − 12ε2
∑
γ∈(εZ)d
a(0)γ (x)γνγμ. (1.11)
(c) By Hypothesis 1.1(a)(iii) and since the aγ are real, the operator Tε defined in (1.1) is sym-
metric. In the probabilistic context, which is our main motivation, the latter is a standard
reversibility condition while the former is automatic for a Markov chain. Moreover, Tε is
bounded (uniformly in ε) by condition (a)(iv) and bounded from below by −Cε for some
C > 0 by condition (a)(iv), (iii) and (ii).
(d) A combination of the expansion (1.4) and the reversibility condition (a)(iii) leads to the fact
that the 2π -periodic function Rd 	 ξ → t0(x, ξ) is even.
(e) Since Tε is bounded, Hε = Tε +Vε defined in (1.1) possesses a self adjoint realization on the
maximal domain of Vε . Abusing notation, we shall denote this realization also by Hε and its
domain by D(Hε) ⊂ 2((εZ)d). The associated symbol is denoted by h(x, ξ ; ε). Clearly, Hε
commutes with complex conjugation.
We will use the notation
a˜ : Zd × Rd 	 (η, x) → a˜η(x) := a(0)εη (x) ∈ R (1.12)
and set
h˜0(x, ξ) := −h0(x, iξ) = t˜0(x, ξ)− V0(x) : R2d → R, (1.13)
where by Remark 1.2(d)
t˜0(x, ξ) := −t0(x, iξ) = −
∑
η∈Zd
a˜η(x) cosh(η · ξ). (1.14)
The main result of this paper is the following theorem:
Theorem 1.3. Let Hε be an operator satisfying Hypothesis 1.1 and let Aj := B
1
2
j A˜
jB
1
2
j , where
A˜j is given in (1.7) and Bj = B(xj ) is defined in (1.10). We denote by
Kj := −+
〈
x,Ajx
〉+ V1(xj )+ t1(xj ,0), j = 1, . . . ,m, (1.15)
the self adjoint operators on L2(Rd) defined by Friedrich extension and set K := ⊕mj=1 Kj
(which is self adjoint on ⊕mj=1 L2(Rd)).
Then for any fixed n ∈ N∗ and ε sufficiently small, Hε has at least n eigenvalues. Counting
multiplicity, we denote for k ∈ N∗ the kth eigenvalue of K by ek and the kth eigenvalue of Hε by
Ek(ε) (ordered by magnitude). Then, as ε → 0,
Ek(ε) = εek +O
(
ε
6
5
)
. (1.16)
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in Baake, Baake, Bovier and Klein [2].
The strategy of the proof of Theorem 1.3 is to restrict the Hamilton operator Hε to small
ε
2
5
-scaled neighborhoods of its critical points in x and ξ , i.e. to neighborhoods of {(xj ,0)}mj=1
in phase space. Then restricted to these regions, the difference operator can be compared with a
corresponding differential operator acting on L2(Rd).
We follow in part the ideas of the proof of Theorem 11.1 in Cycon, Froese, Kirsch and Si-
mon [6] on the quasi-classical eigenvalue limit of a Schrödinger operator. But in contrast to this
proof, our difference operator Tε depends on both position and momentum and acts on a different
space than the harmonic oscillator. The first step of the proof consists in localizing the operator
simultaneously with respect to x and ξ , which is done by use of a version of microlocal calcu-
lus adapted to the discrete setting as introduced in Definition 2.1. These localized operators still
act on 2((εZ)d). The second step consists in comparing the localized operators on 2((εZ)d)
with the associated localized operators on L2(Rd), which are standard pseudo-differential oper-
ators. With these preparations, the remaining part of the proof follows closely the arguments in
Simon [19].
The plan of the paper is as follows. We introduce in Section 2 some notations, define symbol-
spaces on Rd × Td and associated operators and state some essential results concerning these
symbols and operators. In Section 3 we state and prove lemmata, which are essential ingre-
dients for the proof of Theorem 1.3. Proposition 3.1, Lemma 3.3 and Lemma 3.6 contain the
main estimates on the error introduced by localizing the relevant operators on 2((εZ)d) and
L2(Rd). Lemma 3.7 estimates the difference between these operators. The proof of Theorem 1.3
is finally given in Section 4. Appendix A is concerned with pseudo-differential operators in the
discrete setting. In particular, we collect some properties of symbols and prove the 2-continuity
of pseudo-differential operators with symbols in Srδ (1)(Rd × Td) (see Definition 2.1). In Ap-
pendix B we show an analog of the theorem of Persson for some class of difference operators.
2. Notations and preliminaries
For ε > 0, we consider 2((εZ)d), the space of square summable functions on the ε-scaled
lattice, with scalar product
〈u,v〉2 :=
∑
x∈(εZ)d
u¯(x)v(x), u, v ∈ 2((εZ)d). (2.1)
Denoting the d-dimensional torus by Td := Rd/(2π)Zd , we identify functions in L2(Td) with
periodic functions in L2loc(R
d). Then
〈f,g〉T :=
∫
[−π,π]d
f¯ (ξ)g(ξ) dξ, (2.2)
denotes the scalar product in L2(Td). We denote the associated norms by ‖ · ‖2 and ‖ · ‖T.
The discrete Fourier transform Fε : L2(Td) → 2((εZ)d) is defined by
(Fεf )(x) := 1√
2πd
∫
d
e−ix·
ξ
ε f (ξ) dξ, f ∈ L2(Td) (2.3)[−π,π]
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F−1ε v
)
(ξ) := 1√
2πd
∑
x∈(εZ)d
eix·
ξ
ε v(x), v ∈ 2((εZ)d), (2.4)
where x · y := 〈x, y〉 :=∑dj=1 xjyj for x, y ∈ Rd and points in Td are identified with points in
[−π,π]d . Then Fε is an isometry, i.e.,
〈v,u〉2 =
〈
F−1ε v,F−1ε u
〉
T
, u, v ∈ 2((εZ)d). (2.5)
On L2(Rd) we denote by 〈f,g〉L2 :=
∫
Rd
f¯ (ξ)g(ξ) dξ the standard scalar product and we
introduce the ε-scaled Fourier transform(
F−1ε f
)
(ξ) := (ε√2π)−d
∫
Rd
e
i
ε
ξ ·xf (x) dx,
(Fεu)(x) := (
√
2π)−d
∫
Rd
e−
i
ε
ξ ·xu(ξ) dξ, (2.6)
where compared to the usual Fourier transform the roles of x and ξ are interchanged. We notice
that for any f,g ∈ L2(Rd) 〈
F−1ε f
∣∣F−1ε g〉L2(Rdξ ) = ε−d〈f |g〉L2(Rdx ). (2.7)
We write 〈x〉 :=√1 + |x|2 for x ∈ Rd .
We introduce the symbol-spaces S(m)(Rd ×Td) and Srδ (m)(Rd ×Td) depending on the small
parameter ε ∈ (0,1] following Dimassi and Sjöstrand [7]. A corresponding symbolic calculus is
introduced in Appendix A.
Definition 2.1.
(a) A function m : Rd × Td → [0,∞) is called an order function, if there exist constants
C0,N1 > 0 such that
m(x, ξ) C0〈x − y〉N1m(y,η), x, y ∈ Rd, ξ, η ∈ Td .
(b) For δ ∈ [0,1], the space Skδ (m)(Rd ×Td) consists of functions a(x, ξ ; ε) on Rd ×Td ×(0,1],
such that there exist constants Cα,β > 0 such that for all ε ∈ (0,1], (x, ξ) ∈ Rd × Td∣∣∂αx ∂βξ a(x, ξ ; ε)∣∣ Cα,βm(x, ξ)εk−δ(|α|+|β|). (2.8)
The best constants Cα,β in (2.8) are denoted by ‖a‖α,β and endow Skδ (m)(Rd × Td) with a
Fréchet-topology.
(c) Let aj ∈ Skjδ (m), kj ↗ ∞, then we write a ∼
∑∞
j=0 aj if a−
∑N
j=0 aj ∈ SkN+1δ (m) for every
N ∈ N.
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by
OpTε (a)v(x) := (2π)−d
∑
y∈(εZ)d
∫
[−π,π]d
e
i
ε
(y−x)ξ a(x, ξ ; ε)v(y) dξ. (2.9)
We show in Appendix A, Lemma A.2 that OpTdε (a) is continuous on
s
(
(εZ)d
) := {u : (εZ)d → C ∣∣∣ ‖u‖α := sup
x∈(εZ)d
∣∣xαu(x)∣∣< ∞, α ∈ Nd}, (2.10)
equipped with the Fréchet-topology associated to the family of seminorms ‖ · ‖α . By standard
arguments, s((εZ)d) is dense in 2((εZ)d).
For a ∈ Srδ (1)(Rd × Td) with 0  δ  12 , a version of the Calderon–Vaillancourt Theorem
holds (Proposition A.6). More precisely, there exists a constant M > 0 such that for any u ∈
s((εZ)d) and any ε ∈ (0,1]
∥∥OpTε (a)u∥∥2((εZ)d ) Mεr‖u‖2((εZ)d ).
Defining the #-product
# : C∞0
(
R
d × Td)×C∞0 (Rd × Td) 	 (a, b) → a # b ∈ C∞(Rd × Td)
by
(a # b)(x, ξ ; ε) := (e−iεDy ·Dξ a(x, ξ ; ε)b(y, η; ε))∣∣ y=x
η=ξ
.
Corollary A.5 tells us that this product has a bilinear continuous extension to symbol spaces:
# : Sr1δ1 (m1)
(
R
d × Td)× Sr2δ2 (m2)(Rd × Td)→ Sr1+r2δ (m1m2)(Rd × Td)
for all δk ∈ [0, 12 ], k = 1,2, and all order functions m1, m2, where δ := max{δ1, δ2}. Furthermore,
for δj < 12 , j = 1,2, it has the expansion
(a # b) ∼
∞∑
j=0
(a # b)j with (a # b)j =
∑
|α|=j
(iε)|α|
|α|!
(
∂αξ a
)(
∂αx b
)
in Sr1+r2δ (m1m2)(Rd × Td) for all a, b ∈ S
rj
δj
(mj )(R
d × Td), j = 1,2 (in the sense of Defini-
tion 2.1(e) with kj = r1 + r2 + j (1 − 2δ)).
We recall that the #-product reflects the composition of operators, i.e.
(
OpTε (a)
) ◦ (OpTε (b))= OpTε (a # b).
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OpTε (e−
i
ε
γ ·ξ ) = τγ and thus
OpTε (t) = Tε.
Remark 2.2. Any function f ∈ C∞0 (Rdξ ), which is supported in (−π,π)d , admits a unique C∞
periodic continuation to Rd . Thus any such f can be considered as a function on the torus Td .
We shall denote this function on Td by f˜ .
Let k ∈ C∞0 (Rd) be a cut-off function on Rd such that k(ξ) = 1 for |ξ |  2 and suppk ⊂
(−π,π)d . Then the truncated quadratic approximation of t given by
tπ,q(x, ξ) :=
(〈
ξ,B(x)ξ
〉+ εt1(x,0))k(ξ), ξ ∈ Rd, x ∈ Rd , (2.11)
defines a function t˜π,q ∈ S00(1)(Rd × Td) (with the notation of Remark 2.2). The associated
bounded operator on the lattice (see (2.9)) is denoted by OpTε (t˜π,q) =: Tε,q .
Moreover we define for a potential well xj of V0 in the sense of Hypothesis 1.1
t˜π,q,j (ξ) := t˜π,q(xj , ξ) and Tε,q,j := OpTε (t˜π,q,j ). (2.12)
To compare Hε with a harmonic oscillator on L2(Rd), we associate to t (considered as an element
of S00(1)(R
2d) in the sense of Definition A.1) the translation operator on L2(Rd)
T̂ε := Opε(t) =
∑
γ∈(εZ)d
aγ (x, ε)τγ , x ∈ Rd (2.13)
(see (A.1)), and we define the associated Hamilton operator Ĥε on D(Ĥε) = {V̂εu ∈ L2(Rd)} as
Ĥεu(x) :=
∑
γ∈(εZ)d
aγ (x, ε)u(x + γ )+ V̂ε(x)u(x), u ∈D(Ĥε). (2.14)
Setting tq(x, ξ) := 〈ξ,B(x)ξ 〉 + εt1(x,0) on Rd × Rd , we have
T̂q := Opε(tq) = −ε2
d∑
ν,μ=1
Bνμ(x)∂ν∂μ + εt1(x,0). (2.15)
For xj ∈ Rd as above we set
tq,j (ξ) := tq(xj , ξ)
(
ξ ∈ Rd) and Opε(tq,j ) =: T̂q,j . (2.16)
Remark 2.3. We denote by Gx0 = (εZ)d + x0 the ε-scaled lattice, shifted to the point x0 ∈ Rd .
Then x+γ ∈ Gx0 for any x ∈ Gx0 , x0 ∈ Rd and γ ∈ (εZ)d . If 1Gx0 is defined as the restriction map
to the lattice Gx0 , it follows that τγ commutes with 1Gx0 . Then Hε = Ĥε1G0 and Hε,x0 := Ĥε1Gx0
defines a natural realization of Hε on 2(Gx ).0
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expansion
V̂ε(x) = V jε (x)+ εO
(|x − xj |)+O(|x − xj |3)+R2(x, ε),
where
V jε (x) := V j0 (x)+ εV1(xj ), and V j0 (x) :=
〈
(x − xj ), A˜j (x − xj )
〉
. (2.17)
Remark 2.4. The operators Kj defined in (1.15) are harmonic oscillators with the additional
additive constant V1(xj ) + t1(xj ,0). Denoting by (ωjν )2 for ωjν > 0 the eigenvalues of the ma-
trix Aj , the eigenvalues of the operator Kj are given by
σ(Kj ) =
{
eα,j =
d∑
ν=1
(
ωjν (2αν + 1)
)+ V1(xj )+ t1(xj ,0) ∣∣∣ α ∈ Nd}. (2.18)
The spectrum σ(K) of K is the union σ(K) =⋃mj=1 σ(Kj ) of the spectra σ(Kj ) for all j .
The normalized eigenfunctions of the operators Kj associated to an eigenvalue eα,j are given
by
gα,Kj (x) = hα(x)e−ϕ
j
0 (x), α = (α1, . . . , αd) ∈ Nd0 , (2.19)
where
hα(x) = hα1
(〈
x, y
j
1
〉) · hα2(〈x, yj2 〉) · · · · · hαd (〈x, yjd 〉) (2.20)
(yjν ∈ Rd (ν = 1, . . . , d) denotes an orthonormal basis in Rd of eigenvectors of Aj ), and each
hαν is a one-dimensional Hermite polynomial
hk(t) = (−1)
k
√
2kk!π 14
et
2
(
d
dt
)k
e−t2 (2.21)
with k = αν . We assume hα to be normalized in the sense that ‖gα,Kj ‖L2 = 1. The phase function
in (2.19) is given by
ϕ
j
0 (x) :=
1
2
d∑
ν=1
ωjν
〈
x, yjν
〉2
. (2.22)
3. Localization estimates
The starting point of the proof lies in choosing a partition of unity. This permits us to treat
separately the neighborhoods of the minima and the region outside of these neighborhoods.
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(a) 0 χ  1,
(b) χ(x) = 1 if |x| 1 and χ(x) = 0 if |x| 2,
(c)
√
1 − χ2 ∈ C∞(Rd).
We define for s > 0 functions which localize in εs -scaled neighborhoods of the minima xj ,
1 j m, by
χj,ε,s(x) := χ
(
ε−s(x − xj )
)
, x ∈ Rd . (3.1)
For ε sufficiently small, suppχj,ε,s ∩ suppχk,ε,s = ∅ for k = j and thus by (c)
χ0,ε,s :=
√√√√1 − m∑
j=1
χ2j,ε,s ∈ C∞
(
R
d
)
and
m∑
j=0
χ2j,ε,s = 1.
Furthermore we set for j = 0,1, . . . ,m
χj,ε := χj,ε, 25 . (3.2)
Using this partition of unity, we obtain modulo O(ε2) for 1 j m with the notation V j1 (x) :=
V1(xj ) (using (1.6) and (2.17))∥∥χj,ε(V̂ε − V jε )χj,ε∥∥∞ = ∥∥χj,ε((V0 − V j0 )+ ε(V1 − V j1 ))χj,ε∥∥∞ (3.3)
 sup
x∈supp(χj,ε)
∣∣(V0 − V j0 )(x)∣∣+ ε∣∣(V1 − V j1 )(x)∣∣
= O(ε 65 ),
where the last estimate follows from (V0(x) − V j0 (x)) = O(|x − xj |3) and (V1 − V j1 )(x) =
O(|x − xj |) as x → 0 and from |x − xj | = O(ε 25 ) for x ∈ supp(χj,ε). We shall now simultane-
ously localize Tε around ξ = 0 and x = xj , which gives the main contribution to the low-lying
spectrum. To this end we define a partition of unity by
φ0,ε,s (ξ) := χ
(
ε−sξ
)
, ξ ∈ Rd (3.4)
and φ1,ε,s :=
√
1 − φ20,ε,s . To φ0,ε,s ∈ C∞0 (Rd) we associate φ˜0,ε,s ∈ C∞0 (Td) (see Remark 2.2).
Then φ˜1,ε,s (ξ) :=
√
1 − φ˜20,ε,s ∈ C∞(Td) satisfies φ˜20,ε,s + φ˜21,ε,s = 1. The functions φ˜k,ε,s can
be considered as elements of S02
5
(1)(Rd × Td) with associated operator OpTε (φ˜k,ε,s). As above
we set
φk,ε := φk,ε, 25 and φ˜k,ε := φ˜k,ε, 25 , k = 0,1. (3.5)
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sis 1.1 with the symbol t and let Tε,q,j denote the quadratic approximation of Tε , associated to
the symbol tπ,q,j defined in (2.12). Let χj,ε , 1 j m, and φ˜0,ε be the cut-off-functions defined
in (3.2) and (3.5) respectively. Then
‖P ‖ = O(ε 65 ), where P := χj,ε OpTε (φ˜0,ε)(Tε − Tε,q,j )OpTε (φ˜0,ε)χj,ε. (3.6)
Proof. By Proposition A.6, we only need to show that p ∈ S
6
5
δ (1) for some 0  δ  12 , where
P = OpTε (p). First we remark that for two symbols a, b ∈ Srδ (m), δ < 12 , where b has compact
support, and a function ψ ∈ C∞0 (Rd × Td) with ψ |suppb = 1, we have by Corollary A.5
a # b(x, ξ, ε) = aψ # b(x, ξ, ε)+O(ε∞). (3.7)
Now choose cut-off-functions φ̂0,ε(ξ) and χ̂j,ε constructed as above from χ̂ ∈ C∞0 (Rn) with
χ̂ = 1 for |x| 2 and χ̂ = 0 for |x| 3. By (A.12) and (3.7) it suffices to show that pˆ ∈ S
6
5
2
5
(1),
where
pˆ(x, ξ ; ε) := (χj,ε # φ˜0,ε # (t − tπ,q,j )φ̂0,εχ̂j,ε # φ˜0,ε # χj,ε)(x, ξ ; ε).
We first determine the symbol class of (t− tπ,q,j )φ̂0,εχ̂j,ε . Let α,β ∈ Nd , then for α1 +α2 = α
and β1 + β2 = β∣∣∂αx ∂βξ (t − tπ,q,j )φ̂0,εχ̂j,ε(x, ξ, ε)∣∣
=
∣∣∣∣ ∑
α1,α2,β1,β2
(
∂α1x ∂
β1
ξ (t − tπ,q,j )(x, ξ, ε)
)(
∂
β2
ξ φ̂0,ε(ξ)
)(
∂α2x χ̂j,ε(x)
)∣∣∣∣. (3.8)
Writing t− tπ,q,j = t− tπ,q + tπ,q − tπ,q,j , we use that by the definition of t1, Hypothesis 1.1(a)(i)
and Remark 1.2(a) for each x ∈ Rd
(t − tπ,q)(x, ξ, ε) = O
(|ξ |4)+ εO(|ξ |)+O(ε2)
and
(tπ,q − tπ,q,j )(x, ξ, ε) =
〈
ξ,
(
B(x)−B(xj )
)
ξ
〉+ ε(t1(x,0)− t1(xj ,0))
= O(|ξ |2)O(|x − xj |)+ εO(|x − xj |). (3.9)
The scaling in the definition of the cut-off-functions yields |x − xj | = O(ε 25 ) = |ξ |, therefore
by (3.9)
sup
|ξ |∈supp(φ̂0,ε)
sup
|x|∈supp(χ̂j,ε)
(
∂α1x ∂
β1
ξ (t − tπ,q,j )(x, ξ ; ε)
)
 Cε 65 −|β1| 25 −|α1| 25 . (3.10)
By construction φ̂0,ε, χ̂j,ε ∈ S02 (1), thus inserting (3.10) in (3.8) shows
5
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and therefore (t − tπ,q,j )φ̂0,εχ̂j,ε ∈ S
6
5
2
5
(1). The cut-off-functions χj,ε and φ˜0,ε are both elements
of S02
5
(1), thus by Corollary A.5 we get p ∈ S
6
5
2
5
(1)(Rd × Td). The estimate of the norm of the
associated operator in 2((εZ)d) follows by use of Proposition A.6. 
Remark 3.2. Using the symbolic calculus introduced in Dimassi and Sjöstrand [7], in particular
Proposition 7.7, Theorem 7.9 and Theorem 7.11, it is possible to show by similar considerations
as in the lattice case that for T̂ , T̂qj defined in (2.13) and (2.16) respectively, with the cut-off
functions χj,ε , φk,ε defined in (3.2) and (3.5), one has the norm estimate∥∥χj,ε(x)φ˜0,ε(εD)(Tε − Tεqj )φ˜0,ε(εD)χj,ε(x)∥∥∞ = O(ε 65 ). (3.11)
(3.6) suggests to define (see (2.17))
Ĥ j := T̂q,j + V j0 + εV1(xj ) = T̂q,j + V jε (3.12)
as an approximating operator of Ĥε and Hε respectively on L2(Rd). By means of the unitary
transformation Uf (x) :=
√
|detB−
1
2
j |f (B
− 12
j x), the operator Ĥ
j is unitarily equivalent to
Hj := −ε2+ 〈(x − xj ),Aj (x − xj )〉+ ε(V1(xj )+ t1(xj ,0))= U−1Ĥ jU, (3.13)
where Aj ,Bj are defined as in Theorem 1.3. Furthermore, by scaling, Hj is unitarily equivalent
to εKj . Thus the spectrum of Hj and Ĥj is given by εσ (Kj ). The eigenfunctions of Hj and Ĥ j
are
g′αj (x) = ε−
d
4 hα
(
x − xj√
ε
)
e
−ϕj0 (
x−xj√
ε
)
and gαj := Ug′αj (3.14)
respectively.
We will show now that modulo terms of order ε
6
5 one can decompose Hε with respect to the
partition of unity introduced above into a sum of Dirichlet operators. This is a generalization of
the IMS-localization formula for Schrödinger operators described for example in Cycon, Froese,
Kirsch and Simon [6].
Lemma 3.3. Let Hε = Tε + Vε satisfy Hypothesis 1.1 and denote by V jε the quadratic approxi-
mation of Vε defined in (2.17).
Let χj,ε , 0  j  m and φ˜k,ε , k = 0,1, be given by (3.2) and (3.5) respectively. Then the
following estimates hold in operator norm.
(a) Hε =
m∑
j=0
χj,εHεχj,ε +O
(
ε
6
5
)
.
(b) Tε + V jε = OpTε (φ˜0,ε)
(
Tε + V jε
)
OpTε (φ˜0,ε)+ OpTε (φ˜1,ε)
(
Tε + V jε
)
OpTε (φ˜1,ε)+O
(
ε
6
5
)
.
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Hε = 12
m∑
j=0
χ2j,εHε +
1
2
Hε
m∑
j=0
χ2j,ε =
m∑
j=0
χj,εHεχj,ε + 12
m∑
j=0
[
χj,ε, [χj,ε,Hε]
]
, (3.15)
therefore we have to estimate the double commutators on the right-hand side of (3.15).
Since t ∈ S00(1) and χj,ε ∈ S02
5
(1), j = 0, . . . ,m, it follows at once from Lemma A.8 that
[χj,ε, [χj,ε, t]#]# ∈ S
6
5
2
5
(1), which leads to (a) by Proposition A.6.
(b) The arguments are quite similar to (a), but we need to consider the expansions for the
symbolic double commutator, since the quadratic potential V jε is not bounded, but V jε ∈ S00(|x|2).
Thus the general result on the symbol class of the double commutator given in Lemma A.8 does
not allow to use Proposition A.6 directly. By Lemma A.8, the double commutator in the symbolic
calculus with α,α1, α2 ∈ Nd for k = 0,1 can be written as[
φ˜k,ε(ξ),
[
φ˜k,ε(ξ),
(
t + V jε
)
(x, ξ)
]
#
]
#
=
∑
|α|=2
(iε)|α|
(
∂αx
(
t + V jε
))
(x, ξ)
∑
α1+α2=α
(
∂
α1
ξ φ˜k,ε
)(
∂
α2
ξ φ˜k,ε
)
(ξ)+R3.
Now we use that t ∈ S00(1) and φ˜k,ε ∈ S02
5
(1) and furthermore that the second derivative of the
quadratic term V jε is constant. Thus all the summands are bounded, of order ε2−
4
5 and the ε-
order in lowered by 25 with each differentiation, i.e., they are elements of S
6
5
2
5
(1). By Lemma A.8,
the remainder R3 depends linearly on a finite number of derivatives ∂βx (h + V jε ) with |β|  3
(which is bounded) and (∂β1ξ φ˜k,ε)(∂β2ξ φ˜k,ε) with |β1| + |β2| 3. Thus it is an element of S
9
5
2
5
(1).
We therefore get [φ˜k,ε(ξ), [φ˜k,ε(ξ), (t + V jε )(x, ξ)]#]# ∈ S
6
5
2
5
(1), yielding by Proposition A.6 the
stated norm estimate for the associated operator. 
We shall now restrict the eigenfunctions gαj of Ĥ j introduced in (3.14) to the lattice (εZ)d .
We denote these restrictions by gεαj and we shall use them as approximate eigenfunctions for Hε .
Lemma 3.4. Let f,g denote eigenfunctions of Ĥ j as defined in (3.14) and f ε , gε their restriction
to (εZ)d . Then
〈
gε, f ε
〉
2 = ε−d
(〈g,f 〉L2 +O(√ε)). (3.16)
Proof. We use εd = ∫[x,x+ε)d dx to write〈
f ε, gε
〉
2 = I1 + I2 + I3, (3.17)
where
3422 M. Klein, E. Rosenberger / Journal of Functional Analysis 257 (2009) 3409–3453I1 = ε−d
∑
x∈(εZ)d
∫
[x,x+ε[d
(
f (x)− f (y))g(x)dy,
I2 = ε−d
∑
x∈(εZ)d
∫
[x,x+ε[d
f (y)
(
g(x)− g(y))dy (3.18)
and
I3 = ε−d
∫
Rd
f (y)g(y) dy = ε−d〈f,g〉L2 .
It thus remains to show that I1 and I2 are of order ε−d+
1
2
. By the scaling of f and since f =
O(ε− d4 )
sup
x∈(εZ)d
sup
y∈[x,x+ε)d
∣∣f (x)− f (y)∣∣ ε sup
z∈Rd
∣∣∇f (z)∣∣ Cε− d4 ε 12 . (3.19)
Thus, setting g(x) = ε− d4 g˜( x−xj√
ε
) for some j ∈ {1, . . . ,m}, we have by (3.18) and (3.19)
|I1| Cε 12 − d2
∑
y∈√εZd
g˜
(
y − xj√
ε
)
= O(ε 12 −d), (3.20)
where in the last step we used that by the definition of the Riemann integral
lim
ε→0 ε
d
2
∑
y∈(√εZ)d
∣∣∣∣g˜(y − xj√ε
)∣∣∣∣= ∫
Rd
∣∣f˜ (u)∣∣du, (3.21)
which is a constant independent of ε. The estimates for I2 are analogous. 
The functions gαj defined in (3.14) are localized near the well xj for j = 1, . . . ,m and de-
crease exponentially fast. We need the following localization estimates.
Lemma 3.5. For s < 12 let, χj,ε , χj,ε,s , 1 j m and φ˜0,ε,s , denote the cut-off functions defined
in (3.2), (3.1) and below (3.4) respectively. Let g(ε)αj denote the eigenfunctions of the harmonic
oscillator defined in (3.14) (or their restriction to the lattice). Then for ε → 0:
(a) There exists a constant C > 0 such that∣∣〈gαj , (1 − χ2j,ε,s)gαj 〉L2 ∣∣= O(e−Cε2s−1).
(b) For all N ∈ N ∣∣〈F−1ε (χj,εgεαj ), φ21,ε,sF−1ε (χj,εgεαj )〉T∣∣= O(εN ).
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∣∣〈gαj , (1 − χ2j,ε,s)gαj 〉L2 ∣∣ ∫
|x−xj |εs
∣∣gαj (x)∣∣2 dx.
Using gαj = O(ε− d4 ) and the exponential decay of gαj , the right-hand side can be estimated from
above by
cε−
d
2
∫
|x−xj |εs
p
(|u|)e−C |x−xj |2ε d|x − xj | = O(e−C2 ε2s−1) (3.22)
for some c,C > 0 and some polynomial p, proving (a).
(b) To prove this statement, we sum by parts. Setting v := F−1ε (χj,εgεαj ) and replacing the
function φ˜1,ε,s on its support by 1, we get
∣∣〈v,φ21,ε,sv〉T∣∣ ∫
[−π,π]d
|ξ |εs
∣∣v(ξ)∣∣2 dξ. (3.23)
We now estimate |v(ξ)|2. By the definition (2.4) of the inverse Fourier transform,
v(ξ) = 1√
2πd
∑
y∈(εZ)d
e
i
ε
ξ ·yχj,ε(y)gεαj (y). (3.24)
To analyze v and v¯, we use summation by parts and the discrete Laplace operator ε
(εf )(x) :=
(
d∑
ν=1
(τεeν + τ−εeν )− 2d
)
f (x). (3.25)
The operator ε is symmetric in 2((εZ)d), i.e.,
〈f,εh〉2 = 〈εf,h〉2 , f,h ∈ 2
(
(εZ)d
)
. (3.26)
By (3.25) we have
e±
i
ε
x·ξ = −
(
2d − 2
d∑
ν=1
cos(ξν)
)−1
εe
± i
ε
x·ξ . (3.27)
Combining (3.24), (3.27) and (3.26) for any N ∈ N leads to
√
2π
d
v(ξ) = −
(
2d − 2
d∑
ν=1
cos(ξν)
)−N ∑
d
(
Nε χj,εg
ε
αj
)
(x)e
i
ε
x·ξ . (3.28)x∈(εZ)
3424 M. Klein, E. Rosenberger / Journal of Functional Analysis 257 (2009) 3409–3453We shall estimate the first factor on the right-hand side of (3.28) for ξ ∈Mε := {ξ ∈ [−π,π]d |
|ξ | εs}. From the inequality π2(1 − cos ξν) ξ2ν for |ξν | π it follows that
1∑d
ν=1(2 − 2 cos(ξν))
 π
2
2
∑d
ν=1 ξ2ν
= π
2
2|ξ |2 , ξ ∈Mε
and therefore (
d∑
ν=1
(
2 − 2 cos(ξν)
))−N

(
π2
2ε2s
)N
= O(ε−2Ns), ξ ∈Mε. (3.29)
To find an estimate for the remaining series on the right-hand side of (3.28), we use the differen-
tiability of the functions χj,εgαj . We set u := ε d4 χj,εgαj , then by the chain rule and the scaling
of gαj and χj,ε
∂2ν u(x) = O
(
ε−1
)
, x ∈ Rd .
Thus Taylor expansion gives
εu(x) =
d∑
ν=1
(
u(x + εeν)− u(x)
)+ (u(x − εeν)− u(x))
= ε2
d∑
ν=1
1∫
0
(
∂2ν u(x + tεeν)+ ∂nu2u(x − tεeν)
)
dt
= O(ε). (3.30)
Iterating (3.30) gives
Nε u(x) = O
(
εN
)
. (3.31)
Inserting (3.31) and (3.29) into (3.28) gives
∣∣v(ξ)∣∣2 = O(ε− d2 +N(1−2s)), ξ ∈Mε. (3.32)
Inserting (3.32) into (3.23) shows (b). 
In the following lemma we use the above results to analyze the difference of matrix elements
for Hε , V jε and Tε and their localized approximations in the case s = 25 .
Lemma 3.6. Let Hε and Tε be given as in Hypothesis 1.1, V jε be given in (2.17) and T̂q,j
in (2.16). Let φ˜0,ε , φ0,ε and χj,ε , 1 j m, denote the cut-off functions defined in (3.5) and (3.2)
respectively. Let g(ε)αj denote the eigenfunctions of Ĥ j defined in (3.14) (or their restriction to the
lattice). Then for ε → 0:
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(b) There exists a constant c > 0 such that
∣∣〈gαj ,V jε gβl 〉L2 − 〈χj,εgαj ,V jε χj,εgβl 〉L2 ∣∣= O(e−cε− 15 ).
(c) ∣∣〈χj,εgεαj , Tεχj,εgεβl 〉2 − 〈OpTε (φ˜0,ε)χj,εgεαj , Tε OpTε (φ˜0,ε)χj,εgεβl 〉2 ∣∣= O(ε 65 ). (3.34)
(d) ∣∣〈gαj , T̂q,j gβl〉L2 − 〈Opε(φ0,ε)χj,εgαj , T̂q,j Opε(φ0,ε)χj,εgβl 〉L2 ∣∣= O(ε 65 ).
Proof. (a) By Lemma 3.3∣∣〈gεαj ,Hεgεβj 〉2 − 〈χj,εgεαj ,Hεχj,εgεβj 〉2 ∣∣
=
∣∣∣∣∣∑
k =j
〈
χk,ε(x)g
ε
αj , (Tε + Vε)χk,ε(x)gεβj
〉
2
∣∣∣∣∣+O(e 65 ). (3.35)
We consider the kinetic and potential term separately, starting with the potential term Vε . By
estimating (1 − χ2j,ε) on its support by 1 and using gβl = O(ε−
d
4 ), we get for some C > 0
∣∣〈gεαj , (1 − χ2j,ε)Vεgεβl 〉2 ∣∣ Cε− d4 ∑
x∈(εZ)d
|x−xj |ε
2
5
∣∣Vε(x)gεαj (x)∣∣.
Vε is by Hypothesis 1.1 polynomially bounded, thus the right-hand side is bounded from above
by
Cε−
d
2
∑
|x−xj |ε
2
5
∣∣p(|x − xj |)∣∣e−c |x−xj |2ε
for some c,C > 0 and some polynomial p. This yields for some c > 0
∣∣〈gεαj , (1 − χ2j,ε)Vεgεβl 〉2 ∣∣= O(e−cε− 15 ). (3.36)
The boundedness of Tε together with Lemma 3.5 yields∣∣∣∣∑
k =j
〈
χk,ε(x)g
ε
αj , Tεχk,ε(x)g
ε
βj
〉
2
∣∣∣∣ C∑
k =j
∥∥χk,εgεαj∥∥2 = O(e−cε− 15 ) (3.37)
for some c > 0. Inserting (3.36) and (3.37) in (3.35) shows the stated estimate.
(b) This is analogue to the proof of Lemma 3.5, since V jε just changes the polynomial term in
(3.22).
(c) By Lemma 3.3,
3426 M. Klein, E. Rosenberger / Journal of Functional Analysis 257 (2009) 3409–3453∣∣〈χj,εgεαj , Tεχj,εgεβl 〉2 − 〈OpTε (φ˜0,ε)χj,εgεαj , Tε OpTε (φ˜0,ε)χj,εgεβl 〉2 ∣∣
= ∣∣〈OpTε (φ˜1,ε)χj,εgεαj , Tε OpTε (φ˜1,ε)χj,εgεβl 〉2 ∣∣+O(ε 65 ). (3.38)
Since by (A.12) Tε OpTε (φ˜1,ε) = OpTε (tφ˜1,ε), we have by the isometry of Fε∣∣〈OpTε (φ˜1,ε)χj,εgεαj , Tε OpTε (φ˜1,ε)χj,εgεβl 〉2 ∣∣
= ∣∣〈φ˜1,εF−1ε (χj,εgεαj ), t φ˜1,εF−1ε (χj,εgεβl)〉T∣∣
 C
∥∥φ˜1,εF−1ε (χj,εgεαj )∥∥T∥∥φ˜1,εF−1ε (χj,εgεβl)∥∥T = O(ε∞), (3.39)
where the second estimate follows from the boundedness of t and the last from Lemma 3.5(b).
(d) We set P := Opε(φ0,ε)2T̂q,j , with symbol p(ξ) = φ20,ε(ξ)tq,j (ξ). Then, using (2.7),∣∣〈gαj , T̂q,j gβl〉L2 − 〈gαj ,Pgβl〉L2 ∣∣= εd ∣∣ 〈F−1ε gαj ,φ21,εtq,jF−1ε gβl 〉L2 ∣∣

∫
|ξ |ε 25
∣∣(F−1ε gαj )(ξ)tq,j (ξ)(F−1ε gβl)(ξ)∣∣dξ
 Cecε
− 15
, (3.40)
where we used that
∣∣(F−1ε gαj )(ξ)∣∣ Cε−N ∣∣q(ξ)e−c |ξ |2ε ∣∣
for some N ∈ N, C,c > 0 and some polynomial q(ξ). Next observe that by (3.15)
P −
m∑
j=0
χj,εPχj,ε = 12
[
χj,ε, [χj,ε,P ]
]= O(ε 65 ), (3.41)
since p ∈ S
4
5
2
5
(1) and χj,ε ∈ S02
5
(1), using PDO-calculus on Rd , in particular the theorem of
Calderon and Vaillancourt (see [7]). Furthermore
∑
k =j
∣∣〈gαj ,χk,εPχk,εgβl〉L2 ∣∣∑
k =j
‖χk,εgαj‖L2‖Pχk,εgβl‖L2 = O
(
e−cε
− 15 ) (3.42)
by Lemma 3.5(a). Combining
T̂q,j − χj,εPχj,ε = (T̂q,j − P)+
(
P −
m∑
k=0
χk,εPχk,ε
)
+
∑
k =j
χk,εPχk,ε
with (3.40), (3.41) and (3.42) proves (d). 
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2((εZ)d) with the eigenvalues of the harmonic oscillator, which is an unbounded self adjoint
operator on L2(Rd), we have to compare some matrix elements with respect to the scalar product
〈·,·〉2 with those with respect to 〈·,·〉L2 . How this can be done is shown in the next lemma, giving
an estimate for the difference of these terms.
Lemma 3.7. Let Tε,q,j and T̂q,j be defined in (2.12) and (2.16) respectively and let V jε be given
by (2.17). Let f,g ∈ L2(Rd) denote normalized eigenfunctions of Ĥ j given in (3.12) (of the form
(3.14)) and f ε, gε ∈ 2((εZ)d) their restrictions to the lattice. Let χj,ε , 1 j m, φ˜0,ε and φ0,ε
be the cut-off functions defined in (3.2) and (3.5). Then for ε sufficiently small
(a) for any α < 12〈
χj,εf
ε,OpTε (φ˜0,ε)Tε,q,j OpTε (φ˜0,ε)χj,εgε
〉
2
= ε−d(〈χj,εf,Opε(φ0,ε)T̂q,j Opε(φ0,ε)χj,εg〉L2 +O(ε1+α));
(b) 〈f ε,χj,εV jε χj,εgε〉2 = ε−d(〈f,χj,εV jε χj,εg〉L2 +O(ε 1310 )).
Remark 3.8. The estimate in (b) is a rough corollary of Lemma 3.5.
Proof of Lemma 3.7. (a) Let t˜π,q,j and tq,j be defined in (2.12) and (2.16) respectively. Then
we observe that φ˜20,ε t˜π,q,j on T
d can be identified with the function G := φ20,εtq,j on Rd , since
suppG ∈ (−π,π)d for ε sufficiently small. Setting
u1 :=F−1ε
(
χj,εf
ε
)
, u2 := F−1ε (χj,εf ),
v1 :=F−1ε
(
χj,εg
ε
)
, v2 := F−1ε (χj,εg), (3.43)
we obtain by use of (2.5) that the left-hand side of (a) is given by
〈u1,Gv1〉L2 = I1 + I2 + I3, (3.44)
where
I1 = 〈u1 − u2,Gv1〉L2 , I2 =
〈
u2,G(v1 − v2)
〉
L2 (3.45)
and
I3 = 〈u2,Gv2〉L2 = ε−d
〈
χj,εf,Opε(φ0,ε)T̂q,j Opε(φ0,ε)χj,εg
〉
L2 , (3.46)
where the last equality follows from the “Parseval” relation (2.7) for the ε-Fourier transform Fε
defined in (2.6). We claim that for any α < 12 and for j = 1,2
|Ij | = O
(
ε−d+1+α
)
, (3.47)
which together with (3.46) proves (a).
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any s < 12
|I1| ‖u1 − u2‖L2‖Gv1‖L2 = ‖h1 + h2‖L2(|ξ |<εs)‖Gv1‖L2(|ξ |<εs) +O
(
ε∞
)
, (3.48)
where, setting Qx := [x, x + ε]d ,
h1(ξ) = (ε
√
2π)−d
∑
x∈(εZ)d
∫
Qx
(
e
i
ε
x·ξ − e iε y·ξ )χj,εf (x) dy, (3.49)
h2(ξ) = (ε
√
2π)−d
∑
x∈(εZ)d
∫
Qx
e
i
ε
yξ h(y) dy, (3.50)
with
h(y) = (χj,εf )(y)− (χj,εf )(x), y ∈ Qx.
Thus we have h2(ξ) = F−1ε h(ξ), giving by (2.7)
‖h2‖L2 =
∥∥F−1ε h∥∥L2 = ε− d2 ‖h‖L2 . (3.51)
Using Lemma 3.5(a), we obtain for any s < 12 and ε sufficiently small
‖h‖2
L2 =
∫
|x−xj |<εs
∣∣h(y)∣∣2 dx +O(ε∞). (3.52)
In the domain of integration we have χj,ε = 1 for s ∈ ( 25 , 12 ) and ε sufficiently small. This gives,
applying the chain rule to the scaled function f ,
∣∣h(y)∣∣ ε sup
z∈Rd
∣∣∇f (z)∣∣ Cε− d4 ε 12 . (3.53)
Thus
( ∫
|x−xj |<εs
∣∣h(y)∣∣2 dy) 12  Cε−d( 12 −s)+1. (3.54)
Combining (3.54), (3.52) and (3.51) gives, taking 12 − s small,
‖h2‖L2  Cε−
d
2 ε
d
2 (
1
2 −s)+ 12 = O(ε− d2 εα) for any α < 1
2
. (3.55)
To estimate h1(ξ), observe that for y ∈ Qx
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y∈Qx
∣∣∣∣1ε (x − y) · ξ
∣∣∣∣ C|ξ |
uniformly in x and ξ . Inserting this into (3.49) and setting
f (x) = ε− d4 f˜
(
x − xj√
ε
)
(3.56)
gives by (3.21)
∣∣h1(ξ)∣∣ C ∑
x∈(εZ)d
|ξ |∣∣f (x)∣∣ C|ξ |ε− d4 ∑
y∈(√εZ)d
∣∣∣∣f˜(y − xj√ε
)∣∣∣∣ C|ξ |ε− 3d4 . (3.57)
From (3.57), we obtain
‖h1‖2L2(|ξ |<εs)  Cε−
3d
2
∫
|ξ |<εs
|ξ |2 dξ  Cε−dεd( 12 −s)+2s .
Thus, taking 12 − s small, we get for any α < 12
‖h1‖L2(|ξ |<εs)  Cαε−
d
2 +α. (3.58)
Furthermore, since sup|ξ |<εs |tq,j (ξ)| Cε2s , we get using (3.43) and (2.5)
‖Gv1‖L2(|ξ |<εs)  Cε2s
∥∥χj,εgε∥∥2 = O(ε− d2 +2s). (3.59)
Combining (3.59), (3.58), (3.55) and (3.48) proves (3.47) for I1. The estimate for I2 is similar.
(b) Using the identity εd = ∫
Qx
dy and setting W := χj,εV jε χj,ε , the left-hand side of (b) can
analog to (3.44) be written as 〈
f ε,Wgε
〉
2 = I1 + I2 + I3, (3.60)
where
I1 = 1
εd
∑
x∈(εZ)d
∫
Qx
(
f (x)− f (y))Wg(x)dy,
I2 = 1
εd
∑
x∈(εZ)d
∫
Qx
f (y)
(
Wg(x)−Wg(y))dy (3.61)
and
I3 = ε−d
∫
d
f (y)Wg(y)dy = ε−d 〈f,χj,εV jε χj,εg〉L2 . (3.62)
R
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|Ij | = O
(
ε
13
10 −d), j = 1,2. (3.63)
By the scaling of χj,ε
sup
x∈Rd
∣∣W(x)∣∣ sup
|x|2ε 25
∣∣V jε (x)∣∣= O(ε 45 ), (3.64)
since V jε is quadratic in x. Combining (3.20) and (3.64) shows (3.63) for j = 1. The proof for I2
is similar. 
We still need one more estimate for the proof of Theorem 1.3. It concerns replacing the x-
dependent quadratic approximation T̂q of the kinetic energy by the operator T̂q,j fixed at the
well xj .
Lemma 3.9. Let T̂q and T̂q,j be given by (2.15) and (2.16) respectively for 1 j m. Let χj,ε
be the cut-off function defined in (3.2) and f , g denote normalized eigenfunctions of Ĥ j given
in (3.12), then
∣∣〈f,χj,εT̂qχj,εg〉L2 − 〈f,χj,εT̂q,jχj,εg〉L2 ∣∣= O(ε 75 ).
Proof. By the definition of the operators T̂q and T̂q,j
∣∣〈f,χj,ε(T̂q − T̂q,j )χj,εg〉L2 ∣∣
=
∣∣∣∣〈f,χj,ε[ε2 ∑
ν,μ
(
Bνμ(x)−Bνμ(xj )
)
∂ν∂μ + ε
(
t1(x,0)− t1(xj ,0)
)]
χj,εg
〉
L2
∣∣∣∣.
As g is scaled by ε− 12 ,
∥∥ε2∂ν∂μχj,εg∥∥L2 = O(ε). (3.65)
Since |x − xj |  2ε 25 in the support of χj,ε , we have by Hypothesis 1.1(a)(i) that
Bνμ(x) − Bνμ(xj ) = O(ε 25 ) and t1(x,0) − t1(xj ,0) = O(ε 25 ). Together with (3.65), this es-
timate proves the lemma by use of the Schwarz inequality. 
4. Proof of Theorem 1.3
Following Simon [19], we prove equality in (1.16) by proving an upper and a lower estimate.
For the sake of the reader, we give a complete proof.
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En(ε)
ε
 en +O
(
ε
1
5
)
as ε → 0. (4.1)
At first we use the points (a) and (c) of Lemma 3.6, leading to the estimate
〈
gεαj ,Hεg
ε
βl
〉
2 =
〈
gεαj ,χj,εHεχj,εg
ε
βl
〉
2 +O
(
ε
6
5
)
= 〈gεαj ,χj,ε OpTε (φ˜0,ε)Tε OpTε (φ˜0,ε)χj,εgεβl 〉2
+ 〈gεαj ,χj,εVεχj,εgεβl 〉2 +O(ε 65 ). (4.2)
By Proposition 3.1 and by (3.3) (quadratic approximation of Tε localized at ξ = 0, x = xj and of
Vε localized at x = xj ) we have〈
gεαj ,Hεg
ε
βl
〉
2
= 〈gεαj ,χj,ε OpTε (φ˜0,ε)Tε,q,j OpTε (φ˜0,ε)χj,εgεβl 〉2 + 〈gεαj ,χj,εV jε χj,εgεβl 〉2 +O(ε 65 )
= ε−d(〈gαj ,χj,ε Opε(φ0,ε)T̂q,j Opε(φ0,ε)χj,εgβl 〉L2 + 〈gαj ,χj,εV jε χj,εgβl 〉L2 +O(ε 65 )),
(4.3)
where for the second step, the transition from (functions and scalar product in) 2((εZ)d) to
L2(Rd), we used Lemma 3.7(a) and (b). Point (b) and (d) of Lemma 3.6 and (3.12) yield
εd
(
rhs(4.3)
)= 〈gαj , Ĥ j gβl 〉L2 +O(ε 65 )= 〈g′αj ,Hjg′βl 〉L2 +O(ε 65 ), (4.4)
where the second equality follows from the fact that Hj and Ĥ j are unitarily equivalent
(see (3.13)). Since by definition Hjg′αj = εen(α,j)g′αj , the estimates (4.4) and (4.3) can be com-
bined to give
〈
gεαj ,Hεg
ε
βl
〉
2 = ε−d
(
εen(α,j)δn(α,j),n(β,l) +O
(
ε
6
5
))
, (4.5)
where n(α, j) denotes the number of the eigenvalue corresponding to the pair (α, j). We shall
show that (4.5) leads to (4.1) by use of the Min–Max-principle. Choose ζ1, . . . , ζn−1 in the do-
main of Hε and define
Q(ζ1, . . . , ζn−1) := inf
{〈ψ,Hεψ〉2 ∣∣ψ ∈D(Hε), ‖ψ‖ = 1, ψ ∈ [ζ1, . . . , ζn−1]⊥} (4.6)
and
μn(ε) := sup
ζ1,...,ζn−1
Q(ζ1, . . . , ζn−1). (4.7)
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μn(ε)Q(ζ1, . . . , ζn−1)+ λ. (4.8)
It follows from Lemma 3.4 that for ε > 0 sufficiently small the functions gεn(α,j) := ε
d
2 gεαj satisfy〈
gεn, g
ε
m
〉
2 = δn,m +O(
√
ε), (4.9)
in particular they are linearly independent and Mn := span{gεm | m n} has dimension n. Then
N := Mn ∩ [ζ1, . . . , ζn−1]⊥ is at least one-dimensional. Thus there exists a function ψ ∈ N
with ‖ψ‖2 = 1 and it follows from (4.5), (4.6) and (4.9) that
Q(ζ1, . . . , ζn−1) 〈ψ,Hεψ〉2  εen +O
(
ε
6
5
)
. (4.10)
Since λ is arbitrary, we have by (4.8) and (4.10)
μn(ε) εen +O
(
ε
6
5
)
. (4.11)
By Theorem B.1, Hypothesis 1.1 ensures that infσess(Hε)  c > 0 uniformly in ε for ε suf-
ficiently small. Since μn(ε) is by (4.11) of order ε, for ε small enough it follows from the
Min–Max-principle that μn(ε) belongs to the discrete spectrum and coincides with En(ε).
4.2. Estimate from below
En(ε)
ε
 en +O
(
ε
1
5
)
as ε → 0. (4.12)
For n > 1, let l  n−1 be such that en = en−1 = · · · = el+1 > el and set e ∈ (el, en), for n = 1
choose e < e1 (in particular e /∈ σ(⊕j Kj )). Then we claim that there exists a constant C > 0
such that
〈ψ,Hεψ〉2  εe〈ψ,ψ〉2 + 〈ψ,Rlψ〉2 −Cε
6
5 ‖ψ‖2
2, ψ ∈D(Hε), (4.13)
for some symmetric operator Rl with rankRl  l. This implies (4.12). To see this implication, let
ψ ∈ En := span{hk ∈ 2((εZ)d) | hk is the kth eigenfunction of Hε,‖hk‖2 = 1, k  n}. From
the Min–Max-formula it follows that
En(ε) 〈ψ,Hεψ〉2 . (4.14)
On the other hand there exists a ψ ∈ En ∩ kerRl , since dim ker(Rl |En)  1. For this ψ the in-
equality (4.13) yields
〈ψ,Hεψ〉2  εe +O
(
ε
6
5
)
, (4.15)
which together with (4.14) gives (4.12). It therefore suffices to show (4.13).
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Hε =
m∑
j=1
χj,εHεχj,ε + χ0,εHεχ0,ε +O
(
ε
6
5
)
, (4.16)
where the estimate on the error term in the following estimates is understood with respect to
operator norm. χ0,ε is supported in the region outside of the wells, thus |x − xj | > ε 25 for 1 
j  m and x ∈ suppχ0,ε . Since the kinetic term is positive modulo terms of order ε and the
potential is of second order in x or of order ε, we have for ε sufficiently small, e < en and some
constant C˜ > 0
χ0,εHεχ0,ε  χ0,εVεχ0,ε 
(−Cε + C˜ε 45 )χ20,ε  εeχ20,ε. (4.17)
In the neighborhoods of the wells, (3.3) allows to approximate the potential by the quadratic
term, therefore (3.3) and (4.17) give
Hε 
m∑
j=1
χj,ε
(
Tε + V jε
)
χj,ε + εeχ20,ε +O
(
ε
6
5
)
. (4.18)
In the first summand we introduce the partition of unity φ˜k,ε , k = 1,0, in momentum space,
defined in (3.5), and get by Lemma 3.3
m∑
j=1
χj,ε
(
Tε + V jε
)
χj,ε =
m∑
j=1
χj,ε(x)OpTε (φ˜0,ε)
(
Tε + V jε
)
OpTε (φ˜0,ε)χj,ε(x)
+
m∑
j=1
χj,ε(x)OpTε (φ˜1,ε)
(
Tε + V jε
)
OpTε (φ˜1,ε)χj,ε(x)
+O(ε 65 ). (4.19)
By Proposition 3.1, modulo terms of order O(ε
6
5 ), it is possible to replace Tε by Tε,q,j near ξ = 0
and x = xj , j = 1, . . . ,m. The function φ˜1,ε is supported in the exterior region with |ξ | > ε 25 ,
thus we have by arguments similar to those leading to (4.17) and Hypothesis 1.1(c)
OpTε (φ˜1,ε)
(
Tε + V jε
)
OpTε (φ˜1,ε) εeOpTε (φ˜1,ε)2. (4.20)
Substituting (4.20) in (4.19), replacing Tε by Tε,q,j in the first summand of (4.19) and substituting
the resulting equation in (4.18) yields
Hε M + εe
m∑
j=1
χj,ε(x)
(
OpTε (φ˜1,ε)
)2
χj,ε(x)+ εeχ20,ε +O
(
ε
6
5
)
,
where
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m∑
j=1
χj,ε(x)OpTε (φ˜0,ε)
(
Tε,q,j + V jε
)
OpTε (φ˜0,ε)χj,ε(x). (4.21)
By the isometry of the Fourier transform
〈ψ,Mψ〉2 =
m∑
j=1
〈
φ˜0,εF
−1
ε (χj,εψ),
(
tπ,q,j +F−1ε V jε Fε
)
φ˜0,εF
−1
ε (χj,εψ)
〉
T
=
m∑
j=1
〈
φ0,εF
−1
ε (χj,εψ),
(
F−1ε HjFε
)
φ0,εF
−1
ε (χj,εψ)
〉
L2 . (4.22)
In the last step we used that for ε sufficiently small we can replace the scalar product in L2(Td)
by the scalar product in L2(Rd), if we simultaneously replace φ˜0,ε by φ0,ε and tπ,q,j by tq,j .
This follows from the fact that the range of the integral is in both cases restricted to the support
of φ0,ε . Moreover changing variables allows to replace Ĥ j = T̂q,j + V jε by Hj (see (3.13)) and
F−1ε V
j
ε Fε = F−1ε V jε Fε and Fε〈ξ, ξ 〉F−1ε = −ε2.
We introduce the spectral decomposition of F−1ε HjFε . Denote by ek,j the kth eigenvalue of
Hj and by lj the number of eigenvalues of Hj not exceeding e. Thus elj  el < e for all j and∑m
j=1 lj = l. By replacing all eigenvalues ekj > e of Hj by e we get
(
F−1ε HjFε
)= ε∑
k
ek,jΠ
j
k  ε
∑
klj
ek,jΠ
j
k + εe
(
1 −
∑
klj
Π
j
k
)
, (4.23)
where Πjk denotes the projection on the eigenspace of ek,j . Inserting (4.23) into the right-hand
side of (4.22) and replacing φ0,ε by φ˜0,ε and 〈·,·〉L2 by 〈·,·〉T yields
〈ψ,Mψ〉2 
m∑
j=1
{〈
φ˜0,εF
−1
ε (χj,εψ), ε
∑
k
(ek,j − e)Πjk φ˜0,εFε−1(χj,εψ)
〉
T
+ εe〈φ˜0,εF−1ε (χj,εψ), φ˜0,εF−1ε (χj,εψ)〉T}. (4.24)
Thus by (4.24) together with (4.21) there exists a constant C > 0 such that
〈ψ,Hεψ〉2  εe
m∑
j=1
〈
φ˜0,εF
−1
ε (χj,εψ), φ˜0,εFε
−1(χj,εψ)
〉
T
+ 〈F−1ε ψ,RlFε−1ψ 〉T
+ εe
m∑
j=1
〈
φ˜1,εF
−1
ε (χj,εψ), φ˜1,εF
−1
ε (χj,εψ)
〉
T
+ εe〈(F−1ε χ0,εψ), (φ˜20 + φ˜21)(Fε−1χ0,εψ)〉T −Cε 65 ‖ψ‖22, (4.25)
where
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m∑
j=1
(
Fε
−1χj,εFε
)
φ˜0,εAj φ˜0,ε
(
F−1ε χj,εFε
)
,
Aj :=
∑
klj
(
ε(ek,j − e)Πjk
)
. (4.26)
Since rank(A + B)  rankA + rankB and rankΠjk = 1, the operator Aj has rank at most lj .
Conjugation does not increase the rank and moreover ∑mj=1 lj = l, thus we get rankRl  l.
Introducing φ˜20 + φ˜21 = 1 in the fourth summand, we combine this term with the first and third
summand and rewrite the rhs of (4.25) as
εe
m∑
j=0
〈
φ˜0,ε
(
F−1ε χj,εψ
)
, φ˜0,ε
(
F−1ε χj,εψ
)〉
T
+ 〈F−1ε ψ,Rl(Fε−1ψ)〉T
+ εe
m∑
j=0
〈
φ˜1,ε
(
F−1ε χj,εψ
)
, φ˜1,ε
(
Fε
−1χj,εψ
)〉
T
−Cε 65 ‖ψ‖2
2 . (4.27)
Again the first and third summand can be combined so that the cut-off functions in both spaces
add up to 1. We thus get by (4.25) and (4.27), for some C > 0,
〈ψ,Hεψ〉2  εe〈ψ,ψ〉2 + 〈ψ,Blψ〉2 −Cε
6
5 ‖ψ‖2
2, (4.28)
where Bl := FεRlFε−1 is again an operator of rank at most l. Thus (4.13) holds. Combined
with (4.1), this completes the proof of Theorem 1.3.
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Appendix A. Pseudo-differential operators in the discrete setting
In the following, some properties of the symbols given in Definition 2.1 and of the associ-
ated operators are collected. For the sake of the reader, we recall the definitions of the h-scaled
symbol classes Skδ (m)(Rd) and of the associated pseudo-differential operators (see Dimassi and
Sjöstrand [7] and Robert [17]).
Definition A.1.
(a) A function m : Rd → [0,∞) is called an order function, if there exist constants C0 > 0 and
N0 > 0 such that
m(x) C0〈x − y〉N0m(y), x, y ∈ Rd .
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there exist constants Cα > 0 such that for all x ∈ Rd , ε ∈ (0,1]∣∣∂αx a(x; ε)∣∣ Cαm(x)εk−δ|α|.
(c) Let aj ∈ Skjδ (m)(Rd), kj ↗ ∞, then a ∼
∑∞
j=0 aj means that a−
∑N
j=0 aj ∈ SkN+1δ (m)(Rd)
for every N ∈ N.
(d) A pseudo-differential operator Opε(a) : C∞0 (Rd) → (C∞0 )′(Rd) associated to a symbol a ∈
Skδ (m)(R
2d) is defined by
Opε(a)u(x) =
1
(ε2π)d
∫
R2d
e
i
ε
(y−x)ξ a(x, ξ ; ε)u(y) dy dξ, u ∈ C∞0
(
R
d
)
. (A.1)
We start this section showing that by use of the identification of functions on the torus Td
with 2π -periodic functions on Rd , the discrete operator OpTε (a) associated to the symbol a ∈
Srδ (m)(R
d × Td) can be understood as a special case of the operator Opε(b) associated to the
symbol b ∈ Srδ (m)(R2d).
First we notice (see for example Hörmander [12]) that for any 2π -periodic function g ∈
C∞(Rd) the Fourier transform Fεg defined in (2.6) satisfies
Fεg =
(
ε√
2π
)d ∑
z∈(εZ)d
δzcz, where cz :=
∫
[−π,π]d
e−
i
ε
zμg(μ)dμ. (A.2)
Thus for a ∈ Srδ (m)(R2d) with a(x, ξ + 2πη) = a(x, ξ) for any η ∈ Zd , x, ξ ∈ Rd and u ∈
S (Rd) by (A.1)
Opε(a)u(x) =
1
(ε
√
2π)d
[
(Fε,ξ→xa)(x, .) ∗ u
]
(x)
= 1
(2π)d
∑
y∈Gx
∫
[−π,π]d
e
i
ε
(x−y)ξ a(x, ξ ; ε)u(y) dξ, (A.3)
where, as in Remark 2.3, Gx = (εZ)d + x. If we denote by r :S (Rd) → s((εZ)d) the restriction
to the lattice (εZ)d , (A.3) implies
r ◦ Opε(a)u = OpTε (a)ru, u ∈S
(
R
d
)
. (A.4)
Lemma A.2. Let a ∈ S0δ (m)(Rd × Td), then, for fixed ε > 0, OpTε (a) defined in (2.9) is continu-
ous: s((εZ)d) → s((εZ)d), where the space s((εZ)d) with its natural Fréchet-topology is defined
in (2.10).
Proof. We will deduce the continuity of OpTε (a) on s((εZ)d) from the continuity of Opε on
S (Rd), which is proven e.g. in Grigis and Sjöstrand [9]. To this end, we consider a cut-off
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and define
j : s((εZ)d)→S ((εZ)d), u → ju := ∑
z∈(εZ)d
u(z)ζε,z.
Then r ◦ j = 1s and OpTε (a) = r ◦ Opε(a) ◦ j by (A.4). It remains to show that r and j are
continuous, which is straight forward with ‖rf ‖α  ‖f ‖α,0 and ‖jv‖α,β  Cβε−|β|‖v‖α for
some Cβ > 0. 
We define for u ∈S (R2d)
eiεDxDξ u(x, ξ) := 1
(ε2π)d
∫
R2d
e−
i
ε
zηu(x − z, ξ − η)dz dη. (A.5)
The following lemma is an adapted and more detailed version of Dimassi and Sjöstrand
[7, Proposition 7.6].
Lemma A.3. Let 0  δ  12 and m be an order function. Then eiεDxDξ : S ′(Rd × Td) →
S ′(Rd × Td) is continuous: Srδ (m)(Rd × Td) → Srδ (m)(Rd × Td). If δ < 12 , then
eiεDxDξ b(x, ξ) ∼
∞∑
j=0
1
j !
(
(iεDx ·Dξ)jb
)
(x, ξ) (A.6)
in Srδ (m)(R
d × Td). If we write eiεDxDξ b =∑N−1j=0 (iεDx ·Dξ )jj ! b + RN(b), the remainder RN(b)
is an element of the symbol class Sr+N(1−2δ)δ (m) and the Fréchet-seminorms of RN depend (lin-
early) only on finitely many ‖b‖α,β with |α|, |β|N :∥∥RN(b)∥∥α,β  ∑
α′,β ′∈Nd
N|α′|, |β ′|M
Cα,β,α′,β ′ ‖b‖α′,β ′ (A.7)
for some M ∈ N and Cα,β,α′,β ′ > 0 independent of ε ∈ (0,1].
Proof. Since Srδ (m)(Rd × Td) injects continuously into Srδ (m)(R2d), by [7, Proposition 7.6],
eiεDxDξ maps Srδ (m)(R
d × Td) continuously into Srδ (m)(R2d). Thus, to prove continuity, it
remains to show that eiεDxDξ a is periodic with respect to ξ for a ∈ Srδ (m)(Rd × Td). Since
eiεDxDξ :S ′(R2d) →S ′(R2d) is defined by (eiεDxDξ u)(φ) := u(eiεDxDξ φ), it suffices to prove
on S (R2d)
eiεDxDξ τγ = τγ eiεDxDξ , γ ∈ (2πZ)d , (A.8)
where τγ φ(x, ξ) := φ(x, ξ + γ ). But, since by (A.5) eiεDxDξ is a convolution operator, it com-
mutes with all translations, which shows (A.8).
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S
r+N(1−2δ)
δ (m)(R
d × Td) – and depends only on Fréchet-seminorms ‖b‖α,β with |α|, |β| N .
We sketch the proof of these statements, since the standard proofs of (A.6) for b ∈ Srδ (m)(R2d) or
some similar classes (see e.g. Dimassi and Sjöstrand [7], Grigis and Sjöstrand [9], Martinez [15])
do not directly lead to these more refined remainder estimates.
First one proves the statement for b ∈ C∞0 (R2d). Then the integral in (A.5) converges abso-
lutely and
RN(b) = 1
(ε2π)d
∫
R2d
(
e−
i
ε
zη −
N−1∑
j=0
1
j !
(
− i
ε
zη
)j)
b(x − z, ξ − η)dz dη. (A.9)
Thus it is formally obvious that ‖RN‖α,β depends only on Fréchet-seminorms ‖b‖α′,β ′ for
|α′|, |β ′|  N . One needs integration by parts and standard arguments to show that RN ∈
S
r+N(1−2δ)
δ (m)(R
d × Td) and that (A.7) holds with constants Cα,β,α′,β ′ independent of b.
Now let b ∈ Srδ (m)(R2d) and choose a cut-off function h ∈ C∞0 (R2d) with h = 1 on the
ball with radius 1 and supph contained in the ball with radius 2. Set hR(·) := h( ·R ) and bR :=
hRb for R > 1. One readily verifies that the family bR is uniformly bounded in Srδ (m)(R2d).
By standard arguments it follows that bR converges to b in the topology of Srδ (m˜)(R2d) for
m˜(x, ξ) = 〈x〉〈ξ 〉m(x, ξ) (see e.g. Grigis and Sjöstrand [9]). Furthermore, RN(bR) is uniformly
bounded in Sr+N(1−2δ)δ (m)(R2d) – using the dominated convergence theorem after integration by
parts and the fact that RN(DαxD
β
ξ b) = DαxDβξ RN(b) for all symbols b – and converges pointwise
to some symbol rN ∈ Sr+N(1−2δ)δ (m)(R2d). Again, RN(bR) converges to rN in the topology of
S
r+N(1−2δ)
δ (m˜)(R
2d). Using the continuity of eiεDxDξ : Srδ (m˜)(R2d) → Srδ (m˜)(R2d), it follows
that
eiεDxDξ b =
N−1∑
j=0
(iεDx ·Dξ)j
j ! b + rN .
Thus rN = RN(b) ∈ Sr+N(1−2δ)δ (m)(R2d), which completes the proof of Lemma A.3. 
Remark A.4. The rougher standard argument in e.g. Grigis and Sjöstrand [9] and Mar-
tinez [15] splits b = hb + (1 − h)b with h ∈ C∞0 (R2d). By stationary phase, eiεDxDξ (1 − h)b ∈
S−∞δ (m)(R2d), but its Fréchet-seminorms depend on all Fréchet-seminorms of b! Of course,
the relevant terms in the estimate for eiεDxDξ (1 − h)b are precisely cancelled by corresponding
terms in the estimate for eiεDxDξ hb. This cancellation, however, is not evident from the estimates
stated [9,15].
The following corollary concerns the composition of symbols.
Corollary A.5. The map
C∞0
(
R
d × Td)×C∞0 (Rd × Td) 	 (a, b) → a # b ∈ C∞(Rd × Td)
with
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η=ξ
(A.10)
has a bilinear continuous extension:
S
r1
δ1
(m1)
(
R
d × Td)× Sr2δ2 (m2)(Rd × Td)→ Sr1+r2δ (m1m2)(Rd × Td)
for all δk ∈ [0, 12 ], k = 1,2, and all order functions m1,m2, where δ := max{δ1, δ2}. If in addition
δ1 + δ2 < 1,
(a # b)(x, ξ ; ε) ∼
∑
α∈Nd
(iε)|α|
|α|!
(
∂αξ a(x, ξ ; ε)
)(
∂αx b(x, ξ ; ε)
) (A.11)
(with respect to kN = r1 + r2 +N(1 − δ1 − δ2)). Writing
a # b(x, ξ ; ε) =
N−1∑
|α|=0
(iε)|α|
|α|!
(
∂αξ a(x, ξ ; ε)
)(
∂αx b(x, ξ ; ε)
)+RN(a, b, ε),
the remainder RN is an element of the symbol class Sr1+r2+N(1−δ1−δ2)δ (m1m2) and it depends
linearly on a finite number of derivatives of the single symbols a and b. Furthermore it depends
only on derivatives of a and b with respect to ξ and x respectively which are at least of order N .
Proof. By the Leibnitz rule, the map
S
r1
δ1
(m1)× Sr2δ2 (m2) 	 (a, b) → a · b ∈ S
r1+r2
δ (m1m2)
is continuous, since each Fréchet-norm of the product depends only on a finite number of
Fréchet-norms of a and b. The same is true for the restriction map. The main part follows from
Lemma A.3 by doubling the dimension of the space. 
It is shown in [9] that the #-product of symbols reflects the composition of the associated
operators. In particular for a ∈ Sr1δ1 (m1)(Rd × Td), b ∈ S
r2
δ2
(m2)(Rd × Td) with 0  δk  12 ,
k = 1,2,
(
OpTε (a)
) ◦ (OpTε (b))= OpTε (a # b). (A.12)
The following proposition is an adapted version of the Calderon–Vaillancourt Theorem (see
Calderon and Vaillancourt [5]). The proof is inspired by the proof of the Calderon–Vaillancourt
Theorem given by Hwang [13].
Proposition A.6. Let a ∈ Srδ (1)(Rd × Td) with 0  δ  12 . Then there exists a constant M > 0
such that, for the associated operator OpTε (a) given by (2.9) the estimate∥∥OpTε (a)u∥∥ 2 d Mεr‖u‖2((εZ)d ) (A.13) ((εZ) )
3440 M. Klein, E. Rosenberger / Journal of Functional Analysis 257 (2009) 3409–3453holds for any u ∈ s((εZ)d) and ε > 0. OpTε (a) can therefore be extended to a continuous opera-
tor: 2((εZ)d) → 2((εZ)d) with ‖OpTε (a)‖Mεr . Moreover M can be chosen depending only
on a finite number of Fréchet-seminorms of the symbol a.
Remark A.7. There is a dual approach to the operators OpTε (a), starting from pseudo-
differential calculus on the torus Td = Rd/2πZd (see e.g. Gérard and Nier [8]). We denote by
j :⋃k∈ZHk(Td) →S ′(Rd) the injection defined by periodic continuation, where Hk(Td) is the
Sobolev-space of order k on the torus. Then we define the ε-quantization of a periodic symbol a,
i.e. a(k +μ,η) = a(k, η) for all μ ∈ 2πZd , in some Hörmander class S(m,g) by
OpT∗ε,t (a) = j−1 ◦ Opε,t (a) ◦ j, (A.14)
where Opε,t (b) :S ′(Rd) →S ′(Rd) is induced from
Opε,t (b)u(x) := (ε2π)−d
∫ ∫
R2d
e−
i
ε
(k′−k)ηb
(
tk + (1 − t)k′, η)u(k′) dk′ dη, u ∈S (Rd)
(cf. Robert [17] and Dimassi and Sjöstrand [7]). OpT∗ε,t (a) is well defined, since by the periodicity
of a, the operator Opε,t (a) commutes with all translations τγ , γ ∈ Td . Essentially, this is the
approach in Gérard and Nier [8]. One now observes that (A.2) may be rewritten as
Fε ◦ j = εdr∗ ◦Fε, for r∗(u) =
∑
γ∈(εZ)d
u(γ )δγ , u ∈ s∗
(
(εZ)d
)
, (A.15)
where r∗ is the adjoint of the restriction map r :S (Rd) → s((εZ)d). Furthermore, a straightfor-
ward calculation gives
Opε(b) ◦ Fε = Fε ◦ Opε,0(bˆ), bˆ(ξ, x) := b(x, ξ). (A.16)
Thus, for b ∈ Srδ (m)(Rd × Td), the symbol bˆ is periodic in the sense mentioned before (A.14).
Moreover, taking adjoints in (A.4) gives on s∗((εZ)d)
r∗ ◦ OpTε (a) = Opε(a) ◦ r∗ (A.17)
for all a ∈ Srδ (m)(Rd × Td), since (OpTε (a))∗ = OpTε (a#) for a#(x, ξ) = eiεDxDξ a¯(x, ξ). By
Lemma A.3, a# ∈ Srδ (m)(Rd × Td) for a in this class, if δ  12 . Combining (A.14), (A.15),
(A.16) and (A.17) gives for a ∈ Srδ (m)(Rd × Td)
OpTε (a) ◦Fε =Fε ◦ OpT
∗
ε,0(aˆ), (A.18)
since r∗ is injective. Since Fε is unitary, 2((εZ)d)-boundedness of OpTε (a) is equivalent to
L2(Td)-boundedness of OpT∗ε,0(aˆ).
Under the additional assumption that∣∣∂αη a(k, η)∣∣ Cα〈η〉m−|α|,
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Opε(a) in Rd and integration by parts (see Gérard and Nier [8] for a simple proof in the case
ε = 1, t = 1; the proof works for any t ∈ [0,1]).
Proof. Since ε−ra ∈ S0δ (1), we can restrict the proof to the case r = 0. It suffices to show that
for all u,v with compact support the estimate∣∣〈u,OpTε (a)v〉2 ∣∣M‖u‖2‖v‖2 (A.19)
holds, where M depends only on a finite number of Fréchet-seminorms ‖∂αx ∂βξ a‖∞. We assume
that suppa is compact. The general case then follows by standard techniques (approximating a
by a compactly supported sequence an with OpTε (an) → OpTε (a) strongly). We have〈
u,OpTε (a)v
〉
2
= (2π)− 3d2
∑
x∈(εZ)d
∫
[−π,π]d
dη e−
i
ε
ηx
(
Fε
−1u¯
)
(η)
∑
y∈(εZ)d
∫
[−π,π]d
dξ e−
i
ε
(x−y)ξ a(x, ξ ; ε)v(y).
(A.20)
By the assumption on a, the iterated integrals (and sums) in (A.20) can be understood as inte-
grals on the product space (thus Fubini’s Theorem holds). Let ζ ∈ C∞0 (R) be a cut-off-function
with ζ = 1 at zero, then we split the right-hand side of (A.20) in two summands by introduc-
ing ζ( 1√
ε
|ξ + η|) and (1 − ζ )( 1√
ε
|ξ + η|). It then suffices to show that the part multiplied by
(1 − ζ )( 1√
ε
|ξ + η|), which we denote by I1, is an element of S∞(1) and the part multiplied with
ζ( 1√
ε
|ξ + η|), denoted by I2, is bounded by a constant independent of ε.
To analyze I1, we use the operators
L1 := 1 − εξ〈 1√
ε
(x − y)〉2 and L2 :=
−
√
ε
x
2d − 2∑ν cos( 1√ε (ξν + ην)) , (A.21)
where −
√
ε
x := 2d − ∑ν(τ√εeμ + τ−√εeμ) is a scaled version of the discrete Laplacian ε
defined in (3.25). Then L1 and L2 leave e− iε ((x−y)ξ+xη) invariant, and we have by the symmetry
of 
√
ε
x and 1 − εξ (using Fubini)
I1 = (2π)− 3d2
∑
y,x∈(εZ)d
∫ ∫
[−π,π]d
dη dξ
(
Lk2L
l
1e
− i
ε
((x−y)ξ+xη))
× (Fε−1u¯)(η)(1 − ζ )( 1√
ε
|ξ + η|
)
a(x, ξ ; ε)v(y)
= (2π)− 3d2
∑
y,x∈(εZ)d
∫ ∫
d
dη dξe−
i
ε
((x−y)ξ+xη)(Fε−1u¯)(η) v(y)〈 1√
ε
(x − y)〉2l[−π,π]
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∑
|α|2l
Kk,α(ξ, η; ε)Pα(√εDξ )
(−√εx )ka(x, ξ ; ε),
where
Kk,α(ξ, η; ε) = Qα(√εDξ )
1 − ζ( 1√
ε
|ξ + η|)
(2d − 2∑ν cos( 1√ε (ξν + ην)))k
and Qα and Pα denote polynomials with degQα + degPα = 2l. With the notation
Gk,α(x, ξ ; ε) :=Fε
[(
Fε
−1u¯
)
(·)Kk,α(ξ, .; ε)
]
(x), (A.22)
Fl(x, ξ ; ε) = F−1ε
[
v(·)
〈 1√
ε
(x − ·)〉2l
]
(ξ) (A.23)
we have
I1 = (2π)− d2
∑
x∈(εZ)d
∫
[−π,π]d
dξ e−
i
ε
xξFl(x, ξ)
∑
|α|2l
Gk,α(x, ξ)Pα(
√
εDξ )
(−√εx )ka(x, ξ ; ε).
(A.24)
Thus by the Schwarz-inequality
|I1|
∑
|α|2l
sup
x,ξ
∣∣Pα(√εDξ )(−√εx )ka(x, ξ ; ε)∣∣‖Fl‖22×Td‖Gk,α‖22×Td . (A.25)
By the isometry of Fε
‖Fl‖22×Td = ‖FεFl‖22×2

∑
x,y∈(εZ)d
∣∣v(y)∣∣2〈x − y√
ε
〉−4l
 ‖v‖2
2((εZ)d )
∑
t∈(εZ)d
(
1 + t
2
ε
)−2l
 Clε−
d
2 ‖v‖2
2((εZ)d ) (A.26)
with t = x − y, where the last estimate follows from (3.21) for l big enough. For Gk,α , we have
by the isometry of F−1ε
‖Gk,α‖22×Td =
∥∥F−1ε Gk,α∥∥2Td×Td

∫
[−π,π]d
dη
∣∣(Fε−1u¯)(η)∣∣2 ∫
[−π,π]d
dξ
∣∣Kk,α(ξ, η; ε)∣∣2. (A.27)
Using
√
εDξf (
ξ√
ε
) = O(1) for any smooth function with bounded derivative and
π2(1 − cos( τ√ )) τ 2 for | τ√ | π , we have for τ = ξ + η
ε ε ε
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∣∣∣∣−4k. (A.28)
Since for k large enough
∫
supp(1−ζ )( ·√
ε
)
∣∣∣∣ τ√ε
∣∣∣∣−4k dτ  Ckε d2 ,
we get by inserting (A.28) into (A.27)
‖Gkα‖22×Td  Ck,αε
d
2 ‖u‖2
2((εZ)d ). (A.29)
To analyze Pα(
√
εDξ )(−
√
ε
x )
ka(x, ξ ; ε), we use that by Taylor expansion

√
ε
x a(x, ξ ; ε) = −
d∑
ν=1
[
ε∂2xν a(x, ξ ; ε)+
ε
3
2
3!
1∫
0
∂3xν a(x + t
√
εeν) dt
]
.
By iteration, we have for a ∈ S0δ (1)
sup
x,ξ
∣∣Pα(√εDξ )(−√εx )ka(x, ξ ; ε)∣∣ M˜k,αε2k( 12 −δ), (A.30)
where M˜k,α depends only on Fréchet-seminorms of a up to order 3k + |α|. Inserting (A.26),
(A.29) and (A.30) in (A.25) yields for any k ∈ N
|I1|Mε2k( 12 −δ)‖u‖2((εZ)d )‖v‖2((εZ)d ). (A.31)
Thus I1 = O(ε∞).
To get an estimate for the modulus of I2, which denotes the integral over the support of ζ , we
use L1 given in (A.21) to get by integration by parts and similar arguments
I2 = (2π)− 3d2
∑
x,y∈(εZ)d
v(y)
〈 1√
ε
(x − y)〉2l
∫ ∫
[−π,π]d
dη dξ e−
i
ε
((x−y)ξ+xη)
× (Fε−1u¯)(η)(1 − εξ )lζ( 1√
ε
|ξ + η|
)
a(x, ξ ; ε).
Setting, for Pα and Qα as above,
Gα(x, ξ ; ε) :=Fε
[(
F−1ε u¯
)
(·)Qα(√εDξ )ζ
(
1√
ε
|ξ + ·|
)]
(x)
we have, with Fl as in (A.23),
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∑
x∈(εZ)d
∫
[−π,π]d
dξ e−
i
ε
xξFl(x, ξ ; ε)
∑
|α|2l
Gα(x, ξ ; ε)Pα(√εDξ )a(x, ξ ; ε).
(A.32)
By the isometry of Fε and the arguments leading to (A.29), we have
‖Gα‖22×Td =
∥∥F−1ε Gα∥∥2Td×Td

∫
[−π,π]d
dη
∣∣(Fε−1u¯)(η)∣∣2 ∫
[−π,π]d
dξ
∣∣∣∣Qα(√εDξ )ζ( 1√ε |ξ + η|
)∣∣∣∣2
 Cl‖u‖22((εZ)d )
∫
supp ζ( ·√
ε
)
dξ  ε d2 Cl‖u‖22((εZ)d ), (A.33)
where the estimate in the last line follows from the scaling of ζ . Analog to (A.25) we get by
(A.33), (A.26) and (A.30) for k = 0
|I2|M‖u‖2((εZ)d )‖v‖2((εZ)d )
and therefore we finally get (A.19). 
For a ∈ Sraδa (ma)(Rd × Td) and b ∈ S
rb
δb
(mb)(R
d × Td) let [a, b]# := a # b − b # a denote the
commutator in symbolic calculus. Then by (A.12)
OpTε
([a, b]#)= [OpTε (a),OpTε (b)]. (A.34)
The following lemma, which gives the resulting symbol class of double commutators, is an ap-
plication of Corollary A.5 and (A.12).
Lemma A.8. Let h(x, ξ) ∈ Sr2δ2 (m2)(Rd × Td), δ2 < 12 and let χ,φ ∈ S
r1
δ1
(m1)(Rd × Td), δ1 <
1
2 , where χ does not depend on ξ and φ does not depend on x. Then for α,α1, α2 ∈ Nd with
α1 + α2 = α and |αk| 1, k = 1,2, for δ := max{δ1, δ2} and for any N ∈ N, N  3:
(a) [χ, [χ,h]#]# ∈ S2−2(δ1+δ2)δ (m21m2) and it has the expansion
[
χ(x),
[
χ(x),h(x, ξ)
]
#
]
# =
∑
2|α|<N
(iε)|α|
|α|!
(
∂αξ h
)
(x, ξ)
∑
α1,α2
(
∂α1x χ
)
(x)
(
∂α2x χ
)
(x)+RN.
(b) [φ(ξ), [φ(ξ),h(x, ξ)]#]# ∈ S2−2(δ1+δ2)δ (m21m2) and it has the expansion
[
φ(ξ),
[
φ(ξ),h(x, ξ)
]
#
]
# =
∑
2|α|<N
(iε)|α|
|α|!
(
∂αx h
)
(x, ξ)
∑
α1,α2
(
∂
α1
ξ φ
)
(ξ)
(
∂
α2
ξ φ
)
(ξ)+ R˜N ,
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a finite number of Fréchet-seminorms of the single symbols. Furthermore they depend only on
the derivatives of h, which are at least of order N and of the product of derivatives of χ and φ
respectively, which are of order N1 and N2, such that N1 +N2 N .
Proof. (a) The double commutator is given by[
χ(x),
[
χ(x),h(x, ξ)
]
#
]
#
= χ # χ # h(x, ξ)+ h # χ # χ(x, ξ)− 2χ # h # χ(x,χ). (A.35)
By Corollary A.5, these terms are for α ∈ Nd given by
χ # χ # h(x, ξ) = χ · χ · h(x, ξ),
h # χ # χ(x, ξ) =
∑
|α|N−1
(iε)|α|
|α|!
(
∂αξ h
)(
∂αx χ
2)(x, ξ)+RN(x, ξ ; ε),
χ # h # χ(x,χ) =
∑
|α|N−1
(iε)|α|
|α|! χ
(
∂αξ h
)(
∂αx χ
)
(x, ξ)+ R˜N(x, ξ ; ε),
where RN, R˜N ∈ SN(1−δ1−δ2)δ (m21m2). The terms with |α| = 0 and |α| = 1 cancel in (A.35).
Furthermore all terms with 2χj∂αx χj cancel. Thus the Leibnitz formula gives the expansion[
χ(x),
[
χ(x),h(x, ξ)
]
#
]
#
=
∑
2|α|N−1
(iε)|α|
(
∂αξ h
) ∑
α1,α2∈Nd
1
|α1|!|α2|!
(
∂α1x χ
)(
∂α2x χ
)
(x, ξ)+RN(x, ξ ; ε),
where the second sum runs over α1 +α2=α with |αk|1, k=1,2, and RN ∈SN(1−δ1−δ2)δ (m21m2).
The statement on the symbol class follows at once from this expansion, since each summand is
at least of order ε2(1−δ1−δ2) and by use of the Leibnitz rule.
(b) As above the double commutator consists of the terms[
φ(ξ),
[
φ(ξ),h(x, ξ)
]
#
]
# = φ # φ # h(x, ξ)+ h # φ # φ(x, ξ)− 2φ # h # φ(x,χ) (A.36)
and the summands have for α ∈ Nd the expansions
φ # φ # h(x, ξ) =
∑
|α|N−1
(iε)|α|
|α|!
(
∂αx h
)(
∂αξ φ
2)(x, ξ)+RN(x, ξ ; ε),
h # χ # χ(x, ξ) = h · φ · φ(x, ξ),
χ # h # χ(x,χ) =
∑
|α|N−1
(iε)|α|
|α|! φ
(
∂αx h
)(
∂αξ φ
)
(x, ξ)+ R˜N (x, ξ ; ε),
where RN, R˜N ∈ SN(1−δ1−δ2)(m2m2). Therefore, as discussed in (a), (A.36) gives withδ 1
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φ(ξ),
[
φ(ξ),h(x, ξ)
]
#
]
#
∼
∑
α∈Nd
2|α|N−1
(iε)|α|
|α|!
(
∂αx h
) ∑
α1,α2∈Nd
α1+α2=α
(
∂
α1
ξ φ
)(
∂
α2
ξ φ
)
(x, ξ)+RN(x, ξ ; ε)
with α1 +α2 = α, |αk| 1, k = 1,2, and RN ∈ SN(1−δ1−δ2)δ (m21m2). The statement on the symbol
class follows from this expansion as discussed in (a).
The additional properties of RN and R˜N respectively follow immediately from the properties
of remainder in Corollary A.5. 
Appendix B. Persson’s Theorem in the discrete setting
In this section we will prove a theorem on the infimum of the essential spectrum of Hε acting
in 2((εZ)d), which is similar to Persson’s Theorem for Schrödinger operators. The proof follows
the proof of Persson’s Theorem in the Schrödinger setting given in Helffer [10] and Agmon [1]
respectively.
Theorem B.1. Let Hε = Tε + Vε satisfy Hypothesis 1.1, denote by σess(Hε) the essential spec-
trum of Hε and define
Σ(Hε) := sup
K⊂(εZ)d
finite
inf
{ 〈Hεφ,φ〉2
‖φ‖2
2
∣∣∣ φ ∈ c0((εZ)d \K)}, (B.1)
where c0(D) denote the space of real-valued functions on (εZ)d with compact, i.e. finite, support
in ((εZ)d \D). Then
infσess(Hε) = Σ(Hε).
The proof of Theorem B.1 is divided in two lemmata and the main part.
Lemma B.2. For x ∈ (εZ)d and R > 0 let Bx(R) := {y ∈ (εZ)d | |x − y| < R} denote the ball
around x with radius R and
ΛR(x,Hε) := inf
{ 〈Hεφ,φ〉2
‖φ‖2
2
; φ ∈ c0
(
Bx(R)
)}
. (B.2)
Then for all δ > 0 there exists a radius Rδ > 0 such that for all R >Rδ and φ ∈ c0((εZ)d)
〈Hεφ,φ〉2 
∑
x∈(εZ)d
(
ΛR(x,Hε)− δ
)∣∣φ(x)∣∣2.
Proof. Let ρ ∈ C∞0 (Rd) be real valued with ρ(x) = 0 for |x|  12 and
∫
Rd
|ρ(x)|2 dx = 1 and
define
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(
y − x
R
)
.
Then ρy,Rφ ∈ c0(By(R2 )) and therefore by the definition of ΛR
〈Hερy,Rφ,ρy,Rφ〉2 ΛR2 (y,Hε)‖ρy,Rφ‖
2
2 .
Since By(R2 ) ⊂ Bx(R) for |x − y| < R2 and thus ΛR2 (y)ΛR(x), we get the estimate
〈Hερy,Rφ,ρy,Rφ〉2 
∑
x∈(εZ)d
ΛR(x,Hε)(ρy,Rφ)
2(x). (B.3)
To analyze the scalar product we use that Tε is self adjoint and φ,ρ are real valued, yielding
〈Tερy,Rφ,ρy,Rφ〉2 =
1
2
(〈Tερy,Rφ,ρy,Rφ〉2 + 〈ρy,Rφ,Tερy,Rφ〉2)
= 1
2
(〈
Tεφ,ρ
2
y,Rφ
〉
2 +
〈[Tε,ρy,R]φ,ρy,Rφ〉2
+ 〈ρ2y,Rφ,Tεφ〉2 + 〈ρy,Rφ, [Tε,ρy,R]φ〉2)
= 〈Tεφ,ρ2y,Rφ〉2 + 12(〈[Tε,ρy,R]φ,ρy,Rφ〉2 + 〈ρy,Rφ, [Tε,ρy,R]φ〉2).
Since [Tε,ρy,R]∗ = −[Tε,ρy,R] it follows that
〈Tερy,Rφ,ρy,Rφ〉2 =
〈
Tεφ,ρ
2
y,Rφ
〉
2 +
1
2
〈(
ρy,R[Tε,ρy,R] − [Tε,ρy,R]ρy,R
)
φ,φ
〉
2
and since Vε commutes with ρy,R , we therefore get
〈
Hεφ,ρ
2
y,Rφ
〉
2 = 〈Hερy,Rφ,ρy,Rφ〉2 −
1
2
〈[
ρy,R, [Tε,ρy,R]
]
φ,φ
〉
2 . (B.4)
To analyze the double commutator, we use the symbolic calculus introduced in Appendix A. By
Lemma A.8, the symbol associated to the operator [ρy,R, [Tε,ρy,R]] is given by[
ρy,R(x),
[
t (x, ξ), ρy,R(x)
]
#
]
#
=
∑
α∈Nd
2|α|<N
(iε)|α|
|α|!
(
∂αξ t
)
(x, ξ)
∑
α1,α2|α1|+|α2|=|α|
(
∂α1x ρy,R
)
(x)
(
∂α2x ρy,R
)
(x)
+RN(t, ρy,R), (B.5)
where RN depends of a finite number of derivatives of ρy,R , which are at least of order N . By
the scaling of ρy,R , it follows that |∇xρy,R(x)| CR for C suitable. Since all terms in the finite
sum in (B.5) and the remainder RN depend on a product of two (at least first order) derivatives
of ρy,R , any Fréchet-seminorm of the symbol of the double commutator is of order 12 . ByR
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thus there is a constant C > 0 such that∥∥[ρy,R, [Tε,ρy,R]]∥∥∞  CR2 . (B.6)
By the Cauchy–Schwarz inequality, we get by inserting (B.3) and (B.6) in (B.4)
〈
Hεφ,ρ
2
y,Rφ
〉
2 
∑
x∈(εZ)d
ΛR(x,Hε)
∣∣ρy,Rφ(x)∣∣2 − C
R2
∑
x∈By(R)
∣∣φ(x)∣∣2. (B.7)
We remark that by setting z = y−x
R∫
Rd
ρ2y,R(x) dy = Rd
∫
Rd
ρ2(z) dz = Rd (B.8)
and ∫
Rd
1{|x−y|<R} dy = Rd
∫
Rd
1{|z|<1} dz = CRd. (B.9)
Thus integration of the left-hand side of (B.7) with respect to y yields by (B.8)∫
Rd
〈
Hεφ,ρ
2
y,Rφ
〉
2 dy =
〈
Hεφ,
∫
Rd
ρ2y,R dy φ
〉
2
= Rd〈Hεφ,φ〉2 . (B.10)
If we integrate the right-hand side of (B.7) with respect to y and use (B.9), we get∫
Rd
( ∑
x∈(εZ)d
ΛR(x,Hε)ρ
2
y,R(x)φ
2(x)− C
R2
∑
x∈(εZ)d
1{|x−y|<R}
∣∣φ(x)∣∣2)dy
= Rd
( ∑
x∈(εZ)d
ΛR(x,Hε)φ
2(x)− C
′
R2
∑
x∈(εZ)d
∣∣φ(x)∣∣2). (B.11)
The integration of both sides of (B.7) with respect to y and division by Rd gives by (B.10)
and (B.11)
〈Hεφ,φ〉2 
∑
x∈(εZ)d
(
ΛR(x,Hε)− C
R2
)∣∣φ(x)∣∣2. (B.12)
By choosing for δ > 0 the radius Rδ =
√
C
δ
, the statement of Lemma B.2 follows for all R >Rδ
by (B.12). 
The family ΛR(x,Hε) describes the lowest eigenvalue of the Dirichlet problem with respect
to the ball Bx(R). The next lemma relates this family with Σ(Hε).
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Σ(Hε) = lim
R→+∞ lim inf|x|→∞ ΛR(x,Hε). (B.13)
Proof. We split the proof in two parts showing the two fundamental inequalities.
Step 1: Estimate from above
Σ(Hε) lim
R→+∞ lim inf|x|→∞ ΛR(x,Hε). (B.14)
Let K ⊂ (εZ)d compact and R > 0 fixed. Then Bx(R) ⊂ (εZ)d \K for |x| large enough and
thus
inf
{ 〈Hεφ,φ〉2
‖φ‖2
2
;φ ∈ c0
(
(εZ)d \K)} inf{ 〈Hεφ,φ〉2‖φ‖2
2
;φ ∈ c0
(
Bx(R)
)}(= ΛR(x,Hε)).
This inequality is satisfied for all |x| large enough and the left-hand side is independent of x,
thus
inf
{ 〈Hεφ,φ〉2
‖φ‖2
2
;φ ∈ c0
(
(εZ)d \K)} lim inf|x|→∞ ΛR(x,Hε).
The left-hand side of this inequality is independent of R and the right-hand side understood as
a function in R is monotonically decreasing and bounded from below, thus the limit R → ∞ is
well defined and
inf
{ 〈Hεφ,φ〉2
‖φ‖2
2
;φ ∈ c0
(
(εZ)d \K)} lim
R→+∞ lim inf|x|→∞ ΛR(x,Hε).
Now the right-hand side is independent of the choice of K , thus we can take the supremum over
all compact sets K ⊂ (εZ)d and by the definition of Σ(Hε), this shows (B.14).
Step 2: Estimate from below
Σ(Hε) lim
R→+∞ lim inf|x|→∞ ΛR(y,Hε). (B.15)
By the definition of lim inf, it follows that for all δ > 0 and all R > 0 there exists an R0 such
that for all |x| >R0
ΛR(x,Hε) lim inf|x|→∞ ΛR(x,Hε)− δ.
It follows immediately that for all φ ∈ c0((εZ)d \B0(R0))∑
d
ΛR(x,Hε)|φ(x)|2 
(
lim inf|x|→∞ ΛR(x,Hε)− δ
)
‖φ‖2
2 . (B.16)
x∈(εZ)
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R >Rδ
〈Hεφ,φ〉2 
∑
x∈(εZ)d
(
ΛR(x,Hε)− δ
)∣∣φ(x)∣∣2. (B.17)
Inserting (B.17) in (B.16) it follows that for all δ > 0 there exists Rδ such that for all R > Rδ
there exists R0 such that for all φ ∈ c0((εZ)d \B0(R0))
〈Hεφ,φ〉2
‖φ‖2
2
 lim inf|x|→∞ ΛR(x,Hε)− 2δ. (B.18)
By the definition of Σ(Hε) it follows directly that
Σ(Hε) inf
{ 〈Hεφ,φ〉2
‖φ‖2
2
∣∣∣ φ ∈ c0((εZ)d \B0(R0))}. (B.19)
Eq. (B.17) holds for all φ ∈ c0((εZ)d \ B0(R0)), thus we can take on the left-hand side the
infimum over all these functions, which together with (B.19) yields
Σ(Hε) lim inf|x|→∞ ΛR(x,Hε)− 2δ. (B.20)
The left-hand side is independent of R and since the relation holds for all R > Rδ , it is possible
to take the limit R → ∞, which yields for all δ > 0
Σ(Hε) lim
R→+∞ lim inf|x|→∞ ΛR(x,Hε)− 2δ.
Thus in the limit δ the estimate (B.15) follows. 
Proof of Theorem B.1. We discuss the cases Σ(Hε) = ∞ and Σ(Hε) < ∞ separately.
Case 1: Σ(Hε) < ∞. As in the preceding proof, we conclude the equality by showing that
both inequalities hold.
Step 1: Estimate from below
infσess(Hε)Σ(Hε). (B.21)
As a function of R, the term lim inf|x|→∞ ΛR(x,Hε) is monotonically decreasing, thus it
follows by Lemma B.3 that for fixed R > 0
Σ(Hε) lim inf|x|→∞ ΛR(x,Hε)
and thus for all δ > 0 there exists aδ such that for all x ∈ (εZ)d with |x| > aδ
Σ(Hε)− δ ΛR(x,Hε). (B.22)2
M. Klein, E. Rosenberger / Journal of Functional Analysis 257 (2009) 3409–3453 3451On the other hand denoting by σ(Hε) the spectrum of Hε , it is clear by the definition of
ΛR(x,Hε) and the Min–Max-principle that
ΛR(x,Hε) infσ(Hε). (B.23)
Since Hε is bounded from below, it follows by (B.22) and (B.23) that there exists a constant
C > 0 such that for all x ∈ (εZ)d
ΛR(x,Hε)Σ(Hε)−C. (B.24)
We choose a function W ∈ c0((εZ)d) such that W(x)  C for |x| < aδ and W(x)  0 every-
where. Then for Hε +W it follows by Lemma B.2, (B.22) and (B.24) that for φ ∈ c0((εZ)d)
〈
(Hε +W)φ,φ
〉
2 
∑
x∈(εZ)d
(
W(x)−ΛR(x,Hε)− δ2
)∣∣φ(x)∣∣2

∑
|x|aδ
(
Σ(Hε)− δ2
)∣∣φ(x)∣∣2 + ∑
|x|>aδ
(
W(x)+Σ(Hε)− δ
)∣∣φ(x)∣∣2

(
Σ(Hε)− δ
) ∑
x∈(εZ)d
∣∣φ(x)∣∣2.
Thus
infσess(Hε +W) infσ(Hε +W)Σ(Hε)− δ, (B.25)
where the first estimate follows directly by the definition of the spectra. The perturbation W is
compactly supported, thus each u ∈ 2((εZ)d) is mapped by W to a lattice function with compact
support, i.e. which is non-zero only at finitely many lattice points. Thus W is a finite rank operator
and in particular compact. Using Weyl’s Theorem (see e.g. Reed and Simon [16]), it follows that
σess(Hε +W) = σess(Hε)
and since (B.25) holds for all δ > 0 the estimate (B.21) is shown.
Step 2: Estimate from above
infσess(Hε)Σ(Hε). (B.26)
Fix μ< infσess(Hε) and denote by Πμ := Π(−∞,μ] the spectral projection to the eigenspace
of energies smaller or equal to μ. Since μ lies below the essential spectrum and Hε is semi-
bounded from below, it follows that Πμ has finite rank. Thus there exists an orthonormal system
of eigenfunctions ψ1, . . . ,ψn ∈ 2((εZ)d) such that
Πμ =
n∑
〈.,ψj 〉2ψj
j=1
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|x|>Rδ
∣∣ψj (x)∣∣2  δ.
Therefore (by the Cauchy–Schwarz inequality) for all φ ∈ c0((εZ)d \B0(Rδ))
∥∥Πμφ(x)∥∥22 = n∑
j=1
∣∣〈φ,ψj 〉2 ∣∣2  ‖φ‖22 n∑
j=1
∑
|x|>Rδ
∣∣ψj (x)∣∣2  δ‖φ‖22 . (B.27)
By the definition of Πμ and since there exists a constant C > 0 such that Hε −C, we have
〈Hεφ,φ〉2  μ
〈
(1 −Πμ)φ, (1 −Πμ)φ
〉
2 −C〈Πμφ,Πμφ〉2 . (B.28)
Therefore
Σ(Hε) inf
{ 〈Hεφ,φ〉2
‖φ‖2
2
∣∣∣ φ ∈ c0((εZ)d \B0(Rδ))}
 inf
{
μ
‖(1 −Πμ)φ‖2
‖φ‖2
2
−C ‖Πμφ‖
2
‖φ‖2
∣∣∣ φ ∈ c0((εZ)d \B0(Rδ))}
= inf
{
μ− (C +μ)‖Πμφ‖
2
‖φ‖2
2
∣∣∣ φ ∈ c0((εZ)d \B0(Rδ))}
and by (B.27)
Σ(Hε) μ− (C +μ)δ.
The left-hand side is independent of δ, thus for δ → 0 we get
Σ(Hε) μ
for any μ < infσess(Hε) and thus in the limit μ → infσess(Hε) the estimate (B.26) follows and
thus Theorem B.1 is proven.
Case 2: Σ(Hε) = ∞. By Lemma B.3 it follows at once that lim|x|→∞ ΛR(x,Hε) = ∞, be-
cause ΛR(x,Hε) is monotonically decreasing with respect to R. Thus for all M > 0 there exists
an aM such that for all x ∈ (εZ)d with |x| > aM the estimate ΛR(x,Hε)M holds. On the other
hand by (B.23) and the semi-boundedness of Hε it follows that there exists a constant C > 0 such
that
ΛR(x,Hε)−C, for all x ∈ (εZ)d .
We can choose a function W ∈ c0((εZ)d) such that W(x) C +M for |x| < aM and W(x) 0
everywhere. Then
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(Hε +W)φ,φ
〉
2 
〈(
W +ΛR(.,Hε)− δ2
)
φ,φ
〉
2

(
M − δ
2
)
‖φ‖2
2
and thus for all M > 0 there exists a function W ∈ c0((εZ)d) such that
σess(Hε +W) σ(Hε +W)M.
As in the case Σ(Hε) < ∞ we have σ(Hε + W) = σ(Hε) and therefore σess(Hε) M for all
M > 0 and thus σess(Hε) = ∞. 
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