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In this paper, we investigate a distributed estimation problem
for multi-agent systems with state equality constraints (SEC).
First, under a time-based consensus communication protocol,
applying a modified projection operator and the covariance in-
tersection fusion method, we propose a distributed Kalman filter
with guaranteed consistency and satisfied SEC. Furthermore,
we establish the relationship between consensus step, SEC and
estimation error covariance in dynamic and steady processes,
respectively. Employing a space decomposition method, we show
the error covariance in the constraint set can be arbitrarily small
by setting a sufficiently large consensus step. Besides, we propose
an extended collective observability (ECO) condition based on
SEC, which is milder than existing observability conditions.
Under the ECO condition, through utilizing a technique of matrix
approximation, we prove the boundedness of error covariance
and the exponentially asymptotic unbiasedness of state estimate,
respectively. Moreover, under the ECO condition for linear
time-invariant systems with SEC, we provide a novel event-
triggered communication protocol by employing the consistency,
and give an offline design principle of triggering thresholds
with guaranteed boundedness of error covariance. More impor-
tantly, we quantify and analyze the communication rate for the
proposed event-triggered distributed Kalman filter, and provide
optimization based methods to obtain the minimal (maximal)
successive non-triggering (triggering) times. Two simulations are
provided to demonstrate the developed theoretical results and
the effectiveness of the filters.
Index Terms—multi-agent systems, state equality constraint,
distributed Kalman filter, consistency, event-triggered, collective
observability, communication rate
I. INTRODUCTION
State estimation problems are very important, related to
parameter identification, signal reconstruction, target monitor-
ing and control design, which have been studied for several
decades. In recent years, distributed state estimation of multi-
agent systems has received more and more attention because
of its broad range of applications in engineering systems such
as communication networks, sensor networks and smart grids.
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Among the distributed estimation methods [1–14], Kalman-
filter-based estimation plays a key role due to its ability of
real-time estimation and non-stationary process tracking.
Existing distributed Kalman filters can be roughly classified
into two categories: the Kalman-consensus filter (KCF) and
the Kalman-diffusion filter (KDF). KCF is a design to include
consensus terms to the Kalman filter structure (see [5–12, 15]).
For example, [6] constructed a KCF, with estimate of each
agent obtained by consensus on measurement information to
approximate centralized estimate. Furthermore, [7, 15] dealt
with communication uncertainties like intermittent observation
and communication faults. Nevertheless, [5, 7] assumed the
local observability (i.e., the dynamical system is observable
for each agent), which may be unsuitable in large-scale
networks. Even though [6] took a collective observability
condition, the agents have to communicate infinity times
between any two sampling instants. Some works extended
the local observability assumption to a collective observability
assumption for the filter design. For example, [11] constructed
a consensus+innovations distributed estimator based on some
knowledge of a global observation model, under a collective
observability condition. [8] considered the KCF with con-
sensus on the inverse covariance matrix and the information
vector, while [9] extended the results to a class of nonlinear
systems. Under collective observability assumptions, [8, 9]
proved the upper boundedness of the error covariance matrix
of the KCFs, with requirement of the non-singularity of
the system matrix. Additionally, [16, 17] studied the design
for switching communication topologies. In [18], the authors
studied gossip interactive Kalman filter for networked systems
based on a random communication scheme, and provided
some theoretical results on the asymptotic properties of error
process. On the other hand, the KDF is to fuse the neigh-
bor’s estimates updated by standard Kalman filter (referring
to [1, 3, 19, 20]). Compared with many results on KCF
[5, 7, 12, 21], the designs of KDF usually do not require the
computation of correlation matrices between agents and do not
need that all agents should obtain the same estimate in steady-
state. For example, [1] discussed the design of the fusion
weights and the convergence of the KDF algorithm, while
[3] proposed a KDF based on a covariance intersection (CI)
scheme. However, the observability assumptions of [1, 3, 19]
are not global conditions. An effective distributed filter based
on optimized weights for time-varying topology was proposed
in [21]. Although many effective distributed Kalman filters
have been developed, the stability research of distributed filters
relying mild collective observability conditions still need more
attention.
In practice, we may obtain some information or knowledge
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2on the state constraints in advance from physical laws, geomet-
ric relationship, and environment constraints of the considered
system, which can improve the estimation performance in
the filter design. Many practical examples can be formulated
with state equality constraints (SEC), such as quternion-based
attitude estimation [22], magnetohydrodynamic data assimi-
lation [23], tracking and navigation [24, 25] and aeronautics
[26, 27]. A typical example of linear equality constraints arises
in target tracking problem. A car may be traveling off-road,
or on an unknown road, where the problem is unconstrained.
However, most of the time it may be traveling along a given
road, where the estimation problem is constrained. Another
example is tracking a train, where the railway can be treated
as constraints. There are various methods incorporating the
information of state constraints into the Kalman filter structure,
such as the pseudo-observation [28], projection [26, 29, 30],
and moving horizon [31]. A survey on the conventional design
of the Kalman filter with state constraints provided in [32]
showed the usefulness of the constraints as additional infor-
mation to improve the estimation performance or accuracy. It
is known that the moving horizon method performs the best,
but at the cost of high computational complexity [31, 32]. In
some cases, one may formulate state constraints as equalities
and project the unconstrained estimate onto the constrained
surface under SEC [29, 32]. Linear state inequality constraints
can be transformed to SEC in some conditions by using active
set methods [32]. Although the Kalman filter with state con-
straints has drawn much research attention, the corresponding
distributed version, i.e., distributed Kalman filter with state
constraints, has not yet been adequately investigated, to the
best of our knowledge.
Communication may spend much cost or energy in dis-
tributed design, and therefore, a well-known scheme, called
event-triggered scheme, is developed to reduce the com-
munication costs, where the communication is carried out
only when some predefined event conditions are satisfied. A
variance-based triggering scheme of state estimation was stud-
ied in [33], which analyzed the convergence of the switching
Riccati equation of estimation variance for a scalar system.
With the Gaussian properties of the a priori conditional distri-
bution, a deterministic event-triggered schedule was proposed
in [34], and moreover, to overcome the limitation of the
Gaussian assumption, a stochastic event-triggered scheme was
developed and the corresponding exact minimum mean square
error estimator was obtained in [35]. Additionally, a set-
valued measurement Kalman filter for remote state estimation
problem was studied in [36], which built some relationship
between the estimation performance and triggering thresholds.
Also, Send-on-Delta (SoD), a typical event-based regulation
proposed in [37], has been widely utilized in the triggering
condition design of estimation algorithms [38–40]. A recursive
distributed filter with SoD triggering scheme on innovation
was studied in [38], where the relationship between trigger-
ing thresholds and an upper bound of error covariance was
analyzed. Additionally, a stochastic SoD triggering rule was
proposed in [39], where an upper bound and a lower bound of
the error covariance were derived, but the performance was
not studied. Although quite a few effective event-triggered
filters were developed, the relationship between the estimation
performance and the triggering thresholds still need further
investigations in a distributed framework under collective ob-
servable condition. To the best of our knowledge, the the quan-
tification and analysis of communication rate for distributed
event-triggered filtering have not been adequately investigated,
and very few studies on analyzing the communication rate,
though many distributed event-triggered filtering have been
developed.
The objective of this paper is to provide the theoretical
analysis on distributed estimation with SEC for filters based on
time-based and event-triggered communications, respectively.
The main contributions of this paper are fourfold:
1) We propose a time-based distributed Kalman filter based
on a consensus communication protocol for a class of
stochastic systems with SEC. Moreover, we prove both
estimation consistency and local SEC hold for each
communication by employing the CI method and a
modified projection operator. Besides, the filter does not
require the spatial independence between measurement
noises of agents, which is required by many existing
results [5, 11, 21, 41].
2) We establish the relationship between consensus step,
SEC and error covariance in dynamic process and steady
process, respectively. Besides, employing a space de-
composition method, we show the error covariance in
the constraint set can be arbitrarily small by setting a
sufficiently large consensus step. To the best knowledge
of the authors, these are the first results to analyze the
influence of the multi-step communications to the esti-
mation performance of distributed filters [8, 9, 11, 41].
3) We show that the SEC can relax the mildest collective
observability assumptions given in [8–11, 21] or the lo-
cal observability conditions given in [5, 7, 15], and lead
to the extended collective observability (ECO) condition.
Under the ECO condition, through utilizing a technique
of matrix approximation, we prove the boundedness
of error covariance and the exponentially asymptotic
unbiasedness of state estimate, respectively. Thus, the
essential filtering properties have been extended for a
larger class of stochastic time-varying systems.
4) Under the ECO condition for linear time-invariant sys-
tems with SEC, we provide a novel event-triggered com-
munication protocol by employing the consistency, and
give an offline design principle of triggering thresholds
with guaranteed boundedness of error covariance. More
importantly, we quantify and analyze the communication
rate for the proposed event-triggered distributed Kalman
filter, and provide optimization based methods to obtain
the minimal (maximal) successive non-triggering (trig-
gering) times, which seem to be not theoretically inves-
tigated in the existing results [38, 42, 43] of distributed
filtering to our knowledge.
The remainder of the paper is organized as follows. The
problem formulation is given in section II. Then a fully
distributed Kalman filter for a time-varying system with SEC
is proposed and analyzed in section III, while a distributed
3Kalman filter for a time-invariant system with a novel event-
triggered communication scheme is given and investigated
in section IV. Following that, numerical simulations on a
constrained moving vehicle are shown in section V. Finally,
the conclusions of this paper are provided in section VI.
Notations: The superscript “T” represents the transpose. If A
and B are both symmetric matrices, A ≥ B (or A > B) means
that A − B is a positive semidefinite (or positive definite)
matrix. In stands for the identity matrix with n rows and
n columns, and ⊗ stands for the Kronecker product. E{x}
denotes the mathematical expectation of the stochastic variable
x. blockdiag{·} and diag{·} represent the diagonalizations
of block elements and scalar elements, respectively. tr(P ) is
the trace of the matrix P and var(x) is the variance of x.
The integer set from a to b − 1 is denoted as [a : b), and
the integer set from a to b is [a : b] = [a : b) ∪ {b}. G−
is the Moore-Penrose inverse of G, and if G is a nonsingular
matrix, G− = G−1. dis(x, y) stands for the Euclidean distance
between x and y. PD[x] means the projected value of x
onto the set D. R and Z+ stand for the set of real scalars
and positive integers, respectively. N(µ, σ2) represents the
probability distribution with the mean µ and variance σ2.
1.0e4 stands for 1.0 × 104. For an operator h(x), suppose
h2(x) = h(h(x)). λmax(A) is the maximal eigenvalue of
matrix A. d·e is the ceiling function, and b·c is the floor
function.
II. PROBLEM FORMULATION AND FILTER DESIGN
In this section, we provide some preliminary knowledge and
formulate a distributed Kalman filter problem with SEC. Then
we provide a filtering structure for the design.
A. Problem Statement
Consider the following time-varying stochastic dynamics
xk+1 = Akxk + ωk, (1)
where xk ∈ Rn is the state vector, Ak ∈ Rn×n is the known
system matrix, subject to β2In ≤ AkATk ≤ β1In, β1, β2 > 0.
ωk ∈ Rn is the zero-mean process noise, and E{ωkωTk } ≤
Qk ∈ Rn×n, where 0 < Q ≤ Qk ≤ Q < +∞. The state
xk is observed by a multi-agent network of N agents, whose
measurement model is given as
yk,i = Hk,ixk + vk,i, i = 1, 2, . . . , N, (2)
where yk,i ∈ Rmi is the measurement vector obtained by
agent i, Hk,i ∈ Rmi×n is the observation matrix of agent
i and vk,i ∈ Rmi is the zero-mean observation noise. Suppose
that x0, {ωk}∞k=0 and {vk,i}∞k=0 are Gaussian and temporally
independent. Also, E{(x0−E{x0})(x0−E{x0})T } ≤ P0 ∈
Rn×n and E{vk,ivTk,i} ≤ Rk,i ∈ Rmi×mi , where Rk,i > 0.
Different from [1, 5, 11, 21] that the measurement noises of
agents are spatially independent, in this work, we study a more
general case that vk,i and vk,j may be correlated with unknown
correlation matrix at each time k.
The communication between agents in the multi-agent net-
work is modeled as a directed graph G = (V, E ,A), which
consists of the set of agents or nodes V = {1, 2, . . . , N},
the set of edges E ⊆ V ×V , and the weighted adjacent matrix
A = [ai,j ]. In the weighted adjacent matrix A, all the elements
are nonnegative, row stochastic and the diagonal elements
are all positive, i.e., ai,i > 0, ai,j ≥ 0,
∑
j∈V ai,j = 1. If
ai,j > 0, j 6= i, there is an edge (i, j) ∈ E , which means
node i can directly receive the information of node j, and
node j is called the in-neighbor of node i. Meanwhile, node
i is called the out-neighbor of node j. N 0i,out is set of out-
neighbors of agent i without including itself. In this paper,
we call in-neighbor as neighbor without specific statement.
All the neighbors of node i can be represented by the set
{j ∈ V|(i, j) ∈ E} , N 0i , whose size is denoted as |N 0i |.
Also, N 0i
⋃{i} , Ni. G is called strongly connected if for
any pair nodes (i1, il), there exists a directed path from i1
to il consisting of edges (i1, i2), (i2, i3), . . . , (il−1, il). An
undirected graph G is simply called connected if it is strongly
connected.
In practical applications, many examples can be formulated
with SEC [22–27]. Given the dynamics (1), there may exist
equality constraints on the overall state for each agent. The
SEC can be expressed as
Dk,ixk = dk,i, i = 1, 2, . . . , N, (3)
where Dk,i ∈ Rsk,i×n, dk,i ∈ Rsk,i are known constraint
matrix and constraint vector of agent i, respectively, and sk,i
is the number of constraints of agent i at time k. Clearly,
the number of constraints is no larger than state dimension,
i.e., sk,i ≤ n. Also, Dk =
⋂
i∈V Dk,i 6= ∅, where Dk,i =
{xk|Dk,ixk = dk,i}. The constraint equality D¯kxk = dk
contains all the local constraints Dk,ixk = dk,i, i ∈ V .
Without loss of generality, Dk,i is supposed to be either zero
or of full row rank, and D¯k ∈ Rs¯k×n is assumed to be of full
row rank, subject to 0 < $Is¯k ≤ D¯kD¯Tk ≤ Is¯k .
For convenience, we denote
Φk,k = In,Φk+1,k = Ak,Φj,k = Φj,j−1 · · ·Φk+1,k(j > k),
Hk = [H
T
k,1, H
T
k,2, . . . ,H
T
k,N ]
T ,
Dk = [D
T
k,1, D
T
k,2, . . . , D
T
k,N ]
T ,
Rk = blockdiag{Rk,1, Rk,2, . . . , Rk,N}.
In the distributed framework, each agent aims to timely
estimate the dynamics (1) based on the knowledge of local
measurements (2) and constraints (3) as well as the informa-
tion communication with neighbors. To solve the problem, the
following assumptions are adopted throughout the paper.
Assumption 1. The directed graph G = (V, E ,A) of multi-
agent network is strongly connected.
Assumption 1 is a basic condition for the directed topology
graph of multi-agent network (referring to [12]), which is
important for the distributed design. If the topology graph
G = (V, E ,A) is undirected, the assumption degenerates to the
connectedness of the network discussed in [11, 43].
Assumption 2. (Extended collective observability, ECO)
There exist a positive integer N¯ and a positive constant α
4such that for any k ≥ 0,
k+N¯∑
j=k
ΦTj,k(H
T
j R
−1
j Hj +D
T
j Dj)Φj,k ≥ αIn > 0. (4)
Even if the observability conditions in [3, 8, 9, 12, 21, 41]
are not satisfied, the ECO condition in Assumption 2 can still
be fulfilled. In other words, the ECO condition is more general
than the existing observability conditions [5, 7–11, 15, 21]
because the mildest observability conditions given in the
existing papers such as [8, 9] still depend on (Ak, Hk), which
is a special case of Assumption 2 satisfied if Dk,i = 0, i ∈
V, k = 1, 2, . . ..
B. Filtering Structure
Given the dynamics (1) with observations of N agents
(2) and constraints (3), we propose the following general
distributed filtering structure in Table I.
TABLE I
DISTRIBUTED FILTERING STRUCTURE
Prediction:
x¯k,i = Ak−1xˆk−1,i,
Measurement update:
x˜k,i = x¯k,i +Kk,i(yk,i −Hk,ix¯k,i),
Perform L steps of fusion-projection (i.e, consensus):
Local fusion:
xˇlk,i =
∑
j∈Ni W
l
k,i,j x˜
l,t
k,j , l = 0, 1, · · · , L− 1
Projection:
x˜l+1k,i = arg minx(x− xˇlk,i)T (M lk,i)−1(x− xˇlk,i), s.t.Dk,ix = dk,i.
Output:
xˆk,i = x˜
L
k,i.
In Table I, x¯k,i, x˜k,i, xˇlk,i, x˜
l
k,i and xˆk,i are the state
estimates in the state prediction, state update, state fusion, state
projection and state output of agent i at time k, respectively.
The corresponding estimation errors are e¯k,i, e˜k,i, eˇlk,i, e˜
l
k,i
and ek,i. Additionally, x˜
l,t
k,j , j ∈ Ni, are the estimates to be
fused by agent i under time-based or event-triggered schemes.
The matrices Kk,i, W lk,i,j and M
l
k,i are to be designed.
Remark 1. The projection scheme in Table I has the ad-
vantage that the state estimates of one agent can be strictly
satisfied with the SEC of its own (3).
It is not trivial to study how to combine the projection
method and the distributed filters without SEC, since to obtain
an estimate with smaller covariance, the typical projection
operation requires the error covariance matrix. However, in
the general distributed Kalman filters [1, 3, 5–7, 11], due to
the unknown correlation between estimates of state, the error
covariance can not be obtained in a distributed manner. Thus,
we introduce the definition of consistency as follows.
Definition 1. [44] (Consistency) Suppose xk is a random
vector and xˆk is the estimate of xk. Then the pair (xˆk, Pk) is
said to be consistent if E{(xˆk − xk)(xˆk − xk)T } ≤ Pk.
Consider the system (1)-(3) with distributed filtering struc-
ture in Table I. In the subsequent, we try to answer the
following important problems:
1) How to design Kk,i, W lk,i,j and M
l
k,i of Table I such that
the proposed distributed Kalman filter is fully distributed
and subject to consistency at each moment and at each
fusion-projection step?
2) Under what mild conditions the uniform boundedness of
error covariance can be guaranteed? What benefits can
SEC provide? More importantly, how does the fusion-
projection number L influence the estimation perfor-
mance?
3) How to provide a design principle for the event-triggered
thresholds so as to guarantee the desired estimation
performance? How to quantify and analyze the commu-
nication rate of a distributed filter with even-triggered
communications?
III. DISTRIBUTED FILTER WITH TIME-BASED
COMMUNICATIONS
In this section, we will focus on solving the problems
in 1) and 2) of last section. Specifically, we will provide
a distributed design of filter, analyze the main estimation
properties, and study the benefits of SEC and fusion-projection
number L to the estimation performance.
A. Time-based Distributed Filter
Regarding the distributed filtering structure in Table I, sup-
pose the time-based scheme allows each agent communicates
with its neighbors for L ≥ 1 times between two measurement
updates. In Table II, applying a modified projection operator
and the covariance intersection fusion method, we propose a
distributed algorithm called “time-based projected distributed
Kalman filter” (TPDKF). On TPDKF, we have the following
TABLE II
TIME-BASED PROJECTED DISTRIBUTED KALMAN FILTER (TPDKF)
Initialization:
(xˆ0,i, P0,i) is satisfied with P0,i ≥ (1 + θi)P0 + θi+1θi P
∗
0,i,∃θi > 0,
where P ∗0,i ≥ (xˆ0,i − E{x0})(xˆ0,i − E{x0})T
Input:
(xˆk−1,i, Pk−1,i, εi),
Prediction:
x¯k,i = Ak−1xˆk−1,i,
P¯k,i = Ak−1Pk−1,iATk−1 +Qk−1,
Measurement update:
x˜k,i = x¯k,i +Kk,i(yk,i −Hk,ix¯k,i),
Kk,i = P¯k,iH
T
k,i(Hk,iP¯k,iH
T
k,i +Rk,i)
−1,
P˜k,i = (I −Kk,iHk,i)P¯k,i,
Perform L steps of fusion-projection with x˜0k,i = x˜k,i, P˜
0
k,i = P˜k,i:
Local fusion: Receive (x˜lk,j , P˜
l
k,j ) from neighbors j ∈ Ni
xˇlk,i = Pˇ
l
k,i
∑
j∈Ni ai,j(P˜
l
k,j)
−1x˜lk,j , l = 0, 1, · · · , L− 1,
Pˇ lk,i = (
∑
j∈Ni ai,j(P˜
l
k,j)
−1)−1, l = 0, 1, · · · , L− 1,
Projection:
x˜l+1k,i = xˇ
l
k,i − Pˇ lk,iDTk,i(Dk,iPˇ lk,iDTk,i)−(Dk,ixˇlk,i − dk,i),
P˜ l+1k,i = Pˇ
l
k,i − Pˇ lk,iDTk,i(Dk,iPˇ lk,iDTk,i + εiIsk,i )−1Dk,iPˇ lk,i,
Output:
xˆk,i = x˜
L
k,i, Pk,i = P˜
L
k,i.
lemma.
Lemma 1. For the proposed TPDKF, P˜ l+1k,i is a positive
definite matrix, subject to Pˆ l+1k,i ≤ P˜ l+1k,i ≤ Pˇ lk,i, where Pˆ l+1k,i =
5Pˇ lk,i−Pˇ lk,iDTk,i(Dk,iPˇ lk,iDTk,i)−Dk,iPˇ lk,i. Furthermore, if Dk,i
is of rank dk,i ≤ n, Pˆ l+1k,i has dk,i eigenvalues of zero.
Proof. The proof is given in Appendix A.
The positive parameter εi in TPDKF is adjustable, and it can
be set sufficiently small like the setting in [29]. Besides, the
employment of εi in the modified projection operator ensures
that P˜ l+1k,i is a positive definite matrix, which suits to the
requirement of the CI based fusion operator.
Remark 2. The matrix Pk,i in TPDKF does not stand for the
error covariance of agent i. The relationship between Pk,i and
the error covariance matrix will be shown in Lemma 2.
Remark 3. If the fusion-projection number L is sufficiently
large, xˆk,i, i ∈ V, will go to consensus, which means global
SEC will be satisfied by each agent. However, since it is not
practical to make agents communicate for too many times
between two measurement updates in dynamic estimation, it is
essential to analyze the influence of the fusion-projection to the
estimation performance, which will be analyzed in Theorem 1
and Theorem 2.
B. Estimation Performance of TPDKF
In this subsection, we will investigate the main estimation
performance of TPDKF in several aspects. The following
result shows the Gaussianity of the estimation error of TPDKF.
Proposition 1. For TPDKF of the system (1)–(2) with con-
straints (3), the estimation error ek,i = xˆk,i−xk is Gaussian,
for any i ∈ V, k = 1, 2, . . ..
Proof. See the proof in Appendix B.
Due to the strong correlation between the estimates of
agents, error covariance matrices are usually not accessible.
The following lemma shows that both consistency and SEC
are satisfied for the estimates of TPDKF.
Lemma 2. For TPDKF of the system (1)–(2) with constraints
(3), if L ≥ 1, then for l ∈ [0 : L− 1],
• the state estimate x˜l+1k,i satisfies the SEC of agent i at
time k, i.e., Dk,ix˜l+1k,i = dk,i;
• the consistency at the modified projection step holds, i.e.,
E{(x˜l+1k,i − xk)(x˜l+1k,i − xk)T } ≤ P˜ l+1k,i .
Proof. See the proof in Appendix C.
To investigate the influence of SEC and fusion-projection
number L to the estimation performance of TPDKF, we utilize
a space decomposition method in the following. For each time
k, there exists a bounded non-singular matrix Fk ∈ Rn×n,
such that D¯kFk = [0s¯k×(n−s¯k), D˜k], where D˜k ∈ Rs¯k×s¯k is
of full rank. Let
F−1k xk = [x
T
k (1), x
T
k (2)]
T
F−1k xˆk,i = [xˆ
T
k,i(1), xˆ
T
k,i(2)]
T ,
where xk(2) ∈ Rs¯k , satisfying D˜kxk(2) = dk. Besides, we
define the global state equality constraint set
Ss¯k , {x ∈ Rs¯k |D˜kx = dk}. (5)
Then define the constraint estimation error
ek,i , xˆk,i(2)− xk(2). (6)
Suppose aij,s is the (i, j)th element of As, where A is the
adjacency matrix. Then, we obtain the following theorem,
which shows the benefits of SEC and fusion-projection number
L to the dynamic estimation performance of TPDKF.
Theorem 1. (Fusion-projection Compression) Consider the
system (1)-(3) satisfying Assumption 1. For TPDKF in Table
II with given fusion-projection number L ≥ 1,
E{ek,ieTk,i} (7)
≤
∑
j∈V
aij,LP˜
−1
k,j +
L−1∑
s=0
∑
j∈V
aij,s
DTk,jDk,j
εj
−1 .
Furthermore, ∀0 > 0, there exists an L0, such that for L ≥
L0,
λmax
(
E{ek,ieTk,i}
)
< 0, (8)
where ek,i , xˆk,i − xk is the estimation error of agent i, and
ek,i is the constraint estimation error defined in (6).
Proof. Using the matrix inverse formula, one can obtain
that (P˜Lk,i)
−1 =
∑
j∈Ni ai,j((P˜
L−1
k,j )
−1 + 1εjD
T
k,jDk,j). Re-
cursively utilizing the equation for L − 1 steps, it then
follows (P˜Lk,i)
−1 =
∑
j∈V aij,LP˜
−1
k,j + Si,L, where Si,L =∑L−1
s=0
∑
j∈V aij,s
1
εj
DTk,jDk,j , aij,s is the (i, j)th element of
As, s ∈ Z+, and aij,0 = 0, j ∈ N 0i , aii,0 = 1. According to
the consistency in Lemma 2, E{ek,ieTk,i} = E{e˜Lk,i(e˜Lk,i)T } ≤
P˜Lk,i. Thus, the conclusion in (7) holds.
Given ∀0 > 0, we aim to prove the conclusion in (8).
According to the consistency in Lemma 2,
F−1k E{ek,ieTk,i}F−Tk ≤ F−1k P˜k,iF−Tk . (9)
Considering F−1k P˜k,iF
−T
k , it holds that F
−1
k P˜k,iF
−T
k ≤
ndiag{λj , j = 1, · · · , n}, where λj are the eigenvalues of
F−1k P˜k,iF
−T
k . According to Assumption 1 and graph theory
[45, 46], aij,s > 0 for s ≥ N − 1. Then, in light of (7),
there exists an L0, such that for L ≥ L0, the eigenvalues
of F−1k P˜k,iF
−T
k corresponding to the subspace related to
constraint set Ss¯k are smaller than ρ0 = 0n . Thus,
F−1P˜k,iF−T ≤
(
nλ0In−sk 0
0 nρ0
)
. (10)
where λ0 is the biggest eigenvalue of F−1k P˜k,iF
−T
k in the rest
subspace. According to (9) and (10), the estimation error in
the global constraint set satisfies
λmax
(
E{ek,ieTk,i}
)
< nρ0 = 0. (11)
Then the conclusion in (8) holds.
According to Theorem 1, the following two corollaries can
be obtained.
Corollary 1. Under Assumption 1, for the proposed TPDKF
in Table II, if rank(D¯Tk D¯k) = n, then ∀0 > 0, there exists
an L0, such that for L ≥ L0,
λmax
(
E{ek,ieTk,i}
)
< 0,∀k ≥ 0,∀i ∈ V. (12)
6Corollary 2. Under Assumption 1, for the proposed TPDKF
in Table II, the estimates xˆk,i asymptotically satisfy the global
constraints, i.e.,
lim
L→+∞
dis(xˆk,i, PDk [xˆk,i]) = 0,∀k ≥ 1, (13)
where Dk =
⋂
i∈V Dk,i and Dk,i = {xk|Dk,ixk = dk,i}.
Remark 4. Theorem 1 and Corollary 1 show the influence
of fusion-projection number L to the dynamic estimation
performance of the filter in terms of upper bound of the error
covariance. Corollary 2 show the global equality constraints
will be asymptotically satisfied with the increasing of L.
Remark 5. For rank(D¯Tk D¯k) = n, all the elements of system
state become deterministic, and the overall state can be fully
determined by the global SEC according to Corollary 1.
The analysis of upper boundedness of the error covariance
matrix is one of the most difficult issues in the distributed
estimation due to the time-varying dynamics and the strong
correlation between the estimation errors of agents. In the
following theorem, we provide the conclusion on mean square
boundedness of estimation error under quite mild conditions.
Theorem 2. (Mean square boundedness) Consider the system
(1)-(3) satisfying Assumptions 1-2. For TPDKF, if L ≥ 1 and
D¯k = D¯ with rank s¯ > 0, there exists a matrix P1 > 0 and a
matrix P2 ≥ 0 with rank s¯, such that for ∀i ∈ V ,
sup
k≥N+N¯
E{ek,ieTk,i} ≤ (P1 + LP2)−1 <∞. (14)
Furthermore, there exists a scalar ρ1 > 0, such that for L ≥ 1,
λmax
(
sup
k≥N+N¯
E{ek,ieTk,i}
)
<
ρ1
L
,∀i ∈ V, (15)
where ek,i , xˆk,i − xk is the estimation error of agent i, and
ek,i is the constraint estimation error defined in (6).
Proof. Considering the consistency of TPDKF in Lemma 2,
we turn to prove the upper boundedness of Pk,i in TPDKF.
We consider k ≥ N + N¯ . By exploiting the matrix inverse
formula on Pk,i and Pˇk,i, respectively, we obtain
P−1k,i =
∑
j∈V
aij,LP˜
−1
k,j +
L−1∑
l=0
∑
j∈V
aij,l
DTk,jDk,j
εj
(16)
≥η
∑
j∈V
aij,LA
−T
k−1P
−1
k−1,jA
−1
k−1
+
∑
j∈V
aij,LSk,j +
L−1∑
l=0
∑
j∈V
aij,l
DTk,jDk,j
εj
,
where Sk,i = HTk,iR
−1
k,iHk,i, and 0 < η < 1, which is
obtained similarly to Lemma 1 in [8] by noting the upper
boundedness of Qk and lower boundedness of AkATk . By
recursively applying (16) for L˜ = N + N¯ times, one has
P−1k,i ≥ηL˜Φ−Tk,k−L˜
∑
j∈V
aij,L˜×LP
−1
k−L˜,j
Φ−1
k,k−L˜ + P˘
−1
k,i ,
where
P˘−1k,i =
L˜∑
s=1
ηs−1Φ−Tk,k−s+1
[∑
j∈V
(
aij,s×LSk−s+1,j (17)
+
L−1∑
l=0
aij,s×l
DTk−s+1,jDk−s+1,j
εj
)]
Φ−1k,k−s+1,
and Φk,j is the state transition matrix, aij,s is the (i, j)th
element of As. According to Assumption 1 and graph theory
[45, 46], aij,s > 0 for s ≥ N − 1. We consider P˘−1k,i . From
(17), one can obtain
P˘−1k,i ≥aminηL˜−1
L˜∑
s=N
Φ−Tk,k−s+1
[∑
j∈V
(
Sk−s+1,j
+ L
DTk−s+1,jDk−s+1,j
εj
)]
Φ−1k,k−s+1,
=aminη
L˜−1
L˜∑
s=N
Φ−Tk,k−s+1
[
HTk−s+1R
−1
k−s+1Hk−s+1
+ LDTk−s+1Υ
−1
k−s+1Dk−s+1
]
Φ−1k,k−s+1, (18)
where amin = mini,j∈V aij,s > 0, s ∈ [N : L˜× L] and Υk =
blockdiag{ε1Isk,1 , ε2Isk,2 , . . . , εNIsk,N }. Under Assumption
2, for the given {εi, i ∈ V} and L˜ = N + N¯ , there exists an
α¯ > 0, such that
L˜∑
s=N
Φ−Tk,k−s+1
[
HTk−s+1R
−1
k−s+1Hk−s+1
+DTk−s+1Υ
−1
k−s+1Dk−s+1
]
Φ−1k,k−s+1 ≥ α¯In.
Denote P3 = α¯aminηN+N¯−1In. Due to 0 < β2 ≤ AkATk ≤
β1In and global constraint matrix D¯k = D¯ with rank s¯, then
there exists a constant matrix P2 with rank s¯ subject to 0 ≤
P2 < P3, such that
L˜∑
s=N
Φ−Tk,k−s+1D
T
k−s+1Υ
−1
k−s+1Dk−s+1Φ
−1
k,k−s+1 ≥ P2 ≥ 0.
Let P1 = P3 − P2 > 0. Therefore, for L ≥ 1 and k ≥
N + N¯ , P˘−1k,i ≥ P3 + (L−1)P2 ≥ P1 +LP2. Considering the
consistency and P−1k,i ≥ P˘−1k,i , the conclusion of (14) holds.
Due to D¯k = D¯, for the global constraint matrix D¯ ∈ Rs¯×s¯,
it holds that D¯D¯T ≥ $Is¯. Thus, from (18) and we have
P˘−1k,i ≥ aminηL˜−1 (α¯In + (L− 1)P ($)) . (19)
where P ($) is a diagonal matrix consisting of n− s¯ zeros and
s¯ elements of $. Considering the state constraint set Ss¯k = Ss¯
defined in (5), it is similar as the proof of Theorem 1 to obtain
E{ek,ieTk,i} ≤ ρ1L , ∀k ≥ N + N¯ , where ρ1 is easily obtained
through (19).
Remark 6. 1) Theorem 2 shows the SEC can relax either the
collective observability assumptions given in [8–11, 21] or the
local observability conditions given in [5, 7, 15].
72) Theorem 2 reveals the influence of fusion-projection
number L to the boundedness of error covariance and shows
that the bound of the mean square estimation error in the
constraint set can be arbitrarily small by setting a sufficiently
large fusion-projection number L.
For the initial biased estimates resulted from information
asymmetry of agents, we can obtain Theorem 3 which depicts
the asymptotic unbiasedness of state estimate for the proposed
TPDKF. The following lemma on matrix approximation will
help to prove Theorem 3.
Lemma 3. Suppose Π0 and Π1 satisfy 0 ≤ Π0 ≤ Π1 and
Π1 > 0, then Π0Π−11 Π0 ≤ Π0.
Proof. We utilize a matrix approximation method to finish the
proof. Define Π = Π0 +λ(Π1−Π0), where 0 < λ < 1. Then
under the conditions of this lemma, it is easy to obtain that
0 < Π ≤ Π1. Hence, we have Π−11 ≤ Π−1, which leads to
ΠΠ−11 Π ≤ Π . Let λ → 0+, and we obtain Π0Π−11 Π0 ≤
Π0.
Theorem 3. (Asymptotically unbiased) Consider the system
(1)-(3) satisfying Assumptions 1-2. For TPDKF, if the fusion-
projection number L ≥ 1, the state estimate is asymptotically
unbiased with an exponential rate, i.e., there exist constants
b > 0 and 0 < % < 1, such that
‖E{xˆk,i − xk}‖2 ≤ b%k, (20)
where k ∈ N, i ∈ V.
Proof. Recall the denotations of estimation errors be-
low Table I. Consider the function Vk,i(E{e¯k,i}) =
E{e¯k,i}T P¯−1k,i E{e¯k,i}. According to the fact (iii) of Lemma 1
in [8] and 0 < Q ≤ Qk ≤ Q < +∞, there exists a % ∈ (0, 1),
such that
Vk,i(E{e¯k,i}) ≤%E¯{e¯k,i}TA−Tk P−1k,i A−1k E{e¯k,i}
≤%E{ek,i}TP−1k,i E{ek,i}.
(21)
Then E{e˜l+1k,i } = PD,lk,i Pˇ lk,i
∑
j∈Ni ai,j(P˜
l
k,j)
−1E{e˜lk,j},
where PD,lk,i = In − Pˇ lk,iDTk,i(Dk,iPˇ lk,iDTk,i)−Dk,i. Em-
ploying the matrix approximation method in Lemma 3
yields PD,lk,i Pˇ
l
k,i(P˜
l+1
k,i )
−1PD,lk,i Pˇ
l
k,i ≤ PD,lk,i Pˇ lk,i ≤ Pˇ lk,i.
Applying Lemma 2 in [8] to the right hand of (21),
one can obtain that E{(e˜l+1k,i )}T (P˜ l+1k,i )−1E{(e˜l+1k,i )} ≤∑
j∈Ni ai,jE{(e˜lk,j)}T (P˜ lk,j)−1E{(e˜lk,j)}. By applying this
iteration for l = 0, 1, · · · , L− 1, we have
E{ek,i}TP−1k,i E{ek,i}
≤
∑
j∈V
aij,LE{(e˜0k,j)}T (P˜ 0k,j)−1E{(e˜0k,j)}
=
∑
j∈V
aij,LE{e˜k,j}T P˜−1k,jE{e˜k,j}. (22)
Since P˜k,i = (I − Kk,iHk,i)P¯k,i, one can get
P˜−1k,i (I − Kk,iHk,i) = P¯−1k,i . From TPDKF, we have
Pˇk,i = (
∑
j∈Ni ai,jP˜
−1
k,j )
−1 ≤ (∑j∈Ni ai,jP¯−1k,j )−1.
Considering E{e˜k,i} = (I − Kk,iHk,i)E{e¯k,i}, (21)
and (22), it can be obtained that Vk+1,i(E{e¯k+1,i}) ≤
%
∑
j∈V aij,LVk,j(E{e¯k+1,i}). Then, we have
Vk+1,i(E{e¯k+1}) ≤ %k+1
∑
j∈V
aij,L(k+1−k∗)V0,j(E{e¯0,j})
≤ %k+1V0,max, 0 < % < 1, (23)
where V0,max = max
j∈V
V0,j(E{e¯0,j}) > 0. Under the condi-
tions of this theorem, the conclusion of Theorem 2 holds. Then
P¯k,i is uniformly upper bounded due to 0 < β2In ≤ AkATk ≤
β1In and Qk ≤ Q < +∞. Since P¯k+1,i is uniformly upper
bounded, i.e., there exists a constant matrices P¯1 > 0, such
that P¯k+1,i ≤ P¯1. Therefore,
Vk+1,i(E{e¯k+1,i}) =E{e¯k+1,i}T P¯−1k+1,iE{e¯k+1,i}
≥λmin(P¯−11 )‖E{e¯k+1,i}‖2. (24)
Substituting (24) into (23) and considering
E{e¯k+1,i} = AkE{ek,i}, we can obtain ‖E{ek,i}‖2 ≤
%V0,max
λmin(ATkAk)λmin(P¯
−1
1 )
%k. Due to 0 < β2In ≤ AkATk . Let
b =
%V0,max
β2λmin(P¯
−1
1 )
> 0. Then we have ‖E{ek,i}‖2 ≤ b%k.
Then for k ∈ N, ‖E{ek,i}‖2 ≤ b%k.
Corollary 3. Under the same conditions as Theorem 3,
lim
k→+∞
dis(E{xˆk,i}, PDk [E{xˆk,i}]) = 0 with an exponential
rate, where Dk =
⋂
i∈V Dk,i and Dk,i = {xk|Dk,ixk = dk,i}.
Proof. Because dis(PD[x], PD[y]) ≤ dis(x, y) [47] and xk ∈
Dk,
dis(E{xˆk,i}, PDk [E{xˆk,i}])
≤dis(E{xˆk,i}, E{xk}) + dis(E{xk}, PDk [E{xˆk,i}])
=dis(E{xˆk,i}, E{xk}) + dis(PDk [E{xk}], PDk [E{xˆk,i}])
≤2dis(E{xˆk,i}, E{xk}). (25)
According to Theorem 3, dis(E{xˆk,i}, E{xk}) → 0 as k →
∞ with an exponential rate. Therefore, the conclusion holds
due to (25).
Remark 7. Theorem 3 shows the proposed filter can remove
the estimation bias resulted from initial information asymmetry
at an exponentially fast rate. It can be seen from Corollary 3
that the mean of state estimate for each agent will eventually
satisfy global SEC.
IV. DISTRIBUTED FILTER WITH EVENT-TRIGGERED
COMMUNICATIONS
In the commonly-used time-based distributed communi-
cation mechanism, the local messages of each agent may
be broadcasted to its neighbors for several times between
two measurement updates. Such a communication strategy
may lead to some unnecessary communication data flow in
the network, which unavoidably increases the communication
burden and energy consumption. In fact, it is quite necessary to
employ efficient strategies to reduce communication rate and
save energy, because of the practical bandwidth and energy
constraints (e.g., in wireless sensor network).
Given fusion-projection step L ≥ 1 in Table II, we aim
to reduce the communication frequencies of the agents not
8sending sufficiently new information. As a result, different
agents over the network may have different communication
times ranging from zero to L. In this section, for convenience,
we study the fusion-projection step L = 1. For L > 1,
the similar results can be obtained. To study event-triggered
schemes, we focus on time-invariant systems, though the
method can be extended to time-varying cases. In other words,
we give the following assumption for simplicity.
Assumption 3. The matrices in the system (1)-(2) and the
constraints (3) satisfy Ak = A, Qk = Q,Hk,i = Hi, Rk,i =
Ri, Dk,i = Di, dk,i = di,∀i ∈ V, k = 1, 2, . . ..
Then the following two lemmas are quite straightforward.
Lemma 4. Under Assumptions 2 and 3, [A, H¯] is observable,
where H¯ = [HT , DT ]T , H = [HT1 , H
T
2 , . . . ,H
T
N ]
T , D =
[DT1 , D
T
2 , . . . , D
T
N ]
T .
Lemma 5. Under Assumption 3, the system matrix A is non-
singular.
Different from many existing results with event-triggered
schemes [38], whose assumptions on the upper boundedness of
the error covariance matrix are usually related to the existence
of the solutions of Riccati equations or Hurwitz stability of
A, the collective observability of [A, H¯] of the system can be
verified before the implementation of algorithms. Clearly, the
collective observability of [A, H¯] is a time-invariant version of
the ECO condition in Assumption 2, which is weaker than the
assumption that (A,H) is observable given in [8, 10, 43]. The
non-singularity of A can be guaranteed through discretization
from general continuous systems.
A. Event-triggered Communication Scheme
In this subsection, we will study a event-triggered com-
munication scheme for distributed Kalman filter. For TPDKF
in Table II with L = 1, each agent can decide whether to
broadcast the message (x˜k,j , P˜k,j) to its out-neighbors or not,
thus we need to give a criterion to determine what message
is worth broadcasting. Here, we utilize the SoD regulation
triggering mechanism, which is an event-triggered principle
and related to the information increment. Different from
the SoD methods in [38, 39] depending on some stochastic
variables, a novel SoD method is given in this paper. The event
triggers of proposed SoD method is indeed deterministic and
based on P˜−1k,j , where one can judge the information increment
according to its variation degree.
Let the pair (x˜t,j , P˜t,j) be the latest message broadcasted by
agent j to its out-neighbors. Define the following triggering
mechanism function for agent j as gk,j(·) : Rn×n × Rn×n ×
R→ R:
gk,j(P˜k,j ,
¯˜Pk,j , δj) = λmax
(
P˜−1k,j − ¯˜P−1k,j
)− δj , j ∈ V, (26)
where δj ≥ 0 is the triggering threshold of agent j which is
usually predefined, and
¯˜Pk,j , Ak−tP˜t,j(Ak−t)T +
k−1∑
l=t
Ak−1−lQ(Ak−1−l)T (27)
is the multi-step prediction matrix.
The event for agent j at time k is triggered if gk,j > 0. In
other words, if gk,j > 0, agent j broadcasts its information
message to its out-neighbors at time k. Suppose that the event
is triggered at the initial time. Define the pair (x˜tk,j , P˜
t
k,j) as
(x˜tk,j , P˜
t
k,j) =
{(
Ak−tx˜t,j ,
¯˜Pk,j
)
, if gk,j ≤ 0,(
x˜k,j , P˜k,j
)
, if gk,j > 0.
(28)
If gk,j > 0, the event for agent j is triggered at this
moment and
(
x˜k,j , P˜k,j
)
is broadcasted to the out-neighbors
of agent j, and then each out-neighbor receives (x˜tk,j , P˜
t
k,j) =(
x˜k,j , P˜k,j
)
. Otherwise, these out-neighbors obtain no infor-
mation of agent j at this moment and they make a multi-
step prediction using the latest received pair (x˜t,j , P˜t,j) to
obtain (x˜tk,j , P˜
t
k,j) =
(
Ak−tx˜t,j ,
¯˜Pk,j
)
. Based on the above
discussion, we propose an event-triggered projected distributed
Kalman filter (EPDKF) in Table III.
TABLE III
EVENT-TRIGGERED PROJECTED DISTRIBUTED KALMAN FILTER (EPDKF)
Initialization:
(xˆ0,i, P0,i) is satisfied with P0,i ≥ (1 + θi)P0 + θi+1θi P
∗
0,i,∃θi > 0,
where P ∗0,i ≥ (xˆ0,i − E{x0})(xˆ0,i − E{x0})T ,
Input:
(xˆk−1,i, Pk−1,i, εi, δi),
Prediction:
x¯k,i = Axˆk−1,i,
P¯k,i = APk−1,iAT +Q,
Measurement Update:
x˜k,i = x¯k,i +Kk,i(yk,i −Hix¯k,i),
Kk,i = P¯k,iH
T
i (HiP¯k,iH
T
i +Ri)
−1,
P˜k,i = (I −Kk,iHi)P¯k,i,
Local Fusion:Obtain the pair (x˜tk,j , P˜
t
k,j ) through (28)
xˇk,i = Pˇk,i
(
ai,iP˜
−1
k,i x˜k,i +
∑
j∈N0i ai,j(P˜
t
k,j)
−1x˜tk,j
)
,
Pˇk,i =
(
ai,iP˜
−1
k,i +
∑
j∈N0i ai,j(P˜
t
k,j)
−1
)−1
,
Projection:
xˆk,i = xˇk,i − Pˇk,iDTi (DiPˇk,iDTi )−(Dixˇk,i − di),
Pk,i = Pˇk,i − Pˇk,iDTi (DiPˇk,iDTi + εiIsi )−1DiPˇk,i,
Output:
(xˆk,i, Pk,i).
Clearly, given threshold δi, the design of the filtering gain,
the parameter matrices and the event-triggered scheme, simply
depends on the local available information without the global
knowledge of the system or the network topology. Hence, the
proposed algorithm EPDKF is a distributed filtering algorithm.
B. Estimation Performance of EPDKF
In this subsection, we will investigate the main estimation
performance of EPDKF and provide design principle for
triggering thresholds. The following result shows the Gaussian
distribution of estimation error for EPDKF in Table III.
Proposition 2. Consider the system (1)–(2) with constraints
(3). For EPDKF, the estimation error ek,i = xˆk,i − xk is
Gaussian, ∀i ∈ V, k = 1, 2, . . ..
Proof. The proof is similar to the proof of Proposition 1.
9On the state estimates of EPDKF, we have the following
lemma.
Lemma 6. For EPDKF of the system (1)–(2) with constraints
(3), the state estimate xˆk,i satisfies the SEC of agent i at time
k, and the pair (xˆk,i, Pk,i) is consistent. Moreover, Pk,i ≤
Pˇk,i,∀i ∈ V, k = 1, 2, . . ..
Proof. See the proof in Appendix D.
Like TPDKF, the estimation error covariances of EPDKF in
the stages of prediction, measurement update and local fusion
are also upper bounded by P¯k,i, P˜k,i and Pˇk,i. Thus, these
parameter matrices can be employed to evaluate the estimation
error in real time under the error distribution illustrated in
Proposition 2. Additionally, for EPDKF, the inverse of P˜k,i
can be treated as a lower bound of information matrix, which
contributes much in the design of event-triggered mechanism
(28).
The following result shows upper boundedness of the error
covariance matrix of the proposed EPDKF algorithm.
Theorem 4. (Mean square boundedness) For EPDKF in
Table III, under Assumptions 1 – 3, there exists a positive
definite matrix Pˆ , such that
0 < E{ek,ieTk,i} ≤ Pˆ <∞, ∀k ≥ 0, i ∈ V, (29)
if the triggering thresholds {δj , j ∈ V} satisfy∑
j∈V
δjMi,j < M¯i,∀i ∈ V, (30)
where
Mi,j =
k∗∑
τ=1
βτ−1aij,τ (A1−τ )TA1−τ ,
M¯i =
k∗∑
τ=1
βτ−1(A1−τ )T M˜i,j,τA1−τ
M˜i,j,τ =
∑
j∈V
(aij,τH
T
j R
−1
j Hj +
aij,τ−1
εj
DTj Dj),
(31)
for all k∗ ≥ N + n, β given in (33) and aij,τ is the (i, j)th
element of Aτ .
Proof. Considering the consistency of EPDKF in Lemma 6,
we turn to prove the upper boundedness of Pk,i in EPDKF.
Given EPDKF and the triggering condition (28), exploiting
matrix inverse formula on Pk,i and Pˇk,i yields
P−1k,i ≥ ai,iP˜−1k,i +
∑
j∈N 0i
ai,j(P˜
t
k,j)
−1 +
1
εi
DTi Di
≥
∑
j∈Ni
ai,j(P¯
−1
k,j +H
T
j R
−1
j Hj − δj) +
1
εi
DTi Di. (32)
By Lemma 1 in [8], there exists a real scalar β ∈ (0, 1) such
that
P−1k,i ≥ β
∑
j∈Ni
ai,jA
−TP−1k−1,jA
−1 (33)
+
∑
j∈Ni
ai,j(H
T
j R
−1
j Hj − δj) +
1
εi
DTi Di.
By recursively applying the above inequality for k∗ times, we
obtain
P−1k,i ≥βk
∗∑
j∈V
aij,k∗
[
(A−k
∗
)TP−1k−k∗,jA
−k∗
]
+ Pˆ−1i .
where
Pˆ−1i =
k∗∑
τ=1
βτ−1
∑
j∈V
(A1−τ )T
(
aij,τH
T
j R
−1
j Hj
+
aij,τ−1
εj
DTj Dj − aij,τδj
)
A1−τ . (34)
If Pˆ−1i is positive definite, we have Pk,i ≤ Pˆi. Thus,
there exists a matrix P ∗ such that Pk,i ≤ P ∗,∀i ∈ V . To
guarantee the positiveness of Pˆ−1i , δj , j ∈ V can be designed
such that
∑k∗
τ=1 β
τ−1∑
j∈V aij,τ (A
1−τ )T δjA1−τ < Pˇ−1i .
where Pˇ−1i =
∑k∗
τ=1 β
τ−1∑
j∈V(A
1−τ )T (aij,τHTj R
−1
j Hj +
aij,τ−1
εj
DTj Dj)A
1−τ . Then the conclusion in (30) is reached.
For the existence of a positive upper bound of δj , j ∈ V ,
one needs to show the positiveness of Pˇ−1i . According to
Assumption 1 and graph theory [45, 46], we have aij,s > 0,
s ≥ N−1. Thus, Pˇ−1i ≥ aminβk
∗−1(A−N )TDHA−N , where
R = blockdiag{R1, . . . , RN}
amin = min aij,τ > 0, τ ∈ [N : k∗]
DH =
∑k∗−N−1
l=0 (A
−l)T (HTR−1H +DTΥ−1D)A−l.
Consider the observability matrix
On =
∑n−1
t=0 (A
t)T (HTR−1H+DTΥ−1D)At = GTn R¯
−1
n Gn,
where R¯n = In ⊗ blockdiag{R,Υ}, and Gn =[
HT , DT , . . . , (HAn−1)T , (DAn−1)T
]T
. Under Assumption
2, it easily to see that On > 0 and Gn is of column
full rank. Define the matrix Fn = A1−n, and then the
matrix GnFn is still of column full rank, where GnFn =[
(HA1−n)T , (DA1−n)T , . . . ,HT , DT
]T
. Thus, FTn OnFn =
FTn G
T
n R¯
−1
n GnFn > 0. Considering the form F
T
n OnFn and
DH , let k∗ ≥ N +n, then the positiveness of Pˇ−1i is verified.
For 0 ≤ k ≤ k∗, there exists a sufficiently large P∗ such that
0 < Pk,i ≤ P∗, ∀i ∈ V,∀k = 0, 1, 2, . . . , k∗. Recall that
Pk,i ≤ P ∗, k > k∗,∀i ∈ V . Thus, under condition (30), it is
straightforward to guarantee (29).
Corollary 4. Under the same conditions as Theorem 4 and
δj = δ, j ∈ V , if
δ < λmin(M
− 12
i M¯iM
− 12
i ),∀i ∈ V, (35)
1) there exists a positive definite matrix Pˆδ such that 0 <
Pk,i ≤ Pˆδ <∞, ∀k ≥ 0,∀i ∈ V.
2) Pˆδ is non-decreasing with respect to δ, i,e., Pδ1 ≤ Pδ2 , δ1 ≤
δ2, with Mi =
∑
j∈VMi,j , where Mi,j and M¯i are defined
in (31).
Proof. The first conclusion is directly obtained from Theorem
4. Considering (34), the second conclusion can be easily
proved.
Remark 8. The conditions (30) and (35) essentially provide
design principles for the triggering thresholds δi, i ∈ V to
guarantee the mean square boundedness of estimation error.
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Although the upper bounds (30) and (35), which the triggering
conditions depend on, are related to the network topology and
overall system, through centralized design, they can be checked
before the implementations of the filters by each agent.
Remark 9. Under collective observability conditions, δi, i ∈
V cannot be set too large. Otherwise, suppose δi, i ∈ V
are sufficiently large. Then, agents will not communicate with
each other, which may lead to instability of estimates under
collective observability conditions.
C. Communication Rate
In the subsection IV-B, we have analyzed the main es-
timation performance of the proposed EPDKF with event-
triggered communications. Another essential aspect, namely,
the communication rate of event-triggered scheme, will be
studied in this subsection. In the following, for convenience
of analysis, we suppose δj = δ, j ∈ V , which means all
agents share the same triggering threshold. The conclusion for
δj 6= δ, j ∈ V, can be obtained similarly. Suppose there is at
most one communication between two updates for all agents,
then we provide the definition of the communication rate.
Definition 2. For a multi-agent system, the communication
rate λ of a distributed filter is defined as
λ = 1−
∑
i∈V pi|N 0i,out|∑
i∈V |N 0i,out|
, (36)
where pi ∈ [0, 1] is the ratio of non-triggering times for agent
i in a time interval of interest, |N 0i,out| is the out-degree of
agent i without including itself, and V stands for the index set
of all agents.
From (36), we see that the communication rate λ is directly
influenced by the ratio pi of the non-triggering event. If the
triggering condition in (28) is satisfied in the entire interval for
all agents, i.e., pi = 0, then λ = 1. If the triggering conditions
in (28) are not satisfied at any time for any agent, i.e., pi = 1,
then λ = 0. Therefore, the definition of λ is reasonable to
represent the communication rate during the entire interval of
interest. Since triggering condition in (28) is defined based on
the triggering threshold δ, we will also analyze the relationship
between λ and δ in the following.
It is noted that since the local interactions of agents are
complex and related with nonlinear operation (i.e., the inverse
of matrix), it seems impossible to accurately quantify the
communication rate of event-triggered distributed filters. In the
subsequent, we propose a novel analysis approach to obtain
the minimal (maximal) successive non-triggering (triggering)
times, which results in a conservative communication rate, i.e.,
an upper bound of communication rate can be given. Suppose
T1(i) = [tk1(i) : tk2(i)] is one period during which the event
in (28) is successively triggered, and T2(i) = [tl1(i) : tl2(i)]
is one period during which the event is successively not
triggered. Thus, for each agent, the entire time domain consists
of subintervals like T1(i) and T2(i). In the following two
lemmas, we will provide conditions which ensure the maximal
interval of T1(i) and the minimal interval of T2(i).
Lemma 7. Consider the system (1)-(3) with nonsingular
state transition matrix. For EPDKF algorithm with triggering
threshold δ ≥ 0, if the event of agent i is successively triggered
in the interval [t0 : t1], then
f¯(t, δ, i) > 0,∀t ∈ [0 : t1 − t0], (37)
where f¯(t, δ, i) is defined in (50).
Proof. Please see the proof in Appendix E.
Lemma 8. Consider the system (1)-(3) with nonsingular
state transition matrix. For EPDKF algorithm with triggering
threshold δ ≥ 0, the event of agent i is successively not
triggered in the interval [t2 : t3], if
g¯(δ, t, i) ≤ 0,∀t ∈ [0 : t3 − t2],
where g¯(δ, t, i) is an operator defined in (52).
Proof. Please see the proof in Appendix F.
Suppose [0 : T ] is the time interval of interest. The
maximal successive triggering time T1(i) and the minimal
non-triggering time T2(i) can be obtained by solving Problems
1 and 2 in the following, respectively.
Problem 1: Given δ ≥ 0, for i ∈ V ,
T1(i) = max
t∈[0:T ]
t, subject to f¯(t, δ, i) > 0, (38)
where f¯(t, δ, i) is defined in (50).
Problem 2: Given δ ≥ 0, for i ∈ V ,
T2(i) = max
t∈[0:T ]
t, subject to g¯(δ, t, i) ≤ 0, (39)
where g¯(δ, t, i) is defined in (52).
Remark 10. For a decision maker with global system infor-
mation, the optimization problems 1 and 2 are easily to be
solved offline, since the constraints of the problems can be
linearly expanded with time t.
Recall that β is given in (33) and the denotation |N 0i,out| is
the out-degree of agent i without including itself. Let I{x≥y}
be an indicative function of {0, 1} judging whether x ≥ y
holds. Then, we have the following theorem on communication
rate.
Theorem 5. (Communication rate) Consider the system (1)-
(3) with nonsingular state transition matrix. For EPDKF
algorithm with triggering threshold δ ≥ 0, given the time
interval of interest [0 : T ], if there exists a nonempty set
V1 ⊆ V , such that for ∀i ∈ V1, the following conditions hold,
1) Problem 1 has a feasible solution T1(i) ∈ [0 : T ], subject
to I{T1(i)≥2}
∑T1(i)
τ=2 β
τ (A−τ )TA−τ ≤ In.
2) Problem 2 has a feasible solution T2(i) ∈ [0 : T − T1(i)].
then the communication rate λ(δ) is no larger than λ0(δ) ∈
(0, 1), i.e.,
0 < λ(δ) ≤ λ0(δ) < 1, (40)
where
λ0(δ) = 1−
∑
i∈V1 T2(i)
⌊
T
T1(i)+T2(i)
⌋
|N 0i,out|
T
∑
i∈V |N 0i,out|
. (41)
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Furthermore, λ0(δ) is monotonic decreasing function of δ.
Proof. Based on the definition of communication rate in (36),
if conditions 1) and 2) of this theorem hold, (41) can be
calculated. According to Lemma 7, the length of real suc-
cessive triggering times is smaller than that calculated based
on Problem 1. From Lemma 8, we see that the length of real
successive triggering times is larger than that calculated based
on Problem 2. Thus, according to (41), the communication
rate of the network λ(δ) is no larger than λ0(δ) ∈ (0, 1).
To prove the monotonicity of λ0(δ) with respect
to δ, next we will analyze the detailed form of
zt,i(A,H,R,D,A,Υ, β, δ) in (49). According to (48),
zt,i(A,H,R,D,A,Υ, β, δ)
=z¯t,i(A,H,R,D,A,Υ, β)− δIt≥2
t∑
τ=2
βτ (A−τ )TA−τ
where I{x≥y} be an indicative function of {0, 1} judging
whether x ≥ y holds, and z¯t,i(A,H,R,D,A,Υ, β) is a con-
stant matrix derived based on predefined system matrices or
vectors A,H,R,D,A,Υ, β, and the predefined integer t. Ac-
cording to (50), f¯(t, δ, i) > 0 is equivalent to λmax{J(·)} > 0,
where
J(·) = ft,i(·)− eigpos (zt,i(·) + δIn) ,
where eigpos(·) is the matrix operator defined in (50), and
zt,i(·) + δIn = z¯t,i(·) + δ
(
In − It≥2
t∑
τ=2
βτ (A−τ )TA−τ
)
Due to the condition I{T1(i)≥2}
∑T1(i)
τ=2 β
τ (A−τ )TA−τ ≤ In
in 1), we see if δ is bigger, the length of successive triggering
times (i.e., t1) is smaller. Besides, considering (52), if δ is
bigger, the length of successive non-triggering times (i.e., t2)
is larger. Thus, the calculated λ0(δ) is a monotonic decreasing
function of δ.
If the time interval of interest is very large (e.g., T →∞),
we have the following corollary.
Corollary 5. Under the same conditions as Theorem 5, if there
exists an integer Tb, such that for any T ≥ Tb, T1(i)+T2(i) ≤
Tb, then
0 < λ(δ) ≤ λ¯0(δ) = lim
T→∞
λ0(δ) < 1, (42)
where
λ¯0(δ) = 1−
∑
i∈V1
T2(i)
T1(i)+T2(i)
|N 0i,out|∑
i∈V |N 0i,out|
. (43)
Proof. If there exists an integer Tb, such that for any T ≥ Tb,
T1(i) + T2(i) ≤ Tb, then lim
T→∞
1
T
⌊
T
T1(i)+T2(i)
⌋
= 1T1(i)+T2(i) .
According to (41), the conclusion holds.
Remark 11. Theorem 5 and Corollary 5 study the communi-
cation rate for the distributed event-triggered filter and provide
methods to obtain the minimal (maximal) successive non-
triggering (triggering) times, which seem to be not investigated
in the existing results [38, 42, 43] of distributed filtering to
our knowledge.
V. NUMERICAL SIMULATION
In this section, we consider a state constraint navigation
problem of a land-based vehicle, which was widely studied
[26, 32], in order to illustrate the effectiveness of the proposed
TPDKF and EPDKF. Corresponding to the system (1)-(2),
the vehicle dynamics can be approximated through setting
Ak =
[
1 0 Ts 0
0 1 0 Ts
0 0 1 0
0 0 0 1
]
, and the first two state elements of xk
are the north and east positions, and the last two are the north
and east velocities, ωk is the process noise whose covariance
matrix is upper bounded by Q = diag{4, 4, 1, 1}; and vk,i is
the measurement noise of ith agent with the covariance matrix
Ri = 90. The time interval of measurements is [0, 25] with the
sampling period Ts is 0.1s, which means k ∈ [0 : 250], and
the initial state is generated by a Gaussian distribution with
zero mean and covariance [100, 100, tan2 θ, 1]T . If one agent
has the knowledge of the vehicle running on a road with the
heading of θ equal to 60 degrees, then tan θ = xk(1)/xk(2) =
xk(3)/xk(4). The constraint can be rewritten in the form of
Dkxk = 0 with Dk =
(
1 − tan θ 0 0
0 0 1 − tan θ
)
, k = 1, 2, . . . . In
the following, the elements of the weighted adjacent matrix
A are given by the so-called Metropolis weights ([8]). The
initial settings of the algorithms are xˆ0,i = [0, 0, 0, 0]T , P0,i =
diag{100, 100, 4, 4}, εi = 0.01, i = 1, . . . , N. To better
show the estimation performance of the proposed TPDKF,
in the following, we compare the proposed TPDKF with
the centralized Kalman filter (CKF) and Distributed State
Estimation with Consensus on the Posteriors (DSEA-CP)
[8]. CKF is the minimum-variance centralized filter for lin-
ear dynamic systems and the algorithm DSEA-CP consid-
ers the distributed filter based on consensus. We conduct
the numerical simulation through Monte Carlo experiment,
in which 1000 Monte Carlo trials for TPDKF, CKF and
DSEA-CP are performed, respectively. The mean square er-
ror, averaged over all the agents, is defined as MSEk =
1
N
∑N
i=1
[
1
500
∑500
j=1(xˆ
j
k,i − xjk)T (xˆjk,i − xjk)
]
, where xˆjk,i is
the state estimate of the jth trail of agent i at time k. In
addition, considering the proposed TPDKF, the upper bound
of MSE defined above is given as tr(Pk) = 1N
∑N
i=1 tr(Pk,i).
A. Performance Evaluation: Case 1
In this subsection, we focus on the extended collective
observability condition (3) for the performance of the proposed
algorithms by only considering three agents in the network
shown in Fig. 1. The state constraints of the agents are
assumed to be Dk,1 = Dk,3 =
(
1 − tan θ 0 0
0 0 1 − tan θ
)
, Dk,2 =
( 0 0 0 0 ) , dk,i = 0, i = 1, 2, 3. The observation matrices
are supposed to have the following forms Hk,1 = Hk,3 =
( 1 0 0 0 ) , Hk,2 = ( 0 0 0 0 ) . The MSE comparison of TPDKF,
agent 1 agent 2 agent 3
Fig. 1. The communication illustration of a agent network with 3 agents
CKF and DSEA-CP is given in Fig. 2. It can be seen that the
algorithms CKF and DSEA-CP are both divergent, but the
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MSE of TPDKF and the corresponding upper bounds (i.e.,∑N
i=1 tr(Pk,i)) still remain stable if L ≥ 1. Since the collec-
tive observability condition is not satisfied, the CKF is diver-
gent. Yet the extended collective observability in Assumption
2 holds due to the contribution of state constraints. Besides, as
L increases, TPDKF achieves better estimation performance
in terms of MSE and tr(P). The results demonstrate that the
state constraints can relax the observability condition of the
algorithms, TPDKF can efficiently employ the information of
state constraints and the fusion-projection number L has direct
influence on estimation performance of TPDKF.
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Fig. 2. Performance comparision among CKF, DSEA-CP and TPDKF
To show the effectiveness of the proposed EPDKF in Table
III, we consider the simulation performance under the initial
settings. The event triggering thresholds are set to δ1 =
0.3, δ2 = 0.4, δ3 = 0.8. By simulation, the communication rate
is λ = 0.311, which effectively reduces the communication
burden of the network. Fig. 3 shows the triggering instants
of each agent. Fig. 4 reveals that the estimation error of
EPDKF remains stable and the consistency holds. Fig. 3
illustrates that there is a periodic transmission behavior of
each agent. As a result, Fig. 4 shows some periodicity of
the estimation performance. Table IV shows the relationships
between δ, tr(MSEe) = 13
∑3
i=1 maxk≥50(tr(MSEk,i))
and tr(Pe) = 13
∑3
i=1 maxk≥50(tr(Pk,i)). Fig. 5 reveals
the dynamic changing of estimation performance along with
the communication rate λ. It can be seen that the event
triggering thresholds decrease, and meanwhile, the estimation
error decreases, as the communication rate increases.
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Fig. 4. The estimation performance of EPDKF
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Fig. 5. The relationships among tr(P), MSE and communication rate λ
B. Performance Evaluation: Case 2
In this subsection, we consider 20 agents for illustration
of the overall performance, where the observation matrices of
these agents are uniformly randomly selected from Hk,1 =(
1 0 0 0
)
, Hk,2 =
(
0 0.3 0 0
)
, Hk,3 =(
0 1 0 0
)
. The network communication topology is
illustrated in Fig. 6. It is noted that for the system, regarding all
the observation matrices listed below, the traditional collective
observability condition is satisfied. The state constraints of
the agents are uniformly randomly selected from Dk,1 =(
1 − tan θ 0 0
0 0 1 − tan θ
)
, Dk,2 = ( 0 0 0 0 ) , dk,i = 0, i = 1, 2. In
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edges
Fig. 6. Communication topology of a network with 20 agents
this scenario, the MSE comparison of TPDKF with L = 1,
CKF and DSEA-CP is given in Fig. 7. According to Fig.
7, we see that the consistency of TPDKF in Lemma 2 is
illustrated. Additionally, although the three algorithms are all
stable, the proposed TPDKF has better estimation performance
than DSEA-CP and even than CKF, which effectively shows
that the state constraints in our algorithm can improve the
estimation precision. From Fig. 8, it can be seen that the
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TABLE IV
THE RELATIONSHIP OF tr(Pe), MSEe , δ AND λ
δi = δ 2.00 0.97 0.57 0.42 0.12
trace(Pe) 3.76e4 3.77e3 179.19 141.99 101.53
trace(MSEe) 2.01e4 2.77e3 124.40 78.35 49.71
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Fig. 7. Performance comparison among TPDKF, CKF and DSEA-CP
state estimates of 20 agents using the proposed TPDKF with
different initial values can well track the stochastic dynamics
of the system.
VI. CONCLUSIONS
In this paper, we investigated the problem of distributed
estimation with SEC under time-based and event-triggered
communication schemes, respectively. We proposed a time-
driven distributed Kalman filter by combining a filtering
structure and a fusion-projection operator. Then we provided
several essential properties of the filter under some mild condi-
tions of the system. Furthermore, we analyzed the influence of
fusion-projection step to the filtering performance. Moreover,
we proposed a distributed event-triggered filter with SEC and
provided the design principle of the triggering thresholds.
More importantly, we analyzed the communication rate for
the distributed event-triggered filter and provided methods
to obtain the minimal (maximal) successive non-triggering
(triggering) times.
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APPENDIX A
PROOF OF LEMMA 1
Due to the form of Pˆ l+1k,i and i > 0, it is easy to obtain
Pˆ l+1k,i ≤ P˜ l+1k,i . Employing matrix inverse formula yields
(P˜ l+1k,i )
−1 = (Pˇ lk,i)
−1 +
1
εi
DTk,iDk,i > 0,∀εi > 0, (44)
which means all eigenvalues of P˜ l+1k,i are positive. Thus,
P˜ l+1k,i is a positive definite matrix. Also, it is straightfor-
ward to see P˜ l+1k,i ≤ Pˇ lk,i, l = 0, 1, · · · , L − 1. To prove
the second conclusion, we employ a matrix approximation
method. Given any scalar η > 0, we denote Pˆ l+1k,i (η) =
0 2 4 6 8 10
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True state
Estimates of 20 agents
Fig. 8. The trajectories of 20 agents
Pˇ lk,i − Pˇ lk,iDTk,i(Dk,iPˇ lk,iDTk,i + ηIsi)−1Dk,iPˇ lk,i. It can be
seen that Pˆ l+1k,i ≤ Pˆ l+1k,i (η). Employing matrix inverse formula
yields (Pˆ l+1k,i (η))
−1 = (Pˇ lk,i)
−1 + 1ηD
T
k,iDk,i. Since Dk,i is
of rank sk,i, DTk,iDk,i is of rank sk,i. Let η −→ 0+, then we
have Pˆ l+1k,i ≤ lim
η−→0+
Pˆ l+1k,i (η) := S∗. It can be seen that S∗ has
dk,i eigenvalues of zero. Then, the conclusion of this lemma
holds.
APPENDIX B
PROOF OF PROPOSITION 1
According to TPDKF in Table II, let l ∈ [0 : L −
1], then e˜l+1k,i =
[
In − Pˇ lk,iDTk,i(Dk,iPˇ lk,iDTk,i)−Dk,i
]
eˇlk,i,
where the estimation error of the local fusion eˇlk,i satisfies
eˇlk,iPˇ
l
k,i
∑
j∈Ni ai,j(P˜
l
k,j)
−1e˜lk,j . The error of the measure-
ment update e˜k,i = e˜0k,i can be derived through e˜k,i =
(I−Kk,iHk,i)e¯k,i+Kk,ivk,i. Additionally, the prediction error
follows from e¯k,i = Ak−1eLk−1,i + ωk−1. Since ωk−1, vk,i
and e0,i = xˆ0,i − x0 are Gaussian, ek,i is also Gaussian by
employing the inductive method and the property of Gaussian
distribution.
APPENDIX C
PROOF OF LEMMA 2
Since the state estimate x˜l+1k,i is a solution of the optimiza-
tion problem with state equality constraints, it naturally satis-
fies the SEC of agent i at time k. Next, we use the inductive
method to show the consistency of the pairs (x˜l+1k,i , P
l+1
k,i ) for
l ≤ L− 1. At the initial moment, given θi > 0,
E{(xˆ0,i − x0)(xˆ0,i − x0)T }
≤1 + θi
θi
(xˆ0,i − E{x0)(xˆ0,i − E{x0})T
+ (1 + θi)E{(x0 − E{x0})(x0 − E{x0})T }
≤θi + 1
θi
P ∗0,i + (1 + θi)P0 ≤ P0,i,
where (xˆ0,i − E{x0})(xˆ0,i − E{x0})T ≤ P ∗0,i and E{(x0 −
E{x0})(x0−E{x0})T } ≤ P0. Let us assume that, at time k−
1, E{(xˆk−1,i−xk−1)(xˆk−1,i−xk−1)T } ≤ Pk−1,i. For the pre-
diction estimation error at time k, e¯k,i = Ak−1ek−1,i +ωk−1.
As E{ωk−1ωTk−1} ≤ Qk−1, one can obtain E{e¯k,ie¯Tk,i} ≤
Ak−1E{ek−1,ieTk−1,i}ATk−1 + Qk−1 ≤ P¯k,i. Recall e˜k,i =
(I − Kk,iHk,i)e¯k,i + Kk,ivk,i. Since E{vk,ivTk,i} ≤ Rk,i,
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it then follows that E{e˜k,i(e˜k,i)T } ≤ P˜k,i. Due to the
consistent estimation of CI strategy ([44]), one can obtain
that E{eˇlk,i(eˇlk,i)T } ≤ Pˇ lk,i, l = 0, 1, · · · , L − 1. Note the
estimation error satisfies e˜l+1k,i = P
D,l
k,i eˇ
l
k,i, where P
D,l
k,i = In−
Pˇ lk,iD
T
k,i(Dk,iPˇ
l
k,iD
T
k,i)
−Dk,i. Due to E{(eˇlk,i)(eˇlk,i)T } ≤
Pˇ lk,i and the Moore-Penrose inverse property A
−AA− = A−,
we have
E{eˇl+1k,i (eˇl+1k,i )T }
=PD,lk,i E{eˇlk,i(eˇlk,i)T }(PD,lk,i )T ,
≤PD,lk,i Pˇ lk,i(PD,lk,i )T ,
=Pˇ lk,i − Pˇ lk,iDTk,i(Dk,iPˇ lk,iDTk,i)−Dk,iPˇ lk,i ≤ P˜ l+1k,i .
Then E{ek,ieTk,i} = E{eˇLk,i(eˇLk,i)T } ≤ P˜Lk,i = Pk,i.
APPENDIX D
PROOF OF LEMMA 6
The proof of Lemma 6 has similar steps as the proof
of Lemma 2 and the proof of Lemma 1, hence we only
consider the fusion part for convenience. Considering the
event triggered scheme, agent i can obtain the prediction error
of agent j, j ∈ Ni, based on the received latest e˜t,j , then
e˜tk,j = A
k−te˜t,j −
∑k−1
l=t A
k−1−lwl, t ≤ k. Then considering
E{e˜t,jwTl } = 0, l ≥ t,
E{e˜tk,j(e˜tk,j)T }
≤Ak−tE{e˜t,j e˜Tt,j}(Ak−t)T +
k−1∑
l=t
Ak−1−lQ(Ak−1−l)T
≤Ak−tP˜t,j(Ak−t)T +
k−1∑
l=t
Ak−1−lQ(Ak−1−l)T = Pˇ tk,j .
For the proposed EPDKF in Table III,
eˇk,i = Pˇk,i
(
ai,iP˜
−1
k,i e˜k,i +
∑
j∈N 0i
ai,j(P˜
t
k,j)
−1e˜tk,j
)
.
According to the consistent estimation of CI strategy ([44]),
we have E{eˇk,ieˇTk,i} ≤ Pk,i.
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If the event in (28) is always triggered in the interval [t0 :
t1], then
λmax
(
P˜−1k,i − ¯˜P−1k,i
)− δ > 0, k ∈ [t0 : t1]. (45)
Next, we will find a necessary condition of (45). Specifically,
we aim to construct an uniformly upper bound of P˜−1k,i and
an uniformly lower bound of ¯˜P−1k,i . Then, we construct a
necessary condition of (45) based on the bounds.
Since the time-based algorithm in Table II with consensus
step one has successively triggering times, it is easy to
conclude that the P˜−1k,i matrix of the time-based algorithm is
no smaller than that of the event-triggered algorithm, then we
will analyze the upper bound of P˜−1k,i matrix for the time-based
algorithm in the following. For P˜−1k,i , k ∈ [t0 : t1], according
to Lemma 1 in [8], there exists a scalar β¯ ∈ (0, 1), such that
P˜−1k,i = P¯
−1
k,i +H
T
i R
−1
i Hi
≤ β¯A−TP−1k−1,iA−1 +HTi R−1i Hi
= β¯A−T
∑
j∈Ni
ai,jP˜
−1
k−1,jA
−1 +HTi R
−1
i Hi (46)
+
β¯
εi
A−TDTi DiA
−1.
Note P¯−1s,j ≤ Q−1,∀s ∈ N, j ∈ V . Employing (46) for t ∈ [0 :
k − t0] times yields
P˜−1k,i ≤ ft,i(A,H,R,D,A,Υ, Q, β¯), (47)
where ft,i(A,H,R,D,A,Υ, Q, β¯), i ∈ V , is a constant ma-
trix derived based on predefined system matrices or vectors
A,H,R,D,A,Υ, Q, β¯, and the predefined integer t.
Next, for the event-triggered algorithm with predefined δ,
we will find the uniformly lower bound of ¯˜P−1k,i , k ∈ [t0 : t1].
In light of (32),
¯˜P−1k,i = (AP˜k−1,iA
T +Q)−1 (48)
≥ βA−T (P¯−1k−1,i +HTi R−1i Hi)A−1
≥ β2(A−2)TP−1k−2,iA−2 + βA−THTi R−1i HiA−1
≥ β2(A−2)T
∑
j∈Ni
ai,j(P¯
−1
k−2,j +H
T
j R
−1
j Hj − δIn)A−2
+ βA−THTi R
−1
i HiA
−1 +
β2
εi
(A−2)TDTi DiA
−2.
Noting P˜−1t0 ≥ 0, deriving (48) for t ∈ [0 : k−t0] times yields
¯˜P−1k,i ≥ zt,i(A,H,R,D,A,Υ, β, δ). (49)
where zt,i(·) is similarly defined as ft,i(·). Let
f¯(t, δ, i) ,λmax{ft,i(·)− eigpos(zt,i(·))} − δ. (50)
where ft,i(·) , ft,i(A,H,R,D,A,Υ, Q, β¯), and
eigpos(zt,i(·)) generates the diagonal matrix consisting of
zeros and positive eigenvalues of zt,i(A,H,R,D,A,Υ, β, δ),
subject to eigpos(·) ≥ zt,i(·). Then a necessary condition of
(45) is f¯(t, δ, i) > 0, ∀t ∈ [0 : t1 − t0].
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If the event in (28) is successively not triggered in the
interval [t2 : t3], then
λmax(P˜
−1
k,i − ¯˜P−1k,i ) ≤ δ, ∀k ∈ [t2 : t3]. (51)
Next, we will find a sufficient condition of (51). Specifically,
we aim to construct an uniformly upper bound of P˜−1k,i and an
uniformly lower bound of ¯˜P−1k,i . Then, we construct a sufficient
condition of (51) based on the bounds.
Similar to the proof method of Lemma 7, for P˜−1k,i ,
k ∈ [t2 : t2 + t] ⊆ [t2 : t3], there exists
a matrix ft,i(A,H,R,D,A,Υ, Q, β¯), such that P˜−1k,i ≤
ft,i(A,H,R,D,A,Υ, Q, β¯). For the prediction matrices ¯˜P−1k,i ,
15
k ∈ [t2 : t2 + t] ⊆ [t2 : t3]. Define an operator h(·) as
h(X) = AXAT +Q, then
¯˜P−1k,i =
(
ht+1(P˜t2−1,i)
)−1
≥ βt+1(A−t−1)T P˜−1t2−1,iA−t−1
≥ βt+1(A−t−1)T (P¯−1t2−1,i +HTi R−1i Hi)A−t−1,
≥ βt+1(A−t−1)THTi R−1i HiA−t−1,
, lt(A,H,R, β),
where the last inequality is obtained due to P¯−1t2−1,i ≥ 0. Let
g¯(δ, t, i) ,λmax{ft,i(·)− lt(A,H,R, β)} − δ. (52)
where ft,i(·) , ft,i(A,H,R,D,A,Υ, Q, β¯). Then a sufficient
condition of triggering condition (51) is g¯(δ, t, i) ≤ 0, ∀t ∈
[0 : t3 − t2].
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