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INTEGRATION IN POWER-BOUNDED T -CONVEX VALUED FIELDS
YIMU YIN
Abstract. This is the second installment of a series of papers aimed at developing a theory of
Hrushovski-Kazhdan style motivic integration for certain types of nonarchimedean o-minimal
fields, namely power-bounded T -convex valued fields, and closely related structures. The main
result in the first installment is a canonical isomorphism between the Grothendieck rings of
certain categories of definable sets, which is understood as a universal additive invariant or
a generalized Euler characteristic because the categories do not carry volume forms. Here we
introduce two types of volume forms into each of the relevant categories, one takes values in the
value group and the other in the finer RV-sort. The resulting isomorphisms respect Jacobian
transformations — that is, the change of variables formula holds — and hence are regarded
as motivic integrals. As in the classical theory of integration, one is often led to consider
locally constant functions with bounded support in various situations. For the space of such
functions, the construction may be fine-tuned so as to become more amenable to applications.
The modifications are nevertheless substantial and constitute the bulk of the technical work.
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1. Introduction
This paper is a sequel to [11], whose notational conventions, particularly those in [11, § 2.1],
will be used throughout; reminders will be provided along the way. To begin with, let T stand
for a complete power-bounded o-minimal LT -theory extending the theory RCF of real closed
fields and R := (R,<, . . .) a sufficiently saturated model of T . Let O be a proper T -convex
subring of R in the sense of [3], that is, O is a convex subring of R such that, for every
definable (no parameters allowed) continuous function f : R −→ R, we have f(O) ⊆ O.
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According to [3], the theory Tconvex of the pair (R,O), suitably axiomatized in the language
Lconvex that extends LT with a new unary relation symbol, is complete. We assume that T
admits quantifier elimination and is universally axiomatizable, which can always be arranged
through definitional extension. Then Tconvex admits quantifier elimination too.
To construct Hrushovski-Kazhdan style integrals, however, we need to work with a different
language. Let val : R× −→ Γ be the valuation map induced by O, k the corresponding residue
field, and res : O −→ k the residue map. There is a canonical way of turning the ordered field k
into a T -model as well. LetM be the maximal ideal ofO, RV the set R×/(1+M) of equivalence
classes, and rv : R× −→ RV the quotient map. For each a ∈ R, the map val is constant on
the set a + aM, and hence there is an induced map vrv : RV −→ Γ. All of this structure
can be expressed in a two-sorted first-order language LTRV, in which R is referred to as the
VF-sort and RV is taken as a new sort. The resulting theory TCVF (see [11, Definition 2.7])
is complete and weakly o-minimal, and admits quantifier elimination. Informally and for all
practical purposes, the language LTRV may be viewed as an extension of the language Lconvex.
Henceforth we shall primarily work in a sufficiently saturated TCVF-model Rrv, which is, up
to isomorphism, the unique LTRV-expansion of the Tconvex-model (R,O), together with a fixed
small substructure S.
The category VF∗ essentially consists of the definable subsets of VF
n, n ≥ 0, as objects and
the definable bijections between them as morphisms. The category RV[k] essentially consists of
the definable subsets of RVk as objects and the definable bijections between them as morphisms.
The category RV[∗] is the coproduct of RV[k], k ≥ 0, and hence is equipped with a gradation
by ambient dimensions. The main construction of [11] is a canonical isomorphism between the
two Grothendieck rings: ∫
: KVF∗ // KRV[∗]/(P − 1),
where the (nonhomogenous) principal ideal (P−1) is generated by the difference of 1 ∈ KRV[0],
short for the element [{1}], and P ∈ KRV[1], short for the element [rv(1+M)]− [rv(Mr0)].
This isomorphism is understood as a universal additive invariant, and is also referred to as
a generalized Euler characteristic when the target ring KRV[∗]/(P − 1) is recast via natural
isomorphism (or homomorphism) into something that is structurally more explicit.
A classical integrand of the form
∫
A
ω requires the following data: a differentiable manifoldM ,
a measurable subset A ofM , and a volume form ω on M (a nowhere vanishing top-dimensional
differential form). In the setting of this paper, we can represent such an integrand directly as
a pair (A, ω), where A ⊆ VFk is an object of VF∗ and the RV-volume form ω : A −→ RV
is an arbitrary definable function (so the ambient manifold is in effect always the affine space
VFk). Taking values in the RV-sort corresponds to the identification of a volume form ω
with another one fω when f − 1 ∈ M. The motivic integral that shall be constructed is
intended as an invariant associated with a category (actually a groupoid) and hence should not
depend on the representatives of an isomorphism class. This means that, on the one hand, a
morphism between two such pairs needs to bear the right relation between the volume forms
and the Jacobian in question, and, on the other hand, should reflect the fact that removing a
measurable subset of dimension less than k does not bring about a change of the integral. The
category equipped with such morphisms is denoted by µVF[k] (see Definition 3.4 for a precise
formulation). The coproduct of µVF[k], k ≥ 0, is denoted by µVF[∗]; observe that gradation
by ambient dimensions is a necessity in the presence of volume forms. The category µRV[∗] is
obtained in a similar fashion. As in [11], one of the main results of this paper is a canonical
isomorphism ∫
: KµVF[∗] −→ KµRV[∗]/(P ),
which respects the gradation since the principal ideal (P ) is now homogenous.
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We may coarsen the data and consider Γ-volume forms instead of RV-volume forms, that is,
definable functions into the value group Γ. Taking values in Γ corresponds to the identification of
a volume form ω with another one fω when val ◦f = 0. Consequently, for instance, any definable
bijection between two sets in the residue field, such as a dilation, is Γ-measure preserving. The
resulting categories are denoted by µΓVF[∗], µΓRV[∗] and, in complete analogy with the integral
above, there is a canonical isomorphism between the two Grothendieck rings:∫
: KµΓVF[∗] −→ KµΓRV[∗]/(P ).
In a sense, this integral with Γ-volume forms is a halfway point between the integral with
RV-volume forms and the universal additive invariant above.
One advantage of Γ-volume forms, though, is that the structure of the Grothendieck ring
KµΓRV[∗] can be significantly elucidated. To wit, it can be expressed as a tensor product
of two other Grothendieck rings KµΓRES[∗] and KµΓ[∗], that is, there is an isomorphism of
graded rings
µΓD : KµΓRES[∗]⊗KµΓc[∗] KµΓ[∗] −→ KµΓRV[∗],
where µΓRES[∗] is essentially the category of definable sets in the residue field k (as a T -model)
with Γ-volume forms and µΓ[∗] is essentially the category of definable sets in the value group
Γ (as an o-minimal group) with volume forms (there is only one type of volume forms for
such sets), both are graded by ambient dimensions, and µΓc[∗] is the full subcategory of µΓ[∗]
of finite objects, whose Grothendieck ring admits a natural embedding into KµΓRES[∗] as
well. This isomorphism, when combined with the integral
∫
and the two Euler characteristics
in o-minimal groups (one is a truncated version of the other), yields two homomorphisms of
graded rings:
e
∫ g
, e
∫ b
: KµΓVF[∗]
∫
// KµΓRV[∗]/(P )
µΓEg
//
µΓEb
// F3Γ[X ].
Here F3Γ is the group ring of Γ(S) over the finite field F3.
Thus it appears that the construction of these two homomorphisms is much ado about
nothing, as essentially only information about the “sign” survives. The problem is that the
Grothendieck ring KµΓRES[∗] is much simpler than its counterpart in, say, [6, Theorem 10.11]
and cannot afford the further reduction demanded by the vanishing of P . To remedy this, we
can trim down the categories µΓRV[∗], µΓ[∗] as follows.
A set is bounded if, after applying the maps val and vrv in the corresponding coordinates, it
is contained in a box of the form [γ,∞]n, and doubly bounded if the box is of the form [−γ, γ]n.
The full subcategories of µΓRV[∗], µΓ[∗] of doubly bounded objects are denoted by µΓRV
db[∗],
µΓdb[∗]. The corresponding restriction of µΓD is indeed an isomorphism
µΓD
db : K+ µΓRES[∗]⊗K+ µΓc[∗] K+ µΓ
db[∗] −→ K+ µΓRV
db[∗].
A set A ⊆ VFk is proper invariant if it is bounded and its characteristic function is locally
constant. The subcategory µΓVF
⋄[k] of µΓVF[k] consists of the proper invariant objects and
certain morphisms between them; the defining conditions for these morphisms are too involved
to afford a summary description here, see Definitions 4.1, 4.21, and 4.26 for detail. Again, there
is a canonical isomorphism
∫ ⋄
and it, together with µΓD
db, induces a graded ring homomor-
phism:
e
∫ ⋄
: KµΓVF
⋄[∗]
∫ ⋄
// KµΓRV
db[∗]/(P Γ)
µΓE
db
// Z[X ].
There is only one such homomorphism because the two Euler characteristics in o-minimal groups
agree on doubly bounded sets. The homogenous ideal (P Γ) is not principal; it is generated by
the elements P γ ∈ KµΓRV
db[1], one for each γ ∈ Γ+(S), defined as follows. Let Mγ be the
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open disc around 0 with radius γ, tγ ∈ vrv
−1(γ) a definable element, and RV◦◦γ denote the set
rv(Mγ r{0}). Then P γ is the element
[RV◦◦0 rRV
◦◦
γ ] + [{tγ}]− [{1}]
with the constant volume form 0, and it does not depend on the choice of tγ.
The reader should keep in mind that the construction of the isomorphism
∫ ⋄
encompasses
significant technical complications, which constitute the bulk of the work below, but it is still
possible to run it with the other ones in parallel so that we do not have to do everything twice
with slight variations. This is the reason why some of the definitions are not as concise as they
could be and many statements and proofs carry two cases.
2. Definability in T -convex valued fields
2.1. Preliminaries. We begin by reviewing a few fundamental facts about T -convex valued
fields. Some of the definitions and a portion of the notation from [11] that will be used through-
out are also reiterated for the reader’s convenience.
Notation 2.1 (Coordinate projections). For each n ∈ N, let [n] abbreviate the set {1, . . . , n}.
For E ⊆ [n], we write prE(A), or even AE when there is no danger of confusion, for the
projection of A into the coordinates contained in E. It is often more convenient to use simple
standard descriptions as subscripts. For example, if E is a singleton {i} then we shall always
write E as i and E˜ := [n] r E as i˜; similarly, if E = [i], {k : i ≤ k ≤ j}, {k : i < k < j},
{all the coordinates in the sort S}, etc., then we may write pr≤i, pr[i,j], A(i,j), AS, etc.; in
particular, we shall frequently write AVF and ARV for the projections of A into the VF-sort and
RV-sort coordinates.
Unless otherwise specified, by writing a ∈ A we shall mean that a is a finite tuple of elements
(or “points”) of A, whose length is not always explicitly indicated. If a = (a1, . . . , an) then
for all 1 ≤ i < j ≤ n, following the notational scheme above, ai, ai˜, a≤i, a[i,j], aVF, etc., are
shorthand for the corresponding subtuples of a.
The sets {t} ×A, {t} ∪A, Ar {t}, etc., shall be simply written as t×A, t ∪A, Ar t, etc.,
when it is clearly understood that t is an element and hence must be interpreted as a singleton
in these expressions.
For a ∈ AE˜ , the fiber {b : (b, a) ∈ A} ⊆ AE over a is often denoted by Aa. Note that, in
the discussion below, the distinction between the two sets Aa and Aa × a is usually immaterial
and hence they may and shall be tacitly identified. In particular, given a function f : A −→ B
and b ∈ B, the pullback f−1(b) is sometimes written as Ab as well. This is a special case since
functions are routinely identified with their graphs. This notational scheme is especially useful
when the function f has been clearly understood in the context and hence there is no need to
spell it out all the time.
The definitions of the language LTRV and the LTRV-theory TCVF will not be repeated here,
see [11, § 2.2] for detail.
Remark 2.2. Recall from [11, Definition 2.7] that, although the behavior of the valuation map
|val| in the traditional sense is coded in TCVF, we use the signed valuation map
val : VF
rv
// RV0
vrv
// Γ0,
since it is more natural in the present setting; here the subscripts indicate the inclusion of the
“middle element” 0. The signed value group Γ0, as a quotient of RV0, is multiplicatively written
and the induced ordering ≤ on it no longer needs to be inverted. It is also tempting to use this
ordering ≤ on the value group |Γ|∞ instead of its inverse, but this makes citing results in the
literature a bit awkward. We shall actually abuse the notation and denote the ordering ≤−1
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on |Γ|∞ also by ≤; this should not cause confusion since the ordering on Γ0 will rarely be used
(we will indicate so explicitly when it is used).
The axioms in [11, Definition 2.7] guarantee that the ordered abelian group Γ0/±1 (here
val(±1) is just written as±1) with the bottom element 0 is isomorphic to |Γ|∞ if either one of the
orderings is inverted. So |val| may be thought of as the composition val /±1 : VF −→ Γ0/±1.
The sign function sgn : Γn −→ ± is given by γ 7−→ + if Πγ ∈ Γ+ and γ 7−→ − if Πγ ∈ Γ−,
where Π(γ1, . . . , γn) = γ1 · . . . · γn. We may identify ± with ±1 ∈ Γ.
Theorem 2.3. The theory TCVF admits quantifier elimination and is weakly o-minimal.
Proof. See [11, Theorem 2.16, Corollary 2.18] and [3, Corollary 3.14]. 
Recall from § 1 thatRrv is a sufficiently saturated TCVF-model. Occasionally, when we work
in the LT -reduct R of Rrv, or just wish to emphasize that a set is definable in R instead of
Rrv, the symbol “LT” or “T” will be inserted into the corresponding places in the terminology.
Convention 2.4. Since, apart from the binary relation ≤, the language LT only has function
symbols (see [11, Remark 2.3]), we may and shall assume that, in any LTRV-formula, every
LT -term occurs in the scope of an instance of the function symbol rv. For example, if f(x),
g(x) are LT -terms then the formula f(x) < g(x) is equivalent to rv(f(x) − g(x)) < 0. The
LT -term f(x) in rv(f(x)) is referred to as a top LT -term.
The default topology on VF is of course the order topology and the default topology on VFn
is the corresponding product topology, similarly for RV, Γ, etc.
Remark 2.5. We refer to [8] for the general theory of weak o-minimality. Its dimension theory
gives rise to the notion of the VF-dimension of a definable set A, denoted by dimVF(A), which
is the largest natural number k such that, possibly after re-indexing of the VF-coordinates,
pr≤k(At) has nonempty interior for some t ∈ ARV. There are alternative characterizations of
the operator dimVF, see [11, Lemma 2.27].
Weakly o-minimal dimension is also applicable in the RV-sort; we call it the RV-dimension
and the corresponding operator is denoted by dimRV, see [11, Remark 2.28]. Similarly, we use
o-minimal dimension in the Γ-sort (the value group Γ is thought of informally as a definable
sort, similarly for the residue field k, etc.) and call it the Γ-dimension, the corresponding
operator is denoted by dimΓ.
Lemma 2.6 ([11, Lemma 2.29]). Suppose that U ⊆ RVn is a definable set with dimRV(U) = k.
Then dimRV(Uγ) = k for some γ ∈ vrv(U).
Terminology 2.7 (Sets and subsets). By a definable set in VF we mean a definable subset in
VF, by which we just mean a subset of VFn for some n, unless indicated otherwise; similarly
for other sorts or structures in place of VF that have been clearly understood in the context.
Remark 2.8. By [11, Lemma 3.19], the substructure S is definably closed. If S is VF-generated
— that is, the map rv is surjective in S — and Γ(S) is nontrivial then S is indeed an elementary
substructure and hence every definable set contains a definable point (see [11, Hypothesis 5.11]).
Note that S is actually regarded as a part of the language now and hence, contrary to the
usual convention in the model-theoretic literature, “∅-definable” or “definable” only means “S-
definable” instead of “parametrically definable” if no other qualifications are given. To simplify
the notation, we shall not mention S and its extensions explicitly unless necessary. For example,
the definable closure operator dclS , etc., will simply be written as dcl, etc.
Remark 2.9. Two pillars at the very foundation of our construction are [1, Theorems A, B].
The former theorem says that the structure of definable sets in the k-sort is precisely that given
by the theory T . The latter theorem says that the structure of definable sets in the |Γ|-sort is
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precisely that given by the o-minimal theory of nontrivially ordered vector spaces over the field
of exponents of the theory T (denoted by K); thus, modulo the sign, this is also the structure
of definable sets in the Γ-sort. In particular, every definable function in the Γ-sort is definably
piecewise K-linear modulo the sign (see Lemma 2.29 below for a more precise statement, and
for simplicity we shall henceforth omit the modifier “modulo the sign”).
Lemma 2.10 ([1, Proposition 5.8]). If f : Γ −→ k is a definable function then f(k) is finite.
Similarly, if g : k −→ Γ is a definable function then g(Γ) is finite.
Remark 2.11 (o-minimal sets in RV). The theory of o-minimality, in particular its terminologies
and notions, may be applied to a set U ⊆ RVn if vrv(U) is a singleton or, more generally, is
finite. For example, we shall say that U is a cell if the multiplicative translation U/u ⊆ (k+)n
of U by some u ∈ U is an o-minimal cell (see [2, § 3]); this definition does not depend on the
choice of u. Similarly, the o-minimal Euler characteristic χ(U) of such a set U is the o-minimal
Euler characteristic of U/u (see [2, § 4.2]). This definition may be extended to disjoint unions
of finitely many (not necessarily disjoint) sets Ui ⊆ RV
n×Γm such that each vrv(Ui) is finite.
Taking disjoint union of finitely many definable sets of course will introduce extra bookkeep-
ing coordinates, but we shall suppress this in notation.
Theorem 2.12 ([2, § 8.2.11]). Let U , V be definable sets in RV such that vrv(U), vrv(V ) are
both finite. Then there is a definable bijection between U and V if and only if dimRV(U) =
dimRV(V ) and χ(U) = χ(V ).
Notation 2.13. We shall write γ as γ♯ when we want to emphasize that it is the set vrv−1(γ) or
|vrv|−1(γ) in Rrv that is being considered. More generally, if I is a set in Γ or |Γ| then we write
I♯ =
⋃
{γ♯ : γ ∈ I}. Similarly, if U is a set in RV then U ♯ stands for the set
⋃
{rv−1(t) : t ∈ U},
and hence if I is a set in Γ then I♯♯ is a set in VF.
Definition 2.14 (Valuative discs). A set b ⊆ VF is an open disc if there is a γ ∈ |Γ|∞ and a
b ∈ b such that a ∈ b if and only if |val|(a − b) > γ; it is a closed disc if a ∈ b if and only if
|val|(a − b) ≥ γ. The point b is a center of b. The value γ is the valuative radius or simply
the radius of b, which is denoted by rad(b). A set of the form t♯, where t ∈ RV, is called an
RV-disc.
A closed disc with a maximal open subdisc removed is called a thin annulus.
A set p ⊆ VFn×RVm0 of the form
∏
i≤n bi× t is called an (open, closed, RV-) polydisc if each
bi is an (open, closed, RV-) disc. The radius rad(p) of p is the tuple (rad(b1), . . . , rad(bn)). The
open and the closed polydiscs centered at a point (a, t) ∈ VFn×RVm0 with radius γ ∈ |Γ|
n
∞ are
denoted by o((a, t), γ), c((a, t), γ), respectively. The subdiscs o(0, γ), c(0, γ) of VF are more
suggestively denoted by Mγ , Oγ, respectively.
The RV-hull of a set A, denoted by RVH(A), is the union of all the RV-polydiscs whose
intersections with A are nonempty. If A equals RVH(A) then A is called an RV-pullback.
Definition 2.15 (val-intervals). Let a, b be discs, not necessarily disjoint. The subset {a <
x < b} of VF, if it is not empty, is called an open val-interval and is denoted by (a, b), whereas
the subset
{a ∈ VF : ∃x ∈ a, y ∈ b (x ≤ a ≤ y)},
if it is not empty, is called a closed val-interval and is denoted by [a, b]. The other val-intervals
[a, b), (−∞, b], etc., are defined in the obvious way, where (−∞, b] is a closed (or half-closed)
val-interval that is unbounded from below.
Let A be such a val-interval. The discs a, b are called the end-discs of A. If a, b are both
points in VF then of course we just say that A is an interval and if a, b are both RV-discs then
we say that A is an RV-interval. If A is of the form (a, b] or [b, a), where a is an open disc and
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b is the smallest closed disc containing a, then A is called a half thin annulus and the radius
of A is rad(b).
Two val-intervals are disconnected if their union is not a val-interval.
Remark 2.16 (Holly normal form). By the valuation property (see [4, Proposition 9.2] and
[9]) and [1, Proposition 7.6], we have an important tool called Holly normal form, see [5,
Theorem 4.8] (henceforth abbreviated as HNF); that is, every definable subset of VF is a unique
union of finitely many definable pairwise disconnected val-intervals. This is a generalization of
the o-minimal condition.
2.2. Further auxiliaries. We gather here some technicalities delineating the landscape of
definite sets in Rrv that will be directly cited below, most of which are from [11].
A definable function f is quasi-LT -definable if it is a restriction of an LT -definable function
(with parameters in VF(S), of course).
Lemma 2.17 ([11, Lemma 3.3]). Every definable function f : VFn −→ VF is piecewise quasi-
LT -definable, that is, there are a definable finite partition (Ai)i of VF
n and LT -definable func-
tions fi : VF
n −→ VF such that f ↾ Ai = fi ↾ Ai for all i.
Corollary 2.18 (Monotonicity). Let A ⊆ VF and f : A −→ VF be a definable function. Then
there is a definable finite partition of A into val-intervals Ai such that every f ↾ Ai is quasi-
LT -definable, continuous, and monotone (constant or strictly increasing or strictly decreasing).
Consequently, each f(Ai) is a val-interval.
Proof. This follows from Lemma 2.17, o-minimal monotonicity, and HNF. 
Lemma 2.19 ([11, Lemma 3.6]). Given a tuple t in RV, if a ∈ VF is t-definable then a is
actually definable. Similarly, for any tuple γ in Γ, if t ∈ RV is γ-definable then t is definable.
Lemma 2.20 ([11, Lemma 3.20]). Every definable closed disc b contains a definable point.
Lemma 2.21 ([11, Corollary 3.21]). Let a ⊆ VF be a disc and A a definable subset of VF. If
a ∩ A is a nonempty proper subset of a then a contains a definable point.
Terminology 2.22. A VF-fiber of a set A is a set of the form At, where t ∈ ARV (recall Nota-
tion 2.1); in particular, a VF-fiber of a function f : A −→ B is a set of the form ft for some
t ∈ fRV (here f also stands for its own graph) which is indeed (the graph of) a function between
two sets in VF. We say that A is open if every one of its VF-fibers is, f is continuous if every
one of its VF-fibers is, and so on.
Definition 2.23 (Disc-to-disc). Let f : A −→ B be a bijection between two sets A and B,
each with exactly one VF-coordinate. We say that f is concentric if, for every VF-fiber ft of
f and all open polydiscs a ⊆ dom(ft), ft(a) is also an open polydisc; if both f and f
−1 are
concentric then f has the disc-to-disc property (henceforth abbreviated as “dtdp”).
Lemma 2.24 ([11, Lemma 3.24]). Let f : A −→ B be a definable bijection between two sets A
and B, each with exactly one VF-coordinate. Then there is a definable finite partition (Ai)i of
A such that every restriction f ↾ Ai has dtdp.
Definition 2.25. Let A be a subset of VFn. The RV-boundary of A, denoted by ∂RVA, is the
definable subset of rv(A) such that t ∈ ∂RVA if and only if t
♯ ∩A is a proper nonempty subset
of t♯. The definable set rv(A)r ∂RVA, denoted by intRV(A), is called the RV-interior of A.
Obviously, A ⊆ VFn is an RV-pullback if and only if ∂RVA is empty. Note that ∂RVA is in
general different from the topological boundary ∂(rv(A)) of rv(A) in RVn and neither one of
them includes the other.
Lemma 2.26 ([11, Lemma 3.26]). If A is a definable subset of VFn then dimRV(∂RVA) < n.
8 Y. YIN
Definition 2.27 (Contractions). A function f : A −→ B is rv-contractible if there is a (neces-
sarily unique) function f↓ : rv(A) −→ rv(B), called the rv-contraction of f , such that
(rv ↾ B) ◦ f = f↓ ◦ (rv ↾ A).
Similarly, it is res-contractible (respectively, val-contractible) if the same holds in terms of res
(respectively, val or vrv, depending on the coordinates) instead of rv.
More general forms of contractions will be introduced in § 4.1.
Lemma 2.28 ([11, Lemma 3.28]). For every definable function f : VFn −→ VF there is a
definable set U ⊆ RVn with dimRV(U) < n such that f ↾ (VF
n
rU ♯) is rv-contractible.
Lemma 2.29 ([11, Lemma 4.12]). Let I, J ⊆ Γk be definable sets. Then every definable
bijection g : I −→ J is a piecewise GLk(K) × Z2-transformation (with definable constant
terms). Consequently, g is a vrv-contraction.
Terminology 2.30. We say that a set I ⊆ |Γ|n∞ is γ-bounded, where γ ∈ |Γ|, if it is contained in
the box [γ,∞]n, and is doubly γ-bounded if it is contained in the box [−γ, γ]n. More generally,
let A be a subset of VFn×RVm0 ×Γ
l
0 and
|A|Γ = {(|val|(a), |vrv|(t), |γ|) : (a, t, γ) ∈ A} ⊆ |Γ|
n+m+l
∞ ;
then we say that A is γ-bounded if |A|Γ is, and so on.
Lemma 2.31. Let U ⊆ RVk be a doubly bounded set and f : U −→ RV a definable function.
Then f(U) is also doubly bounded. The same holds if the codomain of f is Γ.
Proof. By induction on k, both claims are immediately reduced to showing that if k = 1 and
g : U −→ Γ is a definable function then g(U) is doubly bounded. Then, by weak o-minimality
and Lemma 2.10, we may assume that g vrv-contracts to a function g↓ : vrv(U) −→ Γ. By
Remark 2.9, g↓ is piecewise K-linear and hence its range must be doubly bounded. 
As usual in model theory, some properties concerning definable sets can be more conveniently
formulated in the expansion Reqrv of Rrv by all definable sorts. For our purpose here, a much
simpler expansion R•rv suffices, see [11, Notation 3.24] for details. Several lemmas in [11] are
stated for definable sets in R•rv instead of Rrv, among which only the following one, a more
general version of Lemma 2.19, is directly cited:
Lemma 2.32 ([11, Lemma 3.8]). For paq ∈ DC, if a ∈ VF is paq-definable then a is definable.
Here DC is the definable sort of discs and, for a disc a ⊆ VF, the corresponding imaginary
element in DC is denoted by paq, which may be heuristically thought of as the “name” of a.
Lemma 2.33. Let A ⊆ VFn×RVm be a definable set such that AVF is bounded and ARV is
doubly bounded. Let f : A −→ |Γ| be a definable function that is constant on A∩ a for all open
polydiscs a of radius γ ∈ |Γ|. Then f(A) is doubly bounded.
Proof. By Lemma 2.31 and o-minimality in the Γ-sort, it is enough to consider the case A ⊆
VFn. It is easy to see that, by induction on n, this may be further reduced to the case n = 1.
By the assumption, we may assume that, for every open disc a of radius γ, either a∩A = ∅ or
a ⊆ A, and moreover A ∩Mγ = ∅, that is, A is doubly bounded.
Suppose for contradiction that f(A) contains a definable interval I of the form (β,∞). By
HNF, for each α ∈ I, if δ♯♯ ∩ f−1(α) is a nonempty proper subset of δ♯♯ for some δ ∈ Γ then
at least one of the end-discs of f−1(α), say bα, is contained in δ
♯♯. Therefore, shrinking I if
necessary, we can construct a definable function g on I such that
• either g(α) = pbαq for all α ∈ I or
• g(α) ∈ Γ and g(α)♯♯ ⊆ f−1(α) for all α ∈ I.
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In the latter case, we may assume that g is K-linear, but then its image cannot be doubly
bounded since g is injective, contradicting the choice of I. The former case requires further
argument.
Consider the function g¯ on I given by α 7−→ rad(bα). Since rad(bα) ≤ γ for all α ∈ I and
A is bounded, g¯(I) must be doubly bounded. By o-minimality in the Γ-sort, shrinking I if
necessary, we may assume that g¯ is constant, say g¯(I) = δ, and either every bα is a closed
disc or every bα is an open disc. In the former case, by Lemmas 2.20 and 2.19, g(I) must be
finite; a moment of reflection shows that this is impossible since either eventually every bα is
an end-disc at a closed end or eventually every bα is an end-disc at an open end. In the latter
case, for the same reason, we may assume that g(I) is infinite. But then there would be a
restriction of g whose image form a closed disc b of radius δ, which is easily seen to contradict
Lemma 2.10. 
Definition 2.34. Let p : A −→ |Γ| be a definable function. We say that p is an o-partition of
A if, for every a ∈ A, the function p is constant on o(a, p(a)) ∩ A.
Lemma 2.35. Let p be an o-partition of A. Suppose that At is closed and bounded for every
t ∈ ARV and ARV is doubly bounded. Then p(A) is doubly bounded.
Proof. We first handle the case that A has no RV-coordinates. To begin with, observe that
parameters have no bearing on whether p(A) is doubly bounded or not, and hence, without loss
of generality, we may assume that the substructure S is VF-generated. Since A is bounded,
p(A) must be bounded too. Suppose for contradiction that p(A) is not doubly bounded. For
γ ∈ |Γ|, let Aγ = {a ∈ A : p(a) > γ}. For all c ∈ Mr{0}, since the T -model S〈c〉T generated
by c may be expanded to a (unique) elementary TCVF-submodel, we see that A|val|(c) contains
a point in S〈c〉T . So, by compactness, there is a definable function f : Mr{0} −→ A such
that p(f(c)) > |val|(c) for every c ∈Mr{0}. By Lemma 2.17 and o-minimal monotonicity,
a+ := lim
x→0+
f(x) and a− := lim
x→0−
f(x)
both exist and, since A is closed, they are contained in A. Thus, there is a c ∈ M+r{0}
such that |val|(c) > p(a+) and f(c) ∈ o(a+, p(a+)). Since p is an o-partition, this implies
p(f(c)) = p(a+), which is a contradiction.
The general case follows from the case above and Lemma 2.31. 
This lemma, in its various formulations, is crucial for the good behavior of motivic Fourier
transform (see [6, § 11] and [10]). For essentially the same reason, the specialized version of
the main construction for proper invariant sets below depends heavily on it.
2.3. Of continuity and differentiability. For the next two lemmas, as in the proof of
Lemma 2.35, since parameters do not affect whether the conclusions hold or not, we may assume
that every definable set contains a definable point (see Remark 2.8). In fact, for convenience,
we shall enlarge S so that all the relevant parametrically definable sets become definable.
Lemma 2.36. Let f : A −→ VFm be a definable continuous function. Suppose that A ⊆ VFn
is closed and bounded. Then f(A) is closed and bounded.
Proof. Suppose for contradiction that f(A) is not bounded. Then, by compactness, there is
a definable function g : VF+ −→ A such that |f(g(x))| > x for every x ∈ VF+. Since A is
closed and bounded, applying monotonicity (Corollary 2.18) to each coordinate of g, we see
that limx→∞ g(x) exists and belongs to A. But this implies that limx→∞ f(g(x)) also exists and
belongs to f(A), which is impossible.
The argument for closedness is similar: Otherwise, we would have a point b ∈ VFmrf(A)
and a definable function g : (0, 1) −→ A such that limx→0 f(g(x)) = b, which is impossible since
limx→0 g(x) exists and belongs to A. 
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Corollary 2.37. If the function f in the above lemma is injective then it is a homeomorphism
from A onto f(A).
This corollary is just a more general version of [2, Corollary 6.1.12]. The following lemma is
analogous to [2, Corollary 6.2.4].
Lemma 2.38. Let A ⊆ VFn and f : A −→ VF be a definable function. Suppose that, for every
a ∈ A1 := pr1(A), Aa ⊆ VF
n−1 is open and the induced function fa : Aa −→ VF is continuous.
Then there is a definable finite set B ⊆ A1 such that f is continuous away from
⋃
a∈B a× Aa.
Proof. Note that the case n = 1 is meaningful and it follows from monotonicity. So assume
n > 1. Let A′ ⊆ A be the definable set of points at which f fails to be continuous. Since
dimVF(A
′) < n, we may assume that A′′ := A r A′ is open. Suppose for contradiction that
pr1(A
′) contains an open interval I. By monotonicity, shrinking I if necessary, there is a
continuous LT -definable function g : I −→ VF
n−1 whose graph, also denoted by g, is contained
in A′ and the obvious function on I induced by f , g is continuous as well. For every a ∈ g there
is a continuous LT -definable function ha : (0, 1) −→ A
′′ with ha → a but f ◦ ha → ba 6= f(a);
here we use the notation in [2, § 6.4] and the argument for the claim is exactly as in the proof of
[2, Lemma 6.4.2]. By compactness, we may assume that the functions ha are given uniformly by
an LT -definable function h : I× (0, 1) −→ A
′′ and there is an ǫ ∈ VF+ such that |f(a)− ba| > ǫ
for all a ∈ g. By [3, Lemma 1.5], we may further assume that h is continuous. Then it is not
hard to see that, for all a ∈ g, there is a continuous LT -definable function h
′
a : (0, 1) −→ ran(h)
with h′a → a and pr1(ran(h
′
a)) = a1 := pr1(a). Since both fa1 and f ◦h are continuous, we have
fa1 ◦ h
′
a → f(a) and fa1 ◦ h
′
a → ba, which is a contradiction. 
Given a definable set A, we say that a property holds almost everywhere in A or for almost
every point in A if it holds away from a definable subset of A of a smaller VF-dimension. This
terminology will also be used with respect to other notions of dimension.
By Lemma 2.17 and o-minimal differentiability, every definable function f : VFn −→ VFm
is Cp almost everywhere (with respect to the operator dimVF) for all p (see [2, § 7.3]). The
Jacobian (determinant) of f at a ∈ VFn, if it exists, is denoted by JcbVF f(a).
There is also an alternative definition of differentiability:
Definition 2.39. For any a ∈ VFn, we say that f is differentiable at a if there is a linear map
λ : VFn −→ VFm (of VF-vector spaces) such that, for any ǫ ∈ |Γ|, if b ∈ VFn and |val|(b) is
sufficiently large then
|val|(f(a+ b)− f(a)− λ(b))− |val|(b) > ǫ.
It is straightforward to check that if such a linear function λ (represented by a matrix with
entries in VF) exists then it is unique. Thus this notion of differentiability agrees with the one
defined via o-minimality.
Lemma 2.40. Let f : A −→ VF be a definable function, where A ⊆ VFn is open. Then f is
differentiable if and only if it is C1.
Proof. This is [2, § 7.2.6] if f is LT -definable, but the classical proof alluded there, which only
depends on the mean value theorem, goes through even if f is not LT -definable. 
Lemma 2.41. Let f : A −→ B be a continuous definable bijection between two open subsets of
VF. Suppose that every a ∈ A is contained in an open interval Ba ⊆ A such that val ◦
d
dx
f is
constant on Bar a. Then A admits an o-partition such that f ↾ a has dtdp for every open disc
a ⊆ A in question.
Note that, compared with Lemma 2.24, the assumption of this lemma is stronger and its
conclusion weaker, but the point is that we do not need a partition to achieve it. Of course f
is C1 almost everywhere, so the assumption is not vacuous only for finitely many points in A.
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Proof. It is enough to show that each a ∈ A is contained in an open disc a ⊆ A such that f ↾ a
has dtdp. By monotonicity (Corollary 2.18), we may assume that Ba is such that fa := f ↾ Ba
is a parametrically LT -definable monotone function (it is monotone because f is continuous
and bijective). Write α = val( d
dx
f(Ba r a)). Since b <
d
dx
f(Ba r a) < b
′ for some b, b′ ∈ α♯♯, a
simple estimate argument shows that, for any open disc a ⊆ Ba, f(a) is an open disc of radius
rad(a) + |α|. 
Lemma 2.42. Let f : A −→ B be as in Lemma 2.41. Then there are finitely many definable
open discs ai ⊆ A and a definable C
1 bijection f ∗ : A −→ B with f = f ∗ on Ar
⋃
i ai such that
val ◦ d
dx
f ∗(a) = val ◦ d
dx
f(a) whenever the righthand side exists and, on each ai,
d
dx
f ∗ is constant.
Proof. There are finitely many definable open discs ai ⊆ A and a definable point ai ∈ ai for
each i such that f is C1 on Ar
⋃
i ai, val ◦
d
dx
f is constant on each air ai, and bi = f(ai) is an
open disc; this last clause is by Lemma 2.41. Let di = limx→a+i
d
dx
f(x). Then there is a linear
bijection fi : ai −→ bi with slope di and fi(ai) = f(ai). The claim follows. 
In classical analysis, a function f : A −→ R is called a Darboux function if it has the
intermediate value property, that is, for any a, b ∈ dom(f) and any x ∈ [f(a), f(b)], there is
a c ∈ [a, b] with f(c) = x. By the intermediate value theorem, every continuous function on
a real interval is a Darboux function. There are discontinuous Darboux functions, but every
discontinuity of such a function is essential, that is, at least one of the one-sided limits does not
exist (in R ∪ ±∞). Darboux’s theorem states that if f is a real-valued differentiable function
on an open interval then d
dx
f is a Darboux function. This theorem is an easy consequence of
the extreme value theorem and hence also holds in any o-minimal field.
The following easy lemma must have been observed before, but we are unable to find a
reference in the literature on o-minimality.
Lemma 2.43. Let (R,<, . . .) be an o-minimal field. Let f : A −→ R be a definable Darboux
function, where A ⊆ R is open. Then f is continuous. In particular, if f is differentiable then
d
dx
f is continuous.
Proof. By o-minimality, one-sided limits always exist at any a ∈ A. So the first claim holds as
remarked above. The second claim follows from Darboux’s theorem. 
This lemma will not be used later. It is stated here merely to showcase a natural scenario in
which the conclusion of Lemma 2.41 holds: If f : A −→ B is a differentiable definable bijection
between two open subsets of VF then, by Lemma 2.43, d
dx
f is continuous and hence every a ∈ A
is contained in an open interval Ba ⊆ A such that val ◦
d
dx
f is constant on Ba.
Next, we would like to differentiate functions between arbitrary definable sets. The simplest
way to do this is to “forget” the RV-coordinates. More precisely, let f : VFn×RVm −→
VFn
′
×RVm
′
be a definable function. By compactness, for every t ∈ RVm there is an s ∈ RVm
′
such that dimVF(dom(f(t,s))) = n and hence dom(f(t,s)) has an open subset. For such an
s ∈ RVm
′
and each a contained in an open subset of dom(f(t,s)), we define the directional
derivatives of f at (a, t) to be those of f(t,s) at a. Then every partial derivative of f is defined
almost everywhere.
Let f : U −→ V be a definable function between two definable sets in k. Suppose that U
contains an open set. Then, by Remark 2.9 and o-minimal differentiability, f is Cp almost
everywhere for all p. (Derivatives can actually be defined for definable functions between k-
torsors, see [11, Definition 2.37].) More generally, if U , V are sets in RV then the normalized
partial derivative ∂
∗
∂x∗
fi(u) of f at u ∈ U is defined as
∂
∂xj
f ∗i (1), if it exists, where f
∗
i is the ith
component of the induced function f ∗ between the multiplicative translations U/u and V/f(u);
the partial derivative ∂
∂xj
fi(u) of f is then given by u
−1
j · fi(u) ·
∂∗
∂x∗
fi(u). It follows from [11,
Lemma 2.29] and compactness that every (normalized) partial derivative of f is defined almost
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everywhere. The normalized partial derivatives of f at u ∈ U give rise to the normalized
Jacobian Jcbk f(u); the partial derivatives of f give rise to the RV-Jacobian JcbRV f(u). We
have
JcbRV f(u) = (Πu)
−1 · Πf(u) · Jcbk f(u),
where Π(u1, . . . , un) = u1 · . . . · un.
Even more generally, let F be a subset of RVn×RVn
′
. We say that F is a local function at
(u, v) ∈ F if there is a function F(u,v) : U −→ V such that U ⊆ RV
n, V ⊆ RVn
′
are open and
F ∩ (U × V ) = F(u,v). In that case, we define the (normalized) partial derivatives of F at (u, v)
to be those of F(u,v) at (u, v) and also write Jcbk F (u, v), JcbRV F (u, v) for the Jacobians, if
they exist.
We may further coarsen the data and define the Γ-Jacobian of a (not necessarily definable)
correspondence. Let U ⊆ RVn×Γm, V ⊆ RVn
′
×Γm
′
, and C ⊆ U × V . The Γ-Jacobian of C at
((u, α), (v, β)) ∈ C, written as JcbΓ C((u, α), (v, β)), is the element
(Π(vrv(u), α))−1Π(vrv(v), β) ∈ Γ.
Also set
Jcb|Γ|C((u, α), (v, β)) = −Σ(|vrv|(u), |α|) + Σ(|vrv|(v), |β|),
which equals |JcbΓ C((u, α), (v, β))| ∈ |Γ|; here Σ(γ1, . . . , γn) = γ1 + . . .+ γn. If C is the graph
of a function then we just write C(u, α) instead of C((u, α), (v, β)).
Lemma 2.44 ([11, Corollary 3.32]). Let U ♯ ⊆ (O×)n be a definable set with dimRV(U) = n.
Let P (x1, . . . , xm) be a partial differential operator with definable res-contractible coefficients
ai : U
♯ −→ O and P↓res(x1, . . . , xm) the corresponding operator with res-contracted coefficients
ai↓res : res(U
♯) −→ k. Let
f = (f1, . . . , fm) : U
♯ −→ O
be a sequence of definable res-contractible functions. Then, for almost all t ∈ U and all a ∈ t♯,
res(P (f)(a)) = P↓res(f↓res)(res(a)).
3. Grothendieck semirings
From now on we require that the substructure S be VF-generated and Γ(S) be nontrivial (see
Remark 2.8). These two conditions are imposed at later stages in [11] for the sake of greater
generality, which is not a concern here.
3.1. The categories of definable sets with volume forms.
Definition 3.1. An RV-fiber of a definable set A is a set of the form Aa, where a ∈ AVF. The
RV-fiber dimension of A is the maximum of the RV-dimensions of its RV-fibers and is denoted
by dimfibRV(A).
Lemma 3.2 ([11, Lemma 4.2]). Let f : A −→ A′ be a definable bijection. Then dimfibRV(A) =
dimfibRV(A
′).
Definition 3.3 (VF-categories). The objects of the category VF[k] are the definable sets of
VF-dimension less than or equal to k and RV-fiber dimension 0 (that is, all the RV-fibers
are finite). Any definable bijection between two such objects is a morphism of VF[k]. Set
VF∗ =
⋃
k VF[k].
As soon as one considers adding volume forms to definable sets in VF, the question of ambient
dimension arises and, consequently, one has to take “essential bijections” as morphisms.
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Definition 3.4 (VF-categories with volume forms). An object of the category µVF[k] is a
definable pair (A, ω), where A ∈ VF[k], AVF ⊆ VF
k, and ω : A −→ RV is a function, which is
understood as a definable RV-volume form on A. A morphism between two such objects (A, ω),
(B, σ) is a definable essential bijection F : A −→ B, that is, a bijection that is defined outside
definable subsets of A, B of VF-dimension less than k, such that, for every x ∈ dom(F ),
ω(x) = σ(F (x)) rv(JcbVF F (x)).
We say that such an F is RV-measure-preserving, or simply measure-preserving.
The category µΓVF[k] is similar, except that the definable Γ-volume form ω is of the form
A −→ Γ and the Γ-measure-preserving essential bijection F needs to satisfy a weaker condition
ω(x) = σ(F (x)) val(JcbVF F (x)).
In the definition above and other similar ones below, for the cases k = 0, the reader should
interpret things such as VF0 and how they interact with other things in a natural way. For
instance, VF0 may be treated as the empty tuple, the only definable set of VF-dimension less
than 0 is the empty set, and JcbVF is always 1 on sets that have no VF-coordinates. Thus
(A, ω) ∈ µVF[0] if and only if A is a finite definable subset of RVn0 for some n.
Set µVF[≤k] =
⊕
i≤k µVF[i] and µVF[∗] =
⊕
k µVF[k]; similarly for the other categories
below (with or without volume forms).
Remark 3.5. Let F : (A, ω) −→ (B, σ) be a µVF[k]-morphism. Our intension is that such
an F should identify the two objects. However, if F is not defined everywhere in A then
obviously it does not admit an inverse. We remedy this by introducing the following obvious
congruence relation ∼ on µVF[k]. Let G : (A, ω) −→ (B, σ) be another µVF[k]-morphism.
Then F ∼ G if F (a) = G(a) for all a ∈ A outside a definable subset of VF-dimension less than
k. The morphisms of the quotient category µVF[k]/∼ have the form [F ], where F is a µVF[k]-
morphism. Clearly every (µVF[k]/∼)-morphism is an isomorphism and hence µVF[k]/∼ is a
groupoid. In fact, all the categories of definable sets we shall work with should be and are
groupoids.
It is certainly more convenient to work with representatives than equivalence classes. In the
discussion below, this quotient category µVF[k]/∼ will almost never be needed except when it
comes to forming the Grothendieck semigroup or, by abuse of terminology, when we speak of
two objects of µVF[k] being isomorphic.
Definition 3.6 (RV-categories). The objects of the category RV[k] are the pairs (U, f) with
U a set in RV0 and f : U −→ RV
k a definable finite-to-one function. Given two such objects
(U, f), (V, g), any definable bijection F : U −→ V is a morphism of RV[k].
Note that the categories VF[0], RV[0] are equivalent, similarly for other such categories.
Notation 3.7. We emphasize that if (U, f) is an object of RV[k] then f(U) is a subset of RVk
instead of RVk0, while 0 can occur in any coordinate of U . An object of RV[∗] of the form (U, id)
is often just written as U .
More generally, if f : U −→ RVk0 is a definable finite-to-one function then (U, f) denotes the
obvious object of RV[≤k]. Often f will just be a coordinate projection (every object in RV[∗]
is isomorphic to an object of this form). In that case, the object (U, pr≤k) is simply denoted
by U≤k and its class in K+RV[≤k] by [U ]≤k, etc.
Definition 3.8 (RES-categories). The category RES[k] is the full subcategory of RV[k] such
that (U, f) ∈ RES[k] if and only if vrv(U) is finite.
Remark 3.9. Every RV[k]-morphism F : (U, f) −→ (V, g) induces a definable finite-to-finite
correspondence F † ⊆ f(U) × g(V ). Since F † can be decomposed into finitely many definable
bijections (F †i )i such that each F
†
i is differentiable everywhere if dom(F
†
i ) is of RV-dimension
k, we see that F † is a local bijection outside a definable subset of RV-dimension less than k.
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Definition 3.10 (RV- and RES-categories with volume forms). An object of the category
µRV[k] is a definable triple (U, f, ω), where (U, f) is an object of RV[k] and ω : U −→ RV is a
function, which is understood as a definable RV-volume form on (U, f). A morphism between
two such objects (U, f, ω), (V, g, σ) is an RV[k]-morphism F : (U, f) −→ (V, g) such that
• ω(u) = σ(F (u)) · JcbRV F
†(f(u), g ◦ F (u)) for every u ∈ U outside a definable subset of
RV-dimension less than k,
• vrv(ω(u)) = (vrv ◦σ ◦ F )(u) · JcbΓ F
†(f(u), g ◦ F (u)) for every u ∈ U .
The category µΓRV[k] is similar, except that the definable Γ-volume form ω is of the form
U −→ Γ and a morphism only needs to satisfy the second condition.
The categories µRES[k], µΓRES[k] are the obvious full subcategories of µRV[k], µΓRV[k].
Definition 3.11 (RV- and RES-categories with volumes). The category volRV[k] is the full
subcategory of µRV[k] such that (U, f, ω) ∈ volRV[k] if and only if ω = 1.
The categories volΓRV[k], volRES[k], and volΓRES[k] are similar, but with µRV[k] replaced
by µΓRV[k], µRES[k], and µΓRES[k].
We may view volRV[k] as a subcategory of RV[k] and hence will use the same notation for
their objects, similarly for the other pairs.
Remark 3.12. Let k > 0 and (U, ω) be an object of µΓRES[k] with vrv(U) = γ ∈ Γ
k and
ω(U) = α ∈ Γ. Let t ∈ α♯ be a definable point and tU the multiplicative translation of U in
the first coordinate by t. Then (U, ω) is isomorphic to (tU, 1). It follows that
K+ µΓRES[k] ∼= K+ volΓRES[k].
This does not hold for the other pairs, though.
Definition 3.13 (Γ-categories). The objects of the category Γ[k] are the finite disjoint unions
of definable subsets of Γk. Any definable bijection between two such objects is a morphism of
Γ[k].
The category Γc[k] is the full subcategory of Γ[k] such that I ∈ Γc[k] if and only if I is finite.
Definition 3.14 (Γ-categories with volume forms). An object of the category µΓ[k] is a defin-
able pair (I, ω), where I ∈ Γ[k] and ω : I −→ Γ is a function. A µΓ[k]-morphism between two
objects (I, ω), (J, σ) is a definable bijection F : I −→ J such that, for all α ∈ I,
ω(α) = σ(F (α)) JcbΓ F (α).
The category µΓc[k] is the obvious full subcategory of µΓ[k].
Notation 3.15. We introduce the following shorthand for distinguished elements in the various
Grothendieck semigroups and their groupifications (and closely related constructions):
1k = [{1}] ∈ K+RES[0], [1] = [{1}] ∈ K+RES[1],
[T ] = [k+] ∈ K+RES[1], [A] = [T ] + [−T ] + [1] ∈ K+RES[1],
1Γ = [Γ
0] ∈ K+ Γ[0], [e] = [{1}] ∈ K+ Γ[1], [H ] = [(0, 1)] ∈ K+ Γ[1],
P = [1]− [RV◦◦] ∈ KRV[1].
Here RV◦◦ = rv(Mr0) and −T is the object k−. Also note that the interval H is formed
in the signed value group Γ, whose ordering is inverse to that of the value group |Γ|∞ (recall
Remark 2.2). The interval (1,∞) ⊆ Γ is denoted by H−1. These symbols also stand for the
corresponding elements with the constant volume form 1.
As in [6], the element P , viewed as an element in KµRV[∗] or KµΓRV[∗], plays a special
role in the main construction (see Propositions 5.25 and the remark thereafter).
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Lemma 3.16 ([11, Lemma 4.17]). Let A ⊆ RVk×Γl be an α-definable set, where α ∈ Γ. Set
ARV = U and assume U ∈ RES[∗]. Then there is an α-definable finite partition (Ui)i of U such
that, for each i and all t, t′ ∈ Ui, we have At = At′.
If A is the graph of a function RVk −→ Γl then this is just one half of Lemma 2.10.
We need a more general version of [11, Lemma 4.19]:
Lemma 3.17. Let A ⊆ RVk ×Γl be a definable set and ARV = U . Then there are finitely many
definable injections ρi : Vi −→ U with Vi ⊆ RV
k such that
• the sets ρi(Vi) form a partition of U ,
• each set
⋃
t∈Vi
t× A♯ρi(t) is of the form Ui × I
♯
i , where
Ui ⊆ (k
+)ki, Ii ⊆ Γ
li, ki + li = k + l, ki ≤ k.
Proof. We proceed by induction on k. For the base case k = 1, by Lemma 3.16, we see that the
claim holds for every Aα := (α♯ × Γl) ∩ A. By weak o-minimality, there are only finitely many
α ∈ vrv(U) for which the partition of pr1(A
α) in question does not just contain one piece α♯.
This readily implies the base case (the desired injections ρi are just identity functions).
For the inductive step k > 1, by the argument above and compactness, there are an n ∈ N
and a definable function U ′ := pr<k(U) −→ Γ
n given by t 7−→ (αit)i such that every set
A∗t := At r
⋃
i(α
♯
it × Γ
l) is a union of sets of the form α♯ ×Dα, where α ×Dα ⊆ Γ× Γ
l. Since⋃
t∈U ′ t× vrv(A
∗
t ) is a subset of RV
k−1×Γl+1, by the inductive hypothesis, we may assume that
it is empty. Now, without loss of generality, we may further assume n = 1 and thereby simply
write t 7−→ αt. There is a definable function f on U
′ such that f(t) ∈ α♯t. This means that, after
translating each Ut by 1/f(t), we may take prk(U) ⊆ k
+ for all t ∈ U ′. For each t ∈ prk(U),
by the inductive hypothesis again, there are t-definable sets Uit × I
♯
it as desired for At. So, by
compactness, we are reduced to Lemma 3.16, and this concludes the proof. 
Remark 3.18. The assignment (I, ω) 7−→ (I♯, id, ω♯), where ω♯ = ω ◦ vrv, determines a map
µΓ[∗] −→ µΓRV[∗]. By Lemma 2.29, this map induces a graded semiring homomorphism
K+ µΓ[∗] −→ K+ µΓRV[∗]. By Remark 2.9 and Theorem 2.12, this homomorphism restricts to
an injective homomorphism K+ µΓ
c[∗] −→ K+ µΓRES[∗] of graded semirings. The map
K+ µΓRES[∗]×K+ µΓ[∗] −→ K+ µΓRV[∗]
determined by the assignment
([(U, f, ω)], [(I, σ)]) 7−→ [(U × I♯, f × id, ωσ♯)],
where ωσ♯ is the Γ-volume form on U × I♯ given by (u, v) 7−→ ω(u)σ♯(v), is well-defined and is
clearly K+ µΓ
c[∗]-bilinear. Hence it induces a K+ µΓ
c[∗]-linear map
(3.1) µΓD : K+ µΓRES[∗]⊗K+ µΓc[∗] K+ µΓ[∗] −→ K+ µΓRV[∗],
which is a homomorphism of graded semirings. We will abbreviate “⊗K+ µΓc[∗]” as “⊗” below.
Recall that there is a similar K+ Γ
c[∗]-linear map D without volume forms and [11, Proposi-
tion 4.21] states that it is indeed an isomorphism. This also holds for µΓD.
Proposition 3.19. The map µΓD is an isomorphism of graded semirings.
Proof. We first show that the map µΓD is surjective. Let (U, f, ω) ∈ µΓRV[n] and ωf : U −→ Γ
be the function given by u 7−→ ω(u)Π vrv(f(u)). Applying Lemma 3.17 to (the graph of) ωf ,
we see that there are finitely many definable injections ρi : Ui × I
♯
i −→ U , where Ui is a set in
k
+ and Ii a set in Γ, such that the sets ρi(Ui× I
♯
i ) form a partition of U and ωf ↾ ρi(Ui× γ
♯) is
constant for every γ ∈ Ii. Let ωi = ωf ◦ ρi if Ii is empty and ωi = 1 otherwise. Let σi : Ii −→ Γ
be the function given by
γ 7−→ ωf(ρi(Ui × γ
♯))/Πγ.
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Then the sum
∑
i[(Ui, ωi)]⊗[(Ii, σi)] is mapped to [(U, f, ω)] by µΓD and hence µΓD is surjective.
Injectivity can be established as in the proof of [11, Proposition 4.21], with only slight
modifications to accommodate the presence of volume forms. 
3.2. Retractions.
Notation 3.20. We view Γ as a double cover of |Γ| via the identification Γ/±1 = |Γ|. Conse-
quently there are two Euler characteristics χΓ,g, χΓ,b in the Γ-sort, induced by those on |Γ| (see
[7] and also [6, § 9]). They are distinguished by
χΓ,g(H) = χΓ,g(H
−1) = −1 and χΓ,b(H) = χΓ,b(H
−1) = 0.
Similarly, there is an Euler characteristic χk in the k-sort (there is only one). Also see Re-
mark 2.11. All of these Euler characteristics shall be simply denoted by χ if no confusion can
arise.
Combining the semiring homomorphisms induced by the forgetful functors µΓ[∗] −→ Γ[∗],
µΓRES[∗] −→ RES[∗] with the ones in [11, Lemma 4.22], we obtain graded ring homomorphisms
KµΓ[∗] −→ Z[X ], KµΓRES[∗] −→ Z[X ]. However, to construct more meaningful retractions
KµΓRV[∗] −→ KµΓRES[∗] as in [11, Proposition 4.24], we need a graded ring richer than
Z[X ].
Let FN(Γ,Z) be the set of functions f : Γ −→ Z such that ran(f) is finite and f−1(m) is
definable for every m ∈ Z. Addition in FN(Γ,Z) is defined in the obvious way. Multiplication
in FN(Γ,Z) is given by convolution product as follows. For f, g ∈ FN(Γ,Z) and γ ∈ Γ, let hγ
be the function Γ −→ Z given by α 7−→ f(α)g(γ/α). The range of hγ is obviously finite. For
each m ∈ Z, h−1γ (m) is a finite disjoint union of sets of the form f
−1(m′) ∩ γ/g−1(m′′), where
m′m′′ = m, and hence is γ-definable. Let
h∗γ =
∑
m
mχ(h−1γ (m)) ∈ Z
and f ∗g : Γ −→ Z be the function given by γ 7−→ h∗γ . It is not hard to see that, by o-minimality
in the Γ-sort, f ∗ g = g ∗ f and it belongs to FN(Γ,Z). Thus FN(Γ,Z) is a commutative ring.
Remark 3.21. Let r± be the characteristic functions of the intervals (0,±∞). For each de-
finable element γ ∈ Γ, let pγ, qγ be the characteristic functions of γ, (0, γ), respectively. By
o-minimality again, as a Z-module, FN(Γ,Z) is generated by elements of the forms rγ , pγ , qγ .
We have the following equalities (recall the function sgn from Remark 2.2):
rαpβ = rsgn(αβ), pαpβ = pαβ, pαqβ = qαβ, qαqβ = −qαβ .
In addition,
• if χ = χΓ,g then rαrβ = −rsgn(αβ) and rαqβ = −rsgn(αβ),
• if χ = χΓ,b then rαrβ = rsgn(αβ) and rαqβ = 0.
For each I = (I, µ) ∈ µΓ[k], let λI : Γ −→ Z be the function given by γ 7−→ χ(µ
−1
I (γ)), where
µI : I −→ Γ is the function given by γ 7−→ µ(γ)Πγ. The range of λI is finite and, for every
m ∈ Z, λ−1
I
(m) is definable. So λI ∈ FN(Γ,Z). If F : (I, µ) −→ (J, σ) is a µΓ[k]-morphism
then F restricts to a bijection from µ−1I (γ) to σ
−1
J (γ) for every γ ∈ Γ and hence λI = λJ and
we may write λI as λ[I]. Let J = (J, σ) ∈ µΓ[l]. If k = l then clearly λ[I] + λ[J ] = λ[I]+[J ]. An
easy computation shows that, for every γ ∈ Γ,
(λ[I] ∗ λ[J ])(γ) = χ((µ · σ)
−1
I×J(γ))
and hence λ[I] ∗ λ[J ] = λ[I][J ]. Let ZΓ be the group ring of Γ(S) over Z, which is viewed as the
subring of FN(Γ,Z) generated, as a Z-module, by p±γ, γ ∈ Γ(S). We have KµΓ
c[∗] ∼= ZΓ[X ].
It follows that the map
λ : KµΓ[∗] −→ ZΓ⊕X FN(Γ,Z)[X ]
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determined by the assignment [I] 7−→ λ[I]X
k, I ∈ µΓ[k], is indeed a graded ring homomor-
phism. Of course there are two such homomorphisms λg and λb, corresponding to the two cases
χ = χΓ,g and χ = χΓ,b.
Denote the element [(H , (·)−1)] ∈ KµΓ[1] by [H∗]. For later use, we compute a few examples:
(3.2)
λ([H ]) = q1X, λ([−H ]) = q−1X,
λg([±H∗]) = −p±1X, λb([±H∗]) = 0.
Notation 3.22. Recall from Remark 3.12 that, for k > 0, KµΓRES[k] may be identified with
K volΓRES[k]. On the other hand, KµΓRES[0] ∼= ZΓ and K volΓRES[0] ∼= Z. As far as the
Grothendieck ring is concerned, we prefer to work with objects in the subcategories volΓRES[k],
k > 0, because the notation will be much simpler.
For U ∈ µΓRES[k] with vrv(U) = γ, let φU = χ(U)Πγ ∈ ZΓ. By summation over disjoint
union, this assignment is extended to all objects of µΓRES[k]. Clearly if [U ] = [V ] then φU = φV
and hence we may write φU as φ[U ]. It is routine to check that the map
φ : KµΓRES[∗] −→ ZΓ[X ]
determined by the assignment [U ] 7−→ φ[U ]X
k, U ∈ µΓRES[k], is a graded ring isomorphism.
Let I! be the ideal of KµΓRES[∗] generated by the element [T ] + [−T ]− [1], which may also
be written as 2[T ] + [−T ]. We have
φ−1(p−1)([T ] + [−T ]− [1]) = [−T ] + [T ]− [−1].
Thus, modulo I!,
[1]− [−1] = [−T ]− [T ] = [T ] + [−T ]− [1] = −3[1] = 0.
Choose a definable tγ ∈ γ
♯ for each definable γ ∈ Γ. Then the same relations hold for [γ♯], [−γ♯],
[{tγ}], [{−tγ}] modulo I!. The image of I! under φ is still denoted by I!. Since φ([T ]) = −X
and φ([1]) = X , we see that there is an isomorphism
ZΓ[X ]/I! ∼= ZΓ⊕X(F3|Γ|[X ]),
where F3|Γ| is the group ring of |Γ|(S) over the finite field F3. It and φ induce a homomorphism
KµΓRES[∗]/I! −→ F3|Γ|[X ], which is still denoted by φ.
We claim that the assignments
pγX
k 7−→ [T ]k−1[γ♯], qγX
k 7−→ [T ]k−1[{tγ}], r±X
k 7−→ 0
induce a graded ring homomorphism
ψ : ZΓ⊕X FN(Γ,Z)[X ] −→ KµΓRES[∗].
It suffices to check that ψ obeys the equational constraints for the generators above, which are all
straightforward (the equality ψ(qα)ψ(qβ) = ψ(−qαβ) holds since [T ] = −[1]). We also note that,
for the case χ = χΓ,g, there seems to be the possibility of r±X
k 7−→ −[T ]k or r±X
k 7−→ ∓[T ]k,
but this does not yield a homomorphism, at least not without drastic collapse in the target
ring (see Remark 3.24 below for further explanation).
Let h denote the element [(RV◦◦, 1/vrv)] ∈ KµΓRV[1].
Proposition 3.23. There are two graded ring homomorphisms
µΓEg, µΓEb : KµΓRV[∗] −→ KµΓRES[∗]/I!
φ
// F3|Γ|[X ]
such that
• P ∈ KµΓRV[1] vanishes under both of them,
• for all x ∈ KµΓRES[k], µΓEg(x) = µΓEb(x) = φ(x/I!),
• they are distinguished by µΓEg(h) = φ(−[1]/I!) and µΓEb(h) = 0.
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Proof. Let ι be the obvious graded ring involution onKµΓRES[∗], that is, ι(x) = (−1)
kx for x ∈
KµΓRES[k]. Its composition with the injective homomorphism K+ µΓ
c[∗] −→ K+ µΓRES[∗]
gives rise to a tensor product K+ µΓRES[∗] ⊗
ι K+ µΓ[∗] over K+ µΓ
c[∗]. There is an isomor-
phism between this tensor product and the other tensor product in (3.1), determined by the
assignments x⊗ι y 7−→ x⊗ y. Proposition 3.19 then yields an isomorphism
µΓD
ι : K+ µΓRES[∗]⊗
ι K+ µΓ[∗] −→ KµΓRV[∗].
Now, the map
ι× (ψ ◦ λ) : KµΓRES[∗]×KµΓ[∗] −→ KµΓRES[∗]
is KµΓc[∗]-bilinear. Since
(µΓD
ι)−1(P ) = [H ] + [−H ]− [1] and (µΓD
ι)−1(h) = [H∗] + [−H∗],
the existence of the desired homomorphisms follow from (3.2). 
Remark 3.24. We would not have µΓE(P ) = 0 without forcing 3[1] = 0, which is the main
reason why the ideal I! appears in the expression. The goal of obtaining such homomorphisms
dictates almost entirely how the graded ring homomorphism ψ must be constructed. The
image of pγX
k is determined by the tensor ⊗K+ µΓc[∗]. The image of qγX
k is determined by
the equalities pαqβ = qαβ, qαqβ = −qαβ and the vanishing of P , which also bring about the
formation of the ideal I!. The involuted tensor ⊗ι is needed since, otherwise, the vanishing of
P would force [1] = 0, which is obviously undesirable.
Now, given these constraints, suppose that we insist on having, say, ψ(r±X
k) = −[T ]k. Then
the conditions
ψ(rα)ψ(pβ) = ψ(rsgn(αβ)), ψ(rα)ψ(qβ) = ψ(−rsgn(αβ))
imply, for all definable β ∈ Γ,
[T ]([T ]− [β♯]) = 0, [T ]([T ] + [{tβ}]) = 0.
Adding the elements [T ]−[β♯], [T ]+[{tβ}] to the ideal I! causes the codomain of µΓE to collapse
to the ring F3[X ] (Proposition 3.23 still goes through). The collapse caused by ψ(r±X
k) =
∓[T ]k is even more drastic (in effect forcing [1] = 0 again).
Remark 3.25. There is an alternative construction, retracting KµΓRV[∗] to the other factor
KµΓ[∗]. Let λι be the involuted version of λ, that is, λι([I]) = (−1)kλ([I]), I ∈ µΓ[k]. Let
!I be the ideal of the ring ZΓ ⊕ X FN(Γ,Z)[X ] generated by the element (q1 + q−1 − p1)X .
Regarding ZΓ[X ] as its subring, we see that φ× λι is again KµΓc[∗]-bilinear (we can also take
the involuted version of φ instead of λ). This yields two graded ring homomorphisms
KµΓRV[∗] −→ ZΓ⊕X FN(Γ,Z)[X ]/!I
as in Proposition 3.23. In light of the equalities
(p1 + q1)(q1 + q−1 − p1) = −q1 − p1,
(p1 + q−1)(q1 + q−1 − p1) = −q−1 − p1,
we see that 3p1X = 0 modulo !I and hence the two homomorphisms are really just those
obtained in Proposition 3.23.
Thus it appears that the foregoing discussion is much ado about almost nothing, as essentially
only information about the “sign” survives the homomorphisms µΓEg, µΓEb. The problem
is that the ring KµΓRES[∗] is much simpler than its counterpart over algebraically closed
valued fields (see [6, Theorem 10.11]) and cannot afford the further reduction demanded by the
vanishing of the class P . To remedy this, we can trim down the categories µΓRV[∗], µΓ[∗] as
follows.
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Definition 3.26. We say that an object (U, f) ∈ RV[k] is doubly bounded if f(U) is, and so
on. The full subcategory of RV[k] of doubly bounded objects is denoted by RVdb[k]; similarly
for the categories µRVdb[k], µΓRV
db[k], µΓdb[k].
Remark 3.27. By inspection of the proofs of Proposition 3.19 and Lemma 3.17, we see that
µΓD restricts to an isomorphism
µΓD
db : K+ µΓRES[∗]⊗K+ µΓc[∗] K+ µΓ
db[∗] −→ K+ µΓRV
db[∗].
Let FN(|Γ|,Z) be the obvious quotient of FN(Γ,Z) and FNdb(|Γ|,Z) its subring of functions
with doubly bounded domains. Recall that the (unsigned) value group |Γ| is additively written.
For each definable element γ ∈ |Γ| r 0, let oγ be the characteristic function of (0, γ); also set
o0 = −p0. As a Z-module, FN
db(|Γ|,Z) is generated by elements of the forms pγ, oγ . An easy
computation shows that
• pαoβ equals oα+β − oα − pα or −oα+β + oα − pα+β or oα+β + oα + p0,
• oαoβ equals −oα+β or −oα − oβ − p0.
Notation 3.28. Let !P denote the ideal of the ring Z|Γ| ⊕X FNdb(|Γ|,Z)[X ] generated by the
elements pγ − p0, (oγ + p0)X . By the computation above, the quotient by !P may be naturally
identified with Z[X ].
Notation 3.29. The homomorphism
λ : KµΓdb[∗] −→ Z|Γ| ⊕X FNdb(|Γ|,Z)[X ]
is constructed as before (there is only one such homomorphism now since χΓ,g, χΓ,b agree on
doubly bounded sets). Recall the homomorphism φ from Notation 3.22. The homomorphism
KµΓRES[∗] −→ Z|Γ|[X ] induced by φ is still denoted by φ.
Notation 3.30. For each γ ∈ |Γ|∞, denote the set rv(Mγ r0) by RV
◦◦
γ . For each definable γ ∈ Γ
with |γ| > 0, let
P γ = [RV
◦◦
rRV◦◦|γ|] + [{tγ}]− [1] ∈ KRV
db[1],
where tγ ∈ γ
♯ is any definable point. As in Notation 3.15, it also stands for the corresponding
element in KµRVdb[1] or KµΓRV
db[1] with the constant volume form 1. Of course [{tγ}] = [1]
in KRVdb[1], but [{tγ}] 6= [1] in KµRV
db[1] or KµΓRV
db[1] unless γ = 1.
Proposition 3.31. There is a graded ring homomorphism
µΓE
db : KµΓRV
db[∗] −→ Z|Γ| ⊕X FNdb(|Γ|,Z)[X ]/!P
∼
// Z[X ]
such that every P γ vanishes and, for all x ∈ KµΓRES[k], µΓE
db(x) = φ(x)/!P .
Proof. The homomorphism φ× λι is still KµΓc[∗]-bilinear. We have
((φ⊗ λι) ◦ (µΓD
db)−1)(P γ) = (−2oγ − 2pγ + pγ − p0)X,
which vanishes modulo !P . 
4. Special covariant bijections
Below we shall primarily concentrate on the finer categories with RV-volume forms. It is
a routine matter to translate the results and the arguments for the categories with Γ-volume
forms, often simply by forgetting the conditions that involve the RV-Jacobian operator JcbRV.
Nevertheless, there are shortcuts through forgetful functors, and we will supply more details
after the key propositions in Remarks 4.29 and 5.26.
Our task in this section is to connect K+ µVF[∗] with K+ µRV[∗], or more precisely, to
establish a surjective homomorphism K+ µRV[∗] −→ K+ µVF[∗] and a specialized version of
it. Notice the direction of the arrow. The main instrument in this endeavor is special covariant
transformations.
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4.1. Covariance and invariance.
Definition 4.1. For each element γ ∈ |Γ|∞, let πγ : VF −→ VF /Mγ be the natural map.
If γ = (γ1, . . . , γn) ∈ |Γ|
n
∞ then πγ denotes the product of the maps πγi . Let α ∈ |Γ|
n
∞ and
β ∈ |Γ|m∞. We say that a function f : A −→ B with A ⊆ VF
n and B ⊆ VFm is (α, β)-covariant
if it (πα, πβ)-contracts to a function f↓ : πα(A) −→ πβ(B), that is, πβ◦f = f↓◦πα. For simplicity,
we shall often suppress mention of parameters and refer to (α, β)-covariant functions as (α,−)-
covariant or (−, β)-covariant or just covariant functions. A set A ⊆ VFn is α-invariant if its
characteristic function is (α, 0)-covariant.
More generally, for sets A, B with RV-coordinates, the function f : A −→ B is covariant
if every one of its VF-fibers ft is (αt, βt)-covariant for some (αt, βt) ∈ |Γ|∞ (this is in line
with Terminology 2.22). Accordingly, a set is invariant if (every VF-fiber of) its characteristic
function is (−, 0)-covariant.
Terminology 4.2. Of course (∞,∞)-covariance is a vacuous requirement on a definable function,
as∞-invariance on a definable set; we shall call them pseudo covariance and pseudo invariance.
On the other hand, we say that a definable function f on A is proper covariant if
• the sets AVF, f(A)VF are bounded and the sets ARV, f(A)RV are doubly bounded,
• for each VF-fiber ft of f there is a t-definable tuple (αt, βt) ∈ |Γ| such that ft is (αt, βt)-
covariant, dom(ft) is αt-invariant, and ran(ft) is βt-invariant.
Actually, if At is closed for every t ∈ ARV then there is no need to demand that f(A)RV be
doubly bounded, since it is implied by the other conditions: There is an o-partition p : A −→ |Γ|
such that, for each open polydisc b in question, f(b) lies in the range of some VF-fiber of f .
This, by Lemma 2.35, yields a definable surjection A −→ |vrv|(f(A)RV) that satisfies the
assumption of Lemma 2.33, and hence the set f(A)RV is doubly bounded.
Observe also that if f is proper covariant then, since (A × f(A))RV is doubly bounded, by
Lemma 2.31, there is a definable element γ ∈ |Γ| such that every VF-fiber ft of f is (γ, βt)-
covariant (but not necessarily (γ, γ)-covariant) and dom(ft), ran(ft) are both γ-invariant.
We are only interested in proper and pseudo covariant functions, and no covariant functions
other than these shall be considered. Accordingly, an invariant set A is either pseudo or proper,
where A is proper if its projection into the RV-coordinates is proper covariant, in particular,
AVF is bounded and ARV is doubly bounded (there are various ways to interpret properness
when the range of a function has no VF-coordinates, and the task of choosing one is left to the
reader). It follows from the discussion above that if A is proper invariant then A is γ-invariant
for all sufficiently large definable elements γ ∈ |Γ|.
Lemma 4.3. Let A be a definable set such that AVF is bounded and ARV is doubly bounded.
Then A is proper invariant if and only of A is clopen (recall Terminology 2.22).
Proof. The “only if” direction is clear. For the “if” direction, since every VF-fiber of A is open,
there is an o-partition p : A −→ |Γ|. Since every VF-fiber of A is also closed, by Lemma 2.35,
p(A) is doubly bounded. The claim follows. 
Lemma 4.4. Let A, B be proper invariant subsets of VFn×RVm. Then A∩B, RVH(A)rA,
and B r A are also proper invariant.
Proof. Clearly (A∩B)VF is bounded, (A∩B)RV is doubly bounded, and every VF-fiber of A∩B
is clopen; similarly for the other cases. So this follows from Lemma 4.3. 
Note that, however, a restriction of a proper covariant function is not necessarily a proper
covariant function, even if the restricted domain and range are both proper invariant. In a
sense, this behavior requires continuity.
Lemma 4.5. Let f : A −→ B be a definable continuous surjection between two proper invariant
sets. Suppose that the range of every VF-fiber of f is clopen. Then f is proper covariant. If f
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is bijective then the same holds under the weaker assumption that the range of every VF-fiber
of f is open.
Proof. For each (b, s) ∈ BVF × BRV and every VF-fiber f(t,s) of f , let βt ∈ |Γ| be a (b, s, t)-
definable element such that{
o((b, s), βt) ⊆ ran(f(t,s)), if (b, s) ∈ ran(f(t,s)),
o((b, s), βt) ∩ ran(f(t,s)) = ∅, if (b, s) /∈ ran(f(t,s)).
Since ARV is doubly bounded, by Lemma 2.31, there is a (b, s)-definable β ∈ |Γ| which satisfies
this condition for every t ∈ ARV; let β(b,s) ∈ |Γ| be the smallest of such elements, which
exists since the Γ-sort is o-minimal. Let q : B −→ |Γ| be the definable function given by
(b, s) 7−→ β(b,s), which is clearly an o-partition. Since B is proper invariant, by Lemmas 2.35
and 4.3, we see that q(B) is doubly bounded by, say, β ∈ |Γ|+. Then, by continuity, there is
another o-partition p : A −→ |Γ| such that, for each open polydisc b in question, f(b) lies in
an open polydisc of radius β, and p(A) is doubly bounded as well. It follows that f is proper
covariant.
For the second claim, since f is bijective, there is only one VF-fiber f(t,s) of f with (b, s) ∈
ran(f(t,s)). If we let β(b,s) ∈ |Γ| be the smallest element such that o((b, s), β(b,s)) ⊆ ran(f(t,s))
then the resulting function q is still an o-partition. The rest of the argument is the same. 
Corollary 4.6. Let f : A −→ B be a continuous proper covariant bijection. If A′ is a proper
invariant subset of A then f ↾ A′ is proper covariant.
Proof. Since the domain and the range of every VF-fiber ft of f are clopen, by Lemmas 4.3
and 4.5, we only need to show that f(A′) is proper invariant, or equivalently, f(A′) is clopen.
Since dom(ft) ∩ A
′ is clopen and f is continuous, ran(ft) ∩ f(A
′) is clopen as well and hence,
by Lemma 4.3 again, is proper αt-invariant for some t-definable αt ∈ |Γ|. By Lemma 2.31, we
may choose the same definable α for every t. The claim follows. 
Convention 4.7. We reiterate (a variation of) [11, Convention 5.1] here, since this trivial-looking
convention is actually quite crucial for understanding the discussion below, especially the parts
that involve special covariant bijections. For each pseudo invariant or doubly bounded proper
invariant set A, let
c(A) = {(a, rv(a), t) : (a, t) ∈ A and a ∈ AVF}.
The natural bijection c : A −→ c(A) is called the regularization of A. We shall tacitly substitute
c(A) for A if it is necessary or is just more convenient. Whether this substitution has been
performed or not should be clear in context (or rather, it is always performed).
Definition 4.8 (Special covariant transformations). Let A be an invariant set or, more gener-
ally, a finite disjoint union of such sets, all doubly bounded if proper. Suppose that the first
coordinate of A is a VF-coordinate (of course nothing is special about the first VF-coordinate,
we choose it simply for ease of notation).
Let C ⊆ RVH(A) be an RV-pullback. Let λ : pr>1(C ∩ A) −→ VF be a definable function
whose graph is contained in C, that is, for each RV-polydisc p ⊆ C, λ restricts to a function
λp : pr>1(p ∩A) −→ pr1(p).
Suppose that there is an rv(p)-definable tuple (αp, βp) ∈ |Γ|∞ such that
• p ∩ A is (αp, βp)-invariant and λp is (αp, βp)-covariant,
• (αp, βp) =∞ for all p if A is pseudo and (αp, βp) ∈ |Γ| for all p if A is proper.
Let γ ∈ |Γ|∞ be a definable nonnegative element such that γ =∞ if and only if βp =∞ for
all p. We also assume that, for all p,
γp := rad(pr1(p)) + γ ≥ βp
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the existence of such a γ is guaranteed by Lemma 2.31. Choose a definable point t ∈ γ♯ and,
for each p, set
tp = t · rv(pr1(p)) ∈ RV0 .
Then the centripetal transformation η on A with respect to λ is given by
(CT)


η(a, x) = (a− λ(x), x), if (a, x) ∈ p ∩A and πγp(a) 6= πγp(λ(x)),
η(a, x) = (tp, x), if (a, x) ∈ p ∩A and πγp(a) = πγp(λ(x)),
η = id, on Ar C.
The function λ is referred to as the focus of η, the RV-pullback C as the locus of λ (or η), and
the pair (γ, t) as the aperture of λ (or η).
Note that if (γ, t) is the aperture of λ then every other pair (γ′, t′) of this form with γ′ ≥ γ
could be an aperture of λ as well, so the aperture of λ must be given as a part of λ itself.
Actually, all the data above should be regarded as part of λ, including the tuples (αp, βp).
A special covariant transformation T on A is an alternating composition of centripetal trans-
formations and regularizations such that either all of the apertures are (∞, 0), in which case T
is called pseudo, or none of the apertures is (∞, 0), in which case T is called proper (regulariza-
tions are usually not shown). The length of such a special covariant transformation T , denoted
by lh(T ), is the number of centripetal transformations in it.
Choose a definable point c ∈ t♯. If (a, x) ∈ p ∩ A and πγp(a) = πγp(λ(x)) for some a ∈ VF
then (λ(x), x) ∈ p ∩A. Thus the second clause of (CT) may be “lifted” to
η(a, x) = (a− λ(x)(1− c), x).
The images from the first two clauses of (CT) may now overlap, but we take their disjoint union
and thereby always assume that the resulting function η♭ is injective. In so doing, every special
covariant transformation may be lifted to a special covariant bijection T ♭ on A. This of course
depends on the choice of the point c. The image of T ♭ is often denoted by A♭.
This definition of a special covariant bijection is somewhat more complicated than that of
a special bijection in [11, Definition 5.2]. Clearly a special covariant bijection is a special
bijection if all of the apertures are (∞, 0) or the second clause of (CT) does not occur. The
extra generality is needed to achieve better control of proper invariant sets.
Remark 4.9. Suppose that A is proper δ-invariant but is not doubly bounded. Then, by defi-
nition, there are no special covariant transformations on A. But we can prepare A as follows.
Choose a definable point tδ ∈ δ
♯. For each open polydisc b1 × . . . × bn × t ⊆ A of radius δ,
replace each bi = Mδ with tδ. The resulting definable set, or rather, the resulting disjoint
union of definable sets, is doubly bounded and remains δ-invariant. We may and do regard this
operation as a centripetal transformation with respect to the constant focus map 0.
Remark 4.10. Let η be a proper centripetal transformation on A of aperture (γ, t). Then the
set η(A) is indeed proper invariant and doubly bounded. If we change the aperture of η to
(γ′, t′) with γ′ > γ and write the resulting centripetal transformation as η′ then, in the notation
of Definition 4.8, every open polydisc b ⊆ η(A)rη′(A) of radius αp, where p is the RV-polydisc
that contains η−1(b), has an extra RV-coordinate tp that is contracted from open discs of
radius γp in the same VF-coordinate of A. Each of these open polydiscs has a counterpart in
η′(A)r η(A), in which tp is replaced by (Mγp rMγ′p)∪ t
′
p. On the other hand, η(A) = η
′(A) if
and only if the second clause of (CT) does not occur.
Observe that if (A, ω), (B, σ) are objects of µVF[k] and F : A −→ B is a special covariant
bijection then JcbVF F (x) = 1 for all x ∈ A outside a definable subset of VF-dimension less
than k, and hence F represents an isomorphism if ω(x) = σ(F (x)) for all x ∈ A outside a
definable subset of VF-dimension less than k (recall Remark 3.5).
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Lemma 4.11 ([11, Corollary 5.6]). Let A ⊆ VFn be a definable set and f : A −→ RVm a
definable function. Then there is a special bijection T on A such that A♭ is an RV-pullback and
the function f ◦ T−1 is rv-contractible.
Remark 4.12. The proof of Lemma 4.11 in [11] actually shows that for every definable set
A, there is a special bijection T on RVH(A) such that A♭ is an RV-pullback. In the present
context, for reasons that will become clear, we would like to extend this result, using proper
special covariant bijections on proper invariant sets. This is not guaranteed by Lemma 4.11
since the focus maps in T are not required to be (suitably) covariant within each RV-polydisc,
except when AVF ⊆ VF, in which case the covariance requirement is half vacuous and it is easy
to see how to turn T into a proper special covariant bijection whose components all have the
same aperture (for more details see the FMT procedure in Terminology 4.14 below).
Proposition 4.13. Let H be a proper invariant RV-pullback and (Ai)i a definable finite par-
tition of H such that each Ai is proper invariant. Then there is a proper special covariant
bijection on H such that
• its focus maps and hence its components are all continuous,
• its restriction to each Ai is indeed a proper special covariant bijection,
• every A♭i ⊆ H
♭ is a doubly bounded RV-pullback.
Proof. To begin with, by Remark 4.9, we may assume thatH is doubly bounded. It is equivalent
and less cumbersome to construct a proper special covariant transformation such that its lift
is as required (see the last paragraph of this proof). To that end, we proceed by induction on
n, where HVF ⊆ VF
n. The base case n = 1 follows from the discussion in Remark 4.12, and
continuity is obvious.
For the inductive step, let Ai1 = pr1(Ai) and H1 = pr1(H). By Lemma 4.4, we may assume
that the sets Ai1 form a partition of H1. For each a ∈ H1, the inductive hypothesis gives an
a-definable proper special covariant transformation Ta on Ha with continuous focus maps such
that each Ta ↾ Aia is a proper special covariant transformation and each Ta(Aia) ⊆ Ta(Ha) is
an RV-pullback. Our goal then is to fuse together these transformations Ta so to obtain one
proper special covariant transformation on H as desired. This is in general not possible without
first modifying H1 in a suitable way, which constitutes the bulk of the work below.
There is an element δ ∈ |Γ| such that every Ai is proper δ-invariant. Let Uak enumerate the
loci of the components of Ta, λak the corresponding continuous focus maps, and (γak, tak) their
apertures; for each RV-polydisc q ⊆ Uak, the map λakq is (αakq, βakq)-covariant. By compactness,
there is a definable set V ⊆ VF×RVl such that pr1(V ) = H1 and, for each a ∈ H1, the set Va
contains the following RV-data of Ta:
• rv(Ta ↾ Aia), rv(Ta), and the sequence rv(Uak),
• the VF-coordinates targeted by the focus maps λak,
• the a-definable apertures (γak, tak),
• the (a, rv(q))-definable tuples (αakq, βakq);
the set rv(Ta) is determined by other data in this list and hence is redundant, but we add it in
anyway for clarity. Note that V is not necessarily proper invariant.
Let φ(x, y) be a quantifier-free formula that defines V and Gi(x) enumerate its top LT -terms
(recall Convention 2.4). By Lemma 4.11, there is a special bijection R : H1 −→ H
♭
1 such that
each A♭i1 ⊆ H
♭
1 is an RV-pullback and every Gi ◦ R
−1 is rv-contractible. This implies that, for
every RV-polydisc p ⊆ H♭1, the RV-data Va is constant over a ∈ R
−1(p). Observe that, since
H1 is an RV-pullback of RV-fiber dimension 0, by weak o-minimality and Lemma 3.2, each
focus map in R consists of only finitely many points. Then there are finitely many definable
open discs aj ⊆ H1 of radius δ such that the restriction of R to H1r
⋃
j aj is actually a proper
special covariant bijection — the reason simply being that, after deleting all the discs aj, each
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focus map in R lies outside the set in question. Each aj contains a definable point aj and, for
all a, a′ ∈ aj and every Ai, we have Aia = Aia′ (because Ai is δ-invariant). It follows that, over
each aj, we can use the same transformation Taj to achieve the desired effect, and then adjust
R so that every aj is mapped to the same RV-disc t
♯
δ, where tδ ∈ δ
♯ is definable.
Terminology 4.14. This operation just performed —modifying a construction over finitely many
definable open discs with a chosen definable point in each of them — will be applied many more
times below (even after this proof) and, to reduce verbosity, we shall refer to it by the acronym
FMT. Which construction it is being applied to should be clear in context.
Therefore, we may assume that R is a (continuous) proper special covariant bijection whose
components all have the same aperture (δ, tδ).
By compactness, there is a definable finite partition of H1 such that, over each piece, the
focus maps λak are uniformly defined by formulas λk(a, y, z). By HNF, there are only finitely
many open discs ai ⊆ H1 of radius δ that are split by this partition. Thus, by FMT, we
may assume that the partition is indeed trivial. Since R induces a continuous proper special
covariant bijection on H , we may actually assume that R is trivial as well.
Over each t♯ ⊆ H1, we can now write Uak as Utk, αakq as αkq (the first RV-coordinate of q
is actually t), and so on. We are almost ready to fuse together the transformations Ta over
a ∈ t♯. The remaining problem is that, for any a, a′ ∈ t♯, although the two focus maps λa1q,
λa′1q are both (α1q, β1q)-covariant, the images of the same open polydisc of radius α1q may lie
in two distinct open discs of radius β1q. To solve this problem, consider an open polydisc p
of radius α1q that is contained in dom(λa1q) for some (hence all) a ∈ t
♯. For each b ∈ p, let
λ1b : t
♯ −→ VF be the function defined by λ1(x, b, z). By monotonicity and Lemma 2.24, there
are a b-definable finite set Cb ⊆ t
♯ and, for any a ∈ t♯ rCb, an open disc aa ⊆ t
♯
rCb around a
such that λ1b(aa) lies in an open disc of radius β1q. Since for any other a
′ ∈ aa, λa′1q(p) also lies
in an open disc of radius β1q, we see that λ1(aa × p) lies in an open disc of radius β1q, where
λ1 stands for the function defined by λ1(x, y, z). Therefore, we may assume that the finite set
Cb is actually ppq-definable. But then, by Lemma 2.32, it is even definable. By compactness
and FMT, we may assume that there is an o-partition p : dom(λ1) −→ |Γ| such that, for each
open polydisc b in question, λ1(b) lies in a disc of radius β1q, where q is related to b in the
obvious way. By Lemma 2.35, the image of p is doubly bounded and, by Lemma 2.31, there is
a definable γ1 ∈ |Γ| with γ1 ≥ γt1 for all t ∈ rv(H1), which means that λ1 can serve as the focus
map of a centripetal transformation T1 on H of aperture (γ1, t1) for some definable t1 ∈ γ
♯
1. By
Lemma 2.38 and FMT, we may assume that λ1 is continuous.
At this point the proof would be complete if we could repeat the procedure above for λ2, and
so on. We still have a small issue, namely some part of the locus Ua2 may have disappeared
because the aperture of λa1 is bumped up to (γ1, t1); see Remark 4.10. It is not hard to see
that the inductive hypothesis may be applied to the RV-pullback contained in T1(H) that
corresponds to the missing locus, since it has one less VF-coordinate and its intersection with
each T1(Ai) is proper invariant. 
Question 4.15. Does Lemma 2.38 still hold in some analogous form if we replace “continuous”
with “differentiable” therein? If so, the same upgrade also applies to Proposition 4.13.
4.2. Lifting from RV to VF.
Definition 4.16 (Lifting maps). Let U be a set in RV and f : U −→ RVk a function. Set
Uf =
⋃
{f(u)♯×u : u ∈ U}. The kth lifting map Lk : RV[k] −→ VF[k] is given by (U, f) 7−→ Uf .
The lifting map L≤k : RV[≤k] −→ VF[k] is given by
⊕
iU i 7−→
⊎
i LiU i. Set L =
⋃
k L≤k.
The kth lifting map µLk : µRV[k] −→ µVF[k] is given by (U , ω) 7−→ (LU ,Lω), where Lω is
the obvious function on LU induced by ω. Set µL =
⊕
k µLk, and similarly for µΓL.
Note that if U ∈ RVdb[k] then LU is a doubly bounded proper invariant set.
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Remark 4.17. Let A be a definable set and ω : A −→ RV a definable function. Denote the
set {(a, ω(a)) : a ∈ A)} by Aω. For ease of notation, the function Aω −→ RV induced by ω is
still denoted by ω. The definable pair (A, ω) is called proper invariant if A is proper invariant
and ω is proper covariant. In that case, by Lemmas 2.35 and 2.33 (applied as in the middle
of Terminology 4.2), the set ω(A) is doubly bounded and hence (Aω, ω) is proper invariant as
well. If (A, ω) ∈ µVF[k] then clearly the two objects (A, ω), (Aω, ω) are isomorphic and if, in
addition, (A, ω) is proper invariant then the obvious isomorphism in question and its inverse
are proper covariant.
Lemma 4.18. Let A be an RV-pullback and (A, ω) ∈ µVF[k]. Let (Ai)i be a definable finite
partition of A and Ai = (Ai, ω ↾ Ai) ∈ µVF[k]. Then there is a special covariant bijection T
on Aω that induces morphisms of the form Ai −→ µL(U i, πi). Moreover, if every Ai is proper
invariant then T is as given in Proposition 4.13 and hence (U i, πi) ∈ µRV
db[k].
Proof. By Remark 4.12, Proposition 4.13, and Lemma 3.2, there is a special covariant bijection
T on Aω such that for every i, the restriction T ↾ Aiω is a special covariant bijection and Bi :=
A♭iω is an RV-pullback with rv(Bi)≤k ∈ RV[≤k] (recall Notation 3.7). Moreover, if every Ai is
proper invariant then T is as given in Proposition 4.13, which implies that rv(Bi)≤k ∈ RV
db[k].
Let U i ∈ RV[k] be the kth component of rv(Bi)≤k and σi = (ω ◦ T
−1) ↾ LU i. Then σi is
constant on every RV-polydisc in LU i and hence induces a function πi : U i −→ RV. Since Ai
is isomorphic to (LU i, σi), we see that (U i, πi) is as required. 
This lemma may be applied to any proper invariant object (A, ω) ∈ µVF[k] without the
partition of RVH(A) being explicitly given since, by Lemma 4.4, A′ = RVH(A) r A is proper
invariant too, which means that the two objects (A, ω), (A′, 1) are indeed as assumed.
Lemma 4.19. Let f : U // // V be a definable surjection between two sets in RV. Then there is
a definable differentiable function f ♯ : U ♯ −→ V ♯ that rv-contracts to f . Furthermore, if U , V
are both subsets of RVk and f is a bijection then f ♯ is bijective as well.
Proof. We do induction on n = dimRV(U). If n = 0 then U is finite and hence, for every u ∈ U ,
the RV-polydisc u♯ contains a definable point, similarly for V , in which case how to construct
a definable differentiable function f ♯ as desired is obvious. Note that if U , V do not sit inside
the same ambient space then it is impossible for f ♯ to be a bijection.
For the inductive step, by an easy induction on dimRV(U)+dimRV(V ) and weak o-minimality,
there are a definable finite partition (Ui)i of U and injective coordinate projections
πi : Ui −→ RV
ni, π′i : Vi −→ RV
n′i ,
where Vi = f(Ui), dimRV(Ui) = ni, and dimRV(Vi) = n
′
i; the obvious surjection πi(Ui) −→ π
′
i(Vi)
induced by f is denoted by fi. Moreover, if f is a bijection then ni = n
′
i and each fi is a bijection
as well. Let gi, hi be the obvious functions whose graphs are Ui, Vi, respectively. Observe that
if all these functions fi, gi, hi can be lifted as desired then, by the construction in the base case
above, F can be lifted as desired as well. So, without loss of generality, we may assume that U
is a subset of RVn.
For all u ∈ U and every a ∈ u♯, the RV-polydisc f(u)♯ contains an a-definable point and
hence, by compactness, there is a definable function f ♯ : U ♯ −→ V ♯ that rv-contracts to f .
There is a definable set A ⊆ U ♯ with dimVF(A) < n such that f
♯ ↾ (U ♯rA) is differentiable. By
Lemma 2.26, dimRV(rv(A)) < n. So the first claim follows from the inductive hypothesis. For
the second claim, since V is also a subset of RVn, by Lemma 2.26 again, dimRV(∂RVf
♯(U ♯)) < n
and hence, by the inductive hypothesis, we may assume that f ♯ is surjective. Then there is a
definable function g : V ♯ −→ U ♯ such that f ♯(g(b)) = b for all b ∈ V ♯. It follows that we may
further assume that g is a surjection too, which just means that f ♯ is a bijection as desired. 
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For the next few lemmas, let F : (U, f) −→ (V, g) be an RV[k]-morphism. For simplicity and
without loss of generality, we assume that f , g are both the identity functions and hence the
finite-to-finite correspondence F † ⊆ U×V is just F itself (recall Remark 3.9). If F ♯ : U ♯ −→ V ♯
is a definable bijection that rv-contracts to F then it is called a lift of F . By Convention 4.7,
we shall think of such a lift as a definable bijection LU −→ LV that rv-contracts to F .
Lemma 4.20. Suppose that F ♯ is a lift of F . Then for all u ∈ U away from a definable subset
of RV-dimension less than k and all a ∈ u♯,
(4.1) rv(JcbVF F
♯(a)) = JcbRV F (u).
Proof. This is immediate by Lemma 2.44 if U , V are sets in k+. The general case follows from
this special case, the definitions of the Jacobians, Lemma 2.6, and compactness. 
Definition 4.21. We say that F is relatively unary or more precisely, relatively unary in the
ith coordinate, if (pr˜i ◦F )(u) = pr˜i(u) for all u ∈ U , where i ∈ [k].
Similarly, for objects A ⊆ VFn×RVm, B ⊆ VFn×RVm
′
of VF∗ and a morphism G : A −→
B, we say that G is relatively unary in the ith VF-coordinate if (pri˜ ◦G)(x) = pr˜i(x) for all
x ∈ A, where i ∈ [n]. If G ↾ Aa is also a (proper) special covariant bijection for every a ∈ pr˜i(A)
then we say that G is relatively (proper) special covariant in the ith VF-coordinate.
Since identity functions are relatively unary in any coordinate, if a morphism is piecewise a
composition of relatively unary morphisms then it is indeed a composition of relatively unary
morphisms.
Clearly every (proper) special covariant bijection on A is a composition of relatively (proper)
special covariant bijections (but not vice versa).
Lemma 4.22. Every morphism in RV[k] can be written as a composition of relatively unary
morphisms, similarly in µRV[k], RVdb[k], µRVdb[k], VF[k], and µVF[k].
Proof. It is enough to show this piecewise, which is an easy consequence of weak o-minimality.
In detail, for each t ∈ pr<k(U) there are a t-definable finite partition (Uti)i of Ut and injective
coordinate projections πi : F (Uti) −→ RV. So, by compactness, there are a definable finite
partition (Ui)i of U , definable injections Fi : Ui −→ RV
k, and ji ∈ [k] such that for all u ∈ Ui,
pr<k(u) = pr<k(Fi(u)) and prk(Fi(u)) = prji(F (u)). The claim now follows from a routine
induction on k. If F is indeed a µRV[k]-morphism then it is easy to see how to equip each
Fi(Ui) with a volume form so that Fi becomes a µRV[k]-morphism, and so on. The other cases
are rather similar. 
For an arbitrary proper covariant µVF[k]-morphism, Lemma 4.22 cannot guarantee that the
relatively unary morphisms in question are also proper covariant. However, this can be arranged
for certain lifts, as follows.
Remark 4.23. Let t, s ∈ RV be definable. So the RV-discs t♯, s♯ contain definable points. It
follows that for any definable c ∈ VF× with val(c) = vrv(s/t), there is a definable bijection
f : t♯ −→ s♯ such that d
dx
f = c.
Lemma 4.24. For any µRV[k]-morphism F : (U, ω) −→ (V, σ) there is a lift F ♯ : µL(U, ω) −→
µL(V, σ) of F that may be written piecewise as a composition of differentiable relatively unary
µVF[k]-morphisms. In addition, if F is a µRVdb[k]-morphism then (every component of) F ♯ is
proper covariant.
Proof. We do induction on n = dimRV(U). For the base case n = 0, we may assume that U
is just a singleton and F is relatively unary. Since every RV-disc involved contains a definable
point, it is easy to lift F as desired by applying Remark 4.23 in the coordinate in question.
For the inductive step, we may assume that both pr≤n ↾ U and pr≤n ↾ V are injective. Let
F ′ : pr≤n(U) −→ pr≤n(V ) be the bijection induced by F . Observe that, by Lemma 4.22 and
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the inductive hypothesis, we may actually assume that F ′ is relative unary in, say, the nth
coordinate. By the construction in the proof of Lemma 4.19, F ′ can be lifted to a differentiable
relatively unary bijection F ′♯ outside a definable subset of RV-dimension less than n. It follows
that if n = k then, by Lemma 4.20, the whole situation is reduced to the inductive hypothesis.
So, without loss of generality, n < k and F ′♯ is a lift of F ′ such that the condition (4.1) is
satisfied everywhere. Let
U ′ = {(F ′(u′), u′′) : (u′, u′′) ∈ U}
and ω′ : U ′ −→ RV be the function given by
(F ′(u′), u′′) 7−→ ω(u)/ JcbRV F
′(u′),
where u = (u′, u′′) ∈ U . Then (F ′, id) is a µRV[k]-morphism between (U, ω) and (U ′, ω′), and
(F ′♯, id) is a differentiable relatively unary µVF[k]-morphism that lifts (F ′, id). So we are further
reduced to the case pr≤n(U) = pr≤n(V ) = W . By Lemma 4.19, there are definable differentiable
functions that rv-contract to the obvious surjections W −→ pr>n(U), W −→ pr>n(V ). This
means that F can be lifted by applying Remark 4.23 fiberwise as in the base case above.
The second claim is a consequence of Lemma 4.5. 
Remark 4.25. Let Ai = (Ai, ωi) ∈ µVF[k], where i = 1, 2, 3, and suppose that F : A1 −→ A2
and G : A2 −→ A3 are continuous proper covariant µVF[k]-morphisms. Observe that dom(F ),
ran(F ) must be the topological interiors of A1, A2, respectively; similarly for G, and hence
ran(F ) = dom(G). Let H be the composition of F and G, considered as a µVF[k]-morphism
A1 −→ A3. So every VF-fiber of H is a continuous bijection between two open (and closed)
subsets of VFk. By Lemma 4.5, H is proper covariant.
The same holds if we replace “continuous” by “differentiable.”
Definition 4.26. The subcategory µVF⋄[k] of µVF[k] consists of the proper invariant ob-
jects and the morphisms that are compositions of continuous proper covariant relatively unary
morphisms; similarly for the subcategory µΓVF
⋄[k] of µΓVF[k].
Remark 4.27. Obviously the composition law holds in µVF⋄[k], µΓVF
⋄[k] and hence they are
indeed categories. By Remark 4.25, every morphism in them is a continuous proper covariant
bijection — as opposed to merely an essential bijection — and, by Corollary 2.37, admits an
inverse. So these categories are already groupoids and there is no need to pass to a quotient
category as in Remark 3.5. On the other hand, Proposition 4.13 shows that they do have
nontrivial morphisms.
Although the preceding lemmas speak of differentiable morphisms, we do not consider cat-
egories with just such morphisms between proper invariant objects, primarily because we are
unable to construct a “differentiable” version of Proposition 4.13; see Question 4.15.
The main reason that we need lifts in Lemma 4.24 to be in that particular form is that we
are forced to work with explicit compositions of proper covariant relatively unary morphisms
(explicitness is not an issue if proper covariance is not demanded, see Lemma 4.22 and the
remark thereafter), due to the failure of generalizing Lemma 4.31 below to higher dimensions;
see the opening discussion of [11, § 5.2] for further explanation.
Corollary 4.28. The lifting maps µLk induce surjective homomorphisms, which are often
simply denoted by µL, between the Grothendieck semigroups
K+ µRV[k] // // K+ µVF[k], K+ µRV
db[k] // // K+ µVF
⋄[k].
Proof. By Lemma 4.24, every µRV[k]-morphism F can be lifted, and the lift is piecewise a
composition of continuous proper covariant relatively unary morphisms between proper invari-
ant objects if F is in µRVdb[k]. So µLk induces a map on the isomorphism classes, which is
easily seen to be a semigroup homomorphism. By Lemma 4.18 (see the remark thereafter), this
homomorphism is surjective. 
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Remark 4.29. There are surjective semigroup homomorphisms
K+ µΓRV[k] K+ µΓVF[k]
µΓL
// //
K+ µRV[k]


K+ µVF[k]
µL
// //


where the vertical ones are induced by the obvious forgetful functors F and are also denoted by
F; similarly for the doubly bounded RV-categories and the proper invariant VF-categories. It
follows from the construction in the proof of Lemma 4.24 that there are surjective semigroup
homomorphisms µΓL that make the squares commute.
The forgetful functor F : µVF[k] −→ µΓVF[k] is faithful, but obviously not full. Something
weaker holds, though. Let A = (A, ω), B = (B, σ) be objects of µΓVF[k] and f : A −→ B a
morphism. For every A∗ = (A, ω∗) ∈ µVF[k] with FA∗ = A, it is easy to construct a µVF[k]-
morphism f ∗ : A∗ −→ B∗ with FB∗ = B (but Ff ∗ may or may not be f). This is also the
case for the proper invariant VF-categories.
Lemma 4.30. If f is in µΓVF
⋄[k] then f ∗ can be found in µVF⋄[k].
Proof. By the definition of µΓVF
⋄[k] and compactness, we may assume that f is relatively
unary in, say, the kth VF-coordinate and A, B are subsets of VFk.
By a routine application of Lemma 2.35 as we have done above, there is a definable α ∈ |Γ|
such that A, B are α-invariant and ω ↾ a, (σ◦f) ↾ a, σ ↾ b are constant for open polydiscs a ⊆ A,
b ⊆ B of radius α. We claim that there is a definable continuous bijection f ∗ = (f ∗i )i : A −→ B,
relatively unary in the kth VF-coordinate, such that ∂
∂xk
f ∗k is continuous and for all a ∈ A,
val( ∂
∂xk
f ∗k (a)) = ω(a)/σ(f
∗(a)).
To see this, observe that if k = 1 then, since f is a µΓVF
⋄[1]-morphism, it satisfies the assump-
tion of Lemma 2.41 and hence the claim follows from Lemma 2.42. In general, by induction
on k, for each a ∈ pr1(A) there is an a-definable bijection fa : Aa −→ Ba as desired. Then
the existence of f ∗ follows from Lemma 2.38 and FMT (Terminology 4.14), where the finitely
many definable open discs in question are all of radius α.
Now, by Corollary 2.37 and Lemma 4.5, f ∗ is a proper covariant homeomorphism. Since
∂
∂xk
f ∗k is continuous, there is a definable β ∈ |Γ| such that for every open polydisc b ⊆ B of
radius β,
(ω∗ ◦ (f ∗)−1) ↾ b and (rv ◦ ∂
∂xk
f ∗k ◦ (f
∗)−1) ↾ b
are both constant. Thus there is a proper covariant function σ∗ : B −→ RV such that
ω∗ = (σ∗ ◦ f ∗) · (rv ◦ ∂
∂xk
f ∗k ) and vrv ◦σ
∗ = σ.
So f ∗ and (B, σ∗) are as desired. 
Lemma 4.31. Suppose that f : A −→ B is a VF[1]-morphism between two objects that have
exactly one VF-coordinate each. Then there are two special bijections TA : A −→ A
♭, TB :
B −→ B♭ such that A♭, B♭ are RV-pullbacks and the function f ♭↓ is bijective in the commutative
diagram
B B♭
TB
//
A
f

A♭
TA
//

rv(B♭)rv
//
f♭

rv(A♭)
rv
//
f♭
↓

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Thus f ♭ is a lift of f ♭↓, where the latter is regarded as an RV[≤1]-morphism between rv(A
♭)1 and
rv(B♭)1 (recall Notation 3.7).
If, in addition, f is a µVF⋄[1]- or µΓVF
⋄[1]-morphism (the volume forms are not displayed)
then we may take TA, TB to be (continuous) proper covariant and A
♭, B♭ doubly bounded.
Proof. The first part is just [11, Lemma 5.10]. The second part is established by modifying
two special bijections T ′A, T
′
B given by the first part as follows. By Proposition 4.13, we may
assume that A, B are doubly bounded RV-pullbacks. By Lemma 3.2 and weak o-minimality,
each focus map in T ′A consists of, without loss of generality, a single point ci; similarly, the
focus maps in T ′B are enumerated as points di. Let ai ∈ A enumerate the points corresponding
to the points ci and bi ∈ B the points di.
As we have just observed in the proof of Lemma 4.30, every VF-fiber of f satisfies the
assumption of Lemma 2.41. So there are pairwise disjoint open polydiscs ai ⊆ A, bi ⊆ B of
radii αi, βi containing ai, bi, respectively, such that f ↾ ai, f
−1 ↾ bi have dtdp. This implies that
f must restrict to a bijection between the two sequences (ai)i, (bi)i (alternatively, this is indeed
given by the construction in the proof of [11, Lemma 5.10]). So we may assume f(ai) = bi
and f(ai) = bi. Moreover, A is α1-invariant, B is β1-invariant, and for all i, αi ≤ αi+1 and
βi ≤ βi+1. Then the sequences (ai)i, (bi)i may serve as focus maps, and thereby determine two
proper special covariant bijections TA, TB (continuity is automatic). These are as required. 
5. Integration
5.1. Blowups. Recall that we write RV to mean the RV-sort without the middle element 0,
and RV0 otherwise, etc., although quite often the difference is immaterial and it does not matter
which set RV stands for. In the definition below, this difference does matter, in particular, RV◦◦
denotes the set of those nonzero elements t ∈ RV with |vrv|(t) > 0 (see Notation 3.15).
Notation 5.1. More generally, recall from Notation 3.30 that the set rv(Mγ r0) is denoted by
RV◦◦γ . For γ ∈ |Γ|
+ and t ∈ γ♯, write
RV◦◦(t)γ = (RV
◦◦
rRV◦◦γ ) ⊎ t;
if γ =∞ then RV◦◦(t)γ = RV
◦◦ and if γ = 0 then RV◦◦(t)γ = 1 ∈ RV.
Definition 5.2 (Blowups). Let U = (U, f, ω) be an object of µRV[k], where k > 0, such that
the function prj˜ ↾ f(U) is finite-to-one for some j ∈ [k]. Write f = (f1, . . . , fk). Let t ∈ RV0
be a definable element with τ = |vrv|(t) nonnegative. An elementary blowup of U in the jth
coordinate of aperture (τ, t) is the triple U ♭ = (U ♭, f ♭, ω♭), where U ♭ = U × RV◦◦(t)τ and for
every (u, s) ∈ U ♭,
f ♭i (u, s) = fi(u) for i 6= j, f
♭
j (u, s) = sfj(u), ω
♭(u, s) = ω(u).
We say that U ♭ is annular if t 6= 0.
Let V = (V, g, σ) be another object of µRV[k] and Ci ⊆ V finitely many pairwise disjoint
definable sets. Each triple
C i = (Ci, g ↾ Ci, σ ↾ Ci) ∈ µRV[k]
is referred to as a subobject of V . Suppose that Fi : U i −→ Ci is a µRV[k]-morphism and U
♭
i
is an elementary blowup of U i. Let C =
⋃
iCi, C =
⋃
iCi, and F =
⊎
i Fi. Then the object
(V rC)⊎
⊎
iU
♭
i is a blowup of V via F , denoted by V
♭
F . The subscript F is usually dropped.
The object C (or the set C) is referred to as the locus of V ♭F .
A blowup of length n is a composition of n blowups.
Remark 5.3. If there is an elementary blowup of U then, a posteriori, dimRV(U) < k. For any
coordinate of f(U), there is at most one elementary blowup of U of aperture (∞, 0), whereas
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there could be many annular elementary blowups of U . We should have included the coordinate
that is blown up as a part of the data. However, in context, either this is clear or it does not
need to be spelled out, and we shall suppress mention of it for ease of notation.
Clearly every blowup U ♭ of U is an object of µRV[k]. In discussing blowups and related
topics below, we shall work either in µRV[k], where all elementary blowups are of aperture
(∞, 0), or in µRVdb[k], where all elementary blowups are annular. So, if U ∈ µRVdb[k] then
U
♭ ∈ µRVdb[k] too. No blowups in other scenarios will be considered. This is in parallel with
the distinction between proper and pseudo special covariant bijections set forth in Definition 4.8
(also see Terminology 4.2). As a matter of fact, to make this analogy precise is essentially what
is left to do for the rest of our main construction.
For the next few lemmas, let U = (U, f, ω) and V = (V, g, σ) be objects of µRV[k].
Lemma 5.4. Suppose that [U ] = [V ]. Let U ♭, V ♭ be elementary blowups of U , V . Then there
are blowups U ♭♭, V ♭♭ of U ♭, V ♭ of length 1 such that [U ♭♭] = [V ♭♭].
Note that we have two cases here, one for µRV[k] and the other for µRVdb[k]. Also, for the
former case, we will actually show [U ♭] = [V ♭], which means that the blowups U ♭♭, V ♭♭ are
trivial, that is, their loci are empty or their apertures are of the form (0, t).
Proof. Let F : U −→ V be a morphism. As before, without loss of generality, we may simply
assume that f , g are the identity functions and pr<k ↾ U , pr<k ↾ V are both injections. Let
pr<k(U) = U
′ and pr<k(V ) = V
′. The bijection U ′ −→ V ′ induced by F is still denoted by F .
We first work in µRV[k]. If dimRV(U
′) < k − 1 then the obvious bijection U ♭ −→ V ♭
is clearly a morphism U ♭ −→ V ♭ (the condition involving JcbΓ is trivial to check, and the
condition involving JcbRV is irrelevant). So we may further assume dimRV(U
′) = dimRV(V
′) =
k − 1 and hence, for almost all u′ ∈ U ′, JcbRV F (u
′) is defined. Let u = (u′, u′′) ∈ U and
F (u) = (v′, v′′) ∈ V . Let Fu : RV
◦◦ −→ RV◦◦ be the u-definable bijection given by
t 7−→
ω(u) · u′′
JcbRV F (u′) · σ(F (u)) · v′′
· t
if JcbRV F (u
′) is defined; otherwise set Fu = id. Then a simple computation shows that the
bijection U ♭ −→ V ♭ given by (u, t) 7−→ (F (u), Fu(t)) is a morphism.
Now we work in µRVdb[k]. Let (ρ, r), (τ, t) be the apertures of U ♭, V ♭, respectively. First
observe that if ρ = τ then a similar construction as above yields [U ♭] = [V ♭] directly. Thus,
without loss of generality, we may assume ρ′ := τ − ρ > 0. Choose a definable element r′ ∈ ρ′♯.
Let W = U × r and W be the corresponding subobject of U ♭. Then it is easy to see that the
blowup U ♭♭ of U ♭ with locusW and aperture (ρ′, r′) is isomorphic to V ♭. 
Corollary 5.5. Let F : U −→ V be a morphism and U ♭, V ♭ blowups of U , V of length 1.
Then there are blowups U ♭♭, V ♭♭ of U ♭, V ♭ of length 1 such that [U ♭♭] = [V ♭♭].
Proof. Let C, D be the loci of U ♭, V ♭, respectively. By Lemma 5.4, we can make the claim
hold by restricting the loci of U ♭, V ♭ to C ∩ F−1(D), F (C) ∩D. But in the meantime we can
also blow up U ♭, V ♭ at the loci F−1(D)r C, F (C)rD using the apertures induced by those
on D r F (C), C r F−1(D), respectively. Then the resulting compounded blowups of U ♭, V ♭
of length 1 are as desired. 
This corollary also holds in RV[k], which is essentially the only thing that the otherwise formal
proof of [11, Lemma 5.29] depends on. Thus, the same proof yields the following analogue in
the present context:
Lemma 5.6. If [U ] = [V ] and U 1, V 1 are blowups of U , V of lengths m, n, respectively, then
there are blowups U 2, V 2 of U 1, V 1 of lengths n, m, respectively, such that [U 2] = [V 2].
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Corollary 5.7. Suppose that [U ] = [U ′] and [V ] = [V ′]. If there are isomorphic blowups of
U , V then there are isomorphic blowups of U ′, V ′.
Definition 5.8. Let µIsp[k] be the set of pairs (U ,V ) of objects of µRV[k] such that there
exist isomorphic blowups U ♭, V ♭. Let µIsp[∗] =
⊕
k µIsp[k]. Similarly for the sets µDsp[k] ⊆
µRVdb[k]× µRVdb[k] and µDsp[∗].
We will just write µIsp, µDsp for all these sets when there is no danger of confusion. By
Corollary 5.7, they may be regarded as binary relations on isomorphism classes.
Lemma 5.9. µIsp[k], µDsp[k] are semigroup congruence relations and µIsp[∗], µDsp[∗] are semir-
ing congruence relations.
Proof. This is an easy consequence of Lemma 5.6 (the proof of [11, Lemma 5.32], which uses
[11, Lemma 5.29], contains more details). 
Remark 5.10. The canonical embedding K+ µRV
db[k] −→ K+ µRV[k] and µIsp[k] together in-
duce a semigroup congruence relation µIdbsp[k] on K+ µRV
db[k]. Observe that if V is a blowup of
U in µRVdb[k] then there are isomorphic blowups V ♭, U ♭ of V , U in µRV[k]. It follows easily
from this and Corollary 5.7 that µDsp[k] is contained in µI
db
sp[k].
Let T be a special covariant bijection on L(U, f), proper if and only if U ∈ µRVdb[k]. Let
A = L(U, f)♭. The kth component of (ARV)≤k ∈ RV[≤k] is denoted by (UT )≤k and the object
(UT , ωT )≤k ∈ µRV[k] by UT , where ωT : UT −→ RV is the function induced by ω.
Lemma 5.11. The object UT is isomorphic to a blowup of U of the same length as T .
Proof. By induction on the length lh(T ) of T and Lemma 5.6, this is immediately reduced to
the case lh(T ) = 1. Then, without loss of generality, we may assume that the locus of T is
L(U, f). If T is pseudo then it is clear how to construct an (elementary) blowup of U as desired.
If T is proper then the blowup needs to be annular and hence we need to first find a nontrivial
aperture. But this is already provided by T . 
Lemma 5.12. Let U ♭ be a blowup of U of length l. Then µLU ♭ is isomorphic to µLU ; more
precisely, the isomorphism is in µVF[k] if U ∈ µRV[k] and is in µVF⋄[k] if U ∈ µRVdb[k].
Proof. By induction on l, this is immediately reduced to the case l = 1. We may assume that
pr1˜ ↾ f(U) is injective and U
♭ is an elementary blowup in the first coordinate. If U ∈ µRV[k]
then it is enough to construct a focus map into the first coordinate with locus f(U)♯; this can
be easily done, using once again the fact that every definable set contains a definable point
(see Remark 2.8). If U ∈ µRVdb[k] then the aperture (τ, t) of U ♭ needs to be factored into the
construction. Fix a definable point c ∈ t♯. For u ∈ U and a ∈ f(u)♯
1˜
, the RV-disc f(u)♯1 contains
an a-definable point ba; moreover, by Lemma 4.19, these points may be chosen uniformly via a
differentiable function. Thus there is a continuous (fiberwise) additive translation, with respect
to the points ba and ba − cba, between the two sets in question, which is proper covariant by
Lemma 4.5. 
5.2. Standard contractions. Suppose that A ⊆ VFn×RVm is an invariant set. Let i ∈ [n]
and Ti be a definable bijection on A, relatively special covariant in the ith VF-coordinate, such
that for every a ∈ pr˜i(A), the set Ti(Aa) is an RV-pullback. Moreover, if A is proper invariant
then Ti is continuous and proper covariant. Note that Ti is not necessarily a special covariant
bijection since, to begin with, the various special covariant bijections in the ith VF-coordinate
may not even be of the same length. Let
Ai =
⋃
a∈pri˜(A)
a× (Ti(Aa))RV ⊆ VF
n−1×RVmi .
32 Y. YIN
Let Tˆi : A −→ Ai be the function induced by Ti. If A is proper invariant then Ai is proper
invariant too, which is not guaranteed if we do not demand Ti to be proper covariant (continuity
is needed for other reasons, see Definition 5.13 and the proof of Lemma 5.14 below).
For any j ∈ [n−1], we repeat the above procedure on Ai with respect to the jth VF-coordinate
and thereby obtain a set Aj ⊆ VF
n−2×RVmj and a function Tˆj : Ai −→ Aj. The relatively
special covariant bijection on Ti(A) induced by Tˆj is denoted by Tj . Continuing thus, we obtain
a sequence of bijections Tσ(1), . . . , Tσ(n) and a corresponding function Tˆσ : A −→ RV
l, where σ
is the permutation of [n] in question. The composition Tσ(n) ◦ . . . ◦ Tσ(1), which is referred to as
the lift of Tˆσ, is denoted by Tσ.
Suppose that there is a k ∈ 0 ∪ [m] such that (Aa)≤k ∈ RV[k] for every a ∈ AVF. In
particular, if k = 0 then A ∈ VF∗. By Lemma 3.2, Tˆσ(A)≤n+k is an object of RV[≤l+k], where
dimVF(A) = l, or even an object of RV
db[n+k] if A is proper invariant.
Definition 5.13. The function Tˆσ, or the object Tˆσ(A)≤n+k, is referred to as a standard con-
traction of the invariant set A with the head start k.
Suppose that ω : A −→ RV is a definable function, proper covariant if A is proper invariant,
and Tˆσ is a standard contraction of Aω (recall Notation 4.17). Let Tˆ
ω
σ (A)≤n+k be the (n+ k)th
component of Tˆσ(Aω)≤n+k, which is not the empty object if and only if dimVF(A) = n. The
definable function on Tˆ ωσ (A)≤n+k induced by ω is denoted by ωTˆσ . The function Tˆσ, or the
object
Tˆσ(A)≤n+k := (Tˆ
ω
σ (A), ωTˆσ)≤n+k,
is referred to as a standard contraction of the pair A = (A, ω).
Let A♯ =
⋃
a∈AVF
a × L(Aa)≤k, which is an object of VF∗. The volume form on A
♯ induced
by ω is still denoted by ω. The bijection A♯ω −→ LTˆσ(Aω)≤n+k induced by Tσ, which is still
denoted by Tσ, is indeed a µVF[n+k]-morphism or a µVF
⋄[n+k]-morphism if (A, ω) is proper
invariant.
The head start of a standard contraction is usually implicit. In fact, it is always 0 except in
Lemma 5.16, and can be circumvented even there. This seemingly needless gadget only serves
to make the above definition more streamlined: If A ∈ VF∗ then the intermediate steps of a
standard contraction of A may or may not result in objects of VF∗ and hence the definition
cannot be formulated entirely within VF∗.
By Remark 4.12 and compactness, every pseudo invariant pair (A, ω) of the above form
admits a standard contraction with respect to any permutation σ of [n] and any head start
k ∈ [m]. This also holds for the other case:
Lemma 5.14. If (A, ω) is proper invariant then it also admits such a standard contraction.
Before we start the proof, first observe that (A, ω) may be viewed as the obvious intermediate
result of a standard contraction of (A♯, ω) ∈ µVF⋄[n+k]. Thus we may and do assume k = 0,
that is, A ∈ VF∗.
Proof. We do induction on n. The base case n = 1 follows from Remark 4.12. For the inductive
step, we may assume σ = id and, by compactness, ω = 1. By the inductive hypothesis
and compactness again, there is a definable bijection T on A such that, for every a ∈ A′ :=
prn(A) ⊆ VF, the induced bijection Ta on Aa is the lift of a standard contraction Tˆa of Aa; in
particular, T may be written as a composition of relatively proper special covariant bijections
Ti : Ai−1 −→ Ai. Note that each T
−1
i is rv-contractible.
Suppose that A is proper δ-invariant. Let a range over open discs of radius δ contained in
A′. Applying Lemma 4.11 in the nth VF-coordinate as in the proof of Proposition 4.13, we
deduce that over all but finitely many definable open discs a, the RV-data of Ta is constant over
a; it will become clear what RV-data is actually needed below. By FMT (Terminology 4.14),
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we may assume that there are no exceptional discs and in light of Lemma 2.38, every Ti is
continuous.
By the constancy of RV-data over each a and Lemma 2.33, the VF-coordinates of Ai are
bounded and the RV-coordinates of Ai are doubly bounded. Pulling back open polydiscs of
the form a × p along T−1, where p is an RV-polydisc, we see that every VF-fiber of Ai is a
union of open polydiscs of the form b × q, where b ⊆ a for some a and the radius of q only
depends on a and the VF-fiber in question. These open discs b may be taken to be maximal in
the obvious sense and hence form an o-partition. By Lemma 2.35, we conclude that each Ai is
indeed proper invariant. Then, by Lemma 4.5, every Ti is proper covariant. Finally, applying
Remark 4.12 to the set
⋃
a∈A′ a× Tˆa(Aa), the lemma follows. 
We remark that standard contractions bear marked similarities to special covariant bijections
and may indeed be used to deduce, say, Lemma 4.18, etc.
Lemma 5.15. Suppose that [(A, ω)] = [(B, σ)] in K+ µVF[1] (respectively, K+ µVF
⋄[1]). Let
(U , ω′), (V , σ′) be, respectively, standard contractions of (A, ω), (B, σ) in µRV[1] (respectively,
µRVdb[1]). Then
([(U , ω′)], [(V , σ′)]) ∈ µIsp (respectively, µDsp).
Proof. Let F : (A, ω) −→ (B, σ) be a µVF[1]-morphism. The essential bijection LU −→ LV
induced by F is denoted by F ′. Let A′ = dom(F ′) and B′ = ran(F ′). By Lemma 4.31, deleting
finitely many points from A′, B′ if necessary, we may assume that there are special bijections
T , R on LU , LV such that A′♭, B′♭ are RV-pullbacks and F ′♭↓ is an RV[1]-morphism
A
′ := (A′♭RV)1 −→ B
′ := (B′♭RV)1.
By Lemma 5.11, (A′, ω′T ), (B
′, σ′R) are isomorphic to blowups of (U , ω
′), (V , σ′), respectively.
By Lemma 4.20, the bijection F ′♭↓ is indeed a µRV[1]-morphism (A
′, ω′T ) −→ (B
′, σ′R) except
at finitely many points (the condition involving JcbΓ might fail). At this stage, without loss
of generality, we may retroactively assume that A′, B′ are of the forms t♯, s♯, where t, s ∈ RV,
and T , R are both centripetal transformations, and F ′ has dtdp (after deleting finitely many
points again, see Lemma 2.24 and the proof of [11, Lemma 5.10] for more details). Since the
volume forms ω′T , σ
′
R are constant, by o-minimality in the k-sort and Lemma 4.20 again, we
must have that F ′♭↓ is differentiable everywhere and indeed, for all u ∈ rv(A
′♭) and all a ∈ u♯,
rv(JcbVF F
′♭(a)) = JcbRV F
′♭
↓ (u) = ω
′
T/σ
′
R.
It follows that F ′♭↓ is a µRV[1]-morphism.
The argument above also works for the other case. Note that F and hence F ′ are then
already bijections. Also, we are not free to delete finitely many points to enforce dtdp. Instead,
Lemma 2.41 is applied as in the proof of Lemma 4.31 to ensure that the condition involving
JcbΓ holds at these exceptional points. 
Lemma 5.16. Let A′, A′′ be definable sets with A′VF = A
′′
VF =: A ⊆ VF
n and ω′, ω′′ definable
functions from A′, A′′ into RV, respectively. Write A′ = (A′, ω′) and A′′ = (A′′, ω′′). Suppose
that there is a k ∈ N such that for every a ∈ A,
(5.1) ([(A′a, ω
′)]≤k, [(A
′′
a, ω
′′)]≤k) ∈ µIsp .
Let Tˆσ, Rˆσ be standard contractions of A
′, A′′, respectively. Then
([Tˆσ(A
′)]≤n+k, [Rˆσ(A
′′)]≤n+k) ∈ µIsp .
If A′, A′′ are proper invariant then the same holds with respect to µDsp.
Note that condition (5.1) makes sense only over the substructure S〈a〉.
34 Y. YIN
Proof. By induction on n, this is immediately reduced to the case n = 1. So assume A ⊆ VF.
After replacing A′, A′′ with A′ω′ , A
′′
ω′′ , we see that the special bijection F : A −→ A
♯ constructed
in the proof of [11, Lemma 5.36] also satisfies the condition that for all RV-polydisc p ⊆ A♯
and all a1, a2 ∈ F
−1(p),
ω′ ↾ A′a1 = ω
′ ↾ A′a2 and ω
′′ ↾ A′′a1 = ω
′′ ↾ A′′a2 .
Therefore, using Lemma 5.15 in place of [11, Lemma 5.34], that proof goes through here with
virtually no changes (the additional computations involving JcbRV and JcbΓ are all straightfor-
ward).
The second claim is similar, except that F must be a proper special covariant bijection with a
sufficiently large aperture. As before, this may be taken care of by FMT (also see the discussion
in Remark 4.12) . 
Corollary 5.17. Let A′, A′′ be as above with k = 0, and suppose that there is a morphism
F : A′ −→ A′′ that is relatively unary in the ith VF-coordinate. Then for any permutation σ
of [n] with σ(1) = i and any standard contractions Tˆσ, Rˆσ of A
′, A′′,
([Tˆσ(A
′)]≤n, [Rˆσ(A
′′)]≤n) ∈ µIsp (respectively, µDsp).
Proof. First suppose that F is a µVF[n]-morphism. Note that since F is partially differentiable
outside a definable subset of VF-dimension less than n, it may not induce a morphism A′a −→
A
′′
a for every a ∈ pri˜(A). By Lemma 4.18, there is a standard contraction Tˆ
′
σ of A
′ such that
the subset of A′ that corresponds to Tˆ ′σ(A
′)≤n via T
′
σ is contained in the partial differential
locus of F . Thus, by Lemma 5.16, we may assume that F is indeed differentiable. But then
the claim follows immediately from Lemmas 5.15 and 5.16.
If F is a µVF⋄[n]-morphism then there is a δ ∈ |Γ|+ such that A′ and Tˆσ(1)(A
′) are both δ-
invariant. This means that for all a ∈ pr˜i(A) there is a b ∈ pr˜i(A) such that they are contained
in the same open polydisc of radius δ, F induces a morphism A′b −→ A
′′
b , and Tˆσ(1)(A
′)a =
Tˆσ(1)(A
′)b. Thus the claim follows immediately from Lemmas 5.15 and 5.16 again. 
Definition 5.18 (val-affine and rv-affine). Let a be an open disc and f : a −→ VF an injection.
We say that f is val-affine if there is a (necessarily unique) γ ∈ Γ, called the shift of f , such
that, for all a, a′ ∈ a,
|val|(f(a)− f(a′)) = γ + |val|(a− a′).
We say that f is rv-affine if there is a (necessarily unique) t ∈ RV, called the slope of f , such
that, for all a, a′ ∈ a,
rv(f(a)− f(a′)) = t rv(a− a′).
Definition 5.19. Let A ⊆ VF2 be a definable set such that a1 := pr1(A) and a2 := pr2(A) are
both open discs. Let f : a1 −→ a2 be a definable bijection that has dtdp. We say that f is
balanced in A if f is actually rv-affine and there are t1, t2 ∈ RV0, called the paradigms of f ,
such that, for every a ∈ a1,
Aa = t
♯
2 + f(a) and f
−1(Aa) = a− t
♯
1.
Definition 5.20 (2-cell). We say that a set A is a 1-cell if it is either an open disc contained
in a single RV-disc or a point in VF. We say that A is a 2-cell if
• A is a subset of VF2 contained in a single RV-polydisc and pr1(A) is a 1-cell,
• there is a function ǫ : A1 := pr1(A) −→ VF and a t ∈ RV such that, for every a ∈ A1,
Aa = t
♯ + ǫ(a),
• one of the following three possibilities occurs:
– ǫ is constant,
– ǫ is injective, has dtdp, and rad(ǫ(A1)) ≥ |vrv(t)|,
– ǫ is balanced in A.
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The function ǫ is called the positioning function of A and the element t the paradigm of A.
More generally, a set A with exactly one VF-coordinate is a 1-cell if, for each t ∈ ARV, At is
a 1-cell in the above sense; the parameterized version of the notion of a 2-cell is formulated in
the same way.
Lemma 5.21. Let A ⊆ VF2 be an invariant set. Then there is a standard contraction Tˆσ of A
such that As is a 2-cell for every s ∈ Tˆσ(A).
Proof. This is just [11, Lemma 5.20] if A is pseudo invariant, even though it is not exactly stated
in this form. The proof of [11, Lemma 5.20] proceeds by constructing a positioning function
ǫ(t,s) in each VF-fiber, which heavily relies on the use of standard contractions in the preceding
auxiliary results, namely [11, Lemmas 5.15, 5.16]. It is not hard to see that if A is proper
invariant then that proof still goes through, provided that FMT is applied at suitable places
to cut out finitely many exceptional open discs in the first coordinate at which the desired
properties of ǫ(t,s) do not hold, as we have done above, say, in the proof of Lemma 5.14. 
We also remark that Lemma 5.21 holds fiberwise for invariant sets A ⊆ VFn with n ≥ 2,
that is, there is a standard contraction Tˆσ of A such that for every (a, s) ∈ Tˆσ(2)(A), Tˆ
−1
σ(2)(a, s)
is of the form a × C, where C is a 2-cell. This is immediate by compactness if A is pseudo
invariant. If A is proper invariant then it follows from Lemma 5.21 and the construction in the
proof of Lemma 5.14 (Lemma 5.21 serves as the base case and hence, in the inductive step, we
can assume that Tˆσ(2) is already as desired fiberwise).
From now on, the pain of treating two cases (pseudo versus proper) in parallel is over, as the
proofs will be formal and work for either one.
For the next two lemmas, let 12, 21 denote the permutations of [2] and A = (A, ω) be an
object of either µVF[2] or µVF⋄[2].
Lemma 5.22. Suppose that A ⊆ VF2 is a 2-cell and ω is constant. Then there are standard
contractions Tˆ12, Rˆ21 of A such that [Tˆ12(A)]≤2 = [Rˆ21(A)]≤2.
Proof. We may of course assume dimVF(A) = 2. All we need to do is to check that the maps
constructed in the proof of [11, Lemma 5.25] are indeed µRV[2]- or µRVdb[2]-morphisms. By
inspection of that proof, we see that there are two cases: A is a product of two open discs or the
positioning function ǫ in question is balanced in A with nonzero paradigms t1, t2. The first case
is obvious since we can simply use the identity map. In the second case, observe that there is
no requirement on JcbRV since the resulting standard contractions are of RV-dimension 1. On
the other hand, a morphism between the standard contractions can be easily constructed using
ǫ (we could also cite Lemma 4.31, but the situation here is much simpler), and the requirement
on JcbΓ is satisfied since the slope of the rv-affine function ǫ is −t2/t1 (see the last paragraph
of [11, Remark 5.18] for further explanation). 
Lemma 5.23. There are a morphism A −→ A∗, relatively unary in both coordinates, and two
standard contractions Tˆ12, Rˆ21 of A
∗ such that [Tˆ12(A
∗)]≤2 = [Rˆ21(A
∗)]≤2.
Proof. This follows from Lemmas 5.21, 5.22, and compactness (see the proof of [11, Lemma 5.26]
for a bit more details). 
Lemma 5.24. Let A = (A, ω) be an object of µVF[n] (respectively, µVF⋄[n]). Suppose that
i, j ∈ [n] are distinct and σ1, σ2 are permutations of [n] such that
σ1(1) = σ2(2) = i, σ1(2) = σ2(1) = j, σ1 ↾ {3, . . . , n} = σ2 ↾ {3, . . . , n} .
Then, for any standard contractions Tˆσ1 , Tˆσ2 of A,
([Tˆσ1(A)]≤n, [Tˆσ2(A)]≤n) ∈ µIsp (respectively, µDsp).
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Proof. Let ij, ji denote the permutations of {i, j} and E = [n] r {i, j}. By compactness and
Lemma 5.16, it is enough to show that for a ∈ AE and any standard contractions Tˆij , Tˆji of
Aa := (Aa, ω ↾ Aa),
([Tˆij(Aa)]≤2, [Tˆji(Aa)]≤2) ∈ µIsp (respectively, µDsp).
By Corollary 5.17 and Lemma 5.16, it is enough to find a morphism Aa −→ B, relatively unary
in both coordinates, and standard contractions Rˆij , Rˆji ofB such that [Rˆij(B)]≤2 = [Rˆji(B)]≤2.
This is just Lemma 5.23. 
5.3. The kernel of µL and the main theorems. The following proposition is the culmi-
nation of the preceding technicalities, which identifies the congruence relations µIsp and µDsp
with those induced by µL.
Proposition 5.25. For U ,V ∈ µRV[k],
[µLU ] = [µLV ] in K+ µVF[k] if and only if ([U ], [V ]) ∈ µIsp .
The same holds with respect to µRVdb[k], K+ µVF
⋄[k], and µDsp.
Proof. The “if” direction simply follows from Lemma 5.12 and Proposition 4.28.
For the “only if” direction, we proceed by induction on k. The base case k = 1 is of course
Lemma 5.15. For the inductive step, let
µLU = B1
G1
//B2 · · ·Bl
Gl
//Bl+1 = µLV
be relatively unary µVF[k]-morphisms, which exist by Lemma 4.22. For each j ≤ l− 2, we can
choose five standard contractions
[U j ]≤k, [U j+1]≤k, [U
′
j+1]≤k, [U
′′
j+1]≤k, [U j+2]≤k
of Bj , Bj+1, Bj+1, Bj+1, Bj+2 with the permutations σj , σj+1, σ
′
j+1, σ
′′
j+1, σj+2 of [k], respec-
tively, such that
• σj+1(1) and σj+1(2) are the VF-coordinates targeted by Gj and Gj+1, respectively,
• σ′′j+1(1) and σ
′′
j+1(2) are the VF-coordinates targeted by Gj+1 and Gj+2, respectively,
• σj = σj+1, σ
′′
j+1 = σj+2, and σ
′
j+1(1) = σ
′′
j+1(1),
• the relation between σj+1 and σ
′
j+1 is as described in Lemma 5.24.
By Corollary 5.17 and Lemma 5.24, all the adjacent pairs of these standard contractions are
indeed µIsp-congruent, except ([U
′
j+1]≤k, [U
′′
j+1]≤k). Since we can choose [U
′
j+1]≤k, [U
′′
j+1]≤k
so that they start with the same contraction in the first targeted VF-coordinate of Bj+1, the
resulting sets from this step are the same. Therefore, applying the inductive hypothesis in each
fiber over the just contracted coordinate, we see that this last pair is also µIsp-congruent. This
completes the “only if” direction.
The same argument works for the other case. Notice that Lemma 4.22 is no longer needed
since it is built into the definition of µVF⋄[k]. 
Remark 5.26. Recall from Remark 4.29 the obvious surjective semiring homomorphism F :
K+ µRV[∗] // // K+ µΓRV[∗]. The congruence relation µIsp induces a semiring congruence rela-
tion µΓIsp on K+ µΓRV[∗] via F, which may also be regarded as the coarser congruence relation
onK+ µRV[∗] generated by µIsp and the kernel of F; similarly for the congruence relation µΓDsp
on K+ µRV
db[∗].
By Lemma 5.12 and Remark 4.29, if ([U ], [V ]) ∈ µΓIsp then [µΓLFU ] = [µΓLFV ]. Con-
versely, suppose that [µΓLFU ] = [µΓLFV ] inK+ µΓVF[∗]. By (the remark before) Lemma 4.30,
there is an A ∈ µVF[∗] such that [µLU ] = [A] in K+ µVF[∗] and FA = µΓLFV . It is easy to
see that, after attaching additional RV-coordinates to account for each other’s volume forms,
there are standard contractions U ′, V ′ of A, µLV such that the identity map is a morphism
FU
′ −→ FV ′. So we may deduce ([U ], [V ]) ∈ µΓIsp from Proposition 5.25.
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By the same reasoning, we have
[µΓLFU ] = [µΓLFV ] in K+ µΓVF
⋄[∗] if and only if ([U ], [V ]) ∈ µΓDsp .
Remark 5.27. Proposition 5.25 shows that the kernel of µL inK+ µRV[∗] is indeed generated by
the pair ([1], [RV◦◦]) and hence the corresponding ideal of the graded ringKµRV[∗] is generated
by the element P (Notation 3.15). On the other hand, the kernel of µL in K+ µRV
db[∗] is
generated by the pairs ([1], [RV◦◦(t)γ]), where γ ∈ |Γ| and t ∈ γ
♯ are definable (Notation 5.1),
and hence the corresponding ideal of the graded ring KµRVdb[∗] is generated by the set P Γ of
elements P γ, |γ| > 0 (Notation 3.30); note that the class P γ does not depend on the choice of
tγ ∈ γ
♯.
Remark 5.26 shows the same thing for the ideals of KµΓRV[∗], KµΓRV
db[∗] induced by µΓL.
Theorem 5.28. For each k ≥ 0 there is a canonical isomorphism of Grothendieck semigroup∫
+
: K+ µVF[k] −→ K+ µRV[k]/ µIsp
such that ∫
+
[A] = [U ]/ µIsp if and only if [A] = [µLU ].
Putting these together, we obtain a canonical isomorphism of graded Grothendieck semirings∫
+
: K+ µVF[∗] −→ K+ µRV[∗]/ µIsp .
Similarly, there are three other such isomorphisms∫
+
: K+ µΓVF[∗] −→ K+ µΓRV[∗]/ µΓIsp,∫ ⋄
+
: K+ µVF
⋄[∗] −→ K+ µRV
db[∗]/ µDsp,∫ ⋄
+
: K+ µΓVF
⋄[∗] −→ K+ µΓRV
db[∗]/ µΓDsp .
Proof. This is immediate by Corollary 4.28, Proposition 5.25, Remarks 4.29 and 5.26. 
Theorem 5.29. The isomorphism
∫
+
induces two graded ring homomorphisms
e
∫ g
, e
∫ b
: KµΓVF[∗]
∫
// KµΓRV[∗]/(P )
µΓEg
//
µΓEb
// F3|Γ|[X ].
In contrast, the isomorphism
∫ ⋄
+
induces only one graded ring homomorphism
e
∫ ⋄
: KµΓVF
⋄[∗]
∫ ⋄
// KµΓRV
db[∗]/(P Γ)
µΓE
db
// Z[X ].
Proof. This is of course just a combination of Theorem 5.28, Remark 5.27, and Propositions 3.23
and 3.31. 
Let F be a definable set with A := FVF ⊆ VF
n and ω : F −→ RV a definable function on F .
Note that we are not assuming F ∈ VF∗.
Definition 5.30. The pair (F, ω) is viewed as a representative of a definable function
(F ,ω) : A −→ K+ µRV[∗]/ µIsp
given by a 7−→ [(Fa, ωa)]/ µIsp, where ωa is the function on Fa induced by ω.
Note that [(Fa, ωa)] depends on the parameter a and, for distinct a, a
′ ∈ A, there is a priori
no way to compare [(Fa, ωa)] and [(Fa′ , ωa′)] unless we work over the substructure S〈a, a
′〉.
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Similarly, given another definable pair (G, σ) of this form with A = GVF, we say that the
corresponding definable function (G,σ) is equivalent to (F ,ω), written as (G,σ) ∼ (F ,ω),
if (G,σ)(a) = (F ,ω)(a) over S〈a〉 for all a ∈ A outside a definable subset of VF-dimension
less than n. Thus, if dimVF(A) < n then there is only one such function on A, namely 0.
The set of all such functions, or rather the equivalence classes of such functions, is denoted by
µFN+(A), which is a K+ µRV[∗]/ µIsp-semimodule. If E ⊆ [n] is a nonempty set then, for each
a ∈ prE(A), the definable function in µFN+(Aa) represented by (Fa, ωa) is denoted by (F a,ωa).
We say that (F ,ω) is proper invariant if (F, ω) is proper invariant (recall Remark 4.17).
Notice that if (G,σ) is also proper invariant and (G,σ) ∼ (F ,ω) then (G,σ)(a) = (F ,ω)(a)
over S〈a〉 for all a ∈ A. The set of proper invariant functions is denoted by µFN⋄+(A), which is
a K+ µRV
db[∗]/ µDsp-semimodule.
The semimodules µΓFN+(A), µΓFN
⋄
+(A) with Γ-volume forms are constructed likewise.
Definition 5.31. Let LF =
⋃
a∈A a × F
♯
a and Lω be the function on LF induced by ω. Set∫
+A
(F ,ω) =
∫
+
[(LF,Lω)], which, by Theorem 5.28 and compactness, does not depend on
the representative (F, ω) (alternatively, this also follows from Lemma 5.16). If (F ,ω) is proper
invariant then we replace
∫
+
with
∫ ⋄
+
. Thus there are canonical homomorphisms of semimodules:∫
+A
: µFN+(A) −→ K+ µRV[∗]/ µIsp,∫ ⋄
+A
: µFN⋄+(A) −→ K+ µRV
db[∗]/ µDsp;
similarly for the semimodules with Γ-volume forms.
Theorem 5.32. For all definable functions (F ,ω) on A and all nonempty sets E,E ′ ⊆ [n],∫
+a∈prE(A)
∫
+Aa
(F a,ωa) =
∫
+a∈prE′(A)
∫
+Aa
(F a,ωa).
Proof. This is clear since both sides equal
∫
+A
(F ,ω). 
Let B ⊆ VFn be a definable set and φ : B −→ A a definable bijection. Suppose that φ is a
µVF⋄[n]-morphism (volume forms are ignored) if (F, ω) is proper invariant.
Let FB =
⋃
b∈B b×Fφ(b). For simplicity, the bijection FB −→ F induced by φ is still denoted
by φ. By Corollary 4.6, if (F, ω) is proper invariant then (FB, ω ◦φ) is proper invariant as well.
So (FB, ω ◦ φ) represents a function in µFN+(B) or µFN
⋄
+(B), which does not depend on the
representative (F, ω) and is denoted by (F ◦ φ,ω ◦ φ). The corresponding functions
φ∗ : µFN+(A) −→ µFN+(B), φ∗ : µFN
⋄
+(A) −→ µFN
⋄
+(B);
are indeed isomorphisms of semimodules; similarly for the semimodules with Γ-volume forms.
However, in general, these do not preserve integrals.
Let σ : B −→ RV be a definable function such that σ = rv ◦(JcbVF φ) outside a definable
subset of VF-dimension less than n and, if (F, ω) is proper invariant, then σ is proper covariant.
Let ωσ be the function on FB given by (b, t) 7−→ (ω ◦ φ)(b, t) · σ(b). Then (FB, ωσ) represents
another function in µFN+(B) or µFN
⋄
+(B), which is denoted by (F ◦ φ,ωσ).
Definition 5.33. The Jacobian transformation of (F ,ω) with respect to φ and σ is given by
φσ∗ (F ,ω) = (F ◦ φ,ωσ).
The Jacobian transformation itself does depend on the choice of σ. However, the point is
that the integral does not:
Theorem 5.34.
∫
+A
(F ,ω) =
∫
+B
φσ∗ (F ,ω).
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Proof. Let Lφ be the bijection LFB −→ LF induced by φ. For all (b, b
′) ∈ LFB outside a
definable subset of VF-dimension less than n+m, where FRV ⊆ RV
m, we have JcbVF Lφ(b, b
′) =
JcbVF φ(b). So Lφ is a µVF[∗]- or µVF
⋄[∗]-morphism (LFB,Lωσ) −→ (LF,Lω). The equality
then follows from Theorem 5.28. 
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