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Povzetek 
Cilj, zastavljen v diplomski nalogi, je ugotoviti omejitve in določiti natančnost 
merjenja razdalje preko odboja zvočnega signala od stene. Signal je bil ustvarjen in 
zajet z zvočnikom in mikrofonom, vgrajenima v Android telefon. Natančneje je preko 
klasifikacijskega modela nevronske mreže bila ugotavljana uspešnost prepoznave 
razdalje pri meritvah z milimetrskimi, centimetrskimi in desetcentimetrskimi razmaki. 
Namen je bil ugotoviti maksimalno razdaljo, s katere je mogoče še uspešno klasificirati 
razdalje preko merjenja odboja, minimalno razdaljo, pri kateri nevronska mreža še 
uspešno ločuje odboje med seboj, in primerjati uspešnost metode klasifikacije z 
uspešnostjo metodo merjenja razdalje preko vrhov korelacijske funkcije. 
 
V sklopu diplomske naloge je bila v programu Android Studio najprej izdelana 
aplikacija, ki proizvaja željene signale in zajema posnetke odboja. Posnetki so bili 
zajeti s 44.100 Hz  vzorčne frekvence in shranjeni na telefon srednjega cenovnega 
ranga v .pcm obliki, da bi ohranili maksimalno natančnost meritev. V programu 
Matlab je bila sprogramirana in preizkušena nevronska mreža, ki je osnovana na kodi 
iz spletnega tečaja strojnega učenja. V zadnjem koraku so zajeti podatki bili korelirani 
z oddanim signalom in nevronsko klasifikacijski model je bil naučen prepoznave 
razdalj. Pogoji zraka med  zajemi posnetkov nismo bili spremljani. 
 
Rezultati naučenega modela pri meritvah z določenih razdalj kažejo precejšno 
uspešnost. Z zadostno količino podatkov ter raznolikostjo pogojev v prostoru med 
zajemanjem le teh bi model potencialno lahko z osemmilimetrsko natančnostjo 
napovedoval razdalje med 9 in 160 centimetrov oddaljenosti od stene. Pri večjih 
razdaljah je natančnost manjša – v tem primeru se uporabi metodo vrhov korelacijske 
funkcije, ki omogoča do desetcentimetrsko natančnost napovedovanja. Področje 
raziskave omogoča še veliko prostora za nadgradnje ter opravljanje dodatnih meritev 
in testov, saj je v zraku še veliko spremenljivk, ki bi lahko vplivale na rezultate le te.  
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Android aplikacija, Matlab 
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Abstract 
The objection of this senior thesis is to find out the limits and set the accuracy 
of measuring distance, using the method of echolocation with the sound signal being 
emitted and received by a smartphone. The sound signal was created and received 
using the speaker and microphone, both inbuilt into the Android smartphone. 
Classification neural network was determining the accuracy of distance recognition in 
measurements with millimeter, centimeter, and ten-centimeter intervals between each. 
The purpose was to determine the maximal distance, at which it is still possible to 
successfully classify distance using the method of echolocation via smartphone, the 
minimal distance, at which the neural classification network still differentiates the 
sound rebounds amongst themselves, and to compare accuracy of both classification 
method and the method of measuring distance between peaks of correlation function. 
 
Firstly, an application was created in Android Studio, whose function is to emit 
desired sound signals and receive the sound signal rebounds. The recordings were 
captured using the 44.100 Hz sampling frequency and then saved onto a middle price 
range smartphone in a .pcm file format in order to preserve a maximal accuracy of the 
measurements. Furthermore, a neural classification network was created in Matlab on 
a basis of a pre-existing code. In the last step of the research all the recorded data was 
correlated with the emitted sound signal and the neural classification network was 
taught to recognize the different distances. Air conditions in the research environment 
were not measured and recorded. 
 
The results of the research show a considerable among of accuracy. With an 
adequate amount of data and the conditions in the environment at the time of 
measurement-taking being diverse enough, the neural classification model could 
potentially successfully predict distances between 9 and 160 centimeters with an eight-
millimeter accuracy. When trying to determine distances pass 160 centimeters the 
predictions are less accurate – in that case the method of measuring distance between 
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peaks of correlation function is used, which enables a ten-centimeter accuracy of 
prediction. The field of  this research still enables a lot of space for improvements, 
more additional measurements and testing, since there are different air conditions 
which have to be taken into account and can interfere with the results. 
 
 
Key words: distance measuring, sound, rebound, neural network, classification, 
Android application, Matlab 
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1 Uvod 
Že od nekdaj se človeštvo srečuje z merjenjem stvari. Prvoten, najbolj očiten 
način merjenja je bil povezan s človeškim telesom. Predniki so v namene merjenja 
uporabljali dlani, stopala ter različne razdalje med deli telesa. Dandanes so nam 
standardizirani ter poenoteni načini merjenja samoumeven del našega vsakdana, 
medtem ko je v preteklosti natančna meritev predstavljala precejšen napor [1]. Deli 
telesa se od človeka do človeka namreč precej razlikujejo, kar znatno oteži ter zmanjša 
učinkovitost merjenja. Merjenje kompleksnejših problemov znotraj civilizacije 
posledično zahteva natančnejšo mersko enoto. Rešitev so predniki našli v 
standardiziranih in natančno definiranih enotah merjenja – palicah, shranjenih nekje v 
centru javnega prostora. Iz tega standarda so po potrebi lahko naredili kopije palic in 
jih razširili med ljudi. V Mezopotamiji in Egiptu je standard predstavljala kraljeva 
roka, natančneje dolžina med njegovim komolcem in konico sredinca, imenovana 
»cubit« [2]. Danes bazo za merjenje dolžine, meter, predstavlja dolžina, ki jo svetloba 
prepotuje v vakumu v 1 / 299.792.458 sekunde [3]. To je določila mednarodna 
organizacija za uteži in meritev (BIPM), ki  trenutno zajema skoraj cel svet [4]. Merska 
enota je tako skoraj po celem svetu praktično poenotena, način merjenja pa se še vedno 
razvija. Določeni načini merjenja so bolj praktični oziroma primernejši v nekaterih 
primerih, spret drugi pri drugačnih meritvah. Ker je lahko določen predmet izmeriti na 
našteto različnih načinov, velja predvideti, da se bo področje merjenja okolja, ki obdaja 
človeka, še naprej razvijalo. 
 
Pričujoče diplomsko delo raziskuje nov način merjenja razdalje s pomočjo 
sodobne tehnologije, natančneje preko aplikacije pametnega telefona. Ta za merjenje 
razdalje uporablja koncept eholokacije [5], ki deluje na podlagi oddajanja signala 
določene frekvence in analize njegovega odboja. 
 
Obstaja že veliko mobilnih aplikacij, ki za merjenje razdalje uporabljajo kamero 
in tehnologijo dopolnjeno resničnost. Nekaj najboljših zaradi večje natančnosti s 
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pridom izkorišča tudi številne senzorje v telefonu. Kljub uporabi naprednih vrst 
tehnologije pa brezplačne mobilne aplikacije ne nudijo rezultatov, primerljivih z 
rezultati instrumentov in orodij, ki so namenjeni zgolj merjenju. Pametni telefoni so 
omogočili zadostno poenostavitev profesionalnih naprav, da z njimi opravimo 
približne meritve, ki ne zahtevajo velike natančnosti [6]. Poleg natančnosti je uporaba 
kamere in skozi njo dopolnjene resničnosti računsko zelo zahtevno opravilo [7].  
Logična posledica je velika poraba baterije telefonske naprave, s katero opravljamo 
meritev. 
 
Morda je tehnološki razvoj na področju merjenja zadnje čase premalo pozornosti 
posvetil zvoku, saj je poleg telefonskih kamer napredovala tudi strojna oprema zvoka. 
Raziskovanje zvočnega signala kot primernega medija za merjenje razdalje se torej zdi 
možna in obetavna alternativa.  
 
Omenjen pristop je osrednja tema diplomskega dela, ki raziskuje hipotezo, da je 
z ustrezno oddanim, zajetim in obdelanim signalom zvočnega valovanja merjenje 
razdalje mogoče. Za nekatere uporabniške primere je morda ta metoda celo ustreznejša 
kot merjenje razdalje preko kamere. 
 17 
2 Dosedanja dela 
V tem poglavju so v kronološkem vrstnem redu opisana dosedanja dela oziroma 
raziskave, ki so na tak ali drugačen način povezana z merjenjem razdalje preko 
telefona. Vsaka od sledečih raziskav je na kratko opisana s poudarkom na tematiki 
mejenja razdalje preko zvočnega signala. 
 
2.1 BeepBeep: A High Accuracy Acoustic Ranging System using 
COTS Mobile Devices 
Cilj raziskave je bil dokazati visoko natančnost merjenja razdalje med dvema 
telefonoma brez kakršnekoli dodatne infrastrukture ali časovne sinhronizacije med 
napravama - torej rešitev, ki vključuje zgolj programsko opremo, nameščeno na oba 
telefona. 
 
Raziskava je bila izvedena na sledeč način: oba telefona snemata zvok za 
obdobje nekaj sekund, nato pa oba predvajata dogovorjen zvočni signal v razmaku do 
ene sekunde. Po določenem času oba prenehata s snemanjem. Po končanem snemanju 
bi oba telefona morala zabeležiti dva zvočna signala, prvega takoj po oddanem signalu 
(torej lastni signal) in drugega, zaznanega ob predvajanju drugega telefona. Oba 
telefona nato po svojem lokalnem času izračunata razliko med obema zajetima 
signaloma in si nato izmenjata podatke. Razliki se odštejeta, nato razpolovita, za konec 
pa pomnožita z hitrostjo zvoka. Rezultat je dokaj točna razdalja med telefonoma. 
 
Rezultati meritev kažejo natančnost s povprečno napako 2 cm ob merjenju 
razdalje vse do 10 m, tudi v hrupnem okolju. Pri tem je potrebno upoštevati, da sta za 
opisane rezultate bila potrebna dva telefona. Opisana tehnika se je tudi kasneje 
izkazala za zelo dobro v odprtih (zunanjih) prostorih, vendar pa zelo nenatančna v 
notranjih prostorih pri meritvah nad 5 m. Vzrok je bil najverjetneje »multipath effect« 
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oziroma odboj, ki se je zgodil še zaradi ostalih ovir v prostoru (strop, pohištvo, stene 
ali ljudje) [8]. 
 
2.2 Investigating ultrasonic positioning on mobile phones 
Cilj raziskave je bil združiti do takrat pridobljeno znanje s  področja lokalizacije 
ob pomoči pametnih telefonov in preizkusiti praktične omejitve ultrazvočnega 
generiranja (prav tako s pametnim telefonom). 
 
Izvedene so bile meritve frekvenc od 17 do 22 kHz na štirih različnih telefonih. 
To so na telefonih naredili z vnaprej generiranim posnetkom. Posnetek se začne z 
desetimi sekundami tišine, kar je omogočilo postavitev telefona ob mikrofon ter odhod 
iz zvočno izolirane sobe. Nato je sledilo 11 enosekundnih posnetkov frekvenc od 17 
do 22 kHz, med katerimi je bila enosekundna tišina. Začetna frekvenca je bila 17 kHz, 
naslednja 17,5 kHz, spet naslednja 18 kHz, in tako naprej vse do 22 kHz. Posnetek je 
bil predhodno naložen na vse štiri telefone. 
 
Rezultati kažejo, da - z izjemo zelo visokih nastavitev jakosti telefona - 
generiranje frekvenc od 17 do 22 kHz mobilni telefoni opravijo zelo uspešno. Kljub 
temu so med napravami razlike v uspešnosti meritev. Visoke nastavitve jakosti 
telefona so povzročile prevelik dodaten šum [9]. 
 
2.3 Acoustic Receivers for Indoor Smartphone Localization 
Namen raziskave je bil predstaviti rešitve za akustične sprejemnike, ki zajemajo 
visoke frekvence signalov, poslane s pametnih telefonov. Akustični sprejemniki bi 
kasneje lahko služili kot temelj za razvoj notranjega lokalizacijskega sistema. 
Primerjali so doseg in natančnost treh različnih signalov, ki bi se potencialno lahko 
uporabljali pri notranji lokalizaciji. 
 
Prvi način detekcije signala temelji zgolj na detekciji amplitude. Poslali so 
določeno frekvenco omejene dolžine in na sprejemniku zaznavali visoko amplitudo 
signala. Drugi način je potekal po podobnem principu, le da so ob detekcij opazovali 
zgolj željeno frekvenco, vse ostale pa so s pomočjo ustrezne strojne opreme odstranili. 
Tretji način je predstavljal uporabo linearnega chirp signala. 
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Rezultati prvega načina so pokazali maksimalno razdaljo detekcije do 10 m z 
natančnostjo 16 cm. Pri izvajanju meritev po prvem načinu (detekciji signala le preko 
amplitude) se je kot težava pokazala velika občutljivost na šum. Drugo težavo 
predstavlja nezmožnost razširitve na delovanje več telefonov hkrati. Izločitev zgolj 
željene frekvence (drugi način) izboljšuje obe pomanjkljivosti prvega načina, vendar 
izgubi natančnost. Tretji način predstavlja najdaljšo možno razdaljo zaznave signala, 
kar je 16 m, in omogoča natančnost do 25 cm. Hkrati omogoča prepoznavo več 
signalov, oddanih z različnih pametnih telefonov sočasno [10]. 
 
2.4 Android Acoustic Ranging 
Raziskava opisuje naslednjo stopnjo razvoja, povezano z merjenjem razdalje 
med dvema telefonoma. Osnovana je na podlagi BeebBeep metode, uporabljene v 
raziskavi, opisani v podpoglavju 2.1. Njihova rešitev torej prav tako ne zahteva 
dodatne strojne opreme ali potrebe po časovni sinhronizaciji med telefonoma. Del 
raziskave je predstavljala tudi izgradnja aplikacije, ki omogoča enostavnejši 
uporabniški vmesnik in izbiranje med tremi različnimi signali za izvedbo meritev. 
 
Kot že omenjeno je celotni način izvedbe meritev potekal na enak način kot pri 
raziskavi BeepBeep: A High Accuracy Acoustic Ranging System using COTS Mobile 
Devices [8]. Raziskava se od prejšnje razlikuje v dodanih možnostih izbire signala. Na 
sliki 2.1 so prikazani primeri treh različnih signalov, med katerimi je znotraj aplikacije 
mogoče izbirati. Uporabiti je mogoče linearni chirp signal, linearni chirp signal z 
Gaussianovo ovojnico ali »maximum lenght sequence« signal (MLS). Izdelana 
aplikacija je omogočila tudi spreminjanje dolžine in začetne ter končne frekvence 
signala. To predstavlja prednost, saj dodatne možnosti pri izbiri signala omogočajo 
večjo prilagodljivost na različna okolja in posledično večjo natančnost meritev. 
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Slika 2.1: Trije signali - linearni chirp, linearni chirp z Gaussianovo ovojnico in MLS signal. 
 
Rezultati kažejo, da je uporaba MLS signala izjemno učinkovita, saj dosega 
varianco napake pod centimetrom tako za krajše (do 4,5 m) kot daljše razdalje (do 50 
m). Do 4,5 m razdalje med telefonoma je z uporabo MLS signala varianca ostala celo 
pod enim milimetrom. Medtem ko za krajše razdalje chirp signala nista bila tako 
uspešna, predhodni rezultati kažejo njuno uspešnost v zunanjem okolju pri večjih 
razdaljah [11]. 
 
2.5 Reflections: An eModule for echolocation education 
Raziskava opisuje izdelano »eModule« aplikacijo, ki je namenjena in oblikovana 
za učenje znanosti, tehnologije, inženirstva in matematike (STEM). Digitalno gradivo 
za učenje vsebuje demonstracijo eholokacije, set navodil za uporabo, osnovne 
informacije, povezane s procesiranjem signalov, kviz preverjanja znanja s področij 
spoznanih konceptov in spremljevalne videe. Aplikacija »eModule« ima torej 
holistični pristop k učenju in možnost uporabe na številnih nivojih šolanja. Aplikacija 
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omogoča merjenje razdalje preko zvočnega odboja z različnimi signali, katerih 
parametre lahko poljubno spreminjamo. 
 
Raziskava sama po sebi ne navaja nikakršnih rezultatov s področja natančnosti 
merjenja razdalje. Njen namen je izključno edukacijski [12]. 
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3 Omejitve in rešitve 
Glede na to, da je cilj diplomskega dela merjenje omogočiti na kar se da širokem 
spektru mobilnih naprav in omogočiti uporabniku kar se da preprosto ter nemoteno 
izvedbo meritev, je pri izdelavi aplikacije, ki za merjenje razdalje uporablja zvočni 
signal, potrebno skleniti nekaj kompromisov. Prejšnje poglavje že nakazuje določene 
omejitve in njihove rešitve. Spodaj pa so prikazani še ostali. 
 
3.1 Frekvenca vzorčenja 
Frekvenca vzorčenja je v teoriji neomejena, kar bi omogočilo neomejeno 
natančnost pri merjenju razdalje z zvokom. Široko uporabljena frekvenca vzorčenja, 
ki deluje pri praktično vseh predvajalnikih in snemalnikih glasbe, vključno s telefoni, 
pa je 44.100 Hz [13]. Samo najnovejše mobilne naprave omogočajo vzorčenje s 
frekvenco 48.000 Hz, ki še malenkost zmanjša čas med dvema vzorcema. Ta prednost 
je zanemarljiva, upoštevajoč, da starejši telefoni ne podpirajo te frekvence [9], cilj 
diplomskega dela pa je razviti orodje za merjenje, dostopno na kar se da širokem 
spektru mobilnih naprav. Frekvenca 44.100 Hz v luči pričujočega diplomskega dela 
pomeni naslednje. Ena deljeno s frekvenco vzorčenja predstavlja čas med dvema 
vzorcema, kar je pri dani frekvenci približno 0,2268 mikrosekunde. Zvok po zraku s 
temperaturo 20°C potuje s približno hitrostjo 343 m/s [14].  Preračunamo lahko torej, 
da je s 44.100 Hz mogoče meriti zgolj na 0,7 centimetra natančno. Ne glede na to je 
bila izbrana najbolj razširjena frekvenca vzorčenja (44.100 Hz), za povečano 
natančnost pa je uporabljeno učenje nevronske mreže, ki ocenjuje glede na zakasnjen 
signal, njegovo amplitudo in optimistično na celotni »prstni odtis« odbitega signala. 
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3.2 Šum 
V okolju – z izjemo vakuma -  je zvok vseskozi prisoten. V času meritev zvok 
okolja predstavljal šum. Meritve niso potekale v zvočno izoliranem prostoru, saj bi 
potencialna praktična uporaba v sklopu diplomske naloge izdelanega orodja merjenja 
potekala tudi v hrupnem okolju. Kljub temu so informacije, ki jih predstavlja zvok 
okolice, v signalu nepotrebne in jih pred učenjem ter klasifikacijo odstranimo. 
Obstajajo tehnike za odstranitev šuma iz signala, kot na primer različne oblike filtrov. 
Za zvočni signal bi to pomenilo, da neželene frekvence signala oslabimo, željene pa 
ojačamo [15]. Uporabljena rešitev pa ne potrebuje nobenega filtra, saj je oddani signal 
v naprej določen in s tem tudi značilnosti odbitega signala, ki ga iščemo. Odstranitev 
šuma je mogoče doseči z izračunom korelacijske funkcije med zajetim (signal z 
odbojem) in oddanim signalom (slika 3.1). Ta izpostavi le predele, kjer je močno 
prisoten željen signal, katerega koreliramo, beli šum pa popolnoma odstrani [16]. V 
kolikor šum ni bel ali je njegova moč prevelika, tudi ta tehnika ni več učinkovita, zato 
so bile med meritvami iz sobe odstranjene naprave, ki bi lahko preveč vplivale na zajeti 
signal. 
 
3.3 Oblika signala 
V namene preverjanja hipoteze diplomskega dela je bila izbrana centralna 
frekvenca 441 Hz in frekvenca modulacije 11.025 Hz. Ustrezne bi bile katerekoli 
frekvence znotraj slišnega spektra, da je mogoče ob nedelovanju aplikacije napako 
hitreje opaziti. Pomemben je tudi spekter, katerega telefon najbolje zaznava in 
predvaja. Od vsega začetka so bili telefoni namenjeni pogovoru, zato ni naključje, da 
najbolje predvajajo in zaznajo prav povprečni govorni okvir. To torej pomeni okvir 
frekvenc nekje med 300 in 3,400 Hz [17]. Z izbrano frekvenco smo se želeli kar se da 
približati govornim frekvencam in ohraniti celo število, za lažje računanje in prikaz. 
Začeli smo z izbiro frekvence 11.025 kHz, ki je ravno polovica maksimalne frekvence, 
ki jo telefon, glede na izbrano vzročno frekvenco (44.100 Hz), v teoriji še lahko 
predvaja.  Ker je ob nenadnem predvajanju signala z maksimalno amplitudo prihajalo 
do velikega poka, je signal bil moduliran tako, kot to prikazuje spodnja slika 3.1. Ker 
po konvenciji višje frekvence predstavljajo modulirano frekvenco je sedaj prvotno 
izbrana frekvenca (11.025 Hz) frekvenca modulacije, ki je na sliki 3.1 označena z 
modro barvo. Z rdečo barvo je prikazan signal centralne frekvence signala, ki se začne 
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in konča z nič ter ima na sredini najvišjo točko. Ta frekvenca je prilagojena na dolžino 
izbranega signala in se izračuna po naslednji formuli: 
 
 𝑐𝑒𝑛𝑡𝑟𝑎𝑙𝑛𝑎 𝑓𝑟𝑒𝑘𝑣𝑒𝑛𝑐𝑎 =
𝑓𝑟𝑒𝑘𝑣𝑒𝑛𝑐𝑎 𝑣𝑧𝑜𝑟č𝑒𝑛𝑗𝑎
𝑑𝑜𝑙ž𝑖𝑛𝑎 𝑠𝑖𝑔𝑛𝑎𝑙𝑎∗2
  (0.1) 
 
Dolžina signala, ki je obrazložena v nadaljevanju, predstavlja vrednost 50 
vzorcev. Frekvenca vzorčenja je, kot že omenjeno, 44.100 Hz. Zato je centralna 
frekvenca točno 441 Hz. 
 
 
Slika 3.1: Levo signala frekvenc 441 Hz (rdeča) in 11.025 Hz (modra) in desno moduliran 
oddan signal z centralno frekvenca 441 Hz in frekvenco moduliranja 11.025 Hz. 
 
Razlog za tako nenavadno vrednost centralne frekvence predstavlja dolžina 
signala. Testi so pokazali, da telefon Xiaomi Pocophone F1, na katerem so meritve 
potekale, signala pod 30 vzorcev ne more predvajati, saj je prekratek. Ugotovljeno s 
poizkušanjem je pri 50 vzorcih signal 441 Hz, moduliran s frekvenco 11.025 Hz, 
simetričen po navpični osi in ima zgolj eno maksimalno vrednost točno na sredini. Le 
to je razvidno tudi na desni strani slike 3.1. 
 
Po ugodnih rezultatih testiranja s frekvencami slušnega območja, bi bilo z vidika 
razvoja uporabniku prijaznega produkta smiselno preučiti tudi frekvence izven 
slušnega območja. Zaradi omejitve vzorčne frekvence iz poglavja 3.1 je maksimalna 
možna frekvenca 22.050 Hz, kar je nad pragom slišnosti ljudi, torej 20 kHz [17]. 
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3.4 Računska zahtevnost 
Računska zahtevnost bi lahko bila problematična, če bi vse računanje opravljali 
na telefonu. Kljub temu, da so telefoni računsko že zelo zmogljivi [18], je bilo vse 
zahtevno računanje učenja nevronske mreže opravljeno na računalniku v okolju 
Matlab, ki je specializirano za računsko zahtevne operacije, kot je na primer množenje 
matrik. Prav tako je bila osnova nevronske mreže že napisana v okolju Matlab, grajenje 
modelov strojnega učenja v okolju Android pa presega namene te diplomske naloge. 
Ob končanem učenju nevronske mreže, bi na telefon prenesli zgolj uteži, s katerimi bi 
se novi zajeti signal kasneje množil. To množenje ne bi smelo predstavljati težav 
novodobnim in tudi nekoliko starejšim mobilnim telefonom. Število uteži in 
kompleksnost nevronske mreže zaenkrat nista bila omejena, cilj pa je bil ustvariti čim 
manjšo mrežo, ki še omogoča uspešno učenje programa glede na podatke. S 
povečevanjem kompleksnosti nevronske mreže bi povečevali tudi zahtevnost 
računanja in s tem praktično onesposobili tudi procesorsko najzmogljivejše telefone. 
 
3.5 Število zvočnih virov 
Telefoni imajo dandanes tudi več zvočnikov in več mikrofonov, kar otežuje 
zajemanje in sprejemanje. Če sta zvočnika na telefonu nekoliko oddaljena med seboj 
- kar je smiselno glede na stereo učinek, ki ga želita doseči - se ob predvajanju na obeh 
lahko zgodi podvojen in še nekoliko zamaknjen signal. Enako velja za mikrofon. V 
dotičnem primeru je zaradi tega in širše pokritosti naprav bilo izbrano »mono« 
oddajanje in sprejemanje zvoka. Telefon pa je pri zajemanju in testiranju vedno bil 
obrnjen s spodnjim zvočnikom proti objektu odboja. Teko raziskave je bilo 
ugotovljeno, da se zgornjega oziroma sprednjega zvočnika na android napravah ne da 
izklopiti. 
 
3.6 Raznolikost strojne opreme 
Omejitev, ki zaenkrat še ni bila naslovljena, je raznolikost strojne opreme na 
različnih napravah. Vsak telefon ima lahko vgrajene različne mikrofone ali zvočnike, 
ki se na različne frekvence drugače odzivajo. Izvedene meritve so bile omejene zgolj 
na eno napravo in to je telefon Xiaomi Pocophone F1. Po uspehu na enem telefonu je 
smiselno razmisliti tudi o prilagoditvi produkta na širšo skupino uporabniških naprav. 
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Najverjetneje bi bila potrebna predhodna kalibracija na posamezno napravo, naprej pa 
bi potek meritev potekal enako. 
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4 Izdelava 
4.1 Android aplikacija 
Android aplikacija predstavlja strojno opremo, ki jo preko Google Play trgovine 
lahko naložimo na katerikoli pametni telefon z Android operacijskim sistemom in 
uporabljamo njene oblikovane funkcionalnosti [19]. V tem primeru aplikacija 
diplomskega dela predstavlja enega od dveh nujno potrebnih pripomočkov za 
doseganje in analiziranje zastavljenih ciljev. Izdelana aplikacija je trenutno namenjena 
testiranju in zaradi tega ni  širše dostopna v Google Play trgovini. Obstaja pa možnost, 
da bo v prihodnosti funkcionalnost, preizkušena v diplomski nalogi, uporabljena v 
številnih drugih aplikacijah oziroma v pomoč novim izdelovalcem aplikacij.  
 
Glavni namen izdelane aplikacije je trenutno zgolj zajemanje podatkov. 
Podatkov (zvočnih posnetkov) odboja zvočnega valovanja pri merjenju z različnih 
razdalj na internetu ni mogoče najti, saj diplomska naloga predstavlja zelo specifičen 
problem. Zato je bilo potrebno oblikovati in sestaviti lasten produkt, ki omogoča 
zajemanje podatkov. V sklopu diplomskega dela je tako bila izdelana aplikacija, ki 
najprej začne z snemanjem, nato po določenem času odda enega ali več zaporednih 
signalov določene frekvence in trajanja, na koncu pa posnetek zaključi ter shrani v 
datoteko. 
 
4.1.1 Uporabniški vmesnik 
Uporabniški vmesnik je prikazan na spodnji sliki 4.Error! Reference source 
not found. in je razdeljen na dva dela. Zgornji del se imenuje »Record new data« in 
počne točno to – na hiter in enostaven način zajema in shranjuje nove podatke. Drugi, 
spodnji del predstavlja »Messure distancealpha«, ki je namenjen testiranju v realnem 
času. 
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Slika 4.1: Uporabniški vmesnik aplikacije diplomske naloge. 
 
Če pobližje pogledamo le prvi del opazimo dva možna vnosa. Prvi je parameter 
»Distance to wall:«, pri katerem je možen le numeričen vnos. Vnos je namenjen le 
poimenovanju datoteke, zato da preimenovanja kasneje ne počnemo ročno. S tem 
prihranimo čas, predstavnost posameznih datotek pa je na koncu jasno označena. 
Desno od njega sta dva gumba, katera ob predhodno že vpisani vrednosti, to število 
povečata za ena ali deset. Funkcionalnost je zelo pohitrila zajemanje podatkov, saj ni 
bilo potrebe po konstantnem brisanju in ponovnem vnašanju tega parametra. Drugi 
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vnos predstavlja »Repeat:«, in definira, koliko oddanih signalov se bo zaporedno 
ponovilo znotraj enega snemanja. Ta funkcionalnost je prav tako omogočila hitrejše 
zajemanje podatkov, saj smo lahko za eno razdaljo hkrati zajeli več posnetkov brez 
posredovanja. Gumba »start« in »stop« intuitivno predstavljata začetek in konec 
oziroma ustavitev snemanja. Gumba se ob začetku in koncu snemanja avtomatsko 
preklapljata tako da ne pride do uporabniške napake. V kolikor dva vnosa ob začetku 
snemanja nista vnesena, bo aplikacija na »Distance to wall:« prikazala rdeč »???«, 
»Repeat:« pa bo zaznan kot število ena. Posnetek, ki nima oznake razdalje, je med 
datotekami jasno razviden in ga je kasneje potrebno izločiti. V času izvajanja meritev 
se za boljšo uporabniško izkušnjo na ekranu izpisuje tudi napredek. Slika 4.Error! 
Reference source not found. prikazujete primer opisanega dela za lažjo predstavo. 
 
 
Slika 4.2: Primera uporabniškega vmesnika ob zajemanju novih podatkov. Levo med zajemanjem in 
desno po koncu zajemanja. 
 
Drugi samostojni sklop aplikacije, kot že omenjeno, predstavlja »Messure 
distancealpha«, ki je namenjen testiranju v živo. Predhodno je v aplikacijo preko 
Android studia potrebno naložiti uteži željene nevronske mreže in nekoliko spremeniti 
kodo. Ob pritisku na gumb »START« se predvaja signal in zajeti posnetek se obdela 
ter množi s podanimi utežmi, da dobimo napovedano razdaljo od stene. Ob koncu se 
namesto vprašajev izpiše napovedana razdalja do stene in verjetnosti napovedi za 
posamezni razred. Slika 4.Error! Reference source not found. prikazuje naključen 
rezultat za nevronsko mrežo ki napoveduje med 16 razredi različnih razdalj. 
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Slika 4.3 Primer naključnega rezultata napovedi v drugem delu uporabniškega vmesnika. 
 
4.1.2 Delovanje in sestava 
Aplikacija je sestavljena zgolj iz ene same aktivnosti, zato je vsa koda napisana 
v programerskem jeziku Java v eni sami datoteki z imenom »MainActivity«. Na 
pomembnih delih razlage bo predstavljena tudi koda. V odstavkih, kjer se opisuje 
specifične metode, bodo imena le teh zapisana v odebeljenem tisku. 
 
Datoteka se prične z uvažanjem vseh potrebnih knjižnic za normalno delovanje 
kode v nadaljevanju. Opisovanje posameznih knjižnic presega obseg diplomske 
naloge. 
 
Začetek »MainActivity« razreda vsebuje deklaracije spremenljivk, ki se redno 
uporabljajo v kodi. V času testiranja so se najbolj spreminjale vzorčna frekvenca 
“sampleRateFrequency”, frekvenca oddanega tona “toneFrequency” in dolžina 
trajanja oddanega signala, izražena v enoti števila vzorcev “numSamples”. Rezultati 
so pokazali, katere vrednosti je smiselno uporabiti. Končne vrednosti so prikazane v 
spodnji kodi.  Zakasnitev med pritiskom na gumb in začetkom predvajanja signala 
predstavlja spremenljivka “START_PLAYING_SOUND_DELAY_INMILIS”, 
zakasnitev med predvajanjem dveh zaporednih signalov v primeru, da predvajamo več 
zaporednih signalov znotraj enega zajema, predstavlja 
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“DELAY_BETWEEN_TWO_SOUND_PLAYING_IN_MILIS”, zakasnitev med 
zadnjim oddanim signalom ter zaključkom snemanja pa 
“STOP_RECORDING_DELAY_IN_MILIS”. Kot je razvidno iz imen, spremenljivke 
predstavljajo zakasnitev v milisekundah. Te spremenljivke so morale biti sproti 
prilagajane zaradi karakteristik prostora, v katerem so potekale meritve, specifično 
zaradi odmevov. V kolikor je soba bila bolj odmevna, je bilo potrebno povečati 
zakasnitve med dvema predvajanjema, saj bi drugače prihajalo do prekrivanja 
signalov. V sobah z manjšo odmevnostjo je lahko vrednost spremenljivke bile znižana, 
posnetki pa zajeti s krajšim časovnim intervalom med enim in drugim posnetkom, s 
čimer je bil zmanjšan tudi skupni čas meritev. 
 
Primer kode najpomembnejših spremenljivk, ki so se tekom raziskave najbolj 
spreminjale oziroma jih je za namen raziskave bilo potrebno spreminjati: 
 
private static final int sampleRateFrequency = 44100; //Hz 
private static final int toneFrequency = 11025; // Hz 
private static final int numSamples = 50; //signal duration in 
samples (6,10,14,18,30,42,50,70,90,98,...) 
 
private static final float modulationFrequency = (float) 
sampleRateFrequency / numSamples / 2; 
 
private static final int START_PLAYING_SOUND_DELAY_INMILIS = 
500; 
private static final int 
DELAY_BETWEEN_TWO_SOUND_PLAYING_IN_MILIS = 500; 
private static final int STOP_RECORDING_DELAY_IN_MILIS = 750; 
 
 
V nadaljevanju so implementirane potrebne spremenljivke in metode 
pridobivanja dovoljenja za snemanje ter dostopanje do pomnilnika telefona. 
Dovoljenja je potrebno sprejeti le ob prvem zagonu aplikacije. V kolikor se teh 
dovoljenj ne sprejme, je aplikacije nefunkcionalna. 
 
Metoda »onCreate« se začne s pridobivanjem dovoljenja za snemanje zvoka ter 
zapisovanje v pomnilnik. Nadaljuje se s klicanjem metod, ki so za izvajanje aplikacij 
potrebne samo enkrat. To so »recorderSetuUp«, »playerSetUp«, »setButtonHandlers«, 
»enableButtons«, »MDsetButtonHandlers« in pa »MDenableButtons«. Metode bomo 
v nadaljevanju opisali posamično. 
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Metode »setButtonHandlers«, »enableButtons« in »enableButton« 
predstavljajo postavitev delovanja gumbov, torej lociranje elementov znotraj xml 
datoteke, definicijo poslušanja klika in preklapljanje omogočanja klikanja med start in 
stop gumboma. 
 
Prejšnji del kode ob kliku na gumb definira naslednjo metodo za reševanje 
dogodka. Metoda »btnClick« torej naprej preveri, ali so sprejeta vsa potrebna 
dovoljenja za aplikacijo in, v kolikor ob zagonu niso bila odobrena, se ne zgodi nič. V 
primeru, da jih imamo, se izvede tisti del, katerega gumb je bil pritisnjen. Gumb 
»btnStart« najprej sprejme vnesene atribute preko metode »getAndSetInputs« in jih 
nastavi v spremenljivke, nato pa začne proces snemanja in predvajanja zvoka. Gumb 
»btnStop« terminira predvajanje zvoka in zaključi snemanje. Gumba »btnPlusOne« in 
»btnPlusTen« pa kličeta metodo »setInpts« za spremembo spremenljivke 
»distanceToWall«. Na to spremenljivko vplivamo z vnosom v prvo polje opisno v 
poglavju uporabniški vmesnik. 
 
Metoda »startRecorderThenStartTheSound« začne proces snemanja in 
predvajanja posnetkov, torej zajemanja primerov. Druga metoda 
»stopPlayingThenStopRecording« pa konča vse skupaj. Tukaj se uporabljajo 
spremenljivke »START_PLAYING_SOUND_DELAY_INMILIS« in 
»STOP_RECORDING_DELAY_IN_MILIS«. 
 
Metodi »getAndSetInputs« in »setInputs« pregledata stanje na uporabniškem 
vmesniku in, v kolikor so izpolnjena polja za vnos, primerno spremenita vsebine 
spremenljivk »distanceToWall« in »soundPlayedLimit«. Njun pomen je v tem, da 
omogočata avtomatsko spreminjanje imen shranjene datoteke glede na razdaljo, s 
katere zajemamo posnetke, in glede na število ponovitev oddajanja zvoka v enem 
posnetku. Več o tem v nadaljevanju. 
 
Metode »recorderSetUp«, »startRecordingThread«, 
»writeAudioDataToFile« in »stopRecordingThread« so povezane z Android 
AudioRecorder razredom in omogočajo funkcionalnost snemanja zvočnega signala 
[20]. »RecorderSetUp« je metoda, ki samo enkrat nastavi osnovne parametre za 
spremenljivko »recorder« tipa AudioRecord. »StartRecordingThread« je metoda, kjer 
se inicializira nova procesorska nit namenjena zgolj zajemanju zvoka in zapisovanju v 
datoteko. S tem lahko omenjeni procesi delujejo nemoteno od ostalih. 
»WriteAudioDataToFile« predstavlja, kar pove ime, zapisovanje sprejetega signala in 
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zapis le tega v datoteko. Ime datoteke vključuje spremenljivki »distanceToWall« in 
»soundPlayedLimit«, kateri lahko spreminjamo preko uporabniškega vmesnika, 
vključuje pa tudi naključen niz številk, da se imena datotek ne ponovijo ter povzročijo 
napake pri zapisu. Pomembno je tudi to, da je datoteka oblike ».pcm«, kar nam 
omogoči minimalno izgubo informacij [21]. »StopRecordingThread« ustavi procese 
snemanja in sprosti alocirane vire. 
 
Koda zapisa datotek: 
 
File recordingFile = new File(getExternalCacheDir(), 
        distanceToWall + "mm " + soundPlayedLimit + 
"recordings " + System.currentTimeMillis() + ".pcm"); 
 
 
Sledi opis razdelka, povezanega s predvajanjem zvoka ter osnovanega na 
Android AudioTrack razredu [22]. Metode »playerSetUp«, 
»startPlayingSoundThread« in »stopPlayingSoundThread« so podobne metodam 
»recorderSetUp«, »startRecordingThread« in »stopRecordingThread«. Metoda 
»playerSetUp« dodaja še generiranje signala in postavitev oznake na njegov konec.  
 
Koda generiranja signala in postavitev oznak: 
 
private void playerSetUp() { 
    for (int i = 0; i < numSamples; ++i) { 
        generatedTone[i] = (float) (Math.sin(2 * Math.PI * i * 
toneFrequency / sampleRateFrequency) * Math.sin(2 * Math.PI * 
i * modulationFrequency / sampleRateFrequency)); 
    } 
   
player.setNotificationMarkerPosition(PLAYER_MARKER_IN_FRAMES); 
 
    ... 
} 
 
Ostali dve metodi ne dodajata ničesar novega – ena torej inicializira procesorsko 
nit, namenjeno zgolj predvajanju zvoka, druga pa ustavi vse procese povezane s 
predvajanjem in ponastavi predvajanje za možnost ponovne uporabe. Pomembna je 
»playSoundMultipleTimes« metoda, v kateri se s časovnim presledkom večkrat 
zaporedoma predvaja generiran ton. Število ponovitev pa diktirata spremenljivki 
»soundPlayedCounter« in »soundPlayedLimit«, katero je mogoče spreminjati preko 
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uporabniškega vmesnika. Med posameznim predvajanjem je časovna zakasnitev 
»DELAY_BETWEEN_TWO_SOUND_PLAYING_IN_MILIS«. Oznaka, 
nastavljena v metodi »recorderSetUp«, omogoča detekcijo zaključka predvajanja in 
ponovitev predvajanja generiranega tona. Zadnji dve metodi 
»updateUserInterfaceAboutSoundRecordingProgress« in 
»updateUserInterfaceAboutSoundRecordingBeingDone« pa sta namenjeni 
posodabljanju uporabniškega vmesnika za boljšo uporabniško izkušnjo ob samem 
snemanju oziroma spremljanju napredka preko ekrana. 
 
 
 
V uporabniškem vmesniku je aplikacija ločena na dva dela. Prav tako je ločena 
tudi koda za »Messure Distance«, večina metod katere se začne z kratico »MD«. V 
nadaljevanju je torej opisana koda namenjena zgolj funkcionalnosti drugega sklopa 
aplikacije. 
 
Koda se začne z deklaracijo spremenljivk, za katere je pomembno, da jih 
ustrezno nastavimo glede na sklicevano naučeno nevronsko mrežo. Uteži naučene 
nevronske mreže shranimo v tekstovno datoteko in jih pod imenom thetas in 
zaporedno številko naložimo v res/raw mapo znotraj android projekta. Parametrom 
primerno nato uvoženi nevronski mreži spremenimo spremenljivke dolžine 
opazovanega odboja »minusSamples« in »plusSamples«, velikosti posameznih slojev 
nevronske mreže »layer1Size«, »layer2Size«, … »layer5Size« ter tabelo označb 
»labelsInCm«.  
 
Spremenljivke, ki so bile nazadnje uporabljene, so kot primer napisane v spodnji 
kodi: 
 
private static final int minusSamples = 100; 
private static final int plusSamples = 600; 
private static final int dataLength = minusSamples + 1 + 
plusSamples; 
 
private static final int layer1Size = 701; 
private static final int layer2Size = 301; 
//private static final int layer3Size = 301; 
//private static final int layer4Size = 301; 
private static final int layer5Size = 16; // 
labelsInCm.length() 
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String[] labelsInCm = {"10", "20", "30", "40", "50", "60", 
"70", "80", "90", "100", "110", "120", "130", "140", "150", 
"160"}; 
 
 
Kot je to razvidno iz imen so metode s kraticami »MD« zelo podobne metodam 
brez njih. To so metode »MDsetButtonHandlers«, »MDenableButton«, 
»MDenableButtons«, »MDstartRecorderThenStartTheSound«, 
»MDstartPlayingSoundThread«, »MDstartRecordingThread« in 
»MDstopRecordingThread«. Omembe vredna je razlika pri metodi 
»MDstopPlayingSoundThenStopRecordingThenCalculate«, saj se ob končanem 
snemanju kliče metoda za računanje napovedi. Za razliko od več zaporednih 
predvajanj zvoka pri metodi »playSound«, se pri metodi »MDplaySound« posnetek 
vedno predvaja zgolj enkrat, saj zaenkrat napovedujemo in računamo zgolj za eno 
meritev hkrati. Metoda »MDwriteAudioDataToArray« predstavlja zapisovanje 
podatkov v tabelo z imenom »signalRecordedList«, ki se kasneje uporabi za računanje 
napovedi v metodi »calculateDistancePrediction«. Podatkov v tem primeru niso 
zapisani v datoteko. 
 
Zadnji dve metodi v programu predstavljata zgolj procese računanja in branja 
nevronske mreže. Metoda »readNeuralNetworkParametersFromFile« prebere in 
pretvori podatke iz datotek thetas z zaporedno številko, ki se nahajajo v res/raw 
datoteki, v matriko uteži, ki so potrebne za izračun napovedi modela. Metoda 
»calculatDistancePrediction« predstavlja transformiranje posnetih podatkov in 
kasneje množenje le teh z vnesenimi utežmi nevronske mreže. Namen vsega tega je v 
izračunu razreda z največjo verjetnostjo, ki se čisto na koncu izpiše tudi na 
uporabniškem vmesniku. Ob spreminjanju parametrov nevronske mreže je potrebno 
pregledati in spremeniti tudi del kode znotraj metode »calculateDistancePrediction«. 
 
S tem je opis kode znotraj datoteke »MainActivity.java« zaključen, znotraj 
avtomatsko generiranih datotek ob ustvarjanju novega Android projekta pa se nahajata 
še dve pomembni datoteki. 
 
Datoteka z imenom »Activity_main.xml« predstavlja izgled izdlane aplikacije 
in je zgrajena iz zelo preprostih gradnikov. Vsi gradniki so zaobjeti z LinearLayout 
postavitvenim gradnikom, ki je orientiran vertikalno. Vsi ostali pod LinarLayout 
gradniki so orientirani vodoravno. Pri nekaterih elementih je zaradi bolj estetskega 
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izgleda poskrbljeno tudi za velikost in robove. Cilj je bil čim manjše število atributov, 
saj ta del ni bistven, temveč služi le za grafični vmesnik pri zajemanju in testiranju 
primerov. 
 
V datoteki »AndroidManifest.xml« sprememb iz avtomatsko generirane 
datoteke ni veliko. Dodali smo le dve vrstici za dva potrebna dovoljenja, ki sta 
dovoljenje za pisanje znotraj zunanjega pomnilnika in zajemanje zvočnih posnetkov 
preko mikrofona. 
 
4.2 Nevronska mreža 
Poleg Android Aplikacije je drugi pomemben produkt diplomskega dela 
nevronska mreža, programirana v okolju Matlab. Odločitev za uporabo okolja Matlab 
upošteva hitro izračunavanje velikih količin podatkov ter relativno enostavno 
manipuliranje z le temi, ki jih omenjeno okolje omogoča. 
 
Osnova nevronske mreže izhaja iz spletnega tečaja, dostopnega na platformi 
Coursera, imenovanega »Machine Learning«, ki ga vodi Andrew Ng [23]. V tečaju je 
omenjena tudi tema nevronskega klasificiranja in delovanja nevronskih mrež, s 
področja katere je bila v sklopu tečaja podana  naloga dopolnitve dane kode za pravilno 
delovanje nevronskega klasifikatorja. Omenjena koda je predstavljala osnovo za 
nadgraditev, to je omogočanje poljubnega števila razredov in poljubnega števila 
vmesnih slojev nevronske mreže. Sledili sta tudi prilagoditvi izgleda in izpisa 
rezultatov. Skupaj s še nekaterimi dodanimi funkcijami ta nadgrajena koda predstavlja 
končno verzijo nevronske mreže, na kateri je bila preizkušana natančnost klasifikacije 
posameznih razdalj v namene preverjanja hipoteze diplomske naloge. 
 
V nadaljevanju sledi nekoliko podrobnejši opis posameznih delov glavne skripte 
ter razlaga delovanja pomožnih skript. 
 
Posamezne skripte se med seboj nekoliko razlikujejo, saj je potrebno glede na 
vnesene podatke ter željen rezultat izvesti določene prilagoditve. Glavna skripta bo 
tako opisana le v grobem, za tem pa bodo podani določeni primeri izdelave. V 
splošnem imajo vse skripte vendarle enako ogrodje oziroma koncept, med seboj pa se 
razlikujejo po vnesenih podatkih in vhodnih parametrih. 
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4.2.1 Priprava spremenljivk 
Začetek predstavljajo spremenljivke, ki se jih po potrebi prilagodi, da se 
prilegajo danim podatkom. DATA predstavlja datoteko, kjer imamo zbrane podatke v 
tabelarni obliki. V kolikor obstaja več datotek s podatki, jih je vse potrebno združiti v 
omenjeno spremenljivko. Spremenljivke »category_size«, »train_set_size« in 
»test_set_size« so poimenovane precej intuitivno. Prva (»category_size«) predstavlja 
velikost oziroma število primerov ene kategorije znotraj spremenljivke DATA. Druga 
(»train_set_size«) in tretja (»test_set_size«) predstavljata število primerov, ki se nato 
delijo na primere za učenje ter primere za končno testiranje. Skupaj mora seštevek 
»train_set_size« in »test_set_size« predstavljati vrednost enako »category_size«. 
Spremenljivki »input_layer_size« in »num_labels« predstavljata število vhodnih 
parametrov ter število kategorij. Spremenljivki »category_size« in »num_labels« 
morata sovpadati s podatki  matrike DATA. Spremenljivka »NN_layers_size« 
predstavlja enodimenzionalno tabelo, v kateri so po vrsti naštete velikosti vseh skritih 
slojev nevronske mreže. Spremenljivka »number_of_iter« predstavlja število iteracij 
nevronske mreže, spremenljivka »lambda« pa predstavlja stopnjo regularizacije, ki 
preprečuje prekomerno prileganje učnim podatkom.  
 
Primer kode začetno nastavljenih spremenljivk: 
 
DATA = load('ReflectionData1.mat'); 
DATA = DATA.dataCor; 
  
category_size = 50; %train_set_size + test_set_size 
train_set_size = 40; 
test_set_size = 10; 
  
%NN 
input_layer_size  = size(DATA, 2); 
num_labels = 12;  
NN_layers_size = [input_layer_size, 30, num_labels];          
                          
number_of_iter = 1000; 
lambda = 0.01; 
 
 
4.2.2 Razdelitev podatkov 
V tem delu poteka obdelava vhodnih podatkov glede na zgoraj omenjene 
spremenljivke. Podatki iz spremenljivke DATA so torej razdeljeni v testne (»X_test« 
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in »y_test«) ter učne primere (»X« in »y«). »y« in »y_test« v tem primeru predstavljata 
razred oziroma oznako primera, kateremu par sta spremenljivki »X« in »X_test«, v 
katerih so shranjeni vhodni signali učne oziroma testne množice. 
 
Koda razdelitve podatkov na učne in testne primere: 
 
X = zeros(num_labels*train_set_size,input_layer_size); 
y = ones(num_labels*train_set_size, 1); 
label = 1; index = 1; 
for i = 1:train_set_size:num_labels*train_set_size 
    X(i:i+train_set_size-1, :) = DATA(:, 
index:index+train_set_size-1)'; 
    index = index + category_size; 
    y(i:i+train_set_size-1) = label; 
    label = label+1; 
end 
  
X_test = 
zeros(num_labels*test_set_size,input_layer_size); 
y_test = ones(num_labels*test_set_size, 1); 
label = 1; index = category_size+1; 
for i = 1:test_set_size:num_labels*test_set_size 
    X_test(i:i+test_set_size-1, :) = DATA(:, index-
test_set_size:index-1)'; 
    index = index + category_size; 
    y_test(i:i+test_set_size-1) = label; 
    label = label+1; 
end 
 
 
4.2.3 Inicializacija uteži 
V tem delu se vse uteži prej določene nevronske mreže naključno inicializirajo 
v bližini vrednosti nič. 
 
Koda, ki omenjeno inicializacijo realizira: 
 
initial_Thetas = cell(1, length(NN_layers_size)-1); 
sizes = zeros(1, length(NN_layers_size)-1); 
for i = 1:length(initial_Thetas) 
    initial_Thetas(i) = { 
randInitializeWeights(NN_layers_size(i), 
NN_layers_size(i+1)) }; 
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    sizes(i) = (NN_layers_size(i)+1) * 
NN_layers_size(i+1); 
end 
 
 
4.2.4 Učenje 
Ta odsek predstavlja klicanje funkcij za učenje nevronske mreže. Učenje se 
izvaja s pomočjo funkcije fmincg, katero je napisal Carl Edward Rasmussen, in 
predstavlja funkcijo konjugiranega gradientnega spusta [24].  
 
Opisano klicanje funkcij: 
 
options = optimset('MaxIter', number_of_iter); 
  
costFunction = @(p) nnCostFunction(p, ... 
                                   NN_layers_size, 
... 
                                   X, y, lambda); 
  
[nn_params, cost] = fmincg(costFunction, 
initial_nn_params, options); 
 
 
4.2.5 Napoved 
V tem delu se oceni procentualno klasifikacijsko točnost na učni, potem pa še na 
testni množici podatkov. Oboje se kot rezultat izpiše v terminalu. 
 
To predstavljajo naslednje vrstice kode: 
 
pred = predict(Thetas, X); 
fprintf('\nTraining Set Accuracy: %f\n', mean(double(pred 
== y)) * 100); 
  
pred_test = predict(Thetas, X_test); 
fprintf('\nTest Set Accuracy: %f\n', 
mean(double(pred_test == y_test)) * 100); 
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4.2.6 Zunanje funkcije 
Zunanje funkcije, ki se pri izgradnji, učenju ali napovedi uporabljajo za 
normalno delovanje programa so: 
 »sigmoid.m«, ki izračuna funkcijo sigmoida, 
 »sigmoidGradient.m«, ki vrača gradient sigmoidne funkcije, izracunane z 
»sigmoid.m« 
 »randInitializeWeights.m«, ki naključno generira uteži blizu števila nič, 
 »predict.m«, ki s pomočjo vseh uteži in vhodnih podatkov izračuna verjetnost 
pripadnosti posameznemu razredu, ter vrne razred z najvišjo verjetnostjo, 
 »nnCostFunction.m«, ki izračuna cenilno funkcijo celotne mreže s pomočjo 
»sigmoidGradient.m« funkcije in na koncu vrne kumulativno napako in 
gradient za vse posamezne uteži. 
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5 Proces 
Po končani izdelavi aplikacije in programa se je pričela faza preverjanja hipoteze 
diplomskega dela – ali je pametna mobilna naprava ustrezno orodje za merjenje 
razdalje preko zvočnega signala. Proces so sestavljali trije deli - zajem podatkov, 
obdelava podatkov in učenje nevronske mreže. Poleg omenjenih je sledil še korak 
evalvacije rezultatov in iskanja rešitev. Po navadi je rešitev predstavljal ponoven cikel 
zajema, obdelave podatkov in učenja nevronske mreže, včasih pa tudi sprememba 
določenih parametrov znotraj nevronske mreže. Vse je bilo odvisno od rezultatov in 
njihove interpretacije. 
 
5.1 Zajem podatkov 
Podatki so bili zajeti na osebnem telefonu Xiaomi Pocophone F1 - kot omenjeno 
preko izdelane aplikacije. Aplikacija je lahko v teoriji zajela neomejeno število 
primerov za posamezno snemanje določene razdalje. Iz časovnih razlogov je bilo 
število posnetkov za določeno razdaljo omejeno na na primer 30. Telefon, Xiaomi 
Pocophone F1, je bil brez zaščitnega ovitka postavljen na omarico s spodnjim 
zvočnikom obrnjenim proti steni. Nočna omarica je bila postavljena ob prazno steno, 
okoli nje pa ni bilo nobene druge ovire v radiju 1,5 m.  Upoštevajoč, da so meritve bile 
opravljene zgolj z razdalje do 20 cm, se zdi radij 1,5 m do najbližje ovire primerna 
razdalja, ki ne bi smela bistveno vplivati na kakovost pridobljenih rezultatov.  Na 
omarici je bil prilepljen širok rumeni lepilni trak, na katerem so bile ustrezno začrtane 
centimetrske ter milimetrske oznake, začenši pri robu omarice. Glavno okolje za 
izvajanje meritev je prikazano na sliki 5.Error! Reference source not found.. 
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Slika 5.1: Primer izvajanja meritev 
 
Ob pomoči pravokotnega predmeta z ravnimi robovi je bila spodnja stranica 
telefona ustrezno poravnana (vzporedno s steno) na željeno razdaljo. Predmet za 
poravnavo telefona je nato bil odmaknjen. Jakost predvajanja zvoka na telefonu je med 
meritvami bila nastavljena na maksimalno vrednost. V aplikacijo sta bila vnesena 
željeno število ponovitev piskov ter razdalja, s katere je meritev potekala. Po pritisku 
na gumb »start« je bil potreben pazljiv in tih odmik od telefona na razdaljo 1,5 m. 
Izvajanje meritev razdalje preko zvoka predvsem v fazi učenja nevronske mreže 
zahteva minimiziranje šumov okolja -  ti bi lahko vplivali na kakovost rezultatov in 
posledično uspešnost strojnega učenja. Iz tega razloga so bile v času izvajanja meritev 
v sobi izključene vse elektronske naprave ter zaprta vsa okna in vrata. Šumi okolja so 
tako bili omejeni na približno 20 dB - vrednost, ki preverjeno ni vplivala na kakovost 
rezultatov. Vrednost šuma v okolju je bila izmerjena z Android mobilno aplikacija 
imenovano »Sound Meter« [25]. Po koncu meritev na določeni razdalji je bil telefon 
zgolj prestavljen na novo razdaljo, celoten proces pa ponovljen. V kolikor je med 
zajemom v drugem prostoru ali zunaj nastal glasen šum, je bilo meritev potrebno 
ponoviti. Posamezen proces meritev je trajal med 5 in 20 minut. Telefon je bil nato 
priključen na računalnik, ustvarjene datoteke pa prenesene v ustrezno mapo. Proces je 
bil po potrebi ponovljen, če se je izkazalo, da nevronska mreža za uspešno učenje 
zahteva večje število posnetkov. 
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5.2 Obdelava podatkov 
Po končanem procesu so bile na računalnik naložene datoteke. Za boljšo 
predstavo je spodaj slika 5.Error! Reference source not found. hierarhije datotek. 
Slika 5.Error! Reference source not found. je primer petih meritvenih ciklov. Vsak 
meritveni cikel vsebuje po 11 .pcm datotek, kar je enako številu razredov. Vsak od 
posnetkov vsebuje 5 odbojev enega za drugim, kar prikazuje slika 5.Error! Reference 
source not found.. 
 
 
Slika 5.2: Hierarhija datotek z meritvami 
 
 
Slika 5.3: Pet zaporednih meritev ene kategorije znotraj enega meritvenega cikla. Z rdečimi puščicami 
so označeni vrhovi signalov. 
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Slika 5.4: Časovno podrobnejši vpogled signala na enega izmed vrhov, ki je označen z rdečo puščico, 
in primer omejitve signala (od maksimalne vrednosti) na levo stran za 100 vzorcev in desno za 200 
vzorcev. 
 
Enkratni zajem vseh začrtanih kategorij predstavlja meritveni cikel. Število 
datotek je bilo enako številu opravljenih meritvenih ciklov. Za cikel zajemanja 
podatkov od 10 do 20 cm po korakih 1 cm bi torej pomenilo 11 datotek .pcm formata. 
Vsaka od .pcm datotek pa je vsebovala določeno število ponovitev za dano razdaljo. 
Glede na obseg testiranja je lahko bilo opravljenih tudi več meritvenih ciklov, kar 
pomeni več map z enakim številom posnetkov.  
 
Podatke enega meritvenega cikla oziroma ene datoteke je bilo potrebno obdelati 
in združiti v eno samo datoteko. Obdelava je potekala tako, da je iz vsakega posnetka, 
ki je vseboval n meritev, bil določen n maksimalnih vrednosti. Te vrednosti so 
predstavljale sredino oddanega signala, saj je bil signal amplitudno moduliran tako, da 
se je njegova maksimalna vrednost nahajala točno na sredini signala. Vrhovi oziroma 
maksimalne vrednosti predstavljajo oddane vrednosti signala, odboj pa je mogoče 
videti takoj za njimi. Izraziti vrhovi so s puščico označeni na sliki 5.Error! Reference 
source not found.. Od teh vrednosti je bila torej odvzeta omejena količina vzorcev na 
levo in desno stran časovnega signala. Na levo je bilo odvzeto dvakratno število širine 
oddanega signala, kar je bilo 100. Na desno pa je bilo potrebno oceniti, kdaj se bo 
odboj zgodil in nato preračunati, koliko vzorcev potrebujemo, da bo odboj viden. Pri 
merjenju krajših razdalj je bilo to okoli 200 vzorcev, za daljše pa tudi do 600 vzorcev. 
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Prikaz rezanja signala levo in desno od njegovega vrha je označen na sliki 5.Error! 
Reference source not found.. 
 
Po skrajšanju signalov je bila na njih izvedena korelacijska funkcija z oddanim 
signalom, katerega smo poznali oziroma določili s parametri v aplikaciji. S tem je bilo 
odstranjenega veliko šuma in izluščene zgolj opazovane frekvence oddanega signala. 
 
Signali, pridobljeni s korelacijsko funkcijo, so nato bili zapakirani v skupno 
matriko in shranjeni v .mat datoteko. Signali so bili shranjeni po vrstnem redu zajetih 
kategorij - prvih »category_size« (iz poglavja 4.2.1) vrstic je predstavljalo prvo 
kategorijo, naslednjih enako število vrstic je predstavljalo drugo kategorijo in tako 
naprej do zadnjih »category_size« vrstic. Datoteko .mat smo nato uporabili pri učenju 
nevronske mreže. 
 
5.3 Učenje nevronske mreže 
Kot že povedano v poglavju 4.2 (Izdelava - Nevronska mreža), so bile glavne 
spremembe pri učenju nevronske mreže narejene s spreminjanjem vrednosti vhodnih 
podatkov. Parametri, kot so število iteracij in lambda, so bili le redko kdaj spremenjeni. 
Po drugi strani so bili vhodni podatki tisti, ki so zahtevali nekoliko več sprememb. 
Specifično izbiranje učnih in testnih podatkov, mešanje podatkov pred samim 
učenjem, združevanje več meritvenih ciklov ali spreminjanje oblike nevronske mreže 
so bile spremembe, katere smo izvajali tekom dela na specifičnem problemu. Kakšna 
je bila končna oblika sprememb, bo pregledno zapisano v poglavju rezultati, saj so ti 
parametri ključnega pomena pri interpretaciji rezultatov.
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6 Rezultati 
Rezultati diplomskega dela se osredotočajo na ugotavljanje omejitev merjenja 
maksimalne razdalje in minimalne natančnosti s pomočjo eholokacije, implementirane 
na telefonu.  Rezultati začetne faze raziskave so bili uporabljeni predvsem za testiranje 
delovanja programske kode in odpravljanje napak. Kasnejši rezultati, ki pa so za 
ugotovitve in nadaljnje delo najpomembnejši, so po kronološkem redu poteka 
raziskovanja opisani v sledečih podpoglavjih.  
 
Za polnejše razumevanje rezultatov je pred tem potrebna vpeljava določenih 
oznak, ki so neposredno uporabljene pri pisanju rezultatov.  Vsak zaključek sklopa 
rezultatov bo vseboval informacije o uspešnosti, opisane s procentualno točnostjo na 
učni množici, točnostjo na testni množici in dvema meriloma napak. 
 
Učna in testna uspešnost oziroma točnost sta izračunani po enačbi (0.1): 
 
 𝑇𝑜č𝑛𝑜𝑠𝑡 =  
∑ 𝑥𝑘 𝑛𝑎𝑝𝑜𝑣𝑒𝑑
𝑁
𝑘=1
𝑁
  (0.1) 
 
pri čemer xk napoved predstavlja število ena ali nič. Število ena predstavlja v 
primeru, da je bila napoved pravilna in število nič v primeru napačne napovedi. 
Oznaka N v enačbi predstavlja število vseh testnih ali učnih primerov, pri katerih 
preverjamo napovedi.  
 
Odstopanje1 je prvo merilo napake, ki pove, kolikšna je povprečna napaka v 
merski enoti razdalje. Ker ugotavljamo razdaljo odboja, nam bo ta napaka povedala, 
za koliko centimetrov ali milimetrov se naš model v povprečju moti. 
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Enačba (0.2) opisuje prvo merilo napake: 
 𝑂𝑑𝑠𝑡𝑜𝑝𝑎𝑛𝑗𝑒1 =
∑ |𝑥𝑘 𝑛𝑎𝑝𝑜𝑣𝑒𝑑− 𝑥𝑘 𝑝𝑟𝑎𝑣𝑖𝑙𝑛𝑜|
𝑁
𝑘=1
𝑁
  (0.2) 
pri kateri N vedno predstavlja število vseh testnih primerov. Oznaki xk napoved in 
xk pravilno predstavljata napovedan in pravilni razred posameznega primera v 
centimetrih. Ker sta oznaki v centimetrih, lahko izračunamo odmik od prave vrednosti. 
 
Odstopanje2 je podobna prvemu merilu napake – namesto normiranja s celotnim 
številom vzorcev, upošteva normiranje s številom napak. 
 
Drugo merilo napake opisuje enačba (0.3): 
 𝑂𝑑𝑠𝑡𝑜𝑝𝑎𝑛𝑗𝑒2 =
∑ |𝑥𝑘 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑− 𝑥𝑘 𝑡𝑟𝑢𝑒|
𝑁𝑧 𝑛𝑎𝑝𝑎𝑘𝑜
𝑘=1
𝑁𝑧 𝑛𝑎𝑝𝑎𝑘𝑜
 (0.3) 
 
 
pri čemer oznaka Nz napako predstavlja zgolj primere testne množice, kjer se je 
zgodila napaka. Napaka pomeni, da si vrednosti napovedi in dejanskega razreda nista 
enaki. 
 
6.1 Maksimalna razdalja in maksimalna natančnost 
6.1.1 Maksimalna razdalja 
Merjenje maksimalne razdalje se je odvijalo v prazni sobi, namenjeni učenju. 
Miza pravokotne oblike je bila z krajšo stranico postavljena ob steno. Ker je bila 
dolžina ene mize prekratka za naše potrebe meritev, je bila na konec prve mize 
priključena še eno miza identične oblike in višine. Nanju je bil nalepljen debel lepilni 
trak, na njem pa označenih 16 kategorij razdalj, z začetkom na razdalji 10 cm od stene 
in nato po 10 cm vse do 160 cm. Prazna soba z mizama, na katerih je bilo začrtanih 16 
kategorij razdalj, je torej predstavljala naše merilno okolje. 
 
Zajeti so bili trije meritveni cikli, za vsako kategorijo oziroma razdaljo po 30 
primerov. Skupno je za vsako kategorijo to predstavljalo 90 primerov, 30 iz vsakega 
meritvenega cikla. 
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Zaradi velikih razdalj (do 160 cm) je bilo potrebno opazovati širši signal okoli 
maksimalne vrednosti, zaznane ob oddanem signalu. Odboj na 160 cm prepotuje 
razdaljo 320 cm, kar se preračuna v približno 460 vzorcev. To pomeni, da moramo 
razširiti naše opazovanje signala v desno stran maksimalne vrednosti signala. Pri 
predstavi je v pomoč slika 5.Error! Reference source not found.. Na desno stran 
maksimalne vrednosti je bilo vzetih kar 600 vzorcev, zato je bil signal na koncu velik 
701 vzorcev, kar pa je enako vhodnemu parametru nevronov nevronske mreže. 
Podrobnejši opis obdelave signala je opisan v poglavju 5.2. 
 
TEST 1: 
Prvi test pregleduje pravilno delovanje nevronske mreže in vzpostavlja osnovo 
za primerjanje nadaljnjih testov. Ukvarja se z vsakim zajetim setom posamično, pri 
čemer so razredi posameznih setov načrtno povsem naključno pomešani. Razmerja 
med razredi so ohranjena.  Slika 6.1 simbolizira predhodno obdelavo podatkov. S tem 
je bilo preverjeno delovanje nevronske mreže -  namreč to, ali v premešanih podatkih 
ni nobenih smiselnih struktur.  
 
 
Slika 6.1: Simbolični prikaz mešanja zgolj razredov 
 
Za deljenje na učne in testne primere je bilo uporabljeno razmerje 2:1, torej 60 
učnih in 30 testnih primerov vsake kategorije. Nevronsko mrežo pri navedenem testu 
sestavlja 701 vhodnih nevronov, 701 nevronov skritega sloja in 16 izhodnih nevronov.  
Posamezni sloji so med seboj polno povezani, kar pomeni da je vsak nevron prejšnjega 
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sloja povezan z vsemi nevroni trenutnega sloja. Število iteracij učenja nevronske 
mreže je 300 in lambda predstavlja vrednost 0.01. 
 
Test je bil s prvim meritvenim ciklom ponovljen petkrat. Povprečje petih 
rezultatov je sledeče. Natančnost na učni množici je 17,00%. S povečanjem števila 
iteracij se natančnost nekoliko poveča - pri vrednosti 1000 iteracij učenja se le ta 
poveča za približno 3,00%. Povprečje natančnosti na testni množici je 6,12% in se 
kljub povečanju iteracij učenja ne povečuje. Odstopanje1 zavzema povprečno 
vrednost 5.39 in odstopanje2 vrednost 5.74. Če pretvorimo odstopanje1 v mero 
razdalje, bi model imel povprečno napako 53.9 cm na učni primer. 
 
Enak test smo ponovili tudi za druga dva meritvena cikla in dobili zelo podobne 
rezultate. 
 
Kot pričakovano rezultati nakazujejo, da model podatkov brez smiselnih 
povezav ne napoveduje dobro. Uspešnost na testni množici nakazuje, da je model 
enako dober, kot če bi naključno ugibali med šestnajstimi razredi (100/16 = 6.25%). 
Model se je kar se da dobro poskusil prilagoditi učni množici, vendar, ker v pomešanih 
podatkih ni skoraj nobenega vzorca, mu povezav ali podobnosti ni uspelo najti. 
 
TEST 2: 
Drugi test predstavlja učenje nevronske mreže vsakega meritvenega cikla 
posebej – 30 primerov vsakega meritvenega razreda. Nevronska mreža ter parametri, 
uporabljeni pri tem testu, so enaki kot opisani pri testu 1, z izjemo predhodnega 
mešanja razredov. Podatke naključno premešamo le znotraj posamezne kategorije. S 
tem dobimo ob vsakem zagonu progama drugih 20 učnih primerov in drugih 10 testnih 
primerov. 
 
Tokrat so v podatkih očitni vzorci, vidni tudi s prostim očesom, kar nevronska 
mreža jasno podpre s 100,00% uspešnostjo na učni in testni množici. Ob taki 
natančnosti sta obe odstopanji posledično enaki nič.  
 
Enak test je bil ponovljen tudi za ostala dva meritvena cikla, pri čemer je rezultat 
enak - torej 100,00% uspešnost na testni in učni množici. 
 
Interpretacija rezultatov nam pove, da model dobro loči med posameznimi 
kategorijami in da je merjenje razdalje preko zvočnega odboja mogoče. Pri omenjenih 
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rezultatih pa je potrebno opozoriti, da je pri vseh meritvenih ciklih telefon za 
posamezni razred stal popolnoma nepremično. Podobnost signalov je zato zelo velika, 
kar nakazuje tudi slika 6.Error! Reference source not found.. Nimamo torej 
raznolikosti primerov. 
 
 
Slika 6.2: Skoraj popolno prekrivanje 30 signalov enega razreda zajetih v enem meritvenem ciklu. 
 
Časovno podrobnejši vpogled, ki predstavlja slika 6.3, nam pokaže, da se vseh 
30 primerov zares prekriva z izjemno majhnimi odstopanji. 
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Slika 6.3: Povečava slike 6.2 v dokaz skoraj popolnemu prekrivanju 30 signalov 
TEST 3: 
Test 3 prestavlja združene podatke treh meritvenih testov z enako obdelavo kot 
pri testu 2. Podatke vseh treh meritvenih testov predhodno združimo, da dobimo 90 
primerov za posamezno kategorijo. Nato posamezne kategorije, tokrat združenih 90 
primerov, naključno premešamo in razdelimo na učne in testne primere. Ohrani se 
enako razmerje za deljenje primerov na učne in testne primere, torej 2:1. Prav tako se 
uporabljajo enaki parametri nevronske mreže in učenja. Število iteracij učenja je 300 
in lambda ima vrednost 0,01. Nevronska mreža je sestavljena iz 701 vhodnih 
nevronov, 701 polno povezanih nevronov skritega sloja in 16 nevronov zadnjega sloja. 
 
Rezultati so popolnoma enaki prejšnjemu testu 2. Učna in testna točnost 
predstavljata 100,00% napovedovanje. To v primerjavi s testom 2 predstavlja 
napredek, saj sedaj uporabljamo 3 različne meritvene teste, ki so bili ustvarjeni v 
različnih pogojih. Raznolikost primerov se veča, napovedi pa so še vedno popolne.   
 
TEST 4: 
Test 4 predstavlja učenje nevronske mreže dveh meritvenih ciklov in uporabo 
tretjega za testno množico. Vse ostale karakteristike modela in učenja so ostale enake. 
Število iteracij je 300, lambda 0,01, nevronska mreža je velikosti 701 vhodnih, 701 
vmesnih in 16 končnih nevronov.  
 
Tabela 6.1 predstavlja rezultate treh možnih kombinacij, za vsako zgolj enega 
učenja in testiranja nevronske mreže. CD1, CD2, CD3 predstavljajo okrajšavo za 
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»collectedData1«, »collectedData2« in »collectedData3«, kar predstavlja posamezni 
meritveni cikel. 
 
 
Tabela 6.1: Dva meritvena cikla kot učna in en kot testna množica. 
Učna množica Testna 
množica 
Učna točnost Testna 
točnost 
Odstopanje1 Odstopanje2 
CD1 + CD2 CD3 100,00 62,29 2,46 6,51 
CD1 + CD3 CD2 100,00 49,37 2,28 4,50 
CD2 + CD3 CD1 100,00 56,46 1,31 3,00 
 
 
Učenje in testiranje uspešnosti delovanja nevronske mreže je za vsako 
kombinacijo, navedeno v tabeli 6.1, potekalo samo enkrat. Ker se ob začetku učenja 
uteži generirajo naključno, je mogoče, da bi ob ponovitvi učenja ter testiranja prišli do 
nekoliko drugačnih rezultatov, pri čemer pa bi odstopanja bila precej majhna. Ker 
vzvratno propagiranje oziroma v angleščini »back-propagation« nevronske mreže pri 
popravljanju uteži upošteva vse učne primere hkrati, ostale kombinacije učne množice 
(CD2, CD1), (CD3, CD1) in (CD3, CD2) niso potrebne. 
 
Rezultati kažejo, da napovedi niso povsem naključne, kot je to bilo pri očitno pri 
testu 1 (naključno pomešani razredi znotraj vseh podatkov), vendar vseeno nevronska 
mreža še ni zelo uspešna pri napovedovanju. Težava, ki preprečuje, da bi nevronska 
mreža lahko bolj uspešno napovedovala še nikoli prej videne primere, je morda v 
napačno nastavljenih parametrih ali premajhnem številu podatkov.  
 
V nadaljevanju sledi tabela 6.2, ki prikazuje poskuse izboljšanja uspešnosti 
nevronske mreže preko spreminjanja regularizacije ali dodajanja novih slojev 
nevronske mreže. Testiranja so bila izvedena zgolj na razporeditvi učne in testne 
množice prikazane v prvi vrstici. Torej »collectedData1« in »collectedData2« sta 
predstavljala učno množico, preostali »collectedData3« pa predstavlja testno množico. 
Povečevanje števila iteracij se – kot je razvidno iz slike 6.Error! Reference source 
not found. prikaza vrednosti cenilne funkcije - ne bi izplačalo. Podobne grafe cenilne 
funkcije je bilo moč zaslediti tudi pri spreminjanju ostalih parametrov učenja, zato je 
število iteracij povsod ostalo na vrednosti 300. 
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Slika 6.4: Zmanjševanje vrednosti cenilne funkcije z povečevanjem števila iteracij. 
 
 
Tabela 6.2: Poizkus izboljšave (dva meritvena cikla kot učna in en kot testna množica) s 
spreminjanjem lambde in oblike nevronske mreže. 
  
Lambda Oblika nevronske mreže Učna 
točnost 
Testna 
točnost 
Odstopanje1 Odstopanje2 
0.01 701-701-16 100,00 62,29 2,40 6,38 
0.03 701-701-16 100,00 54,00 2,67 5,82 
0.1 701-701-16 100,00 62,29 2,42 6,44 
0.01 701-701-701-16 100,00 56,60 3,61 8,33 
0.1 701-701-701-16 100,00 43,75 4,17 7,42 
0.3 701-701-701-16 100,00 43,54 3,63 6,44 
0.1 701-701-701-701-16 100,00 31,87 4,95 7,27 
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Spreminjanje nobenega izmed parametrov ni prispevalo k boljši napovedni 
uspešnosti. Ne glede na spreminjanje parametrov nevronske mreže napoved 
najverjetneje ne bi bila uspešnejša od 62%. Problem je najvrejetneje v podatkih. 
Nezadostna raznolikost podatkov onemogoča, da bi se nevronska mreža uspela naučiti 
nekega generalnega vzorca, ki bi dobro napovedoval tudi malenkost različne vzorce 
od teh, ki jih je že videl. 
 
Nazadnje je bila preizkušena uspešnost nevronske mreže ob spremembi velikosti 
učnih in testrnih podatkov. Spremembe se nananšajo na originalni del četrtega testa. 
V učne podatke je bil poleg dveh meritvenih ciklov dodan še en primer tretjega 
meritvenega cikla. Razmerje med učno in testno množico je 61:29, kar pomeni dva 
meritvena cikla plus en primer kot učna množica in vsi primeri razen enega znotraj 
zadnjega meritvenega cikla kot testna množica. Parametri nevronske mreže so bili 
posodobljeni na originalne vrednosti, nato pa je sledil ponovem preizkus modela. 
Vrednost lambde je 0,01, število iteracij 300 oblika nevronske mreže pa je 701 vhodnih 
nevronov, 701 vmesnih in 16 nevronov zadnjega sloja. 
 
Tabela 6.3 prikazuje rezultate enega testiranja vseh treh kombinacij meritvenih 
ciklov. CD1, CD2, CD3 predstavljajo okrajšavo za »collectedData1«, 
»collectedData2« in »collectedData3«, kar predstavlja posamezni meritveni cikel. 
 
 
Tabela 6.3: Izboljšava (dva meritvena cikla kot učna in en kot testna množica) z dodajanjem enega 
primera tretjega meritvenega cikla v učno množico. 
 
Učna množica Testna 
množica 
Učna točnost Testna 
točnost 
Odstopanje1 Odstopanje2 
CD1 + CD2 +1 CD3 -1 100,00 100,00 0,00 0,00 
CD1 + CD3 +1 CD2 -1 100,00 100,00 0,00 0,00 
CD2 + CD3 +1 CD1 -1 100,00 100,00 0,00 0,00 
 
 
Rezultati nakazujejo, da model odlično napoveduje vse primere. Problem je bil 
torej v neprilagojenosti nevronske mreže na še ne videne primere. V kolikor je bil 
dodan zgolj en primer novega seta podatkov, je model pravilno napovedal vseh 29 
preostalih primerov za vsako kategorijo, ne glede na testirani meritveni cikel. Iz tega 
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sledi zaključek, da je potrebnih več različnih primerov, zajetih ob različnem času 
oziroma ob različnih pogojih. S tem bodo napovedi modela bolj generalizirane. 
 
Razlika med testom 2 in testom 4 je v tem, da pri testu 2 še nismo vedeli, da za 
popolno napovedovanje enega meritvenega cikla zadostuje učenje na enem samem 
primeru znotraj tega meritvenega cikla. Test 2, opravljen z razmerjem učne in testne 
množice 1:29 na posamezni testni množici, kaže, prav tako kot test 4, popolno 
napovedovanje. 
 
6.1.2 Maksimalna natančnost 
Merjenje maksimalne natančnosti se je odvijalo v drugačnem okolju, kot 
merjenje maksimalne razdalje. Nočna omarica je bila postavljena poleg stene, na njej 
pa prilepljen lepilni trak z označenimi razdaljami. Zajeti so bili trije meritveni cikli po 
30 ponovitev za vsakega od 11 razredov. Kategorije posnetkov si sledile od 90 mm do 
100 mm razdalje, z 1 mm razliko med vsako posamezno kategorijo. 
 
Zaradi krajših razdalj smo zmanjšali tudi število opazovanih vzorcev desno od 
maksimalne vrednosti signala na vrednost 200. Za zajem odboja na 100 mm razdalje 
je zadostovalo skupno 301 vzorcev signala, kar pa je enako vhodnemu številu 
nevronov nevronske mreže. Slika 5.Error! Reference source not found. kaže 
identično velikost obdelanih primerov signala. 
 
Nevronska mreža je vsebovala 301 vhodnih nevronov, 301 nevronov znotraj 
skritega sloja in 11 nevronov zadnjega sloja. Lambda je predstavljala vrednost 0,01, 
število iteracij učenja pa vrednost 300. 
 
Postopek raziskave je za razliko od poglavja 6.1.1 »Maksimalna razdalja«, krajši 
in vsebuje zgolj en test. Ta test je identičen končnemu testu 4 omenjenega poglavja 
6.1.1. V učne podatke je bil poleg dveh meritvenih ciklov dodan še en primer tretjega 
meritvenega cikla. Razmerje med učno in testno množico je 61:29, kar pomeni dva 
meritvena cikla plus en primer kot učna množica in vsi primeri razen enega znotraj 
zadnjega meritvenega cikla kot testna množica. 
 
Tabela 6.4 prikazuje rezultate enega testiranja, vseh treh kombinacij meritvenih 
ciklov. CD1, CD2, CD3 predstavljajo okrajšavo za »collectedData1«, 
»collectedData2« in »collectedData3«, kar predstavlja posamezni meritveni cikel. 
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Tabela 6.4: Maksimalna natančnost - dva meritvena cikla kot učna in en kot testna množica z dodanim 
primerom tretjega meritvenega cikla v učno množico. 
 
Učna množica Testna 
množica 
Učna točnost Testna 
točnost 
Odstopanje1 Odstopanje2 
CD1 + CD2 +1 CD3 -1 100,00 91.22 0.09 1,00 
CD1 + CD3 +1 CD2 -1 100,00 100,00 0,00 0,00 
CD2 + CD3 +1 CD1 -1 100,00 100,00 0,00 0,00 
 
 
Odstopanje v rezultatih prve vrstice je nastopilo, saj izbrani primer tretjega 
meritvenega cikla ni bil dovolj podoben ostalim primerom. Najverjetneje se je v času 
meritve omenjenega primera zgodil večji šum. Vsi testni primeri tistega razreda so bili 
zato klasificirani kot za milimeter večja razdalja, kot so bili sicer.  
 
V splošnem to predstavlja zelo dobre rezultate, saj je model zmožen na milimeter 
natančno (maksimalna natančnost) klasificirati odboj od stene in napovedati pravilno 
vse do  razdalje 160 cm (maksimalna razdalja), v kolikor je zelo podoben signal že 
videl in se je tega že vsaj na enem primeru učil. 
 
Ali je model zmožen prepoznave razdalje brez zelo podobnega primera, bodo 
pokazala nadaljnja testiranja. Rezultati že na tej točki testiranja kažejo obetavno 
napoved. 
Za nadaljnje delo je potreben torej zajem podatkov v različnih pogojih (vlaga, 
temperatura, druge ovire in geometrije merilnega prostora), ob različnih časih in 
predvsem z namerno človeško napako, da model dobi čim bolj generalno sliko razreda 
razdalje.  
 
6.2 Generalizacija 
 
Za nadaljevanje je bilo potrebno zajeti več primerov v različnih pogojih. Zaradi 
izredne podobnosti signalov enega meritvenega cikla, kot je to prikazano na sliki 6.2 
in 6.3 prekrivanja tridesetih signalov, signali niso bili več zajeti v sklopih po 30 
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primerov, temveč zgolj po 5. Postopek zajemanja signalov se je s tem pospešil. Za kar 
se da generalno sliko odboja na določeni razdalji so bili meritveni cikli opravljeni 
dvajsetkrat ob različnih delih dneva. Prav tako ni bilo pomembno, ali pri zajemu 
telefon ni bil popolnoma poravnan, saj je bil cilj, da nevronska mreža upošteva tudi 
vpliv naravne človeške napake. Pomembno je bilo, da odstopanje ni bilo večje od 
polovice razdalje med meritvami. Torej za meritev z razredi, razmaknjenimi 1 
centimeter, je bilo največje dovoljeno odstopanje +/- 0,5 centimetra. Pri meritvah z 
razredi, razmaknjenimi 1 milimeter, je bilo največje dovoljeno odstopanje +/- 0,5 
milimetra. V praksi je odstopanje pri centimetrskih razredih bilo zgolj 1-2 mm, 
maksimalno 3 mm. 
 
Ker v prostoru za merjenje maksimalne dolžine ni bilo več mogoče zajemati 
podatkov, so bili podatki zajeti najprej zgolj za razrede od 90 milimetrov do 100 
milimetrov s po 1 milimeter razmaka med razredi, nato pa še od 10 centimetrov  do 20 
centimetrov s po 1 centimeter razmaka med razredi. Testa za obe meritvi sta med seboj 
ločena, saj imata različen interval dolžine med kategorijami, izdelan nevronski 
klasifikator pa ne more obravnavati obeh skupaj. 
 
6.2.1 Centimetrska natančnost 
Obseg centimetrskih meritev predstavlja dvajsetih meritvenih ciklih, pri katerem 
je 11 razredov od 10 do 20 cm med seboj oddaljenih po 1 centimeter. Vsaka kategorija 
znotraj meritvenega cikla je vsebovala pet zaporednih zajemov posnetkov. Kot že 
omenjeno so posamezni meritveni cikli bili snemani v različnih pogojih in se zaradi 
tega med seboj nekoliko razlikujejo. Še vedno pa oddražajo isto razdaljo oziroma 
oddboj zvočnega valovanja. Skupaj je bilo za vsako kategorijo zbranih 100 signalov - 
po 5 zajemov za vsak izmed 20ih meritvenih ciklov. 
 
TEST 1: 
Test 1 podatke vseh meritvenih ciklov najprej združi in znotraj posameznih 
kategorij premeša med seboj. Nato so bili za vsak razred razdeljeni na učne in testne 
podatke v razmerju 3:1, kar je predstavljalo 75 učnih in 25 testnih podatkov. 
Nevronska mreža je bila sestavljena iz 301 vhodnih nevronov, 301 polnopovezanih 
nevronov in pa končnih 11 nevronov, ki napovedujejo razred. Število iteracij je bilo 
povečano na 1000, da je nastalo dobro prileganje na učne podatke, vrednost lambde 
pa je ostala 0.01. Povprečeni rezultati petih meritev so prikazani v tabeli 6.5. 
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Tabela 6.5: Centimetrska natančnost dvajsetih meritvenih ciklov. 
 
Učna točnost Testna točnost Odstopanje1 Odstopanje2 
100,00 99,27 0,01 1.30 
 
 
Tabela napak 6.6 (angl. confusion matrix)  prikazuje število pravilnih napovedi 
(diagonala) in število napačnih napovedih. Vrstice predstavljajo dejanski razred, 
medtem ko stolpci predstavljajo napovedi. Na testni množici je bilo opravljeno pet 
testnih ponovitev. Rezultati vseh pet testov so sešteti v tabeli 6.6. 
 
 
Tabela 6.6: Matrika napak centimetrske natančnosti (poglavje Generalizacija) 
Pravi razred navzdol. 
Napovedana vrednost 
desno. (v cm) 
10 11 12 13 14 15 16 17 18 19 20 
10 123 0 0 2 0 0 0 0 0 0 0 
11 0 122 3 0 0 0 0 0 0 0 0 
12 0 0 125 0 0 0 0 0 0 0 0 
13 0 0 0 125 0 0 0 0 0 0 0 
14 0 0 0 0 125 0 0 0 0 0 0 
15 0 0 0 0 0 125 0 0 0 0 0 
16 0 0 0 0 0 0 125 0 0 0 0 
17 0 0 0 0 0 0 2 123 0 0 0 
18 0 0 0 0 0 0 0 0 125 0 0 
19 0 0 0 0 0 0 0 0 0 122 3 
20 0 0 0 0 0 0 0 0 0 0 125 
 
 
Iz rezultatov je moč videti, da nevronska mreža sicer ne popolno, vendar zelo 
dobro prepoznava razrede. Iz tabele napak 6.6 vidimo tudi, da so napačno napovedani 
razredi blizu dejanskim razredom, kar pomeni, da se mreža dobro uči vzorcev v 
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podatkih in prepozna, da so nekateri razredi podobni drugim (razredi, ki so si med 
seboj bližje, so si bolj podobni). 
 
Iz testa je razvidno tudi, da se uspešnost napovedovanja med razredi razlikuje. 
Podatke znotraj posameznega razreda naključno premešamo, zato je velika verjetnost, 
da bo v skupini 75 učnih primerov vsaj en primer iz vsakega meritvenega cikla. 
Predpostavljajoč iz prejšnjih rezultatov (poglavje 6.1.1, testa 2) izrednih podobnosti 
zaporednih meritev znotraj meritvenih ciklov posameznega razreda, bi morala 
nevronska mreža ob videnju enega primera napovedati ostale štiri pravilno. Kljub temu 
se zgodi, da je določen primer dovolj drugačen, da ga nevronska mreža napove v 
napačno skupino. Morda zaradi šuma, kot se je to najverjetneje zgodilo pri poglavju 
6.1.2 maksimalne natančnosti. Prav tako se kljub nizki verjetnosti lahko zgodi tudi, da 
med 75 primerov učnega primera iz enega cikla ni bilo.  
 
TEST 2: 
V testu 1 smo ugotovili, da obstaja veliko naključnih dejavnikov, ki bi lahko 
vplivali na rezultate nevronske mreže. Z željo, da eliminiramo naključje testiranja, 
spremenimo podatke. Namesto petih primerov na razred meritvenega cikla sedaj iz 
posameznega meritvenega cikla vzamemo zgolj en podatek. S tem se je moč izogniti 
temu, da se nevronska mreža nauči predvidevanja na podlagi že videnih podobnih 
primerov. Ker imamo znotraj vseh meritvenih ciklov pet zaporednih zajemanj, je lahko 
test opravljen petkrat in vsakič z drugimi podatki. 
 
V posameznem od petih testov z različnimi podatki imamo torej 20 primerov 
vsake kategorije. Nevronska mreža ostaja velikosti 301 začetnih, 301 skritih in 11 
končnih nevronov. Stopnja regularizacije je 0,01 in število ponovitev 300. 
 
Rezultate petih testiranj smo nato tako kot pri testu 1 povprečili v tabeli 6.7 
Tabela napak 6.8 pa predstavlja seštevek vseh petih testiranj. 
 
 
Tabela 6.7: Povprečje rezultatov petih testov 
Učna točnost Testna točnost Odstopanje1 Odstopanje2 
100,00 66,91 0,34 1,02 
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Tabela 6.8: Matrika napak centimetrske natančnosti pri povprečju petih testiranj 
Pravi razred navzdol. Napovedana 
vrednost desno. (v cm) 
10 11 12 13 14 15 16 17 18 19 20 
10 22 3 0 0 0 0 0 0 0 0 0 
11 1 17 6 1 0 0 0 0 0 0 0 
12 0 6 12 7 0 0 0 0 0 0 0 
13 0 0 4 16 5 0 0 0 0 0 0 
14 0 0 1 3 14 7 0 0 0 0 0 
15 0 0 0 0 2 18 5 0 0 0 0 
16 0 0 0 0 0 3 17 5 0 0 0 
17 0 0 0 0 0 0 6 15 4 0 0 
18 0 0 0 0 0 0 0 10 14 1 0 
19 0 0 0 0 0 0 0 0 4 18 3 
20 0 0 0 0 0 0 0 0 0 4 21 
 
 
Napak je tokrat več, kar pove  testna točnost in odstopanje1 vendar so nekoliko 
bližje pravemu razredu. Model napoveduje za 0,3 cm bližje pravemu razredu, ko ta 
naredi napako, kakor pri testu 1, kar nam pove primerjava odstopanj2. To pomeni, da 
model lepo generalizira glede na podane podatke, vendar je podatkov najverjetneje 
zaenkrat še premalo, da bi se dodobra uspel naučiti povezave.  
 
Z dodajanjem novih podatkov, bi po največji verjetnosti bilo moč še izboljšati 
uspešnost napovedovanja nevronske mreže. Prav to pa je cilj testov v naslednjem 
poglavju. 
 
6.2.2 Milimetrska natančnost 
Obseg milimetrskih meritev je dvajset meritvenih ciklov, pri katerem je 11 
razredov od 90 do 100 mm med seboj oddaljenih po 1 milimeter. Vsaka kategorija 
znotraj meritvenega cikla je vsebovala 5 zaporednih zajemov posnetkov. Kot že 
omenjeno so posamezni meritveni cikli bili snemani v različnih pogojih in se zaradi 
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tega med seboj nekoliko razlikujejo. Še vedno pa oddražajo isto razdaljo oziroma 
oddboj zvočnega valovanja. Skupaj je bilo za vsako kategorijo zbranih 100 signalov - 
po 5 zajemov za vsak izmed 20ih meritvenih ciklov. 
 
TEST 1: 
Test 1 pri milimetrski natančnosti predstavlja identičen test kot pri centimetrski 
– edina razlika je v podatkih. Podatki so enako zajeti v 20 meritvenih ciklih po 5 
zaporednih ponovitev za 11 razredov. Razredi predstavljajo razdalje od 90 mm do 
vključno 100 mm, med njimi pa je 1 mm razlike. 
 
Vsi ostali parametri učenja in oblika nevronske mreže ostajajo enaki, kot pri 
centimetrski natančnosti prvega testa. Nevronska mreža ima obliko 301-301-11 in 
lambda je 0,01. Zmanjšano je bilo je število iteracij, saj se je model že pri vrednosti 
300 iteracij dodobra naučil prepoznavanja vzorcev. Povprečje rezultatov petih testiranj 
je prikazano v tabeli 6.Error! Reference source not found.. 
 
 
Tabela 6.9: Povprečje rezultatov petih testiranj – milimetrska natančnost 
Učna točnost Testna točnost Odstopanje1 Odstopanje2 
100 100 0 0 
 
 
Rezultati so za milimetrsko natančnost zelo dobri. Glede na to, da rezultati pri 
testiranju centimetrske natančnosti niso bili tako dobri, taka uspešnost testiranja ni bila 
pričakovana. Vzrok je morda v manjšem manevrskem prostoru pri zajemanju meritev, 
torej bolj natančno izvedene meritve, kar pomeni več podobnih primerov. Lahko pa 
zaradi manjše razdalje potovanja signala in s tem manjše slabljenje odboja, posledično 
večje odstopanje od šuma. 
 
TEST 2: 
Test 2 je enak kot tisti pri centimetrski natančnosti, le da so tako kot pri testu 1 
milimetrske natančnosti podatki prilagojeni na milimetrsko natančnost. Namesto vseh 
5 zaporednih meritev znotraj enega meritvenega cikla smo za podatke vzeli zgolj en 
podatek za vsako kategorijo. S tem smo onemogočili učenje na še nevidnih primerih. 
Podatke smo razdelili na 15 učnih in 5 testnih, v razmerju 3:1, tako kot do sedaj.  
Razredi od 90 mm do 100 mm z 1 mm koraki, lambda predstavlja vrednost 0,01 in 
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nevronska mreža ima obliko 301-301-11. Tudi tukaj je bilo za 100% uspešnost 
napovedovanja učnih podatkov potrebno število iteracij le 300. V tabeli 6.Error! 
Reference source not found. prikazano povprečje petih testov nevronske mreže, 
vsakič z drugimi podatki. V tabeli napak 6.11 pa so pojavitve napak oziroma pravilnih 
napovedi seštete. 
 
 
Tabela 6.10: Povprečje petih testov 
Učna točnost Testna točnost Odstopanje1 Odstopanje2 
100,00 96,73 0,11 3,17 
 
 
Tabela 6.11: Tabela napak – milimetrska natančnost, test 2 
Pravi razred navzdol. Napovedana 
vrednost desno. (v cm) 
10 11 12 13 14 15 16 17 18 19 20 
10 25 0 0 0 0 0 0 0 0 0 0 
11 0 25 0 0 0 0 0 0 0 0 0 
12 0 0 20 0 4 0 0 1 0 0 0 
13 0 0 0 24 0 0 1 0 0 0 0 
14 0 0 0 0 25 0 0 0 0 0 0 
15 0 0 0 0 0 25 0 0 0 0 0 
16 0 3 0 0 0 0 22 0 0 0 0 
17 0 0 0 0 0 0 0 25 0 0 0 
18 0 0 0 0 0 0 0 0 25 0 0 
19 0 0 0 0 0 0 0 0 0 25 0 
20 0 0 0 0 0 0 0 0 0 0 25 
 
 
Tudi to testiranje kaže zelo dobre rezultate - zopet nad pričakovanji glede na 
rezultate testiranja centimetrske natančnosti. Edina pomanjkljivost tega modela se vidi 
v odstopanju2, ki pokaže, da v primeru napačne napovedi modela, le ta v povprečju 
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odstopa za tri razrede. Čeprav gre v tem primeru za odstopanje zgolj treh milimetrov 
(na pram odstopanju enega centimetra pri testu 2 centimetrske natančnosti), pa gre v 
tem primeru vseeno za večjo napako, če jo namesto v milimetrih izrazimo v razredih. 
Z večjim številom primerov, bi model potencialno bolje naučili in s tem znižali 
odstopanje2. 
 
6.3 Ustvarjanje novih podatkov 
Da bi model še bolj izboljšali bomo digitalno ustvarili veliko količino novih 
podatkov. Izhodiščni podatki bodo podatki iz poglavja 6.2 (Generalizacije), torej 20 
meritvenih ciklov po 5 zaporednih meritev na razred. Razredi pa se bodo ločili na 
centimetrsko natančnost in milimetrsko natančnost, vsak z 11 razredi.  
 
Novi podatki so bili ustvarjeni tako, da je vsak izmed podatkov poglavja 6.2 
(Generalizacije) predstavljal osnovo dvajsetim unikatnim digitalno ustvarjenim 
podatkom. Vsak posamezen signal je bil zamaknjen za do dvajset vzorcev levo ali 
desno, nato pa mu je bil na koncu dodan še signal, naključen šum. V kolikor je bil 
signal zamaknjen v desno smo morali na levem začetku dodati beli šum, da smo zopet 
dobili signal enakega števila vzorcev.  Prav tako je bil vsakemu pri vrednosti približno 
200 vzorcev dodan naključno oslabljen signal, po obliki in frekvenci enak oddanemu 
signalu. S tem so bili umetno ustvarjeni novi odboji, do katerih bi pri merjenju v praksi 
lahko prišlo, v kolikor bi v meritvenem prostoru bil prisoten še kakšen dodaten objekt 
poleg telefona. Primer treh prekrivajočih se signalov, ki so nastali iz enega samega 
osnovnega signala, je prikazan na sliki 6.Error! Reference source not found.. 
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Slika 6.5: Primer treh generiranih podatkov, ki so nastali iz enega signala.  
 
Tako kot pri poglavju generalizacija sta bila tudi na tej točki raziskave opravljena 
dva testa. Oba testa sta bila izvajana zgolj enkrat, saj je učenje na tolikšnem številu 
podatkov zamudno.  
 
6.3.1 Centimetrska natančnost 
Centimetrska natančnost zajema razširjene podatke dvajsetih meritvenih ciklov, 
katere sestavlja 11 razredov, ki po dolžini merijo od 10 do 20 cm ter so med seboj 
oddaljeni en centimeter. Vsaka kategorija vsebuje 2.000 unikatnih primerov. Skupno 
to predstavlja 42.000 podatkov zvočnega odboja. 
 
Test 1: 
Znotraj posamezne kategorije so podatki med seboj pomešani. Nato so razdeljeni 
na učne in testne podatke v razmerju 3:1, kar je 1.500 učnih podatkov in 500 testnih 
podatkov. Nevronsko mrežo sestavlja 301 vhodnih nevronov, 301 polnopovezanih 
nevronov in pa končnih 11 nevronov, ki napovedujejo razred. Število iteracij je bilo 
povečano na 1.000 z namenom boljšega prileganja na učne podatke, vrednost lambde 
pa je ostala 0.01. Rezultati enega testa so prikazani v tabeli 6.Error! Reference source 
not found. in tabeli napak 6.Error! Reference source not found..  
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Tabela 6.12: Rezultati enega testa – test 1, centimetrska natančnost 
Učna točnost Testna točnost Odstopanje1 Odstopanje2 
99,51 98,47 0,02 1,18 
 
 
Tabela 6.13: Tabela napak – test 1, centimetrska natančnost 
Pravi razred navzdol. 
Napovedana vrednost desno. 
(v cm) 
10 11 12 13 14 15 16 17 18 19 20 
10 499 0 0 0 0 0 0 0 0 1 0 
11 0 492 8 0 0 0 0 0 0 0 0 
12 0 5 484 11 0 0 0 0 0 0 0 
13 0 0 6 486 8 0 0 0 0 0 0 
14 0 0 0 0 496 3 1 0 0 0 0 
15 0 0 0 0 0 492 8 0 0 0 0 
16 0 0 0 0 0 4 477 19 0 0 0 
17 0 0 0 0 0 0 7 493 0 0 0 
18 0 0 0 0 0 0 0 2 498 0 0 
19 0 0 0 0 0 0 0 0 0 500 0 
20 0 0 0 1 0 0 0 0 0 0 499 
 
 
Rezultati kažejo zelo podobno sliko kot tisti  iz poglavja 6.2.1 (centimetrska 
natančnost). Pomembno je upoštevati, da je bila tokrat količina podatkov mnogo večja, 
hkrati pa so si bili le ti med seboj še bolj različni. Iz tega je moč sklepati, da je 
nevronska mreža sposobna prepoznave oblike signala odboja na določeni razdalji – to 
je bilo preverjeno z zamiki signalov. Prav tako je sposobna izločiti relevanten del 
korelacijske funkcije, kar predstavljata zgolj prva dva vrhova, ki predstavljajta vrh 
oddanega signala in odboja signala. Vse ostale odboje, ki se pojavljajo za tem, ter 
njihove vrhove, je nevronska mreža pravilno prezrla. 
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TEST 2: 
Pri testu 2 je bil podobno kot pri testu 2 poglavja »Generalizacije« odstranjen 
faktor naključja, poleg tega pa je zadnjih 500 podatkov vsake kategorije bilo 
redefiniranih v testno množico. To pomeni, da bo zadnjih pet razširjenih meritvenih 
setov služilo kot še nevideni podatki - testna množica. Razširjeni v tem primeru 
pomeni iz petih primerov posameznega razreda meritvenega cikla umetno 
zgeneriranih 100 unikatnih podatkov. Vsi ostali parametri so ostali enaki, kot pri testu 
1. 
Tabela 6.Error! Reference source not found. in tabela napake 6.Error! 
Reference source not found. prikazujeta rezultate zgolj ene ponovitve testiranja.  
 
Tabela 6.14: Tabela rezultatov – test 2, centimetrska natančnost 
Učna točnost Testna točnost Odstopanje1 Odstopanje2 
99,65 70,13 0,36 1,22 
 
Tabela 6.15: Tabela napak – test 2, centimetrska natančnost 
Pravi razred navzdol. 
Napovedana vrednost desno. 
(v cm) 
10 11 12 13 14 15 16 17 18 19 20 
10 499 0 0 0 0 0 0 0 0 1 0 
11 0 492 8 0 0 0 0 0 0 0 0 
12 0 5 484 11 0 0 0 0 0 0 0 
13 0 0 6 486 8 0 0 0 0 0 0 
14 0 0 0 0 496 3 1 0 0 0 0 
15 0 0 0 0 0 492 8 0 0 0 0 
16 0 0 0 0 0 4 477 19 0 0 0 
17 0 0 0 0 0 0 7 493 0 0 0 
18 0 0 0 0 0 0 0 2 498 0 0 
19 0 0 0 0 0 0 0 0 0 500 0 
20 0 0 0 1 0 0 0 0 0 0 499 
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V primerjavi s testom 2 iz poglavja 6.2.1 je moč opaziti rahel napredek pri številu 
napak, kar razberemo iz približno tri procentnega izboljšanja napovedi testnih 
podatkov. Odstopanje1 in Odstopanje2 pa sta nekoliko večji, kar pomeni, da so napake 
večje – napovedi nevronske mreže so bolj oddaljene od pravega razreda. Kljub temu, 
odstopanja tega poglavja na pram odstopanj testa 2 iz poglavja 6.2.1 ne kažejo 
precejšnih razlik. 
 
6.3.2 Milimetrska natančnost 
Milimetrska natančnost zajema razširjene podatke dvajsetih meritvenih ciklov, 
katere sestavlja 11 razredov, ki po dolžini merijo od 90 do 100 mm ter so med seboj 
oddaljeni en milimeter. Vsaka kategorija vsebuje 2.000 unikatnih primerov. Skupno 
to predstavlja 42.000 podatkov zvočnega odboja. Pri obeh testih je lambda 0,01, 
nevronska mreža ima obliko 301-301-11 in razmerje med učno in testno množico je 
3:1. 
 
TEST 1: 
Test 1 predstavlja kategorije od 90 do 100mm z 1 mm razliko med njimi. Edino 
razliko od prejšnjih testiranj predstavlja sprememba vrednosti iteracij na 600, saj je to 
zadostovalo za učenje. Tabela 6.Error! Reference source not found. prikazuje 
rezultate enega testiranja. Tabela napak ni vključena, saj je do napake prišlo zgolj v 
enem primeru. 
 
Tabela 6.16: Rezultati enega testiranja – test 1, milimetrska natančnost 
Učna točnost Testna točnost Odstopanje1 Odstopanje2 
100,000000 99,98 0,00 3,00 
 
Rezultati odražajo uspešno učenje nevronske mreže. Iz njih sledi enaka 
interpretacija kot pri testu 1 poglavja 6.2.2 ter testu 1 centimetrske natančnosti 
poglavja »Ustvarjanje novih podatkov«. Torej, model je zopet prekosil natančnost 
napovedovanja centimetrskih razredov. Vzrok je lahko v manjšem manevrskem 
prostoru pri zajemanju meritev, morda pa so meritve bile zgolj opravljene bolj 
natančno. Sklepamo lahko tudi, da je nevronska mreža sposobna prepoznave oblike 
signala odboja na določeni razdalji – to je bilo preverjeno z zamiki signalov. Prav tako 
je sposobna izločiti relevanten del korelacijske funkcije, kar predstavljata zgolj prva 
dva vrhova, ki predstavljajta vrh oddanega signala in odboja signala. Vse ostale 
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odboje, ki se pojavljajo za tem, ter njihove vrhove, je nevronska mreža pravilno 
prezrla. 
 
TEST 2: 
500 podatkov vsake milimetrske kategorije predstavlja testno množico. Podatki, 
katerih podobnih ni v učnih podatkih oziroma z drugimi besedami 5 razširjenih (iz 1 
primera umetno ustvarjenih 20) meritvenih ciklov je v celoti kot testna množica. 
 
V tabeli 6.Error! Reference source not found. in tabeli napak 6.Error! 
Reference source not found. so prikazani rezultati testa 2. 
 
Tabela 6.17: Rezultati - test 2, milimetrska natančnost 
Učna točnost Testna točnost Odstopanje1 Odstopanje2 
100,00 95,11 0,19 3,95 
 
 
Tabela 6.18: Tabela napak – test 2, milimetrska natančnost 
Pravi razred navzdol. 
Napovedana vrednost desno. 
(v cm) 
10 11 12 13 14 15 16 17 18 19 20 
10 450 0 0 50 0 0 0 0 0 0 0 
11 0 419 0 0 81 0 0 0 0 0 0 
12 0 0 470 0 0 0 0 30 0 0 0 
13 0 0 0 494 0 0 0 0 6 0 0 
14 0 0 0 0 500 0 0 0 0 0 0 
15 0 0 0 0 0 500 0 0 0 0 0 
16 0 92 0 0 0 0 402 0 0 6 0 
17 0 0 0 0 0 0 0 500 0 0 0 
18 0 0 0 0 0 0 0 0 500 0 0 
19 0 0 0 0 0 0 4 0 0 496 0 
20 0 0 0 0 0 0 0 0 0 0 500 
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Pomanjkljivost modela se v tem primeru kaže kot sicer redka, vendar velika 
odstopanja od pravega razreda – povprečna napaka od prave kategorije odstopa za štiri 
razrede. Enako vrsto napak je bilo moč videti pri poglavju 6.2.2 »Generalizacije«. Ob 
pretvorbi iz razredov v mersko enoto dolžine povprečna napaka znaša štiri milimetre. 
Z vidika odstopanja v milimetrih se napaka zdi majhna, vendar ob uporabi 
milimetrskega obsega kategorij, le ta predstavlja precejšnje odstopanje. 
 
6.4 Vrhovi korelacijske funkcije 
Poleg uporabe nevronske mreže obstaja še enostavnejši način za merjenje 
razdalje zvočnega odboja. Ta način je preprosto opazovanje razdalje med dvema 
vrhovoma korelacijske funkcije – ki jo izračunamo med oddanim in sprejetim 
signalom. Kjer je sprejeti signal podoben oddanemu (na mestu sprejema neposrednega 
signala in od ovire odbitih signalov), bo vrednost korelacijske funkcije visoka.  Kjer 
ne bo zaznane nobene podobnosti med zajetim signalom in oddanim signalom, pa bo 
vrednost korelacijske funkcije enaka nič. Na sliki 6.Error! Reference source not 
found. je prikazan primer tako izračunane korelacijske funkcije, kjer sta s pikami 
označeni točki vrhov, ki predstavljata največjo podobnost z oddanim signalom. 
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Slika 6.6: Korelacijska funkcija signala, kjer sta z pikami označena dva vrhova 
Ker se snemanje začne še preden je signal oddan in konča po sprejetju odbitega 
signala, pri korelacijski funkciji nastopita dva vrhova. Prvi in največji vrh predstavlja 
oddan signal, drugi nekoliko oslabljen vrh pa predstavlja prvi, in od opazovane ovire, 
odbiti signal istega oddanega signala.  
 
Razlika med vrhovoma je torej število vzorcev, iz katerih se lahko na podlagi 
znane hitrosti zvoka (343 m/s) in vzorčne frekvence (44100 Hz) izračuna razdaljo do 
ovire. Izračun je opisan z spodnjo enačbo 4. Na koncu je zmnožek deljen z dva, saj 
mora zvok prepotovati dvakratno razdaljo - od telefona do ovire, se odbiti in potovati 
od ovire nazaj do telefona. 
 
Izračun razdalje od telefona do ovire (v metrih) preko vrhov korelacijske 
funkcije odboja: 
 
 Razdalja odboja (v metrih) =  
š𝑡𝑒𝑣𝑖𝑙𝑜 𝑣𝑧𝑜𝑟𝑐𝑒𝑣 𝑚𝑒𝑑 𝑣𝑟ℎ𝑜𝑣𝑜𝑚𝑎∗( 
1
44100 𝐻𝑧
 )∗343
𝑚
𝑠
2
  (0.4) 
 
 
Metoda merjenja razdalje s korelacijsko funkcijo bo analizirana s tremi testi, ki 
se med seboj razlikujejo gleda na podatke. Za vsak test bo uporabljenih več meritvenih 
ciklov z enim zaporednim posnetkom vsakega razreda. Razlog za en zaporedni 
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posnetek je v preveliki podobnosti več zaporednih posnetkov, kar bi pomenilo 
podvajanje podatkov. Prvi test bo predstavljal 10 cm natančnost, drugi centimetrsko 
in tretji milimetrsko. 
 
Vrhovi bodo določeni ročno, saj to glede na majhno število podatkov predstavlja 
še najhitrejšo možnost. Vrh predstavlja vrednost, katere sosednji vrednosti sta nižji od 
opazovanega. Primer vrha je prikazan na sliki 6.Error! Reference source not found.. 
 
Slika 6.7: Primer vrha z označenimi sosednjimi vrednostmi, ki morata bit nižje od sredinskega 
vrha 
 
V kolikor pride do nezmožnosti določanja vrha ali nenavadnega signala zaradi 
takšnih ali drugačnih spremenljivk v okolju, kateremu je nemogoče interpretirati vrh, 
bo signal označen z vprašajem. Rezultati bodo najprej vsebovali vse primere, ne glede 
na nenavadno obliko signala, v naslednjem koraku pa bodo le ti (signali označeni z 
vprašajem) odstranjeni, na kar bo ponovno izračunana točnost merjenja. Mera napake 
Odstopanje1 in Odstopanje2 v tem primeru predstavljata isto število, saj nobena 
napoved ne bo zaokroženo povsem natančna. Iz tega razloga bo napaka imenovana 
zgolj Odstopanje. 
 
6.4.1 Deset centimetrska natančnost 
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V tem preizkusu bomo preverjali natančnost merjenja razdalje z vrhovi 
korelacijske funkcije zajetega odbitega signala, za razrede z 10 centimetrskim 
razmikom. Podatki so sestavljeni iz 3 meritvenih ciklov z eno zaporedno meritvijo za 
vsak izmed 16-ih razredov. Prvo kategorijo predstavlja razdalja 10 cm, nato pa se 
razredi vrstijo vse do razdalje 160 cm z 10 cm razmiki. Rezultati treh ciklov so 
povprečeni za vsak razred. 
 
Pred nadaljevanjem je potrebno omeniti, da bil načrtno spregledan vrh, ki je od 
prvega oddaljen približno 32 vzorcev. Naknadno je bilo ugotovljeno, da ta vrh 
predstavlja zvok, ki je oddan iz sprednjega oziroma vrhnjega zvočnika telefonske 
naprave, s katero je bila izvajana meritev, saj pot od omenjenega zvočnika do 
mikrofona obsega ravno tolikšno število vzorcev. Izključitev tega zvočnika za čas 
meritev na android napravah žal ni mogoča.  
 
Tabela 6.Error! Reference source not found. prikazuje povprečno razliko med 
vrhovi vseh meritvenih ciklov, preračunane izmerjene razdalje in pa absolutno 
odstopanje od prave vrednosti. 
 
Tabela 6.19: Matrika napak pri desetcentimetrski natančnosti, izračunani s pomočjo vrhov 
korelacijske funkcije 
 
Pravilna razdalja do 
odbojev cm) 
Povprečna razlika 
vzorcev med 
vrhovoma 
Izračunana razdalja do 
odbojev (v cm) 
Odstopanje od prave 
vrednosti (v cm) 
10 34,00 13,222 3,222 
20 51,33 19,963 0,037 
30 78,33 30,463 0,463 
40 101,33 39,407 0,592 
50,00 125,00 48,611 1,389 
60 155,67 60,537 0,537 
70 181,33 70,518 0,518 
80 206,67 80,370 0,370 
90 229,33 89,185 0,815 
100 259,00 100,722 0,722 
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110 281,67 109,537 0,463 
120 305,67 118,870 1,130 
130 329,67 128,204 1,796 
140 359,67 139,870 0,130 
150 380,67 148,037 1,963 
160 410,67 159,704 0,296 
 
Rezultati kažejo, da je mera napake velika 0.902777778, kar pomeni, da se v 
povprečju napoved zmoti za 0.9 cm razdalje, to pa predstavlja veliko uspešnost 
napovedovanja. Hkrati je model zmožen zaznavati vse do 1,6 m razdalje. 
 
Pri 10 cm natančnosti ni bilo nobenih težav pri določevanju vrhov signala, zato 
drugih rezultatov ni. 
 
6.4.2 Centimetrska natančnost 
Za razliko od 10 cm natančnosti so bili v sklopu testiranja centimetrske 
natančnosti zajeti podatki petih meritvenih ciklov z eno zaporedno meritvijo 11-ih 
razredov. Razredi segajo vse od 10 – 20 cm z 1cm razliko med seboj. Kot omenjeno, 
smo primere, katerim ni bilo moč jasno določiti vrhov korelacijske funkcije označili z 
»?«. Eden od primerov je prikazan na sliki 6.Error! Reference source not found.. 
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Slika 6.8: Primer nezmožnega določevanja drugega vrha. 
 
Primere z oznako smo nato pri računanju povprečja izločili oziroma jih nismo 
upoštevali. Če je vseh pet primerov različnih meritvenih ciklov določenega razreda 
vsebovalo oznako vprašaj, je bilo to označeno tudi v tabeli 6.Error! Reference source 
not found.. 
 
Rezultati centimetrske natančnosti so prikazani v tabeli 6.Error! Reference 
source not found.. 
  
Tabela 6.20: Matrika napak centimetrske natančnosti, izračunani s pomočjo vrhov korelacijske 
funkcije 
 
Pravilna 
razdalja do 
odbojev v 
cm 
Povprečna 
razlika 
vzorcev 
med 
vrhovoma 
Povprečna 
razlika 
vzorcev 
med 
vrhovoma 
(?) 
Izračunana 
razdalja do 
odbojev v 
cm 
Izračunana 
razdalja do 
odbojev v 
cm (?) 
Odstopanje 
od prave 
vrednosti v 
cm 
Odstopanje 
od prave 
vrednosti v 
cm (?) 
10 20,40 34,00 7,933 13,222 2,067 3,222 
11 44,80 44,80 17,422 17,422 6,422 6,422 
12 33,00 33,00 12,833 12,833 0,833 0,833 
13 28,80 ? 11,200 ? 1,800 ? 
14 43,00 43,00 16,722 16,722 2,722 2,722 
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15 33,00 33,00 12,833 12,833 2,167 2,167 
16 53,60 53,60 20,844 20,844 4,844 4,844 
17 36,60 36,60 14,233 14,233 2,767 2,767 
18 32,80 32,80 12,756 12,756 5,244 5,244 
19 54,00 54,00 21,000 21,000 2,000 2,000 
20 34,80 34,80 13,533 13,533 6,467 6,467 
 
 
Odstopanje - ki predstavlja povprečje odstopanja od prave vrednosti, je imela 
pri testiranju centimetrske natančnosti vrednost 3.394 cm z vsemi podatki in 3.669cm 
z in nekaterimi izločenimi podatki (označeni z »?«). To nakazuje nekoliko slabše 
rezultate v primerjavi z meritvami 10 cm natančnosti. Povprečna meritev se je tukaj 
zmotila tudi za +/- 3 cm, kar je precej. 
 
Razlogi za napako ležijo v prekrivanju odbitega signala s signalom oddanega 
zgornjega oziroma sprednjega zvočnika. Velikokrat sta se ta dva signala izničila ali 
seštela in posledično ustvarila napačno sliko pri izbiranju vrha. Ker je pri prejšnjem 
sklopu meritev vsaka kategorija z izjemo prve po dolžini presegala vrednost 13 cm (ki 
predstavlja dolžino telefona), le to ni vplivalo na kakovost rezultatov. Kjer pa se 
izbrana frekvenca prekriva z več signali, je določevanje vrha zelo oteženo in 
onemogoča kakovostno merjenje preko zvočnega odboja. 
 
6.4.3 Milimetrska natančnost 
Test milimetrske natančnosti je vseboval podatke petih meritvenih ciklov z eno 
zaporedno meritvijo 11-ih razredov. Razredi segajo 90 - 100mm z 1mm razliko med 
posameznim razredom. Enako kot za centimetrsko natančnost so izločene kategorije 
označene z »?«. 
 
Rezultati testiranja milimetrske natančnosti so prikazani v tabeli 6.21. 
 
Tabela 6.21: Matrika napak pri milimetrski natančnosti, izračunani s pomočjo vrhov korelacijske 
funkcije. 
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Pravilna 
razdalja do 
odbojev v 
mm 
Povprečna 
razlika 
vzorcev 
med 
vrhovoma 
Povprečna 
razlika 
vzorcev 
med 
vrhovoma 
(?) 
Izračunana 
razdalja do 
odbojev v 
mm 
Izračunana 
razdalja do 
odbojev v 
mm (?) 
Odstopanje 
od prave 
vrednosti v 
mm 
Odstopanje 
od prave 
vrednosti v 
mm (?) 
90        35,00         35,00    136,11    136,11      46,11      46,11  
91        35,00         35,00    136,11    136,11      45,11      45,11  
92        35,00         35,00    136,11    136,11      44,11     44,11  
93        38,80         38,80    150,89   150,89      57,89      57,89  
94        42,20         42,20    164,11    164,111      70,11      70,11  
95        44,80         44,80    174,22    174,222      79,22      79,22  
96        44,40         44,40    172,66    172,667      76,67      76,67  
97        31,40         43,00    122,11    167,222      25,11      70,22 
98        25,00   ?      97,22   ?         0,78   ?  
99        32,60   ?    126,77   ?      27,78   ?  
100        20,40   ?      79,33   ?      20,67   ?  
 
 
Odstopanje za mm natančnost je bila 44.87 mm z vsemi podatki in 61.18 mm z 
izločenimi podatki. 
 
Razlogi za še slabše rezultate kot pri centimetrski natančnosti so enaki kot 
opisani v prejšnjem poglavju. Pri milimetrski natančnosti je še toliko bolj pomembna 
točna in jasna določitev vrha odboja, ki pa je zaradi prekrivanja signala sprednjega 
zvočnika nemogoča. 
 
6.5 Meritve v zraku 
Meritve pri naslednjih testih so bili opravljene s pomočjo stojala, na vrh katerega 
je bil pritrjen telefon, s spodnjim delom obrnjen proti steni. Meritve razdalje do stene 
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so potekale v razredih od 20 do 30 cm z razmikom en centimeter med dvema 
razredoma. Meritve se začnejo na razdalji 20 cm zaradi oblike stojala, ki je 
onemogočila postavitev bližje steni. Prav tako so bili uporabljeni zgolj centimetrski 
razredi, saj stojala ni moč postaviti na milimeter natančno razdaljo od stene. Zajetih je 
bilo 10 meritvenih ciklov z enim posnetkom. Vse skupaj to predstavlja 10 posnetkov 
za posamezen razred, kateri so nadalje bili razdeljeni na učno in testno množico v 
razmerju 5:5. Test je zaradi oblike in izvedbe podoben testu 2 centimetrske natančnosti 
iz poglavja »Generalizacije«.  V tabeli 6.Error! Reference source not found. je 
prikazano povprečje rezultatov petih testiranj. V tabeli napak 6.Error! Reference 
source not found. pa je prikazan seštevek posameznih napak. 
 
 
Tabela 6.22: Povprečje petih testov meritev pri centimetrski natančnosti meritev v zraku. 
 
Učna točnost Testna točnost Odstopanje1 Odstopanje2 
100,00 64,73 1,31 3,70 
 
 
 
 
 
 
Tabela 6.23: Matrika napake pri centimetrski natančnosti meritev v zraku. 
  
Pravi razred navzdol. Napovedana 
vrednost desno. (v cm) 
10 11 12 13 14 15 16 17 18 19 20 
10 10 0 2 8 0 1 0 0 0 1 3 
11 0 19 0 0 2 0 2 1 0 1 0 
12 0 0 16 0 1 5 0 1 0 2 0 
13 1 0 0 24 0 0 0 0 0 0 0 
14 0 4 1 0 17 0 2 0 0 1 0 
15 0 0 5 1 0 17 0 1 1 0 0 
16 0 0 0 1 0 0 14 1 0 9 0 
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17 0 0 1 0 2 3 0 16 0 2 1 
18 0 0 0 2 0 8 0 0 14 0 1 
19 0 0 0 0 0 0 3 2 0 20 0 
20 2 0 0 0 0 7 0 4 1 0 11 
 
 
Pomanjkljivost tega testiranja se kaže v zelo majhni količini rezultatov, kar bi 
bilo moč odpraviti s ponovitvijo postopka iz poglavja »Ustvarjanje novih podatkov«. 
Vseeno pa že tako majhna količina podatkov nakazuje na potencialno podobno 
uspešnost rezultatov, kot je bila dosežena že pri meritvi odbojev s telefonom 
položenim na mizi. 
 
V nadaljnjem delu bi bilo dobro podatke meritev v zraku in podatke meritev na 
mizi povezati v eno skupino in preizkusiti delovanje nevronske mreže na njih, vendar 
se zajeti podatki ne prekrivajo, tako da to ni mogoče. 
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7 Možnosti nadaljnjega dela 
Glede na obetavne rezultate je možnosti za nadaljnjo delo veliko. Vsako 
področje, raziskovano v sklopu diplomskega dela, odpira možnosti še nadaljnjega 
raziskovanja.  
 
Za začetek bi z vidika uporabniške izkušnje bilo smiselno teste ponoviti tudi v 
neslišnem spektru signalov, torej nad 20 kHz. Zajemanje novih podatkov bi lahko pri 
vseh področjih raziskave razširili tudi na zunanje okolje, saj je bilo le to zaenkrat 
omejeno zgolj na notranje prostore. Pri vseh področjih testiranja bi bilo dobro pridobiti 
še več raznolikih podatkov. Smiselno bi bilo raziskati tudi ustvarjanje novih digitalno 
narejenih podatkov, saj je zajemanje številnih novih vzorcev zelo časovno zamudno. 
Glede na to, da se je ob raziskavi zajelo veliko količino podatkov zvočnega odboja, bi 
lahko cilj nadaljnjih raziskav predstavljalo tudi raziskovanje drugačnih metod učenja 
nevronske mreže. Katerakoli metoda, ki vključuje regresijsko učenje in 
napovedovanje, je prvi najbolj primeren kandidat. Morda pa je potrebna le rahla 
modifikacija že obstoječe nevronske mreže, da bi algoritem napovedoval še z večjo 
natančnostjo. Za začetek bi bilo smotrno dodobra ugotoviti prednosti in omejitve 
merjenja razdalje preko zvoka na zgolj eni napravi. Nato bi model merjenja aplicirali 
tudi na ostale pametne telefone, saj je bila raziskava v sklopu diplomskega dela 
izvedena zgolj na enem telefonu. 
 
Ko bi bila natančnost meritev tudi na popolnoma novih primerih zadovoljiva, bi 
bilo lahko merjene razdalje prek zvočnega odboja z mobilno napravo uporabljeno za 
reševanje praktičnih problemov. Aktualno področje še vedno predstavlja lokalizacija 
telefona v notranjih prostorih. Področje bi morebiti bilo uporabno tudi pri orientaciji 
slepih in slabovidnih po okolju s pomočjo eholokacije. 
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Rezultati diplomskega dela predstavljajo le površje raziskovanja merjenja 
razdalje preko zvočnega odboja na telefonih.  Z napredkom v zmogljivosti telefonov 
in njihovih komponent bo omogočenih le še več odkritij na dotičnem področju. 
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8 Zaključek 
Hipoteza, izražena na začetku diplomskega dela, se glasi, da je merjenje razdalje 
po metodi eholokacije preko telefona mogoče. S pomočjo primernega zajemanja, 
obdelave podatkov in ustreznega napovedovanja je bila hipoteza vsekakor potrjena. K 
temu pričajo tudi rezultati, opisani na prejšnjih straneh. Vprašanje, s kolikšno 
natančnostjo je merjenje mogoče, pa zahteva že nekoliko kompleksnejši odgovor.  
 
Pri meritvah desetcentimetrske natančnosti je za uvid o uspešnosti le teh dovolj 
že pregled korelacijske funkcije zajetega signala in preko razlike med zaznanima 
vrhovoma izračunane razdalje. Vse do 160 cm je napoved znotraj desetcentimetrskih 
razredov mogoča z natančnostjo do enega centimetra. Sicer je bila napoved nevronske 
mreže še natančnejša kot napovedovanje z vrhovi korelacijske funkcije, vendar je ta 
napovedovala le že prej videne primere. V fazi učenja je potrebovala vsaj en podoben 
primer, da je ustrezno klasificirala vse ostale vzorce. Dodatna testiranja na 
desetcentimetrskih razredih zaradi nezmožnosti zajema novih podatkov niso bila 
mogoča.  
 
V kolikor je razdalja zmanjšana in je opazovana natančnost na krajše razdalje, 
pa metoda merjenja razdalje preko vrhov korelacijske funkcije ni več uspešna.  Za 
večjo natančnost pri merjenju krajših razdalj je potrebna uporaba drugačnih metod. V 
diplomski nalogi je uporabljena metoda z uporabo klasifikacijske nevronske mreže, ki 
je na začetku ob majhnih in ne dovolj generaliziranih podatkih kazala velik potencial. 
Ko je število podatkov z več zajemanji ob različnih pogojih (vlaga in temperatura) 
naraslo, so posledično napovedi bile nekoliko slabše, a zanesljivejše (z večjo 
gotovostjo je moč trditi, da dosežena natančnost ni naključje). Te so za centimetrske 
razrede (kot je razvidno v poglavju 6.3 »Ustvarjanje novih podatkov«) kazale tudi do 
70% uspešnost na še ne videnih primerih. V primeru napak, pa so primeri v povprečju 
kazali odstopanje v radiju 1,2 cm od pravilne razdalje.  
 
86 Zaključek 
 
Milimetrski razredi so, kot je moč videti v poglavju »Ustvarjanje novih 
podatkov«, dosegli natančnost vse do vrednosti 95% na še ne videnih primerih. 
Odstopanje napak pa kaže, da v primeru napačne napovedi model napoveduje tudi do 
+ ali – 4 milimetrov od prave razdalje. 
 
Ob sintezi vseh zgoraj opisanih trditev trenutni rezultati povedo, da je natančnost 
merjenja z metodo klasifikacijske nevronske mreže z zadovoljivo natančnostjo 
mogoče vse do razdalje približno 10 centimetrov z osemmilimetrsko napako, v 
primeru, da ima model za učenje na voljo vsaj 20 meritvenih setov, pri čemer so 
meritve izvedene ob različnih pogojih. Tako natančnost bi lahko glede na rezultate 
opravljenih meritev ohranili vse do 160 cm razdalje. V primeru, da želimo izmeriti 
daljšo razdaljo, pa lahko s pomočjo vrhov korelacijske funkcije z zelo veliko 
gotovostjo to storimo do 10 cm natančno.  
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