This paper presents a system for the recognition of on-line whiteboard notes. Notes written on a whiteboard is a new modality in handwriting recognition research that has received relatively little attention in the past. For the recognition we use an offline HMM-recognizer, which is supplemented with methods for processing the on-line data and generating off-line images. The system consists of six main modules: on-line preprocessing, transformation of on-line to off-line data, off-line preprocessing, feature extraction, classification and post-processing. The recognition rate of our basic recognizer in a writer independent experiment is 59.5%. By applying state-of-the-art methods, such as optimizing the number of states and Gaussian components, and by including a language model we could achieve a statistically significant increase of the recognition rate to 64.3%. To further improve the system performance we increased the size of the training set. For that we investigated two different strategies. First we used another existing database of off-line handwritten text. Second we used a recently collected whiteboard database, called the IAM-OnDB. By means of these strategies the recognition rate could be further increased up to 68.5%.
Introduction
The domain of handwriting recognition has traditionally been divided into on-line and off-line recognition. In off-line recognition the text to be recognized is captured by a scanner and stored as an image, while in the on-line mode the handwriting is produced by means of an electronic pen or a mouse and acquired as a timedependent signal. Good progress has been achieved in both off-line and on-line recognition 17 . In this paper we consider a novel task, which is the recognition of text written on a whiteboard. A similar task has been considered in refs. 4, 16 . However, while in refs. 4, 16 a video camera was employed to capture the handwriting, we use the eBeam a interface which is based on infrared sensing. This system is easier a eBeam System by Luidia, Inc. -www.e-Beam.com to use than a video camera and it is less vulnerable to artifacts arising from poor lighting conditions, self-occlusion and low image resolution. Our research is motivated by Smart Meeting Room applications 15, 18, 25 where not only speech and video data of a meeting are recorded, but also notes written on a whiteboard are captured. In a smart meeting room we typically find multiple acquisition devices that are used to record a meeting. In order to allow for retrieval of the meeting data by means of a browser, semantic information needs to be extracted from the raw sensory data, such as transcription of speech and recognition of persons in video images. Whiteboards are commonly used in meeting rooms. Hence capture and automatic transcription of handwritten notes on a whiteboard are essential tasks in a smart meeting room application.
Although the data output by the whiteboard sensing device is in the on-line format, we use an HMM-based off-line recognizer in the work described in this paper. Our motivation is twofold. Firstly on-line data can be easily converted into the off-line format and secondly, we do have an off-line recognizer at our disposal that was developed in the context of our previous work 13 . We plan to combine the existing off-line recognizer with an on-line recognizer to be developed in the near future. From such a combination, an improved recognition performance can be expected 21, 24 . A preliminary version of this article appeared in Ref. 11 . In the present paper we describe a significantly enhanced version of the system. Novel recognizers were developed by enlarging the training set in two ways. First we used another existing database of handwritten text, which includes handwriting samples different from whiteboard data and did an adaptation of the recognizer. Second we used a recently collected large database of handwritten whiteboard data, called IAM-OnDB 12 . This database is publicly available on the World Wide Web b . The work described in this paper is loosely related to work reported in Ref. 10 . While the current paper takes the expansion of the training set size into account, similarly to Ref. 10 , it additionally investigates the type of the supplementing training data. It further combines all expansion experiments to study the effect of using one large training set consisting of all available training data.
The rest of the paper is organized as follows. Section 2 gives an overview of the proposed system and introduces the main steps for preprocessing the data, generating the input images for the recognizer, and recognizing the handwritten text. In Section 3 the main ideas for enhancing the training data are presented. Experiments and results are described in Section 4, and finally Section 5 draws some conclusions and gives an outlook for future work. 
System Overview
The eBeam interface is used for recording the handwriting. It allows us to write on a whiteboard with a normal pen in a special casing, which sends infrared signals to a triangular receiver mounted in one of the corners of the whiteboard. The acquisition interface outputs a sequence of (x,y)-coordinates representing the location of the tip of the pen together with a time stamp for each location. The data is in xml-format and the frame rate of the recordings varies from 30 to 70 frames per second. An illustration is shown in Fig. 1 .
The system described in this paper consists of six main modules (see Fig. 2 ): the on-line preprocessing, where noise in the raw data is reduced; the transformation, where the on-line data is transformed into off-line format; the off-line preprocessing, where various normalization steps take place; the feature extraction, where the normalized image is transformed into a sequence of feature vectors; the recognition, where an HMM-based classifier generates an n-best list of word sequences; and the post-processing, where a statistical language model is applied to improve the results generated by the HMM.
Preprocessing
In writer-independent handwriting recognition, the preprocessing is a very important part because each writer has his or her individual writing style. The off-line preprocessing steps of Ref. 13 are supplemented with additional on-line preprocessing operations to reduce the noise introduced by the recording interface. The recorded on-line data usually contain noisy points and gaps within strokes. In Fig. 3 In the word await a spurious point occurs that leads to the introduction of a large artifact, i.e. two long additional strokes. Furthermore, we observe in the first line that there are many gaps within the word, which are caused by loss of data. Thus two on-line preprocessing steps are applied to the data, to recover from artifacts of this kind. Let p 1 , ..., p n be the points of a given stroke and q 1 be the first point of the succeeding stroke, if any. First, if the distance between two consecutive points p i , p i+1 , is larger than a fixed threshold, one of the points is deleted. To decide which point has to be deleted, the number of points within a small neighborhood of p i and p i+1 are determined, and the point with the smaller number of neighbors is deleted. To recover from artifacts of the second type, we check if the distance between the timestamps of p n and q 1 is under a fixed threshold. If the condition is true the strokes are merged into one stroke. Note that the thresholds used for preprocessing depend on the recording environment. They can be derived from the frame-rate and the width of the pen strokes, or by scaling the average distance between succeeding timestamps in the recorded data c An example of the results of these preprocessing steps is shown in Fig. 4 . Obviously, now the handwriting is of much better quality. 
On-line to off-line transformation
Since the preprocessed data is still in the on-line format, it has to be transformed into an off-line image, so that it can be used as input for the off-line recognizer. The recognizer was originally designed for the off-line IAM-Database 14 and optimized on gray-scale images scanned with a resolution of 300 dpi. To get good recognition results in the considered application, the produced images should be similar to these off-line images. Consequently the following steps are applied to generate the images. First all consecutive points within the same stroke are connected. This results in one line segment per stroke. Then the lines are dilated to a width of eight pixels. The center of each line is colored black and the pixels are getting lighter towards the periphery. Fig. 5 shows an example of a generated image. Compared to Figs. 3 and 4 the handwriting looks more similar to the IAM-Database (see Fig. 6 ). In general, the realistic generation of off-line data is a quite complex problem. Ref. 22 proposes methods to create images that look even more similar to scanned images. In the experiments reported in Ref. 22 the recognizer was trained and tested on computer generated images, and the best performance has been achieved using a constant thickness. During our experiments the recognition rate increased when we supplemented this simple approach with the generation of different gray values. 
Basic recognizer
The basic recognizer is a Hidden Markov Model (HMM) based cursive handwriting recognizer similar to the one described in Ref. 13 . For the purpose of completeness we include a brief description here. For any further details the reader is referred to Ref. 13 . The basic recognizer takes, as an input unit, a complete text line, which is first normalized with respect to skew, slant, writing width and baseline location.
Normalization of the baseline location means that the body of the text line (the part which is located between the upper and lower baselines), the ascender part (located above the upper baseline), and the descender part (below the lower baseline) will be vertically scaled to a predefined size each. Writing width normalization is performed by a horizontal scaling operation, and its purpose is to scale the characters so that they have a predefined average width.
To extract the feature vectors from the normalized images, a sliding window approach is used. The width of the window is one pixel, and nine geometrical features are computed at each window position. Thus an input text line is converted into a sequence of feature vectors in a 9-dimensional feature space. The nine features correspond to the following geometric quantities. The first features represent the average gray value of the pixels in the window and their center of gravity. Furthermore, the second order moment in vertical direction is taken. In addition to these global features, the location of the uppermost and lowermost black pixel are used. Their positions and their gradients, determined by using the neighboring windows, are taken. Feature number eight is the number of black-white transitions between the uppermost and lowermost pixel in an image column. Finally, the proportion of black pixels to the number of pixels between these two points is used. For a detailed description of the features see Ref. 13 .
An HMM is built for each of the 58 characters in the character set, which includes all small and capital letters and some other special characters, e.g. punctuation marks. In all HMMs the linear topology is used, i.e. there are only two transitions per state, one to itself and one to the next state. In the emitting states, the observation probability distributions are estimated by mixtures of Gaussian components. In other words, continuous HMMs are used. The character models are concatenated to represent words and sequences of words. For training, the BaumWelch algorithm 3 is applied. In the recognition phase, the Viterbi algorithm 5 is used to find the most probable word sequence. As a consequence, the difficult task of explicitly segmenting a line of text into isolated words is avoided, and the segmentation is obtained as a byproduct of the Viterbi decoding applied in the recognition phase. The output of the recognizer is a sequence of words. In the experiments described in Section 4, the recognition rate will always be measured on the word level.
The inclusion of a language model, which is the postprocessing step illustrated in Fig. 2 , will be described in Section 2.5.
Optimizing the basic recognizer
Recently, some methods for increasing the performance of HMM-based recognizers have been proposed 7, 28, 29 . In the system presented in this paper, these methods are adopted. We will describe the main ideas of the optimization strategies in this section.
As already mentioned in Section 2.3, one HMM is trained for each character. In the original system described in Ref. 13 a constant number of states was defined for all characters. However, in Ref. 28 it was shown that the recognition rate can be improved by letting each character have an individual number of states. Optimizing the number of states of each individual character was accomplished by the Bakis method 1 , which sets the length of each character-HMM to a fraction of the average character width found in the training set. Since the system described in this paper creates input images that are similar to the input images used in Ref. 28 (see Figs. 5 and 6), we have adopted this approach here.
In Ref. 7 it has been pointed out that the number of Gaussians and training iterations have an effect on the recognition results. There, three strategies for jointly optimizing the number of Gaussians and training iterations are proposed. The strategy that obtained the best performance in Ref. 7 has been adopted for the system described in this paper. Under this strategy, the number of Gaussian components is incremented stepwise by one. In each step, the optimal number of training iterations is found by testing the performance on a separate validation set. For the next step the best performing system is chosen. It has been observed that the optimal number of Gaussian components increases with the amount of data since more variations are encountered 7 . Thus the system proposed in this paper has been trained with up to 20 Gaussian components and the classifier that performed best on the validation set has been taken as the final one for the respective experiment described in Section 4.
Including a language model
Since the system proposed in this paper is performing handwritten text recognition on text lines and not only on single words, it is reasonable to integrate a statistical language model. In this paper we consider bigram language models. Bigram language models represent a special case of the more general statistical n-gram language models 19 . N -gram language models are based on the observation that we are often able to guess the next word when we are reading a given text. In other words, the probability of a word is highly depending on the previous text. In the case of bigram language models the previous text is approximated by the last word and the dependency is modeled by the probability p(w i |w i−1 ), where w i represents the considered word and w i−1 stands for the previous word. The probability p(W ) of a text line W = (w 1 , . . . , w n ) can then be computed as follows:
The most likely word sequenceŴ = (w 1 , . . . , w m ) for a given observation sequence X is computed in the following way 29 : According to Eq. 2 the optical model p(X|W ), which is the result of the HMM decoding, is combined with the likelihood p(W ) obtained from the language model. Because the HMM system and the language model produce only approximations of probabilities, two additional parameters α and β are necessary to compensate the deficiencies and to control the integration of the language model. The parameter α is called Grammar Scale Factor (GSF) and weights the influence of the language model against the optical model. The term Word Insertion Penalty (WIP) is used for the parameter β which prevents the system from oversegmentation resp. undersegmentation. That is, the larger the value of β is, the higher is the system's tendency to split a text into many short words. Figure 7 illustrates the influence of these two parameters on an example text line. In an attempt to optimize the system described in this paper we have included a statistical language model with these two parameters.
Enhancing the Training Data
Our first experiments with the system described in Section 2 are based on a rather small database. In fact, the recognition rate of these experiments, described in Section 4.1, is quite low. But there is significant potential for further improvement. It is a well-known fact that enlarging the size of the training set has an influence on the recognition performance. However, collecting more data is very time consuming, because the whiteboard is not portable and can be used by only a single writer at a time. For this reason we also investigate another approach in this article, where we use data from a large existing database of off-line handwritten sentences 14 to augment the training set. Furthermore the use of the large new on-line handwrit-ing database IAM-OnDB 12 is described. We will compare these two approaches in Section 4 with each other.
Enhancing with a different database
Since the off-line images generated from the whiteboard data are similar to the images of the IAM-Database (see Section 2.2), the IAM-Database 14 can be used to enhance the small dataset of whiteboard recordings. The IAM-Database includes over 1,500 scanned forms of texts written on normal paper by more than 650 writers. For our experiments a subset containing about 18,000 words in 1,993 text lines produced from 400 different writers was taken.
We have investigated two different approaches to combining the training set originally used in Ref. 11 with a subset of the IAM-Database. First an HMMrecognizer trained on the IAM-Database is taken and adapted with the Maximum A Posteriori (MAP) estimation method 6 . Adaptation methods are usually used for writer adaptation in writer dependent systems 23 , but have been successfully applied in writer independent tasks as well 2 . MAP estimation has been chosen for adaptation because it produced the best recognition results in Ref. 23 on adaptation sets of larger size. In the second approach the HMM-recognizer is trained on the union of the selected IAM-Database subset and the whiteboard data.
HMM adaptation is a method to adjust the model parameters θ of a given background model (the HMMs trained on the IAM-Database in our case) to the parameters θ ad of the adaptation set of observations O (the training set of the whiteboard data). The aim is to find the vector θ ad which maximizes the posterior distribution p(θ ad |O):
Using Bayes theorem p(θ|O) can be written as follows:
where p(O|θ) is the likelihood of the HMM with parameter set θ and p(θ) is the prior distribution of the parameters. When p(θ) = c, i.e. when the prior distribution does not give any information about how θ is likely to be, Maximum Likelihood Linear Regression (MLLR 9 ) can be performed. If the prior distribution is informative, i.e. p(θ) is not a constant, the adapted parameters can be found by solving the equation
This minimizes the Bayes risk over the adaptation set and can be done with Maximum A Posteriori (MAP) estimation, which is also called Bayesian Adaptation. As described in Ref. 23 , it is feasible to adopt only the Gaussian means µ jm (where m refers to the actual state and j is the index of the considered mixture in state m) of the parameters θ of each HMM. The use of conjugate priors then results in a simple adaptation formula:
whereμ jm is the new andμ jm the old mean of the adaptation data, µ jm is the mean of the background model, and N jm is the sum of the probabilities of each observation in the adaptation set being emitted by the corresponding Gaussian. After each iteration the values ofμ jm are used in the Gaussians, which leads to new values ofμ jm and N jm in Eq. (6). This procedure is repeated until the change in the parameters falls below a predefined threshold. The parameter τ weights the influence of the background model on the adaptation data. Whereas it has been set empirically in Ref. 23 , it is optimized on a validation set in this paper. MAP estimation has been chosen for adaptation since it produced the best recognition results in Ref. 23 on adaptation sets of larger size. This is due to the fact that it adapts each Gaussian separately. Our second approach to training set enhancement is much simpler. It just uses data from both the IAM-Database and the whiteboard data collection, i.e. the data of the IAM-Database and the training set of the whiteboard data are combined into one large training set. This set is then used for training the HMM recognition system. The validation set for optimizing the parameters is taken only from the whiteboard data. Thus, in contrast to the adaptation, the training of the recognizer is optimized on the whiteboard data. This strategy consumes more time than the adaptation method because the training is performed on a larger dataset.
The new on-line database
Recently the IAM-OnDB, a new large on-line handwriting database consisting of samples acquired on a whiteboard, has been released 12 . This database contains 86,272 word instances from a 11,050 word dictionary written down in 13,040 text lines by 221 writers. Analogously to mixed training on the small whiteboard data set and the IAM-Database, we conducted recognition experiments using these samples for supplementing the training set.
Experiments and Results
In this section a large set of experiments is presented to investigate the influence of the training set size as well as the type of the training data on the recognizer's behavior. At first we will describe the baseline experiments and the effect of the optimization steps discussed in Sections 2.4 and 2.5. Then the training set enhancement strategies are evaluated. At the end a summary of all the experiments is provided. 
Small whiteboard data set
The amount of the recorded data in our first experiments (small set) is 6,204 words in 1,258 lines from 20 different writers. Each writer wrote approximately the same number of words. The data set was randomly divided into five disjoint sets of approximately equal size (sets s 0 , . . . , s 4 ). On these sets, 5-fold cross validation was performed in the following way (combinations c 0 , . . . , c 4 ). For i = 0, . . . , 4, sets s i⊕2 , s i⊕3 and s i⊕4 were taken for training the recognizer, set s i⊕1 was used as a validation set, i.e. for optimizing the parameters in the optimization steps, and set s i was used as a test set for measuring the system performance. Each of the sets consists of data from four writers and no writer appears in more than one set. Consequently, writer-independent recognition experiments were conducted. The word-dictionary includes exactly those 2,337 words that occur in the union of all of the five sets. The language model was generated from the LOB-Corpus 8 . The basic recognizer has been trained with 32 iterations. After every 4th iteration, a splitting operation had been applied, to increase the number of Gaussians by one. The average recognition rate of this recognizer is 59.5% on the five validation sets and 59.6% on the five test sets.
An enhancement of the training procedure used for the basic recognizer is obtained if the number of Gaussians and training iterations are simultaneously optimized, as described in Section 2.4. For each number of Gaussians, the optimal number of training iterations is determined on the validation set. By means of this procedure, the average recognition rate on the validation set could be increased to 60.9%. On the test set only a slightly improvement from 59.6% to 59.8% was achieved. This indicates that eight Gaussian components for the basic recognizer is already a good choice.
In Section 2.5 the inclusion of a language model has been described. To find the best values for the parameters GSF and the WIP, we calculated the performance on the validation set for different combinations, i.e. GSF varied from 0 to 90 and WIP from -150 to 150. By including the resulting bigram language model, the average recognition rate could be further increased up to 64.3% on the test set. This improvement is statistically significant. A summary of the first experimental results on the test set is provided in Tab. 1. Note that this is the baseline experiment, where only the small whiteboard dataset is used for training. For the readers' convenience the optimal values of the parameters in our experiments are listed in Tab. 2 for the combination c0. However, these parameters depend on the amount of training data and the quality of the language model. Hence they were all optimized on validation sets before applying the resulting recognition system to the test set.
Enhancing with data from the IAM-Database
For enhancing the training data a subset of the IAM-Database 14 containing about 18,000 words in 1,993 text lines produced from 400 different writers was taken. The background model for the adaptation was trained on the data of 320 writers. For the resulting recognizer the number of Gaussians were optimized on the validation set consisting of the remaining 80 writers. The performance of this recognizer is 54.9% on the whiteboard data (whithout using a language model). As described in Section 3.1 this recognizer was adapted with the training sets from the recorded whiteboard data. To find the best value of parameter τ for the MAP estimation we calculated the performance on the validation set of the whiteboard data for different values of τ . This optimization has been done for each combination of the cross validation separately. The average recognition rate on the test sets is 64.6% without a language model. By including a bigram language model, the average performance could be increased to 67.5%. Table 2 also shows the optimal value of τ for the example of combination c0. The influence of the background model is small because of the large amount of adaptation data.
By training on the IAM-Database and the small whiteboard data set simultaneously, as described in the end of Section 3.1, the performance is even higher. The recognition rate on the test sets is 65.3% without a language model. It increases up to 68.5% when the language model is included. We note that for both the nonoptimized and the optimized system a substantial improvement of the recognition rate is achieved by the proposed methods.
Experiments on the IAM-OnDB
To investigate the effect of a growing amount of whiteboard training data, we increased the training set size in two steps. First we used a larger set produced by 50 writers and tested the recognizer (medium set). Second we used the full IAM-Handwriting Recognition of Whiteboard Notes 13 OnDB for the experiments. The experimental conditions (5-fold cross validation using a training, a validation, and a test set) were always the same as for the small data set.
In the 50-writer experiments there were texts of 30 writers in addition to the small set. These texts were added to each training set s i . We validated the optimization parameters on the same validation sets and tested the performance on the same test sets as in the experiments with the small set. The average recognition rate on the test sets is 60.4% without a language model. It increases to 64.8% by including a language model.
In the large experiments all data from the writers that do not appear in the test sets was used for training. There the average recognition rate is 61.0% on the test sets. By integrating a language model the performance could be increased to 66.4% on the test sets.
Having both IAM-DB and IAM-OnDB available led to the idea of combining both databases into one very large training set. The resulting recognition rate is 65.5% without and 68.6% with a language model. Obviously, this is the best recognition rate described in the experiments reported in this paper. Table 3 gives a summary of all our experiments.
In our experiments we observed that the enhancement with the off-line IAM-DB has been slightly better than using the IAM-OnDB. This may be surprising at first glance. However, a possible reason is that in the experiments with the IAM-DB more than 300 writers have been used, while it have been less than 200 in the experiments including the IAM-OnDB. The good performance of the system trained on data from the off-line IAM-DB confirms the statement that the generated images of the whiteboard data are very similar to the images of the IAM-DB.
Conclusions and Future Work
In this paper we presented a handwriting recognition system for whiteboard notes. Notes written on a whiteboard is a new modality in handwriting recognition re-search that has received relatively little attention in the past. The proposed system is based on an off-line handwriting recognition system, which has been developed in our previous work. We added some on-line preprocessing methods to recover from artifacts produced by the recording system. To achieve a better recognition performance, we applied state-of-the-art methods, such as optimization of the number of states and Gaussian mixture components, and by inclusion of a statistical language model.
To further improve the performance, we enhanced the training data in several ways. First we used additional data from the IAM-Database. The recognition rate could be significantly increased by 4.2% to 68.5% by training on mixed training data. Second we used a larger database of handwritten notes acquired on a whiteboard, namely the IAM-OnDB. With the second database, the recognition rate could also be increased, by 2.1% to 66.4%. This increase is statistically significant as well. Finally we combined both database into one large training set. A recognition rate of 68.6% was achieved, which is the best one obtained in all experiments reported in this paper.
In future research we plan to develop an on-line recognizer and combine it with the off-line recognition system described in this paper. We also plan to improve the normalization methods, because whiteboard data differs from usual document data in that the geometrical distortion of the handwriting is larger 26 . To further enhance the practical usefulness of the system in a smart meeting room scenario, recognition of mathematical formulas 20 and tables 27 need to be considered.
