Abstract. To each simple 2 − (n, 4, λ) design D with the property that D is "pliable" (any two lines intersect in at most two points), one associates a 'puzzle group'. This generalises a construction of the group M 12 from P 3 due to Conway.
Introduction
In recent work with A. Nixon [14] , we introduced the notion of a puzzle group. To construct such an object we start with a simple 2 − (n, 4, λ) design D that is 'pliable', i.e. that has the property that any two lines intersect in at most two points. For a point ∞ in D, the puzzle group π ∞ (D) is an invariant consisting of a certain set of permutations of the point set of D which can be 'read off' from the lines in D; in particular the puzzle group naturally occurs as a subgroup of Sym(n − 1).
The concept of a puzzle group is a direct generalization of Conway's famous construction of the Mathieu group M 12 using a 'game' played on P 3 , the finite projective plane of order 3 [8] . Thus, by viewing P 3 as a pliable 2 − (13, 4, 1) design, the group M 12 can be constructed as a puzzle group inside Sym (12) . A number of other examples were constructed in [14] . In this paper we are interested in constructing more examples of puzzle groups and in working towards a full classification.
Constructing examples: One of the main results in [14] suggests that those designs whose puzzle groups are neither the full symmetric or alternating group are rare [14, Theorem C] . In this paper, we demonstrate the existence of an infinite family of designs with this property which arise from the two 2-transitive actions of Sp 2m (2) on quadratic forms for m 3. As a byproduct, we construct a new infinite family of completely transitive F 2 -linear codes with covering radius 3.
Classifying puzzle groups: We prove two main results -Theorems D and E below -that give classifications of puzzle groups subject to certain extra suppositions.
Both results have interesting implications: Theorem D gives a new characterization of M 12 as a puzzle group; Theorem E yields a proof of [14, Conjecture 8.1] , which asserts that for each λ > 0 there exist only finitely many simple pliable 2 − (n, 4, λ) designs whose puzzle groups are neither the full symmetric or alternating group.
1.1. The main theorems. In order to construct a new infinite family of puzzle groups we study the action of the group Sp 2m (2) on the set Ω of quadratic forms. The set Ω is in bijection with the vector space V ∼ = F 2m 2 on which Sp 2m (2) naturally acts, allowing us to denote quadratic forms by θ a for some a ∈ V . The induced action of Sp 2m (2) on Ω splits into two orbits, and of particular importance to us will be the induced action of Sp 2m (2) on sets of size 3 within each of these orbits. Since Sp 2m (2) acts linearly on these triples, one can extend this action to an orbit on certain 4-subsets. It turns out that this set always forms the block set of a 2-design:
Theorem A. Let m 3 and H := Sp 2m (2) . Let Ω 0 , Ω 1 be the two orbits of H under its natural action on quadratic forms. Then for each ε ∈ F 2 , the action of H on 3-subsets of elements of Ω ε splits into two orbits, O First of all, we use the designs D ε of Theorem A to construct an infinite class of (isomorphism types of) puzzle groups. Recall that L D denotes the set of all move sequences associated with a design D (see Section 2.1 for a full discussion of L D ). We prove the following:
Theorem B. Let m 3 and H := Sp 2m (2) . Then for each ε ∈ F 2 , H = L D ε (as subsets of Sym(Ω ε )), and for each ∞ ∈ Ω ε , π ∞ (D ε ) = stab H (∞) ∼ = O ε 2m (2) . Recall that to any design D and prime p > 0 one may associate the code C Fp (D), the F p -rowspan of the incidence matrix of D. In [14] , using GAP [13] we constructed examples of primitive puzzle groups that do not contain the full alternating group. In each case, we also constructed C Fp (D) for p = 2 or 3, and discovered that the code was completely transitive, and therefore, also completely regular (see Definitions 2.1 and 2.2 below).
The following result, Theorem C, asserts that the same is true of the F 2 -linear codes C F2 (D ε ) constructed using the designs considered in Theorem B. Theorem C also describes the covering radius and intersection array of these codes (see Definition 2.2). Completely regular and completely transitive codes have been studied extensively, and the existence and enumeration of such codes are open hard problems (see [5, 11, 21] and more recently [2, 3, 4, 15, 22, 23, 24] ). In [14, Question 8.4] we ask whether every primitive puzzle group that does not contain the full alternating group comes from a design D whose incidence matrix generates a completely transitive F p -linear code for some prime p > 0. On combining Theorems B and C we obtain an affirmative answer to this question in the case when D = D ε . The remainder of the paper is concerned with (abstract) puzzle groups and our next main result classifies all puzzle groups that satisfy a particular group-theoretic condition. For a pliable design D with point set Ω, the puzzle group G := π ∞ (D) is generated by elements of the form [∞, a, b, ∞] for a, b ∈ Ω\{∞} (see Section 2.1 for full discussion on π ∞ (D)). The next result is dependent on the Classification of Finite Simple Groups (CFSG) through its use of Theorem 6.1. Theorem D is a generalization of [14, Theorem B] (concerning designs associated with trivial puzzle groups) as well as a generalization of the classification of puzzle groups associated with simple pliable 2 − (n, 4, 1) designs (when λ = 1 the extra supposition is automatically satisfied).
Theorem D is closely connected to our final main result, Theorem E, below. Indeed we will use Theorem E (2) to prove Theorem D, and then will use Theorem D to prove Theorem E (4).
Theorem E.
Suppose that D is a simple pliable 2 − (n, 4, λ) design, and that G := π ∞ (D) is the associated puzzle group, considered as a permutation group via its natural embedding in Sym(n − 1). Note that only the fourth item of Theorem E is dependent on CFSG. Secondly, note that if G contains Alt(n − 1) (as in part (3) of the theorem), then
1.2. Classifying puzzle groups. Theorem E provides a powerful tool in the program to classify puzzle groups for arbitrary λ and n. Such a classification was completed in [14] for λ 2 and in Section 7.3 we make some remarks about the case λ = 3. What about the general case?
Firstly note that Theorem E has an immediate corollary:
Corollary 1.1. Let λ be a positive integer. There are a finite number of (isomorphism classes of ) groups that crop up as puzzle groups associated with a simple pliable 2 − (n, 4, λ) design. Corollary 1.1 makes an interesting companion to Theorem C which implies that if λ is allowed to vary, then there are an infinite number of (isomorphism classes) of groups that crop up as puzzle groups.
One might naturally ask whether the bounds in Theorem E can be substantially improved as this would be an obvious aid to a classification. Unfortunately the relative dearth of examples of puzzle groups makes this question difficult to answer: the only infinite families of puzzle groups that have been constructed to this point and that do not contain Alt(n − 1) are the Boolean designs (for which n = 2λ + 2 and the puzzle group is trivial [14] ) and the examples in Theorem D (for which n < 5λ and the puzzle group is primitive). The parameters in these examples are a long way from the bounds given in Theorem E suggesting, perhaps, that there is plenty of room for improvement.
In a different direction we note that both Theorem D and Theorem E (4) suggest that the puzzle group M 12 of Conway is particularly special. Indeed we have another reason to think this might be the case.
Suppose that G is a primitive puzzle group associated with a design D and suppose that D is not P 3 , the projective plane of order 3, and that G does not contain Alt(n − 1). We have a number of examples of primitive puzzle groups (the infinite family of Theorem D, along with the small examples listed in [14] ; for the purposes of this discussion we may also include the conjectured examples discussed in Section 8) and in all of these examples we have the remarkable fact that L D coincides as a set with a subgroup of Sym(n). For example, for the family of Theorem D, L D is equal as a set to the group H = Sp 2m (2) mentioned in the statement of the theorem.
There is more: in all of these examples the set L D is a transitive subgroup of Sym(n) with G = π ∞ (D) the stabilizer of the point ∞ in L D . Since, by supposition, π ∞ (D) is primitive, this implies that L D is a 2-primitive permutation group (i.e. a primitive group with a stabilizer primitive on its non-trivial orbit). What is more, in all of these examples, the elements of L D are automorphisms of the design D. We conjecture that this behaviour is general. We remark that all 2-primitive permutation groups are known thanks to CFSG and the list is rather short (see [17] for some discussion). Thus this conjecture implies a very strong restriction on the structure of a primitive puzzle group and a proof would be a very significant step towards a classification.
1.3. Structure of the paper. The paper is structured as follows. Section 2 provides the necessary background from design theory, group theory and coding theory. In Section 3 we give a precise description of the action of Sp 2m (2) on quadratic forms, introduce the designs D ε and prove Theorem A. The puzzle groups π ∞ (D ε ) are studied in Section 4 where we establish Theorem B. In Section 5 we study the codes C F2 (D ε ) in detail and give a proof of Theorem C.
Sections 6 and 7 are devoted to the study of puzzle groups; in particular in Section 6 we prove Theorem D before proving Theorem E in Section 7. Section 7.3 contains a discussion of the classification of puzzle groups with λ = 3. In Section 8 we speculate over the existence of designs which could yield further infinite families of puzzle groups and completely regular codes.
2. Background 2.1. Block designs and puzzle groups. Recall that a balanced incomplete block design (Ω, B), or t − (n, k, λ) design, is a finite set Ω of size n, together with a finite multiset B of subsets of Ω each of size k (called lines), such that any subset of Ω of size t is contained in exactly λ lines. A t − (n, k, λ) design is simple if there are no repeated lines. For any 2-design D = (Ω, B), and distinct points a, b ∈ Ω we define a, b := {x ∈ Ω | there exists ℓ ∈ B such that x, a, b, ∈ ℓ}
In particular, note that a, b ∈ a, b. Let D be a simple 2 − (n, 4, λ) design (Ω, B). Assume in addition that D is pliable, that is any pair of lines intersect in at most two points. To each x, y ∈ Ω, we associate an elementary move which is the permutation
where {x, y, x i , y i } is a line for each 1 i λ. Since D is pliable, this product is well-defined and [x, y] = [y, x]. A move sequence is a product of elementary moves
For each ∞ ∈ Ω, define the puzzle group:
to be the set of all closed move sequences which start and end at ∞. It is an easy exercise to confirm that π ∞ (D) is a group. We recall that π ∞ (D) is generated by elements of the form [∞, a, b, ∞] for a, b ∈ Ω\{∞} [14, Lemma 3.1].
2.2. Permutation groups. Let G be a group acting on a non-empty set Ω. The action is transitive if for any x, y ∈ Ω there exists g ∈ G such that x g = y and t-transitive if the induced action on the set of all t-tuples of distinct elements of Ω is transitive for some t > 0.
Suppose that the action of G on Ω is transitive. A system of imprimitivity is a partition of Ω into ℓ subsets ∆ 1 , ∆ 2 , . . . , ∆ ℓ each of size k such that 1 < k, ℓ < n, and so that for all i ∈ {1, . . . , ℓ} and all g ∈ G, there exists j ∈ {1, . . . , ℓ} such that
The sets ∆ i are called blocks. We say that G acts imprimitively if there exists a system of imprimitivity. If no such set exists then G acts primitively on Ω.
2.3. Linear Codes. Any binary code of length n over F 2 can be embedded in the vertex set of the binary Hamming graph. The binary Hamming graph Γ = H(n, 2) has vertex set V (Γ ), the set of n-tuples with entries from F 2 , and an edge exists between two vertices if and only if they differ in precisely one entry. The automorphism group of Γ , which we denote by Aut(Γ ), is the semi-direct product B ⋊ L where B ∼ = Sym (2) n and L ∼ = Sym(n), see [5, Theorem 9.2.1]. Let g = (g 1 , . . . , g n ) ∈ B, σ ∈ L and α = (α 1 , . . . , α n ) ∈ V (Γ ). Then g and σ act on α in the following way:
For all pairs of vertices α, β ∈ V (Γ ), the Hamming distance between α and β, denoted by d(α, β), is defined to be the number of entries in which the two vertices differ. We let Γ k (α) denote the set of vertices in H(n, 2) that are at distance k from α. For a code C in H(n, 2), the minimum distance, δ, of C is the smallest distance between distinct codewords of C. For any γ ∈ V (Γ ), we define
to be the distance of γ from C. The covering radius of C, which we denote by ρ, is the maximum distance that any vertex in H(n, 2) is from C. We let C i denote the set of vertices that are at distance i from C, and deduce, for i
The automorphism group of C, denoted by Aut(C), is the setwise stabiliser of C in Aut(Γ ). In this paper, we construct a family of codes with the following symmetrical property. Definition 2.1. Let C be a code with distance partition {C = C 0 , C 1 , . . . , C ρ }. We say C is X-completely transitive, transitive, or simply completely transitive, if there exists X Aut(Γ ) such that C i is an X-orbit for i = 0, . . . , ρ.
It is known that completely transitive codes are necessarily completely regular [15] . Recall that the dimension of a linear code C is the dimension of C regarded as a vector space over F 2 . We say that C is an [n, k, δ] code if it has minimim distance δ and dimension k. 
Proof. This is shown in [24] .
The action of Sp 2m (2) on quadratic forms
The notation and terminology in this section will be based on that found in [12, Section 7.7] . We start with the standard construction for the action of Sp 2m (2) on quadratic forms. Let m 1 be an integer and V := F 2m 2 be a vector space equipped with the standard basis and consider the block matrices
viewed as automorphisms of V . Let ϕ(u, v) be the symmetric bilinear form defined by ϕ(u, v) := uf v T , and let Ω be the set of all quadratic forms θ(u) with the property that
and by results in [12, Section 7.7] , any other element of Ω is of the form θ a (u) := θ 0 (u) + ϕ(u, a).
for each θ ∈ Ω and x ∈ H. Recall ([12, Corollary 7.7A]) that the action of H on Ω splits into two distinct orbits
A natural source of elements of H are the transvections t c , defined for each c ∈ V by ut c := u + ϕ(u, a)a, for each a ∈ V.
Such elements clearly lie in H.
We have the following result:
Lemma 3.1. The following hold:
Such a c exists if and only if
Proof. Parts (i) and (ii) appear in [12, Lemma 7 .7A] while part (iii) is shown in [25] .
As an immediate consequence, we obtain: Lemma 3.2. Let ε ∈ F 2 and {v 1 , . . . , v k } be pairwise distinct elements of V ε for some odd integer k > 0. Then for each g ∈ H, we have an equality
Proof.
We begin by considering the case where g = 1. Since k is odd,
We now turn to the general case. By Lemma 3.1 (iii), it suffices to consider the case g = t c for some c ∈ V. We calculate,
3.1. 
Furthermore, for each v ∈ V δ , the sets
form blocks of imprimitivity for the action of H on O ε δ . We will prove Theorem 3.3 shortly. In order to do so, we recall for each 0 = a ∈ V and ε ∈ F 2 , the definition of L(a, ε) given in [12] :
Before the proof of Lemma 7.7B in [12] , it is shown that 
) is a subspace of dimension 2m − 3 > 3 in V , so there is d ∈ U which is linearly independent of a, b and c. This means we may choose
, so that on setting ε 4 := θ 0 (d) + 1, we have:
as needed.
We can now prove Theorem 3.3:
Proof. When m = 3, all assertions of the theorem were verified via a GAP [13] computation. Thus we assume from now on that m 4. Fix ε ∈ F 2 . We first prove that O ε δ , O ε 1−δ are the two distinct orbits of H on 3-subsets of Ω ε . Since H acts 2-transitively on Ω ε , this is equivalent to showing that whenever a, b, c, d
In fact, we show that there is w ∈ V ε such that θ 0 (w) = ε and
, for then the above conditions are satisfied (by Lemma 3.1) with x = t a+w · t b+w . One easily checks that (3.2) is equivalent to
). Since the vectors {a + c, b + c, a + d} are linearly independent, Lemma 3.4 implies that θ 0 is not constant on 
as required. This proves the first assertion in Theorem 3.3.
It remains to prove the last statement. Let v ∈ V δ , {θ v1 , θ v2 , θ v3 } ∈ ∆ ε v and c ∈ V . By Lemma 3.2),
δ } forms a system of imprimitivity for the action of H on O ε δ (in fact the action of H on ∆ is equivalent to its action on Ω δ ) and the proof is complete.
3.2. Construction of D ε . For ε ∈ F 2 , define B ε as in the statement of Theorem A:
Proof. Clearly B ε contains no repeated lines (by definition). Moreover, given any ℓ ∈ B ε , any three points in ℓ uniquely determine the fourth, so the intersection of any two lines has size at most 2. As O ε ε is an H-orbit, we deduce from Lemma 3.2 that B ε is a H-orbit on the 4-subsets of Ω ε . Since H acts 2-transitively on Ω ε ,
In order to complete the proof of Theorem A, it remains to calculate the values of |Ω ε | and λ ε which we do by induction. It is well known that
. One proof of this comes from a (probably well known) inductive construction for V ε , which we now describe. Write V ε := V ε m so that the dimension is obvious. For each x, y ∈ F 2 and k > 0,
where for each v ∈ V ε k , v xy is the vector formed from v by first splitting v into two components of length k, appending x to the first component and y to the second component and then reamalgamating the resulting vectors to obtain a vector of length 2k + 2.
In particular, |V
Proof. Clearly each of (V We now compute λ ε inductively.
Proof. We first deduce the relation
. Since H acts 2-transitively on Ω ε , we can assume that either (i) v 1 = 0 and v 2 = e 1 , if ε = 0; or (ii) v 1 = e 1 + e 2 + e m+2 and v 2 = e 2 + e m+2 , if ε = 1.
Thus in either case, v 1 + v 2 = e 1 , and it is elementary to count:
Two New Infinite Familes Puzzle Groups
In this section, our goal is a description of the puzzle groups π ∞ (D ε ) and puzzle sets L D ε for ε ∈ F 2 defined in Section 2. This discussion will culminate in a proof of Theorem B. First recall the notation [x, y] of Section 2.1 for a pair {x, y} of points in a simple pliable 2 − (n, 4, λ) design.
Proof. Our goal is to show that t x0+y0 induces the permutation
where {θ x0 , θ y0 , θ xi , θ yi } are the lines in B ε containing {θ x0 , θ y0 } for 1 i λ ε . Note that θ 0 (x 0 + y 0 + x i ) = ε and x i + y i = x 0 + y 0 , so writing c := x 0 + y 0 we have θ xi (c) = θ yi (c) = 0. Hence by Lemma 3.1,
Proof. By [12, p.246], we have that ut v := u + ϕ(u, v)v for all u, v ∈ V , and x −1 t v x = t vx for all x ∈ H. Thus, given that θ 0 (a) = θ 0 (b) = θ 0 (c) = ε and θ 0 (a + b + c) = 1 + ε, it is straightforward to show that (a + b)t a+c = b + c.
For the remainder of this section we identify (via an abuse of notation) for each v ∈ V ε the form θ v with its corresponding vector v. Thus we will write "v ∈ Ω ε " rather than "θ v ∈ Ω ε " and so on. In order to avoid confusion, we introduce the notation a, b := {a, b} ∪ {x, y | x, y ∈ Ω ε and x + y + a + b = 0}
for the set of forms collinear with {a, b} in D ε . Note that the condition ∞ / ∈ a, b is equivalent to the condition θ 0 (a + b + ∞) = 1 + ε.
Proof. Two applications of Lemma 4.2 yield
We now apply Corollary 4.3 to show that the permutation induced by any move sequence in L D ε can be generated via a move sequence which starts with an element of our choosing:
Proof. Write L := L D ε for short. We prove this by induction on the length k of an expression for an element g : We can now complete the proof of Theorem B. We rely on the following observation, whose proof we defer until Lemma 5.3. 
Hence |L| = |Ω ε |·|π ∞ (D ε )| and since π ∞ (D ε ) ⊆ stab H (∞) we also have an equality
This completes the proof.
Two New Infinite Families of Completely Transitive Codes
This section is concerned with the F 2 -linear codes C ε := C F2 (D ε ) associated to the incidence matrices of the designs D ε of Theorem A. (Recall that C F2 (D ε ) is the F 2 -rowspan of the the incidence matrix of D ε .) We first introduce some notation which will allow us to describe elements of C ε succinctly. For ε ∈ F 2 , let W ε be the |Ω ε |-dimensional vector space over F 2 with entries indexed by Ω ε . Therefore, each α S ∈ W ε can be uniquely identified with a subset S ⊆ Ω ε , that is, α S is the characteristic vector of S. Thus, we note that supp(α S ) = S. Using this notation
We observe that for each α S in this generating set of C ε , Since (5.1) holds for all α S such that S ∈ B ε , the assertion now follows. Proof. As C ε is generated by codewords with weight 4, it follows that it consists entirely of codewords with even weight. Suppose there exists α S ∈ C ε with weight 2, so S = {θ a , θ b } for some a = b. Then Lemma 5.1 implies that a + b = 0, a contradiction, hence δ = 4. Now let α S be any weight 4 vertex in W ε that satisfies (5.1), with S = {θ a , θ b , θ c , θ d }. As θ 0 (d) = ε and d = a + b + c, we deduce that S ∈ B ε , so α S ∈ C ε . Now, by Lemma 5.1, all codewords of weight 4 satisfy (5.1), which proves the second statement.
5.1.
Covering radius and complete transitivity. Many of the calculations in this section are dependent on the ability to decompose elements of V into a sum of elements in V ε .
Lemma 5.3. For each v ∈ V and ε ∈ F 2 there exist distinct x, y ∈ V ε such that v = x + y.
Proof. We prove this in a series of cases. In each case, let e i denote the i'th basis vector for 1 i 2m. Let y = x + v and δ := θ 0 (v). Proof. By Lemma 5.3, v = x + y for some x, y ∈ V 1−ε . Again, by Lemma 5.3, y = y 1 + y 2 for some y 1 , y 2 ∈ V 1−ε . Now if any of x, y 1 , y 2 are pairwise equal, then v ∈ V 1−ε , which is a contradiction.
The next result gives a succinct description of the codewords of C ε .
Lemma 5.5. Let m 4 and α S ∈ W ε . Then α S ∈ C ε if and only if |S| = 2k for some k 2 and θa∈S a = 0.
Proof. The forward implication is a consquence of Lemma 5.1 and Corollary 5.2, and the reverse implication for k = 2 also follows from Corollary 5.2. Thus consider the reverse implication for k 3. First, suppose that we have verified the claim when k = 3 and assume (by induction) that the claim holds for all S with |S| = 2ℓ and ℓ < k. Write α := α S for short and assume that k > 3. If there exist θ x , θ y , θ z ∈ S such that θ 0 (x + y + z) = ε then α S ′ ∈ C ε where S ′ = {θ x , θ y , θ z , θ x+y+z }. Since | supp(α+α S ′ )| < 2k, it follows from Lemma 5.1 that α+α S ′ statisfies the inductive hypothesis. Thus α + α ′ S ∈ C ε , and so α ∈ C ε . We are thus reduced to the case where
Now, for any θ x , θ y , θ z , θ s ∈ S, there exist t, u ∈ V ε such that x+ y + z + s = t+ u by Lemma 5.3. Furthermore, by (5.2), we must have {x, y, z, s} ∩ {t, u} = ∅. By induction, α S ′ ∈ C ε where S ′ = {θ x , θ y , θ z , θ s , θ t , θ u }. Moreover, | supp(α + α S ′ )| < |S|, therefore, as before, α ∈ C ε . It thus remains to verify the claim in the case where k = 3. Since 6 > 4 = 2 2 at least 3 of the vectors associated with the forms in S are linearly independent. Since the sum of 6 distinct vectors in F 3 2 cannot be 0, at least 4 of the vectors associated with the forms in S are linearly independent. Further, an identical argument to that given in the first paragraph shows that we may assume (5.2) holds for S.
Let {a 1 , a 2 , a 3 , a 4 } be the four linearly independent vectors, so that S = {θ a1 , θ a2 , θ a3 , θ a4 , θ r , θ s } for some θ r , θ s ∈ Ω ε . By the pigeonhole principle there exist two equal elements in the set {ϕ (a 1 , a 3 ), ϕ(a 2 , a 3 ), ϕ(a 4 , a 3 )}, ϕ(a 1 , a 3 ) and ϕ(a 2 , a 3 ) say. By Lemma 3.4 we may choose
so that θ 0 (x) = ε. This implies that x / ∈ {a 1 , a 2 } and since
} is the support of some codeword α S ′ . Now, as (5.2) holds, 0 or 1 elements in the set {x, x + a 1 + a 2 } lie in {a 3 , a 4 , r, s}. If it is 1 then we must have α + α S ′ ∈ C ε , so that α ∈ C ε . If it is 0 then supp(α + α S ′ ) = {θ x , θ x+a1+a2 , θ a3 , θ a4 , θ r , θ s }, and
T := {θ x+a1+a2 , θ r , θ s , θ x+a1+a2+r+s } and U := {θ x , θ a3 , θ a4 , θ x+a3+a4 }.
Clearly both α T and α U lie in C ε , so that α ∈ C ε in this case also. This completes the proof.
Next, recall from Section 2 the notation
Our next result shows that C ε i = ∅ for all i 4 (so C ε i has covering radius 3) from which we can quickly deduce that C ε is a completely transitive code.
Proposition 5.6. Let m 4 and ε ∈ F 2 . For each α S ∈ W ε with S := supp(α S ) and v := a∈S a, one of the following holds:
ε has covering radius 3.
Proof. Suppose that |S| is even. If v = 0, then by Lemma 5.5 α S ∈ C ε and (i) holds, so we may assume that v = 0. By Lemma 5.3, v = x + y for distinct elements x, y ∈ V ε . Set α ′ := α S + α S ′ , where S ′ = {θ x , θ y }, so that
Next suppose that |S| is odd. If v ∈ V ε then α ′ = α S + α {θv} is a codeword with d(α S , α ′ ) = 1 so that (ii) holds. If v ∈ V 1−ε then by Corollary 5.4, there exist x, y, z ∈ V ε such that v = x + y + z. In this case α ′ = α S + α {θx,θy,θz} is a codeword with d(α S , α ′ ) = 3 and (iv) holds.
Corollary 5.7. For each m 3 and ε ∈ F 2 , C ε is a completely transitive code with covering radius 3.
Proof. By Proposition 5.6, C ε has covering radius 3 for m 4, and using GAP [13] , we verify this to hold when m = 3 also. Thus we need to show that Aut(C ε ) is transitive on C ε i for i = 0, 1, 2, 3. Since C ε is generated by the rows of the incidence matrix of D ε , and because D ε is a H-orbit, it follows that Aut(C ε ) N C ε ⋊ H, where N C ε is the group of translations of C ε . As N C ε acts regularly on C ε , H acts 2-transitively on entries and C ε has minimum distance δ = 4, we deduce that
It is straightforward to show that both Γ 3 (0) ∩ C 1 and Γ 3 (0) ∩ C 3 are non-empty sets. Thus H has at least 2 orbits on Γ 3 (0). But,6.1. Background results. We start by collecting a number of important background results. For a permutation group H acting on a set of size d we write µ(H) for the smallest number of elements moved by a non-trivial element of H (i.e. µ(H) is the size of the smallest possible support of a non-trivial element of H). In what follows we will use the crucial fact that if H is primitive and doesn't contain Alt(d), then µ(H) is bounded below by a function of d.
The following theorem is due to Liebeck and Saxl [16] , and makes use of the Classification of Finite Simple Groups. Observe that Theorem 6.1 implies that either µ(H)
r . We will also need Mihȃilescu's theorem, formally the Catalan conjecture [20] . Proof. Let g = [c, a, b, c] and x ∈ a, c, so {a, c, x, y} is a line for some y ∈ Ω\{a, c, x}.
which is a contradiction. If x / ∈ a, b ∩ b, c, then one of {a, b, x, y} or {b, c, x, y} is a line, contradicting pliability. Thus, as |a, c| = |a, b| = |b, c| = 2λ + 2, the result holds.
Let D = (Ω, B) be a 2 − (n, 4, λ) design. Then, for r, s ∈ Ω, with r = s, let B(r, s) denote the set of λ lines in B that contain both r and s. Proof. Let y, r, s be three distinct points in a, b. Suppose first that both a, b are contained in the set {y, r, s}, and, say, y = a, b. As y ∈ a, b, there exists a line ℓ ∈ B (which is necessarily in B(a, b) ) that contains all three points, and by pliability, this line is unique. Suppose now that a, b / ∈ {r, s}, say. Then [r, a, b, r] = [s, a, b, s] = 1, and by Lemma 6.4, a, r = a, b = a, s, so s ∈ a, r. Now, by supposition, [s, a, r, s] = 1, from which we deduce that r, s = a, b. Thus y ∈ a, b\{r, s} = r, s\{r, s}, and so y, r, s are contained in a line in B (which is in B(r, s) ) and by pliability, this line is unique. Therefore D a,b forms an SQS(2λ + 2), and hence, a pliable 2 − (2λ + 2, 4, λ) design.
As y ∈ r, s, [y, r, s, y] = 1 by supposition, and because y, r, s were arbitrary, we conclude that π x (D a,b ) = 1 for each x ∈ a, b. Hence, D a,b is a Boolean quadruple system of order 2 α for some α > 0 by [14, Theorem B] .
Proof of Proposition 6.3. The first statement of the theorem is a consequence of Lemma 6.5. Thus it remains to show that the pair (Ω, Λ) is a 2 − (n, 2 α+1 , 1) design. But each pair of elements a, b ∈ Ω is contained in a, b and if there exist another pair x, y ∈ Ω such that a, b ∈ x, y then x, y = a, b, as is shown in the proof of Lemma 6.5. Consequently a, b is the unique element of Λ which contains {a, b}.
Proving Theorem D.
Our job now is to prove Theorem D, and to do this we will make heavy use of Proposition 6.3. We will also need to make use of Theorem E part (2), a short proof of which is given in Section 7.1. Note that although the proof of part (4) of Theorem E makes use of Theorem D, the earlier parts do not.
We begin by recording an immediate corollary. 
Proof. We apply Proposition 6.3 to deduce the existence of a 2 − (n, k, 1) design (Ω, Λ). Suppose that the design is trivial, i.e. n = k. Then Proposition 6.3 implies that D is the Boolean design and and [14, Theorem B] implies that G is trivial.
Suppose next that the associated 2 − (n, k, 1) design is non-trivial, i.e. n > k. Observe that k = 2λ + 2 and now Fisher's inequality implies that
Thus, by Theorem E (2), G is primitive. We know that G is generated by elements of the form [∞, a, b, ∞] and these have support at most 6λ + 2. Combining this fact with the inequality µ(H) 2( √ d − 1) of Theorem 6.1 we obtain n 9λ 2 + 12λ + 5 < 3k(k − 1).
We also have the conditions that k − 1 divides n − 1 and k(k − 1) divides n(n − 1). Note that k is a power of 2. If n is odd, then k(k − 1) divides n − 1 and we conclude that either n = k 2 − k + 1 or 2(k 2 − k) + 1. If n is even, then k − 1 divides n − 1 and k divides n. Hence Assume, then that d = 2k 2 − k + 1 = s r for some integer r. There are two cases. First, suppose that 2k + 1 and k − 1 are coprime. Then k − 1 = s r 1 for some integer s 1 and Theorem 6.2 implies that r = 1.
Second, suppose that 2k + 1 and k − 1 are not coprime; then their highest common factor is 3 and we conclude, moreover that α is even. In this case k − 1 = ( √ k − 1)( √ k + 1) and one of these two factors is indivisible by 3. Suppose first that √ k − 1 is indivisible by 3. Then √ k − 1 is coprime to 2k + 1 and √ k + 1 and we conclude that √ k − 1 = x r for some integer x. Now Catalan's conjecture implies that r = 1 as required.
Suppose finally that √ k + 1 is indivisible by 3. Then √ k + 1 is coprime to 2k + 1 and √ k − 1 and we conclude that √ k + 1 = x r for some integer x. Now Catalan's conjecture and the fact that √ k + 1 is indivisible by 3 implies that r = 1 as required. . Thus we assume that λ > 1 and that G is not trivial and we must show that G contains Alt(n − 1).
Suppose, for a contradiction, that G does not contain Alt(n − 1). Then Lemma 6.7 implies that G is primitive and, for each value of λ, gives four possible values for n. For two of these values Lemma 6.8 implies immediately that G contains Alt(n − 1) and we are done.
We are left with the possibility that n = k 2 or 2k 2 − k where k = 2λ + 2 8. Now Lemma 6.9 implies that Alt(m) G Sym(m) for some m 5 and that the action of G as a puzzle group on n − 1 points is isomorphic to the natural action of G on the set of ℓ-subsets of {1, . . . , m}. We know that G contains elements with support of size at most s = 6λ + 2 = 3k − 4 and we observe that
Now Lemma 6.10 implies that m and ℓ satisfy m ℓ Since (m, m−1) = 1, this is clearly impossible for k 8 and the result is proved.
This implies in turn that

Properties of Puzzle Groups
In this section we prove Theorem E and throughout this we operate under the suppositions of Theorem E. Note that parts of this theorem are already known: when λ = 1 or 2, Theorem E is an immediate consequence of [14, Theorem C] . Furthermore, part (1) of Theorem E is Lemma 6.1 of [14] . Thus, to prove Theorem E we can (and will) assume throughout that n > 4λ + 1 and so G is transitive.
7.1. The imprimitive case. In this section we suppose that G is imprimitive and that ∆ is a block of size k; we will prove part (2) of Theorem E. We need the following result from [14] . 
Proof of Theorem E (2).
We assume (for a contradiction) that G preserves a system of imprimitivity with ℓ blocks each of size k. Suppose first that case (i) of Lemma 7.1 holds and let ∆ := {c 1 , . . . , c k } be a block of imprimitivity. Thus there exist points d 2 , . . . , d k ∈ Ω so that {∞, c 1 , c i , d i } is a line for each 2 i k. Define:
and observe that since ∆ ⊆ ∞, c 1 , ∆ ⊂ Γ . Also note that |Γ | 3(2λ + 2) − 12 + 4 = 6λ − 2 < n.
Hence we may choose e ∈ Ω\Γ and define g := [∞, c 1 , e, ∞]. Now, ∞ / ∈ c 1 , e so that c g 1 = e and since e / ∈ ∆, we must have
In particular (by Lemma 7.1(ii)) ∞ ∈ e, d 2 . But e / ∈ d 2 , ∞, a contradiction. We conclude therefore that case (ii) of Lemma 7.1 holds, which is possible only if ℓ = 2. This implies that G contains an element of support of size 2k = n − 1 in its generating set, contradicting the fact that G is generated by elements with support of size at most 6λ + 2 ([14, Lemma 7.3] ). This completes the proof. 7.2. The primitive case. In this section we suppose that G is primitive and we prove the remaining parts of Theorem E. We recall that, for a primitive permutation group H we write µ(H) for the minimal size of the support of a non-trivial element of G. Our strategy will be to exploit the fact that puzzle groups naturally contain elements of small support.
We will make use of the following result of Babai [9] , which is a weaker version of Theorem 6.1 that has the advantage of not depending on the Classification of Finite Simple Groups. 
The following result is part of Lemma 3.1 in [14] .
have support of size at most 6λ + 2.
Proof of Theorem E. We have already proved parts (1) and (2): thus we must prove parts (3) and (4) . Suppose that n > 9λ 2 +12λ+5. Then Theorem E (2) implies that G is primitive. Suppose that G does not contain Alt(n − 1). Then Theorem 7.2 and Lemma 7.3 imply that
Rearranging the inequality, one obtains a contradiction as required.
We are left with part (4). If λ 2, then the result is a consequence of [14, Theorem C]. Suppose, then, that λ 3 and that n > 9λ 2 − 12λ + 5. Then, in particular, n > 9λ + 1 and G is primitive. Suppose that G does not contain Alt(n − 1).
Suppose, first, that G contains a non-trivial element of the form g = [∞, a, b, ∞] where ∞ ∈ a, b. Then g has support of size at most 6λ − 6 and, combining this fact with the inequality µ(H) 2( √ d − 1) given by Theorem 6.1, we obtain a contradiction and the result is proved. Suppose, on the other hand, that G does contain a non-trivial element of the form g = [∞, a, b, ∞] where ∞ ∈ a, b. Then Theorem D gives the result.
7.3. The case λ = 3. In previous work with A. Nixon [14] puzzle groups associated with 2 − (n, k, λ) designs were completely classified for λ 2. In this subsection we discuss the possibility of extending this classification to deal with the case λ = 3.
We assume throughout this section that G is the puzzle group of a 2 − (n, 4, 3) design. We state two lemmas dealing with the different possibilities for G. • n = 12 and G ∈ {M 11 , P SL 2 (11), C 11 ⋊ C 5 , , C 11 };
• n = 13 and G ∈ {M 12 , M 11 , P SL 2 (11)};
• n = 16 and G ∈ {P SL 4 (2), S 6 , A 7 , A 6 };
• n = 17 and G is isomorphic to one of 19 primitive subgroups of 2 4 .P SL 4 (2); • n = 28 and G = P Sp 4 (3) ⋊ C 2 ;
• n = 29 and G ∈ {P Sp 6 (2), S 8 }.
Proof. Suppose, first, that G does not contain a non-trivial element of the form g = [∞, a, b, ∞] where ∞ ∈ a, b. Then Lemma 6.7 implies that G ∼ = Alt(n − 1) as required.
Suppose, on the other hand, that G contains a non-trivial element of the form g = [∞, a, b, ∞] where ∞ ∈ a, b. Then G contains an element with support of size at most 12; all primitive groups containing an element with support of size at most 15 have been known explicitly since long before CFSG (see, especially, [18, 19] ; we refer to the library in GAP [13] for verification). Now, of the list provided by GAP we are able to exclude all of these groups that are not subgroups of Alt(n − 1) and, for n > 9, the resulting groups are those listed in the lemma. The remaining values -when n = 8 or 9 -can be excluded directly since there is only one pliable design in each case, and neither yield a primitive puzzle group. Lemma 7.5. Suppose that G is intransitive. Then n = 8, 9, 12 or 13. Suppose that G is transitive and imprimitive. Then n = 9, 13, 17, 21 or 25.
Proof. If G is intransitive, then the result follows from Theorem E (1). Now suppose that G is transitive and imprimitive. Then Theorem E (2) implies that n 28. To complete the proof we use the fact that if a 2 − (n, 4, 3) design exists, then n ≡ 0, 1 (mod 4) and, furthermore, that, since G is imprimitive, n − 1 is not a prime.
Finally we remark that (using the Handbook of Combinatorial Designs [7] ) it is easy to confirm that for n = 8 and n = 9 there is only one pliable 2 − (n, 4, 3) design. When n = 8 this design is the Boolean one and the associated puzzle group is trivial; when n = 9 the associated puzzle group is Alt(4) ≀ C 2 , a transitive, imprimitive group. In light of these facts and the preceding lemmas, the job of classifying puzzle groups associated with 2 − (n, 4, 3) designs is reduced to the situation where 12 n 29.
Another Infinite Family of Puzzle Groups?
It turns out that one can apply similar methods to those in the present paper to construct codes associated to the affine groups 2 2m . Sp 2m (2) for m 2. We give a sketch of this procedure now, but leave the details to a subsequent paper. As usual, let V := F 2m so that G := Sp 2m (2) acts on V in the usual way. Let R be the set of all triples of distinct vectors in V . Using Lemma 3.1 one can show that the action of G on R splits into two orbits O and R\O where GAP computations [13] carried out on the binary code C F2 (D) for m = 2, 3 suggest that C F2 (D) is a completely regular [2 2m , 2 2m − (2m + 2), 4] code with covering radius 4. Furthermore, this code appears to coincide with one of the symplectic binary codes considered in [3] which were obtained from the (extended) Hamming codes of lengths 2 2m−1 and 2 2m . It seems that an analogue of Theorem C holds for D too: GAP computations for m = 2, 3 suggest that L D coincides with 2 2m . Sp 2m (2) (as a subgroup of Sym(2 2m )) and that for each ∞ ∈ V , π ∞ (D) ∼ = Sp 2m (2) . Thus, if these assertions remain valid in general, D gives rise to yet another infinite family of puzzle groups which are primitive but neither the full alternating or symmetric group.
