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Abstract. In this paper, a novel pre- and post-processing algorithm is presented
that can double the convergence rate of finite element approximations for linear wave
problems. In particular, it is shown that a q-step pre- and post-processing algorithm
can improve the convergence rate of the finite element approximation from order p+ 1
to order p+ 1 + q in the L2-norm and from order p to order p+ q in the energy norm,
in both cases up to a maximum of order 2p, with p the polynomial degree of the finite
element space. The q-step pre- and post-processing algorithms only need to be applied
once and require solving at most q linear systems of equations.
The biggest advantage of the proposed method compared to other post-processing
methods is that it does not suffer from convergence rate loss when using unstruc-
tured meshes. Other advantages are that this new pre- and post-processing method is
straightforward to implement, incorporates boundary conditions naturally, and does
not lose accuracy near boundaries or strong inhomogeneities in the domain. Numerical
examples illustrate the improved accuracy and higher convergence rates when using
this method. In particular, they confirm that 2p-order convergence rates in the energy
norm are obtained, even when using unstructured meshes or when solving problems
involving heterogeneous materials and curved boundaries.
1. Introduction
When solving wave propagation problems, the finite element method offers a good
alternative to the popular finite difference method when the effects of the geometry, e.g.
the geometry of objects in scattering problems or the topography in seismic models,
need to be accurately modelled. The error of the finite element solution is at most of
order hp in the energy norm and order hp+1 in the L2-norm, where h denotes the mesh
resolution and p the polynomial degree of the finite element space. We show that, by
carefully discretising the initial values and by post-processing only the final solution, we
can improve the convergence rates in both norms up to order 2p .
Post-processing methods for the finite element method have been known for several
decades and have been applied to numerous problems, including elliptic problems [3,
29], parabolic problems [30], and first-order hyperbolic problems [1, 5]. For an historic
*The author has been funded by the Austrian Science Fund (FWF) through the project F 65 ‘Taming
Complexity in Partial Differential Systems.
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overview, see, for example, [5] and the references therein. These methods exploit the
fact that the numerical error converges faster in a negative-order Sobolev norm than in
the L2-norm. Typically, the post-processed solution is obtained by convolving the finite
element solution with a suitable kernel. The error of the post-processed solution can
then be bounded by the numerical error and difference quotients of the numerical error
in a negative-order Sobolev norm.
In this paper, we show that the numerical error for the linear wave equation converges
with rate min(p + 1 + m, 2p) in the (−m)th-order Sobolev norm. Difference quotients
of the numerical error converge with the same rate in case translation-invariant meshes
are used. In case of unstructured meshes, however, the super-convergence rate of the
difference quotients, and therefore the post-processed solution, is (partially) lost [9, 21,
17]. We therefore present an alternative post-processing algorithm that fully preserves
the super-convergence rate when using unstructured meshes.
The accuracy of this new approach relies on (adapted) negative-order Sobolev norms
of time derivatives of the numerical error instead of difference quotients. These time
derivatives also play an important role in the error analysis of finite element methods
for nonlinear problems [20]. They maintain the full super-convergence rate when using
unstructured meshes if the initial values are carefully discretised. To improve the con-
vergence rate by q orders up to a maximum of order 2p, the proposed algorithm requires
solving at most q elliptic problems for discretising the initial value and q elliptic problems
for post-processing the final solution. These elliptic problems are solved with a finite
element method using the same mesh as for the time-stepping. For post-processing,
elements of degree p + q are used instead of degree p. The resulting linear systems of
equations can be solved with a direct solver or with an iterative solver and for the latter,
good initial guesses can be obtained from the unprocessed initial and final values.
The biggest advantage of this new method is that the super-convergence rates are fully
maintained when using unstructured meshes. Other advantages are that the method is
easy to implement, naturally incorporates the boundary conditions, and suffers no accu-
racy loss near boundaries or material interfaces, while post-processing with a convolution
requires special kernels near the boundary [1, 26, 31, 25]. A disadvantage of the pro-
posed method is that it requires a global operator, while the convolution with a Kernel
is typically a local operator. This makes the new method unsuitable for problems that
require an accurate reconstruction of the wave field throughout the entire time interval.
The paper is constructed as follows: first, we present the scalar wave equation and
the corresponding classical finite element method in Section 2. In Section 3, we then
introduce the new pre- and post-processing algorithm. Super-convergence rates of the
classical finite element method in negative-order Sobolev norms and of the post-processed
solution in the energy- and L2-norm are derived in Section 4. In Section 5, we then
demonstrate this super-convergence of the post-processed solution for numerous test
cases, including cases with heterogeneous materials, unstructured meshes, and curved
boundaries. Finally, we summarise our main conclusions in Section 6.
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2. Wave equation and finite element discretisation
Let Ω ⊂ Rd be an open bounded d-dimensional domain with Lipschitz boundary ∂Ω.
We consider the scalar wave equation given by
∂2t u = ρ
−1∇ · c∇u+ f in Ω× (0, T )(1a)
u = 0 on ∂Ω× (0, T ),(1b)
u|t=0 = u0 in Ω,(1c)
∂tu|t=0 = v0 in Ω,(1d)
where (0, T ) is the time domain, u : Ω× (0, T )→ R is the wave field, ∇ is the gradient
operator, u0, v0 : Ω→ R are the initial wave and velocity field, f : Ω× (0, T )→ R is the
source term, and ρ, c : Ω→ R+ are strictly positive scalar fields that satisfy
c0 ≤ c ≤ c1 and ρ0 ≤ ρ ≤ ρ1(2)
for some positive constants ρ0, ρ1, c0, and c1.
For the weak formulation, let u0 ∈ H10 (Ω), v0 ∈ L2(Ω), and f ∈ L2(0, T ;L2(Ω)),
where L2(Ω) denotes the standard Lebesque space of square integrable functions on Ω,
H10 (Ω) denotes the standard Sobolev space of functions on Ω that have a zero trace on
the boundary ∂Ω and have square-integrable weak derivatives, and L2(0, T ;U), with U a
Banach space, is the standard Bochner space of functions f : (0, T )→ U , such that ‖f‖U
is square integrable on (0, T ). The weak formulation of (1) can then be formulated as
finding u ∈ L2(0, T ;H10 (Ω)), with ∂tu ∈ L2(0, T ;L2(Ω)), ∂t(ρ∂tu) ∈ L2(0, T ;H−1(Ω)),
such that u|t=0 = u0, ∂tu|t=0 = v0, and
〈∂t(ρ∂tu), w〉+ a(u,w) = (f, w)ρ for all w ∈ H10 (Ω), a.e. t ∈ (0, T ),(3)
where H−1(Ω) denotes the dual space of H10 (Ω), 〈·, ·〉 denotes the pairing between
H−1(Ω) and H10 (Ω), (·, ·)ρ denotes the weighted L2(Ω)-product
(u,w)ρ =
∫
Ω
ρuw dx
and a(·, ·) denotes the elliptic operator
a(u,w) =
∫
Ω
c∇u · ∇w dx.
It can be shown, in a way analogous to [18, Chapter 3, Theorem 8.1], that this problem
is well posed and has a unique solution.
The weak formulation can be solved with the classical finite element method. Let
Th be a tessellation of Ω into straight and/or curved simplicial elements that all have a
radius smaller than h. The degree-p finite element space Uh can then be constructed as
follows:
Uh = U(Th, Uˆ) := {u ∈ H10 (Ω) | u ◦ φe ∈ Uˆ for all e ∈ Th},
where φe : eˆ→ e denotes the reference-to-physical element mapping and Uˆ := Pp(eˆ) de-
notes the reference element space, with Pp(eˆ) the space of polynomials on eˆ of degree p or
less. The element mappings φe are usually affine mapping resulting in straight elements,
but may also be higher-degree polynomial mappings resulting in curved elements that
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can better approximate domains with curved boundaries. The finite element method
approximates the wave field by a discrete wave field uh : [0, T ] :→ Uh that satisfies the
initial conditions uh|t=0 = u0,h and ∂tuh|t=0 = v0,h and that satisfies
(∂2t uh, w)ρ + a(uh, w) = (fh, w)ρ for all w ∈ Uh, a.e. t ∈ (0, T ).(4)
The initial values u0,h, v0,h ∈ Uh and the discrete source term fh ∈ L2
(
0, T ;L2(Ω)∩Uh
)
are projections of u0, v0, and f , onto the discrete space. We define fh := Πhf , where
Πh is the weighted L
2-projection operator given by
(Πhu,w)ρ = (u,w)ρ for all w ∈ Uh.
Typically, a (weighted) L2-projection is also used to discretise the initial solutions, al-
though other types of projections are introduced in the next section in order to obtain
higher convergence rates.
3. Pre- and post-processing
To present the pre- and post-processing algorithm, we first define the differential
operator L by
L := −ρ−1∇ · c∇,
where Lu ∈ L2(Ω) is well-defined when u ∈ H1(Ω) and ∇ · c∇u ∈ L2(Ω). The inverse
operator L−1 : L2(Ω)→ H10 (Ω) is defined such that
a(L−1f, w) = (f, w)ρ for all w ∈ H10 (Ω).
Note that u = L−1f is the weak solution of the elliptic problem
−ρ−1∇ · c∇u = f in Ω,(5a)
u = 0 on ∂Ω.(5b)
The existence of a unique weak solution follows from the fact that a is coercive, which in
turn follows from the Poincare´ inequality and the boundedness of c. Also note that, for
any f ∈ L2(Ω), we have LL−1f = f and, for any u ∈ H10 (Ω) with Lu ∈ L2(Ω), we have
L−1Lu = u. We will also often use the notation Lα and L−α to denote the operator L
and L−1 applied α times, respectively, , e.g. L2u = L(Lu), L3 = L(L(Lu)), etc.
The discrete version of L, denoted by Lh : Uh → Uh, is defined such that
(Lhuh, w)ρ = a(uh, w), for all w ∈ Uh,
and the inverse operator L−1h : Uh → Uh such that
a(L−1h fh, w) = (fh, w)ρ, for all w ∈ Uh,
Note that uh = L−1h fh is the standard finite element approximation of the solution u to
(5).
It can be shown that, if the weak solution u of (1) satisfies ∂2t u ∈ L2
(
0, T ;L2(Ω)
)
and
if f ∈ L2(0, T ;L2(Ω)), then u satisfies (1) almost everywhere and we can write
∂2t u+ Lu = f,(6)
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while for the finite element approximation, we can write
∂2t uh + Lhuh = fh.(7)
When u and f are sufficiently regular, we can differentiate (6) and (7) with respect
to time and obtain equalities of the form
∂k+2t u+ L∂kt u = ∂kt f,
∂k+2t uh + Lh∂kt uh = ∂kt fh,
for k ≥ 0. By reordering the terms, we can obtain equalities of the form
∂k+2t u = −L∂kt u+ ∂kt f = r(1)k (∂kt u),(8a)
∂kt u = L−1(−∂k+2t u+ ∂kt f) = r(−1)k (∂k+2t u),(8b)
and
∂k+2t uh = −Lh∂kt uh + ∂kt fh = r(1)k,h(∂kt uh),(9a)
∂kt uh = L−1h (−∂k+2t uh + ∂kt fh) = r(−1)k,h (∂k+2t uh),(9b)
for k ≥ 0, where rk, r−1k , rk,h, and r−1k,h are mappings defined as follows:
r
(1)
k (w) := −Lw + ∂kt f, r(−1)k (w) := L−1(−w + ∂kt f),
r
(1)
k,h(w) := −Lhw + ∂kt fh, r(−1)k,h (w) := L−1h (−w + ∂kt fh),
for k ≥ 0. By applying (8) and (9) multiple times, we can obtain the following relations:
∂k+2αt u = (r
(1)
k+2α−2 ◦ r(1)k+2α−4 ◦ r(1)k+2α−6 · · · ◦ r(1)k )(∂kt u) =: r(α)k (∂kt u),(10a)
∂kt u =
(
r
(−1)
k ◦ r(−1)k+2 ◦ r(−1)k+4 · · · ◦ r(−1)k+2α−2
)
(∂k+2αt u) =: r
(−α)
k (∂
k+2α
t u),(10b)
and
∂k+2αt uh = (r
(1)
k+2α−2,h ◦ r(1)k+2α−4,h ◦ r(1)k+2α−6,h · · · ◦ r(1)k,h)(∂kt uh) =: r(α)k,h(∂kt uh),(11a)
∂kt uh =
(
r
(−1)
k,h ◦ r(−1)k+2,h ◦ r(−1)k+4,h · · · ◦ r(−1)k+2α−2,h
)
(∂k+2αt uh) =: r
(−α)
k,h (∂
k+2α
t uh),(11b)
for k ≥ 0, α ≥ 0, with r(0)k and r(0)k,h the identity operators. Note that(
r
(α)
k ◦ r(−α)k
)
(w) = w, w ∈ L2(Ω),(
r
(α)
k,h ◦ r(−α)k,h
)
(w) = w, w ∈ Uh.
To improve the convergence rate of the finite element approximation by q ≥ 1 orders,
assume u and f are sufficiently regular and discretise the initial values as follows:
u0,h =
(
r
(−α)
0,h ◦Πhr(α)0
)
(u0), α = dq/2e,(12a)
v0,h =
(
r
(−β)
1,h ◦Πhr(β)1
)
(v0), β = bq/2c.(12b)
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To obtain an improved approximation uh∗ and vh∗ of the wave field u and velocity ∂tu
at time T , respectively, we compute
uh∗(T ) =
(
r
(−α)
0 ◦ r(α)0,h
)(
uh(T )
)
, α = dq/2e,(13a)
vh∗(T ) =
(
r
(−β)
1 ◦ r(β)1,h
)(
∂tuh(T )
)
, β = bq/2c.(13b)
Values of α and β for q ≤ 10 are listed in Table 1. In case of sufficient regularity, we can
then obtain error estimates of the form
‖∂tu(T )− vh∗(T )‖0 + ‖u(T )− uh∗(T )‖1 ≤ Chp+min(p,q),
‖u(T )− uh∗(T )‖0 ≤ Chp+min(p,q+1),
(see Corollary 4.5), where p denotes the degree of the polynomial approximation and C
is some positive constant that does not depend on the mesh resolution h. This implies,
for example, that a convergence rate of order 2p in the energy norm can be obtained
when choosing q = p.
Table 1. Number of processing steps α and β at initial and final time
to improve the convergence rate by q orders.
q 1 2 3 4 5 6 7 8 9 10
α 1 1 2 2 3 3 4 4 5 5
β 0 1 1 2 2 3 3 4 4 5
From (10) and (11), it follows that the choice for the initial conditions is equivalent
to setting
∂qt uh|t=0 = ∂qt u|t=0, ∂q+1t uh|t=0 = ∂q+1t u|t=0.
It also follows from (10) and (11), that the post-processed solution at time T is equal to
the exact solution when
∂qt u(T ) = ∂
q
t uh(T ), ∂
q+1
t u(T ) = ∂
q+1
t uh(T ).
In case of no source term, so f = 0, the pre- and post-processed approximations
simplify to
u0,h = L−αh ΠhLαu0, uh∗(T ) = L−αΠhLαhuh(T ),
v0,h = L−βh ΠhLβv0, vh∗(T ) = L−βΠhLβh∂tuh(T ).
To discretise the initial values u0 and v0, we need to respectively apply α and β
times the operator L−1h , which means we need to respectively solve α and β elliptic
problems of the form in (5) numerically using the finite element method. The mesh and
approximation space used to solve these elliptic problems are the same as those used
for the time-stepping. To obtain the improved wave field uh∗ or velocity field vh∗ at the
final time, we need to respectively apply α or β times the operator L−1, which requires
solving elliptic problems of the form in (5) α or β times exactly. Obtaining the exact
solution, however, is usually not possible. Instead, we can approximate these elliptic
problems with a degree-(p+ q) finite element method in order to maintain the improved
convergence rates.
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In the end, both pre- and post-processing therefore require solving a set of at most
α+β = q linear systems. These linear systems can be solved by a direct method or with
an iterative method. When using an iterative method, good first approximations can be
obtained from the unprocessed initial and final value, as shown in Section 5.
The pre- and post-processing algorithms presented here apply to wave problems with
zero Dirichlet boundary conditions, but can also be applied to problems with Neumann
boundary conditions or periodic domains when we replace H10 (Ω) by H
1(Ω)∩{1}⊥, where
{1}⊥ := {u ∈ L2(Ω) | (u, 1)ρ = 0}. Furthermore, the algorithms can also be applied to
problems with non-zero boundary conditions, since the non-zero part can be absorbed in
the source term f and the initial conditions. In particular, let u˜ be any smooth function
that satisfies the non-zero boundary condition and set f˜ := ∂2t u˜ − ρ−1∇ · c∇u˜. We
can then write u = uˆ + u˜, where uˆ is the solution of the wave equation (1) with zero
boundary conditions, source term fˆ = f − f˜ and initial conditions uˆ0 = u0 − u˜|t=0 and
vˆ0 = v0 − ∂tu˜|t=0.
4. Error analysis
In this section, we analyse the accuracy of the classical finite element method in
negative-order Solobev norms and the accuracy of the pre- and post-processing algo-
rithms in the L2- and energy norm. We only consider the semi-discrete case, so not the
time discretisation. The outline of the error analysis is as follows: we first obtain error
estimates for the classical finite element approximation of the form
‖∂tu− ∂tuh‖−m∗ + ‖u− uh‖1−m∗ ≤ Chp+min(p,m)
for m ≥ 0 (see Theorem 4.2), where ‖·‖0∗ := ‖·‖0 and ‖·‖1∗ := ‖·‖1 denote the standard
L2- and H1-norm, respectively, and ‖ · ‖−m∗, for m > 0, denotes the adapted negative-
order Sobolev-norm defined in (16). The theory is similar to that of [11], except that in
[11], they require a very complex and non-standard discretisation of the initial values,
while we prove in Theorem 4.2 that the estimates also hold when the initial values are
discretised using a standard weighted L2-projection.
We then show (see proof Theorem 4.4) that ∂qt u and ∂
q
t uh can also be written as a
solution and finite element approximation of the wave equation, respectively, and that
by discretising u0,h and v0,h as in (12), the error is bounded by
‖∂q+1t u− ∂q+1t uh‖−m∗ + ‖∂qt u− ∂qt uh‖1−m∗ ≤ Chp+min(p,m)
for m ≥ 0.
Finally, we show that
‖∂tu− vh∗‖−m∗ + ‖u− uh∗‖1−m∗ =
‖∂q+1t u− ∂q+1t uh‖−(q+m)∗ + ‖∂qt u− ∂qt uh‖1−(q+m)∗
for m ≥ 0 (see Theorem 4.4), where uh∗ and vh∗ are post-processed solutions, defined as
in (13). By choosing m = 1 or m = 0, we then obtain bounds of the form
‖∂tu− vh∗‖0 + ‖u− uh∗‖1 ≤ Chp+min(p,q),
‖u− uh∗‖0 ≤ Chp+min(p,q+1).
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The analysis presented in this section relies on certain regularity assumptions that
typically only hold when the boundary of the domain is sufficiently smooth. We therefore
do not restrict our analysis to polyhedral domains, but assume that Ω has a piecewise
smooth boundary. An accurate finite element approximation will then require the use of
curved elements and the leading constants in the error estimates will then also depend
on the shape-regularity of these elements. We therefore define the shape-regularity of
the mesh, denoted by γ, as follows:
γ := max
e∈Th
γe := max
e∈Th
sup
x∈e
he‖∇φ−1e (x)‖+
∑
2≤|α|≤p+1
sup
xˆ∈eˆ
h−|α|e ‖Dαφe(xˆ)‖
 ,(15)
where he is the diameter of e, ‖ · ‖ denotes the Euclidean norm, Dα := ∂α11 ∂α22 . . . ∂αdd
is a partial differential operator, ∂i is the partial derivative with respect to Cartesian
coordinate xi, and |α| := α1 + α2 + · · ·+ αd is the order of the operator.
In case of a straight element, γe is proportional to the commonly used ratio he/ρe,
where ρe denotes the diameter of the inscribed sphere of e. For curved elements, the
regularity constant γ remains uniformly bounded for a sequence of meshes when using
a suitable parametrisation, such as the one described in [16]. We present a simpler
alternative to this algorithm in Section 5.5.
To simplify the error analysis, we will always assume that the mesh covers the domain
exactly, so
⋃
e∈Th e = Ω. Furthermore, for the readability of the analysis, we will always
let C denote a constant that may depend on the domain Ω, the regularity of the mesh γ,
the spatial parameters ρ and c, and the polynomial degree p, but does not depend on the
mesh resolution h, time interval (0, T ), or the functions that appear in the inequality.
We will also always assume that h ≤ h0, for some sufficiently small h0 > 0 that does not
depend on the time interval (0, T ) or the functions that appear in the inequality.
Let Hk(Ω), for k ≥ 1, denote the standard Sobolev space of functions on Ω with
square-integrable kth-order derivatives equipped with norm
‖u‖k :=
∑
|α|≤k
‖Dαu‖0,
where ‖ · ‖0 denotes the standard L2(Ω)-norm. Also, let Hk0 (Ω) denote the space of
functions u ∈ Hk(Ω) such that the trace of the derivatives is zero on the boundary:
Dαu|∂Ω = 0, for all |α| ≤ k − 1. We then define the following negative-order Sobolev
norms for functions in L2(Ω):
‖u‖−k := sup
w∈Hk0 (Ω)\{0}
(u,w)
‖w‖k .
We also introduce an adapted version of these negative order norms:
‖u‖−k∗ :=
{
‖L−αu‖0, k = 2α,
‖L−αu‖1, k = 2α− 1.
(16)
It is proven in Section C, that, if ρ and c are sufficiently smooth, then
‖u‖−k ≤ C‖u‖−k∗.
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Now let U be a Banach space and let Lq(0, T ;U)) denote the Bochner space of func-
tions f : (0, T )→ U such that ‖f(t)‖U is in Lq(0, T ). We equip the space with norm
‖u‖q,U :=

(∫ T
0 ‖u(t)‖qU dt
)1/q
, 1 ≤ q <∞,
ess supt∈(0,T ) ‖u(t)‖U , q =∞.
We will use ‖ · ‖∞,k as a short-hand notation for the L∞(0, T ;Hk(Ω))-norm and define
‖ · ‖∞,−k∗, for k ≥ 1, as follows:
‖u‖∞,−k∗ := ess sup
t∈(0,T )
‖u(t)‖−k∗, u ∈ L∞(0, T ;L2(Ω)).
We will often make a regularity assumption of the following type: if f ∈ Hk(Ω), then
L−1f ∈ Hk+2(Ω) and
‖L−1f‖k+2 ≤ C‖f‖k for all k ≤ K.(17)
Such an assumption certainly holds when ∂Ω ∈ CK+2, c ∈ CK+1(Ω), and ρ ∈ CK(Ω).
We can now prove super-convergence for the finite element method combined with
pre- and post-processing by proving the following lemma’s and theorems.
Lemma 4.1 (error equation). Let u be the solution of (3) and let uh be the solution
of (4) with fh := Πhf . Assume ∂
2
t u ∈ L2
(
0, T ;L2(Ω)
)
. Then the discrete error eh :=
Πhu− uh satisfies
(∂2t eh, w)ρ + a(eh, w) = −a(h, w)(18)
for all w ∈ Uh and almost every t ∈ (0, T ), where h := u−Πhu is the projection error.
Proof. By subtracting (4) from (3) and by using the assumption that ∂2t u ∈ L2
(
0, T ;L2(Ω)
)
,
we obtain
(∂2t (u− uh), w)ρ + a(u− uh, w) = (f − fh, w)ρ
for all w ∈ Uh, almost every t ∈ (0, T ). Substituting u−uh = eh + h and reordering the
terms gives
(∂2t eh, w)ρ + a(eh, w) = −(∂2t h, w)ρ − a(h, w) + (f − fh, w)ρ
for all w ∈ Uh, almost every t ∈ (0, T ). By definition of Πh, (∂2t h, w)ρ = 0 and
(f − fh, w)ρ = (f −Πhf, w)ρ = 0 for all w ∈ Uh. The above then results in (18). 
Theorem 4.2. Let u be the weak solution of (3) and let uh be the degree-p finite element
approximation of (4), with p ≥ 1 and with u0,h := Πhu0, v0,h := Πhv0, and fh :=
Πhf . Assume regularity condition (17) holds for some K ≥ 0 and assume u, ∂tu ∈
L∞
(
0, T ;Hk(Ω)
)
for some k ≥ 1 and ∂2t u ∈ L∞
(
0, T ;L2(Ω)
)
. Then
‖∂tu− ∂tuh‖∞,−m∗ + ‖u− uh‖∞,1−m∗ ≤(19)
Chmin(p,k−1)+min(p,m,K+1)(‖u‖∞,min(p+1,k) + T‖∂tu‖∞,min(p+1,k))
for any m ≥ 1.
10 PRE AND POST-PROCESSING FOR THE FEM FOR LINEAR WAVE PROBLEMS
Proof. We first consider the case m = 2α, with α ≥ 0. Define discrete error eh :=
Πhu− uh and projection error h := u−Πhu and use Lemma 4.1 to obtain
(∂2t eh, w)ρ + a(eh, w) = −a(h, w)(20)
for all w ∈ Uh, almost every t ∈ (0, T ). Set w = L−2αh ∂teh and use Lemma A.1 to obtain
∂tEh = Rh for a.e. t ∈ (0, T ),
where
Eh :=
1
2
(L−αh ∂teh,L−αh ∂teh)ρ +
1
2
a(L−αh eh,L−αh eh),
Rh := −∂ta(h,L−2αh eh) + a(∂th,L−2αh eh).
Integrating over (0, T ′), with T ′ ∈ (0, T ), results in
Eh|t=T ′ = Eh|t=0 +
∫ T ′
0
Rh dt for a.e. T
′ ∈ (0, T ).(21)
From the boundedness of ρ and the coercivity of a, it follows that
‖L−αh ∂teh‖0 + ‖L−αh eh‖1 ≤ C
√
Eh, for a.e. t ∈ (0, T ).(22)
To bound Rh, we derive the following:
|a(∂ith,L−2αh eh)| ≤ |a
(
∂ith, (L−αh − L−α)L−αh eh
)|+ |a(∂ith,L−αL−αh eh)|
= |a(∂ith, (L−αh − L−α)L−αh eh)|+ |a(L−α∂ith,L−αh eh)|
≤ Chmin(p,2α,K+1)‖∂ith‖1‖L−αh eh‖1 + C‖L−α∂ith‖1‖L−αh eh‖1
≤ Chmin(p,k−1)+min(p,2α,K+1)‖∂itu‖min(p+1,k)‖L−αh eh‖1
for i = 0, 1 and almost every t ∈ (0, T ). Here, the first line follows from the triangle
inequality, the second line follows from Lemma A.1, the third line follows from the
Cauchy–Scwarz inequality and Lemma B.7, and the last line follows from Lemma B.1
and Lemma B.3. Using this inequality, we can obtain∣∣∣∣∣
∫ T ′
0
Rh dt
∣∣∣∣∣ ≤(23)
Chmin(p,k−1)+min(p,2α,K+1)
(‖u‖∞,min(p+1,k) + T‖∂tu‖∞,min(p+1,k))‖L−αh eh‖∞,1
for almost every T ′ ∈ (0, T ). Since uh,0 = Πhu0 and vh,0 = Πhv0, we have eh|t=0 = 0
and ∂teh|t=0 = 0 and therefore
Eh|t=0 = 0.(24)
Taking the essential supremum of (21) over all T ′ ∈ (0, T ) and using (22), (23), and (24)
results in
‖L−αh ∂teh‖∞,0 + ‖L−αh eh‖∞,1 ≤(25)
Chmin(p,k−1)+min(p,2α,K+1)(‖u‖∞,min(p+1,k) + T‖∂tu‖∞,min(p+1,k)).
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Using this result, we can derive
‖L−α∂teh‖∞,0 + ‖L−αeh‖∞,1 ≤
≤ ‖(L−α − L−αh )∂teh‖∞,0 + ‖(L−α − L−αh )eh‖∞,1 + ‖L−αh ∂teh‖∞,0 + ‖L−αh eh‖∞,1
≤ Chmin(p,2α,K+1)(‖∂teh‖∞,0 + ‖eh‖∞,1) + ‖L−αh ∂teh‖∞,0 + ‖L−αh eh‖∞,1
≤ Chmin(p,k−1)+min(p,2α,K+1)(‖u‖∞,min(p+1,k) + T‖∂tu‖∞,min(p+1,k)).
Here, we used the triangle inequality in the second line, Lemma B.7 in the third line,
and (25) in the last line. Since u − uh = eh + h, (19) then follows from the above and
Lemma B.3.
In case m = 2α+ 1, we choose w in (20) as w = L−(2α+1)h . Using Lemma A.1, we can
then derive
∂tEh = Rh for a.e. t ∈ (0, T ),
where
Eh :=
1
2
a(L−(α+1)h ∂teh,L−(α+1)h ∂teh) +
1
2
(L−αh eh,L−αh eh)ρ,
Rh := −∂ta(h,L−(2α+1)h eh) + a(∂th,L−(2α+1)h eh).
The rest of the proof is analogous to the proof for the case m = 2α. 
Lemma 4.3. Let w ∈ L∞(0, T ;L2(Ω)) and wh ∈ L∞(0, T ;Uh) be two arbitrary func-
tions. Also, let k ≥ 0 and α ≥ 1 and assume that ∂itf ∈ L∞
(
0, T ;L2(Ω)
)
for all
i ≤ k + 2α− 2. Then
r
(−α)
k (w) = (−1)αL−αw +
α∑
α′=1
(−1)(α′−1)L−α′∂k+2(α′−1)t f,(26a)
r
(−α)
k,h (wh) = (−1)αL−αh wh +
α∑
α′=1
(−1)(α′−1)L−α′h ∂k+2(α
′−1)
t fh.(26b)
Proof. The results follow readily from induction on α. 
Theorem 4.4. Let u be the weak solution of (3) and let uh be the degree-p finite element
approximation of (4), with p ≥ 1 and with fh := Πhf . Assume regularity condition (17)
holds for some K ≥ 0. Also, let q ≥ 0 and k ≥ 1 and assume that ∂itu ∈ L∞
(
0, T ;Hk(Ω)
)
for all i ≤ q + 1, ∂q+2t u ∈ L∞
(
0, T ;L2(Ω)
)
and ∂itf ∈ L∞
(
0, T ;L2(Ω)
)
for all i ≤ q. If
the initial conditions are discretized by
u0,h =
(
r
(−α)
0,h ◦Πhr(α)0
)(
u0
)
, α = dq/2e,
v0,h =
(
r
(−β)
1,h ◦Πhr(β)1
)(
v0
)
, β = bq/2c,
and if the post-processed solution is computed by
uh∗(t) =
(
r
(−α)
0 ◦ r(α)0,h
)(
uh(t)
)
, α = dq/2e,
vh∗(t) =
(
r
(−β)
1 ◦ r(β)1,h
)(
∂tuh(t)
)
, β = bq/2c,
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then
‖∂tu− vh∗‖∞,−m∗ + ‖u− uh∗‖∞,1−m∗ ≤(27)
Chmin(p,k−1)+min(p,q+m,K+1)(‖∂qt u‖∞,min(p+1,k) + T‖∂q+1t u‖∞,min(p+1,k))
for all m ≥ 0.
Proof. From the regularity of the time derivatives of u and f , it follows that
∂q+2t u+ L∂qt u = ∂qt f,(28a)
∂q+2t uh + Lh∂qt uh = ∂qt fh.(28b)
for a.e. (x, t) ∈ Ω× (0, T ). From the definitions of r(κ)i and r(κ)i,h , it also follows that
∂i+2κt u = r
(κ)
i (∂
i
tu),(29a)
∂i+2κt uh = r
(κ)
i,h (∂
i
tuh),(29b)
for i+ 2κ ≤ q + 1.
Now, define u(q) := ∂qt u and u
(q)
h := ∂
q
t uh. From (28), it follows that u
(q) is the
solution of the weak formulation given in (3) when we replace u0, v0, and f , by u
(q)
0 :=
∂qt u|t=0, u(q+1)0 := ∂q+1t u|t=0, and f (q) := ∂qt f , respectively, and u(q)h is the finite element
approximation given in (4) when we replace u0,h, v0,h, and fh, by u
(q)
0,h := ∂
q
t uh|t=0,
u
(q+1)
0,h := ∂
q+1
t uh|t=0, and f (q)h := ∂qt fh = Πhf (q), respectively.
We now prove that, from the discretisation of uh,0 and vh,0, it follows that
u
(q)
0,h = Πhu
(q)
0 and u
(q+1)
0,h = Πhu
(q+1)
0 .(30)
To prove this, we first consider the case q = 2α. Then β = α and we can derive
u
(q)
0,h = r
(α)
0,h (u0,h) = (r
(α)
0,h ◦ r(−α)0,h ◦Πhr(α)0 )(u0) = Πhr(α)0 (u0) = Πhu(q)0 .
Here, the first equality follows from (29b), the second equality from the discretisation of
uh,0, and the last equality from (29a). In an analogous way, we can show that
u
(q+1)
0,h = r
(β)
1,h(v0,h) = (r
(β)
1,h ◦ r(−β)1,h ◦Πhr(β)1 )(v0) = Πhr(β)1 (v0) = Πhu(q+1)0 .
The proof of (30) for the case q = 2α− 1 is analogous to that for the case q = 2α. From
Theorem 4.2, it then follows that
‖u(q+1) − u(q+1)h ‖∞,−m′∗ + ‖u(q) − u(q)h ‖∞,1−m′∗ ≤(31)
Chmin(p,k−1)+min(p,m
′,K+1)(‖u(q)‖∞,min(p+1,k) + T‖u(q+1)‖∞,min(p+1,k))
for all m′ ≥ 0.
Next, we prove that
‖∂tu− vh∗‖−m∗ + ‖u− uh∗‖1−m∗ =(32)
‖u(q+1) − u(q+1)h ‖−(q+m)∗ + ‖u(q) − u(q)h ‖1−(q+m)∗,
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for m ≥ 0, a.e. t ∈ (0, T ). We first consider the case q = 2α. Then β = α and we can
derive
‖u− uh∗‖1−m∗ = ‖u− (r(−α)0 ◦ r(α)0,h )(uh)‖1−m∗
= ‖r(−α)0 (u(q))− r(−α)0 (u(q)h )‖1−m∗
= ‖L−α(u(q) − u(q)h )‖1−m∗
= ‖u(q) − u(q)h ‖1−(q+m)∗.
Here, the first equality follows from the definition of uh∗, the second equality follows
from (29), the third equality follows from Lemma 4.3, and the last equality follows from
the definitions of the adapted negative-order Sobolev norm. In an analogous way, we
can derive
‖∂tu− vh∗‖−m∗ = ‖∂tu− (r(−β)1 ◦ r(β)1,h)(∂tuh)‖−m∗
= ‖r(−β)1 (u(q+1))− r(−β)1 (u(q+1)h )‖−m∗
= ‖L−β(u(q+1) − u(q+1)h )‖−m∗
= ‖u(q+1) − u(q+1)h ‖−(q+m)∗.
Together, these last two equalities result in (32) for the case q = 2α. The proof for the
case q = 2α− 1 is analogous to that for q = α. Inequality (27) then follows immediately
from (31) and (32) when we set m′ = q +m. 
By taking m = 0 and m = 1 in Theorem 4.4, we immediately obtain the following.
Corollary 4.5. Let u be the weak solution of (3), let uh be the degree-p finite element
approximation of (4), with p ≥ 1 and with fh, u0,h, v0,h, uh∗, and vh∗ chosen as in
Theorem 4.4. If the assumptions in Theorem4.4 hold for a certain q ≥ 0 and for k = p+1
and K = p− 1, then
‖∂tu− vh∗‖∞,0 + ‖u− uh∗‖∞,1 ≤ Chp+min(p,q)(‖∂qt u‖∞,p+1 + T‖∂q+1t u‖∞,p+1)(33)
and
‖u− uh∗‖∞,0 ≤ Chp+min(p,q+1)(‖∂qt u‖∞,p+1 + T‖∂q+1t u‖∞,p+1).(34)
Remark 4.6. While the leading constant in Theorem 4.4 depends on the shape-regularity
of the elements, the theory is not restricted to (quasi-)uniform meshes but holds for
general unstructured meshes.
5. Implementation and numerical tests
5.1. Time discretisation. In the error analysis, we considered exact integration in
space and time. In practice, however, we also need to discretise in time and use numerical
integration to evaluate the spatial integrals and lump the mass matrix.
To discretise in time, we first rewrite the finite element formulation given in (4) as a
system of ODE’s. To do this, we use nodal basis functions. Let Qh = {xi}Ni=1 be a set
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of nodes of the form
Qh = Q(Th, QˆI) \ ∂Ω :=
 ⋃
e∈Th,xˆ∈Qˆ
φe(xˆ)
 \ ∂Ω,
where QˆI are the nodes on the reference element, and let {wi}Ni=1 be the nodal basis
functions that span the discrete space Uh and satisfy wi(xj) = δij , for i, j = 1, . . . , N ,
with δ the Kronecker delta. Also, for any f ∈ C0(Ω), define the vector f ∈ RN as
f
i
:= f(xi) for i = 1, . . . , N . The finite element formulation can then be written as
finding uh : [0, T ]→ Rn, such that uh|t=0 = u0,h, ∂tuh|t=0 = v0,h, and
∂2t uh + Lhuh = fh, for a.e. t ∈ (0, T ),(35)
where Lh := M
−1A and M,A ∈ RN×N are the mass matrix and stiffness matrix, respec-
tively, given by
Mij = (wi, wj)ρ, Aij = a(wi, wj).
For the time discretisation, let ∆t denote the time step size, let tn := n∆t, and let u
n
h
denote the approximation of uh(tn). In order to maintain an order-2p convergence rate,
we use an order-2p Dablain scheme [10] for time-stepping, which is given by
un+1h = −un−1h + 2unh + 2
p∑
α=1
∆t2α
(2α)!
∂2αt u
n
h
, n ≥ 1,
where ∂kt u
n
h
is recursively defined by
∂k+2t u
n
h
:= −Lh
(
∂kt u
n
h
)
+ ∂kt fh(tn), k ≥ 0, n ≥ 0(36)
so the approximation un+1h is computed using the two previous approximations u
n−1
h and
unh. For the first time step, the computations are as follows:
u1h = u
0
h + ∆t∂tu
0
h
+
p∑
α=1
∆t2α
(2α)!
∂2αt u
0
h
+
p∑
α=1
∆t2α+1
(2α+ 1)!
∂2α+1t u
0
h
,
with u0h := u0,h and ∂tu
0
h
:= v0,h. This scheme is commonly used for wave propagation
modelling and has the advanatge that it only requires p stages to obtain an order-2p
convergence rate.
Dablain’s scheme only computes the displacement field. A second-order approximation
of the velocity ∂tuh at some time tn can be obtained by
vn,2h :=
un+1h − un−1h
2∆t
.
In case un+1h = uh(tn+1), u
n−1
h = uh(tn−1), and ∂tu
n
h
= ∂tuh(tn), the Taylor approxima-
tion of vn,2h around tn is given by
vn,2h = ∂tu
n
h
+
p−1∑
α=1
∆t2α
(2α+ 1)!
∂2α+1t u
n
h
+O(∆t2p).
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Using this expansion, we can obtain higher-order approximations of the velocity. For
example, fourth- and sixth-order approximations are given by
vn,4h := v
n,2
h + ∆t
2
(
1
6
Lhv
n,2
h −
1
6
∂tfh(tn)
)
,
vn,6h := v
n,4
h + ∆t
4
(
7
360
L2hv
n,2
h −
7
360
Lh∂tfh(tn)− 1
120
∂3t fh(tn)
)
.
Since we are only interested in the order-2p accurate velocity field at the final time slot
n = NT := T/∆t, we only need to do this computation once.
For stability, the time step size should be sufficiently small:
∆t ≤ ∆tmax =
√
cp
σmax(Lh)
,
where cp = 4, 12, 7.57 [12], for p = 1, 2, 3, respectively, and σmax(Lh) denotes the largest
eigenvalue of Lh. The largest eigenvalue can be bounded by the largest eigenvalues of
the element matrices [14]:
σmax(Lh) ≤ max
e∈Th
σmax(M
−1
e Ae),
where Me, Ae denote the mass- and stiffness matrix of element e, respectively. In the
numerical tests, we will always set ∆t = 0.9∆tmax, with σmax(Lh) estimated using the
above.
When pre-processing, the initial discrete values u0,h = u
0
h and v0,h = ∂tu
0
h
are com-
puted by
∂qt u
0
h
= ∂qt u|t=0, ∂q+1t u
0
h
= ∂q+1t u|t=0,
and by recursively solving
∂kt u
0
h
= L−1h
(
−∂k+2t u
0
h
+ ∂kt fh(tn)
)
, k = q − 1, q − 2, . . . , 1, 0.(37)
The initial values ∂qt u|t=0 and ∂q+1t u|t=0 can be obtained from u0 and v0 by computing
(8a) for k = 0, 1, . . . , q − 1.
When post-processing, we need to apply operators of the form r
(−1)
k and therefore
apply the operator L−1f , which maps a function f to the exact solution of the elliptic
problem given in (5). Since it is usually not possible to solve the elliptic problem exactly,
we approximate L−1 by L−1h∗ , which maps a function f to a finite element approximation
of the elliptic problem. For this finite element approximation, we use the same mesh as
for the time-stepping but with a degree-(p+ q) finite element space.
Let Uh∗ denote the higher-degree finite element space, Qh∗ = {xi∗}N∗i=1 the correspond-
ing nodes, M∗, A∗, and Lh∗ := M−1∗ A∗ the corresponding matrices, and f∗ the vector of
values of a function f at the nodes xi∗. Also, let P ∈ RN∗×N , defined by Pij := wj(xi∗),
be the matrix that maps the degrees of freedom of the degree-p finite element space to
the degrees of freedom of the degree-(p + q) finite element space. The post-processed
wave field unh∗ and velocity field v
n
h∗ := ∂tu
n
h∗ can then be computed by
∂qt u
n
h∗ = P∂
q
t u
n
h
, ∂q+1t u
n
h∗ = P∂
q+1
t u
n
h
,
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and by recursive solving
∂kt u
n
h∗ = L
−1
h∗
(
−∂k+2t u
n
h∗ + ∂
k
t fh∗(tn)
)
, k = q − 1, q − 2, . . . , 1, 0.(38)
The discrete time derivatives ∂qt u
n
h
and ∂q+1t u
n
h
can be obtained from unh and ∂tu
n
h
:= vn,2ph
by recursively computing (36) for k = 0, 1, . . . , q − 1. Again, we only need to do these
post-processing steps at the final time slot n = NT .
5.2. Quadrature rules and mass lumping. To compute the spatial integrals, we use
a quadrature rule that consists of a set of points QˆM on the reference element and a set
of weights {ωxˆ}xˆ∈QˆM . The integral over the reference element is then approximated as
follows: ∫
eˆ
f(xˆ) dxˆ ≈
∑
xˆ∈QˆM
ωxˆf(xˆ).
We can write integrals over the physical element as integrals over the reference element
using the relation ∫
e
f(x) dx =
∫
eˆ
(f ◦ φe)(xˆ)|Je(xˆ)| dxˆ,
where Je := ∇ˆφe denotes the Jacobian of the element mapping, ∇ˆ is the gradient
operator of the reference space, and |Je| := |det(Je)|.
A major drawback of the classical finite element method for the wave equation is
that the mass matrix is not strictly diagonal. Since time stepping requires computing
terms of the form Lhu = M
−1Au at each time step, a non-diagonal mass matrix would
require solving a large system of equations at each time step. In practice, the mass
matrix is therefore lumped into a diagonal matrix, so that the system of equations
becomes trivial to solve. A lumped mass matrix can be obtained by placing the nodes
of the basis functions QˆI at the quadrature points for the mass matrix, so by setting
QˆI = QˆM . To obtain 1D mass-lumped elements, we can use Gauss-Lobatto points. This
can be extended to quadrilateral and hexahedral mass-lumped elements by using tensor-
product basis functions. The resulting scheme is known as the spectral element method
[24, 28, 15]. For linear triangular and tetrahedral elements, we can place the nodes at
the vertices and use a Newton–Cotes integration rule. For higher-order triangular and
tetrahedral elements, however, we need to enrich the element space with higher-degree
bubble functions and use special quadrature rules to maintain stability and accuracy
after mass-lumping [7, 6, 22, 4, 23, 19, 8, 13].
In this paper, we test using the 1D spectral elements, the linear mass-lumped trian-
gular element, and the quadratic and cubic mass-lumped triangular element presented
in [7]. The element space of the quadratic mass-lumped triangular element is given by
Uˆ := P2(eˆ)⊕ {b}.
where b := xˆ1xˆ2xˆ3 is the degree-3 bubble function, with xˆi the barycentric coordinates.
The nodes of this element are placed at the 3 vertices, the midpoint of the 3 edges, and
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Figure 1. Mass-lumped degree-2 (left) and degree-3 (right) triangular
element.
the centre of the triangle. The space of the cubic mass-lumped triangular element is
given by
Uˆ := P3(eˆ)⊕
({b} ⊗ P1(eˆ)).
The nodes of this element are placed at the three vertices, the 6 points on the edges with
barycentric coordinates α, 1−α, and 0, and at the three interior points with barycentric
coordinates β, β, and 1− 2β, where
α ≈ 0.2934695559090402, β ≈ 0.2073451756635909.
An illustration of these elements is given in Figure 1.
5.3. Test with sharp contrasts in material parameters. First, we test the finite
element method with and without pre- and post-processing on a 1D periodic domain
with sharp contrasts in material parameters and using a mesh with sharp contrasts in
the element size. The test is similar to those in [27], except that, unlike in [27], super-
convergence is observed on the entire domain, also near the material interfaces and sharp
contrasts in the element size.
Let Ω := (0, 5) be the periodic domain and let the parameters ρ and c be given by
ρ(x) =
{
1, x ∈ (0, 1),
1
4 , x ∈ (1, 5),
c(x) =
{
1, x ∈ (0, 1),
4, x ∈ (1, 5).
The exact solution is given by the travelling wave u(x, t) := sin(2pi(X(x)− t)), where
X(x) =
{
x, x ∈ (0, 1),
1
4x+
3
4 , x ∈ (1, 5).
(39)
The simulated time interval is (0, T ) with T = 10 and the initial conditions are obtained
from the exact solution.
Figure 2. Mesh with N = 10. Dots represent the vertices.
We solve the wave equation numerically using degree-p spectral elements for the time-
stepping scheme and degree-2p spectral elements for the order-q improving pre- and
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post-processing steps. In case q = 0, no pre- and post-processing is applied. We use N
elements per wavelength, so ∆x = 1N in (0, 1) and ∆x =
4
N in (1, 5) and therefore we
have a sharp contrast in mesh size at x = 0 and x = 1. An illustration of the mesh is
given in Figure 2
The relative errors in the weighted energy norm and weighted L2-norm are defined as
follows:
e0 :=
∥∥ρ1/2(u(T )− uNTh∗ )∥∥0
‖ρ1/2u(T )‖0
,
eE :=
∥∥ρ1/2(∂tu(T )− vNTh∗ )∥∥0 + ∥∥c1/2∇(u(T )− uNTh∗ )∥∥0
‖ρ1/2∂tu(T )‖0 + ‖c1/2∇u(T )‖0
.
Table 2. Results for the 1D problem showing relative errors in the en-
ergy norm of the degree-p spectral element method with (q = p) and
without (q = 0) order-q improving pre- and post-processing and using N
elements per wavelength.
q = 0 q = p
N eE ratio order eE ratio order
20 1.66e-01 1.54e-01
p = 1 40 4.90e-02 3.39 1.76 3.86e-02 4.00 2.00
80 1.71e-02 2.86 1.52 9.65e-03 4.00 2.00
5 7.23e-02 6.02e-02
p = 2 10 9.68e-03 7.47 2.90 3.63e-03 16.6 4.05
20 2.00e-03 4.85 2.28 2.25e-04 16.1 4.01
5 3.56e-03 4.12e-04
p = 3 10 4.19e-04 8.50 3.09 6.41e-06 64.2 6.01
20 5.04e-05 8.31 3.05 1.00e-07 64.0 6.00
Table 3. Results for the 1D problem showing relative errors in the L2-
and energy norm of the degree-3 spectral element method with order-q
improving pre- and post-processing and using N elements per wavelength.
p = 3
N e0 ratio order eE ratio order
5 4.14e-04 6.58e-04
q = 1 10 6.42e-06 64.4 6.01 3.12e-05 21.1 4.40
20 1.00e-07 64.0 6.00 1.70e-06 18.4 4.20
5 4.12e-04 4.25e-04
q = 2 10 6.43e-06 64.1 6.00 7.35e-06 57.7 5.85
20 1.00e-07 64.1 6.00 1.41e-07 52.1 5.70
Results for different elements and different pre/post-processing schemes are given in
Tables 2 and 3. The errors are computed using the quadrature rule of the degree-2p
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spectral element method. The results confirm that the convergence rate is of order q+ p
in the energy norm and q + p+ 1 in the L2-norm. In case p = 3 and q = 1, this scheme
even seems to converge with order 6 in the L2-norm. However, this higher convergence
rate only appears in the 1D case and not in the 2D case as we will show in the next
subsection.
0 1 2 3 4 5
x
-1
-0.5
0
0.5
1
u
-u
h*
10-4
q=0
q=p
Figure 3. Error u− uh∗ at final time T of the unprocessed (solid) and
post-processed (dashed, q = p) finite element solution for the 1D problem
using N = 10 and p = 3.
Figure 3 also shows the error of the unprocessed and post-processed finite element
approximation for N = 10 and p = 3. The figure illustrates that the error of the
unprocessed approximation is highly oscillatory, while the error of the post-processed
solution is much smoother.
Since there are strong contrasts in the material parameters, it is not immediately
obvious that the regularity assumption given in (17) holds. However, by using the
piecewise-linear coordinate transformation x → X, given in (39), the problem can be
rewritten as a wave propagation problem for a periodic domain with constant material
parameters.
5.4. Test using unstructured triangular meshes. Next, we test the pre- and post-
processing methods on a squared domain with non-constant material parameters and
zero Dirichlet boundary conditions using unstructured triangular meshes. The test is
similar to those in [21], except that, unlike in [21], super-convergence is still clearly
observed when using unstructured meshes.
Let Ω := [0, 1]2 be the spatial domain and (0, T ) the time domain with final time
T = 50. Introduce distortions of the Cartesian coordinates, given by
X(x) := x+
1
10
sin(pix), Y (y) := y +
1
10
sin(piy),(40)
and define the spatial parameters
ρ(x, y) :=
X˙2(x) + Y˙ 2(y)
2X˙(x)Y˙ (y)
, c(x, y) :=
1
X˙(x)Y˙ (y)
,
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mesh 1 mesh 2 mesh 3
Figure 4. Three unstructured triangular meshes of a square domain,
where mesh 2 is a refinement of mesh 1 and mesh 3 is a refinement of
mesh 2.
where X˙ and Y˙ denote the derivatives of X and Y , respectively. The wave propagation
speed
√
c/ρ then takes values between (1 + 110pi)
−1 ≈ 0.76 and (1− 110pi)−1 ≈ 1.46. The
exact solution is given by
u(x, y, t) := sin(2piX(x)) sin(2piY (y)) cos(2pit+ φ),
with source term
f(x, y, t) := 4pi2 sin(2piX(x)) sin(2piY (y)) cos(2pit+ φ),
where φ := 0.5 is an arbitrary phase shift added to avoid the initial displacement or
velocity field to be completely zero. The initial conditions are obtained from the exact
solution.
Table 4. Results for the square-domain problem showing relative er-
rors in the energy norm of the degree-p mass-lumped triangular element
method with (q = p) and without (q = 0) order-q improving pre- and
post-processing.
q = 0 q = p
mesh eE ratio order eE ratio order
3 4.02e-02 4.24e-03
p = 1 4 1.92e-02 2.09 1.07 1.09e-03 3.88 1.96
5 9.33e-03 2.06 1.04 2.70e-04 4.05 2.02
1 1.52e-02 4.64e-04
p = 2 2 3.80e-03 4.01 2.01 2.89e-05 16.1 4.01
3 9.46e-04 4.01 2.00 1.82e-06 15.9 3.99
1 1.00e-03 1.16e-06
p = 3 2 1.26e-04 7.92 2.99 1.75e-08 66.1 6.05
3 1.58e-05 8.00 3.00 2.97e-10 59.0 5.88
We consider 5 different meshes where each subsequent mesh has a resolution twice as
fine as the previous mesh. An illustration of the first three meshes is given in Figure
4. We test the standard linear mass-lumped triangular element and the quadratic and
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Table 5. Results for the square-domain problem showing relative er-
rors in the L2- and energy norm of the degree-3 mass-lumped triangular
element method with order-q improving pre- and post-processing.
p = 3
mesh e0 ratio order eE ratio order
1 1.68e-06 3.24e-05
q = 1 2 4.06e-08 41.4 5.37 1.99e-06 16.3 4.03
3 1.11e-09 36.5 5.19 1.22e-07 16.3 4.02
1 1.27e-06 5.09e-06
q = 2 2 1.92e-08 65.8 6.04 1.51e-07 33.7 5.07
3 3.23e-10 59.6 5.90 4.56e-09 33.2 5.05
cubic mass-lumped triangular elements presented in [7]. For post-processing, we use
standard degree-2p Lagrangian elements combined with a degree-4p accurate quadrature
rule taken from [32] for evaluating the integrals. This last quadrature rule is also used
to evaluate the errors.
Figure 5. Error u − uh∗ at final time T of the unprocessed (left) and
post-processed finite element solution (right, q = p) for the square-domain
problem using mesh 1 and p = 3.
Results for different elements and different pre/post-processing schemes are given in
Tables 4 and 5. In all cases, the convergence rate is of order q + p in the energy norm
and q + p + 1 in the L2-norm. Figure 5 also shows the error of the unprocessed and
post-processed finite element approximation for mesh 1 and p = 3. The figure illustrates
again that the error of the unprocessed approximation is highly oscillatory, while the
error of the post-processed solution is relatively smooth.
Since the boundary of the squared domain is not smooth, it is again not immediately
obvious that the regularity assumption given in (17) holds. However, by using the smooth
coordinate transformations (x, y)→ (X,Y ), given in (40), the problem can be rewritten
as a wave propagation problem on a unit square with constant material parameters. The
regularity assumption (17) then follows from Fourier analysis.
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5.5. Test on a domain with a curved boundary. Finally, we test the pre- and post-
processing algorithms on a circular domain with zero Dirichlet boundary conditions. Let
Ω be the unit circle , let (0, T ) be the time domain with T = 50, and let ρ = c = 1 be
constant. The exact solution is given by
u(r, θ, t) := J2(κr) cos(2θ) cos(κt+ φ),
where r ∈ [0, 1) and θ ∈ [0, 2pi) are the polar coordinates, φ := 0.5 is an arbitrary phase
shift, J2 is the Bessel function of order 2, and κ ≈ 5.135622301840683 is the first positive
root of J2. The initial conditions are obtained from the exact solution.
mesh 1 mesh 2 mesh 3
Figure 6. Three unstructured triangular meshes of a circular domain,
where mesh 2 is a refinement of mesh 1 and mesh 3 is a refinement of
mesh 2.
Table 6. Results for the circle-domain problem showing relative er-
rors in the energy norm of the degree-p mass-lumped triangular element
method with (q = p) and without (q = 0) order-q improving pre- and
post-processing.
q = 0 q = p
mesh eE ratio order eE ratio order
3 4.21e-01 4.20e-01
p = 1 4 1.09e-01 3.85 1.95 1.00e-01 4.20 2.07
5 3.28e-02 3.32 1.73 2.45e-02 4.07 2.03
1 4.40e-02 2.28e-02
p = 2 2 7.90e-03 5.57 2.48 1.27e-03 17.9 4.16
3 1.87e-03 4.23 2.08 7.35e-05 17.3 4.11
1 2.68e-03 1.75e-04
p = 3 2 3.35e-04 8.01 3.00 2.22e-06 78.8 6.30
3 4.20e-05 7.98 3.00 2.96e-08 75.0 6.23
We test again on 5 different meshes where each subsequent mesh has a resolution twice
as fine as the previous mesh. An illustration of the first three meshes is given in Figure 6.
To obtain a higher accuracy, we replace the straight elements at the boundary by curved
elements. To parametrise these curved elements, we use degree-2p hyperparametric
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element mappings. First, we place 2p + 1 nodes at equal intervals on every edge of a
boundary element, with the outer nodes lying on the vertices. We do something similar
for the edges of the reference element. We then rescale the coordinates of the nodes
on boundary edges such that they lie on the boundary of the unit circle. Let {xˆi}6pi=1
denote the nodes at the boundary of the reference element, and let {xi}6pi=1 denote
the corresponding nodes at the boundary of a curved element. We then parameterise
the curved element with the element mapping φe defined such that φe(xˆi) = xi for
i = 1, . . . , 6p. To obtain this element mapping, we interpolate using the following set of
polynomials of degree 2p and less:
xˆi, i ∈ {1, 2, 3},
xˆixˆj(xˆi − xˆj)k, i, j ∈ {1, 2, 3}, i < j, 0 ≤ k ≤ 2p− 2,
where xˆ1, xˆ2, xˆ3 denote the barycentric coordinates of the reference element.
For the time-stepping and pre- and post-processing, we use the same elements and
quadrature rules as in the previous subsection. The results for different elements and
different pre/post-processing schemes are given in Table 6. Again, the results confirm
that using pre- and post-processing can result in a convergence rate of order 2p instead
of order p in the energy norm.
5.6. Pre- and post-processing using an iterative method. In the previous sub-
sections, we applied pre- and post-processing in combination with a direct solver. In
practice, the number of degrees of freedom might become too large to efficiently use
a direct solver. We therefore also test the pre- and post-processing method using an
iterative method.
Table 7. Results for the square-domain problem showing relative errors
in the energy norm eE of the degree-p mass-lumped triangular element
method with order-p improving pre- and post-processing using the con-
jugate gradient method with Nit iterations. The number of time steps
NT is listed in the third column.
mesh NT Nit = 0 10 100 1000 ∞
3 6190 4.02e-02 5.79e-03 4.22e-03 4.24e-03 4.24e-03
p = 1 4 12342 1.92e-02 1.67e-03 1.09e-03 1.09e-03 1.09e-03
5 24727 9.33e-03 4.59e-04 2.85e-04 2.70e-04 2.70e-04
1 3586 1.52e-02 6.52e-04 4.62e-04 4.64e-04 4.64e-04
p = 2 2 7222 3.80e-03 9.36e-05 2.91e-05 2.89e-05 2.89e-05
3 14529 9.46e-04 1.40e-05 1.98e-06 1.82e-06 1.82e-06
1 7399 1.00e-03 1.19e-04 2.91e-06 1.16e-06 1.16e-06
p = 3 2 14879 1.25e-04 1.16e-05 4.55e-07 1.77e-08 1.75e-08
3 29827 1.58e-05 1.38e-06 3.92e-08 7.28e-10 2.97e-10
We consider again the test on the heterogeneous squared domain using the unstruc-
tured triangular meshes of Section 5.4. For pre- and post-processing, we need to recur-
sively compute ∂kt u
0
h
and ∂kt u
NT
h∗ using (37) and (38), respectively, which requires solving
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linear systems of equations of the form Ax = y and A∗x∗ = y∗. We solve these systems
using the conjugate gradient method with Nit iterations. As a preconditioner, we use a
diagonal matrix computed by taking row sums of the absolute values of A and A∗, and
as an initial guess for ∂kt u
0
h
and ∂kt u
NT
h∗ , we use ∂
k
t u|t=0 and P∂kt uNTh , respectively.
The accuracy of the order-p improving pre- and post-processing scheme using this
iterative solver with different numbers of iterations Nit is shown in Table 7, where
Nit = 0 means no pre- and post-processing is applied at all and Nit =∞ means a direct
solver was used. The table shows that 10 iterations already reduces the error by an
order of magnitude, 100 iterations reduce the error by 2-3 orders of magnitude when
using higher-degree elements, and 1000 iterations reduce the error by 4-5 orders when
using degree-3 elements on finer meshes.
6. Conclusion
We presented a new pre- and post-processing method to enhance the accuracy of the
finite element approximation of linear wave problems. We proved that, by applying at
most q processing steps at only the initial and final time, the convergence rate of the
finite element approximation can be improved from order p+ 1 to order p+ 1 + q in the
L2-norm, and from order p to order p + q in the energy norm, both up to a maximum
of order 2p. Each processing step corresponds to solving a linear system that can be
solved efficiently with a direct solver or an iterative method and for the latter, good first
guesses are provided by the unprocessed initial and final values. Numerical experiments
showed that the pre- and post-processing steps can reduce the magnitude of the error
by several orders, even when using an iterative method with only a small number of
iterations. The experiments also confirmed that a convergence rate of order 2p in the
energy norm is obtained, even when using unstructured meshes or meshes with sharp
contrasts in element size and when solving wave propagation problems on domains with
curved boundaries or strong heterogeneities.
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Appendix A. Properties of the spatial operator
Lemma A.1. The operators L−1 and L−1h satisfy the following symmetry properties:
a(L−1u, v) = a(u,L−1v), u, v ∈ H10 (Ω),(41a)
(L−1u, v)ρ = (u,L−1v)ρ, u, v ∈ L2(Ω),(41b)
a(L−1h u, v) = a(u,L−1h v), u, v ∈ Uh,(41c)
(L−1h u, v)ρ = (u,L−1h v)ρ, u, v ∈ Uh.(41d)
Proof. Using the definition of L−1, we can derive the first two equalities as follows:
a(L−1u, v) = (u, v)ρ = a(u,L−1v),
(L−1u, v)ρ = a(L−1u,L−1v) = (u,L−1v)ρ.
The results for L−1h can be derived in an analogous way. 
Appendix B. Finite element approximation properties
Lemma B.1. Let p ≥ 1 denote the degree of the finite element space and let u ∈ Hk(Ω)
for some k ≥ 0. Then
‖u−Πhu‖0 ≤ Chmin(p+1,k)‖u‖min(p+1,k) if k ≥ 0(42a)
‖u−Πhu‖1 ≤ Chmin(p,k−1)‖u‖min(p+1,k) if k ≥ 1.(42b)
Proof. In [2], it is shown that these inequalities hold if we replace Πh by their quasi-
interpolation operator Π0h, also when using curved elements. Inequality (42a) then fol-
lows from the fact that Πh minimises the approximation error in the weighted L
2-norm
and inequality (42b) then follows from the inverse inequality. 
Remark B.2. The leading constants in Lemma B.1 depend on the mesh regularity γ as
defined in (15). For a sequence of meshes with curved elements, this regularity constant
only remains bounded for an appropriate parameterisation of the curved elements, such
as, for example, the parametrisation presented in [16].
Lemma B.3. Assume regularity condition (17) holds for some K ≥ 0 and let u ∈
Hk(Ω), with k ≥ 0. Then, for all α ≥ 0, we have
‖L−α(u−Πhu)‖0 ≤ Chmin(p+1,k)+min(p+1,2α,K+2)‖u‖min(p+1,k) if α, k ≥ 0,(43a)
‖L−α(u−Πhu)‖1 ≤ Chmin(p+1,k)+min(p+1,2α−1,K+2)‖u‖min(p+1,k) if α+ k ≥ 1,(43b)
PRE AND POST-PROCESSING FOR THE FEM FOR LINEAR WAVE PROBLEMS 27
where p ≥ 1 denotes the degree of the finite element space.
Proof. If α = 0, then the result follows immediately from Lemma B.1. Now, let α ≥ 1.
Inequality (43a) immediately follows from the following:
‖L−α(u−Πhu)‖20 ≤ C
(L−α(u−Πhu),L−α(u−Πhu))ρ
= C
(
u−Πhu,L−2α(u−Πhu)
)
ρ
= C
(
u−Πhu, (I −Πh)L−2α(u−Πhu)
)
ρ
≤ C‖u−Πhu‖0‖(I −Πh)L−2α(u−Πhu)
∥∥
0
≤ Chmin(p+1,k)+min(p+1,2α,K+2)‖u‖min(p+1,k)‖L−α(u−Πhu)‖0,
where I denotes the identity operator and where the first line follows from the bound-
edness of ρ, the second line from Lemma A.1, the third line from the definition of Πh,
the fourth line from the Cauchy–Schwarz inequality and the boundedness of ρ, and the
last line from Lemma B.1 and the regularity assumption.
To prove (43b), we start as follows:
‖L−α(u−Πhu)‖21 ≤ Ca
(L−α(u−Πhu),L−α(u−Πhu))
= C
(
u−Πhu,L1−2α(u−Πhu)
)
ρ
,
where the first line follows from the coercivity of a and the second line from Lemma A.1
and the definition of L−1. For the rest of the proof, we can proceed in a way analogous
to before. 
Lemma B.4. Assume regularity condition (17) holds for some K ≥ 0 and let f ∈
Hk(Ω), with k ≥ 0. Then
‖(L−1 − L−1h Πh)f‖1 ≤ Chmin(p,k+1,K+1)‖f‖min(p−1,k,K),(44)
where p ≥ 1 denotes the degree of the finite element space.
Proof. This is a standard result of finite element approximations for elliptic problems.
Define u := L−1f and uh := L−1h Πhf . From the definitions of L−1, L−1h , and Πh, it
follows that
a(u,w) = (f, w) for all w ∈ H10 (Ω),
a(uh, w) = (f, w) for all w ∈ Uh,
and from the regularity assumption that ‖u‖min(k+2,K+2) ≤ C‖f‖min(k,K). The lemma
then follows from the coercivity and boundedness of a, Cea’s Lemma, and Lemma B.1.

Lemma B.5. Assume regularity condition (17) holds for some K ≥ 0 and let f ∈
Hk(Ω), with k ≥ 0. Then
‖L−α(L−1 − L−1h Πh)f‖1 ≤ Chmin(p,k+1,K+1)+min(p,2α,K+1)‖f‖min(p−1,k,K),(45a)
‖L−α(L−1 − L−1h Πh)f‖0 ≤ Chmin(p,k+1,K+1)+min(p,2α+1,K+1)‖f‖min(p−1,k,K).(45b)
for all α ≥ 0, where p ≥ 1 denotes the degree of the finite element space.
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Proof. Define u := L−1f and uh := L−1h Πhf . We first prove (45a) by deriving
‖L−α(u− uh)‖21 ≤ Ca
(L−α(u− uh),L−α(u− uh))
= Ca
(
u− uh,L−2α(u− uh)
)
= Ca
(
u− uh, (I −Πh)L−2α(u− uh)
)
≤ C‖u− uh‖1‖(I −Πh)L−2α(u− uh)‖1
≤ Chmin(p,k+1,K+1)+min(p,2α,K+1)‖f‖min(p−1,k,K)‖L−α(u− uh)‖1,
where I denotes the identity operator and where we used the coercivity of a in the first
line, Lemma A.1 in the second line, the definitions of u and uh in the third line, the
boundedness of c and the Cauchy–Schwarz inequality in the fourth line, and Lemma B.1
and the regularity assumption in the last line.
To prove (45b), we first derive
‖L−α(u− uh)‖20 ≤ C
(L−α(u− uh),L−α(u− uh))ρ
= Ca
(
u− uh,L−(2α+1)(u− uh)
)
,
where we used the boundedness of ρ in the first line and Lemma A.1 and the definition
of L−1 in the second line. For the rest of the proof, we can proceed in a way analogous
to before. 
Corollary B.6. Assume regularity condition (17) holds for some K ≥ 0 and let f ∈
Hk(Ω), with k ≥ 0. Furthermore, let S be an operator of the form
S = L−βn+1(L−1 − L−1h Πh)L−βn(L−1 − L−1h Πh) · · · L−β2(L−1 − L−1h Πh)L−β1 ,(46)
with n ≥ 1, βi ≥ 0 for i = 1, . . . , n+ 1. Define α := n+ β1 + β2 + · · ·+ βn+1. Then
‖Sf‖1 ≤ Chmin(p,2α+k−1,K+1)‖f‖k,(47a)
‖Sf‖0 ≤ Chmin(p,2α+k,K+1)‖f‖k,(47b)
where p ≥ 1 denotes the degree of the finite element space.
Proof. The asserted follows from Lemma B.5 and can be proven by induction on n. 
Lemma B.7. Assume regularity condition (17) holds for some K ≥ 0 and let f ∈
Hk(Ω), with k ≥ 0. Furthermore, let S1,S2 be two operators of the form
S = L−βn+1(L−1h Πh)L−βn(L−1h Πh) · · · L−β2(L−1h Πh)L−β1 ,
with n ≥ 0, βi ≥ 0 for i = 1, . . . , n+ 1. Define α := n+ β1 + β2 + · · ·+ βn+1. If α ≥ 1,
then
‖(S1 − S2)f‖1 ≤ Chmin(p,2α+k−1,K+1)‖f‖k,(48a)
‖(S1 − S2)f‖0 ≤ Chmin(p,2α+k,K+1)‖f‖k,(48b)
where p ≥ 1 denotes the degree of the finite element space.
Proof. Replace the terms L−1h Πh by (L−1h Πh − L−1) + L−1 in both S1 and S2. The
expansions of S1 and S2 then both consist of the term L−α and several terms of the
form of (46). The difference S1 − S2 can then be written purely in terms of operators
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of the form of (46). The Lemma then follows from the triangle inequality and Corollary
B.6. 
Remark B.8. The operators S1 and S2 are sequences of α operators, where each oper-
ator is either L−1 or L−1h Πh.
Appendix C. Properties of negative-order Sobolev norms
Lemma C.1. Let u ∈ L2(Ω) and assume ρ ∈ Ck and c ∈ Ck−1 for some k ≥ 0. Then
‖u‖−k ≤ C‖u‖−k∗(49)
Proof. Let w ∈ Hk0 (Ω) and suppose k = 2α. From the regularity of ρ and c, it follows that
Lκ(ρ−1w) ∈ H10 (Ω), for κ ≤ α− 1, and Lα(ρ−1w) ∈ L2Ω and therefore L−αLα(ρ−1w) =
ρ−1w. We can then derive
(u,w) = (u, ρ−1w)ρ = (L−αu,Lαρ−1w)ρ ≤ C‖L−αu‖0‖w‖2α,(50)
where the first equality follows from the definition of (·, ·)ρ, the second equality follows
from L−αLα(ρ−1w) = ρ−1w and Lemma A.1, and the final inequality follows from the
Cauchy–Schwarz inequality and the regularity of ρ and c. In case k = 2α + 1, we can,
in an analogous way, derive
(u,w) = (u, ρ−1w)ρ = a(L−(α+1)u,Lαρ−1w) ≤ C‖L−(α+1)u‖1‖w‖2α+1.(51)
Inequality (49) then follows immediately from (50) and (51). 
