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Abstract 
Abstract: Multimedia provides a rich content  of information and huge aPRXQW RI GDWD¶V DUH DYDLODEOH  in the field of video 
retrieval. Now GD\¶V enormous videos are available on web and online to accessible from internet or retrieve videos from smart 
phones, digital cellular assistants. There is the drastic growth in the amount of multimedia field of improving data storage, 
acquisition and communication technologies, which are all supported by major improvements in processing of video and audio. 
Researches focused on more efforts in video retrieval that contain certain visual information rather than image of their interest. 
Such a search is facilitated by Content Based Video Retrieval (CBVR) methods. Specifically segmentation of video is the most 
prominent step as the retrieved results are based on the segmentation boundaries. The shot boundary detection can be performed 
using various different techniques like Motion/hybrid DCT, edge tracking, histogram, HSV Model, Motion vector and Block 
matching methods. This paper mainly presents a study of different methods/algorithm that has been proposed in literature for 
video retrieval to reduce the semantic gap between low and high level features. Semantic gap between these two feature level is 
improving by its efficiency with the help of  advanced algorithms and techniques  using machine learning with fusions. 
© 2015 The Authors. Published by Elsevier B.V. 
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1. INTRODUCTION 
The basic multimedia information is required for dynamic video indexing and retrieval of video from media 
warehouse. There have been a drastic  challenges faced in the field of multimedia, researcher concentrate in  
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multimedia video retrieval from media or database to end-users. Among several multimedia resources, video is a 
key component which comprises mainly upon four parts. The first one is that the vigorous video provides the rich 
contents than that of text as well as images. The second is a huge amount of raw data in video retrieval field. Next, 
splitting entire video retrieval process to scenes, shots and frames. Last process is to segment the video into small 
units which includes shot boundary detection, Key Frame Extraction, Scene segmentation and Audio Extraction. 
The segmented objects in each image frame which have been used in many applications, such as Object 
manipulation, Surveillance, Scene composition and Video retrieval. 
In this paper, mainly focused on Information Based Video Retrieval (IBVR) system which includes various 
processes with several algorithms for different techniques to extract feature in order to reduce the semantic gap. 
Initially video is segmented into shots for shot boundary detection, while the next process it to perform key frame 
selection which is to selects the key frame for representing the shot using Euclidean Distance algorithm. After 
selecting the key frame, feature extraction had been processed and stored into the feature vector. Generally, features 
are of spatial as well as temporal in nature. [11] A spatial feature includes color, shape, and edge. Similarly, 
temporal features are mainly classified into two, motion and the other is audio. Finally [13][14] indexing process to 
be done with the help of clustering tree algorithm , B+ tree algorithm. Indexing is to index the key frames with the 
help of retrieving process easily following video retrieval process for similarity matching operations with the user 
query using Euclidean Distance algorithm and final stage is to displays the result to end-users. 
2. RELATED WORK 
The need for video retrieval information from cloud has captured more and more attention with two 
heterogeneous objects. Research efforts have led to the development of methods and tools that provides accessing to 
both images and video data. Nevertheless, several techniques roots are tuned from computer vision, Surveillance and 
pattern recognition fields. The most recent methods are used to find the similarities in visual information content are 
only extracted from low level features. Finally, these features are then clustered for generation of database indices. 
The following section describes in detail that literature survey on the use of these pattern recognition methods which 
enable to retrieve from both image and video content. 
 
Video is manipulated / created by taking a set of shots and composing them together. Extracting structure is the 
purpose of segmenting video that involves the detecting of boundaries between scenes and shots. Specifically, video 
includes shots, scenes and frames. [12]The multiple clients are communicated through network to server in various 
processes as segmentation, key frame selection, feature extraction, classification and clustering, Indexing and 
matching similarity in data warehouse for retrieval in video for challenging the semantic gap between low level and 
high level features. 
 
Fig 1.  Basic Flow of system for retrieval 
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The above figure shows that the flow of system; in this system multiple clients are interacting with the server 
through the network . The server contains the segmentation step process into scenes, then converted into shots which 
in turn finally converted into frames. [9]Next key frame selection is to selects the most appropriate key frame among 
the extracted frames of entire video using Euclidean Distance algorithm. After feature extraction, [8]Support Vector 
Machine applies to learn a framework where high- level video index is visualized through the step of features. 
Finally matching similarity process to be done for the retrieval of video according to the user query. 
 
Oscar D.Robles et.al. [2] are presented  the two new methods for representing the content of a video in order to 
EH XVHG LQ FRQWHQW EDVHG YLGHR UHWULHYDO V\VWHP 7KH SURSRVHG WHFKQLTXHV DUH ³7RZDUGV $ FRQWHQW EDVHG YLGHR
retrieval system using Wavelet Based Signature and compute first a multi-resolution representation using Haar 
Transform .In order to extract the two types of signatures mainly based on global and local multi-resolution color 
histogram. 
 
³$VHPDQWLFYLGHRUHWULHYDODSSURDFKXVLQJDXGLRDQDO\VLV´LVSUHVHQWHGE\/HZ[4][6] in which the audio can be 
automatically categorized into expressions , music, speech etc., Most of the researcher have been focussed on the 
semantic gap between the local and global features. In their research literature, significant attention has been given 
to the visual aspects of video, however  relatively a little amount of work was directly focussed on audio content for 
video retrieval. 
Visser.et.al.[5] DUHSUHVHQWHGWKH³UHFRJQLWLRQREMHFWVLQYLGHRVHTXHQFHV´IRUVHJPenting blobs from video by 
using Kalman Filter as well as classify the blobs using probability random test and apply several different temporal 
methods , has been led to the sequential mode of classification over the video sequences. 
Zhang.et.al.[1] proposHG ³$PXOWLPHGLD UHWULHYDO IUDPHZRUN EDVHG RQ VHPL-supervised ranking and relevance 
IHHGEDFN´ IRU UDQNLQJ WR WKH UHVXOWV ,W LV WR LPSURYH WKH UHWULHYHG UHVXOWV LQ WKH QH[W IXWXUH URXQGV 5HOHYDQFH
Feedback is an example of exploiting the fact that MMIR systems are smart search tools operated by human users. 
Video search tools engines can be the killer application in this field. Furthermore, real-time interactive mobile 
technologies are evolving introducing new ways for people to interact based on the ranking method. 
J.C.Haartsen et.al[3][7] SUHVHQWHG ³ 7R DGDSWLYH GLVSOD\ IRU HQKDQFLQJ DXGLR SOD\EDFN´ LQ WKH ILHOG RI DXGLR
retrieval by metadata coined as the various different terms as artist, song, title, album etc., Researchers have also 
used Annotation- based approaches for audio retrieval. 
 
3. ARCHITECTURE DIAGRAM 
 The following figure shows that the architecture block diagram for video retrieval with scenes, shots as 
well as frames. Majorly, it divides into two separate processes together that is off-line processing and the other ne is 
on-line processing. First, one is to upload the video/clips data by the administrator and gives it to the media 
descriptors. Media descriptors works for feature extraction and pass it to the search engine .Finally indexing is for 
retrieving the video from multimedia data or data warehouse. 
3.1. OFF-LINE PROCESSING 
      In this block the administrator uploads the various video clips/data and forward into the media descriptor. It 
performs the feature extraction based on the given video  and then key frame is chosen from the available frame and 
pass over to the search engine .Next, Indexing is done on that key frame and these indexes are stored on data 
warehouse along with the indexes and various other features also gets stored on data warehouse . 
 
3.2 ON-LINE PROCESSING 
In this block user takes a one short video clip and forwarded to the user query media then it moves to media 
descriptor. Next, media descriptors performs the feature extraction based on the given video then these features are 
given to the search engine, it takes action of requesting to data warehouse taking the various features and similarity 
matching operations are done with the features of requested video with already stored video from data warehouse 
and final matched results is given to the end-users. 
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Fig 2.Architectural Diagram 
4. PROPOSED WORK 
The proposed work describes that analysis of video retrieval, which have semantic gap between low and high-level 
features, segmentation, boundary detection of shots, feature extraction, Key frame selection, Classification and 
clustering, Indexing and matching similarity as follows. 
 
4.1. Video analysis 
Video data are rich sources of information and in order to analyse the video, the information content of the entire 
data has to be analysed and thoroughly progressive up-to-date knowledge in video processing. Video analysis is 
further distributed into two stages; one is to divide the video sequence into a group of shots (shot boundary 
detection) while the second stage is the process of selecting key frame(s) to represent each slot. 
 
4.1.2. Video shot boundary detection 
A shot is a series of frames taken by using one camera. A frame at a boundary point of a shot differs in background 
as well as content from its successive frames that belongs to the next shot. There is a drastic change in boundary 
point of two frames because of switching from one camera to another, and this is the basic principle that most 
algorithms for detecting scene changes depend upon. Specifically, there are two trends to segment video data as 
shown in figure 3. The first one is uncompressed domain that is broadly classified into two categories, template 
matching and histogram based. While, the other one is compressed domain that classified into three kinds as discrete 
cosine transform, motion vectors, hybrid motion/DCT. 
 
Fig 3. Video Segmentation 
 
4.1.3 Video segmentation and key frame selection 
Video segmentation or shot boundary detection involves identifying the frames changes occur from one shot to 
another. This abrupt changes occurs when the absolute difference of mean blocks between two consecutive frames 
exceed a threshold value. Changes occurred between two frames, which are called a cut or a break. A complete 
video is entirely divided into shots for which key frames need to be identified. After segmentation, key frame 
selection would be obviously compared to entire frame based on the similarity measure, with least difference frames 
has to be selected for the process .It needs extensive computations and it  is not practical for most applications.  
While on the other hand, choosing the first frame seems to be the natural choice, as all the rest of the frames in the 
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scenes can be considered, as being logical and continuous extensions of the first frame, but it may not be the best 
match for all the frames in the scenes  
 
4.2 Feature Extraction 
It is most difficult to step or process in video retrieval to describe the video frame with the minimum number of 
media descriptors. This includes the low-level features as color, shape and texture and high-level features as object 
annotation. 
 
 
4.2.1. Low Level Features 
In video,  only low level features is still lagging to gain better frame content  for retrieval the content from data 
warehouse or media repository. Most of the research efforts, to focus on the semantic gap between the high level 
and low level features have to be united as multimodality in upcoming future trends in video retrieval. The big 
advantage over here is multimodality can promotes a better video retrieval content than low level features 
4.2.2 Color feature 
The proposed method for color feature extraction is a histogram- based. The main idea from this method is if two 
frames having an unchanging background as well as objects will show only little differences in their respective 
histograms. Let Hi(j) denotes the histogram value for the ith frame, where j is one of the possible grey levels. The 
frame difference formula is computes as below: 
                      HDi = ěGj=1  / Hi(j) - Hi +1(j)      [Eq1] 
Where 
G is the number of grey levels, 
j is the grey value, 
i is the frame number, 
and H(j) is the value of the histogram for the grey value level j. 
 If the overall difference HDi is larger than a given threshold T, a segment boundary is declared. 
The above equation is to convert the color intensities into grey levels and only used for grey level frames with color 
frames. 
4.2.3 Texture Feature 
Texture feature extraction has been extensively used in many applications effectively which have information of 
texture as a salient feature in video. Many texture based algorithms are available for specific purposes.  On the mode 
of using frequent texture models are Simultaneous auto regressive models, co-occurrences matrices, wavelet 
transformation based texture features, Tamura features, orientation features. Texture is a feature which provides 
significant information about the spatial arrangement of color or intensities in an image or identifying objects or 
regions of interest in an image .It can be defined technically as repetitive occurrence of the same pattern. The 
proposed method for extracting the texture feature is Entropy, which is a statistical measure of randomness can be 
used to characterize the texture of the  given input image. The value of entropy can be determined as 
      ENT = ěm(k=1)ǔpklogl /pkǕ      [Eq2]  
Where 
ENT=Entropy of I/P, 
M=Total number of samples, 
P=Probability of I/P occurrences. 
 
 
 
4.2.4 Shape Feature 
It is the most prominent features among the others which determines to shape of the given objects in an image, can 
be extracted .More techniques of detecting the edges in the image. One is Edge Histogram Descriptor (EHD) has 
been used for capturing the spatial edges distribution, for TRECVid -2005, 2006 the video search task by 
Hauptmann et al. To determine the shape is very important step in a given image, for detecting edge techniques as 
6REHO3UHZLWW5REHUWVDQG&DQQ\HGJHGHWHFWRUVUHVSHFWLYHO\$PRQJDOOWKHVHIRXUFDQQ\GHWHFWRU¶VSHUIRUPDQFH
is more accurate than otherVWRSURYHLWVHIILFLHQF\WKDW¶VZK\3HDNVLJQDOWRQRLVHUDWLR3615PHDVXUHZDVXVHG
to provide a statistical method for its better performance. 
4.3 High Level Features 
Research efforts have been led to the development of challenging the semantic gap between low level and high level 
IHDWXUHVWKDW¶VZK\WKHKLJKOHYHOIHDWXUHWHUPLVLQWURGXFHGWRLPSURYHYLGHRUHWULHYDOSURFHVVPRUHVXFFHVVLYHO\LQ
future trend models as combined both high and low level features, indexing, multimodality, Data warehouse /media 
data and global features also be the killer application in this field of video retrieval. The proposed model is used here 
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is object annotation for highlighting the regions or object of interest. Object classes were learned from a set of 
labelled training images in Label Me database. These dataset contains spatial annotations of thousands of object 
categories in hundreds of thousands of images. 
 
5. PERFORMANCE EVALUATION 
The proposed system has been evaluated using several kinds of video sequences. We report here some results 
obtained on a part of a video sequence utilized for retrieval, its performance was compared to the performance of a 
video retrieval system based only on color feature. In order to evaluate the quality of the proposed system, recall and 
precision rates of the retrieved results against manual human opinions are used. Recall is a measure of how well the 
proposed system performs in finding relevant items, while precision indicates how well it performs in not returning 
irrelevant items and F-measure is an average of the formers. Recall, precision and F-measure are shown in formulas 
as follows: 
 Precision=|{relevant videos }-{retrieved videos}|/|{retrieved videos}|[ Eq 3]  
 Recall= |{relevant videos }-{retrieved videos}|/|{retrieved videos}|[Eq 4] 
The following figures shows that based on low and high level features as improved the results as 16% to 20% as 
compared to the previous results of existing works. 
 
 
Fig 4.Existing  System  results using color feature only 
 
 
 
 
 
6. CONCLUSION 
In this report, we briefly review the significance of video retrieval and indexing techniques. The field of video 
retrieval is a boon to adopt various video techniques involved to changes for the development of retrieval and to 
reduce the semantic gap between low and high level features. The first stage, shot boundary detection divides the 
video streams into their shots. Key frame selection is to select the key frame stored feature vectors as metadata. 
Finally the retrieval system accepts a user query, compares indexes derived from the user query with those stored 
into the metadata then returns search results sorted according to the similarity to the query. The proposed system is 
to reduce the semantic gap between multimodal features. Finally retrieved videos will be ranked according to their 
similarity and higher similarity than threshold value is returned to the user. The future work is to focus the multiple 
videos to retrieve the multiple shots using multimodality features with better algorithm to check with the similarity 
measures as Precision and Recall respectively. 
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