Kostant principal filtration and paths in weight lattices by Kusumastuti, Nilamsari & Moreau, Anne
ar
X
iv
:2
00
1.
06
09
1v
1 
 [m
ath
.R
T]
  1
6 J
an
 20
20
Kostant principal filtration and paths in weight lattices
Nilamsari Kusumastuti · Anne Moreau
Abstract There are several interesting filtrations on the Cartan subalgebra of a complex simple Lie
algebra coming from very different contexts: one is the principal filtration coming from the Langlands
dual, one is coming from the Clifford algebra associated with a non-degenerate invariant bilinear form,
one is coming from the symmetric algebra and the Chevalley projection, and two other ones are coming
from the enveloping algebra and Harish-Chandra projections. It is now known that all these filtrations
coincide. This results from a combination of works of several authors (Rohr, Joseph, Alekseev and the
second named author), and was essentially conjectured by Kostant. In this paper, we establish a direct
correspondence between the enveloping filtration and the symmetric filtration for a simple Lie algebra of
type A or C. Our proof is very different from Rohr and Joseph approaches. The idea is to use an explicit
description of the symmetric and enveloping invariants in term of combinatorial objects, called weighted
paths, in the crystal graph of the standard representation.
Keywords principal filtration · Chevalley and Harish-Chandra projections · weighted paths
1 Introduction
In this paper, we are interested in several increasing filtrations, that are described below, on the Cartan
subalgebra h of a complex simple Lie algebra g with triangular decomposition, g = n− ⊕ h ⊕ n+, that
come from different contexts. It is now known that all these filtrations coincide. This results from a
combination of several works [12,1,5,6]. The remarkable connexion between the principal filtration (§1.1)
and the filtration coming from the Clifford algebra (cf. §1.4) was essentially conjectured by Kostant.
The aim of this paper is to provide another proof, in type A and type C, of the existing relation
between the symmetric filtration (cf. §1.2) and the enveloping filtration (cf. §1.3) using special paths in
the weight lattice of the standard representation.
1.1 The principal filtration
Let ∆ ⊂ h∗ be the root system of (g, h), Π = {β1, . . . , βr} the system of simple roots with respect to
b = h⊕ n+ and ∆+ the corresponding set of positive roots. The root system is realized in an Euclidean
space RN with standard basis E = (ε1, . . . , εN ). For α ∈ ∆, we denote by αˇ its coroot. We fix a Chevalley
basis {eα, e−α, βˇi ; α ∈ ∆+, i = 1, . . . , r} of g, where eα is a nonzero α-root vector. Let ̟1, . . . , ̟r be the
fundamental weights, and ˇ̟ 1, . . . , ˇ̟ r the fundamental co-weights, associated with β1, . . . , βr, respectively.
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LetBg be an invariant non-degenerate bilinear form on g×g, and B
♯
g : h
∗ → h the induced isomorphism.
For x ∈ h∗ we denote by x♯ its image by B♯g. Let (e, h, f) be a principal sl2-triple of g corresponding to
the above triangular decomposition, that is, e =
∑r
i=1 eβi , h = 2
∑r
i=1 ˇ̟ i, f =
∑r
i=1 cie−βi, where ci
is a nonzero complex number such that h = [e, f ]. The elements e, h, f are regular elements of g, which
means that their centralizer in g have minimal dimension r.
One defines an increasing filtration (F (m)h)m≥0 of h by:
F
(m)h := {x ∈ h | (ad e)m+1x = 0}.
Notice that the dimension of the spaces F (m)h jumps at the exponents m = m1, . . . ,mr of g. We can also
describe the filtration (F (m)h)m as follows. The algebra s := Ce⊕Ch⊕Cf ∼= sl2 acts on g by the adjoint
action. Let g =
⊕r
i=1 Vi be the decomposition of g into simple s-modules. We have dim Vi = 2mi+1 and
dimVi ∩ h = 1 for any i = 1, . . . , r. Then
F
(m)h =
⊕
j,mj6m
Vj ∩ h.
If the exponents m1, . . . ,mr are pairwise distinct, we have for i = 1, . . . , r, F
(mi)h =
⊕i
j=1 Vj ∩ h. In
most cases, the exponents m1, . . . ,mr are all distinct. The exception is the case of the Dr series, for even
r and r ≥ 4, when there are two coincident exponents (equal to r − 1).
Let gˇ be the Langlands dual of g which is the simple Lie algebra defined by the dual root system
∆ˇ = {αˇ ; α ∈ ∆}. One may identify a Cartan subalgebra hˇ of gˇ with h∗. Let (eˇ, hˇ, fˇ) be the corresponding
principal sl2-triple of gˇ, and let ρ be the half-sum of positive roots. Note that
ρ =
r∑
i=1
̟i =
1
2
hˇ.
Similarly, the principal sl2-triple (eˇ, hˇ, fˇ) defines an increasing filtration (F
(m)hˇ)m of hˇ. Since gˇ has the
same exponents as g the dimension of F (m)hˇ jumps at the exponents m = m1, . . . ,mr, too. The principal
filtration of h is the filtration (Fˇ (m)h)m, where
Fˇ
(m)h :=
(
B♯g(F
(m)hˇ)
)
m
.
Since [eˇ, [eˇ, hˇ]] = 0, we have ρ ∈ F (1)hˇ and ρ♯ = B♯g(ρ) ∈ Fˇ
(1)h.
1.2 The symmetric filtration
Let S(g) be the symmetric algebra of g, and Ch: S(g)→ S(h) the Chevalley projection map with respect
to decomposition S(g) = S(h)⊕ (n− + n+)S(g). For any finite-dimensional simple g-module V , consider
the map,
Ch⊗ 1: S(g)⊗ V → S(h)⊗ V.
We have (Ch⊗ 1)((S(g) ⊗ V )g) ⊂ S(h)⊗ V0, where (S(g) ⊗ V )
g is the subspace of invariants under the
diagonal action of g, and V0 = {v ∈ V | h.v = 0 for all h ∈ h} is the zero-weight space of V . In the
case where V = g is the adjoint representation, the free S(g)g-module (S(g) ⊗ g)g is generated by the
differentials dp1, . . . , dpr of homogeneous generators p1, . . . , pr of S(g)
g. Such homogeneous generators
are of degrees m1 + 1, . . . ,mr + 1, respectively, if we order them by increasing degrees. In this case, note
that (Ch⊗ 1)((S(g)⊗ g)g) ⊂ S(h)⊗ h, since the zero weight subspace of the adjoint representation g is h.
Let evρ : S(h)→ C denotes the evaluation map at ρ, that is, evρ(x) = 〈ρ, x〉 for all x ∈ S(h) ∼= C[h
∗],
where 〈·, ·〉 is the pairing between h∗ and h. We define the symmetric filtration of h by setting for all
m ∈ Z>0,
F
(m)
S h := (evρ ⊗ 1) ◦ (Ch⊗ 1)((S
m(g)⊗ g)g),
where (Sm(g))m is the standard filtration on S(g) induced by the degree of elements. This is indeed a
filtration of h since the elements dp1(ρ), . . . , dpr(ρ) are linearly independent, ρ being regular [9]. In fact,
Rohr proved [12] that the principal filtration and the symmetric filtration coincide1.
1 This fact is not hard to establish, but Rohr obtained a more precise result [12], and explicitly described an orthogonal
basis with respect to Bg in h from the algebra of invariants (S(g) ⊗ g)g.
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1.3 The enveloping filtration(s)
Let U(g) be the universal enveloping algebra of g. The Harish-Chandra map hc: U(g)→ U(h) = S(h) is
projection with respect to the decomposition U(g) = U(h)⊕ (n−U(g)+U(g)n+). It is well-known that its
restriction to U(g)h is a morphism of associative algebras. Khoroshkin, Nazarov and Vinberg established
the following triangular decomposition [8]:
U(g)⊗ V = (S(h)⊗ V )⊕ (ρL(n−)(U(g) ⊗ V ) + ρR(n+)(U(g)⊗ V )) ,
where ρL and ρR are the two commuting g-actions on U(g) ⊗ V given by ρL(x)(a ⊗ b) = xa ⊗ b and
ρR(x)(a ⊗ b) = −ax ⊗ b + a ⊗ x.b for x ∈ g, respectively. They also showed that the image by the
generalized Harish-Chandra projection map h˜c : U(g)⊗V → S(h)⊗V with respect to the above triangular
decomposition of the invariant part (U(g)⊗V )g for the diagonal action ρ = ρL+ρR is the space of invariant
under all the Zhelobenko operators (cf. [8, Theorem 1]).
We now consider again the special case where V = g is the adjoint representation. Then we get that
(hc⊗ 1))((Um(g)⊗ g)g) ⊂ (S(h)⊗ g)g ⊂ S(h)⊗ h since, as noted before, h is the zero weight subspace of
the adjoint representation g. We define the enveloping filtration and the generalized enveloping filtration
of h, respectively, by setting for all m ∈ Z>0:
F
(m)
U h := ((evρ ⊗ 1) ◦ (hc⊗ 1))((U
m(g)⊗ g)g),
F˜
(m)
U h := ((evρ ⊗ 1) ◦ h˜c)((U
m(g)⊗ g)g),
where (Um(g))m is the standard filtration of U(g). It is not a priori clear that the sets F
(m)
U h, m > 0,
exhaust h since we do not know a priori whether ((evρ⊗1)◦ (hc⊗1))((U(g)⊗g)
g) is equal to h. Similarly,
we do not know a priori whether ((evρ ⊗ 1) ◦ h˜c)((U(g) ⊗ g)
g) is equal to h. This is indeed the case. A
stronger result is in fact true.
Theorem 1.1 ([5,6]) For any m ∈ Z>0, we have: F
(m)
U h = Fˇ
(m)h and F˜
(m)
U h = Fˇ
(m)h.
Joseph’s theorem is a highly non-trivial result, especially in the non-simply laced cases. Its proof is
deeply based on the description by Khoroshkin, Nazarov and Vinberg of the invariant spaces in term of
Zhelobenko operators.
1.4 The Clifford filtration
Let Cl(g) be the Clifford algebra over g associated with the bilinear form Bg. Consider the decomposition
of the Clifford algebra Cl(g) = Cl(h) ⊕ (n−Cl(g) + Cl(g)n+), where g is viewed as a subalgebra of
Cl(g) using the canonical injection g →֒ Cl(g). The corresponding projection hcodd : Cl(g) → Cl(h) is
called the odd Harish-Chandra projection. By a non-trivial result of Bazlov [3, §5.6] and Kostant (private
communication), the odd Harish-Chandra projection hcodd maps the invariant algebra Cl(g)
g ∼= Cl(P (g))
onto h ⊂ Cl(h). Here P (g) is the space of primitive invariants. The Clifford filtration of h is defined by
setting for all m ∈ Z>0:
F
(m)
Cl h := hcodd(q(P
(2m+1)(g))),
where (P 2m+1(g))m is the natural filtration on P (g) induced from the degrees of generators, and q :∧
g→ Cl(g) is the quantisation map. It is a well-defined filtration on h thanks to the above quoted result
of Bazlov–Kostant. Moreover, we have the following fact.
Theorem 1.2 ([1]) For any m ∈ Z>0, we have: F
(m)
U h = F
(m)
Cl h and F˜
(m)
U h = F
(m)
Cl h.
Kostant observed that hcodd(q(φ)) = B
♯
g(ρ), with φ : (x, y, z) 7→ Bg(x, [y, z]) ∈
∧
3g the invariant differen-
tial Cartan 3-form of g, and conjectured that the images of the higher generators q(φi), for i = 2, . . . , r,
by the odd Harish-Chandra projection can be described using the principal filtration. Next theorem
positively answers his conjecture:
Theorem 1.3 ([2,5,6,1]) For any m ∈ Z>0, we have F
(m)
Cl h = Fˇ
(m)h.
The conjecture was proved in type A by Bazlov [2] in 2003, and then in full generality combining the
works of Joseph [5,6], together with the work of Alekseev and the second author [1] (see Theorems 1.1
and 1.2).
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1.5 Main results and strategy
In this paper we establish a direct connection between the symmetric filtration and the enveloping filtra-
tion for g of type A or C.
Theorem 1.4 Assume that g is slr+1 or sp2r. Then for any m ∈ Z>0, F
(m)
S h = F
(m)
U h.
Together with Rohr’s result (cf. 1.2) and Theorem 1.2, Theorem 1.4 gives another proof of Joseph’s
theorem, and so another proof of Kostant’s conjecture for the types A and C. Since the symmetric
filtration and the enveloping filtration are similarly defined, our approach is quite natural. It is surprising
that their equality was first established only indirectly. We hope that our method can be adapted to
other contexts, for instance to affine Lie algebras in types A and C or to other particular representations
different from the adjoint representation. Remember that the symmetric filtration and the enveloping
filtration are both defined for the special case where V = g is the adjoint representation. One may ask if
an analogue result can be extended to some other finite-dimensional simple g-module V . It is known that
the equality does not hold for all simple g-module V (a counter-example was found by Anton Alekseev),
but it would be interesting to know which are the representations for which it does; see also [6, §3.3]
for related topics. Alekseev’s counter-example suggests that it is a hard problem, and general arguments
cannot be applied.
We summarize in Figure 1 how the connections between all filtrations described above were established
by different researchers.
Fˇ (m)h
F
(m)
Cl (h)
F
(m)
U
(h)
[5,6]
F˜
(m)
U
(h)
[1]
F
(m)
S
(h)
[12]
Theorem 1.4, g = slr+1 or g = sp2r
Kostant conjecture
Fig. 1: Connections between several filtrations on the Cartan subalgebra h.
We outline below our strategy to prove Theorem 1.4. Assume that g = slr+1 or g = sp2r. Then
the exponents are pairwise distincts in both cases. One can choose homogeneous generators of S(g)g as
follows. Set n = r + 1 if g = slr+1 and n = 2r if g = sp2r, and let (π,C
n) be the standard representation
of g. It is the finite-dimensional irreducible representation with highest weight ̟1. Set pm :=
1
(m+ 1)!
tr◦
πm+1 for m ∈ Z>0. Identifying g with g
∗ through the inner product Bg, the elements pm1 , . . . , pmr are
homogeneous generators of C[g]g ∼= S(g)g of degree m1 + 1, . . . ,mr + 1, respectively. Their differentials,
dp1, . . . , dpm, are homogeneous free generators of the free module (S(g) ⊗ g)
g over S(g)g. Moreover
(β ⊗ 1)(dpm1), . . . , (β ⊗ 1)(dpmr) are homogeneous free generators of the free module (U(g) ⊗ g)
g over
Z(g) ∼= U(g)g (cf. Proposition 2.1), where β : S(g)→ U(g) is the symmetrization map.
Fix m ∈ Z>0. Since dpm and (β ⊗ 1)(dpm) are g-invariant, the elements dpm := (Ch ⊗ 1)(dpm)
and d̂pm := ((hc ⊗ 1) ◦ (β ⊗ 1))(dpm) lie in S(h) ⊗ h. Define the elements dpm,k and d̂pm,k of S(h) for
k ∈ {1, . . . , r} by writing dpm and d̂pm as:
dpm =
1
m!
r∑
k=1
dpm,k ⊗̟
♯
k, d̂pm =
1
m!
r∑
k=1
d̂pm,k ⊗̟
♯
k.
Our main results are the following:
Theorem 1.5 Assume that g is slr+1 or sp2r, and let m ∈ Z>0. For some polynomial Q¯m ∈ C[X ] of
degree m− 1 we have evρ(dpm,k) = Q¯m(k) for k = 1, . . . , r so that
evρ(dpm) =
1
m!
r∑
k=1
Q¯m(k)̟
♯
k.
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Moreover Q¯1 = 1 if g = slr+1, and Q¯1 = 2 if g = sp2r.
Remark 1.6 For m > 1, the polynomial Q¯m is explicitly described by formula (3.2) for slr+1, and by
formula (4.3) for sp2r.
Theorem 1.7 Assume that g is slr+1 or sp2r, and let m ∈ Z>0. For some polynomial Qˆm ∈ C[X ] of
degree at most m− 1 we have evρ(d̂pm,k) = Qˆm(k) for k = 1, . . . , r so that
evρ(d̂pm) =
1
m!
r∑
k=1
Qˆm(k)̟
♯
k.
Moreover Qˆ1 = 1 if g = slr+1, and Qˆ1 = 2 if g = sp2r.
Remark 1.8 For m > 1, there is no nice general description of the polynomial Qˆm in term of r and m as
for the symmetric case. The polynomials Qˆm’s are defined inductively by formula (3.5) for slr+1, and by
formula (4.20) for sp2r.
We claim that Theorem 1.5 and Theorem 1.7 are sufficient to prove the main theorem:
Proposition 1.9 Theorem 1.5 and Theorem 1.7 imply Theorem 1.4.
Proof Assume that g is slr+1 or sp2r. First, the elements evρ(dpm1), . . . , evρ(dpmr ) are linearly in-
dependent in h since ρ is regular [9]. Thus, for any j ∈ {1, . . . , r}, the vector space generated by
evρ(dpm1), . . . , evρ(dpmj ) has dimension j. We denote it by V¯j . Set for j ∈ Z>0, wj =
∑r
k=1 k
j̟♯k,
and Wj := spanC {w0, . . . , wj−1} . We have dimWj 6 j.
We first show that for all j ∈ {1, . . . , r}, V¯j = Wmj . By Theorem 1.5, the inclusion V¯j ⊂ Wmj holds.
Assume that there is w ∈Wmj \ V¯j . Write w in the basis evρ(dpm1), . . . , evρ(dpmr):
w =
r∑
i=1
ai evρ(dpmi),
and let q be the maximal integer i ∈ {1, . . . , r} such that ai 6= 0. Since w 6∈ V¯j , q > j. But then w is in
Wmq and not in Wmq−1 by Theorem 1.5, which contradicts the fact that w ∈ Wmj because mj 6 mq− 1.
We have shown the expected equality of vector spaces.
Let us now denote by Vˆj the vector space generated by evρ(d̂pm1), . . . , evρ(d̂pmj ) for j ∈ {1, . . . , r}.
Our aim is to show that Vˆj = V¯j for all j ∈ {1, . . . , r}. By the first step, it suffices to establish that
Vˆj = Wmj for all j ∈ {1, . . . , r}. According to Theorem 1.7, we have the inclusion Vˆj ⊂ Wmj for all
j ∈ {1, . . . , r}, and dimWmj has dimension j by the first step. Theorem 1.2 implies that Vˆr = h, and so
the elements evρ(d̂pm1), . . . , evρ(d̂pmr) are linearly independent. In particular, each Vˆj has dimension j,
hence the expected equality Vˆj = Wmj for all j ∈ {1, . . . , r}. This finishes the proof. ⊓⊔
The rest of the paper is organized as follows. Section 2 is about generalities on invariants coming from
representations of simple Lie algebras. We introduce in this section our central notion of weighted paths.
Section 3 is devoted to the proofs of Theorem 1.5 and Theorem 1.7 in the case where g = slr+1. The
proofs of Theorem 1.5 and Theorem 1.7 for g = sp2r are performed in Section 4.
2 General setting and weighted paths in crystal graph
We first set up notation and standard facts on representations of simple Lie algebras and related invariant
polynomials. Let Q =
r∑
i=1
Zβi be the root lattice and set Q+ :=
r∑
i=1
Z>0βi. We define a partial order on h
∗
by: µ < λ ⇐⇒ µ−λ ∈ Q+. For (λ, µ) ∈ (h
∗)2, we denote by [[λ, µ]] the set of ν ∈ h∗ such that λ 4 ν 4 µ.
Let also P =
r∑
i=1
Z̟i and P+ :=
r∑
i=1
Z>0̟i be the weight lattice and the set of integral dominant weights,
respectively. For λ ∈ P+, we write (πλ, V (λ)) for the finite-dimensional irreducible representation of g
with highest weight λ and for µ ∈ h∗, V (λ)µ stands for the µ-weight space of V (λ). The set of nonzero
weights of V (λ) will be denoted by P (λ). Fix m ∈ Z>0, and let
p(λ)m =
1
(m+ 1)!
tr ◦ πm+1λ .
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Thus p
(λ)
m is a g-invariant element of C[g] ∼= S(g∗) of degree m+1 (see, for example, [13, Lemma 31.2.3]).
Let B = (b1, . . . , bd) be a basis of g, and B
∗ its dual basis so that
p(λ)m =
1
(m+ 1)!
∑
16i1,...,im+16d
tr(πλ(bi1) ◦ · · · ◦ πλ(bim+1))b
∗
i1
. . . b∗im+1 . (2.1)
Identifying g with g∗ through Bg, p
(λ)
m becomes an element of C[g∗]g ∼= S(g)g of degree m+1. Moreover,
its differential dp
(λ)
m , defined by dp
(λ)
m =
∑d
k=1
∂p
(λ)
m
∂b∗k
⊗ b∗k, is an element of (S(g)⊗ g)
g.
Recall that β : S(g) → U(g) is the symmetrization map. Let Z(g) ∼= U(g)g be the center of the
enveloping algebra. The first part of the following proposition is due to Kostant [9]. The second part is
probably well-known. For the convenience of the reader, we give a proof.
Proposition 2.1 Assume that p
(λ)
m1 , . . . , p
(λ)
mr are homogeneous generators of S(g)
g. Then dp
(λ)
m1 , . . . , dp
(λ)
mr
are free homogeneous generators of the free module (S(g)⊗ g)g over S(g)g, and (β ⊗ 1)(dp
(λ)
m1), . . . , (β ⊗
1)(dp
(λ)
mr) are free homogeneous generators of the free module (U(g)⊗ g)
g over Z(g).
Proof It suffices to prove the second part. Our arguments is adapted from Diximer’s [4]. Denoting βˆ =
β ⊗ 1, we first observe that βˆ((S(g) ⊗ g)g) is equal to (U(g) ⊗ g)g, since βˆ is an isomorphism which
commutes with the diagonal action of g. Then it sends invariants to invariants. Let M be the sub-Z(g)-
module of (U(g)⊗ g)g generated by βˆ(dpm1), . . . , βˆ(dpmr ). Then the graded module associated with the
filtration induced on M is a sub-S(g)g-module of (S(g)⊗ g)g, since S(g)g is the graded space associated
with the filtration induced on Z(g). It contains dpm1 . . . , dpmr , and so it is equal to (S(g)⊗ g)
g. On the
other side, the graded space of (U(g)⊗g)g is contained in (S(g)⊗g)g. Hence we get thatM = (U(g)⊗g)g.
For the freeness, let K be the module of relations between βˆ(dpm1), . . . , βˆ(dpmr ) on Z(g), so that
K ⊂ Z(g)r. The filtration on Z(g) induces a filtration on K and the graded module associated with this
filtration is contained in the module of relations on S(g)g between dpm1 . . . , dpmr , which is zero. Hence
K = 0. ⊓⊔
Example 2.2 In Table 1, we give examples where p
(λ)
m1 , . . . , p
(λ)
mr are homogeneous generators of S(g)
g
following [11].
Table 1: Examples of weights λ for which the conditions of Proposition 2.1 hold.
Type λ dimV (λ) N decomposition in the basis E
Ar ̟1 r + 1 r + 1 ̟1 = ε1 −
1
r+1
(ε1 + · · ·+ εr+1)
Br ̟1 2r + 1 r ̟1 = ε1
Cr ̟1 2r r ̟1 = ε1
Dr, odd r ̟1 2r r ̟r = ε1
G2 ̟1 7 3 ̟1 = −ε2 + ε3
F4 ̟4 26 4 ̟4 = ε1
E6 ̟1 27 8 ̟1 =
2
3
(ε8 − ε7 − ε6)
We fix from now on δ ∈ P+ such that each nonzero weight space V (δ)µ, for µ ∈ P (δ), has dimension one.
This happens for example if λ is a minuscule weight, that is, if V (λ) is not trivial and if P (λ) = W.λ,
where W.λ denotes the orbit of the highest weight λ under the action of the Weyl group W = W (g, h).
The minuscule weights are given in Table 2.
Choose for any µ ∈ P (δ) a nonzero vector vµ ∈ V (δ)µ. By our assumption, the set {vµ | µ ∈ P (δ)}
forms a basis of V (δ). For (λ, µ) ∈ P (δ)2 and b ∈ B, define the scalar a
(b)
λ,µ by:
πδ(b)vµ =
∑
λ∈P (δ)
a
(b)
λ,µvλ. (2.2)
Next lemma immediately follows from (2.1).
Lemma 2.3 For any m > 0, we have:
p(δ)m =
1
(m+ 1)!
∑
16i1,...,im+16d
∑
(µj1
,...,µjm+1
)
∈P (δ)m+1
a
(bi1 )
µj1 ,µj2
. . . a
(bim+1 )
µjm+1 ,µj1
b∗i1 . . . b
∗
im+1
.
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Table 2: Minuscule weights
Type minuscule weights N decomposition in the basis E
Ar ̟1, . . . ,̟r r + 1 ̟i = ε1 + · · ·+ εi −
i
r+1
(ε1 + · · ·+ εr+1)
Br ̟r r ̟r =
1
2
(ε1 + · · ·+ εr)
Cr ̟1 r ̟1 = ε1
Dr ̟1,̟r−1,̟r r ̟1 = ε1,̟n+t =
1
2
(ε1 + · · ·+ εn) + tεt, t ∈ {−1, 0}
E6 ̟1,̟6 8 ̟1 =
2
3
(ε8 − ε7 − ε6),̟6 =
1
3
(ε8 − ε7 − ε6) + ε5
E7 ̟7 8 ̟7 = ε6 +
1
2
(ε8 − ε7)
Assume now that B = {eα, βˇi | α ∈ ∆, i = 1, . . . , r} is the Chevalley basis of g (in a fixed order).
Identifying g with g∗ through the inner product Bg, we get that B
∗ = {cαe−α, ̟
♯
i | α ∈ ∆, i = 1, . . . , r},
with cα 6= 0 for α ∈ ∆. We denote by dp
(δ)
m and d̂p
(δ)
m the images of dp
(δ)
m by Ch ⊗ 1 and (hc ⊗ 1) ◦ βˆ,
respectively, where βˆ is β ⊗ 1 as in the proof of Proposition 2.1. When there will be no ambiguity about
δ, we will simply denote by pm, dpm, dpm, d̂pm the corresponding elements.
Let m > 0. Since dp(δ)m and βˆ(dp
(δ)
m ) are g-invariant, dp
(δ)
m and d̂p
(δ)
m lie in S(h)⊗h. Define the elements
dp
(δ)
m,k and d̂p
(δ)
m,k of S(h), for k ∈ {1, . . . , r}, by:
dp
(δ)
m =
1
m!
r∑
k=1
dp
(δ)
m,k ⊗̟
♯
k, d̂p
(δ)
m =
1
m!
r∑
k=1
d̂p
(δ)
m,k ⊗̟
♯
k.
For k ∈ {1, . . . , r}, we set
P (δ)k := {µ ∈ P (δ) | 〈µ, βˇk〉 6= 0}.
Lemma 2.4 We have
1. dp
(δ)
m,k =
∑
µ∈P (δ)k
∑
1≤i1,...,im6r
〈µ, βˇi1 〉 . . . 〈µ, βˇim〉〈µ, βˇk〉̟
♯
i1
. . . ̟♯im ,
2. d̂p
(δ)
m,k =
∑
µj1
,...,µjm
∈P (δ)
µj1
∈P(δ)k
∑
1≤i1,...,im6r
a
(bi1 )
µj1 ,µj2
. . . a
(bim )
µjm ,µj1
〈µj1 , βˇk〉hc(b
∗
i1
. . . b∗im).
Proof First of all, by Lemma 2.3, we have
dp(δ)m =
1
m!
d∑
k=1
∑
µj1
,...,µjm+1
∈P(δ)
µj1
∈P (δ)k
∑
1≤i1,...,im6d
a
(bi1 )
µj1 ,µj2
. . . a
(bim )
µjm ,µjm+1
a(bk)µjm+1 ,µj1
b∗i1 . . . b
∗
im
⊗ b∗k.
(1) For λ, µ ∈ P (δ) and i ∈ {1, . . . , r},
a
(βˇi)
λ,µ =
{
〈µ, βˇi〉 if λ = µ,
0 if λ 6= µ.
Since dp(δ)m is g-invariant, its image by Ch⊗ 1 belongs to S(h)⊗ h, and we have:
dp
(δ)
m = (Ch⊗ 1)(dp
(δ)
m ) =
1
m!
r∑
k=1
∑
µ∈P (δ)
∑
1≤i1,...,im6r
〈µ, βˇi1〉 . . . 〈µ, βˇim〉〈µ, βˇk〉̟
♯
i1
. . . ̟♯im ⊗̟
♯
k,
whence the statement.
(2) The image of dp
(δ)
m by the map βˆ is the following element of (U(g)⊗ g)g:
βˆ(dp(δ)m )
=
1
m!
d∑
k=1
∑
1≤i1,...,im6d
∑
µj1
,...,µjm+1
∈P(δ)
µj1
∈P (δ)k
a
(bi1)
µj1 ,µj2
. . . a
(bim )
µjm ,µjm+1
a(bk)µjm+1 ,µj1
b∗i1 . . . b
∗
im
⊗ b∗k.
8 Nilamsari Kusumastuti, Anne Moreau
Since (β ⊗ 1)(dp(δ)m ) is g-invariant, its image by hc⊗ 1 belongs to S(h)⊗ h and we have:
d̂p
(δ)
m =
1
m!
r∑
k=1
∑
1≤i1,...,im6d
∑
µj1
,...,µjm
∈P(δ)
µj1
∈P(δ)k
a
(bi1)
µj1 ,µj2
. . . a
(bim )
µjm ,µj1
〈µj1 , βˇk〉hc(b
∗
i1
. . . b∗im)⊗̟
♯
k,
whence the statement. ⊓⊔
Recall that the crystal graph C (δ) of the integral dominant weight δ is a graph containing #P (δ) ver-
tices and whose arrows are labeled by the simple roots βi, i ∈ 1, . . . , r. Moreover an arrow δi
βj
// δk exists
when δk = δi − βj .
Example 2.5 Following the notation of Appendices A and B, we represent the crystal graph C (δ) of
δ = ̟1 for g = slr+1 and g = sp2r in Figure 2.
β1 β2 βk βr−1 βr
δ1 δ2 δ3 δk δk+1 δr−1 δr δr+1
(a)
β1 β2 βr−1 βr βr−1 βr−2 β2 β1
δ1 δ2 δ3 δr−1 δr δ¯r δ¯r−1 δ¯r−2 δ¯3 δ¯2 δ¯1
(b)
Fig. 2: the Crystal graph C (δ) of δ = ̟1 for g = slr+1(a) and g = sp2r(b).
Let m ∈ Z>0 and (µ, ν) ∈ P (δ)
2. We denote by Pm(µ, ν) the set of µ = (µ
(1), . . . , µ(m+1)) in P (δ)
such that µ(1) = µ, µ(m+1) = ν and for all i = 1, . . . ,m, µ(i) − µ(i+1) ∈ ∆ ∪ {0}. The elements of
Pm(µ, ν) are called the paths of length m starting at µ and ending at ν. When µ = ν, we write Pm(µ)
for Pm(µ, µ).
Remark 2.6 For g = slr+1 or g = sp2r with δ = ̟1 (cf. Example 2.5), the difference of two different
weights is always a root. So the condition µ(i) − µ(i+1) ∈ ∆ ∪ {0} is automatically satisfied. Note that,
furthermore, in these cases each root α ∈ ∆ can be written as a difference of two weights.
Such paths have been considered in a more general situation in [10] in connection with Kashi-
wara’s crystal basis theory [7]. Recall that the height of a positive roots α is ht(α) :=
∑r
i=1 ni, if
α =
∑r
i=1 ni βi ∈ ∆+. For α ∈ −∆+, we define its height by ht(α) := −ht(−α). We adopt the
convention that ht(0) := 0. The height of a path µ is defined by ht(µ) := (ht(µ)1, . . . , ht(µ)m) ∈ Z
m,
where ht(µ)i := ht(µ
(i) − µ(i+1)). For µ ∈ Pm(µ), we have
∑m
i=1 ht(µ)i = 0.
Definition 2.7 (weighted path) Let Pˆm(µ, ν) be the set of pairs (µ, α) where µ ∈ Pm(µ, ν) and
α := (α(1), . . . , α(m)) is a sequence of roots satisfying for any j ∈ {1, . . . ,m} the following conditions:
1. if ht(µ)j 6= 0 then α
(j) = µ(j) − µ(j+1),
2. if ht(µ)j = 0 then α
(j) ∈ Π and 〈µ(j), αˇ(j)〉 6= 0.
We call the elements of Pˆm(µ, ν) the weighted paths of length m starting at µ and ending at ν. When
µ = ν, we write Pˆm(µ) for Pˆm(µ, µ). We denote by 1µ the trivial path (µ,∅). It has by convention
length 0.
We represent a weighted path (µ, α) ∈ Pˆm(µ, ν) by a colored and oriented graph as follows. The
vertices are the weights µ(1), . . . , µ(m+1) and the oriented arrow from µ(j) to µ(j+1) for j ∈ {1, . . . ,m} is
labeled by the root α(j).
Example 2.8
1. Assume that g = sl6 and δ = ̟1. We represent in Figure 3a the weighted path (µ, α) of length 6
starting and ending at δ3 with µ = (δ3, δ4, δ6, δ5, δ5, δ5, δ3) and α = (β3, β4+β5,−β5, β5, β4,−β3−β4).
Then ht(µ) = (1, 2,−1, 0, 0,−2) and
∑6
i=1 ht(µ)i = 0.
2. Assume that g = sp8 and δ = ̟1. We represent in Figure 3b the weighted path (µ, α) of length 7
starting and ending at δ1 with µ = (δ1, δ4, δ4, δ4, δ1, δ1, δ3, δ1) and α = (ε1−ε4, 2ε4, β3, ε1−ε4, β1, ε3−
ε1,−ε1 − ε3). Then ht(µ) = (3, 1, 0, 3, 0,−2,−5).
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α(1) α(2)
α(3)α(6)
β5β4
δ3 δ4 δ5 δ6
(a) An example of weighted path in sl6.
α(1) α(2) α(4)
α(6)α(7)
β1β3
δ1 δ2 δ3 δ4 δ¯4 δ¯3 δ¯2 δ¯1
(b) An example of weighted path in sp8.
Fig. 3: Examples of weighted paths
For β ∈ Π , we write ̟β the fundamental weight corresponding to β. Thus ̟βi = ̟i, i = 1, . . . , r, but
it will be convenient to have both notations. Pick µ, ν ∈ P (δ). Let m ∈ Z>0 and (µ, α) ∈ Pˆm(µ, ν). For
j ∈ {1, . . . ,m}, the element b(µ,α),j of B is defined by:
1. if ht(µ)j 6= 0, set b(µ,α),j := cα(j)e−α(j) so that b
∗
(µ,α),j := eα(j) ,
2. if ht(µ)j = 0, set b(µ,α),j := αˇ
(j) so that b∗(µ,α),j = ̟
♯
α(j)
.
The element b∗µ,α of U(g) is defined by
b∗µ,α := aµ,αb
∗
(µ,α),1 . . . b
∗
(µ,α),m, (2.3)
where aµ,α := a
(b(µ,α),m)
µ(m+1),µ(m)
. . . a
(b(µ,α),1)
µ(2),µ(1)
. In the case where µ = ν, we observe that b∗µ,α belongs to U(g)
h.
In this case, we define the weight of (µ, α) to be the complex number,
wt(µ, α) := (evρ ◦ hc)(b
∗
µ,α). (2.4)
We adopt the convention that wt(1µ) = 1.
For example, for the weighted path of Example 2.8(1) we have
aµ,α = 〈δ5, βˇ4〉〈δ5, βˇ5〉 = −1 and b
∗
µ,α = −eε3−ε4eε4−ε6eε6−ε5 ˇ̟5 ˇ̟4eε5−ε3 ,
and for the weighted path of Example 2.8(2) we have
aµ,α = 〈δ1, βˇ1〉〈δ4, βˇ3〉 = −2 and b
∗
µ,α = −2eε1−ε4e2ε4 ˇ̟3eε1−ε4 ˇ̟1eε3−ε1e−ε1−ε3 .
Lemma 2.9 Let m ∈ Z>0 and k ∈ {1, . . . , r}. We have:
dpm,k =
∑
µ∈P (δ)k
∑
(µ,α)∈Pˆm(µ)
ht(µ)=0
〈µ, βˇk〉b
∗
µ,α and d̂pm,k =
∑
µ∈P (δ)k
∑
(µ,α)∈Pˆm(µ)
〈µ, βˇk〉hc(b
∗
µ,α).
Therefore, we have:
evρ(dpm,k) =
∑
µ∈P (δ)k
∑
(µ,α)∈Pˆm(µ)
ht(µ)=0
wt(µ, α)〈µ, βˇk〉,
evρ(d̂pm,k) =
∑
µ∈P (δ)k
∑
(µ,α)∈Pˆm(µ)
wt(µ, α)〈µ, βˇk〉.
Proof Recall that for α ∈ ∆ and µ ∈ P (δ),
πδ(eα)vµ ∈ V (δ)µ+α = Cvµ+α,
with the convention that vµ+α = 0 if µ+α 6∈ P (δ). The equality V (δ)µ+α = Cvµ+α holds because of our
assumption that all weight spaces have dimension one. Therefore,
a(eα)µ,ν 6= 0 =⇒
(
µ = ν + α and ν + α ∈ P (δ)
)
.
For i ∈ {1, . . . , r} and µ ∈ P (δ),
πδ(βˇi)vµ = 〈µ, βˇi〉vµ.
As a result,
a(βˇi)µ,ν 6= 0 ⇐⇒
(
ν = µ and 〈µ, βˇi〉 6= 0
)
.
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According to Lemma 2.4, we have:
d̂pm,k =
∑
(µj1
,...,µjm
)
∈P (δ)m
∑
1≤i1,...,im6r
a
(bi1)
µj1 ,µj2
. . . a
(bim )
µjm ,µj1
〈µj1 , βˇk〉hc(b
∗
i1
. . . b∗im),
and it is enough to sum over µj := (µj1 , . . . , µjm) ∈ P (δ)
m and i := (i1, . . . , im) ∈ {1, . . . , r}
m such that
a
(bi1 )
µj1 ,µj2
. . . a
(bim )
µjm ,µj1
6= 0 and 〈µj1 , βˇk〉 6= 0.
Fix such (i, µj) and set for j ∈ {1, . . . ,m},
µ(1) := µj1 , µ
(2) := µjm , µ
(3) := µjm−1 . . . , µ
(m) := µj2 , µ
(m+1) := µj1 ,
α(j) :=
{
α if bij = cαe−α, α ∈ ∆,
β if bij = βˇ, β ∈ Π,
and µ := µj1 . Then µ ∈ P (δ)k and (µ, α) ∈ Pˆm(µ). Moreover, following (2.3), we get:
b(µ,α),j = bim−j+1 for j = 1, . . . ,m,
aµ,α = a
(b(µ,α),m)
µ(m+1),µ(m)
. . . a
(b(µ,α),2)
µ(3),µ(2)
a
(b(µ,α),1)
µ(2),µ(1)
and b∗µ,α = aµ,αb
∗
(µ,α),1 . . . b
∗
(µ,α),m−1b
∗
(µ,α),m,
whence the expected formula for d̂pm,k:
d̂pm,k =
∑
µ∈P (δ)k
∑
(µ,α)∈Pˆm(µ)
〈µ, βˇk〉hc(b
∗
µ,α).
Then the formula for evρ(d̂pm,k) is obvious by (2.4).
Let us now turn to dp
(δ)
m,k and evρ(dpm,k). By Lemma 2.4, we have:
dp
(δ)
m,k =
∑
µ∈P (δ)k
∑
1≤i1,...,im6r
〈µ, βˇi1 〉 . . . 〈µ, βˇim〉〈µ, βˇk〉̟
♯
i1
. . . ̟♯im .
To each i := (i1, . . . , im) ∈ {1, . . . , r}
m such that 〈µ, βˇi1 〉 . . . 〈µ, βˇim〉 6= 0 we attach the weighted paths
(µ, α) ∈ Pˆm(µ) with
µ(1) = · · · = µ(m) = µ and α(j) = βˇij for j = 1, . . . ,m.
Since all weighted paths (µ, α) ∈ Pˆm(µ) with ht(µ) = 0 are of this form, we get the desired statement.
Indeed, for such paths, b∗µ,α ∈ U(h) = S(h) thus hc(b
∗
µ,α) = b
∗
µ,α.
Note that for paths (µ, α) ∈ Pˆm(µ) such that ht(µ) = 0, we have
wt(µ, α) = 〈µ, αˇ(1)〉 . . . 〈µ, αˇ(m)〉〈ρ,̟♯
α(1)
〉 . . . 〈ρ,̟♯
α(m)
〉,
and the α(j)’s run through the set Πµ := {β ∈ Π | 〈µ, βˇ〉 6= 0}. Hence we get,
evρ(dpm,k) =
∑
µ∈P (δ)k
∑
α∈(Πµ)m
〈µ, αˇ(1)〉 . . . 〈µ, αˇ(m)〉〈ρ,̟♯
α(1)
〉 . . . 〈ρ,̟♯
α(m)
〉〈µ, βˇk〉. (2.5)
⊓⊔
We now explore some useful operations on the set of weighted paths. Let (m,n) ∈ (Z>0)
2, (λ, µ, ν) ∈
P (δ)3, (µ, α) ∈ Pˆm(λ, µ), and (µ
′, α′) ∈ Pˆn(µ, ν). We define the sequences µ ⋆ µ
′ and α ⋆ α′ by:
µ ⋆ µ′ := (µ(1), . . . , µ(m+1) = µ′(1), . . . , µ′(n+1)), α ⋆ α′ := (α(1), . . . , α(m), α′(1), . . . , α′(n)).
The pair (µ, α) ⋆ (µ′, α′) := (µ ⋆ µ′, α ⋆ α′) defines a weighted path of Pˆm+n(λ, ν) that we call the
concatenation of the paths (µ, α) and (µ′, α′).
Lemma 2.10 Let (µ, α) ∈ Pˆm(λ, µ) and (µ
′, α′) ∈ Pˆn(µ, ν).
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1. We have b∗(µ,α)⋆(µ′,α′) = b
∗
µ,α b
∗
µ′,α′ .
2. If λ = µ = ν then hc(b∗(µ,α)⋆(µ′,α′)) = hc(b
∗
µ,α)hc(b
∗
µ′,α′) and wt(µ ⋆ µ
′, α ⋆ α′) = wt(µ, α)wt(µ′, α′).
Proof Part (1) is clear. The restrictions to U(g)h of hc and of evρ ⊗ hc are morphisms of algebras, and
b∗µ,α, b
∗
µ′,α′ belongs to U(g)
h if λ = µ = ν. Hence Part(2) follows. ⊓⊔
Let m ∈ Z>1, (µ, ν) ∈ P (δ)
2 and i ∈ {2, . . . ,m}. Let (µ, α) ∈ Pˆm(λ, µ) and assume that (µ, α) is a
weighted path with no ramification 2. We define the weighted path (µ, α)#i := (µ#i, α#i) which obtained
from (µ, α) by “cutting the vertex µ(i)” as follows:
1. If ht(µ)i−1 6= 0, ht(µ)i 6= 0 and α
(i−1) + α(i) 6= 0, then we set:
µ#i := (µ(1), . . . , µ(i−1), µ(i+1), . . . , µ(m+1)), α#i := (α(1), . . . , α(i−1) + α(i), . . . , α(m)).
In this case, (µ, α)#i ∈ Pˆm−1(λ, µ).
2. If ht(µ)i−1 6= 0, ht(µ)i 6= 0 and α
(i−1) + α(i) = 0, then we set:
µ#i := (µ(1), . . . , µ(i−1) = µ(i+1), . . . , µ(m+1)), α#i := (α(1), . . . , α(i−2), α(i+1), . . . , α(m)).
We have (µ, α)#i ∈ Pˆm−2(λ, µ).
3. If ht(µ)i = 0, then we set:
µ#i := (µ(1), . . . , µ(i−1), µ(i+1), . . . , µ(m+1)), α#i := (α(1), . . . , α(i−1), α(i+1), . . . , α(m)).
Thus (µ, α)#i ∈ Pˆm−1(λ, µ).
Our definition cannot be applied for a vertex µ(i) such that ht(µ)i−1 = 0 and ht(µ)i 6= 0. So we cannot cut
such a vertex µ(i). In such situation µ(i−1) = µ(i), so we can cut the vertex µ(i−1) instead. We illustrate
in Figure 4 the operation of “cutting the vertex µ(3)” in the three above situations.
(1)
α(1) α(2)
α(3)α(4)
µ(1) µ(2) µ(3)
µ(4)
#3 α
(1) α(2) + α(3)
α(4)
µ(1) µ(2)
µ(4)
α(1) α(2)
α(3)α(4)
µ(1) µ(2) µ(3)
µ(4)
#3 α(1)
α(2) + α(3)α(4)
µ(1)
µ(2)
µ(4)
(2)
α(1) α(2)
α(3)α(4)
µ(1) µ(2) µ(3)
µ(4)
#3 α(1)
α(4)
µ(1)
µ(2) = µ(4)
(3)
α(1) α(2) α(3)
α(4)
µ(1) µ(2)
µ(3) = µ(4)
#3 α(1) α(2)
α(4)
µ(1) µ(2)
µ(4)
Fig. 4: Cutting the vertex µ(3)
Let m ∈ Z>1 and (µ, ν) ∈ P (δ)
2. For i := (i1, . . . , im) ∈ Z
m, set
Pˆm(µ, ν)i := {(µ, α) ∈ Pˆm(µ, ν) | ht(µ) = i }.
The elements of Pˆm(µ, ν)i share the same vertices and only the labels of the “loops” (i.e. the labels α
(j)
such that µ(j) = µ(j+1)) may differ. We obtain the following partition of Pˆm(µ, ν):
Pˆm(µ, ν) =
⊔
i∈Zm
Pˆm(µ, ν)i.
2 By path with no ramification, it means that any vertex µ(i) is related by an arrow to at most two other vertices.
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The set Pˆm(µ, ν)i is empty for almost all i. We endow the set Z
m with the lexicographical order 4. The
zero element is 0 = (0, . . . , 0). We denote by Zm<0 (respectively, Z
m
≻0) the set of elements in Z
m greater
(respectively, strictly greater) than 0 for the lexicographical order.
Let i ∈ Zm≻0 such that
∑m
j=1 ij = 0. Let q(i) be the smallest integer q of {1, . . . ,m} such that iq < 0,
and let p(i) be the largest integer p of {1, . . . , q(i)} such that ip−1 > 0. Thus i is as follows:
i = (i1, . . . , ip(i)−2,︸ ︷︷ ︸
>0
ip(i)−1︸ ︷︷ ︸
>0
, 0, . . . , 0, iq(i)︸︷︷︸
<0
, iq(i)+1, . . . , im).
For a path µ of height i, we will say that µ(p(i)) is the position of the first turning back. Note that p(i) is
always strictly greater than 1 for such i.
Lemma 2.11 Let m ∈ Z>1, (µ, ν) ∈ P (δ)
2, i ∈ {2, . . . ,m} and (µ, α) ∈ Pˆm(λ, µ).
1. If ht(µ)i−1 6= 0, ht(µ)i 6= 0 and α
(i−1) + α(i) = 0, then aµ,α = (cα(i−1))
2a(µ,α)#i .
2. If ht(µ)i = 0, then aµ,α = 〈µ
(i), αˇ(i)〉a(µ,α)#i .
Proof 1. If α(i−1) + α(i) = 0 then α(i−1) = −α(i) and µ(i−1) = µ(i+1). We have,
aµ,α = a
(b(µ,α),m)
µ(m+1),µ(m)
. . . a
(c
α(i)
e
−α(i)
)
µ(i+1),µ(i)
a
(c
α(i−1)
e
−α(i−1)
)
µ(i),µ(i−1)
. . . a
(b(µ,α),1)
µ(2),µ(1)
a(µ,α)#i = a
(b(µ,α),m)
µ(m+1),µ(m)
. . . a
(b(µ,α),i+1)
µ(i+2),µ(i+1)
a
(b(µ,α),i−2)
µ(i−1),µ(i−2)
. . . a
(b(µ,α),1)
µ(2),µ(1)
.
On the other hand,
a
(e
−α(i)
)
µ(i+1),µ(i)
a
(e
−α(i−1)
)
µ(i),µ(i−1)
vµ(i+1) = πδ(e−α(i))πδ(e−α(i−1))vµ(i−1) = πδ([e−α(i) , e−α(i−1) ])vµ(i−1)
= πδ(αˇ
(i−1))vµ(i−1) = 〈µ
(i−1), αˇ(i−1)〉vµ(i+1) ,
since µ(i−1) − α(i) /∈ P (δ). Therefore,
aµ,α = a
(b(µ,α),m)
µ(m+1),µ(m)
. . . a
(c
α(i)
e
−α(i)
)
µ(i+1),µ(i)
a
(c
α(i−1)
e
−α(i−1)
)
µ(i),µ(i−1)
. . . a
(b(µ,α),1)
µ(2),µ(1)
= (cα(i−1))
2 〈µ(i−1), αˇ(i−1)〉a(µ,α)#i = (cα(i−1))
2 a(µ,α)#i ,
since 〈µ(i−1), αˇ(i−1)〉 = 1.
2. If ht(µ)i = 0, we have µ
(i) = µ(i+1) and,
aµ,α = a
(b(µ,α),m)
µ(m+1),µ(m)
. . . a
(αˇ(i))
µ(i+1),µ(i)
. . . a
(b(µ,α),1)
µ(2),µ(1)
a(µ,α)#i = a
(b(µ,α),m)
µ(m+1),µ(m)
. . . a
(b(µ,α),i+1)
µ(i+2),µ(i+1)
a
(b(µ,α),i−1)
µ(i),µ(i−1)
. . . a
(b(µ,α),1)
µ(2),µ(1)
.
On the other hand,
a
(αˇ(i))
µ(i+1),µ(i)
vµ(i+1) = πδ(αˇ
(i))vµ(i) = 〈µ
(i), αˇ(i)〉vµ(i) ,
whence the statement. ⊓⊔
3 The proofs for type A
This section is devoted to the proofs of Theorem 1.5 and Theorem 1.7 for g = slr+1. Throughout this
section, it is assumed that g = slr+1, r > 2 and δ = ̟1. We retain all relative notation from previous
section and Appendix A. In particular, P (δ) = {δ1, · · · , δr+1}. Moreover, we have (cf. Figure 2), P (δ)k =
{δk, δk+1} for all k ∈ {1, . . . , r} and Πδk = {βk−1, βk} for k = 2, . . . , r, Πδ1 = {β1}, Πδr+1 = {βr}.
According to Lemma 2.9 and (2.5), we get
evρ(dpm,k) =
∑
α∈(Πδk )
m
m∏
i=1
〈δk, αˇ
(i)〉〈ρ, ˇ̟α(i)〉 −
∑
(α∈(Πδk+1 )
m
m∏
i=1
〈δk+1, αˇ
(i)〉〈ρ, ˇ̟α(i)〉 (3.1)
since ̟♯i = ˇ̟i for all i = 1, . . . , r, g being simply laced.
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Lemma 3.1
1. For any j ∈ {1, . . . , r + 1}, 〈ρ, εj〉 =
r
2 − j + 1.
2. For k ∈ {1, . . . , r + 1}, 〈ρ, ˇ̟ k〉 =
k
2 (r − k + 1) and 〈ρ, ˇ̟ k − ˇ̟ k−1〉 =
r
2 − k + 1, where by convention
̟0 = ̟r+1 = 0.
The proof of the lemma is easy. The verifications are left to the reader.
Lemma 3.2 For some polynomial Tm ∈ C[X ] of degree m,∑
α∈(Πδk )
m
m∏
i=1
〈δk, αˇ
(i)〉〈ρ, ˇ̟α(i)〉 = Tm(k), ∀ k = 1, . . . , r + 1.
Moreover, the leading term of Tm is (−X)
m.
Proof Assume first that k ∈ {2, . . . , r}. Then by Lemma 3.1,
∑
α∈(Πδk )
m
m∏
i=1
〈δk, αˇ
(i)〉〈ρ, ˇ̟α(i)〉 =
m∑
i=0
(
m
i
)
(−1)i〈ρ, ˇ̟ k−1〉
i〈ρ, ˇ̟ k〉
m−i = (−〈ρ, ˇ̟ k−1〉+ 〈ρ, ˇ̟ k〉)
m
= (〈ρ, ˇ̟ k − ˇ̟ k−1〉)
m =
( r
2
− k + 1
)m
.
If k = 1, then by Lemma 3.1,
∑
α∈(Πδ1 )
m
m∏
i=1
〈δ1, αˇ
(i)〉〈ρ, ˇ̟α(i)〉 = 〈ρ, ˇ̟ 1〉
m =
( r
2
)m
=
(r
2
− k + 1
)m
.
If k = r + 1, then by Lemma 3.1,
∑
α∈(Πδr )
m
m∏
i=1
〈δr, αˇ
(i)〉〈ρ, ˇ̟α(i)〉 = (−1)
m〈ρ, ˇ̟ r〉
m = (−1)m
( r
2
)m
=
(r
2
− k + 1
)m
.
Hence, setting Tm(X) := (
r
2 −X + 1)
m we get the statement. ⊓⊔
We are now in a position to prove Theorem 1.5 for g = slr+1.
Proof (Proof of Theorem 1.5 for g = slr+1)
Let m ∈ {1, . . . , r}. By Lemma 3.2 and (3.1), we have for any k ∈ {1, . . . , r},
evρ(dpm,k) = Tm(k)− Tm(k + 1) = m(−k)
m−1 +
m−2∑
i=0
(
m
i
)
(−k)i
((r
2
+ 1
)m−i
−
( r
2
)m−i)
.
Hence, by setting
Q¯m(X) := m(−X)
m−1 +
m−2∑
i=0
(
m
i
)
(−X)i
(( r
2
+ 1
)m−i
−
(r
2
)m−i)
, (3.2)
we get
evρ(dpm) = evρ
(
1
m!
r∑
k=1
dpm,k ⊗̟
♯
k
)
=
1
m!
r∑
k=1
evρ(dpm,k) ˇ̟ k =
1
m!
r∑
k=1
Q¯m(k) ˇ̟ k.
Moreover, Q¯1 = 1 and Q¯m(X) is a polynomial of degree m− 1. ⊓⊔
The rest of the section is devoted to the proof of Theorem 1.7 for g = slr+1. We first establish some
reduction results in order to show Theorem 3.6.
Lemma 3.3 Let m ∈ Z>0, (µ, ν) ∈ P (δ)
2, γ ∈ ∆+ and (µ, α) ∈ Pˆm(µ, ν) such that ht(µ)i > 0 for any
i. Assume that γ = µ′ − ν′, with µ′, ν′ ∈ P (δ), and that ν′ ≺ µ(i) for all i ∈ {1, . . . ,m + 1}. Note that
µ′ ≻ ν′ since γ ∈ ∆+.
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1. Let i ∈ {1, . . . ,m + 1}. If ht(µ)i > 0 then either α
(i) − γ 6∈ ∆ or α(i) − γ ∈ −∆+. Moreover, if
α(i) − γ ∈ −∆+, then (µ, α) and γ
′ := γ − α(i) still satisfy the above conditions with γ′ in place of γ.
2. For all u ∈ U(g), we have hc(b∗µ,αe−γu) = 0.
Proof (1) Write γ = εj − εk, with j < k. The hypothesis says that for all i ∈ {1, . . . ,m} such that
ht(µ)i > 0 then α
(i) = εji − εki with ji < ki < k. Hence
α(i) − γ = εji − εki − εj + εk
is a root if and only if ji = j. If it is so, then α
(i)− γ = εk− εki is a negative root since k > ki. Moreover,
γ′ := εki − εk still verifies the condition of the lemma.
(2) We prove the assertion by induction on m. Set a := a
(b(µ,α),m)
µ(m),µ(m+1)
.
Assume m = 1. If ht(µ)1 > 0 then by Part 1 either α
(1) − γ 6∈ ∆, and
hc(b∗µ,αe−γu) = hc(aeα(1)e−γu) = hc(ae−γeα(1)u) = 0,
or α(1) − γ = −γ′, with γ′ ∈ ∆+, and
hc(b∗µ,αe−γu) = hc(aeα(1)e−γu) = hc(ae−γeα(1)u) + hc(aa
′e−γ′u) = 0,
where a′ ∈ C.
If ht(µ)1 = 0, then
hc(b∗µ,αe−γu) = hc(a ˇ̟α(1)e−γu) = hc(ae−γ ˇ̟α(1)u− a〈γ, ˇ̟ α(1)〉e−γu) = 0.
In both cases, we obtain the statement.
Let m > 2 and assume the statement true for any m′ ∈ {1, . . . ,m − 1}. Write (µ, α) = (µ′, α′) ⋆
((µ(m), µ(m+1)), α(m)), where (µ′, α′) has length m− 1. Note that the weighted (µ′, α′) and γ satisfy the
conditions of the lemma.
There are two cases:
∗ ht(µ)m > 0. By Part 1 either α
(m) − γ 6∈ ∆, then by induction hypothesis, we get
hc(b∗µ,αe−γu) = hc(ab
∗
µ′,α′eα(m)e−γu) = hc(ab
∗
µ′,α′e−γeα(m)u) = 0,
or α(m) − γ = −γ′ with γ′ ∈ ∆+, and by induction,
hc(b∗µ,αe−γu) = hc(ab
∗
µ′,α′eα(m)e−γu) = hc(ab
∗
µ′,α′e−γeα(m)u) + hc(aa
′b∗µ′,α′e−γ′u) = 0,
where a′ ∈ C, since the path (µ′, α′) and γ′ still satisfy the conditions of the lemma by (1).
∗ If ht(µ)m = 0, then by induction hypothesis, we get
hc(b∗µ,αe−γu) = hc(ab
∗
µ′,α′ ˇ̟ α(m)e−γu) = hc(ab
∗
µ′,α′e−γ ˇ̟ α(m)u− a〈γ, ˇ̟ α(m)〉b
∗
µ′,α′e−γu) = 0,
whence the statement. ⊓⊔
Lemma 3.4 Let µ ∈ P (δ), m ∈ Z>1, i ∈ Z
m
≻0 and (µ, α) ∈ Pˆm(µ)i. Set p := p(i) and q := q(i).
1. Assume p = q and α(p−1) + α(p) 6= 0. Then wt(µ, α)#p.
2. Assume p = q and α(p−1) + α(p) = 0.
(a) If i1 = · · · = ip−2 = 0, or if p = 2, then wt(µ, α) = ht(αˇ
(p−1))wt(µ, α)#p.
(b) Otherwise, wt(µ, α) = (ht(αˇ(p−1)) + 1)wt(µ, α)#p.
3. Assume p < q. Then ip = 0 and α
(p) ∈ Πµ(p) = {β ∈ Π | 〈µ
(p), βˇ〉 6= 0}.
(a) If 〈µ(p), αˇ(p)〉 = 1, then wt(µ, α) = 〈ρ, ˇ̟α(p)〉wt(µ, α)
#p.
(b) If 〈µ(p), αˇ(p)〉 = −1, then wt(µ, α) = (−〈ρ, ˇ̟ α(p)〉+ 1)wt(µ, α)
#p.
Proof (1) Note that α(p−1) + α(p) 6= 0 implies ip−1 + ip 6= 0. Write
(µ, α) = (µ′, α′) ⋆ ((µ(p−1), µ(p)), α(p−1)) ⋆ ((µ(p), µ(p+1)), α(p)) ⋆ (µ′′, α′′),
where (µ′, α′) and (µ′′, α′′) have length p− 2 and m− p, respectively.
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α′ α(p−1)
α(p)α
′′
µ(p−1)
µ(p) = µ(q)
µ(p+1)
By §A, a
(e
−α(i)
)
µ(i+1),µ(i)
, a
(e
−α(i−1)
)
µ(i),µ(i−1)
, a
(e
−α(i−1)−α(i)
)
µ(i+1),µ(i−1)
and nα(p−1),α(p) are all equal to 1, and so
hc(b∗(µ,α)) = hc(b
∗
(µ′,α′)eα(p−1)eα(p)b
∗
(µ′′,α′′))
= hc(b∗(µ′,α′)eα(p)eα(p−1)b
∗
(µ′′,α′′)) + hc(nα(p−1),α(p)b
∗
(µ′,α′)eα(p−1)+α(p)b
∗
(µ′′,α′′)) = hc(b
∗
(µ,α)#p),
since the weighted path (µ′, α′) and the positive root γ = −α(p) verify the conditions of Lemma 3.3, and
so hc(b∗(µ′,α′)eα(p)eα(p−1)b
∗
(µ′′,α′′)) = 0. Hence
wt(µ, α) = wt(µ, α)#p.
(2) (a) Assume first that i1 = · · · = ip−2 = 0 and p 6= 2 (that is, p > 2). Write
(µ, α) = (µ′, α′) ⋆ ((µ(p−1), µ(p)), α(p−1)) ⋆ ((µ(p), µ(p+1)), α(p)) ⋆ (µ′′, α′′)
as in Part 1. Here (µ′, α′) is a concatenation of loops.
α(p−1)
α(p)
µ(1) = . . . = µ(p−1)
µ(p) = µ(q)
µ(p+1)
α(1)
α(2)
α(p−2)
In particular b∗µ′,α′ is in S(h). Note that a
(e
−α(p)
)
µ(p+1),µ(p)
= a
(e
−α(p−1)
)
µ(p),µ(p−1)
= 1, and so
hc(b∗µ,α) = hc(b
∗
(µ′,α′)eα(p−1)e−α(p−1)b
∗
(µ′′,α′′)) = hc(b
∗
(µ′,α′)αˇ
(p−1)b∗(µ′′,α′′)) = αˇ
(p−1)hc(b∗(µ,α)#p),
since α(p) = −α(p−1). Since
evρ(αˇ
(p−1)) = 〈ρ, αˇ(p−1)〉 = ht(αˇ(p−1)),
we get the expected equality:
wt(µ, α) = ht(αˇ(p−1))wt(µ, α)#p.
If p = 2, we have
b∗µ,α = eα(1)e−α(1)b
∗
µ′′,α′′ = (e−α(1)eα(1) + αˇ
(1))b∗µ′′,α′′ ,
where (µ′′, α′′) is a weighted path of length m− 2. Then we conclude as in the first situation.
(b) Assume that we are not in one of the situations of (a). Write
(µ, α) = (µ′, α′) ⋆ ((µ(p−1), µ(p)), α(p−1)) ⋆ ((µ(p), µ(p+1)), α(p)) ⋆ (µ′′, α′′)
as in Part 1.
α′ α(p−1)
α(p) = −α(p−1)α′′
µ(p−1)
µ(p) = µ(q)
µ(p+1)
Note that a
(−e
α(p−1)
)
µ(p),µ(p−1)
a
(−e
α(p)
)
µ(p+1),µ(p)
= 1. We have
hc(b∗(µ,α)) = hc(b
∗
(µ′,α′)eα(p−1)eα(p)b
∗
(µ′′,α′′)) = hc(b
∗
(µ′,α′)αˇ
(p−1)b∗(µ′′,α′′)), (3.3)
since α(p) = −α(p−1). Let α(s) ∈ α′ such that is > 0 and 〈α
(s), αˇ(p−1)〉 6= 0. Observe that
〈α(s), αˇ(p−1)〉 = 〈µ(s) − µ(s+1), αˇ(p−1)〉 6= 0
if and only if µ(s+1) = µ(p−1), thus α(s) is unique (see Figure 5).
For all other roots α(t) ∈ α′ with t 6= s, if it > 0 then 〈α
(t), αˇ(p−1)〉 = 0, and so
b∗(µ,α),t αˇ
(p−1) = αˇ(p−1) b∗(µ,α),t.
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α′ α(s) α(p−1)
α′′
µ(s) µ(s+1) = µ(p−1)
µ(p)
α(s+1)
α(p−2)
Fig. 5: Path in case (2) (b)
Otherwise, b∗(µ,α),t = ̟
♯
(α(t))
∈ h thus we also get b∗(µ,α),t αˇ
(p−1) = αˇ(p−1) b∗(µ,α),t. We see that αˇ
(p−1)
commutes with all roots in α′, except with α(s).
Write
(µ′, α′) = (µ′
1
, α′1) ⋆ ((µ
(s), µ(s+1)), α(s)) ⋆ (µ′
2
, α′2),
where (µ′
2
, α′2) is a concatenation of loops and (µ
′
1
, α′1) has length s − 1. Note that the weighted path
(µ′
1
, α′1) may be trivial. Note that a
(−e
α(s)
)
µ(s+1),µ(s)
= 1. We get
b∗(µ′,α′)αˇ
(p−1)b∗(µ′′,α′′) = b
∗
(µ′
1
,α′1)
eα(s)b
∗
(µ′
2
,α′2)
αˇ(p−1)b∗(µ′′,α′′)
= αˇ(p−1)b∗(µ′
1
,α′1)
eα(s)b
∗
(µ′
2
,α′2)
b∗(µ′′,α′′) − 〈α
(s), αˇ(p−1)〉b∗(µ′
1
,α′1)
eα(s)b
∗
(µ′
2
,α′2)
b∗(µ′′,α′′) = (αˇ
(p−1) + 1)b∗(µ,α)#p ,
since αˇ(p−1) commutes with all roots of α′1 and α
′
2, 〈α
(s), αˇ(p−1)〉 = −1 and
(µ′
1
, α′1) ⋆ ((µ
(s), µ(s+1)), α(s)) ⋆ (µ′
2
, α′2) ⋆ (µ
′′, α′′) = (µ, α)#p.
Hence,
wt(µ, α) = (ht(αˇ(p−1)) + 1)wt(µ, α)#p.
(3) Write
(µ, α) = (µ′, α′) ⋆ ((µ(p−1), µ(p)), α(p−1)) ⋆ ((µ(p), µ(p+1)), α(p)) ⋆ (µ′′, α′′),
where (µ′, α′) and (µ′′, α′′) have length p− 2 and m− p, respectively.
α′ α(p−1)
α(p)
α′′
µ(p−1)
µ(p) = µ(p+1)
Let supp(α) be the support of α ∈ ∆, that is, the set of β ∈ Π such that 〈α, ˇ̟ β〉 6= 0. We have
b∗(µ,α) = a
(−e
α(p−1)
)
µ(p−1),µ(p)
〈µ(p), αˇ(p)〉b∗(µ′,α′)eα(p−1) ˇ̟ α(p)b
∗
(µ′′,α′′) = 〈µ
(p), αˇ(p)〉( ˇ̟α(p) − 〈α
(p−1), ˇ̟ α(p)〉)b
∗
(µ,α)#p ,
since ˇ̟α(p) commutes with all roots in α
′. Indeed, the support of α′(j), for j = 1, . . . , p − 2, does not
contain the simple root α(p).
If 〈µ(p), αˇ(p)〉 = 1 then 〈α(p−1), ˇ̟α(p)〉 = 0, and so
wt(µ, α) = 〈ρ, ˇ̟ α(p)〉wt(µ, α)
#p.
If 〈µ(p), αˇ(p)〉 = −1 then 〈α(p−1), ˇ̟α(p)〉 = 1, and so
wt(µ, α) = (−〈ρ, ˇ̟α(p)〉+ 1)wt(µ, α)
#p.
⊓⊔
As a direct consequence of Lemma 3.4, we get the following result.
Proposition 3.5 Let µ ∈ P (δ), m ∈ Z>1, i ∈ Z
m
≻0 and (µ, α) ∈ Pˆm(µ)i. In particular,
∑m
j=1 ij = 0.
Set p := p(i) and q := q(i). Then for some scalar Kµ,α, we have:
wt(µ, α) = Kµ,αwt(µ, α)
#p.
In particular, wt(µ, α) = 0 if wt(µ, α)#p = 0.
Next theorem constitutes an important step towards the proof of Theorem 1.7.
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Theorem 3.6 Let m ∈ Z>0, µ ∈ P (δ) and (µ, α) ∈ Pˆm(µ). Assume that for some i ∈ {1, . . . ,m},
µ(i) ≻ µ. Then wt(µ, α) = 0.
Thanks to Theorem 3.6, it will enough in many situations to consider only weighted paths (µ, α) ∈
Pˆm(µ) such that µ
(i) 4 µ for any i ∈ {1, . . . ,m}.
Proof (Proof of Theorem 3.6) Let (µ, α) be as in the theorem and set i := ht(µ). First of all, we observe
that if i ∈ Zm≺0, then hc(b
∗
µ,α) = 0 and so the statement is clear.
We prove the statement by induction on m. Necessarily, m > 2. If m = 2, then the hypothesis implies
that i ∈ Zm≺0 and so the statement is true.
Assume m > 3 and that for all weighted paths (µ′, α′) ∈ Pˆm′(µ), with m
′ < m, such that for some
i′ ∈ {1, . . . ,m′}, µ′(i
′) < µ, we have wt(µ′, α′) = 0. If i ∈ Zm≺0 the statement is true. So we can assume that
i ∈ Zm<0. Then necessarily i ∈ Z
m
≻0. Let p, q be as in Proposition 3.5. We observe that the weighted path
(µ, α)#p satisfies the hypothesis of the theorem and it is not empty. Hence by our induction hypothesis
and Proposition 3.5, we get the statement. Notice that for m = 3, i is necessarily of the form (i1, i2, i3)
with i1 > 0, i2 < 0, i3 > 0 and i1 + i2 + i3 = 0 so (µ, α)
#p has length 2, and we can indeed apply the
induction hypothesis. ⊓⊔
For ε ∈ {−1, 0, 1}, denote by εZ<0 the set {εn | n ∈ Z<0}. Denote by Pm (respectively, Pˆm) the
union of all sets Pm(µ) (respectively, Pˆm(µ)) for µ running through P (δ).
Definition 3.7 We define an equivalence relation ∼ on Pˆm by induction on m as follows.
1. If m = 1, there is only one equivalence class represented by the trivial path of length 0.
2. For m = 2, we say that two paths (µ, α) and (µ′, α′) in Pˆm, with ht(µ) = i and ht(µ
′) = i′, are
equivalent, if there is (ε1, ε2) ∈ {0, 1}
2 such that i ∈ ε1Z<0 × ε2Z<0 and i
′ ∈ ε1Z<0 × ε2Z<0.
3. Form > 3, we say that we say that two paths (µ, α) and (µ′, α′) in Pˆm, with ht(µ) = i and ht(µ
′) = i′,
are equivalent, if the following conditions are satisfied:
(a) there is (ε1, . . . , εm) ∈ {−1, 0, 1}
m such that i ∈
∏m
i=1 εiZ<0 and i
′ ∈
∏m
i=1 εiZ<0,
(b) the paths (µ, α)#p(i) and (µ′, α′)#p(i
′) are equivalent.
For (µ, α) ∈ Pˆm, denote by [(µ, α)] the equivalence class of (µ, α) in Pˆm with respect to ∼, and denote
by Em the set of equivalence classes.
We observe that the equivalence class of (µ, α) ∈ Pˆm only depends on the sequence ht(µ). Hence, by
abuse of notation we will often write [ht(µ)] for the class of (µ, α) (this will be not anymore the case in
type C).
Example 3.8
1. Assume m = 2. We have only two equivalence classes: [0, 0] and [1,−1].
We represent below weighted paths whose heights are in [0, 0] and [1,−1] respectively:
µ(1) = µ(2)
i1 i2
i1
i2
µ(1) µ(2)
2. Assume m = 3. We have six equivalence classes:
[0, 0, 0], [0, 1,−1], [2,−1,−1], [1,−1, 0], [1, 0,−1], [1, 1,−2].
We represent below weighted paths whose heights are in the above respective classes.
µ(1) = µ(2) = µ(3)
i1
i2
i3
µ(1) = µ(2)
i1
i2
i3
µ(3) µ(1)
i1
µ(2)
i2µ(3)i3
µ(1) i1
µ(2)
i2µ(3)
i3
µ(1)
i1
µ(2)
i2
i3
µ(1)
i1 µ(2) i2
µ(3)
i3
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3. Assume m = 4. The following four weighted paths have pairwise not equivalent heights. The heights
of I1 and I2 (also I3 and I4) satisfy condition (a) of Definition 3.7 but not the condition (b), so they
are not equivalent. Here, Ii refers as the equivalent class of the corresponding path.
i1
i2
i3
i4
I1
i1
i2
i3
i4
I2
i1 i2
i3i4
I3
i1 i2
i3i4
I4
The equivalence classes in Z4 are
[0, 0, 0, 0], [0, 0, 1,−1], [0, 1, 0,−1], [0, 1,−1, 0], [1,−1, 0, 0], [1, 0,−1, 0],
[1, 0, 0,−1], [2,−1,−1, 0], [2,−1, 0,−1], [1, 1, 0,−2], [1, 0, 1,−2], [1, 1,−2, 0],
[0, 2,−1,−1], [0, 1, 1,−2], [2, 0,−1,−1], [1, 1,−1,−1], [1,−1, 1,−1], [1, 1, 1,−3],
[1, 2,−1, 2], [2, 1,−2,−1], [2,−1, 1,−2], [3,−1,−1,−1].
They are indeed the only pairwise non-equivalent classes. The verifications are left to the reader.
Let m ∈ Z>0 and I ∈ Em. The number n of zero values of i := ht(µ) does not depend on (µ
′, α′) in
I. We will say that I has n zeroes. The positions of the zeroes only depend on I. If n = 0, we will say
that I has no zero. By definition, the position p(i) of the first turning back does not depend on i ∈ I.
Similarly, the integer q(i) does not depend on i ∈ I. Denote by p(I) and q(I) these integers. Furthermore,
the class of (µ, α)#p(i) only depends on I. Denote by I# this equivalence class. For m′ ∈ Z>0, denote by
ℓ(I′) := m′the length of I′ for some equivalence class I′ ∈ Em′ . We have ℓ(I) = m, ℓ(I
#) = m − 1 if
ip + ip−1 6= 0, ℓ(I
#) = m− 2 if ip + ip−1 = 0, etc.
We begin by studying the elements of Em without zero. If I has no zero, note that, necessarily,
p(I) = q(I) and I# has no zero, too.
Remark 3.9 If I has no zero then for any weighted path (µ, α) ∈ Pˆm(µ), µ ∈ P (δ), such that ht(µ) ∈ I,
we have ht(αˇ(j)) = ij for all j = 1, . . . ,m, since g has type A, where ht(µ) = (i1, . . . , im).
Remark 3.9 will be used repeatedly in the sequel.
Lemma 3.10 Let I ∈ Em without zero, and set p := p(I).
1. There is a polynomial AI ∈ C[X1, . . . , Xm−1] of total degree 6 ⌊
m
2 ⌋ such that for all i = (i1, . . . , im) ∈ I
and for all (µ, α) ∈ Pˆm with ht(µ) = i,
wt(µ, α) = AI(i1, . . . , im−1).
(Here, ⌊x⌋ denote the largest integer 6 x.) Moreover, AI is a sum of monomials of the form Xj1 . . . Xjl ,
1 6 j1 < · · · < jl < m.
2. The polynomial AI is defined by induction as follows. We have A[1,−1](X1) = X1, A[2,−1,−1](X1, X2) =
X1 +X2, A[1,1,−2](X1, X2) = X1, and for m ≥ 4,
(a) if ip−1 + ip 6= 0, then
AI(X1, . . . , Xm−1) = AI#(X1, . . . , Xp−2, Xp−1 +Xp, . . . , Xm−1),
(b) if ip−1 + ip = 0 and p = 2, then
AI(X1, . . . , Xm−1) = Xp−1AI#(X1, . . . , Xp−2, Xp+1, . . . , Xm−1),
(c) if ip−1 + ip = 0 and p > 2, then
AI(X1, . . . , Xm−1) = (Xp−1 + 1)AI#(X1, . . . , Xp−2, Xp+1, . . . , Xm−1).
Kostant principal filtration and paths in weight lattices 19
Proof We prove all the statements together by induction on m.
Assume m = 2. The only equivalence class in without zero is [1,−1]; p([1,−1]) = 2 and i1 + i2 = 0.
Let (µ, α) ∈ Pˆ2 with ht(µ) ∼ (1,−1). By Lemma 3.4 (2) (a) we have wt(µ, α) = ht(αˇ
(1)) = i1. Hence,
A[1,−1](X1) = X1 satisfies the conditions of the lemma.
Assumem = 3. There are two equivalence classes without zero: [2,−1,−1] and [1, 1,−2]. By Lemma 3.4 (1),
for any (µ, α) ∈ Pˆ3 with ht(µ) ∼ (2,−1,−1), we have wt(µ, α) = i1 + i2 and for any (µ, α) ∈ Pˆ3 with
ht(µ) ∼ (1, 1,−2), we have wt(µ, α) = i1. Hence
A[2,−1,−1](X1, X2) = X1 +X2 and A[1,1,−2](X1, X2) = X1
satisfy the conditions of the lemma.
Let m > 4 and assume the proposition true for any m′ ∈ {2, . . . ,m− 1} and any I′ ∈ Em′ . Let I ∈ Em
and (µ, α) ∈ I.
Assume that ip−1 + ip 6= 0. Then ht(µ)
#p is in I# and by Lemma 3.4 (1), wt(µ, α) = wt
(
(µ, α)#p
)
.
By our induction hypothesis, there is a polynomial A
I
# ∈ C[Y1, . . . , Ym−2] of total degree 6 ⌊
m−1
2 ⌋ such
that
wt(µ, α) = wt
(
(µ, α)#p(I)
)
= A
I
#(i1, . . . , ip−1 + ip, . . . , im−1).
Hence the polynomial
AI(X1, . . . , Xm−1) := AI#(X1, . . . , Xp−2, Xp−1 +Xp, . . . , Xm−1)
satisfies the conditions of the lemma.
Assume that ip−1 + ip = 0. Then ht(µ)
#p(I) is in I#.
∗ If p = 2, then by Lemma 3.4 (2)(a), we have:
wt(µ, α) = ip−1wt((µ, α)
#p(I)).
By our induction hypothesis, there is a polynomial AI# ∈ C[Y1, . . . , Ym−3] of total degree 6 ⌊
m−2
2 ⌋ such
that
wt(µ, α) = ip−1wt
(
(µ, α)#p(I)
)
= ip−1AI#(i1, . . . , ip−2, ip+1, . . . , im−1).
Hence the polynomial
AI(X1, . . . , Xm−1) := Xp−1AI#(X1, . . . , Xp−2, Xp+1, . . . , Xm−1)
satisfies the conditions of the lemma.
∗ If p > 2, then by Lemma 3.4(2)(b), we have:
wt(µ, α) = (ip−1 + 1)wt((µ, α)
#p(I)).
By our induction hypothesis, there is a polynomial AI# ∈ C[Y1, . . . , Ym−2] of total degree 6 ⌊
m−2
2 ⌋ such
that
wt(µ, α) = (ip−1 + 1)wt
(
(µ, α)#p(I)
)
= (ip−1 + 1)AI#(i1, . . . , ip−2, ip+1, . . . , im−1).
Hence the polynomial
AI(X1, . . . , Xm−1) := (Xp−1 + 1)AI#(X1, . . . , Xp−2, Xp+1, . . . , Xm−1)
satisfies the conditions of the lemma. ⊓⊔
The following very classical result will be used in the proof of Lemma 3.12.
Lemma 3.11 Let d ∈ Z>0 and N ∈ Z>0. There is a polynomial Sd ∈ C[X ] of degree d + 1 such that
N∑
i=1
id = Sd(N). Namely, if B1, B2, B3, . . . are the Bernoulli numbers, then Sd is given by: Sd(X) =
1
d+ 1
d∑
j=0
(
d+ 1
j
)
B˜jX
d+1−j, where B˜0 = 1, B˜1 =
1
2 and B˜j = Bj for j ≥ 2. In particular, the leading
term of Sd(X) is
Xd+1
d+ 1
and Sd(0) = 0.
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Lemma 3.12 Let m ∈ Z>0, d ∈ Z>0, and I ∈ Em without zero. Set p := p(I). Let d = (d1, . . . , dm−1)
with d1 + · · · + dm−1 = d. Then for some polynomial Td,I ∈ C[X ] of degree 6 d +m − degAI, we have
T˜d,I(k) = Td,I(k) for all k ∈ {1, . . . , r + 1}, where
T˜d,I(k) :=
∑
(µ,α)∈Pˆm(δk),
µ∈[[δr+1,δk ]],ht(µ)∈I
id11 · · · i
dm−1
m−1 ,
if ij denotes the height ht(µ)j for j = 1, . . . ,m− 1. In particular, if for some k ∈ {1, . . . , r + 1}, the set
{(µ, α) ∈ Pˆm(δk) | µ ∈ [[δr+1, δk]], ht(µ) ∈ I} is empty, we have Td,I(k) = 0.
The lemma implies that ∑
(µ,α)∈Pˆm(δk),
µ∈[[δr+1,δk]],
ht(µ)∈I
id11 . . . i
dm−1
m−1 AI(i1, . . . , im−1)
is a polynomial on k of degree 6 d+m.
Proof We prove the lemma by induction on m. More precisely, we prove by induction on m the following:
For all I ∈ Em without zero and all d ∈ Z>0 with d1+· · ·+dm−1 = d. Then there exists some polynomial
Td,I ∈ C[X ] of degree at most d +m − degAI such that Td,I(k) = T˜d,I(k), for all k ∈ {1, . . . , r + 1}. In
particular, if for some k ∈ {1, . . . , r + 1}, the set {(µ, α) ∈ Pˆm(δk) | µ ∈ [[δr+1, δk]], ht(µ) ∈ I} is empty,
we have Td,I(k) = 0.
The case m = 1 is empty. Assume m = 2, and let I ∈ E2 without zero. The only equivalence
class in E2 without zero is [1,−1], so I = [1,−1] and p([1,−1]) = 2. Let k ∈ {1, . . . , r}. Then the
set {(µ, α) ∈ Pˆ2(δk) | µ ∈ [[δr+1, δk]], ht(µ) ∼ (1,−1)} is nonempty. It is empty for k = r + 1. Let
d = d1 ∈ Z>0. We get ∑
(µ,α)∈Pˆ2(δk)
µ∈[[δr+1,δk]], ht(µ)∼(1,−1)
id11 =
r+1−k∑
i1=1
id1 = Sd(r + 1− k).
By Lemma 3.11, the polynomial Td,[1,−1](X) := Sd(r + 1 − X), has degree d + 1 = d + 2 − degA[1,−1]
since A[1,−1](X1) = X1. Hence, for any k ∈ {1, . . . , r},∑
(µ,α)∈Pˆ2(δk)
µ∈[[δr+1,δk]], ht(µ)∼(1,−1)
id11 = Td,[1,−1](k).
Moreover, the set {(µ, α) ∈ Pˆ2(δk) | µ ∈ [[δr+1, δk]], ht(µ) ∼ (1,−1)} is empty if and only if k = r + 1,
but Td,[1,−1](r + 1) = Sd(0) = 0. Therefore the equality still holds. This proves the claim for m = 2.
Assume m > 3 and the claim proven for any m′ ∈ {1, . . . ,m − 1}. Let I ∈ Em without zero, set
p := p(I), and let d = (d1, . . . , dp−1) with d1 + · · · + dp−1 = d. Let k ∈ {1, . . . , r + 1} such that the set
{(µ, α) ∈ Pˆm(δk), | µ ∈ [[δr+1, δk]] and ht(µ) ∈ I} is nonempty. Then the set {(µ
′, α′) ∈ Pˆm−1(δk), | µ
′ ∈
[[δr+1, δk]] and ht(µ
′) ∈ I#} is nonempty, too.
∗ Assume that ip−1 + ip > 0. Let µ ∈ [[δr+1, δk]] such that i := ht(µ) ∈ I. Set i
′ := ht(µ#p),
i′ = (i′1, . . . , i
′
p−2, i
′
p−1, i
′
p, . . . , i
′
m−1)
where i′p−1 = ip−1+ ip > 0. Then ip−1 > i
′
p−1, and so ip−1 = i
′
p−1+ i with i runs through {1, . . . , r+1−
k − i′1 − · · · − i
′
p−1}. Hence, there are precisely r + 1 − k − (i
′
1 + · · · + i
′
p−1) elements i ∈ Z
m such that
i ∈ I and i#p = ht(µ#p). The heights i := ht(µ) ∈ I can be expressed in term of i′ as follows:
i1 = i
′
1, . . . , ip−2 = i
′
p−2, ip−1 = i
′
p−1 + i, ip = −i, ip+1 = i
′
p, . . . , im−1 = i
′
m−2,
where i runs through {1, . . . , r + 1− k − i′1 − · · · − i
′
p−1} (see Figure 6 for an illustration).
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δk µ
(p) δr+1i1 ip−2 ip−1
ipip+1
i′1 i
′
p−2 i
′
p−1 = ip−1 + ip i
−ii′p = ip+1
Fig. 6: i = ht(µ) and i′ := ht(µ#p) for the case ip−1 + ip > 0
By Lemma 3.11 we get,
T˜d,I(k) =
∑
(µ′,α′)∈Pˆm−1(δk)
µ∈[[δr+1,δk]]
ht(µ′)∈I#
∑
1≤i6r+1−k
−i′1−···−i
′
p−1
(i′1)
d1 · · · (i′p−2)
dp−2 (i′p−1 + i)
dp−1 (−i)dp · · · (i′m−2)
dm−1
=
∑
(µ′,α′)∈Pˆm−1(δk)
µ∈[[δr+1,δk]]
ht(µ′)∈I#
∑
1≤i6r+1−k
−i′1−···−i
′
p−1
(i′1)
d1 · · · (i′p−2)
dp−2

dp−1∑
j=0
(dp−1
j
)
(i′p−1)
dp−1−j ij

 (−i)dp · · · (i′m−2)dm−1
=
dp−1∑
j=0
dp+j∑
l=0
1
dp + j + 1
(dp−1
j
)(dp + j + 1
l
)
B˜l
∑
q∈Np
|q|=dp+j+1−l
(dp + j + 1− l)!
q1! . . . qp!
(−1)2dp+j+1−l−qp (r + 1− k)qp T˜d′,I# (k),
where d′ = (d1 + q1, . . . , dp−1 + qp−1 − j, dp+1, . . . , dm−1), with |d
′| = d+ 1− l − qp 6 d+ 1− qp.
By the induction hypothesis applied to m − 1 and I#, there exists a polynomial Td′,I# of degree
6 d + 1 − qp + (m − 1) − degAI# = d− qp +m− degAI, since degAI# = degAI by Lemma 3.10, such
that Td′,I#(k) = T˜d′,I#(k) for all k such that {(µ
′, α′) ∈ Pˆm−1(δk), | µ
′ ∈ [[δr+1, δk]], ht(µ
′) ∈ I#} is
nonempty. Setting
Td,I(X) =
dp−1∑
j=0
dp+j∑
l=0
1
dp + j + 1
(
dp−1
j
)(
dp + j + 1
l
)
B˜l
×
∑
q∈Np+1
|q|=dp+j+1−l
(dp + j + 1− l)!
q1! . . . qp!
(−1)2dp+j+1−l−qp(r + 1− k)qpTd′,I#(X),
it is clear by the induction hypothesis applied to m− 1 and I# that Td,I(k) = T˜d,I(k) and that Td,I is a
polynomial of degree 6 d+m− degAI for all k such that {(µ, α) ∈ Pˆm(δk), | µ ∈ [[δr+1, δk]], ht(µ) ∈ I}
is nonempty.
It remains to verify that Td,I(k) = 0 when the set
{(µ, α) ∈ Pˆm(δk) | µ ∈ [[δr+1, δk]] and ht(µ) ∈ I} (3.4)
is empty. In this case, T˜d,I(k) = 0 by the definition. The set (3.4) is empty if {(µ
′, α′) ∈ Pˆm−1(δk) | µ
′ ∈
[[δr+1, δk]] and ht(µ
′) ∈ I#} = ∅. But our induction hypothesis says that, in this case,
Td,I(k) = Td′,I#(k) = 0,
for any d′ ∈ Zp−1>0 . Otherwise, this means that the set {(µ
′, α′) ∈ Pˆm−1(δk) | µ
′ ∈ [[δr+1, δk]] and ht(µ
′) ∈ I# }
is nonempty and so for any i′ ∈ I# and for any (µ′, α′) ∈ Pˆm−1(δk) such that ht(µ
′) = i′, we have
i′1 + · · ·+ i
′
p−1 = r + 1− k. In that event, Td,I(k) = 0 by the construction.
∗ Assume that ip−1 + ip < 0. Let µ ∈ [[δr+1, δk]] such that i := ht(µ) ∈ I. Set i
′ := ht(µ#p),
i′ = (i′1, . . . , i
′
p−2, i
′
p−1, i
′
p, . . . , i
′
m−1)
where i′p−1 = ip−1 + ip < 0. We have ip < i
′
p−1 < 0, and so ip = i
′
p−1 − i with i runs through
{1, . . . , r + 1 − k − i′1 − · · · − i
′
p−1}. Hence, the heights i := ht(µ) ∈ I can be expressed in term of i
′ as
follows:
i1 = i
′
1, . . . , ip−2 = i
′
p−2, ip−1 = i, ip = i
′
p−1 − i, ip+1 = i
′
p, . . . , im−1 = i
′
m−2,
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δk µ
(p) δr+1i1 i2 ip−2 ip−1
ipip+1
i′1 i
′
2
i′p−2 i
−ii′p−1 = ip−1 + ipi
′
p = ip+1
Fig. 7: i = ht(µ) and i′ := ht(µ#p) for the case ip−1 + ip < 0
where i runs through {1, . . . , r + 1− k − i′1 − · · · − i
′
p−1} (see Figure 7 for an illustration).
Hence,
T˜d,I(k) =
∑
(µ′,α′)∈Pˆm−1(δk)
µ∈[[δr+1,δk ]]
ht(µ′)∈I#
∑
1≤i6r+1−k
−i′1−···−i
′
p−1
(i′1)
d1 · · · (i′p−2)
dp−2idp−1(i′p−1 − i)
dp(i′p)
dp+1 · · · (i′m−2)
dm−1 .
Then we conclude exactly as in the first case. To verify that Td,I(k) = 0 when the set (3.4) is empty, the
arguments are the same as for the case ip−1 + ip > 0 so we omit details.
∗ Assume that ip−1 + ip = 0. Since I has no zero, we necessarily have m > 4. Let µ ∈ [[δr+1, δk]] such
that i := ht(µ) ∈ I. Set i′ := ht(µ#p),
i′ = (i′1, . . . , i
′
p−2, i
′
p−1, i
′
p, . . . , i
′
m−2)
where i′p−1 = ip+1. Set ip−1 = i then ip = −i with i runs through {1, . . . , r + 1 − k − i
′
1 − · · · − i
′
p−2}.
Hence, the heights i := ht(µ) ∈ I can be expressed in term of i′ as follows:
i1 = i
′
1, . . . , ip−2 = i
′
p−2, ip−1 = i, ip = −i, ip+1 = i
′
p−1, . . . , im−1 = i
′
m−3
where i runs through {1, . . . , r + 1− k − i′1 − · · · − i
′
p−2} (see Figure 8 for an illustration).
δk µ(p) δr+1
i1 ip−2 ip−1
ipip+1
i′1 i
′
p−2 i
−ii′p−1 = ip+1
Fig. 8: i = ht(µ) and i′ := ht(µ#p) for the case ip−1 + ip = 0
By Lemma 3.11 we get,
T˜d,I(k) =
∑
(µ′,α′)∈Pˆm−1(δk)
µ∈[[δr+1,δk ]]
ht(µ′)∈I#
∑
1≤i6r+1−k
−i′1−···−i
′
p−2
(i′1)
d1 · · · (i′p−2)
dp−2(i)dp−1(−i)dp(i′p)
dp+1 · · · (i′m−3)
dm−1
=
1
dp−1 + dp + 1
dp−1+dp∑
j=0
(
dp−1 + dp + 1
j
)
B˜j
∑
q∈Np−1
|q|=dp−1+dp+1−j
(dp−1 + dp + 1− j)!
q1! . . . qp−1!
× (−1)dp−1+2dp+1−j−qp−1(r + 1− k)qp−1 T˜d′,I#(k),
where d′ = (d1+q1, . . . , dp−2+qp−2, dp+1, . . . , dm−1), with |d
′| = d−dp−1−dp+dp−1+dp+1−j−qp−1 6
d+ 1− qp−1.
Setting
Td,I(X) =
1
dp−1 + dp + 1
dp−1+dp∑
j=0
(
dp−1 + dp + 1
j
)
B˜j
∑
q∈Np−1
|q|=dp−1+dp+1−j
(dp−1 + dp + 1− j)!
q1! . . . qp−1!
× (−1)dp−1+2dp+1−j−qp−1(r + 1− k)qp−1Td′,I#(X),
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it is clear by the induction hypothesis applied to m− 2 and I# that Td,I(k) = T˜d,I(k) and that Td,I is a
polynomial of degree 6 d+m− degAI for all k such that {(µ, α) ∈ Pˆm(δk), | µ ∈ [[δr+1, δk]], ht(µ) ∈ I}
is nonempty.
It remains to verify that Td,I(k) = 0 when the Set (3.4) is empty. In this case, T˜d,I(k) = 0 by definition.
The set (3.4) is empty if {(µ′, α′) ∈ Pˆm−1(δk) | µ
′ ∈ [[δr+1, δk]] and ht(µ
′) ∈ I#} = ∅. But our induction
hypothesis says that, in this case,
Td,I(k) = Td′,I#(k) = 0
for any d′ ∈ Zp−1>0 . Otherwise, this means that for any i
′ ∈ I# and for any (µ′, α′) ∈ Pˆm−2(δk) such that
ht(µ′) = i′, we have i′1 + · · ·+ i
′
p−2 = r + 1− k. In that event, Td,I(k) = 0 by the construction. ⊓⊔
We now consider the elements of Em with zeroes. Let (m,n) ∈ (Z>0)
2, with n ∈ {0, . . . ,m}, and
I ∈ Em with n zeroes in positions j1 < · · · < jn. This means that µ
(jl) = µ(jl+1) for l = 1, . . . , n.
Let i ∈ I, and let ı˜ be the sequence of Zm−n obtained from i by removing all zeroes. Denote by I˜ the
equivalence class of i˜ in Zm−n. This class only depends on I and has no zero.
Let (µ˜, α˜) ∈ Pˆm−n with ht(µ˜) ∈ I˜. Thus (µ˜, α˜) has no loop. Define weighted paths whose height is in I
from (µ˜, α˜) as follows. Set j := (j1, . . . , jn) and let β := (β
(1), . . . , β(n)) be in Πµ(j) := Πµ(j1)×· · ·×Πµ(jn) .
Define (µ˜, α˜)j;β to be the weighted path of length m obtained from (µ˜, α˜) by “gluing the loop” labeled
by β(l) at the vertex µ(jl) for l = 1, . . . , n. Thus for such a β ∈ Πµ(j) the height of the weighted path
(µ˜, α˜)j;β is in I. Moreover, all (µ, α) ∈ Pˆm with ht(µ) ∈ I are of this form.
Example 3.13 Assume that r > 4. Let I ∈ E5 be the class [1, 0, 1, 0,−2]. Then I has 2 zeros in positions
2 and 4 and I˜ = [1, 1,−2]. We represent below the weighted path
(µ˜, α˜) = ((δ2, δ4, δ5, δ2), (β2 + β3, β4,−β2 − β3 − β4)) ∈ Pˆ3(δ2)
whose height (2, 1,−3) is in I˜, and the four weighted paths (µ˜, α˜)(2,4);(β4,β5), (µ˜, α˜)(2,4);(β4,β4), (µ˜, α˜)(2,4);(β3,β5)
and (µ˜, α˜)(2,4);(β3,β4) whose height is in I obtained from it:
δ2
α˜(1) δ4 α˜(2)
δ5
α˜(3)
α(1)
α(2) = β4
α(3) α
(4) = β5
α(5)
α(1)
α(2) = β4
α(3) α
(4) = β4
α(5)
α(1)
α(2) = β3
α(3) α
(4) = β5
α(5)
α(1)
α(2) = β3
α(3) α
(4) = β4
α(5)
Lemma 3.14 Let m ∈ Z>0 and I ∈ Em with n zeroes in positions j1, . . . , jn (n ≤ m). There is a
polynomial BI of degree n such that for all (µ˜, α˜) ∈ Pˆm−n(δk), k ∈ {1, . . . , r + 1}, such that ht(µ˜) ∈ I˜,∑
β∈Π
µ
(j)
wt
(
(µ˜, α˜)j;β
)
= BI(k)AI˜ (˜ı1, . . . , ı˜m−n−1),
where ht(µ˜) = (˜ı1, . . . , ı˜m−n−1). Moreover, we have
BI(X) =
n∑
j=0
C
(n−j)
I
(˜ı1, . . . , ı˜m−n−1)X
j
where C
(0)
I
= (−1)n and C
(j)
I
∈ C[X1, . . . , Xm−n−1] has total degree < j for j = 1, . . . , n. In particular,
if n = 0, we have BI(X) = 1.
Proof First of all, observe that if n = m then the result is known by Lemma 3.2. At the extreme opposite,
if n = 0, then the result is known by Lemma 3.10. We prove the lemma by induction on m. By the above
observation, the lemma is true for m = 1 and m = 2. Let m ≥ 3 and assume the lemma true for any
m′ ∈ {1, . . . ,m− 1}. Set p := p(I) and q := q(I).
∗ First case: ip = 0. Then p = jl for some l ∈ {1, . . . , n}. Assume that µ
(1) = δk, then by Lemma 3.4
(3) and Lemma 3.1 (2), we have
∑
β∈Π
µ
(j)
wt
(
(µ˜, α˜)j;β
)
=
∑
β∈Π
µ
(j′)
(
r
2
− k −
p−1∑
t=1
it + 2
)
wt
(
((µ˜, α˜)j;β)
#p
)
,
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where j′ := (j1, . . . , jl−1, jl+1, . . . , jn). So, the induction hypothesis applied to I
# gives,
∑
β∈Π
µ
(j)
wt
(
(µ˜, α˜)j;β
)
=
(
r
2
− k −
p−1∑
t=1
it + 2
)
B
I
#(k)A
I˜
# (˜ı1, . . . , ı˜m−n−1).
Note that in this case I˜# = I˜ and
∑p−1
t=1 it =
∑p˜−1
t=1 ı˜t. Thus we get,∑
β∈Π
µ
(j)
wt
(
(µ˜, α˜)j;β
)
=
(
r
2
− k −
p˜−1∑
t=1
ı˜t + 2
)
BI#(k)AI˜ (˜ı1, . . . , ı˜m−n−1).
Set
BI(X) :=
(
r
2
−X −
p˜−1∑
t=1
ı˜t + 2
)
BI#(X).
By our induction hypothesis applied to I#, BI has degree n, its leading term is (−1)
nXn since I# has
n− 1 zeros, and the coefficient of BI(X) in X
j, j ≤ n, is a polynomial in the variable ı˜1, . . . , ı˜m−n−1 of
total degree 6 n− j. This proves the statement in this case.
∗ Second case: p = q and ip−1 + ip 6= 0. Then necessarily, n < m. By Lemma 3.4(1), we get∑
β∈Π
µ
(j)
wt
(
(µ˜, α˜)j;β
)
=
∑
β∈Π
µ
(j)
wt
(
((µ˜, α˜)j;β)
#p
)
.
Let (µ, α) ∈ Pˆm(δk) such that ht(µ) ∈ I. Observe that the class of ht(µ˜#p) does not depend on such a
(µ, α). Moreover, for any β ∈ Πµ(j) ,
((µ˜, α˜)j;β)
#p = (µ˜#p, α˜#p)j′;β
where j′ = (j′1, . . . , j
′
n) is the sequence of positions of zeroes of ht(µ
#p). Therefore by our induction
hypothesis and Lemma 3.10, we get∑
β∈Π
µ
(j)
wt
(
((µ˜, α˜)j;β)
#p
)
=
∑
β∈Π
µ
(j′)
wt
(
(µ˜#p, α˜#p)j′;β
)
= B
I
#(k)A
I˜#
(˜ı1, . . . , ı˜p(I#)−1 + ı˜p(I#), ı˜m−1−n) = BI#(k)AI˜(˜ı1, . . . , ı˜m−n−1).
Since I# and I have the same number n of zeroes, by setting BI := BI# , we get the statement by induction
hypothesis.
∗ Third case: p = q and ip−1 + ip = 0. First assume that i1 = · · · = ip−2 = 0 or that p = 2. By
Lemma 3.4(2)(a), we get∑
β∈Π
µ
(j)
wt
(
(µ˜, α˜)j;β
)
=
∑
β∈Π
µ
(j)
ip−1wt
(
((µ˜, α˜)j;β)
#p
)
.
where j′ is the sequence of positions of the zeroes of ht(µ#p). So, by induction hypothesis Lemma 3.10,
we obtain, arguing as in the second case, that∑
β∈Π
µ
(j)
wt
(
((µ˜, α˜)j;β)
#p
)
= ip−1BI#(k)AI˜# (˜ı1, . . . , ı˜p(I#)−2, ı˜p(I#)+1, ı˜m−1−n) = BI#(k)AI˜(˜ı1, . . . , ı˜m−n−1).
Since I# and I have the same number n of zeroes, by setting BI := BI# , we get the statement by induction
hypothesis.
If we are not in one of the above situations, then by Lemma 3.4 (2)(b) and Lemma 3.10 and the
induction hypothesis we conclude similarly. Namely, here we get that∑
β∈Π
µ
(j)
wt
(
((µ˜, α˜)j;β)
#p
)
= B
I
#(k)A
I˜
(˜ı1, . . . , ı˜m−n−1)
and we set BI := BI# . Since I and I
# have the same number n of zeroes, we get the statement by
induction hypothesis. ⊓⊔
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Corollary 3.15 Let m ∈ Z>0 and n ∈ {0, . . . ,m}. Let I ∈ Em with n 6 m zeroes in positions j1, . . . , jn,
and I˜ as in Lemma 3.14. Then for some polynomial TI ∈ C[X ] of degree at most m, for all k ∈ {1, . . . , r+
1}, ∑
i˜∈I˜
∑
β∈Π
µ
j
∑
(µ˜,α˜)∈Pˆm−n(δk),
µ˜∈[[δr+1,δk ]],ht(µ˜)=i˜
wt
(
(µ˜, α˜)j;β
)
= TI(k).
If n = 0 or if I has no zero, then TI is the polynomial provided by Lemma 3.12. If n = m, then I = [0]
and TI = Tm is the polynomial provided by Lemma 3.2. So, in these two cases, the statement is known.
Proof Let k ∈ {1, . . . , r + 1}. By Lemma 3.12 and Lemma 3.14, we have,∑
i˜∈I˜
∑
β∈Π
µ
j
∑
(µ˜,α˜)∈Pˆm−n(δk),
µ˜∈[[δr+1,δk ]],ht(µ˜)=i˜
wt
(
(µ˜, α˜)j;β
)
=
∑
(µ˜,α˜)∈Pˆm−n(δk),
µ˜∈[[δr+1,δk]], ht(µ˜)∈I˜
BI(k)AI˜ (˜ı1, . . . , ı˜m−n−1)
=
∑
(µ˜,α˜)∈Pˆm−n(δk),
µ˜∈[[δr+1,δk ]],ht(µ˜)∈I˜
n∑
j=0
∑
dj=(d1,...,dm−n−1),
d1+···+dm−n−16n−j
Cd,j ı˜
d1
1 · · · ı˜
dm−n−1
m−n−1k
jA
I˜
(˜ı1, . . . , ı˜m−n−1).
Set
T˜dj ,I˜
=
∑
(µ˜,α˜)∈Pˆm−n(δk),
µ˜∈[[δr+1,δk ]],ht(µ˜)∈I˜
ı˜d11 · · · ı˜
dm−n−1
m−n−1AI˜(˜ı1, . . . , ı˜m−n−1).
Then by Lemma 3.12, there are some polynomials Tdj ,I˜
of degree at most (n − j) + (m − n) = m − j,
such that ∑
i˜∈I˜
∑
β∈Π
µ
j
∑
(µ˜,α˜)∈Pˆm−n(δk),
µ˜∈[[δr+1,δk ]],ht(µ˜)=i˜
wt
(
(µ˜, α˜)j;β
)
=
n∑
j=0
∑
dj=(d1,...,dm−n−1),
d1+···+dm−n−16n−j
Cd,jk
jTdj ,I˜
(k).
Moreover, if j < n, then Tdj ,I˜
has degree < m− j. By setting
TI(X) :=
n∑
j=0
∑
dj=(d1,...,dm−n−1),
d1+···+dm−n−16n−j
Cd,jX
jTdj ,I˜
(X),
we have that TI is a polynomial of degree at most m− j + j = m. ⊓⊔
The following result is a direct consequence of Corollary 3.15.
Lemma 3.16 Let m ∈ Z>0, There is a polynomial Tˆm in C[X ] of degree at most m such that for all
k ∈ {1, . . . , r + 1}, ∑
(µ,α)∈Pˆm(δk)
µ∈[[δr+1,δk]]
wt(µ, α) = Tˆm(k).
We are now in a position to prove Theorem 1.7.
Proof (Proof of Theorem 1.7) By Lemma 2.9, we have
evρ(d̂pm,k) =
∑
µ∈P (δ)k
∑
(µ,α)∈Pˆm(µ)
wt(µ, α)〈µ, βˇk〉 =
∑
(µ,α)∈Pˆm(δk)
wt(µ, α)−
∑
(µ,α)∈Pˆm(δk+1)
wt(µ, α),
where µ is entirely contained in [[δr+1, δk]]. Let Tˆm be as in Lemma 3.16 and set
Qˆm := Tˆm(X)− Tˆm(X + 1). (3.5)
Then Qˆm is a polynomial of degree at most m− 1, and we have
evρ(d̂pm) = evρ
(
1
m!
r∑
k=1
d̂pm,k ⊗̟
♯
k
)
=
1
m!
r∑
k=1
evρ
(
d̂pm,k
)
̟♯k =
1
m!
r∑
k=1
Qˆm̟
♯
k.
Moreover, Qˆ1 = 1 ⊓⊔
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4 The proofs for type C
The purpose of this section is to prove Theorem 1.5 and Theorem 1.7 for sp2r, r > 2. We follow the
general strategy of the slr+1 case. However, since the simple Lie algebra sp2r is non simply-laced, it
induces new phenomenon and the proof is much more technical and new tools are needed. Throughout
this section, it is assumed that g = sp2r, r > 2, and δ = ̟1. We retain all relative notations from previous
sections and Appendix B. In particular, P (δ) = {δ1, · · · , δr, δ1, . . . , δr}, P (δ)k = {δk, δk+1, δk, δk+1} for
k = 1, . . . , r− 1, P (δ)r = {δr, δr}, and Πδk = {βk−1, βk}, Πδk = {βk−1, βk} for k = 2, . . . , r, Πδ1 = {β1},
Πδ1 = {β1}.
According to Lemma 2.9 and (2.5), we get for k ∈ {1, . . . , r − 1},
evρ(dpm,k) =
∑
α∈(Πδk )
m
m∏
i=1
〈δk, αˇ
(i)〉〈ρ,̟♯
α(i)
〉 −
∑
(α∈(Πδk+1 )
m
m∏
i=1
〈δk+1, αˇ
(i)〉〈ρ,̟♯
α(i)
〉
+
∑
α∈(Πδk+1
)m
m∏
i=1
〈δk+1, αˇ
(i)〉〈ρ,̟♯
α(i)
〉 −
∑
(α∈(Πδk
)m
m∏
i=1
〈δk, αˇ
(i)〉〈ρ,̟♯
α(i)
〉. (4.1)
For k = r,
evρ(dpm,r) =
∑
α∈(Πδr )
m
m∏
i=1
〈δr, αˇ
(i)〉〈ρ,̟♯
α(i)
〉 −
∑
(α∈(Πδr )
m
m∏
i=1
〈δr, αˇ
(i)〉〈ρ,̟♯
α(i)
〉. (4.2)
Lemma 4.1
1. For any j ∈ {1, . . . , r}, 〈ρ, εj〉 = r − j + 1.
2. For k ∈ {1, . . . , r}, 〈ρ,̟♯k〉 =
k
2 (2r − k + 1) and 〈ρ,̟
♯
k − ̟
♯
k−1〉 = r − k + 1, where by convention
̟♯0 = 0.
The proof of the lemma is easy and is left to the reader.
Lemma 4.2 For some polynomial Tm ∈ C[X ] of degree m, we have∑
α∈(Πδk )
m
m∏
i=1
〈δk, αˇ
(i)〉〈ρ,̟♯
α(i)
〉 = Tm(k)
and ∑
α∈(Πδk
)m
m∏
i=1
〈δk, αˇ
(i)〉〈ρ,̟♯
α(i)
〉 = (−1)mTm(k)
for all k ∈ {1, . . . , r}.
Proof Assume first that k ∈ {2, . . . , r}. Then by Lemma 4.1,∑
α∈(Πδk )
m
m∏
i=1
〈δk, αˇ
(i)〉〈ρ,̟♯
α(i)
〉 =
m∑
i=0
(
m
i
)
(−1)i〈ρ,̟♯k−1〉
i〈ρ,̟♯k〉
m−i = (r − k + 1)m,
and ∑
α∈(Πδk
)m
m∏
i=1
〈δk, αˇ
(i)〉〈ρ,̟♯
α(i)
〉 =
m∑
i=0
(
m
i
)
(−1)i〈ρ,̟♯k〉
i〈ρ,̟♯k−1〉
m−i = (−1)m(r − k + 1)m.
If k = 1, then by Lemma 4.1,∑
α∈(Πδ1 )
m
m∏
i=1
〈δ1, αˇ
(i)〉〈ρ, ˇ̟α(i)〉 = 〈ρ, ˇ̟ 1〉
m = (r)m = (r − k + 1)m,
and ∑
α∈(Πδ1
)m
m∏
i=1
〈δ1, αˇ
(i)〉〈ρ, ˇ̟α(i)〉 = (−〈ρ, ˇ̟ 1〉)
m = (−r)m = (−1)m(r − k + 1)m.
Hence, setting Tm(X) := (r −X + 1)
m we get the statement. ⊓⊔
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We are now in a position to prove Theorem 1.5 for g = sp2r.
Proof (Proof of Theorem 1.5 for g = sp2r) It easily seen that pm = 0 if m is even, then there is no loss
of generality assuming that m ∈ {1, 3, . . . , 2r − 1}. By Lemma 4.2 and (4.1) and (4.2), we have for any
k ∈ {1, . . . , r − 1},
evρ(dpm,k) = Tm(k)− Tm(k + 1) + (−1)
mTm(k + 1)− (−1)
mTm(k) = 2 ((r − k + 1)
m − (r − k)m)
= 2
(
m(−k)m−1 +
m−2∑
i=0
(
m
i
)
(r + 1)m−i(−k)i −
m−2∑
i=0
(
m
i
)
(r)m−i(−k)i
)
since m is odd.
For k = r, evρ(dpm,r) = Tm(r) − (−1)
mTm(r) = (1 − (−1)
m)Tm(r) = 2(1)
m = 2, again since m is
odd. On the other hand,
evρ(dpm,r) = 2 = 2(Tm(r)− Tm(r + 1)).
Hence, by setting
Q¯m(X) := 2
(
m(−X)m−1 +
m−2∑
i=0
(
m
i
)
(r + 1)m−i(−X)i −
m−2∑
i=0
(
m
i
)
(r)m−i(−X)i
)
(4.3)
we get
evρ(dpm) =
1
m!
r∑
k=1
evρ(dpm,k)̟
♯
k =
1
m!
r∑
k=1
Q¯m(k)̟
♯
k.
Moreover, Q¯1 = 2 and Q¯m is a polynomial of degree m− 1. ⊓⊔
Following the approach adopted for the slr+1 case, our next step is to prove Theorem 4.9. To this
end, we first intend to prove the following proposition whose proof will be a consequence of Lemma 4.4,
Lemma 4.5, Lemma 4.6, Lemma 4.8 and Lemma 4.7.
Proposition 4.3 Let m ∈ Z>1, µ ∈ P (δ), i ∈ Z
m
≻0 and (µ, α) ∈ Pˆm(µ)i. Set p := p(i) and q := q(i).
1. Assume α(p−1) + α(p) 6= 0.
(a) If for all s ∈ {1, . . . , p − 2}, either α(s) + α(p) ∈ −∆+ or α
(s) + α(p) /∈ ∆ ∪ {0} then there is a
constant K#p(µ,α) and a scalar Kˆ such that
wt(µ, α) = KˆK#p(µ,α)wt(µ, α)
#p.
(b) If for some s ∈ {1, . . . , p− 2}, α(s) + α(p) ∈ ∆+ then there are some constants K
#p
(µ,α), K
⋆a
(µ,α) and
scalar Kˆ such that
wt(µ, α) = Kˆ
(
K#p(µ,α)wt(µ, α)
#p +
N∑
a=1
K⋆a(µ,α)wt(µ, α)
⋆a
)
,
with (µ, α)⋆a is a weighted path of length strictly smaller than m.
(c) If for some s ∈ {1, . . . , p − 2}, α(s) = −α(p) then there are some constants K#p(µ,α), K
⋆a
(µ,α) and a
scalar Kˆ such that
wt(µ, α) = Kˆ
(
K#p(µ,α)wt(µ, α)
#p + (ht(αˇ(s))− cs)
N∑
a=1
K⋆a(µ,α)wt(µ, α)
⋆a
)
,
with cs := 〈α
(s−1), αˇ(s)〉.
2. Assume α(p−1) + α(p) = 0.
(a) If i1 = · · · = ip−2 = 0, or if p = 2, then
wt(µ, α) = (cα(p−1))
2 ht(αˇ(p−1))wt(µ, α)#p.
(b) Otherwise,
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i. If for all s ∈ {1, . . . , p− 2}, either α(s) + α(p) ∈ −∆+ or α
(s) + α(p) /∈ ∆∪ {0} then there is a
scalar Kˆ such that
wt(µ, α) = Kˆ(cα(p−1))
2 (ht(αˇ(p−1))− cp−1)wt(µ, α)
#p,
with cp−1 is an integer as in Lemma 4.4.
ii. If for some s ∈ {1, . . . , p− 2}, α(s) + α(p) ∈ ∆+ then there are some constants K
⋆a
(µ,α) and a
scalar Kˆ such that
wt(µ, α) = Kˆ
(
(ht(αˇ(p−1))− cp−1)wt(µ, α)
#p +
N∑
a=1
K⋆a(µ,α)wt(µ, α)
⋆a
)
.
iii. If for some s ∈ {1, . . . , p− 2}, α(s) = −α(p) then there are some constants K⋆a(µ,α) and a scalar
Kˆ such that
wt(µ, α) = Kˆ(ht(αˇ(p−1))− cp−1)wt(µ, α)
#p + Kˆ(ht(αˇ(s))− cs)
N∑
a=1
K⋆a(µ,α)wt(µ, α)
⋆a.
3. Assume p < q, then
wt(µ, α) = 〈µ(p), αˇ(p)〉(〈ρ,̟♯
α(p)
〉 − cp−1)wt(µ, α)
#p.
Note that (µ, α)⋆a is a weighted path as in Lemma 4.5 or Lemma 4.6, depending on different cases, and
N the number of possible paths of (µ˜⋆a, α˜⋆a) as in Lemma 4.5 or Lemma 4.6. Note also that what we
mean by “constant” is a complex number which only depends on constant structures (nα,β , a
(b)
λ,µ), but not
on the height of α. Moreover, the scalar Kˆ is described in Lemma 4.7.
Fix µ ∈ P (δ), m ∈ Z>1, i ∈ Z
m
≻0 and (µ, α) ∈ Pˆm(µ)i, and set as usual p := p(i), q := q(i). The proof
of the following lemma is similar to that of Lemma 3.4 (1) and (2). So we omit the details.
Lemma 4.4 Assume that the weighted path (µ, α) ∈ Pˆm(µ)i has no loop and that p = q. If for all
s ∈ {1, . . . , p − 2} either α(s) + α(p) /∈ ∆ ∪ {0} or α(s) + α(p) ∈ −∆+, then there is a scalar K¯
#p such
that:
wt(µ, α) = K¯#pwt(µ, α)#p,
where K¯#p is described as follows:
1. If α(p−1) + α(p) 6= 0, then
K¯#p = K#p(µ,α),
where K#p(µ,α) is a constant which only depends on constant structures (§B).
2. Assume α(p−1) + α(p) = 0
(a) If p = 2, then
K¯#p = (cα(1))
2 ht(αˇ(1)).
(b) Otherwise,
K¯#p = (cα(p−1))
2 (ht(αˇ(p−1))− cp−1),
where
cp−1 :=
∑
α(jk)∈α
〈α(jk), αˇ(p−1)〉.
Contrary to the slr+1 case (cf. Lemma 3.3), it may happen that there exists, for s ∈ {1, . . . , p− 2}, a
positive root α(s) ∈ α such that either α(s) + α(p) ∈ ∆+ or α
(s) = −α(p). In this situation, the cutting
vertex operation induces several new paths. This phenomenon will appear in the next two lemmas.
Lemma 4.5 Assume that the weighted path (µ, α) ∈ Pˆm(µ)i has no loop and that p = q. Assume that
for some s ∈ {1, . . . , p− 2}, α(s) + α(p) ∈ ∆+. In this case,
wt(µ, α) = K¯#pwt(µ, α)#p +
N∑
a=1
K⋆a(µ,α)wt(µ, α)
⋆a,
where K¯#p is a scalar as in Lemma 4.4, K⋆a are some constants which only depend on constant structures,
and (µ, α)⋆a := (µ⋆a, α⋆a) is a concatenation of paths defined as follows.
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1. If α(p) = δj − δi and α
(s) = δk − δi, with k < j < i, then
(µ, α)⋆a = (µ′, α′) ⋆
(
(δk, δj), (α
(s) + α(p))
)
⋆ (µ˜⋆a, α˜⋆a) ⋆ (µ′′, α′′),
where (µ˜⋆a, α˜⋆a) is a path of length < p − s between δj and δi whose roots α˜
⋆a are sums among
(α(p−1), . . . , α(s+1)).
2. If α(p) = δj − δi and α
(s) = δj − δl, with j < l < i, then
(µ, α)⋆a = (µ′, α′) ⋆ (µ˜⋆a, α˜⋆a) ⋆ (µ′′, α′′),
where (µ˜⋆a, α˜⋆a) is a path of length < p − s − 1 between δj and δi whose roots α˜
⋆a are sums among
(α(p−1), . . . , α(s+1), α(s) + α(p)).
3. If α(p) = δi − δj and α
(s) = δi − δl, with i < jand i < l, then
(µ, α)⋆a = (µ′, α′) ⋆ (µ˜⋆a, α˜⋆a) ⋆ (µ′′, α′′),
where (µ˜⋆a, α˜⋆a) is a path of length < p − s − 1 between δi and δj whose roots α˜
⋆a are sums among
(α(p−1), . . . , α(s+1), α(s) + α(p)).
4. If α(p) = δi − δj and α
(s) = δi − δl, with i < j < l, then
(µ, α)⋆a = (µ′, α′) ⋆ (µ˜⋆a, α˜⋆a) ⋆ (µ′′, α′′),
where (µ˜⋆a, α˜⋆a) is a path of length < p − s − 1 between δi and δj whose roots α˜
⋆a are sums among
(α(p−1), . . . , α(s+1), α(s) + α(p)).
5. If α(p) = δi − δj and α
(s) = δk − δj, with k < i < j, then
(µ, α)⋆a = (µ′, α′) ⋆
(
(δk, δi), (α
(s) + α(p))
)
⋆ (µ˜⋆a, α˜⋆a) ⋆ (µ′′, α′′),
where (µ˜⋆a, α˜⋆a) is a path of length < p− s between δi and δj whose roots whose roots α˜
⋆a are sums
among (α(p−1), . . . , α(s+1)).
In all those cases,
(µ′, α′) =
(
(µ(1), . . . , µ(s−1), µ(s)), (α(1), . . . , α(s−1))
)
,
(µ′′, α′′) =
(
(µ(p+1), . . . , µ(m+1)), (α(p+1), . . . , α(m))
)
,
and N is the number of possible paths of (µ˜⋆a, α˜⋆a).
Proof Let −α(p), α(s) ∈ ∆+ such that α
(s)+α(p) ∈ ∆+. By Lemma C.2 the only possibilities for α
(p) and
α(s) are:
– α(p) = δj − δi and α
(s) = δk − δi, with k < j < i,
– α(p) = δj − δi and α
(s) = δj − δl, with j < l < i,
– α(p) = δi − δj and α
(s) = δi − δl, with i < l,
– α(p) = δi − δj and α
(s) = δi − δl, with i < j < l,
– α(p) = δi − δj and α
(s) = δk − δj , with k < i < j.
(1) Assume that α(p) = δj − δi and α
(s) = δk − δi, with k < j < i. Write
(µ, α) =(µ′, α′) ⋆
(
δk, δi, . . . , µ
(p−1), δj , δi), (α
(s), α(s+1), . . . , α(p−1), α(p))
)
⋆ (µ′′, α′′),
where
(µ′, α′) =
(
(µ(1), . . . , µ(s−1), µ(s) = δk), (α
(1), . . . , α(s−1))
)
,
(µ′′, α′′) =
(
(µ(p+1) = δi, . . . , µ
(m+1)), (α(p+1), . . . , α(m))
)
have length s− 1 and m− p, respectively. In this case µ(p+1) ≻ µ(s+1) < µ(p−1) and so α(p−1)+α(p) < 0.
Note that α(p) commutes with all roots α(t) for t < p, except with α(p−1) and α(s). Set
a := a
(c
α(p)
e
−α(p)
)
µ(p+1),µ(p)
a
(c
α(p−1)
e
−α(p−1)
)
µ(p),µ(p−1)
· · · a
(c
α(s+1)
e
−α(s+1)
)
µ(s+2),µ(s+1)
a
(c
α(s)
e
−α(s)
)
µ(s+1),µ(s)
. (4.4)
We have,
hc(b∗(µ,α)) = ahc(b
∗
(µ′,α′)eα(s)eα(s+1) · · · eα(p−2)eα(p−1)eα(p)b
∗
(µ′′,α′′))
= K#p(µ,α)hc(b
∗
(µ,α)#p) + anα(s),α(p)hc(b
∗
(µ′,α′)eα(s)+α(p)eα(s+1) · · · eα(p−2)eα(p−1)b
∗
(µ′′,α′′)) (4.5)
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δ1 δk δj δi δr δ¯r δ¯i δ¯j
α′ α(s) α(s+1) α(p−1)
α(p)α
′′
α′ α(s) + α(p) α(p−1) α(s+1)
α′′
Fig. 9: The case for α(p) = δj − δi and α
(s) = δk − δi.
since (µ′, α′) and the positive root−α(p) verify the conditions of Lemma 3.3 andK#p(µ,α) is as in Lemma 4.4 (1).
α(s)+α(p) = εk− εj = δk− δj. Because of the configuration, for all t ∈ {1, . . . , s− 1}, α
(t) = δjt − δjt+1 =
εjt − εjt+1 , with jt < jt+1 6 k < i, and for all t ∈ {s+ 1, . . . , p− 1}, α
(t) = δjt − δjt+1 = εjt+1 − εjt , with
j 6 jt+1 < jt 6 i. Hence
(
(δj , δp−1, δp−2, . . . , δs+2, δi), (α
(p−1), . . . , α(s+1))
)
is a path from δj to δi (see
Figure 9 for an illustration).
We have to “reverse the order” of eα(s+1) · · · eα(p−1) in (4.5), in order to get eα(p−1) · · · eα(s+1) . Doing
this, it induces several new paths. Let (µ˜⋆a, α˜⋆a), for a = 1, . . . , N , denote these new paths from δj to δi
whose roots are sums among the roots (α(p−1), . . . , α(s+1)). More precisely, for each a ∈ {1, . . . , N} there
exists a partition (P1, . . . , Pna) of the set {p− 1, . . . , s+ 1} such that
(α˜⋆a)(s+j) =
∑
t∈Pj
α(t),
for j = 1, . . . , na. Furthermore, by setting (µ, α)
⋆a := (µ′, α′)⋆
(
(δk, δj), (α
(s)+α(p))
)
⋆(µ˜⋆a, α˜⋆a)⋆(µ′′, α′′),
we get that
wt(µ, α) = K#p(µ,α)wt(µ, α)
#p +
N∑
a=1
K⋆a(µ,α)wt(µ, α)
⋆a,
where K⋆a(µ,α) are some constants.
(2) Assume that α(p) = δj − δi and α
(s) = δj − δl, with j < l < i. Write
(µ, α) =(µ′, α′) ⋆
(
δj , δl, . . . , µ
(p−1), δj , δi), (α
(s), α(s+1), . . . , α(p−1), α(p))
)
⋆ (µ′′, α′′),
where
(µ′, α′) =
(
(µ(1), . . . , µ(s−1), µ(s) = δj), (α
(1), . . . , α(s−1))
)
,
(µ′′, α′′) =
(
(µ(p+1) = δi, . . . , µ
(m+1)), (α(p+1), . . . , α(m))
)
have length s− 1 and m− p, respectively. Observe that in this case α(p−1)+α(p) < 0 and α(p) commutes
with all roots α(t), t < p, except with α(p−1) and α(s). With a as in (4.4), we obtain that
hc(b∗(µ,α)) = K
#p
(µ,α)hc(b
∗
(µ,α)#p) + anα(s),α(p)hc(b
∗
(µ′,α′)eα(s)+α(p)eα(s+1) · · · eα(p−2)eα(p−1)b
∗
(µ′′,α′′)), (4.6)
where K#p(µ,α) is as in Lemma 4.4(1).
We easily verify that
(
(δj , δp−1, δp−2, . . . , δs+2, δl, δi), (α
(p−1), . . . , α(s+1), α(s) + α(p))
)
is a path from
δj to δi (see Figure 10 for an illustration).
δ1 δj δl δi δr δ¯r δ¯i δ¯l δ¯j
α′ α(s) α(s+1) α(p−1)
α(p)α
′′
α′ α(p−1) α(s+1)α(s) + α(p)
α′′
Fig. 10: The case for α(p) = δj − δi and α
(s) = δj − δl.
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As in case (1), reversing the order of eα(s)+α(p)eα(s+1) · · · eα(p−1) in (4.6) induces several new paths. Let
(µ˜⋆a, α˜⋆a), for a = 1, . . . , N , denote these new paths from δj to δi whose roots are sums among the
roots (α(p−1), . . . , α(s+1), α(s) + α(p)). More precisely, for each a ∈ {1, . . . , N} there exists a partition
(P1, . . . , Pna) of the set {p− 1, . . . , s+ 1, s, p}, where s and p are always in the same partition, such that
(α˜⋆a)(s+j−1) =
∑
t∈Pj
α(t),
for j = 1, . . . , na. Furthermore, by setting (µ, α)
⋆a := (µ′, α′) ⋆ (µ˜⋆a, α˜⋆a) ⋆ (µ′′, α′′), we get
wt(µ, α) = K#p(µ,α)wt(µ, α)
#p +
N∑
a=1
K⋆a(µ,α)wt(µ, α)
⋆a,
where K⋆a(µ,α) are some constants.
(3) Assume that α(p) = δi − δj and α
(s) = δi − δl, with i < l. Write
(µ, α) =(µ′, α′) ⋆
(
(δi, δl, . . . , µ
(p−1), δi, δj), (α
(s), α(s+1), . . . , α(p−1), α(p))
)
⋆ (µ′′, α′′),
where
(µ′, α′) =
(
(µ(1), . . . , µ(s−1), µ(s) = δi); (α
(1), . . . , α(s−1))
)
,
(µ′′, α′′) =
(
(µ(p+1) = δj , . . . , µ
(m+1)); (α(p+1), . . . , α(m))
)
have length s− 1 and m− p, respectively. With a as in (4.4), we have
hc(b∗(µ,α)) = K¯
#phc(b∗(µ,α)#p) + a hc(b
∗
(µ′,α′)eα(s) · · · eα(p)eα(p−1)b
∗
(µ′′,α′′)),
where K¯#p is as in Lemma 4.4 depending on the different cases for α(p−1) and α(p). Assume that there
exists a positive root α(t), with t < p − 1 and α(t) 6= α(s), such that α(t) + α(p) ∈ ∆. By Lemma C.2
we observe that there is at most one root α(t) that satisfies such condition (see Figure 11). In this case,
α(t) + α(p) ∈ −∆+ and s < t < p− 1. Hence,
hc(b∗(µ,α)) = K¯
#phc(b∗(µ,α)#p) + anα(s),α(p)hc(b
∗
(µ′,α′)eα(s)+α(p)eα(s+1) · · · eα(p−1)b
∗
(µ′′,α′′)). (4.7)
We verify easily that
(
(δi, µ
(p−1), . . . , µ(s+2), δl, δj); (α
(p−1), . . . , α(s+1), α(s) + α(p))
)
is a path from δi
to δj and that
(
(δi, µ
(p−1), . . . , δj); (α
(p−1), α(s) + α(p), . . . , α(p−2))
)
is a path from δi to δj as well (see
Figure 11 for an illustration). To conclude, we copy word for word the end of case (2).
δ1 δi δj δl δr δ¯r δ¯l δ¯j δ¯i
(1)
α′ α(s) α(s+1) α(p−1)
α(p)α
′′
α′ α(p−1) α(s+1) α(s) + α(p)
α′′
(2)
α′ α(s) α(s+1) α(p−2) α(p−1)
α(p)α
′′
α′ α(p−1) α(s) + α(p) α(s+1) α(p−2)
α′′
Fig. 11: The case for α(p) = δi − δj and α
(s) = δi − δl.
(4) Assume that α(p) = δi − δj and α
(s) = δi − δl, with i < j < l. Write
(µ, α) =(µ′, α′) ⋆
(
(δi, δl, . . . , µ
(p−1), δi, δj), (α
(s), α(s+1), . . . , α(p−1), α(p))
)
⋆ (µ′′, α′′),
where
(µ′, α′) =
(
(µ(1), . . . , µ(s−1), µ(s) = δi); (α
(1), . . . , α(s−1))
)
,
(µ′′, α′′) =
(
(µ(p+1) = δj , . . . , µ
(m+1)); (α(p+1), . . . , α(m))
)
,
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have length s− 1 and m− p respectively. Set a as in (4.4). In the same manner as in case (3), we get
hc(b∗(µ,α))K¯
#phc(b∗(µ,α)#p) + anα(s),α(p)hc(b
∗
(µ′,α′)eα(s)+α(p)eα(s+1) · · · eα(p−1)b
∗
(µ′′,α′′)), (4.8)
where K¯#p is as in Lemma 4.4 depending on the different cases for α(p−1) and α(p). We verify easily that(
(δi, µ
(p−1), µ(p−2), . . . , µ(s+2), δl, δj); (α
(p−1), . . . , α(s+1), α(s) + α(p))
)
is a path from δi to δj . Observe
that this case is similar as the case (3) and so there exist different sequences of roots in a path from δi
to δj as well (see Figure 12 for an illustration). We conclude exactly as in case (3).
δ1 δi δj δl δr δ¯r δ¯l δ¯j δ¯i
(1)
α′ α(s) α(s+1) α(p−1)
α(p)α
′′
α′ α(p−1) α(s+1) α(s) + α(p)
α′′
(2)
α′ α(s) α(s+1) α(p−2) α(p−1)
α(p)α
′′
α′ α(p−1) α(s) + α(p) α(s+1) α(p−2)
α′′
Fig. 12: The case for α(p) = δi − δj and α
(s) = δj − δl.
(5) Assume that α(p) = δi − δj and α
(s) = δk − δj , with k < i < j.Write
(µ, α) =(µ′, α′) ⋆
(
(δk, δj , . . . , µ
(p−1), δi, δj), (α
(s), α(s+1), . . . , α(p−1), α(p))
)
⋆ (µ′′, α′′),
where
(µ′, α′) =
(
(µ(1), . . . , µ(s−1), µ(s) = δk); (α
(1), . . . , α(s−1))
)
,
(µ′′, α′′) =
(
(µ(p+1) = δj , . . . , µ
(m+1)); (α(p+1), . . . , α(m))
)
,
have length s− 1 and m− p, respectively. With a as in (4.4), we obtain that
hc(b∗(µ,α))K¯
#phc(b∗(µ,α)#p) + anα(s),α(p)hc(b
∗
(µ′,α′)eα(s)+α(p)eα(s+1) · · · eα(p−2)eα(p−1)b
∗
(µ′′,α′′)), (4.9)
where K¯#p is as in Lemma 4.4 depending on the different cases for α(p−1) and α(p). We verify easily
that
(
(δi, µ
(p−1), µ(p−2), . . . , µ(s+2), δj); (α
(p−1), . . . , α(s+1))
)
is a path from δi to δj (see Figure 13 for an
illustration). To conclude, we copy word for word the end of case (2). ⊓⊔
δ1 δk δi δj δr δ¯r δ¯j δ¯i
α′ α(s) α(s+1) α(p−1)
α(p)α
′′
α′ α(s) + α(p) α(p−1) α(s+1)
α′′
Fig. 13: The case for α(p) = δi − δj and α
(s) = δk − δj .
Lemma 4.6 Assume that the weighted path (µ, α) ∈ Pˆm(µ)i has no loop and that p = q. If for some
s ∈ {1, . . . , p− 2}, α(s) + α(p) = 0, then
wt(µ, α) = K¯#pwt(µ, α)#p + (ht(αˇ(s))− 〈α(s−1), αˇ(s)〉)
N∑
a=1
K⋆a(µ,α)wt(µ, α)
⋆a,
where K¯#p is a scalar as in Lemma 4.4, K⋆a(µ,α) are some constants which only depend on constant
structures, and (µ, α)⋆a := (µ⋆a, α⋆a) is a concatenation of paths defined as follows.
Kostant principal filtration and paths in weight lattices 33
1. If α(p) = δj − δi and α
(s) = δj − δi, with i > j, then
(µ, α)⋆a = (µ′, α′) ⋆ (µ˜⋆a, α˜⋆a) ⋆ (µ′′, α′′),
where (µ˜⋆a, α˜⋆a) is a path of length < p − s between δj and δi whose roots α˜
⋆a are sums among
(α(p−1), . . . , α(s+1)).
2. If α(p) = δi − δj and α
(s) = δi − δj = γ, with i < j, then
(µ, α)⋆a = (µ′, α′) ⋆ (µ˜⋆a, α˜⋆a) ⋆ (µ′′, α′′),
where (µ˜⋆a, α˜⋆a) is a path of length < p − s between δi and δj whose roots α˜
⋆a are sums among
(α(p−1), . . . , α(s+1)).
In all those cases,
(µ′, α′) =
(
(µ(1), . . . , µ(s−1), µ(s)), (α(1), . . . , α(s−1))
)
,
(µ′′, α′′) =
(
(µ(p+1), . . . , µ(m+1)), (α(p+1), . . . , α(m))
)
,
and N is the number of possible paths of (µ˜⋆a, α˜⋆a).
Proof Let −α(p), α(s) ∈ ∆+ such that α
(s) + α(p) = 0. By Lemma C.2 the only possibilities for α(p) and
α(s) are:
– α(p) = δj − δi and α
(s) = δj − δi, with j < i.
– α(p) = δi − δj and α
(s) = δi − δj , with i < j.
(1) Assume that α(s) = δj − δi = −α
(p), with j < i. Write
(µ, α) =(µ′, α′) ⋆
(
(δj , δi, . . . , µ
(p−1), δj , δi)), (α
(s), α(s+1), . . . , α(p−1), α(p))
)
⋆ (µ′′, α′′),
where
(µ′, α′) =
(
(µ(1), . . . , µ(s−1), µ(s) = δj); (α
(1), . . . , α(s−1))
)
,
(µ′′, α′′) =
(
(µ(p+1) = δi, . . . , µ
(m+1)); (α(p+1), . . . , α(m))
)
have length s− 1 and m− p, respectively. Observe that in this case α(p−1)+α(p) < 0 and α(p) commutes
with all roots α(t) for t < p, except with α(p−1) and α(s).
δ1 δj δi δr δ¯r δ¯i δ¯j
α′ α(s) α(s+1) α(p−1)
α(p)α
′′
α′ α(p−1) α(s+1)
α′′
Fig. 14: The case for α(p) = δj − δi and α
(s) = δj − δi.
Note that αˇ(s) commutes with all roots in α′, except with α(s−1). With a as in (4.4), we obtain that
hc(b∗(µ,α)) = K
#p
(µ,α)hc(b
∗
(µ,α)#p) + a (αˇ
(s) − 〈α(s−1), αˇ(s)〉)hc(b∗(µ′,α′)eα(s+1) · · · eα(p−1)b
∗
(µ′′,α′′)), (4.10)
where K#p(µ,α) is as in Lemma 4.4 (1).
We easily verify that
(
(δj , δp−1, δp−2, . . . , δs+2, δi), (α
(p−1), . . . , α(s+1))
)
is a path from δj to δi (see
Figure 14 for an illustration). By reversing the order in the roots α(s+1), . . . , α(p−1) we obtain a path from
δj to δi. The operations of permuting all roots induce several new paths. Let (µ˜
⋆a, α˜⋆a), for a = 1, . . . , N ,
denote these new paths from δj to δi whose roots are sums among the roots (α
(p−1), . . . , α(s+1)). More
precisely, for each a ∈ {1, . . . , N} there exists a partition (P1, . . . , Pna) of the set {p− 1, . . . , s+ 1} such
that
(α˜⋆a)(s+j−1) =
∑
t∈Pj
α(t),
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for j = 1, . . . , na. Furthermore, we set (µ, α)
⋆a := (µ′, α′) ⋆ (µ˜⋆a, α˜⋆a) ⋆ (µ′′, α′′). Hence,
wt(µ, α) = K#p(µ,α)wt((µ, α)
#p) + (ht(αˇ(s))− 〈α(s−1), αˇ(s)〉)
N∑
a=1
K⋆a(µ,α)wt(µ, α)
⋆a,
where K⋆a(µ,α) are some constants.
(2) Assume that α(p) = δi − δj and α
(s) = δi − δj, with i < j. Write
(µ, α) =(µ′, α′) ⋆
(
(δi, δj, . . . , µ
(p−1), δi, δj)), (α
(s), α(s+1), . . . , α(p−1), α(p))
)
⋆ (µ′′, α′′),
where
(µ′, α′) =
(
(µ(1), . . . , µ(s−1), µ(s) = δi); (α
(1), . . . , α(s−1))
)
,
(µ′′, α′′) =
(
(µ(p+1) = δj , . . . , µ
(m+1)); (α(p+1), . . . , α(m))
)
have length s− 1 and m − p, respectively. Assume that there exists a positive root α(t), with t < p− 1
and α(t) 6= α(s), such that α(t) +α(p) ∈ ∆. By Lemma C.2 we observe that there is at most one root α(t)
that satisfies such condition (see Figure 15). In this case, α(t) + α(p) ∈ −∆+ and s < t < p− 1.
δ1 δi δj δr δ¯r δ¯j δ¯i
α′ α(s) α(s+1) α(p−1)
α(p)α
′′
α′ α(p−1) α(s+1)
α′′
Fig. 15: The case for α(p) = δi − δj and α
(s) = δi − δj .
With a as in (4.4), we get
hc(b∗(µ,α))K¯
#phc(b∗(µ,α)#p) + a (αˇ
(s) − 〈α(s−1), αˇ(s)〉)hc
(
b∗(µ′,α′)eα(s+1) · · · eα(p−1)b
∗
(µ′′,α′′)
)
, (4.11)
where K¯#p as in Lemma 4.4 depending on the different cases for α(p−1) and α(p). We easily verify
that
(
(δi, µ
(p−1), µ(p−2), . . . , µ(s+2), δj); (α
(p−1), . . . , α(s+1))
)
is a path from δi to δj (see Figure 15 for an
illustration). We conclude exactly as in case (1). ⊓⊔
We now turn to weighted path with loops. Recall that for α ∈ ∆, the support of α is the set supp(α)
of β ∈ Π such that 〈α, ˇ̟ β〉 6= 0.
Lemma 4.7 Fix (µ, α) ∈ Pˆm(µ)i a weighted path with n loops in the positions j1, . . . , jn,, with 0 6 n 6
m, and assume that p = q. Let j′l,1, . . . , j
′
l,n′ be integers of {1, . . . , jl − 1}, for l = 1, . . . , n, such that
supp(α(j
′
l,t)) contains the simple root α(jl). Then,
wt(µ, α) = Kˆwt(µ˜, α˜),
where
Kˆ :=
n∏
jl=1
〈µ(jl), αˇ(jl)〉
(
〈ρ,̟♯
α(jl)
〉 −
∑
j′
l,t
∈{1,...,jl−1},
α(jl)∈supp(α
(j′
l,t
)
)
〈α(j
′
l,t), ̟♯
α(jl)
〉
)
and (µ˜, α˜) is the weighted path of length m − n obtained from (µ, α) by “removing all loops” from the
path. In particular, if n = 0, we have Kˆ = 1.
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Proof First of all, if n = 0, then the results are known by Lemma 4.4, Lemma 4.5 and Lemma 4.6, and
if n = m, then the result is known by Lemma 4.2. So there is no loss of generality by assuming that
0 < n < m.
Write
(µ, α) =
(
(µ(1), . . . , µ(j1), µ(j1+1) . . . , µ(jn+1)), (α(1), . . . , α(j1), α(j1+1), . . . , α(jn))
)
⋆ (µ′′, α′′),
where
(µ′′, α′′) =
(
(µ(jn+1), . . . , µ(m+1)), (α(jn+1), . . . , α(m))
)
),
and (µ′′, α′′) has length m − jn. We have ijl = 0 and α
(jl) ∈ Π . For each jl, l ∈ 1, . . . , n, denote by
j′l,1, . . . , j
′
l,n′ the integers of {1, . . . , jl − 1} such that simple root α
(jl) appears in the support of (α(j
′
l,t)),
thus [e
α
(j′
l,t
) , ̟
♯
α(jl)
] = −〈α(j
′
l,t), ̟♯
α(jl)
〉e
α
(j′
l,t
) 6= 0 and, hence, e
α
(j′
l,t
)̟
♯
α(jl)
6= ̟♯
α(jl)
e
α
(j′
l,t
) . In other words,
̟♯
α(jl)
commutes with eα(s) , where s 6= j
′
l,t for l ∈ {1, . . . , n}, t ∈ {1, . . . , n
′}. With
a := a
(b(µ,α),jn )
µ(jn+1),µ(jn)
a
(b(µ,α),jn−1)
µ(jn),µ(jn−1)
· · · a
(b(µ,α),j1 )
µ(j1+1),µ(j1)
· · · a
(b(µ,α),1)
µ(2),µ(1)
,
we get that
b∗(µ,α) =
n∏
jk=1
〈µ(jk), αˇ(jk)〉
(
̟♯
α(jk)
−
∑
j′
k,t
∈{1,...,jk−1},
α(jk)∈supp(α
(j′
k,t
)
)
〈α(j
′
k,t), ̟♯
α(jk)
〉
)
b∗(µ˜,α˜),
whence we get the statement. ⊓⊔
Lemma 4.8 Fix (µ, α) ∈ Pˆm(µ)i and assume that p < q.
1. Assume µ(p) ∈ {δ1, . . . , δr}.
(a) If 〈µ(p), αˇ(p)〉 = 1, then wt(µ, α) = 〈ρ,̟♯
α(p)
〉wt(µ, α)#p.
(b) If 〈µ(p), αˇ(p)〉 = −1, then wt(µ, α) = (−〈ρ,̟♯
α(p)
〉+ 1)wt(µ, α)#p.
2. Assume µ(p) ∈ {δ1, . . . , δr}.
(a) If 〈µ(p), αˇ(p)〉 = 1, then wt(µ, α) = (〈ρ, ˇ̟α(p)〉 − 1)wt(µ, α)
#p.
(b) If 〈µ(p), αˇ(p)〉 = −1, then wt(µ, α) = (2− 〈ρ,̟♯
α(p)
〉)wt(µ, α)#p.
Note that the hypothesis p < q implies that ip = 0 and so α
(p) ∈ Πµ(p) = {β ∈ Π | 〈µ
(p), βˇ〉 6= 0}.
Proof Write
(µ, α) = (µ′, α′) ⋆ ((µ(p−1), µ(p)), α(p−1)) ⋆ ((µ(p), µ(p+1)), α(p)) ⋆ (µ′′, α′′),
where (µ′, α′) and (µ′′, α′′) have length p − 2 and m − p, respectively. Since p < q, then ip = 0 and
α(p) ∈ Πµ(p) = {β ∈ Π | 〈µ
(p), βˇ〉 6= 0}.
(1) We have µ(p) = δj for some j = 1, . . . , r and α
(p) = βj or βj−1.
α′ α(p−1)
α(p)
α′′
µ(p−1)
δj
This case is similar as the slr+1 case (Lemma 3.4 (3)), so we omit the end of the arguments.
(2) We have µ(p) = δj for some j = 1, . . . , r and α
(p) = βj or βj−1. Let s be an integer in {1, . . . , p−2}
such that the support of α(s) contains the simple root α(p), then either is = 0 or is 6= 0. If is = 0, then
α′ α(s) α(p−1)
α(p) = βj
α′′
δj δj
α(s−1)
α′ α(s) α(p−1)
α(p) = βj−1
α′′
δj−1 δj
α(s−1)
Fig. 16: Path in case p < q and µ(p) = δj
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b∗(µ,α),s = ̟
♯
α(s)
∈ U(h), and so ̟♯
α(p)
commutes with b∗(µ,α),s. Otherwise, there is at most one root α
(s)
with is 6= 0 such that α
(p) ∈ supp(α(s)) (see Figure 16), and so ̟♯
α(p)
eα(s) 6= eα(s)̟
♯
α(p)
. Hence ̟♯
α(p)
commutes with b∗(µ′,α′) except with α
(s). Writing (µ′, α′) = (µ′
1
, α′1) ⋆ ((µ
(s), µ(s+1)), α(s)) ⋆ (µ′
2
, α′2), we
get that
b∗(µ,α) = 〈µ
(p), αˇ(p)〉
(
̟♯
α(p)
− 〈α(s), ̟♯
α(p)
〉 − 〈α(p−1), ̟♯
α(p)
〉
)
b∗(µ,α)# ,
since ̟♯
α(p)
commutes with all roots of α′1 and α
′
2 and
a
(c
α(p−1)
e
−α(p−1)
)
µ(p),µ(p−1)
a
(c
α(s)
e
−α(s)
)
µ(s+1),µ(s)
b∗(µ′
1
,α′1)
eα(s)b
∗
(µ′
2
,α′2)
eα(p−1)b
∗
(µ′′,α′′) = b
∗
(µ,α)# .
Hence,
wt(µ, α) = 〈µ(p), αˇ(p)〉
(
〈ρ,̟♯
α(p)
〉 − 〈α(s), ̟♯
α(p)
〉 − 〈α(p−1), ̟♯
α(p)
〉
)
wt(µ, α)#p.
(a) If 〈µ(p), αˇ(p)〉 = 1 then α(p) = βj−1, for some j = 2, . . . , r. Observe that if 〈α
(p−1), ̟♯
α(p)
〉 = 1 then
〈α(s), ̟♯
α(p)
〉 = 0, and vice versa, whence the expected equality.
(b) If 〈µ(p), αˇ(p)〉 = −1 then α(p) = βj , for some i = 1, . . . , r. Observe that 〈α
(p−1), ̟♯
α(p)
〉 = 1 or 2.
If 〈α(p−1), ̟♯
α(p)
〉 = 2, it means that α(p−1) = εk + εj , k = 1, . . . , j, whence 〈α
(s), ̟♯
α(p)
〉 = 0. Otherwise
〈α(p−1), ̟♯
α(p)
〉 = 1, and so α(p−1) = εk + εj , k > j, whence 〈α
(s), ̟♯
α(p)
〉 = 1, whence the expected
equality. ⊓⊔
Next theorem is the analog of Theorem 3.6.
Theorem 4.9 Let m ∈ Z>0, µ ∈ P (δ) and (µ, α) ∈ Pˆm(µ). Assume that for some i ∈ {1, . . . ,m},
µ(i) ≻ µ. Then wt(µ, α) = 0.
Proof First of all, we observe that for all i ∈ Zm≺0 there exists 1 6 p 6 m such that i1 = i2 = . . . = ip−1 =
0, ip < 0. So
b∗(µ,α) = aµ,αb
∗
(µ,α),1 . . . b
∗
(µ,α),p−1b
∗
(µ,α),p . . . b
∗
(µ,α),m ∈ n−U(g).
Hence hc(b∗µ,α) = 0 and so the theorem is clear for i ∈ Z
m
≺0. We prove the statement by induction on m.
Necessarily, m > 2.
∗ If m = 2, then the hypothesis implies that i ∈ Zm≺0 and so the statement is true.
∗ Assume m > 3 and that for all weighted paths (µ′, α′) ∈ Pˆm′(µ), with m
′ < m, such that for some
i′ ∈ {1, . . . ,m′}, µ′(i
′) > µ, we have wt(µ′, α′) = 0. If i ∈ Zm≺0 the statement is true. So we can assume
that i ∈ Zm<0, and by the assumption, necessarily, i ∈ Z
m
≻0. By Proposition 4.3, there are some scalars
K#p and K⋆a such that
wt(µ, α) = K#pwt(µ, α)#p or wt(µ, α) = K#pwt(µ, α)#p +
N∑
a=1
K⋆awt(µ, α)⋆a.
If wt(µ, α) = K#pwt(µ, α)#p, then the weighted path (µ, α)#p satisfies the hypothesis of the theorem
and it is not empty. Hence by our induction hypothesis and Proposition 4.3 we get the statement.
If
wt(µ, α) = K#pwt(µ, α)#p +
N∑
a=1
K⋆awt(µ, α)⋆a,
then are several cases to consider. Let us first consider the path (µ, α)⋆a as in Lemma 4.5 (1) as follows :
(µ, α)⋆a := (µ′, α′) ⋆
(
(δk, δj); (α
(s) + α(p))
)
⋆ (µ˜⋆a, α˜⋆a) ⋆ (µ′′, α′′),
where
(µ′, α′) =
(
(µ(1), . . . , µ(s−1), µ(s) = δk); (α
(1), . . . , α(s−1))
)
,
(µ′′, α′′) =
(
(δi = µ
(p+1), . . . , µ(m+1)); (α(p+1), . . . , α(m))
)
,
and (µ˜⋆a, α˜⋆a) is a path of length < p− s between δj and δi whose roots (α˜
⋆a)(l) have height 0 or strictly
positive height. We argue similarly for the other cases.
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Let t be the smallest integer such that µ(t) > µ. Since the root α(s) + α(p) and all roots in path
(µ′, α′), (µ˜⋆a, α˜⋆a) have height 0 or strictly positive, then t > p and α(t) is belongs to α′′. Observe that
the weighted paths (µ, α)#p and (µ′′, α′′) satisfy the hypothesis of the theorem and it is not empty. Note
that the path (µ′′, α′′) have length m− p for each case. Hence by our induction hypothesis we have
wt(µ, α)#p = 0 and wt(µ′′, α′′) = 0.
By Proposition 4.3 we get the statement. ⊓⊔
Our next target is to introduce and study an equivalence relation on the set of weighted paths.
Let α ∈ ∆+ and α = µ − ν. We say that α has type I (respectively, has type II, type III) if the
admissible triple (α, µ, ν) (see Appendix C) has type I (respectively, has type II, type III (a) or III (b)).
Recall that for λ, µ ∈ P (δ), [[λ, µ]] denote the set of ν ∈ P (δ) such that λ 6 ν 6 µ.
This definition is a generalization of Definition 3.7. Since we cannot here argue only on the heights of
roots for the sp2r case, as for the slr+1 case, we introduce an equivalence relation directly on such paths
as follows.
Definition 4.10 (equivalence relation on the paths for sp2r) We define an equivalence relation ∼
on Pˆm by induction on m as follows.
1. If m = 1, there is only one equivalence class represented by the trivial path of length 0.
2. If m = 2, then two paths (µ, α), (µ′, α′) in Pˆm are equivalent if the following condition holds:
(a) there is (ε1, ε2) ∈ {0, 1}
2 such that ht(µ) ∈ ε1Z<0 × ε2Z
m
<0 and ht(µ
′) ∈ ε1Z
m
<0 × ε2Z
m
<0
(b) the roots α(1) ∈ α and α′(1) ∈ α′ have same types.
3. If m > 2, then two paths (µ, α), (µ′, α′) in Pˆm are equivalent if the following conditions hold, in the
notations of Proposition 4.3:
(a) for all i ∈ {1, . . . ,m}, there is (ε1, . . . , εm) ∈ {−1, 0, 1}
m such that ht(µ)i ∈
∏m
i=1 εiZ
m
<0 and
ht(µ′)i ∈
∏m
i=1 εiZ
m
<0;
(b) we have p(i) = p(i′) =: p, with i = ht(µ), i′ = ht(µ′), and the weighted paths (µ, α)#p and
(µ′, α′)#p are equivalent,
(c) if there is an s ∈ {1, . . . , p− 2} such that α(s) + α(q) ∈ ∆+ ∪ {0}, with q := q(i) = q(i
′), then s is
the unique integer of {1, . . . , p− 2} such that α′(s)+α′(q) ∈ ∆+ ∪{0}. Moreover, all paths (µ, α)
⋆a
and (µ′, α′)⋆a are equivalent,
(d) we have K#p(µ,α) = K
#p
(µ′,α′), and if an s as in (c) exists, then for all the N possible paths (µ, α)
⋆a ,
K⋆a(µ,α) = K
⋆a
(µ′,α′).
Remark 4.11 If (µ, α) ∈ Pˆm is a weighted path starting at δk, for some k ∈ {1, . . . , r}, and contained in
[[δr, δk]] or starting at δk and contained in [[δ1, δk]], then Definition 3.7 and Definition 4.10 are equivalent.
By the above remark, the paths as above can be dealt as in slr+1. Thus, one can use the results for the
weights of the paths as for slr+1. We denote by [(µ, α)] the class of a weighted paths of length m, by Em
the set of equivalence classes [(µ, α)] and by E¯m the set of elements of Em whose representative are not
contained in [[δr, δ1]]. We observe that an equivalent class in Em can simply be described by the sequence
µ. Hence, we will often write [µ(1), . . . , µ(m)] or simply by µ for the class [(µ, α)].
Example 4.12 For m = 2, there are four equivalence classes represented by: [δk, δk] for some k, [δk, δk]
for some k, [δk, δj ] for k < j, and [δk, δj ] for k 6= j. There are two elements of E¯m.
For m = 3, there are 16 elements of E¯m, with 6 elements with loops as follows: for k 6= j
[δk, δk, δk]; [δk, δk, δj ]; [δk, δk, δk]; [δk, δj , δk]; [δk, δk, δk]; [δk, δj , δj ],
and 10 elements without loops as follows:
[δk, δk, δj ], k < j; [δk, δk, δj], k < j; [δk, δj , δk], j < k; [δk, δj , δl], j 6= k 6= l, j < l;
[δk, δj , δl], j 6= k 6= l, k < l; [δk, δj , δl], j 6= k 6= l, l < j; [δk, δj , δl], j 6= k 6= l, k < j;
[δk, δj , δk], k < j; [δk, δj , δk], k < j; [δk, δ5, δj ], k < j.
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Let µ := [(µ, α)] ∈ Em. The number n of zero values of i := ht(µ) does not depend on (µ
′, α′) in
µ. We adopt the terminology of paths with zeroes and without zero as in slr+1 case. By definition, the
position p(i) of the first returning back does not depend on (µ, α) ∈ µ. Similarly, the integers q(i) and
s ∈ {1, . . . , p − 2} (if such an s exists) such that α(s) + α(q) ∈ ∆+ ∪ {0} do not depend on (µ, α) ∈ µ.
Furthermore, the class of (µ, α)#p and the class of (µ, α)⋆a only depend on µ. We denote by µ# and µ⋆a
these equivalence classes, respectively. Moreover, we denote by K#
µ
the scalar K#p(µ,α) and, if an s as in
(3) (c) exists, we denote by K⋆a
µ
the scalar K⋆a(µ,α). We denote by ℓ(µ
′) := m′ the length of µ′ for some
equivalence class µ ∈ Em′ , m
′ ∈ Z>0. We have ℓ(µ) = m, ℓ(µ
#) = m− 1 if ip+ ip−1 6= 0, ℓ(µ
#) = m− 2
if ip + ip−1 = 0, and ℓ(µ
⋆a) < m for all a ∈ {1, . . . , N}. At last, note that if µ has no zero then µ# and
µ⋆a has no zero, too.
Lemma 4.13 Let µ ∈ Em without zero, and set p := p(µ).
1. There is a polynomial Aµ ∈ C[X1, . . . , Xm−1] of total degree 6 ⌊
m
2 ⌋ such that for all weighted paths
(µ, α) such that [(µ, α)] = µ,
wt(µ, α) = Aµ(i1, . . . , im−1).
Here, the integer ij denote the heights of α
(j). Moreover, Aµ is a sum of monomials of the form
Xj1 · · ·Xjl , with 1 6 j1 < · · · < jl < m.
2. The polynomial Aµ is defined by induction as follows.
(a) Assume m = 2. Then
A[δk,δk](X1) = 2(X1 + 1), A[δk,δj ],k<j(X1) = X1, A[δk,δj ](X1) = X1 + 1.
(b) Assume m > 3. Set Pα(X) a polynomial of degree 1 by :
Pα(X) :=

X+1
2 if α has type I,
X + 1 if α has type II,
X if α has type III,
(4.12)
Let m⋆a := ℓ(µ⋆a) and α⋆a be a sequence of roots as in Lemma 4.5 and Lemma 4.6. We will denote
by X⋆a the sequence of variables associated with (α⋆a)(j) ∈ α⋆a, j = 1, . . . ,m⋆a − 1, where (α⋆a)(j) is
replaced by Xj. Let N denote the number of possible paths µ
⋆a.
(i) Assume that α(p) + α(p−1) 6= 0.
∗ If for all s ∈ {1, . . . , p− 2}, either α(s) + α(p) ∈ −∆+ or α
(s) + α(p) /∈ ∆ ∪ {0}, then
Aµ(X1, . . . , Xm−1) = K
#
µ
Aµ(X1, . . . , Xp−2, Xp−1 +Xp, . . . , Xm−1).
∗ If for some s ∈ {1, . . . , p− 2}, α(s) + α(p) ∈ ∆+, then
Aµ(X1, . . . , Xm−1) = K
#
µ
Aµ#(X1, . . . , Xp−2, Xp−1 +Xp, . . . , Xm−1)
+
N∑
a=1
K⋆a
µ
Aµ⋆a(X
⋆a).
∗ If for some s ∈ {1, . . . , p− 2}, α(s) = −α(p) ∈ ∆+, then
Aµ(X1, . . . , Xm−1) = K
#
µ
Aµ#(X1, . . . , Xp−2, Xp−1 +Xp, . . . , Xm−1)
+ (Pα(s)(Xs)− cs)
N∑
a=1
K⋆a
µ
Aµ⋆a(X
⋆a).
(ii) Assume α(p) + α(p−1) = 0.
∗ If for all s ∈ {1, . . . , p− 2}, either α(s) + α(p) ∈ −∆+ or α
(s) + α(p) /∈ ∆ ∪ {0}, then
Aµ(X1, . . . , Xm−1) = (cα(p−1))
2(Pα(p−1)(Xp−1)− cp−1)Aµ#(X1, . . . , Xp−2, Xp+1, . . . , Xm−1).
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∗ If for some s ∈ {1, . . . , p− 2}, α(s) + α(p) ∈ ∆+, then
Aµ(X1, . . . , Xm−1) = (Pα(p−1)(Xp−1)− cp−1)Aµ#(X1, . . . , Xp−2, Xp+1, . . . , Xm−1)
+
N∑
a=1
K⋆a
µ
Aµ⋆a(X
⋆a).
∗ If for some s ∈ {1, . . . , p− 2}, α(s) = −α(p) ∈ ∆+, then
Aµ(X1, . . . , Xm−1) = (Pα(p−1)(Xp−1)− cp−1)Aµ#(X1, . . . , Xp−2, Xp+1, . . . , Xm−1)
+ (Pα(s)(Xs)− cs)
N∑
a=1
K⋆a
µ
Aµ⋆a(X
⋆a),
where K#
µ
, K⋆a
µ
are some constants, cα(p−1) is a constant, cp−1 is an integer as in Lemma 4.4 and
cs := 〈α
(s−1), αˇ(s)〉.
Proof Let α ∈ ∆. First, notice that if α = 2εi has type I, then ht(α) = 2(r + 1 − i) − 1 and ht(αˇ) =
ht((2εi)
∨) = ht(εi) = r + 1 − i =
ht(α)+1
2 ; if α = εi + εj has type II, then ht(α) = 2r − i − j + 1 and
ht(αˇ) = 2r− i− j+2 = ht(α)+1; if α = εi−εj has type III, then ht(α) = j− i and ht(αˇ) = j− i = ht(α).
We prove the statements by induction on m.
(a) Assumem = 2. By Example 4.12, there are three equivalence classes without zero. For µ = [δk, δk],
hc(b∗µ,α) = a
(2e2εk )
εk,−εk
a
2(e−2εk )
−εk,εk
e2εke−2εk = 4e−2εke2εk + 4((2εk)
∨) = 4((2εk)
∨).
Hence wt(µ, α) = 4ht((2εk)
∨) = 4( i1+12 ) = 2(i1+1), and so A[δk,δk](X1) = 2(X1+1). For µ = [δk, δj ], k <
j, since µ is entirely contained in [[δr, δk]], then by slr+1 case we have A[δk,δj ],k<j(X1) = X1. For µ =
[δk, δj ],
hc(b∗µ,α) = a
(eεk+εj )
εk,−εj
a
(e−εk−εj )
−εj ,εk
eεk+εj e−εk−εj = ((εk + εj)
∨).
Hence wt(µ, α) = ht((εk + εj)
∨) = ht(εk + εj) + 1 = i1 + 1, and so A[δk,δj ](X1) = X1 + 1. Thus for all
µ ∈ E2 without zero, Aµ is polynomial of degree 1 in C[X1].
(b) Let m > 3 and assume the proposition true for any m′ ∈ {2, . . . ,m − 1} and any µ′ ∈ Em′ . Let
µ ∈ Em and (µ, α) ∈ µ. For α
(j) ∈ α, let Pα(j) be a polynomial as in (4.12). Observe that Pα(j) is a
polynomial of degree 1.
Let ıˆ⋆a denote the sequence of heights ((α⋆a)(1), . . . , (α⋆a)(m
⋆a−1)).
(i)
∗ If for all s ∈ {1, . . . , p− 2}, either α(s) + α(p) ∈ −∆+ or α
(s) + α(p) /∈ ∆ ∪ {0}, then by Proposition
4.3 there is a constant K#p(µ,α) such that
wt(µ, α) = K#pwt(µ, α)#p.
We have (µ, α)#p ∈ µ# and by our induction hypothesis, there exists a polynomial Aµ# ∈ C[Y1, . . . , Ym−2]
of total degree 6 ⌊m−12 ⌋ such that
wt(µ, α) = K#p(µ,α)wt(µ, α)
#p = K#p(µ,α)Aµ#(i1, . . . , ip−1 + ip, . . . , im−1).
Hence the polynomial
Aµ(X1, . . . , Xm−1) := K
#
µ
Aµ#(X1, . . . , Xp−2, Xp−1 +Xp, . . . , Xm−1)
satisfies the conditions of the lemma.
∗ If for some s ∈ {1, . . . , p−2}, α(s)+α(p) ∈ ∆+, then by Proposition 4.3 there are some constants K
#p
(µ,α)
and K⋆a(µ,α) such that
wt(µ, α) = K#p(µ,α)wt(µ, α)
#p +
N∑
a=1
K⋆a(µ,α)wt(µ, α)
⋆a.
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We have (µ, α)#p ∈ µ# and (µ, α)⋆a ∈ µ⋆a. By our induction hypothesis, there are polynomials Aµ# ∈
C[Y1, . . . , Ym−2], and Aµ⋆a ∈ C[Y1, . . . , Ym−2] of total degree 6 ⌊
m−1
2 ⌋ such that
wt(µ, α) = K#p(µ,α)Aµ#(i1, . . . , ip−1 + ip, . . . , im−1) +
N∑
a=1
K⋆a(µ,α)Aµ⋆a (ˆı
⋆a),
where K#p(µ,α) and K
⋆a
(µ,α) are some constants. Set
Aµ(X1, . . . , Xm−1) := K
#
µ
Aµ#(X1, . . . , Xp−2, Xp−1 +Xp, . . . , Xm−1) +
N∑
a=1
K⋆a
µ
Aµ⋆a(X
⋆a).
By our computation above, the polynomial Aµ satisfies the condition of the lemma.
∗ If for some s ∈ {1, . . . , p− 2}, α(s) = −α(p) then
wt(µ, α) = K#p(µ,α)wt(µ, α)
#p + (ht(αˇ(s))− cs)
N∑
a=1
K⋆a(µ,α)wt(µ, α)
⋆a.
We have (µ, α)#p ∈ µ# and (µ, α)⋆a ∈ µ⋆a. By our induction hypothesis, there are polynomials Aµ# ∈
C[Y1, . . . , Ym−2] of total degree 6 ⌊
m−1
2 ⌋ and Aµ⋆a ∈ C[Y1, . . . , Ym−3] of total degree 6 ⌊
m−2
2 ⌋ such that
wt(µ, α) = K#p(µ,α)Aµ#(i1, . . . , ip−1 + ip, . . . , im−1) + (Pα(s)(is)− cs)
N∑
a=1
K⋆a(µ,α)Aµ⋆a (ˆı
⋆a),
where K#p(µ,α), K
⋆a
(µ,α), and cs are some constants, whereas Pα(s) is a polynomial of degree 1.
Set
Aµ(X1, . . . , Xm−1) := K
#
µ
Aµ#(X1, . . . , Xp−2, Xp−1 +Xp, . . . , Xm−1) + (Pα(s)(Xs)− cs)
N∑
a=1
K⋆a
µ
Aµ⋆a(X
⋆a).
Thus Aµ has total degree 6 1 + ⌊
m−2
2 ⌋ = ⌊
m
2 ⌋. Hence this polynomial satisfies the conditions of the
lemma.
(ii)
∗ If for all s ∈ {1, . . . , p−2}, either α(s)+α(p) ∈ −∆+ or α
(s)+α(p) /∈ ∆∪{0}, then by Proposition 4.3
we have
wt(µ, α) = (cα(p−1))
2 (ht(αˇ(p−1))− cp−1)wt(µ, α)
#p.
We have (µ, α)#p ∈ µ# and by our induction hypothesis, there is a polynomial Aµ# ∈ C[Y1, . . . , Ym−3]
of total degree 6 ⌊m−22 ⌋ such that
wt(µ, α) = (cα(p−1))
2 (Pα(p−1)(ip−1)− cp−1)Aµ#(i1, . . . , ip−2, ip+1, . . . , im−1),
where cp−1 is a constant and Pα(p−1) is a polynomial of degree 1. Set
Aµ(X1, . . . , Xm−1) := (Pα(p−1)(Xp−1)− cp−1)Aµ#(X1, . . . , Xp−2, Xp+1, . . . , Xm−1).
Thus Aµ has total degree 6 1 + ⌊
m−2
2 ⌋ = ⌊
m
2 ⌋. Hence the polynomial Aµ satisfies the condition of the
lemma.
∗ If for some s ∈ {1, . . . , p− 2}, α(s) + α(p) ∈ ∆+, then by Proposition 4.3 there are some constants
K#p(µ,α) and K
⋆a
(µ,α) such that
wt(µ, α) = (ht(αˇ(p−1))− cp−1)wt(µ, α)
#p +
N∑
a=1
K⋆a(µ,α)wt(µ, α)
⋆a.
We have (µ, α)#p ∈ µ# and (µ, α)⋆a ∈ µ⋆a. By our induction hypothesis, there are polynomials Aµ# ∈
C[Y1, . . . , Ym−3] of total degree 6 ⌊
m−2
2 ⌋ and Aµ⋆a ∈ C[Y1, . . . , Ym−2] of total degree 6 ⌊
m−1
2 ⌋ such that
wt(µ, α) = (Pα(p−1)(ip−1)− cp−1)Aµ#(i1, . . . , ip−2, ip+1, . . . , im−1) +
N∑
a=1
K⋆a(µ,α)Aµ⋆a (ˆı
⋆a),
Kostant principal filtration and paths in weight lattices 41
where K⋆a(µ,α), cp−1 are some constants and Pα(p−1) is a polynomial of degree 1. Set
Aµ(X1, . . . , Xm−1) = (Pα(p−1)(Xp−1)− cp−1)Aµ#(X1, . . . , Xp−2, Xp+1, . . . , Xm−1) +
N∑
a=1
K⋆a
µ
Aµ⋆a(X
⋆a).
By our computation above, Aµ has total degree 6 1 + ⌊
m−2
2 ⌋ = ⌊
m
2 ⌋, hence it satisfies the conditions of
the lemma.
∗ If for some s ∈ {1, . . . , p− 2}, α(s) = −α(p) then
wt(µ, α) = (ht(αˇ(p−1))− cp−1)wt(µ, α)
#p + (ht(αˇ(s))− cs)
N∑
a=1
K⋆a(µ,α)wt(µ, α)
⋆a.
By our induction hypothesis, there are polynomials Aµ# ∈ C[Y1, . . . , Ym−3] and Aµ⋆a ∈ C[Y1, . . . , Ym−3]
of total degree 6 ⌊m−22 ⌋ such that
wt(µ, α) = (Pα(p−1)(ip−1)− cp−1)Aµ#(i1, . . . , ip−1 + ip, . . . , im−1) + (Pα(s)(is)− cs)
N∑
a=1
K⋆a(µ,α)Aµ⋆a (ˆı
⋆a),
where cp−1 and cs are some constants, whereas Pα(p−1) and Pα(s) are polynomials of degree 1. Hence the
polynomial
Aµ(X1, . . . , Xm−1) := (Pα(p−1)(Xp−1)− cp−1)Aµ#(X1, . . . , Xp−2, Xp+1, . . . , Xm−1)
+ (Pα(s)(Xs)− cs)
N∑
a=1
K⋆a
µ
Aµ⋆a(X
⋆a)
satisfies the conditions of the lemma. ⊓⊔
Example 4.14 Let µ ∈ Em without zero.
1. Assume m = 4, and µ = [δk, δj , δl, δj], with k < l < j.
δk α(1) δj α(2) δl
α(3)δjα(4)
Thus p = 3 and there is an integer s = 1 such that α(p) + α(s) ∈ ∆+. By Lemma 4.13 (2) (c) (i) we
get
Aµ(X1, X2, X3) = K
#
µ
Aµ#(X1, X2 +X3) +K
⋆a
µ
Aµ⋆a(X1 +X3, X2) = X1 + 2X2 +X3.
2. Assume m = 6 and µ = [δk, δi, δl, δj , δi, δj], with k < i < j < l.
Thus p = 5 and there is an integer s = 2 such that αs + αp ∈ ∆+. The root α
(p−1) has type III. So
Pα(p−1)(Xp−1) = X4 and cp−1 = 〈α
(3), αˇ(4)〉+ 〈α(2), αˇ(4)〉+ 〈α(1), αˇ(4)〉 = −1.
By Lemma 4.13, we have
Aµ(X1, . . . , X5) = (cα(p−1))
2(Pα(p−1)(Xp−1)− cp−1)Aµ#(X1, X2, X3) +
5∑
a=1
K⋆a
µ
Aµ⋆a(X
⋆a)
= X1X4 + 3X1.
Remark 4.15 Let m ∈ Z>0 and µ ∈ Em without zero. There are some classes µ1, . . . ,µN without zero of
length ℓh := ℓ(µh) < m such that
wt(µ, α) =
N∑
h=1
Kµ
h
Aµ
h
(i′1, . . . , i
′
ℓh−1).
where ht(µ
h
) = (i′1, . . . , i
′
ℓh
).
The following useful result will be needed to prove Lemma 4.18.
42 Nilamsari Kusumastuti, Anne Moreau
Lemma 4.16 Let S ∈ Z>1, ℓ1, . . . , ℓS be a family of stricty positive integers. For each 1 6 j 6 ℓi, let
di,j ∈ Z≥0. Set ℓ = (ℓ1, . . . , ℓS) and d = (dij). Then there is a polynomial QS,ℓ,d ∈ C[X1, . . . , XS ] of
degree 6
∑
i,j dij +
∑S
i=1(ℓi − 1) such that∑
aij∈Z>0
16i6S, 16j6ℓi,∑ℓi
j=1
aij=ni
∏
i,j
(aij)
dij = QS,ℓ,d(n1, . . . , nS).
Proof First of all we consider the case where S = 1. We prove the lemma by induction on ℓ. For ℓ = 1,
the result is clear. We assume that the lemma is true for some ℓ > 1 and we prove the statement for ℓ+1.
By the induction hypothesis there exists a polynomial Q1,ℓ,d ∈ C[X ] of degree 6 d1 + · · · + dℓ + ℓ − 1
such that
Q1,ℓ,d(n) =
∑
ai∈Z>0∑ℓ
i=1 ai=n
(a1)
d1 . . . (aℓ)
dℓ .
Write Q1,ℓ,d(X) =
∑d1+···+dℓ+ℓ−1
j=0 Cj(X)
j . Thus,
∑
ai∈Z>0∑ℓ+1
i=1
ai=n
(a1)
d1 . . . (aℓ)
dℓ(aℓ+1)
dℓ+1 =
n−ℓ∑
k=1
∑
ai∈Z>0∑l
i=1 ai=n−ı
(k)dℓ+1(a1)
d1 . . . (aℓ)
dℓ
=
n−ℓ∑
k=1
(k)dℓ+1
d1+···+dℓ+ℓ−1∑
j=0
Cj(n− k)
j =
d1+···+dℓ+ℓ−1∑
j=0
Cj
j∑
t=0
(
j
t
)
(n)j−t(−1)tSdℓ+1+t(n− ℓ).
Sdℓ+1+t is a polynomial of degree dℓ+1 + t + 1 with leading term (dℓ+1 + t + 1)
−1 ndℓ+1+t+1. Set d′ =
(d1, . . . , dℓ+1), thus there exists a polynomial Q1,ℓ+1,d′ ∈ C[X ] of degree 6 d1+ . . .+dℓ+ℓ−1+dℓ+1+1 =
d1 + . . .+ dℓ + dℓ+1 + (ℓ+ 1)− 1 such that
Q1,ℓ+1,d′(n) =
∑
ai∈Z>0∑ℓ+1
i=1
ai=n
(a1)
d1 . . . (aℓ)
dℓ(aℓ+1)
dℓ+1 .
And so the lemma is true for ℓ+ 1. By induction, it is true for all ℓ > 2
Now we consider the case when S > 2. We get∑
aij∈Z>0
16i6S, 16j6ℓi,∑ℓi
j=1
aij=ni
∏
i,j
(aij)
dij =
∑
a1j∈Z>0
16j6ℓ1 ,∑ℓ1
j=1
a1j=n1
(a11)
d11 · · · (a1ℓ1)
d1ℓ1 · · ·
∑
aSj∈Z>0
16j6ℓS ,∑ℓS
j=1
aSj=nS
(aS1)
dS1 · · · (aSℓS)
dSℓS
= Q1,ℓ1,d1(n1)Q1,ℓ2,d2(n2) · · · Q1,ℓS,dS (nS) = QS,ℓ,d(n1, n2, . . . , nS),
where ℓ = (ℓ1, . . . , ℓS) and d = (dij). Hence, QS,ℓ,d is a polynomial of degree 6
∑
i,j dij+
∑S
i=1(ℓi−1). ⊓⊔
Remark 4.17 The polynomial QS,ℓ,d has degree
∑
i,j dij +
∑S
i=1(ℓi − 1), for 1 6 i 6 S, 1 6 j 6 ℓi, with
leading term ∏
ij dij !∏S
i=1
(∑ℓi
j=1 dij + ℓi − 1
)
!
X
∑
i,j dij+
∑S
i=1(ℓi−1).
The following lemma is the analog to Lemma 3.12.
Lemma 4.18 Let d ∈ Z>0, and µ ∈ Em without zero. Let d = (d1, . . . , dm−1) with d1 + · · ·+ dm−1 = d.
Then for some polynomial Td,µ ∈ C[X ] of degree 6 d +m − degAµ, we have T˜d,µ(k) = Td,µ(k) for all
k ∈ {1, . . . , r}, where
T˜d,µ(k) :=
∑
(µ,α)∈Pˆm(δk),
µ∈[[δ1,δk]], (µ,α)∈µ
id11 . . . i
dm−1
m−1 ,
if the integer ij denote the height of α
(j) for j = 1, . . . ,m − 1. In particular, if for some k ∈ {1, . . . , r},
the set {(µ, α) ∈ Pˆm(δk) | µ ∈ [[δ1, δk]], (µ, α) ∈ µ} is empty, we have Td,µ(k) = 0.
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The lemma implies that for all k ∈ {1, . . . , r},∑
(µ,α)∈Pˆm(δk),
µ∈[[δ1,δk ]],(µ,α)∈µ
id11 . . . i
dm−1
m−1 Aµ(i1, . . . , im−1)
is a polynomial of degree d+m.
Proof We prove the lemma by induction on m. More precisely, we prove by induction on m the following:
For all µ ∈ Em without zero and all d = (d1, . . . , dm−1) with d1+ · · ·+ dp−1 = d, d ∈ Z>0, Then there
exists a polynomial Td,µ ∈ C[X ] of degree 6 d +m − degAµ such that for all k ∈ {1, . . . , r}, Td,µ(k) =
T˜d,µ(k). In particular, if for some k ∈ {1, . . . , r}, the set {(µ, α) ∈ Pˆm(δk) | µ ∈ [[δ1, δk]], (µ, α) ∈ µ} is
empty, we have Td,µ(k) = 0.
The case m = 1 is empty. Assume m = 2, and let µ ∈ E2 without zero. The equivalence classes in E2
without zero are [δk, δk], [δk, δj ], [δk, δj ] with j 6= k. Let d = d1 ∈ Z>0.
• We first compute the case µ = [δk, δk].
Let k ∈ {1, . . . , r}. Then the set {(µ, α) ∈ Pˆm(δk) | µ ∈ [[δ1, δk]], (µ, α) ∈ µ} is nonempty. Observe that
there is only one path in this class. Thus, we get∑
(µ,α)∈Pˆm(δk),
µ∈[[δ1,δk]], (µ,α)∈µ
id11 = i
d1
1 = (2(r − k) + 1)
d1 .
Hence, the polynomial Td,µ(k) := (2r + 1 − 2X)
d1 has degree d1 = d 6 d + 2 − degAµ = d + 1, since
Aµ(X1) = 2(X1) + 1 has degree 1 by Lemma 4.13.
• Assume µ = [δk, δj ], j 6= k. For k ∈ {1, . . . , r}, the set {(µ, α) ∈ Pˆm(δk) | µ ∈ [[δ1, δk]], (µ, α) ∈ µ}
is nonempty. Observe that the height of α(1) run through {r − k + 1, . . . 2r − k}. Thus, we get∑
(µ,α)∈Pˆm(δk),
µ∈[[δ1,δk ]],
(µ,α)∈µ
id11 = Sd1(2r − k)− Sd1(r − k + 1)− (2(r − k) + 1)
d1 .
By Lemma 3.11 (1), the polynomial Td,µ(k) := Sd1(2r− k)−Sd1(r− k+1)− (2(r− k) + 1)
d1 has degree
d1 = d 6 d+ 2− degAµ = d+ 1, since Aµ(X1) = X1 + 1 has degree 1 by Lemma 4.13.
• Assume µ = [δk, δj ], k < j. Let k ∈ {1, . . . , r − 1}. Then the set {(µ, α) ∈ Pˆm(δk) | µ ∈
[[δ1, δk]], (µ, α) ∈ µ} is nonempty. It is empty for k = r. We get
∑
(µ,α)∈Pˆm(δk),
µ∈[[δ1,δk]], (µ,α)∈µ
id11 =
r+1−k∑
i1=1
id11 = Sd1(r + 1− k).
By Lemma 3.11 (1), the polynomial
Td,µ(X) := Sd1(r + 1−X),
has degree d1 + 1 = d + 2 − degAµ since Aµ(X1) = X1 has degree 1 by Lemma 4.13. For k = r, the
equality still holds since Td,µ(r) = Sd(0) = 0. This proves the claim for m = 2.
Assume m > 3 and the formula holds for any m′ ∈ {1, . . . ,m − 1}. Let µ ∈ Em without zero, set
p := p(µ), and let d = (d1, . . . , dm−1) with d1 + · · ·+ dm−1 = d. Let k ∈ {1, . . . , r} be such that the set
{(µ, α) ∈ Pˆm(δk) | µ ∈ [[δ1, δk]], (µ, α) ∈ µ} is nonempty. Then the sets {(µ
′, α′) ∈ Pˆm−1(δk) | µ
′ ∈
[[δ1, δk]], (µ
′, α)′ ∈ µ#} and {(µ′, α′) ∈ Pˆm−1(δk) | µ
′ ∈ [[δ1, δk]], (µ
′, α)′ ∈ µ⋆a} are nonempty, too.
Let µ ∈ [[δ1, δk]] such that (µ, α) ∈ µ and let i := ht(µ).
We first assume that µ(p) ∈ [[δr, δk]]. By Lemma C.2 the admissible triple of −α
(p) has type III (a)
and so this case can be dealt similarly as in slr+1 (cf. Lemma 3.12).
Assume µ(p) ∈ [[δ1, δr]] and let s ∈ {1, . . . , p − 2} be a positive integer. If p = 2 or if for all s, either
α(s) + α(p) ∈ −∆+ or α
(s) + α(p) /∈ ∆ ∪ {0}, then by Lemma 4.13, the degree of polynomial Aµ only
depends on the degree of polynomial Aµ# . Let i
# := ht(µ#). Then one can argue as for the slr+1 case
(cf. Lemma 3.12).
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Hence it remains to verify the case when there is a positive integer s ∈ {1, . . . , p− 2} such that either
α(s) + α(p) ∈ ∆+ or α
(s) = −α(p).
∗ Case α(s) + α(p) ∈ ∆+. Lemma 4.13 shows that
Aµ(X1, . . . , Xm−1) = K¯
#
µ
Aµ#(X1, . . . , Xp−2, Xp−1 +Xp, Xp+1, . . . , Xm−1) +
N∑
a=1
K⋆a
µ
Aµ⋆a(X
⋆a),
(4.13)
where K¯#
µ
=
{
K#
µ
if α(p−1) + α(p) 6= 0,
(Pα(p−1)(Xp−1)− cp−1) if α
(p−1) + α(p) = 0.
If degAµ 6 degAµ# (respectively, degAµ 6 degAµ# + 1) for α
(p−1) + α(p) 6= 0 (respectively, α(p−1) +
α(p) = 0) then using the same strategy as in Lemma 3.12 we get the statement. Therefore we can
assume that degAµ > degAµ# (respectively, degAµ > degAµ# + 1) if α
(p−1) + α(p) 6= 0 (respectively,
α(p−1) + α(p) = 0). This assumption means that for some a ∈ {1, . . . , N}, degAµ⋆a > degAµ.
By Lemma C.2, the possibilities for −α(p) and α(s) which satisfy the assumption α(s) + α(p) ∈ ∆+
are the following:
(1) α(p) = δj − δi and α
(s) = δl − δi, with l < j < i,
(2) α(p) = δj − δi and α
(s) = δj − δl, with j < l < i,
(3) α(p) = δi − δj and α
(s) = δi − δl, with i < j and i < l,
(4) α(p) = δi − δj and α
(s) = δi − δl, with i < j < l,
(5) α(p) = δi − δj and α
(s) = δl − δj , with l < i < j.
Note that in all those cases, for all a ∈ {1, . . . , N}, m− p+ s 6 ht(µ⋆a) 6 m− 1. Possibly changing the
numbering of the equivalence class µ⋆a, one can assume throughout this proof that µ⋆1 = [(µ⋆1, α⋆1)] is
the equivalence class of the star paths with the longest length and set i := ht(µ) and i′ := ht(µ⋆1).
(1) Recall from Lemma 4.5 that for all (µ, α)⋆a ∈ µ⋆a, a ∈ {1, . . . , N},
(µ, α)⋆a = (µ′, α′) ⋆
(
(δl, δj), (α
(s) + α(p))
)
⋆ (µ˜⋆a, α˜⋆a) ⋆ (µ′′, α′′),
where (µ˜⋆a, α˜⋆a) is a path of length 6 p − s − 1 between δj and δi whose roots α˜
⋆a are sums among
(α(p−1), . . . , α(s+1)), α′ = (α(1), . . . , α(s−1)) and α′′ = (α(p+1), . . . , α(m)). We have ht(µ⋆1) = (i1, . . . , is−1, is+
ip, ip−1, . . . , is+1, ip+1, . . . , im).
Set i′ = (i′1, . . . , i
′
m−1), so i
′
s = is + ip. Note that α
(p) = δj − δi and α
(s) = δl − δi, with l < j < i.
Thus, l = k + i′1 + · · ·+ i
′
s−1, j = l+ i
′
s and i = k + i
′
1 + · · ·+ i
′
p−1. Hence, for all (µ, α) ∈ µ the heights
in i can be expressed in term of i′ as follows
i1 = i
′
1, . . . , is−1 = i
′
s−1, is+1 = i
′
p−1, . . . , ip−1 = i
′
s+1, ip+1 = i
′
p, . . . , im−1 = i
′
m−2,
is = 2r − 2k − (i+ l) + 1 = 2r + 1− 2k − 2(i
′
1 + · · ·+ i
′
s−1)− (i
′
s + · · ·+ i
′
p−1),
ip = i
′
s − is = 2k − 2r − 1 + 2(i
′
1 + · · ·+ i
′
s) + (i
′
s+1 + · · ·+ i
′
p−1).
We get,
T˜d,µ(k) =
∑
q∈Np
|q|=ds
∑
q′∈Np
|q′|=dp
(ds)!
q1! . . . qp!
(dp)!
q′1! . . . q
′
p!
(−1)ds(2)q1+···+qs−1+q
′
1+···+q
′
s (2k − 2r − 1)qp+q
′
p
×
∑
(µ,α)⋆1∈Pˆm−1(δk),
µ⋆1∈[[δ1,δk]],
(µ,α)⋆1∈µ⋆1
(i′1)
d1+q1+q
′
1 · · · (i′s−1)
ds−1+qs−1+q
′
s−1 (i′s)
qs+q
′
s (4.14)
× (i′s+1)
dp−1+qs+1+q
′
s+1 · · · (i′p−1)
ds+1+qp−1+q
′
p−1(i′p)
dp+1 · · · (i′m−2)
dm−1 .
Assume that for some a′ ∈ {1, . . . , N} the equivalence class µ⋆a
′
= [(µ⋆a
′
, α⋆a
′
)] satisfies degA
µ⋆a
′ >
degAµ. According to the proof of Lemma 4.5, there exists a partition (t1, . . . , tn′), ti > 0, of p − s − 1
such that
i⋆s+1 = i
′
s+1 + · · ·+ i
′
s+t1 , i
⋆
s+2 = i
′
s+t1+1 + · · ·+ i
′
(s+t1+t2)
, . . . , i⋆s+n′ = i
′
s+t1+···+tn′−1+1)
+ · · ·+ i′(p−1).
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Hence ht(µ⋆a
′
) = (i′1, . . . , i
′
s−1, i
′
s, i
⋆
s+1, . . . , i
⋆
s+n′ , i
′
p, . . . , i
′
m−1) with the length of µ
⋆a′ , denoted by m⋆, is
equal to m− p+ s+ n′. Here i⋆s+j denote the height of the root (α˜
⋆a′)(s+j).
By Lemma 4.16, for each d′ = (d′s+1, . . . , d
′
p−1) there is a polynomial Qn′,t,d′ ∈ C[X1, . . . , Xn′ ],
t = (t1, . . . , tn′), of degree d
′
s+1 + · · ·+ d
′
p−1 + (p− s− 1)− n
′ such that∑
16j6n′
1+t1+···+tj−16l6t1+···+tj∑
l i
′
s+l=i
⋆
s+j
(i′s+1)
d′s+1 · · · (i′p−1)
d′p−1 = Qn′,t,d′(i
⋆
s+1, . . . , i
⋆
s+n′).
Set d′q,q′ = (dp−1 + qs+1 + q
′
s+1, . . . , ds+1 + qp−1 + q
′
p−1), d
′
q,q′ = |d
′
q,q′ | and write
Qn′,t,d′
q,q′
(X1, . . . , Xn′) =
∑
j=(j1,...,jn′
)
|j|6d′
q,q′
+p−s−1−n′
CjX
j1
1 · · ·X
jn′
n′ .
It is a polynomial of degree dp−1 + qs+1 + q
′
s+1 + · · ·+ ds+1 + qp−1 + q
′
p−1 + p− s− 1− n
′. Hence,
T˜d,µ(k) =
∑
q∈Np
|q|=ds
∑
q′∈Np
|q′|=dp
(ds)!
q1! . . . qp!
(dp)!
q′1! . . . q
′
p!
(−1)ds(2)q1+···+qs−1+q
′
1+···+q
′
s (2k − 2r − 1)qp+q
′
p
×
∑
(µ,α)⋆a
′
∈Pˆm⋆ (δk),
µ⋆a
′
∈[[δ1,δk]],
(µ,α)⋆a
′
∈µ⋆a
′
(i′1)
d1+q1+q
′
1 · · · (i′s−1)
ds−1+qs−1+q
′
s−1 (i′s)
qs+q
′
s
×
∑
j=(j1,...,jn′
)
|j|6d′
q,q′
+p−s−1−n′
Cj (i
⋆
s+1)
j1 · · · (i⋆s+n′)
jn′ (i′p)
dp+1 · · · (i′m−2)
dm−1 .
Set dq,q′ = (d1 + q1 + q
′
1, . . . , ds−1 + qs−1 + q
′
s−1, qs + q
′
s, j1, . . . , jn′ , dp+1, . . . , dm−1), with |dq,q′ | = d +
(p− s− 1)− n′ − qp − q
′
p, and
T˜dq,q′ ,µ⋆a
′ (k) =
∑
(µ,α)⋆a
′
∈Pˆm⋆ (δk),
µ⋆a
′
∈[[δ1,δk]],
(µ,α)⋆a∈µ⋆a
′
(i′1)
d1+q1+q
′
1 · · · (i′s−1)
ds−1+qs−1+q
′
s−1 (i′s)
qs+q
′
s
× (i⋆s+1)
j1 · · · (i⋆s+n′)
jn′ (i′p)
dp+1 · · · (i′m−2)
dm−1 .
Then
T˜d,µ(k) =
∑
q∈Np
|q|=ds
∑
q′∈Np
|q′|=dp
∑
j=(j1,...,jn′
)
|j|6d′
q,q′
+p−s−1−n′
(ds)!
q1! . . . qp!
(dp)!
q′1! . . . q
′
p!
Cj(−1)
ds(2)q1+···+qs−1+q
′
1+···+q
′
s
× (2k − 2r − 1)qp+q
′
p T˜dq,q′ ,µ⋆a
′ (k). (4.15)
By the induction hypothesis applied to m⋆ and µ⋆a
′
, we have Td,µ(k) = T˜d,µ(k), where Td,µ is a
polynomial of degree < d+m− degAµ for all k such that {(µ, α) ∈ Pˆm(δk) | µ ∈ [[δ1, δk]], (µ, α) ∈ µ} is
nonempty.
It remains to verify that Td,µ(k) = 0 when
{(µ, α) ∈ Pˆm(δk) | µ ∈ [[δ1, δk]], (µ, α) ∈ µ} = ∅.
Observe that this set is never empty if the set {(µ, α)⋆1 ∈ Pˆm−1(δk) | µ
⋆1 ∈ [[δ1, δk]], (µ, α)
⋆1 ∈ µ⋆1} is
nonempty. For any (µ, α)⋆1 ∈ µ⋆1 where ht(µ⋆1) = i′, we have i′s = δl − δj = εl − εj , the source of i
′
s+1
is δj = εj and the target of i
′
p−1 is δi = εi. Thus we can always reconstruct the initial path (µ, α) by
taking is = δl − δi = εl + εi and ip = δj − δi = −εj − εi. This is possible since (α
⋆1)(1), . . . , (α⋆1)(p−1)
is entirely contained in [[δr, δk]]. Hence, the set {(µ, α) ∈ Pˆm(δk) | µ ∈ [[δ1, δk]], (µ, α) ∈ µ} is empty if
the set {(µ, α)⋆1 ∈ Pˆm−1(δk) | µ
⋆1 ∈ [[δ1, δk]], (µ, α)
⋆1 ∈ µ⋆1} = ∅. Furthermore, the set {(µ, α)⋆a
′
∈
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Pˆm⋆(δk) | µ
⋆a′ ∈ [[δ1, δk]], (µ, α)
⋆a′ ∈ µ⋆a
′
} is empty too. Our induction hypothesis says that, in this case,
Td,µ(k) = Td′,µ⋆a′ (k) = 0 for any d
′ ∈ Zm
⋆
>0 . This proves the lemma for case I(1).
Observe that our above strategy works for case (5) as well, since by Lemma 4.5 we also have
(µ, α)⋆a = (µ′, α′) ⋆
(
(δl, δj), (α
(s) + α(p))
)
⋆ (µ˜⋆a, α˜⋆a) ⋆ (µ′′, α′′),
and so the arguments are quite similar. Since the calculations are similar, we omit the detail. Hence we
conclude the case (5) as in the first case.
(2) Assume now that α(p) = δj − δi and α
(s) = δj − δl, with j < l < i. Recall from Lemma 4.5, for all
(µ, α)⋆a ∈ µ⋆a, a ∈ {1, . . . , N},
(µ, α)⋆a = (µ′, α′) ⋆ (µ˜⋆a, α˜⋆a) ⋆ (µ′′, α′′),
where (µ˜⋆a, α˜⋆a) is a path of length 6 p − s between δj and δi whose roots α˜
⋆a are sums among
(α(p−1), . . . , α(s+1), α(s) + α(p)), α′ = (α(1), . . . , α(s−1)) and α′′ = (α(p+1), . . . , α(m)). We have ht(µ⋆1) =
(i1, . . . , is−1, ip−1, . . . , is+1, is + ip, ip+1, . . . , im).
Set i′ = (i′1, . . . , i
′
m−1), so i
′
p−1 = is + ip. Note that α
(p) = δj − δi and α
(s) = δj − δl, with j < l < i.
Thus, j = k+ i′1+ · · ·+ i
′
s−1, i = l+ i
′
p−1 and l = k+ i
′
1+ · · ·+ i
′
p−2. Hence, for all (µ, α) ∈ µ the heights
i := ht(µ) can be expressed in term of i′ as follows:
i1 = i
′
1, . . . , is−1 = i
′
s−1, is+1 = i
′
p−1, . . . , ip−1 = i
′
s+1, ip+1 = i
′
p, . . . , im−1 = i
′
m−2,
is = 2r − 2k − (j + l) + 1 = 2r + 1− 2k − 2(i
′
1 + · · ·+ i
′
s−1)− (i
′
s + · · ·+ i
′
p−2),
ip = i
′
p−1 − is = 2k − 2r − 1 + 2(i
′
1 + · · ·+ i
′
s−1) + (i
′
s + · · ·+ i
′
p−1).
In the same manner as in (4.14) we get,
T˜d,µ(k) =
∑
q∈Np−1
|q|=ds
∑
q′∈Np
|q′ |=dp
Cq,q′ (2k − 2r − 1)
qp−1+q
′
p
∑
(µ,α)⋆1∈Pˆm−1(δk),
µ⋆1∈[[δ1,δk ]],
(µ,α)⋆1∈µ⋆1
(i′1)
d1+q1+q
′
1
× · · · × (i′s)
dp−1+qs+q
′
s · · · (i′p−1)
q′p−1(i′p)
dp+1 · · · (i′m−2)
dm−1 . (4.16)
Assume that the equivalence class µ⋆a
′
= [(µ⋆a
′
, α⋆a
′
)] satisfies degA
µ⋆a
′ > degAµ, for some a
′ ∈
{1, . . . , N}. By Lemma 4.5, there exists a partition (t1, . . . , tn′), ti > 0, of p− s such that
i⋆s = i
′
s + · · ·+ i
′
s+t1 ,
...
i⋆s+n′−2 = i
′
s+t1+···+t(n′−2)+1
+ · · ·+ i′s+t1+...+tn′−1 ,
i⋆s+n′−1 = i
′
s+t1+...+tn′−1+1
+ · · ·+ i′p−1.
Hence ht(µ⋆a
′
) = (i′1, . . . , i
′
s−1, i
⋆
s, i
⋆
s+1, . . . , i
⋆
s+n′−1, i
′
p, . . . , i
′
m−1) and the length of µ
⋆a′ , denoted by m⋆,
is equal to m− (p− s) + n′ − 2. Here i⋆s+j denote the height of the root (α˜
⋆a′)(s+j).
By Lemma 4.16 and (4.16) we get,
T˜d,µ(k) =
∑
q∈Np−1
|q|=ds
∑
q′∈Np
|q′|=dp
Cq,q′ (2k − 2r − 1)
qp−1+q
′
p
∑
(µ,α)⋆a
′
∈Pˆm⋆ (δk),
µ⋆a
′
∈[[δ1,δk]],
(µ,α)⋆a
′
∈µ⋆a
′
(i′1)
d1+q1+q
′
1 · · ·
× (i′s−1)
ds−1+qs−1+q
′
s−1 Qn′,t,d′
q,q′
(i⋆s, . . . , i
⋆
s+n′−1)(i
′
p)
dp+1 · · · (i′m−2)
dm−1 ,
where Qn′,t,d′
q,q′
is a polynomial of degree ds+1+ · · ·+ dp−1+ qs+ · · ·+ qp−2+ q
′
s+ · · ·+ q
′
p−1+ p− s−n
′.
Repeated steps as in (1) enables us to write
Td,µ(k) =
∑
q∈Np−1
|q|=ds
∑
q′∈Np
|q′|=dp
∑
j=(j1,...,jn′
)
|j|6d′
q,q′
+p−s−1−n′
CjCq,q′ (2k − 2r − 1)
qp−1+q
′
pTd′
q,q′
,µ⋆a
′ (k).
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As in the first case, we get that Td,µ(k) = T˜d,µ(k) and Td,µ is a polynomial of degree < d+m− degAµ
for all k such that {(µ, α) ∈ Pˆm(δk) | µ ∈ [[δ1, δk]], (µ, α) ∈ µ} is nonempty.
It remains to verify that Td,µ(k) = 0 when
{(µ, α) ∈ Pˆm(δk) | µ ∈ [[δ1, δk]], (µ, α) ∈ µ} = ∅.
Observe that this set is never empty if {(µ, α)⋆1 ∈ Pˆm−1(δk) | µ
⋆1 ∈ [[δ1, δk]], (µ, α)
⋆1 ∈ µ⋆1} is nonempty.
For any (µ, α)⋆1 ∈ µ⋆1 where ht(µ⋆1) = i′, we have i′p−1 = δl−δj = εl−εj, the source of i
′
s is δj = εj. Thus
we can always reconstruct the initial path (µ, α) by taking is = δj−δl = εj+εl and ip = δj−δi = −εj−εi.
This is possible since (α⋆1)(1), . . . , (α⋆1)(p−1) is entirely contained in [[δr, δk]]. Hence, the set {(µ, α) ∈
Pˆm(δk) | µ ∈ [[δ1, δk]], (µ, α) ∈ µ} is empty if {(µ, α)
⋆1 ∈ Pˆm−1(δk) | µ
⋆1 ∈ [[δ1, δk]], (µ, α)
⋆1 ∈ µ⋆1} = ∅.
Furthermore, the set {(µ, α)⋆a
′
∈ Pˆm⋆(δk) | µ
⋆a′ ∈ [[δ1, δk]], (µ, α)
⋆a′ ∈ µ⋆a
′
} is empty too. Our induction
hypothesis says that, in this case,
Td,µ(k) = Td′,µ⋆a′ (k) = 0,
for any d′ ∈ Zm
⋆
>0 . This proves the lemma for case (2).
(3) Assume that α(p) = δi − δj and α
(s) = δi − δl, with i < j and i < l.
Recall from Lemma 4.5, for all (µ, α)⋆a ∈ µ⋆a, a ∈ {1, . . . , N},
(µ, α)⋆a = (µ′, α′) ⋆ (µ˜⋆a, α˜⋆a) ⋆ (µ′′, α′′),
where (µ˜⋆a, α˜⋆a) is a path of length 6 p − s between δj and δi whose roots α˜
⋆a are sums among
(α(p−1), . . . , α(s+1), α(s) + α(p)), α′ = (α(1), . . . , α(s−1)) and α′′ = (α(p+1), . . . , α(m)).
Note that the order of roots in α⋆1 in this case may differ than in the case (2), depending on the
situation of α(p−1) and α(p) as described in the proof of Lemma 4.5(3) and (4). But in all that events
{α′s, . . . , α
′
p−1} = {α
(p−1), . . . , α(s+1), α(s) + α(p)}. So we can always express the heights in i in term of
i′. With the same arguments as in (4.16) we get similar equation and so we omit the detail.
Assume that for some a′ ∈ {1, . . . , N} the equivalence class µ⋆a
′
= [(µ⋆a
′
, α⋆a
′
)] satisfies degA
µ⋆a
′ >
degAµ. Note also that in this case the roots in α˜
⋆a′ is a sum amongs (α′s, . . . , α
′
p−1), but not necessary
in the sequential order. Then we are doing the similar calculation and so we omit the detail. Hence we
conclude as in (2).
Observe that our method above will work for case (4) as well and so we omit the detail. Hence we
conclude for this case as in (2).
It remains to verify that Td,µ(k) = 0 when
{(µ, α) ∈ Pˆm(δk) | µ ∈ [[δ1, δk]], (µ, α) ∈ µ} = ∅.
First, we consider the case where ht(µ⋆1) = (i1, . . . , is−1, ip−1, . . . , is+1, is + ip, ip+1, . . . , im). The other
case will work similarly and so we omit the detail. Observe that the set in the statement is never empty
if the set {(µ, α)⋆1 ∈ Pˆm−1(δk) | µ
⋆1 ∈ [[δ1, δk]], (µ, α)
⋆1 ∈ µ⋆1} is nonempty. For any (µ, α)⋆1 ∈ µ⋆1
where ht(µ⋆1) = i′, we have i′p−1 = δl − δj = εj − εl, the source of i
′
s is δi = εi and the target of i
′
p−2
is δl = −εl. Thus we can always reconstruct the initial path (µ, α) by taking is = δi − δl = εi − εl and
ip = δi − δj = εj − εi. Hence, the set {(µ, α) ∈ Pˆm(δk) | µ ∈ [[δ1, δk]], (µ, α) ∈ µ} is empty if {(µ, α)
⋆1 ∈
Pˆm−1(δk) | µ
⋆1 ∈ [[δ1, δk]], (µ, α)
⋆1 ∈ µ⋆1} = ∅. Furthermore, the set {(µ, α)⋆a
′
∈ Pˆm⋆(δk) | µ
⋆a′ ∈
[[δ1, δk]], (µ, α)
⋆a′ ∈ µ⋆a
′
} is empty too. Our induction hypothesis says that, in this case,
Td,µ(k) = Td′,µ⋆a′ (k) = 0,
for any d′ ∈ Zm
⋆
>0 .
∗ Case α(s) = −α(p).
Lemma 4.13 shows that
Aµ(X1, . . . , Xm−1) = K¯
#
µ Aµ# (X1, . . . , Xp−2, Xp−1 +Xp, . . . , Xm−1) + (Pα(s) (Xs) − cs)
N∑
a=1
K⋆aµ Aµ⋆a(X
⋆a), (4.17)
where K¯#
µ
=
{
K#
µ
if α(p−1) + α(p) 6= 0,
(Pα(p−1)(Xp−1)− cp−1) if α
(p−1) + α(p) = 0.
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If degAµ 6 degAµ# (respectively, degAµ 6 degAµ# + 1) for α
(p−1) + α(p) 6= 0 (respectively,
α(p−1) + α(p) = 0) then using the same strategy as in Lemma 3.12, which is by expressing the heights
of i in term of i#, we get the statement. Therefore we can assume that degAµ > degAµ# (respectively,
degAµ > degAµ# +1) if α
(p−1)+α(p) 6= 0 (respectively, α(p−1)+α(p) = 0). This assumption means that
for some a ∈ {1, . . . , N}, degAµ⋆a +1 > degAµ. By Lemma C.2, the possibilities for α
(p) and α(s) which
satisfying the assumptions α(s) + α(p) = 0 are the following:
(1) α(p) = δj − δi and α
(s) = δj − δi, with j < i,
(2) α(p) = δi − δj and α
(s) = δi − δj , with i < j.
Note that in all those cases, for all a ∈ {1, . . . , N}, m− p+ s 6 ht(µ⋆a) 6 m− 2. Possibly changing
the numbering of the equivalence class µ⋆a, one can assume throughout this proof that µ⋆1 = [(µ⋆1, α⋆1)]
is the equivalence class of the star paths with the longest length and set i := ht(µ) and i′ := ht(µ⋆1).
(1) We first consider the case where α(p) = δj − δi and α
(s) = δj − δi, with j < i. Recall from
Lemma 4.6, for all (µ, α)⋆a ∈ µ⋆a, a ∈ {1, . . . , N},
(µ, α)⋆a = (µ′, α′) ⋆ (µ˜⋆a, α˜⋆a) ⋆ (µ′′, α′′),
where (µ˜⋆a, α˜⋆a) is a path of length 6 p − s − 1 between δj and δi whose roots α˜
⋆a are
sums among (α(p−1), . . . , α(s+1)), α′ = (α(1), . . . , α(s−1)) and α′′ = (α(p+1), . . . , α(m)). We have
ht(µ⋆1) = (i1, . . . , is−1, ip−1, . . . , is+1, ip+1, . . . , im).
Set i′ = (i′1, . . . , i
′
m−2). Note that α
(p) = δj − δi and α
(s) = δj − δi, with j < i. Thus,
j = k + i′1 + · · ·+ i
′
s−1 and i = k + i
′
1 + · · ·+ i
′
p−2.
Hence, for all (µ, α) ∈ µ the heights in i can be expressed in term of i′ as follows:
i1 = i
′
1, . . . , is−1 = i
′
s−1, is+1 = i
′
p−2, . . . , ip−1 = i
′
s, ip+1 = i
′
p−1, . . . , im−1 = i
′
m−3,
is = 2r + 1− 2k − 2(i
′
1 + · · ·+ i
′
s−1)− (i
′
s + · · ·+ i
′
p−2),
ip = −is = 2k − 2r − 1 + 2(i
′
1 + · · ·+ i
′
s−1) + (i
′
s+1 + · · ·+ i
′
p−2).
With the same arguments as in (4.14) we get,
T˜d,µ(k) =
∑
q∈Np−1
|q|=ds
∑
q′∈Np−1
|q′|=dp
Cq,q′ (2k − 2r − 1)
qp−1+q
′
p−1
∑
(µ,α)⋆1∈Pˆm−2(δk),
µ⋆1∈[[δ1,δk]],
(µ,α)⋆1∈µ⋆1
(i′1)
d1+q1+q
′
1
× · · · × (i′s)
dp−1+qs+q
′
s · · · (i′p−2)
ds+1+qp−2+q
′
p−2(i′p−1)
dp+1 · · · (i′m−3)
dm−1 . (4.18)
Assume that the equivalence class µ⋆a
′
= [(µ⋆a
′
, α⋆a
′
)] satisfies degA
µ⋆a
′ + 1 ≥ degAµ, for some a
′ ∈
{1, . . . , N}. According to the proof of Lemma 4.6, there exists a partition (t1, . . . , tn′), ti > 0, of p− s− 1
such that
i⋆s = i
′
s + · · ·+ i
′
s+t1 ,
...
i⋆s+n′−2 = i
′
s+t1+···+t(n′−2)+1
+ · · ·+ i′s+t1+...+tn′−1 ,
i⋆s+n′−1 = i
′
s+t1+...+tn′−1+1
+ · · ·+ i′p−2.
Hence ht(µ⋆a
′
) = (i′1, . . . , i
′
s−1, i
⋆
s, i
⋆
s+1, . . . , i
⋆
s+n′−1, i
′
p−1, . . . , i
′
m−3) and the length of µ
⋆a′ , denoted by
m⋆, is equal to m− p+ s+ n′ − 1. Here i⋆s+j denote the height of the root (α˜
⋆a′)(s+j).
According to Lemma 4.16 and (4.18) and from the arguments of above cases it follows that
T˜d,µ(k) =
∑
q∈Np−1
|q|=ds
∑
q′∈Np−1
|q′|=dp
Cq,q′ (2k − 2r − 1)
qp−1+q
′
p−1
∑
(µ,α)⋆a
′
∈Pˆm⋆ (δk),
µ⋆a
′
∈[[δ1,δk]],
(µ,α)⋆a
′
∈µ⋆a
′
(i′1)
d1+q1+q
′
1 · · ·
× (i′s−1)
ds−1+qs−1+q
′
s−1
∑
j=(j1,...,jn′
)
|j|6d′
q,q′
+p−s−1−n′
Cj(i
⋆
s)
j1 · · · (i⋆s+n′−1)
jn′ (i′p−1)
dp+1 · · · (i′m−3)
dm−1 ,
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where d′q,q′ = ds+1 + qp−2 + q
′
p−2 + · · · + dp−1 + qs + q
′
s. Set dq,q′ = (d1 + q1 + q
′
1, . . . , ds−1 + qs−1 +
q′s−1, j1, . . . , jn′ , dp+1, . . . , dm−1), with |dq,q′ | = d+ (p− s− 1)− n
′ − qp−1 − q
′
p−1, and
T˜dq,q′ ,µ⋆a
′ (k) =
∑
(µ,α)⋆a
′
∈Pˆm⋆ (δk),
µ⋆a
′
∈[[δ1,δk ]],
(µ,α)⋆a
′
∈µ⋆a
′
(i′1)
d1+q1+q
′
1 · · · (i⋆s)
j1 · · · (i⋆s+n′−1)
jn′ (i′p−1)
dp+1 · · · (i′m−3)
dm−1 .
Then
T˜d,µ(k) =
∑
q∈Np−1
|q|=ds
∑
q′∈Np−1
|q′|=dp
∑
j=(j1,...,jn′
)
|j|6d′
q,q′
+p−s−1−n′
CjCq,q′(2k − 2r − 1)
qp−1+q
′
p−1 T˜dq,q′ ,µ⋆a
′ (k). (4.19)
By the induction hypothesis applied to m⋆ and µ⋆a
′
, we have Td,µ(k) = T˜d,µ(k) and Td,µ is a polynomial
of degree < d+m− degAµ for all k such that {(µ, α) ∈ Pˆm(δk) | µ ∈ [[δ1, δk]], (µ, α) ∈ µ} is nonempty.
If {(µ, α) ∈ Pˆm(δk) | µ ∈ [[δ1, δk]], (µ, α) ∈ µ} = ∅ then by the same kind of reasoning as before, we
get Td,µ(k) = 0. This proves the lemma for the case (1). Observe that our strategy above works for the
case (2) as well. So we omit the detail. ⊓⊔
Lemma 4.19 Let m ∈ Z>0 and µ ∈ Em with n zeroes in positions j1, . . . , jn (n ≤ m). There are some
classes µ˜
1
, . . . , µ˜
N
without zero of length ℓh := ℓ(µ˜h) 6 m− n and a polynomial Bµ of degree 6 n such
that ∑
β∈Π
µ
(j)
wt
(
(µ˜, α˜)j;β
)
= Bµ(k)
N∑
h=1
Kµ˜
h
Aµ˜
h
(˜ı1, . . . , ı˜ℓh−1),
where ht(µ˜
h
) = (˜i1, . . . , i˜ℓh). Moreover, we have
Bµ(X) =
n∑
j=0
C(n−j)
µ
(˜ı1, . . . , ı˜m−n−1)X
j,
where C
(0)
µ = (−1)n and C
(l)
µ ∈ C[X1, . . . , Xm−n−1] has total degree 6 l for l = 1, . . . , n. In particular, if
n = 0, we have Bµ(X) = 1.
Proof We prove the statement by induction on the number of the loops n. Set j = (j1, . . . , jn) and let
β := (β(1), . . . , β(n)) be in Πµ(j) .
First of all, observe that if n = 0, then the result is known by Lemma 4.13 and Remark 4.15.
If n = m then either (µ, α) = ((δk), (Πδk)
m) or (µ, α) =
(
(δk), (Πδk)
m
)
. By Lemma 4.2, there is a
polynomial Bµ of degree m such that
wt(µ, α) = Bµ(k),
and so the lemma is true for n = m. Hence it remains to prove for n = 1, . . . ,m− 1.
For n = 1, we have j = (j1) for some j1 = 1, . . . ,m.
∗ Assume j1 = 1 then µ
(j1) = δk.
For some k ∈ {2, . . . , r}, we have Πµ(j) = {βk−1, βk}. Hence by Lemma 4.7, Lemma 4.1 and Remark 4.15,
∑
β∈Π
µ
(j)
wt
(
(µ˜, α˜)j;β
)
= wt
(
(µ˜, α˜)(1);{βk−1}
)
+ wt
(
(µ˜, α˜)(1);{βk}
)
= (r + 1− k)
N∑
h=1
Kµ˜
h
Aµ˜
h
(˜ı1, . . . , ı˜ℓh−1).
For k = 1, we have Πµ(j) = {β1}. Hence by Lemma 4.7, Lemma 4.1 and Remark 4.15,
∑
β∈Π
µ
(j)
= wt
(
(µ˜, α˜)(1);{β1}
)
= (〈ρ,̟♯1〉) wt(µ˜, α˜) = (r + 1− k)
N∑
h=1
Kµ˜
h
Aµ˜
h
(˜ı1, . . . , ı˜ℓh−1).
Hence by setting Bµ(X) := r + 1−X, we get the statement.
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∗ Assume µ(j1) = δs for some s ∈ {2, . . . , r} and s 6= k. Note that s = k +
∑j1−1
t=1 it and Πµ(j) =
{βs−1, βs}. By Lemma 4.7, Lemma 4.1 and Remark 4.15,
∑
β∈Π
µ
(j)
wt
(
(µ˜, α˜)j;β
)
=
(
〈ρ,̟♯s −̟
♯
s−1〉+ 1
)
wt(µ˜, α˜) =
(
r − k −
j1−1∑
t=1
it + 2
)
N∑
h=1
Kµ˜
h
Aµ˜
h
(˜ı1, . . . , ı˜ℓh−1).
Note that
∑j1−1
t=1 it =
∑j˜
t=1 ı˜t, where j˜ = j1 − 1. Set
Bµ(X) := r −X −
j˜∑
t=1
ı˜t + 2.
Then we prove the statement in this case.
∗ Assume µ(j1) = δs.
For s ∈ {2, . . . , r − 1}, note that s = 2r − k −
∑j1−1
t=1 it + 1 and Πµ(j) = {βs−1, βs}. By Lemma 4.7,
Lemma 4.1 and Remark 4.15, we have
∑
β∈Π
µ
(j)
wt
(
(µ˜, α˜)j;β
)
=
(
〈ρ,̟♯s−1 −̟
♯
s〉+ 1
)
wt(µ˜, α˜) =
(
r − k −
j1−1∑
t=1
it + 1
)
N∑
h=1
Kµ˜
h
Aµ˜
h
(˜ı1, . . . , ı˜ℓh−1).
For s = 1, Πµ(j) = {β1}, thus
∑
β∈Π
µ
(j)
wt
(
(µ˜, α˜)j;β
)
= (〈−ρ,̟♯1〉) wt(µ˜, α˜) =
(
r − k −
j1−1∑
t=1
it + 1
)
N∑
h=1
Kµ˜
h
Aµ˜
h
(˜ı1, . . . , ı˜ℓh−1).
Note that
∑j1−1
t=1 it =
∑j˜
t=1 ı˜t, where j˜ = j1 − 1. By setting
Bµ(X) := r −X −
j˜∑
t=1
ı˜t + 1,
we prove the statement in this case.
∗ Assume µ(j1) = δr.
Note that Πµ(j) = {βr−1, βr}. By Lemma 4.7, Lemma 4.1 and Remark 4.15, we have∑
β∈Π
µ
(j)
wt
(
(µ˜, α˜)j;β
)
=
(
〈ρ,̟♯r−1 −̟
♯
r〉+ 1
)
wt(µ˜, α˜) = 0.
Since 0 is a polynomial of degree 6 n then we get the statement. By the above observation, the lemma is
true for n = 1. Let n > 2 and assume the lemma is true for any n′ ∈ {1, . . . , n− 1}. Set j := (j1, . . . , jn)
the position of loops and let β := (β(1), . . . , β(n)) be in Πµ(j) . We are doing the similar calculation as
Lemma 4.7, thus
∑
β∈Π
µ
(j)
wt
(
(µ˜, α˜)j;β
)
=
 ∑
α(j1)∈Π
µ(j1)
〈µj1 , α(j1)〉
(
〈ρ,̟♯
α(j1)
〉 − cα(j1)
) ∑
β′∈Π
µ
(j′)
wt
(
(µ˜, α˜)j′;β′
)
,
where j′ = (j2, . . . , jn), cα(j1) :=
∑j1−1
i=1 〈α
(i), ̟♯
α(j1)
〉 and (µ˜, α˜)j′;β′ is a weighted path with n− 1 loops.
Set µ′ := [(µ˜, α˜)j′;β′ ]. So, the induction hypothesis applied to µ
′ gives,
∑
β∈Π
µ
(j)
wt
(
(µ˜, α˜)j;β
)
=
 ∑
α(j1)∈Π
µ(j1)
〈µj1 , α(j1)〉
(
〈ρ,̟♯
α(j1)
〉 − cα(j1)
)Bµ′(k) N∑
h=1
Kµ˜
h
Aµ˜
h
(˜ı1, . . . , ı˜ℓh−1)
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since µ˜′
h
= µ˜
h
, h = 1, . . . , N . Set
B˜µ(k) :=
 ∑
α(j1)∈Π
µ(j1)
〈µj1 , α(j1)〉
(
〈ρ,̟♯
α(j1)
〉 − cα(j1)
)Bµ′(k).
With the same arguments as for the case n = 1 and the induction hypothesis applied to µ′, we see
that there exists a polynomial Bµ of degree 6 n with leading term is (−1)
nXn, and the coefficient of
Bµ(X) in X
j, j ≤ n, is a polynomial in the variables ı˜1, . . . , ı˜m−n−1, of total degree 6 n − j such that
B˜µ(k) = Bµ(k). ⊓⊔
Corollary 4.20 Let m ∈ Z>0 and n ∈ {0, . . . ,m}. Let µ ∈ Em with n 6 m zeroes in positions j1, . . . , jn,
and µ˜ as in Lemma 4.19. Then for some polynomial Tµ ∈ C[X ] of degree at most m, for all k ∈ {1, . . . , r},∑
(µ˜,α˜)∈µ˜
∑
β∈Π
µ
j
∑
(µ˜,α˜)∈Pˆm−n(δk),
µ˜∈[[δ¯1,δk]], (µ˜,α˜)∈µ˜
wt
(
(µ˜, α˜)j;β
)
= Tµ(k).
If n = 0 has no zero, then Tµ is the polynomial provided by Lemma 4.18. If n = m, then ht(µ) = (0)
and Tµ = Tm is the polynomial provided by Lemma 4.2. So, in these two cases, the statement is known.
Proof Let k ∈ {1, . . . , r}. By Lemma 4.13, Remark 4.15, Lemma 4.18 and Lemma 4.19, we have,∑
(µ˜,α˜)∈µ˜
∑
β∈Π
µ
j
∑
(µ˜,α˜)∈Pˆm−n(δk),
µ˜∈[[δ¯1,δk ]], (µ˜,α˜)∈µ˜
wt
(
(µ˜, α˜)j;β
)
=
∑
(µ˜,α˜)∈Pˆm−n(δk),
µ˜∈[[δ¯1,δk ]], (µ˜,α˜)∈µ˜
n∑
j=0
∑
dj=(d1,...,dm−n−1),
d1+···+dm−n−16n−j
Cd,j ı˜
d1
1 · · · ı˜
dm−n−1
m−n−1k
jAµ˜(˜ı1, . . . , ı˜m−n−1).
Set
T˜dj ,µ˜ =
∑
(µ˜,α˜)∈Pˆm−n(δk),
µ˜∈[[δ¯1,δk]], (µ˜,α˜)∈µ˜
ı˜d11 · · · ı˜
dm−n−1
m−n−1Aµ˜(˜ı1, . . . , ı˜m−n−1).
Then by Lemma 4.18, there are some polynomials Tdj ,µ˜ of degree at most (n − j) + (m − n) = m − j,
such that
∑
(µ˜,α˜)∈µ˜
∑
β∈Π
µ
j
∑
(µ˜,α˜)∈Pˆm−n(δk),
µ˜∈[[δ¯1,δk ]], (µ˜,α˜)∈µ˜
wt
(
(µ˜, α˜)j;β
)
=
n∑
j=0
∑
dj=(d1,...,dm−n−1),
d1+···+dm−n−16n−j
Cd,jk
jTdj ,µ˜(k).
Moreover, if j < n, then Tdj ,µ˜ has degree < m− j, and
Tµ(X) :=
n∑
j=0
∑
dj=(d1,...,dm−n−1),
d1+···+dm−n−16n−j
Cd,jX
jTdj ,µ˜(X),
is a polynomial of degree at most m− j + j = m. ⊓⊔
As a consequence of Corollary 4.20, we obtain the following crucial result.
Proposition 4.21 Let m ∈ Z>0. There are polynomials Tˆ1,m and Tˆ2,m in C[X ] of degree at most m such
that for all k ∈ {1, . . . , r},∑
(µ,α)∈Pˆm(δk)
µ∈[[δ1,δk]]
wt(µ, α) = Tˆ1,m(k), and
∑
(µ,α)∈Pˆm(δk)
µ∈[[δ1,δk]]
wt(µ, α) = Tˆ2,m(k).
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Proof According to Theorem 4.9, the paths starting from δk have weights entirely contained in [[δ1, δk]].
So the sum ∑
(µ,α)∈Pˆm(δk)
µ∈[[δ1,δk]]
wt(µ, α)
can be computed exactly as in the slr+1 case, and the result are known by Lemma 3.16. Hence there is
a polynomial Tˆ2,m of degree at most m such that for all k ∈ {1, . . . , r},∑
(µ,α)∈Pˆm(δ¯k)
µ∈[[δ1,δ¯k ]]
wt(µ, α) = Tˆ2,m(k).
So it remains to consider the paths starting from δk and contained in [[δ¯1, δk]].
By Corollary 4.20, we have for all k ∈ {1, . . . , r},∑
(µ,α)∈Pˆm(δk)
µ∈[[δ¯1,δk ]]
wt(µ, α) =
∑
µ∈Em
∑
(µ,α)∈Pˆm(δk),
µ∈[[δ¯1,δk ]], (µ,α)∈µ
wt(µ, α) =
∑
µ∈Em
Tµ(k).
Set
Tˆ1,m :=
∑
µ∈Em
Tµ ∈ C[X ].
Still by Corollary 4.20, Tµ has degree at most m. Therefore Tˆ1,m has degree at most m and satisfies the
condition of the lemma. ⊓⊔
We are now in a position to prove Theorem 1.7
Proof (Proof of Theorem 1.7) By Lemma 2.9, we have
evρ(d̂pm,k) =
∑
µ∈P (δ)k
∑
(µ,α)∈Pˆm(µ)
wt(µ, α)〈µ, βˇk〉.
Recall that P (δ)k = {δk, δk+1, δk, δk+1}, k = 1, . . . , r−1 and P (δ)r = {δr, δr}. Hence, for k = 1, . . . , r−1
evρ(d̂pm,k) =
∑
(µ,α)∈Pˆm(δk)
wt(µ, α)−
∑
(µ,α)∈Pˆm(δk+1)
wt(µ, α) +
∑
(µ,α)∈Pˆm(δ¯k+1)
wt(µ, α)−
∑
(µ,α)∈Pˆm(δ¯k)
wt(µ, α),
and
evρ(d̂pm,r) =
∑
(µ,α)∈Pˆm(δr)
wt(µ, α)−
∑
(µ,α)∈Pˆm(δ¯r)
wt(µ, α).
Let Tˆ1,m and Tˆ2,m be as in Proposition 4.21 and set
Qˆm := Tˆ1,m(X)− Tˆ1,m(X + 1) + Tˆ2,m(X + 1)− Tˆ2,m(X) (4.20)
(Note that Tˆ1,m(r + 1) = Tˆ2,m(r + 1) = 0.) Then Qˆm is a polynomial of degree at most m − 1, and we
have
evρ(d̂pm) = evρ
(
1
m!
r∑
k=1
d̂pm,k ⊗̟
♯
k
)
=
1
m!
r∑
k=1
evρ
(
d̂pm,k
)
̟♯k =
1
m!
r∑
k=1
Qˆm̟
♯
k.
Moreover, Qˆ1 = 2. ⊓⊔
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A Roots and weights in type A
Assume that g = slr+1. We may realize g as the set of (r + 1)-size square traceless matrices. We choose as a Cartan
subalgebra h the set of all diagonal matrices of g. Define a linear map εi ∈ h∗ by εi(h) = hi if h = diag(h1, . . . , hr+1).
Then the root system of (g, h) is ∆ = {εi − εj | i 6= j}. We make the standard choice of ∆+ = {εi − εj | i < j} for the set
of positive roots. The set of simple roots is Π = {β1, . . . , βr}, where β1 = ε1 − ε2, . . . , βr = εr − εr+1. The fundamental
weights are
̟i = (ε1 + · · ·+ εi)−
i
r + 1
(ε1 + · · ·+ εr+1), i = 1, . . . , r.
The (εi − εj)-root space of g is spanned by the root vector eεi−εj := Ei,j , where Ei,j denotes the elementary matrix
associated with the coefficient (i, j). Take for Bg the invariant non-degenerate bilinear form (X, Y ) 7→ tr(XY ). Since
tr(Ei,jEk,l) = δj,kδi,l, in the notation of Section 2 (after Lemma 2.3), we have cεi−εj = 1, i 6= j. The nonzero weights of
the standard representation V (̟1) are {δ1, . . . , δr+1} with
δi = εi −
1
r + 1
(ε1 + · · ·+ εr+1), i = 1, . . . , r + 1.
Moreover, Vδi = Cvi, for i = 1, . . . , r+1, where (v1, . . . , vr+1) is the canonical basis of C
r+1. We have eεi−εj vk = Ei,jvk =
δj,kvi. In other words, eεi−εj vk = a
(eεi−εj )
εi,εk
vi = δj,kvi. Hence
a
(eεl−εj
)
εi,εk
= δi,lδj,k and so a
(eεi−εk
)
εi,εk
= 1.
B Roots and weights in type C
Assume now that g = sp2r . We may realize g as the set of of 2r-size square matricesA of M2r(C) such that JA+A
tJ = 0,
where J =
(
0 Ir
−Ir 0
)
. We choose as the Cartan subalgebra h of g the set of all diagonal matrices of g. For any i = 1, . . . , r,
we define a linear map εi ∈ h
∗ by εi(h) = hi, if h = diag(h1, . . . , hr ,−h1, . . . ,−hr) ∈ h. The set of roots of (g, h) is ∆ =
{±εi ± εj ,±2εk | 1 6 i < j 6 r, 1 ≤ k 6 r}. We make the standard choice of ∆+ = {εi ± εj , 2εk | 1 6 i < j 6 r, 1 6 k 6 r},
with basis Π = {β1, . . . , βr}, where βi := εi− εi+1 for i = 1, . . . , r− 1 and βr = 2εr. Denote by βˇi the coroot of the simple
root βi. Take for Bg the non-degenerate invariant bilinear form (X, Y ) 7→
1
2
tr(XY ). Using the non-degenerate invariant
bilinear form Bg, one may identify the Cartan subalgebra h of g with h∗ and we get
βˇ1 = ε1 − ε2, . . . , βˇr−1 = εr−1 − εr, βˇr = εr .
The fundamental weights are:
̟i = ε1 + · · ·+ εi, i = 1, . . . , r.
The fundamental co-weights are:
ˇ̟ i = ε1 + · · ·+ εi, for i = 1, . . . , r − 1
and ˇ̟ r =
1
2
(ε1 + · · ·+ εr).
Note that the half-sum of positive roots is ρ = ̟1 + · · ·+̟r =
∑r
i=1(ε1 + · · ·+ εi) =
∑r
i=1(r − i+ 1)εi. For α ∈ ∆, the
α-root space of g is spanned by the root vector eα as defined below:
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eεi−εj = Ei,j −Ej+r,i+r, 1 6 i 6= j 6 r, e2εi = Ei,i+r , 1 6 i 6 r,
eεi+εj = Ei,j+r + Ej,i+r, 1 6 i < j 6 r, e−2εi = Ei+r,i, 1 6 i 6 r.
e−εi−εj = Ei+r,j + Ej+r,i, 1 6 i < j 6 r.
The constant structures are the following (we write only the nonzero ones): for i 6= j 6= k,
[eεi−εj , eεj−εk ] = eεi−εk , [eεi−εj , e−εi−εj ] = −2e−2εj , [eεi+εj , e−εj−εk ] = eεi−εk ,
[eεi−εj , eεk−εi ] = −eεk−εj , [eεi−εj , e−εi−εk ] = −e−εj−εk , [eεi+εj , e−2εj ] = eεi−εj ,
[eεi−εj , eεj+εk ] = eεi+εk , [eεi−εj , e2εj ] = eεi+εj , [e2εi , e−εi−εj ] = eεi−εj .
[eεi−εj , eεj+εi ] = 2e2εi , [eεi−εj , e−2εi ] = −e−εi−εj ,
and
cεi−εj = 1, cεi+εj = 1, c−εi−εj = 1, c2εi = 2, c−2εi = 2.
The nonzero weights of the standard representation V (̟1) are {δ1, . . . , δr , δ1, . . . , δr}, where δi = εi, δi = −εi, i = 1, . . . , r.
Moreover, Vεi = Cvi, i = 1, . . . , r, and V−εi = Cvi+r , i = 1, . . . , r, where (v1, . . . , vr , v1+r , . . . , v2r) is the canonical
basis of C2r . We have that
a
(eεi−εk
)
εi,εk = 1, a
(eεi−εj )
−εj ,−εi
= −1, a
(eεi+εj )
εi,−εj
= 1, a
(e−εi−εj )
−εi,εj
= 1, a
(e2εi )
εi,−εi
= 1, a
(e−2εi )
−εi,εi
= 1. (B.1)
C Admissible triples
As noted in Remark 2.6, the difference of two difference weights is always a root for g = slr+1 of g = sp2r with δ = ̟1.
For the type C we need to distinguish the different types of possible configurations. A triple (α, µ, ν) is called admissible if
(µ, ν) ∈ (P (δ))2, α ∈ ∆+ and α = µ− ν. Such triples are classified by different types as follows:
Type I : for some i ∈ {1, . . . , r}, (α, µ, ν) = (2εi, δi, δ¯i),
Type II : for some i, j ∈ {1, . . . , r}, i 6= j, (α, µ, ν) = (εi + εj , δi, δj),
Type III a : for some i, j ∈ {1, . . . , r}, i 6= j, (α, µ, ν) = (εi − εj , δi, δj),
Type III b : for some i, j ∈ {1, . . . , r}, i 6= j, (α, µ, ν) = (εi − εj , δj , δi).
Remark C.1 If α is a long root then there is unique µ ∈ P (δ) such that µ − α ∈ P (δ), and if α is a short root then there
are exactly two weights µ ∈ P (δ) such that µ − α ∈ P (δ). In other words, if α is short root then there are two admissible
triples (α, µ, ν) containing α.
For γ in the root lattice Q, we say that γ has sign + (respectively, −, 0) if γ ≻ 0 (respectively, γ ≺ 0, γ = 0). The
following lemma will be particularly useful in the proof of Theorem 4.9. Its proof of this lemma does not present major
difficulties and is left to the reader.
Lemma C.2 Let (γ, µ, ν) be an admissible triple. The admissible triple (α, µ′, ν′) such that either α − γ ∈ ∆ or α = γ,
and ν′ ≻ ν are the following, depending on the type of (γ, µ, ν):
1. (Type I) If (γ, µ, ν) = (2εi, δi, δi) with i ∈ {1, . . . , r}. Then the triples (α, µ′, ν′) satisfying the conditions (i) and (ii)
are:
(α, µ′, ν′) condition α− γ sign of α− γ
(εi + εk, δi, δk) i < k εk − εi −
(εi − εk, δi, δk) i < k −(εi + εk) −
2. (Type II) If (γ, µ, ν) = (εi+ εj , δi, δj), with i, j ∈ {1, . . . , r}, i 6= j. Then the triples (α, µ′, ν′) satisfying the conditions
(i) and (ii) are:
(α, µ′, ν′) condition α− γ sign of α− γ
(2εi, δi, δi) j < i εi − εj −
(εi + εk, δi, δk) j < k, k 6= i εk − εj −
(εj + εk, δj , δk) j < k < i εk − εi +
(εj + εk, δj , δk) i < k, j < k εk − εi −
(εj + εi, δj , δi) j < i 0 0
(εk + εi, δk , δi) k < j < i εk − εj +
(εk + εi, δk , δi) k 6= i, j < i, j < k εk − εj −
(εi − εk, δi, δk) i < k −(εk + εj) −
(εj − εk, δj , δk) j < k −(εk + εj) −
3. (Type III a) If (γ, µ, ν) = (εi − εj , δi, δj), with i, j ∈ {1, . . . , r}, i < j. Then the only triple (α, µ′, ν′) satisfying the
conditions (i) and (ii) is:
(α, µ′, ν′) condition α− γ sign of α− γ
(εi − εk, δi, δk) i < k < j εj − εk −
4. (Type III b) If (γ, µ, ν) = (εi − εj , δj , δi), with i, j ∈ {1, . . . , r}, i < j. Then the triples (α, µ
′, ν′) satisfying the
conditions (i) and (ii) are:
(α, µ′, ν′) condition α− γ sign of α− γ
(εi + εk, δi, δk) i < k εk + εj +
(εi − εk, δi, δk) i < j < k εj − εk +
(εi − εk, δi, δk) i < k < j εj − εk −
(εi − εj , δi, δj) i < j 0 0
(εk − εj , δk, δj) k < i < j εk − εi +
(εk − εj , δk, δj) i < k < j εk − εi −
(εk − εi, δj , δk) i < k < j εk − εi −
