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Bayesian optimization for deep learning has a lengthy execution time because it involves several
calculations and parameters. To solve this problem, this research aims to accelerate the execution
time by focusing on the fact that the output of the activating function is strongly related to
accuracy. I devised a technique to accelerate the execution time by stopping the learning model
such that the rst and second layer ’s activating function became zero. Two experiments were
conducted to conrm the eectiveness of the proposed method. First, I evaluated the output
of the activating function and accuracy in the case of low accuracy to investigate the relation
between them. The result showed that the rst and second layer ’s activating function became
zero in the case of low accuracy. Next, I implemented the proposed technique and compared its
execution time with that of Bayesian optimization. I succeeded in accelerating the execution time
of Bayesian optimization for deep learning. From these experiments, I achieved the purpose of
this research. However, to achieve better satisfactory results, I need to conduct the experiment
using a large-scale dataset and accelerate other processes of Bayesian optimization for deep
learning.















キーワード: 深層学習, ベイズ最適化, 高速化, 活性化関数
Acceleration of Bayesian optimization for Deep Learning
目 次
第 1章 序論 1
1.1 背景 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 1
1.2 研究目的 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 1
1.3 論文の構成 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 2
第 2章 関連手法とツール 3
2.1 深層学習 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 3
2.1.1 ニューラルネットワーク : : : : : : : : : : : : : : : : : : : : : : : : 3
2.1.2 順伝播計算 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 4
2.1.3 逆誤差伝播計算 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 6
2.1.4 深層学習 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 7
2.2 自動パラメータチューニング : : : : : : : : : : : : : : : : : : : : : : : : : : 9
2.2.1 自動パラメータチューニング : : : : : : : : : : : : : : : : : : : : : 9
2.2.2 グリッドサーチ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 9
2.2.3 ベイズ最適化 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 10
2.2.4 グリッドサーチとベイズ最適化の違い : : : : : : : : : : : : : : : : 11
2.3 ツール : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 11
2.3.1 Python : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 11
2.3.2 Tensorow : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 12
第 3章 関連研究 14
3.1 高速化の手法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 14
3.1.1 Accelerating Asymptotically Exact MCMC for Computationally
Intensive Models via Local Approximations : : : : : : : : : : : : : 14
3.1.2 GPGPUを用いたニューラルネットワーク学習の高速化に関する研究 15
第 4章 提案手法 17
4.1 提案手法概要 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 17
4.2 特徴 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 17
4.3 実装方法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 18
4.3.1 開発環境 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 18
第 5章 実験と評価 19
5.1 ニューロンの出力値と精度の関係性の確認実験 : : : : : : : : : : : : : : : : 19
5.1.1 目的 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 19
i
BA Thesis at Future University Hakodate, 2017 Kosuke Sakamoto
Acceleration of Bayesian optimization for Deep Learning
5.1.2 内容 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 19
5.1.3 結果 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 19
5.1.4 評価 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 22
5.2 提案手法とベイズ最適化の実行速度比較実験 : : : : : : : : : : : : : : : : : 23
5.2.1 目的 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 23
5.2.2 内容 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 23
5.2.3 結果 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 23
5.2.4 評価 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 24
第 6章 実験考察 25
6.1 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 25
6.2 考察 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 25
第 7章 まとめ 26
ii
BA Thesis at Future University Hakodate, 2017 Kosuke Sakamoto






























BA Thesis at Future University Hakodate, 2017 Kosuke Sakamoto








BA Thesis at Future University Hakodate, 2017 Kosuke Sakamoto















BA Thesis at Future University Hakodate, 2017 Kosuke Sakamoto


















式 2.1のとおりであり，図 2.3のような値域が 1 < tanh < 1の双曲線関数である．
この関数では入力が全て+の場合，繋がっているニューロンの重みwが小さい値が
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Relu(u) = 0 (u < 0)
Relu(u) = u (u  0) (2.2)
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1. 各層のニューロン数，重みw，バイアス b，重み調整の手法 (勾配降下法など)，活性
化関数や計算式などを先に定義する．
2. 定義したものに訓練データや重み wなどの実数値を代入する．
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3.1.1 Accelerating Asymptotically Exact MCMC for Computationally
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OS メモリ CPU個数 Python Tensorow
Amazon Linux 1GB 1 Anaconda3-4.2.0 0.11.0
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ない場合と進む場合で比較を行う．学習が進んだ例として 5層 30ニューロン学習回数 500





データ数 訓練データ数 テストデータ数 属性数 クラス数
150 120 30 4 3
5.1.3 結果
学習が進んだ場合の結果は 5.2のようになった．学習回数はモデルの学習回数，精度は
その学習回数での精度，第 1層の出力値が 0の数は第 1層の出力値が 0の数を訓練データ
120個分の合計した値，第 2層の出力値が 0の数は第 2層の出力値が 0の数を訓練データ
120個分の合計した値である．
表 5.2: 5層 30ニューロン 学習回数 500回の場合
学習回数 精度 第 1層の出力値が 0の数 第 2層の出力値が 0の数
0 0.341667 2296 2149
10 0.683333 2622 2756
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表 5.2: 5層 30ニューロン 学習回数 500回の場合
20 0.883333 2636 2763
30 0.950000 2614 2779
40 0.941667 2641 2784
50 0.966667 2622 2756
60 0.933333 2692 2785
70 0.975000 2634 2777
80 0.975000 2635 2770
90 0.975000 2638 2770
100 0.933333 2668 2763
110 0.950000 2643 2748
120 0.950000 2670 2739
130 0.958333 2642 2714
140 0.966667 2667 2734
150 0.975000 2647 2705
160 0.966667 2666 2736
170 0.975000 2650 2706
180 0.975000 2667 2735
190 0.975000 2650 2706
200 0.966667 2671 2735
210 0.966667 2653 2692
220 0.975000 2672 2726
230 0.966667 2653 2684
240 0.975000 2668 2727
250 0.983333 2658 2683
260 0.975000 2667 2724
270 0.966667 2654 2681
280 0.983333 2663 2706
290 0.966667 2653 2678
300 0.975000 2670 2714
310 0.975000 2657 2681
320 0.975000 2669 2709
330 0.975000 2659 2676
340 0.983333 2668 2702
350 0.966667 2654 2678
360 0.975000 2670 2706
370 0.975000 2659 2673
380 0.983333 2670 2695
390 0.975000 2660 2678
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表 5.2: 5層 30ニューロン 学習回数 500回の場合
400 0.983333 2669 2695
410 0.975000 2660 2671
420 0.983333 2667 2694
430 0.983333 2665 2676
440 0.983333 2665 2685
450 0.975000 2661 2680
460 0.983333 2665 2704
470 0.975000 2660 2682
480 0.983333 2667 2703
490 0.991667 2664 2690
500 0.983333 2666 2694
学習が進まなかった場合の結果は表 5.3のようになった．
表 5.3: 5層 40ユニット 学習回数 500回の場合
ステップ数 精度 第 1層の出力値が 0の数 第 2層の出力値が 0の数
0 0.341667 2780 2680
10 0.333333 4800 4800
20 0.333333 4800 4800
30 0.333333 4800 4800
40 0.333333 4800 4800
50 0.333333 4800 4800
60 0.333333 4800 4800
70 0.333333 4800 4800
80 0.333333 4800 4800
90 0.333333 4800 4800
100 0.333333 4800 4800
110 0.333333 4800 4800
120 0.333333 4800 4800
130 0.333333 4800 4800
140 0.333333 4800 4800
150 0.333333 4800 4800
160 0.333333 4800 4800
170 0.333333 4800 4800
180 0.333333 4800 4800
190 0.333333 4800 4800
200 0.333333 4800 4800
210 0.333333 4800 4800
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表 5.3: 5層 40ユニット 学習回数 500回の場合
220 0.333333 4800 4800
230 0.333333 4800 4800
240 0.333333 4800 4800
250 0.333333 4800 4800
260 0.333333 4800 4800
270 0.333333 4800 4800
280 0.333333 4800 4800
290 0.333333 4800 4800
300 0.333333 4800 4800
310 0.333333 4800 4800
320 0.333333 4800 4800
330 0.333333 4800 4800
340 0.333333 4800 4800
350 0.333333 4800 4800
360 0.333333 4800 4800
370 0.333333 4800 4800
380 0.333333 4800 4800
390 0.333333 4800 4800
400 0.333333 4800 4800
410 0.333333 4800 4800
420 0.333333 4800 4800
430 0.333333 4800 4800
440 0.333333 4800 4800
450 0.333333 4800 4800
460 0.333333 4800 4800
470 0.333333 4800 4800
480 0.333333 4800 4800
490 0.333333 4800 4800
500 0.333333 4800 4800
5.1.4 評価
表 5.2から学習がステップ 0から 90までに学習が収束していることが分かる．ステップ
0よりステップ 90のニューロンの出力の 0の数が多いことから，必要のない特徴の重みが
小さくなり，うまく学習ができていることがわかる．
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合計学習回数 合計ニューロン数 精度 実行時間
28206 772 0.9833 153.7447
27202 782 0.9833 154.5802
27248 797 0.9833 153.6453
26004 796 0.9833 151.6539
27259 805 0.9833 154.4179
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本来の 実際の 削減された 低精度 合計ニューロン数 精度 実行時間
学習回数 学習回数 学習回数 モデル数
27316 16256 11060 17 831 0.9916 145.9402
27212 16195 11017 21 795 0.9833 145.6388
29067 23083 5984 10 760 0.9833 150.9196
27035 19124 7911 13 820 0.9916 145.0893
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験では，過学習している学習では第 1層と第 2層の出力値がすべて 0になることが分かっ
た．これは重みがすべて 0以下になっていることと同義で訓練データからうまく特徴を抽
出できていないということである．
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