Abstract: We aim to develop an ecient test for homogeneity of mean directions of several independent circular populations (ANOMED), which can be universally implemented.
Introduction
Observations on angular movements or displacements, and on directional propagations on the plane commonly constitute circular data. Strictly periodic occurrences, rhythmic activities and compositional data can also be cast in its arena. Analytically, any data that can be mapped uniquely into the circumference of a unit circle is dened as circular data. Analysis of such data diers markedly from those for linear ones due to the disparate topologies between the line and the circle. Readers are referred to Mardia and Jupp (2000) (MJ), Jammalamadaka and SenGupta (2001) (JS) and Fisher (1993) for further details.
Often a situation demands the comparison of the mean directions of several independent populations -see e.g. Lozano (2016) and Shay et al. (2016) for recent applications among numerous others. We will refer to such comparisons as Analysis of Mean Directions (ANOMED). The present work develops ecient test procedures for ANOMED under the very popular von Mises (vM) or circular normal distribution.
An overview (section 2) of the existing literature on ANOMED for vM reveals that the tests are available either for highly concentrated data (Watson, 1956) or for large samples (e.g. see the corresponding likelihood ratio test (LRT) in MJ). Under the same situations, some useful references on ANOMED are: Beran and Fisher (1998) In the present scenario, it appears that for vM, no satisfactory test for highly dispersed data (small concentration parameter) and small to moderate group sizes is available in the literature. However, there abound real-life data on such a situation, which possibly is more realistic, in diverse areas of applied research. An example attesting to this fact is also given in this paper. The present work attempts to ll this gap by developing an integrated likelihood ratio test (ILRT), which eliminates the nuisance concentration parameter κ by integrating it out from the likelihood function through a suitably chosen weight function. The second order accurate asymptotic Chi-square distribution for the ILRT is derived. Extensive simulation based comparison reveals its notable out-performance particularly under small concentration parameters as desired and equally well performance over its best competitors otherwise, rendering it universally applicable. Tests for ANOMED under Generalized von Mises (GvM) and Batschelet distributions are outlined. A version of ILRT for Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) Analysis of Mean Directions 4 heterogeneous concentrations across the groups is also developed. The new test is illustrated with real data sets representing varied real situations.
In the remainder of the paper, Section 2 summarizes the existing methods. The method ILRT and its asymptotic distribution is introduced in section 3. Section 4 develops the analogue of ILRT under unequal concentrations, derives its asymptotic distribution and briefs its extensions to other distributions. Section 5 illustrates the tests with real data sets. Section 6 presents concluding remarks.
Preliminaries and review

Preliminaries
The angular observations θ ij , i = 1, ..., p, j = 1, ..., n i ; θ ij ∈ (0, 2π] are assumed to have come from the von-Mises or also termed circular normal distribution, with pdf is given by θ i. , the quadrant specic sample mean direction (JS, p. 13).
The length of the resultant vector for the i th group in its two equivalent forms is
The MLEκ 1 of κ is a solution of the equation
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The mean direction θ .. of the combined sample and its corresponding resultant length R are obtained similarly based on the combined sample, on replacing C i and
S i respectively. The standardized lengths for i th group and combined sample are respectively given byR i = R i /n i andR = R/n. The problem is to test H 0 : µ 1 = ... = µ p , versus at least one inequality in mathematical terms. Under H 0 , the MLE of µ 0 is θ .. while that of κ isκ 0 , where A(κ 0 ) =R. The existing tests for ANOMED under vM are described below.
Existing methods
Existing literature addresses the problem of ANOMED for high concentration (large 1. WW test with a multiplicative correction:
The corrective adjustment (1 +
) is suggested by Stephens (1972) and is recommended to be used forκ 0 > 2.
Analysis of Mean Directions 6 2. HKG with a multiplicative correction:
3. LRT:
Anderson and Wu test (AW):
Anderson and Wu (1995) suggested to useκ 0 in place ofκ 1 in T LRT with the same asymptotic chi-square distributional assumption.
Here a ∼ refers to an asymptotic distribution.
While the situations of highly dispersed and/or small to medium size groups are commonly encountered in practice, unfortunately existing tests either are not applicable or fail to perform well there. Please see section 3.3 for a rigorous discussion of this point. The main emphasis of the current work is to ll this gap. Our attempt is to develop a test that should work reasonably well uniformly for all situations.
Elimination of the nuisance concentration parameter to improve the quality of LRT based tests was felt to be a reasonable step in that direction.
In the next section we develop an integrated likelihood test, ILRT, for ANOMED.
Its second order asymptotic Chi-square distribution is derived. A detailed assessment Consider a likelihood function L(ψ ψ ψ, λ λ λ) where ψ ψ ψ is the parameter of interest and λ λ λ ∈ Λ Λ Λ is the nuisance parameter. The likelihood inference about ψ ψ ψ is often based on a pseudo-likelihood function L ψ ψ ψ obtained by eliminating λ λ λ in a suitable way which maintains the properties similar to those of a regular likelihood. The most popular one is the prole likelihood (PL) L p (and its modications) which replaces the nuisance parameter byλ λ λ ψ ψ ψ , the maximizer of L with respect to λ λ λ under xed ψ ψ ψ.
However the PL has some drawbacks. Maximization over Λ Λ Λ, can often be formidable under large number of nuisance parameters. See also example 2 (yielding 0 as the PL based MLE for population variance under every observable data set), example 3 (yielding a strange prole likelihood, rapidly growing to ∞ as the parameter θ → ∞ or −∞ depending on the sign of the sample mean) and example 4 (PL is nearly useless for inference being nearly constant over a huge range of the parameter space)
of Berger et al. (1999) for other undesirable situations.
Under this background, the "averaging" eect produced by an integrated likelihood (IL) to be discussed next is expected to produce a better summary of the original likelihood than the "maximization" involved in the prole likelihood. We refer to Berger et al. (1999) for a critical discussion about pseudo likelihoods where use of IL is strongly recommended from several perspectives, including accounting for nuisance parameter uncertainty. For further insights, the reader is also referred to e.g. Kalbeisch and Sprott (1970) and Liseo (1993) among others. An IL is of the
Here Π is a non-negative weight function on Λ Λ Λ making the above integral convergent for every xed ψ ψ ψ.
AsL depends only on the data and the parameter of interest ψ ψ ψ, it can be used like a standard likelihood function for all likelihood based inference procedures. However, (2003), among others. Severini (2007 Severini ( , 2010 Severini ( , 2011 gives a thorough development of inference procedures about a scalar parameter of interest ψ, particularly when the nuisance parameters λ λ λ and a scalar parameter of interest ψ are orthogonal, i.e. the expected values of the mixed derivatives of the log likelihood function with respect to λ λ λ and ψ are zeros. In this case the impact of the choice of Π is quite low more eectively when Π does not depend on ψ ψ ψ, for moderate to large samples. However, parameter orthogonality is not a necessary condition for ILRT to produce good inference procedures.
In the following, the ILRT statistic is developed for ANOMED under equally dispersed vM distributions. Its second order asymptotic Chi-square distribution is
derived. An extensive simulation-based assessment of its performance is carried out in section 3.3.
ILRT under equal concentration parameters:
Referring to section 2.1, the likelihood function is
Here θ θ θ = (θ 11 , θ 12 , ..., θ 1n 1 , .., θ p1 , ..., θ pnp ) is the vector of all observations and ψ ψ ψ = µ µ µ = (µ 1 , ..., µ p ) is the vector parameter of interest. The choice of the prior
is motivated by its success in attaining a simple closed form of the IL, after eliminating the normalizing constant I 0 (κ) −n and choosing the exponent exp(−nκ) to make the resulting integral convergent for all observed data sets and mean directions. Nevertheless, we are keen to keep it free from the parameter of interest ψ ψ ψ. This choice, together with the parameter orthogonality between ψ ψ ψ and κ, facilitate to bestow the resulting ILRT with the desired second order properties as seen in the proof of Theorem 1 ( see also Severini (2007) ). The term κ an/2−1 , whose exponent produces the scaling factor a n in the resulting ILRT statistic was invoked to attain a non degenerate limiting distribution. In line with the Welch-Satterthwaite technique, an initial guess of a n = n − 1 was based on matching the simulated means (rst moments) of
large group size and large κ. (More precisely, n 1 = 100 and κ = 15 were taken as representatives of large group sizes and large concentrations respectively. Then, the ratio of p − 1 to the simulated mean (based on 500000 simulations) of the RHS of (3), excluding the (n − 1) term (which is the simulated value of the a n term), was regressed on the total sample size n for p = 2(1)8). The value of a n was further ne-tuned for its modest dependence on the unknown κ through multiplicative adjustments as suggested in section A.1 of Appendix-A. Finally, integrating L.Π over
The integrated MLE's obtained by maximizingL with respect to µ µ µ under the null and the alternative hypotheses coincide with the usual onesψ 0 =μ 0 = θ .. and
.., p respectively (see section 2.1). The resulting IL ratio is
where
is the subset of Θ 1 , where all components of µ µ µ are equal to µ. The proposed ILRT Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing)
statistic −2 logλ equals
The asymptotic χ 2 distribution of T ILRT is stated in Theorem 1 below.
Throughout this work the parameter space for κ is assumed to be (0, ∞). (The case κ = 0 is excluded, being a uniform distribution over [0, 2π)).
It is easily seen that the partial derivatives of h with respect to κ are
being the j th derivative of A(κ) with respect to κ.
First consider the case of large concentrations, κ > 1. Here A(κ) and its j th derivative can be shown to be piece-wise well approximated to O(10 −3 ) by
The constant c varies slightly across the pieces and is almost zero for large concentrations, while the slope b is very close to 2. (see Table 2 of section A.2, Appendix-A for details. See also A.13 of Appendix 1 of JM for another approximation). Taylor expansion of h aboutκ ψ ψ ψ ≡κ, with equations (4) and (5), and the fact that h (κ) = 0,
Note that the prior Π is continuously dierentiable. Then, applying the expansion of
to the 3 rd term (inside the curly bracket) and using Taylor's expansion of Π(κ) aboutκ, gives
where R 1n and R 2n are of O(n −2 ). First compute the product of the two bracketed terms in the RHS of (6) and multiply the resulting terms by n |A (κ)| exp{− 1 2
which is proportional to a normal density with mean zero and standard deviation
. Next, integrate term by term with respect to κ and note that dκ = √ n du.
It is then seen that in the RHS of (6), the integrals involving powers of u are proportional to the raw moments of a normal distribution with mean zero and standard deviation A (κ) −1/2 . Use of (5) with the approximation b ≈ 2 makes the (2j)
, while the odd order moments vanish. On ignoring the O(n −2 ) terms, the RHS of (6) becomes
{κ=κ} is the Cox and Reid (1987) adjusted prole likelihood; |l κκ | {κ=κ} = nA (κ), l κκ being the second order partial derivative of the log likelihood l with respect to κ. Furthermore, on account of (5)
where θ = 1 − c is close to 1 (for large κ, c is very close to 0, see Table 2 , section A.2, Appendix-A for more details). Consequently,
) terms, all the above observations nally lead tō
where for every xed n, both g and Π are nite and continuous in κ. Taking logarithms and denoting the log likelihoods by l, give,
Recall from section 2.1 thatψ ψ ψ 1 =μ µ µ,ψ 0 =μ 0 , are the usual MLEs of µ µ µ, while those of κ areκ 1 = sup ψ ψ ψκ ψ ψ ψ andκ 0 under H i , i = 1, 0 respectively. The resulting ILRT Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) statistic is,
Note that Π (by our choice) and g depend on the parameter of interest ψ ψ ψ only through
.., p, (see MJ) so that the nuisance parameter κ is orthogonal to the parameter of interest ψ ψ ψ = µ µ µ. Consequently, (see section 2.2, result (iv) of Cox and Reid (1987) ),κ ψ ψ ψ , is less sensitive to the variation in ψ ψ ψ under the null and the alternative hypotheses. Additionally, bothκ 1 andκ 0 being consistent for the same parameter κ,
Together with the continuity of Π and g, this makes the terms log(
and the middle term in equation (9), all of O P (n −1 ). These arguments nally lead to
with computational form given in equation (3). The asymptotic distribution of T ILRT is as that of the adjusted prole log likelihood ratio, which is χ 2 p−1 . The approximations involving κ in (5) (leading to the χ 2 distributional approximation) are very sharp for large κ, say κ > 9 but not so for κ < 9. A slight ne-tuning in the form of subtle multiplicative adjustments given in section A.1 of Appendix-A, which is based on the piece-wise partition for approximation of A(κ), signicantly improved the χ 2 p−1 approximation for this case.
The case of small concentration can be dealt with on the similar lines on noting that in this case the function A(κ) can be well approximated by .107 + .46κ, with maximum deviation of order 10 −3 for κ ∈ (0.1, 0.9). For κ < 0.1, the circular uniform distribution is recommended. Here the derivatives of A(κ) and hence of h(κ) of order greater than 1 all vanish, simplifying the RHS of (6) to a great extent.
However, in this region the estimates of κ are likely to be more sensitive, moreover the derivatives of Π involve reciprocals ofκ. Hence, the RHS of (9) is expected to be more unstable and resulted in large observed sizes as revealed in a simulation study (not further discussed here for brevity). This problem was handled by adhoc multiplicative adjustments to the resulting ILRT, as developed in section A.1 of Appendix-A.
Remarks : (i) The aforementioned multiplicative adjustments controlled the sizes of the resulting tests very well without aecting its power function, as can be seen by the simulation study reported in the next subsection. These adjustments are used throughout in the sequel, including the performance assessment in section 3.3 as well as the real data analysis in section 5, and are strongly recommended in practice.
(ii) Although the results from Cox and Reid (1987) iii) The whiskers and outliers for LRT notably emerged under all the three factors: small κ, large p and small n 1 . Under small concentrations, the group sizes required to stabilize the sizes around the desired level 0.05 were as large as 60.
For large concentrations, the convergence was relatively fast. iv) AW exhibited a pattern similar to LRT but in the opposite direction as HKG did.
Clearly, based on the size performance, WW and LRT were practically un-usable under small concentrations and/or small size groups. ii) For very small κ, the gain was increasing with the number of groups (p) for xed values of other parameters, (see Figure 3) .
iii) For two groups and/or κ < .5 the gain over AW was uniformly more than that over HKG even under large group sizes (Figure 3 and rst row of Figure 2 ). However, this behaviour reversed for large number of groups and .5 < κ < 1. Under large group sizes and κ in the neighbourhood of 1, the three tests performed almost equally (last two rows of Figure-2 ).
Large concentrations: iv) Under medium κ (1 < κ < 2) and very small group sizes, likelihood based tests surpassed WW, the gain increasing with p (rst row of Figures 6-7) . v) Under large concentrations and large group sizes, all tests including the regular LRT performed almost equally well (Figure 7) . However, for two groups the power of AW declined in the farthest region from the null hypothesis, i.e. at h = π, more prominently under large concentrations and small group sizes (ii) In a nutshell, the major benet of ILRT was felt under small concentrations and/ or small group sizes as desired. ILRT not only improved over LRT and AW but also was superior to all other tests in this scenario. It compared well in all other cases to the best performers and hence can be uniformly used under all situations irrespective of the magnitude of the observed values of κ and group sizes.
The next section discusses an extension of ILRT under heterogeneous groups. An Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) extension to GvM and the Batschelet distributions is also outlined. It is to be noted that our approach gets adapted easily and elegantly for generalization of ANOMED to distributions on hyper-spheres. Often the p groups may follow von-Mises distributions with diering concentration parameters. The set-up is similar to the one in section 3.2 except that now
The only existing test for unknown and unequal concentrations for this problem is the likelihood ratio test suggested by Watson (1983) (W W * in the sequel) given by
To identify the specic parametric region where improvement over W W * is essential, power values were simulated with details as that for equal κ case. Additionally, increments in the concentration parameters by .25 and .5 for successive groups were introduced. Though the sizes of actual LRT were unduly large, the size-normalized power function was reasonably good even for small group sizes. Size corrective multiplicative adjustments however may depend on the pattern of concentrations across the groups in a complicated way and can not be easily derived.
ILRT for this situation is developed next. Adopting a parallel approach as in section 3.2 with the product prior
the resulting integrated likelihood function is
The maximizer ofL * with respect to µ µ µ under H 1 is stillμ * i =μ i = θ i. , i = 1, ..., p.
However, under H 0 ,L * is maximized atμ * 0 , a solution to the equation
where S i and C i are dened in section 2.1. This leads to the integrated likelihood
The log likelihood ratio statistic is
As before, we have the following result:
Theorem 2: The asymptotic distribution of T ILRT * is χ 2 p−1 .
Proof of Theorem 2. Note from equation (11) that
Treating each group separately and employing parallel arguments as in the proof of Theorem 1 on each L i separately, analogues of equations (4) through (8) hold for each f i , so that
where l A i (ψ ψ ψ i ) is the Cox-Reid adjusted prole likelihood corresponding to L i . Taking logarithms, This gives
the MLE('s) of µ µ µ under H 1 are θ θ θ i. as given in section (2.1) while under H 0 isμ * 0 given in equation (12). The MLE'sκ i of κ i ( solutions to the equations A(κ i ) = H 1 . Consequently, the terms containing the estimates of κ i in the log integrated likelihood ratio get cancelled out leaving the resulting ILRT statistic :
Ignoring the O P (n −1.5 i ) terms, noting the asymptotic χ Use of the overall sample mean θ .. in place ofμ * 0 gave good approximation. Also minor ne-tuning with the multipliers 1.085 for (.7 < k 0 < 1), 1.05 for (2 < k 0 < 5) and 1.15 for (1 < k 0 < 2) further enhanced the size performance. Here k 0 is the smallest one among the estimates of concentration parameters for the p groups. Equally good performance was also exhibited by size-adjusted .88 T W W * with multiplier .88 for κ 0 > .7. However for very small concentrations, namely k 0 < .7 none of the test gave satisfactory results and this case needs further investigation.
The next section briefs the development of ILRT for the GvM in the circular case.
4.2.ANOMED for GvM (A case of two nuisance parameters)
Note that the ILRT-based treatment for the nuisance parameter is likely to be effective under orthogonality between the nuisance parameters and the parameters of interest more eectively when the prior does not depend on the parameters of interest.
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observations from the generalized von Mises distribution with pdf
where µ ∈ [0, 2π) is a location parameter and G 0 (k 1 , k 2 ) is the normalizing constant.
, is the most appropriate and yieldsL
where,
cos l(θ ij − x), l = 1, 2, leading to the ILR statistics
Here,μ 1i , i = 1, ..., p andμ 0 are maximizers ofL(µ µ µ) under H 1 and H 0 respectively and can be obtained using numerical methods. Since the domain of maximization is bounded, this should not pose much diculty. The choice of a n can be based on the Satterthwaite-Welch type technique in line with the arguments in section 3.2.
A parallel approach holds for the Batschelet distribution(1981)with density func- (13) and (14). However ne tuning adjustments as in section A.1 of Appendix-A may need to be developed under small concentrations.
Examples
This section illustrates some applications of the ILRT with real life examples representing situations where ANOMED is most appropriate. The computational details are summarized in Table 1 . For WW, HKG, LRT and AW the computational formulae given in section 2.2 are used. ILRT is computed using equation (3) together with the multiplicative correction factor suggested in section A.1 of Appendix A, and replacing κ 0 by its estimateκ 0 , as reported in Table 1 . For the data sets, (except the data set D 3 where the raw data was not available), the assumptions of von-Mises distribution and equal concentration parameter for the groups were validated (cf MJ (2000), Fisher (1993) ). These examples are also informative of the proper usage of appropriate tests.
Epidemic onset data:D1,D2
In certain epidemic diseases, like acute primary angle closure glaucoma (APACG), the exact date of attack can be reliably determined. As suggested by Gao et al. Gao give data on exact dates of onset converted to angles for 132 APACG patients from Singapore along with information on other attributes like age group, sex, etc. The data-set D1 is extracted from this data-base and displays the dates of onset of APACG for male patients partitioned into four age groups, namely, below 50, 50 to 59, 60 to 69 and above 70. Referring to Table-1 Similar hypothesis for female patients (data set D2) extracted from the same data-base under same age groups was unanimously accepted by all the tests except WW (which rejected the hypothesis (p-value: 0.0391) conforming to its aforementioned tendency of false alarms under small concentrations). Such a decision can also be undesirable in some situations like drug testing where falsely declaring a drug to be superior over others could be harmful.
In conclusion, males are prone to age dependent seasonal impact while for females seasonal inuence does not depend on age. This also indicates a kind of three way interaction among the gender, age-group and seasonal inuence on the dates of onset of APACG. Furthermore, as mentioned in the proof of Theorem 1 a little ne-tuning for moderate values of κ ∈ (1, 9) namely, 1.11 for {1 < κ 0 < 1.25} ∪ {3 < κ 0 < 4.25}; 1.17 for 1.25 < κ 0 < 3; 1.04 for 4.25 < κ 0 < 9 gave excellent results. Also for κ 0 > 15, a n = n − 1.5 in place of n − 1 gave more accurate results.
A.2 Piece-wise approximation of A(κ):
Note that for κ ∈ [1, ∞), ω = 1/κ ∈ (0, 1]. By computing A(ω) on a very ne mesh of (0, 1] and regressing A(ω) verses ω piece-wise on the partition given in Table 2 , (chosen selectively) the approximation of A(κ) with error less than 10 (−3) reported in Table 2 was obtained. 
