Abstract. We prove a general M. Riesz-Schur-type inequality for entire functions of exponential type. If f and Q are two functions of exponential type σ > 0 and τ ≥ 0, respectively, and if Q is real-valued and the real and distinct zeros of Q are bounded away from each other, then
Introduction
For n ∈ N, let P n and T n denote the set of algebraic and trigonometric polynomials of degree at most n with complex coefficients, respectively. Next, given γ ≥ 0, let B γ be the collection of entire functions of order 1 and type at most γ, that is, entire functions of exponential type at most γ. In other words, f ∈ B γ if and only if for all ε > 0 and for all z ∈ C we have lim sup |z|→∞ |f (z)| exp (− (γ + ε) |z|) < ∞. Finally, let C(Ω) be the space of all continuous complex-valued functions f on Ω ⊂ R for which f C(Ω) def = sup t∈Ω |f (t)| < ∞. , P ∈ P n , (
is well known and it plays an essential role in approximation theory. In particular, the simplest proof of Markov's inequality is based on applying (1.1) to the Bernstein Inequality.
We have no doubts that every person reading this paper has seen this done on countless occasions so let us just name one such reference here, namely, M. Riesz's [6, §3, Satz IV, p. 359] from 1914 which is the granddaddy of all of them.
The following M. Riesz-Schur-type T C([−π,π)) ≤ (n + 1) sin t T (t) C([−π,π)) , T ∈ T n , (
and Schur-type was proved in a 1919 paper by Schur, see [7, (29) , p. 285]. As a matter of fact, Schur proved a little more. Namely, for odd n the factor n + 1 in (1.3) can be replaced by n.
In this note we discuss various versions of inequalities (1.2) and (1.3) for entire functions of exponential type. They are special cases of the following general M. Riesz-Schur-type inequality.
Theorem 1.1. Let τ ≥ 0 and σ > 0. Let Q ∈ B τ be a function that is real-valued on R and let Z Q def = {t n } denote the real and distinct zeros of Q. Assume that if card Z Q > 1 then
Then the following two statements hold true.
(a) If f ∈ B σ , then we have
If equality holds in (1.5) for a point x = x 0 ∈ R and for a function f ∈ B σ that is realvalued on R with f ≡ 0, then either |(Qf )(x 0 )| = Qf C(R) or there exist two real constants S and C such that |S| + |C| > 0 and 
Remark 1.4. Theorem 1.1(b) shows that equality holds in (1.5) only in rather exceptional cases since f in (1.6) must be an entire function (of order 1 and type at most σ) so that the zeros of Q, counting multiplicities, must be zeros of the right-hand side as well.
In the following two corollaries we apply Theorem 1.1 with the two M. Riesz-Schur's weights that appear in (1.2) and (1.3).
Moreover, equality holds in (1.7) for a point x = x 0 ∈ R such that cos (τ x 0 ) = 0, and for a function f ∈ B σ that is real-valued on R with f ≡ 0 if and only if σ/τ ∈ N and
Moreover, equality holds in (1.8) for a point x = x 0 ∈ R and for a function f ∈ B σ that is real-valued on R with f ≡ 0 if and only if f (x) ≡ S sin (σ x) /x for some real S = 0.
First, we discuss some lemmas in Section 2, and then we give the proofs of these results in Section 3.
Throughout Sections 2 & 3, we will assume that τ ≥ 0, σ > 0, and that the function Q ∈ B τ is real-valued on R. When necessary, will refer to the conditions
where θ ≥ τ is fixed, and
where Z Q def = {t n } denote the real and distinct zeros of Q.
In what follows, the Lebesgue measure of a (Lebesgue) measurable set E ⊂ R will be denoted by m(E).
Some Lemmas
We will discuss properties of Q and of other entire functions of exponential type that are needed for the proof of Theorem 1.1. We start with two simple properties. Proof.
and, therefore,
and, letting here ε → 0+, proves right-continuity of A s (Q) at c.
, lim x→∞ Q(x) = 0, then, for x > 0 and by the mean value theorem,
so that, dividing both sides by |x| and letting x → ∞, we get
and then
that contradicts (1.9). If lim sup x→−∞ |Q(x)| = 0, then apply the previous part to Q(−x)
that also satisfies the conditions.
Next, we discuss some metric properties of Q and of other entire functions of exponential type.
then there is a constant C 1 > 0 such that for every f ∈ B σ the Remez-type inequality
holds. Proof. Let s ≥ θ, see (1.9). It follows immediately from (1.9) that there exists a constant
Next, given α > 0, the open set E α def = {x ∈ R : |Q(x)| < α} can be represented as E α = I∈Aα I, where A α is a family of pairwise disjoint open intervals I. Then (2.2) shows that for α ∈ (0, C 2 /s] the set E α does not contain zeros of Q ′ . Therefore, Q is strictly monotone on each interval I ∈ A α .
If α ∈ (0, C 2 /s] and I ∈ A α is a bounded interval then |Q| takes the same value at the endpoints of I so that I contains precisely one zero of Q.
If α ∈ (0, C 2 /s] and I ∈ A α is an unbounded interval, say (a, ∞), then, Q being monotone on I, the finite or infinite Γ .2) and using the mean value theorem, we see that for each x ∈ I there exists ξ ∈ I such that
. Therefore, due to condition (1.10), for every closed interval ∆ of length d/2, we have
Now we are in the position to prove the following Schur-type inequality.
Lemma 2.5. Let τ ≥ 0 and θ ≥ τ . Let Q ∈ B τ satisfy conditions (1.9) and (1.10). Let σ > 0. Then there is a constant C 3 > 0 such that for every f ∈ B σ we have
Proof. Let the number α * > 0 and the (d/2, d/4)-dense set E * ⊂ R be chosen with the help of Lemma 2.4. Then
so that (2.3) follows from Lemma 2.3.
Proofs of the Main Results
Proof of Theorem 1.1(a). Let τ , σ, and Q satisfy the conditions of Theorem 1.1. Let f ∈ B σ and assume f ≡ 0 and Qf C(R) < ∞ since otherwise all claims are self-evident.
The proof will consist of three short steps. Using Lemma 2.5 with θ = σ + τ , we obtain f C(R) < ∞, and this will be used in all three steps.
Step 1a. First, we assume that f is real-valued on R and that there exists x * ∈ R such that
. Since Qf ∈ B σ+τ , we can apply the Duffin-Schaeffer inequality to Qf to
that implies (1.5) immediately.
Step 2a. Second, we assume that f is real-valued on R but |f | doesn't necessarily take its maximum value on R. Given ε > 0, pick x ε ∈ R such that f C(R) ≤ |f (x ε )| + ε. Next, observe that, for fixed δ > 0, the function F δ defined by
belongs to B σ+δ , it is real-valued on R, |F δ (x)| ≤ |f (x)| for x ∈ R, and, since F δ (x) goes to 0 as x → ±∞, it takes its maximal value at some point in R so that, as proved in
Step 1a,
we can use (1.5) to obtain
First, letting here ε → 0+, we get
and then, letting δ → 0+ and using right-continuity of A s (Q) as proved in Lemma 2.1(a), we obtain (1.5) for f as well.
Step 3a. Third, we assume that f is not necessarily real-valued on R. Then f can be written as f = f 1 + if 2 , where both f 1 and f 2 given by
are real-valued functions on R that belong to B σ .
Given ε > 0, pick x ε ∈ R such that f (x ε ) = 0 and f C(R) ≤ |f (x ε )|+ε. Let η ∈ R be defined by exp(iη) = f (x ε )/|f (x ε )|, and let the function G be defined by
Then G is real-valued on R and satisfies the relations |G(x)| ≤ |f (x)| for x ∈ R and |G(x ε )| = |f (x ε )|. Applying (1.5) to G, we obtain
and, letting ε → 0+, we again arrive at (1.5) for f as well.
Thus, Theorem 1.1(a) has fully been proved.
Proof of Theorem 1.1(b). Let τ , σ, and Q satisfy the conditions of Theorem 1.1. If there exists x = x 0 ∈ R and f ∈ B σ that is real-valued on R such that equality holds in (1.5), then
Hence, using again (1.5) and
Summarizing,
and, by the Duffin-Schaeffer inequality, where |S| + |C| > 0 are real. As before, C must be 0. Thus, Corollary 1.6 has been proved as well.
