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1.1 Background I: Introduction to the itinerant
chiral magnet MnSi
1.1.1 Chiral Magnet
The word chirality is derived from the Greek χειρ (kheir), which means "hand".
This is a property of asymmetry of the object or system. In the simple explanation,
`an object' is called `chiral' if it is distinguishable from its mirror image and it
cannot be superimposed onto it like a hand. The illustration of the chirality is
depicted in gure 1.1. Once we create the mirrored image of such an object, it is
not possible to map it onto the original image simply by rotation and translation.
The term of chirality was rst used by Sir William Thomson Lord Kelvin in 1893
in the second Robert Boyle Lecture at the Oxford University Junior Scientic Club
which was published in 1894. "I call any geometrical gure, or group of points,
`chiral', and say that it has chirality if its image in a plane mirror, ideally realized,
cannot be brought to coincide with itself" [2].
The term of chiral object has been used in the several branches of science.
Chirality is an important concept for example in stereochemistry and biochemistry.
Most substances relevant to biology are chiral, such as carbohydrates (sugars,
starch, and cellulose), the amino acids that are the building blocks of proteins,
and the nucleic acids [3].
In physics, especially in the model description of chiral magnet that we will dis-
cuss later, there is an interaction term in the Hamiltonian so called `Dzyaloshinkii-
Figure 1.1 Illustration of the chirality of hand. Figure taken from Ref. [1].
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Moriya' or DM interaction [4], which is responsible for the chirality. Suppose we
consider the ordinary ferro or antiferromagnetic phase where the DM interaction
is absent, such systems are non-chiral as they are described by the inversion-
symmetric spin Hamiltonian. The detail will be discussed in the next section. In
the presence of DM interaction, there will be a competition between those two
types of interactions and consequently the ferromagnetic interaction becomes less
decisive. The left and right-handed chirality is thoroughly determined by the
negative or positive sign of DM vector, respectively.
1.1.2 Magnetic phases of chiral magnet MnSi
The B20 chiral magnet MnSi has attracted continuous interest for decades [510].
MnSi has a cubic chiral crystal structure with the noncentrosymmetric space group
P213 and has a cubic unit cell with dimensions a×a×a, where the lattice constant





























where uMn = 0.137 and uSi = 0.845 Å [11]. The crystal structure of MnSi from
two dierent orientations is depicted in gure 1.2.
From the crystal structure above, there is no inversion symmetry at the center
position of the Mn-Mn bonds. Due to the lack of the inversion symmetry, the
antisymmetric spin-spin interaction, DM interaction, becomes active. The com-
petition between the DM interaction and the ferromagnetic exchange interaction
induces the chiral spin texture such as the helical phase. Indeed, the long-period
helically modulated structure is established below Tc ' 30 K under zero external
magnetic eld in MnSi [12]. The modulation has 180 Å periodicity, propagating
along the [111] crystallographic axis [13]. This propagation direction can be ob-
served in the neutron diraction experiment as shown in gure 1.4. It is clearly
seen that the magnetic reection was observed along the [111] axis [14]. The
schematic of the helical spin texture with the helical pitch along the easy axis is
drawn in gure 1.5(a).
(a) (b)
Figure 1.2 Crystal structure of MnSi viewed from (a) (111) and (b) (100) directions.
Mn and Si atoms are represented by large and small spheres. Figure taken from Ref. [5].
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Figure 1.3 Magnetic phase diagram of MnSi. Figure taken from Ref. [14].
(a) (b)
Figure 1.4 Neutron diraction pattern for (a) helical and (b) skyrmion phase. Figure
taken from Ref. [14].
The magnetic phase diagram of this chiral magnet compound becomes rich
in the presence of external magnetic eld as shown in gure 1.3. By applying
magnetic eld, the spins tend to be parallel with respect to the external magnetic
eld direction. In the magnetic phase shown in gure 1.3, for the magnetic eld
range of 0.1 < B < 0.55 T, the DM interaction still plays a role for the helical
spin texture. However, the helical pitch of the spins texture is no longer along
[111] crystallographic axis, as the pitch is changed to the external magnetic eld
direction. This spin conguration is called the conical phase as shown in gure
1.5(b).
In the intermediate magnetic eld (∼ 2000 Oe) and at nite temperature close
to Tc, it was found a new phase so called A-phase. The neutron diraction exper-
iment shows that this new phase has six fold symmetry in the momentum space.
This A-phase is now called magnetic skyrmion phase. The magnetic skyrmion is
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Figure 1.5 (a) Helical phase, (b) conical phase, and (c) A-phase or skyrmion phase.
Figure is taken from Ref. [15].
the swirling spin texture (gure 1.5(c)) characterized by a topologically nontrivial
skyrmion number. Because of the topologically protected nature of skyrmions,
scrutiny on this itinerant chiral magnet has been drastically accelerated recently.
For large magnetic eld B > 0.55 T, a further transition takes place to the
trivial fully polarized (induced ferromagnetic) phase. Such a large magnetic eld
suppresses the spin uctuations and all spins will align to the external magnetic
eld direction.
At large temperature above the magnetic ordering temperature T > Tc, the
long range magnetic interactions are destroyed by the thermal uctuation and the
spins becomes disorder or paramagnetic phase.
1.1.3 Skyrmion in chiral magnet
The name of skyrmion originates from a British nuclear physicist, Tony Skyrme,
who developed a nonlinear eld theory for pions and found topologically stable
eld congurations behaving as particles in early 1960's [1722]. Tony Skyrme
proposed that particles are topologically protected. A particle in eld theory
can be described as wave-excitation of the eld. Topologically protected means
that this excitations cannot be undone by any deformation of the eld congura-
tion. In mathematical description, there exists a topological integer number that
is unchanged. Hereafter, in several areas of research, topologically stable eld
conguration were named skyrmion.
In the eld of condensed matter physics, the term of skyrmion is also used in
the magnetic materials study. Two dimensional version of this skyrmion appears
both in bulks or in thin lms as topologically stable phase, such as `vortex-like'
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spin conguration or swirling spin texture induced from chiral interactions. Such
a magnetic skyrmion was rst discovered experimentally in the bulk MnSi in 2009
[14], and one year later a similar character of hexagonal spin structure was also
found in the doped semiconductor Fe1−xCoxSi [23]. Such spin structure was called
as A-phase for the convention before 2009 and was hypothesized as some kind of
helix with wave vector aligned perpendicular to the applied magnetic eld. In
the elastic neutron scattering experiment reported in 2009, it was shown that
the spin texture has a hexagonal lattice although it was dicult to deduce the
magnetic structure of A-phase only by using neutron diraction. Measurement of
the topological hall eect of the A-phase was carried out to prove that A-phase
corresponds to the skyrmion structure [9, 24]. From the topological Hall eect
measurement, we can identify the contribution of the emergent magnetic eld by
the skyrmion spin texture. In 2010, real space images of spin texture were obtained
using Lorentz transmission electron microscopy (LTEM). The real space image of
the A-phase is shown in gure 1.6. The image was taken from Fe1−xCoxSi thin
lm sample. We can see that the image at the edges and at the center of the
observed spin texture is black indicating that the magnetization in that region
is perpendicular or along the magnetic eld, and the color image only captured
the in-plane magnetization. From the LTEM images, we can see the winding of
the magnetization around the center of skyrmion and validate that the A-phase is
identied as the hexagonal lattice of skyrmion (swirling spin) structure.
It may be noted here that there are two limitations in LTEM observation.
One is that only the magnetic structure of the electron-transparent thin-plate
sample can be detected and thus LTEM only can be used for thin lm samples.
Another limitation is that LTEM only measures the in-plane component of the
magnetization.
The magnetic skyrmion is topologically protected which means it cannot be
transformed to the trivial structure by any continuous deformation. This topology
property is explicitly described by the topological charge or skyrmion number.
Skyrmion number is the quantized winding number which counts how many times
the spin conguration wraps around the unit sphere. The topological skyrmion
number is dened in two-dimensional system as [25],
Figure 1.6 Real space observation of skyrmion at magnetic eld B = 50 T using Lorentz
transmission electron microscopy (LTEM). Figure taken from Ref. [16].















n̂ is the normalized eld conguration, the direction of spin at any spatial position.
The vector spin texture varies continuously in all direction, if n̂ wraps around a
unit sphere, the topological skyrmion number Nsk is equal to 1. In other word, a
single skyrmion contributes one to topological skyrmion number, which means the
skyrmions can be clearly counted in an ordered state (integer number). Depending
on whether the center of the skyrmion is parallel or antiparallel with the external
magnetic eld, the skyrmion number is either +1 or −1. This topological skyrmion
number can be used to analyze the topological properties of skyrmion-like texture.
1.1.4 Theoretical description in micromagnetic material
1.1.4.1 Heisenberg exchange interaction
Heisenberg exchange interaction is well-known in the condensed matter physics
to describe the ferromagnetism. Stringent characteristic of this interaction is its
symmetry; this interaction is symmetric under the exchange i↔ j where i and j
are the position of the spins. This Heisenberg exchange term in the discrete model




Sr · Sr+an̂µ , (1.3)
where n̂µ is a vector connecting one lattice site r to its neighboring sites at r+an̂µ
on a square or cubic lattice system with µ = x, y, z with a is lattice constant. The
above equation can be expressed as matrix element with the Heisenberg exchange















with Jxx = Jyy = Jzz and Jxy = Jyx = Jzx = Jxz = Jyz = Jzy = 0.
For a weakly varying classical spin eld S(r), one can expand the equation 1.3 to
obtain the continuum limit of the Hamiltonian by performing Taylor expansion
up to the second order. The rst term of the expansion Sr · Sr is equal to unity
(for unit spin vector) or scalar quantity and can be discarded as a constant. The
second term (a)
∑
r Sr · ∂µSr will vanish. Thus, the only contribution from the
second order term, (a2/2)
∑











d3r (∂µSr) · (∂µSr). (1.5)
1.1.4.2 Dzyaloshinskii-Moriya interaction
Dzyaloshinskii-Moriya (DM) Interaction is derived through a second-order pertur-
bative analysis of the spin-orbit coupling interaction L̂ · Ŝ between ions i and j [4].
This kind of interaction is antisymmetric under exchange i↔ j with opposite sign.
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As noted before, the DM interaction is induced by a lack of inversion symmetry
of the compound as noted before. The Hamiltonian for the DM interaction term




n̂µ · (Sr × Sr+an̂µ), (1.6)
where D is DM parameter with the direction of DM vector n̂µ. The orientation of
DM vector is depending on the crystal structure. The direction of such interaction
exhibits a chiral magnetic property. In the continuum limit, Taylor expansion for




n̂µ · (Sr × ∂µSr)→ Da
∑
r,µ
Sr · (n̂µ × ∂µSr), (1.7)
by applying the calculus identity
∑





d3r S · (∇× S), (1.8)
1.1.4.3 Zeeman interaction
The Zeeman interaction is the physical phenomenon underlying the coupling of
magnetic moments of the electrons to the applied magnetic elds. Most magnetic
problems involve the interaction between the system and the external magnetic
eld. External elds also can arise in many ways such as from nearby magnetic
material or as an eective eld from an electric current. In the discrete model
Hamiltonian is written as,












Magnetic anistoropy often plays a minor role in magnetism and can often be ne-
glected for eective calculation. However, it has phenomenological role to deter-
mine direction of magnetization or magnetic moments. The magnetic anisotropy
term is derived from the electrostatic crystal-eld interaction and relativistic spin-
orbit coupling, and gives rise to a particular crystallographic axis preferred by
spin moments [26]. The simplest form of anisotropy is the single-ion uniaxial
type, where the magnetic moments prefers to align along a single axis ê, often
called as the easy axis and the interaction is conned to the local moment only.
This uniaxial anisotropy is commonly found where the crystal lattice shape is





(Si · ê)2 (1.11)
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where Ac is the anisotropy constant.
In addition, there are also materials which have a cubic crystal structure, such
as in MnSi, it has a dierent form of anisotropy known as cubic anisotropy. Cubic
anisotropy is commonly much weaker than uniaxial anisotropy, and has three
principal directions which energeticlly are easy, hard, very hard magnetization














where Kc is the cubic anisotropy parameter, while Sx, Sy, and Sz are the compo-
nents of the spin moment S.
1.1.4.5 Ginzburg-Landau theory of chiral magnet
In this part, we will present the Ginzburg-Landau description of chiral magnets
which is well established for understanding the formation of the magnetic phases
in MnSi. The Ginzburg-Landau (GL) functional theory for MnSi includes the
underlying magnetic interactions such as the isotropic exchange, Dzyaloshinskii-
Moriya, and Zeeman interactions as we discussed earlier. This functional depends






2 + J(∇M)2 + 2DM · (∇×M) + UM4 −B ·M
)
(1.13)





the function integral is evaluated using the saddle point approximation. The GL
equation above is re-scaled so that the measured distances is in units of helix pitch,
r̃ = Qr, and to reduce the number of parameters the magnetization and magnetic
eld are further rescaled as M̃ = [U/JQ2]1/2M and B̃ = [U/(JQ2)3]1/2B. The
reduced form of equation 1.13 is given by [14],




(t+ 1)M̃2 + (∇̃M̃)2 + 2M̃ · (∇̃ × M̃) + M̃4 − B̃ · M̃
)
. (1.15)
This leads to a new parameter t = r0/(JQ2)−1 ∝ T−Tc, which is a measure for the
distance from the mean eld phase transition temperature TMFc . Negative t then
yields a nite order parameter. Within saddle-point approximation, the system is
spiral spin-ordered for t < 0 and paramagnetic for t > 0. It also introduces a new
constant global pre-factor γGF = J2Q/U which provide a relative weight between
the mean-eld and uctuation contribution.
In the absence of the magnetic eld B, the GL functional of the chiral mag-
nets is only arrived from the competition between the ordinary ferromagnet and
Dzyaloshinskii-Moriya interaction. Such competition leads to the helical spin
structure with the helical modulation Q = D/J and the direction of the heli-
cal pitch depends on the anisotropy term if it is introduced. In MnSi case, the
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helical pitch is along < 111 > direction. And when the external magnetic eld
is applied and large enough comparing to the anisotropy term, the helical pitch
direction will ip to the direction of the applied magnetic eld, resulting in conical
phase. At large magnetic eld, the system becomes fully polarized state.
The above magnetic phase description is well behaved in the mean eld ap-
proximation of Ginzburg-Landau free energy functional where the thermal spin
uctuation is not considered. This mean eld analysis cannot explain the forma-
tion of the skyrmion phase in the region of intermediate magnetic eld and the
nite temperature. An ansatz solution for the skyrmion lattice is given by,
Mskyr ≈ Mf +
3∑
i=1
MhQi(r + ∆ri), (1.16)
MhQi(r) = A[ni1 cos(Qir) + ni2 sin(Qir)], (1.17)
where the wave vectors Qi and two unit vectors, ni1, ni2 are orthogonal to each
other.
This skyrmion lattice obtains the energy reduction from the cubic term, which is
derived from the Fourier transform of quartic term in the GL equation, M4. If the
cubic term is zero, the skyrmion spins state no longer comes energetically close to
the conical phase at intermediate elds. The cubic term in the momentum space
can be written as [14],∑
q1,q2,q3
(Mf ·mq1)(mq2 ·mq3)δ(q1 + q2 + q3), (1.18)
where mq is the Fourier transform of M(r). This cubic term vanishes unless the
magnetic structure contains Fourier modes with three wavevectors Q1 + Q2 +
Q3 = 0. It is further known that this term reduces the free energy when three
wave vectors form a tripod with mutual angles of 120◦ with the same amplitude
|Q1| = |Q2| = |Q3| = Q and orthogonal to magnetic eld B. Hence, they are the
conditions for the skyrmion phase to be at least locally minimizing free energy.
The above skyrmion solution in the free energy functional is not global mini-
mum in the mean eld level. The conical or helical phase solution is always lower
in the intermediate magnetic eld for wide range temperature below the magnetic
ordering temperature Tc. To realize the skyrmion solution, the author of Ref. [14]
includes the Gaussian uctuations around the mean eld as a rst order correction,










this correction is enough to lower the skyrmion solution than the conical or helical
state. By doing this way, the skyrmion pocket phase is realized in the intermediate
magnetic eld and at the temperature near Tc as observed in the experiment. The
skyrmion phase formation in the magnetic phase diagram and the comparison of
free energy functional with and without Gaussian uctuation are shown in gure
1.7. The full magnetic phase diagram with realization of the skyrmion lattice
phase at nite temperature is also investigated using Monte Carlo simulation in
three dimensional chiral magnet system. It will be discussed in the next section.
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Figure 1.7 The phase diagram and the comparison of free energy functional with and
without Gaussian uctuation. Figure is taken form Ref. [14].
1.1.4.6 Classical Monte Carlo Simulations
Monte Carlo simulation is one of the numerical methods that has been widely used
as a tool to simulate many body systems in condensed matter physics from quan-
tum regime to classical spins system [15,2733]. Classical Monte Carlo simulation
is nonperturbative method beyond the mean-eld analysis and a powerful tool to
determine the equilibrium properties for example temperature-dependent magne-
tization or even to determine the phase diagram of the chiral magnet systems at
nite size for both two- and three-dimensional cases. The simulation-generated
phase diagrams of classical spin systems by Monte Carlo simulation usually shows
very good agreement with the experimental phase diagrams since this simulation
perform the exact scheme for arbitrary temperature and parameters.
The thermal averages of an equilibrium system can be estimated by employ-
ing Markov chain Monte Carlo Methods [34]. A new states of the systems in
the Markov chain can be generated by a local and cluster spin update algorithm.
Cluster update algorithm such Wol [35] and Swendsen-Wang [36] algorithms are
useful to reduce the critical slowing down generated close to the critical tempera-
ture (Tc). However, in the basic form, the Wol and Swendsen-Wang algorithm are
only applicable for the Hamiltonian which includes only the exchange interaction
contribution. If the other contribution, such as Dzyaloshinskii-Moriya interaction,
the external magnetic eld, and the magnetic anisotropy are considered, we need
to modify the cluster algorithm accordingly and it arises the complexity in its
implementation. A local spin update oers high exibility and easiest implemen-
tation for various spin models.
Metropolis algorithm Monte Carlo simulation can be done in several ways
as we mentioned above. The common and easiest method is by performing a
single spin update with Metropolis algorithm. This way is used in this thesis to
generate skyrmion ground state in two dimensional lattice system. The result will
be discussed in Chapter 4. The main point of this method is we propose a trial
move by changing a single spin at random site. The new spin conguration is
examined by Metropolis algorithm to determine whether a trial move is accepted
or not. The Metropolis probability for accepting the move is given by [34],
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Figure 1.8 Visualization of sampling on the unit sphere for the (a) spin ip, (b) random,
(c) small step and (d) Gaussian moves. Figures taken from [37].
p = min[1, exp(−∆E/kBT )] (1.20)
where kB, T, and ∆E are the Boltzmann constant, temperature, and the energy
dierence between the old and new spins conguration ∆E = Enew − Eold.
A single-site Metropolis algorithms for numerical recipes are described as fol-
lows:
1. Initialize the spin conguration. The initial conguration is started either
from the high temperature paramagnetic state (random spins) or from an
order spins state at the zero temperature (by guessing the ground state of
the spin conguration),
2. Pick a random spin Si and change the spin orientation to S′i,
3. Calculate the energy change ∆E = E(S′i)− E(Si),
4. ∆E ≤ 0, accept a spin trial,
5. ∆E > 0, calculate the transition probability p = exp(−∆E/kBT) and gen-
erate a random number r in the range 0 < r < 1, if p > r, then accept a
spin trial,
6. Go to the another random site and process from (2) until reach equilibrium.
Trial move for classical spins There are several ways to make a trial move
depending on the purpose or the spins model that we are simulating. As shown
in gure 1.8, A proposed spins conguration can be done by spin ip, random,
small spin step, and Gaussian moves. For Ising-like model, it is more convenient
and ecient to use a single spin ip move since the degree of freedom is limited
only up and down spins. A spin ip move simply reverses the direction of such
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that S′i = −Si . But, for classical spin system where the degree of freedom is
innity, a single spin ip is not recommended. Other spin moves except spin ip
can be used in the classical spin model. A random move is applicable for high
temperature paramagnetic phase where the spin direction can be changed in any
directions. This move allows the spin update for low and high angle movement.
However, when the temperature of simulation goes down lower than the ordered
temperature state or even at quite low temperature, a random move is no longer
ecient since only small angle spin move can be accepted at low temperature. To
increase the acceptance rate, we have to reduce the degree of freedom of spins to
the lower angle. In such a case, a small step move can be used. Another trial spin
move that can be used for classical MC simulation is the Gaussian move. The
Gaussian trial move takes the initial spin direction and moves the spin to a point






where Γ is a Gaussian distributed random vector and σ is proportional to the
width of a cone around the initial spin Si.
The adaptive algorithm for the Gaussian move is developed by Alzate-Cordona
et al [37]. In this algorithm, the simulation is started using a high cone width (for
examples σ = 100) in the rst Monte Carlo steps (MCS). For each next Monte
Carlo steps, the cone width must be reevaluated by multiplying the current cone
width by a factor obtained according to the acceptance rate in the previous MCS.





The ideal acceptance rate to eciently sample the phase space is when the ac-
ceptance rate of Metropolis algorithm reaches 50 % [39]. The idea of the above
adaptive algorithm is if the acceptance rate R = 50 %, then the cone width is
multiplied by 1, however, when the acceptance rate is high (low) the cone width is
multiplied by a large (small) factor approaching the optimum cone width. Thus,
this adaptive algorithm will keep the acceptance rate close to 50 % and it can be
applied for all temperatures range.
MC simulation for chiral magnet In practice, the classical Monte Carlo
simulation is initially carried out from well-thermalized spin conguration at high
temperature of paramagnetic phase by taking into account the weight of Boltz-
mann probability function for any given parameters investigated. Once the well-
thermalized conguration is generated, the system can be brought to the desti-
nation temperature by decreasing the temperature gradually to obtain the nal
conguration. However, we have to be careful, the nal conguration is inu-
enced by how slow we decrease the temperature and how many number of Monte
Carlo steps that we set during simulation. For simple system i.e anti ferro- and
ferro-magnets, we do not have to take long Monte Carlo steps and even slowly
decreasing temperature is not necessary. And unless one intends to study thermo-
dynamic quantities such as the specic heat and magnetic susceptibility at each
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temperature, there is no need to perform a large number of MC runs in the high-
temperature region. Roughly 105 runs at each T are sucient to reach the correct
ground state for typical square lattice. Although, for large simulation, the run
might have to be longer to ensure good convergence. Nonetheless, for complex
systems such as skyrmion phase, slow decreasing temperature and long Monte
Carlo steps are very necessary not only to obtain a good thermodynamics quan-
tity but also to get the correct skyrmion ground-state. Quick simulation often
trap the system to the metastable state.
There is one note for the modulation vector in the two-dimensional system.
In two-dimensional simulation of the chiral magnet with minimum model de-
rived from Heisenberg exchange, DM interaction, and Zeeman term by consid-
ering nearest-neighbor interaction only or standard HDMZ model, to determine
the spiral phase with modulation vector k = k(1, 1) at zero temperature, the spiral
length is not simply given by the ratio 2π/λ = D/J . To realize a spiral state with
a period of λ, the correct relation is given by D/J =
√
2 tan k, where periodicity
λ is related to k = 2π/λ.
The example of magnetic phase diagram obtained in the two-dimensional
Monte Carlo simulation is depicted in gure 1.9, where the magnetic eld is ap-
plied perpendicular to the two dimensional plane. The phase diagram shows the
topological property of the skyrmion lattice Nskr and indicates that the skyrmion
phase is stabilized for wide temperature range from the critical temperature Tc
to the zero temperature and at the intermediate magnetic eld. Please note that
the conical phase is never realized since there is no magnetic (exchange and DM)
interaction along the magnetic eld direction.
In three-dimensional simulation of the chiral magnet system, long run monte
carlo steps are needed to reach better convergence. And high-performance com-
puter and memory allocation is the most important part otherwise the computa-
tion time takes forever. And an easiest way to make it more ecient is to calculate
it in parallel since there is no reason to simulate it in a single processor. One can
create MC simulation for N -processor and each processor generates s-sample. The
total sample will be Ns-samples. However, one has to be careful, creating sim-
ulation in N -processor means we have to thermalize the spins conguration for
each processor and make sure that each process generate dierent random number
sequence.
In 2013, Buhrandt and Fritz successfully demonstrated the magnetic phase
diagram in three-dimensional model of a chiral magnet by performing Monte Carlo
simulation. The model Hamiltonian is given as follows [15],
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Figure 1.9 Phase diagram in the two dimensional classical Monte Carlo simulation.

























This model is quite dierent from the common 3D model Hamiltonian of HDMZ.
They introduced the second nearest-neighbor interaction by specic choice of the
constant of J/16 and D/8. This choice will cancel out the fourth-order anisotropy
terms coming from the nearest-neighbor interaction J and D if we perform the
Taylor expansion of this terms. As a consequence, such Hamiltonian will produce
less anisotropy comparing with the usual HDMZ Hamiltonian. With anistoropy
compensation, the result shows that the skyrmion pocket phase is stable only
in a small pocket close to Tc (gure 1.10) which is in a good agreement with
the experimental results. Without anistoropy compensation, the skyrmion phase
remains stable even for T → 0 (inset in gure 1.10).
1.1.5 Chemical substitution on MnSi
The interesting features of MnSi are that the magnetic properties such as mag-
netic ordering temperature Tc, critical eld Hc, saturation magnetization Ms and
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Figure 1.10 Phase diagram of three dimensional chiral magnet simulated by using
classical Monte Carlo simulation. Figure taken from Ref. [15].
even the modulation vector Q as well as the skyrmion pocket can be tuned by
introducing chemical substitution of either Mn or Si site with the elements with
dierent atomic radius and/or electron concentration. Commonly, there are two
types of chemical pressure as a response of such atomic substitution with dierent
atomic radius, they are positive and negative chemical pressures. There are also
two types of doping, i.e., electron- and hole- doping. Eects of chemical pressure
and electron/hole doping were studied in the earlier work of MnSi with various
atomic substitution. In this section, we will describe earlier results briey.
1.1.5.1 Fe, Co, Ir atomic substitution
Attempts to modify the magnetic properties of MnSi by chemical substitution was
rst introduced by Bauer et. al. [42]. they studied the eect of Fe and Co substi-
tutions to the MnSi. Both atomic substitutions have smaller atomic radius than
Mn atom leading to the shrinking of the unit cell volume or chemically positive
pressure. Please note that these atomic substitutions also change the number of
electron concentration. Fe- and Co-substitutions give the electron doping to MnSi.
From the magnetization measurement, they found that Fe- and Co- substitu-
tions resulting the suppression of the helical magnetic ordering temperature Tc.
They suggested the existence of the quantum phase transition above a critical
composition or solubility limit of atomic doping (gure 1.11(a)). The decrease of
the helical ordering temperature is also followed by the suppression of the moment
size or saturation magnetizationMs (gure 1.11(b)). The full magnetic phase dia-
gram for both substitutions were shown in gure 1.12. Both substitutions exhibit
a wider skyrmion phase pocket relative to the critical temperature Tc. Study of
small angle neutron diraction in Fe and Co-doped MnSi shows that the magnetic
modulation vector k is enhanced by increasing the atomic doping concentration
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Figure 1.11 The comparison of magnetic properties and modulation vector of
Mn1−xIrxSi, Mn1−xCoxSi, and Mn1−xFexSi. Figure taken from Ref. [41].
[43]. The enhancement of modulation vector k for variation concentration is shown
in gure 1.11.
The suppression of the helical magnetic ordering temperature or Tc was also
observed by replacing the Mn- with Ir-ions [41]. Please note that Ir-substitution
increases the carrier density (electron doping) and spin-orbit interaction. The
suppression of Tc was found identical with Co-substitution as shown in gure
1.11(a). Tc for both atomic dopings is decreased more rapidly in comparison
with Fe-substitution. Furthermore, Ir and Co-substitution also shows identical
variations in other magnetic properties as shown in gure 1.11(b)-(c)-(d). Note
that Ir and Co are isovalent, and Ir has larger atomic size compared to Co. From
this fact, we could infer that the magnetic behavior is primarily dependent upon
the additional carrier density (electron doping), rather than on the mass or size
of the substituting element [41].
In addition, similar to Co- and Fe- substitutions, the wider skyrmion pocket
relative the value of critical temperature Tc is also observed in Ir-substitutions
as shown in gure 1.13. The mechanism of the wider skyrmion pocket is still
unclear whether it originates from the electronic structure change or the similar
mechanism of skyrmion stability which is thermal uctuations. This discussion is
beyond the scope of their experimental reports.
1.1.5.2 Al, Ga, Ge atomic substitution
Another way to modify the magnetic properties is by changing the Si atom with
other atomic element. The magnetic properties behavior by replacing Si with Al
and Ga was reported by Dhital et. al [44]. Please note that these substitutions
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Figure 1.12 Magnetic phase diagram for (a) Mn1−xCoxSi and (b) Mn1−xFexSi. Figure
taken from Ref. [42].
Figure 1.13 Magnetic phase diagram for Mn1−xIrxSi. Figure taken from Ref. [44].
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Figure 1.14 (a) phase diagram for MnSi, (b) Ga substitution, and (c)-(d) for Al sub-
stitution. Figure taken from Ref. [44]
lead to the expanding of the unit cell volume (chemically negative pressure) and
also modify the electronic structure since Al and Ga have the number of valence
electrons less than Si (hole doping). By the magnetization measurement, they
found that the magnetic ordering temperature Tc is enhanced monotonously by
increasing the number of Al and Ga-concentration. The increase of Tc is followed
by enhancement of the saturation magnetization Ms. This result is in contrast
to the Tc for the substitution of Mn with Co, Fe, Ir-atoms (electron doping) as
mentioned earlier. Furthermore, the skyrmion phase area also becomes wider
comparing to the pure MnSi as shown in gure 1.14.
Tuning the magnetic properties of MnSi was also done by replacing Si with Ge.
Please note that unlike Al and Ga, Ge-doped is isovalent atom, it does not modify
the valence electrons. Structural analysis through the X-ray powder diraction
measurement shows that the lattice constant increases linearly by increasing Ge-
concentration according to the Vegard's law as shown in gure 1.15(a). It was
also reported that the magnetic ordering temperature Tc is slightly increased (less
than 3 K) with 10 % Si substituted by Ge [45] determined by the resistivity mea-
surement as shown in gure 1.15(b). Another experimental report, based on the
magnetization measurement, shows that the magnetic ordering temperature can
reach Tc = 39 K by replacing only 1% Si with Ge [46]. M -H and dM/dH curves
are shown in gure 1.16. A large change in the Tc of one single crystal measure-
ment is contradicted with the former one. It should be noted that the sample
preparation for both reports were done in the ambient pressure environment. The
solubility limit of Ge for the latter report seems also contradicting with the former
one.
Quite recently, there appears a report on magnetic properties of MnSi1−xGex in
a wide x range of 0 < x < 1. The sample was prepared with more advanced tech-
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(a)
(b)
Figure 1.15 (a) lattice constant versus Ge-concentration and (b) resistivity measure-
ment. Figure taken from Ref. [45].
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Figure 1.16 M -H and dM/dH curves for 1% of Ge-concentration. Figure taken from
Ref. [46]
nique using high-pressure synthesis [47]. This work focuses on the topological tran-
sitions in the wide x range and found the new topological state of tetrahedral-4q
Hedgehog lattice in the middle range of x. Low (MnSi-dominated phase) and high
(MnGe-dominated phase) x concentration are known to be skyrmion lattice (SkL)
and cubic-3q Hedgehog lattice (HL). However, the detailed Ge-concentration de-
pendence of the magnetic properties at low Ge-concentration where the skyrmion
lattice phase stabilized is still missing.
1.2 Background II: Magnetic excitations in
skyrmion lattice phases
1.2.1 Magnetic excitations or spin waves
In crystalline material, the atoms are arranged in a periodic lattice. The atoms
will carry a net spin or dipolar magnetic moment if all spins of the furthermost
electrons are not compensated to each other. In a paramagnetic material, these
elementary magnetic moments are aligned arbitrary with respect to the neighbor-
ing one. While, in a ferromagnetic material (1.17(a)), they are aligned parallel
within a magnetic domain as long as the temperature of the material is lower than
the Curie temperature. If we place the crystal in a suciently strong external
magnetic eld, all magnetic moments in the crystal will align in the direction
of external magnetic eld to minimize the energy. Suppose we distort the spins
system by giving a small deviation/deection for a single magnetic atom or a
few of this magnetic moments from their equilibrium position, the surrounding
moment will experience a small magnetic eld change arising from a deected
magnetic moment and consequently they will also be deected a bit. The next
surrounding moment will feel the same way leading to the propagation of wave
of deected dipolar magnetic moments through the crystal, forming Spin Waves.
These deected magnetic moments or spins do not simply go back into their initial
equilibrium position, but the spins will undergo precession around the direction
of the external magnetic eld (gure 1.17(b)). In the real crystalline material,
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Figure 1.17 A physical picture of spin waves.
Figure 1.18 Spin waves dispersion for a linear chain of ferromagnet. Figure taken from
[48].
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this precession does not last forever as it will go to the initial equilibrium position
after a certain time since the precessing spins cause the atoms to vibrate on their
lattice sites. This vibration dissipates to heat. In this way, the spin waves decay
into heat after a certain time.
In quantum picture, Holstein and Primako [49] as well as Dyson [50] were
rst to interpret spin waves as a quasiparticle so called `magnon' which have a
spin equal to one and therefore obey Bose-Einstein statistics. A magnon can be
described as a single spin ip of spin S = 1/2 (excited state) from the ferromagnetic
state (ground state) where all spins are aligned along one direction as shown in
gure 1.17(c). The excited state of a single spin ip is indeed not an eigenstate of
the Heisenberg Hamiltonian. And due to the transverse component of the exchange
interaction, the ip spins move around in the lattice. Thus, the eigenstate is a
state where a wave of the spins is excited.
At low temperature, the amplitude of the spin waves is small enough so that the
interaction among the spin waves or magnon-magnon interactions can be omitted.
Therefore, the excited state can be well approximated as a collection of indepen-
dent spin waves. Such a spin wave theory for ferromagnetic system was initially
proposed by Bloch in 1930 [51]. He derived the theory in which the decrease of
the spontaneous magnetization follows the T 3/2 law in ferromagnets.
The energy dispersion of spin waves can be computed either analytically or
numerically (depending on the systems size and the complexity of spin textures)
using equation of motions of spins via Landau-Lifshitz equation. This equation of
motions describes the time evolution of the spins under the inuence of the eective
magnetic eld (it will be discussed in Chapter 5). Figure 1.18 is an example of
the spin waves dispersion for a linear chain of ferromagnet. The energy dispersion
is given by [48],
~ω = 2JS(1− cos ka), (1.24)
where J is the Heisenberg exchange parameter, a is the lattice spacing, and k is
the momentum transfer within the Brillouin zone. At k → 0, the energy dispersion
is quadratic, ~ω = Ak2, where A = JSa2 is the spin wave stiness.
1.2.2 Earlier experimental study on the spin excitations in
MnSi
In this part, we will present several earlier experimental studies on the spin ex-
citations in MnSi. In the following, we rst discuss the excitation in the fully
polarized phase in a wide energy range. Due to the weak itinerant ferromagnet,
low and high energy excitation in the fully polarized phase of MnSi have dierent
characteristic excitation; Stoner excitation and spin waves. In addition, we also
discuss about the spin wave stiness from the magnetic excitations in ferromag-
netic phase. In the last part, we present the magnetic excitations study for the
helical or conical phase.
1.2.2.1 Low and high energy magnetic excitations
In ferromagnetic system there are two major mechanisms leading to a change of net
magnetic moment. They are the single-electron spin-ip or Stoner excitation and
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Figure 1.19 Schematic diagram of the magnetic excitations in MnSi. ∆ is Stoner
splitting of the d band. Figure taken from Ref. [11].
spin waves. Stoner excitation is the excitation of electron from an occupied state
with a given spin projection to an empty state with an opposite spin projection.
Whereas, spin waves is the collective excitation or motion of the magnetic moments
or it can be visualized as a coherent precession of atomic moments.
MnSi is classied as a weak itinerant ferromagnet with a spontaneous magnetic
moment of 0.4µB per Mn and the eective paramagnetic moment of 2.2µB esti-
mated from the Curie-Weiss (CW) law of the susceptibility in the paramagnetic
regime [13]. Due to the itinerant-type magnetic material, single-particle excitation
should exist in addition to the collective spin-wave excitation as schematically il-
lustrated in gure 1.19. This two kind of excitations were studied experimentally
by Ishikawa et. al. [11].
From inelastic neutron scattering experiment in MnSi, at temperature T = 5
K under the magnetic eld of 10 kOe (fully polarized phase), a well dened spin-
wave excitations were observed with energy ~ω(meV) = 0.13 + 52q2(Å−2) in the
[100] direction below 2.5 meV and the dispersion was almost isotropic. Above 3
meV, broadening of spin wave scattering and decrease in its intensity were ob-
served, indicating that the spin wave dispersion merged into the Stoner excitation
continuum. Spin uctuations in the Stoner continuum region were also observed
and their properties found to be qualitatively similar to the results of an RPA
calculation for the electron-gas model. As the temperature increases, the Stoner
excitation energy boundary is lowered and the spin wave energy decreases. For
T > 40 K the spin waves collapse into the critical spin uctuations. However, the
excitations above 3 meV (Stoner excitation) are almost temperature independent.
One year later, the magnetic eld dependence of low-energy magnetic exci-
tation of weak itinerant ferromagnet MnSi was reported by Ishikawa group [52].
At temperature T = 5 K, the gap in the spin wave dispersion relation increases
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linearly with applied magnetic eld, and the slope is consistent with g factor of
2. And, it was reported that the spin-wave stiness is independent of magnetic
eld. At temperature T = 45 K, a magnetic eld 70 kOe restores the spin wave
behavior with a gap nearly equal to that at 5 K with a spin-wave stiness is only
a half of that observed at low temperature.
1.2.2.2 Spin waves in fully polarized state
Spin-wave dynamics of the fully-polarized state in MnSi was further studied by
means of polarized small-angle neutron scattering (SANS). It was reported that the
spin-waves dispersion has the anisotropic form [53]. Spin wave dispersion relation
for helimagnets with DM interaction in the fully polarized state has similarity with
the ferromagnetic dispersion but the minimum point is shifted along the eld axis
from the position q = 0 to the value of kh, where kh is the helix wave vector.
From the polarized SANS measurement, the spin wave stiness can be obtained
from the detection of the cuto angle. The spin wave stiness was measured at
dierent temperatures and the result is shown in gure 1.20. It shows that the
spin waves stiness decreases nonlinearly as the temperature increases. This spin
wave stiness can be also estimated from the theory of Bak and Jensen [54], using
the relation of the critical magnetic eld and the dierence in the energies between
the fully polarized an helical states, gµBHC2 = Ak2h. The temperature dependence
of the spin wave stiness is calculated in this model also shown in gure 1.20.
The calculated spin wave stiness agrees well with the experimental results. This
method can be used to investigate the parameter of the spin-wave dynamics in
the other representatives of DM helimagnets.
Figure 1.20 Temperature dependence of the spin-wave stiness. Figure taken from Ref.
[53].
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Figure 1.21 (a)-(e) Universal helimagnon spectrum for momentum q‖ along the pitch
direction kh in the repeated zone scheme at zero magnetic eld for various perpendicular
momentum q⊥. Figure taken from [55].
1.2.2.3 Helimagnon
The inelastic neutron scattering experiment in the helical phase was rst studied
in 2010 by Janoschek et al., and they obtained the scattering spectra of heli-
magnon at zero magnetic eld [56]. At zero magnetic eld, MnSi has helical phase
with the helical pitch vector kh, aligns with one of the eight equivalent crytallo-
graphic <111> directions, giving rise to four magnetic domains. In Janoschek's
experiment, the single crystal sample contains multiple domains so that magnon
excitation branches of all four domains were simultaneously excited. The aver-
age over the multiple domains results in broad total spectra and identication of
individual magnon modes were impossible.
The helimagnon bands can be resolved by rst preparing a single crystal of
MnSi in an single magnetic-helix domain and by applying a suciently large
magnetic eld. At nite magnetic eld, the Zeeman energy competes with the
crystalline anisotropy, and for suciently large magnetic eld, the helical pitch
ips towards the magnetic eld direction, giving rise to a single magnetic-helix do-
main. The magnetization is governed by the Heisenberg exchange, Dzyaloshinskii-
Moriya, Zeeman, and dipolar interaction.
Based on the spin wave energy calculation in the continuum limit, when per-
pendicular component of the momentum is zero, q⊥ = 0, the magnetic helix gives
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Figure 1.22 Inelastic neutron scattering data from Ref. [55]. (a)-(c) show the scattering
planes for the setup 1, 2, and 3, respectively. The magnetic eld (blue color code)
represents the direction of kh forming satellite peaks indicated by green squares. While,
for (b) and (c), they are located above and below the scattering plane. Constant-Q scans
were performed and marked by red circles. (d)-(f) show example scans with the three
setups at 20 K. Full lines are ts of multi-Gaussian proles. (d) multi-Gaussian proles.
(d) Three helimagnon branches are measured with setup 1 (incident energy Ei = 3.19
and 4.06 meV) and set apart by 40 counts for clarity. While, (e) setups 2 (Ei = 4.06 meV)
and (f) setup 3 (Ei = 5.04 meV) clearly resolve the rst two and ve bands, respectively.
The elastic peak appears due to the Q-independent incoherent scattering.
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rise to a periodic potential for the magnons along the z-direction 1.21(a). While,
for non-zero perpendicular component of the momentum q⊥ 6= 0, the wave equa-
tion contains diagonal terms and it activates Bragg reections that open gaps
at the Bragg planes as shown in gure 1.21(b)-(e). The magnon spectrum for
multiple domain was also estimated and shown in gure 1.21(f).
In 2015, using high-resolution inelastic neutron scattering, the resulting heli-
magnon band structure of helimagnons was resolved by preparing a single crystal
of MnSi in a single magnetic helix domain [55]. Three dierent setups were per-
formed, labeled 1, 2 and 3, were chosen to measure various parts of the spectrum
as shown in gure 1.22(a)-(c). In all three cases, measurements were conducted
around the nuclear Bragg peak of [1 1 0] for various xed incident energies Ei and
with the magnetic eld pointing in various crystal directions. In this experiment,
at least, ve helimagnon bands can be identied that cover the crossover from at
bands at low energies with helimagnons which basically localized along the pitch
direction to dispersing bands at higher energies as shown in gure 1.22(a)-(c).
This experiment veried the theory of helimagnons and established the emergence
of at helimagnon bands at nite momenta.
1.2.3 Spin excitations in the skyrmion phase
In this part, we will discuss the spin excitations in the skyrmion lattice phase.
This spin excitations can be classied into two types. One is the spin excitations
in the long wavelength limit or uniform spin excitations, and the other is spin
excitation in a relatively short wavelength scale (topological magnon bands).
1.2.3.1 Uniform spin excitations
Theoretical study of collective spin dynamics in the skyrmion lattice phase of insu-
lating ferromagnets using Landau-Lifshitz-Gilbert equation under time-dependent
Figure 1.23 Resonance frequencies of the breathing, counterclockwise (CCW), and
clockwise (CW) modes in the skyrmion lattice phase. The plot was calculated for pa-
rameters of Cu2OSeO3. Figure taken from [57].
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Figure 1.24 Measured excitation spectra for dierent helimagnets and shapes. Figure
taken from Ref. [58].
ac magnetic elds predicted that there exist three uniform magnetic modes located
at the Γ point where the wave vector is zero. This excitations were identied as
breathing, CCW, and CW modes and found in the microwave frequency region.
This kind of excitation modes were rst identied in early 2012 by Mochizuki [59].
Breathing mode is out-of-plane oscillation of the magnetic dipole moments. The
magnetic dipole moments is linearly polarized and excited with a longitudinal ac
magnetic eld. While, the CCW and CW modes oscillate counterclockwise and
clockwise in the plane of the skyrmion lattice. This modes are excited with an
in-plane ac magnetic eld.
Few months later, the magnetic excitations of skyrmion crystal in a helimag-
net insulator Cu2OSeO3 was studied using microwave experiment by Onose et al.
[60]. They observed two elementary excitations of the skyrmion with dierent
polarization. They are the counterclockwise circulating at 1 GHz with the mag-
netic eld polarization parallel to the skyrmion plane and the breathing mode
at 1.5 GHz with a perpendicular magnetic eld polarization. This validated the
existence of the uniform spin excitations in skyrmion lattice phase as predicted by
theory. In 2015, this spin excitations were also studied experimentally by Schwarze
et al. [58]. They reported the universal helimagnon and skyrmion excitations in
metallic, semiconducting, and insulating chiral magnets MnSi, Fe1−xCoxSi, and
Cu2OSeO3. The measured excitation spectra were shown in gure 1.24. Gener-
ally, it was found that the resonance frequency of CCW mode increases with the
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(a) (b) (c)
Figure 1.25 (a) Skyrmion spin texture (above) and Brillouin zone of the skyrmion lattice
in the momentum space (bottom), (b) magnon band structure of the hexagonal skyrmion
lattice in chiral magnets within the rst Brillouin zone in units of ~ωintc2 = gµBµ0Hintc2
(about ∼ 70µeV) with parameter χintcon = 0.34 corresponding to MnSi, and (c) the Chern
number for each magnon bands. Figure taken from Ref. [57].
magnetic eld and the CW frequency mode only depends weakly on the magnetic
eld which are consistent with the theoretical calculation.
1.2.3.2 Topological magnon bands
In the long wave length limit as discussed earlier, the spin excitations in the
skyrmion lattice phases are characterized by the three spin excitation modes,
breathing, CCW, and CW modes. This three modes are within the microwave
frequency range so that they can be probed by the microwave experiment. How-
ever, in the relatively shorter wavelength scale, the spin excitations are more rich
due to the spin texture of the skyrmion lattice phases.
Skyrmion lattice phases or magnetic skyrmion is a topological spin texture
made of swirling magnetic moments (Fig. 1.25(a), top part). This spin texture
has the six-fold symmetry in the momentum space by the neutron diraction ex-
periment as mentioned in Sec. 1.1 and the Brillouin zone of the magnetic skyrmion
in two-dimensional plane is depicted in gure Fig. 1.25(a)(bottom). Recently, the
spin excitations so called `magnon' in such spin texture was studied theoreti-
cally [57, 61, 62]. The magnon band calculation was done using a standard linear
spin wave theory with continuous spin model Hamiltonian in the skyrmion lattice
at zero temperature, resulting the magnon band structures within the magnetic
skyrmion unit cell as shown in gure 1.25(b).
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The skyrmion texture has the non trivial topological property. This topolog-
ical property preserves the spin texture from any kind of deformation. The non
trivial topological nature of the skyrmion texture has a impact to the scattering
of the magnons. Each skyrmion acts like an orbital magnetic eld with quantized
ux resulting in skew scattering. It can be expected that magnons will experience
this ctitious magnetic ux per magnetic unit cell and consequently the magnons
should occupy Landau levels that are reected in non-trivial Chern numbers of the
band structure [63]. The Chern number for each magnon bands in the skyrmion
lattice is shown in gure 1.25(c). This magnon bands is calculated using exper-
imental parameters for MnSi. The calculation predicted that the magnon bands
splitting for MnSi is very narrow. As shown in gure 1.25(b) and (c), the magnon
bands splitting has a unit length of energy transfer as 16.7 GHz or ∼ 70µeV [57].
1.2.3.3 Earlier experiment for magnon bands in the skyrmion lattice
phases
One year after the A-phase or skyrmion lattice phase was found in MnSi, spin
excitation or magnon in the skyrmion phase was studied experimentally by means
of inelastic neutron experiment in 2010 [64]. The experimental results are shown
in gure 1.26. Please note that the solid lines in the gure are just guide to
the eye showing the possibility of the observed magnon peak positions but they
are not theoretical t from the skyrmion lattice model. The authors argued that
this inelastic spectrum is just coming from the reminiscent of the helimagnon
bands. The helimagnons are preserved from the helical into A-phase. At that
Figure 1.26 Spin excitation spectrum in the skyrmion lattice by inelastic neutron ex-
periment. Solid lines are guide to the eye. Figure taken from Ref. [64].
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time, the theoretical calculation of magnon bands of the skyrmion lattice has
not established yet. But, recently, theoretical calculation shows that the magnon
bands for the skyrmion lattice has non-trivial topological property and diers
from the helimagnon bands. The magnon band splitting of the skyrmion lattice in
MnSi is predicted in the order of ∼ 70µeV. However, the energy resolution in the
experimental result is not narrow enough to probe such magnon bands splitting.
The ultra-high energy resolution of inelastic neutron experiment is needed to probe
such a narrow magnon bands splitting.
1.3 Objective of the present study
MnSi has a cubic chiral structure with the noncentrosymmetric space group P213.
Due to the lack of inversion symmetry at the center of the Mn-Mn bond, the anti-
symmetric spin-spin interaction, called Dzyalonshinskii-Moriya (DM) interaction,
leads to the long-period modulation to otherwise ferromagnetic structure. The
resulting long-period helically modulated structure is established below Tc ∼ 30 K
under zero external magnetic eld [12]. Interestingly, the magnetic properties of
MnSi can be tuned by the atomic substitution. It was reported that Fe, Co, and
Ir-substitutions (positive chemical pressure with electron doping) on MnSi lead
to the suppression of the ordering temperature Tc [41]. In contrast, Al and Ga-
substitutions (negative chemical pressure with hole doping) on MnSi lead to the in-
crease of Tc [44]. Notably, both types of chemical substitutions with electron/hole
doping tends to increase the width of the skyrmion phase region. The enhance-
ment of this skyrmion phase stability is not well understood for both types of
substitutions. In contrast to the various elemental substitutions described above,
the Ge-substitution to the Si site has prominent advantage; the Ge substitution
only gives rise to the negative chemical pressure, but no electron/hole doping as
Ge is isovalent to Si. Hence, we studied the Ge-substitution eect to MnSi in
detail, to elucidate the key parameters for the enhancement of the skyrmion phase
stability.
MnSi also attracts renewed interest because of the discovery of the skyrmion-
lattice structure under nite magnetic eld [14]. The magnetic skyrmion is a
topological spin texture made of swirling magnetic moments. Recently, the spin
excitations, so called `magnons', in such spin texture was studied theoretically
and was found that topological nature of skyrmion will give non-trivial topological
number (Chern number) for each magnon bands, resulting in the formation of the
topological magnon bands [57, 61, 62]. Such magnon band had been studied by
means of inelastic neutron scattering one year after the skyrmion phase was found
[64]. However, the energy resolution was not sucient to capture the magnon
band splittings predicted by the theory. Hence, in the research's topic II, we
will investigate such magnon bands in the skyrmion lattice of MnSi and Ge-doped
MnSi by performing inelastic neutron scattering experiment with ultra-high energy
resolution.
The objectives of this thesis are: (1) to investigate the eect of Ge-substitution
on magnetic properties in MnSi1−xGex, and (2) to investigate the spin excitations
in the skyrmion lattice phase of MnSi and MnSi0.98Ge0.02.
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1.4 Organization of the thesis
This thesis is organized as follows. In Chapter 1, we present the introduction of
the thesis. Starting from Sec.1.1, we present the detail backgrounds of the subject
studied in the thesis. We divide the background or motivation of the thesis into
two parts, the background for research topic I, which is related to the magnetic
phase diagram of MnSi1−xGex, and the background for research topic II, which
is related to the spin excitations in the skyrmion lattice phase of MnSi1−xGex.
In the rst background, we discuss about the typical magnetic phase diagram of
the chiral magnet MnSi, the skyrmion in the chiral magnet, the theoretical de-
scription related to the formation of such a magnetic phase, and introduce earlier
reports for the chemical substitution in MnSi compound, as well as describe our
motivation to study Ge-doped MnSi. In the second background, we discuss about
the basic concept of the spin dynamics, the theoretical prediction of the magnon
bands in the skyrmion lattice, and the earlier report of inelastic neutron scatter-
ing experiment in the skyrmion lattice of MnSi is also provided. In Chapter 2,
we present the experimental setups and tools to accomplish our objective such as
X-ray diraction, backscattered electron images (BSE), magnetization measure-
ment, elastic and inelastic neutron experiments. In Chapter 3, we discuss the
experimental result for the research topic I. we will present the detail metallurgi-
cal survey of solubility limit of Ge-doped MnSi under ambient pressure synthesis,
Ge-concentration dependence of bulk magnetic properties, and Ge-concentration
dependence of helical modulation vector k by elastic neutron experiment, and the
estimation of k by employing the mean eld approximation. In Chapter 4, we
will discuss the experimentally observed inelastic spectrum of MnSi and Ge-doped
MnSi in the skyrmion lattice phase for several Q-positions and compare them to
the earlier work. In Chapter 5, we will present the simulation of spin dynam-
ics in the two-dimensional skyrmion lattice phase at zero and nite temperatures
by simulating time evolution of Landau-Lifshitz equation with initial states ob-
tained using nite temperature Monte-Carlo simulations. In Chapter 6, we will





The polycrystalline alloy samples of MnSi1−xGex with nominal Ge-concentration
up to x0 = 15 % were prepared by using the arc melting method with high
purity elements (Mn: 99.99%; Si : 99.999%; Ge : 99.999%) as starting material
under titanium-gettered argon atmosphere (gure 2.1(a)). The samples were re-
melted several times to improve the homogeneity. Some samples with high Ge-
substitution (with nominal concentrations x0 > 0.1) were more dicult to treat
since the samples after arc melting still show the indication of inhomogeneity with
gray and black color area of the samples. Usually, a good quality polycrystalline
sample of Ge-doped MnSi only has gray color for whole area of the sample. For
this case, we have to remelt again the Ge-doped MnSi ingots with an induction
furnace to get better homogeneity. The induction furnace uses the conduction
coil for generating heat inside the sample and melt the ingots (gure 2.1(b)).
Another way to obtain Ge-doped MnSi for higher nominal Ge-concentration was
to use arc-melted MnSi and MnGe ingots as starting material and melt it together
using the induction furnace. Both ways are successfully used, however, the second
way is more ecient if we want to prepare many samples with dierent nominal
Ge-concentration.
For the heat treatment or annealing, the samples were put in the Al2O3 cru-
cible, and then sealed in the quartz tube under inert argon gas atmosphere. The
annealing was performed using electric furnaces; after ramping to the top temper-
ature (either 1373, 1273, 1173, or 1073 K) with rate ∼ 100 K/h, the samples were
annealed for 5 days. The samples were then quenched into water. The annealing
procedure was depicted in gure 2.2.
Before doing variation of annealing temperature, we followed the annealing
procedure written in Ref [45] to check the higher solubility limit of Ge. It was
reported that Ge-concentration can go into MnSi up to 10 % for polycystalline
samples. The samples were annealed at temperature Tan = 1273 K and kept
for 5 days. After checking the samples with several variation of nominal Ge-
concentration, it was found that the solubility limit of Ge is less than 10 % by
using the same procedure given by Ref. [45]. Detail of the results will be discussed
in Chapter 3.
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(a)
(b)
Figure 2.1 (a) Arc-melting and (b) RF-melting.
Figure 2.2 Annealing procedure
The metallurgical survey was carried out to obtain a better solubility limit
of Ge since the Ge-concentration under annealing temperature Tan = 1273 K was
lower than we expected. Keeping the samples at higher annealing temperature was
also done but the Ge-concentration become worse. Then, we did keep the samples
at the lower annealing temperature and obtained a better solubility limit of Ge.
The samples were checked by powder X-ray diraction and energy dispersive X-ray
analysis (EDX) for the conrmation of samples quality.
After getting variation of Ge-concentration with better solubility limit, we did
magnetization measurement in order to obtain the Ge-dependence of magnetic
properties. Whereas, for the helical modulation vector measurement in the neutron
diraction experiment, three representative polycrystalline samples were used with
initial concentrations x0 = 0.05 and 0.1 annealed at T = 1273 K for 5 days, and
x0 = 0.2 annealed at T = 1123 K for 55 hours.
2.1.2 Single crystal
The single crystal growth for Ge-doped MnSi is quite dicult task since the sol-
ubility limit of Ge is low around the melting point. It was concluded from the
metallurgical survey that we have done for polycrystalline sample. In the investi-
gation that will be discussed later in the experimental result, the solubility of Ge
is getting higher or more stabilized at lower annealing temperature treatment but
unfortunately the sample becomes crystal already at high temperature close to
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Figure 2.3 Schematic of Bridgmaan furnace.
the melting point during the crystal growth process. The problem we have during
crystal growth is once the the crystal is formed, the Ge is dicult to replace Si and
becomes impurity instead. From our investigation with several trial of nominal
Ge-substitution with the crystal growth, the solubility limit of Ge in the single
crystal of MnSi is still around 2 %. This Ge concentration cannot be increased
even we annealed the samples for several weeks.
We made two types of single crystal that are MnSi and MnSi0.98Ge0.02 for the
inelastic neutron experiment. MnSi (18 gram) and MnSi0.98Ge0.02 (15.5 gram)
samples were prepared from its polycrystalline alloy as starting material. Then,
we broke the polycrystalline ingots into several pieces and put into the Al2O3
crucible and sealed in the quartz tube under inert argon gas atmosphere. The
quartz tube was vacuumed by turbomolecular (TMP) pump down to the pressure
≈ 10−6 Torr to minimize the oxygen levels. The single crystal growth was done by
using the Bridgmann furnace. The sample was put in the Bridgmann furnace with
the temperature and vertical transport speed are set to 1563 K and 4 mm/hour,
respectively. The schematic of Brigdmann furnace is depicted in gure 2.3. The
single crystal was formed due to the temperature gradient from the top part (hot
temperature) to the low part (cool temperature). Basically, the lower transport
speed is important for the crystal nucleation. In MnSi1−xGex samples, 4 mm/hour
of transport speed is enough to obtain a good single crystal.
The composition of the MnSi1−xGex samples were checked by EDX to conrm
the Ge-concentration included. The quality of the samples also had been checked
by the elastic neutron experiment. We selected a good quality of samples for the
inelastic neutron measurement.
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2.2 Experimental Technique
2.2.1 X-ray powder diraction (XRD)
X-Ray powder diraction (XRD) was used to identify phases in the obtained
polycrystalline and single crystal samples. The XRD instrument that we used
is Rigaku RINT 2200 with Cu Kα radiation, and the power setting is 40 kV ×
30 mA. The scattering angle 2θ range of 10◦ ≤ 2θ ≤ 80◦ was scanned in steps
of 0.02◦ at room temperature. XRD measurement conrms that the main phase
of obtained polycrystalline and single crystal samples are the expected B20-type
structure. The peak position assignment was performed using the Le-Bail method
(Fullprof software, Ref [65]); from the obtained peak positions for the 2θ range
of 10◦ ≤ 2θ ≤ 80◦, the lattice constant a of the Mn(Si,Ge) was estimated using
weighted least square method.
2.2.2 Backscattered electron images (BSE)
The microstructure of obtained polycrystalline alloys was checked by taking the
backscattered electron (BSE) images using the scanning electron microscope (SEM;
Hitachi SU6600). The incident electron energy was 15 keV. The elemental com-
positions of the samples were investigated by performing energy dispersive X-ray
(EDX) analysis. The samples were polished to get at surface where the energy
dispersive X-ray analysis was taken. It is important to obtain the optimum inten-
sity of scattered electron for the composition analysis.
2.2.3 Magnetization measurement
Magnetization measurements were performed in the temperature range 5 ≤ T ≤
300K and in an external magnetic eld up to 1 T using a superconducting-quantum
interference-device (SQUID) magnetometer (Quantum Design MPMS-XL5). The
device is depicted in gure 2.5. Temperature scans with xed external eld, as
well as eld scans with xed temperature were performed depending on the shape
of phase boundary in the temperature-eld phase diagram.
We only picked a small piece of samples to measure the magnetization. The
mass of the sample is only a few milligram (mg) depending on the moment size
of sample we are measuring. The smaller sample is recommended for a larger
moment size since there is measurable moment size limitation of the instrument.
The magnetization measurement is no longer trusted above ∼ 3 emu.
The small piece of the sample is mounted inside the straw 2.4. It should be
noted that the sample shape is also important during the magnetization measure-
ment especially for magnetic eld dependence of magnetization measurement. A
large sample surface (surface perpendicular to the magnetic eld direction) in-
duces the demagnetization eld and hence the determination of the intrinsic crit-
ical eld is no longer accurate. The intrinsic critical eld should be subtracted by
the demagnetization eld contribution. The sample shape we used is rectangular
parallelepiped with a small length of axis perpendicular to the magnetic eld to
minimize the demagnetization eld eect.
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Figure 2.4 A piece of sample mounted inside straw.
Figure 2.5 Quantum design MPMS-XL5
The zero eld cooling (ZFC) and eld cooling (FCC) methods were used to
measure the magnetic phase diagram. For ZFC, the sample is cooled to the base
temperature without any applied magnetic eld. After reaching the base temper-
ature, the data was collected by heating the temperature with applied magnetic
eld. While in FCC method, the magnetic eld was applied at high temperature.
The data was collected during the cooling process. Both methods are needed to
check the consistency.
2.2.4 Neutron scattering experiment
Neutron scattering is a great tool to study some microscopic properties in solids
and liquids. Neutron used in a scattering experiment can be obtained from reactor,
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where the neutrons are obtained using the spontaneous ssion of 235U or from a
spallation source where the neutrons are produced by bombarding a heavy target
(U, W, Ta, Pb, or Hg) with high energy protons. The details is discussed in Ref.
[66].
Neutron kinetic energy can be controlled by moderator that slows them down
via collisions with atoms of similar mass. There are two types of neutrons based
on the temperature of the moderator, `thermal' and `cold' neutrons. The typical
energy range of `thermal' neutrons is 5 − 100 meV achieved by a moderator at
room temperature, while `cold' neutrons from a cryogenic moderator as roughly
in the range of 0.1− 10 meV.
Neutron has a mass mn = 1.675 × 10−24g and the magnetic moment µn =
1.913µN (nuclear magnetons). The wavelength of neutron itself is comparable to
the interatomic distances with the order of Å resulting the interference eects
when scattered o the atomic structure. Neutron also does not posses the elec-
tric charge, and hence there is no Coulomb barrier to overcome. Thus, it has
a capability to penetrate the sample more deeply and make it possible to study
the bulk properties. In addition, we also can study the magnetic structure of the
sample since neutron has a magnetic moment. This is an important thing for our
measurement.
Basically, we can dierentiate between elastic and inelastic scattering. The
momentum and energy conservation governing all diraction and scattering ex-
periments can be written as follows [66],
Q = kf − ki (momentum conservation) (2.1)
|Q|2 = |ki|2 + |kf |2 − 2|ki||kf | cos 2θS (2.2)
~ω = Ei − Ef (energy conservation) (2.3)
Incident and nal momentum of neutrons are denoted by ki and kf , respec-
tively. The wave vector magnitude k = 2π/λ, where λ is the wavelength of neutron
beam. The angle between the incident and nal beams is 2θS. The momentum
and energy transferred to the sample are ~Q and ~ω, respectively.
Elastic scattering occurs when the momentum transfer of neutrons are zero
or |ki| = |kf |. If a circle with radius of this length passes through two points of
the reciprocal lattice (so called Ewald circle of Ewald sphere as shown in gure
2.6), then the condition for Bragg scattering is fullled. In such condition, the
momentum Q will be equal to a reciprocal lattice vector G of nuclear lattice,




where |G| = 2π/d, and d is an interplanar spacing.
Inelastic scattering occurs when there is non zero energy transfer or |ki| 6= |kf |.
In this condition, we have to consider the energy transferred to the sample. In
practical experiment, one can hold one wave vector either |ki| or |kf | while the
other is varied. For a single crystal sample, energies only depend on the relative
momentum ~q dened within a Brillouin zone. Hence, the convenient way is to
reference the momentum transfer to the nearest reciprocal lattice,
Q = G + q. (2.5)
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Figure 2.6 Two-dimensional representation of reciprocal space of an atomic lattice
showing the Ewald circle and the vector representation for elastic (kf) and inelastic (k
′
f)
scattering for xed incident momentum ki. G and q are a reciprocal-lattice vector and
the momentum transfer within the rst Brillouin zone. Figure taken from [66].
In this thesis, we are going to measure both elastic and inelastic scatterings.
Elastic scattering is used to measure the Ge-concentration dependence of magnetic
modulation vector of MnSi1−xGex samples. The magnetic modulation vector Q
in the MnSi compound is incommensurate and typically much smaller than the
nuclear reciprocal lattice. Moreover, we also performed the inelastic scattering to
observe the spin excitations in the magnetic skyrmion lattice, where q traces a
path trough the Brilouin zone of the magnetic skyrmion reciprocal lattice.
2.2.4.1 Elastic neutron experiment
A neutron diraction experiment was performed using the cold-neutron triple-
axis spectrometer (CTAX) in the triple-axis mode, installed at High-Flux Isotope
Reactor, Oak Ridge National Laboratory. Three representative polycrystalline
samples were used in the experiment with the initial or nominal Ge concentration
x0 = 0.05, 0.1, and 0.2. To observe low-q (long-wavelength modulation) magnetic
peaks, the tight collimations 20' -20' before and after the sample were used. The
neutron energy of Ef = 3.25 meV was selected using the PG 002 reections as
monochromator and analyzer. A cooled Be lter was employed to eliminate the
higher harmonic neutrons. The powder samples were sealed in an Al sample can
with the 4He exchange gas, and the sample can was inserted in the 4He vertical-
eld superconducting cryomagnet.
2.2.4.2 Inelastic neutron experiment
The inelastic neutron scattering has been carried out at SIKA cold neutron triple
axis spectrometer installed at OPAL reactor, Australian Nuclear Science and Tech-
nology Organisation (ANSTO). Two types of single crystal samples of MnSi (18
grams) and MnSi0.98Ge0.02 (15.5 grams) were used in the experiments. the samples
were mounted in the aluminum plate and aligned with 110 and 001 in the scatter-
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Figure 2.7 Sample mount
ing plane (the way we mount the sample in the aluminum plate is depicted in gure
2.7). This conguration will set 110 as the magnetic eld direction. The samples
were placed in the cryostat equipped with a vertical superconducting magnet (the
schematic of the cryostat is shown in gure 2.8). The SIKA environment is given
in gure 2.9. The collimation settings for the spectrometer were Open-20'-20'-60'
with vertically focusing monochromator mode. Tight collimation setting is neces-
sary to achieve high Q-resolution. For MnSi, the conguration for incident slits
are 45 mm (vertical) and 30 mm (horizontal), and for outgoing slits are 50 mm
(vertical) and 25 mm (horizontal). Whereas, for MnSi0.98Ge0.02, the conguration
for incident slits are 60 mm (vertical) and 20 mm (horizontal), and for outgoing
slits are 50 mm (vertical) and 17 mm (horizontal). The nal neutron energy was
xed to 2.75 meV, and pyrolytic graphite PG (002) was used for monochromator
and analyzer. Beryllium lter was used in order to avoid contamination with neu-
tron energies above Ei = 5 meV. The energy resolution was estimated 37.9µeV by
tting to Gaussian function at the elastic position. This resolution is suciently
high to detect magnon band splittings in the skyrmion lattice of MnSi as predicted
by theoretical calculation.
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Figure 2.8 Schematic of the cryostat at SIKA.
Figure 2.9 SIKA environment.

Chapter 3
Magnetic properties of MnSi1−xGex
3.1 Metallurgical survey of solubility limit
In this section, we will investigate the solubility limit of Ge in MnSi1−xGex. For
the starting point, we will follow the material synthesis as mentioned in Ref. [45].
The samples with nominal Ge-concentration up to x0 = 0.15 were kept in the
electrical furnace at annealing temperature Tan = 1273 K for 5 days. For the
characterization of the material, the annealed samples were checked by taking
BSE images as well as EDX analyses, and the obtained Ge compositions were
plotted as a function of the nominal composition in Fig. 3.1(a) (see lled circle).
We found that the solubility limit of Ge at Tan = 1273 K is only around ∼ 0.07,
which is less than that given in Ref. [45] even for the same procedure of synthesis.
Since there is no EDX information given in the earlier work, we suspect that the
Ge-concentration showed in the earlier report is based on the nominal or initial
concentration.
To check if the higher solubility limit of Ge can be achieved, we performed
further metallurgical survey. This metallurgical survey was carried out by xing
the nominal Ge-concentration x0 = 0.15 and changing the annealing temperature
Tan from 1373 to 1073 K. The XRD patterns for the samples with the dierent
annealing temperatures are shown in Fig. 3.1(c). Most of the peaks are indexed
with those of the B20 structure. The magnied plot for the selected 2θ range
42.5◦ ≤ 2θ ≤ 46◦ is also shown in Fig. 3.1(d). Weak impurity peaks were ob-
served and attributed to the remaining elemental Ge-phase and the other impurity
Mn11Ge8. It can be seen clearly that the 210 peak appearing at 2θ ∼ 44.3◦ is
shifted to the lower angle as the annealing temperature is decreased from 1373 to
1073 K indicating longer lattice constant. Concomitantly, the elemental Ge-phase
and Mn11Ge8 impurity become weaker. It should be noted that Ge has a greater
atomic radius than Si. Hence, the increasing behavior of the lattice constant, as
well as the decreasing behavior of the Ge- and Mn11Ge8 impurity peaks, suggests
higher Ge concentration in the main MnSi1−xGex phase annealed at the lower
temperature. Figures 3.2(a) and 3.2(b) show representative BSE images obtained
for annealing temperature Tan = 1273 and 1073 K, respectively. We can see that
the sample with Tan = 1073 K has less impurity, indicating that the sample con-
sists of predominant Mn(Si,Ge) phase with small inclusion of impurity Ge. This
result, i.e. the larger solubility range at lower annealing temperature, is somewhat
surprising, since the solubility range generally increases at higher temperature due
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Figure 3.1 (a) The composition determined by the EDX analysis of the main phase of
MnSi1−xGex alloys annealed at Tan = 1073, 1173, and1273 K for 5 days, as a function of
nominal composition, (b) lattice constants of all prepared samples at dierent annealing
temperatures, as a function of EDX-determined Ge concentration (the dashed line is a
guide for the eye), (c) XRD patterns for MnSi (black line) and MnSi1−xGex (color lines)
at dierent annealing temperatures Tan, and (d) Magnied XRD patterns around the
210 reection.
to the entropic eect.
The Ge-concentrations determined by the EDX analyis of all the low-temperature
annealed samples are also shown in Fig. 3.1(a). The solubility limit of Ge is found
to be x = 0.144(5) with annealing temperature Tan = 1073 K. Figure 3.3 shows
the XRD peak prole of the 210 reection measured on the samples with dierent
nominal Ge concentrations (x0 = 0.15 and 0.2), as well as dierent annealing time
(5 and 20 days). The peak positions are mostly the same for all the preparation
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Main phase MnSi0.927Ge0.073
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Figure 3.2 BSE images for x0 = 0.15 with annealing temperature (a) Tan = 1273 K,
and (b) Tan = 1073 K.
conditions. Hence, it can be concluded that the higher nominal concentration
(x0 = 0.20) and longer annealing time at T = 1073 K do not change signicantly
the solubility limit of Ge. For x0 = 0.20, the Ge concentrations are uctuating
around ∼ 0.15 with bad homogeneity and large volume fraction of the impurity
phase.
The lattice constants of the obtained samples are plotted as a function of the
Ge-concentration determined by the EDX analysis in Fig. 3.1(b). The lattice
constant increases linearly as a function of Ge-concentration indicating that the
Vegard's law holds for Mn(Si,Ge) system in this composition range. In what
follows, we use the EDX-determined Ge concentration x, and do not use nominal
Ge concentration anymore.
3.2 Ge-concentration dependence of bulk
magnetic properties
Temperature dependence of the magnetization (M -T curve) was measured using
the same MnSi1−xGex samples prepared and characterized as above. The magne-
tization was measured under the external magnetic eld H = 100 Oe in the tem-
perature range of 10 ≤ T ≤ 80 K. The representative result for the x = 0.105(7)
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x0 = 0.15 Tan = 1073 K (5 days)
x0 = 0.20 Tan = 1073 K (5 days)
x0 = 0.20 Tan = 1073 K (20 days)
Figure 3.3 Comparison of XRD patterns for dierent nominal Ge concentration and
longer annealing time at Tan = 1073 K.
sample is shown in Fig. 3.4(a). As can be clearly seen in the gure, the transition
temperature derived from dM/dT is Tc = 42.3 K, which is considerably higher
than that of the MnSi (Tc = 29.5 K). The Ge-concentration dependence of Tc, de-
termined similarly for all the samples with dierent concentrations, is plotted in
Fig. 3.4(b). It is shown that the helical ordering temperature Tc increases rapidly
at the low concentration x < 0.1 and becomes saturated at the high concentration
range x > 0.1.
Next, we investigated magnetic eld dependence of the magnetization (M -H
curve) at xed temperatures. For this measurement, we need to carefully consider
the sample shape since the magnetic property such as critical eld is sensitive
to the sample shape due to the demagnetizing eld eect [10]. Shape of the
samples used in the magnetization measurement can be reasonably assumed as
rectangular parallelepiped with a small size uctuation from sample to sample.
The size distribution for the width (w), length (l) and thickness (t) is 1.8 ≤ w ≤
3.1 mm (average 2.5 mm), 3.2 ≤ l ≤ 4.8 mm (average 3.75 mm), and 0.4 ≤
t ≤ 0.8 mm (average 0.6 mm), respectively. We set the shorter axis (thickness
direction) perpendicular to the magnetic eld to minimize the demagnetization
eect. The demagnetizing factor Dext for the rectangular parallelepiped samples
under the external eld can be estimated numerically following Ref. [67]. The
correction factor which relates the applied external eld to true internal magnetic
eld as Hint = fHext can be obtained as f = (1 − Dextχextcon), where χextcon stands
for the conical susceptibility dened as M = χextconHext [68], estimated at Hext =
3.5 kOe. The smallest correction factor was obtained as fmin = 0.953 for the
sample with w = 2.9, l = 3.7, and t = 0.8 mm, whereas the largest one as
fmax = 0.975 for w = 3.1, l = 4.8, and t = 0.4 mm. Since even for the two extreme
cases the variation is suciently small as only 2.2 %, we ignore the demagnetization
eld eect in the following, and show the uncorrected data.
RepresentativeM -H and dM/dH curves obtained at T = 5 K for x = 0.105(7)
are shown in Fig. 3.5(a). TheM -H curve shows monotonic increase for increasing
H with clear saturation at high eld. By linearly extrapolating the H-dependence
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Figure 3.4 (a) M -T (lled circles) and dM/dT (open circles) curves under external
magnetic eld H = 100 Oe for x = 0.105(7) sample (see Appendix A for all Ge-
doped MnSi samples), and (b) Ge-concentration dependence of Tc obtained from the
temperature dependence of magnetization (M) measured under H = 100 Oe and neutron
experiment (N) under H = 0 Oe.
of the magnetization in the higherH range (H > 8000 Oe) toH → 0, we estimated
the size of the saturation moment Ms for the sample as 0.4028(1) µB [the value in
the parentheses is an uncertainty range (one sigma) obtained in the tting]. From
dM/dH curve, we estimate the critical eld to the fully polarized state Hc2 as
7360 Oe. The saturation moment Ms and critical eld Hc2 for all the samples are
estimated in similar manner and plotted in Fig. 3.5(b). The saturation moment
per Mn ion shows linear increase as Ge-concentrations increases. The increase of
saturation moment Ms is a typical behavior for the eect of negative chemical














































































Hc2 = 7360 Oe
T = 5 K
Ms = 0.4028 μB
x = 0.105
Figure 3.5 (a) M -H (lled circles) and dM/dH (open circles) curves at T = 5 K for
the x = 0.1 sample, and (b) Ge-concentration dependence of saturation moment Ms and
critical eld Hc2.
pressure as it also can be found in Al- or Ga-substituted MnSi [44]. However, Al-
or Ga-substitution tends to decrease the critical eld to the fully polarized state
Hc2 in stark contrast to Ge-substitution. As shown in Fig. 3.5(b), Ge-substitution
increases the critical eld Hc2.
Temperature-eld phase diagrams for selected samples were investigated using
the various M -T and M -H scans. Representative M -T and dM/dT results for
x = 0.144(5) are shown in Fig. 3.6(a) with constant magnetic eld H = 2000 Oe,
whereas those for M -H and dM/dH in Fig. 3.6(b) with constant temperature
T = 38 K. The transitions between the paramagnetic, fully-polarized, helical,
conical, and skyrmion phases are indicated by dashed lines. The phase transitions
are summarized in the H-T phase diagram shown in Fig. 3.6(c). From the phase
diagram, one can see that the eect of the Ge-substitution is not only the change
of the helical ordering temperature Tc but also enlargement of the skyrmion phase
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Figure 3.6 (a) M -T (lled circles) and dM/dT (open circles) curves with external
magnetic eld H = 2000 Oe, (b) M -H (lled circles) and dM/dH (open circles) curves
with temperature T = 38 K, (c) full phase diagram for representing sample x = 0.144(5),
and (d) Ge-concentration dependence of the width of the skyrmion-phase region W .
region. Typically, for MnSi, the temperature width of the skyrmion-phase region
is about 2 ∼ 3 K as reported in earlier works [14, 46]. In contrast, the width of
the skyrmion-phase region increases in Ge-substituted MnSi, and is about 7 K for
x = 0.144(5). The widths of skyrmion phase for the four representative samples
with the estimated Ge-concentrations x = 0, 0.061(4), 0.105(7), and 0.144(5),
are plotted in Fig. 3.6(d). The skyrmion width seemingly behaves like critical
temperature Tc showing the saturation at high concentration.
3.3 Neutron diraction
Finally, the neutron diraction experiments were performed for the three repre-
sentative samples with the estimated Ge-concentrations x = 0.06, 0.07, and 0.15.
The low-Q diraction patterns for the three samples are shown in Fig. 3.7. There
appears signicantly increasing background for Q → 0 due to the contamination
from the direct beam. Nevertheless, it is clearly seen that in all the samples, the
magnetic Bragg peak develops at low temperatures. By tting each patterns to the
Gaussian function together with the background slope estimated from the high-
temperature paramagnetic data, the intensity and position of the helical Bragg
peak were estimated as a function of the temperature. The temperature depen-
dence of the peak intensity is shown in Fig. 3.7(d). The constant temperature
background, estimated from the high-temperature paramagnetic contribution, was
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Figure 3.7 (a-c) Neutron diraction patterns in the small Q range for the three
MnSi1−xGex samples with (a) x = 0.15, (b) 0.07, and (c) 0.06. The temperatures
were given in the gures. (d) Temperature dependence of the peak intensity for (open
circles) x = 0.15 , (lled circles) 0.07, and (open triangles) 0.06. The transition temper-
atures were estimated as Tc = 42.6(1), 40.5(3), and 38.6(3) K for x = 0.15, 0.07, and
0.06, respectively. The background, estimated at high temperature paramagnetic data,
is subtracted from the data. The solid lines are the results of the tting to the power
law.
removed. The transition temperature was estimated for each sample, by tting
to the empirical power law function I(T ) ∝ I0(Tc − T )2β, and is also shown in
Fig. 3.4(b). The transition temperature decreases for x → 0, in good agreement
with the macroscopic measurement. Shown in the Fig. 3.8 is Ge concentration
dependence of the resulting modulation vector estimated from the peak position at
T = 30 K. Although the uncertainly is quite large due to the large contaminating
background, it may be seen that the modulation vector stays almost unchanged
up to x = 0.08 and then starts to increase for larger x.
3.4 Discussion
In the present study, we have performed extensive metallurgical survey and found
that the Si can be substituted by Ge up to x = 0.144(5) using ambient pressure
synthesis technique. The resulting high quality polycrystalline samples were used
in the detailed bulk magnetic measurement, as well as neutron diraction. In the
present work, the clear Ge-concentration dependence of helical ordering tempera-
ture Tc is obtained up to x ∼ 0.15. Tc increases rapidly at small x, and becomes























) Neutron exp. (T = 30 K) 
M Si (T 29 K) R f [69]
Figure 3.8 Ge concentration dependence of the modulation vectors k estimated from
the neutron diraction data at T = 30 K shown in Fig. 3.7 (lled circles) for three
representative MnSi1−xGex samples. The modulation vectors of MnSi are obtained at
T = 29 K (Ref. [69], lled triangle up) and T = 4.2 K (Ref. [13], lled triangle
down). The calculated modulation vectors k derived from magnetization measurement
at T = 5 K are shown by open diamond as described in the discussion. The dashed lines
are a guide for the eye.
creases both the saturation moment per Mn ion (Ms) and the critical eld to the
polarized state (Hc2), but linearly. The increase ofMs is a typical behavior for the
eect of negative chemical pressure as it can be also found in Al- or Ga-substituted
MnSi [44]. However, Al-or Ga-substitution tends to decrease Hc2.
First, we discuss the implication of these bulk parameters using the well es-







(−JSi · Sj + Dij · (Si × Sj)) +
∑
i
h · Si . (3.1)
Here, the total spin of the unit cell is denoted by S, and is used as a magnetic
entity. Note that since there are four magnetic ions per unit cell, S is related to
the cell saturation magnetization Ms = gµBS, where g ' 2 and µB > 0 are the
g factor and Bohr magneton, respectively. For example, the saturation magnetic
moment per spin for x = 0.144(5) sample is 0.434 µB, and hence the unit-cell
spin is S = 0.217 × 4 = 0.87. The sum over i is taken over all the total spins
of unit cells, while the sum over j is taken over six neighboring unit cell spins.
The rst, second, and the last term stand for the exchange interaction (exchange
parameter: J), Dzyaloshinskii-Moriya (DM) interaction (DM parameter: D, DM
vector is assumed to be parallel to the helical propagation vector), and Zeeman
energy (h = gµBHext, where Hext is the external eld). By using the classical
ground-state energy calculation as described in Ref. [54], the helical ordering
modulation vector k and the critical eld to the fully polarized state Hc2 are given
as:
k = D/aJ (3.2)





where A = JSa2 is so called the spin-wave stiness parameter and a is the lattice
constant.
In addition, in the mean eld approximation by considering the Heisenberg-


















, then we ignored
the higher order term. Thus, the equation (3.4) can be simplied in terms of





In the mean eld approximation, γ = z(S + 1)/3, with z being the coordination
number (for cubic crystal z = 6). It is, however, well known that the mean-
eld theory considerably overestimates Tc by ignoring spin uctuations, which are
known to be signicant in MnSi [71]. Indeed, in the earlier work, it was found
that Tc is well scaled by A with γ ∼ 1 for Mn1−xFexSi [43]. Therefore, we also
assume γ ∼ 1 for MnSi1−xGex in the following.
The estimation of spin-wave stiness as a function of Ge-concentration is shown
in Fig. 3.9. The spin-wave stiness A increases in the low x range, while it becomes
saturated at high Ge-concentration. This behavior is in stark contrast to that in
Mn1−xFexSi where A decreases monotonically [43]. To conrm the increasing
behavior of spin-wave stiness A of Ge-doped MnSi in particular, the saturation
at x > 0.1, inelastic neutron experiment on MnSi1−xGex for whole range of x up
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Figure 3.9 Ge concentration dependence of the spin-wave stiness A. The observed






























EDX determined Ge concentration (x)
JS
DS
Figure 3.10 Ge-concentration dependence of exchange (JS) and Dzyaloshinskii-Moriya
(DS) parameters.
From Eq. 3.2 and 3.3, as well as A obtained above, we estimate the exchange
interaction JS, DM interaction DS, and the helical modulation vector k. The
Ge-concentration dependence of the exchange and DM interactions are plotted in
Fig. 3.10. JS shows saturation behavior, whereas DS increases linearly, reecting
the x-dependence of Tc, andMs or Hc2, respectively. The increase of JS or Tc may
originate from the enhancement of density states (DOS) since MnSi system has
the itinerant character. The monotonous increase of density of states for larger
lattice constant or unit cell volume has been predicted theoretically using rst
principle calculation in Ref. [72]. However, we observe the saturation behavior
of Tc at large Ge-concentration which indicates that there is another contribution
beyond the density of states. We cannot identify the origin of this saturation at
the present study. Furthermore, our estimation of DM interactions DS increases
as larger Ge-concentration which indicates the enhancement of spin-orbit coupling
for larger Ge-concentration. The origin of this enhancement may be related to the
larger eective atomic number Z for Ge compared to Si since spin-orbit coupling
is naively proportional to the eective atomic number Z.
The estimated helical modulation vector k as a function of the Ge-concentration
is plotted in Fig. 3.8. First, we note that the estimated k = 0.0352(4) Å−1 at T = 5
K in the above is in good agreement with the reported k obtained in the neutron
diraction at T = 4.2 K [13]. This suggests the validity of the modulation vector
estimated in the mean eld approximation. In the presence of Ge-substitution,
the estimated modulation vector decreases in the beginning then starts to increase
at higher x. Our neutron measurement was done at T = 30 K due to technical
issue and hence we cannot directly compare the neutron results to the estimated
k. Nonetheless, one may note that the x-dependence of the neutron observed k is
qualitatively consistent with the estimation; it shows slightly decreasing behavior
in the low x range, and then starts to increase at higher x.
It is, however, noted that the increase of k at higher x may be weaker in the
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mean eld estimation than the neutron observation. This indicates that there
should be an intrinsic-enhancement of spin uctuations which are in principle ig-
nored in the mean eld approximation. It should be noted that for large x the
width of skyrmion-phase region becomes larger as shown in Fig. 3.6(d). Since it is
the uctuation eect beyond the mean eld level that stabilizes skyrmion phase,
the large spin uctuation is also suggested from this observation. From the above
argument, we infer that the spin uctuation plays a role for the skyrmion phase
stability as suggested by the free energy argument as mentioned in the introduc-
tion. Another possibility may be the enhanced long range RKKY interaction as
inferred in the Ref. [47]. Since this interaction can control k vector independently
from the DM interaction, this can certainly explain the stronger increase of k at
large x if properly introduced. From the present experimental data we cannot
conclude which (or both) is the origin of the increasing behavior of the modula-
tion vector k. Further study, in particular, theoretical calculation, is necessary to
elucidate this issue.
From the observed magnetic phase diagram in Ge-doped MnSi. We have clar-
ied that negative chemical pressure eect increases the skyrmion phase stability.
However, in the introduction, the skyrmion phase stability also can be found in
the positive chemical pressure. From the free energy argument in Sec. 1.1.4.5,
the parameter for the skyrmion stability is denoted as γGF = JD/U , which is
monotonous function of J , D, and U . It indicates that there is another contri-
bution for the enhancement of skyrmion phase stability. Since it happens for all
doping cases, suggesting that the chemical disorder may also play a role for the
skyrmion phase stability. It is challenging for the theory in the future to elucidate
how the chemical disorder contributes to the skyrmion phase stability.
Chapter 4
Spin excitations in the skyrmion
lattice phase
4.1 Elastic neutron experiment
Two types of single crystal of MnSi and MnSi0.98Ge0.02 were used for the inves-
tigation of spin excitation in the skyrmion lattice phase. Please note that the
solubility limit of single crystal MnSi1−xGex is pretty low in contrast to the poly-
crystalline sample. In our investigation of crystal growth, the highest solubility
limit of Ge-concentration is only 2%. This is because the Ge-doped MnSi fa-
vors at low temperature annealing while the crystal nucleation happens at high
temperature as we described in Chapter 2.
Before we determine the skyrmion phase and investigate the spin excitations
in the skyrmion lattice, we investigate the magnetic modulation vector Q and
the critical temperature Tc for the helical phase at zero magnetic eld and base
temperature by neutron elastic scattering experiment. Here, we are going to focus
on the explanation for the single crystal MnSi0.98Ge0.02 since for MnSi the magnetic
modulation vector and critical temperature are well known as 0.035 Å−1 and 29.5
K, respectively [12,14]. We have conrmed the modulation vector and the critical
temperature Tc for our single crystal of MnSi during the elastic experiment and it
is consistent with earlier work.
Now, we describe our results of the elastic measurement on MnSi0.98Ge0.02.
The 2θ-θ scan was performed in the helical phase at low scattering angle. The
magnetic eld and temperature settings are set to H = 0 Oe and T = 1.6 K
(base temperature), respectively. As shown in gure 4.1, there appears a clear
magnetic Bragg peak. The result is tted by the Gaussian function and the
2θ peak position is obtained at 2.3◦. This can be converted to the Q-position
Q = (0.0194, 0.0194, 0.0194) (r.l.u.), or the modulation vector Q = 0.0462 Å−1
with calculated lattice constant a = 4.5533 Å. Please note that this magnitude
of modulation vector cannot be compared directly to MnSi one because we did
not calibrate the zero scattering angle for MnSi0.98Ge0.02 since at that time we
only concerned about the inelastic spectrum in the skyrmion lattice phase regard-
less the magnitude of magnetic modulation vector. Instead, we rather trust the
Ge-dependence of the magnitude of modulation vector determined by the elas-
tic neutron scattering for polycrystalline MnSi1−xGex samples since we calibrated
the zero scattering angle position. The magnitude of modulation vector for 2%
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Figure 4.1 2θ-θ scan at helical phase in MnSi0.98Ge0.02 sample at magnetic eld and
temperature are set to H = 0 Oe and T = 1.6 K, respectively. The curve was tted by
Gaussian function.
(a) (b)
Figure 4.2 (a) 2θ-θ scan at helical phase in MnSi0.98Ge0.02 sample at dierent temper-
ature under zero magnetic eld and (b) temperature dependence of intensity, solid line
is a t to the empirical power-law function.
Ge-concentration is comparable with that for MnSi.
Next, we investigate the critical temperature Tc by means of elastic neutron
scattering. The estimation of the Tc was done by scanning the helical phase
along hhh direction at dierent temperatures in the range of 20 < T < 34 K
(with step 2 K) and zero magnetic eld H = 0 Oe as shown in gure 4.2(a).
Temperature dependence of intensity is plotted in gure 4.2(b). The result was
tted to the empirical law I(T ) ∝ I0(Tc − T )2β as we did for polycrystalline
samples. We estimated that the magnetic ordering temperature is Tc = 31(3) K.
This estimation is comparable with the bulk magnetic measurement in gure 3.4.
The elastic scan was also performed to nd the pocket of skyrmion lattice phase
before going to the inelastic neutron experiment. Once we know the magnetic
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Figure 4.3 Magnetic eld scan in MnSi0.98Ge0.02 sample at elastic position Q =
(0.0237, 0.0237, 0) (r.l.u) and T = 30.5 K
ordering temperature for the helical phase, we can roughly expect the position of
the pocket of skyrmion lattice phase. Using this expectation, T = 30.5 K near Tc
was selected for this experiment. The Q-position for the skyrmion phase was found
by rotating the Q-vector of the helical phase to 110 direction since the periodicity
of the skyrmion lattice phase is the same as the periodicity of the helical phase and
one of the six-fold Bragg peaks of the skyrmion lattice in the momentum space
was found along 110 [14]. The Q-position for skyrmion lattice phase is obtained
as Q = (0.0237, 0.0237, 0) (r.l.u.). Then, the magnetic eld scan is carried out
at the elastic position hh0 (h = 0.0237) (r.l.u.) to obtain the boundary of the
skyrmion pocket. The result is shown in gure 4.3. As shown in this gure, the
skyrmion Bragg peaks at Q = (0.0237, 0.0237, 0) only appears in the magnetic
eld H range of 1000 < H < 2500 Oe. This is consistent with the skyrmion phase
region determined in the bulk magnetization measurement. From this magnetic
eld scan result, H = 2000 Oe was selected for the inelastic neutron measurement
since it has high intensity.
4.2 Inelastic spectrum in the skyrmion lattice
phase of MnSi0.98Ge0.02
From the elastic measurement, we have determined the position of the skyrmion
phase pocket. For MnSi0.98Ge0.02, we obtained the temperature and magnetic
eld as T = 30.5 K and H = 2000 Oe, respectively. From the obtained parame-
ters, here we investigate the inelastic spectrum of the skyrmion lattice phase for
MnSi0.98Ge0.02. In this part, we will present the results of inelastic spectrum in
the skyrmion lattice phase for the several Q-positions for comparison purpose. To
convince that the spin excitations are intrinsic from the skyrmion lattice phase, we
compare it with inelastic spectrum from conical phase as well as the fully polarized
state at xed Q-position.
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Figure 4.4 Checking of energy resolution around elastic position.
4.2.1 Spectrometer setup and energy resolution
As discussed in Chapter 1, the theoretical prediction for the magnon band splitting
in the skyrmion lattice phase is in the order of ∼ 70µeV. To observe such a
narrow energy splitting, we need to set up high energy resolution inelastic neutron
experiment. For that purpose, we select very low nal energy Ef = 2.75 meV
for the present inelastic experiment. To conrm the high energy resolution, we
performed the energy scan around the elastic position. The energy resolution
roughly can be estimated by Gaussian tting shown in gure 4.4. The result is
FWHM = 0.0379± 0.00226. Such high energy resolution of 37.9µeV would likely
detect the narrow magnetic excitation energy spectrum in the skyrmion lattice
phase.
4.2.2 Q-position dependence of inelastic spectrum
To nd the Q-positions where high spectral weight (or intensity), maybe observed
from the spin dynamics in the skyrmion lattice phase, we explored several Q-
Figure 4.5 The Q-positions from magnetic Bragg reections.




Figure 4.6 (a)-(c)-(e) Inelastic spectrum in the skyrmion lattice phase of MnSi0.98Ge0.02
at three dierent Q-positions with each background. While, (b)-(d)-(f) inelastic spec-
trum after background subtraction. The temperature and magnetic eld are set to
T = 30.5 K and H = 2000 Oe for the skyrmion lattice phase, whereas, T = 1.6 K
and H = 5500 Oe for background. Dark red solid line indicates the energy resolution.
Spurious dip appears at energy transfer 0.14 meV due to the wedge system problem.
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Figure 4.7 Comparison of inelastic spectrum in the skyrmion lattice phase of
MnSi0.98Ge0.02 at three dierent Q-positions under the temperature T = 30.5 K and
magnetic eld H = 2000 Oe. Dark solid line indicates the energy resolution.
positions. In the end, we selected the Γ and M point which are rather away
from the magnetic Bragg reection position Γ, of the skyrmion lattice. Primary
purpose of measuring this for zone center is to reduce the background from the
Q = 0 direct beam. We dene here notation for the Γ and M points in higher
Brillouin zone (BZ) with subscript of number. As shown in gure 4.5, Γ1-position
refers to the magnetic Bragg reection of skyrmion lattice. Our inelastic measure-
ments for MnSi0.98Ge0.02 was done at M3, the middle of Γ3 −M3 (in short, Mid3),
and Γ3 points. Please note that the 1st BZ boundary for the crystal lattice for
MnSi0.98Ge0.02 compound is Q ≈ 40Γ1 of magnetic Bragg peak. Hence, we are in
the very low-Q region with respect to the crystalline BZ.
We measured the inelastic spectrum at M3, Mid3, and Γ3 as well as the back-
ground for each Q-positions as shown in gure 4.6(a)-(c)-(e). The Q-positions
of M3, Mid3, and Γ3 in MnSi0.98Ge0.02 are (0.0592, 0.0592, 0), (0.0652,0.0652,0),
and (0.0711, 0.0711, 0), respectively. We took the background or reference from
the fully polarized state or ferromagnetic phase at the magnetic eld H = 0.55 T
and the base temperature T = 1.6 K because the spin uctuation is suppressed
by the magnetic eld and the Bose factor at the base temperature is equal to
nB = 1 while the measured skyrmion phase is at high temperature with the Bose
factor nB >> 1 so that the contribution from the ferromagnetic background only
at very low energy ~ω region. After the background subtraction (shown in gure
4.6(b)-(d)-(f)), we clearly observed the intrinsic spin excitations from the skyrmion
lattice phase from three dierent positions. We found that the inelastic spectrum
are much broader than the energy resolution. The energy resolution is ∆E ∼ 0.04
meV indicated by the dark red line color. We also found that the inelastic spec-
trum intensity gets lower for higher Q-position. This decreasing behavior for large
Q can be clearly seen in gure 4.7.
It is noted that we can only measure the inelastic spectrum for the energy
range up to 0.4 meV due to the limitation of scattering angle for the low nal
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energy, Ef = 2.75 meV. From the inelastic spectrum results in gure 4.6, we
always observed the spurious dip at the energy transfer 0.14 meV for all the Q-
positions. This spurious dip comes from the wedge system where the shielding
wedge did not open correctly at that position during the energy scans. Hence, we
will disregard the dip in what follows.
4.2.3 Comparison with the inelastic spectrum from conical
and fully polarized phases
In the previous part, we have shown the inelastic spectra of the skyrmion lattice
phase at dierent Q-positions. In this subsection, to compare those excitation
spectra with those in the other states, we observed the inelastic spectrum from
conical and fully polarized phases at the same Q-position. For this purpose, we
set the temperature and magnetic eld T = 26 K and H = 2000 Oe for the conical
phase, whereas T = 30.5 K and H = 5000 Oe for the fully polarized phase. We
measured the inelastic spectra in both the phases at the xed Q-position Γ3.
The inelastic spectrum for the conical phase is shown in gure 4.8, together
with corresponding spectrum for the skyrmion phase shown in gure 4.6(e). The
inelastic spectrum in the skyrmion lattice phase is clearly more intense than that
in the conical phase at energy transfer regions below 0.25 meV. This result proves
that the spins excitation which is observed in the skyrmion lattice phase is not
reminiscent from the conical phase.
The inelastic spectrum in the skyrmion lattice phase is also dierent from that
in the fully polarized state. The inelastic spectrum for the fully polarized phase
shown in gure 4.9, again in comparison with the one obtained in the skyrmion
phase shown in gure 4.6(e). It can be clearly seen that the inelastic spectrum for
the skyrmion lattice phase is still more intense comparing to the fully polarized
phase for wide range energy regions. This indicates that the the spins excitation
which is observed in the skyrmion lattice phase is not reminiscent from the fully
Figure 4.8 Comparison of inelastic spectrum between skyrmion lattice phase and the
conical phase at Γ3.
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Figure 4.9 Comparison of inelastic spectrum between skyrmion lattice phase and the
fully polarized phase at Γ3.
polarized phase.
We have compared the inelastic spectra for the skyrmion lattice phase with the
conical phase and the fully polarized phase. From the comparison we have done,
we clearly see that the inelastic spectra for three of them are dierent. Hence, we
can conclude more condently that the observed spin excitations are intrinsically
originating from the skyrmion lattice phase.
4.3 Inelastic spectrum in the skyrmion lattice
phase of MnSi
In this part, we will present the inelastic spectrum from a single crystal of pure
MnSi. Similar to the MnSi0.98Ge0.02 sample, we rstly need to determine the
magnetic modulation vector of the helical phase. The magnetic modulation vec-
tor was obtained from 2θ-θ scan in the helical phase at the base temperature
as we did for MnSi0.98Ge0.02 sample (gure 4.10). The Q-position for the heli-
cal peak was obtained Q = (0.015, 0.015, 0.015) (r.l.u.) or the magnetic mod-
ulation vector Q = 0.0358 Å. This result is consistent with the earlier work
[13]. From this magnetic modulation vector, we estimated the position of the
skyrmion lattice phase (magnetic skyrmion Bragg peak) along hh0 direction as
Q = (0.0184, 0.0184, 0) (r.l.u.).
We did not measure temperature dependence of 2θ-scan to obtain the critical
temperature Tc since the critical temperature Tc and the magnetic phase diagram
for MnSi are pretty well known [10,1214], and we also had measured the magnetic
phase diagram for polycrystalline sample of MnSi1−xGex by means the magnetiza-
tion measurement as we discussed in the Chapter 3, which is consistent with the
earlier work.
After considering the magnetic phase diagram from the earlier work and the
bulk magnetization measurement in Chapter 3, we set the temperature and the
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Figure 4.10 2θ-θ scan at the helical phase in MnSi under zero magnetic eld H = 0 Oe
and base temperature T = 1.6 K. The curve was tted by Gaussian function.
magnetic eld T = 28.4 K and H = 2000 Oe. These parameters were selected
selected as the highest intensity for the elastic peak for the skyrmion lattice at
Q = (0.0184, 0.0184, 0) (r.l.u.) is expected
Similar to MnSi0.98Ge0.02 sample that we discussed earlier, we also measured
the inelastic spectrum at M3, Mid3, and Γ3 as well as the background for each
Q-positions (shown in gure 4.11(a)-(c)-(e)). We took the background from the
fully polarized state at the magnetic eld H = 6500 Oe and the base temperature
T = 1.6 K. After the background subtraction, shown in gure 4.11(b)-(d)-(f), the
spin excitations in the skyrmion lattice phase of MnSi are also clearly observed.
We also observed the broadening of the inelastic spectrum which is much broader
than the energy resolution at the lower energy regions. Furthermore, the inelastic
spectrum intensity gets lower at higher Q-position as shown in the gure 4.12
at low energy regions. These behaviors were similar to those observed in the
MnSi0.98Ge0.02 sample.
We also measured other Q-positions of the inelastic spectra in the skyrmion
lattice phase. The other positions are 1/4 and (b) 3/4 of M3-Γ3 point. The results
are shown in Appendix B. The purpose of measuring other two Q-positions in the
beginning was to get the dispersion of the spin excitations. Nonetheless, as the
observed spectra all shows rather broad features, instead of the sharp dispersive
features, it was not possible to deduce the dispersion relation of any kind. Hence,
we will focus on the spectra at the main three Q-points Γ, M, Mid in the following.
It may be noted that we did not observe the spurious dip at the energy transfer
0.14 meV since the wedge system issue was resolved by the time of the experiment.
Another spurious peak with dierent origin was observed at M3 point where the
energy transfer is above 0.35 meV, this spurious peak is due to the scattering angle
2θ position above 0.35 meV is very close to the direct beam.




Figure 4.11 (a)-(c)-(e) Inelastic spectrum in the skyrmion lattice phase of MnSi at
three dierent Q-positions with each background. While, (b)-(d)-(f) inelastic spectrum
of MnSi after background subtraction. The temperature and magnetic eld are set to
T = 28.4 K and H = 2000 Oe for the skyrmion lattice phase, whereas, T = 1.6 K and
H = 6500 Oe for background. Dark red solid line indicates the energy resolution.
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Figure 4.12 Comparison of inelastic spectrum in the skyrmion lattice phase of MnSi
at three dierent Q-positions under the temperature T = 28.4 K and magnetic eld
H = 2000 Oe. Dark solid line indicates the energy resolution.
4.4 Comparison of spin excitations in
MnSi0.98Ge0.02 and MnSi
In the previous discussion, we have observed the inelastic spectrum in the skyrmion
lattice phase for both MnSi and MnSi0.98Ge0.02 single crystals. To identify the
dierence of the inelastic spectra between the two samples, we plot both the
inelastic spectra at the same Q-position together. The inelastic spectra for MnSi
and MnSi0.98Ge0.02 at M3, Mid3, and Γ3 points are shown in gure 4.13. All
gures have been normalized by the masses of the single-crystal samples, where
the background has been subtracted. By comparing spectra from the two samples,
we found that there are two interesting points. First, at low energy transfer
regions, the inelastic spectrum in MnSi is more intense than that in MnSi0.98Ge0.02.
Second, on the other hand at high energy transfer regions, the characteristics
of the magnetic excitations for both the samples show the dierence; there is
overlapped spectrum where the intensity of the MnSi0.98Ge0.02 is slightly higher
than MnSi. Those two observations are new information that might be a challenge
for theoretician to construct an appropriate model calculation of spin excitations
in the skyrmion lattice phase to elucidate the experimental results.
4.5 Discussion
We have investigated the inelastic spectra in the skyrmion lattice phase for single
crystal of MnSi and MnSi0.98Ge0.02 mainly at three dierent Q-positions that are
M3, Mid3, and Γ3. By comparing with the inelastic spectra from the conical
and fully polarized phases, we infer that the magnetic excitations are intrinsic
originating from the skyrmion lattice phase; they have characteristics dierent
from the conical and fully polarized phases especially at low-energy regions.




Figure 4.13 Inelastic spectra in the skyrmion phase for (a) M3, (b) Mid3, and (c) Γ3
points, while (d) the Q-positions of the measured inelastic spectra. The temperature
and magnetic eld settings are T = 30.5 K and H = 2000 Oe for MnSi0.98Ge0.02, while
T = 28.4 K and H = 2000 Oe for MnSi. Dark solid line indicates the energy resolution.
All spectra have been normalized by masses of the samples.
In earlier report [64], the inelastic spectra in the skrymion lattice phase of
MnSi were observed above 0.1 meV and the linewidth of the inelastic spectra are
about 0.2 meV. They only observed two magnon peaks for wide energy range.
While, observation of two high energy magnon peaks is of importance, the energy
resolution used in the earlier work is apparently insucient to detect theoretically
predicted topological magnon splitting (∼ 70µeV).
In our inelastic neutron experiment, we performed ultra-high resolution inelas-
tic scattering to capture such the magnon bands splitting. Nonetheless, we found
that the obtained inelastic spectra in the skyrmion lattice phase for both the MnSi
and MnSi0.98Ge0.02 samples are broader than the energy resolution at low ener-
gies. From the Q-dependence of inelastic spectrum, we found that the intensity
of the inelastic spectrum gets lower for the higher Q-position or away from the
magnetic Bragg peak. This result is in stark contrast to the earlier report where
the intensity gets higher when the Q-positions are away from the magnetic Bragg
peak as shown in gure 1.26. It may be related to the Q-dependence of structure
factor. Please note that our measurements were done at very low scattering angle
near the nuclear Bragg peak (0,0,0), while the earlier report measured around the
nuclear Bragg peak (1,1,0).
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Understanding of broadened inelastic spectra are quite dicult since the in-
elastic spectra are obtained at nite temperature close to the critical temperature
Tc, one may think that the uctuating spins are dominating to the inelastic spectra
and attributed to the spin diusion. Spin diusion is basically for paramagnetic
phase where there is no long range magnetic order. It typically exhibits the broad-
ened inelastic spectra. We have checked the possibility of the spin diusion and
the tting results for inelastic spectra for both MnSi and MnSi0.98Ge0.02 are given
in the Appendix C. The obtained Half Width at Half Maximum (HWHM) or Γq
shown in gure C.1 does not follow typical behavior for spin diusion which is
Γq ∼ q2. Moreover, the apparent inelastic peaks corresponding to the low en-
ergy magnetic excitations mode are not well tted using that function especially
for Mid3. Thus, the obtained inelastic spectra cannot be attributed to the spin
diusion.
From theoretical point of view as mentioned in the introduction, magnon which
is propagating through the skyrmion lattice exhibits the back-folding energy dis-
persion with narrow magnon band splitting. If we believe theoretical point of view,
with instrumental resolution ∼ 40µeV, we should still observe several magnon
peaks up to 0.4 meV as shown in gure 4.14 for the rough estimation of Gaus-
sian convoluted resolution at M-point extracted from gure 1.25(b). Thus, the
obtained inelastic spectra cannot be attributed to the sharp (well-dened) modes
convoluted with the instrumental resolution function.
One characteristic of the obtained inelastic spectra as mentioned before is that
the intensity is getting weaker at higher Q-positions. This observation is consistent
with the theoretical prediction of topological magnon band in the skyrmion lattice
given in Ref. [73]. A weaker intensity at higher Q positions is due to decreasing
magnetic structure factor, a reminiscent of the ferromagnetic spin wave dispersion,
which behaves as ω ∼ q2.
Another characteristic is that the inelastic spectra in MnSi0.98Ge0.02 sample
have weaker and broader intensity than those in MnSi. One reason may be due to
larger the spin exchange JS and DM interaction DS. The energy for the magnon
bands given in the gure 1.25(b) is scaled by Ak2h, where A ∼ JSa2 is the spin
wave stiness and kh = D/aJ is the helix wave-vector. By taking into account the
obtained parameters, the energy scale for MnSi0.98Ge0.02 is about ∼ 6.3% larger
than MnSi. This energy scale qualitatively describes the broader inelastic spectra
Figure 4.14 Gaussian convoluted resolution at M-point extracted from gure 1.25(b).
Red lines indicate the position of the well-dened magnon mode.
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in Ge-doped MnSi. Another possibility about the weaker and broader intensity
in the MnSi0.98Ge0.02 sample may be due to the fact that the life time in the Ge-
doped MnSi system is shorter than that in the pure MnSi. If Ge-doped MnSi
has a shorter life time comparing to MnSi, the dynamical structure factor for the
Ge-doped MnSi will be weaker and broader than MnSi.
It should be emphasized that although we employed the ultra-high resolution
setting (∼ 40µeV), the predicted topological magnon band splitting was not clearly
observed. Several reason may be suggested for this result. One reason maybe that
the theoretical estimation of the band splitting was too optimistic. Indeed, the
band splitting is due to the ctitious magnetic eld [57, 61, 62], and its size can
be rather arbitrary. Therefore, there is possibility that employing much higher
energy resolution, we may be able to observe the topological magnon splitting.
The other possibility is the lifetime eect introduced by the nite temperature
where the real skyrmion lattice is formed. The magnon bands calculations in
the earlier theoretical works are mostly based on the low temperature skyrmion
phase where the spin texture is well dened. Whereas, the skyrmion lattice phase
in the real three-dimensional materials, such as MnSi, typically emerges at high
temperature near the critical temperature Tc. The high temperature condition
results in large thermal uctuations, distorting the skyrmion lattice. In the next
Chapter, we will try simulating the spin dynamics of the skyrmion lattice at zero




In this chapter, we are going to discuss the numerical method to calculate the
dynamical structure factor to capture the possibility of the broadening of inelastic
spectrum in the skyrmion lattice phase that we described in the previous chapter.
For spin dynamics simulation, the Landau-Lifshitz equation of motion is solved
with the initial congurations obtained by classical Monte Carlo simulation (CMC)
method at nite temperature.
For practical calculation of spin dynamics using the above method, there are
several issues. One is the size of the system to simulate. As we described in
the experimental sections, the lattice constant for the skyrmion triangular lattice
is askyr ∼ 180 Å, whereas the lattice constant for the MnSi cubic unit cell is
a = 4.558 Å. Hence, for the realistic simulation, we need to use a model system
with a few hundred sites (N) in one direction, to include sucient number of
skyrmions in the simulated system. In addition, the real MnSi is three dimensional
system, but the number of sites grows N3 for three dimensional system, making
numerical simulation quickly impractical. In this chapter, hence, we introduce
several simplications in the model system to simulate. Our goal here is to capture
the essential mechanism for the broadening of the spin excitations, and we are not
trying to simulate quantitatively the experimentally observed dynamical structure
factor; further elaborate theoretical study may be apparently necessary to tackle
this intriguing problem. Second, we use the small skyrmion size by choosing large
modulation vector Q, compared to the experimental one.
The reduce of dimensionality leads to the modication of phase diagram that we
are considering. As we discussed in the Chapter 1, for the typical phase diagram
of three dimensional chiral magnet, at the intermediate external magnetic eld, we
expect the skyrmion lattice phase only at the nite temperature near the critical
temperature Tc whereas the conical phase dominates lower temperature region.
Reducing the dimensionality into two dimension, we may not realize the conical
phase since there is no spins correlation along the magnetic eld direction. In
addition, the skyrmion-lattice phase is extended from nite temperature to the
zero temperature.
Aside from reducing the computational time, the benet of reducing the di-
mensionality of the spins system is that we are able to trace the evolution of the
spin dynamics from the well-dened skyrmion ground state at zero temperature
to the distorted skyrmion lattice at high temperature since the skyrmion lattice
phase is extended for wide temperature range. This is necessary to understand
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how the observed inelastic spectrum are broadened at the nite temperature.
The simulation for the spin dynamics was performed in two steps. First, the
ground state of the two dimensional skyrmion lattice was simulated by using clas-
sical Monte Carlo (CMC) method. Next, once we obtain the ground state of the
skyrmion lattice from CMC simulation, the Landau-Lifshitz equation of motion
was solved using the CMC ground state as initial conguration to simulate the
spin dynamics of the skyrmion lattice. Spin dynamics of skyrmion lattice at nite
temperature was also simulated in a similar manner. At nite temperature, we
generate a set of spin congurations from the CMC simulation at nite tempera-
ture T . This way, we obtained initial spin congurations for the Landau-Lifshitz
simulation that obey the Boltzmann distribution at T . We simulate time evolution
from each initial spin conguration, and from the time evolution, the dynamical
structure factor SE(Q,ω) is calculated, in a hope that the statistical average of
SE(Q,ω) represent the thermal average of the S(Q,ω) at nite temperature T
[32]. We will present the details of the simulation and the dynamical structure
factor calculation in the following.
5.1 Generating skyrmion lattice by CMC
In this section, we will generate the skyrmion lattice by performing classical Monte
Carlo simulation. To reduce the computational time as mentioned earlier, we
simulate the two dimensional spins system with the lattice size as 32 × 32. The




Si · Sj +D
∑
i,j
n̂ij · (Si × Sj)−
∑
i
h · Si (5.1)
where < i, j > is the unit cell spin position, and n̂ij is the DM vector along the
magnetic bonds. This will generate the Bloch-type skyrmion at nite magnetic
(a) (b)
Figure 5.1 (a) Spiral I (hz = 0) and (b) skyrmion I (hz = 0.62) generated by CMC at
temperature T = 0.01J . The inset gures are the static spins correlations in the momen-
tum space. The xed magnetic interaction parameters are J = 1, D =
√
2 tan(2π = 8)
(units in meV). This parameter generates spin spiral with a period of 8 lattice sites along
k = k(1, 1).
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eld. We set the exchange and DM interaction parameters as J = 1 and D =√
2 tan(2π/8). Please note that we adopt units of parameters in meV for all
calculations in this thesis. By setting those parameters, the spiral spin state will
be generated with a period of 8 lattice sites along k = k(1, 1) at zero magnetic eld.
h is the magnetic eld parameter and assumed to be parallel to the z-axis. Now, we
start the simulation for zero magnetic eld case (hz = 0). To generate the ground
state of the spins conguration, we start the simulation from high temperature
(T = 4J) where the spins are random (paramagnetic phase) and go down to the
low temperature (T = 0.01J). From T = 4J to T = 1J , we set the decrement
of temperature ∆T = 0.1J . While, from T = J to T = 0.01J , the decrement of
temperature is ∆T = 0.025J . This setting parameter is determined from the rough
estimation of the critical temperature which is below T = 1J . Lower temperature
decrement (or annealing temperature) below T = J is to ensure the accuracy of
the transition point and to obtain the correct ground state. We used a single
spin update with metropolis algorithm and applying Gaussian-type spin move to
update the spin conguration as mentioned in Chapter 1. The ground state of the
spin conguration is obtained at the low temperature T = 0.01J . We obtained the
spin spiral (say spiral I) or helical spin conguration with the helical pitch along
k = k(1, 1) and period of 8 lattice sites as we expected (shown in gure 5.1(a)).
The inset gure is the Fourier transform of spins correlation < Si ·Sj >. The spin
structure shows two-fold symmetry in the momentum space.
In similar way, we can generate the ground state of the spins conguration at
nite magnetic eld. We set the magnetic eld hz = 0.62. We start again from
the high temperature T = 4J where the spins are random. We, then, decrease the
temperature down to T = 0.01J , as we did for zero magnetic eld. At temperature
T = 0.01J , we obtained nice swirling spins texture conguration or skyrmion
lattice as shown in 5.1(b). The inset gure is the Fourier transform of spins
correlation < Si ·Sj >. The swirling spin structure shows hexagonal symmetry in
the momentum space, as we expected. Let us say this spin structure as skyrmion
I because we will compare with another skyrmion with dierent size.
We also measured the heat capacity (Cv) in the skyrmion lattice phase region
to estimate the critical temperature for the skyrmion I. To get a thermodynamics
quantity such as heat capacity, we have to take average the sampling from the
equilibrium steps where the magnetization or the energy is converged. We found
that at least 100L2 Monte Carlo steps are enough to reach the equilibrium at high
temperature. We did the same thing during annealing temperature. We take the
average over 5000L2 samples to get a good thermodynamics quantity. The heat
capacity is calculated by using the below formula [15,40],
Cv(T ) =
< E2 > − < E >2
NT 2
, (5.2)
where E and T are the internal energy of the system and the simulated temper-
ature, respectively. While, <> is the thermal average calculated by Monte Carlo
sampling as mentioned above.
Shown in gure 5.2(a) is the result for the calculated heat capacity in the
present thesis, while gure 5.2(b) is the calculated heat capacity from Ref. [40]
for comparison. The magnetic parameters used in Ref. [40] are J = 1, D = 1,
and hz = 0.50 (units in meV). The resulted skrymion size at the low temperature
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(a) (b)
Figure 5.2 Heat capacity calculation with parameter (a) J = 1, D =
√
2 tan(2π/8),
and hz = 0.62 (in this thesis) and (b) J = 1, D = 1, and hz = 0.5 (in Ref. [40]). Units
in meV. The estimated Tc ∼ 8 K (0.7 meV) in this thesis, while Tc ∼ 7 K (0.6 meV) in
Ref. [40]. Tc is determined from the peak position of Cv.
is still comparable with ours (skyrmion I). Tc is estimated from the peak position
of the heat capacity. The estimated critical temperature Tc for the skyrmion I
(this thesis) is about Tc ∼ 8 K (0.7 meV) which is comparable with the earlier
calculation work Tc ∼ 7 K (0.6 meV) [40]. Please note that we are not interested
to investigate the detail phase diagram since it is already studied in Ref. [40].
We also simulate another skyrmion lattice with dierent size. We generate
two skyrmions with dierent size to investigate the nature of spin excitation for
both cases. Please note that we x the total number of spins in the two di-
mensional plane as 32 × 32, the same lattice size as before. Then, using CMC
simulation, we generate a larger skyrmion lattice by setting the parameter J = 1,
D =
√
2 tan(2π/12), and hz = 0.3. Let us say this larger skyrmion size as skyrmion
II. The size of skyrmion II is 1.5 times larger than skyrmion I (λIIsk = (12/8)λ
I
sk).
It may be noted, however, that the skyrmion size in MnSi system is 5 times larger
than the size in skyrmion II. It takes more computational time and more CPU
performance to simulate such a large skyrmion lattice since we need to simulate
the number of spins which is at least 5 times larger than the current spins size to
observe the hexagonal skyrmion lattice. It may be noted here that the thermal
uctuation is already taken into account automatically in CMC simulation.
The comparison of skyrmion I and II are depicted in gure 5.3. The skyrmion
I and II in gure 5.3(a)-(b) are generated at pretty low temperature T = 0.01.
We observed very well-dened swirling spins textures. At this temperature, the
uctuations of the spins are very small and almost cannot be seen, as we ex-
pected. In contrast, at the high temperature T = 0.30, the considerably thermal
uctuations set in; the simulated results for skyrmion I and skyrmion II at tem-
perature T = 0.30 are shown in gure 5.3(c)-(d). As seen in the gure, the spin
conguration is very dierent from the almost ideal one obtained at T = 0.01
((a) and (b)), indicating the considerable thermal uctuations. We note here that
the conguration shown in gure 5.3(c)-(d) are snapshots at nite temperature
T = 0.30.
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(a) (b)
(c) (d)
Figure 5.3 (a) skyrmion I and (b) skyrmion II at temperature T = 0.01J , while (c)
skyrmion I and (d) skyrmion II at temperature T = 0.30J . Detail of the magnetic
interaction parameters are given in the main text. The spin textures are generated from
CMC simulation.
5.2 Numerical result of dynamical structure
factor
The inelastic neutron scattering cross-section is directly related to the dynamical
structure factor S(Q,ω). To calculate the dynamical structure factor, we need to
obtain the time evolution of the spins or spin dynamics. For that purpose, we have
to solve the Landau-Lifshitz equation numerically. The Landau-Lifshitz equation
is written as [32,33,74],
dSi
dt
= Si ×Heffi , (5.3)
where Heffi = − ∂H∂Si is the eective magnetic eld acting on the spin Si. We use the
Heun method (predictor-corrector) to solve the Landau-Lifshitz above equation
by following Ref. [75].
Once we get time evolution of the spins, it is straightforward to compute the
dynamical structure factor by Fourier transforming the spin-spin correlation in
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Figure 5.4 Magnetic Brillouin zone of skyrmion lattice shown in the hexagonal form.
γ1 is the magnetic Bragg position.


















dte−iq·(ri−rj)+iωt < Sµi S
ν
j > . (5.5)
In practice, to calculate the termal average of spins correlation in momentum-
energy space < Sµi (t)S
ν
j (0) >, we use a set of spin congurations, generated by
CMC at nite temperature. First, we generate 500 independent spin congura-
tions from CMC at a given temperature. Then, the time evolution of the spin
system is simulated by numerically solving the Landau-Lifshitz equation. The
Fourier transform to momentum-energy space is done during time evolution for
each independent spin congurations. The thermal average of S(Q,ω) is obtained
by simply taking statistical average of each LL simulation results, since the initial
states should follow the Boltzmann distribution at the given temperature. Time
period is set from t = 0 to t = 100 (meV−1) for the time evolution which is more
than enough to reach the convergence. The time step needs to be considered
well during the time evolution of the spins. Quick time step leads to the insta-
bility of the spin dynamics due to the numerical error during the integration of
Landau-Lifshitz equation and will aect the dynamical structure calculation. In
the simulation, we did very smooth time steps ∆t = 0.02 to obtain better accuracy
of the spin dynamics.
5.2.1 Low and high temperatures
Here, we investigate the dynamical structure factor at the low (T = 0.01) and high
(T = 0.30) temperatures. We can treat the spin congurations at (T = 0.01) as the
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(a) (b)
(c) (d)
Figure 5.5 Dynamical structure factor for skyrmion I and skyrmion II at (a) Γ1 (T =
0.01), (b) M1 (T = 0.01), (c) Γ1 (T = 0.30), and (d) M1 (T = 0.30). Note that Γ1 is
the magnetic Bragg peak for each skyrmions and the length of |Γ1| in skyrmion I is 1.5
times larger than that in skyrmion II (see the main text).
ground state since almost nothing changes even if we go lower temperature than
that. And of course, we cannot set T = 0 in the numerical CMC simulation. The
results of dynamical structure calculation for both the skyrmion I and skyrmion
II at the low (T = 0.01) and high (T = 0.30) temperatures for two dierent
positions (Γ1 and M1 points) are shown in gure 5.5. Please note that the energy
at ω = 0 are excluded from all gures since we do not need the elastic position.
The investigated Q-positions are depicted in 5.4. Γ1 is the magnetic Bragg position
of the skyrmions. Please note that the length of |Γ1| in skyrmion I is 1.5 times
larger than that in skyrmion II because the comparison of size of the skyrmion is
λIIsk = 1.5λ
I
sk (see section 5.1). We plot the inelastic spectrums for two skyrmions
in the same energy range in gure 5.5 for the purpose to identify how many energy
bands can occupy within that energy range at each magnetic Bragg positions.
At the low temperature T = 0.01, the skyrmions are much less distorted and
we obtain the well dened magnon bands with sharp intensity as shown in gure
5.5(a)-(b). We found that a larger skyrmion size (skyrmion II) gives more magnon
bands splitting at low energy regions. And, interestingly, a smaller skyrmion size
(skyrmion I) gives a clear magnon band splitting at higher energy region. It is
apparent for both the tow Q-positions (Γ1 and M1). More magnon band splittings
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for the larger skyrmion size can be understood; the number of spins per unit
cell of the skyrmion lattice is larger so that it has more spin wave modes within
the magnetic Brillouin zone. Moreover, magnon bands for the smaller skyrmion
(skyrmion I) seems to be more apparent at high energy region, likely due to the
larger energy separation for each magnon band comparing to skyrmion II.
At high temperature T = 0.30, we found pronounced broadening of the magnon
bands shown in gure 5.5(c)-(d). As mentioned earlier, the skyrmion lattice phase
now encounters considerable thermal uctuations at T = 0.30. This thermal
uctuations cause the magnon bands more diusive. The linewidth of each magnon
band gets wider at the high temperature and the overlapping between two or more
magnon bands lead to the broadening to the wider energy region. We also found
that inelastic spectrum for the skyrmion II is more intense than the skyrmion
I at low energy regions. This can be understood since the magnon bans in the
skrymion II are much dense at low energy regions compared to the skyrmion I.
5.2.2 Broadening of inelastic spectrum at higher
Q-positions
As mentioned earlier, the magnon peaks are more broadened in the skyrmion lat-
tice phase at nite temperatures due to the thermal uctuations. The overlapping
between two or more magnon bands lead to the broadening to the wider energy
region. Furthermore, we also found that the elastic peak or magnetic Bragg peak
starts to tail to the nite energy, contributing to the quasielastic scattering. It
can be clearly seen at the Γ1 point in gure 5.5(c). Broadening started near the
elastic position where ω = 0. Due to the quasielastic signal around the elastic
positions, the inelastic spectrum at the low energy (near ω = 0) is more intense
comparing to M1.
In addition, we also found that the inelastic spectra are more broadened at
higher Q-positions. We compare the inelastic spectrum for the Q positions of M2
Figure 5.6 Broadening of inelastic spectrum observed in the skyrmion II at T = 0.30J .
The magnetic interaction parameters are J = 1, D =
√
2 tan (2π/12), and hz = 0.30.
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and Γ2, being a bit away from the magnetic Bragg peak. As shown in gure 5.6,
we can observe that the inelastic spectrum at the higher Q-position Γ2 has less
intensity at low energies but more broadened to the wider energy range than M2.
A much broader spectrum at higher Q-positions may be a reminiscent of the
ferromagnetic spin wave dispersion due to the dominant ferromagnetic interac-
tions. This ferromagnetic spin wave dispersion is proportional to the quadratic of
momentum ω ∝ q2 near the magnetic Bragg position and spreads out the higher
Q-positions. The tail of this ferromagnetic spin wave dispersion may appear as
broadened spectral weight observed at the higher Q-positions.
5.2.3 Phenomenological damping dependence
Next, we investigate the spin dynamics by introducing the phenomenological
damping parameter λ to the Landau-Lifshitz equation. Please note that we will
consider very low damping parameter λ << 1 as described in the original idea of
Landau-Lifshitz [74]. We do not consider the thermal eect for the energy com-
pensation here because it takes longer computational time to evaluate all possible
path during time evolution under the Gaussian uctuation as white noise. But,
we believe that it will not change the nal conclusion for very small damping pa-
rameter. The purpose of including the phenomenological damping is to simulate
how the phenomenological damping works in the dynamical structure factor.
The phenomenological damping parameter λ dependence of dynamical struc-
ture factor is shown in gure 5.7. The simulation is carried out in skyrmion I for
magnetic interaction settings J = 1, D =
√
2 tan(2π/8), and hz = 0.62. For com-
parison purpose, we take the M1 point and x the initial temperature T = 0.50.
We found that the dynamical structure factor becomes less intense with hither
damping parameter λ. As is well known, this damping parameter is related to
the life time of spin precessions. Hence, this decreasing behavior of dynamical
Figure 5.7 Damping dependence λ of dynamical structure factor at M1 point and
x temperature T = 0.50. The simulation is carried out in skyrmion I for magnetic
interaction settings J = 1, D =
√
2 tan(2π/8), and hz = 0.62 (units in meV)
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structure factor is related to the decay of spin waves in the simulated time period.
The shorter life time of spins precession will give us much quickly decreasing spins
correlation amplitude.
5.3 Discussion
In this discussion part, we are going to focus the comparison between the calculated
dynamical structure factor and our experimental results. We have simulated the
spin dynamics in the skyrmion lattice using combination of classical Monte Carlo
simulation and the Landau-Lifshitz equation. Please note that we are the rst
to simulate the classical spin dynamics in the skyrmion lattice phase using this
method. In earlier work, people usually used the standard linear spin wave theory
method with a single magnon state approximation and omit the skyrmion lattice
omit the thermal uctuation eect [57, 61, 62]. Previously, the combination of
CMC simulation and Landau-Lifshitz equation method had been used to study
spin dynamics for dierent system. It was used to study dynamics of a classical
Kitaev spin liquid [32] and dynamical structure factor of the three dimensional
quantum spin liquid candidate NaCaNi2F7 [33].
In the dynamical structure factor calculation, we found that there are two pos-
sibility for the broadening in the inelastic spectra observed experimentally at nite
temperatures. First, the quasielastic signal around elastic position contributes to
the broadening near ω = 0. It can be observed clearly in the simulation result
at the Γ1 point in gure 5.5(c), where the tailed contribution from the magnetic
Bragg peak is dominant near ω = 0 at nite temperature. Second, the linewidth
of each inelastic peak or magnon peak becomes wider at nite temperature be-
cause of the thermal uctuation and the overlapping between two or more magnon
bands at low energy region leads to the broadened inelastic spectra to the wider
energy region.
We found that the number of magnon bands increases in low energy region for
bigger skyrmion size. For example, at the magnetic Bragg position Γ1, we found 3
magnon bands in the skyrmion II while only 1 magnon band in skyrmion I below
0.5 meV (5.5 (a)). As we mentioned earlier, it is due to the larger number of spins
per unit cell of the skyrmion lattice which enables more spin wave modes within
the magnetic Brillouin zone. In the chiral magnet MnSi, the size of skyrmion is
5 times bigger than the size in skyrmion II of our simulation. Or in other words,
the DM interaction in MnSi is much smaller than the exchange interaction. We
would expect 10 ∼ 15 magnon bands for MnSi below 0.5 meV which is roughly
consistent with the splitting of about ∼ 70µeV predicted in the earlier theoretical
work [57].
Even though, we simulate the smaller skyrmion size, at least we could cap-
ture the eect of thermal uctuation for the spin dynamic at nite temperatures.
Considerable broadening is observed in the simulated excitation spectra at nite
temperature, which smears out the sharp peak feature of the topological magnon
bands. This may be rather negative result, nonetheless, is quite important nding
for the future; we need to study the low temperature skyrmion phase to conrm
long-sought topological magnons in the skyrmion lattice. The low-temperature
skyrmion phase itself is very rarely realized in bulk materials, and thus such ex-
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(a) (b)
Figure 5.8 (a) Comparison of calculated dynamical structure factor at M2 and Γ2 for
skyrmion II. The energy has been rescaled by factor α = 1.4 to adjust with the energy
scale in MnSi (see text) and (b) the magnied plot within 0.4 meV.
Figure 5.9 Inelastic spectrums in the skyrmion lattice phase of MnSi0.98Ge0.02 at M3
and Γ3.
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periment should be left for future.
We also found that the magnon band intensity gets lower and more broadened
at higher Q-positions. The intensity for Γ2 is more atter and more diusive over
wider energy region than that for M2 (gure 5.8). This behavior is also observed
experimentally in the inelastic spectrums of skyrmion lattice phase for M3 and
Γ3 points for MnSi0.98Ge0.02 shown in gure 5.9. For comparison purpose, we
rescale the energy of gure 5.8 by factor α, where α is the ratio of spin wave
stiness AMnSi/AII ∼ 1.4. For skyrmion II, the stiness is AII ∼ 1 meV. While for
MnSi, the stiness AMnSi = Ds/a2 ∼ 1.4 meV where Ds = 30 meVÅ2 and lattice
constant a = 4.562 Å are determined from experimental result at the temperature
near Tc where the skyrmion phase is observed [44,53]. As we mentioned earlier, it
is likely to have low energy magnetic excitation modes at energy region lower than
0.5 meV if we simulate the similar size of skyrmion lattice with DM interaction
D much smaller than the exchange parameter J . However, at least using the
current simulation, we still can capture the similar behavior as observed in the
experimental results.
In the experiment, we found that Ge-doped MnSi has lower intensity than
pure MnSi as shown in gure 5.10. It may be noted that the saturation magnetic
moment estimated from the bulk measurement is larger in the Ge-doped sam-
ple. Hence, the decrease of scattering intensity is not due to the reduction of the
moment size. A possibility for the decrease of inelastic intensity and broader in-
tensity in the Ge-doped MnSi may be a stronger ferromagnetic interaction. Based
on the estimation of the exchange interaction J and DM interaction D in the
polycrystalline samples measurement, it shows that the ferromagnetic exchange
interaction increases much stronger than DM interaction. This stronger ferromag-
netic interaction will increase the eective magnetic eld experienced by the spins
and leads to the higher frequency of spin precession, giving rise to much wider
excitation spectrum in combination with the broadening eect due to the thermal
uctuation.
One more possibility comes from the technical issue that the distance of Γ3
point from the magnetic Bragg peak for the MnSi0.98Ge0.02 is longer than that in
Figure 5.10 Inelastic spectrums in the skyrmion lattice phase for MnSi and
MnSi0.98Ge0.02 at Γ3.
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MnSi. In the inelastic measurement for MnSi0.98Ge0.02, we measure the inelastic
spectrum at Γ3 = 3Q, where Q is an uncalibrated modulation vector. The Q is
slightly longer than the one we observed in the calibrated poly crystal experiment.
This dierence in Q may originate from the two experimental possibilities. One
is the oset 2θ, whereas the other is the slightly uncalibrated smaller Ef . While,
smaller Ef could result in the scaling of theQ-space (and hence Γ3 = 3Q), the nite
oset in 2θ gives shift of the Q-space relative to the origin and hence Γ3 6= 3Q.
We think that the former is the case from energy resolution check, however, there
is still a slight possibility that the origin of the 2θ was not exactly zero for the




Magnetic properties of MnSi1−xGex MnSi1−xGex polycrystalline samples
were successfully synthesized. From the metallurgical survey, The solubility limit
of Ge under high annealing temperature Tan = 1273 K suggested in Ref. [45] can
only reach x ∼ 0.07. We found that the solubility limit of Ge gets better under
lower annealing temperature. The highest solubility limit of Ge under ambient
pressure in this thesis is found as x = 0.144(5) with the annealing temperature
Tan = 1073 K. In addition, the lattice constant linearly increases with the Ge-
substitution in accordance with Vegard's law and is consistent with the earlier
work Ref. [45].
The resulting high quality polycrystalline samples were used in the detailed
bulk magnetic measurement. From the bulk magnetic measurements, we found
that Tc increases rapidly and gets saturated at high Ge-concentration. This re-
sult can be the answer for the contradicting results of Ge-concentration depen-
dence of Tc in Ref. [45] and [46]. Moreover, the saturation magnetization Ms
and critical eld to the fully polarized state Hc2 are enhanced monotonically as
Ge-concentration increases. Next, we extracted various magnetic parameters in-
cluding Ms, Tc, and Hc2 from the bulk magnetic measurements and are able
to estimate the magnetic parameters such as the exchange interaction JS and
Dzyaloshinskii-Moriya interaction DS which are responsible for the formation of
the chiral magnet. Those parameters generally increase as Ge-concentration in-
creases. The increase of JS and DS suggest the enhancement of density of states
and spin orbit coupling, respectively. From the obtained magnetic parameters,
we can also estimate the magnetic modulation vector k = D/J at T = 5 K. The
estimated magnetic modulation vector k decreases in the low x-range, and then
starts to increase at higher x. The observed non-linear behavior of the modulation
vector is qualitatively consistent with the observed modulation vector k at T = 30
K in the present neutron diraction. However, the increase of k at higher x is
weaker in the mean eld estimation than the neutron observation. This indicates
that there should be an intrinsic-enhancement of spin uctuations which are in
principle ignored in the mean eld approximation. It should be noted that we also
found that for large x the width of skyrmion-phase region becomes larger. Since
it is uctuation eect beyond the mean eld level that stabilizes skyrmion phase,
the large spin uctuation is also suggested from this observation. We also suggest
that the chemical disorder may also contribute to the skyrmion phase stability
since the enhancement of skyrmion phase are found for all doping cases.
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Spin excitation in the skyrmion lattice phase We have performed ultra-
high resolution inelastic scattering experiment. Low-energy magnetic excitation
modes were observed experimentally in MnSi and MnSi0.98Ge0.02. We found that
the obtained inelastic spectra in the skyrmion lattice phase for both the MnSi
and MnSi0.98Ge0.02 samples are much broader than the energy resolution at low
energies. Thus, the inelastic spectra cannot be attributed to the sharp (well-
dened) modes convoluted with the instrumental resolution function. Moreover,
we found that the intensity of the inelastic spectrum gets lower for the higher Q
position or away from the magnetic Bragg peak. This behavior occurs for both
the MnSi and MnSi0.98Ge0.02. The decreased intensity at higher Q-positions may
be due to decreasing magnetic structure factor, a reminiscent of the ferromagnetic
spin wave dispersion, which behaves as ω ∼ q2.
In addition, we observed that the inelastic spectra in MnSi0.98 Ge0.02 samples
have weaker and broader intensity than those in MnSi. One reason for the broader
spectrum in the Ge doped sample may be due to larger spin exchange JS and
DM interaction DS which give larger energy scale (∼ 6.3%) compared to MnSi.
Another possibility about the weaker intensity in the MnSi0.98Ge0.02 sample may
be due to the fact that the life time in the Ge-doped MnSi system is shorter than
that in the pure MnSi. If Ge-doped MnSi has a shorter life time comparing to
MnSi, the dynamical structure factor for the Ge-doped MnSi will be weaker and
broader than MnSi.
From the dynamical structure factor calculation in the skyrmion lattice phase,
we found that there are two possibility for the broadening in the inelastic spec-
tra observed experimentally at nite temperatures. First, the quasielastic signal
around elastic position contributes to the broadening near ω = 0. It can be ob-
served clearly in the simulation result at the Γ1 point, where the tailed contribution
from the magnetic Bragg peak is dominant near ω = 0 at nite temperature. Sec-
ond, the linewidth of each inelastic peak or magnon peak becomes wider at nite
temperature because of the thermal uctuation and the overlapping between two
or more magnon bands at low energy region leads to the broadened inelastic spec-
tra to the wider energy region. Furthermore, We also found that the magnon
band intensity gets lower and more broadened at higher Q-positions. The inten-
sity for Γ2 point is more atter and more difusive over wider energy region than
in M2. This behavior is also observed experimentally in the inelastic spectrums of
skyrmion lattice phase for M3 and Γ3 points for MnSi0.98Ge0.02. Even though, we
simulate the smaller skyrmion size, at least we could capture the eect of thermal
uctuation for the spin dynamic as well as the Q-position dependence of inelastic




Figure A.1 shows the M -T and dM/dT curves for all the Ge-doped MnSi sam-
ples prepared in the present work. Tiny humps which may be observed for the
dM/dT curves (T < Tc) in gure A.1(b), (c), and (d) belong to small fractions
of secondary phases of MnSi, whereas, in gure A.1(f), a weak hump comes from
the secondary phase with lower Ge-composition. It may be noted that tiny humps
that appear at T > Tc (near Tc) for the dM/dT curves in gure A.1(h), (j), (k)
and (l) are not intrinsic, but are caused by the numerical artifact due to less
number of temperature points and the irregularity of the temperature separations
between two adjacent measurement points of M -T curves. In addition, a slightly
increasing behavior ofM at lower temperature in gure A.1(g) originates from the
contribution of Ge-impurity. Except for the above tiny humps originating from
the small amount of the secondary impurity phase, the M -T and corresponding
dM/dT curves exhibit clear and sharp phase transition of the main MnSi1−xGex
phase. The sharpness of the observed anomalies in dM/dT curves ensures the
homogeneity of the Ge concentration in the main phase of the Ge-doped MnSi
samples.
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Figure A.1 M -T and dM/dT curves for all the Ge-doped MnSi samples prepared in
this work. The Ge-concentrations determined by EDX are shown in the gures. All the
measurements were performed under external magnetic eld H = 100 Oe.
Appendix B
Other Q-positions of inelastic
spectrums in MnSi
We also measured other Q-positions of inelastic spectrums in the skyrmion lattice
phase of MnSi. The Q-positions we measured are 1/4 and (b) 3/4 of M3-Γ3 point.
As shown in gure B.1, we can see that the low-energy magnetic excitations are
still there and broadened. The inelastic spectrums are also getting weaker at
higher Q-positions. Some spin excitations or magnons peak-like are observed at
higher energy transfer. However, the statistics of these inelastic spectrums are
still not good enough where the number of scans are only one-time for 1/4 point
(one time for background) and two-times for 3/4 point (one time for background).
Basically, we did measurement more than two times for both the skyrmion lattice
phase and the background to improve the statistics.
(a) (b)
Figure B.1 (a)1/4 and (b) 3/4 of M3-Γ3 point of inelastic spectrums in the skyrmion





We have checked the possibility of spin diusion for the broadened inelastic spectra











the tting results and the extracted tting parameters are shown in Fig. C.2
and C.3 for MnSi and MnSi0.98Ge0.02, respectively, at dierent Q-positions. Half
Width at Half Maximum (HWHM) or Γq parameters are indeed broader at higher
Q-positions and more broader for Ge-doped MnSi. However, it does not follow
typical behavior for spin diusion which is Γq ∼ q2 as shown in Fig. C.1 for MnSi.
Moreover, the apparent inelastic peaks corresponding to low energy magnetic ex-
citations mode (e.g. at Mid3) for both MnSi and MnSi0.98Ge0.02 are not well tted
with the spin diusion.
Figure C.1 q-dependence of Half Width at Half Maximum (HWHM) or Γq for inelastic
spectra of MnSi extracted from Fig. C.2(d).
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Figure C.2 (a)-(c) Fitting results and (d) the extracted parameters of spin diusion for





Figure C.3 (a)-(c) Fitting results and (d) the extracted parameters of spin diusion for
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