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 Abstract 
The thesis is focused on the problem of equalization in digital communication systems. 
Theoretical part includes brief observation of different approaches of equalizer designing.  The 
practical part deals with implementation of the most often used equalizers and their adaptation 
algorithms. The aim of practical part is to make a comparison characteristic of different type of 
equalizers and reveal factors that influence the quality of equalization.        
Within a framework of the problem of equalization three types of equalizers were researched: 
linear equalizers, decision feedback equalizers (DFE) and maximum likelihood equalizers (ML). 
Each equalizer was tested on the model which approximates the real transmission system with 
complex distortion consisted of attenuation, intersymbol interference and additive noise. The 
comparison characteristics of equalizers were revealed on the basis of implementation. It was 
ascertained that ML equalizer has the optimum performance among three equalizers.  
The adaptation algorithm play significant role in performance of mentioned equalizers. Two 
groups of algorithms were studied: stochastic and deterministic. The first one includes following 
algorithms: least-mean-square algorithm (LMS), normalized LMS algorithm (NLMS) and 
variable step-size LMS algorithm (VSLMS). The second one is represented by RLS algorithm. It 
was determined that RLS algorithm converges much faster than LMS-based algorithms. The 
several factors that influenced the performance of all algorithms were studied. One of the most 
important factors that influences the speed of convergence and stability of the LMS algorithm is 
step-size parameter. Another very important factor is selecting the training sequence. The big 
disadvantage of LMS-based algorithms compare to RLS-based algorithms was found: the quality 
of equalization is highly dependent on the power spectral density of the training sequence.  
 
Key words 
Equalizer, decision feedback equalizer (DFE), maximum likelihood equalizer, least-mean-
square algorithm (LMS), normalized LMS algorithm (NLMS), variable step-size LMS algorithm 
(VSLMS),  adaptation algorithm. 
 Abstrakt 
Tato práce je psaná v angličtině a je zaměřená na problematiku ekvalizace v digitálních 
komunikačních systémech. Teoretická část zahrnuje stručné pozorování různých způsobů návrhu 
ekvalizérů. Praktická část se zabývá implementací nejčastěji používaných  ekvalizérů a s jejich 
adaptačními algoritmy. Cílem praktické části je porovnat jejich charakteristiky a odhalit činitele, 
které ovlivňují kvalitu ekvalizace.  
V rámci problematiky ekvalizace jsou prozkoumány tři typy ekvalizérů. Lineární ekvalizér, 
ekvalizér se zpětnou vazbou a ML (Maximum likelihood) ekvalizér. Každý ekvalizér byl 
testován na modelu, který simuloval reálnou přenosovou soustavu s komplexním zkreslením, 
která je složena z útlumu, mezisymbolové interference a aditivního šumu. Na základě 
implenentace byli určeny charakteristiky ekvalizérů a stanoveno že  optimální výkon má ML 
ekvalizér. 
Adaptační algoritmy hrají významnou roli ve výkonnosti všech zmíněných ekvalizérů. 
V práci je nastudována skupina stochastických algoritmů jako algoritmus nejmenších 
čtverců(LMS),  Normalizovaný LMS, Variable step-size LMS a algoritmus RLS jako zástupce 
deterministického přístupu. Bylo zjištěno, že RLS konverguje mnohem rychleji, než algoritmy 
založené na LMS. Byly nastudovány činitele, které ovlivnili výkon popisovaných algoritmů. 
Jedním z důležitých činitelů, který ovlivňuje rychlost konvergence a stabilitu algoritmů LMS je 
parametr velikosti kroku. Dalším velmi důležitým faktorem je výběr trénovací sekvence. Bylo 
zjištěno, že velkou nevýhodou algoritmů založených na LMS v porovnání s RLS algoritmy je, že 
kvalita ekvalizace je velmi závislá na spektrální výkonové hustotě a  a trénovací sekvenci. 
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The equalization is very important issue in today’s telecommunication systems especially in 
wireless systems such as GSM, GPRS, 3G, wireless LAN. This fact can be explained by constant 
growth of the requirements on the connection speed which is not back up by the appropriate 
growth of available channel bandwidth. This results in the distortion of a signal. The purpose of 
equalizer is to eliminate the distortion introduced by the channel. This means that the equalizer is 
placed in the end of the channel and it has a filter characteristic somehow corresponding to the 
channel characteristic. Also this filter should have the ability to adapt to changeable 
environment. The theory of adaptive filters provides the knowledge to solve this problem. 
Basically the problem of equalization consists of two different parts and both of them should 
be taken into account in order to solve the problem and to achieve the high quality of 
equalization. First problem encloses the choice of appropriate adaptation algorithm that will 
correspond with requirements on resulting performance of equalizer. The second problem 
consists of choosing an appropriate structure of resulting equalizer. The final solution depends 
on many factors such as type of the channel which is the source of distortion, the signal which is 
being transmitted, the complexity of algorithm etc. In this work three different types of 
equalizers are studied: linear equalizer, decision feedback equalizer and ML equalizer. 
 The aim of the work is to compare different types of equalizers and reveal the factors that 
influence the quality of equalization on the basis of implementation in Matlab. This means that 
we need to research different methods of adaptive filtering to apply this knowledge to different 
types of equalizer.  
That is why the content of this thesis is divided into three main parts. The first part consists of 
two chapters which give the overview of adaptive filtering methods and their applications. 
Chapter 1 describes adaptive filtering in general. Chapter 2 describes the use of adaptive filtering 
in different fields. The second part of this thesis deals with different adaptation algorithms that 
are used to train the equalizer of particular structure. On the basis of this implementation the 
comparison characteristic of implemented methods were revealed, enumerating their advantages 
and disadvantages. In the third part the different equalizers were studied including linear 
equalizer, decision feedback equalizer and maximum likelihood equalizer. All equalizers were 




1. Introduction in adaptive filtering 
The equalizer can be seen as certain kind of adaptive filter. That is why it is important to start 
our studying of different equalizer types from observing theory of adaptive filtering. 
1.1. Adaptive filters 
In general the word ‘adaptive’ can be understood by considering the system that tries to 
adjust itself somehow to the environment. In other words the system tries to adjust its parameters 
to reach the desired output. 
The system, which carries out the process of adaptation is generally called adaptive filter. 
There are several types of adaptive filters based on different adaptation algorithms and structure 
of the filter. The choice of appropriate algorithm depends mainly on the following primary 
factors: 
• Speed of convergence is a number of iterations which have to be done during the process 
of adaptation. 
• Error of convergence is the difference between optimal and actual value of error. 
• Complexity is a parameter characterizing the requirements on hardware where filter will 
be implemented. 
• Stability is a parameter defining the ability to stay in an optimal state during the 
appointed time.  
Figure 1.1, taken from [10] shows the general scheme that illustrates the principle of 
operation of all equalizers which will be discussed later.  
  
Figure 1.1 General scheme of equalizer 
In particular the main aim of any adaptive filter is setting the filter parameter in such way that 
minimizes the errors between output signal of the filter and desired signal. The process of 
selecting filter parameters in order to achieve the best combination of the desired signal and the 
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filter output is realized by optimizing the corresponding performance function.  
On the one hand the filter in the block scheme can be either linear or non-linear. On the other 
hand filter can be recursive or non-recursive, in other words with finite impulse response (FIR) 
or infinite impulse response (IIR) correspondingly. The selection of the type of adaptation 
algorithm depends on many factors that were mentioned above. In this thesis we will use only 
non-recursive filters. We will not consider IIR implementation because the IIR filters usually 
have several local minimal points during process of adaptation instead of one global minimal 
point. The FIR filters have only one global minimum point. The next figure represents the 
transversal structure of the linear non-recursive filter. The tap-weights of the filter are updated 
after each iteration of the algorithm.  
. 
Figure 1.2 Scheme of adaptive filter in detail 
The output signal  is a linear combination of the delayed samples of the input sequence 
, 
                                                     ∑ 	
   ,                                                  (1.1) 
where the 	 is the filter tap-weight and N is the filter length. 
1.2. Adaptation algorithms 
An adaptation algorithm plays the key role in problem of equalizing. There are a lot of 
algorithms, but all of them can be distinguished according to two following approaches: 




Figure 1.3 depicts the main algorithms and their belonging to either stochastic or deterministic 
approach. 
 
Figure 1.3 Basic adaptation algorithms 
In the next section we are going to give short overview of these two approaches. 
Each approach has its own performance function which is minimizing during the process of 
adaptation. 
1.2.1. Stochastic approach 
Stochastic approach is based on Wiener filter theory and uses mean-square error (MSE) as a 
performance function: 
                                                               ,                                                         (1.2) 
where the estimation error is 
                                                              .                                                (1.3) 
The MSE is the difference between desired signal and filter output. The minimizing of MSE 
requires a certain statistical evaluation of input signal which can be obtained by the ensemble 
averaging. In practice it may be impossible to obtain the ensemble of values. The problem is 
solved using the ergodicity condition. To get some statistic values ergodic processes need the 
time averaging rather than the ensemble averaging. Hence to implement the deterministic 
approach based on Wiener filter theory for adaptive filters we should use stationary ergodic 
signals. 
The group of least-mean-square LMS algorithms is the most widely used in deterministic 
approach. 
The LMS algorithm is an approximation of the steepest-descend algorithm which uses an 
instantaneous estimate of the gradient vector of the performance function [2]. 






RLS QRD-RLS Fast RLS
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1.2.2. Deterministic approach 
Deterministic approach is based on the method of least square. In contrast to Wiener filter 
theory the method of least square approaches to the problem of filter optimization from the 
deterministic point of view. This method uses the sum of weighted error squares for the given 
data as a performance function [2]: 
                                                              ∑  ,                                       (1.4) 
where k) is the sample of error estimate, and  is weighting function [2]. 
The most widely used algorithms of this group are recursive least-squares algorithms (RLS). 




2. Application fields of adaptive filtering. 
Adaptive filters are used in various areas.  The next scheme represents an overview of these 
applications. 
 
Figure 2.1 Applications of adaptive filters 
The common feature of these applications is that they are all involved in a process of filtering 
input signal to match a desired response. The filter parameters are obtained by analyzing the 
underlying signal and applying it to the adaptive algorithm. 
In this thesis we are going to research only the problem of equalization, but in this chapter we 
are giving a short overview of all above-listed applications. 
2.1. Modeling 
The system identification is used to approximate an unknown system.  The block-scheme of 
adaptive system identification is shown in the figure 2.2, taken from [1].      
 



























Within a problem of system identification the adaptive filter is used to approximate an 
unknown system. Both of the unknown system and the adaptive filter are driven by the same 
input signal. The adaptive filter coefficients are adjusted in a way, that the output signal 
resembles the output of the unknown system, i.e., the adaptive filter is used to approximate the 
unknown system. 
2.2. Inverse modeling 
Within a problem of inverse modeling or in other words equalization the adaptive filter is 
used in series with the unknown system. The adaptation algorithm tries to compensate the 
influence of the unknown system on the test signal  by minimizing the difference between 
the adaptive filter output and the delayed test signal. The structure of equalizer is shown in the 
figure 2.3. 
 
Figure 2.3 Block schematic diagram of equalizer 
 
The transmitted data symbols  are distorted by the channel. The cause of distortion can 
be a limited, non-linear frequency characteristic of the channel. This result in a distortion or the 
removal of some frequencies from the input signal, also it causes intersymbol interference. 
Another source of distortion is an additive noise. 
The role of the equalizer as a filter is to compensate the distortion introduced by the channel. 
The ideal channel has a transfer function  !  1. If the channel has transfer function          
 !  #! to achieve the ideal characteristic it is necessary to place the adaptive filter at the 
end of the channel. Adaptive filter must have transfer functions equal to the inverse transfer 
function of the channel 




 .                                                    (2.1) 
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2.3. Linear prediction 
Prediction is a tool that is used for modeling correlated random processes for the purpose of 
parametric representation of these processes. 
Let  be a wide sense stationary (WSS) random process, possibly complex. 
Within this problem we need to predict the value of the sample  using a linear 
combination of ( most recent samples. The estimate has the form 
                                                     )   ∑ *,   .                                              (2.2) 
The integer N is called the prediction order. The estimation error is 
                                                            ).                                               (2.3) 
The optimum predictor (i.e., the optimum set of coefficients a,,-) is the one that minimizes 
mean square value of the error . 
The prediction error  can be regarded as the output of FIR filter .! in response to 
the WSS input . The FIR filter transfer function is given by the equation 
                                               .!  1 0 ∑ *,! .                                                    (2.4) 
Therefore the IIR filter 
12
! can be used to reconstruct  from the error signal . 
This process in general is shown in the figure 2.4. 
 
Figure 2.4 A process of compression and decompression using the linear prediction 
Thus, linear prediction essentially converts the signal  into the set of N numbers {*,} 
and the error signal. For large N, the error is nearly white, and the spectral information of  is 
mostly contained in the coefficient {*,}. This fact is exploited in data compression applications 
[10]. 
2.4. Interference  cancellation. 
Interference cancellation is used when it is needed to exclude the interfering signal from the 
given signal which is a mixture of the desired signal and the interference. Figure 2.5 depicts the 




Figure 2.5 Interference cancellation schematic diagram 
 
The signal on the receiver is the sum of the desired signal  and the interference signal 
. The adaptive filter is adjusted in such a way that a replica of the interference signal which 
is presented in the signal  appears at its output  so that the interference path of the 
signal  is cleared. 
This method finds its use in application such as Echo cancellation and beamorfing (spatial 
filtering) [2]  
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3. Implementation and analysis of linear equalization filters 
based on stochastic adaptation algorithms 
As we saw in the first chapter there are a lot of algorithms that can be implemented to solve 
the problem of equalization. In this section we will study characteristics of linear equalization 
filters which use stochastic adaptation algorithms.  We will implement three main stochastic 
adaptation algorithms LMS, NLMS, VSLMS using Matlab and compare their characteristics 
based on the obtained results. 
3.1. Optimal Wiener filter 
In practice the LMS-group algorithms are most widely used as an adaptive filtering 
algorithm. 
As we saw in chapter 1 LMS algorithm is based on the Wiener filter theory which uses mean 
square error (MSE) as a performance function:  
                                                   .                                                                  (3.1) 
For this implementation the transversal filter is selected. Figure 1.2 shows a scheme of such 
filter. The filter input and tap-weight vectors are defined as follows: 
                                             	  4, 4 … 4]6,                                                          (3.2) 
                              7() = [(), ( − 1) … ( − ( + 1)].                                           (3.3) 
The filter output is  
                                                    8() = 79()	 = 	97().                                                  (3.4) 
Our aim is to minimize the value of . Summarizing statements above we could write: 
                                 = [()] = [(:() − 	97())(:() − 79()	)].                 (3.5) 
Since 	 is not statically dependent variable we could write: 
               = [:()] − 	9[7():()] − [:()79(;)]	 + 	9[7()79()]	.          (3.6) 
[7():()] = < is cross correlation vector 1( and E[7()7()6] = = is autocorrelation 
matrix ((. The symbol  means that we should use average value of the variables which in 
case of signal ergodicity means that the averaging is made under several time intervals. The 
result performance function is 
                                                  = [:()] − 2	9< + 	9=	.                                             (3.7) 
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To minimize this function we should set the partial derivation of  with respect to every tap-
weight equal to zero 
                                  
?@
?A = 0   for  = 0,1 , … , ( − 1.                                                        (3.8) 
After differentiating the equation (3.7) we obtain 
                                                    
?@
?A = 2=	 − 2<.                                                              (3.9) 
Letting ?@?A = 0 we obtain 
                                                           	C = =D<.                                                                  (3.10) 
Hence we obtain the optimum tap-weight vector which has a minimal value of MSE. In other 
words 	 = [4, 4 … 4]6 is tap-weight vector of optimal filter [2]. 
The result obtained in (3.10) means that the impulse response of the Wiener filter depends on 
the autocorrelation function of the input signal and the cross-correlation function between the 
input signal and the desired signal.  
3.2. LMS algorithm 
In the previous section we obtained an optimal filter by minimizing the performance 
function. Another way of finding the optimum filter is to use an iterative search algorithm that 
starts at some arbitrary initial point and progressively moves toward the optimal tap-weight 
vector in steps. In other words, at each step of algorithm we should find the gradient vector of 
transversal filter surface. Based on this vector we will move in the direction towards the fastest 
decreasing of cost function. Such algorithm is called adaptive algorithm. 
One of such algorithms is the LMS algorithm which is the most widely used due to its 
simplicity and robustness. The LMS algorithm uses the following steps to search for the absolute 
minimum point of the performance function [2]: 
1. Start with an initial guess of the tap-weight function of the filter. 
2. Find the gradient of the function with respect to the parameters at this point. 
3. Update the parameters by taking a step in the opposite direction of the gradient vector 
obtained in step 1. The step is proportional to the step size parameter. 
4. Repeat steps 2 and 3 until no further significant change is observed. 
To find the gradient of the MSE function we should take the partial derivation of ξ with 
respect to every tap weight 
                                                  
?E
?AF  
for   = 0,1 , … , ( − 1.                                         (3.11) 
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According to the above procedure if 	() is a tap-weight vector at the th iteration, then the 
following recursive equation may be used to update 	() 
                                                          	( + 1) = 	() − G ξ4,                                      (3.12) 
where G is the step size parameter. 
Widrow and Hoff in 1960 concluded that it is possible to replace the cost function ?@?A by its 
instantaneous coarse estimate (). Substituting ()for  and replacing iteration index  by 
time index , we obtain [2] 
                                                    	( + 1) = 	() − G 
2()
4 ,                                  (3.13) 
where  






?A .                               (3.14) 
Substituting  () = ∑ 4()( − ), we obtain 
                                                    
LIJ()
LAF
= −2()( − ).                                             (3.15) 
And finally using (3.13) and (3.11) we obtain  
                                                      	( + 1) = 	() + 2G()7().                                    (3.16) 
This is referred to as the LMS recursion. It suggests a simple procedure for recursive 
adaptation of the filter coefficients after the arrival of every new input sample [2]. As we see 
from the equation (3.16) algorithm requires 2( + 1 operations of multiplication and 2( 
additions. In comparison to Wiener-Hopf algorithm LMS algorithm does not operate with cross 
correlation matrix and autocorrelation i.e. does not require statistical average of values. However 
the input signal has to be stochastic process.  
3.2.1. Implementation of linear LMS equalizer in Matlab 
For more detailed research we will analyze LMS algorithm on the basis of its implementation 
in Matlab. The flowchart of its implementation in Matlab is represented in appendix A, figure 
A.1.  The source code in Matlab is called LMS.m can be found on the CD attached to this work.   
Selecting of training sequence 
We will simulate a model that will help us to reveal the performance characteristics of 
adaptation algorithms.  First of all we should select the training sequence which has to be long 
enough for the purpose of training of adaptive filters. This sequence has to be known on the 
receiving side since it will be used as reference signal. To generate training signal we will use 
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Matlab function randsrc() which generates a random scalar that is either -1 or 1, with equal 
probability [12]. 
Then we should use appropriate modulation technology to transmit information via the 
channel. For the simplicity we will use an amplitude modulation. Next, modulated signal will 
pass through a raised-cosine spectrum filter. Raised-cosine filtering is used to minimize 
intersymbol interference. 
  We will use Matlab function rcosine() which designs FIR raised cosine filter and returns its 
transfer function [12]. If we take modulation rate M = 2000Bd and roll–off factor β = 0.6 the 
spectrum of signal after raised-cosine filtering will be [12]: 
P =  (1 + 0.6)2000 =1600Hz 
Selecting a model of channel 
It is very important in our implementation to select an appropriate channel. On the first phase 
of our research we simply take low-pass filter as a channel model and will not introduce any 
noise signal. We will introduce noise signal when we will compare linear and non-linear 
equalizers. As a low-pass filter we will choose Butterworth IIR digital filter The frequency 
response of the Butterworth filter is maximally flat (has no ripples) in the pass band and rolls off 
towards zero in the stop band. Compared with a Chebyshev filter or an elliptic filter, the 
Butterworth filter has a slower roll-off, and thus will require a higher order to implement a 
particular stop band specification, but Butterworth filters have a more linear phase response in 
the pass-band than Chebyshev and elliptic filters can achieve [5]. 
The figure 3.1 represents the frequency response of 5 rank filter with sampling frequency 
4000 Hz and pass band of 0.5 of the Nyquist frequency. 
 
Figure 3.1 Frequency response of Butterworth filter 

















The resulting channel will cut off frequency above 1000 Hz. This channel will introduce 
intersymbol interference signal because the spectrum of signal lies within the boundary between 
0 and 1200 Hz. 
The next step in our implementation is to create a linear equalizer that uses LMS adaptation 
algorithm. 
 As a result of the adaptation process we should obtain an optimal tap-weight coefficients of 
the equalizer which will compensate the distortion of the signal by the channel. 
Choosing a step size parameter. 
In the LMS algorithm it is very important to choose a step size parameter. The convergence 
of 4() in (3.16) to the optimum solution 	C in (3.10) and speed at which this convergence 
takes place are greatly dependent on the value of the step-size parameter. Also the step-size 
parameter affects the stability of algorithm. It was proved in [2] that the step-size parameter 
should be in the range 
                                                             0 < G < RSTU,                                                            (3.17) 
where VWXY is the maximum of the eigenvalues of autocorrelation matrix =. The source code in 
Matlab for finding VWXY is called Vypocet_StepSizeo.m and can be found on the CD attached 
to the work. 
Behavior analysis of the LMS Algorithm 
To analyze the result of the equalizer implementation we should introduce the characteristics 
which will represent the learning behavior of the LMS algorithm. 
For this reason we can use the course of the error at the output of the filter. 
By introducing of variable () = 4() − 4Z() we obtain 
                                            () = () − 	97() = Z() − 79()	C,                            (3.18) 
where 
                                                            Z() = () − 79(;)	C                                           (3.19) 
is the estimation error when the equalizer is in optimum state. Squaring both sides of (3.18) 
and taking the expectation we obtain  
                 [()] = [Z()] + [([9()7())] − 2[Z()[9()7()].                  (3.20) 
Using the principal of orthogonality which states that optimal estimation error and the input 
data samples are uncorrelated, the last term of (3.20) is equal to zero 
                                                2[Z()[9()7()] = 0.                                                     (3.21) 
The second term of (3.20) can be rewritten as 
                       [([9()7())] = [[9()7()79()[()]=[[9()=[()].                 (3.22) 
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Noting that [([6()7())] is a scalar we may also write 
                     [([9()7())] = \][^([9()7())]_ = \][[[9()=[()]],                (3.23) 
where \][ ] is the operator that calculate sum of the matrix diagonal elements. Defining the 
correlation matrix of the weight-error vector () as 
                                                `() = [[()[9()],                                                          (3.24) 
we obtain 
                                         [([9()7())] = \][`()=].                                                   (3.25) 
Using (3.21), (3.25) in (3.20), we obtain 
                                     () = [()] = W + \][`()=],                                           (3.26) 
 where: W = [Z()], i.e. the minimum mean-square error at the filter output [2]. 
Thus we obtain the characteristic which represents the process of adaptation with 
consideration of optimal state. 
3.2.2. Analysis of obtained result 
First of all let’s look at the training signal before and after passing the channel. For the sake 
of clearness we will show this signals in both time and frequency domains.  
From figures 3.2 and 3.3 we see that training signal was disturbed by the channel. In LMS 
algorithm we use these two signals to train our equalization filter.  
 
Figure 3.2 Course of training signal before and after passing the channel 




















Figure 3.3 Power spectrum of training signal before and after passing the channel 
To ascertain the influence of the equalizer rank on equalization quality we will simulate two 
equalizers of different ranks. The figure 3.4 represents the course of the training signal before 
passing the channel and after passing both of the channel and equalizer which have already been 
trained, for the case of using 3 tap and 7 tap equalizers. 
Figure 3.4 Course of training signal before passing the channel and after passing the channel and 
equalizer in case of using: 3-tap filter (upper) and 7-tap filter (lower) 
It is evidently from figure 3.4 that quality of equalization depends on rank of the filter. The 
higher the rank of the filter, the better quality of equalization. But we should notice that while 
increasing the rank of the filter we increase the computational complexity of the algorithm. 







































The figure 3.5 shows the frequency responses of the channel and the equalizer. 
 
Figure 3.5 Frequency responses of channel and equalizer 
We see that the frequency response of the adaptive filter is equal to the inverse transfer 
function of the channel in the frequency band which equals the frequency band of the training 
signal. It is because the equalizer can adjust its characteristics only for the frequency band of the 
training signal. 
3.3. Normalized LMS algorithm 
The NLMS algorithm is a special implementation of the LMS algorithm which is taking into 
account the variation of the signal level at the filter input and selects the normalized step-size 
parameter G. This results in stability as well as fast converging adaptation of the algorithm [2]. In 
other words the step-size parameter is not anymore selected before the process of adaptation as it 
has been previously in the LMS algorithm. In the NLMS algorithm the step-size parameter is 
selected at each step according to the level of input signal.  
It was showed in [2] that the parameter G should be obtained according to the equation (3.27) 
                                            G() = Ya()Y().                                             (3.27) 
Substituting (3.27) in (3.16) we obtain  
                                   	( + 1) = 	() + Ya()Y() ()7().                                     (3.28) 
For more reliable implementation to prevent a division by a smaller value 26()(), 
recursion (3.28) is replaced by recursion (3.29) 
                                 	( + 1) = 	() + Ya()Y()bc ()7(),                                     (3.29) 
where  and l are positive constants. 





















3.4. Variable step-size LMS algorithm 
As we mentioned previously the step size parameter G plays a significant role in controlling 
the performance of the LMS algorithm. To achieve the compromise between high speed of 
convergence and a small excess MSE, the step-size parameter should be selected according to 
the previous step of algorithm. In VSLMS algorithm it is done as follows.  If in the previous 
iterations the gradient term t
() = ()7() consistently showed positive or negative direction 
the parameter step-size is increased. The consistent sign of gradient term means that adaptation 
algorithm successfully moves toward an optimal state. But if the gradient term changes sign 
more frequently it interprets by algorithm as a situation where the algorithm has already 
achieved optimal state, and the step-size parameter is reduced [2]. Moreover a separate time-
varying step-size parameter is given for each tap of the adaptive filter.  
Following the above argument step size parameter of VLSM algorithm can be obtained by 
the following recursion:  
                                      G = G( − 1) + t()t
( − 1),                                           (3.30) 
where  is a small positive constant. 
3.5. Implementation of linear NLMS and VSLMS equalizers in Matlab 
The implementation of equalization problem in case of NLMS and VSLMS equalizers differs 
from LMS implementation only in adaptation algorithm. The models of channel and training 
sequence are the same. The flowchart of implementation is depicted in appendix A, figure A.1. 
The source codes in Matlab for both equalizers are called NLM.m and VSLMS.m 
correspondingly can be found on the CD that is attached to this work.  
3.6. Comparison characteristic of algorithms 
 To compare the speed of convergence and the stability of all above algorithms we will 
analyse the learning curves of 3 implemented equalizers. The learning curves are obtained 
according to (4.26).   
From figure 3.6 is clear that in case of LMS algorithm after approaching the tap-weight 
vector 4() to its optimal value 4Z (when value of MSE is equal to 0) with increasing the 
number of iterations the value of MSE error increases even after convergence of the algorithm. 
This phenomenon is called misudjustment or excess MSE. The value of excess MSE greatly 
depends on the value of the step-size parameter. The smaller the value of step-size, the smaller 
the excess MSE, but on other hand the smaller the value of step-size the smaller the speed of 
convergence of the algorithm.  As we see from the figure 3.8 b) and c) NLMS a VSLMS 
algorithms avoid this problem. 
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Comparing the Learning curve of NLMS and VSLMS algorithm, we can state that for the 
same speed of convergence NLMS curve has greater oscillation in steady-state condition. This 
means that the Equalizer which uses for training VSLMS algorithm is more stable and has 




             
a) 
 
                                                                      b) 
 
                                                                        c) 
Figure 3.6 Learning curves of  a) LMS linear equalizer, b) NLMS linear equalizer, c) 
VSLMS linear equalizer 
  













































4. Implementation and analysis of linear equalizers based on 
deterministic adaptation algorithms 
In this section we will analyze the convergence behavior of the linear equalizer that uses RLS 
adaptation algorithm as deterministic algorithm. First of all we will formulate the problem of 
least-square estimation and then we will simulate the linear equalizer that uses RLS algorithm in 
Matlab. As a result of simulation we will compare the performance characteristics of linear 
equalizers that use least-square and least-mean-square estimation approaches. 
4.1. Least-square estimation 
Above we analized algorithms that used certain kind of error statistical estimation to adjust 
the filter parametrs. The method of least-square estimation approaches to this problem from 
different point of view. It uses the previously observed values of estimation error to set the filter 
coefficients of equalizer. The performance function in this case is presented as follows [2] 
() = ∑ ()()   ,                                        (4.1) 
where () is the sample of error estimates obtained from the all previous  iterations. The 
() is weighting function that is used to prioritize recent samples and forget past. In other 
words the filter parameters are computed according to previous observation of the error samples 
of the filter output. 
We know that  
8() = u9()	(),          (4.2) 
where u9() is the matrix of observed input samples. Also we know that 
        v() = :() − 8().          (4.3) 
The  v(;) :() 8() are the vectors that consist of all previous observations. We can rewrite 
(4.1) as follows: 
  w() = v9()v() = :9():() − 2x()	() + 	9()y()	(),         (4.4) 
where y() = u()u9() and x() = u():(). Setting the derivation of w() in (4.4) 
equal to zero we obtain [2] 
	C = yD() x()            (4.4) 
Equation (4.4) defines the least-square solution of finding optimal equalizers coefficient. We 
can notice the similarity with equation (3.10). The difference is that instead of finding a 
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correlation matrix using statistical average of an ensemble of observation in (4.4) we simply use 
data obtained from previous iterations.  
4.2. RLS algorithm   
RLS algorithm and its modification such as fast RLS and QRD-RLS are based on least-
square estimation. 
In [2] the RLS algorithm is introduced.  
In each iteration of algorithm the tap weight vector is obtained as follows 
	() = 	( − 1) + z()(),     (4.5) 
where () is the error obtained in a  previous iteration. The z() is the gain vector 
defined as follows 
z() = RbYa(){() |(),      (4.6) 
where  
|() = yD( − 1)79()    (4.7) 
4.2.1. Implementation of RLS linear equalizer in Matlab 
In this section we will implement RLS adaptation algorithm to train linear equalizer. On the 
basis of implementation we will analyze its performance. The flowchart of implementation is 
depicted in appendix A, figure A.2. The source code in Matlab called RLS.m can be found on 
the CD that is attached to this work. 
We will use the same model for training of linear equalizer as we had in previous section. It 
means that model of channel, training signal and order of filter remain the same. The only 
difference is that instead of using least-mean square algorithm we will implement RLS 
algorithm. Then we will compare convergence behavior of RLS and LMS equalizers. 
This part of the code 4.1 demonstrates the commands in Matlab according to (4.5), (4.6), 







 Part of the code 4.1: RLS.m – Implementation of RLS algorithm 
 
Convergence behaviour 
To analyse the convergence behaviour we will use the procedure similar to the one used 
during the LMS implementation. Thus we obtain the characteristics which represent the process 
of adaptation toward the optimal state. In other words we will follow the value of MSE during 
the process of equalizer training toward its optimal state that is obtained by (4.4).  
Figure 4.2 represents learning curves of LMS and RLS equalizers. 
 
Figure 4.1 Learning curves of LMS and RLS equalizers 
From figure 4.2 is evident that RLS algorithm is several time faster than LMS algorithm and 
is more stable.  
Complexity 
To analyze the computational complexity of RLS algorithm we will use the adaptation 
process which is given by (4.5). To obtain the tap weight vector 4() at each iteration according 
to (4.5), (4.6), (4,7)  and figure 4.1 we need (multiplications for computing the vector |(), 
( multiplications for computing 79()yD( − 1 in yD apdation, ( multiplications for 
computing the gain vector , ( multiplications for computing the filter output and final 
value of yD. Also we need 3( additions. We see that RLS algorithm has a computational 
















 RLS  
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complexity that grows in proportion to the square of the filter length. There are least-square 
algorithms that achieve less complexity by combining the concepts of prediction and filtering. 
Such algorithm is fast RLS. 
4.3. Influence of training sequence on the performance of stochastic and 
deterministic algorithms. 
To reveal the influence of training sequence on the performance of stochastic and 
deterministic algorithms we should firstly define the term performance surface. The performance 
surface is a term used for geometrical interpretation of adaptation process. It represents the 
trajectory of filter’s taps during the process of adaptation. 
 The performance surface of stochastic algorithms is represented by (3.26). In this case it is 
(( + 1) dimensional hyperboloid, where ( is length of adaptive filter. The shape of such 
hyperboloid is determined by the autocorrelation matrix =. Using the theory of eigenvalues we 
can rewrite  = as 
                                                                     = = }~}9,                                                 (4.8)       
where } is the matrix of eigenvectors of = and ~ is the diagonal matrix of eigenvalues of =. 
Since the eigenvalues spread of correlation matrix of stochastic process is related to power 
spectral density of this process we can say that performance of stochastic algorithms depends on 
the power spectral density of input signal.  
It was derived in [2] that the learning curve of the deterministic algorithms is represented as  
                                               () =  W + 1 − RbR ∗
bR
R ∗ ( W,                    (4.9)       
where W is  minimal MSE. We see that in contrast to stochastic approach the convergence 
behavior does not depend on the eigenvalues = or in other words it is independent of power 
spectral density of input signal. But the convergence behavior depends on the parameter V which 
affects the number of previous samples participated in each iteration of the algorithm.  
To prove statements above we are going to simulate two models of channel with the 
equalizer. The source codes in Matlab of implementation for both LMS and RLS linear 
equalizers are called RLS_Training.m and LMS_Training.m and can be found on the CD 
that is attached to this work. The equalizer will be used to repair the signal after passing through 
the channel. In the first case the training signal will be close to white sequence1, in the second 
case the training signal will have the spectrum concentrated in a narrow range of frequencies.  
The figure 4.2 illustrates the spectrum of both signals.  
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Figure 4.2 Spectrum of signals 
. 
 As adaptive algorithm we will use LMS algorithm meaning the stochastic algorithm and 
RLS algorithm meaning the deterministic algorithm. The results of simulation are shown in the 
figure 4.3.  
The figure 4.3 a) represents the performance surface of the LMS algorithm in case of two-tap 
transversal filter. For convenience the surface is shown in 3-dimensional Euclidian space which 
axes are two independent taps of the filter and the function . The optimal state of the equalizer 
is indicated by arrow. In both cases the number of iteration is the same. As we see from the 
figure in the first model (left image) the convergence is almost complete, in the second model 
(right image) more iterations are required before the convergence to the optimal state. 
The figure 4.3 b) represents adaptation process of RLS algorithm. In both cases convergence 
is almost complete independently on input signals. We see from the number of kinks on the 
curve that the speed of convergence to the optimal state is less than in case of using LMS 
algorithm.    
We can say that performance of stochastic algorithms is highly dependent on the power 
spectral density of the filter input. Properly when the filter input is close with the white sequence 
the LMS algorithm converges very fast. However, when the certain frequency bands are not well 
excited the convergence is slower. The performance of deterministic algorithm is independent on 






       
 b) 
Figure 4.3 The trajectories of the tap weights of equalizers during the process of adaptation 
in case of using white and highly coloured input sequence 
 
4.4. Comparison characteristic of LMS-group algorithms and RLS 
algorithm 
In accordance with all above we can make the comparison characteristic of algorithms on the 
basis of 4 main factors: 
• Speed of convergence (the number of iteration to achieve the convergence). 
• Error of convergence (the value of MSE after convergence)  
• Complexity (the number of operations in each step) 
• Stability (the value of MSE in the stable state of the algorithm)  
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MSE after 
convergence 








LMS 3000 0.013 2N+1 2N 0.385 
NLMS 3000 0.012 3N+2 2N +1  0.200 
VSLMS 3000 0.013 N2+N+1 2N 0.050 
RLS 200 0.010 4N2 3N2 0.020 
 
As we see from the table RLS algorithm needs several time less iterations then LMS-based 
algorithms to achieve optimal state. But it requires more complicated calculation. Also we see 




5. Nonlinear equalizers 
The significant technical characteristic of the equalizers studied above is their linearity. The 
linearity means that equalizer tries to compensate the influence of transmission channel by linear 
transformation of channel characteristic. 
In this section we will simulate channel with additive noise. We will study the performance 
of linear and nonlinear equalizers in the model with that channel.   
According to the above approach in case of additional noise, the linear equalizer will boost 
the frequencies that were attenuated by the channel, but at the same time it will causes the 
increasing level of noise at those frequencies. This represents a fundamental performance 
limitation for linear equalizer structures when employed on noisy channels with significant 
attenuation in the frequency band of signal. Adaptive tap gain adjustment algorithms for the 
linear transversal filter equalizer for such channels actually must be compromised by setting tap 
gain values which balance the noise blow-up and residual intersymbol interference phenomenon. 
In other words the linear equalizer will not totally eliminate intersymbol interference as it has to 
amplify the noise excessively to do so [13].  
For these reasons the nonlinear equalizers are introduced. Such equalizers have nonlinear 
filter behavior. In case of nonlinear filter the filter output is not linear function of its input. The 
advantages of nonlinear equalizers become clear since many distortion effects can be 
implemented as non-linear filter. The structure of nonlinear equalizer depends on particular 
implementation. 
The next scheme represents the main approach in realization of nonlinear equalizers 
 
 
As we see from the figure 5.1 the stochastic and deterministic algorithms we studied so far 










Figure 5.1 Nonlinear equalizers 
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Essential to all of these non-linear approaches is the use of surrounding symbol decisions to 
cancel intersymbol interference on a current demodulated pulse. The basic idea is that if the 
surrounding decisions are correct, then the intersymbol interference can be perfectly removed 
without noise enhancement, and therein lies the source of their improved performance over 
linear equalizers. A practical problem with this idea, however, is how to arrive at the surrounding 
symbol decisions. The manner in which this practical problem is handled provides a key 
distinction among decision feedback equalizers and the ML equalizer [13]. 
5.1. Decision feedback equalizer 
One of the most widely used nonlinear equalizer is decision feedback equalizer. 
The structure of DFE equalizer is represented in figure 5.2. 
 
Figure 5.2 Structure of DFE equalizer 
The equalizer consists of feedforward and feedback filters. On the input of feedforward filter 
the signal from the channel comes. On the input of the feedback filter the signal from the 
decision devise comes. The purpose of this devise is to map the estimator  which is obtained by 
combining the output of the feedforward and feedback filters to the closest point of the symbol 
constellation. The adaptive algorithm is used to change the filter taps according to the error 
signal. Thus the nonlinearity is introduced by the decision devise and feedback filter.   
The essential thought is that DFE uses prior symbols to cancel the effect of intersymbol 
interference from input signal. DFE employs feedback filter in order to feedback previous 
decision and uses them to reduce ISI. 
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5.1.1. Optimal DFE equalizer     
The criterion for design the coefficients of feedforward filter  = [, ,… ] and 
feedback filter b=[, , … ] is to minimize the error signal 
 = ( − ∆) = |( − ∆) − ( − ∆)|,          (5.1) 
where ( − ∆) is delayed signal that was transmitted. To facilitate the design of equalizer we 
will assume that the decision ( − ∆)  is correct and equal to ( − ∆). We can rewrite (5.1) 
according to figure 3.2 as follows 
       ξ = ( − ∆) = |6∆ − 98|,               (5.2) 
where 7∆ = [( − ∆), ( − ∆ − 1), … , ( − ∆ − )]6,  8 = [(), ( − 1), … , ( −  +
1)]6. Rather than minimizing the error signal over  and  we will fix the vector  and will 
minimize (5.2) over , introducing the scalar  = 97∆. In other words we are reduced to 
solving    
       ξ = E[ − 98].           (5.3) 
The (5.3) is standard least-mean-square problem that we have solved in section 3. The 
optimal state for  is 
       Z = =D=8 ,            (5.4)  
where =8 = |7∆89()| = =78  is cross correlation matrix and = = |8()89()| is 
autocorrelation matrix [7].  
Now we need to find the optimal coefficients of feedback filter. We will do it by substitution 
of C and minimizing (5.2) over . Following the same procedure as we had in (3.5) we get 
     W = E[ − C98] = = − =8 =D=8 = =9 − =78 =8D=87 9 = = 9.  (5.5) 




,              (5.6) 
where  = [1,0, … ,0] is a basis vector. 
We obtained optimal coefficient of DFE equalizer. Now we can compare the performances of 
DFE optimal equalizer and equalizer based on optimal Wiener filter, introducing the new model 
that will reveal the strengths of DFE equalizer.  
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5.1.2.  Implementation of DFE equalizer in Matlab 
In this section we will implement DFE equalizer in Matlab and analyze its performance. The 
flowchart of implementation is depicted in appendix A, figure A.3. The source code in Matlab 
called DFE_SER.m can be found on the CD that is attached to this work. To compare the 
performance of DFE equalizer with linear equalizers we will also simulate the same model with 
optimal Wiener equalizer. The source code in Matlab called Wiener_SER.m can be found on 
the CD that is attached to this work. 
Selecting a signal 
To make the problem of equalization more sophisticated we will use QPSK signal. The next 
equation shows the sequence of command to generate QPSK signal of length L with variance 
equal to 1 in Matlab 
l = l(]*(1, )) +  ∗ l(]*(1, ))/l]\(2).         
Selecting a model of channel 
The purpose of the model is to demonstrate the quality equalization by DFE equalizer. For 
this reason we will use channel that has impulse response 
;;v = [07, 0.5]. 
This simple channel causes the attenuation of the signal being transmitted and introduces the 
intersymbol interference that can be represented as follows 
() = ℎXI (0)() + ℎXI (1)( − 1).        (5.7) 
The second term on the right hand side describes inter-symbol-interference. It is evident from 
(5.7), that current symbol is a sum of attenuated transmitted symbol and weighted previous 
symbol. 
Also we introduce additive noise signal that will cause additional distortion. To generate this 
noise of length   with variance set to var_v we use next command in Matlab 
 = l]\(*]_/2) ∗ ]*(1, ) + l]\(*]_/2) ∗  ∗ ]*(1, ). 
The signal on the output of channel can be represented as 
    ∑() = ℎXI (0)() + ℎXI (1)( − 1) + ℎXI (2)( − 2) + ().   (5.8) 
The constellation diagrams of QPSK signal before and after passing the channel is shown on 




Figure 5.3 Scatter diagrams of QPSK signal before (left) and after (rigth) passing the channel 
We see that output signal is distorted by additive noise and by intersymbol interference.  
Performance of  DFE equalizer compering to equalizer based on optimal Wiener filter. 
To compare both equalizers we will design DFE equalizer that will have optimal coefficients 
Z , Z calculated by (5.4) and (5.6) correspondingly. We will choose the summarize length of 
feedforward and feedback filters equal to the length of Wiener filter. 
To compare the performance of two equalizers we will measure the symbol error rate (SER). 
SER is the number of erroneous decision divided by the total number of transmitted symbols. 
We will measure SER as a function of signal-to-noise ratio at the input of equalizer. 
The next figure depicts plots that show how the symbol error rate (SER) varies with SNR for 








The obtained figures show that DFE equalizers has better performance in more sophisticated 
channels, in condition of simultaneous attenuation, intersymbol interference and additive noise. 
From the figure 5.4 we see that for the same value SNR the DFE equalizer have less number of 
errors.  
 
Figure 5.4 SER characteristic for the optimal DFE equalizer (right) and optimal Wiener equalizer 
(left), for different SNR values 





















5.2. ML equalizer. 
ML equalizer is based on the maximum likelihood sequence detector.  
The idea of such equalizer is based on maximization of likelihood function. The estimated 
sequence [*¤] from the output of ML equalizer is derived by maximizing the likelihood function: 
     ¥[](\)|*],            (5.9) 
where ](\) is received signal and * is the trancmitted signal.  
The channel introduces intersymbol interference into the *. It meanse that each next sample   
consists of weighted previous samples. We can make trellis diagram that consist of all possible 
states of current sample depend on all possible state of previous L samples 
[*, *, * … *] that participates in current sample. L is a number of interfering 
component 
5.2.1. Viterbi algorithm 
The Viterbi algorithm selects the most probable path through the trellis diagram upon 
observation of received data sequence. If we observe the signal that has M state, each node in 
trellis diagram will have M incoming paths. Each path has metrics that calculated by Viterbi 
algorithm, this metric represents the distance between received signal and one of the M¨possible 
states of trancmitted signal. The metric are computed according to (5.10) 
©M = ∑ ln ¥(]|*, *, *, … , *)b .        (5.10) 
On the basis of metric one of the M incoming part will be selected as most probable and other 
M − 1 paths will be discarded. It will be conducted for all M¨  nodes of trellis diagram. The 
surviving path at each node is then extended to M new paths and the search process continues 
[6]. The resulting is the one with the best metric. This path represents transmitted sequence that 
has been most probable transmitted.  
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5.2.2. Structure of ML equalizer 
 
Figure 5.5 ML equalizer 
Figure 5.5 represents the structure of ML equalizer. ]«¬ =  «¬(\)  ℎXI (\) is training 
signal passed through the channel, y(t) is signal that carry the information.  
The training signal is used to evaluate the characteristic of the channel. The match filter has 
an impulse response that is match to training sequence: 
®(\) = 7¯°(\ − ±).                                                               (5.11) 
If on the input of such filter comes the training signal that was passed through the channel the 
output of the filter will be the impulse response of that channel [11]: 
ℎZ{«(\) = °¯°(\)  ®(\) = 7¯°(\)  ;;v(\)  ®(\) = =7(\)  ;;v(\),     (5.12) 
where =7(\) = 7¯°(\)  ®(\) = 7¯°(\)  7¯°(\ − ±) is autocorrelation function. 
The block depicted as reference signal generate all possible transmitted sequences. If we 
transmit signal that have M possible state through the channel that causes intersymbol 
interference affecting current symbol by previous  L  symbols the number of reference signal 
equal to M¨.  
The block metric calculation calculates the metric of each possible path in trellis diagram 
according to the equation [11] 
M  ∑ ²³  ∑ XI   *L   ²

  .             (5.13) 
The Viterbi algorithm chooses the most probable sequence according to best metric. 
Thus, the ML equalizer for each L-bit interval in the message finds the sequence out of 
the M¨ possible sequences that was most likely transmitted. 
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5.2.3. Implementation of ML equalizer in Matlab 
In this section we will implement DFE equalizer in Matlab and analyze its performance. The 
flowchart of implementation is depicted in Appendix A, figure A.4. The source code in Matlab 
called MLSE.m can be found on the CD that is attached to this work.  The program uses the 
results obtained from section 5.1.1 to compare the performance of ML equalizers with DFE 
equalizers studied above. 
To analyze the performance of ML equalizer we will introduce the same model of channel as 
in case of DFE and linear equalizers. The part of the code 5.1 demonstrates the commands in 
Matlab that are used to implement ML equalizer. 
Part of the code 5.1: MLSE.m – Implementation of ML equalizer 
 
In this figure nsamp is an oversample factor; tblen is a traceback depth that corresponds to 
the length of channel impulse response; h is a channel impulse response; const is a complex 
vector that lists the points in the ideal signal constellation; x is a signal of length L that was 
transmitted; y is a signal at the output of the channel. The last string represents the equalization 
of signal y using the Viterbi algorithm [12].  




Figure 5.6 SER characteristic for the different type of equalizers 
We see that ML equalizer has the optimum performance among the three equalizers.  
The table 5.1 represents the number of erroneous detected symbols in system that uses one of 
the studied equalizers. The value of SNR at the input of equalizer is chosen equal to 12 dB. 
Table 5.1 Number of errors for different types of equalizer  






Without equalization 12 20000 3416 
Wiener 12 20000 288 
DFE 12 20000 45 
ML 12 20000 3 
 
The figure 5.6 and table 5.1 demonstrate that the linear methods are not efficient when 
channel has strong attenuation and additional noise at the same time. The nonlinear equalizers 
show better performance in such conditions. It is evident from the table 5.1 that in case of using 




In this thesis we studied different types of equalizer. Then on the basis of implementation in 
Matlab the comparison characteristic of all considered equalizers was made.  
The rule by which coefficients of equalizer are adjusted is defined by adaptation algorithm. 
In this thesis we researched two groups of adaptation algorithms: stochastic (represented by 
LMS, NLMS and VSLMS algorithms) and deterministic (represented by RLS algorithm). The 
important factor that influences convergence behavior of LMS algorithm is a step-size 
parameter. On the one hand the convergence speed of algorithm changes in proportion to its 
step-size parameter. But on the other hand a small step-size parameter has to be used to achieve 
the stability of the algorithm. To achieve this compromise two algorithms were introduced. First 
one was the NLMS algorithm, in which the step-size parameter depends on the variation of 
signal level and changes at each iteration. The second one was the VSLMS algorithm in which 
the step-size parameter was chosen in accordance to the previous success of the algorithm. On 
the basis of the learning curves we established that NLMS and VSLMS that VSLMS is more 
stable and has more steady-stand course.  
In thesis we also analyzed the influence of input signal on the performance of LMS and RLS 
algorithms. We ascertained that convergence behavior of LMS based algorithms highly depends 
on the power spectral density of the filter input. Properly when the filter input is close to the 
white sequence the LMS algorithm converges very fast. However, when the certain frequency 
bands are not well excited the convergence is slower. On the contrary it was claimed that RLS 
based algorithms are independent on the power spectral density, and this is the main advantage 
of this algorithm. Also RLS algorithm showed faster speed of convergence in the same 
conditions that were used in case of LMS based algorithms. 
The above algorithms were then implemented to the particular type of equalizer. In thesis we 
studied three types of equalizers: linear equalizer, decision-feedback equalizer and maximum 
likelihood equalizer. Each of these equalizers approaches to the problem of equalization from 
different point of view. On the basis of simulated model performance characteristics of above 
equalizers were compared with each other.  
The linear equalizer is based on the use of linear transversal filter with adjustable 
coefficients. On the basis of simulation we ascertained that this method is not efficient when 
channel has strong attenuation and additional noise at the same time. In this case the linear filter 
will adjust the coefficients to amplify the part of the signal spectrum that was attenuated and at 
the same time amplify the level of noise that will result in additional distortion. For these reasons 
the nonlinear equalizers were introduced. The decision feedback equalizer uses the previous 
detected symbols to suppress the distortion in the present symbol being detected. In simulated 
channel DFE equalizer showed better performance than linear equalizer. The last observed 
48 
 
equalizer was maximum likelihood equalizer. ML equalizer is based on maximum likelihood 
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ML          Maximum Likelihood equalizer 
MLSE          Maximum likelihood sequence estimation 
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<            Cross correlation vector 
=             Autocorrelation matrix 
7()          Linear equalizer  input 
()          Estimation error 
:()          Reference signal 
8()          Linear equalizer output 
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A      Flow diagrams of implemented equalizers in 
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Figure A.4 Flowchart of implementation of ML equalizer in Matlab 
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B   Content of CD  
 
 
Figure B.1 Directory tree of CD 
The figure B.1 represents directory tree with comments of the CD attached to this work. The 
CD contains the electronic version of Master thesis in PDF format. It also contains the Matlab 
programs that solve different equalization problem using different types of equalizers. Programs 
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