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Abstract 
This paper introduces a new list scheduling algorithm that uses greedy duplication to solve a 
scheduling problem with communication delays and resource limitations. We prove that, for any 
priority list, its worst-case relative performance is bounded by 2 - l/m and that this bound is 
tight. 
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1. Introduction 
With the recent development of parallel architectures arose a new class of schedul- 
ing problems in which communication delays are considered. The target machine is a 
set of parallel processors connected by a network. A parallel program is modelled as 
usual by a directed acyclic graph, the nodes of which are tasks. An arc from task i 
to task j means that i computes data that is an input for j. If these two tasks are not 
performed by the same processor, a delay must be considered between the completion 
of i and the beginning of j to dispatch the data through the network. The aim is to 
find a schedule that minimizes the makespan. 
Several studies are devoted to this kind of problems (cf. the two surveys [l, 91). 
Most of them are NP-hard even with very strong assumptions. For example, if we as- 
sume unitary processing times and unitary communication delays (UET-UCT task sys- 
tems), and if infinitely many processors are available, Picouleau proved in [6] that the 
makespan minimization problem denoted by PI prec, cjk = 1, pj = 11 Cm, is NP-hard. 
Task duplication might be useful to reduce the influence of communication de- 
lays. Indeed, if a task i has several successors jl , . . . ,jk, then performing task i on k 
* Corresponding author. E-mail: alix.munier@litp.ibp.fr. 
0304-3975/97/$17.00 @ 1997-El sevier Science B.V. All rights reserved 
PZI SO304-3975(96)00058-8 
120 A. Munier, C. Hanenl Theoretical Computer Science 178 (1997) 119-127 
processors may allow the execution of ji , . . . ,jk on these processors just after i, avoid- 
ing communication through the network. 
This feature also reduces the problem complexity: if communication delays are less 
than or equal to the processing times of the tasks, Colin and Chretienne [2] proved 
that the makespan minimization problem on infinitely many processors is polynomial. 
Unfortunately, if no assumption is made on the communication delays, the problem 
F/duplication, cjk I&,, is NP-hard [5]. So the UET-UCT assumption seems to be a 
borderline between easy and hard problems if duplication is allowed. 
Now, duplication does not reduce the complexity of the problem for which finitely 
many processors are available: Veltman [S] proved that the problem without duplication 
Plin - tree,cjk = l,pj = l/C,,, is NP-hard. But for this class of graph, duplication is 
useless since a task has at most one successor. 
So efficient approximation algorithms have to be derived. Their efficiency can be 
measured in terms of complexity, but also by bounding the ratio w/o,,~ where o is 
the makespan provided by the algorithm and a,rt is the optimal makespan. 
If duplication is not allowed, and if UET-UCT assumptions are made Rayward-Smith 
[7] proved that any list-scheduling algorithm on m processors has a performance ratio 
bounded by 3 - 2/m and that this bound is tight. Up to know, the best approximation 
algorithm under the UET-UCT assumption has a relative performance bounded by 
713 - 4/3m [4]. 
Our study was motivated by the search of an efficient duplication mechanism that 
could be used within a list-scheduling schema, allowing the worst-case performance 
analysis. The other motivation was the measure of the influence of duplication on 
makespans. 
This paper is concerned with scheduling UET-UCT task systems with duplication 
allowed on finitely many processors. The problem is detailed in Section 2. In Section 3, 
we introduce the notion of D-path and some fundamental properties to understand our 
duplication mechanism. Section 4 is devoted to the description of the list-scheduling 
algorithm. We prove in Section 5 that its worst-case relative performance is bounded 
by 2 - l/m and that this bound is tight. 
2. Preliminaries 
An instance of UET-UCT on m processors with duplication, denoted by I, is defined 
by: 
l a set of n UET tasks T = {l,...,n}; 
b a directed acyclic graph G = (T,E); 
l m identical parallel processors. 
An arc (i, j) models a data transfer from task i to task j, that must occur after the 
end of i and before j starts. The duration of this data transfer is assumed to be 0 if 
i and j are performed by the same processor, and 1 otherwise. We say that a task i 
precedes a task j if there is a path in G from i to j. i is called a predecessor of j, and j 
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a successor of i. A task i is said to be an immediate successor (resp. predecessor) of a 
task j if there is an arc (j, i) (resp. (i,j)) in G. The set of the immediate predecessors 
(resp. successors) of i is denoted by T-(i) (resp. F(i)). 
We also assume that any task i may be duplicated (i.e. performed several times) 
in order to reduce the communication delays between i and some of its immediate 
successors. So a schedule defines a finite set of copies of each task and assigns them 
a processor (among the m available ones) and a starting time such that: 
1. For any arc (i,j) of G, if a copy of j is performed at time t on processor rc, 
then either a copy of i is performed at time t - 1 on rc, or a copy of i is performed 
anywhere during the time interval [0, t - 1). 
2. Each processor performs at most one copy of a task per time unit. 
The following lemma allows us to reduce the set of feasible schedules: 
Lemma 1. The subset of schedules for which all copies of a task are performed at 
the same time is dominating with respect o the makespan. 
Proof. Let us consider a task i whose first copy is performed at time t, another copy 
of which is performed at time t’ > t. Let now j be an immediate successor of i. 
Obviously, any copy of j could not start before time t + 1. If a copy of j is performed 
at time t + 1, then a copy of i is necessarily performed on the same processor at 
time t. Otherwise, the copy of j is performed after time t + 2, and we can consider 
that one copy of i performed at t delivers data to j through the network within one 
time unit. Hence the copy of i performed at time t’ can be removed without violating 
the constraints, and without increasing the makespan. 0 
Thus a schedule u assigns a starting time ti and a nonempty set of processors ni to 
each task i so that: 
1. for any pair of tasks {i, j} with ti = tj then ni n l7j = 0; 
2. for any XC (i, j) of G, if ZIj C ni, then tj > ti + 1, else tj 2 ti + 2; 
3. m processors are available: Vi E T, L’i &{ 1,. . . , m}. 
We note CJ = (t,If). The problem P is to find a feasible schedule g with a minimum 
makespan w where 
o = FE$ti + 1). 
The optimal makespan of an instance of P is denoted by W,rt. 
3. D-paths 
We present here a new notion called D-path which is, for every task i, composed of 
predecessors of i that must be duplicated in some cases to perform i at the completion 
of its lastest predecessor. 
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Let us consider a task i such that I-(i) # 0 and all predecessors of which have been 
scheduled. We denote by Si the greatest time at which a predecessor of i is scheduled. 
The D-path D(i) of i is a subpath of G composed of predecessors of i defined as 
follows: 
1. If there is only one predecessor j of i scheduled at time si, D(i) is the longest 
subpath of G ending by j and such that, for any arc (k, k’) E D(i), tk = tk’ - 1. We 
denote by Zi the first task of D(i). Clearly, Vk E I-(&), tt, - tk 22. 
2. Otherwise, D(i) = 0. 
Any task k scheduled at time tk has at most one predecessor scheduled at tk - 1. 
So, Vi E T, D(i) is unique. 
Property 1. Let i be a task all predecessors of which have been scheduled and such 
that D(i) # 0. Let n be a processor which is free during the interval [si + 1,si + 2). i 
is schedulable at time s; + 1 by 7~ tf and only if every task of D(i) is scheduled on 7~. 
Proof. 
l A + B: if a task k E D(i) has no copy scheduled by rr, then its successors on D(i) 
do not have any copy scheduled by rc. So, i cannot be scheduled by x at time si + 1. 
l B =+ A: If D(i) is scheduled by rc, then so is the last task j of D(i). All the other 
immediate predecessors of i verify: Vk E I-(i) - {j}, tk + 1 <Si. So, i is schedulable 
byxattimeg+l. 0 
Property 2. Let i be a task all predecessors of which have been scheduled and such 
that D(i) # 0. Let k E D(i) b e a task scheduled by 7t. If 7~ is a processor free during 
the interval [tk + l,Si + 2) then i can be scheduled by JZ at time s, + 1 by duplicating 
on 7~ successors of k in D(i). D(i) is then entirely performed by IC. 
Proof. Any successor of k in D(i) U {i} can be performed by rt as soon as its 
immediate predecessor in D(i) is completed. The first part of the property is then 
verified. From property 1, D(i) is then entirely performed by rr. 0 
Property 3. Let i be a task all predecessors of which have been scheduled and such 
that D(i) # 0. If 71 is a processor free during the interval [tt, ,si + 2) then i can be 
scheduled by n at time si + 1 by copying every task from D(i) on x. 
Proof. By definition of D(i), Ii can be scheduled by any free processor at time tt,. So, 
we get the property by applying Property 3 to k = Ii. q 
4. Description of the algorithm 
The algorithm we consider here is a version of list scheduling that includes greedy 
duplication of tasks. At each step, a partial schedule is built, scheduling new tasks and 
duplicating earlier scheduled tasks. 
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Let us assume that a partial schedule for the instance Z has been built in the time in- 
terval [0, t). The main step (called step t in the rest of the paper) of the algorithm builds 
a partial schedule in the time interval [0, t + 1) (until all tasks have been scheduled). 
Let us consider the set F of tasks that are not yet scheduled and that are schedulable 
at time t. F is the set of tasks all predecessors of which have been scheduled, and 
such that at most one predecessor of which is scheduled at time t - 1. We can define 
for each task i a unique D-path D(i) from the partial schedule. 
The algorithm then repeats the following steps until no task of F can be performed 
at time t anymore: 
1. Choose a task i E F according to any priority list. 
2. Associate with i the set of processors denoted by Ii’,(t) on which i may be 
performed at time t: 
l If T-(i) = 8 or t > si + 1, then i may be scheduled by any idle processor at time t. 
l Else, t = si + 1 and D(i) # 8. A processor rt E Ii’,(t) if one of the two conditions 
holds: 
_ A task k E D(i) is performed at time tk on 71 and rc is idle during the interval 
[tk + 1, t + 1). Using Property 2, i may be scheduled at time t by duplicating on rc 
successors of k in D(i). 
- 71 is idle during the interval [tj,, t + 1). Then, by Property 3, copies of tasks of D(i) 
can be performed on rr in order to perform i at t. 
3. If II,(t) # 0, then choose any processor rt E n,(t) and schedule task i at time 
t on 71. We get t; = t, ZZi := {T-C}. If t = si + 1, then duplicate tasks from D(i) as 
mentioned previously and set for all k E D(i), nk := flk U {ST}. 
In the following, we denote by o = (&II) the schedule built by this algorithm and 
by o its makespan. 
5. Relative performance of the approximation algorithm 
For our analysis, we consider that any task i performed ni times at time ti has one 
original execution corresponding to its first execution scheduled by the algorithm and 
tii - 1 duplicates. 
Notice that the original execution of i is scheduled in step ti of the algorithm, and 
that at this step i E F. Moreover, according to the algorithm, any sequence of duplicates 
on a processor x ends with an original task. Indeed, a duplicate of a task i is scheduled 
on n at step t only if i belongs to some path D(j), and if j is scheduled for the first 
time on 7t at t. 
The duplicates will be considered as idle slots in our analysis: for any couple of 
integers (t, t’) with 0 6 t d t’ < o, we denote by Y[t, t’) the number of idle slots and 
duplicates occurring in the time interval [t, t’). 
The main idea of the following proof is to bound the number of idle slots using an 
optimal solution fro3 = (t”, II-) of the problem for an unlimited number of processors. 
The makespan of this solution will be denoted by oo3. 
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Fig. 1. Case D(i) = 8. 
We now study the number of idle slots and duplicates occurring between the exe- 
cution of task i and one of its predecessors (if it exists). 
Lemma 2. For any task i, if T-(i) = 8 then 9[0, ti) = 0, otherwise there exists a 
predecessor f(i) of i such that 
x[t,(i), ti 1 d Cm - l NtlF - tEi)>. 
Proof. Let us assume that T-(i) = 0. In this case, from step 0 of the algorithm until 
step ti - 1, i E F and it can be performed on any processor. So if it is not chosen, 
then at each of these steps m tasks of F (i.e. original tasks) are performed. 
Let us now consider a task i with F(i) # 8. Let Si be the greatest time at which 
a predecessor of i is scheduled. 
Case 1: If D(i) = 8. In this case, several different predecessors of i are performed 
at time si, SO ti 2?(i) + 2. For ooo, there is at most one of them performed at time 
tlF - 1. Choosing f(i) to be one for which the value tgii, is minimum, we get t,? - 
tz;, 22. Moreover i is schedulable on any processor from the time tf(i) + 2. So, at 
steps tfo) + 2,. . . , ti - 1 of the algorithm, i E F and can be scheduled on any processor. 
So if it is not chosen, then m tasks of F (original tasks) are performed at these steps. 
Hence $[qci,, ti) = Y[t,,+ tf(i) + 2). Since at least two predecessors of i are performed 
at time tfo), we get 
y[tf(i), tf(i) + 2) d 2m - 2. 
Since t,? - tf”;l, 32, the lemma holds. Fig. 1 illustrates this configuration. 
Case 2: ifD(i) # 8. We define f(i) to be the first task of D(i): f(i) = li. Let j be 
the last task of D(i). Path D(i) and the arc (j,i) induce tlT - tEii, 2 ID(i)/. Moreover, 
by definition of D(i), there is exactly one original task from D(i) at each time in 
[tf(i),tf(i) + lo(i and si = q(i) + lO(i)I - 1. 
(a) If ti = si + 1 = t/-(i) + ID(i)/ then, by considering every original task from D(i), 
we get (see Fig. 2) 
y[q(i), ti> <Cm - 1 )lWi)l. 
Since tp” - tfyij > /D( i)l, we get the lemma. 
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Original tasks 
of D(i) 
Fig. 2. Case D(i) # 0 and ti = si + 1. 
Esl Original tasks in D(i) 
III Other original tasks 
Fig. 3. Case D(i) f 0 and tr >si + 2. 
(b) We suppose now that ti 2s; + 2. At step si + 2 of the algorithm, i E F 
and is schedulable on any processor. So previously mentioned arguments show that 
y[tf(i), ti> = y[tf(i),si + 2). 
Let us consider again the end of the step t = si + 1. Here, i is schedulable at time t 
(i E F) but was not performed at t, so, by the algorithm, II,(t) = 8. At this time, for 
any processor rc, let us denote by k the latest original task performed by n. Clearly, 
tk <t and rr is empty during [tk + 1, t). Since n # Zi’i(t)y by the algorithm we get 
tk 2 t,qi) and k 6 D(i). 
Hence each processor performs at least an original task that does not belong to D(i) 
during the interval [q(i), t + 1). Moreover, each task of D(i) is executed during the 
interval [q(i), t) (see Fig. 3), so 
s[t,,ij,ti)<M(ID(i)l + 1) - /O(i)/ -m = (m - l)[D(i)l. 
Since t,? - t& 2 ID(i we get the lemma. 0 
Lemma 3. For every tusk i E T, Y[O, ti) d (m - l)ti”. 
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Proof. If i has no predecessor in G, then Y[O,ti) = 0, so the inequality holds. Else, 
Lemma 2 allows us to build a path jt , . . . , jk with jk = i and whose other tasks are 
predecessors of i with: 
a jt has no predecessor in G, 
l V’a E {l,...,k - l}, j, = f(j,+t) and 
so, 
4[tj,,ti)<(?Yl - l)(ti” - tr). 
Since jt has no predecessor in G, 9[0, ti) = -O[tj,, ti) we get the lemma. 0 
Theorem 1. o/w~~~<(~ - l/m) . 
Proof. The makespan of the schedule obtained by the algorithm satisfies mo = n + 
Y[O, w). Now, let us consider a task i performed at time ti = w - 1. Then, 
m, 0) = Y[O, tj) + Jqtj, 0). 
By Lemma 2 we get 
,a[O,ti)<(rn - l)t!F<(rn - l)(oP - 1). 
Moreover, there are 
9[0,o)d(m- 
Hence 
at most m - 1 idle slots during the interval [w - 1, w). So, 
1 )fD”. 
1 
w$+ 1-- 000. 
m ( 1 m 
Since n/m 6 wept and woo <w,+ we get the inequality. 0 
One can prove that this bound is tight using the same worst case as Graham in [3]. 
Let us consider a graph G with m2 tasks such that: 
1. G has a path of m tasks denoted by il,. . . , i,,,, 
2. the other m(m - 1) are independent. 
If we apply the approximation algorithm to get a schedule for m processors, in the 
worst case the m(m - 1) independent tasks are firstly executed. The makespan of this 
schedule is then w = m(m - 1)/m + m = 2m - 1. 
Now, an optimal schedule for m processors can be obtained by performing the path 
of G on one processor and independent tasks on the other m - 1 processors. This 
schedule is optimal with makespan o,rt = m. 
So, the performance of the schedule is exactly co/W,pt = 2 - l/m. 
A. Munier. C. Haneni Theoretical Computer Science 178 (1997) 119-127 127 
6. Conclusions 
The main conclusion is that allowing duplication for the UET-UCT task systems on 
m processors improves the performance of list algorithms. 
One open question is the existence of approximation algorithms improving the bound 
2 - l/m. This question is probably related to the development of heuristics for problems 
without communication delays with an asymptotic ratio better than 2. However, some 
particular priority lists may certainly reduce the relative performance for a small number 
of processors. 
Another question is to extend this kind of algorithm to problems with no particular 
assumptions on the values of communication delays and processing times. Indeed, 
if infinitely many processors are available, then Papadimitriou and Yannakakis [5] 
developed an approximated algorithm with worst-case performance ratio 2. On the 
other hand, if duplication is not allowed, list-scheduling algorithms on m processors 
perform quite bad: the performance ratio is roughly about 2 + p, where p denotes the 
maximal ratio between communication delays and processing times. It is a challenging 
question to know whether a scheduling algorithm allowing duplication could have a 
performance ratio that does not depend on p. 
References 
[l] P. Chrttienne and C. Picouleau, Scheduling with communication delays: a survey, in: P. Chretienne, 
E.G. Coffman, J.K. Lenstra and Z. Liu, eds., Scheduling Theory and its Applications (Wiley, New York, 
1995) 65-89. 
[2] J.-Y. Colin and P. Chretienne, CPM scheduling with small communication delays and task duplication, 
Oper. Rex 39 (1991) 681-684. 
[3] R.L. Graham, Bounds on the performance of scheduling algorithms, in: E.G. Coffman Jr., ed., Computer 
and Job-Shop Scheduling Theory (Wiley, New York, 1976). 
[4] A. Munier and C. Hanen, An approximation algorithm for scheduling unitary tasks on m processors 
with communication delays, Internal Report LITP No. 12, Universite P. et M. Curie, Paris, France, 
1995. 
[5] C. Papadimitriou and M. Yannakakis, Towards an architecture independent analysis of parallel 
algorithms, SIAM J. Comput. 19 (1990) 322-328. 
[6] C. Picouleau, Two new NP-complete scheduling problems with communication delays and unlimited 
number of processors, Discrete Appl. Math. 60 (1995) 331-342. 
[7] V.J. Rayward-Smith, UET scheduling with unit interprocessor communication delays, Discrete Appl. 
Math. 18 (1987) 55-71. 
[8] B. Veltman, Multiprocessor scheduling with communication delays, Ph.D. Thesis, Department 
of Mathematics and Computing Science, Eindhoven University of Technology, Eindhoven, The 
Netherlands, 1993. 
[9] B. Veltman, B.J. Lageweg and J.K. Lenstra, Multiprocessor scheduling with communication delays, 
Parallel Comput. 16 (1990) 173-182. 
