OpenModelica is currently the most complete opensource Modelica-and FMI-based modeling, simulation, optimization, and model-based development environment.
Introduction
The OpenModelica environment was the first open source Modelica environment supporting the Modelica modeling language (Modelica Association 2017) . Its development started in 1997 resulting in the release of a flattening frontend for a core subset of Modelica 1.0 in 1998. After a pause of four years, the open source development resumed in 2002. An early version of OpenModelica is described in (Fritzson et al 2005) . Since then the capabilities of OpenModelica have expanded enormously. The Open Source Modelica Consortium which supports the longterm development of OpenModelica was created in 2007, initially with seven founding organizations. The scope and intensity of the open source development has gradually increased. At the time of this writing the consortium has fifty-three supporting organizational members. The long-term vision for OpenModelica is an integrated and modular modeling, simulation, modelbased development environment with additional capabilities such as optimization, sensitivity analysis, requirement verification, etc., which are described in the rest of this paper. The previous overview paper about OpenModelica was published 2005. The current paper intends to give a more up-to-date overview of the system and the vision and goals behind its development. This paper is organized as follows. Section 2 presents the idea of integrated environment, Section 3 the goals for OpenModelica, Section 4 an overview of the OpenModelica environment, Section 5 and its subsections give more details about OpenModelica and its subsystems, Section 6 presents related work and Section 7 the conclusions.
from the application area of modeling and simulation mentioned in the previous section.
The main idea of an integrated programming environment in general is that a number of programming support functions should be available within the same tool in a well-integrated way. This means that the functions should operate on the same data and program representations, exchange information when necessary, resulting in an environment that is both powerful and easy to use. An environment is interactive and incremental if it gives quick feedback, e.g., without recomputing everything from scratch, and maintains a dialogue with the user, including preserving the state of previous interactions with the user. Interactive environments are typically both more productive and more fun to use than non-interactive ones.
There are many things that one wants a programming environment to do for the programmer or modeler, particularly if it is interactive. Comprehensive software development environments are expected to provide support for the major development phases, such as:
 Requirements analysis  Design  Implementation  Maintenance A pure programming environment can be somewhat more restrictive and need not necessarily support early phases such as requirements analysis, but it is an advantage if such facilities are also included. The main point is to provide as much computer support as possible for different aspects of systems development, to free the developer from mundane tasks so that more time and effort can be spent on the essential issues. Our vision for an integrated interactive modeling and simulation environment is to fulfill essentially all the requirements for general integrated interactive environments combined with the specific needs for modeling and simulation environments, e.g.:
 Specification of requirements, expressed as documentation and/or mathematics  Design of the mathematical model  Symbolic transformations of the mathematical model  A uniform general language for model design, mathematics, and transformations  Automatic generation of efficient simulation code  Execution of simulations  Debugging of models  Design optimization  Evaluation and documentation of numerical experiments  Graphical presentation  Model and system structure parameterization  Variant and version handling, traceability
Goals for OpenModelica
The computational and simulation goals of the OpenModelica tool development include, but are not limited to, the following:
 This specification was developed in Operational Semantics, which still is the most popular and widely used semantics specification formalism in the programming language community. It was initially used as input for automatic generation of the Modelica translator implementations which are part of the OpenModelica environment. The RML compiler generation tool (our implementation of Operational Semantics) (Fritzson et al, 2009 ) was used for this task.
However, inspired by our vision of integrated interactive environments with self-specification of programs and data, and integrated modeling and simulation environments), in 2005 we designed and implemented an extension to Modelica called MetaModelica , (Fritzson, Pop, Sjölund, 2011) . This was done in order to support language modeling and specification (including modeling the language itself), in addition to the usual physical systems modeling applications of Modelica, as well as applications requiring combined symbolicnumeric capabilities. Modeling the semantics in itself was also inspired by functional languages such as Standard ML (Milner 1997), and OCaml (OCaml org, 2018) . Moreover, it was an investment into a future Modelica becoming a combined symbolic-numeric language such as Mathematica, but more efficient and statically strongly typed.
This language extension has a backwards-compatible Modelica-style syntax but was initially implemented on top of the RML compiler kernel. The declarative specification language primitives in RML with singleassignment pattern equations, possibly recursive case records (in MetaModelica called uniontypes) and match expressions, fit well into Modelica since it is a declarative equation-based language. In 2006 our whole formal specification of Modelica static and translational semantics, at that time about 50 000 lines, was automatically translated into MetaModelica. After that, all further development of the symbolic processing parts of the OpenModelica compiler (the run-time parts were mainly written in C), was done in MetaModelica.
At the same time we embarked on an effort to completely integrate the MetaModelica language extension into the Modelica language and the OpenModelica compiler. This would enable us to support both Modelica and MetaModelica by the same compiler. This would allow modeling the Modelica tool and the OpenModelica compiler using its own language.
This would get rid of the limitations of the RML compiler kernel and the need to support two compilers. Moreover, additional tools such as our Modelica debugger can be based on a single compiler.
Such an ability of a compiler to compile itself is called compiler bootstrapping. This development turned out to be more difficult and time-consuming than initially expected; moreover, developers were not available for a few years due resource limitations and other priorities. Finally, bootstrapping of the whole OpenModelica compiler was achieved in 2011. Two years later, in 2013, all our OpenModelica compiler development was shifted to the new bootstrapped compiler (Sjölund, Fritzson, Pop, 2014) , (Sjölund, 2015) , after automatic memory reclamation (garbage collection), separate compilation, and a new efficient debugger had been achieved for our new compiler platform.
More recently, we have had an effort to restructure and rewrite the frontend part of the OpenModelica compiler (OMC). The reasons were two-fold: to support the exact Modelica semantics required to simulate certain models even though the semantics at that time was not clearly specified by the Modelica language specification (Modelica Association 2017), and to achieve much higher compilation speed for large and complex models. This work turned out to more difficult than expected. Fortunately, recently, a lot of progress has been made and a release of a preliminary version of this new frontend as part of OMC now appears feasible late fall 2018.
The OpenModelica Environment
At the time of this writing, the interactive OpenModelica environment primarily consists of the following components and subsystems:
 (Danós et al, 2017) .  OMSysIdent. A parameter system identification module, using system identification vs measurement data to determine the best model parameter values for a certain model (OSMC 2018c).  MetaModelica language extension. This is used for modeling/specification of languages (including the Modelica language) and for Modelica programming of model transformations , (Fritzson, Pop, Sjölund, 2011) . Related to this, there are discussions in the Modelica Design group about possible extensions to the Modelica language that would enable definition some language constructs in a Modelica core library instead of being hardcoded in the compiler.  Parallelization and ParModelica language extension. ParModelica is used for explicit algorithmic parallel Modelica programming with compilation to both multi-core CPU platforms and GPGPU platforms (including NVIDIA). See Section 5.18.
OpenModelica Subsystems
The relationships between the main OpenModelica subsystems is depicted above in Figure 1 . Their functionality is briefly described in the following. 
OMC -The OpenModelica Model Compiler
OMC is the OpenModelica compiler which translates Modelica models into C/C++ code (or Java or C# code using experimental code generators), which is compiled and executed to perform simulations. The OpenModelica compiler is generated from formal specifications in RML (earlier) or MetaModelica (currently). At the time of this writing the OpenModelica compiler (OMC) is generated from a specification of about two hundred thousand lines of MetaModelica. Moreover, OMC is able to compile itself, i.e., it is bootstrapped.
OMEdit -the OpenModelica Graphic Model Editor and Simulator GUI
OMEdit is the OpenModelica graphic model editor (Figure 2 ), (Asghar et al, 2011) . In addition to graphic/textual model editing and browsing, it also provides model text editing, simulation, parameter update, debugging, and plotting capabilities. Using OMEdit to perform simulations and plotting simulation results is depicted in Figure 3 below. 
3D Animation and Visualization
The OpenModelica 3D animation and visualization is a built-in feature of OMEdit to animate based on 3D shapes defined by the MSL Muilti-Body library. It provides visualization of simulation results and animation of geometric primitives and CAD-files. There is also support for FMI-based visualization (Waurich and Weber, 2017) . 
The OpenModelica Algorithm Debugger
The OpenModelica algorithm debugger ( Figure 5 ), (Pop, 2008) , (Sjölund, 2015) is available for use either from OMEdit or from the MDT Eclipse plug-in. The debugger provides traditional debugging of the algorithmic part of Modelica, such as setting breakpoints, starting and stopping execution, singlestepping, inspecting and changing variables, inspecting all kinds of standard Modelica data structures as well as MetaModelica data structures such as trees and lists. 
The OpenModelica Equation Model
Debugger and Performance Analyzer
The OpenModelica equational model debugger ( Figure  6 ), (Pop, Sjölund, et al, 2014) , (Sjölund, 2015 
Run-time Solver Module and DAEMode
The OpenModelica execution and run-time solver module executes compiled binary code from translated models and functions. It includes numerical solvers as well as event handling facilities for the discrete and hybrid parts of the Modelica language. A recent extension of this module is the DAEMode used for solving very large models. This is part of an emerging trend in Modelica tools of handling largescale models, with hundreds of thousands or possibly millions of equations, (Casella, 2015) . OpenModelica has pioneered this field by introducing sparse solvers in the solution chain: KLU for linear algebraic equations, Kinsol for nonlinear algebraic equations, and IDA for causalized differential equations. It also introduced the direct use of IDA as differential-algebraic equation solver, skipping the traditional causalization step, which is computationally more efficient for certain classes of systems. The largest system handled so far is an electromechanical power system model with about 600.000 differential-algebraic equations, .
OMNotebook and DrModelica
OMNotebook (Figure 7 ) (Fernström et al, 2006 ) is a book-like interactive user interface to OpenModelica primarily intended for teaching and course material. 
OMWebbook -Interactive Web-based Editable and Executable Book
OMWebbook (Figure 8 ) (Moudgalya et al, 2017) , (Fritzson et al, 2018) , is an interactive web-based electronic book. This is similar to OMNotebook, but textual model editing and simulation is performed in a web-browser. Simulation is performed by a dedicated simulation server. Thus, the user need not install OpenModelica on a computer. Editing and simulation can even be done from smartphones or tablets. 
MDT Eclipse Plug-in
The MDT (Modelica Development Tooling) Eclipse plug-in (Figure 9 ) , (Pop 2008) , is an Eclipse-based textual development environment for Modelica and MetaModelica model development. It provides the usual facilities for software development such as browsing, building, cross referencing, syntax checking, and showing useful information such as types, function signatures, etc.
MDT is primarily used for development of medium to large scale Modelica projects, such as Modelica libraries written in standard Modelica and the OpenModelica compiler (currently containing more than 200 packages) written in MetaModelica. 
Python, Julia, and Matlab Scripting
Scripting APIs to OpenModelica is also provided for the languages Python (Python 2018), Julia (Julia org, 2018), and Matlab (MathWorks 2018), through the subsystems OMPython (Lie et al, 2016) , OMJulia and OMMatlab (OSMC 2018a) . This gives the user the possibility to use Modelica together with the rich set of facilities and libraries in these languages, e.g. for tasks such as control design and post processing of simulation results.
Spoken Tutorials for OpenModelica
A number of interactive audio-video based spoken tutorials (www.spoken-tutorial.org) have been developed which provide step-by-step teaching about how to use OpenModelica and develop simple models. (Moudgalya et al, 2017) . They are not part of the OpenModelica installer and system, but mentioned here since they provide important functionality to learn OpenModelica and Modelica.
OMSimulator -FMI-based Simulation and Composite Model Editor
OMSimulator, version 2.0, is an OpenModelica subsystem that provides efficient simulation and cosimulation of models in the (pre-compiled) FMI standard FMU (Functional Mockup Unit) form. Thus, models from non-Modelica tools compiled into FMUs can also be included and simulated. Furthermore, models that cannot be exported as FMUs can be integrated in a simulation using tool-to-tool cosimulation. This is provided via wrappers to models in tools such as ADAMS, Beast, Simulink, Hopsan, or cosimulation of FMUs with embedded solvers. The system can optionally be used with TLM (Transmission Line Modeling) connectors, which give numerically more stable co-simulation. The earlier version OMSimulator 1.0, was already available in OpenModelica 1.12.0 released 2017 (Fritzson, Braun, and Hartford, 2018) , (OSMC 2018b) , but in that version TLM-connectors were mandatory and pure FMI model-exchange based simulation was missing.
Moreover, OMSimulator contains a composite model editor integrated in OMEdit, that allows combining external models (FMUs, both model-exchanged and cosimulated ones) into new composite models.
This editor, an extension of OMEdit (Figure 10 ), also provides 3D visualization of connected mechanical model components which can be FMUs, Modelica models, etc., or co-simulated components. 3D animation of simulated FMUs is possible (right part of Figure 10 ). A composite model is saved as an XML file according to the SSP (Systems and Structure Parameterization) standard (Modelica Assocaition 2018), (OSMC 2018c).
Embedded System Support
OpenModelica provides code generation of real-time controllers from Modelica models, for small foot-print platforms such as Arduino boards. (Berger et al, 2017) , or in tools for RexRoth PLCs (Menager et al, 2014) .
One example of code generation to small targets is the Single board heating system (Figure 11 ) from IIT Bombay (Arora, Kannan Moudgalya, and Malewar, 2010) . It is used for teaching basic control theory, and usually controlled by a serial port (set fan value, read temperature, etc). OpenModelica can generate code targeting the ATmega16 on the board.
The program size is 4090 bytes including LCD driver and PID-controller (out of 16 kB flash memory available). The ATmega16 we target has 1 kB SRAM available for data (stack, heap, and global variables) . In this case, only 130 bytes is used for data variables. To simplify interfacing of low-level devices from Modelica, OpenModelica supports the Modelica_DeviceDrivers library (Thiele, Beutlich, Waurich, Sjölund, and Bellmann, 2017) , which is a free library for interfacing hardware drivers that is developed primarily for interactive real-time simulations. It is cross-platform (Windows and Linux). Using this library, modeling, parameterization and configuration can be done at a high level of abstraction using Modelica, avoiding the need for low level C programming.
Model-based Control, Synchronous
Modelica, and C++ Run-time
OpenModelica is one of the (currently) two Modelica tools that support synchronous Modelica (Modelica Association, 2017), implemented both on top of the OpenModelica C run-time and C++ run-time. This can be used for model-based control, using Modelica and FMI, (Franke et al, 2017) , and using the OpenModelica C++ run-time (Franke et al, 2015) .
ModelicaML Modelica-UML Profile and Eclipse Plug-in
ModelicaML (Figure 12 ), (Schamai, 2013) , (Schamai et al, 2014 ) is an Eclipse plug-in and Modelica-UML profile for the description of system architecture and system dynamic behavior. It is based on an extended subset of the OMG Unified Modeling Language (UML) as well as Modelica, and is designed for Modelica code generation from graphical models such as state machines and activity diagrams, supporting hardware/software co-modeling and system requirement verification against selected scenarios. The current prototype has not been updated recently and only works together with an old version of Eclipse. 
Requirement Verification
OpenModelica supports requirement verification using the vVDR approach (virtual Verification of Designs vs. Requirements), (Schamai, 2014<, Schamai et al, 2015 . It was first introduced in the ModelicaML Eclipse plugin mentioned previously, using a combination of UML and Modelica for requirement specification. Recently, a Modelica-only version of vVDR has been designed and implemented in OpenModelica, using requirement specification in Modelica, and a vVDR Modelica library Buffoni et al, 2017) .
It is a simulation-based approach that can be used to verify (Figure 13 ) different design alternatives against sets of requirements using different scenarios. The tool automatically generates verification models in Modelica, performs the simulations, compares the results, and generates a report about verification results. 
Design Optimization
Two forms of design optimization tool support are available with OpenModelica: a) the traditional parameter sweep static design optimization using many simulation runs, or b) direct dynamic optimization of a full trajectory. The first method is supported by the OMOptim tool (Figure 14) , (Thieriot et al, 2011) . The second approach, dynamic optimization ( Figure  15) , (Bachmann et al, 2012) , (Åkesson, 2008) , formulates an optimization problem directly on a whole trajectory which is divided into trajectory segments (Figure 15 , top) whose shapes are determined by coefficients which are initially not determined.
During the optimization process these coefficients are gradually assigned values which make the trajectory segments adjust shape and join into a single trajectory with a shape that optimizes the goal function under the constraints of fulfilling the model equations. Figure 15 (bottom) shows the relative speedup of performing dynamic optimization of a goal function for a small BatchReactor model using parallel versions of the dynamic optimization methods multiple shooting and multiple collocation running on a multi-core computer. Optimization algorithms from the Ipopt library (Wächter and Biegler, 2006) , are employed for part of the optimization mechanism. Figure 15 . Top: Dynamic optimization formulates the whole trajectory in terms of trajectory segments whose shapes are adjusted during optimization. Bottom: Relative speedups and computation times of the complete dynamic optimization process for the BatchReactor example model using parallel multiple shooting or multiple collocation in OpenModelica on 1, 2, 4, and 8 cores.
Parallelization and Multi-Core
Work on generating parallel code from Modelica models has been ongoing for OpenModelica during several years. Automatic extraction of task parallelism and automatic scheduling is one approach that has been investigated (Figure 16 ), (Aronsson 2006) , (Walther et al, 2014) . Another approach is the ParModelica language extension (Gebremedhin 2011) that allows generation of OpenCL code for data-parallel platforms such as the NVIDIA graphics cards. A third approach, which is now integrated with the above approaches is dynamic load balancing partly based on the running simulation. (Gebremedhin and Fritzson, 2017) . 
Related Work
Since OpenModelica is a Modelica environment it has of course been influenced by other Modelica tools. The most influential of these tools is Dymola (Elmqvist et al, 1996) , (Brück et al, 2002) , (Dassault Systèmes 2013), which was the first full-scale industrial-strength Modelica environment. Certain aspects have also been influenced by the MathModelica environment , later renamed and further developed to Wolfram System Modeler (Wolfram Research 2018) , InterLisp, Mathematica (Wolfram 2003) , and ObjectMath (Fritzson, et al, 1995) have influenced the design of OpenModelica as an integrated symbolic-numeric environment. Recently, the rapidly developing symbolic-numeric Julia language (Bezanson 2017) , (Julia org, 2018) has appeared, with similar goals as MetaModelica.
Conclusions
OpenModelica has been developed into a powerful open source tool suite for modeling, simulation, and modelbased development. Still some challenges are being worked on and remain to be addressed, for example very large models with several million equations. The debugger can be further improved to find additional kinds of numeric/symbolic errors. Integration aspects between tool functionalities can be further enhanced. Just-in-time compilation would improve the system's interactive properties. Two large recent OpenModelica efforts are the OMC new frontend development for 100% coverage and greatly enhanced compilation speed, and the OMSimulator tool for efficient largescale FMI-based simulation. Recently OMJulia has been introduced that provides OpenModelica access from Julia. More powerful integration options between Julia and OpenModelica are also being considered in order to benefit from the Julia libraries and infrastructure.
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