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Abstract—Thispaperinvestigatestheimpactoftraf-
ﬁc aggregation on the performance of routing algo-
rithms that incorporate trafﬁc information. The focus
is on two main issues. Firstly, we explore the relation-
ship between the average performance of the network
and the level of granularity at which trafﬁc can be as-
signed to routes. More speciﬁcally, we are interested
in how average network performance improves as the
ability of the routing protocol to split trafﬁc arbitrar-
ily across multiple paths increases. Secondly, we fo-
cus on the impact of trafﬁc aggregationon short-term
routing behavior. In particular, we explore the effects
of trafﬁc aggregation on trafﬁc variability, which di-
rectly affects short-term routing performance. Our
analysis is based on trafﬁc traces collected from an
operational network. The results of this study pro-
vide insights into the cost-performance trade-offs as-
sociated with deploying routing protocols that incor-
porate trafﬁc awareness.
Keywords—Routing,Networks,TrafﬁcEngineering,
Aggregation.
I. INTRODUCTION
As IP networks become the life-line of business and
commercial applications, the need for better service guar-
anteesand improvedperformance,are drivingthe deploy-
ment of service differentiation and trafﬁc engineering in
IP networks. Both typically involve data path and con-
trol path components. The data path relies on mecha-
nisms such packet classiﬁcation, schedulers, buffer man-
agement, etc., and is by now reasonably well understood
andstudied, e.g., see [16]fora recent survey,evenif there
is still much debate on issues such as scalability and the
level of guarantees that are needed. The control path of-
ten involvesthe use of signalling, e.g., [8], and extensions
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to routing protocols, e.g., [3]. In this paper, we focus on
routing, and in particular on evaluating the trade-off that
exists between the added complexity and cost of the ex-
tensions required to accommodate service differentiation
andtrafﬁcengineering,andtheperformancebeneﬁtsit af-
fords. We believe that such an understandingis important
to decide whether or not trafﬁc aware routing is worth
deploying.
Trafﬁc aware routing consists of protocols and algo-
rithms that incorporate in the computation of routes,
the knowledge of both available network resources, e.g.,
available link bandwidth, and trafﬁc requirements. The
goal is some optimization of network usage or service
guarantees. There have been many studies devoted to
the design and evaluation of trafﬁc aware routing algo-
rithms and protocols, and they can be broadly classiﬁed
in two categories. Those with a trafﬁc engineering fo-
cus, and those that target an on-demand model (see [11],
[25], [19], [6] for examples of the ﬁrst, and [10], [1], [2]
and [18] despite its title for examples of the second). In
bothsettings, itisassumedthatnetworktopologyandlink
capacities are known, and the two differ primarily in the
trafﬁc information available to routing. In the context of
trafﬁc engineering, the volume of trafﬁc between differ-
ent ingress and egress nodes1, i.e., a “trafﬁc matrix,” is
assumed known. Given this input, the goal of routing is
then to pre-compute a set of path and associated trafﬁc
assignments, so as to optimize some measure of overall
network performance, e.g., total network delay. In con-
trast, in an on-demandmodel,the inputto routingis in the
form of trafﬁc requests, i.e., requests for a certain amount
of bandwidth between given pairs of nodes, that are made
in an ongoingmanner. Routing is then responsible for the
on-line computation and selection of new paths for those
requests, and its goal is to “maximize” the trafﬁc carrying
ability of the network.
The focus of this paper is on the trafﬁc engineering us-
age of routing, when a trafﬁc matrix characterizing the
1An ingress node is a node at which trafﬁc ﬁrst enters the rout-
ing domain, e.g., a node adjacent to another routing domain or
one to which a customer site router is attached. Conversely, an
egress node is a node where trafﬁcexits the routing domain, e.g.,
to enter another domain or a customer site.2
bandwidth requirements between pairs of ingress-egress
nodes is assumed known2 and used to compute routes in
an attempt to optimize network performance. Our main
goal is to gain a better understanding of the cost-beneﬁt
trade-off associated with the use of routing for trafﬁc en-
gineering purposes. Two important components to the
cost of trafﬁc aware routing are: (1) matching trafﬁc to
routes (paths) so as to achieve “optimal” network perfor-
mance; (2) updating routes to accommodate variations in
trafﬁc patterns or intensity.
The ﬁrst component can be further broken down into
a trafﬁc classiﬁcation cost at the ingress router, and a for-
wardingstate cost inthe corenetwork. Thecostofingress
trafﬁc classiﬁcation depends on the granularity at which
trafﬁc needs to be split in order to achieve the route loads
that routingproduces. Thiscost growswith the numberof
classiﬁer entriesrequired. Theforwardingcost in the core
network grows with the number of distinct paths needed
to achieve “optimal” link loads. In particular, because
trafﬁc aware routing attempts to optimally distribute traf-
ﬁc over network links, it typically requires a larger num-
ber of routes than current IP routingprotocols that rely on
one or a small number3 of routes for each possible des-
tination (subnet). This difference is compounded in the
presence of route aggregation, i.e., as allowed by CIDR
preﬁxes [13], which further reduces the number of routes
that standard IP routing protocols require. In addition to
a greater number of forwarding entries in the core net-
work, trafﬁc aware routing also implies a more expen-
sive packet forwarding operation than the standard hop-
by-hop IP forwarding. Fortunately, a number of recent
developments,e.g., [9], [26] or [23], can help offset some
of those cost increases, and make trafﬁc aware routing a
more realistic alternative.
Theseadvancesnotwithstanding,minimizingthenum-
ber of forwarding entries required by trafﬁc aware rout-
ing remains an important criterion to keeping its cost low.
This is further motivated by the added cost associated
with installing forwarding state in routers, e.g., using sig-
nalling protocol extensions such as those speciﬁed in [5],
[17]. This cost grows with the frequency at which routes
needto be adjusted,as trafﬁc betweenpairsof ingressand
egress nodes changes. Speciﬁcally, routes are computed
based on a trafﬁc matrix that speciﬁes the volume of traf-
ﬁc between pairs of ingress and egress nodes. This trafﬁc
information is typically (see Section II) obtained by mea-
suring at ingress nodes the amount of trafﬁc headed to
various destinations. Implicit with any measurement is a
time period or set of periods over which the measurement
2How to acquire this information is discussed in Section II
3Even for protocols such as OSPF [21] that support multiple
equal cost paths for load balancing purposes, there is typically a
conﬁgured limit on this number.
is performed. Because trafﬁc patterns change, trafﬁc ma-
trices can also change from period to period. A different
trafﬁc matrix often translates into a different set of “op-
timal” paths, but frequently adjusting paths to track such
changes may not be feasible or desirable. In particular, it
temporarilydisruptstrafﬁc deliveryand requiresupdating
forwardingstate in all the affectedrouters. Asa result, the
frequency of such changes is best kept as low as possible.
Clearly, this must be weighedagainst the potentialperfor-
mance improvements that closely tracking optimal paths
affords, and gaining a better understanding of this trade-
off is a goal of this paper. To address the ﬁrst cost issue
regarding classiﬁcation and forwarding costs, we evalu-
ate the impact of trafﬁc granularity (deﬁned below) on
the performance of trafﬁc aware routing. To address the
second cost issue regarding the frequency of routing up-
dates, we study the inﬂuence of time granularity (deﬁned
below) on routing performance.
Trafﬁc granularity refers to the level of trafﬁc (and
route) aggregationthat constrains the load balancing abil-
ity of trafﬁc aware routing. Coarse granularity aggrega-
tion bundles trafﬁc into a small number of “streams” that
must then be routed individually. This constraint may af-
fect routingperformanceby limiting its ability to arbitrar-
ily split trafﬁc across paths to achieve optimal link loads.
In this paper, we use preﬁx masks of different lengths as
the basis for trafﬁc aggregation decisions, with each pre-
ﬁx length deﬁning, therefore,an associated level of trafﬁc
granularity. For example, a preﬁx length of “zero” rep-
resents the coarsest level of granularity, and aggregates
all the trafﬁc between a pair of ingress and egress routers
onto a single stream. Alternatively, a mask length of four
correspondsto a ﬁner granularity, where packets between
a pair of ingress and egress routers are assigned to differ-
ent streams based on the ﬁrst four bits of their destination
address.
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Fig. 1. Impact of trafﬁc granularity on link loads.
We provide a simple example that illustrates the rela-
tion between trafﬁc granularity and routing performance.
Consider the conﬁguration shown in Figure 1 with two
routers, R1 and R2, connected by two unit capacity paths.
The total trafﬁc between the two routers is also one unit.
From symmetry arguments, it is easy to see that optimal3
performance involves assigning half of the trafﬁc to each
path. However, because the trafﬁc arriving at router R1
is in the form of three individual streams,
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not possible to split the trafﬁc so as to optimally loadeach
path with a load of 0.5. Instead, the best stream assign-
ment ends up loading one path with 0.6 units of trafﬁc
and the other with 0.4 units. Thus another one our goals
is to quantify how “far” from optimal we end-up because
of the constraints that trafﬁc granularity imposes.
Time granularity, on the other hand, refers to the vari-
ations of trafﬁc intensity as a function of the duration of
measurement intervals. The magnitude of those ﬂuctua-
tions depends on both the length of the measurement pe-
riod and the granularity of the trafﬁc stream that is being
monitored. Our goal is to understand this relationship as
trafﬁc granularity changes, as well as investigate its im-
pact on routing performance, and in particular short term
performance,i.e., overshortertimeintervalsthantheones
used by routing to compute optimal routes.
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Fig. 2. Interactions Between Time and Trafﬁc Granular-
ity.
In Figure 2 we illustrate for three streams S1, S2, and
S3, the inﬂuence of time granularity as well as its inter-
action with trafﬁc granularity. If new routes are assigned
to each stream each time it experiences a major change
in bandwidth requirement, then it would be possible to
avoid overloading network links. However, as mentioned
earlier, performing frequent changes may not be feasi-
ble, and it is common that routes be assigned initially on
the basis of long term averages and kept unchanged for
some extended period of time. As a result, the short term
bandwidth variations of individual streams can translate
into periods of link overloads, especially when multiple
streams sharing the same path experiencea bandwidthin-
crease.
The interaction between trafﬁc and time granularity in
the context of trafﬁc aware routing is as follows. Routes
are typically computed on the basis of long term trafﬁc
averages, e.g., daily averages, that correspond to the fre-
quencyat which routescan be adjusted. Routing speciﬁes
a set of “optimal” paths and associated loads for trafﬁc
between each source and destination. Achieving those
optimal loads often calls for ﬁne grain splitting of traf-
ﬁc, in order to be able to properly distribute trafﬁc across
the differentpathsgeneratedby routing. However,requir-
ing such ﬁne trafﬁc granularity, besides incurring a high
classiﬁcation and possibly4 forwarding cost, can trans-
late into greater short term trafﬁc variability. This may
in turn increase the likelihood of transient link overloads
(or underloads), and therefore poorer short term perfor-
mance. Note that this will obviouslydepend on the extent
to which ﬁne granularity streams are assigned to different
paths, and this is one of the aspects we investigate. On the
otherhand,althoughusingcoarsertrafﬁc granularity,e.g.,
using supernets, may not allow us to optimally distribute
trafﬁc over links, it forces trafﬁc to remain aggregated.
This may then result in smaller short term trafﬁc ﬂuctua-
tions and, therefore, fewer periods of transient overload.
Understanding the extent to which these different pa-
rameters affect the trade-off between performance and
cost in the context of trafﬁc aware routing is the main
goal of this paper. Our approach is based on evaluat-
ing the performance of two heuristic5 routing algorithms
for “optimally” routing trafﬁc given certain granularity
constraints. We evaluate both short term and long term
performance as we vary trafﬁc granularity. In addition,
we also investigate the relation that exists between traf-
ﬁc granularity, i.e., the ingress classifying cost of trafﬁc
aware routing, and the number of distinct paths actually
required in the network, i.e., the forwarding cost of trafﬁc
aware routing.
There have been a number of previous studies devoted
to the design and evaluation of trafﬁc engineering pro-
tocols and algorithms [11], [25], [19], [6] in the context
of IP and MPLS networks that we assume here. How-
ever, none of these has focused on the interactions be-
tween time and trafﬁc granularity and their relation to
routing performance, as this paper does. Similarly, there
have beena numberof papersthat haveproposedcomput-
ing routes on the basis of trafﬁc matrix estimates. How-
ever, most of these proposals, many of which date back
to circuit-switched networks, e.g., see [15], [4] or [20] for
a more recent work, have been formulated in the context
of on-demand routing in loss networks, which represent
a different setting from the trafﬁc engineering application
weconsider. Inthecontextoftrafﬁcengineering,themost
relevant recent work regarding the computation of opti-
mal paths for a given trafﬁc matrix and under granularity
constraints is that of [22], which applies randomized al-
gorithm to this problem. As we shall see, this method is,
however, different from the heuristics we develop in Sec-
tion III.
4Multiple streams may be forwarded onto the same path, and
this is an aspect which we investigate further in the paper.
5We rely on heuristics as the problem of optimal routing under
splitting constraints is well known to be NP-hard, e.g., [14].4
The rest of this paper is structured as follows. In Sec-
tion II, we review the trafﬁc measurement procedures we
rely on to estimate the trafﬁc matrices used in the rest
of the paper. Section III focuses on the impact of traf-
ﬁc granularity on routing performance. It evaluates rout-
ing performance for different levels of trafﬁc granularity,
and compares it to the performance of an optimal algo-
rithm that operates without granularity constraints. Sec-
tion IV investigates how routing performance varies over
time as a function of trafﬁc granularity. In particular, it
explores how trafﬁc granularity affects the difference that
exists between short term and long term performance. Fi-
nally, Section V summarizesthe ﬁndings of the paper and
points out potential extensions.
II. TRAFFIC MEASUREMENT AND TRAFFIC MATRIX
GENERATION
The generationof trafﬁc matricesfor our studyis based
on several measurements taken within Sprint’s IP back-
bone network. SNMP databases provided us with infor-
mationon POPactivity andthe amountof data exchanged
between POPs. SNMP data is available as part of clas-
sic network management tools. The Sprint IP backbone
monitoring project [12] provided us with exhaustive traf-
ﬁc data from a single POP (that we will call the “moni-
tored POP”). This data consists of traces, gathered over
the duration of a given measurement interval, that contain
the ﬁrst 40 bytes of each IP packet captured on the ac-
cess links of the monitored POP. Note that this provides
us information on the size of the packet. In addition, each
IP packet in the trace is time-stamped using a globally
synchronized clock (GPS based). From this information,
we can determine the number of bytes headed to other
destinationsacross the Sprintnetworkduringany time in-
terval. This data forms the basis for determining (i) traf-
ﬁc intensities between the monitored POP and the other
206 POPs in the Sprint backbone (see [12] for a general
description of the overall topology and the internal archi-
tecture of a POP), and (ii) the variation of this trafﬁc on
different time scales and at different levels of granularity.
A trafﬁc matrix contains, for each pair of POPs in the
backbone, the amount of trafﬁc between these two POPs
(in each direction) at different levels of granularity. For
proprietary reasons, we cannot give the exact topology
of the backbone. Figure 3 represents the topology of a
classic 1st tier ISP backbone. A typical POP consists
of few core routers and of 10 to 20 access routers (see
[12] for details). Figure 4). A POP is fully redundant
(each link terminates to at least two core routers or to two
access routers). Access routers usually connect to core
6some POPS are represented by a single router in the topol-
ogy. We have 16 such routers in the topology. POPS behind a
router were aggregated as one entity
Fig. 3. Topology of a 1st tier ISP backbone.
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Fig. 4. Architecture of a POP.
routers via OC-12 links. Core routers are connected to
other POPs with OC-48 links. Sprint customers connect
to the IP network via the access routers. Peering points
are connected to both access and core routers.
We are interested in computing the intensity of a typi-
cal trafﬁc “stream” between two POPs at a given level of
trafﬁc granularity,where as mentionedearlier, granularity
refers to the level of aggregationused to determine which
packets are mappedonto a givenstream. Packets between
two POPs can be aggregated into streams according to
different criteria. For example, packets can be mapped to
streams based on their source and destination addresses,
port numbers and protocol numbers. This corresponds to
relatively ﬁne granularity streams. Alternatively, coarser
granularity streams can be obtained by aggregating pack-
ets on the basis of a common destination address preﬁx.
Furthermore,by using preﬁxmasksof differentlengths, it
is possible to vary the level of aggregationand, therefore,
stream granularity over a pre-determined range. We use
this approachin thepaperto evaluatetheimpactof stream
granularity on routing performance.
A. Measurement Methodology
Constructing a trafﬁc matrix requires generating esti-
mates for the total trafﬁc between each pair of POPs. We5
used both SNMP data and measurements from our mon-
itored POP, and we ﬁrst describe how we construct the
row in our trafﬁc matrix that corresponds to the moni-
tored POP. The ﬁrst step consists of identifying the set
of destinations addresses associated with the other POPs
in the network. For this purpose, we downloaded IBGP
tables from the monitored POP for the measurement in-
terval during which the trafﬁc traces were gathered. For
every packet in the trace, the egress POP was then iden-
tiﬁed using information in the IBGP table in conjunction
with detailed knowledge about the network topology.
For the results reported in the paper, the duration of
the measurement interval at the monitored POP was
8
0
0
minutes. As a result, a
8
0
0 minutes average represents
the coarsest time granularity for trafﬁc between the mon-
itored POP and other POPs in the network. Similarly, the
coarsest stream or trafﬁc granularity is achieved by ag-
gregating all the trafﬁc between two POPs, the monitored
POP and one of the 20 other POPs, into a single stream.
As mentionedearlier, ﬁner levelsofgranularityare gener-
ated by aggregating packets into streams based on desti-
nation address preﬁxes of variable lengths. We do this for
preﬁx lengths of 4, 6, and 8, in addition to the previously
mentioned preﬁx length of “zero” that corresponds to ag-
gregating all the trafﬁc between two POPs onto a single
stream. As the length of the address preﬁx used to ag-
gregate packets increases, so does the number of streams,
and conversely, trafﬁc granularity decreases.
We will explore in Section III how this decrease in
granularity, which gives routing more ﬂexibility in split-
ting trafﬁc by routing streams individually, affects rout-
ing performance. In order to carry out this investigation,
we measure the trafﬁc intensity of individual streams for
each level of granularity. In addition, we also measure
trafﬁc intensities for different time granularities, i.e., the
averagebandwidthofindividualstreamsismeasuredover
time intervals of different durations, namely 10, 30, and
60 and 800 minutes. Measuring the average bandwidth
of streams on different time scales enables us to iden-
tify short-term ﬂuctuations around longer-term averages.
For example,the eightyten-minuteestimates obtainedfor
each stream, show how the trafﬁc associated with a given
destination preﬁx varies around its 800 minutes average
during those eighty consecutive ten-minute measurement
intervals. Table 1 summarizes the result of this process,
and gives the typical number of streams and associated
trafﬁc intensities for each granularity level. The ﬁrst col-
umn indicates the granularity level in terms of the preﬁx
length used to aggregate packets onto streams. The sec-
ond column gives, for each granularity level, the range
of the number of streams from the monitored POP to the
other POPs. Finally, the third column gives the corre-
sponding ranges of 800-minute stream bandwidth aver-
granularity number of bandwidth
level streams ranges (Mbps)
p0 1 [1-14]
p4 [5-10] [0-8]
p6 [10-25] [0-4]
p8 [25-64] [0-4]
Table 1. Trafﬁc characteristics versus granularity
ages.
Morespeciﬁcally, thetrafﬁc matrix“row”obtainedasa
result of this process provides us with a set of bandwidth
estimates of the form
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ity streams; and
k
2
f
1
0
;
3
0
;
6
0
;
8
0
0
g identiﬁes the time
granularity at which trafﬁc is being measured. In partic-
ular,
B
1
0
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[
:
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] is itself a “matrix” of bandwidth estimates
for trafﬁc from the monitored POP to egress POP num-
ber 10. Each row in this matrix corresponds to a single
stream associated with all the packets heading towards
POP number 10 with the same 8-bit destination address
preﬁx. Each column of this matrix corresponds to one of
the eighty ten-minute bandwidth estimates. As a result,
B
1
0
1
0
;
8
[
5
;
2
2
] gives the average trafﬁc intensity in the 22nd
ten-minute monitoringinterval for stream number 5 asso-
ciated with an 8-bit destination address preﬁx for packets
from the monitored POP to POP number 10.
This completesthe process used to generate one row of
our
1
6
￿
1
6 trafﬁc matrix that corresponds to the moni-
tored POP. It still remains to ﬁll outthe other15 rows, and
we describe next how this was done. The basic approach
used was to combine coarse trafﬁc information obtained
for other POPs using SNMP, with the detailed structural
information provided by the measurements done at the
monitoring POP. As a simple check, we veriﬁed that this
approach and the SNMP data available at the monitored
POP were consistent with each other.
Additional details on this procedure are given in the
next section.
B. Populatingthe trafﬁc matrix at the highestgranularity
level
The ﬁrst step to populate the rest of the trafﬁc matrix
consisted of characterizing the ability of different POPs
to act as trafﬁc sources and sinks. In general, most of the
trafﬁc traversing the backbone is destined to Sprint cus-
tomers who are attached to the network at one of the 16
POPs. As a result, a POPs ability to act as a trafﬁc sink
is approximatelyproportionalto the number of customers
attached to it. Customers are of two types. Dialup cus-6
tomerssubscribetodialupnetworkswhichconnectstothe
POPs. Corporate customers usually have dedicated con-
nections(throughaccess routers)at variousPOPs. Hence,
the “customer weight” of a POP can be measured based
on the number of each type of customers attached to it.
Alternatively, the ability of a POP to source trafﬁc is
dominated by its external connections, i.e., the number of
peering links it has, as the bulk of the trafﬁc destined for
Sprint customers originates outside of Sprint’s network.
As a result, one can assume that the volume of trafﬁc
sourcedbyaPOPis proportionaltothenumberofpeering
points it has.
Based on the above reasoning, we characterize each
POP with a three-tuple
(
P
P
;
C
C
;
D
C
),w h e r e
P
P corre-
sponds to the number of peering points,
C
C corresponds
to the number of corporate customers and
D
C corre-
sponds to the number of dialup customers. Each of these
attributes can take one of three possible values HIGH,
MEDIUM and LOW. For example, a POP that receives
a large volume of trafﬁc from peer networks is assigned
the value HIGH for its
P
P attribute. Assignment of val-
ues to attributes is done in an approximate manner using
information about the network topology and SNMP data.
F o rag i v e np a i ro fP O P s
i and
j,t h e
L
E
V
E
L of trafﬁc
from
i to
j is approximated as
L
E
V
E
L
=
M
I
N
(
P
P
i
;
M
A
X
(
C
C
j
;
D
C
j
)
)
: (1)
The above equation states that the level of the volume
of trafﬁc between POPs
i and
j is based on the abil-
ity of POP
i to source trafﬁc, as expressed by
P
P
i,a n d
by the ability of POP
j to sink trafﬁc, as expressed by
M
A
X
(
C
C
j
;
D
C
j
). From this relation, we determine
the
L
E
V
E
L of trafﬁc between all pairs of POP to be
one of the three possible values HIGH, MEDIUM and
LOW. As mentioned earlier, this coarse-grained approxi-
mation of trafﬁc levels between POP pairs was found to
be reasonably consistent with SNMP data and the data
obtained from measurementsat the monitored POP. Once
the
L
E
V
E
L of a pair of POPs has been determined, it
is used to compute its
4
0-minute average trafﬁc they ex-
change. The scaling is done based on the data collected
at the monitored POP. As a result, a value of LOW is
mappedto a randomvalue in the range of
1
:
0
￿
5
:
0Mbps.
The values MEDIUM and HIGH are similarly mapped to
trafﬁc intensity values in the ranges
7
:
5
￿
1
5 Mbps and
2
0
￿
3
5 Mbps respectively.
C. Populating the trafﬁc matrix at lower granularity lev-
els
In order to populate the remainder of the pop-to-pop
trafﬁc matrices at ﬁner granularity levels, we use the
4
0-
minute averages generated as described in the previous
sections, and couple that information with the structural
information, i.e., number and intensity of streams at dif-
ferent levels of granularity, obtained from the monitored
POP. In other words, we replicate the stream structure of
the monitored POP to other POPs. This generalization
is supported by the fact that (i) the characteristics of the
trafﬁc in term of protocol types, packet size distribution,
and application type were found to very similar for each
POP reached from the monitoredPOP and (ii) the charac-
teristics of the trafﬁc appearsto be independentof the ob-
served POP (see http://www.caida.org for simi-
lar observations).
Based on this assumption, we then ﬁrst determine the
number of streams at the ﬁnest granularity (mask 8) for
all other pairs of POPs in the network. This is done by
drawing those numbers from a uniform distribution cre-
ated using the statistical data from the original trace. The
intensity of each stream is then selected in the following
fashion:
Do until streams have been assigned:
￿ Pick a source-destination pair randomly
￿ Pick a ﬂow from that source-destination pair randomly
￿ Perturbate the stream by a parameter
0
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7
5
￿
￿
￿
1
:
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￿ Cyclically shift the perturbed stream by a random
number
P
:
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￿
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￿
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Srepresentsthetime scale overwhichthe
trace was measured.
￿ Assign this stream to source-destination pair.
￿ Repeat till all streams have been assigned.
To maintain consistency across masks, trafﬁc matri-
ces for smaller preﬁx lengths, e.g., 6, were generated by
aggregating streams with longer preﬁx lengths, e.g., 8.
The number of longer preﬁx length streams that were ag-
gregated together is again determined by data from the
original trace. Speciﬁcally, the ranges of the number of
streams for preﬁx lengths of 4, 6, and 8 in the original
trace, are used to determine how many ﬁne granularity
streams need to be aggregated to form a coarser granular-
ity one. For example, when constructing a preﬁx length
6 stream, we select a number of preﬁx length 8 streams
randomly from a range based on the respective numbers
of streams of preﬁx lengths 6 and 8 in the original trace.
This process is repeated for each preﬁx length.
III. ONT H EIMPACT OF TRAFFIC GRANULARITY
In the context of trafﬁc engineering, the goal of traf-
ﬁc aware routing is to distribute network trafﬁc, so as
to optimize network performance, e.g., minimize average
network delay or maximum link load. In this work, we
use a delay-based“cost” functionthat relies on a standard
M/M/1 queueing delay expression (see [7, Sections 5.4 to
5.7]). Speciﬁcally, the cost function
C
(
￿
) on which we7
rely, is of the form
C
(
￿
)
=
S
￿
X
l
2
E
B
l
C
l
￿
B
l
; (2)
where
S corresponds to the average packet size,
￿ is the
average total trafﬁc offered to the network,
E is the set
of links in the network,
C
l are the link capacities, and
B
l are the average link loads achieved by routing. There
are obviously many other cost functions that are possible,
but in the context of trafﬁc engineering, minimizing the
delay experienced by user packets traversing the network
is a reasonable target. In addition, several other “typical”
cost functions, e.g., minimizing the maximum link load,
are known, e.g., [24] to yield results similar to those of a
minimum delay cost function. In the rest of the paper, we
limit ourselves to this speciﬁc cost function.
Optimal algorithms that can minimize the above cost
function are well known (e.g. see [7]). They take as input
a trafﬁc matrix that speciﬁes the average trafﬁc require-
ment foreach source-destinationpairs, wheresourcesand
destinations correspond to the different POPs in the net-
work, and produces and output in the form of a set of
paths (routes) for each source-destination pair, together
with the speciﬁcation of the fraction of trafﬁc for that
source-destination pair assigned to each path. The result-
ingset oflink loadsis suchthat the averagenetworkdelay
is minimized. However,as alluded to earlier, in practice it
is neither possible nor desirable to split trafﬁc arbitrarily
across paths in the network. As a result, the trafﬁc assign-
ment produced by the optimal algorithm is usually not
feasible. In particular, trafﬁc granularity constraints, e.g.,
as described in Section II, prevent the splitting of trafﬁc
from one stream across multiple paths. Recall that trafﬁc
granularity is normally caused by the coupling that exists
between the monitoring and measurement process from
which trafﬁc intensities are obtained, and the underlying
packet classiﬁer which selects packets. This classiﬁer can
operate at various levels of granularity, e.g., source ad-
dress, preﬁx mask, etc., which then determinethe number
and intensity of packet streams that can be routed indi-
vidually. Note that it is not a goal of this paper to design
classiﬁers capable of splitting trafﬁc into a speciﬁc num-
ber of streams. Instead, we want to gain a general under-
standing of the relation that exists between trafﬁc granu-
larity (number of streams) and routing performance. As
a result, we rely on a generic packet classiﬁcation crite-
ria, i.e., preﬁx masks of various lengths, as described in
Section II. Note that as shown in Table 1, this provides
for a rather broad range of trafﬁc streams and associated
average bandwidth. In that context, we explore the im-
pact of trafﬁc granularityon the achievablenetwork delay
by analyzingthe behaviorof two heuristics, which are de-
scribed in detail later in this section. Our goal is to com-
pare the performance of these two heuristics against that
of an optimal algorithm that operates without granularity
constraints.
A. Heuristic Routing Algorithms
Before proceeding with the evaluation of several can-
didate algorithms, we ﬁrst describe the general goals of
those algorithms more formally and introduce some use-
ful notation. Let a routing domain be described as a di-
rected graph
G
=
(
V
;
E
),w h e r e
V corresponds to the
set of vertices in the graph, i.e., the routers in the routing
domain, and
E is the set of edges, i.e., the set of links
connecting the routers.
N
=
j
V
j denotes the number of
vertices in the graph and
M
=
j
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j denotes the number
of edges. For each pair of nodes
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j identifying the trafﬁc streams between nodes
i
and node
j, and being monitored at node
i,w h e r e
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denotes the average trafﬁc intensity of the
k-th stream
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i and
j,
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j
2
S
i
;
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K such source
destination pairs. In terms of the methodology described
in Section II, the number of streams between two nodes
depends on the size of the preﬁxes used to group packet
headers,andthe averageintensityofa streamcorresponds
to its bandwidth requirements measured over the maxi-
mum measurement interval.
The two heuristics we describe next attempt to ap-
proach unconstrained, optimal performances, while ac-
countingfor the trafﬁc granularityconstraintsimposed by
the existence of individual streams. We use them to eval-
uate the impact of trafﬁc granularity on our ability to ap-
proach the performance of an optimal routing algorithm.
Note that our primary intent is not to demonstrate the su-
perior performance of one heuristic over the other, even
if one (heuristic 2) performs consistently better but at the
cost of a greater complexity. Instead, our main focus is
assessing the impact of trafﬁc granularity on routing per-
formance,and hence providemotivations, or lack thereof,
formovingtowardsﬁner granularityin thecontextoftraf-
ﬁc aware routing. As a result, the two heuristics we use,
were chosen as representative samples from a larger set
of heuristics which we evaluated. In particular, they are
based on rather differentapproachesto handlingthe gran-
ularity constraints introduced by individual streams, and
as a result should provide a reasonable coverage of how
trafﬁc granularity affects routing performance.
A.1 Heuristic 1
The ﬁrst heuristic is a simple greedy method that adds
streamsoneat atime,whileeachtimeselectingapaththat
minimizes delay. This heuristic is inspired from methods
used in an “on-demand” model of trafﬁc aware routing,
i.e., an environmentwhere requests are generateddynam-
ically and need to be routed one at at time. The main
variations for this ﬁrst heuristic are in terms of the order
in which individual streams are routed, e.g., in ascending,8
descending, or random orders in terms of their trafﬁc in-
tensity. Speciﬁcally, if
S
=
f
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j
g represents the set of
streams in the network, with
s
k
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;
j denoting the
k-th stream
between nodes
i and
j, the heuristic proceeds as follows:
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In the next section, we explore the performance of this
heuristic and evaluate its sensitivity to variations in the
number and trafﬁc intensity of the individual streams it
needs to route. A key feature of this ﬁrst heuristic is
that it is independentof any informationregardingthe ac-
tual trafﬁc offered between different nodes. This clearly
makesforgreatersimplicity,butalso pointsto a limitation
oftheapproach,asitdoesnotexploitkeyinformationthat
is available to the routing algorithm.
A.2 Heuristic 2
The second heuristic takes a different approach that at-
tempts to remedy the shortcoming we have just identiﬁed
in the ﬁrst one. Speciﬁcally, this heuristics takes into ac-
count the knowledgeof the total trafﬁc matrix, and in par-
ticular the output (set of paths and associated loads) gen-
erated by an optimal routing algorithm, i.e., an algorithm
that computes optimal paths and loads without consider-
ing the granularity constraints imposed by streams. The
motivation for using this information is that it represents
the best performance achievable. The goal of the heuris-
tic will then be to attempt to get as close as possible to the
performance of this unconstrained solution.
Theoptimalroutingproblemcanbe set upasa straight-
forward multi-commodity ﬂow problem of the form
m
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M is the ﬂow vector of each commodity
k
;
k
=
1
;
:
:
:
;
K.
A
2
R
N
￿
M is the arc-node inci-
dence matrix,
f
:
R
K
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N
!
R is the real valued cost
function of the network,
R
2
R
N
￿
K is the source-sink
matrix and
C
2
R
M is the capacity vector of the net-
work. The ﬁrst equation conserves the ﬂow between a
source and destination pair, while the second inequality
constrains ﬂow to not exceed the physical link capacity.
We used PPRN7 to solvethe abovemulti-commodityﬂow
problem.
The heuristic proceeds by assigning streams to (opti-
mal) paths in a manner that attempts to get as close as
possible to the link loads achieved by the optimal algo-
rithm. This relies on a two phase procedure. The ﬁrst
phase involves routing streams one-by-one, as in the ﬁrst
heuristic, but on a network with (ﬁctitious) link capacities
initially set equal to the desired optimal loads. As each
stream is added, it is routed on the path that yields the
minimum “delay” given the assumed link capacities. We
noticed, that frequently, because of the granularity of the
streams, the ’optimal’ path for a stream may have slightly
less capacity than required by the stream. Not assigning
the stream to the ’intended’ path leads to an avalanche ef-
fect, wherein, streams get blocked or routed on paths that
were ’meant’ for other streams and this effect multiplies
as we route other streams. Hence, we relax the capac-
ity constraint while routing over this network with ﬁcti-
tious link capacities, by allowing a stream to be routed if
it does not exceed the capacity of any link on that path
by more than a factor of
(
1
+
￿
) . The parameter
￿ con-
trols the amount by which the link constraint is violated.
In practice we found
0
:
1
￿
￿
￿
0
:
5 to work reasonably
well. The secondphase accountsfor the fact that, because
of trafﬁc granularity, it is unlikely that the ﬁrst step will
succeed in routing all streams even after relaxing the link
constraints by
￿. In other words, because optimal loads
are almost surely not feasible given the granularity con-
straints, the ﬁctitious capacities of some links will typ-
ically be exceeded before all streams have been routed.
Any stream for which no feasible8 path is found during
the ﬁrst phase, is set aside and routed in the second phase.
7the PPRN package (http://www-eio.upc.es
/
~ jcastro/pprn.html) was developed at the Statistics
and Operations Research Dept. at Universitat Politecnica de
Catalunya, Barcelona, Spain, by Jordi Castro and Narcs Nabona
for solving multi-commodity network ﬂow problems with linear
and non-linear cost functions.
8Note that feasibility is only in the context of the ﬁctitious9
This second phase simply consists of routing the streams
that were left-over from phase one using a standard min-
imum delay algorithm, but using now the actual link ca-
pacities together with the link loads that resulted from the
ﬁrst phase. To summarize, this second heuristic proceeds
as follows:
Phase 1
1. Run optimum routing algorithm, ignoring trafﬁc
granularity constraints;
For each pair of nodes
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j, this gener-
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P
i
;
j of optimal paths together with correspond-
ing optimal link loads
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2. As for the ﬁrst heuristic, we generate next an ordered
set of streams
S
0 from the initial set
S, i.e.,
S
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0, where as before the ordering function
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one of three choices, ascending, descending, or random.
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Note that in order to allow the bandwidth allocation
B
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l to
exceed the link capacity
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l, we set inﬁnite and negative
costs to a “large” positive value.
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Note that we still limit our search to the set of paths orig-
inally generated by the optimal (unconstrained) routing
algorithm.
link capacities, and a feasible path can typically be found when
using the real link capacities.
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As mentioned,the main differencebetween thissecond
heuristic and the ﬁrst one, is that it attempts to use the
results of the optimal,unconstrainedroutingas guidelines
when assigning streams to paths.
B. Performance Evaluation
In this section, we investigate the impact of trafﬁc
granularity on routing performance, where performance
is measured in terms of the total network average delay
computed using the long-term average load. First, we
compare the performance of the two heuristics against
the optimal routing algorithm, while assuming the ﬁnest
granularity available from our trafﬁc measurements. i.e.,
the use of an address preﬁx mask of length 8. This pro-
vides some insight on both the general impact of ﬂow
granularity,albeita relativelyﬁne one,andthedifferences
that exist between heuristics that incorporate knowledge
of the trafﬁc matrix (Heuristic 2) and those that don’t
(Heuristic 1). Second, we study more carefully the im-
pact of the granularity of ﬂows on the performance of the
network. Unless speciﬁed, the stream ordering used for
both the heuristics was in decreasing fashion, i.e., larger
streams were routed ﬁrst.
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Fig. 5. Optimal Routing vs Routing Under Granularity
Constraints.
In order to compare the performance of the heuristics,
we used a suitably sized version of the Sprint Topology,
and scaled the intensity of a randomly selected set of
source-destinationpairs in the Trafﬁc Matrix to create hot
spots. We show the performanceof the two heuristics and
of the optimal routing algorithm in Figure 5. Note that
while the two heuristics were constrained to routing indi-
vidually streams generatedfrom length 8 preﬁxes, the op-
timalalgorithmdidnotfollowanysuchconstraint. As can
be seen, Heuristic 2 outperforms Heuristic 1 and closely
follows the optimal till the ’knee’, thereafter the granu-10
larity of the streams forces a different sub-optimum allo-
cation. This illustrates the fact that using the information
available from the trafﬁc matrix remains important, even
when the presence of granularity constraints makes it dif-
ﬁcult to take full advantage of this information. In what
follows, we explore further the impact that trafﬁc granu-
larity has on routing performance. For that purpose, we
limit ourselves to Heuristic 1 as it is simpler than Heuris-
tic 2 and should still capture general trends.
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Fig. 6. On the Impact of Trafﬁc Granularity. Delay com-
puted for long term average load
We start this comparison by using the different levels
of trafﬁc granularitiesgeneratedfromour trafﬁc measure-
ments. Speciﬁcally,trafﬁccanbeaggregatedontostreams
using preﬁx of lengths 0, 4, 6, or 8, which, as shown in
Table 1, translate into average number of streams rang-
ing from 1 (preﬁx length of 0) to
6
4 (preﬁx length of
8). Clearly, one can expect a larger number of streams
to result in better performance, as it gives routing more
ﬂexibility in assigning trafﬁc to paths. The aspect we
want to exploreis the evolutionof routingperformanceas
the number of streams varies, i.e., what is the magnitude
of performance improvements as the number of streams
varies. We proceeded to do so, by computing the average
delay averaged over 30 trafﬁc matrices for each granular-
ity level, each of which was routed on 10 networks with
the same topology but increasing capacities (decreasing
loads). The results are plotted in Figure 6, which shows
the average network wide delay as a function of network
sizing. We immediately see that a large fraction of the
performance gain is achieved when going from a preﬁx
length of 0 to one of 4, and subsequent improvementsare
much more modest. This stands to reason, since the num-
Granularity Average No. of Max. No. of
Distinct Paths Distinct Paths
Mask 0 (
p
0) 1 1
Mask 4 (
p
4) 2 7
Mask 6 (
p
6) 2.3 12
Mask 8 (
p
8) 2.5 16
Table 2. Statistics forthe numberof distinct paths used at
each granularity level for topology 1 (Most Heavily
Loaded)
berofpathsthroughthenetworkislimited,so thatbeyond
a certain level, additional streams are still routed over the
same set of paths. We justify this claim by providing,
in Table 2, statistics regarding the actual number of dis-
tinct paths used for each granularity level. We notice that
the average number of paths used doubles from Mask 0
to Mask 4, but increases slowly thereafter indicating the
limited availability of paths for all the source-destination
pairs. We also note that the improvement in performance
decreases rapidly as we increase the capacity of the net-
work, which is not unexpected.
IV. ONT H EIMPACT OF TIME GRANULARITY
The purpose of this section is to explore another di-
mension of how performance is affected by the granular-
ity at which routing is performed. Speciﬁcally, we saw
in Section III that ﬁner granularity leads to a lower aver-
age load on the links, which translates into lower average
delay, that is, better long term performance. However,
performance measured over ﬁner time scales can be sig-
niﬁcantly different. The trafﬁc, and hence link loads mea-
sured at ﬁner time scales ﬂuctuate around the long term
average values. This combined with the non-linear nature
of the delay function can result in signiﬁcantly different
performanceascomparedtothatobtainedusinglongterm
average load.
To see this consider a simple example of a single link
with capacity
C. Let the long term average load on the
link be
￿
￿. Let the deviationof load fromthe averagevalue
be
￿
k in time slot
k. The long-termaverageperformance,
which is the delay resulting from the long term average
load is simply
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where we have used a second order appromixation for
purposes of simplicity . Now, if we look at the average
of the delay measured over ﬁner time scales, we obtain
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where we have again used a second order approximation
for simplicity. If we nowcomparethe averageof the short
term delay with the delay of long term average load (5),
we note that the second momentof the deviation from the
meanload playsa key rolein determiningthe delay. If the
trafﬁc has high variability, it may result in a much higher
delay over smaller time scales as compared to the long
term delay. Hence, both the mean load and the variability
of the trafﬁc determine how routing performance, mea-
sured over short time intervals (10 minutes), differs from
its expected value based on the long term average load
(800 minutes). The goal of this section is to shed some
light onhow these differentfactors interactand ultimately
affect routing performance. Especially since, as we show
in the next sub-section, splitting trafﬁc into ﬁner streams
increases their variability. This can potentially offset the
advantage of a lower operating link load, and result in a
higher delay over smaller time scales as compared to that
obtained with coarser granularity streams.
A. Evaluating the Impact of Time Variability
In order to investigate this potential trade-off, i.e., be-
tween improved average performance and greater trafﬁc
variability, we ﬁrst proceed to evaluate how trafﬁc granu-
larity affects its variability. In order to measure this, we
compute the coefﬁcient of variation of the trafﬁc intensity
of individual streams for different levels of granularity.
The coefﬁcient of variation per stream is computed over
the 80 10-minute-interval measurements. This provides
an indication of the trafﬁc variability that exists, when
considering10-minuteintervalsand splittingtrafﬁcat dif-
ferent levels of granularity. The results are summarized
in Figure 7, which clearly indicates that as the number of
streams increases, i.e., from Mask
0(
p
0) to Mask
8 (
p
8),
so does the variability of individual streams.
This implies that the potential beneﬁts of improved av-
erage performance may be offset by the impact of this
greater stream variability, if it also translates into greater
variability at the link level, i.e., after streams have been
assigned to paths. In other words, although average link
loads and, therefore, cost will be lower, short term link
load variations need not be, and could even be larger,
which may adversely affect network performance. In or-
der to asses the relative effect of these two competingfac-
tors, we evaluatedthe network delay averagedover all the
80 10-minute measurement intervals, for 30 trafﬁc matri-
ces routed over the 10 networks used in Figure 6. The
results are shown in Figure 8.
From comparing Figure 8 with Figure 6, we immedi-
ately observe that the beneﬁts of lower average link loads
and, therefore, delay, do not always translate into visi-
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Fig. 8. Delay averaged over time slots .
bly better performancewhen time variability is taken into
account. The ﬁgure shows the delay, averaged over the
80 10-minute time slots, for the different levels of trafﬁc
granularity under consideration, i.e., masks 0, 4,6, and 8.
The ﬁgure clearly shows that when routing is limited to a
single stream (mask 0), performance is poor even on the
shorter 10-minute time scale. This is because although
link trafﬁc may exhibit smaller short term load varia-
tions, the higher average link loads amplify those varia-
tions when it comes to delay becuase of the non-linear
nature of the curve. As trafﬁc granularity decreases, i.e.,
to masks 4 or 6, we observe that the resulting lower av-
erage link loads manage to also improve short term per-
formance. This is because, despite the potentially larger
short term trafﬁc ﬂuctuations, the lower overall average
link loads sufﬁciently dampen the impact of those vari-
ations on short term delay. However, this improvement
does not readily extend as trafﬁc granularity decreases
further. Speciﬁcally, we see that routing using mask 8
streams often results in worse average short term delays
than when masks 4 or 6 are used. This is because, as seen
from Figure 6, the improvementin average link loads that
mask 8 streams afford, is marginal compared to what is
achievable with mask 4 or 6. On the other hand, mask 8
streams exhibit higher short term trafﬁc ﬂuctuations that
result in degraded average short term delays. Hence the
higher short term variability more than offsets any advan-
tage of the lower average link loads. Note that this be-
havior is observed even though, as shown in Table 2, the
number of paths used with mask 8 is similar to what is
used with masks 4 and 6. This indicates that although
the number of paths is similar, the assignment of trafﬁc
(streams) to them is different.12
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Fig. 7. Relation between Trafﬁc Variability and Stream Granularity.
The ﬁndings of Figure 8 conﬁrm the existence of a
trade-off between short-term and long-term performance,
and the use of ﬁne trafﬁc granularity to achieve lower av-
erage link loads. The ﬁgure suggests using the coarsest
possible trafﬁc granularity that achieves a “signiﬁcant”
decrease in average link loads, e.g., a mask of 4 in the
current environment. Further reductions in trafﬁc granu-
larity result in only minor improvementsin average loads,
and the greater short term trafﬁc variability they induce
often becomes the dominant effect, worsening short term
performance.
V. CONCLUSION
We have investigateda newaspect of trafﬁcaware rout-
ing in IP networks. Speciﬁcally, we explored the impact
of trafﬁc and time granularity on routing performance.
Our performance measure was based on a traditional de-
lay based cost function, but we expect comparable ﬁnd-
ings with other cost functions. The investigation was car-
ried out using actual trafﬁc and ﬂow data collected on the
Sprint operational Internet backbone.
One of our goals was to assess the relation that exists
between routingperformanceand routing’s ability to split
trafﬁc across paths at different levels of granularity. The
method used in the paper to generate different levels of
trafﬁc granularity was to apply masks of different sizes to13
the destination IP address of packets. This was meant for
illustration purposes as it provided a systematic way of
varying trafﬁc granularity; however, it is also meaningful
to operators as it gives a general sense of blocks of cus-
tomers that belong to the same subnet. We plan to extend
this to other ﬁelds and combination of ﬁelds in the packet
header, to study how different classiﬁcation methods af-
fect the relation between trafﬁc granularity and variabil-
ity. Ideally,we would like a classiﬁcation schemethat lets
us achieve ﬁne granularity without signiﬁcantly increas-
ing variability. In particular, we investigated the trade-
off that exists between improving long term performance
by ﬁner splitting of trafﬁc across paths, and the potential
degradation of short term performance that greater trafﬁc
variability can induce.
The main contributions of the paper consist of: (1)
identifying the impact of trafﬁc granularity on routing
performance, and in particular establishing that the bulk
of the improvementoccurswith a relatively small number
of streams; (2) designing and evaluating a routing heuris-
tic (Heuristic 2) that approximates the performance of
“optimal” routing reasonably well, while taking the con-
straints of trafﬁc granularity into account; (3) observing
that while ﬁner granularity routing improvedaverage per-
formance, this did not always carry over to smaller time
scales, as the greater variability of ﬁner grain trafﬁc often
offset most of the resulting performance improvements.
We believe that the ﬁndings of the paper provide initial
guidelines for deploying trafﬁc aware routing, i.e., most
of the beneﬁts can be achieved using a small number of
paths and relatively coarse trafﬁc splitting. Furthermore,
ﬁner grain optimization may turn out to be detrimental
to short term performance. This being said, we believe
that ﬁnergrainroutinghasthe potentialto offeradditional
performance improvements, provided that the splitting of
trafﬁc can be done without signiﬁcantly increasing trafﬁc
variability. We intend to design and evaluate new aggre-
gation heuristics that directly incorporate both trafﬁc and
time granularities, in order to achieve those performance
improvements. We are collecting more data from differ-
ent POPs and will use them in this investigation.
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