Abstract. In this effort we investigate the behavior of a model derived from homogenization theory as the model solution in parameter estimation procedures for simulated data for heat flow in a porous medium. We consider data simulated from a model on a perforated domain with isotropic flow and data simulated from a model on a homogeneous domain with anisotropic flow. We report on both ordinary and generalized least squares parameter estimation procedures.
Introduction
Nondestructive evaluation is often used to identify damage in structures, including components of aircraft, spacecraft, automobiles, trains and piping, as they age beyond their design life (though there are many other uses, see [17] ). Many nondestructive evaluation techniques (acoustic, eddy-current, etc) detect and characterize damages through differences in observed physical parameters, requiring sophisticated parameter estimation procedures. In thermal nondestructive evaluation, damage is often detected and characterized through differences in the observed thermal diffusivity. Nondestructive evaluation has been developed in most cases for homogeneous materials. However many structures of current interest contain components of composite materials which are manufactured with a nontrivial amount of porosity. In [1] , we considered modeling the flow of heat through porous samples by use of solutions of a heat equation on a randomly perforated domain. As noted, this model was too computationally intensive for direct use in parameter estimation or inverse problem techniques. We thus considered an approximation for a heat equation on a perforated domain which was derived through
Mathematical model
Before formulating a class of inverse problems, we consider several models for the forward problem. We first summarize a method developed in [1] for modeling the flash heat experiment on a porous domain. We consider a randomly perforated domain O , where the homogeneous, non perforated domain O is an L 1 L 2 rectangle (L 1 is the length in the horizontal direction). As convention, we take spatial coordinates .x; y/, where x is the horizontal coordinate and y is the vertical coordinate. We assume n r randomly placed pores i with boundaries @ i for i D 1; 2; : : : ; n r , which are generated using methods described in [1, 2, 19] . We assume that these pores do not intersect with each other nor the boundaries of O . The perforated domain is given by O n S n r iD1 i . The four boundaries of O which are also the four exterior boundaries of are denoted ! i for i D 1; 2; 3; 4 (as depicted in Figure 2 .1). We model the flash heat experiment which approximates an experiment where the bottom boundary ! 4 D ¹.x; y/ j x 2 OE0; L 1 ; y D 0º is heated by a flash heat source [16] . Throughout this document, we will refer to ! 4 as the source boundary. We model the dynamics of the flash heat experiment on with the partial differential equation where˛is the thermal diffusivity of the material , corresponds to loss in the direction orthogonal to the domain (the z direction) and corresponds to loss on the boundary of the rectangle O . The flash heat input is modeled by the term S f I OE0;t s .t / where I OE0;t s .t / D´1 for t t s ; 0 for t > t s :
There are a number of difficulties associated with using (2.1) as a model when carrying out inverse problems. The computational time associated with solving the forward problem (2.1) for u rand on a time interval of interest in the flash heat experiments is roughly two minutes. This is prohibitively long for use in the inverse problems as well as in some simulation applications of the forward model. Beyond the computational intensity associated with solving (2.1), the random geometry of thin porous samples (which we model as ) is not precisely known for the nondestructive evaluation (NDE) applications of interest and thus we cannot assume that is known a priori.
In [2] , we discussed the approximation of the heat equation on the random domain with results derived from homogenization theory (see [2, [8] [9] [10] [11] [12] and the references therein for details). Using the results of homogenization theory, we obtain the limit system 8 < :
where p V is the proportion of O occupied by (p V D area of area of O ) and A 0 is the 2 2 homogenized matrix which can be readily calculated using methods described in [2] . On the boundaries we use the notation
is the exterior unit normal vector. The action of A 0 is to approximate the isotropic flow through the random domain around the perforations i with anisotropic flow through the homogeneous rectangle O . For more discussion of this aspect of our homogenization approximation, see [2] . Specifically, under reasonable assumptions, one has in particular the following convergences as n r ! 1:
where e denotes the zero extension of a function defined on to all of O , and is the linear trace operator W L 2 .0;
Moreover (for more details see [14] ), a corrector result also shows that 8 <
:
where C is the corrector matrix associated to the elliptic problem corresponding to (2.1). Actually one also has error estimates of the type
Based on this and on the convergences (2.3), (2.4), we propose to use U , the solution of (2.2), as a model solution in the ordinary least squares estimation (OLS) procedures with simulated data generated using U with added absolute random error and with simulated data generated using u rand (the solution of (2.1)) again with added absolute random error in Section 3. In Section 4, we use U as a model solution in the generalized least squares (GLS) estimation procedures with simulated data generated using U with added relative random error and with simulated data generated using u rand with added relative random error.
Ordinary least squares
We assume a statistical model which describes data with random error that has zero mean, is independent and has constant variance. We discuss the OLS parameter estimation procedure in general and then go on to present results from carrying out the OLS parameter estimation procedure on the two different forms of simulated data in Section 3.1.
We consider the full parameter set D .;˛; /, and subsets D . ;˛/ (corresponding to the assumption that the boundary loss parameter is known) and D .˛ ; / (corresponding to the assumption that the parameter that models loss in the orthogonal direction is known). Having introduced the three parameter sets of interest, we will use without loss of generality the notation # to represent any one of the three parameter sets , and .
Full state observation is rare, especially when the set of states is continuous (for our problem E x 2 O ). Often, when one performs thermal nondestructive evaluation, data is given by the output of an IR camera on the boundary ! 4 . To model the resulting pixels, we define observation operators
Thus C i yields the average value of functions along intervals of length`starting at x D x i on ! 4 (the source boundary as well as the observation boundary). We suppose the "perfectly resolved" data is given by
is the "true" parameter value. We will denote m spatial nodes ¹x i º D ¹x 1 ; x 2 ; : : : ; x m º and n temporal nodes ¹t j º D ¹t 1 ; t 2 ; : : : ; t n º:
The statistical assumptions that underlie the OLS parameter estimation procedure corresponding to this observation process is then that data are given by realizations of the random process Y ij which is defined as
where E ij is a random variable that satisfies equations (3.3) below. The random variable (random error) E ij is further assumed to have zero mean, be independent and have constant variance. More precisely, we assume
It is important to emphasize that Y ij is a random variable with realizations y ij . The realization y ij would correspond to observed data. In order to obtain the parameter estimate O # , we must minimize the OLS cost functional
So for each data set ¹y ij º, the parameter estimate is given by
where ‚ # is an admissible parameter set. The variance estimate is then given by
where p is the number of parameters; thus
Data collection nodes can be selected in many sophisticated ways such as by using SE-optimal design, E-optimal design, D-optimal and c-optimal design methods (see [7] and references therein). However, this is not the focus of our current efforts so we will simply examine the traditional sensitivity functions to select data collections nodes. For each parameter # k in the parameter set # , the associated traditional sensitivity function (the sensitivity of the model solution with respect to
corresponds to the sensitivity of the solution with respect to the kth parameter. In places where the sensitivity V # k is zero, one cannot obtain any information about the kth parameter. However, sensitivity information must be used with care in design of inverse problems [5] . For example, the information is local in nature (i.e., depends on the values # at which the derivatives are evaluated) and moreover, one should not exclusively choose nodes in the regions of the highest sensitivity.
We examined the output sensitivity functions There is often more measurement error during flash-heating so we take many times just after the end of flash heating ¹0:6 C 1 120 ; 0:6 C 2 120 ; : : : ; 0:6 C 7 120 º to gain information about the parameter˛. The sensitivities to and are depicted in Figure 3 .1 (b) and go to zero much more slowly than V˛. We take times ¹20; 40; : : : ; 140º to gain information about the parameters and . We note that in Figure 3 .1 (b) the sensitivity with respect to is less than the sensitivity with respect to . This suggests that there could be problems estimating ; we will further discuss the well-posedness of estimating in Section 3.1.
Using the sensitivity matrix with entries
we may use asymptotic distribution results (see [4] ) to calculate the estimated covariance matrix
and the estimated standard error for the kth parameter
(3.10)
Simulated ordinary least squares data
We would like to consider data motivated by (2.1) because we suspect that this model will generate solutions that resemble experimental data. We cannot, however, use (2.1) as a model solution in the OLS cost functional (3.4) because the random geometry in (2.1) is not a priori knowledge in most thermal nondestructive evaluation applications. On the other hand we observe that U ij . / of (2.2) depends on p V , the porosity ration for which reasonable a priori estimates are available. Thus we are concerned with the behavior of U ij . / as a model solution in the inverse problem with data motivated by u rand . It is not simple to ensure that the OLS assumptions (i.e., model independent constant variance errors that are iid as in (3.3)) are satisfied even in the most straight forward cases because relations between parameters can cause violations in the OLS assumptions. For instance, the estimation of is ill-posed. In the partial differential equation (2.2) 
where Q I OE0;t s .t / D e t I OE0;t s .t /. This means that if we rewrite the cost functional in (3.4) as
we can see that the cost functional J. / in (3.12) where U.t j ; I / is the solution of (2.2) can equivalently be written as the weighted least squares
and an equivalent OLS formulation for Z would drop the weight terms e 2 t j . Here Z. / is the solution of (3.11) and d ij is the observed data. This implies that by including in the inverse problem formulation, any noise in the data might be amplified. This will also cause model dependence in the error in d ij which violates the error assumptions of (3.3) in the corresponding OLS formulation. This is evidence that the parameter plays a very different role in the estimation problems when compared to that of either˛or , and along with the sensitivity results of Figure 3 .1, suggests an additional level of ill-posedness in estimating that is not present in problems where is held fixed.
Because of the subtlety in verifying the OLS error assumptions (3.3) directly, we will compare data simulated using the solution of (2.2) with data simulated using the solution of (2.1). We simulate data motivated by OLS assumptions and the solution of (2.2) with the random process
where B ij is a random variable which follows a standard normal distribution or B ij N .0; 1/. We consider two sets of spatial nodes, namely ¹x i º D ¹0; 0:57º and ¹x i º D ¹0; 0:57; 1:14º. We simulate data motivated by the OLS error assumptions (3.3) and the solution of (2.1) with the random process Figure 3.3 (a) , we see that the uncertainty associated with the estimate Ǫ is larger than the uncertainty associated with the estimates Ǫ and Ǫ . It also appears that the ratio SE. Ǫ # /= Ǫ # varies linearly with . These observations are valid for the ratios depicted in Figure 3.3 (b) , as well. The similarities in We also considered the parameter . , there does not appear to be a significant difference in using data generated by (3.14) versus data generated by (3.15) Summarizing, we found for the inverse problems with three sensor points on the boundary that estimation of˛, the thermal diffusivity of the material in , leads to relatively well-posed (with respect to the parameter itself and as well as the relative error associated with the parameter) problem. On the other hand, estimation of , the loss in the direction orthogonal to the domain (the z direction), is ill-posed. Moreover, the "average" behavior of the relative error estimates of and˛appear to be linear with respect to noise level , while the relative error estimates of and appear to vary more in the different realizations as increases. Figures 3.9 (a) and (b) , respectively. In both figures, it appears that the ratio SE. Ǫ/= Ǫ is larger than the ratios SE. Ǫ /= Ǫ and SE. Ǫ /= Ǫ . It also appears that the relationship between the ratios SE. Ǫ # /= Ǫ # and is linear as we observed in Figures 3.3 (a) and (b) as well. This suggests that for the temporal and spatial nodes that we are considering estimating˛is well-posed and there is little difference between using realizations of D rand ij . / and D ij . / in the estimation of the parameter˛and the estimation of the uncertainty associated with˛.
In Figure 3 .7 (a) which indicates that sparsity of spatial collection nodes affects the uncertainty associated with the parameter estimates O # . Summarizing again we found for most examples, there does not appear to be a significant difference in using three nodes versus two nodes of data in the inverse problem performance. However, for ¹x i º D ¹0; 0:57º, the ratios SE. O /= O (from realizations of D ij . /) appear to be larger than for the realizations using [3] . In summary we found no essential differences in the results for the inverse problems for the GLS formulations as compared to those for the OLS formulations reported above. Thus the error structure appears to have little effect on the inverse problem behavior as long as the correct formulation (OLS or GLS) for the error structure is employed.
Conclusions
We investigated in [2] the behavior of solutions of (2.2) (a partial differential equation on a homogeneous domain which is derived from homogenization theory) as approximations of solutions of (2.1) (a partial differential equation on a randomly perforated domain) in the forward problem. Here, we considered the behavior of solutions of (2.2) as approximations of solutions of (2.1) in associated inverse problems. Because it is often difficult to verify a priori the nature of random error (whether or not the error satisfies the OLS assumptions in (3.3) or the GLS assumptions in (4.2)), we compared the efficacy of using solutions of (2.2) as a model solution for simulated data generated using solutions of (2.2) to the efficacy of using (2.2) as a model solution for simulated data generated using solutions of (2.1). The results were especially encouraging for the important parameter( thermal diffusivity) which will be critical in our development of NDE methodology. The accuracy and uncertainty associated with the estimate of the parameterw as similar for data generated using equations (2.2) and (2.1) for data with relative and absolute added noise, for both sets of spatial nodes ¹x i º D ¹0; 0:57º and ¹x i º D ¹0; 0:57; 1:14º, and for parameter sets D .;˛; /, D .˛ ; / and D . ;˛/. Though estimating presents difficulties in the inverse problem (adds uncertainty and inaccuracy to the estimate of ), this affect was similar for data generated using solutions of (2.2) and data generated using solutions of (2.1). There was only one example in which there was a significant difference between using data generated using (2.2) and data generated using (2.1). For data with added absolute random error simulated at spatial nodes ¹x i º D ¹0; 0:57; 1:14º, the uncertainty associated with the parameter estimate O was significantly larger for data generated using (2.1) than for data generated using (2.2). We believe the inverse problem findings in this report offer significant support that such methodologies as considered here will be most useful in development of NDE techniques for porous media structures.
Summarizing our findings for the two-dimensional domain inverse problem we found that estimating is not easy. In this case the two dimensional approximation of the three dimensional physical system may not be particularly good, and one might either choose observation nodes more carefully (using optimal design criteria [7] ) or just use a three dimensional model and thereby eliminate the need for if the sample is insulated. For the well-posed two-dimensional domain problems, there appears to be little difference between using D ij . / versus D rand ij . / in the inverse problem (OLS and GLS). This suggests the error associated with using U instead of u rand does not affect the error assumptions in these cases.
A Appendix: Sensitivity
We use the finite element method to numerically solve (2.1) and (2.2). Here, we will discuss the numerical solution of (2.2) and the sensitivity functions in (3.7); see [1] for discussion of the numerical solution of (2.1). The finite element method approximates the infinite dimensional solution of a partial differential equation with a finite dimensional approximation. The domain ( O ) is discretized using the Delaunay triangulation. The finite dimensional solution is taken from the space of piecewise two dimensional affine functions, where the solution is affine on each mesh element (see [2, 15, 18] for details). Specifically, in [2] , we discussed the numerical approximation of U , the solution of (2.2), given by
T j .t / j .E x/ where j .E x/ are piecewise affine basis element and T j .t / are their time dependent coefficients. The coefficients T j .t / are found by solving the ordinary differential equation for E T .t / with entries T j .t /
