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Laser wakefield acceleration modeling using the Lorentz-boosted frame technique in the particle-
in-cell code has demonstrated orders of magnitude speedups. A convergence study was previously
conducted in cases with external injection in the linear regime and without injection in the nonlinear
regime, and the obtained results have shown a convergence within the percentage level. In this article,
a convergence study is carried out to model electron self-injection in the 2-1/2D configuration. It is
observed that the Lorentz-boosted frame technique is capable of modeling complex particle dynamics
with a significant speedup. This result is crucial to curtail the computational time of the modeling
of future chains of 10 GeV laser wakefield accelerator stages with high accuracy.
I. INTRODUCTION
Electron acceleration via Laser Wakefield Acceleration
(LWFA) relies on the interaction between an intense la-
ser pulse and an underdense plasma to generate a plasma
wave that can support a high accelerating gradient, ty-
pically of the order of GV/m [1–3]. This mechanism al-
lows for the production of femtoseconds-length electrons
beams with GeV energy that are applicable to various
domains, such as in ultrafast electron diffraction, radio-
graphy, or, in the future, using chains of tens of plasma
acceleration stages to accelerate electrons and positrons
to 1 TeV energy or more to answer fundamental ques-
tions regarding e.g. the origins of the universe or of dark
energy.
The Particle-In-Cell (PIC) algorithm has been the me-
thod of choice for numerical modeling of LWFA experi-
ments. The most commonly used electromagnetic formu-
lation uses second-order finite-difference discretization of
Maxwell’s equations in both space and time, known also
as Finite-Difference Time-Dependent (FDTD) or Yee sol-
ver. This formulation allows fast resolution and good sca-
ling in parallel, but suffers from various anomalous nu-
merical effects resulting from discretization, such as nu-
merical dispersion. To improve the efficiency and accu-
racy of the Yee solver, Non-Standard Finite-Difference
(NSFD) solvers were introduced. Among them is the
“Cole-Karkkainnen” (CK) [4, 5] solver, which enlarges
the stencil in the direction transverse to the finite dif-
ferencing, thereby allowing a larger time step than with
the standard Yee solver. In addition, the CK solver does
not have numerical dispersion along the principal axes at
the Courant-Friedrich-Lewy (CFL) limit [6] for a given
time step and parameters, provided that the cell size is
the same along each dimension, i.e. cubic cells in 3D, or
along the shortest cell for an appropriate choice of para-
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meters [7]. To eliminate altogether the numerical disper-
sion, Haber et al. introduced a pseudo-spectral analytical
time-domain (PSATD) algorithm [8], which has no CFL
limit, offers substantial flexibility in plasma and particle
beam simulations, and is more stable with regard to Nu-
merical Cerenkov instability [9].
Computer simulations of LWFA experiments using the
PIC algorithm require to resolve the evolution of a laser
driver and an accelerated particle beam into a plasma
structure that is of orders of magnitude longer and wi-
der than the accelerated beam. The laser wavelength is
usually on the scale of 1µm while the length of the plasma
structure can be on the scale of 1 to 103 mm. This dispa-
rity in cell size and propagation distance results in very
computationally intensive simulations. Furthermore, la-
ser power and energy are increasing at the time of wri-
ting, allowing beam energies beyond 10 GeV in the next
decade to be attained using longer plasma structures or
chains of plasma stages, requiring more computational
resources. To scale up with this, several approaches may
be considered such as simulations with reduced model
[10–12], advances in high performance computing [13],
or simulations with the Lorentz-boosted frame technique
[14], a method that can curtail computational time by
several orders of magnitude. The focus of this article is
on the latter.
The Lorentz-boosted frame technique [14] relies on the
use of a frame of reference moving at relativistic velocity
with regard to the laboratory frame, leading to space-
time Lorentz contraction and dilation of the experimen-
tal components. In LWFA, the scale gap between the la-
ser pulse and the plasma structure can be reduced by
choosing an optimal frame of reference that travels close
to the speed of light in the direction of the laser pulse.
In such a frame, the laser pulse wavelength increases,
and the plasma length decreases, while at the same time,
the time scale of the response of the laser pulse to the
plasma decreases, and the time scale of the response of
the plasma to the laser increases. Matching the spatial
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2and temporal scales leads to gains, as the crossing time
between the laser pulse and the plasma column is redu-
ced. The choice of the optimal frame is guided by the
spatial and time resolutions required to capture the rele-
vant physics in a given frame, and thus depends on the
specific setup under consideration.
Several studies have been carried out on the accuracy
of the Lorentz boosted frame technique. LWFA simula-
tions with external injection [15] of electron beam in the
linear wakefield was previously studied and the results
on the evolution of the laser and electron beam proper-
ties have a 99% agreement between simulations using va-
rious reference frames. In [16], the author has studied
the convergence of the evolution of the laser between the
laboratory (lab) frame in quasi-3D geometry and in the
boosted frame. The results that were reported demons-
trated good agreement in the blowout regime and wi-
thout self-injection, however some discrepancies are ob-
served in the case with self-injection of electrons, which
involves strong nonlinear particle dynamics. In [16, 17],
the authors underlined that more accurate results can be
obtained with a high number of macro-particles in the
injected bunch to allow for significant statistics.
In this article, we report on a convergence study of
simulations using the Lorentz-boosted frame technique
with CK and PSATD solvers. The outcome of this study
shows that the Lorentz-boosted frame technique retains
the accuracy in the modeling of self-injection in the non-
linear regime at high resolution, while obtaining signi-
ficant speedups, and reports, for the first time, conver-
gence at the percent level in the nonlinear regime with
self-injection. Convergence is demonstrated on the elec-
tron bunch charge and energy, and also on energy spread
and emittance, which are more sensitive to the numeri-
cal resolution [18]. The rest of the article is presented
as follows. In Section II, the simulation setups in the
boosted frame are discussed. Section III shows results
obtained in two case studies at different plasma densi-
ties : 1019 cm−3 in Section III A, and 1018 cm−3 in Sec-
tion III B. The study is completed with a runtime analysis
in Section IV.
II. SIMULATION SETUPS IN THE BOOSTED
FRAME
This section presents the modeling of the dynamics
of the self-injected electrons in the blowout regime in 2-
1/2D using the Lorentz-boosted frame technique imple-
mented in Warp [19].
The main physical and numerical parameters of the si-
mulations are given in Table I. They were chosen to be
close (though not identical) to a case reported in [20, 21],
with the main difference being the value of a0 = 5 at
ne = 10
19 cm−3, and a0 = 8 at ne = 1018 cm−3. The high
value of a0 was chosen to trigger wavebreaking, a neces-
sary condition for electron self-injection in the wakefield
in order to study its dynamics. The simulations were per-
formed for stages accelerating to a few tens of MeV using
a plasma density of 1019 cm−3, and close to a GeV using
a plasma density of 1018 cm−3. The latter is one of the
configurations that is being considered as the first stage
in the EuPRAXIA project [22]. These simulations are run
using both the CK (using Cowan’s parameter settings [7])
and the PSATD solvers, and with a 4-pass bilinear filter
plus compensation [23].
Table I. List of parameters for a LWFA electron injector
simulation
Plasma density on axis n0 [10
18, 1019] cm−3
Plasma longitudinal profile Entrance ramp + plateau
Plasma transverse profile Uniform
Plasma length Lplasma [1, 0.05] cm
Plasma entrance ramp profile linear
Plasma entrance ramp length [150, 50]µm
Laser profile abi-Gaussian
Laser polarization linear (in y−direction)
Laser focal position zf 0 mm
Peak normalized laser field strength a0(zf ) [8, 5]
Laser wavelength λ0 0.8µm
Normalized laser spot size kpσ 5.3
Normalized laser length kpL 2
Boundary conditions
Open boundaries in
x−, z−directions with PML
Stencil order (for PSATD solver) 32
Cell size in x [0.33, 0.1µm]
Cell size in z λ0/128− λ0/16
Time-step At the CFL limit
Particle deposition order Cubic
Number of plasma particles/cell 4× 4 (in x−, z−directions)
aGaussian in temporal and spatial profiles
The laser group velocities evaluated for the given para-
meters using the linear plasma fluid theory are γg ≈ 13.2,
and 41.8 for 1019 cm−3 and 1018 cm−3 respectively. Note
that for a0 of 5 and 8, as used here, the group velocity of
the wake is smaller than the one given by linear theory.
Indeed, the presence of strongly nonlinear effects in this
regime, such as self-compression or self-focusing of the
laser pulse put a constraint on the choice of γb. In this
regard, γb cannot be given directly by the laser group ve-
locity predicted by the linear plasma fluid theory, howe-
ver using a heuristic approach and measurements from
existing simulations, γb was estimated to be ≈ 0.25γg,
with γg predicted by the linear plasma fluid theory. The
high density case with 1019 cm−3 was first investigated.
Warp simulations were performed for γb between 1 and 3
and for longitudinal resolutions ranging from Nz/λ0 = 16
to Nz/λ0 = 128. Note that γb = 1 is the lab frame. The
same study approach was carried out at lower density, at
1018 cm−3, for which γb of 6, 10 were considered.
The physical features observed in the boosted frame
are somewhat different from the ones in the lab frame,
in accordance with the properties of the Lorentz trans-
formation [21, 23], rendering direct comparison difficult.
3Thus to enable comparison between simulations with dif-
ferent γb, an inverse Lorentz transformation is performed
to convert boosted frame data back to the laboratory
frame. The reconstruction of the laboratory frame data
from the boosted frame data is similar to those described
in [24, 25].
III. RESULTS
In this section, the results take the beam loaded longi-
tudinal electric field, and the accelerated electron beam
properties as figures of merit. Two case studies were
considered : few tens of MeV-stage at a plasma density
of 1019 cm−3 in Section III A, and a nearly 1 GeV-stage
at 1018 cm−3 in Section III B.
A. Plasma density at 1019 cm−3
Simulations with CK and PSATD solvers were conduc-
ted for the parameters shown in Table I. At 1019 cm−3,
the chosen relativistic boost factors are γb ∈ [2, 3], addi-
tional simulations with γb = 1 were conducted for the CK
solver. For each γb, a sweep of the longitudinal resolution,
Nz/λ0 from 16 to 128 was carried out.
1. Cole-Karkkainen solver
We first evaluate results from simulations using the CK
solver.
Fig. 1 shows a layout of the wakefield Ez on axis, cap-
tured when the laser approaches z = 200µm. Each panel
corresponds to a specific longitudinal resolution. Wake-
field simulations carried out with γb ∈ [1, 2, 3] are compa-
red in each panel. Results show some discrepancies in the
wakefield at various resolutions, especially at the back of
the first blow-out structure at Nz/λ0 ≤ 48. However, we
observe a convergence with resolution of the wakefield for
Nz/λ0 > 48, and at Nz/λ0 = 128, an excellent agreement
is obtained for all γb . The effect of beam loading is also
visible for Nz/λ0 > 24 at z = 175µm, confirming that
the amplitude and the phase of beam loading are cor-
rectly recovered. This is further confirmed by the plot of
the evolution of the injected bunch properties with res-
pect to the propagation distance, z in the lab frame, as
described next (see Fig. 2).
The evolution of the injected and accelerated electron
bunch was also evaluated. Here we only consider elec-
trons trapped in the first-period plasma wave (or first
bucket). The selection of the evaluated electron bunch is
detailed in Appendix. Fig. 2 shows the evolution of the
electron bunch properties as it propagates through the
plasma for γb ∈ [1, 2, 3]. For each electron bunch property,
the results are shown for varying longitudinal resolution
Nz/λ0 ∈ [32, 64, 128]. From Fig. 2(a-c), it is observed
that the injection happens from z = 100 to 200µm. For
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Figure 1. A series of plots showing wakefield at z = 200µm.
Each panel corresponds to a specific longitudinal resolution
given in the box on the upper left corner. Each panel shows
the wakefield on axis from 2-1/2D simulations using the CK
solver, carried out with γb ∈ [1, 2, 3]. Note that γb = 1 repre-
sents the simulation in the lab frame.
z > 200µm, the electron bunch charge remains constant,
implying that self-injection of electrons in the first plasma
period has ended. The evolution of the average electron
bunch energy is shown in Fig. 2(d-f). Once the electron
bunch is injected, it is accelerated throughout the plasma
to an average energy of 160 MeV at z = 450µm. The ave-
rage accelerating field 〈Ez〉 is estimated at 5.3 GeV/cm.
The evolution of the rms energy spread (∆E/E)rms of
the electron bunch, shown in Fig. 2(g-i), suggests that it
first reaches a maximum value at z = 200µm, then de-
creases, due to the increase of the average energy of the
electron bunch, and plateaus at ∼ 10%. Fig. 2(j-l) shows
the evolution of the transverse emittance εx of the injec-
ted electron bunch. A rapid emittance growth is observed
during the injection, due to the plasma electrons circular
motion in the wakefield cavity before being injected, thus
gaining transverse momentum along the trajectory in the
self-injection scheme. As a result, the non-zero transverse
momentum contributes to the rapid emittance growth.
Once the injection phase is over, the emittance growth
slows down. This slow growth can be explained by the
betatron movement of electrons. Since the betatron fre-
quency depends on the energy of the individual electron,
they do not all oscillate synchronously, resulting in the
slow growth of the emittance. εx reaches ≈ 4.5 mm mrad
at z = 450µm.
Fig. 2 exhibits some discrepancies between results gi-
ven by simulations with Nz/λ0 ∈ [32, 64] especially for
second-order beam properties such as the energy spread
and the emittance. In particular, the transverse emit-
tance at Nz/λ0 = 32 (Fig. 2(b)), we observe a difference
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Figure 2. Evolution of the injected electron bunch properties with respect to z, the distance of propagation in the plasma. Each
plot illustrates simulations using different γb ∈ [1, 2, 3] at a specific longitudinal resolution, Nz/λ0 ∈ [32, 64, 128] as indicated
by the legend. Evolution of the electron bunch charge Q is shown in (a-c) ; the average energy 〈E〉 in (d-f) ; the rms energy
spread (∆E/E)rms in (g-i) ; transverse emittance εx in (j-l).
of the order of ∼ 10% between γb = 1 and γb = 3. This
indicates that the longitudinal resolution at Nz/λ0 = 32
might not be sufficient to provide accurate modeling of
the emittance. On the contrary, a nice agreement is ob-
served for Nz/λ0 = 128, suggesting that the higher the
longitudinal resolution, the better the agreement between
results from simulations with different γb. A convergence
analysis is provided further in this section to enable quan-
titative comparison.
For further and more thorough studies, an analysis cen-
tered on a specific frame (at z = 200µm) was conduc-
ted. Since results in Fig. 2 have shown that all electron
bunch properties are modeled correctly at all distances
of propagation, z, for the highest longitudinal resolution
Nz/λ0 = 128, the choice of the frame is therefore unim-
portant.
Fig. 3 shows the injected and accelerated electron
bunch (a) charge, (b) average energy, (c) rms energy
spread, and (d) transverse emittance at frame z = 200µm
with respect to the longitudinal resolution, Nz/λ0. Each
plot shows results from simulations with γb ∈ [1, 2, 3].
There is a convergence of results obtained from simula-
tions with different γb for all electron bunch properties.
For a finer analysis, a quantification of the difference in
convergence among all simulations of considered γb has
also been done. This convergence analysis takes the ave-
rage of all considered relativistic factors at Nz/λ0 = 128
as the reference case. This choice is made based on the
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Figure 3. Properties of injected and accelerated electron
bunch evaluated at z = 200µm with respect to the longi-
tudinal resolution for γb ∈ [1, 2, 3]. Simulations were carried
out using Warp in 2-1/2D using the CK solver. Note that
γb = 1 corresponds to the simulation in the lab frame. (a)
Electron bunch charge, Q, (b) average energy, 〈E〉, (c) rms
energy spread, (∆E/E)rms and (d) tranverse emittance with
respect to longitudinal resolution, Nz/λ0 are illustrated.
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Figure 4. Convergence analysis of the results obtained from
simulations using the Lorentz-boosted frame technique. The
reference case is taken as the average of all considered re-
lativistic factors. Each plot corresponds to different electron
bunch properties : (a) the difference in electron bunch charge
δQ/mean(Q) ; (b) in average energy, δ 〈E〉 /mean(〈E〉) ; (c)
in rms energy spread, δ(∆E/E)/mean(∆E/E) ; (d) in trans-
verse emittance, δεx/mean(εx).
fact that a convergence for all beam properties is attained
at this resolution as shown in Fig. 3. Fig. 4(a-d) show the
difference for each electron bunch properties represen-
ted in log scale in the y-axis with respect to Nz/λ0. We
observe that the difference in beam quantities decreases
with respect to the resolution, confirming that high lon-
gitudinal resolution helps in attaining convergence. No-
tice that the rate of convergence is independent of γb,
e.g. results from the lab frame do not converge faster
than results in Lorentz-boosted frames. For γb = 1 (lab
frame) and γb = 2, the difference is less than 1% when
Nz/λ0 ≥ 64 for all bunch properties except the beam
emittance where a higher resolution (Nz/λ0 = 128) is
required to attain this difference margin. As for γb = 3,
the difference drops to less than 1% for Nz/λ0 ≥ 64 for
electron bunch average energy and rms energy spread,
however a higher resolution (Nz/λ0 = 128) is required to
attain this difference margin for electron bunch charge
and transverse emittance.
These results demonstrated subpercent level conver-
gence and confirm that increasing the resolution helps
the convergence for all reference frames that were consi-
dered. In addition to the study of convergence with the
longitudinal resolution, we have verified that increasing
the transverse resolution also helps the convergence.
2. PSATD solver
Simulations with the laser-plasma parameters given in
Table I were carried out using the PSATD solver in 2-
1/2D. The stencil of pseudo-spectral solvers can emu-
late a finite-difference stencil of arbitrary order [26]. For
this study, the stencil order was set to 32. Since we are
mostly interested in demonstrating convergence for si-
mulations in a boosted frame, we have only performed
simulations using the Lorentz-boosted frame technique
with γb ∈ [2, 3] (simulations in the lab frame were not
performed). The study approach is the same as for the
CK solver in Section III A 1. A sweep of longitudinal re-
solution was conducted for each relativistic factor of the
boosted frame.
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Figure 5. Same as Fig. 1 but with the PSATD solver.
6The evaluation of the wakefield when the laser ap-
proaches z = 200µm is reported in Fig. 5. The wa-
kefield from simulations with γb ∈ [2, 3] is illustrated
in each plot for a specific longitudinal resolution. For
Nz/λ0 ≥ 32 onwards, all wakefield structures for boosted
frames with γb ∈ [2, 3] look identical. The beam loading
effects at z = 175µm are also captured in simulations
in the Lorentz-boosted frame. The validity of the beam
loading effects will be further confirmed by the injected
electron bunch properties in the following paragraphs.
Fig. 6 shows the evolution of the injected electron
bunch properties for several longitudinal resolutions,
Nz/λ0 ∈ [32, 64, 128]. These bunch properties are elec-
tron bunch charge, average energy, rms energy spread and
transverse emittance represented by Fig. 6(a-d) respecti-
vely. The injected electron bunch has a charge of 17.5µC,
an average energy of 160 MeV, a rms energy spread of
∼ 10% and a transverse emittance of 4.2 mm mrad at
z = 450µm, which are comparable to the ones obtained
using the CK solver, verifying convergence between the
CK and the PSATD solvers.
The excellent agreement of the electron bunch pro-
perties with respect to the distance of propagation z in
Fig. 6, for Nz/λ0 ∈ [32, 64, 128], allows us to further
our analysis by looking in detailed results from a spe-
cific frame, z = 200µm. Fig. 7 shows the electron bunch
properties at z = 200µm with respect to Nz/λ0 for va-
rious γb. For all electron bunch properties, we observe
a convergence of results for both γb from Nz/λ0 = 48
onwards.
B. Plasma density at 1018 cm−3
The plasma density currently being explored for a
laser-plasma injector is of the order of 1018 cm−3 [27–
36] At such density, with an intense laser pulse of
1018 W/cm2, the generated wake has a large amplitude
but is rather slow, creating favorable conditions for elec-
tron injection. In addition, the electron dephasing length
of the order of cm scale allows electrons to be accelera-
ted to the GeV range. Simulations using the laboratory
frame at the aforementioned plasma density are rather
impractical, therefore only simulations in boosted frames
up to γb ∼ 0.25γg = 10 are considered.
1. Cole-Karkkainen solver
Simulations were conducted using the CK solver with
the laser-plasma parameters given in Table I. A compa-
rison of the simulated longitudinal accelerating wakefield
on axis is shown in Fig. 8, when the laser reaches z =
4800µm using γb ∈ [6, 10] for Nz/λ0 ∈ [32, 64, 128]. We
verify that, as expected, the plasma wavelength is elon-
gated and the maximum amplitude is reduced, as compa-
red with a higher plasma density case at 1019 cm−3. The
alteration of the accelerating wakefield at 4700µm is a
signature of beam loading effects. For each longitudinal
resolution, a good agreement is obtained by comparing
results from simulations at each γb.
Fig. 9 shows the beam properties with respect to the
longitudinal resolution Nz/λ0 at frame z = 4800µm. We
have verified that other frames have shown the same ten-
dency. All beam properties show a convergence as the
longitudinal resolution increases. From Nz/λ0 ≥ 64, re-
sults from γb = 6 and 10 converge to within 1% of diffe-
rence for the electron bunch charge, average energy, and
energy spread. This result is only achieved at Nz/λ0 > 96
for the transverse emittance.
2. PSATD solver
Simulations with the same laser-plasma parameters as
in Section III B 1 were carried out using the PSATD sol-
ver. In this section, we report on the results of the conver-
gence study of the longitudinal electric field and accele-
rated electron bunch properties with respect to the lon-
gitudinal resolution Nz/λ0.
Fig. 10 shows the comparison of the longitudinal elec-
tric field from Lorentz-boosted frame simulations with
γb ∈ [6, 10] taken when the laser reaches z = 4800µm.
Each panel corresponds to a different longitudinal reso-
lution, Nz/λ0 ∈ [32, 64, 128]. Results are very similar to
the ones obtained with the CK solver, as shown in Fig. 8.
Some discrepancies can be observed at the back of the
first period plasma wave with Nz/λ0 = 32, 64, but re-
sults at Nz/λ0 = 128 show an excellent agreement.
The convergence of the accelerated electron bunch pro-
perties with respect to Nz/λ0 at the frame z = 4800µm
is reported in Fig. 11. The convergence is achieved for all
beam properties at high longitudinal resolution, Nz/λ0 ≥
96. At Nz/λ0 = 128, the value of each beam quantity is
within 5% of the runs with the CK solver.
IV. RUNTIME ANALYSIS
Comparisons of simulation runtimes give an insight
on the speedup of the simulations performed using the
Lorentz-boosted frame. All simulations were carried out
on the Cray XC30 supercomputer Edison at the U.S.
Department of Energy National Energy Research Super-
computer Center (NERSC) [37]. In this analysis, the time
for the diagnostics is subtracted from the total running
time.
Fig. 12 shows the runtime expressed in Core-Hours
(CH) with respect to the longitudinal resolution Nz/λ0.
We observe that modeling LWFA in a 500µm long
plasma column with Warp using the CK solver in 2-
1/2D in the laboratory frame at a longitudinal resolution
(Nz/λ0 = 64) requires 10
4 Core-Hours. To save computer
time, complete simulations in the laboratory frame were
only performed for the CK solver. In order to evaluate
the runtime in the laboratory frame using the PSATD
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Figure 6. Same as Fig. 2 but with the PSATD solver.
solver for each resolution, we ran the simulation up to
1000 steps and recorded its runtime. This obtained run-
time was then used to extrapolate the runtime that would
be required to model the full 500µm plasma column, ta-
king into account the observed nonlinear increase of the
runtime (calibrated with the simulation time evolution
given by the simulation using the CK solver, assuming
similar nonlinear profile).
When performing the same simulation in a boosted
frame with γb = 3, the computational cost is reduced by
∼ 20 for the CK and the PSATD solvers, while retaining
the difference within the percentage level as shown in
Fig. 4. As expected, simulations using the PSATD solver
are more computationally expensive than the ones using
the CK solver. Note that the PSATD solver that was avai-
lable at the time of the study was a non-optimized proto-
type and the comparison of timing between the PSATD
and CK runs given here are not meaningful. An optimized
implementation of the PSATD solver is near completion
and comparisons with optimized CK simulations will be
reported elsewhere when available.
Runtime for the 1 cm−LWFA modeling is given in
Fig. 12(b). Complete simulations in the laboratory frame
were not performed to completion in this case due to their
high computational cost. The total runtime for those
runs were extrapolated using the method described above
in the laboratory frame using the PSATD solver in the
500µm−LWFA modeling. It is estimated that the run-
time to model a 1 cm plasma is ∼ 1 Million CH in the
laboratory frame at Nz/λ0 = 64. Performing the same
simulation using γ = 10 reduces the runtime by ∼ 350.
The speedups from Warp simulations for the CK and
the PSATD solvers at (a) ne = 10
19 cm−3 and (b)
ne = 10
18 cm−3 are plotted In Fig. 13, as well as the
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Figure 7. Same as Fig. 3 but with the PSATD solver.
 0.5
0.0
0.5
E
z
(T
V
/m
)
 b = 6  b = 10
 0.5
0.0
0.5
E
z
(T
V
/m
)
4650 4700 4750 4800 4850
z (µm)
 0.5
0.0
0.5
E
z
(T
V
/m
)
Nz/ 0 = 64
Nz/ 0 = 128
Nz/ 0 = 32
Figure 8. A series of plots showing the wakefield when the
laser reaches z = 4800µm. Each panel corresponds to a spe-
cific longitudinal resolution (given in the box on the upper
left). Each panel shows the wakefield of 2-1/2D simulations
using the CK solver carried out with γb ∈ [6, 10].
analytical speedup estimate S = γ2b (1 + βb)
2
[38]. The
speedup obtained with Warp simulations is of the same
order of magnitude as the analytical estimate, and varies
between 6 at lowest resolution with small γ to 400 at high
resolution for γ = 10.
V. CONCLUSION
We have performed convergence studies of LWFA
stages at plasma densities of 1019 cm−3, and 1018 cm−3
in various Lorentz-boosted frames. The laser-plasma pa-
rameters were chosen such that the LWFA stages operate
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Figure 9. Properties of injected and accelerated electron
bunch evaluated at z = 4800µm with respect to the longi-
tudinal resolution for γb ∈ [2, 3]. Simulations were carried out
using Warp in 2-1/2D using the PSATD solver with stencil
order 32. (a) Electron bunch charge Q, (b) average energy 〈E〉,
(c) rms energy spread (∆E/E)rms, (d) transverse emittance
with respect to longitudinal resolution Nz/λ0.
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Figure 10. Same as Fig. 8 but with the PSATD solver.
in the nonlinear regime with electron self-injection, trig-
gered by a high a0.
Simulations were performed using the finite-difference
CK and the pseudo-spectral PSATD solvers. Results ob-
tained demonstrated accurate modeling of the evolution
of the plasma wakefield, electron bunch properties such
as the charge, the average energy, the energy spread and
the transverse dynamics with agreement at 99 % percen-
tage level between simulations using various relativistic
factors of the Lorentz-boosted frame, provided that the
longitudinal resolution is sufficient, e.g. Nz/λ0 = 64. The
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Figure 11. Same as 9 but with the PSATD solver.
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Figure 12. Runtime of the simulations expressed in Core-
Hours (CH) performed using Warp with respect to the
longitudinal resolution, Nz/λ0 for (a) 10
19 cm−3 and (b)
1018 cm−3. Results from both the CK and the PSATD sol-
vers are plotted. Note that γb = 1 corresponds to the lab
frame and that the plots are in log-scale.
agreement between results using the CK and the PSATD
solvers also agree at the 99 % percentage level at the
highest longitudinal resolution Nz/λ0 = 128 for both
plasma densities.
Speedups of one to two orders of magnitude were de-
monstrated on highly converged simulations with fluc-
tuations on the various physical quantities of less than
a percent. This validates that the Lorentz boosted frame
method can be used to speedup significantly LWFA simu-
lations in a highly non-linear regime with self-injection.
Future work will explore higher energy stages at lower
densities and extend to three-dimensions.
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Figure 13. Speedup with respect to the longitudinal reso-
lution for (a) 1019 cm−3 and (b) 1018 cm−3. The analytical
speedups are given by S = γ2b (1 + βb)
2 and the measured
speedups are obtained from Warp simulations for both the
CK and the PSATD solvers.
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Annexe: Electron bunch selection
The electron bunch is selected following certain crite-
ria :
− electrons are situated in the first-period plasma
wave, a region delimited by the zero-crossing of the
wakefield,
− electrons are chosen above an arbitrary Lorentz fac-
tor, γe.
(b)(a)
Figure 14. Snapshots of longitudinal on-axis electric field Ez
(red) and electron distribution (light blue/light gray) repre-
sented in (z, γ) for the case at ne = 10
19 cm−3, using the CK
solver at Nz/λ0 = 64. The electron bunch selected for ana-
lysis is in dark blue/dark gray. (a) Snapshot taken when the
laser is approaching 200µm, and (b) approaching 250µm.
For illustration, we consider the case with plasma den-
sity ne = 10
19 cm−3, using the CK solver at Nz/λ0 = 64.
γe is fixed at 50, which remained unchanged while eva-
luating the evolution of beam properties. In Fig. 14 are
shown two snapshots of the longitudinal electric field
on axis, Ez, and the electron distribution represented in
(z, γ) in light blue/light gray. The selected electrons are
in the blue/gray region, which is within the first-period
plasma wave, and above γe = 50. This threshold value al-
lows a clear separation of the accelerated electron bunch
from the blob for these two snapshots, however it is not
guaranteed beyond these snapshots, nevertheless we still
achieve a convergence as shown in Fig. 2 and Fig. 6. For
the study at ne = 10
18 cm−3, we also observe a separation
of an electron bunch from the blob by fixing γe = 1000.
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