Flood forecasting remains a very important task. Good forecast values with sufficient lead times can help reduce flood damages significantly. This paper proposes two types of black-box model obtained by using multiple regression analysis and backpropagation neural networks in forecasting 6-h water levels at three important stations on the upstream section of the Red River basin, North Vietnam. The results obtained show that highly accurate forecast values can be obtained with lead times of up to 18 h by using two most recent past values of the water level at the station considered or two most recent past values at this station and two most recent values of an upstream station.
Introduction
Flood forecasting remains very important in any relief activities. In many cases, this task may rely on many different approaches. Due to the availability of data required, a daily basis has been widely adopted. This, in turn, leads to the forecasting of daily discharges at a number of selected stations -treated as reference stations -in the forecasting task, as well as in the alleviation of possible flood damages. In many cases, some conceptual rainfall-runoff models are used when these models are not really intended for forecasting purposes (Phien and Danh, 1997) . These authors have made some slight changes to the way to treat input data to render these models suitable for forecasting. However, they may not perform as well as black-box models (Jain and Indurthy, 2003) .
In the case of a number of stations in the Red River basin, North Vietnam ( Fig.1 ), 6-h water level data are available during the flood season, from 1 June to 30 September. To deal with these cases, we propose the use of black-box models for the following reasons:
• Generally speaking, these models are data-driven: The model to be selected for use at a station should be based on the data available. For example, for conceptual models, data on evaporation (and several other factors) are required. Unfortunately, such data are not available (or at least unobtainable) to us. Therefor most conceptual models cannot be used. • Most conceptual rainfall-runoff models normally produce values for discharge rather than for water levels. In order to obtain water-level values from such a model, the drainage area of, and the rating curve at the station concerned are required. Due to the inaccuracy in the rating curve to convert discharge values to water-level values (and vice versa), the forecast values obtained for the water level may be far from accurate.
• From the experience gained in previous studies (Phien et al., 1990; Danh et al., 1999; Phien and Sureerattanan, 1999) , it was decided to make use of two general models, namely the multiple linear regression model and the back-propagation neural network model, for forecasting the water level at three stations, one on each main tributary of the Red River ( Fig. 1 ):
• Ta Bu station on the Black (Da) River • Yen Bai station on the Thao River, and • Vu Quang station on the Lo River.
Located on the upper reach of the Red River basin, these stations do not have any tidal effect. As such, no tidal data are needed for forecasting purposes.
Multiple linear regression (MLR) model
The general forecasting equation based on MLR can be written as follows:
(1) where: H : water level at the station under consideration U : water level at the upstream station(s) R : rainfall A, a j , b j , c j : regression coefficients τ : forecast lead time.
Using the least squares method, the regression coefficients can readily be obtained.
Back-propagation (BP) neural network model
This is a multilayer feed forward neural network with a backpropagation algorithm used for updating its weights. The BP neural network model has been extensively used in many applications, including forecasting problems.
• Atiya et al. (1999) Other applications of the BP neural network model can be found in Jain et al. (2001), and Koussis et al. (2003) . The structure of a BP model for the problem at hand is shown in Fig. 2 with the input layer, one hidden layer, and the output layer with only one node. The activation function adopted is the sigmoid function: It should be noted that the temperature term is present in Eq. (2) because of the involvement of the training algorithm developed by Phien and Sureerattanan (1999) , which was found to perform very satisfactorily. This algorithm can be summarised as follows:
1. Randomise all weights, biases and temperatures of the sigmoid function and set the initial value to the inverse matrix R -1
where R is the correlation matrix of the training set. 2. Present a training pattern pair p (x p0 ,o p ) to the network. 3. For each layer from the first hidden layer to the output layer: (a) Calculate the model output x jk for every node k in layer j, following Eqs. (2) and (3).
(b) Calculate the Kalman gain k j and update the inverse matrix R j -1 for each layer j from the first hidden layer through output layer L by the following expressions: 
(e) Calculate the weight change ∆w jk for each layer j from 1 to L:
λ j is the learning rate in the j th layer α is the momentum coefficient t is the present iteration number.
(f) Calculate the error signal δ Lk for the temperature of the output layer and δ jk for that of the hidden layers:
(g) Update the weights w jk and the temperature of the sigmoid function T jk w jk (t+1) = w jk (t) + ∆w jk (t+1)
T jk (t+1) = T jk (t) + ∆T jk (t+1)
4. Repeat from Steps 2 to 3 for all training patterns until the system error (sum of squared errors) reaches its minimum.
The number of hidden nodes of the required back-propagation model for each case was determined by using the Bayesian information criteria (BIC) as proposed by Phien and Sureerattanan (1999) .
Performance statistics
The performance of a model can be measured by the root mean square error (RMSE), efficiency index (EI), mean absolute deviation (MAD) and maximum relative error (Remax).
• Root mean square error (RMSE)
where: SSE is the sum of squared errors and N is the number of data points used: 
As there is a close relationship between the root mean squared error and the efficiency index, the latter is used in summarising the results because it can indicate the performance of the model being attempted, along with RAD and Remax.
Data employed
In this study, the 6-h data on the rainfall and water level are used. After several runs, it was found that incorporation of rainfall data did not improve any models concerned. So finally, the data employed at the selected stations are as follows:
• Ta Bu Station: 6-h data on water level (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) • Yen Bai Station: 6-h data on water level (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) • Vu Quang Station: 6-h data on water level for 1987-1996 at Vu Quang and Ghenh Ga, an upstream station of Vu Quang.
Each set of data was split into two parts: one for model calibration (training) and the other for model validation (testing), as shown in Table 1 .
Results

Ta Bu Station
The results for both models are collected in Tables 2a and 2b for the training and testing stages, respectively. The values of the efficiency index are quite high (more than 0.90) showing that the models obtained by multiple linear regression (MLR) and backpropagation networks (BP) perform very satisfactorily for lead times of up to 3 time units, i.e. 18 h. By inspecting the values of RAD and Remax, it is clear that the models are good:
• the average absolute deviation is about 0.5% of the mean value of the water level; • the maximum relative error is within 20% (even for the testing stage). Figure 3 shows that there is a good match between the observed and forecast water level for the case with forecast lead times of 3 units (or 18 h).
Yen Bai Station
The results are shown in Tables 3a and 3b for the training and testing stages, respectively. They are not as good as those for Ta Bu. However, all the performance statistics, as well as Fig.4 , indicate that the models are very good.
Vu Quang Station
The results of this station are shown in Tables 4a and 4b , for the training and testing stages respectively. A graphical comparison between the forecast and observed values of the water level is shown in Fig. 5 for lead time equal to 18 h. Again the resulting models performed excellently.
Discussion
• For two stations, namely Ta Bu and Yen Bai, only the past values of the water level are used in forecasting future values. This leads to a very simple structure of the back-propagation neural network required: two input nodes and one hidden node. The fact that there are only two input nodes shows that only the two most recent values can be used to forecast the following three values. Even with this simple structure, the BP models obtained perform very well. • For Vu Quang, due to the involvement of the upstream station (Ghenh Ga), the BP model appears a bit more complicated. We need four input nodes and three hidden nodes. Future waterlevel values can be forecast quite accurately with the use of only the two most recent values.
• All the MLR models obtained require the same two most recent values, as do the BP models. Inspecting all the results shown in the above tables reveals that the MLR models perform slightly better than the BP models. As the MLR models are much simpler than the BP models, this means that a simpler model may perform better than a more sophisticated model. 1989 -1993 1994 -1996 Yen Bai 1989 -1993 1994 -1996 Vu Quang 1987 -1992 1994 -1996 Ghenh Ga 1987 -1992 1994 -1996 
Conclusions
From the results obtained and the discussions presented above, the following conclusions can be drawn for the case of the three stations considered:
• For forecasting the water level at a station, only two most recent values of the water level at that station alone, or two most recent values at it and at an upstream station are required.
• For large catchment areas such as those of the stations considered in this study, a simple model obtained by multiple regression analysis can do an excellent forecasting task of up to 3 time units, which is the lead time needed for most flood mitigation activities.
Figure 5 Comparison between forecast and observed water level at Vu Quang Station (lead time = 18 h)
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• A more sophisticated model such as the back-propagation neural network can also perform very well. However, it does not necessarily follow that a more sophisticated model can do better. In fact, for all the three stations, the models based on multiple regression analysis perform slightly better than those based on neural networks.
