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Abstract. Tomographic techniques are successfully ap-
plied to obtain 4D images of the tropospheric refractiv-
ity in a local dense network of global positioning system
(GPS) receivers. We show here how GPS data are
processed to obtain the tropospheric slant wet delays
and discuss the validity of the processing. These slant
wet delays are the observables in the tomographic
processing. We then discuss the inverse problem in 4D
tropospheric tomography making extensive use of sim-
ulations to test the system and define the resolution and
the impact of noise. Finally, we use data from the
Kilauea network in Hawaii for February 1, 1997, and a
local 4 4 40 voxel grid on a region of 400 km2 and
15 km in height to produce the corresponding 4D wet
refractivity fields, which are then validated using fore-
cast analysis from the European Center for Medium
Range Weather Forecast (ECMWF). We conclude that
tomographic techniques can be used to monitor the
troposphere in time and space.
Key words: Radio science (remote sensing; instruments
and techniques)
1 Introduction
Tomographic techniques aim to obtain a solution field
from integrated measurements along dierent ray paths.
They have been successfully applied, for instance, in
seismic and oceanographic studies, using earthquake
and accoustic sensing; two dimensional images of the
ionosphere using radio signals from polar orbiting
satellites and dedicated receivers have also been de-
scribed (see e.g. Raymund et al., 1994). The global
positioning system (GPS) globally and continuously
transmits radio signals, which are aected by the
presence of the atmosphere and hence carry information
on its state. Thus, GPS signals can be used as data for
4D atmospheric tomography. While global ionospheric
four dimensional maps have been described earlier (see
e.g. Runi et al., 1998b; Howe et al., 1998), the
application of tomography to the troposphere has
required a refinement in the processing techniques of
GPS data in order to obtain the tropospheric slant
delays, due to their non-dispersive nature and smaller
magnitude. The higher spatial and temporal variability
of the troposphere demands small dense networks to be
used for tomographic purposes. The tomographic 4D
distribution of the troposphere obtained using GPS
signals can be used for the calibration of other remote
sensing techniques (e.g. SAR) and in numerical weather
prediction models as additional data. We present the
first results of tropospheric tomography using a dense
ground network of GPS receivers, providing evidence
that this technique can yield horizontal and vertical
structure of the wet refractivity.
The eect of the atmosphere on GPS signals appears
as an extra delay in the measurement of travel time from
the transmitters to the receiver. The ionospheric electron
content produces a dispersive delay and can hence be
corrected by using two dierent frequencies and linearly
combining them. The neutral atmosphere, however,
induces an excess delay independent of frequency. This
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 3:776  105 Pw
T 2
 1:4W 2
 Nh  Nw  1:4W ; 3
where 10ÿ6N can be expressed in mm/km, s:l: stands for
the slant path through the atmosphere, P is the total
atmospheric pressure in mbar, Pw is the water vapourCorrespondence to: A. Flores
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pressure in mbar, T is the atmospheric temperature in K
(Smith and Weintraub, 1953; Thayer, 1974), and W is
the liquid water vapour in the atmosphere. The latter
term is generally neglected (Kursinski, 1997). Nh and Nw
are the hydrostatic and wet refractivities. This slant
delay is usually modelled as a zenith component (zenith
total delay, ZTD) multiplied by a mapping function that
acounts for the dependence on the elevation, plus a
horizontal gradient to consider the azimuthal variability
of the atmosphere. The time evolution of these para-
meters is modelled as a random walk stochastic process.
The total atmospheric delay can be split into two
components: the hydrostatic delay, due to the dry gases
in the troposphere and the nondipole component of
water vapour, and the wet delay, due to the dipole
component of water vapour (Thayer, 1974). The refrac-
tivity is also divided into hydrostatic and wet compo-
nents, as shown in Eq. 3. The spatio-temporal structure
of wet refractivity cannot be correctly modelled from
surface measurements.
Here we consider slant wet delays (SWD) (Ware
et al., 1997; Rocken et al., 1993) as the observables of
the tomography to obtain 4D fields of the wet refrac-
tivity. We first describe the approach taken to estimate
the SWDs using the Jet Propulsion Laboratory’s soft-
ware GIPSY-OASIS II (GOA II) (Webb and Zumberge,
1997) and ECMWF analysis. Then we briefly describe
the inverse problem and the solution process. Since for
tropospheric tomography a small-scale dense network is
needed, we take the geometry of the permanent Kilauea
network in Hawaii (mainly devoted to volcanic studies,
Owen, 1997) as the reference for simulation-based
analysis of the resolution of the system and the impact
of noise. Finally, we take GPS data measured in this
network for one particular day (1 February, 1997) and
apply the described techniques to yield wet refractivity
4D fields which are compared against ECMWF analysis.
2 The tropospheric slant wet delays
The GPS transmits at two frequencies f1  1:57542 GHz
and f2  1:2276 GHz. The corresponding phase delay
measurements L1 and L2 can be linearly combined to
remove the eect of the ionosphere (Spilker, 1978).
The resulting observable LC is modelled in GOA II as
the contribution of the geometrical delay, receiver
and transmitter clock errors, tropospheric eects,
antenna phase pattern, an integer number of cycles
and noise:
LC  geometric delayÿ station clock error
 satellite clock error
 antenna phase pattern delay
 tropospheric delay  noise 4
We use a precise point positioning (Zumberge et al.,
1997) approach in which precise satellite clock correc-
tions and GPS satellites orbits are provided by JPL, as
well as Earth orientation parameters that are used to
transform coordinates from an Earth-fixed reference
frame to the inertial one in which orbits are given. In the
estimation process, the position of the station is
considered as a constant bias from an apriori position
obtained with a long term solution, the station clock
bias is modelled as a white noise stochastic process and
the antenna phase pattern is an input to the system.
Tropospheric delays (Lt) are modelled as the contribu-
tion of a zenith component plus horizontal gradients,
both estimated as a random walk processes, and they
can hence be written as (Davis et al., 1993):
Lt  mhe Lhz  cot e GhN cos/ GhE sin/
ÿ  
 mwe Lwz  cot e GwN cos/ GwE sin/
ÿ   5
where Lhz and L
w
z are the hydrostatic and wet zenith
delays, e and / are the satellite elevation and azimuth as







are the north and east components of the hydrostatic
and wet delay gradients; mh and mw are the hydrostatic
and wet mapping functions (we use Niell mapping
functions, Niell, 1996). The zenith hydrostatic delay
(ZHD) can be removed using surface pressure measure-
ments (see Elgered et al., 1991 for details). The removal
of the ZHD reduces the scale height of the problem,
since typically the hydrostatic component has a scale
height of about 8 km while the wet component has
roughly a 2 km scale height. In order to obtain the slant
wet delays, the hydrostatic gradients must also be
removed from the solution using external measurements
or analysis since they cannot be discriminated from the
wet gradients in the GPS data processing. The gradient
parameters GN and GE in Eq. 5 have units of path delay





dz zgz ; 6
where gz  rqNq; zjq0 is the horizontal gradient of
the refractivity, q is the horizontal displacement vector,
and z is the height above the surface. However, as shown
in Elo´segui et al. (1999) and in Runi et al. (1999) a





dz gz ; 7
and has units of path delay per unit distance. The
relationship between G and Z for the hydrostatic case
can be obtained by assuming an exponential law in the
hydrostatic refractivity, leading to G  HZ, where H is
the scale height. For the particular case that we are
using, we used the analysis of ECMWF to obtain the
surface pressures, estimate the ZHD at each station and
then compute the Z to finally obtain the value of G
(another approach for removing the hydrostatic gradi-
ent is described in Bar-Sever and Kroger, 1998, where
they are considered to be constant over periods of 12 h
and hence they can be removed by averaging the
gradient solution over that period and demeaning it).
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The removal of hydrostatic gradients is a key step in the
processing, because it has a direct impact on the
interpretation of the 4D fields retrieved with tomo-
graphy. Let us now consider that zenith hydrostatic
delays are removed using surface pressure measurements
with a 1 mbar accuracy and that hydrostatic gradients
are not removed. In such a case, one would be dealing
with pseudo-wet delays as observables and one would be
retrieving the pseudo-wet refractivity field, which to first
order can be written as
N^z; q; t  Nwz; t  gwz; t  q DNohz; t
 ghz; t  q ; 8
where DNohz; t stands for the refractivity error due to
the 1 mbar accuracy of the surface pressure measure-
ments, ghz; t is the horizontal hydrostatic refractivity
gradient and gwz; t is the horizontal wet refractivity
gradient. Therefore, if one considers this to be the real
wet refractivity, the total error is:
DNz; q; t  DNohz; t  ghz; t  q : 9
The value of DNohz; t introduces a random error in the
field of about 0.1% in the surface value of N . The
unremoved hydrostatic gradient, ghz; t, on the other
hand, appears in the solution as a systematic tilt in the
direction of the hydrostatic gradient. The relevance of
this tilt is a function of the relative magnitudes of the
wet and dry gradients. In the case of the Hawaii
network, surface horizontal gradients of the wet and
hydrostatic refractivity fields are on the order of
0:5Nkmÿ1 and 0:005Nkmÿ1 respectively (the latter
computed as described; note that the 0:5 grid of the
ECMWF analysis does not allow for large gradients in a
local scale; in a dedicated campaign, however, there
should be surface pressure measurements). Therefore,
there are two orders of magnitude between both kinds of
gradients and we can assume the smaller to be negligible
with respect to the other. However, we stress the
importance of removing the hydrostatic delay gradients
using ancillary data such as on-site measurements or
weather forecast analyses; otherwise one should be
aware that the results are pseudo-wet refractivity fields
which may significantly dier from wet refractivity
under conditions of strong surface pressure gradients
(which could no longer be considered negligible).
Once all hydrostatic parameters are removed, we
model the tropospheric wet delay as




and the time dependences of Lwz and G  GN ;GE are
modelled as a random walk stochastic process, with a









for the gradients (Bar-Sever and Kroger,
1998). We then form the slant wet delays (SWD) by
mapping back the zenith wet delay and the gradients to
each ray direction and adding the post-fit residues to
each measurement. This recreates the individual slant
delay measurement which may include unmodelled
eects such as the 3D distribution of the water vapour,
particularly at low elevations, as well as unmodelled
noise. In fact, the increased scatter of the post-fit
residuals at low elevations reveals a possible deficiency
in the mapping functions. Not including the residuals
would introduce errors into the tomographic solution
due to the angle dependencies of the wet delays
described by the mapping functions. Moreover, the
decomposition of the refractivity into a zenith compo-
nent plus a horizontal gradient is a first-order approxi-
mation, which may fail to describe some refractivity
structures. The addition of the post-fit residuals, how-
ever, may also mean the addition of multipath noise,
clock errors, coordinate errors, and phase noise to the
observables. Let us now consider these errors and how
they map into the observables. The phase noise is
accounted for in the data processing using GOA II by
assigning a 2 mm sigma value to the observations. This
yields a formal variance of the zenith wet delay
estimation of about 0.5 cm (r  1 cm in the slant
direction). This uncertainty is considered in the covari-
ance matrix of the observables in tomography. Coordi-
nate errors (2 mm, and considering that the vertical
coordinate is not highly correlated with the atmospheric
delay, since we use a long term solution for the
position), clock errors and multipath at each station
included in the GOA II post-fit residues are uncorrelated
from one station to another since we use a precise point
positioning strategy; the combination of all rays in the
tomographic solution will also remove the uncorrelated
noise from the solution. In contrast, mapping function
mismodelling contributes a systematic uncorrelated
error to the observables. We can therefore conclude
that the addition of the post-fit residuals is needed and
that the noise that they add is usually below the formal
uncertainty of the observables and also uncorrelated
with the wet troposphere structure. We will see in
Subsect. 3.2 how this noise in the observables is
considered in the numerical implementation of the
inverse problem. Results with real data from the
network in Hawaii confirm this discussion, as we will
see.
3 Tomographic approach and resolution
3.1 The inverse problem
In the inverse problem one considers the observations
(y) as the basis to obtain the values of some parameters
(x) that are related to them through a model (A). This
can be written using matrix notation as y  Ax.
Tomography is a particular case of the inverse problem
in which measurements are the integration of the model
parameters along ray paths. Generally, the discrete
inverse theory formulation (Menke, 1989) is used. To
this end, we rewrite the solution field (wet refractivity in





xjtUjr  r; t ; 11
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where r is the position vector of the point considered, xj
are the time-dependent coecients of the linear combi-
nation and  is the quantisation error. In our tomo-
graphic approach, we use a finite set of three dimen-
sional voxels which are given a value of one in a defined
volume and zero elsewhere. This set defines a local grid
that spans over the region below 15 km that is scanned
by the rays with a 7 elevation cuto, where we will
consider our solution fields to be confined. Then, our











Ujrdl fr; t ; 12
where yi is in millimetres, dl is in kilometres (notice that
we removed the 10ÿ6 factor), s:l: stands for the slant
path distance inside the grid, and fr; t is the integral of
the quantisation error. If we ignore this latter term, each
of the terms can be placed as a row in a linear system of
the form




Ujrdl, and s:l:i is the slant path of ray
i (in the present analyses we have considered no
curvature eect on the rays, a valid option for ground
receivers but invalid if we dealt with the Low Earth
Orbiting receiver sounding data). The goal is now to
invert this system and solve for x. In general, we will
have many more observations than unknowns (model
parameters). We obtain the least-squares solution by
minimising the functional
v2  yÿ AxT Cÿ1y yÿ Ax 14
assuming diagonal covariance matrix for the observa-
tions and with equal uncertainties. When assuming a
Gaussian distribution for the error in the observations,
the least-squares solution is the maximum likelihood
solution. This expression can be reduced to
x  AT Cÿ1y A
h iÿ1
Cÿ1y A
T y : 15
Although performing the inversion of this matrix may
not be possible, a generalised inverse form can be found
using singular value decomposition (Menke, 1989),
which is a powerful tool for analysing the resolution
of the system, as we will describe in the next subsection.
The system, however, may be underdetermined even
though the number of equations exceeds the number of
unknowns. This is so because, for example, a voxel in
the grid may not be crossed and thus be undetermined.
In previous work (see Runi et al., 1998) we discussed
the use of a correlation functional to confine the spatial
spectrum of the solution to the low portion of the
frequency space; that is, not allowing sharp changes in
the spatial distribution of the solution. The same
concept can be expressed by adding new equations that
impose that the refractivity in a voxel be a weighted
average of its neighbours (smoothing constraints, see
Rius et al., 1997):
0  w1x1      wjÿ1xjÿ1 ÿ xj  wj1xj1     16
and include them in the linear system as additional
observation equations with some overall weighting (k).
It can be easily shown that the solution is now
x  AT Cÿ1y A kBTB
h iÿ1
Cÿ1y A
T y ; 17
where B is the set of equations like Eq. 16. In fact, we
will use three types of constraints: horizontal smoothing,
vertical smoothing and boundary conditions (the latter
only applied to the highest layer), with three dierent
weights, tuned using the procedure described later.
Finally, in order to account for the time variation of
the parameters, we implement a Kalman filtering with
backward smoothing as described in Herring et al.
(1990) and considering the refractivity values’ time
evolution as a random walk stochastic process with a
drift rate of d  5mm=km p h.
3.2 Resolution using singular value decomposition
In order to obtain the inverse matrix shown in Eq. 17 we
use the singular value decomposition (SVD), as is
described, e.g. in Menke (1989), Hajj et al. (1994), and
Runi et al. (1998), and the numerical implementation
described in Press et al. (1997). We give here only a
short review of the SVD.
The SVD technique computes the eigenvalues of the
system and identifies the null space of the solution,
characterised by zero eigenvalues. An NM matrix A
is decomposed as:
A  UKVT ; 18
where U is a orthonormal N  N matrix of eigenvectors
that span the data space, K is an NM diagonal
eigenvalues matrix (arranged in decreasing order) and V
is an MM matrix of eigenvectors that span the model
parameter space. The generalised inverse (see Menke,
1989) is formed using the non-zero eigenvalues:
Aÿg  VKÿ1UT ; 19
where in Kÿ1 the corresponding values of zero eigen-
values are set to zero and not to infinity. The zero
eigenvalues correspond to model parameters (voxels)
not fixed by the data. If we want a solution to be well
defined, then there should not be any zero eigenvalues.
Furthermore, small eigenvalues due to computational
round-o errors or a very low sensitivity of the data to a
particular combination of model parameters produce a
large variance in the solution, since the covariance
matrix of the solution is
Cx  r2dVKÿ2VT 20
r2d 
y ÿ AxT Cÿ1y y ÿ Ax
Nobs ÿ Nunk ; 21
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where Nobs is the number of observations and Nunk is the
number of unknowns. As discussed in Hajj et al. (1994)
and Rius et al. (1997), this can be translated into an
amplification of the input noise into the solution by a
factor given by the smallest non-zero eigenvalue. We can
then consider that rx  ry=m where m is the smallest non-
zero eigenvalue, r2x is the variance of the solution and r
2
y
is that of the data. This sets a cuto value for the values
in K. Introducing smoothing constraints actually in-
creases the value of all the eigenvalues, due to the
inherent enlargement of the eective size of those voxels
where there are not sucient observations. We therefore
must set the weight of the constraints (k in Eq. 17) to the
minimum value that makes all the eigenvalues greater
than the cuto level. As stated, we use three sets of
constraints because, depending on the geometry of the
network and the variability of the refractivity, horizon-
tal smoothing may not be enough: as an example, one
can imagine a network of ground receivers, all at the
same horizontal plane, and consider a rectangular
geometry with a refractivity field that does not have
any horizontal variation, but some vertical structure.
Then, the interchange of two dierent layers would lead
to the same integrated delay measurements and there-
fore, we could not distinguish between both solutions.
Setting the upper boundary layer to be zero (something
reasonable for the water vapour at 15 km altitude) and
imposing vertical smoothing (equally valid as the
horizontal smoothing) helps in such situations. The
dierent weights are tuned following the eigenvalue cut-
o criteria defined.
Let us now compute this cuto value for the case of
wet tropospheric tomography. The water vapour con-
tent is characterised by the mixing ratio r expressed in g/
kg. Following Kursinski (1997) and Houghton (1979), at
mid-latitudes the relative error in current estimations
of r is Dr=r  10%, and a typical value on ground of
r  5 g/kg, and thus, an typical uncertainty of
Dr  0:5 g/kg. Using standard ground values for the











this translates into an uncertainty of DNw 
rx  3:5 mm/km. Taking ry  10 mm, as we discussed
in a previous section, the cuto value for the eigenvalues
of A is m > 2:8 km, which implies a cuto value of
w  m2 > 8:1 km2 for the inversion of AT CTy A kBTB.
We will hence tune k until all eigenvalues are greater
than 8:1 km2.
Now, what does the 2.8 km cuto value mean? It is,
in fact, the shortest eective length that a ray has to
cross in the grid to provide information above the noise
level. This, however, is an eective length, since we
combine rays in each Kalman filtering batch and they go
across the same voxels, the noise is averaged out and




where N is the
mean number of rays hitting the same voxel during a
Kalman batch. Through simulations, we have found
that this number for a 30 min batch is roughly 50 for all
batches, and thus, this sets a minimum realistic thickness
of the layers in the grid of 350 m.
4 Simulations using the Kilauea network
We have developed a software package, LOcal Tropo-
spheric TOmographic Software (LOTTOS), that in-
Fig. 1. Map with the location of the stations of the Kilauea permanent network in Hawaii in February 1997 (left) and representation of the grid
(right)
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cludes the tomographic processing as well as interfaces
with the GOA II file formats and simulation capabilities.
The LOTTOS software has been used to analyse
simulated fields and the impact of noise, and to process
the real data. In this section we present the results using
simulated fields.
The Kilauea network in Hawaii is a dense local
network, normally used to track ground movements due
to volcanic activity (Owen, 1997). We had available a set
of data used to study these movements (January 30
eruption) and for this tropospheric study we have
selected a date (February 1, 1997) when those had
vanished. There are 16 stations distributed over an area
of 400 km2 (see Fig. 1) and located at dierent heights
that range from sea level up to about 2000 m; the
elevation cuto angle was 7. The height distribution is
an essential factor to obtain good vertical resolution.
For the simulations, we have used the locations of the
stations and the satellite orbits for that day.
In order to determine the impact of the discretisation
error, we first define a regular grid of 7 7 voxels in the
horizontal and 82 layers of 175 m thick up to 15 km
height above the sea level to generate the delays. In the
horizontal a small gradient has been applied and in the
vertical the profile given by a radiosonde launched
somewhere else has been used. Additive Gaussian noise
has also been included. The gradient is small enough so
that when a more coarse grid in the horizontal is used
(4 4) the discretisation error is below the additive
noise; in this way we can analyse the impact of layer
thickness separately from the horizontal dimension. The
delays thus generated have been used as observables in a
tomographic solution using a grid of 4 4 voxels in the
Fig. 4. Spike analysis: response to a 3.5 mm/km spike located at
dierent heights. In the upper plot we show the value of the peak
obtained in the solution relative to 3.5 mm/km. In the lower plot, the
evolution of width of the peak down to 60% of the maximum value.
The spreading in the lower heights is limited by the good
reconstruction capabilities for data at 600 m
Fig. 3. Spike analysis: response to a 3.5 mm/km spike in the profile at
all horizontal cells at 350 m height with width 175 m (top) and 350 m
(bottom). The noise was r  10 mm for both. A symbol is plotted for
each horizontal cell at a given height
Fig. 2. Discretisation error. Rms value of the residuals, normalised to
the nominal noise level in the observables, as a function of layer
thickness
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horizontal and successively thicker layers. For each run,
the rms value of the residues has been computed. In
Fig. 2 we show the evolution of this value normalised to
the input random noise (in %) as a function of the layer
thickness. It is shown that using 350 m thick layers
implies a discretisation noise below the input random
noise.
The vertical resolution has also been tested using a
spike analysis. We have previously discussed how
measurement noise limits the vertical resolution to
350 m layers. In order to verify this, we have considered
a 3.5 mm/km spike of 175 m thick first, and then of
350 m thick. As we show in Fig. 3, the former is almost
lost in the reconstructed field while the latter can be
recognized. We have carried out further simulations with
the spike of 350 m thickness placed at dierent heights
and results are presented in Fig. 4. The parameters
computed are the spread of the spike (width of the peak
to 60% of its maximum value) and the relative value of
the peak in the solution with respect to the original
3.5 mm/km. It can be seen that resolution is gradually
lost as we move to higher altitudes: the peak spreads and
it becomes barely noticeable. It should be noted that at
lower heights the peak is reconstructed at 85% of its
height and there is no spreading; this shows that at about
600 m high the reconstruction is almost perfect.
This analysis has been carried out using the Kilauea
network, which has a unique vertical distribution of
Fig. 6. Results of the simulation
using a radiosonde profile: top
left, the two fields as a function
of height (solid line is the recon-
structed field and dashed line the
original field at the centre of the
array); top right, input versus
output values; bottom, histogram
of errors and vertical profile
(solid) compared with the one
given by the radiosonde used for
the generation of the field
(dashed)
Fig. 5. Impact of noise in the solution. Solid line is for a cuto value
of m  2:8 km and the dashed line for m  1:41 km
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stations. We leave for future work the analysis of the
impact of dierent geometries for a completely flat GPS
receiver network.
The impact of noise has been tested. We have fixed
the grid to 4  4  40 voxels and generated the data
with the same grid to remove the discretisation error.
Because the system is linear, we can consider here only a
Gaussian white noise sequence as the input data. The
noise power ranged from 1mm2 to 104 mm2. For each
series, the rms error in the refractivity field has been
computed. In Fig. 5 we show the relationship between
both parameters, with two dierent cuto values. The
solid line is for a m  2:8 km cuto value and the dashed
line corresponds to m  1:4 km. In the 10 mm input
noise range, the linear relationship is clearly seen and as
well as the corresponding factor 2 between the output
noise for both cases.
Finally, we present simulations considering two
dierent atmospheric conditions. In all the simulations
we have included Gaussian white noise (rn  10 mm)
added to each ray.
In the first simulation we have synthesised a refrac-
tivity field based on the vertical profile given by the
radiosonde measurement mentioned already, and super-
imposed a horizontal linear gradient.
We have defined a 4 4 40 voxel grid over the
area. The amount of data spanned 30 min, to simulate
the Kalman filter batches. The weights of the three
constraints are tuned so that no eigenvalue is below the
cuto threshold of 8:1 km2. The evolution of the
eigenvalues is shown in Fig. 7. We show the eigenvalues
without any constraints, and then successively add
horizontal and (strong) vertical smoothing constraints,
horizontal smoothing and boundary condition and
finally vertical and horizontal smoothing and a boun-
dary condition. It can be seen that all three are needed in
order to provide enough constraint on all the unknown
parameters. The third plot shows that applying very
strong smoothing constraints also raises the eigenvalues,
but in such a case the solution field would have a larger
level of residues; therefore the tuning of the weights has
to also consider the level of the residues. With this
implementation the tomographic inversion has provided
the results shown in Fig. 6. The reconstruction follows
the original field well within the 3.5 mm/km error upper
bound. The histogram of errors shows a high spike
around the zero value corresponding to the higher layers
of the field. Finally, the comparison of the mixing ratio
profile with the one given by the radiosonde reveals that
tomography can provide the stated vertical resolution
(below 6 km), though it is not as fine as a radiosonde.
As a second example, we have used the vertical profile
given by GPS/MET occultation data processed for an
occultation at 49:2S, 303:26E on June 23, 1995, at
04:07 UT (the profile was provided by E.R. Kursinksi,
and appears in Kursinski, 1997; details on the occult-
ation mission and data processing can be found in
Rocken et al., 1997; Kursinski 1997; Ware et al., 1996).
These data were selected because of the irregular vertical
structure. Regarding the horizontal variability, we
applied a non-linear distribution. Results are presented
in Fig. 8 and they show similar features as in the
previous case. However, in this case, the vertical
structure has a sharp increase in humidity at low
altitudes and then a hump at around 4 km. As shown
in Fig. 4, using 30 min of data vertical resolution is
gradually lost as the spike is placed at higher altitudes;
this undesirable eect has been minimised by using
longer batches of data (60 min). This reveals a tradeo
between spatial and temporal resolution.
5 Results using data from the Kilauea network
We have processed data from 16 stations in the
permanent Kilauea network for February 1, 1997. We
Fig. 7. Evolution of eigenvalues without any constraints (top), with
horizontal constraints, horizontal and (strong) vertical, horizontal and
boundary and with all constraints (bottom). The case with strong
vertical smoothing shows that when the constraints have too much
weight the eigenvalue condition can also be met, although the solution
would not have a good fit with data
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have used a grid of 4 4 voxels (60 in latitude and 70 in
longitude), 40 layers of 350 m thick and 30-min batches
for the Kalman filter. The GPS data have been
processed using GOA II. In Fig. 9 we present the
histogram of the residuals (r  7:6 mm). The time series
of zenith wet delay, gradients and residuals have been
combined to yield the SWD. In order to calibrate the
weights of the constraints we have followed the same
procedure as in the simulations. The residues of the
tomographic fields are shown in a histogram in Fig. 10
(r  6:1 mm) and in Fig. 11 their dependence with
elevation, together with the GOA processing residuals.
These results show that the tomographic solution
represents a better fit in the determination of the 4D
distribution of wet refractivity; it is worth mentioning
that the elevation dependence of the post-fit residues in
both cases is very small, which indicates an atmosphere
well modelled by the mapping functions in this experi-
ment; nevertheless, they do not have the same depen-
dence and this is due to the dierence between the Niell
mapping function used in GOA II and the mapping
function implicit in our implementation of tomography
based on voxels and without considering the ray
bending (we have kept the system simple to verify the
Fig. 8. Results of the simulation
using a GPS/MET occultation:
top left, the two fields as a
function of height (solid line is
the reconstructed field and
dashed line the original field at
the centre of the array); top right,
input versus output values; bot-
tom, histogram of errors and
vertical profile (solid) compared
with the one given by the radio-
sonde used for the generation of
the field (dashed)
Fig. 9. Histogram of the residues of the GOA II processing
(r  7:6 mm)
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capabilities of tomography). In order to prove that the
obtained fields are compatible with the GOA II
parameters, we have reconstructed the SWD from the
tomographic fields and then calculated the time series of
the horizontal delay gradients and ZWD for each
station. These have been compared to those obtained
with GOA II from the original data. In Fig. 12 we show
the time series of the ZWD and the two components of
the delay gradient for a particular station (PGF3) and
in Table 1 we show the correlation values over time
for each station. This, however, just demonstrates the
consistency between solution and data over the time
span. The vertical refractivity field is shown in Fig. 13
for latitude 19160 and for times between 14:00–
14:30 UT. In order to verify this structure, we have
computed the values of Nwr; t profiles from the
ECMWF analysis and compared them with our tomo-
graphic profiles taking a mean value of all the voxels in
the horizontal plane to meet the ECMWF map resolu-
tion of 0.5 degrees. Results are presented in Fig. 14 for
the three dierent time stamps (06 h, 12 h, and 18 h) for
which we have the ECMWF maps, showing good
agreement. It can also be seen that ECMWF forecasts
predict a smoother time variation than tomography
shows, which is expected given the unpredictable
behaviour of the water vapour content in the tropo-
sphere. The dierences between ECMWF forecasts and
tomography cannot be taken as a direct reflection of the
quality of the tomographic solution, given the great
dierence in resolution between the two. No comparison
with radiosonde data was done due to the unavailability
Fig. 11. Dependency of the residues of the GOA II processing (green)
and tomography (blue) with respect to elevation. The tomographic
solution shows a smaller scatter of residuals though roughly the same
elevation dependence. This is due to good agreement of the mapping
function with the structure of the atmosphere for this particular case
Fig. 12. Comparison of the time series of the GOA II solution and
the tomographic solution (dashed). The good matching ensures that
the tomographic field fits well with the time of the input data
Table 1. 24-h correlation factors between the parameters retrieved
using the GOA II processing on the actual data and on data
generated using the tomographic fields. The ZWD and the total
horizontal gradients in both components, north and east, are
shown for each station
Station ZWD North East
AHUP 0.98 0.80 0.83
GOPM 0.96 0.79 0.64
KAEP 0.98 0.78 0.71
KTPM 0.97 0.57 0.72
MANE 0.98 0.90 0.70
MLPM 0.99 0.55 0.88
NUPM 0.97 0.62 0.53
PANU 0.99 0.53 0.43
PGF1 0.98 0.83 0.83
PGF2 0.97 0.74 0.78
PGF3 0.97 0.86 0.86
PGF5 0.97 0.85 0.84
PGF6 0.97 0.88 0.89
PULU 0.98 0.56 0.41
SAND 0.99 0.61 0.82
UWEV 0.99 0.69 0.82
Fig. 10. Histogram of the residues of the tomographic processing
(r  6:1 mm)
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of such data in the area considered for the day
processed.
6 Conclusions
Tropospheric tomography has been confirmed as a
practical approach to the description of the spatio-
temporal structure of water vapour in the atmosphere.
We have presented the principles of the technique, an
analysis of the impact of random and discretisation
noise, and extensive work using simulations based on
real vertical profiles and spike analysis, demonstrating
that the system can resolve perturbations of 3.5 mm/km
in the vertical profile refractivity at heights less than
4 km. We have developed the software LOTTOS for
retrieving the tomographic solution and applied it to
data from the permanent Kilauea network in Hawaii for
1 February, 1997. The tomographic solution provides a
small improvement in variance over simple ZWD and
gradient parametrisation (r  6:1 mm versus r  7:6
mm); in addition, the profiles obtained agree with
ECMWF analysis and the solution has a much greater
spatio-temporal resolution. This study has been carried
out based on this network and there is certainly more
work to be done regarding flat networks and with a
smaller number of GPS receivers. In flat networks, the
system could be aided using external measurements such
as radiosondes or NWP models to enhance the vertical
resolution.
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