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vAbstract
For each rooted labelled tree T , let |Aut(T )| be the number of rooted-tree auto-
morphisms that T has. Let En(|Aut(T )|) = 1nn−1
∑
T
|Aut(T )| be the expected order
of the automorphism group for uniform random rooted labelled trees on [n]. It is well
known that there is a constant µˆ > 0 such that (for all  > 0, and all n > n)
eµˆn(1−) < En(|Aut(T )|) < eµˆn(1+).
By factoring |Aut(T )| , we prove that there is a strictly smaller constant µ such that,
with asymptotic probability one,
eµn(1−) < |Aut(T )| < eµn(1+).
An asymptotic formula for the expected log-order En(log(|Aut(T )|) is also proved,
together with similar results for related subgroups. Although we could not prove that
|Aut(T )| is asymptotically lognormal, we did give a partial proof that could one day
form the basis for a complete proof.
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1. Introduction
Before introducing the specific topic of this thesis, it is worth mentioning the
broader context. Asymptotic enumeration and probabilistic methods are subfields of
discrete mathematics with many diverse applications in computer science, physics,
theoretical biology, and other fields. We are interested in concrete problems that test
the limits of what researchers in these subfields know how to calculate.
Recently Bona and Flajolet [6] considered the asymptotic distribution of the order
of the automorphism group for two kinds of random trees (rooted non-plane binary
trees with labelled leaves, and unlabeled rooted binary non-plane trees. See also
McKeon [14],[16] for related results.) For these tree families, the expected order of the
automorphism group is much larger than the typical order. Bona and Flajolet proved
that, in both cases, the order of the automorphism group is asymptotically lognormal.
The trees they considered have severe restrictions on their degree sequences, and the
proofs do not appear to carry over for labelled trees.
Let En(|Aut(Tn)|) = 1nn−1
∑
T
|Aut(T )| be the average of the orders of the rooted-
tree-automorphism groups of rooted labeled trees. (Notation and terms are defined
in appendix A, and also before their first appearance in a proof.) It is well known
[17] that an asymptotic formula for En(|Aut(Tn)|) can be deduced from Burnsides
lemma (See page 213 of [10] and theorem 3.1.2 of this thesis):
En(|Aut(Tn)|) ∼ creµˆn
where cr ≈ 1.1027 and µˆ ≈ .08376. Apparently nothing is known about the typical
order.
Preliminary computations suggested that |Aut(Tn)| is approximately lognormal
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for large n, with a median that exponentially smaller than the expected value. Shown
in figure 1.1 and figure 1.2 are a Q−Q plot and a frequency plot for n = 1000. We used
Pru˝fer codes to generate 100, 000 random trees, and used R and Excel to display the
data. (The data are actually for unrooted trees, but we’ll see that this distinction is
Figure 1.1: Q-Q plot Figure 1.2: Distribution of log |Aut(T )|.
unimportant for the asymptotic distribution.) We make no claims about the reliability
or significance of these computations. Nevertheless, they certainly provide motivation
for trying to prove asymptotic normality. Based on these simulations, and informal
heuristics, we made the following conjecture.
Conjecture 1. If Pn denotes uniform probability measure on rooted labelled n-vertex
trees, then there are positive constants µ and σ such that, for any real number x,
lim
n→∞
Pn
(
ln |Aut(Tn)| ≤ µn+ xσ
√
n
)
=
1√
2pi
x∫
−∞
e−t
2/2dt.
The constant µ is strictly less than µˆ
Although the conjecture has not been proved, this thesis contains many related
results including:
1. An asymptotic formula for the expected log-order En(log |Aut(Tn)|).
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2. A convenient way of writing log |Aut(Tn)| as a sum of random variables. Al-
though the random variables are dependent, this decomposition may be suitable
for applications of techniques related to the Central Limit Theorem.
3. Tail estimates, i.e. proofs that it is extremely rare for log |Aut(Tn)| to be far
from its mean.
4. An incomplete proof that |Aut(Tn)| is asymptotically lognormal. Although this
proof is incomplete, it could one day form the basis for a complete proof.
5. Asymptotic formulae for the expected order for certain subgroups of Aut(Tn).
6. Corresponding results for unrooted trees.
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2. log |Aut(T )|
2.1 Product Representation
In this section, we develop a way of writing |Aut(Tn)| as a product of random
variables. In other words, we provide a way of writing log |Aut(Tn)| as a sum of
random variables. Although the random variables are dependent, this decomposition
appears to be quite useful. For example, we will use it, together with Azuma’s
Inequality, to prove that log |Aut(Tn)| is highly concentrated around its mean.
Before defining the factorization, we review several prerequisites. We say labelled
graphs G and H are isomorphic if H can be obtained from G be relabeling. Here is
a more formal definition.
Definition 1. Graph Isomorphism: If V (G) ,E(G) respectively denote the vertex
and edge sets of a simple graph G, Then a graph isomorphism from G to H is a
bijection f : V (G)→ V (H) such that (v, w) ∈ E(G) ⇐⇒ {f(v), f(w)} ∈ E(H).
Definition 2. Rooted Tree Automorphism: If (T, r) is a rooted tree, rooted at
r, then σ is a rooted tree automorphism of (T, r) if and only if σ : V (T ) → V (T ) is
an isomorphism of the graph T and σ(r) = r.
Definition 3. v has (B, x) as a branch If x is a vertex of rooted tree (T, r), and
x 6= r, then there is rooted tree (B, x) induced by x and vertices below x. If v is the
parent of x (i.e. v is the first vertex on the path from x up to r), then we say v has
(B, x) as a branch.
Comment: In graph theory, there has been no consistency about the use of the term
“branch”. In particular, some authors prefer to consider the parent v as part of the
branch.
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Definition 4. height of a rooted tree: If (T, r) is a rooted tree, then define
height(T ) = max
v
distance(v, r)
Definition 5. Level of a vertex: (rooted case) If v is a vertex of a rooted
tree T , define level(v) = the length of the longest path from v down to a leaf. (Thus
level(v) = 0 if and only if v is a leaf, and level(v)=1 iff v has only leaves below, etc.
) In other words, it is the height of the subtree induced by v and vertices below v.
Definition 6. Hh(Tn) If (T, r) is a rooted tree, Hh((T, r)) is the subgroup of the
automorphism group of (T, r) consisting of automorphisms that fix all vertices of level
greater than h Thus if σ ∈ Hh(Tn) and σ(v) 6= v, then level(v) ≤ h.
When two trees are isomorphic to each other, the orders of their automorphism
group are the same. The following elementary lemma, and its corollaries, are closely
related results on isomorphisms and automorphisms will be needed for the factoriza-
tions of Hh((T, r)) and |Aut((T, r))|.
Lemma 1. Suppose (B1, r1) and (B2, r2) are isomorphic rooted labelled trees. The
number of (rooted tree) isomorphisms from B1 onto B2 is |Aut(B1)|.
Proof. Let Iso(B1, B2) denote the set of all isomorphisms from B1 to B2. Choose
f0 ∈ Iso(B1, B2), and let f−10 ∈ Iso(B2, B1) be its inverse. Define a mapping
φ : Iso(B1, B2)→ Aut(B2)
by φ(f) = f ◦ f−10 . It is straightforward to check that φ is a bijection.
For a star on s+ 1 vertices, consisting of a root r and s leaves, it is obvious that
the automorphism group has order s!. Consider the tree that results if each the s
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leaves are replaced with isomorphic copies of a rooted tree B. The following corollary
counts the number of automorphisms this tree has.
Corollary 2.1.1. Suppose (T, r) is a rooted tree such that the branches B1, B2, . . . Bs
at the root are all isomorphic as rooted trees (with the neighbors of r regarded as the
roots of the branches). Then |Aut(T )| = s!|Aut(B1)|s.
Proof. If σ is an automorphism of T , let σ
∣∣
Bi
denote the restriction of σ to the vertices
of Bi, and let σ
∣∣
R
denote the restriction of σ to R, where R = {r1, r2, . . . , rs} are the
roots of the branches. Observe that σ(ri) = rj if and only if σ
∣∣
Bi
is an isomorphism
from Bi onto Bj. Hence the number of ways to choose an automorphism σ is the
number of ways to choose σ
∣∣
R
times the number of ways to choose s isomorphisms
σ
∣∣
Bi
: Bi → B
σ
∣∣
R
(i)
The next corollary is a slight generalization of corollary (2.1.1) that will be used
in the proof of theorem 2.1.1
Corollary 2.1.2. Suppose (T, r) is a rooted tree such that the branches B1, B2, . . . Bs
at the root are all isomorphic as rooted trees (with the neighbors of r regarded as the
roots of the branches). Then |Hh(T )| =

|Hh(B1)|s , if h < level(r1).
s!|Hh(B1)|s , if h ≥ level(r1)
Proof. Case 1: h < level(r1)
If level(r1) > h, then any σ ∈ Hh(T ) must fix all the roots r1, r2, . . . , rs. For
each i, σ
∣∣
Bi
can be any element of Hh(Bi). There are
s∏
i=1
|Hh(Bi)| = |Hh(B1)|s
ways to choose these s automorphisms.
Case 2: h ≥ level(r1)
Chapter 2. LOG |AUT(T )|. 7
This case is just like in the proof of corollary 2.1.1: to specify an automorphism
σ ∈ Hh(T ), we can choose any of the s! permutations of the roots for σ
∣∣
R
. Once
σ
∣∣
R
has been chosen, there are Aut(B1)
s ways to choose the s isomorphisms
σ
∣∣
Bi
: Bi → B
σ
∣∣
R
(i)
.
Let B` be the set of all equivalence classes of rooted labelled trees with height `
(where two rooted trees are equivalent iff there is a rooted tree isomorphism from
one to the other). Let N(T, d, B) be the number of vertices of T that have exactly d
branches isomorphic to B.
Theorem 1. For any non-negative integer h,
|Hh(T )| =
h∏
`=0
∏
B∈B`
∞∏
d=1
d!N(T,d,B)
where B` is the set of all equivalence classes of rooted labelled trees with height `, and
N(T, d, B) is the number of vertices of T that have exactly d branches isomorphic to
B.
Comment on notation: The middle product is over equivalence classes (under
rooted tree isomorphism) of rooted trees with height `. Since N(T, d, B) has the
same value for any representative B ∈ B, the number N(T, d, B) is well defined.
Proof. The proof will be by strong induction on the number of vertices T has. It
is easy to check for n = 1 because the numbers N(T, d, B) are all zero. Let (T, r)
be a rooted labelled tree with n > 1 vertices, and assume and assume the result for
trees with less than n vertices. Since n > 1, we can choose a vertex r1 that is a
neighbor of the root r. Let B1 be the branch at r with root r1, and let B1, B2, . . . , Bs
be all the branches at r that are isomorphic to B1. Let T
∗ be the rooted tree that
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consists of the s branches B1, B2, . . . , Bs together with the s edges from r to their
roots r1, r2, . . . , rs. Also let T
∗∗ be the rooted tree that is obtained from T by deleting
the branches B1, . . . Bs as well as the s edges from r to their roots. Thus the union
of the two trees T ∗ and T ∗∗ is all of T , and the only vertex they share in common is
the root r. Any automorphism σ ∈ Aut(T ) factors uniquely as σ = σ∗ ◦ σ∗∗ where
σ∗ ∈ Aut(T ∗) and σ∗∗ ∈ Aut(T ∗∗). Hence
|Hh(T )| = |Hh(T ∗)||Hh(T ∗∗)|. (2.1)
A key observation is that, for all d and all B
N(T, d, B) = N(T ∗, d, B) +N(T ∗∗, d, B). (2.2)
If T ∗∗ has more than one vertex, then T ∗ has less than n vertices and the result follows
immediately by (2.1), (2.2) and induction:
|Hh(T )| =
∏
d,B
d!N(T
∗,d,B)+N(T ∗∗,d,B) =
∏
d,B
d!N(T,d,B).
The remaining case is that T ∗∗ consists of only the root r, i.e. that T = T ∗ and the
only branches T has are the isomorphic trees B1, B2, . . . , Bs. In this case, corollary
2.1.2 applies:
|Hh(T )| = |Hh(T ∗)| =

|Hh(B1)|s , if h < level(r1).
s!|Hh(B1)|s , if h ≥ level(r1)
(2.3)
Observe that, for the case under consideration (where the only branches T has are
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the isomorphic trees B1, B2, . . . , Bs), we have
N(T, d, B) =

sN(B1, d, B) ,if B 6≡ B1
1 ,if B ≡ B1and d = s
0 ,if B ≡ B1and d 6= s
(2.4)
If σ is an automorphism in Hh(T
∗), then σ permutes the roots r1, r2, . . . rs. If
h < height(B1), then r1, r2, . . . rs must all be fixed by σ. Otherwise any of the s!
permutations of roots is possible. Furthermore σ(ri) = rj if and only if the restriction
of σ to Bi is an isomorphism of Bi onto Bj. Thus we can specify σ by giving a
permutation of the roots r1, r2, . . . , rs and s bijections. By lemma 1, the number of
ways to do this is

s!
s∏
i=1
|Hh(Bi)| = s!N(T,s,B1)|Hh(B1|s , if h ≥ height(B1)
|Hh(B1)|s ,if h < height(B1)
Applying the inductive hypothesis to B1 we get
|Hh(T )| =

s!N(T,s,B1)
(
h∏`
=0
∏
B∈B`
∞∏
d=1
d!N(B1,d,B)
)s
if h ≥ height(B1)(
h∏`
=0
∏
B∈B`
∞∏
d=1
d!N(B1,d,B)
)s
,if h < height(B1)
(2.5)
Applying (2.4) to (2.5 ), we get
|Hh(T )| =
h∏
`=0
∏
B∈B`
n∏
d=1
d!N(T,d,B).
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The following immediate corollary is worth stating explicitly.
Corollary 2.1.3. For any rooted, labelled tree T ,
|Aut(T )| =
∏
d,B
d!N(T,d,B)
As far as we know, this factorization has not appeared elsewhere. However it may
be implicit in canonical labeling algorithms and algorithms for computing automor-
phism groups that we have not fully understood. In particular, the software we used
is based on ideas in [15]. See also older algorithms for showing that two trees are
isomorphic[1], page 84.
2.2 Excluding Large Branches
The main result in this section can be stated informally: for a typical rooted
labelled tree, there is no vertex that has large isomorphic branches. Equivalently:
with high probability, there are no large branches that can be interchanged by an
automorphism. A more precise statement will formulated and proved in theorem 2.
Rather than select random rooted labelled trees, we will select random labelled trees
T , and always regard vertex 1 as the root when determining the branches of T . This
entails no loss of generality.
During the proof, we will need the following theorem of Moon that bounds the
degrees of the vertices in a typical tree. For any tree T , let ∆(T ) be the maximum of
the degrees of the vertices.
Lemma 2. (Theorem 1 of Moon [18]) ) Let Pn be the uniform probability measure
on the set of all nn−2 labelled trees with vertex set [n]. Then, for any positive integers
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k and n,
Pn(∆ > k) <
n
k!
The following crude corollary is convenient for our purposes. It follows directly
from lemma 2 by an application of Stirling’s formula. (Meir and Moon have many
more precise results about the maximum degrees of simply generated trees.)
Corollary 2.2.1. For any positive constants c1, c2
Pn(∆ > c1 log n) = o(
1
nc2
).
Let Nm,v be the number of ordered pairs of isomorphic m-vertex branches that
vertex v has. Let
N =
n∑
v=1
∑
m≥ξ
Nm,v,
where ξ = (a + 1) log n and a ≥ 1 is a fixed positive constant. An important obser-
vation is
Observation 1. N = 0 if and only if there is no vertex having a pair branches that
are both large (i.e. ≥ ξ vertices) and isomorphic to each other as rooted trees.
Our goal is to show that N = 0 with asymptotic probability one.
Theorem 2. Pn(N 6= 0) = O( 1na ).
Proof. Let En(·) denotes the expected value with respect to Pn. By Markov’s inequal-
ity Pn(N > 0) ≤ En(N), and it suffices to prove that En(N) = O( 1na ). (This is the
“first moment method”.)
For v 6= 1, decompose Nm,v as a sum of indicators:
Nm,v(T ) =
∑
B1
∑
B2
IB1,B2,v(T ), (2.6)
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where
• IB1,B2,v(T ) = 1 iff B1 and B2 are (vertex disjoint) isomorphic m-vertex branches
at v.
• Each sum is over the set of all rooted labelled trees that have an m-element
subset of [n]− {v, 1} as their vertex set.
Therefore
En(Nm,v) =
∑
B1
∑
B2
En(IB1,B2,v) (2.7)
=
∑
B1
∑
B2
no.trees having B1, B2 as branches at v
total number of trees
(2.8)
For the denominator in (2.8) we use Cayley’s well known theorem: the total number
of labelled trees with vertex set [n] is nn−2. Now uppose B1 and B2 are a particular
pair of isomorphic rooted trees with disjoint vertex sets V1, V2 that are m-element
subsets of [n] − {1, v}. We claim that, the in this case the number of trees having
B1, B2 as branches at v is (n − 2m)n−2m−2. If this isn’t obvious, define a bijection φ
as follows: the domain of φ is the set of all labelled trees on [n] that have B1 and
B2 as branches at v (when vertex 1 is regarded as the root ) The range of φ is the
set of all labelled trees on [n] − V1 − V2. The bijection φ is “delete B1, B2 and the
edges that join them to v.”Again by Cayley’s theorem, the cardinality of the range is
(n− 2m)n−2m−2. Therefore the cardinality of the domain of φ is also (n− 2m)n−2m−2,
and equation 2.8 becomes
En(Nm,v) =
(n− 2m)n−2m−2
nn−2
(no. ways to choose B1, B2), (2.9)
where the phrase “no. ways to choose B1, B2 ”is used as a typographically convenient
abbreviation for “the number of ordered pairs of isomorphic rooted labelled trees
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whose vertex sets are disjoint subsets of [n] − {v, 1}”. If v 6= 1, then the number of
ways to choose V1 and V2 , the labels for the branches, is exactly
(n−2)!
m!m!(n−2−2m)! . (There
is a minor difference when v = 1 = root of T , because in this case the labels of the
branches are chosen from an n−1 element set instead of an n−2-element set. ) Once
V1, V2 are specified, there are m
m−1 choices for the rooted tree B1. Once the V1, V2,
and B1 have been specified, the number of choices for B2 is the number of rooted
trees on V2 that are isomorphic to B1 as rooted trees. A crude upper bound for this
is m!, since that is the number of bijections from V1 onto V2. So (for v 6= 1) we have
En(Nm,v) ≤(n− 2m)
n−2m−2
nn−2
(n− 2)!
m!m!(n− 2m− 2)!m
m−1m! (2.10)
=
(
(n− 2m)n−2m
(n− 2m)! ·
(n− 2m)(n− 2m− 1)
(n− 2m)2
)(
n!
nn
· n
2
n(n− 1)
)(
mm
m!
· 1
m
)
.
(2.11)
A crude version of Stirling’s formula is that, for all positive integers k,
√
k(
k
e
)k ≤ k! ≤ 3
√
k(
k
e
)k. (2.12)
By (2.12), applied three times to (2.11), there is a constant c > 0 such that, for all
m ≤ n−1
2
,
En(Nm,v) ≤c
(
en−2m
(n− 2m)1/2
)(√
n
en
)(
em
m3/2
)
(2.13)
=
c
em
(
n
m3(n− 2m)
)1/2
(2.14)
By calculus, m3(n − 2m) ≥ n − 2 for 1 ≤ m ≤ n−1
2
. Therefore there is a constant
c1 > 0 such that ( for all m ≤ n−12 ) we have
En(Nm,v) ≤ c1
em
. (2.15)
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Essentially the same calculation goes through when v = 1:
En(Nm,1) ≤(n− 2m)
n−2m−2
nn−2
(n− 1)!
m!m!(n− 2m− 1)!m
m−1m! (2.16)
≤ c2
em
. (2.17)
Now sum over all vertices v and sizes m:there is a constant c > 0 such that, for all n,
En(N) =
n∑
v=1
bn−1
2
e∑
m=dξe
En(Nm,v) (2.18)
≤ cn
eξ
≤ c
na
. (2.19)
Pn(N 6= 0) < En(N) = O( 1
na
). (2.20)
For convenient reference, we record an immediate corollary.
Corollary 2.2.2. Given constants a > 0 and c > 0, define the truncated product
A(T ) by
A(T ) =
c logn∏
d=1
∏
|B|<(a+1) logn
d!N(T,B,d)
where |B| denotes the number of vertices B has. Then
Pn(A(T ) 6= |Aut T |) = O( 1
na
).
2.3 Expected value of log |Aut(T )|
In this section we derive asymptotic estimates for the expected value of log |Aut(T )|.
The proof requires elementary estimates for binomial coefficients. These are well
known. (See, for example, [5].) Nevertheless, we include the next two lemmas for the
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readers convenience.
Lemma 3. For 0 ≤ b ≤ n , (n
b
)
<
nb
b!
. If b = b(n) satisfies the additional constraint
that b(n) = o(
√
n), then (
n
b
)
=
nb
b!
e−
b2
2n (1 +O(
b
n
))
Proof. The first inequality is trivial but frequently useful:
(
n
k
)
=
n!
k!(n− k)! =
n(n− 1)...(n− k + 1)
k!
<
nk
k!
.
For the second estimate, begin by observing that n−b→∞ because b = o(√n). One
version of Stirling’s formula is n! =
√
2pin
(
n
e
)n (
1 +O( 1
n
)
)
. Applying this repeatedly,
we get
(
n
b
)
=
n!
b!(n− b)! =
√
2pin
(
n
e
)n
(1 +O( 1
n
))
b!
√
2pi(n− b) (n−b
e
)n−b
(1 +O( 1
n−b))
=
nb
b!
e−b(1− b
n
)−n+b−
1
2 (1 +O(
1
n
)).
Because log(1− x) = −x− x2
x
− x3
3
− x4
4
− ..., it follows that
(
n
b
)
=
nb
b!
e−belog(1−
b
n
)(−n+b− 1
2
)(1 +O(
1
n
))
=
nb
b!
e−be(−
b
n
− b2
2n2
− b3
3n3
−...)(−n+b− 1
2
)(1 +O(
1
n
))
=
nb
b!
e−
b2
2n
+O( b
n
)(1 +O(
1
n
))
=
nb
b!
e−
b2
2n (1 +O(
b
n
)).
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Lemma 4. for d ∈ N and d ≥ 3,
log d! < d log d,
log d!
d!
<
1
(d− 2)!
Proof.
log d! = log 1 + log 2 + ...+ log d < d log d,
so
log d!
d!
<
d log d
d!
=
log d
(d− 1)! .
Since d < ed−1, for d ≥ 3,
log d!
d!
<
1
(d− 2)! .
2.3.1 Expected value of N(T, d, B)
Let N(T, d, B) be the number of vertices in T that have exactly d copies of B and
let N = NT,B(v) be the number of copies of B at v. Before proving an asymptotic
formula for En(log |Aut(T )|), we need to show that the numbers NB(v) each have
approximately a Poisson distribution with mean λB =
1
e|B||Aut(B)| . This is a fairly
standard application of inclusion-exclusion, but we need to hold on to error terms.
Lemma 5. Suppose c is a fixed positive constant. If d < c log n, and b = |B| < c log n,
then the probability that there are exactly d copies of B at the vertex v in T is
e−λB
λdB
d!
(1 +Oc(
log2 n
n
)).
Proof. First, N = NT,B(v) =
∑
B0
IB0,v, where the sum is over labelled rooted trees
B0 that are isomorphic to B, and IB0,v = 1 if and only if B0 is a branch at v. If
s = 2dc log ne, then by the alternating inequalities (e.g corollary 11, page 17 of [5]),
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we have
Pn(N = d) ≤ 1
d!
s∑
k=d
(−1)d+kEn((N)k)
(k − d)! , (2.21)
where (N)k =
∑
(B1,B2....,Bk)
IB1,vIB2,v · · · IBk,v, and the sum over sequences of k rooted
labelled trees that are isomorphic to B. A lower bound is obtained if, in (2.21), we
sum to s − 1 instead of s. If v is not the root and k ≤ s, then there are (n−2)!
b!k(n−2−kb)!
ways to partition the labels in [n] − {v, 1} among the k trees and the rest of the
tree. (We shall assume v 6= 1, but a similar calculation goes through when v = 1.)
There are ( b!|Aut(B)|)
k ways to choose a sequence of k trees, with the given labels, that
are isomorphic to B. Finally there are (n− kb)n−kb−2 ways to choose the rest of the
tree. Let λB =
1
eb|Aut(B)| . Using elementary algebra, Stirling’s formula, and the fact
k = O(log n) and |B| = O(log n), we calculate
En((N)k) =
1
nn−2
(n− 2)!
b!k(n− 2− kb)!
(
b!
|Aut(B)|
)k
(n− kb)n−kb−2 (2.22)
= λkB
{
n!
nn
}{
n2
(n− 1)n
}{
ekb
(n− kb)n−kb
(n− kb)!
}{
(n− kb)(n− kb− 1)
(n− kb)2
}
(2.23)
= λkB
√
2pine−nekb
en−kb√
2pi(n− kb)(1 +O(
1
n
)) (2.24)
Thus
En((N)k) = λ
k
B(1 +O(
log2 n
n
)). (2.25)
Note that 0 < λB <
1
2
, so that eλB = Θ(1). Also recall that s = 2dc log ne so that
e−λB =
s∑
k=0
(−1)kλkB
k!
+ o( log
2 n
n
). Putting (2.25) into (2.21), we get
Pn(N = d) ≤ 1
d!
s∑
k=d
(−1)d+k λ
k
B
(k − d)! +O(
1
d!
s∑
k=d
λkB log
2 n
(k − d)!n) (2.26)
=
λdB
d!
(
s∑
j=0
(−1)j λ
j
B
j!
+O(
log2 n
n
)
)
(2.27)
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=e−λB
λdB
d!
(
1 +O(
log2 n
n
)
)
(2.28)
A similar argument (with s− 1 instead of s) gives the lower bound.
Theorem 2.3.1. For b < c log n ,d < c log n,
E(N(T, d, B)) = ncB(d)(1 +O(
log2 n
n
)).
where cB(d) = e
−λB λ
d
B
d!
.
Proof. Define Ii(T, d, B) =
 1 , if vi has exactly d branches isomorphic to B in T0 , otherwise
Then when b = O(log n) and d = O(log n), E(N(T, d, B)) =
∑n
i=1 Pr(Ii = 1) =
nPr(I1 = 1) = nPn(NT,B(v) = d) = ncB(d)(1 +O( log
2 n
n
)).
2.3.2 Expected Value of log |Aut(T )|
Recall Theorem 1:
|Aut(Tn)| =
n−1∏
d=1
∏
B
d!N(T,d,B). (2.29)
Taking the logarithms of both sides of (2.29),
log |Aut(Tn)| =
n−1∑
d=1
∑
B
N(T, d, B) log d!. (2.30)
The overall plan in this section is every simple: apply theorem 2.3.1 to the terms of
the sum in theorem 2.29. to deduce an asymptotic formula for E(log |Aut(Tn)|).
Before estimating E(log |Aut(Tn)|) , we record some notation.
To make the notation shorter, use
b2∑
|B|=b1
to represent
∑
Bs.t.b1≤|B|≤b2
. Note that
b2∑
|B|=b1
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is not equivalent to
b2∑
b=b1
; it involves many more terms and consequently is much harder
to work with. (For example,
b2∑
|B|=b1
1 =
b2∑
b=b1
{# of rooted unlabeled trees on [b]}) . Also
define
µn =
c logn∑
d=1
c logn∑
|B|=1
e−λB
λdB
d!
log d!
µ =
∞∑
d=1
∞∑
|B|=1
e−λB
λdB
d!
log d!
The sum is convergent, and the constant µ is approximately 0.05132. (See section
2.5). Our main result in this section is
Theorem 2.3.2.
E(log |Aut(Tn)|) = µn+O(log2 n). (2.31)
Proof. From (2.30),
log |Aut(Tn)| =
n−1∑
d=1
∑
B
N(T, d, B) log d!
=
c logn∑
d=1
c logn∑
|B|=1
N(T, d, B) log d!︸ ︷︷ ︸
A
+
n−1∑
d=1
[n−1]
d∑
|B|=c logn+1
N(T, d, B) log d!︸ ︷︷ ︸
B
+
n−1∑
d=c logn+1
c logn−1∑
|B|=1
N(T, d, B) log d!︸ ︷︷ ︸
C
From theorem 2.3.1
E(A) =
c logn∑
d=1
c logn∑
|B|=1
E(N(T, d, B)) log d!
= n
c logn∑
d=1
c logn∑
|B|=1
e−λB
λdB
d!
log d!(1 +O(
bd
n
))
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= µnn(1 +O(
log2 n
n
)). (2.32)
We will prove that E(B) and E(C) are negligible when n is large enough. Using
lemma 4,
E(B) =
n−1∑
d=1
[n−1]
d∑
|B|=c logn+1
N(T, d, B) log d!
<
n−1∑
d=2
[n−1]
d∑
|B|=c logn+1
N(T, d, B)d log d
< n log n
n−1∑
d=2
[n−1]
d∑
|B|=c logn+1
E[N(T, d, B)]
= n log nE[
n−1∑
d=2
[n−1]
d∑
|B|=c logn+1
N(T, d, B)]
Recall N is the number of ordered pairs of isomorphic branches that are under the
same vertex and have as least c log n vertices each. And
∑n−1
d=2
∑ [n−1]
d
|B|=c logn+1N(T, d, B)
is the number of vertices that have as least two isomorphic branches of size greater
than c log n. It’s not very hard to find that
∑n−1
d=2
∑ [n−1]
d
|B|=c logn+1N(T, d, B) < N.
In the proof of Theorem 2, we have E(N) = O( 1
nc−1 ), so
E(B) < n log nE(N) < n log nO(
1
nc−1
) = O(
log n
nc−2
) (2.33)
Use lemma 4 again,
E(C) =
n−1∑
d=c logn+1

c logn∑
|B|=1
E[N(T, d, B)]
 log d!
=
n−1∑
d=c logn+1
E[
c logn∑
|B|=1
N(T, d, B)]
 log d!
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≤
n−1∑
d=c logn+1
E[
[n−1]
d∑
|B|=1
N(T, d, B)]
 log d!
=
n−1∑
d=c logn+1
E[# of vertices having degree d] log d!
<
n−1∑
d=c logn+1
E[# of vertices having degree d]d log d
< n log n
n−1∑
d=c logn+1
E[# of vertices having degree d]
= n log nE[# of vertices having degree greater c log n]
Recall ∆ is the maximum of the degrees of the vertices. From Corollary 2.2.1, Pn(∆ >
c log n) = o( 1
nc
), so
E(C) < n log n{nPn(∆ > c log n)}
= n2 log n o(
1
nc
} = o( log n
nc−2
) (2.34)
So from (2.32), (2.33) and (2.34),
E(log |Aut(Tn)|) = µnn(1 +O( log
2 n
n
)) +O(
log n
nc−2
). (2.35)
Now, we will prove that the difference of µ and µn is also negligible when n is large.
µ− µn =
∞∑
d=2
∞∑
|B|=c logn+1
e−λB
λdB
d!
log d!︸ ︷︷ ︸
∆1
+
∞∑
d=c logn+1
c logn∑
|B|=1
e−λB
λdB
d!
log d!︸ ︷︷ ︸
∆2
(2.36)
From [11], the number of rooted unlabeled tree of order n is
tr(n) = D
ρn0
n3/2
(1 +O(
1
n
)) (2.37)
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where D = 0.4399237... and ρ0 = 2.99557659....
Using lemma 4 and (2.37),
∆1 =
∞∑
d=2
∞∑
|B|=c logn+1
e−λB
λdB
d!
log d!
≤
∞∑
d=2
∞∑
|B|=c logn+1
e−λB
λdB
(d− 2)! =
∞∑
|B|=c logn+1
e−λBλ2B
∞∑
d=2
λd−2B
(d− 2)!
=
∞∑
|B|=c logn+1
e−λBλ2Be
λB =
∞∑
|B|=c logn+1
λ2B
<
∞∑
|B|=c logn+1
1
e2b
=
∞∑
b=c logn+1
1
e2b
Db−3/2ρb0(1 +O(
1
b
))
= D(1 +O(
1
log n
))
∞∑
b=c logn+1
(ρ0
e2
)b
b−3/2
< D(c log n)−3/2(1 +O(
1
log n
))
∞∑
b=c logn+1
(ρ0
e2
)b
= D(c log n)−3/2(1 +O(
1
log n
))
− (ρ0/e2)c logn+1
ρ0/e2 − 1
=
Dρ0/e
2
(1− ρ0/e2)
nc log(ρ0/e
2)
(c log n)3/2
(1 +O(
1
log n
)) = O(
1
nc(2−log ρ0) log3/2 n
) (2.38)
Because log ρ0 = 1.097136729... < 2, (2.38) shows the first part of the difference is
asymptotically small. Use lemma 4 and (2.37) again,
∆2 =
∞∑
d=c logn+1
c logn∑
|B|=1
e−λB
λdB
d!
log d!
=
∞∑
d=c logn+1
log d!
d!
c logn∑
|B|=1
e−1/(e
b|AutB|) 1
ebd|AutB|d
<
∞∑
d=c logn+1
1
(d− 2)!
c logn∑
|B|=1
1
ebd
=
∞∑
d=c logn+1
1
(d− 2)!
c logn∑
b=1
(
1
ed
)b
Db−3/2ρb0(1 +O(
1
b
))
= D(1 +O(
1
log n
))
∞∑
d=c logn+1
1
(d− 2)!
c logn∑
b=1
(ρ0
ed
)b
b−3/2 (2.39)
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< D(1 +O(
1
log n
))
∞∑
d=c logn+1
1
(d− 2)!
c logn∑
b=1
(ρ0
ed
)b
= D(1 +O(
1
log n
))
∞∑
d=c logn+1
1
(d− 2)!
(ρ0/e
d)c logn+1 − ρ0/ed
ρ0/ed − 1
< D(1 +O(
1
log n
))ρ0
∞∑
d=c logn+1
e−d = Dρ0(1 +O(
1
log n
))
−e−c logn−1
e−1 − 1
= O(
1
nc
). (2.40)
From the above (2.38) and (2.39), we have
µ− µn = O( 1
nc(2−log ρ0) log3/2 n
) +O(
1
nc
) = O(
1
nc(2−log ρ0) log3/2 n
). (2.41)
Putting this in (2.35), we get
E(log |Aut(Tn)|) = µnn(1 +O( log
2 n
n
)) +O(
log n
nc−2
)
= µn(1 +O(
log2 n
n
))− (µ− µn)n(1 +O( log
2 n
n
)) +O(
log n
nc−2
)
= µn(1 +O(
log2 n
n
))−O( 1
nc(2−log ρ0)−1 log3/2 n
) +O(
log n
nc−2
).
= µn+O(log2 n).
2.3.3 The unrooted case: En(log |Aut(Un)|)
When we estimated En(log |Aut(Tn)|), we were averaging log |Aut| over all rooted
labelled trees. In contrast, En(log |Aut(Un)|), is the average value of log |Aut(Un)|
over all labeled trees. In the first case, Aut consists of automorphisms that fix the
root, and in the second case there is no such restriction. Although formally different,
these two quantities are closely related.
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Lemma 6. En(log |Aut(Un)|) = En(log |Aut(Tn)|) +O(log2 n).
Proof. For any rooted tree (T, r), we have |Aut((T, r))| = |Autr(T )| ≤ |Aut(T )| .
Hence one direction is easy:
1
nn−1
∑
T
∑
r
log |Autr(T )| ≤ 1
nn−1
∑
T
∑
r
log |Aut(T )| = n
nn−1
∑
T
log |Aut(T )|.
Therefore
En(log |Aut(Tn)|) ≤ En(logAut(Un)|). (2.42)
For the other direction, let Gn be the set of trees T on n vertices that have all of
the following properties:
property 1: The maximum vertex degree is less than log n.
property 2: No vertex has a pair of isomorphic branches with more than c log n
vertices.
property 3: No edge is a symmetry edge, i.e. there is no edge {v, w} and auto-
morphism σ such that σ(v) = w.
We know from previous work that
Pn(Gn) = 1−O( 1
n2
). (2.43)
Given T ∈ Gn, let z be the centroid that is closest to vertex 1. Because T does
not have a symmetry line, we know that z itself is a fixed point, i.e. σ(z) = z for
all σ ∈ Aut(T ). Let r be the first fixed point on the path from vertex 1 to vertex
z. If r = 1, then 1 itself is a fixed point and Aut1(T ) = Aut(T ). If r 6= 1, let w1
predecessor of r on the path from vertex 1 to vertex z, and let (B1, w1) be the rooted
tree below w1, i.e. v is a vertex of B1 if and only if the path from v to r passes through
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w1. Let ` be the number of branches isomorphic to B1 that r has. From the definition
of r, we know that w1 is not a fixed point; there is at least one automorphism σ such
that σ(w1) 6= w1. Therefore ` ≥ 2 Because T has property 2, we also know that B1
has at most log n vertices. Because T also has property 1, we know that ` ≤ log n.
Let H be the subtree consisting of vertex r and the ` branches that are isomorphic
to B1. For every τ ∈ Autr(H), let τ˜ be the extension of τ to T that fixes all vertices
outside of H. Then, for every σ ∈ Aut(T ), we can choose τ ∈ Autr(H) such that
τ˜σ ∈ Aut1(T ). Hence
|Aut(T )| ≤ |Aut1(T )||Autr(H)|
We can crudely estimate the second factor:
|Autr(H)| ≤ |H|! ≤ |H||H|
Because |H| = `|B1|+ 1, it follows that |Autr(H)| = eO(log2 n) and
logAut(T ) ≤ logAut1(T ) +O(log2 n) (2.44)
The upper bound (2.44) applies to all trees in Gn. To complete the proof, we need
to show that other trees contribute negligibly:
En(log |Aut(Un)|) = Pn(Gn)En(log |Aut(Un)|Gn) + Pn(Gcn)En(log |Aut(Un)|Gcn)
= (1−O( 1
n2
)(En(logAut1(Un) +O(log2 n)) +O(
1
n2
)O(n log n).
= logAut(Tn) +O(log
2 n)
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From 2.3.3, we can get
Aut1T ≤ AutT ≤ Aut1TeO(log2 n),
with probability 1−O( 1
n2
).
2.4 Concentration around the mean
The goal in this section is to prove that log |Aut1| is tightly concentrated around
its mean. Most mathematicians have seen Chebyshev’s inequality in a proof of the
law of large numbers. It is an old, and very versatile method for proving that a
random variable is somewhat concentrated around its mean. The method of bounded
differences is a newer, and less flexible method that is used in a similar way. It usually
gives bounds that are much better than those that can be deduced from Chebyshev’s
inequality
Theorem 2.4.1. (Method of Bounded Differences) Let X = (X1, ..., Xn) be a family
of independent random variables with Xk taking values in a set Ak for each k. Suppose
that the real-valued function y defined on
∏
Ak satisfies
|y(X)− y(X′)| ≤ ck
whenever the vectors X and X′ differ only in the kth co-ordinate. Let µ be the expected
value of the random variable y(X). Then for any t ≥ 0,
P (|y(X)− µ| ≥ t) ≤ 2e−2t2/
∑
c2k . (2.45)
In recent years, many similar inequalities have been developed and applied to
discrete mathematics problems[7]. Some of the them are better in the sense that they
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are more general (Azuma’s inequlity) or give stronger results (Talagrand’s inequality).
The main advantage of the method of bounded differences, over these methods, is
that, when they are true, the hypotheses are often easy to verify.
Unfortunately, we cannot apply theorem 2.4.1 directly to log |Aut1| because the
hypotheses are not met in any obvious way. We therefore begin by reducing to an a
closely related, but much easier, question about random functions using a bijection
of Joyal. Afterwards the approximation is justified using classical enumerative results
about random functions.
2.4.1 Joyal’s bijection
Recall Cayley’s theorem: the number of labelled trees on [n] is nn−2. It follows
that the number of doubly rooted trees (T, r1, r2) is n
n. On the other hand, the
number of functions f : [n] → [n] is nn. Andre´ Joyal [13] found an explicit bijection
f 7→ J(f), from functions to doubly rooted trees, that we will use. The presentation
below is adapted from [2].
Let f : [n] → [n] be any function. We represent f as a directed graph ~Gf by
drawing arrows from i to f(i). For example, suppose n = 10, and f is the following
function :  1 2 3 4 5 6 7 8 9 10
3 1 2 4 1 4 4 5 8 8
 .
Then ~Gf is shown in Figure 2.1. Figure 2.2 shows J(f), the image of f under the
bijection that we are about to define.
Let M ⊆ [n] be the set of cyclic vertices, i.e. the union of the vertex sets of the
cycles. For our example, M = {1, 2, 3, 4}. If f is a permutation, then M = [n].
Otherwise M is the unique maximal proper subset of [n] such that the restriction
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Figure 2.1: ~Gf
Figure 2.2: J(f)
of f to M is a bijection on M . Write f |M =
 a b ... z
f(a) f(b) ... f(z)
 where the
numbers a, b, ..., z in the first row appear in natural order. For our example, f |M = 1 2 3 4
3 1 2 4
.
Notice that the graph Gf always consists of some cycles with trees attached. The
birooted tree F = J(f) constructed by deleting the cyclic edges and replacing them
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with a particular path through the same set of vertices.
If an edge of ~Gf does not join two cyclic vertices, then it is still an edge in
F ; the “attached trees”of f will remain as subtrees of F . Draw the cyclic vertices
f(a), f(b), ..., f(z) in this order (where a < b < · · · < z ) and add edges to create a
path from f(a) to f(z). This results an a tree. We use f(a) as the first root, and f(b)
as the second root.
In our example, the path is 3, 1, 2, 4. and the tree has 3 as its first root and 4 as
its second root. Hence we get the doubly rooted tree in Figure 2.2.
2.4.2 Probability Spaces
Let Mn be the set of all nn functions with domain [n] and codomain [n], and let
P˜n be the uniform probability measure on Mn. If f is a uniform random element of
Mn , and if J(f) = (T, r1, r2) is the corresponding doubly rooted tree, then (T, r1) is a
uniform random rooted tree. More explicitly, let F∗n be the set of all nn ordered triples
F ∗ = (T, r1, r2), where T is a labelled tree and each ri ∈ [n]. Let P ∗n be the uniform
probability measure on F∗n . Recall from corollary 2.2.2 that A is a truncated random
variable, define on rooted labelled trees, that is equal, with asymptotic probability
one, to |Autr| ). For F ∗ = (T, r1, r2) ∈ F∗n, let A∗(F ∗) = A(T ). Notice that choice
of an extra root r2 has no effect whatsoever on the value of A
∗, so it is clear that
A and A∗ are identically distributed. If N∗(T, d, B) is the number of vertices v that
have exactly d copies of B in (T, r1, r2), then we have
log A∗ =
∑
|B|≤c logn
φ∗B(T ), where (2.46)
φ∗B(T ) =
∑
d≤c logn
(log d!)N∗(T, d, B), (2.47)
Our strategy is to construct a simplified random variable A˜ onMn that is closely
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related to A∗. After showing that A˜ is concentrated about its mean, we show that
corresponding results can be deduced for A∗ itself using the bijection J . Although our
results are new, this is not the first time that Joyal’s bijection has been used to relate
asymptotic results for random trees to corresponding results for random functions.
See the papers of Aldous and Pitman [3], [4] for example.
If f ∈ Mn, we say that “i is a predecessor of v under f”if i is the image of some
compositional iterate of f , i.e. there is t > 0 such that such that f (t)(i) = v. If
f ∈Mn, and (B, i) is a rooted labelled tree, then we say that, “F , has B as a branch
at v ”if f(i) = v and the vertex set of B consists of i and the predecessors of i under
f . Let NF,B(v) be the number of isomorphic copies of B that v has as branches, and
let N(F, d,B) be the number of vertices that have exactly d copies of B. Recall P˜n is
the uniform probability measure onMn. Functional analogues of (2.26) and theorem
2.4.2 can be proved be very similar (in fact easier) arguments. In this way one obtains
P˜n(NF,B(v) = d) = e−λB
λdB
d!
(1 +O(
log2 n
n
)) (2.48)
and
E˜n(log A˜) = µn+O(log2 n) (2.49)
and, finally, analogue of theorem 2.35:
Theorem 2.4.2. For ∀c > 2,
E˜n(log A˜) = nµ+O(log2 n). (2.50)
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2.4.3 Application of the Azuma-McDiarmid theorem
By analogy with (2.46), define
log A˜ =
∑
|B|≤c logn
φ˜B(T ), where (2.51)
φ˜B(F ) =
∑
d≤c logn
(log d!)N(F, d,B) =
∑
d,v
(log d!)I(d,B, v, F ) (2.52)
where I(d,B, v, F ) = 1 if and only if F has exactly d copies of B at v. The plan is
to apply the independent bounded differences result to φ˜B, and then translate the
results back to the world of trees.
Suppose f1(v) = f2(v) for all v 6= v0. We can convert F1 into F2 by removing
the edge (v0, F1(v0)) and then adding the edge (v0, F2(v0)). Suppose (v0, F2(v0)) as an
edge in one of the d copies of B that are branches at v. When the edge (v0, F1(v0)) is
deleted, two terms in the sum (2.52) change: (log d!)I(d,B, v, F1) + (log(d−1)!)I(d−
1, B, v, F1) changes from (log d!) · 1 + (log(d− 1)!) · 0 to (log d!) · 0 + (log(d− 1)!) · 1,
with a net change of of log(d− 1)!− log d! = − log d. When the the edge (v0, F2(v0))
is added, we can likewise increase or decrease φB by log d2 for some d2. Thus using
lemma 4,
|φ˜B(F1)−φ˜B(F2)| ≤
∑
d≤c logn
(2 log d) = 2 log(c log n)! < 2c log n log log n+2c log c log n.
(2.53)
The function φB satisfies the hypotheses of theorem 2.4.1 with difference bound
c1 log n log log n. We therefore have
Lemma 7. For any t > 0,
P˜n
( ∣∣φ˜B − E˜n(φ˜B)∣∣ > t) ≤ 2 exp(− t2
2c2n(log n log log n)2
)
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Lemma 8. For any t > 0 and any n
P˜n
(∣∣∣log A˜− E˜n(log A˜)∣∣∣ > t) ≤ exp(− t2
2c4 log4 n(log log n)2n
+ c log n
)
.
Proof. First note that
∣∣∣log A˜− E˜n(log A˜)∣∣∣ =
∣∣∣∣∣∣
∑
b≤c logn
∑
|B|=b
[φ˜B − E˜n(φ˜B)]
∣∣∣∣∣∣
If
∣∣∣log A˜− E˜n(log A˜)∣∣∣ > t, then at least one of the c log n terms of the outer sum
must have magnitude larger than t
c logn
. Therefore
P˜n
(∣∣∣log A˜− E˜n(log A˜)∣∣∣ > t)
≤
∑
b≤c logn
P˜n
∣∣∣∣∣∣
∑
|B|=b
φ˜B − E˜n(φ˜B)
∣∣∣∣∣∣ > tc log n

If
∣∣∣∑|B|=b φ˜B − E˜n(φ˜B)∣∣∣ > tc logn , then there must be at least one B for which∣∣∣φ˜B − E˜n(φ˜B)∣∣∣ > tc tr(b) logn . Therefore,
P˜n
∣∣∣∣∣∣
∑
|B|=b
φ˜B − E˜n(φ˜B)
∣∣∣∣∣∣ > tc log n

≤
∑
|B|=b
P˜n
(∣∣∣φ˜B − E˜n(φ˜B)∣∣∣ > t
c tr(b) log n
)
Applying lemma 7, with (t/c tr(B) log n) in place of t, we get
P˜n
∣∣∣∣∣∣
∑
|B|=b
φ˜B − E˜n(φ˜B)
∣∣∣∣∣∣ > tc log n

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≤tr(b) exp
(
− t
2
2c4(tr(b))2 log
4 n(log log n)2n
)
≤tr(c log n) exp
(
− t
2
2c4 log4 n(log log n)2n
)
Recall the number of rooted unlabeled tree of order n is
tr(n) = D
ρn0
n3/2
(1 +O(
1
n
)).
where D = 0.4399237... and ρ0 = 2.99557659....
Therefore when n is large enough,
P˜n
∣∣∣∣∣∣
∑
|B|=b
φ˜B − E˜n(φ˜B)
∣∣∣∣∣∣ > tc log n

≤2D ρ
c logn
0
(c log n)3/2
exp
(
− t
2
2c4 log4 n(log log n)2n
)
and
P˜n
(∣∣∣log A˜− E˜n(log A˜)∣∣∣ > t)
≤2D(c log n) ρ
c logn
0
(c log n)3/2
exp
(
− t
2
2c4 log4 n(log log n)2n
)
≤(c log n)−1/2 exp
(
− t
2
2c4 log4 n(log log n)2n
+ c log ρ0 log n
)
≤ exp
(
− t
2
2c4 log4 n(log log n)2n
+ c log ρ0 log n− 1
2
log log n
)
≤ exp
(
− t
2
2c4 log4 n(log log n)2n
+ c log n
)
To translate lemma 8 back to the world of trees, we use Joyal’s bijection [13] which
is introduced in the previous section. Note J :Mn → F∗n has the following property:
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• If v is not a cyclic vertex of F , then (v, F (v)) is an edge of J(F ) = F ∗
• If v1 < v2, < · · · < vz are the cyclic vertices, then (F (vi), F (vi+1)) is an edge of
F ∗ (for 1 ≤ i < z).
• r1 = F (v1) and r2 = F (vz)
There is a close relationship between each of the random random variables that we
consider on Mn, and the corresponding random variables (denoted with a ∗ instead
of a ∼ )on F∗n.
Lemma 9. For all F ∈Mn,
∣∣log A˜(F )− log A∗(F ∗)∣∣ < 4Z log2 n∆in,
where Z(F ) is the number of cyclic vertices, and ∆in(F ) = the maximum indegree.
Proof. Write N(F, d,B) =
∑
v
I˜v(F, d,B), where I˜v(F, d,B) = 1 if and only if F has
exactly d copies of B at v. Notice that, if v is not a cyclic vertex of F , then
I˜v(F, d,B) = I
∗
v (F
∗, B, d) for all B and all d. If v is a cyclic vertex, then on the
cycle that contains v, both the incoming and outcoming edge at v may be deleted by
the bijection J . Hence, for any cyclic vertices v we have
|I˜v(F,B, d)− I∗v (F ∗, B, d)| ≤ 4. (2.54)
for all B and d. Furthermore, there can be at most ∆in
d
≤ ∆in branches B that occur
d times at a vertex v. Hence, for all d,
∑
B
|I˜v(F,B, d)− I∗v (F ∗, B, d)| ≤ 4∆in
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For d ≤ c log n, we have log d! < (log n)2. Therefore
∣∣log A˜(F )− log A∗(F ∗)∣∣
≤
∑
v is cyclic
c logn∑
d=1
log d!
∑
B
|I˜v(F,B, d)− I∗v (F ∗, B, d)|
≤Z(log2 n)4∆in
≤4Z log2 n∆in
It is clear from the preceding lemma that we need some information about both
∆in and the number of cyclic vertices. Using the similar analogue in Corollary 2.2.1
from lemma 2, we can prove the following result:
Lemma 10. For any positive constants c1, c2,
P˜n(∆in > c1 log n) = o(
1
nc2
)
Proof. Suppose we pick a mapping F at random from the setMn of the nn mappings
and consider the indegree of an arbitrary number x. degreein(x)=The number of
preimages of x under F . First we need to choose k numbers to be the preimages of
x, and then for x, the image can be any of the n number, for the rest of n − k − 1
numbers, the images can be any number other than x. So
P˜n(degreein(x) = k) =
(
n− 1
k
)
(n− 1)n−k−1n
nn
=
(1− 1/n)n
k!
n
n− 1
(n− 1)k
(n− 1)k
<
e−1
k!
, if k ≥ 2.
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Therefore,
P˜n(degreein(x) > k) < e−1
(
1
(k + 1)!
+
1
(k + 2)!
+ ...
)
<
e−1
(k + 1)!
(
1 +
1
k + 2
+
1
(k + 2)2
+ ...
)
=
e−1
(k + 1)!
(
1 +
1
k + 1
)
<
1
(k + 1)!
, if k ≥ 2.
The following result now follows from Boole’s inequality
P˜n(∪Ei) ≤
∑
P˜n(Ei)
So
P˜n(∆in > k) ≤ n
(k + 1)!
≤ n
k!
.
Let k = c1 log n, the proof of the lemma is the same as the proof of Corollary 2.2.1.
The following lemma is from Harris[12].
Lemma 11. (Rubin-Sitgraves) The number an,m of functions inMn that have exactly
m cyclic vertices is nn n!m
(n−m)!nm+1 .
Since the numbers an,m are decreasing in m, it is straight forward to deduces a
crude bound of the upper tail of Z:
Corollary 2.4.1. For any positive integer a, P˜n(Z ≥ 2(a+ 1)
√
n log n) = O( 1
na
)
Proof. Let L = b2(a + 1)√n log nc. Since an,m+1
an,m
= 1 − m2+m−n
mn
≤ 1 for each m ≥ L,
we have
P˜n(Z ≥ L) ≤ nP˜n(Z = L) = n!L
(n− L)!nL = e
−Θ(log2 n) = o(
1
na
).
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Therefore, Let x = 8(a+ 1)c1, combining the above results, we have,
P˜n
(∣∣log A˜(F )− log A∗(F ∗)∣∣ > x√n log4 n) = o( 1
n2
) (2.55)
Now, we are ready to prove the concentration for singly rooted trees.
Lemma 12.
Pn
(| log A− nµ| > x√n(log n)4) ≤ o( 1
n2
)
Proof. By definition of Fn and Tn,
Pn
(| log A− nµ| > x√n(log n)4) = P∗n (| log A∗ − nµ| > x√n(log n)4)
Because of Joyal bijection between Mn and Fn,
P∗n
(| log A∗ − nµ| > x√n(log n)4) = P˜n (| log A∗(F ∗)− nµ| > x√n(log n)4)
≤P˜n
(
| log A˜− log A∗(F ∗)| > x√n(log n)4
)
+ P˜n
(
| log A˜− nµ| > x√n(log n)4
)
From (2.55) and lemma 8,
P∗n
(| log A∗ − nµ| > x√n(log n)4)
≤o( 1
n2
) + exp
(
− x
2n log8 n
2c4n log4 n(log log n)2
+ c log n
)
≤o( 1
n2
) + e−Θ(log
3 n)
≤o( 1
n2
)
Corollary 2.4.2. En ((log |AutT | − nµ)4) = O(n2 log16 n).
Proof. Observe that, for any n vertex tree T , log A ≤ log((n− 1)!) < n log n. There-
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fore, for any t > 0,
En
(| logAut1 − µn|4) ≤ t4Pn (| log A− µn| ≤ t) + (n log n)4Pn (| log A− µn| ≥ t)
Taking t = x
√
n(log n)4, we get
En
(| logAut1 − µn|4) ≤t4 + n4 log4 n o( 1
n2
)
≤x4n2 log16 n+ o(n2 log4 n)
2.5 Evaluation of µ
Recall
µ =
∞∑
d=1
∞∑
|B|=1
e−λB
λdB
d!
log d!
The sum has no simple close form, since it is related to the automorphism of each B,
for |B| ≥ 1. We can also write µ in the following form:
µ =
∞∑
h=0
µ(h)
where µ(h) =
∑
height(B)=h,|B|≥1
∑∞
d=1 e
−λB λdB
d!
log d!. The good news is when h is
greater than 2, µ(h) becomes very small. If we use µ(0) + µ(1) + µ(2) to estimate
µ, we get a numerical estimate:
µ ≈ 0.05132...
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However this calculation is informal and we do not have rigorously proved bounds for
the constant µ.
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2.6 Distribution of log |Aut(T )|
Let Tn be the set of all nn−2 labelled trees on [n], and let Pn be the uniform
probability measure on Tn. For any tree T ∈ Tn, let Autr(T ) be the set of rooted-
tree automorphisms of (T, r), i.e the set of automorphisms of T that fix r. Clearly
the choice of r is immaterial since the n random variables Autr(T ) are identically
distributed. We therefore consider only the case r = 1. The goal in this section is to
give an partial proof that |Aut1| is asymptotically lognormal.
Color the trees in Tn as follows. For each vertex v, color v brown if and only if
v has at least one branch that has more than ξ = (a + 1) log n vertices, where a is
a fixed positive constant to be specified later. Color the remaining vertices green.
The brown vertices induce a subtree Stump(T ) that includes the root. If we delete
the edges of Stump(T ), the remaining graph is forest of rooted trees whose roots are
brown and whose other vertices are green. Call this graph Canopy(T ).
Let (T1, r1), (T2, r2), . . . , (Tm, rm) be the forest of trees that make up Canopy(T ).
Observe that any (rooted tree) automorphism of T induces rooted tree automorphisms
of Stump and of each of the subtrees (T1, r1), (T2, r2) . . . , (Tm, rm). However, in general,
an automorphism of Stump may permute two roots ri and rj even though Ti and Tj are
not isomorphic. Hence not all choices of automorphisms of Stump and T1, T2, . . . Twτ
will be restrictions of an automorphism of the full tree T . Hence we have the following
inequalities (for any choice of T ):
m∏
i=1
|Autri(Ti)| ≤ |Aut1(T )| ≤ |Aut1(Stump)| ·
m∏
i=1
|Autri(Ti)| (2.56)
For any n and β, let Gn be the set of trees T in Tn that satisfy both of the following
properties:
• the maximum vertex degree is less than log n ,and
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• no vertex w has a pair of isomorphic branches having more than (a + 1) log n
vertices.
In extreme cases, the the inequalities in (2.56) are quite crude. However the following
lemma shows the lower bound is sharp for all T ∈ Gn,.
Lemma 13. With probability 1−O( 1
na
),
|Aut1(T )| =
m∏
i=1
|Autri(Ti)|
Proof. Suppose v is a brown vertex and σ(v) = w for some automorphism v 6= w.
Let γv,w be the unique path from v to the w. Then σ maps γv,w onto itself and fixes
a vertex x. (In particular, x is the first common vertex of γv,r and γw,r where r is
the root of T .) Let Bx, Bw respectively be the branches at x that contains v and w.
Note that Bv and Bw cannot be equal; if they were equal, then the root of Bv would
be common vertex of γv,r and γw,r that precedes x. Thus Bv and Bw are two distinct
isomorphic branches of x, each having more than ξ vertices. By lemma , this only
happens with probability O( 1
na
).
Also let νi = |Tri | = the number of vertices in the subtree Tri , where r1 < r2 <
. . . rm; and let ~ν = (ν1, ν2, . . . , νm). We partition the sample space Tn, grouping
together in one equivalence class A~ν the trees T ∈ Gn with a given vector ~ν. To
simplify notation, let
Sn(T ) = log |Aut1(T )| =
m∑
i=1
log |Aut(Tri)|.
Then for any real numbers yn, we have
Chapter 2. LOG |AUT(T )|. 42
Pn(Sn ≤ yn) =
∑
~ν
Pn(A~ν)Pn(Sn ≤ yn|A~ν) + Pn(Sn ≤ yn and T 6∈ Gn)). (2.57)
Although the random variables log |Aut(Tri)| are not independent, they are con-
ditionally independent given ~ν. Our strategy is to apply the central limit theorem to
each of the conditional probabilities Pn(Sn ≤ yn|A~ν) that appear in equation (2.57).
More specifically, we use the following well known theorem of Esseen: (See, for ex-
ample, page 544 of Feller [8].)
Theorem 3. (Esseen inequality) There is a positive constant A such that, for any
choice of mutually independent (not necessarily identically distributed) random vari-
ables X1, . . . , Xm, if E(Xi) = 0 and E(|Xi|)3 <∞ for i = 1, . . . ,m, then
sup
x
∣∣∣∣∣∣∣∣P

m∑
i=1
Xi√
m∑
i=1
E(X2i )
< x
− Φ(x)
∣∣∣∣∣∣∣∣ ≤
A
m∑
i=1
E(|Xi|3)(
m∑
i=1
E(X2i )
)3/2 .
Let µn,~ν = E(Sn|A~ν). To simplify notation, let Sn = E(Sn) =
∑
~ν
Pn(A~ν)µn,~ν .
Similarly, let σ2n = E(S2n) − (Sn)2, and let σ2n,~ν = Given a real number x, let yn =
Sn + xσn. By lemma, Pn(Sn ≤ yn and T 6∈ Gn)) ≤ Pn(Gcn) = O( 1n). Therefore
Pn(Sn ≤ yn) =
∑
~ν
Pn(A~ν)Pn(Sn ≤ yn|A~ν) +O( 1
n
).
The idea is to show that that, for each choice of ~ν, we have Pn(Sn ≤ yn|A~ν) ≈ Φ(x) and
therefore Pn(Sn ≤ yn) ≈
∑
~ν
Pn(A~ν)Φ(x) = Φ(x). However an extra step is required to
justify this approximation because the normalizing constants are only approximately
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what they should be. By elementary algebra,
Sn ≤ yn ⇔ Sn − µn,~ν
σn,~ν
≤ x+ δn,x,
where δn,x =
(Sn−µn,~ν)+x(σn−σn,~ν)
σn
. We believe it is possible to prove that δn,x → 0 (for
all but a negligible set of choices of ~ν), and use theorem 3 to verify that
Pn(
Sn − µn,~µ
σn,~ν
≤ x|A~ν) = Φ(x) + o(1).
However considerable additional work will be required to verify that δn,x → 0. We
have made a good start, but were not able to complete the proof in the time available;
the proof of asymptotic normality remains incomplete.
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3. Expected value of |Hl|
3.1 Expected value of |Aut(Tn)| and |Aut(Un)|
In this section we present asymptotic estimates for the expected value of |Aut(Tn)|
and |Aut(Un)|. Then, in the remainder of the chapter, we derive analogous estimates
for the subgroups H`.
First we need some important background information on graphical enumeration.
There is a large literature in which the goal is to count equivalence classes of graphs
of various types (where two graphs are equivalent if and only if they are isomorphic.)
We specifically mention two classical results whose proofs can be found in [10]
Theorem 3.1.1. (Otter, Polya) The number of rooted unlabeled trees of order n (i.e.
equivalence classes of rooted trees) is
tr(n) = (0.4399237 . . . )
ρn0
n3/2
(1 +O(
1
n
))
where ρ0 = 2.9958.... The number of (unrooted) unlabeled trees of order n is
tu(n) = (0.5349485 . . . )
ρn0
n5/2
(1 +O(
1
n
)),
It is convenient to restate these facts in the language of group theory. If we
permute the vertices of a tree, then the result is an another tree isomorphic to the
original . More precisely: for each σ ∈ Sn, and each labelled tree T on [n], let σ · T
be the following tree: {σ(i), σ(j)} is an edge of σ·T if and only if {i, j} is an edge of
T . The function T 7→ σ · T is a permutation of the whole set X of labelled trees, so
Sn is acting on the set X. The orbits are the “unlabelled trees”, i.e. the equivalence
classes of labeled trees. One can likewise regard unlablelled rooted trees as the orbits
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when Sn acts on the set of all n
n−1 rooted labeled trees on [n].
Recall Burnside’s lemma, which can be found in many standard abstract al-
gebra texts. When a finite group A acts on a finite set X, the number orbits
is equal to the average number of fixed points, i.e. to |A|−1 ∑
α∈A
|Fix(α)|, where
Fix(α) = {x ∈ X|αx = x}.
Burnide’s lemma, together with lemma 3.1.1, can be used to derive estimates for
the expected orders of the automorphism groups. This fact is known to experts, but
does not seem to have been published anywhere.[17].
Theorem 3.1.2. (folklore) The expected number of automorphisms that a uniform
random rooted labeled tree has is
1
|Tn|
∑
T∈Tn
|Aut(T )| = creµˆn(1 + o(1)).
And the expected number of automorphisms that a uniform random unrooted labeled
tree has is
1
|Un|
∑
U∈Un
|Aut(U)| = cueµˆn(1 + o(1)),
where µˆ = log ρ0
e
= log(1.0874...) = 0.08379..., cr = (0.4399237...) ∗
√
2pi = 1.1027...,
and cu = (0.5349485...) ∗
√
2pi = 1.3409....
Proof. Let Tn be the set of all rooted labelled trees on [n], and let
I(σ, T ) =
 1 , if σ is a rooted tree automorphism of T0 , otherwise
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For rooted trees, expected order of the automorphism group is
1
|Tn|
∑
T∈Tn
|Aut(T )| = 1
nn−1
∑
T∈Tn
∑
σ∈Sn
I(σ, T )
=
1
nn−1
∑
σ∈Sn
∑
T∈Tn
I(σ, T ) =
1
nn−1
∑
σ∈Sn
|Fix(σ)|
=
n!
nn−1
(
1
n!
∑
σ∈Sn
|Fix(σ)|).
Applying Burnside’s lemma, then theorem 3.1.1 and Stirling’s formula, we see that
the expected order of the automorphism group is
n!
nn−1
tr(n) = (0.4399237...)
√
2pi
(ρ0
e
)n
(1 +O(
1
n
)).
Similarly, for the unrooted case,
1
|Un|
∑
U∈Un
Aut(U) =
1
nn−2
∑
U∈Un
∑
σ∈Sn
I(σ, U)
=
1
nn−2
∑
σ∈Sn
∑
U∈Un
I(σ, U) =
1
nn−2
∑
σ∈Sn
|Fix(σ)|
=
n!
nn−2
tu(n) = (0.5349485...)
√
2pi
(ρ0
e
)n
(1 +O(
1
n
)).
It is interesting to compare theorem 3.1.2 with theorem 2.3.2. Theorem 2.3.2
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implies that, for almost every tree T ,
e(1−)µn < |Aut(T )| < e(1+)n.
However eµˆ > e(1+)µ. In a sense, this says that the expected order is exponentially
larger than the typical order.
3.2 Expected value of |H0|
In this section we derive asymptotic estimates for the expected value of |H0|, first
for rooted trees and then for unrooted trees.
3.2.1 On rooted trees
We will use the generating function method to find a recurrence relation for an=
En(H0).
Lemma 14. The generating funtion g0(x) of an satisfies g0(x) =
x
1− xe
g0(x)−x.
Proof. Without lost of generality, suppose v1 is the root of tree Tn. Let l be the
number of leaves adjacent to v1, k be the number of branches adjacent to v1 that
have at least two vertices, i.e. k = degree(v1) − l . Finally let ni be the number of
vertices in the ith of these k branches. Then if we only count the automorphisms
that fix non-leaf vertices, it will be the number of permutations on the l leaves times
the number of permutations on the leaves in each branch of the k branches. The
number of the permutations on the i-th branch Tni is |H0(Tni)|, so the number of
automorphisms of Tn is |Ho(Tn)| = l!
∏k
i=1 |H0(Tni)|.
To form the l leaves and the k branches that have {n1, n2, ..., nk} vertices, we can
first pick l labels to be the leaves (from the n − 1 labels that are different than v1),
and choose k to become the roots of the branches. From the rest of available vertices,
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choose ni − 1 to become the labels of the i’th branch (1 ≤ i ≤ k). There are nn1−2i
ways to form the i’th branch using the given labels. So altogether there are
(
n− 1
l k n1 − 1 ... nk − 1
)
nn1−21 ...n
nk−2
k
ways in total to choose l leaves and the k branches that have {n1, n2, ..., nk} vertices.
We therefore have a recurrence relation:
an =
n−1∑
l=0
[n−l−1
2
]∑
k=0
∑
n1+...+nk=n−l−1,ni≥2
(
n−1
l k n1−1 ... nk−1
)
nn1−21 ...n
nk−2
k
nn−2
l!an1 ...ank
=
∑
l
∑
k
∑
<n>k
(n− 1)!
k!(n1 − 1)!...(nk − 1)!
nn1−21 ...n
nk−2
k
nn−2
an1 ...ank
nn−2
(n− 1)!an =
∑
l
∑
k
1
k!
∑
<n>k
nn1−21
(n1 − 1)!an1 ...
nnk−2k
(nk − 1)!ank
Let g0(x) ≡
∞∑
n=1
bnx
n =
∞∑
n=1
nn−2
(n− 1)!anx
n, then multiply xn to both sides of the above
equation and take the sum through n = 1 to ∞:
∞∑
n=1
nn−2
(n− 1)!anx
n =
∞∑
l=0
xl+1
∞∑
k=0
1
k!
∑
<n>k
nn1−21
(n1 − 1)!an1x
n1 ...
nnk−2k
(nk − 1)!ankx
nk
=
∞∑
l=0
xl+1
∞∑
k=0
1
k!
(
∞∑
n1=2
nn1−21
(n1 − 1)!an1x
n1)k
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g0(x) =
∞∑
n=1
nn−2
(n− 1)!anx
n =
∞∑
l=0
xl+1
∞∑
k=0
1
k!
(g0(x)− a1x)k
g0(x) =
x
1− xe
g0(x)−x
The generating function we get above is a ’smooth implicit function’[9]. The
Definition (VII.4.) of smooth implicit- function on page 467, [9] is :
Let y(z) be a function analytic at 0, y(z) =
∑
n≥0 ynz
n, with y0 = 0 and yn ≥ 0.
The function is said to belong to the smooth implicit-function schema if there exists
a bivariate G(z, w) such that
y(z) = G(z, y(z)),
where G(z, w) satisfies the following conditions.
(I1):G(z, w) =
∑
m,n≥0 gm,nz
mwnis analytic in a domain |z| < R and |w| < S, for
some R, S > 0.
(I2):The coefficients of G satisfy
gm,n ≥ 0, g0,0 = 0, g0,1 6= 1,
gm,n > 0 for some m and for some n ≥ 2
(I3):There exist two number r, s, such that 0 < r < R and 0 < s < S, satisfying the
system of equations,
G(r, s) = s, Gw(r, s) = 1, with r < R, s < S,
which is called the characteristic system.
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Here for our g0(x), Let G(z, w) =
z
1−ze
w−z, then G(x, g0(x)) = g0(x). It satisfies the
following property:
(I1):G(z, w) is analytic in a domain |z| < 1 and |w| <∞.
(I2):gm,n = [x
m] x
1−xe
−x · [yn]ey = 1
n!
[xm−1]
∑m−1
k=0 x
m−1−k (−1)kxk
k!
= 1
n!
(
∑m−1
k=0
(−1)k
k!
) > 0,
for m ≥ 1; g0,n = 0. So g0,0 = 0, g0,1 = 0.
(I3):g0(x) has radius of convergence r such that r is the solution of
x
(x− 1)ex = −
1
e
.
Using matlab, r ≈ .3410 and g0(r) = s = 1.
So the generating function of |H0| is a smooth implicit-function and satisfies all the
properties smooth implicit-functions hold. By the property of this kind of function,
we can get the expected value of |H0| on [n] is:
Theorem 3.2.1. an ∼ c · ρn, where c = 1.2318..., ρ = 1.0788....
Proof. We will use the following theorem to prove the result.
(Theorem VII.3 Smooth implicit-function schema on page 468, [9]:) Let y(z) belong
to the smooth implicit-fuction schema defined by G(z, w), with (r, s) the positive
solution of the characteristic system. Then y(z) converges at z = r, where it has a
square-root singularity,
y(z)
z→r
= s− γ
√
1− z/γ +O(1− z/γ), γ :=
√
2rGz(r, s)
Gww(r, s)
,
the expansion being valid in a ∆-domain. If, in addition, y(z) is aperiodic, then r is
the unique dominant singularity of y and the coefficients satisfy
[zn]y(z) =
γ
2
√
pin3
γ−n(1 +O(
1
n
)).
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Here, ’y(z) is aperiodic’⇔ there exist three indices i < j < k such that yiyjyk 6= 0
and gcd(j − i, k − i) = 1.
So for our question g0(x) = G(x, g0(x)),
γ =
√
2rGz(r, s)
Gww(r, s)
=
√√√√2r ddxG(x, y)|x=r,y=s
d2
dy2
G(x, y)|x=r,y=s
Since
d
dx
G(x, y) =
d
dx
(
x
1− x)e
y−x +
x
1− x
d
dx
(ey−x) = (
1
(1− x)2 +
x
1− x)e
y−x
and
x
(x− 1)ex = −
1
e
, s = 1,
d
dx
G(x, y)|(r,s) = 1
(1− r)r
r
1− re
s−r − 1
1− re
s−r =
1
(1− r)r = 4.4500...
For any n, the n-th derivative of g0 with respect to y is always itself.
d2
dy2
G(x, y) = g0(x, y)
so d
2
dy2
g0(x, y)|x=r,y=s = g0(r, s) = s = 1, and
γ =
√
2r · 4.4500...
1
= 1.7421...
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From the theorem, we know
an
nn−2
(n− 1)! = bn =
γ
2
√
pi
n−
3
2 r−n(1 +O( 1
n
))
an =
γ(n− 1)!
2
√
pinn−2
n−
3
2 r−n(1 +O( 1
n
))
=
γ√
2
(
1
r · e)
n(1 +O( 1
n
)) = c · ρn(1 +O( 1
n
))
3.2.2 On unrooted trees
Let un = E(|H0|), which is the expected value of |H0| on all n-vertex unrooted
labelled trees. Then if we still represent un by a similar recursion we get for an, the
only different term will be the one for l = 0 and k = 1, because in that case v1 is
a leaf of the tree adjacent to some vertex v and can be permuted with other leaves
adjacent to v. So let E ′n be the contribution to un of the trees that have v1 as a leaf,
we can get the relationship between un and an.
Before the proof, we need the following lemma:
Lemma 15. In general, if fa,b(n) =
n∑
k=1
kabk, for any b > 1 and any fixed constant
a < 0,
fa,b(n) ∼ n
abn+1
b− 1 .
Proof.
fa,b(n) > n
a
n∑
k=1
bk =
nabn+1 − 1
b− 1
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On the other hand,
fa,b(n) =
n−logn∑
k=1
kabk +
n∑
k=n−logn+1
kabk
≤
n−logn∑
k=1
bk + (n− log n+ 1)a
n∑
k=n−logn+1
bk
=
bn−logn+1 − b
b− 1 + (n− log n+ 1)
a b
n+1 − bn−logn+1
b− 1
=
nabn+1
b− 1 +O(n
abn−logn+1)
Theorem 3.2.2. un ∼ (1.1765...)an
Proof. First, for the trees that l 6= 0 or k 6= 1, the expression of un is the same
with an. Then, for l = 0 and k = 1, the contribution to un is E
′
n, instead of(
n−1
1 n−2
)(n− 1)n−3
nn−2
an−1.
un =
n−1∑
l=0
[n−l−1
2
]∑
k=0
∑
n1+...+nk=n−l−1,ni≥2
(
n− 1
l k n1 − 1 ... nk − 1
)
nn1−21 ...n
nk−2
k
nn−2
l!an1 ...ank −
(
n− 1
1 n− 2
)
(n− 1)n−3
nn−2
an−1 + E ′n
=an −
(
n− 1
1 n− 2
)
(n− 1)n−3
nn−2
an−1 + E ′n
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To find
∞∑
n=1
nn−2
(n− 1)!unx
n, multiply
nn−2
(n− 1)!x
n to both sides and sum up:
∞∑
n=1
nn−2
(n− 1)!unx
n =g0(x)−
∞∑
n=3
(
n− 1
1 n− 2
)
(n− 1)n−3
nn−2
nn−2
(n− 1)!an−1x
n +
∞∑
n=1
E ′n
nn−2
(n− 1)!x
n
=g0(x)− x
∞∑
n=3
(n− 1)n−3
(n− 2)! an−1x
n−1 +
∞∑
n=1
E ′n
nn−2
(n− 1)!x
n
=g0(x)− x · (g(x)− x) +
∞∑
n=1
E ′n
nn−2
(n− 1)!x
n
To calculate the E ′n term, suppose v is the vertex adjacent to the leave v1. We define
similarly L = the number of leaves adjacent to v except v1, K be the number of
branches adjacent to v each of which has at least two vertices, i.e. K = degree(v)−
L − 1 and ni be the number of vertices in the ith branch of the K branches, so
n1 + n2 + ...+ nK = n−L− 2. Instead of L!, there are (L+ 1)! permutations on the
leaves adjacent to v.
E ′n =
n−2∑
L=0
[n−L−2
2
]∑
K=0
∑
n1+...+nK=n−L−2,ni≥2
(
n−1
1 L K n1−1 ... nK−1
)
nn1−21 ...n
nK−2
K
nn−2
(L+ 1)!an1 ...ank
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∞∑
n=1
E ′n
nn−2
(n− 1)!x
n =
∞∑
n=1
nn−2
(n− 1)!
n−2∑
L=0
[n−L−2
2
]∑
K=0
∑
<n>K
(n− 1)!(L+ 1)!
L!K!(n1 − 1)!...(nK − 1)!
nn1−21 ...n
nK−2
K
nn−2
an1 ...ankx
n
=
∞∑
n=1
n−2∑
L=0
(L+ 1)xL+2
[n−L−2
2
]∑
K=0
1
K!
∑
<n>K
nn1−21
(n1 − 1)!an1x
n1 ...
nnK−2K
(nK − 1)!anKx
nK
=
∞∑
L=0
(L+ 1)xL+2
∞∑
K=0
1
K!
∞∑
n1=2
nn1−21
(n1 − 1)!an1x
n1 ...
∞∑
nK=2
nnK−2K
(nK − 1)!anKx
nK
= x2
∞∑
L=0
(L+ 1)xL
∞∑
K=0
1
K!
(
∞∑
n1=2
nn1−21
(n1 − 1)!an1x
n1)K
= x2 d
dx
(
∞∑
L=0
xL+1)e
∞∑
n1=2
nn1−21
(n1 − 1)!an1x
n1
= x2 d
dx
( 1
1−x − 1)eg0(x)−x
= x2eg0(x)−x · 1
(1− x)2
=
x
1− xg0(x)
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Combine all the results above,
∞∑
n=1
nn−2
(n− 1)!unx
n = g0(x)− x · (g0(x)− x) + x
1− xg0(x)
= g0(x) +
x2
1− xg0(x) + x
2
= g0(x) + x
2
∞∑
j=0
xjg0(x) + x
2.
Compare the coefficients of xn, when n > 2,
nn−2
(n− 1)!un =
nn−2
(n− 1)!an +
n−2∑
m=1
mm−2
(m− 1)!am
un = an +
(n− 1)!
nn−2
n−2∑
m=1
mm−2
(m− 1)!am
= an + c
(n− 1)!
nn−2
[
o(n)∑
m=1
mm−1
m!
ρm(1 +O( 1
m
)) +
n−2∑
m=o(n)
mm−1
m!
ρm(1 +O( 1
m
))]
Because for all n,
√
2pi nn+1/2e−n ≤ n! ≤ e nn+1/2e−n, and using lemma 3.2.2,
(n− 1)!
nn−2
o(n)∑
m=1
mm−1
m!
ρm(1 +O(
1
m
))
<
e (n− 1)n−1/2e−n+1
nn−2
o(n)∑
m=1
mm−1√
2pi mm+1/2e−m
ρm(1 +O(
1
m
))
<e n
3
2 e−n+1
o(n)∑
m=1
1√
2pi
m−
3
2 (eρ)m(1 +O(
1
m
))
=
e2√
2pi
n
3
2 e−n
o(n)−
3
2 (eρ)o(n)+1
eρ− 1 (1 +O(1))
=O(n
3
2 e−n)
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So from lemma 3.2.2
un = an + c
(n− 1)!
nn−2
n−2∑
m=o(n)
mm−1
m!
ρm(1 +O( 1
m
)) +O(n
3
2 e−n)
= an + c
√
2pin
3
2 e−n
n−2∑
m=o(n)
1√
2pi
m−
3
2 (eρ)m(1 +O( 1
m
)) +O(n
3
2 e−n)
Because we proved above n
3
2 e−n
o(n)∑
m=1
m−
3
2 (eρ)m(1 +O( 1
m
)) = O(n
3
2 e−n),
un = an + cn
3
2 e−n
n−2∑
m=o(n)
m−
3
2 (eρ)m(1 +O( 1
m
))
+cn
3
2 e−n
o(n)∑
m=1
m−
3
2 (eρ)m(1 +O( 1
m
)) +O(n
3
2 e−n)
= an + cn
3
2 e−n
n−2∑
m=1
m−
3
2 (eρ)m(1 +O( 1
m
)) +O(n
3
2 e−n)
= an + cn
3
2 e−n
(n− 2)− 32 (eρ)n−1
eρ− 1 (1 +O(
1
n
)) +O(n
3
2 e−n)
= an + c
1
eρ(eρ− 1)ρ
n(1 +O( 1
n
)) +O(n
3
2 e−n)
= an(1 +
1
eρ(eρ− 1))(1 +O(
1
n
)) +O(n
3
2 e−n)
=
r2 − r + 1
1− r an(1 +O(
1
n
))
∼ (1.1765...)an
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In both of the rooted case and the unrooted case, the expected value of |H0| is
Θ(ρn) = Θ((1.0788...)n). It is interesting to compare this result with our previous
estimate for E(AutT ) in theorem 3.1.2 .Note that 1.0874.../1.0788... = 1.008... > 1.
3.3 Expected value of |H1|
If we keep working on the expected value of automorphisms on a higher level
branch, the idea is similar but we need to add some more terms since such branches
adjacent to the root can also be permuted in this case. For H1, we are allowed to
permute the branches with hight 1: B1 = {B| The root of B is r and the puffer code
of B is r...r } (stars), so we can represent the branches in B1 by size. i.e. if |B| = b,
then B is a star with (b− 1) leaves and rooted at the center.
Different from the calculation for H0, to calculate the generating function of E(H1)
directly is difficult, because we need to separate into the case that height of Tn is 1
and the case that height of Tn is larger than 1. So we calculate the conditional
expected value a′n = E(|H1(Tn)||height of Tn > 1). And because E(|H1(Tn)|) =
nn−1 − n
nn−1
a′n +
n
nn−1
(n − 1)!, we can get the formula of E(|H1(Tn)|) if we get the
formula of a′n.
Lemma 16. The generating funtion g1(x) of a
′
n satisfies g1(x) = xe
g1(x)
∏∞
i=1
1
1−xi −
x
1−x .
Proof. Without lost of generality, suppose v1 is the root. Similarly, let k be the
number of branches adjacent to v1 each of which has at least three vertices and the
height of these branches are at least 2. Let ni be the number of vertices in the ith
branch of the k branches. We also need to following definitions:
l1 = number of leaves adjacent to v1.
l2 = number of rooted star trees of size 2 adjacent to v1.
l3 = number of rooted star trees of size 3 adjacent to v1.
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...
lm+1 = number of rooted star trees of size m+ 1 adjacent to v1.
Then
a′n =
n−3∑
l1=0
[n−1
2
]∑
l2=0
...
1∑
ln−2=0
n−1
3∑
k=0
∑
k∑
j=1
nj=n−1−
n−2∑
i=1
i·li
ni≥3
(
n− 1
l1 l2 1...1︸︷︷︸
l2
l3 2...2︸︷︷︸
l3
...ln−2 n− 3︸ ︷︷ ︸
ln−2
k n1 − 1 ...nk − 1
)
∗ (n
n1−2
1 − 1)...(nnk−2k − 1)
(nn−2 − 1) a
′
n1
a′n2 ...a
′
nk
l1!l2!1!
l2l3!2!
l3 ...(n− 3)!ln−2ln−2!
=
∑
l1,l2,...ln−2,k
∑
〈n〉k
(n− 1)!
l1!l2!1!l2l3!2!l3 ...(n− 3)!ln−2ln−2!k!(n1 − 1)!...(nk − 1)!
(nn1−21 − 1)...(nnk−2k − 1)
(nn−2 − 1)
∗ a′n1a′n2 ...a′nk l1!l2!1!l2l3!2!l3 ...(n− 3)!ln−2ln−2!
=
(n− 1)!
nn−2 − 1
∑
l1,l2,...ln−2,k
1
k!
∑
〈n〉k
nn1−21 − 1
(n1 − 1)! a
′
n1
nn2−22 − 1
(n2 − 1)! a
′
n2
...
nnk−2k − 1
(nk − 1)! a
′
nk
.
Multiply n
n−2−1
(n−1)! on both sides,
(nn−2 − 1)
(n− 1)! a
′
n =
∑
l1,l2,...ln−2
∑
k
1
k!
∑
〈n〉k
(nn1−21 − 1)
(n1 − 1)! a
′
n1
...
(nnk−2k − 1)
(nk − 1)! a
′
nk
Take the summation for n from 3 to +∞, and because when l2 = ... = ln−3 = k =
0, the height of T is 1, we need to erase that term from the summation,
∞∑
n=3
(nn−2 − 1)
(n− 1)! a
′
nx
n =
∑
l1,l2,...ln−2
x1+l1+2l2+3l3+....
∞∑
k=0
1
k!
(
∞∑
n1=3
(nnk−2k − 1)
(nk − 1)! a
′
nk
xnk)k − x
∞∑
l1=0
xl1
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g1(x) = x · ( 1
1− x ·
1
1− x2 ·
1
1− x3 ...)e
g1(x) − x
1− x
= xeg1(x)
∞∏
i=1
1
1− xi −
x
1− x
Let g1(x) = G1(x, g(x)), then
(I1): G(z, w) =
∑
m,n≥0 gm,nz
mwnis analytic in a domain |z| < R and |w| < S, for
some R, S > 0.
(I2): The coefficients of G1 satisfy
gm,n ≥ 0, g0,0 = 0, g0,1 6= 1,
gm,n > 0 for some m and for some n ≥ 2
(I3):There exist two number r, s, such that 0 < r < R and 0 < s < S, satisfying the
system of equations,
G(r, s) = s, Gw(r, s) = 1, with r < R, s < S,
which is called the characteristic system.
Theorem 3.3.1. a′n ∼ c′ · ρ′n, and E(|H1(Tn)|) ∼ c′ · ρ′n.
where c′ = 1.2651..., ρ′ = 1.0862....
Proof. From (I3), g(x) has radius of convergence r such that r is the solution of
res∏∞
i=1(1− ri)
= 1
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and
s = 1− r
1− r .
which means r is the solution of
re1−
r
1−r∏∞
i=1(1− ri)
= 1. Using matlab, r = 0.3387... and
g1(r) = s = 1− r1−r = 0.4878....
By Theorem VII.3 on [9], γ =
√
2rGz(r, s)
Gww(r, s)
.
Gz(x, g1(x)) =
eg1(x)
∏∞
i=1(1− xi) + xeg1(x)(
∑∞
i=1 ix
i−1∏
j 6=i(1− xj))
(
∏∞
i=1(1− xi))2
− d
dx
(
x
1− x
)
=
eg1(x)∏∞
i=1(1− xi)
+
eg1(x)(
∑∞
i=1 ix
i
∏
j 6=i(1− xj))
(
∏∞
i=1(1− xi))2
− 1
(1− x)2
=
eg1(x)∏∞
i=1(1− xi)
+
G(x, g1(x))
x
( ∞∑
i=1
ixi
1− xi
)
− 1
(1− x)2
=
eg1(x)∏∞
i=1(1− xi)
(
1 +
∞∑
i=1
ixi
1− xi
)
− 1
(1− x)2
Gz(r, s) =
1
r
(
1 +
∞∑
i=1
iri
1− ri
)
− 1
(1− r)2 = 4.7255...
(upper limit taken as 100). So γ =
√
2rGz(r, s)
Gww(r, s)
=
√
2 ∗ (0.3387...) ∗ (4.7255...)
1
=
1.7891... and
a′n
nn−2 − 1
(n− 1)! ∼
γ
2
√
pi
n−3/2r−n = (0.5047...)n−3/2(0.3387...)−n
a′n ∼
γ(n− 1)!
2
√
pi(nn−2 − 1)n
− 3
2 (0.2521...)−n ∼ γ√
2
(
1
(0.3387...) · e)
n = (1.2651...)·(1.0862...)n = c′·ρ′n.
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Moreover,
E(|H1(Tn)|) = n
n−1 − n
nn−1
a′n +
n
nn−1
(n− 1)!
∼ a′n +
(n− 1)!
nn−2
∼ c′ · ρ′n +
√
2pin3/2e−n
Because n3/2e−n = o(ρ′n),
E(|H1(Tn)|) ∼ c′ · ρ′n
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Appendix A. Notation
an Expected number of |H0(Tn)|
a′n Conditional expected number of |H1(Tn)| given height(Tn) > 1
A(T )
∏c logn
d=1
∏
|B|<(a+1) logn d!
N(T,B,d)
Aut(Tn) Automorphism group of Tn
Aut1(Tn) Automorphism groupf of labelled tree Tn rooted at vertex 1.
B Rooted labeled tree on [b]
B` Set of all equivalence classes of rooted labelled trees with height `
cB(d) Probability of ’v has exactly d copies of B below’
∆in(F ) Maximum indegree of F
En Expectation on probability measure Pn
E˜n Expectation on probability measure P˜n
f n-n map
F Doubly rooted tree
F∗n Set of all nn ordered triples (T, r1, r2)
g0(x) Generating function of an
g1(x) Generating function of a
′
n
~Gf Directed graph by drawing arrows from i to f(i)
Gn See definition on lemma 6
Hl(Tn) {σ ∈ Aut(Tn)| σ fixes the vertices at level > l}
Iso(B1, B2) Set of all isomorphisms from B1 to B2
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J(f) Doubly rooted tree that corresponds to f by Joyal’s bijection
λB
1
e|B||AutB|
M Set of cyclic vertices of f
Mn Set of all nn functions with domain [n] and codomain [n]
µ
∑∞
d=1
∑∞
|B|=1 e
−λB λdB
d!
log d!
µn
∑c logn
d=1
∑c logn
|B|=1 e
−λB λdB
d!
log d!
µ(l)
∑
height(B)=h,|B|≥1
∑∞
d=1 e
−λB λdB
d!
log d!
N
n∑
v=1
∑
m≥ξ
Nm,v, where ξ = (a+ 1) log n and a ≥ 1 is a fixed positive constant.
Nm,v Number of ordered pairs of isomorphic m-vertex branches vertex v has
N(F, d,B) Number of vertices in F that have exactly d copies of B
N(T, d, B) Number of vertices in T that have exactly d copies of B
Pn Probability measure of uniform distribution on Tn
P˜n Probability measure of uniform distribution on Mn
P∗n Probability measure of uniform distribution on F∗n
Tn Random rooted labeled tree on [n]
Tn Set of all rooted labeled trees on [n]
un Expected number of |H0(Un)|
Un Random unrooted labeled tree on [n]
Z(F ) Number of cyclic vertices of f
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Appendix B. Nomenclature
1. A (labelled) graph is a pair (V,E), where V is a nonempty set, and E is a set
of 2-element subsets of V . The elements of V are called vertices. The elements
of E are called edges.
2. A tree on V is a graph (V,E) with the following property: for each pair of
vertices v, w there is a unique path from v to w. In other words: there is
exactly one choice of distinct vertices v0, v1, . . . , v` such that v0 = v and v` = w.
3. “o(1)”will be used as shorthand for “some (unspecified) function ε(n) with the
property that lim
n→∞
ε(n) = 0.”
4. “O( 1
n
)” is used as shorthand “some function (n) such that nε(n) is bounded.
”In otherwords, it is something that approaches zero at least as fast as 1
n
.
5. The degree of a vertex v is the number neighbors it has. More formally, it is
the number of edges in E that contain v: degree(v)= |{w : {v, w} ∈ E}|.
6. If v and w are vertices, we say v is adjacent to w if and only if {v, w} is an edge.
The edge {v, w} is said to be incident to each of the vertices that it contains.
7. A leaf is a vertex of degree one.

