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Chapitre 1
Introduction
Cette thèse présente le développement de méthodes pour la simulation de la dyna-
mique quantique dans l’étude de systèmes atomiques et moléculaires dans des agrégats de
gaz rares, pour lesquels les effets quantiques sont importants. Les processus physiques en
jeu lors de l’excitation ou de la relaxation de systèmes complexes tels que les molécules
ou agrégats couvrent diverses échelles de temps : nanoseconde (1 ns=10−9 s, émission
spontanée d’un photon), picoseconde (1 ps=10−12 s, rotation moléculaire), femtoseconde
(1 fs=10−15 s, mouvement vibrationnel), attoseconde (1 as=10−18 s, dynamique électro-
nique).
Dans les années 1980, l’avènement de lasers pulsés de l’ordre de la femtoseconde a rendu
accessible expérimentalement la dynamique des noyaux. Il a été dès lors possible de suivre
en temps réel des réactions chimiques comme la dissociation de molécules ou la fragmen-
tation d’agrégats[1].
Dans cette introduction sont décrits les agrégats et les matrices, puis les méthodes de
dynamique quantiques existantes et enfin l’objectif de ce travail.
1.1 Les agrégats
On définit généralement les agrégats comme un ensemble fini d’atomes ou de molé-
cules liés Xn dont le nombre n peut aller de quelques unités à plusieurs milliers voire
millions. Ce sont des objets physiques à part entière qui se distinguent des molécules
isolées, pour les plus petits, et des solides, pour les plus grands, de par leur propriétés
physiques et leur structure. Ils sont une étape intermédiaire entre les atomes ou molécules
isolés et la phase condensée. Ils existent sous toutes les formes de la matière : solide, li-
quide, gaz et plasma [2].
On peut classer les agrégats en fonction de la nature de la force inter-atomique qui les lie
[3] :
9
10 1.2. LES MATRICES
– métalliques : les électrons de valence sont délocalisés sur tout l’agrégat (Nan, Agn,
...)
– ioniques : la différence d’électronégativité entre atomes est suffisamment grande
pour considérer que les charges sont localisées sur les atomes, l’interaction est de
nature électrostatique (NanClm)
– covalents : les électrons de valence sont localisés sur la liaison inter-atomique (Sin)
– van der Waals : les atomes composant l’agrégat sont des gaz rares qui présentent
une structure électronique à couche fermée, l’interaction est faible et de type van der
Waals (Arn, Xen,...), certains de ces agrégats présentent un fort caractère quantique
(Hen)
– liaison hydrogène : ce sont des agrégats composés de molécules interagissant via
des liaisons hydrogènes ((H2O)n, (NH3)n,...)
Certaines propriétés des agrégats telles que la température de transition de phases, la
supraconductivité, la superfluidité [4] ou la structure dépendent de leur taille et de leur
nature. Par exemple, des agrégats métalliques ou de type van der Waals, pour un même
nombre n d’atomes, présentent une géométrie d’équilibre différente à cause de la nature
différente des interactions inter-atomiques [3, 5]. En effet, pour les agrégats van der Waals,
les structures d’équilibre les plus stables correspondent aux plus denses icosaèdres, tan-
dis que dans le cas d’agrégats métalliques, celles-ci sont obtenues pour les agrégats dont
les électrons de valence délocalisés forment des couches fermées[6]. Il existe donc des
nombres n d’atomes appelés nombres magiques pour lesquels les agrégats sont particu-
lièrement stables. Par ailleurs, pour un même nombre d’atomes n, on peut avoir plusieurs
isomères proches énergétiquement [7] et dont le nombre croît rapidement avec n. Il n’est
donc pas évident de trouver la configuration la plus stable pour un n donné [8].
Expérimentalement, les agrégats sont obtenus avec différentes techniques (condensation
par expansion de jet supersonique, vaporisation par laser, collisions sur une cible, ...), une
revue de ces techniques est faite dans la référence [9].
Les agrégats sont un objet d’étude pour de nombreux domaines comme la physique, mais
également la chimie (ex : catalyse de réactions chimiques [10]), l’astrophysique (ex : for-
mation d’agrégats de PAH dans le milieu interstellaire [11]) ou la biologie (ex : traitement
du cancer [12]).
1.2 Les matrices
Contrairement aux agrégats, les matrices sont des solides cristallins ou amorphes [13]
considérés comme infinis. Elles sont utilisées pour isoler des espèces atomiques ou molé-
culaires afin d’étudier des réactions chimiques ou d’effectuer des expériences (ex : spec-
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troscopie) qui seraient difficilement réalisables en phase gazeuse. La nature des atomes
ou molécules constituant la matrice est choisie de manière à ce qu’elle soit inerte pour
les espèces piégées et transparente au rayonnement laser dans les expériences de spectro-
scopie. Une méthode pour les fabriquer, développée dans les années 50, consiste à diluer
l’espèce à isoler dans un gaz constitué par l’espèce hôte dans une cellule sous vide, dont
une face est refroidie de manière à condenser ce mélange sous forme solide [14].
L’excitation de l’espèce piégée entraine une réponse complexe de la matrice dont l’in-
terprétation n’est pas toujours évidente. En particulier, pour les systèmes quantiques, les
effets de la mécanique quantique sont difficiles à décrire. Les simulations numériques de
ces expériences permettent alors de mieux appréhender les phénomènes physiques en jeu.
1.3 Méthodes de dynamique quantique
Si la dynamique de certains agrégats peut être très bien modélisée par la mécanique
classique, ceux pour lesquels les effets quantiques ne sont pas négligeables nécessitent
une description quantique. Du point de vue théorique, le traitement quantique de la mo-
délisation d’un problème à haute dimensionalité, c’est à dire à grand nombre de degrés de
liberté, et dépendant du temps est très difficile à réaliser. En effet, malgré les progrès des
moyens de calculs informatiques, il n’est en général pas possible de décrire la dynamique
des systèmes quantiques comprenant plus de quelques atomes, ce qui est largement insuf-
fisant pour décrire des systèmes complexes. La complexité dans ce type de système réside
non seulement dans le nombre d’atomes impliqués, mais aussi dans la diversité des inter-
actions mises en jeu et la spécificité de la réponse du système à une excitation externe.
Des approximations sont donc nécessaires pour traiter ces problèmes.
Dans cette section, nous allons donner un bref aperçu de quelques méthodes de dynamique
quantique.
1.3.1 Méthodes de propagation exacte du paquet d’onde
L’état d’un système à un instant t est donné par la fonction d’onde Ψ(t) la décri-
vant. Cette fonction d’onde est déterminée pour chaque instant, en résolvant l’équation
de Schrödinger [15] dépendant du temps. Elle est obtenue à partir de la fonction d’onde
initiale Ψ(t = 0) en appliquant l’opérateur d’évolution temporelle e−iHt à Ψ(t = 0) avec
H l’Hamiltonien du système et en prenant ~ = 1. Le but est donc d’évaluer le propaga-
teur quantique e−iHt. Pour ce faire, on peut diagonaliser l’Hamiltonien indépendant du
temps ce qui est en général difficile ; ou procéder par itération, c’est à dire découper le
temps t en plusieurs intervalles ∆t. Dans ce cas, il faut que l’opérateur approché soit uni-
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taire
(
U †U = 1, U = e−iH∆t
)
pour assurer la stabilité numérique et la conservation de la
norme de Ψ(t).
Il existe plusieurs manières de procéder [16] ; on peut citer la méthode différentielle au
second ordre (SOD) [17] ou le split operator ou opérateur fractionné [18]. Une comparai-
son entre différentes méthodes est développée dans l’article de Leforestier et al. [19].
L’inconvénient de ce type de méthode vient de la nécessité de développer la fonction
d’onde du système, qui est explicitement dépendante de tous les degrés de liberté du sys-
tème (Ψ(r1, ..., rn)), sur une grille de points. Cela est extrêmement couteux en terme de
mémoire et de temps de calcul. En effet si l’on considère un système à N particules donc
3N − 6 degrés de liberté internes, et en prenant 10 points par degré de liberté alors pour
N = 3 il faut environ 8 Mo pour stocker la fonction d’onde à un instant t et 8 Go si
N = 4. De même, le temps de calcul nécessaire de l’ordre de la seconde pour N = 3
devient de l’ordre de la semaine pour N = 4. L’espace mémoire et le temps de calcul
croissent de façon exponentielle avec le nombre de particules. En pratique, les simulations
complètement quantiques se limitent à des systèmes à 4 particules. Au-delà, les besoins
informatiques sont prohibitifs, il faut alors réduire la dimensionalité du système ou faire
une dynamique approchée.
1.3.2 Théorie de la Fonctionnelle de la Densité dépendante du temps
(TD-DFT)
L’idée de départ la DFT, dans le cadre de la physique atomique et moléculaire, est de
résoudre complètement le problème électronique, puis d’utiliser la solution électronique
pour traiter les ions.
En 1964, Hohenberg et Kohn énonce le théorème suivant [20] : la densité de l’état fon-
damental d’un système d’électrons en interaction dans un champ externe détermine ce
champ de manière unique. Cela a pour conséquence que l’on peut écrire l’équation de
Schrödinger comme une équation variationnelle de l’énergie qui est fonctionnelle de la
densité. L’énergie fondamentale est l’énergie qui minimise cette fonctionnelle, et est as-
sociée à la densité de l’état fondamental. La densité est une quantité fondamentale permet-
tant de calculer toutes les observables du système. Ce théorème est un théorème d’exis-
tence et ne dit pas comment trouver cette fonctionnelle.
Dans un deuxième temps, Kohn et Sham [21] reformulent ce théorème sous une forme
similaire aux équations de Hartree dans lesquelles chaque électron, décrit par une or-
bitale dite de Kohn-Sham, évolue dans un champ effectif composé d’un potentiel cou-
lombien créé par les autres électrons, d’un potentiel externe et d’un potentiel d’échange-
corrélation. Cependant, si les deux premiers sont connus, le potentiel d’échange-corrélation
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n’est déterminé que de façon imparfaite et est à l’origine d’approximations à effectuer.
Cette formulation a pour conséquence de réduire l’équation de Schrödinger d’une fonc-
tion d’onde à N particules en interaction, à un système de N équations à une particule dans
un potentiel d’interaction effectif, ce qui est beaucoup plus simple à résoudre.
Le principal avantage de cette méthode est de pouvoir traiter un grand nombre de par-
ticules (≫ 10). Néanmoins, la fonctionnelle d’échange-corrélation étant mal connue, en
conséquence du théorème de Hohenberg et Kohn, la densité l’est également. Il en découle
que des approximations doivent être faites sur la densité qui entrainent le problème majeur
de l’auto-interaction.
Dans la version dépendante du temps de cette théorie, le potentiel effectif et la densité
dépendent également du temps.
Pour plus de détails, notamment sur les méthodes de correction de l’auto-interaction, on
peut se référer au livre de Gross et Dreizler [22].
Si à l’origine la TD-DFT a été formulée pour un gaz d’électrons, elle a été appliquée éga-
lement dans le cadre de l’étude de la dynamique d’agrégats notamment pour l’hélium où
les électrons sont remplacés par les atomes d’hélium. [23, 24, 25, 26].
1.3.3 Zero Point Average Dynamics (ZPAD)
Cette méthode, introduite par Slavícˇek et al. [27] et similaire à celle proposée par Ster-
ling et al. [28], a pour but incorporer les effets de point zéro dans la dynamique, tout en
gardant l’avantage d’une mise à l’échelle linéaire du temps de calcul avec le nombre de
particules, de la dynamique classique. Elle consiste à associer à chaque particule une den-
sité de probabilité φ(r)2 supposée identique pour toutes les particules, mimant leur déloca-
lisation, et centrée sur une position déterminée par la dynamique classique. Cela équivaut
à effectuer la dynamique classique de chaque particule avec une surface d’énergie poten-
tielle effective globale ueff . Celle-ci est obtenue par un processus itératif auto-cohérent
qui consiste à construire une fonction de corrélation de paires à partir des positions don-
nées par la dynamique classique du système à une température T donnée. Cette fonction
de corrélation convoluée avec la fonction d’onde φ(r) permet de déterminer un poten-
tiel supposé à symétrie sphérique créé par les particules environnantes. La résolution de
l’équation de Schrödinger radiale avec ce nouveau potentiel donne une nouvelle fonction
d’onde φ(r).
En répétant ce processus, on converge rapidement vers une fonction d’onde φ(r) associée
à une surface d’énergie potentielle effective moyennée sur l’ensemble des particules (voir
Fig.3.3). La fonction d’onde et le potentiel obtenus sont gardés identiques tout au long
de la dynamique, ce qui est valable si l’énergie du système ne change pas beaucoup au
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cours de la dynamique. En pratique, le potentiel effectif est moins profond que le potentiel
original ce qui traduit le fait qu’une partie de l’énergie interne est bloquée dans l’énergie
de point zéro, et la distance d’équilibre est plus grande.
Cette méthode a été utilisée avec succès pour la simulation de la photodissociation de la
molécule HBr dans des agrégats de néon [27], ou encore la fragmentation d’agrégats de
néon ionisés dans des nano-gouttes d’hélium [29].
1.4 Objectif
Dans ce travail, nous nous sommes intéressés aux agrégats de gaz rares, en particu-
lier au néon qui présente la particularité d’avoir un caractère plus quantique que l’argon
mais moins que l’hélium. On peut s’attendre alors à ce que des méthodes de dynamiques
quantiques même approchées soient suffisamment précises pour décrire correctement ces
systèmes, dans l’optique d’étudier le cas plus délicat des agrégats d’hélium. Cette thèse a
pour but de modéliser la dynamique quantique d’atomes ou molécules dans des agrégats
de gaz rares au niveau microscopique et résolue en temps à l’échelle femtoseconde.
Le manuscrit est organisé de la façon suivante. Au chapitre 2, je présenterai les mé-
thodes que j’ai employées pour les simulations numériques, basées sur une autre méthode
(MCTDH) que celles présentées dans la section précédente. En particulier, je dévelop-
perai les équations d’évolution temporelle des particules que j’ai implémentées dans les
programmes que j’ai par la suite parallélisés. Bien qu’un code MCTDH soit disponible
[30], nous avons fait le choix de développer des codes à partir de zéro d’une part pour
traiter le cas de bases non orthogonales en coordonnées cartésiennes et d’autre part, afin
d’y inclure les symétries d’échanges des bosons et fermions (Annexe F).
Aux chapitres 3 et 4, sont présentés les systèmes que nous avons étudiés. En premier
lieu, au chapitre 3, nous avons comparé la dynamique quantique à la dynamique classique
dans le processus de nucléation d’agrégats de néon. Ce travail a été réalisé en collabora-
tion avec Massimo Mella de l’Università dell’Insubria à Côme. En particulier, nous nous
sommes intéressés aux effets quantiques dans la dissociation et la section efficace de col-
lage des agrégats. Ensuite, au chapitre 4, nous analysons la réponse d’une matrice de néon
à l’excitation électronique d’une molécule de monoxyde d’azote (NO) et nous comparons
les résultats à ceux obtenus par Llinersy Uranga-Piña de l’Université de La Havane avec
une autre modélisation de ce système, pour la simulation d’une expérience réalisée dans
le groupe de Majed Chergui à l’Ecole Polytechnique de Lausanne.
Enfin, dans le chapitre 5 nous résumons les résultats que nous avons obtenus puis nous
exposons les futurs développements prévus dans la continuité de cette thèse. Les détails
de certains calculs sont donnés en annexe.
Chapitre 2
Méthodologie
L’objectif de ce travail est d’étudier la dynamique quantique d’atomes et de molécules
dans des agrégats de gaz rares du point de vue microscopique. Il s’agit donc de simuler
la dynamique quantique de systèmes de haute dimensionalité résolue en temps. Dans ce
chapitre on détaillera les méthodes utilisées moyennant les approximations nécessaires
dont on indiquera les limites. Dans un premier temps, je présenterai une méthode de dy-
namique quantique sans corrélation appelé Time Dependent Hartree (TDH), puis une mé-
thode tenant compte des corrélations (MCTDH pour Multi-Configuration Time Dependent
Hartree) et enfin je développerai une méthode introduisant la symétrie d’échange des bo-
sons (MCTDH-B).
Pour chaque méthode, l’utilisation de fonctions orthogonales et non orthogonales, en par-
ticulier dans le cas de paquets d’ondes gaussiens, sera détaillée.
Enfin, je discuterai des différents principes variationnels sur lesquels se basent de nom-
breuses méthodes [31, 32, 33] dont la nôtre.
2.1 Time Dependent Hartree (TDH)
2.1.1 Principe
Afin de s’affranchir de la croissance exponentielle du temps de calcul et de mémoire
des méthodes de propagation exactes avec le nombre de degrés de liberté du système,
l’approximation la plus simple consiste à les séparer en écrivant la fonction d’onde sous la
forme de produit de Hartree, c’est-à-dire un produit de fonctions mono-particule [34, 35].
L’effort numérique devient linéaire avec la taille du système mais on perd les corrélations
entre degrés de liberté. Dans ce qui suit, on se placera dans le système d’unités atomiques
où ~ = 1. Pour alléger la présentation, on se restreint ici à deux degrés de liberté et une
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dimension spatiale :
|Ψ(x, y, t)〉 = a(t)|χ(x, t)〉|φ(y, t)〉 (2.1)
où a est un nombre complexe dépendant du temps, χ et φ des fonctions mono-particule.
Ces fonctions n’étant pas définies de manière unique, on peut imposer des contraintes sur
la normalisation :
〈χ|χ〉 = 〈φ|φ〉 = 1 (2.2)
et la phase
〈χ|χ˙〉 = 〈φ|φ˙〉 = 0 (2.3)
qui garantissent que les fonctions restent normalisées au cours de la propagation et fixent
les phases. Les termes χ˙, φ˙ désignent les dérivées temporelles de χ et φ.
Les équations du mouvement pour a(t), χ(x, t) et φ(y, t) sont dérivées du principe varia-
tionnel de Dirac-Frenkel[34, 36] :
〈δΨ|i∂ˆt − Hˆ|Ψ〉 = 0 (2.4)
où ∂ˆt =
∂
∂t
est l’opérateur dérivée par rapport au temps et Hˆ l’Hamiltonien du système.
Ce qui donne
〈δaχφ+ aδχφ+ aχδφ|ia˙χφ+ iaχ˙φ+ iaχφ˙− Hˆaχφ〉 = 0 (2.5)
En effectuant la variation par rapport à a, on obtient une équation du premier ordre
ia˙ = 〈Hˆ〉a (2.6)
où 〈Hˆ〉 = 〈χφ|Hˆ|χφ〉.
De même , la variation par rapport à χ et φ donne, en utilisant l’équation (2.6)
iχ˙ =
(
〈φ|Hˆ|φ〉 − 〈Hˆ〉
)
χ (2.7)
et
iφ˙ =
(
〈χ|Hˆ|χ〉 − 〈Hˆ〉
)
φ (2.8)
La méthode TDH est une méthode de champ moyen où chaque fonction d’onde χ ou φ
évolue avec un hamiltonien effectif moyenné sur les autres fonctions d’onde. Les erreurs
introduites par cette méthode viennent du couplage par le potentiel des différents degrés
de liberté entre eux. Ces erreurs disparaissent si l’Hamiltonien est séparable.
La différence avec la méthode ZPAD décrite à la section 1.3.3 est que ici, chaque particule
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est décrite par une fonction d’onde qui s’adapte au potentiel local créé par les autres
particules au cours de la dynamique.
2.1.2 TDH en base non orthogonale
On peut utiliser comme fonctions d’onde mono-particule des fonctions paramétrées et
ne dépendant pas explicitement du temps mais uniquement via leurs paramètres. Il suf-
fit donc de propager les paramètres λ(µ)j pour avoir l’évolution temporelle de la fonction
d’onde du système. Dans le cas de fonctions non orthogonales comme les gaussiennes,
les équations feront apparaitre des termes supplémentaires liés au recouvrement des fonc-
tions. L’utilisation de fonctions paramétrées présente l’avantage de ne pas avoir à dévelop-
per les fonctions mono-particule sur une grille, permettant de gagner en temps de calcul
et en espace mémoire ; par contre la précision obtenue dépend du paramétrage choisi.
Soit la fonction d’onde multi-dimensionelle
Ψ(Λ1, · · · ,ΛN , t) = a(t)
N∏
j=1
φj(Λj(t)) (2.9)
Les fonctions φj étant normalisées, la normalisation de Ψ impose a∗(t)a(t) = 1. En
appliquant le principe variationnel (2.4), on obtient un jeu d’équations couplées entre a(t)
et les nλ paramètres λ(µ)j de φj regroupés dans le vecteur Λj .
En minimisant la variation par rapport à a, on a
〈
δΨ
δa
∣∣∣∣i∂ˆt − Hˆ
∣∣∣∣Ψ
〉
= 0 (2.10)
En utilisant 2.9, on arrive à :
a˙ = −ia
{
H − i
(∑N
j=1
∑nλ
µ=1 S
(0,λ
(µ)
j )
jj λ˙
(µ)
j
)}
(2.11)
avec H = 〈Ψ|Hˆ|Ψ〉 l’énergie totale du système et S(0,λ
(µ)
j )
jj =
〈
φj
∣∣∣∣ ∂φj
∂λ
(µ)
j
〉
Les équations du mouvement des paramètres λ(µ)j s’obtiennent également en minimisant
la variation par rapport aux λ(µ)j :〈
δΨ
δλ
(µ)
j
∣∣∣∣i∂ˆt − Hˆ
∣∣∣∣Ψ
〉
= 0 (2.12)
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ce qui, avec l’expression 2.9, donne :
i
nλj∑
µ′
(
S
(λ
(µ)
j ,λ
(µ′)
j )
jj − S
(λ
(µ)
j ,0)
jj S
(0,λ
(µ′)
j )
jj
)
λ˙
(µ′)
j = H
(λ
(µ)
j ,0)
j − S
(λ
(µ)
j ,0)
jj H (2.13)
où
S
(λ
(µ)
j ,λ
(µ′)
j )
jj =
〈
∂φj
∂λ
(µ)
j
∣∣∣∣ ∂φj
∂λ
(µ′)
j
〉
S
(λ
(µ)
j ,0)
jj =
〈
∂φj
∂λ
(µ)
j
∣∣∣∣φj
〉
H
(λ
(µ)
j ,0)
j =
〈
a
∂φj
∂λ
(µ)
j
N∏
i 6=j
φi
∣∣∣∣Hˆ
∣∣∣∣Ψ
〉
(2.14)
On peut ré-écrire (2.13) sous forme condensée :
iCjjΛ˙j = Yj (2.15)
où Cjj est une matrice (nλ×nλ), Λ˙j et Yj des vecteurs de taille nλ, nλ étant le nombre
de paramètres de φj .
Cjj =


C
λ
(1)
j λ
(1)
j
jj · · · C
λ
(1)
j λ
(nλ)
j
jj
.
.
.
.
.
.
.
.
.
C
λ
(nλ)
j λ
(1)
j
jj · · · C
λ
(nλ)
j λ
(nλ)
j
jj

 Λ˙j =


λ˙
(1)
j
.
.
.
λ˙
(nλ)
j

 Yj =


Y
λ
(1)
j
j
.
.
.
Y
λ
(nλ)
j
j

 (2.16)
avec les éléments de la matrice Cjj et du vecteur Yj :
C
(λ
(µ)
j
,λ
(µ′)
j
)
jj = S
(λ
(µ)
j
,λ
(µ′)
j
)
jj − S
(λ
(µ)
j
,0)
jj S
(0,λ
(µ′)
j
)
jj (2.17)
Y
λ
(µ)
j
j = H
(λ
(µ)
j ,0)
j − S
(λ
(µ)
j ,0)
jj H (2.18)
On peut remarquer que les matrices de recouvrement intervenant dans la matrice Cjj
n’appartiennent qu’au sous-espace de la particule j. L’action des autres particules se fait
uniquement via le potentiel.
CHAPITRE 2. MÉTHODOLOGIE 19
2.1.3 TDH en base de paquets d’onde gaussiens (G–TDH)
Dans ce travail, nous avons utilisé comme fonctions d’onde mono-particule des pa-
quets d’onde gaussiens sphériques paramétrés en coordonnées cartésiennes et normalisés,
aussi appelé états cohérents [37, 38, 39] introduits par Heller et al. et utilisé notamment
pour l’étude de la photodissociation de CH3I [40] ou de la collision He+H2 [41], de la
forme :
φj(Λj(t)) =
(
2αj(t)
π
)3/4
e−γj(t)(rj−r0j(t))
2+ip0j(t)(rj−r0j(t)) (2.19)
où γ = α+ iβ est un paramètre complexe, dont la partie réelle α est inversement propor-
tionnel au carré de la largeur caractéristique de la gaussienne, β la partie imaginaire de γ,
r0 la position moyenne et p0 la quantité de mouvement moyenne du paquet d’onde gaus-
sien, a(t) un nombre complexe dans (2.9). Ce choix présente l’avantage que les intégrales
à calculer par la suite sont analytiques.
Dans ce cas :
C =


Cααjj C
αβ
jj C
αr0j
jj C
αp0j
jj
C
βα
jj C
ββ
jj C
βr0j
jj C
βp0j
jj
C
r0jα
jj C
r0jβ
jj C
r0jr0j
jj C
r0jp0j
jj
C
p0jα
jj C
p0jβ
jj C
p0jr0j
jj C
p0jp0j
jj

 Λ˙ =


α˙j
β˙j
r˙0j
p˙0j

 Y =


Y αj
Y
β
j
Y
r0j
j
Y
p0j
j

 (2.20)
On montre (voir Annexe A) qu’on peut réduire ce système à :
i
(
Cααjj C
αr0j
jj
C
r0jα
jj C
r0jr0j
jj
)
 α˙j + iβ˙j
r˙0j +
i
2(αj + iβj)
p˙0j

 =
(
Y αj
Y
r0j
j
)
(2.21)
Cela n’entraine aucune perte d’information puisque l’on se retrouve avec deux équa-
tions complexes à deux inconnues. L’identification des parties réelles et imaginaires des
solutions complexes de celles-ci nous donnera l’expression des paramètres α˙j , β˙j , r˙0j ,
p˙0j .
La même procédure peut être utilisée pour déterminer l’état fondamental d’un système,
en utilisant la propagation en temps imaginaire [42]. Cela revient à remplacer la variable
de temps t dans (2.4) par une variable imaginaire −iτ .
L’équation (2.4) devient alors :
〈δΨ| − ∂ˆτ − Hˆ|Ψ〉 = 0 (2.22)
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et les équations équivalentes à (2.11) et (2.15) s’écrivent respectivement :
a˙ = −a
{
H +
(∑N
j=1
∑nλ
µ=1 S
(0,λ
(µ)
j )λ˙
(µ)
j
)}
(2.23)
−CjjΛ˙j = Yj (2.24)
Les expressions analytiques des éléments de matrice données en Annexe B permettent
de calculer explicitement C et Y .
Cααjj =
3
8α2j
Cαr0jj = C
r0α
jj = 0 C
r0r0
jj =
|γj|2
αj
(2.25)
Les équations (2.25) montrent qu’il y a découplage entre les paramètres liés à la lar-
geur γ˙j et à ceux liés à la position r˙0j , et la quantité de mouvement p˙0j .
L’expression de Y dépend de l’hamiltonien Hˆ considéré. Pour traiter les systèmes étu-
diés nous avons choisi de travailler en coordonnées cartésiennes dans le référentiel fixe, ce
qui présente l’avantage de pouvoir changer facilement le nombre d’atomes dans les agré-
gats, contrairement à d’autres systèmes de coordonnées internes (Jacobi, hypersphériques,
...). L’énergie du centre de masse du système est alors distribuée à tous les atomes et on
ne peut pas séparer sa contribution aux différents degrés de liberté. Pour s’assurer que
l’énergie interne du système H soit constante, on soustrait à l’énergie totale du système
H ′ l’énergie cinétique du centre de masse TCM .
On définitP, Pˆ, respectivement la quantité de mouvement du centre de masse et l’opé-
rateur correspondant, Tˆ l’opérateur énergie cinétique, Vˆ l’opérateur énergie potentielle,
M la masse totale du système étudié, mj la masse de la particule j, Pˆj son opérateur
quantité de mouvement et Tˆj son opérateur énergie cinétique.
Hˆ est donné par :
Hˆ = Hˆ ′ − TˆCM (2.26)
avec
Hˆ ′ =
∑
j
Tˆj +
∑
j<j′
Vˆjj′ (2.27)
Tˆj =
Pˆ 2
2mj
(2.28)
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TˆCM =
Pˆ2
2M
=
1
2M
[∑
j
Pˆ 2j + 2
∑
j<j′
PˆjPˆj′
]
(2.29)
et les éléments du vecteur Yj :
Y αj = 3
(
γj
2αj
)2 [
1
mj
− 1
M
]
+
N∑
j′ 6=j
V
(α,0)
jj′ (2.30)
Y r0j =
i|γj|2
αj
[
p0j
mj
− P
M
]
+
N∑
j′ 6=j
V
(r0,0)
jj′ − S(r0,0)
N∑
j′ 6=j
Vjj′ (2.31)
avec
V
(α,0)
jj′ = 〈
∂Ψ
∂αj
|Vˆ |Ψ〉 = − 1
16α2j
∂2
∂r20j
〈Ψ|Vˆ |Ψ〉 (2.32)
On en déduit :
(Cαα)−1jj Y
α
j = 2γ
2
j
[
1
mj
− 1
M
]
+
8α2j
3
N∑
j′ 6=j
V
(α,0)
jj′ (2.33)
(Cr0r0)−1jj Y
r0
j = i
[
p0j
mj
− P
M
]
− γ
∗
j
2|γj|2∇r0j
N∑
j′ 6=j
Vjj′ (2.34)
Equations en temps réel
En inversant (2.15), on a :
Λ˙j = −iC−1jj Yj (2.35)
On obtient les équations des paramètres en identifiant les parties réelle et imaginaire
de (2.35).
α˙j = Re[−i(Cαα)−1jj Y αj ] (2.36)
β˙j = Im[−i(Cαα)−1jj Y αj ] (2.37)
r˙0j = Re[−i(Cr0r0)−1jj Y r0j ]−
βj
2|γj|2 p˙0j (2.38)
p˙0j =
2|γj|2
αj
Im[−i(Cr0r0)−1jj Y r0j ] (2.39)
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En utilisant les expressions (2.33) et (2.34), finalement :
α˙j = 4αjβj
[
1
mj
− 1
M
]
(2.40)
β˙j = −2(α2j − β2j )
[
1
mj
− 1
M
]
− 8α
2
j
3
N∑
j′ 6=j
V
(α,0)
jj′ (2.41)
r˙0j =
p0j
mj
− P
M
(2.42)
p˙0j = −∇r0j
N∑
j′ 6=j
Vjj′ (2.43)
L’équation pour a˙ s’obtient à partir de (2.11) :
a˙ = −ia
{∑N
j<j′ Vjj′ +
∑N
j
1
2mj
(
3|γj|2
αj
+ p20j
)
− 3β˙j
4αj
− p0j r˙0j
− 1
2M
[(
3|γj|2
αj
+ p20j
)
+ 2
N∑
j<j′
p0jp0j′
]}
(2.44)
Equations en temps imaginaire
On procède de la même façon qu’en temps réel, à partir de l’équation (2.24), on ob-
tient :
α˙j = Re[−(Cαα)−1jj Y αj ] (2.45)
β˙j = Im[−(Cαα)−1jj Y αj ] (2.46)
r˙0j = Re[−(Cr0r0)−1jj Y r0j ]−
βj
2|γj|2 p˙0 (2.47)
p˙0j =
2|γj|2
αj
Im[−(Cr0r0)−1jj Y r0j ] (2.48)
En remplaçant les éléments de la matrice Cjj et du vecteur Yj par leur expression
(2.25),(2.30),(2.31), on trouve :
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α˙j = −2(α2j − β2j )
[
1
mj
− 1
M
]
− 8α
2
j
3
N∑
j′ 6=j
V
(α,0)
jj′ (2.49)
β˙j = −4αjβj
[
1
mj
− 1
M
]
(2.50)
r˙0j =
βj
αj
[
p0j
mj
− P
M
]
− 1
2αj
∇r0j
N∑
j′ 6=j
Vjj′ (2.51)
p˙0j = −
2|γj|2
αj
[(
p0j
mj
− P
M
)
+
βj
2|γj|2∇r0j
N∑
j′ 6=j
Vjj′
]
(2.52)
Pour a˙, on utilise l’équation (2.11) :
a˙ = −a
{∑N
j<j′ Vjj′ +
∑N
j
1
2mj
(
3|γj|2
αj
+ p20j
)
− i
(
3β˙j
4αj
+ p0j r˙0j
)
− 1
2M
[(
3|γj|2
αj
+ p20j
)
+ 2
N∑
j<j′
p0jp0j′
]}
(2.53)
Remarque : à partir de (2.50), on voit que βj tend vers 0 quelque soit la valeur initiale
prise, αj étant toujours positif. On peut donc choisir βj = 0 lors de la relaxation vers l’état
fondamental. Par ailleurs, si on choisit les p0j tels que P = 0, avec (2.52) on constate que
p0j tend aussi vers 0. On trouve bien que l’état fondamental est une fonction gaussienne
réelle.
2.2 Multi-Configuration Time Dependent Hartree (MCTDH)
2.2.1 Principe
On a vu dans la précédente section qu’en écrivant la fonction d’onde du système à N
particules comme un produit de Hartree, on perd de facto la corrélation entre les différents
degrés de liberté. C’est-à-dire que l’on considère la dynamique de chaque coordonnée du
système étudié ne dépendant que de façon moyennée des autres. Elle est gouvernée par un
Hamiltonien à une dimension moyenné sur les autres coordonnées. Cela n’introduit pas
d’erreurs importantes si les éléments considérés ou atomes sont suffisamment localisés et
que les effets collectifs sont négligeables.
Pour introduire la corrélation, on décrit la fonction d’onde du système non plus comme un
simple produit de Hartree mais comme une combinaison linéaire de produits de Hartree.
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Autrement dit, on utilise les fonctions de Hartree comme base pour développer la fonction
d’onde du système. Celle-ci est alors représentée par une somme pondérée de configura-
tions différentes du système.
Cette méthode formalisée par Meyer et al. [43, 44, 45], découle des travaux précurseurs
de Makri & Miller [46] et Hammerich et al. [47].
Soit la fonction d’onde du système :
Ψ(R1, · · · ,RN , t) =
n1∑
j1=1
· · ·
nN∑
jN=1
Aj1,··· ,jN (t)
N∏
k=1
φjk(Rk, t) (2.54)
Ici k est l’indice de la particule, jk celui de la fonction d’onde φjk(Rk, t) de la parti-
cule k, Aj1,··· ,jN (t) est le tenseur de corrélation qui donne le poids de chaque configuration
dans la fonction d’onde du système. Le produit
∏N
k=1 φjk(Rk, t) représente une configu-
ration du système.
Plus le nombre de configurations augmente plus on converge vers la solution exacte (voir
Fig 2.1) ; le nombre de fonctions nk pour chaque particule pouvant être différent. On note
par ailleurs que si l’on prend le cas limite n1 = · · · = nN = 1, on retrouve la fonction
d’onde TDH. On peut donc choisir la précision que l’on veut sur chaque degré de liberté
qui augmente de façon monotone avec nk, par contre l’effort de calcul augmente rapide-
ment avec nk mais dans une moindre mesure que dans le cas de méthodes de propagation
exacte. En pratique on est limité à pouvoir traiter complètement un nombre de l’ordre de
la dizaine de degrés de liberté pour un temps de calcul raisonnable.
Nous allons maintenant introduire de nouvelles notations afin de faciliter l’écriture et la
compréhension du formalisme MCTDH standard.
SoitAJ le tenseur de corrélation etΦJ le produit de Hartree des fonctions mono-particule :
AJ = Aj1,··· ,jN ΦJ =
N∏
k=1
φjk (2.55)
On définit le projecteur sur le sous-espace de la kième particule
P (k) =
nk∑
jk=1
|φjk〉〈φjk| (2.56)
la fonction d’onde définie comme combinaison linéaire de N − 1 produits de Hartree
ne comprenant pas la kième particule
Ψ
(k)
lk
=
∑
j1
· · ·
∑
jk−1
∑
jk+1
· · ·
∑
jN
Aj1,··· ,jk−1,l,jk+1,··· ,jNφj1 · · ·φjk−1φjk+1 · · ·φjN (2.57)
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Le champ moyen vu par la particule k
〈H〉(k)jl = 〈Ψ(k)jk |H|Ψ
(k)
lk
〉 (2.58)
et enfin les matrices densités
ρ
(k)
jl = 〈Ψ(k)jk |Ψ
(k)
lk
〉 (2.59)
En utilisant ces notations, on peut exprimer Ψ,Ψ˙ et δΨ
Ψ =
∑
J
AJΦJ =
nk∑
jk=1
φjkΨ
(k)
jk
(2.60)
Ψ˙ =
N∑
k=1
nk∑
jk=1
φ˙jkΨ
(k)
jk
+
∑
J
A˙JΦJ (2.61)
δΨ
δAJ
= ΦJ (2.62)
δΨ
δφjk
= Ψ
(k)
jk
(2.63)
En appliquant le principe de Dirac-Frenkel (2.4) et en effectuant la variation par rap-
port aux coefficients AJ on a :
i〈ΦJ |Ψ˙〉 − 〈ΦJ |H|Ψ〉 = 0 (2.64)
On peut imposer les contraintes suivantes d’orthogonalité
〈φjk|φlk〉 = δjklk (2.65)
et de phase
〈φjk|φ˙lk〉 = −i〈φjk |g(k)|φlk〉 (2.66)
On prendra g(k) = 0 pour simplification en MCTDH standard.
Avec ces contraintes, l’équation (2.64) devient :
iA˙J = 〈ΦJ |H|Ψ〉 =
∑
L
〈ΦJ |H|ΦL〉AL (2.67)
26 2.2. MULTI-CONFIGURATION TIME DEPENDENT HARTREE (MCTDH)
D’autre part, en faisant la variation par rapport à φjk :
i
〈
Ψ
(k)
jk
∣∣∣∣
N∑
k′=1
nk′∑
jk′=1
φ˙jk′Ψ
(k′)
j′
k
〉
+ i
∑
J
〈Ψ(k)jk |ΦJ〉A˙J = 〈Ψ
(k)
jk
|H|Ψ〉 (2.68)
avec les contraintes (2.65) et (2.66) et avec l’équation (2.67), on obtient :
i
nk∑
l=1
ρ
(k)
jl φ˙lk = 〈Ψ(k)jk |H|Ψ〉 −
∑
J
〈Ψ(k)jk |ΦJ〉〈ΦJ |H|Ψ〉 (2.69)
que l’on peut simplifier avec les définitions (2.56) et (2.58) :
iφ˙jk = (1− P (k))
nk∑
p,l
(ρ(k)−1)jp〈H〉(k)pl φlk (2.70)
On remarque que si la base est complète, le terme (1−P (k)) est nul, donc les fonctions
φjk sont indépendantes du temps, ce sont alors les analogues aux fonctions propres de
l’hamiltonien dans le cas d’une propagation exacte. L’équation (2.67) correspond alors à
l’équation du mouvement exact du système.
2.2.2 MCTDH en base non orthogonale
Les équations obtenues précédemment sont valables si on a une base de fonctions
orthogonales. Nous allons développer maintenant le formalisme MCTDH dans une base
de fonctions non orthogonales paramétrées [48, 49, 33].
La fonction d’onde du système s’écrit en fonction de paramètres Λ à partir de (2.54) :
Ψ(Λ1, · · · ,ΛN , t) =
n1∑
j1=1
· · ·
nN∑
jN=1
Aj1,··· ,jN (t)
N∏
k=1
φjk(Λk(t)) (2.71)
Exprimons δΨ et Ψ˙ en fonction des paramètres λ(µ)jk du vecteur Λk en utilisant les
notations introduites à (2.55) et (2.57) :
δΨ =
∑
J
δAJΦJ +
N∑
k=1
nk∑
jk=1
nλjk∑
µ=1
δλ
(µ)
jk
∂φjk
∂λ
(µ)
jk
Ψ
(k)
jk
(2.72)
Ψ˙ =
∑
J
A˙JΦJ +
N∑
k=1
nk∑
jk=1
nλjk∑
µ=1
λ˙
(µ)
jk
∂φjk
∂λ
(µ)
jk
Ψ
(k)
jk
(2.73)
N désigne le nombre de particules, nk et nλjk respectivement le nombre de fonctions et le
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nombre de paramètres pour chaque particule.
On attribue dans la suite les indices J ′, j′k aux bras et J, jk aux kets, avec J = j1, ..., jN .
L’équation du mouvement pour les coefficients AJ est obtenue en faisant la variation par
rapport à δAJ ′ (2.10) :
i
〈
ΦJ ′
∣∣∣∣∑
J
A˙JΦJ +
N∑
k=1
nk∑
jk=1
nλjk∑
µ=1
λ˙
(µ)
jk
∂φjk
∂λ
(µ)
jk
Ψ
(k)
jk
〉
=
〈
ΦJ ′
∣∣∣∣Hˆ
∣∣∣∣∑
J
AJΦJ
〉
(2.74)
qui devient :
i
∑
J

A˙JSJ ′J + N∑
k=1
nk∑
jk=1
nλjk∑
µ=1
AJS
(0,λ
(µ)
jk
)
j′
k
jk
λ˙
(µ)
jk
S
(k)
J ′J

 =∑
J
AJ〈H〉J ′J (2.75)
avec les éléments de matrices
SJ ′J =
N∏
k=1
Sj′
k
jk =
N∏
k=1
〈φj′
k
|φjk〉
S
(k)
J ′J =
N∏
l 6=k
Sj′
l
jl
S
(0,λ
(µ)
jk
)
j′
k
jk
=
〈
φj′
k
∣∣∣∣ ∂φjk
∂λ
(µ)
jk
〉
H ≡ 〈H〉J ′J = 〈ΦJ ′|H|ΦJ〉 (2.76)
L’équation (2.75) s’écrit sous forme tensorielle :
iA˙ = S−1
[
H− i∑k∑µ S(0,λ(µ)) ⊗ S(k)Λ˙]A (2.77)
ici :
– A est le vecteur des coefficients de corrélation
– S−1 = (S1 ⊗ · · · ⊗ SN)−1 est l’inverse du produit tensoriel des matrices de recou-
vrement S de taille (njk × njk)
– H le tenseur de l’Hamiltonien dont les éléments sont 〈ΦJ ′|H|ΦJ〉
– S(k) = (S1⊗ · · ·⊗Sk−1⊗Sk+1⊗ · · ·⊗SN) est le produit tensoriel des matrices de
recouvrement excepté celle de la particule k
– Λ˙ est le vecteur contenant les dérivées temporelles des paramètres
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On procède de la même manière en effectuant la variation par rapport aux paramètres
λ
(µ′)
jk
(2.12) :
i
〈
∂φj′
k
∂λ
(µ′)
j′
k
Ψ
(k)
j′
k
∣∣∣∣∑
J
A˙JΦJ +
N∑
k=1
nk∑
jk=1
nλjk∑
µ=1
λ˙
(µ)
jk
∂φjk
∂λ
(µ)
jk
Ψ
(k)
jk
〉
=
〈
∂φj′
k
∂λ
(µ′)
j′
k
Ψ
(k)
j′
k
∣∣∣∣Hˆ
∣∣∣∣∑
J
AJΦJ
〉
(2.78)
qui donne :
i
∑
J ′ 6=j′
k
∑
J

A∗J ′A˙JS(λ
(µ′)
j′
k
,0)
j′
k
jk
S
(k)
J ′J +
N∑
k=1
nk∑
jk=1
nλjk∑
µ=1
AJS
(λ
(µ′)
j′
k
,λ
(µ)
jk
)
j′
k
jk
S
(k)
J ′J λ˙
(µ)
jk

 = ∑
J ′ 6=j′
k
∑
J
A∗J ′AJH
(λ
(µ′)
j′
k
,0)
J ′J
(2.79)
en remplaçant A˙J par son expression à partir de (2.75), on arrive à :
i
∑
J ′ 6=j′
k
∑
J A
∗
J ′AJS
(k)
J ′J
∑nλjk
µ=1
[
S
(λ
(µ′)
j′
k
,λ
(µ)
jk
) − S(λ
(µ′)
j′
k
,0)
S−1S
(0,λ
(µ)
jk
)
]
j′
k
jk
λ˙
(µ)
jk
=
∑
J ′ 6=j′
k
∑
J
A∗J ′AJ
[
H
(λ
(µ′)
j′
k
,0) − S(λ
(µ′)
j′
k
,0)
S−1H
]
J ′J
(2.80)
On redéfinit les matrices densités à partir de (2.59) dans le cas de fonctions non-
orthogonales :
ρ
(k)
jl = 〈Ψ(k)jk |Ψ
(k)
lk
〉 =
∑
J
∑
L
A∗JALS
(k)
JL (2.81)
Finalement on a :
i
∑
J ρ
(k)
j′j
∑nλjk
µ=1
[
S
(λ
(µ′)
j′
k
,λ
(µ)
jk
) − S(λ
(µ′)
j′
k
,0)
S−1S
(0,λ
(µ)
jk
)
]
j′
k
jk
λ˙
(µ)
jk
=
∑
J ′ 6=j′
k
∑
J
A∗J ′AJ
[
H
(λ
(µ′)
j′
k
,0) − S(λ
(µ′)
j′
k
,0)
S−1H
]
J ′J
(2.82)
que l’on peut écrire sous la forme :
iCΛ˙ = Y (2.83)
avec les éléments de C
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C
(λ
(µ′)
j′
k
,λ
(µ)
jk
)
j′
k
jk
= ρ
(k)
j′j
[
S
(λ
(µ′)
j′
k
,λ
(µ)
jk
) − S(λ
(µ′)
j′
k
,0)
S−1S
(0,λ
(µ)
jk
)
]
j′
k
jk
(2.84)
et de Y
Yj′
k
=
∑
J ′ 6=j′
k
∑
J
A∗J ′AJ
[
H
(λ
(µ′)
j′
k
,0) − S(λ
(µ′)
j′
k
,0)
S−1H
]
J ′J
(2.85)
Les matrices ρ(k), C
(λ
(µ′)
j′
k
,λ
(µ)
jk
)
et S sont de taille (nknλjk × nknλjk ) et le vecteur Y de
taille nknλjk .
Pour obtenir l’état fondamental du système, l’application de (2.22) conduit à modifier
les équations (2.77) et (2.83) respectivement comme :
−A˙ = S−1
[
H+
∑
k
∑
µ S
(0,λ(µ))S(k)Λ˙
]
A (2.86)
et
−CΛ˙ = Y (2.87)
Remarque : en cas de sur–complétude de la base, les matrices S deviennent singulières,
c’est-à-dire que le calcul de S−1 est indéterminé. Il faut alors réduire le nombre de fonc-
tions ou utiliser des méthodes de régularisation.
2.2.3 MCTDH en base de paquets d’onde gaussiens (G–MCTDH)
Les fonctions d’onde mono-particule que nous avons utilisées sont de la forme :
φjk(λjk(t)) =
(
2αjk
π
)3/4
e−αjk (rjk−r0jk (t))
2+ip0jk (t)(rjk−r0jk (t)) (2.88)
où αjk indépendant du temps, inversement proportionnel au carré de la largeur carac-
téristique de la gaussienne, r0jk la position moyenne et p0jk la quantité de mouvement
moyenne du paquet d’onde gaussien.
Nous avons fait le choix d’utiliser des paquets d’ondes gaussiens “gelés”, c’est-à-dire dont
la largeur ne dépend pas du temps, afin d’améliorer la stabilité numérique. Les fonctions
de base seront moins flexibles mais cela pourra être compensé en augmentant le nombre
de fonctions de base. Il faudra alors trouver un compromis entre la largeur et le nombre
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de fonctions nécessaire pour converger suffisamment. En effet, plus la largeur des paquets
d’onde gaussiens sera petite, (i.e. αjk grand), plus on gagnera en “résolution” spatiale,
mais plus il faudra de fonctions pour couvrir les configurations possibles.
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FIGURE 2.1 – Convergence vers l’état fondamental de Ne2 avec le nombre de gaussiennes
après propagation en temps imaginaire.
La courbe verte (ref), solution exacte, est obtenue par propagation en temps imaginaire de
paquets d’ondes avec l’opérateur fractionné. La courbe rouge est la courbe de potentiel
Ne-Ne.
Les matrices et vecteurs de (2.83) sont de la forme :
C =
(
C
r0j′
k
r0jk C
r0j′
k
p0jk
C
p0j′
k
r0jk C
p0j′
k
p0jk
)
Λ˙ =
(
r˙0jk
p˙0jk
)
Y =
(
Y
r0jk
j
Y
p0jk
j
)
(2.89)
On peut montrer (voir Annexe C) que (2.83) peut se réduire à :
iC
r0j′
k
r0jk
(
r˙0jk + i
p˙0jk
2αjk
)
= Y r0jk (2.90)
de même (2.87) devient :
− Cr0j′k r0jk
(
r˙0jk + i
p˙0jk
2αjk
)
= Y r0jk (2.91)
L’expression des paramètres r˙0jk et p˙0jk s’obtient en identifiant les parties réelle et imagi-
naire des équations respectivement en temps réel :
(
r˙0jk + i
p˙0jk
2αjk
)
= −i(Cr0j′k r0jk )−1Y r0jk (2.92)
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et imaginaire
(
r˙0jk + i
p˙0jk
2αjk
)
= −(Cr0j′k r0jk )−1Y r0jk (2.93)
Equations en temps réel
De (2.92) on obtient :
r˙0jk = Re[−i(C
r0j′
k
r0jk )−1Y r0jk ] (2.94)
p˙0jk = 2αjk Im[−i(C
r0j′
k
r0jk )−1Y r0jk ] (2.95)
Equations en temps imaginaire
De même, à partir de (2.93) on obtient :
r˙0jk = Re[−(C
r0j′
k
r0jk )−1Y r0jk ] (2.96)
p˙0jk = 2αjk Im[−(C
r0j′
k
r0jk )−1Y r0jk ] (2.97)
2.3 Multi-Configuration Time Dependent Hartree pour
les bosons (MCTDH-B)
2.3.1 Principe
Jusqu’à maintenant nous n’avons pas tenu compte de la symétrie d’échange dans les
méthodes précédentes. Nous allons maintenant développer un formalisme MCTDH avec
symétrie d’échange pour les bosons. Le principe est le même que MCTDH à ceci près
que les configurations ne sont plus représentées par des produits de Hartree mais par
des “permanents”, qui sont les équivalents des déterminants de Slater avec la symétrie
d’échange des bosons. C’est-à-dire que la fonction d’onde totale est symétrique par rap-
port à l’échange de 2 particules.
Considérons la fonction d’onde du système telle que :
Ψ(R1, · · · ,RN , t) =
n∑
j1=1
· · ·
n∑
jN=1
Aj1,··· ,jN (t)Φj1···jN (R1, · · · ,RN , t) (2.98)
avec le permanent défini comme la somme sur toutes les permutations σ d’un produit
de Hartree, P étant l’ensemble des permutations :
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ΦJ = Φj1···jN (R1, · · · ,RN , t) =
1√
N !
∑
σ∈P
N∏
k=1
φjk(Rk, t) (2.99)
En reprenant les notations introduites à la section 2.2.1, à l’exception de la définition
(2.57) en tenant compte de (2.99), qui devient :
Ψ
(k)
l =
∑
j1
· · ·
∑
jk−1
∑
jk+1
· · ·
∑
jN
Aj1,··· ,jk−1,l,jk+1,··· ,jN
1√
N !
∑
σ∈P
φj1 · · ·φjk−1φjk+1 · · ·φjN
(2.100)
On retrouve les équations d’évolution temporelle des coefficients de corrélations et
des fonctions mono-particule via l’application du principe variationnel de Dirac-Frenkel
(2.4), avec les contraintes d’orthogonalité (2.65) et sur les phases (2.66) :
iA˙J = 〈ΦJ |H|Ψ〉 =
∑
L
〈ΦJ |H|ΦL〉AL (2.101)
iφ˙jk = (1− P (k))
nk∑
p,l
(ρ(k)−1)jp〈H〉(k)pl φlk (2.102)
Les équations sont de la même forme que celles obtenues à la section 2.2.1.
Remarque : nous avons choisi de prendre en compte explicitement la symétrie d’échange
via les permanents. Une autre façon de procéder est de l’introduire dans le tenseur de cor-
rélations [50] [51].
Ψ(R1, · · · ,RN , t) = 1√
N !
n′∑
j1=1
· · ·
n′∑
jN=1
Aj1,··· ,jN (t)φj1(R1, t) · · ·φjN (RN , t) (2.103)
avec n′ = n × N et Aj1,··· ,jN symétrique par rapport aux indices ce qui laisse
(
n′
N
)
coefficients indépendants. Les deux approches sont équivalentes dans la mesure où l’Ha-
miltonien conserve la symétrie du tenseur de corrélations au cours de la propagation. Une
autre approche consiste à utiliser le formalisme de la seconde quantification ; pour plus de
détails, on pourra consulter les références suivantes [52, 53, 54].
2.3.2 MCTDH-B en base non orthogonale
En base non orthogonale, on redéfinit la fonction d’onde normalisée et paramétrée :
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Ψ(Λ1, · · · ,ΛN , t) =
n∑
J
BJΦJ(Λ1(t), · · · ,ΛN(t)) (2.104)
avec
BJ =
AJ(t)√〈ΦJ |ΦJ〉 (2.105)
où J = j1 · · · jN et ΦJ défini à l’équation (2.99).
L’application du principe variationnel de Dirac-Frenkel à la variation selon δBJ donne :
i
∑
J

B˙JSJ ′J +BJ N∑
k=1
nk∑
jk=1
nλjk∑
µ=1
S
(0,λ
(µ)
jk
)
J ′J λ˙
(µ)
jk

 =∑
J
BJ〈H〉J ′J (2.106)
d’où
i
∑
J
B˙JSJ ′J =
∑
J
BJ

〈H〉J ′J − i N∑
k=1
nk∑
jk=1
nλjk∑
µ=1
S
(0,λ
(µ)
jk
)
J ′J λ˙
(µ)
jk

 (2.107)
avec
S
(0,λ
(µ)
jk
)
J ′J =
〈
ΦJ ′
∣∣∣∣∣ ∂ΦJ∂λ(µ)jk
〉
On peut écrire l’équation (2.107) s’écrit sous forme tensorielle :
B˙ = −iS−1
[
H− i∑k∑µ S(0,λ(µ))Λ˙]B (2.108)
De même, en faisant la variation par rapport à δλ(µ
′)
j′
k
, on a :
i
〈∑
J ′ 6=j′
k
BJ ′
∂ΦJ ′
∂λ
(µ′)
j′
k
∣∣∣∣∑
J
B˙JΦJ +
N∑
k=1
nk∑
jk=1
nλjk∑
µ=1
λ˙
(µ)
jk
∂ΦJ
∂λ
(µ)
jk
〉
=
〈∑
J ′ 6=j′
k
BJ ′
∂ΦJ ′
∂λ
(µ′)
j′
k
∣∣∣∣Hˆ
∣∣∣∣∑
J
BJΦJ
〉
(2.109)
ce qui donne
i
∑
J ′ 6=j′
k
∑
J

B∗J ′B˙JS(λ
(µ′)
j′
k
,0)
J ′J +
N∑
k=1
nk∑
jk=1
nλjk∑
µ=1
BJS
(λ
(µ′)
j′
k
,λ
(µ)
jk
)
J ′J λ˙
(µ)
jk

 = ∑
J ′ 6=j′
k
∑
J
B∗J ′BJH
(λ
(µ′)
j′
k
,0)
J ′J
(2.110)
En remplaçant B˙J par son expression (2.107) dans l’équation précédente, on obtient :
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i
∑
J ′ 6=j′
k
∑
J B
∗
J ′BJ
∑nλjk
µ=1
[
S
(λ
(µ′)
j′
k
,λ
(µ)
jk
) − S(λ
(µ′)
j′
k
,0)
S−1S
(0,λ
(µ)
jk
)
]
J ′J
λ˙
(µ)
jk
=
∑
J ′ 6=j′
k
∑
J
B∗J ′BJ
[
H
(λ
(µ′)
j′
k
,0) − S(λ
(µ′)
j′
k
,0)
S−1H
]
J ′J
(2.111)
Cette dernière équation peut s’écrire sous la forme :
iCΛ˙ = Y (2.112)
avec
C(λ
(µ′),λ(µ)) = S(λ
(µ′),λ(µ)) − S(λ(µ′),0)S−1S(0,λ(µ)) (2.113)
et
Y(λ
(µ′),0) = H(λ
(µ′),0) − S(λ(µ′),0)S−1H (2.114)
Les équations que l’on obtient finalement sont de la même forme que celles de la
méthode MCTDH, seulement les éléments de matrices de C et Y sont plus complexes.
Nous allons détailler maintenant la composition des éléments de matrices intervenant dans
les équations (2.113) et (2.114).
Eléments de matrices de recouvrement
SJ ′J =
∑
σ′,σ∈P
Sj′
σ′(1)
jσ(1) ⊗ · · · ⊗ Sj′σ′(N)jσ(N) avec Sj′kjk = 〈φj′k |φjk〉 (2.115)
S
(λ
(µ′)
j′
k
,0)
J ′J =
∑
σ′,σ∈P
Sj′
σ′(1)
jσ(1) ⊗ · · · ⊗ S
(λ
(µ′)
j′
k
,0)
j′
σ′(l)=k
jσ(l)
⊗ · · · ⊗ Sj′
σ′(N)
jσ(N) (2.116)
S
(0,λ
(µ)
jk
)
J ′J =
∑
σ′,σ∈P
Sj′
σ′(1)
jσ(1) ⊗ · · · ⊗ S
(0,λ
(µ)
jk
)
j′
σ′(l)
jσ(l)=k
⊗ · · · ⊗ Sj′
σ′(N)
jσ(N) (2.117)
S
(λ
(µ′)
j′
k
,λ
(µ)
jk
)
J ′J =
∑
σ′,σ∈P
Sj′
σ′(1)
jσ(1) ⊗ · · · ⊗ S
(λ
(µ′)
j′
k
,λ
(µ)
jk
)
j′
σ′(l)=k
jσ(l)=k
⊗ · · · ⊗ Sj′
σ′(N)
jσ(N)
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+
∑
σ′,σ∈P
Sj′
σ′(1)
jσ(1) ⊗ · · · ⊗ S
(λ
(µ′)
j′
k
,0)
j′
σ′(l′)=k
jσ(l′)
⊗ · · · ⊗ S(0,λ
(µ)
jk
)
j′
σ′(l)
jσ(l)=k
⊗ · · · ⊗ Sj′
σ′(N)
jσ(N) (2.118)
Eléments de matrices des opérateurs à 1 particule
Prenons comme exemple l’opérateur énergie cinétique Tˆ .
TJ ′J = 〈ΦJ ′ |Tˆ |ΦJ〉 =
N∑
k
∑
σ′,σ∈P
Tj′
σ′(k)
jσ(k) ⊗ SJ ′−j′σ′(k),J−jσ(k) (2.119)
où Tj′
σ′(k)
jσ(k) = 〈φj′σ′(k)|Tˆ |φjσ(k)〉, l’indice k désigne le degré de liberté considéré et
l’indice J − jσ(k) = j1, · · · , jσ(k)−1, jσ(k)+1, · · · , jN .
T
(λ
(µ′)
j′
k
,0)
J ′J =
〈
∂ΦJ ′
∂λ
(µ′)
j′
k
∣∣∣∣∣Tˆ
∣∣∣∣∣ΦJ
〉
=
N∑
k
∑
σ′,σ∈P
Tj′
σ′(k) 6=k
jσ(k) ⊗ S
(λ
(µ′)
j′
k
,0)
J ′−j′
σ′(k)
,J−jσ(k)
+
N∑
k
∑
σ′,σ∈P
T
(λ
(µ′)
j′
k
,0)
j′
σ′(k)=k
jσ(k)
⊗ SJ ′−j′
k
,J−jσ(k)
(2.120)
Eléments de matrices des opérateurs à 2 particules
VJ ′J = 〈ΦJ ′|Vˆ |ΦJ〉 =
N∑
k
N∑
l
∑
σ′,σ∈P
Vj′
σ′(k)
j′
σ′(l)
,jσ(k)jσ(l) ⊗ SJ ′−j′σ′(k)−j′σ′(l),J−jσ(k)−jσ(l)
(2.121)
avec Vj′
σ′(k)
j′
σ′(l)
,jσ(k)jσ(l) = 〈φj′σ′(k)φj′σ′(l) |Vˆ |φjσ(k)φjσ(l)〉 et J − jσ(k) − jσ(l) l’ensemble
des indices j1 · · · jN où on a supprimé les indices jσ(k) et jσ(l).
V
(λ
(µ′)
j′
k
,0)
J ′J =
〈
∂ΦJ ′
∂λ
(µ′)
j′
k
∣∣∣∣∣Vˆ
∣∣∣∣∣ΦJ
〉
=
N∑
k
N∑
l
∑
σ′,σ∈P
Vj′
σ′(k) 6=k
j′
σ′(l) 6=k
,jσ(k)jσ(l) ⊗ S
(λ
(µ′)
j′
k
,0)
J ′−j′
σ′(k)
−j′
σ′(l)
,J−jσ(k)−jσ(l)
+
N∑
k
N∑
l
∑
σ′,σ∈P
V
(λ
(µ′)
j′
k
,0)
j′
σ′(k)=k
j′
σ′(l) 6=k
,jσ(k)jσ(l)
⊗ SJ ′−j′
k
−j′
σ′(l)
,J−jσ(k)−jσ(l)
+
N∑
k
N∑
l
∑
σ′,σ∈P
V
(λ
(µ′)
j′
k
,0)
j′
σ′(k) 6=k
j′
σ′(l)=k
,jσ(k)jσ(l)
⊗ SJ ′−j′
σ′(k)
−j′
k
,J−jσ(k)−jσ(l) (2.122)
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Les effets de la symétrie d’échange se manifeste ici par des termes supplémentaires
dans les éléments de matrices par rapport à MCTDH. L’importance de ces effets dépend
du recouvrement des fonctions mono-particule, c’est-à-dire que ces effets sont d’autant
plus importants que les particules sont délocalisées.
2.3.3 MCTDH-B en base de paquets d’onde gaussiens (G–MCTDH-
B)
Reprenons comme fonction mono-particule, un paquet d’onde gaussien gelé (2.88) :
φjk(λjk(t)) =
(
2αjk
π
)3/4
e−αjk (rjk−r0jk (t))
2+ip0jk (t)(rjk−r0jk (t))
L’équation (2.112) s’écrit sous la forme :
i
(
Cr0r0 Cr0p0
Cp0r0 Cp0p0
)(
r˙0
p˙0
)
=
(
Yr0
Yp0
)
(2.123)
En utilisant les relations établies à l’annexe C dans les définitions (2.115) à (2.122),
on montre que :
Cr0r0nn′n = 4αn′αnC
p0p0
n′n (2.124)
C
r0p0
n′n = 2iαn′C
p0p0
n′n = (C
p0r0
n′n )
∗ (2.125)
Yr0n′ = 2iαn′Y
p0
n′ (2.126)
et le système (2.123) se réduit alors à :
iCr0r0
(
r˙0 + i
p˙0
2α
)
= Yr0 (2.127)
On retrouve ainsi une expression de la même forme qu’en MCTDH pour l’équation
d’évolution temporelle des paramètres en temps réel
r˙0 = Re[−i(Cr0r0)−1Yr0] (2.128)
p˙0 = 2α Im[−i(Cr0r0)−1Yr0] (2.129)
et en temps imaginaire
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r˙0 = Re[−(Cr0r0)−1Yr0] (2.130)
p˙0 = 2α Im[−(Cr0r0)−1Yr0] (2.131)
2.4 Principes variationnels
La résolution directe de l’équation de Schrödinger suppose que l’on connaisse la fonc-
tion d’onde exacte du système, ce qui n’est généralement pas le cas pour des systèmes
aussi complexes que ceux que l’on veut étudier. On peut surmonter ce problème par le
biais des principes variationnels, utilisés dans les problèmes d’optimisation lorsque la so-
lution exacte est inconnue, mais on peut l’approcher en optimisant des paramètres dont
elle dépend. Les principes variationnels nous donnent la meilleure solution pour la forme
paramétrée choisie de la fonction d’onde.
Nous avons dérivé les équations d’évolution temporelle de la fonction d’onde du système
en nous basant sur le principe variationnel de Dirac-Frenkel. Cependant il existe dans la
littérature plusieurs principes variationnels, le principe variationnel de McLachlan [35],
dépendant du temps (TDVP) [55] et de Dirac-Frenkel [34, 36]. Broeckhove et al. [56] ont
montré dans quelles conditions ces principes sont équivalents. On considère l’opérateur[
i∂ˆt − Hˆ
]
hermitien pour les éléments de matrices 〈Φ|
[
i∂ˆt − Hˆ
]
Φ〉 si Φ est normalisée
ce que l’on supposera dans la suite, avec Φ dépendant d’un ensemble de paramètres M .
2.4.1 Principe variationnel de McLachlan
Le principe variationnel défini par McLachlan [35] qui consiste à minimiser l’erreur
sur la variation de la fonction d’ondeΦ par rapport au tempsΘ = ∂Φ
∂t
en comparaison à la
solution exacte donnée par l’équation de Schrödinger dépendant du temps iΘ = i ∂ˆ
∂t
Φ =
i∂ˆtΦ = HˆΦ. C’est-à-dire qu’à chaque instant t de la propagation on optimise la fonction
d’onde locale. Cela revient à écrire :
δ||iΘ− HˆΦ||2 = 0 (2.132)
où on effectue la variation sur Θ avec Φ fixe, c’est-à-dire que les variations possibles
sont tangentes à l’espace des paramètres M au point Φ. On arrive à
δ||iΘ− HˆΦ||2 = 2 Im
〈
δΘ
∣∣∣∣ [iΘ− Hˆ]Φ
〉
= 0 (2.133)
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d’où
δ||i∂ˆtΦ− HˆΦ||2 = Im
〈
δΦ
∣∣∣∣ [i∂ˆt − Hˆ]Φ
〉
= 0 (2.134)
Soit la fonction d’onde paramétrée et normalisée :
Φ = Φ(λ1, · · · , λn) (2.135)
Le principe variationnel de McLachlan (2.134), en utilisant l’expression précédente et
en faisant la variation par rapport à un paramètre δλi, donne :
Im
[
i
〈
∂Φ
∂λi
∣∣∣∣∣Φ˙
〉
=
〈
∂Φ
∂λi
∣∣∣∣∣HˆΦ
〉]
(2.136)
en prenant la partie imaginaire, on trouve :
〈
∂Φ
∂λi
∣∣∣∣∣Φ˙
〉
+
〈
Φ˙
∣∣∣∣∣ ∂Φ∂λi
〉
=
〈
∂Φ
∂λi
∣∣∣∣∣HˆΦ
〉
−
〈
HˆΦ
∣∣∣∣∣ ∂Φ∂λi
〉
(2.137)
avec
Φ˙ =
n∑
j
∂Φ
∂λj
λ˙j (2.138)
finalement on obtient :
n∑
j
[〈
∂Φ
∂λi
∣∣∣∣∣ ∂Φ∂λj
〉
+
〈
∂Φ
∂λj
∣∣∣∣∣ ∂Φ∂λi
〉]
λ˙j =
〈
∂Φ
∂λi
∣∣∣∣∣HˆΦ
〉
−
〈
HˆΦ
∣∣∣∣∣ ∂Φ∂λi
〉
(2.139)
2.4.2 Principe variationnel dépendant du temps
Le principe variationnel dépendant du temps [55] stipule que la variation de l’action
δS entre l’instant final t2 et initial t1 soit nul. Autrement dit, on optimise la fonction
d’onde sur l’intervalle de temps t2 − t1.
δS = δ
∫ t2
t1
L(Φ,Φ∗)dt = 0 (2.140)
où le lagrangien est défini comme :
L(Φ,Φ∗) =
〈
Φ
∣∣∣∣ [i∂ˆt − Hˆ]Φ
〉
(2.141)
L’équation (2.140) devient :
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δS =
∫ t2
t1
[〈[
i∂ˆt − Hˆ
]
Φ
∣∣∣∣δΦ
〉
+
〈
δΦ
∣∣∣∣ [i∂ˆt − Hˆ]Φ
〉]
dt = 0 (2.142)
Cela implique qu’à tout temps :
Re
〈
δΦ
∣∣∣∣ [i∂ˆt − Hˆ]Φ
〉
= 0 (2.143)
Si on exprime de Φ en fonction d’un paramètre λi, on a :
Re
[
i
〈
∂Φ
∂λi
∣∣∣∣∣Φ˙
〉
=
〈
∂Φ
∂λi
∣∣∣∣∣HˆΦ
〉]
(2.144)
Cette équation devient, en utilisant l’expression de Φ˙ (2.138) :
n∑
j
[〈
∂Φ
∂λi
∣∣∣∣∣ ∂Φ∂λj
〉
−
〈
∂Φ
∂λj
∣∣∣∣∣ ∂Φ∂λi
〉]
λ˙j =
〈
∂Φ
∂λi
∣∣∣∣∣HˆΦ
〉
+
〈
HˆΦ
∣∣∣∣∣ ∂Φ∂λi
〉
(2.145)
2.4.3 Principe variationnel de Dirac-Frenkel
Le principe variationnel de Dirac-Frenkel postule que :
〈
δΦ
∣∣∣∣ [i∂ˆt − Hˆ]Φ
〉
= 0 (2.146)
On voit ici que les principes variationnels de McLachlan et TDVP découlent respecti-
vement de la partie imaginaire et réelle du principe variationnel de Dirac-Frenkel. Ce der-
nier implique que les deux premiers principes variationnels soient satisfaits. Ces principes
sont équivalents s’il existe la relation de complémentarité suivante entre deux paramètres
λi et λj [56] :
i
∂Φ
∂λi
=
∂Φ
∂λj
(2.147)
Ces relations existent typiquement pour des variables conjuguées. Par exemple pre-
nons une gaussienne de la forme :
Φ(r) = eν+iµe−(α+iβ)r
2+ξr+ipir (2.148)
On a bien :
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i
∂Φ
∂ν
=
∂Φ
∂µ
(2.149)
i
∂Φ
∂α
=
∂Φ
∂β
(2.150)
i
∂Φ
∂ξ
=
∂Φ
∂π
(2.151)
avec les variables conjuguées norme et phase (ν,µ), largeur et étalement (α,β), posi-
tion et quantité de mouvement (ξ,π). Il suffit qu’il existe des paires de paramètres complé-
mentaires décrivant l’ensemble M pour les principes variationnels soient équivalents. La
condition d’équivalence ne dépend que de l’ensemble M et non du choix des paramètres
de fonctions.
On peut vérifier que cela est vrai dans notre cas en prenant ξ = 2(α + iβ)r0 et π = p0.
L’équation (2.148) devient :
Φ(r) = e−(α+iβ)(r−r0)
2+ip0(r−r0)e(α+iβ)r
2
0+ip0r0 (2.152)
alors
∂Φ
∂α
= −(r− r0)2 + r20 (2.153)
∂Φ
∂β
= −i(r − r0)2 + ir20 (2.154)
∂Φ
∂r0
= 2(α+ iβ)r (2.155)
∂Φ
∂p0
= ir (2.156)
d’où
i
∂Φ
∂α
=
∂Φ
∂β
(2.157)
i
2(α+ iβ)
∂Φ
∂r0
=
∂Φ
p0
(2.158)
Chapitre 3
Nucléation des agrégats de néon
Ce travail, réalisé en collaboration avec Massimo Mella de l’Università dell’Insubria à
Côme, a pour but d’estimer l’importance des effets quantiques dans la nucléation d’agré-
gats de néon. En effet, s’il a été montré que la dynamique classique pourrait suffire à
décrire la dynamique d’agrégats d’argon [57], celle-ci n’est pas adaptée dans le cas de
l’aluminium présente une énergie de point zéro importante [58]. Le néon étant plus lé-
ger que l’argon, il est intéressant d’étudier les différences entre un traitement classique et
quantique.
La nucléation fait intervenir des processus clés tels que la dissociation, la capture et le
transfert d’énergie collisionelle. Nous avons donc étudié les effets quantiques sur la disso-
ciation et la capture d’atomes par des agrégats de néon dans l’ensemble microcanonique.
Dans ce chapitre nous présentons les résultats du calcul de l’énergie fondamentale de dif-
férents agrégats afin d’évaluer la précision des méthodes utilisées, puis nous détaillons les
protocoles des simulations et analysons les résultats obtenus pour la dissociation d’une
part, et pour la probabilité de capture d’autre part. Les résultats présentés dans la suite
obtenus pour Ne8 restent valables pour d’autres tailles d’agrégats de néon.
3.1 Energies fondamentales et énergies de point zéro
Afin de calculer l’énergie fondamentale et de point zéro de différents agrégats dont les
structures sont données à la figure 3.2, nous avons utilisé la méthode Monte-Carlo quan-
tique de diffusion (DMC) [59] comme référence. Ces données sont utiles pour estimer les
énergies de dissociation et de capture, ainsi que pour déterminer l’énergie interne mini-
male des agrégats.
Nous avons également calculé ces énergies avec la méthode G-TDH exposée à la section
2.1.3 afin d’évaluer la précision de cette méthode. Les énergies obtenues par DMC, G–
TDH et l’approximation harmonique sont comparées au tableau 3.1.
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Pour faciliter la discussion dans la suite, la définition des différentes énergies est donnée
à la figure 3.1.
FIGURE 3.1 – Définition des différentes énergies.
Le zéro d’énergie est défini pour des atomes au repos et séparés d’une distance infinie.
X désigne la méthode (classique, ZPAD, G–TDH). Vmin(n) est le minimum de l’énergie
potentielle de Nen, et EX0 (n) est l’énergie fondamentale de Nen obtenue avec la méthode
X . A noter que EClass0 (n) = Vmin(n). ∆X0 est définie comme l’énergie de liaison du nieme
atome par la méthode X , i.e. ∆X0 = EX0 (n−1)−EX0 (n). E est l’énergie totale du système
dans le référentiel du centre de masse, et EXint désigne l’énergie interne correspondante
pour la méthode X , i.e. EXint = E −EX0 (n)
Le potentiel Ne-Ne utilisé est un potentiel de paires isotrope calculé pour l’état fonda-
mental par Aziz and Slaman [60]. Ce potentiel est ajusté par une somme de gaussiennes
centrées en 0 (voir Annexe D), comme proposé par Frantsuzov et Mandelshtam [61], afin
de faciliter le calcul analytique de l’interaction.
A partir de ce tableau 3.1, on peut voir que les énergies fondamentales données par
G-TDH diffèrent de celles obtenues avec DMC de l’ordre de 10%. Par ailleurs, les éner-
gies ∆0(n) nécessaires pour dissocier un atome sont similaires avec ces deux méthodes.
Cela montre que la méthode G-TDH est raisonnablement précise pour décrire les agrégats
de néon. On note néanmoins que les énergies données avec l’approximation harmonique
sont légèrement plus basses que celles obtenues avec G-TDH. Cela peut s’expliquer par le
fait que l’on a utilisée de gaussiennes sphériques dont la largeur est la même dans toutes
les directions, or il se peut que le potentiel effectif soit suffisamment anisotrope pour la
largeur des paquets d’onde gaussiens soit différentes dans chaque direction. Avec des pa-
quets d’onde gaussiens sphériques on moyenne cette largeur sur toutes les directions. Les
différences d’énergies entre ces trois méthodes montrent également que les effets d’an-
harmonicité ne jouent pas un rôle majeur pour ces agrégats.
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n Vmin EDMC0 (n) ∆DMC0 DMC ZPE EHA0 (n) ∆HA0 EG−TDH0 (n) ∆G−TDH0
5 -263.809 -156.771(4) 106.533(4) -140.903 -126.637
7 -474.504 -288.17(4) 186.334(4) -262.053 -250.201
8 -569.317 -346.77(8) 58.60(9) 221.65(8) -316.043 65.842 -305.070 54.8687
12 -1078.5 -682.7(1) 402.5(1) -638.671 -625.503
13 -1258.25 -801.5(2) 118.7(2) 456.1(2) -754.993 129.49 -746.214 120.711
14 -1356.57 -866.3(2) 64.8(3) 489.7(2) -814.251 59.2582 -803.277 57.0634
18 -1870.58 -1208.2(3) 662.2(3) -1145.44 -1132.490
19 -2048.14 -1329.6(2) 118.5(3) 721.6(2) -1266.37 120.711 -1248.810 116.322
TABLE 3.1 – Minimum global du potentiel (Vmin), énergie fondamentale obtenue avec
DMC (EDMC0 (n)), l’approximation harmonique (HA) (EHA0 (n)), et G–TDH (EG−TDH0 (n))
pour différents agrégats Nen, en cm−1. La différence d’énergie ∆0(n) pour la dissociation
Nen →Nen−1+Ne obtenue avec DMC, HA et G–TDH.
Par contre, les énergies de point zéro ne sont pas négligeables et représentent à peu près
30 % de l’énergie de liaison des agrégats. En conséquence, on peut s’attendre à ce que
l’énergie de point zéro ait des effets importants dans la dissociation. Par exemple, il faut
environ 50 % d’énergie supplémentaire pour dissocier un atome avec des méthodes clas-
siques que quantiques. A titre indicatif, il faut 65 cm−1 avec la DMC contre 98 cm−1
classiquement pour dissocier un atome pour Ne14.
La structure d’énergie minimale des agrégats étudiés reste identique en utilisant des mé-
thodes classiques ou quantiques, bien que dans les cas de l’approximation harmonique et
G–TDH, les distances inter-atomiques soient légèrement plus grandes.
FIGURE 3.2 – Structure correspondant à l’état d’énergie minimum classique des différents
agrégats.
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3.2 Dissociation
3.2.1 Modélisation
Simulations classiques
Pour initier les trajectoires classiques, des configurations statistiquement indépen-
dantes sont générées par un algorithme Metropolis Monte Carlo (MMC) dans l’ensemble
micro-canonique à une énergieE donnée [62]. Afin d’éviter toute évaporation durant cette
phase, les atomes sont contraints de rester à une distance du centre de masse inférieure à
20 bohr. Un minimum de 2000 trajectoires sont simulées et sont propagées par un algo-
rithme de Verlet avec un pas de temps de 200 unités atomiques (soit 5 fs), jusqu’à 120 ps
au maximum.
Les vitesses initiales de chaque atome sont choisies suivant la procédure stochastique dé-
crite dans [63].
ZPAD
La méthode ZPAD ayant été développée initialement à température constante (voir
section 1.3.3), quelques adaptations ont été faites pour travailler dans l’ensemble micro-
canonique. En particulier, la construction des distributions radiales de paires a été faite
par des simulations classiques à énergie constante (au lieu de température constante).
De plus, les fonctions φ(r) utilisées sont des gaussiennes sphériques de la forme :
Nαe
−α(r−rclassique)
2
, dont le paramètre de largeur α est obtenu itérativement. Pour éviter
de démarrer la dynamique avec une énergie potentielle plus grande que l’énergie interne
choisie de l’agrégat, les conditions initiales correspondent à celles de la structure d’éner-
gie minimale pour chaque φ(r) et potentiel effectif associé, avec la même procédure MMC
que les simulations classiques. Les paramètres de la dynamique sont les mêmes que ceux
utilisés pour les trajectoires classiques.
La figure 3.3 montre le potentiel d’interaction de paires pour Ne8 pour différentes
énergies totales. Comme mentionné à la section 1.3.3, le potentiel effectif est moins pro-
fond que le potentiel classique. Cela implique de plus grandes fluctuations de la structure
des agrégats et donc un ensemble d’états accessibles plus grand. On note néanmoins que
la profondeur du puit dépend faiblement de l’énergie totale. En effet, celui-ci diminue
d’environ 15% pour une augmentation de l’énergie totale de 50%. De même, la distance
d’équilibre n’augmente que de 6%.
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FIGURE 3.3 – Surface d’énergie potentielle effective de paires de Ne8 pour différentes
énergies.
Pour E = -285.3 cm−1 différentes itérations sont présentées pour montrer la convergence.
G–TDH
Pour la méthode G–TDH, les positions initiales sont déterminées en faisant une propa-
gation en temps imaginaire à partir des positions données par Cambridge Cluster Database
[64], les paramètres α de départ pour la convergence en temps imaginaire correspondent
à celui trouvé pour Ne2. Les vitesses initiales sont choisies aléatoirement suivant une dis-
tribution normale de façon à obtenir l’énergie totale désirée de l’agrégat. Les équations
dynamiques sont intégrées avec un algorithme Runge-Kutta d’ordre 4 avec un pas de 10
unités atomiques (soit ∼ 0.24 fs).
La constante de dissociation k est calculée en ajustant ln
(
N0 −Nτ
N0
)
par une droite
−kτ , avec N0 le nombre total de trajectoires et Nτ le nombre de trajectoires ayant disso-
ciées un atome au temps τ . On considère qu’il y a dissociation dès qu’un atome se trouve
à plus de 20 bohr du centre de masse de l’agrégat.
On suppose que la décroissance de N0 −Nτ
N0
est décrite par une seule exponentielle au
cours du temps. Dans le cas contraire, l’ajustement aux temps courts donne la limite infé-
rieure de k [58] ; cependant ce cas de figure est rarement rencontré.
Remarque : Nous n’exprimons pas explicitement l’Hamiltonien en fonction du mo-
ment angulaire J de l’agrégat, justifié par de précédents travaux [65] ayant montré l’in-
fluence négligeable de J pour la capture ou la dissociation. Néanmoins aucune restriction
n’est faite sur la dynamique (rotation).
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E (cm−1) kClassdiss (ps−1) kZPADdiss (ps−1) kG−TDHdiss (ps−1) ∆ZPAD0 (cm−1)
-374.424 0.0000559765
-329.212 0.000924297
-285.317 0.00496395 0.00001 65.6229
-241.422 0.0173174 0.000173469 64.0866
-219.475 0.024344 0.000819547 62.9892
-197.527 0.0374608 0.00304012 61.8918
-175.58 0.00593788 0.00012 60.7945
-153.632 0.0112638 0.00074 60.3555
-131.685 0.0257542 0.0046 59.9166
-109.737 0.010
-87.7899 0.015
-65.8424 0.056
TABLE 3.2 – Taux de dissociation kdiss pour Ne8 en fonction de l’énergie totale E de
l’agrégat, calculée avec les simulations classique, ZPAD et G–TDH.
On reporte également les énergies de dissociation ∆ZPAD0 pour le processus
Nen →Nen−1+Ne en fonction de E quand Ne8 et Ne7 sont décrits par le potentiel effectif
ueff(rjk) optimisé spécifiquement pour Ne8 à l’énergie E voulue. Pour les simulations
classiques, ∆0 =93.71 cm−1.
3.2.2 Taux de dissociation de Ne8
Dans le tableau 3.2 sont reportés les taux de dissociation pour plusieurs valeurs de
l’énergie totale de Ne8, pour les trois méthodes utilisées. Ils sont aussi représentés sur
la figure 3.4. On constate que pour une énergie E fixée, les méthodes ZPAD et G–TDH
donnent des valeurs inférieures du taux de dissociation d’environ 2 ordres de grandeur,
par rapport à la dynamique classique (Fig. 3.4).
Cela est la conséquence directe des effets quantiques. Pour ZPAD ils se manifestent par
la réduction de la profondeur du puits de potentiel et pour G–TDH, une grande partie de
l’énergie interne classique est gelée dans l’énergie de point zéro. Autrement dit, pour une
même énergie totaleE, il y a moins d’énergie vibrationnelle à distribuer dans les degrés de
libertés. Il est donc moins probable qu’un atome ait suffisamment d’énergie cinétique pour
se dissocier de l’agrégat, bien que le seuil de dissociation soit moindre comme discuté à
la section 3.1.
Un autre critére de comparaison des trois méthodes est de regarder la taux de dis-
sociation en fonction de l’énergie interne EXint dont la valeur diffère selon les méthodes
(voir Fig. 3.1). La figure 3.5, représentant le taux de dissociation en fonction de l’énergie
interne, montre que dans ce cas la méthode de dynamique classique sous-estime le taux
de dissociation d’environ 2 ordres de grandeur par rapport aux méthodes quantiques, qui
elles donnent des résultats assez proches.
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FIGURE 3.4 – Taux de dissociation en fonction de l’énergie totale E en échelle logarith-
mique.
FIGURE 3.5 – Taux de dissociation en fonction de l’énergie interne EXint en échelle loga-
rithmique.
3.2.3 Analyse des taux de dissociation de Ne8 dans le cadre de la théo-
rie Rice-Ramsberger-Kassel (RRK)
La figure 3.6 présente log10(kdiss) en fonction de log10[
EClassint −∆
Class
0
EClassint
], avec EClassint −
∆Class0 l’énergie interne maximale classiquement disponible pour l’espèce fille Ne7. On
peut voir, comme des travaux antérieurs [66] l’ont montré, que le taux de dissociation
classique suit un comportement de type RRK [67], c’est à dire :
kdiss ∝
(
EClassint −∆Class0
EClassint
)s−1
(3.1)
où s représente le nombre de coordonnées actives. Cela semble être également le cas pour
ZAPD et G–TDH avec une pente plus élevée.
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On remarque par ailleurs, un changement de pente de la courbe G–TDH de même que les
méthodes classique et ZPAD bien qu’il soit moins marqué. Cela est interprété comme un
changement d’état de l’agrégat de solide à liquide [66]. Ce phénomène est responsable
de la réduction d’énergie cinétique disponible dans la transition vers une structure moins
compacte lorsque l’énergie totale augmente.
FIGURE 3.6 – log10[kdiss] en fonction de log10[Eint−E0Ekin ]=log10[
EClassint −∆
Class
0
EClassint
] pour Ne8,
avec EClassint −∆Class0 étant l’énergie interne maximale disponible pour Ne7. kdiss en ps−1,
énergies en cm−1.
On a pu constater précédemment que la définition de l’énergie de dissociation em-
ployée est déterminante dans la comparaison des différentes méthodes. Sur la figure 3.7
est représentée kdiss en fonction de log10[E
X
int−∆
X
0
EXint
] avec EXint−∆X0 l’énergie interne maxi-
male disponible pour l’espèce fille Ne7 selon chaque méthode (voir Fig. 3.1).
Les courbes correspondant aux méthodes quantiques ont maintenant une pente similaire
au cas classique à cause de la diminution de EXint et ∆X0 par rapport à EClassint et ∆Class0 de
30% à 50%.
Les différences entre les méthodes classique et quantiques peuvent être dûes aussi aux
effets anharmoniques dans le sens où le potentiel quantique est moins harmonique que
le cas classique, la structure est moins compacte et le volume exploré dans l’espace des
phases par le système est plus grand. Si l’on ajuste kdiss par la formule RRK (3.1) en
fonction de s, on trouve sZPAD = 19.4 ce qui est plus élevé la valeur théorique s =
3n−6 = 18. Cela peut être attribué à une plus grande augmentation du nombre d’états de
transition par rapport à la densité d’état du réactif que dans le cas classique, dans le cadre
de la théorie de l’état de transition [68].
Globalement, les calculs classiques surestiment d’au moins un ordre de grandeur les taux
de dissociation.
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FIGURE 3.7 – log10[kdiss] en fonction de log10[E
X
int−∆
X
0
EX
int
] pour Ne8, avec EXint −∆X0 étant
l’énergie interne maximale disponible pour Ne7. X = méthode classique (carrés noirs),
ZPAD (cercles rouges), or G–TDH (triangles bleus). kdiss en ps−1, énergies en cm−1.
3.3 Capture
Nous avons vu à la section précédente 3.2, que la quantité d’énergie interne disponible
joue un rôle majeur dans la dynamique des agrégats. Pour une même énergie totale, on
peut considérer les agrégats comme plus “froids” pour les dynamiques ZPAD et G–TDH
que lors des simulations classiques. On peut donc s’attendre à ce que ces différences
aient des effets importants lors de la collision avec un monomère, en particulier dans le
processus de collage. Dans les cas ZPAD et G–TDH, deux effets entrent en compétition :
le fait que l’agrégat puisse absorber plus d’énergie sans dissocier d’une part et d’autre part
que l’interaction soit plus faible d’où un transfert d’énergie de collision entre le projectile
et l’agrégat plus faible.
3.3.1 Modélisation
Le modèle pour le calcul de la probabilité de capture Ps(b, E, vp) d’un atome de néon
par un agrégat Nen consiste à envoyer un atome-projectile avec une vitesse vp vers l’agré-
gat d’énergie E avec un paramètre d’impact b. Concernant l’agrégat-cible, nous avons
utilisé le même protocole pour la détermination des conditions initiales que pour l’étude
de la dissociation selon les trois méthodes utilisées : classique, ZPAD et G–TDH. Le pro-
jectile est placé initialement à une distance d’au moins 40 bohr du centre de masse (80
bohr pour G–TDH) de l’agrégat-cible de façon à assurer qu’il n’y ait pas d’interaction
avec l’agrégat et que l’énergie interne soit statistiquement redistribuée dans les degrés
de liberté avant que la collision n’ait effectivement lieu. On considère qu’il y a capture
lorsque la projection de la vitesse relative vp sur la direction projectile-centre de masse de
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l’agrégat change de signe 5 fois. C’est à dire que le projectile est considéré comme cap-
turé s’il rebondit au moins 5 fois sur l’agrégat. A noter qu’aucune indication n’est donnée
concernant le moment angulaire de l’agrégat J car d’après une étude précédente [65], la
dépendance de la probabilité de capture en fonction de J est négligeable. La probabilité de
capture est donnée par le rapport Ns
N0
où Ns est le nombre de trajectoires pour lesquelles il
y a eu capture et N0 le nombre total de trajectoires. Pour les 3 méthodes, 2000 trajectoires
ont été calculées pour chaque point des courbes Ps(b, Eint, vp).
3.3.2 Résultats
Les probabilités de capture pour un agrégat Ne8 avec les méthodes de dynamique
classique et ZPAD sont présentées sur la figure 3.8, pour 2 énergies E = -285.3 et -241.4
cm−1 soit -11.88 et -10.06 cm−1 par degré de liberté. Pour ces 2 énergies le temps moyen
avant dissociation est beaucoup plus grand que le temps nécessaire à la capture d’un atome
(∼ 1 ps)(voir tableau 3.2), cela évite qu’il y ait évaporation avant que la collision n’ait lieu.
Nous avons aussi étudié l’impact de la vitesse du projectile sur la probabilité de capture en
prenant 2 vitesses vp = 4.17 et 8.34 bohr.ps−1. La première est proche du maximum d’une
distribution de Maxwell-Boltzmann à une température de 70 K et la seconde appartient à
la partie “grandes vitesses“ de la même distribution. Elles correspondent à des énergies
cinétiques respectivement de 39.98 cm−1 et 159.93 cm−1. Les énergies cinétiques des
projectiles ne sont donc pas négligeables devant l’énergie interne par degré de liberté, soit
environ 15.9–18.4 cm−1 dans le cas classique.
FIGURE 3.8 – Probabilité de capture de Ne8 en fonction du paramètre d’impact b pour 2
vitesses et énergie totale E avec les simulations classique (C) et ZPAD.
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La probabilité de capture diminue lorsqu’on augmente la vitesse du projectile quelque
soit la méthode. De même, l’augmentation de l’énergie interne de l’agrégat abaisse la
probabilité de capture mais de façon plus importante dans le cas classique que ZPAD. En
général, la méthode ZPAD prédit des probabilités de capture plus grandes que les simu-
lations classiques, donc la capacité d’absorber l’énergie cinétique du projectile l’emporte
sur la plus faible interaction projectile-agrégat.
On peut aussi noter que les probabilités sont semblables aux grands paramètres d’impact
(b ≥ 15 bohr pour vp = 4.17 bohr.ps−1), ce qui peut s’expliquer par le fait que le potentiel
effectif vu par le projectile dans cette région (∼ 8 bohr) est similaire au potentiel classique
(voir Fig.3.3), sachant que les atomes les plus externes de l’agrégat sont à environ 7 bohr
du centre de masse.
Nous allons analyser dans ce paragraphe, les résultats obtenus avec la méthode G–
TDH, dans un premier temps en gelant la largeur du projectile (i.e βp = 0 dans l’équation
(2.41)). L’interaction projectile-agrégat étant dépendante du paramètre α, nous avons cal-
culé les probabilités de capture pour plusieurs valeurs de αp afin de comparer avec la
méthode ZPAD pour laquelle α = 1.66 pour tous les atomes. Il est à noter que les para-
mètres α des atomes de la cible sont déterminés par les conditions initiales. Seul celui du
projectile est a priori arbitraire.
Nous présentons à la figure 3.9 les calculs pour Ne8 avec 3 valeurs de αp : 0.375, 1.5 et 3
bohr−2 correspondant à des largeurs respectivement 1.63, 0.82 et 0.58 bohr ; à remarquer
que plus αp est grand plus on tend vers la limite classique (largeur nulle) pour le projectile.
E= -285.3 cm−1 et vp= 4.14 bohr.ps−1.
FIGURE 3.9 – Probabilité de capture de Ne8 en fonction du paramètre d’impact b avec
la méthode G–TDH où la largeur du projectile est gelée. E=-285.3 cm−1 et vp= 4.14
bohr.ps−1.
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Les probabilités de capture obtenues avec G–TDH sont plus grandes qu’avec ZPAD
pour des largeurs équivalentes ou plus petites (αp ≥ αZPAD), ce qui est cohérent avec les
résultats trouvés pour la dissociation, les agrégats décrits avec G–TDH étant plus “froids”
qu’avec ZPAD.
Si l’on choisit une gaussienne plus large (αp = 0.375) pour le projectile, la probabi-
lité est plus faible qu’avec ZPAD, car le projectile rencontre le mur répulsif du poten-
tiel projectile-agrégat à une plus grande distance et donc l’interaction résultante est plus
faible.
Ce cas reste peu probable dans la mesure où les paramètres α des atomes constituant
l’agrégat métastable Ne∗9 formé pendant la collision couvrent une plage 1.7 < α < 2.5,
si l’on suppose que celui-ci reste stable suffisamment longtemps pour redistribuer l’excès
d’énergie.
On remarque par ailleurs que pour les faibles valeurs du paramètre d’impact, la proba-
bilité de capture est peu sensible à la largeur du projectile. En effet la collision dans ces
conditions est de type “sphères dures” et l’échange d’énergie est plus efficace que dans
le cas d’une collision plus tangentielle où le caractère attractif de l’interaction à longue
distance joue un rôle prépondérant.
On note également dans la zone 10 ≥ b ≥ 15 bohr que les probabilités décroissent pour
les 3 méthodes utilisées, cette zone constitue une zone de transition entre 2 régimes de
collisions : de type “sphères dures” (b . rayon de l’agrégat) et la zone (b & rayon de
l’agrégat) où la probabilité dépend fortement de l’attractivité de l’interaction et donc de
αp.
Nous allons maintenant étudier les différences induites par le fait de permettre à la
largeur de la gaussienne décrivant le projectile de s’adapter dynamiquement au potentiel
local. Cependant cela pose la difficulté que le paquet d’onde du projectile n’étant pas ini-
tialement soumis à un potentiel attractif, celui-ci va s’étaler. En conséquence, lors de la
collision celui-ci aura une largeur non pertinente et la probabilité de capture tend vers 0.
Pour pallier à ce problème, nous avons choisi de maintenir le paquet d’onde du projec-
tile gelé jusqu’à ce que le terme de dispersion soit plus petit que le terme provenant du
potentiel dans l’équation (2.41) régissant la dynamique de la largeur du paquet d’onde
gaussien :
∣∣∣∣∣2(α2 − β2)
[
1
m
− 1
M
] ∣∣∣∣∣ < q
∣∣8
3
α2V (α,0)
∣∣ (3.2)
avec q choisi de façon à ce que moins de 10 % des trajectoires n’atteignent pas ce
seuil.
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Nous avons trouvé que les probabilités de capture sont similaires (Fig. 3.10) pour diffé-
rentes valeurs initiales de αp (0.375 ≤ αp ≤ 1.5). Dans la suite nous avons pris αp = 1.5.
A noter que dans le cas d’une approche quantique exacte, l’étalement du paquet d’onde
ne pose pas de problème puisqu’il résulte de la superposition de plusieurs paquets d’onde
libres d’énergies différentes, le résultat de la collision pouvant être analysé en fonction de
l’énergie [69]. Cependant dans notre cas, l’énergie et le paramètre d’impact de la colli-
sion étant définis, il ne serait pas pertinent de faire l’analyse énergétique du paquet d’onde
émergeant puisque le paquet d’onde est contraint de rester gaussien pour toute la dyna-
mique.
FIGURE 3.10 – Probabilité de capture de Ne8 en fonction du paramètre d’impact b avec la
méthode G–TDH telle que pour au moins 90% des trajectoires la largeur du projectile est
dynamique pour différentes valeurs initiales du paramètre de largeur du projectile αp. E =
-285.3 cm−1 et vp = 4.14 bohr.ps−1.
La méthode G–TDH comme ZPAD, donne des probabilités de capture plus élevées
que la dynamique classique pour la partie à courte portée (b < 10 bohr), pour les 2 éner-
gies totales E = −285.3 et -241.4 cm−1 à cause de la plus grande capacité à absorber
l’énergie de collision (Fig. 3.11 et 3.12).
Par contre, pour les grands paramètres d’impact, contrairement à ZPAD, les probabilités
de capture sont plus faibles que celles obtenues avec la dynamique classique. Ce désaccord
vient du fait que dans cette région, le paquet d’onde a tendance à s’étaler et l’interaction
est plus faible qu’avec ZPAD où le paquet d’onde est gelé. Cet effet devient plus impor-
tant que la capacité de l’agrégat à absorber l’énergie de collision.
Par ailleurs, la vitesse du projectile est le facteur dominant dans la détermination de la pro-
babilité de capture lorsqu’elle dépasse un certain seuil, notamment aux grands paramètres
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d’impact où le temps d’interaction du projectile avec l’agrégat étant trop court pour que
l’échange d’énergie soit suffisant pour la capture, quelque soit la méthode utilisée.
FIGURE 3.11 – Probabilité de capture de Ne8 en fonction du paramètre d’impact b avec les
méthodes classique, ZPAD et G–TDH avec largeur dynamique du projectile. Initialement
α = 1.5 bohr−2. E=-285.3 cm−1 pour toutes les méthodes avec 2 vitesses initiales de
collisions vp = 4.17 et 8.34 bohr.ps−1.
FIGURE 3.12 – Probabilité de capture de Ne8 en fonction du paramètre d’impact b avec les
méthodes classique, ZPAD et G–TDH avec largeur dynamique du projectile. Initialement
α = 1.5 bohr−2. E=-241.4 cm−1 pour toutes les méthodes avec 2 vitesses initiales de
collisions vp = 4.17 et 8.34 bohr.ps−1.
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3.3.3 Sections efficaces de capture
Pour comparer de manière quantitative les méthodes utilisées, nous avons calculé les
sections efficaces de collage à partir des probabilités de capture reportées à la figure 3.11
et 3.12. Ces calculs ont été effectués numériquement avec la méthode d’intégration des
trapèzes en intégrant les probabilités selon la formule suivante [65] :
σ(E, vp) = 2πvp
∫ ∞
0
Ps(b, E, vp) b db (3.3)
Ces résultats sont reportés dans le tableau 3.3.
E vp σ(E, vp)
Classique ZPAD G–TDH
-285.3 4.17 436.3 506.5 388
-241.4 4.17 336.3 462.6 351.5
-285.3 8.34 51.0 55.2 53.3
-241.4 8.34 31.6 33.5 38.6
TABLE 3.3 – Section efficace de capture σ(Eint, vp) (en bohr2) de Ne8 en fonction de
l’énergie de l’agrégat E (en cm−1) et de la vitesse du projectile vp (en bohr.ps−1) pour Ne8
avec les méthodes classique, ZPAD, et G–TDH.
Pour la plus faible vitesse du projectile (vp = 4.17 bohr.ps−1), les différences entre
les sections efficaces obtenues avec la dynamique classique et ZPAD, comme pour les
probabilités de capture, sont plus importantes quand l’énergie de l’agrégat augmente (∼
15% pour E=-285.3 cm−1 et ∼ 30% pour E=-241.4 cm−1). La section efficace donnée
par la méthode G–TDH est 12% inférieure à celle donnée par la dynamique classique
pour E=-285.3 cm−1, et 4% supérieure pour E=-241.4 cm−1). Cela s’explique par la plus
faible diminution de la section efficace lorsque l’énergie de l’agrégat augmente avec les
méthodes quantiques (∼ 10%) que classique (∼ 30%).
Pour vp = 8.34 bohr.ps−1, quelque soit l’énergie E, les 3 méthodes prédisent à peu près
les mêmes sections efficaces à cause de 2 facteurs :
– la vitesse du projectile est prépondérante dans la probabilité de capture, l’énergie
cinétique du projectile étant très grande devant l’énergie par degré de liberté de
l’agrégat
– le poids des probabilités dans le calcul de la section efficace est d’autant plus impor-
tant que le paramètre d’impact correspondant est grand, or aux grands paramètres
d’impact b la probabilité de capture est indépendante de la méthode utilisée.
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3.3.4 Résumé
Nous avons étudié dans ce chapitre, les processus de dissociation et de capture pour
des agrégats Ne8 par des simulations classique et approchées de dynamique quantique
qui permettent d’avoir une description qualitativement correcte des agrégats de néon. Les
résultats obtenus par un traitement classique et quantique diffèrent sensiblement princi-
palement à cause de l’énergie de point zéro qui réduit significativement l’énergie interne
disponible par degré de liberté. En conséquence, la section efficace de capture augmente
par rapport à la dynamique classique selon la méthode utilisée (ZPAD ou G–TDH projec-
tile gelé), et lorsque la vitesse du projectile correspond à la vitesse moyenne d’un atome
dans un gaz de néon à 70 K. Néanmoins, lorsque que la largeur du projectile s’adapte
dynamiquement, l’interaction projectile-agrégat est moins attractive dans le cas de colli-
sions tangentielles. En outre, nous avons mis en évidence le fait que la section efficace
de capture est moins sensible à l’augmentation de l’énergie interne de l’agrégat dans le
cas quantique que dans le cas classique. Les différences sont plus marquées dans l’étude
de la dissociation, où la constante de dissociation classique est surestimée d’un facteur
20 à 200 par rapport aux résultats des méthodes ZPAD et G–TDH bien que l’énergie de
dissociation soit plus faible pour celles-ci.
Ces résultats indiquent que le processus de nucléation s’effectuerait plus rapidement pour
les agrégats décrits par des méthodes quantiques que classiques. En effet, dans le cas de
simulations classiques, l’énergie de point zéro normalement gelée dans les différents de-
grés de liberté peut librement circuler entre ceux-ci, permettant au système d’accéder à
des régions de l’espace des phases quantiquement interdites. Il devient possible de disso-
cier un atome plus facilement lorsque suffisamment d’énergie est localisée dans un degré
de liberté.
Chapitre 4
Réponse d’une matrice de néon à la
photo-excitation d’une molécule NO
piégée
Les matrices de gaz rares dopées ont été intensément étudiées tant expérimentalement
[70, 71, 72, 73, 74, 75] que théoriquement [76, 77, 78, 79, 80]. Ces études ont mis en
évidence des divers effets tels que le déplacement cohérent [81] des atomes de gaz rares
et leur déphasage [82] après la photo-excitation du dopant. Diverses expériences de type
pompe-sonde de la molécule NO dans différentes matrices de gaz rares [73, 83, 84] et no-
tamment dans les matrices de néon [85, 86] ont été menées dans le groupe de M.Chergui.
L’énergie de point zéro du néon étant non négligeable, il est nécessaire de tenir compte
des effets quantiques. Du point de vue théorique, des simulations classiques incorporant
les effets quantiques par le biais d’une température effective [87] ont été faites pour mo-
déliser ce système. D’autre part, des calculs TDH [88] et MCTDH [89] à dimensionalité
réduite utilisant un modèle radial ont été effectués par Ll. Uranga-Piña. Nous proposons
d’étudier ce système avec la méthode G–TDH en dimensionalité complète et de compa-
rer nos résultats avec ceux obtenus avec le modèle MCTDH radial, dans la perspective
d’étudier des systèmes similaires pour lesquels la réduction de dimensionalité est trop
complexe (ex : pH2 [90, 91, 92, 93, 94, 95]).
Dans un premier temps nous présentons dans ce chapitre, les modèles utilisés avec les
différentes méthodes, puis nous discutons des résultats, en particulier la déformation sta-
tique induite par la présence du dopant NO, ainsi que l’évolution temporelle de diverses
observables.
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4.1 Modélisation
La matrice de néon fabriquée dans les expériences forme un réseau solide infini de
type cubique face centrée. Le dopant, ici la molécule NO, est substitué à un atome de
néon et est pris comme origine du référentiel. Les expériences [85, 86] consistent à exci-
ter la molécule NO sur le premier état de Rydberg (A) avec un laser pompe, puis après
un certain délai un laser sonde excite NO vers les états de Rydberg (C) et/ou (D) dont
la fluorescence constitue le signal mesuré. On considèrera la molécule NO comme sphé-
rique, ces expériences ayant montrées une faible anisotropie de l’état A, cela constitue
une bonne approximation. L’excitation vers l’état A conduit à la formation d’une “bulle”
dont l’expansion est suivie en temps réel pour une durée d’environ 2 ps. Afin de suivre la
dynamique du système pour cette durée, nous avons considéré une matrice composée de
plus de 4000 atomes pour simuler un solide infini.
4.1.1 G–TDH
Dans les simulations G–TDH, l’Hamiltonien pour un état κ de la molécule NO est
composé de la somme des énergies cinétiques et la somme des interactions de paires :
Hκ = −
Na∑
i=1
~
2
2m
~∇2ri + Uκ(r1, · · · , rNa) (4.1)
Uκ(r1, · · · , rNa) =
Na∑
i=1
(
V dκ (|ri|) +
i−1∑
j=1
VNe(|ri − rj|)
)
(4.2)
On définit V dκ le potentiel d’interaction NO-Ne avec κ = X(2Π), A(2Σ+), C(2Π),
l’état électronique de NO. Pour l’état fondamental (κ = X), nous avons utilisé le même
potentiel Lennard-Jones [96] que dans le modèle MCTDH radial, de la forme :
VLJ = 4ǫ
[(σ
r
)12
−
(σ
r
)6]
(4.3)
Les état excités sont modélisés par des exponentielles :
VExp = A e
−β(r−r0) (4.4)
Les paramètres de ces potentiels sont reportés dans le tableau 4.1. Le potentiel Ne-Ne
(VNe) [60] est le même qu’utilisé pour l’étude de la nucléation d’agrégats de néon. Tous
ces potentiels ont été décomposés en une somme de gaussiennes selon la même procédure
vue au chapitre 3.1 sauf les états de Rydberg C et D. Les paramètres de ces ajustements
sont donnés à l’annexe D.
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A (u.a.) β (u.a.−1) r0 (u.a.) ǫ (u.a.) σ (u.a.)
V dX – – – 2.3·10−4 5.877
V dA 0.128 1.580 3.764 – –
V dC 0.144 1.777 3.764 – –
V dD 0.165 1.824 3.764 – –
V – – – 1.13·10−4 5.257
TABLE 4.1 – Paramètres pour le potentiel Lennard-Jones (éq.(4.3)) [96, 97] et exponen-
tiel (éq.(4.4)) utilisés dans ce travail obtenus par l’ajustement de spectres d’absorption
expérimentaux (en unités atomiques (u.a.), Ref. [88]).
Pour la propagation en temps réel, les équations dynamiques sont intégrées avec un
algorithme Runge-Kutta d’ordre 4 avec un pas de 10 unités atomiques (soit ∼ 0.24 fs).
La contribution de l’atome j à densité radiale, une des observables que nous allons étudier
et utiliser par la suite est définie de la manière suivante :
ρj(r) =
∫
r2j sin θjdθj
∫
dφj
∫
d3(Na−1)dr|Ψ(r1, · · · , rNa)|2 (4.5)
avec θj , φj les coordonnées sphériques de l’atome j, en définissant l’axe z le long du
vecteur position r0j . On montre (voir Annexe E), que dans notre cas où r0 >> 1√
α
, la
densité radiale s’exprime :
ρ(r) =
√
2α
π
r
r0
e−2α(r−r0)
2 (4.6)
avec r0j = |r0j | = 〈r〉j la distance à la molécule NO.
4.1.2 MCTDH radial
La réduction de dimensionalité en MCTDH est faite en contraignant les atomes à se
déplacer radialement. Pour cela, ils sont regroupés dans des couches, repérées par l’indice
s, dans lesquelles les atomes sont à la même distance Rs de l’origine (i.e NO). On verra
par la suite, qu’il est nécessaire de subdiviser certaines couches, car les atomes n’ont pas
tous le même comportement. On réécrit l’Hamiltonien dans la forme suivante :
Hκ =
N∑
s=1
ns∑
is=1

− ~2
2m
~∇2ris + V dκ (|ris|) +
is−1∑
js=1
VNe(|ris − rjs|) +
s−1∑
s′=1
ns′∑
js′=1
VNe(|ris − rjs′ |)


(4.7)
où ns est le nombre d’atomes dans une couche s, N est le nombre totale de couches
considérées. Les atomes contraints à se déplacer collectivement dans la direction radiale,
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leur position ne dépend que de la distance Rs, (ris ≡ ris(Rs) avec Rs = |ris|).
L’Hamiltonien peut alors se mettre sous la forme réduite :
Hκ =
N∑
s=1
− ~
2
2Ms
∂2
∂R2s
+Wκ(R) (4.8)
avec R = (R1, ..., RN) le vecteur contenant le rayon des couches et Ms = ns ×
m la masse totale des atomes d’une couche s. Ici, Les 4213 atomes sont regroupés en
80 couches. La dynamique de ce système est calculée avec le programme MCTDH de
Heidelberg [30].
Ce modèle radial est présenté de manière plus détaillée dans la référence [89].
La densité radiale est définie pour ce modèle comme :
ρs(Rs, t) =
∫
|Ψ(R′, t)|2 dN−1R′s (4.9)
où dN−1R′s signifie l’intégration sur tous les degrés de liberté excepté Rs.
La densité radiale est une donnée importante pour déterminer les positions moyennes
des couches et pour analyser la réponse de la matrice à la photo-excitation de la molécule
NO.
Pour ces 2 modèles, la propagation en temps imaginaire pour trouver l’état fondamen-
tal est initialisée à partir des positions classiques [85].
4.2 Déformation statique due à l’impureté
Nous analysons d’abord les propriétés statiques de la matrice de néon au voisinage de
l’impureté NO. Pour cela, nous avons effectué une propagation en temps imaginaire avec
les 2 méthodes G–TDH à dimensionalité complète et MCTDH radial avec les Hamilto-
niens définis précédemment pour l’état fondamental (X) et excité (A) de la molécule NO.
Nous regroupons les rayons des couches par rapport au NO pour ces 2 états ainsi que pour
la matrice de néon pure obtenus avec les 2 modèles dans le tableau 4.2. Une cellule de la
matrice après relaxation dans l’état fondamental est représentée à la figure 4.1.
Globalement, on trouve un bon accord entre les 2 modèles dans la prédiction des
rayons des couches pour les 3 cas étudiés (matrice pure, états NO(X) et NO(A)) avec des
différences inférieures à 3%. Ce très bon accord s’explique par le fait que l’état fonda-
mental est très bien reproduit avec une fonction de Hartree [89] et on a vu précédemment
(section 3.1) que la méthode G–TDH décrit assez bien l’état fondamental.
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FIGURE 4.1 – Structure cubique face centrée de la matrice de néon avec substitution par la
molécule NO sur un site après propagation en temps imaginaire. La molécule de NO(X)
en cyan, les atomes de la 1re couche en rouge, ceux de la 2e couche en violet, ceux de la
3e couche en vert et ceux de la 4e couche en bleu. Les distances sont données en bohr.
s ns 〈Rs〉p 〈r0is〉p 〈Rs〉X 〈r0is〉X 〈Rs〉A 〈r0is〉A
1 12 5.83 5.94 6.16 6.29 7.21 7.28
2 6 8.15 8.41 8.10 8.37 8.30 8.46
3 24 10.02 10.30 10.11 10.40 10.47 10.77
4 12 11.59 11.90 11.72 12.04 12.38 12.71
5 24 12.91 13.30 12.92 13.30 13.03 13.36
6 8 14.17 14.57 14.21 14.64 14.39 14.94
7 48 15.30 15.74 15.34 15.79 15.56 16.05
8 6 16.35 16.82 16.37 16.81 16.46 16.80
9a 24 17.34 17.84 17.35 17.84 17.44 17.89
9b 12 17.36 17.84 17.42 17.91 17.76 18.30
10 24 18.28 18.81 18.29 18.82 18.38 18.90
TABLE 4.2 – Structure en couche du système NO@Ne obtenue par propagation en temps
imaginaire avec les 2 méthodes G–TDH à dimensionalité complète et MCTDH radial.
1ère colonne : numéro de la couche. 2ème colonne : nombre d’atomes dans la couche s.
Colonnes 3 à 8 : rayon des couches 〈Rs〉 et 〈r0j〉 obtenus respectivement par le modèle
MCTDH radial et G–TDH à dimensionalité complète, pour une matrice de néon pure (3-
4), la matrice de néon avec NO(X) dans l’état fondamental (5-6), NO(A) dans l’état excité
(7-8). Tous les rayons sont exprimés en unités atomiques.
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Les différences viennent essentiellement des effets anharmoniques du potentiel. En
effet la restriction à la forme gaussienne de la fonction d’onde en G–TDH ne lui permet
pas d’être asymétrique comme la fonction d’onde exacte (Fig.2.1), d’où une surestimation
de l’énergie de liaison du niveau fondamental et de la distance d’équilibre.
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FIGURE 4.2 – Déplacements des couches par rapport au solide pur due à la substitution
d’un site par la molécule NO après propagation en temps imaginaire. Déplacements res-
pectivement avec les méthodes MCTDH radial et G–TDH, dans l’état fondamental (carrés
oranges et triangles noirs), dans l’état de Rydberg A (points rouges et losanges bleus).
On représente le déplacement induit sur les couches par la molécule NO après la
substitution d’un atome de néon sur un site de la matrice pour les modèles MCTDH
(〈Rs〉κ − 〈Rs〉p) et G–TDH (〈r0j〉κ − 〈r0j〉p) sur la figure 4.2 pour différents états de
NO. Ces résultats montrent que le déplacement radial des couches n’est pas simplement
fonction de la distance à l’impureté, mais que les perturbations affectent plus particuliè-
rement certaines couches (s = 1,4,9b,...). On peut expliquer ce phénomène de la manière
suivante : la première couche présente le plus important déplacement (∼ 0.35 unités ato-
miques) à cause de l’interaction NO-Ne fortement répulsive à cette distance. L’interaction
NO-Ne est plus faible pour la deuxième couche mais elle est attractive, d’où la faible
contraction observée. Pour les couches suivantes, l’interaction NO-Ne est négligeable. Le
déplacement est dû au mouvement des autres atomes de néon. Cela est particulièrement
important pour la quatrième couche dans laquelle les atomes sont les plus proches de ceux
de la première couche, et sont donc repoussés par ceux-ci. De ce fait, chaque atome de la
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première couche défini un axe par rapport à la molécule NO, sur lequel se propage préfé-
rentiellement la perturbation.
Un examen attentif montre que pour certaines couches de la matrice pure, une partie des
atomes ont la particularité de résider sur les axes privilégiés. Il est donc nécessaire de les
regrouper dans des sous-couches différentes, puisque leurs dynamique sera très différente
en présence du dopant NO. L’importance de cet effet structurel est illustré à la figure 4.2
où les couches s = 9a et s = 9b bien que situées à la même distance dans la matrice pure,
leur déplacement dû au dopant est différent. Les atomes appartenant à la couche s = 9b
subissent un déplacement de 0.05 bohr avec NO dans l’état X , alors que ceux de la couche
s = 9b ne sont pas affectés par l’impureté car ils ne sont pas sur les axes privilégiés. Ce
phénomène a été observé dans de précédents calculs de dynamique classique [85].
Les résultats obtenus avec les 2 modèles sont également en bon accord, les déplacements
des atomes sur les axes privilégiés sont reproduits quantitativement.
4.3 Dynamique de la matrice suite à l’excitation du chro-
mophore
4.3.1 Dynamique des couches
L’excitation femtoseconde initiant la dynamique est traitée dans la limite impulsion-
nelle [98] qui consiste à promouvoir la fonction d’onde de l’état fondamental sur la surface
électronique excitée A instantanément. C’est à dire à t = 0, la fonction d’onde du système
est celle de l’état fondamental obtenu par propagation en temps imaginaire à partir des po-
sitions classiques du cristal cubique face centrée de néon dans lequel un atome de néon
est remplacé par un pseudo-atome représentant la molécule NO. L’ Hamiltonien utilisé
pour la propagation est celui de l’état excité A.
Dans le modèle G–TDH, les atomes ne sont pas contraints de se déplacer dans une di-
rection privilégiée. Nous avons pu vérifier dans la limite de la précision numérique, que
les atomes suivent un mouvement purement radial. Cela est due à la nature isotrope de
l’interaction entre la molécule NO et les atomes de néon et à la symétrie de la matrice
de type cubique face centrée qui compense les contributions non radiales des interactions
entre plus proches voisins.
Nous avons représenté sur la figure 4.3 la densité des 2 premières couches sur les axes
principaux (s = 1 et s = 4) au cours du temps, définie pour la méthode G–TDH (éq.(4.5))
et le modèle radial (éq.(4.9)).
La principale différence entre les 2 modèles est que la largeur des densités radiales est
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plus grande avec le modèle G–TDH qu’avec le modèle radial. Cela est dû à l’utilisation
de gaussiennes sphériques pour lesquelles un seul paramètre γ (éq.(2.19)) est utilisé pour
une gaussienne à 3 dimensions. Bien que la largeur s’adapte au potentiel local, le paquet
d’onde ne peut pas subir de déformation asymétrique. Dans notre cas, les atomes de la
première couche subissent une forte répulsion dans la direction de NO, alors que dans
les directions orthogonales, ils ne voient qu’une faible interaction van der Waals. Or, plus
l’interaction est faible, plus le paquet d’onde a tendance à s’étaler et réciproquement, une
interaction plus grande réduit la délocalisation du paquet d’onde. La dynamique de la lar-
geur étant déterminée par un potentiel moyenné sur les 3 directions spatiales (éq.(2.41) et
(2.32)), la largeur est surestimée dans la direction du dopant NO. Une solution pour ré-
soudre cette pathologie serait de prendre γ comme une matrice au lieu d’un scalaire, afin
de permettre au paquet d’onde de se déformer différemment dans toutes les directions.
Au-delà de ces différences, les 2 modèles prédisent une dynamique similaire. D’abord, il
y a une rapide expansion des atomes de la première couche en 200 fs à cause de la forte
répulsion de l’interaction NO-Ne (A) dans la géométrie de l’état fondamental. Ce pro-
cessus a été observé tant sur le plan expérimental qu’avec des simulations en dynamique
classique [86].
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FIGURE 4.3 – Evolution temporelle de la densité radiale des couches s=1 (en haut) et s=4
(en bas), pour les modèles G–TDH (à gauche) et MCTDH (à droite).
A environ t ≃ 200 fs, les atomes de la première couche entre en collision avec ceux
de la quatrième couche. Il s’en suit une dynamique vibrationnelle complexe impliquant
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un grand nombre d’atomes. Les atomes se stabilisent après environ 1 ps, vers leur nou-
velles distances d’équilibre. Cette dynamique a été observée expérimentalement avec des
techniques pompe-sonde [85, 86].
Sur la figure 4.4, est tracé le déplacement radial par rapport à la géométrie initiale pour
l’état fondamental de NO, de différentes couches jusqu’à une distance d’environ 36 bohr
de NO. Sur le panneau de gauche, sont représentés le déplacement des couches dont les
atomes sont sur les axes privilégiés (s = 1, 4, 9b, 15, 24b, 34b). On voit clairement la pro-
pagation de l’onde de choc le long de ces axes avec une vitesse d’environ 2400 m.s−1.
Sur le panneau de droite est représenté le déplacement radial d’autres couches. La couche
s = 2 est peu impactée par la dynamique car elle assez loin de NO donc la répulsion
NO-Ne (A) est faible et les atomes de cette couche ne sont pas les premiers voisins des
atomes sur les axes. Les autres couches sont celles pour lesquelles, les atomes sont les
premiers voisins de ceux situés sur les axes, et qui déclenchent leur dynamique.
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FIGURE 4.4 – Evolution temporelle du déplacement du rayon des couches par rapport à
la géométrie initiale pour l’état NO(X).
En noir : les résultats obtenus avec la méthode G–TDH ; en rouge : ceux obtenus avec le
modèle MCTDH radial. A gauche : les couches sur les axes préférentiels. A droite : les
couches les plus proches de celles-ci.
La comparaison des 2 modèles montre un bon accord. L’expansion de la première
couche au-delà de 1 unité atomique après les premières 200 fs est reproduite quantita-
tivement par les 2 modèles. La dynamique des autres couches est également en accord
pour les modèles comparés. La seule différence est dans l’amplitude des oscillations qui
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apparaissent après la première expansion des couches. Pour le modèle G–TDH les os-
cillations sont plus amorties. Cela peut se comprendre en se rappelant que les distances
inter-atomiques prévues par ce modèle sont légèrement plus grandes que celles du mo-
dèle radial. De ce fait, la répulsion de l’interaction NO-Ne (A) est moins forte, d’où une
accélération initiale plus faible. Néanmoins ces différences sont mineures, ce qui valide
la description de la dynamique par ces 2 modèles.
4.3.2 Transfert d’énergie des axes principaux aux autres atomes
Comme nous venons de voir, la photo-excitation de la molécule de NO dans l’état de
Rydberg A entraine une forte interaction répulsive qui repousse les atomes vers l’exté-
rieur. Cela déclenche un onde de choc qui se propage de proche en proche par les atomes
placés sur des axes cristallographiques privilégiés par rapport à la molécule NO prise
comme origine de la matrice. Par ailleurs, ces atomes initient la dynamique de leurs pre-
miers voisins. On peut donc considérer les atomes hors axes comme formant un “bain”
dans lequel l’énergie est dissipée.
Pour estimer comment se fait cet échange d’énergie, nous avons calculé l’énergie to-
tale des atomes sur les axes (Fig. 4.5) définie comme :
Hˆaxes =
∑
s∈Sa
(
Tˆs + Wˆ
d
κ (Rs) +
1
2
∑
s′∈Sa
Wˆ (Rs, Rs′)
)
(4.10)
où Sa = {1, 4, 9b, 15, 24b, 34b, 46b, 58} est l’ensemble des couches appartenant aux
axes, Ts l’énergie cinétique des couches,W dκ (Rs) l’interaction NO-Ne et W (Rs, Rs′) l’in-
teraction inter-couche Ne-Ne.
Du point de vue qualitatif, les 2 méthodes montrent un transfert rapide d’énergie jus-
qu’à 500 fs, puis une décroissance plus faible de l’énergie totale des atomes sur les axes à
plus long terme. La première décroissance représente environ 45% de l’énergie totale qui
est dissipée dans les modes du “bain”. Cela s’effectue selon le schéma suivant : les atomes
des axes principaux transfert de l’énergie à leurs plus proches voisins qui vont transférer
à leur tour de l’énergie de manière moins importante à leurs plus proches voisins qui dé-
finissent des axes secondaires. Plus on s’éloigne, de la molécule de NO, plus il y a de
ramifications.
En résumé, il y a un transfert d’énergie de l’onde de choc qui se propagent jusqu’à environ
35 bohr avant que son énergie soit complètement dissipée par les atomes environnants. La
quantité d’énergie totale dissipée en 2 ps représente environ 0.55 eV, ce qui correspond
aux résultats expérimentaux (∼ 0.54 eV) [86].
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FIGURE 4.5 – Energie totale de tous les atomes résidant sur les axes principaux obtenue
avec les modèles G–TDH et MCTDH radial.
4.3.3 Spectre pompe-sonde
Le système que nous avons considéré dans ce travail a été étudié dans des expériences
pompe-sonde [85, 86]. Dans ces expériences, une première impulsion laser ultracourte
(pompe) excite la molécule NO au sein de la matrice de néon, ce qui démarre la dynamique
des atomes de néon. Puis la dynamique est détectée par une deuxième impulsion laser
(sonde) après un certain délai, qui transfert la molécule NO dans les états C et D (voir
Fig. 4.6). Le signal mesuré est la fluorescence des états C et D en fonction du délai entre
les 2 impulsions.
Si la durée des impulsions est courte par rapport à la dynamique du système, le signal
mesuré peut être décrit, dans la limite impulsionnelle [99, 100] par :
P (T ) =
∫
dR1 e
− τ
2
2
(D(R1)−~ω)
2
ρ1(R1,T) (4.11)
avec D(R1) = WC(R1)−WA(R1), Wκ [89] le potentiel du modèle réduit dans l’état
électronique κ, τ = 150fs la durée de l’impulsion sonde et ρ1(R1, T ) la densité radiale
de la première couche. Nous n’allons étudier que l’état C, bien que les contributions de
l’état D existent. Le signal pompe-sonde dépend principalement de la densité radiale de la
première couche car le terme D(R) étant la différence des Hamiltoniens des états C et A,
les interactions Ne-Ne disparaissent dans la différence. Il reste alors l’interaction NO-Ne
qui n’est significative que pour la première couche, la 2e couche étant suffisamment loin
de NO (∼ 8.3 bohr) pour négliger cette interaction.
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FIGURE 4.6 – Expérience pompe-sonde de Vigliotti et al. Le laser pompe excite la molé-
cule NO sur l’état de Rydberg A. Après un certain délai, le laser sonde excite NO de l’état
A vers l’état C et/ou D. On peut sonder la dynamique de la cage en modifiant la longueur
d’onde du laser sonde. D’après Vigliotti et al. [86].
L’équation (4.11) s’interprète physiquement comme suit : le terme e− τ22 (D(R1)−~ω)2 est for-
tement “piqué” pour une configuration R∗1 vérifiant la condition de résonance D(R∗1) =
~ω. Ce point est appelé point Frank-Condon transitoire [99, 100]. Ainsi, pour un délai
donné T entre les 2 impulsions, on s’attend à avoir un signal important tant que l’ampli-
tude de la densité radiale ρ1(R1, T ) est grande au point Frank-Condon transitoire.
La figure 4.7 montre le signal pompe-sonde en fonction du délai T et de la longueur
d’onde de la sonde λ.
Si l’on compare la figure 4.7 avec la figure 4.3 constate une forte corrélation entre la
densité et le signal pompe-sonde. Le signal simulé par la méthode G–TDH est plus large
en λ et les oscillations sont moins marquées par rapport au signal donné par le modèle
radial. Ces deux différences sont les mêmes que pour la densité mentionnée à la section
4.3.1 et ont les mêmes origines : une surestimation des distances d’équilibre et l’utilisation
de paquets d’onde gaussiens sphériques. Les 2 modèles s’accordent néanmoins qualitati-
vement sur le signal pompe-sonde simulé. Il y a un rapide décalage du signal transitoire
au début de la dynamique, vers les grandes longueur d’onde, correspondant à l’expansion
de la première couche (formation de la bulle) suivi d’oscillations autour de la nouvelle
position d’équilibre.
CHAPITRE 4. RÉPONSE D’UNE MATRICE DE NÉON À LA PHOTO-EXCITATION
D’UNE MOLÉCULE NO 69
 10.4
 10.6
 10.8
 11
 11.2
 11.4
 11.6
 0  500  1000  1500  2000
λ 
[10
2  
n
m
]
 10.4
 10.6
 10.8
 11
 11.2
 11.4
 11.6
 0  500  1000  1500  2000
λ 
[10
2  
n
m
]
T [fs]
FIGURE 4.7 – Spectre pompe-sonde en fonction du délai T et de la longueur d’onde de
la sonde λ, simulé avec la méthode G–TDH à dimensionalité complète (en haut) et le
modèle MCTDH radial (en bas).
4.4 Résumé
Dans ce chapitre, nous avons étudié la dynamique ultra-rapide d’une matrice de néon
après la photo-excitation d’une molécule de monoxyde d’azote NO, avec la méthode G–
TDH en coordonnées cartésiennes et nous avons comparé les résultats avec ceux d’un mo-
dèle radial basé sur une méthode MCTDH à dimensionalité réduite. Les principales diffé-
rences entre les 2 modèles se trouvent dans le calcul de la densité et le signal pomp-sonde
pour lesquels la méthode G–TDH prévoit une largeur plus grande à cause du choix de
paquets d’onde gaussiens sphériques contraints de se déformer de façon isotrope. L’autre
différence notable mais moins marquée est l’atténuation des oscillations des atomes due à
la surestimation des distances d’équilibre inter-atomiques par la méthode G-TDH. Néan-
moins, cette méthode s’est révélée capable de reproduire les résultats obtenus avec le mo-
dèle radial du point de vue qualitatif : formation d’une bulle en 200 fs puis stabilisation des
rayons moyens des couches autour des nouvelles positions d’équilibre. Les observables
(déplacement des couches, densités radiales, dissipation d’énergie, signal pompe-sonde)
sont bien reproduites. D’un point de vue quantitatif, ces 2 modèles sont en très bon accord
sur les déformations statiques de la matrice dues au dopant NO, sur l’amplitude des dépla-
cements des couches suite à la photo-excitation, sur la vitesse de propagation de l’onde de
choc et sur la quantité d’énergie dissipée par les axes principaux avec les autres atomes.
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Chapitre 5
Conclusion et perspectives
J’ai présenté dans cette thèse des méthodes de dynamique quantique basées sur la mé-
thode MCTDH pour la description de la dynamique quantique d’agrégats de gaz rares avec
ou sans espèce piégée. En particulier, j’ai détaillé ces méthodes dans le cas d’une base de
paquets d’onde gaussiens en coordonnées cartésiennes et dérivé la méthode avec la prise
en compte de la symétrie d’échange pour les bosons. Les coordonnées cartésiennes per-
mettent d’ajouter ou soustraire facilement le nombre de particules du système considéré.
De plus, l’utilisation de paquets d’onde gaussiens paramétrés réduit le temps de calcul et
les ressources informatiques nécessaires aux calculs pour d’aussi grands systèmes puis-
qu’il n’est besoin de propager que les paramètres des fonctions de base pour reconstruire
la fonction d’onde totale. Aussi les intégrales à évaluer étant analytiques, se calculent
plus rapidement. Par ailleurs, les différentes méthodes développées offrent la possibilté
d’estimer séparément les effets de corrélations (G-MCTDH) et de symétrie d’échange
(G-MCTDH-B) pour les bosons et les fermions pour lesquels il suffit de remplacer les
permanents par des déterminants.
La méthode G–TDH a été appliquée aux agrégats de néon pour l’étude de l’importance
des effets quantiques dans la nucléation de ces agrégats. Nous nous sommes intéressés en
particulier aux processus de dissociation et de capture d’un monomère, dans l’ensemble
microcanonique dans le cas de Ne8. Nous avons comparé les résultats de cette méthode
avec ceux de simulations basées sur la dynamique classique et avec ceux d’une autre
méthode tenant compte des effets quantique (ZPAD). Les désaccords entre les méthodes
quantiques et classique viennent des effets d’énergie de point zéro qui réduisent l’éner-
gie interne disponible. En général, l’énergie de point zéro n’est pas introduite dans les
conditions initiales pour les simulations classiques, car le système pourrait alors explorer
des régions de l’espace des phases interdites par la mécanique quantique. En effet, cette
énergie de point zéro peut librement circuler entre les degrés de liberté alors que dans le
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cas quantique, cette énergie est gelée [101].
La probabilité de capture est essentiellement déterminée par la vitesse de l’atome-projectile
lors son énergie cinétique est très grande devant l’énergie disponible par degré de liberté
des agrégats. Autrement, on peut distinguer deux régions en fonction du paramètre d’im-
pact du projectile. Lorsque le paramètre d’impact est inférieur au rayon géométrique de
l’agrégat, la collision est de type sphères dures et l’énergie cinétique est échangée effica-
cement avec l’agrégat. Dans le cas contraire, c’est l’attractivité de l’interaction projectile-
agrégat qui est déterminante dans la probabilité de capture. En pratique nous avons trouvé
que la section efficace de capture est environ 15-30% supérieure pour un agrégat décrit
quantiquement par rapport à une description classique lorsque la vitesse moyenne du pro-
jectile correspond à celle des atomes dans un gaz de néon à 70 K. L’énergie de point zéro
conduit à deux effets opposés : une plus grande capacité d’absorber l’énergie cinétique
de collision sans dissocier et une interaction plus faible à grande distance donc moins
d’échange d’énergie. En outre, nous avons mis en évidence une moindre sensibilité de la
section efficace de capture à l’augmentation de l’énergie interne de l’agrégat.
Pour la dissociation, les écarts entre les deux descriptions sont plus grands, en effet la dy-
namique classique surestime de 1 à 2 ordres de grandeur la constante de dissociation pour
une énergie totale donnée. Cette différence se réduit quand on augmente l’énergie totale
de l’agrégat, l’énergie de point zéro étant relativement moins importante [102]. Les si-
mulations classiques prévoient une dissociation plus rapide bien que l’énergie nécessaire
pour dissocier un atome dans une description quantique soit plus faible.
Ces résultats suggèrent que la nucléation des agrégats décrit de façon quantique est plus
rapide que dans le cas classique.
Nous avons étudié séparément la capture et la dissociation des agrégats, cependant pour
avoir une vue complète du problème, il faudrait effectuer une simulation complète du
processus de nucléation dans lequel ces deux phénomènes sont interdépendants [103]. Il
serait également intéressant de poursuivre l’étude de la dissociation et la capture d’agré-
gats moléculaires pour lesquels les effets de point zéro joue un rôle important comme
(NH3)n [104], et dont les modes intramoléculaires de translation et de rotation dépendent
aussi de la composition isotopique des molécules [105].
Par ailleurs, nous avons étudié la dynamique induite d’une matrice de néon par la
photo-excitation d’une molécule de monoxyde d’azote (NO). Nous avons comparé un
modèle à dimensionalité réduite radial, basé sur la méthode MCTDH, avec un modèle à
dimensionalité complète basé sur G–TDH. La matrice a été modélisée par 4213 atomes,
un nombre suffisant pour simuler la dynamique de ce système pendant 2 ps, sans avoir
d’effets de taille finie.
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La substitution d’un atome de néon par la molécule NO conduit à un réarrangement des
atomes de la matrice tout en conservant la symétrie cubique face centrée (fcc). Nous avons
décrit la dynamique en temps réel de ce système lors de l’excitation de la molécule de NO,
qui suit le schéma suivant :
Les perturbations engendrés n’affectent pas les atomes de la même manière. Les atomes
subissant les plus importants déplacements par rapport à la géométrie de la matrice pure,
définissent des axes cristallographiques le long desquels, la propagation de l’onde de choc
créé par l’excitation du chromophore NO est privilégiée. Les autres atomes constituent un
“bain” qui dissipe l’énergie de la “bulle” en expansion.
Nous avons trouvé un très bon accord du point de vue quantitatif entre les 2 modèles. Les
géométries d’équilibre pour une matrice de néon pure ou avec une molécule NO dans les
états fondamental ou excité diffèrent de moins de 3%. Ces modèles prédisent la formation
d’une bulle après l’excitation de NO en 200 fs puis des oscillations autour de la nouvelle
géométrie d’équilibre après 1 ps. L’onde de choc se propage à environ 2400 m.s−1, 45%
de l’énergie initiale des axes principaux est dissipée dans le “bain” en 500 fs et l’énergie
totale dissipée en 2 ps d’environ 0.55 eV est en accord avec les résultats expérimentaux.
Par contre, les oscillations dans le modèle G–TDH sont moins prononcées à cause d’une
légère surestimation des distances d’équilibre inter-atomiques. En outre, les deux modèles
présentent des différences pour la densité radiale et également pour le signal pompe-sonde
simulé, vu la forte corrélation entre ces deux observables. Le modèle G–TDH surestime
la largeur de la densité radiale ce qui se traduit dans le signal pompe-sonde par un élargis-
sement dans la coordonnée de la longueur d’onde du laser sonde. Cette différence vient
du choix de paquets d’onde gaussiens sphériques pour lesquels un seul paramètre défi-
nit la largeur dans les 3 dimensions spatiales. Le paquet d’onde est donc contraint à des
déformations isotropes. Si pour un agrégat homogène cela ne devrait pas engendrer de
problème important, dans le cas de la matrice dopée, le potentiel d’interaction vu par les
atomes de la première couche est fortement anisotrope. Ceux-ci devraient pouvoir subir
une contraction dans la direction radiale par rapport à la molécule NO et une dispersion
dans les directions orthogonales. Or ici, la largeur est déterminée par le potentiel moyenné
sur toutes les directions.
Pour remédier à ce problème, on peut définir le paramètre de largeur comme une matrice
symétrique. Le nombre de paramètres par particule passe alors de 8 à 18, et l’effort numé-
rique double mais reste tout de même à portée pour traiter d’aussi grands systèmes tels que
NO dans une matrice de para-dihydrogène (NO@p-H2). Ce système serait un bon candi-
dat dans la mesure où de nombreuses expériences ont été menées [90, 91, 92, 93, 94, 95]
et présente un fort caractère quantique. De plus, les matrices (p-H2)n ont une structure
hexagonale compacte (hcp) pour laquelle la réduction de dimensionalité est extrêmement
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complexe. En effet, l’élaboration d’un modèle radial est particulièrement difficile car la
symétrie de ce système ne permet pas de compenser les contributions angulaires des inter-
actions comme pour la symétrie cubique face centré de la matrice de néon. D’autre part,
une dynamique MCTDH du système complet semble hors de portée aujourd’hui.
Nous avons commencé avec Alberto Hernando, un projet visant à simuler de la dyna-
mique quantique de la formation de complexes ou d’exciplexes lors de l’ionisation d’al-
calins à la surface d’une nanogoutte d’hélium (4He).
Les nanogouttes d’hélium (4He) sont constituées de plusieurs centaines à plusieurs mil-
liers d’atomes, et sont formées à une température d’environ 0.4 K. Elles présentent la
particularité d’être superfluide [4] et interagissent très peu avec les atomes ou molécules
solvatés. Ainsi, elles ont été l’objet de nombreuses expériences [106, 107, 108, 109] et
études théoriques [25, 29, 110].
La plupart des alcalins dans l’état fondamental ont la particularité de rester à la surface des
nano-gouttes. Suite à une excitation, ils peuvent former un complexe excité avec quelques
atomes d’hélium qui est généralement éjecté de la nano-goutte [111]. Dans le cas d’une
ionisation, le cation ayant un caractère très attractif, s’enfonce vers le centre de la nano-
goutte en formant ce que l’on appelle une “boule de neige” [112].
Notre objectif est de reproduire la formation du complexe Cs+Hen décrit expérimentale-
ment dans le groupe de W.Ernst [113].
Les méthodes basées sur la DFT de l’hélium se sont révélées particulièrement efficace
pour traiter les nano-gouttes mais ont du mal à décrire la formation d’exciplexes. D’un
autre côté, les approches MCTDH ne peuvent traiter complètement seulement quelques
dizaines d’atomes. L’idée est donc de développer une méthode hybride MCTDH-B/DFT,
dans laquelle la partie MCTDH-B permettra une meilleure description du complexe et la
partie DFT nous permettra de modéliser la nano-goutte.
Annexe A
Réduction des équations G–TDH
Dans cette annexe, on montrera (2.21) en établissant des relations entre les éléments
de la matrice C et du vecteur Y . Afin d’alléger la notation, on n’écrira pas l’indice j
correspondant au jième degré de liberté.
φ =
(
2α
π
)3/4
e−(α+iβ)(r−r0)
2+ip0(r−r0) (A.1)
∂φ
∂β
= −i(r − r0)2φ (A.2)
∂φ
∂α
=
[
3
4α
− (r − r0)2
]
φ =
3
4α
φ− i∂φ
∂β
(A.3)
∂φ
∂p0
= i(r − r0)φ (A.4)
∂φ
∂r0
= [2(α + iβ)(r − r0)− ip0]φ∗ = −2i(α + iβ)
∂φ
∂p0
− ip0φ (A.5)
On rappelle que S(λ′,λ) =
〈
∂φ
∂λ′
∣∣∣∣∂φ∂λ
〉
et S(0,λ) =
〈
φ
∣∣∣∣∂φ∂λ
〉
, où λ′, λ = α, β, r0, p0.
S = 〈φ|φ〉 = 1 = S−1 (A.6)
S(0,α) =
3
4α
− iS(0,β) = (S(α,0))∗ (A.7)
S(0,r0) = −i[2(α + iβ)S(0,p0) + p0] = (S(r0,0))∗ (A.8)
S(α,α) =
9
16α2
+ S(β,β) + i
3
4α
(S(β,0) − S(0,β)) (A.9)
S(r0,r0) = 4(α+iβ)(α−iβ)S(p0,p0)+p20+2(α−iβ)p0S(p0,0)+2(α+iβ)p0S(0,p0) (A.10)
S(α,β) =
3
4α
S(0,β) + iS(β,β) = (S(β,α))∗ (A.11)
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S(α,r0) = −3iα + iβ
2α
S(0,p0) − 3i p0
4α
+ 2(α + iβ)S(β,p0) + p0S(β,0) (A.12)
S(r0,α) = 3i
α− iβ
2α
S(p0,0) + 3i
p0
4α
+ 2(α− iβ)S(p0,β) + p0S(0,β) (A.13)
S(α,p0) =
3
4α
S(0,p0) + iS(β,p0) = (S(p0,α))∗ (A.14)
S(r0,β) = i[2(α− iβ)S(p0,β) + p0S(0,β)] = (S(β,r0))∗ (A.15)
S(r0,p0) = i[2(α− iβ)S(p0,p0) + p0S(0,p0)] = (S(p0,r0))∗ (A.16)
On procède de la même manière pour les éléments de Y de (2.20).
T (α,0) =
3
4α
T + iT (β,0) (A.17)
T (r0,0) = i[2(α− iβ)T (p0,0) + p0T ] (A.18)
V (α,0) =
3
4α
V + iV (β,0) (A.19)
V (r0,0) = i[2(α− iβ)V (p0,0) + p0V ] (A.20)
En exprimant Cx′x (avec x′, x = α, r0) en fonction de Cy′y (avec y′, y = β, p0), et Y x
en fonction de Y y, on trouve les relations suivantes :
Cαα = Cββ (A.21)
Cr0r0 = 4(α + iβ)(α− iβ)Cp0p0 (A.22)
Cαβ = −iCββ = (Cβα)∗ (A.23)
Cαr0 = 2(α+ iβ)Cβp0 = (Cr0α)∗ (A.24)
Cβr0 = −2i(α + iβ)Cβp0 = (Cr0β)∗ (A.25)
Cαp0 = iCβp0 = (Cp0α)∗ (A.26)
Cr0p0 = 2i(α− iβ)Cp0p0 = (Cp0r0)∗ (A.27)
Y α = iY β (A.28)
Y r0 = 2i(α− iβ)Y p0 (A.29)
On peut écrire (2.20) comme :
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

Cαα iCαα Cαr0
iCαr0
2(α + iβ)
−iCαα Cαα −iCαr0 C
αr0
2(α + iβ)
Cr0α iCr0α Cr0r0
iCr0r0
2(α + iβ)
− iC
r0α
2(α + iβ)
Cr0α
2(α + iβ)
− iC
r0r0
2(α− iβ)
Cr0p0
4(α + iβ)(α− iβ)




α˙
β˙
r˙0
p˙0


=


Y α
−iY α
Y r0
− iY
r0
2(α− iβ)


(A.30)
Les équations scalaires résultantes donnent :
Cααα˙ + iCααβ˙ + Cαr0 r˙0 +
iCαr0
2(α+ iβ)
p˙0 = Y α
−iCααα˙ + Cααβ˙ − iCαr0 r˙0 + C
αr0
2(α+ iβ)
p˙0 = −iY α
Cr0αα˙ + iCr0αβ˙ + Cr0r0 r˙0 +
iCr0r0
2(α+ iβ)
p˙0 = Y r0
− iC
r0α
2(α + iβ)
α˙ +
Cr0α
2(α+ iβ)
β˙ − iC
r0r0
2(α− iβ) r˙0 +
Cr0p0
4(α + iβ)(α− iβ) p˙0 = −
iY r0
2(α− iβ)
Les 2 premières équations sont équivalentes à :
Cαα
(
α˙ + iβ˙
)
+ Cαr0
(
r˙0 +
i
2(α + iβ)
p˙0
)
= Y α (A.31)
et les 2 dernières à :
Cr0α
(
α˙ + iβ˙
)
+ Cr0r0
(
r˙0 +
i
2(α+ iβ)
p˙0
)
= Y r0 (A.32)
On peut réduire (C.10) à :
(
Cαα Cαr0
Cr0α Cr0r0
) 
 α˙j + iβ˙j
r˙0j +
i
2(αj + iβj)
p˙0j

 =
(
Y α
Y r0
)
(A.33)
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Annexe B
Calcul des éléments de matrice en
G–TDH
Calcul des éléments de matrice de recouvrement S 1D
S(0,α) =
√
2α
π
∫ ∞
−∞
[
1
4α
− (x− x0)2
]
e−2α(x−x0)
2
dx ⇐⇒ S(0,α) = 0 (B.1)
S(α,0) =
√
2α
π
∫ ∞
−∞
[
1
4α
− (x− x0)2
]
e−2α(x−x0)
2
dx ⇐⇒ S(α,0) = 0 (B.2)
S(α,α) =
√
2α
π
∫ ∞
−∞
[
1
4α
− (x− x0)2
]2
e−2α(x−x0)
2
dx ⇐⇒ S(α,α) = 1
8α2
(B.3)
S(0,β) =
√
2α
π
∫ ∞
−∞
[−i(x − x0)2]e−2α(x−x0)2dx ⇐⇒ S(0,β) = i
4α
(B.4)
S(0,x0) =
√
2α
π
∫ ∞
−∞
[2(α− iβ)(x− x0)− ip0] e−2α(x−x0)2dx ⇐⇒ S(0,x0) = −ip0
(B.5)
S(x0,0) =
√
2α
π
∫ ∞
−∞
[2(α+ iβ)(x− x0) + ip0] e−2α(x−x0)2dx ⇐⇒ S(x0,0) = ip0
(B.6)
S(0,p0) =
√
2α
π
∫ ∞
−∞
i(x− x0)e−2α(x−x0)2dx ⇐⇒ S(0,p0) = 0 (B.7)
S(x0,x0) =
√
2α
π
∫ ∞
−∞
[4(α2+β2)(x−x0)2−p20]e−2α(x−x0)
2
dx ⇐⇒ S(x0,x0) = |γ|
2
α
+p20
(B.8)
79
80 ANNEXE B. CALCUL DES ÉLÉMENTS DE MATRICE EN G–TDH
Calcul des éléments de matrice de l’énergie cinétique 1D
T = − 1
2m
√
2α
π
∫ ∞
−∞
[−2γ + (−2γ(x− x0) + ip0)2] e−2α(x−x0)2dx ⇐⇒ T = 1
2m
[ |γ|2
α
+p20
]
(B.9)
T (α,0) = − 1
2m
√
2γ
π
∫ ∞
−∞
[
1
4α
− (x− x0)2
] [−2γ + (−2γ(x− x0) + ip0)2] e−2γ(x−x0)2dx
T (α,0) =
1
2m
γ2
2α2
(B.10)
T (x0,0) = − 1
2m
√
2γ
π
∫ ∞
−∞
[2(α+ iβ)(x− x0) + ip0]
[−2γ + (−2γ(x− x0) + ip0)2] e−2γ(x−x0)2dx
T (x0,0) =
i
2m
p0
[
3
|γ|2
α
+ p20
]
(B.11)
P =
√
2α
π
∫ ∞
−∞
[−2γ(x− x0) + ip0]e−2α(x−x0)2dx ⇐⇒ P = p0 (B.12)
P (α,0) =
√
2α
π
∫ ∞
−∞
[
1
4α
− (x− x0)2
]
[−2γ(x−x0)+ip0]e−2α(x−x0)2dx ⇐⇒ P (α,0) = 0
(B.13)
P (x0,0) =
√
2α
π
∫ ∞
−∞
[2(α+ iβ)(x− x0) + ip0] [−2γ(x− x0) + ip0]e−2α(x−x0)2dx
P (x0,0) = i
[ |γ|2
α
+ p20
]
(B.14)
Calcul des éléments de matrice du potentiel entre 2 parti-
cules
|φ1〉 =
(
2α1
π
) 3
4
e−γ1(r1−r01)
2+ip1(r1−r01)
|φ2〉 =
(
2α2
π
) 3
4
e−γ2(r2−r02)
2+ip2(r2−r02)
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avec γj = αj − iβj et γ¯j = αj + iβj
|Ψ〉 =
(
2
π
) 3
2
(α1α2)
3
4 e−γ1(r1−r01)
2+ip1(r1−r01)e−γ2(r2−r02)
2+ip2(r2−r02)
Or le potentiel dépend de la différence des positions, d’où les changements de variables
suivants :
s =
γ1r1 + γ2r2
γ1 + γ2
r′ = r1 − r2
s0 =
γ1r01 + γ2r02
γ1 + γ2
r′0 = r01 − r02
d’où
|Ψ〉 =
(
2
π
) 3
2
(α1α2)
3
4 e−i(γ1+γ2)(s−s0)
2+i(p01+p02)(s−s0)e
−
γ1γ2
γ1+γ2
(r′−r′0)2+i(
γ2p01−γ1p02
γ1+γ2
)(r′−r′0)
et le déterminant du jacobien
|J | =
∣∣∣∣∣
∂r1
∂s
∂r1
∂r′
∂r2
∂s
∂r2
∂r′
∣∣∣∣∣ =⇒ |J | =
∣∣∣∣∣1
γ2
γ1+γ2
1 − γ1
γ1+γ2
∣∣∣∣∣ = 1
de là on obtient les expressions des éléments de matrices suivantes :
V ≡ 〈Ψ|Vˆ |Ψ〉 = 〈V 〉 =
∑
j
gj
(
2α1α2
2α1α2 + bj(α1 + α2)
) 3
2
e
−
2α1α2bj(r01−r02)
2
2α1α2+bj(α1+α2) (B.15)
V (α1,0) = 〈∂φ1
∂α1
φ2|Vˆ |φ1φ2〉 =
∑
j
α2bj
2α1α2 + bj(α1 + α2)
[
3
4α1
− α2bj(r01 − r02)
2
2α1α2 + bj(α1 + α2)
]
〈V 〉
(B.16)
V (r01,0) = 〈 ∂φ1
∂r01
φ2|Vˆ |φ1φ2〉 =
∑
j
[
ip0 −
2γ∗1α2bj(r01 − r02)
2α1α2 + bj(α1 + α2)
]
〈V 〉 (B.17)
82 ANNEXE B. CALCUL DES ÉLÉMENTS DE MATRICE EN G–TDH
Annexe C
Réduction des équations G–MCTDH
Nous allons montrer dans cette annexe, la relation (2.90) en suivant la même procédure
qu’à l’annexe A. Dans ce qui suit l’indice n′ est attribué au bra et l’indice n au ket.
φn =
(
2αn
π
)3/4
e−αn(r−r0n)
2+ip0n(r−r0n) (C.1)
S
(0,r0n)
n′n = −i
(
2αnS
(0,p0n)
n′n + p0nSn′n
)
= (S
(r0n′ ,0)
n′n )
∗ (C.2)
S
(r0n′ ,r0n)
n′n = 4αn′αnS
(p0n′ ,p0n)
n′n +p0n′p0n′Sn′n+2αn′p0nS
(p0n′ ,0)
n′n +2αnp0n′S
(0,p0n)
n′n (C.3)
S
(r0n′ ,p0n)
n′n = i
(
2αn′S
(p0n′ ,p0n)
n′n + p0n′S
(0,p0n)
n′n
)
= (S
(p0n′ ,r0n)
n′n )
∗ (C.4)
T
(r0n′ ,0)
n′n = i
(
2αn′T
(p0n′ ,0)
n′n + p0n′Tn′n
)
(C.5)
V (r0n′ ,0) = i
(
2αn′V
(p0n′ ,0) + p0n′V
) (C.6)
En exprimantCr0n′r0n en fonction de Cp0n′p0n , et Y r0n′ en fonction de Y p0n′ , on trouve
les relations suivantes :
C
r0n′r0n
n′n = 4αn′αnC
p0n′p0n
n′n (C.7)
C
r0n′p0n
n′n = 2iαn′C
p0n′p0n
n′n = (C
p0n′r0n
n′n )
∗ (C.8)
Y r0n′ = 2iαn′Y
p0n′ (C.9)
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On peut écrire (2.89) comme :

 C
r0n′r0n
iCr0n′r0n
2αn′
−iC
r0n′r0n
2αn′
Cr0n′p0n
4αn′αn




r˙0n
p˙0n

 =

 Y r0n′
−iY
r0n′
2αn′

 (C.10)
En développant ces équations on a :
Cr0n′r0n r˙0n +
iCr0n′r0n
2αn′
p˙0n = Y r0n′
−iC
r0n′r0n
2αn′
r˙0n +
Cr0n′p0n
4αn′αn
p˙0n = −
iY r0n′
2αn′
(C.11)
Ces 2 équations sont équivalentes à :
Cr0n′r0n
(
r˙0n +
i
2αn′
p˙0n
)
= Y r0n′ (C.12)
Annexe D
Paramètres de l’ajustement des
potentiels de paires
Les potentiels sont ajustés par une somme de gaussienne centrées en 0 de la forme :
V (r) =
∑
j
gje
−bjr2 (D.1)
VNe−Ne VNO−Ne (X) VNO−Ne (A)
j g b g b g b
1 0.8210295 0.3005987 0.41923660 0.1925321 1.17921 1986.54
2 2.2504164E-3 3.6212560E-2 -3.3721205E-4 2.2872237E-2 -1.48622 0.147335
3 1.0460037E-2 0.2949812 -5.2860267E-3 7.5275717E-2 4.80688 0.33725
4 -3.1970240E-3 4.3485794E-2 2.34457 262.186
5 -1.3692154E-3 1.3303483 4.03556 55.4339
6 0.8978422 0.6887519 10.0506 1.9112
7 1.1342406E-2 1.0951756 6.2028 15.5605
8 8.6515699E-4 3.3869355E-2 8.12781 0.807217
9 -5.4343133E-4 2.8597253E-2 8.57919 5.24468
10 -4.1833861E-4 2.8506874E-2 1.6317 0.680452
11 0.845114 2.7303
12 2.20441 0.147885
TABLE D.1 – Paramètres de l’ajustement des potentiels
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Annexe E
Calcul de la densité radiale
Nous calculons la densité radiale ρj pour une particule j. Pour alléger la notation on
n’écrira pas l’indice j qui est implicite. Soit une particule repéré par ses coordonnées : r0,
θ0, φ0, sur l’axe z dans la direction r0.
r =


r cosϕ sin θ
r sinϕ sin θ
r cos θ

 r0 =


0
0
r0

 (E.1)
φ(r) =
(
2α(t)
π
) 3
4
e−γ(t)(r−r0(t))
2+ip0(t)(r−r0(t)) (E.2)
ρ(r) =
∫ 2pi
0
∫ pi
0
φ∗(r)φ(r)r2 sin θdθdϕ (E.3)
ρ(r) =
(
2α
π
) 3
2
r2
∫ 2pi
0
∫ pi
0
e−2α[r
2 cos2 ϕ sin2 θ+r2 sin2 ϕ sin2 θ+(r cos θ−r0)]dθdϕ (E.4)
ρ(r) =
(
2α
π
) 3
2
r2
∫ 2pi
0
∫ pi
0
e−2α[r
2 sin2 θ+r2 sin2 θ+r20−2rr0 cos θ]dθdϕ (E.5)
ρ(r) =
(
2α
π
) 3
2
2πr2e−2α(r
2+r20)
∫ pi
0
e4αrr0 cos θdθ (E.6)
ρ(r) =
(
2α
π
)3/2
2πr2
4αrr0
e−2α(r
2+r20)
(
e−2α(r−r0)
2 − e−2α(r+r0)2
)
(E.7)
ρ(r) =
√
2α
π
r
r0
(
e−2α(r−r0)
2 − e−2α(r+r0)2
)
(E.8)
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On vérifie que
∫ ∞
0
ρ(r)dr =
∫ ∞
0
√
2α
π
r
r0
(
e−2α(r−r0)
2 − e−2α(r+r0)2
)
dr = 1 (E.9)
Remarque :
Dans notre cas où r0 >>
1√
α
, le second terme de l’équation (E.8) est négligeable, et
cette expression devient, pour des gaussiennes bien localisées :
ρ(r) =
√
2α
π
r
r0
e−2α(r−r0)
2 (E.10)
Annexe F
Liste des différentes méthodes
programmées
– G-TDH : Time Dependent Hartree avec gaussiennes sphériques à largeur dyna-
mique
– G-TDH(a) : Time Dependent Hartree avec gaussiennes anisotropes à largeur dyna-
mique
– G-MCTDH : Multi-Configuration Time Dependent Hartree avec gaussiennes sphé-
riques
– G-MCTDH-B : Multi-Configuration Time Dependent Hartree avec gaussiennes sphé-
riques et symétrie des bosons
Tous ces programmes ont été écrits en Fortran 90 et parallélisés avec OpenMP.
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This thesis presents some methods of numerical simulations based on Multi-Configuration
Time Dependent Hartree (MCTDH) method, designed for the description of quantum
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particular the quantum effects on dissociation and capture cross section of neon clusters.
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