In this paper, we formulate the challenge of re-conceptualising the language game experimental paradigm in the framework of multi-agent reinforcement learning (MARL). If successful, future language game experiments will benefit from the rapid and promising methodological advances in the MARL community, while future MARL experiments on learning emergent communication will benefit from the insights and results gained from language game experiments. We strongly believe that this cross-pollination has the potential to lead to major breakthroughs in the modelling of how human-like languages can emerge and evolve in multi-agent systems.
Introduction
Learning emergent communication has become a topic of great interest in the broader AI community, as achieving robust, flexible and adaptive agent-agent and human-agent communication forms a key precondition for building truly intelligent systems (Mikolov et al., 2016) . Multiagent reinforcement learning (MARL) forms a natural framework for learning emergent communication, given its adequacy to model, to a large extent, the conditions under which human languages emerge and evolve. The MARL framework has as a consequence been adopted in a number of influential papers on emergent communication, tackling a wide variety of tasks, including visual question answering (Das et al., 2017) , solving puzzles (Foerster et al., 2016) , negotiation (Cao et al., 2018) , reference (Lazaridou et al., 2016) , navigation (Sukhbaatar et al., 2016; Bogin et al., 2018; Mordatch and Abbeel, 2018) , and coordination in self-driving cars (Resnick et al., 2018) . The focus of these experiments is typically on learning emergent languages that are effective at solving the task at hand, which explains that the experimental conditions widely vary and sometimes seem far removed from how human languages have emerged and continue to evolve. While this is not a problem in itself, it has important repercussions on the linguistic systems that emerge, and on the operational deployability of the models. For example, agents are in these experiments often not autonomous 1 , which poses problems when they are deployed in situations where they need to learn to communicate with agents that are not under the same central control (including human interlocutors), or do not share the same hardware or software architecture.
Outside the MARL community, emergent communication is most prominently studied using the language game experimental paradigm (Steels, 1995 (Steels, , 2012a Beuls and Steels, 2013) . One of the key defining properties of this paradigm is that the circumstances under which emergent communication is modelled resemble as much as possible those under which human languages emerge. These circumstances, of which we would argue that many are in line with the MARL framework and none are fundamentally incompatible, include the following:
• Languages emerge and evolve in a multi-agent setting, namely in a population of agents that participate in situated communicative interactions.
• Agents are autonomous and communicate through language. They possess no mindreading or broadcasting capabilities.
• Communicative interactions are local and learning is de-centralised. Only those agents that participate in an interaction can exploit its outcome for learning.
• Communicative interactions are goal-oriented. They serve a communicative purpose and can as such succeed or fail.
• The emerged languages are shaped by past successes and failures in communication.
We strongly believe that a cross-pollination between the language game paradigm and the MARL framework has the potential to lead to major breakthroughs in the modelling of how human-like languages can emerge and evolve in multi-agent systems. Future language game experiments could benefit from the rapid and promising methodological advances in the MARL community, while future MARL experiments on learning emergent communication could benefit from the insights and results gained from language game experiments. Therefore, in this paper, we formulate the challenge of re-conceptualising the language game experimental paradigm in the framework of multi-agent reinforcement learning. We first briefly introduce the language game methodology and provide a brief overview of prior experiments. Then, we provide a tentative overview of important challenges that might arise when bridging the gap between both paradigms. We hope that this will open a fruitful discussion between the MARL and language game communities, which can in turn lead to valuable collaborations.
The Language Game Paradigm
The language game paradigm 2 views language as an evolutionary system that emerges through the communicative interactions of language users and is shaped by the evolutionary processes of variation and selection. These processes take place within the linguistic system itself (rather than in the genes of the language users), on the level of concepts, words, grammar and discourse. Sources of variation mainly stem from the creativity and problem-solving capabilities of the language users, while the main selective pressures are success in communication and a reduction of processing effort.
In terms of methodology, the language game paradigm employs multi-agent simulations for modelling the emergence and evolution of human-like languages. Such a simulation takes the form of a series of communicative interactions between autonomous agents in a population. A typical experiment proceeds as follows. At the beginning of each interaction, two agents are selected from the population and are assigned the role of either speaker or hearer. The agents are placed in a particular scene and need to successfully communicate to solve a given task, which often consists in referring to objects or events that they observe in the scene. The agents are equipped with mechanisms for inventing and adopting linguistic means (e.g. words, concepts or grammatical structures) that can be needed to achieve communicative success. After each interaction, the speaker provides feedback to the hearer about the outcome of the task. This allows the hearer to learn in the case that the agents did not reach communicative success. Additionally, both agents align by rewarding and updating the linguistic means that were used in the case of a successful interaction, and punishing these in the case of a failed interaction. As more and more games are played, the agents in the population gradually converge on a shared language. The language of each individual agent has been shaped by the communicative interactions it participated in and is, therefore, well adapted to the task and the environment.
During a communicative interaction, the speaker and hearer agents go through the different processes depicted in Figure 1 . Both agents are situated in the same physical or simulated world, which they perceive through their sensori-motor system. The speaker agent maps its sensorimotor experiences to meaningful concepts and conceptual structures, abstracting away from the raw sensor values (grounding and conceptualisation). These conceptual structures are then expressed as linguistic utterances (production). The hearer agent perceives the utterances and uses its own linguistic system to construct conceptual structures (comprehension), which it then interprets with respect to the world (grounding and interpretation).
The ultimate goal of language game experiments is to find adequate invention, adoption and alignment mechanisms that allow a population of agents to self-organise a conceptual and linguistic system that allows them to communicate in order to solve an open-ended set of tasks in an ever-changing environment.
A Brief Overview of Prior Experiments
Experiments in emergent communication using the language game methodology can be grouped into three main categories, based on the type of linguistic system that is modelled. The earliest Figure 1 : The semiotic cycle depicts the sensori-motor, conceptual and linguistic processes that a language game involves for a speaker agent (left) and a hearer agent (right).
and most widely known experiments investigated the emergence of vocabularies. Later experiments focused on the emergence and co-evolution of concepts and words, moving away from purely symbolic to continuous observations. Currently, most research within the language game paradigm centers around modelling the emergence and co-evolution of complex conceptual and grammatical structures.
The first experiments on emergent communication, for which the language game paradigm was originally conceived, investigated the emergence of vocabularies in the form of inventories that consist of conventionalised mappings between word forms and objects or symbolic object properties (Steels, 1995) . These experiments have become known as naming game experiments. Naming games have been extensively studied in the literature from many different angles, including scaling laws (Baronchelli et al., 2006) , convergence proofs (De Vylder and Tuyls, 2006) , alignment strategies (Wellens, 2012), social network topologies (Liu et al., 2009; Lipowska and Lipowski, 2012) , and learning strategies (Schueller and Oudeyer, 2016) . The large body of literature around the naming game has convincingly shown how a population of agents can self-organise through purely local interactions a shared vocabulary that allows them to communicate using individual words.
The second wave of experiments originated from these naming game experiments, and extended their scope to the emergence of grounded concepts. These experiments study the mechanisms that make it possible for a population of agents to self-organise a conceptual system and vocabulary through local communicative interactions. Such a system forms an abstraction layer that maps between raw, continuous sensori-motor observations and symbols that correspond to meaningful distinctions in the task and environment. Experiments on emergent conceptual systems and vocabularies have been conducted in different domains, including color (Steels and Belpaeme, 2005; Puglisi et al., 2008 ), vowel systems (de Boer, 2000 Oudeyer, 2001) , spatial relations (Spranger, 2012) and action language (Steels et al., 2012) , as well as in abstract worlds (Spranger and Beuls, 2016) . While these experiments have yielded a basic understanding of the mechanisms involved in the emergence of concepts and words, many open questions remain, especially when it comes to learning domain-general concepts and concepts that are not limited to visually observable features.
The third wave of language game experiments goes beyond individual words and concepts, by studying the emergence of conceptual structures and grammatical expressions. These experiments investigate how more complex semantic structures, along with linguistic systems that express them, can emerge and evolve in a population of autonomous agents. One approach to this problem consists in modelling how complex compositional and hierarchical semantic structures can emerge along with morpho-syntactic patterns that reflect their composition. Experiments that adopt this approach have been carried out in the domains of, amongst others, spatial relations (e.g. 'the block left of the ball') (Spranger, 2016) , quantifiers (e.g. 'many large boxes') (Pauw and Hilferty, 2016) and logical operators (e.g. 'either large or red, but not both') (Sierra-Santibáñez, 2018). The second approach studies how morpho-syntactic structures might arise to dampen the referential ambiguity that arises when longer utterances are used. This is typically achieved by means of emergent word order (Steels and Casademont, 2015; Van Eecke, 2018) or agreement marking systems (Beuls and Höfer, 2011; Beuls and Steels, 2013; van Trijp, 2016; Lestrade, 2016) . Although this range of experiments shows great promise for the application of the language game methodology to emergent conceptual and grammatical systems, this domain still remains to a large extent uncharted territory.
Challenges for MARL
Many of the central ideas that underlie the language game paradigm are also characteristic of the MARL framework as applied to experiments in emergent communication. First and foremost, both methodologies make use of multi-agent simulations to investigate how a population of agents can learn to communicate through task-based communicative interactions. Second, the main forces driving the dynamics of the simulation are the rewarding of the agent's language use in the case of a successful interaction and the punishing of its language use in the case of a failed interaction. Finally, the languages that emerge can be human languages that were learnt in a tutor-learner scenario or artificial languages that do not exist outside the simulation. There are however other aspects of the language game paradigm that are more challenging to fully operationalise within the MARL framework, but that are often considered to be desirable properties of emergent communication experiments and have the potential to lead to the emergence of more human-like languages. These aspects include the following:
• Agents should be fully autonomous, in the sense that they make their own decisions and are not subject to any form of central control. They should not have mind-reading or broadcasting capabilities and interact only with the world and each other through their own sensors and actuators. This is necessary to ensure that the languages can emerge in populations of heterogeneous agents, which might not share the same hardware and software architectures.
• The communicative interactions should be local and only accessible to the agents that participate. Consequently, this means that learning should be decentralised, so that the languages emerge through self-organisation (i.e. a global system arising from purely local interactions). Such decentralised, self-organising systems are known to be able to selfrepair substantial perturbations, a form of robustness that is necessary for modelling the emergence and evolution of truly human-like languages.
• The agents in the population should be able to take up the roles of both speaker and hearer and their comprehension and production processes should be integrated. The agents should be able to express the concepts, words and grammatical structures that they have learned in the hearer role, and be able to understand the utterances that they produced in the speaker role.
• The emergent languages should be as transparent as possible, and at least to the extent that their communicative function can be properly evaluated (Lowe et al., 2019) .
• The emergent languages should be flexible and adaptive to changes in the tasks and environment of the agents. It should be avoided at all cost that a different language needs to emerge when changes in the tasks and environment occur.
• The linguistic inventories that contain representations of concepts, words and grammatical structures should be dynamically expandable, so that new words, concepts and grammatical structures can be introduced when needed.
Conclusion and Outlook
Multi-agent reinforcement learning forms a natural framework for conducting experiments on learning emergent communication, and has been adopted as a methodology of choice in many of the most influential recent papers on the topic. However, when it comes to modelling the emergence of robust, flexible and adaptive human-like languages, a number of important limitations remain. Most of these limitations relate to the experimental set-ups that are used and more in particular to the circumstances under which the languages emerge and evolve. We have therefore formulated the challenge of re-conceptualising the language game experimental paradigm -of which modelling circumstances that resemble as closely as possible those under which human languages emerge has always been one of the main concerns -in the MARL framework, and have identified a number of key aspects that will need to be operationalised for achieving this goal. If successful, future language game experiments will be able to benefit from the rapid and promising methodological advances in the MARL community, while future MARL experiments on learning emergent communication will be able to benefit from the insights gained from language game experiments, thereby yielding more human-like emergent languages. We hope that this paper will open a fruitful discussion between the MARL and language game communities, which can in turn lead to valuable collaborations that will push forward the state of the art in learning emergent communication.
