We study the compressible three-dimensional Navier-Stokes equation coupled with a Q-tensor equation perturbed by multiplicative stochastic force, which describes the motion of nematic liquid crystal flow. The local existence of strong pathwise solution up to a positive stopping time is established where "Strong" is in both PDE and probability sense. The proof relies on the Galerkin approximation scheme, stochastic compactness, identification the limit, uniqueness and a cutting argument. Unlike the deterministic case, we would need to develop an extra layer approximation while constructing the approximate solution. The complex structure of the coupled system and the estimate of the high-order items are also the challenging part in the article.
Introduction
Liquid crystal is a kind of material whose mechanical properties and symmetry properties are intermediate between those of a liquid and those of a crystal, it is also called as "mesomorphic phases". Nematic liquid crystals are one of the major types of liquid crystals. Since 1958, there have been abundant researches on how to describe the nematic liquid system mathematically, the most comprehensive one is the Q-tensor theory brought out by De Gennes in [9] which claimed that the dynamics of nematic liquid crystals can be modeled by the Navier-Stokes equations governing the fluid velocity coupled with a parabolic equation of Q-tensor. The compressible case we focus reads as          dρ + div x (ρu)dt = 0, d(ρu) + div x (ρu ⊗ u)dt + ∇ x pdt = Ludt − div x (L∇ x Q ⊙ ∇ x Q − F(Q)I 3 )dt + Ldiv x (QH(Q) − H(Q)Q)dt, dQ + u · ∇ x Qdt − (ΩQ − QΩ)dt = ΓH(Q)dt, (1.1) where ρ, u denote the density, and the flow velocity, p(ρ) = Aρ γ stands for the pressure with the adiabatic exponent γ > 1, A > 0 is the squared reciprocal of the Mach number. The nematic tensor order parameter Q is a traceless and 3 × 3 symmetric matrix. Furthermore, L stands for the Lamé operator where υ > 0, λ ≥ 0 are shear viscosity and bulk viscosity coefficient of the fluid, respectively. And the term ∇ x Q ⊙ ∇ x Q stands for a 3 × 3 matrix, its (i, j)-th entry is defined
I 3 stands for the 3 × 3 identity matrix. Define the free energy density of the director field F(Q)
And we denote ΓH(Q) = ΓL△Q + Γ −aQ + b Q 2 − I 3 3 tr(Q 2 ) − cQtr(Q 2 ) =: ΓL△Q + K(Q).
The coefficients in the formula are elastic constants: L > 0, Γ > 0, a ∈ R, b > 0 and c > 0, they are dependent on the material. Ω = ∇xu−∇xu T 2 is the skew-symmetric part of the rate of strain tensor where the notation T represents the transpose. From the specific form K(Q), we remark that QH(Q) − H(Q)Q = Q△Q − △QQ. The noise forcing the fluids dynamics are generally used for describing the small perturbation which gains an increasingly attention in PDE and probability fields. Therefore, we consider the system (1.1) driven by a multiplicative noise. More precisely, where W is a cylindrical Wiener process which will be introduced later. The system equips with the initial data ρ(0, ·) = ρ 0 , u(0, ·) = u 0 , Q(0, ·) = Q 0 , (1.3) and the periodic boundary, each period is a cube T ⊂ R 3 defined as follows global weak solution to a two-dimensional simplified Ericksen-Leslie system of compressible flow of nematic liquid crystals, the proof of the existence of a weak solution in a bounded domain for both 2D and 3D can be seen in [18] and [37] . For more researches related to the topic, check [5, 6] and the reference within.
If we just consider the first two equations in (1.2) , and make the stochastic forcing term G ≡ 0 in (1.2)(2), then the equations would degenerate to the system of compressible Navier-Stokes equations. There have been tremendous studies about the existence of the solution in both deterministic and stochastic cases. For the deterministic case, the pioneering work has been done by Lions in [23] , the existence of a global weak solution has been proven for adiabatic constant γ > 9 5 by introducing the re-normalized solution to deal with the difficulty in large oscillations. Then, [11] extended the result to adiabatic exponent γ > 3 2 , which by now is the result that allows the maximum range of γ. For more results, we refer the reader to [15, 16, 19, 26, 27] and the reference within. For the stochastic case, in [10] , Feireisl-Maslowski-Novotný considered a weak solution to the compressible barotropic fluid driven by an additive noise, in which the special form of noise allows transforming the stochastic system into random equation, making it possible to apply the deterministic result. When it comes to the equations perturbed by multiplicative noise, the existence result of global weak martingale solution was built in [35] for the finite-dimensional Brownian motion type noise, and in [2, 33] for cylindrical Wiener process. In addition, see [34] for the construction of weak martingale solution to non-isentropic, compressible case. What's more, Breit-Feireisl-Hofmanová [1] and Glatt-Vicol [13] proved the existence and uniqueness of local strong pathwise solution to compressible Navier-Stokes equation and incompressible Euler equation respectively. Qiu-Wang [31] obtained the global existence of weak martingale solution to the compressible active liquid crystal hydrodynamics system, we remark the result of this paper could be extended to the system.
In this paper, we are going to prove the existence and uniqueness of strong pathwise solution to system (1.2) with a multiplicative noise, where the "strong" means the strong existence in both PDE and probability sense. That is, the solution has sufficient space regularity and satisfies the system in the pointwise sense when the probability space is given. We would introduce the symmetric system considering the energy estimate of the strong solution to compressible fluid. Therefore, for the convenience of the symmetrization, we require the density ρ > 0, that means the vacuum state shall not appear.
To prove the existence of the strong solution, we would need to build some compactness result for the approximate solution. The difficulty is, adding a stochastic component could make it harder the get the desired compactness result. For example, in the stochastic case, we have the embedding X ֒→ Y is compact, it's still hard to tell if the embedding L p (Ω; X) ֒→ L p (Ω; Y ) is compact or not. Therefore, we can no longer apply the classical Aubin-Lions lemma as deterministic case. Invoked by the Yamada-Watanabe argument, first we apply the classical Skorokhod representative theorem to establish a strong martingale solution, due to the tightness, there exists a new sequence of random variables that converges almost surely with respect to a new probability space; then, we would verify that the random variable to which the sequence converge is the strong martingale solution. Finally, by proving the pathwise uniqueness, we could reveal that the solution is also strong in probability sense.
During the high-order energy estimate of the approximate solution, we would apply Mosertype estimate and get the form ( u 2,∞ + Q 3,∞ )·( u 2 s,2 + Q 2 s+1,2 ) and ( u 2,∞ + ρ 1,∞ )· ρ, u 2 s,2 , making it difficult to get the estimate. Inspired by [20] , we could deal with the nonlinear terms by adding a cut-off function. We could get that ρ 1,∞ would be bounded if ρ 0 1,∞ , u 1,∞ are bounded, then the cut-off function could only depends on u 2,∞ and Q 3,∞ under the assumption that ρ 0 1,∞ is bounded. The benefit is, while building Galerkin approximation system, for every fixed u we could first solve the mass equation directly which actually is a linear transport equation and solve the "parabolic-type" Q-tensor equation. In turn, to obtain the existence of approximate solution u in a finite dimensional space. Different from the deterministic case, we will develop a new extra layer approximation to deal with the random integral, constructing the Galerkin approximate solution with the spirit of [2] . Also, the cut-off function brings downside in proving the uniqueness. We have to restrict our regularity index to integer s > 9 2 comparing with the martingale solution result which only requires s > 7 2 . We need to note that during the uniform energy estimate, the another difficulty lies in the high order term div x (Q△Q − △QQ) in the momentum equation. It's impossible to get the uniform estimate directly unless we choose to cut-off the norm of Q-tensor in a higher order. Luckily, we are able to get the item cancelled with the term ΩQ − QΩ after integration by parts as well as some transformation, the detailed operation can be seen in Lemma 2.3 where an artificial scalar function f (r) is added for matching the momentum equation.
The rest of paper is organized as follows. Section 2 would offer the deterministic and stochastic preliminaries associated with system (1.2) and the main result. We will transfer system (1.2) into an approximate symmetric system in Section 3. In Section 4 and Section 5 we will establish the existence of global strong martingale solution and strong pathwise solution to the approximate symmetric system. Finally, in Section 6, we prove the main theorem by applying a cutting argument, so that the initial data could be more generalized.
Preliminary and Main Result
First, we would present some deterministic as well as stochastic preliminaries associated with system (1.2). For each integer s ∈ N + , denote W s,2 (T) as the Sobolev space containing all the functions having distributional derivatives up to order s, and the derivatives are integrable in L 2 (T), endowed with the norm
whereû k is the Fourier coefficients of u. W s,2 (T) is an Hilbert space, and for any u, v ∈ W s,2 , the inner product can be denoted as
For simplicity, we denote the notations · as the L 2 -norm, · ∞ as the L ∞ -norm, and · s,p as the W s,p -norm. Define the inner product between two 3 × 3 matrices A and B
and the norm of a matrix using the Frobenius norm
To deal with the estimate of the nonlinear terms in the equations, we would present the following lemmas that involves commutator and Moser estimates. The proof of these lemmas can be found in [21, 25] .
2) for some constant C = C(s, T), C > 0 and independent of u and v. 
According to the following result, we are able to handle the highest-order derivative terms in the momentum and Q-tensor equations. Lemma 2.3. Assume that Q and Q ′ are two 3 × 3 symmetric matrices, and that Ω =
Proof. Using the fact that tr(AB) = tr(BA) and Q ′ , Q, Ω + ∇ x u T are symmetric,
We finish the proof.
Next, we introduce the following fractional-order Sobolev space with respect to time t, since noise term is only Hölder continuous of order strictly less than 1 2 in time. For any fixed p > 1 and α ∈ (0, 1) we define
for any Hilbert space X that is separable. If we take α = 1, then
we could see that the space returns to the classical Sobolev space endowed with the usual norm
Note that for α ∈ (0, 1), W 1,p (0, T ; X) is a subspace of W α,p (0, T ; X). For any α ≤ β − 1 p , we have the embedding
Next, we show the stochastic framework of the problem. Let S := (Ω, F, {F t } t≥0 , P, W ) be a fixed stochastic basis and (Ω, F, P) be a complete probability space. Let W be a Wiener process defined on an Hilbert space U, which is adapted to the complete, right continuous filtration {F t } t≥0 . If {e k } k≥1 is a complete orthonormal basis of U, then W can be written formally as the expansion W (t, ω) = k≥1 e k β k (t, ω) where {β k } k≥1 is a sequence of independent standard one-dimensional Brownian motions.
Define an auxiliary space U 0 ⊃ U by
Note that the embedding of U ֒→ U 0 is Hilbert-Schmidt. We also have that W ∈ C([0, ∞), U 0 ) almost surely, see [8] .
Now considering another separable Hilbert space X and let L 2 (U, X) be the set of all Hilbert-Schmidt operators S : U → X with the norm S 2 L 2 (U,X) = k≥1 Se k 2 X . For a predictable process G ∈ L 2 (Ω; L 2 loc ([0, ∞), L 2 (U, X))) by taking G k = Ge k , one can define the stochastic integral
which is an X-valued square integrable martingale, and the Burkholder-Davis-Gundy inequality holds
4)
for any p ≥ 1, for more details see [8] . The notation E represents the expectation. We shall present the main result of this paper. First, we would need to define local strong pathwise solution. For this type of solution, "strong" means in PDE and probability sense, "local" means existence in finite time, and "pathwise" means the solution satisfies the system (1.2) in the pathwise sense in the given stochastic basis (Ω, F, {F t } t≥0 , P). Definition 2.4. (Local strong pathwise solution). Let (Ω, F, {F t } t≥0 , P) be a fixed probability space, W be an (F t )-cylindrical Wiener process. Then (ρ, u, Q, t) is a local strong pathwise solution to system (1.2) if the following conditions hold (1) t is a strictly positive a.s. (F t )-stopping time;
(2) ρ, u, Q are (F t )-progressively measurable processes, satisfying P a.s
We say that the pathwise solution is unique: if (ρ 1 , u 1 , Q 1 , t 1 ) and (ρ 2 , u 2 , Q 2 , t 2 ) are two local strong pathwise solutions of system (1.2) with
Definition 2.5. (Maximal strong pathwise solution) A maximal pathwise solution is a quintuple (ρ, u, Q, {τ n } n≥1 , t) such that each (ρ, u, Q, τ n ) is a local pathwise solution in the sense of Definition (2.4) and {τ n } is an increasing sequence with lim n→∞ τ n = t and sup t∈[0,τn]
From the Definition 2.5, we can see that
This means the existence time for the solution is determined by the explosion time of the W 2,∞ -norm of the velocity and W 3,∞ -norm of the Q-tensor.
Throughout the paper, we impose the following assumptions on the noise intensity G: there exists a constant C such that for any integer s > 7 2 ,
and
(2.6) Assumption (2.5) will be used for constructing the a priori estimates, while assumption (2.6) will be applied to obtain the uniqueness.
2 . If the initial data r 0 satisfies some certain assumption, see Theorem 4.2, then the assumptions (2.5),(2.6) still hold if we replace ρ by r and ρ −1 G(ρ, u) by F(r, u) = 1 ρ(r) G(ρ(r), ρ(r)u). Our main result of this paper is below.
Theorem 2.7. Assume s ∈ N satisfies s > 9 2 , and the coefficient G satisfies the assumptions (2.5),(2.6), and the initial data (ρ 0 , u 0 , Q 0 ) be F 0 -measurable random variable, with values in W s,2 (T) × W s,2 (T; R 3 ) × W s+1,2 (T; S 3 0 ), also ρ 0 > 0, P a.s.. Then there exists a unique maximal strong pathwise solution (ρ, u, Q, t) to problem (1.2) and (1.3) in the sense of Definition 2.5.
Construction of Truncated Symmetric System
To construct the strong solution, we have assumed that the vacuum state would not appear. Therefore, we would be able to rewrite the system (1.2) into the symmetric system following [1] . To begin with, apply equation (1.2)(1), and (1.2)(2) could be written into the following form
as ρ > 0, divide the above equation by ρ on both sides, we could have
We could write the pressure term into the form
Considering this, define
Then, the system (1.2) could be rewritten as
As mentioned in introduction, we add a cut-off function to render the nonlinear terms, where the cut-off function depends only on
and add the cut-off function in front of nonlinear terms of system (3.2), we have In the following, we mainly discuss the truncated system (3.3).
Existence of Strong Martingale Solution
In this section, the main aim is that, proving the existence of a strong martingale solution to system (3.3) which is strong in PDE sense and weak in probability sense if the initial condition is good enough. To start, we would bring in the concept of strong martingale solution.
is a strong martingale solution to the truncated system (3.3) equipped with the initial law Λ if the following conditions hold (1) (Ω, F, {F t } t≥0 , P) is a stochastic basis, with a complete right-continuous filtration;
(2) r, u are both (F t )-progressively measurable processes with values in W s,2 (T), Q is (F t )-progressively measurable process with values in W s+1,2 (T,
We state our main result for this chapter.
2 be a integer, and in addition
for constant R > 0, the coefficient G satisfies assumption (2.5), then there exists a strong martingale solution to the system (3.3) in the sense of Definition 4.1 and
for any T > 0, where C = C(r 0 , u 0 , Q 0 , p, s, R, T, T ) is a constant.
Remark 4.3. Here, we assume that Q 0 W 1,2 < R, P a.s. for establishing the Galerkin approximate solution, which could also be relaxed to general case, see Section 6.
The following part is devoted to proving Theorem 4.2 which is divided into three steps. First, we construct the approximate solution in the finite-dimensional space. Then we get the uniform estimate of the solution, and show the stochastic compactness. Next, the existence of the strong martingale solution can be derived from taking the limit of the approximate system.
4.1 Galerkin approximate system. In this subsection, we construct the Galerkin approximate solution of system (3.3). First, for any smooth function u, Q, the transport equation (3.3)(1) would admit a classical solution r = r[u], and the solution is unique if the initial data r 0 is given. The solution r[u] shares the same regularity with the initial data r 0 . What's more, for certain constant c, we have
(4.1)
The bound (4.1) yields
In addition, by the mean value theorem, (4.1) and Lemmas 2.1, 2.2, we have for any integer
Indeed, due to the mean value theorem, there exists some θ ∈ (0, 1), such that
For
Xn . 
Moreover, the mapping
Proof. For any smooth function u, the existence result follows from the standard parabolic theory. We can also show the uniqueness of the solution for any fixed smooth function u.
Here, we mainly focus on showing the continuity of the mapping u → Q[u].
Taking {u n } n≥1 is a bounded sequence in C([0, T ]; X N (T)) with
From (4.6), we can get thatQ n satisfies the following system
(4.10)
Taking α-order derivative on both sides of (4.10) for |α| ≤ s, taking inner product with −△∂ α xQn , then the trace and integrating over T, we arrive at 1 2
As {Q n } n≥1 and Q are uniform bounded in
). We can estimate I 1 by Lemma 2.1 and the Hölder inequality
. For I 2 , by Lemma 2.1 and the Hölder inequality again, we have
Similarly, for terms I 3 , I 4
Summing all the estimates up and taking sum for |α| ≤ s, we get
Applying Gronwall's inequality, then
follows. Finally, we prove Q ∈ S 3 0 , namely tr(Q) = 0 and Q = Q T a.e in T × [0, T ]. If we apply the transpose to the equation (4.6)(1), using the fact that Q 3,∞ = Q T 3,∞ , we have
So Q T also satisfies the equation. The uniqueness result leads to Q = Q T . The proof of tr(Q) = 0, we refer the reader to [5] .
We proceed to construct the approximate solution to the momentum equation. Let
Let P n be an orthogonal projection from L 2 (T, R 3 ) into X n , given by
We now find the approximate velocity field u n ∈ L 2 (Ω, C([0, T ]; X n )) to the following momentum equation
To handle the nonlinear Q-tensor terms above, with the spirit of [2] , we define another C ∞ -smooth cut-off function
Define the mapping
(4.13) Next, we show that the mapping T is a contraction on B = L 2 (Ω; C([0, T * ]; X n )) with fixed K, n for T * small enough. Denote the right side of (4.13) T det as the deterministic part, and T sto as the component
Combining the assumption on initial data Q 0 and the definition of u K , we have after a easily calculation
Together estimates (4.1), (4.4), (4.5), (4.7), (4.14) with the equivalence of norms on finite dimensional space X n , we can show that the mapping T det satisfies the estimate 15) and the mapping T sto satisfies the estimate
Combining (4.15) and (4.16), we infer that there exists approximate solution sequence belonging to L 2 (Ω; C([0, T * ]; X n )) to momentum equation for small time T * by the Banach fixed point theorem. Here we first assume that the estimates (4.43),(4.44) hold. Then, we could extend the existence time T * to any T > 0. Next, we pass K → ∞ to construct the approximate solution (r n , u n , Q n ). Define a stopping time τ As a result, we could extend the existence time interval [0, τ K ) to [0, T ] for any T > 0, obtaining the global existence of approximate solution sequence (r n , u n , Q n ). 4.2 Uniform estimates. In this subsection, we derive a priori estimates that hold uniformly for n ≥ 1, which allow us to extend the existence interval to any T > 0 and provide a preliminary for our stochastic compactness argument.
Let α be a multi index such that |α| ≤ s. Taking α-order derivative on both sides of system (3.3) in the x-variable, then taking inner product with ∂ α x r n on both sides of (3.3)(1) and applying the Itô formula to function ∂ α x u n 2 , we obtain
To handle the highest order term Q△Q − △QQ, we have to take the inner product with −D(r n )△∂ α x Q n in equation 3.3(3), then we could get
We are going to estimate all the right hand terms. Using Lemma 2.1 and the Hölder inequality,
(4.20)
Also using Lemma 2.1, estimates (4.2), (4.3) and the Hölder inequality, we have the following estimates for T n 3 to T n
According to the assumption on G, we could have the estimate
Next, we proceed to estimate the term on the left hand of (4.17)-(4.18). Integration by parts, we get
as well as we have by estimate (4.2) 
as well as
Next, we estimate the right hand side of (4.19) . According to equation (3.3)(1), we have the estimate of D(r n ) t
Considering equation (4.6), we can get the estimate of (∂ α x Q n ) t as follows
The above two estimates combine with (4.2), yielding
In addition, we also have
Summing all the estimates (4.20)-(4.38), note that the first term in (4.32) cancel with the forth integral in (4.19) , also the second term in (4.30) was cancelled, we conclude 
Regarding the stochastic integral, we could apply the Burkholder-Davis-Gundy inequality (2.4) and assumptions (2.5), for any 2 ≤ p < ∞ E sup 
where the constant C is independent of n, but depends on (s, p, R, T, T ) and the initial data.
Taking M → ∞ in (4.42), using the fact that 1 C(R) ≤ D(r n ) ≤ C(R), we establish the a priori estimates
Q n ∈ L p (Ω; C([0, T ]; W s+1,2 (T, S 3 0 )) ∩ L 2 (0, T ; W s+2,2 (T, S 3 0 ))), (4.44) for all p ≥ 1, integer s > 7 2 . 4.3 Compactness argument. Let {r n , u n , Q n } n≥1 be the sequence of approximate solutions to system (3.3) relative to the fixed stochastic basis (Ω, F, {F t } t≥0 , P, W ) and F 0measurable random variable (r 0 , u 0 , Q 0 ). We define the path space
Define the sequence of probability measures
where µ n r (·) = P{r n ∈ ·}, µ n u = P{u n ∈ ·}, µ n Q = P{Q n ∈ ·}, µ W = P{W ∈ ·}. In the following lemma, we show that the set {µ n } n≥1 is in fact weakly compact. It suffices to show that each set {µ n · } n≥1 is weakly compact on the corresponding path space X · . Lemma 4.5. The set of the sequence of measures {µ n u } n≥1 is tight on path space X u . Proof. First, we show that for any α ∈ [0, 1 2 ) E u n C α ([0,T ];L 2 (T,R 3 )) ≤ C, (4.46) where C is independent of n.
Decompose u n = X n + Y n , where
Using the a priori estimates (4.43), (4.44) and the Hölder inequality, we have for p ≥ 2
where C is independent of n. By the embedding (2.3), we obtain estimate
Regarding the stochastic term Y n , using the Burkholder-Davis-Gundy inequality (2.4) and assumptions (2.5), Therefore, for any fixed K > 0, the set R 3 ) ). Applying the Chebyshev inequality and the estimates (4.43) 2 , (4.46), we have
where the constant C is independent of n, K. Thus, we obtain the tightness of the sequence of measures {µ n u } n≥1 according to the Prokhorov theorem. Lemma 4.6. The set of the sequence of measures {µ n Q } n≥1 is tight on path space X Q . Proof. It suffices to show that the set {µ n Q } n≥1 is tight on path space L 2 (0, T ; W s+1,2 (T, S 3 0 )), the proof of tightness on space C([0, T ]; W s,2 (T, S 3 0 )) is the same as the proof of the set {µ n u } n≥1 . From the equation (3.3)(3), we can easily show that
where C is a constant independent of n. For any fixed K > 0, define the set
Q L 2 (0,T ;W s+1,2 (T,S 3 0 )) + Q W 1,2 (0,T ;L 2 (T,S 3 0 )) ≤ K , which is thus compact in L 2 (0, T ; W s,2 (T, S 3 0 )) as a result of the compactness embedding L 2 (0, T ; W s+1,2 (T, S 3 0 )) ∩ W 1,2 (0, T ; L 2 (T, S 3 0 )) ֒→ L 2 (0, T ; W s,2 (T, S 3 0 )). Applying the Chebyshev inequality and the estimates (4.44), (4.47) yield
where the constant C is independent of n, K.
Using the same argument as above, we can show the tightness of the sequences of set {µ n r } n≥1 . Since the sequence W is only one element and thus, the set {µ n W } n≥1 is weak compact. Consequently, we have the following proposition.
Proposition 4.7. There exists a subsequence of {µ n } n≥1 , also denoted as {µ n } n≥1 , and a probability space (Ω,F ,P) as well as a sequence of random variables (r n ,ũ n ,Q n ,W n ), (r,ũ,Q,W ) such that (a) the law of (r n ,ũ n ,Q n ,W n ) are µ n , and the law of (r,ũ,Q,W ) is µ, where µ is the limit of the sequence {µ n } n≥1 ; (b) (r n ,ũ n ,Q n ,W n ) converges to (r,ũ,Q,W ),P a.s in the topology of X ; (c) the sequence ofQ n andQ belong to S 3 0 , almost everywhere. Proof. The results (a), (b) are a direct consequence of the classical Skorokhod theorem. The result (c) is a consequence of result (a).
Proposition 4.8. The sequence (r n ,ũ n ,Q n ,W n ) still satisfies the system (3.3) relative to the stochastic basis S n := (Ω,F ,P, {F n t } t≥0 ,W n ), whereF n t is a canonical filtration defined by σ σ r n (s),ũ n (s),Q n (s),W n (s) : s ≤ t ∪ Σ ∈F;P(Σ) = 0 .
Proof. The proof is similar to the one in [35] , here we omit the details.
Identification of limit.
We proceed to verify that the limit (r,ũ,Q,W ) in the Proposition 4.7 is a strong martingale solution to system (3.3) . First, we present some notations used in the proof. Denote another canonical filtrationF t bỹ Define the following functionals
Combining Proposition 4.7, the estimates (4.43), (4.44), we have for any function h ∈ L 2 (T), almost every (ω, t) ∈Ω × [0, T ],
Furthermore, by the Vitali convergence theorem, we infer that (r,ũ,Q) solves equations (3.3)(1)(3). Now it remains to verify that (r,ũ,Q,W ) solves equation (3.3)(2). With the spirit of [4] , we are able to obtain the limit (r,ũ,Q,W ) satisfies the equation (3.3)(2) once we show that the process M(r,ũ,Q) t is a square integral martingale and its quadratic and cross variations satisfy, We first clarify that theF t -Wiener processW equips with the formW = k≥1β k e k . SinceW n has the same distribution as W n , then clearly the same to W . That is, for any n ∈ N, there exists a collection of mutually independent real-valuedF n t -Wiener processes {β n k } k≥1 , such thatW n = k≥1β n k e k . Due to the convergence property ofW n , therefore the same thing holds forW .
For any function h ∈ L 2 (T, R 3 ), by Proposition 4.8, we havẽ E h(r srn , r sũn , r sQn , r sWn ) M(r n ,ũ n ,Q n ) t − M(r n ,ũ n ,Q n ) s , h = 0,
where h is a continuous function defined by
and r t is a operator as the restriction of the path spaces X r , X u , X Q and X W to the interval [0, t] for any t ∈ [0, T ]. Last, let n → ∞, with the uniform estimates (4.43), (4.44), Proposition 4.7 and the Vitali convergence theorem, we could find
Thus, we obtain the desired equalities (4.48) and (4.49), the existence follows. From the estimates and the equation itself, we are able to deduce that the solution is continuous. This completes the proof of Theorem 4.2.
Existence and Uniqueness of Strong Pathwise Solution to Truncated System
In this section, we establish the existence and uniqueness of strong pathwise solution to system (3.3) and start with the definition and result. (1) r, u are both (F t )-progressively measurable processes with values in W s,2 (T), Q is (F t )-progressively measurable process with values in W s+1,2 (T, S 3 0 ), satisfying r ∈ L 2 (Ω; C([0, T ]; W s,2 (T))), u ∈ L 2 (Ω; C([0, T ]; W s,2 (T; R 3 ))), Q ∈ L 2 (Ω; C([0, T ]; W s+1,2 (T; S 3 0 )) ∩ L 2 (0, T ; W s+2,2 (T; S 3 0 ))); (2) for all t ∈ [0, T ], P a.s
In this chapter, we shall obtain the result.
Theorem 5.2. Assume the initial data (r 0 , u 0 , Q 0 ) satisfies the same conditions with Theorem 4.2 and the coefficient G satisfies the assumptions (2.5), (2.6) . For any integer s > 9 2 , the system has a unique strong pathwise solution in the sense of Definition 5.1.
Following the Yamada-Watanabe argument, the pathwise uniqueness in probability "1" in turn reveals that strong solution is strong in probability sense, this means the solution is constructed with respect to any fixed probability space in advance. Therefore, we next establish the pathwise uniqueness. Proof. Owing to the complexity of constitution and the similarity of argument with the a priori estimate, here we only focus on the estimation of high-order nonlinearity term. Let α be any vector such that |α| ≤ s − 1, taking the difference of r 1 and r 2 , α-order derivative, we have
Multiplying (5.1) by ∂ α x (r 1 − r 2 ) and integrating over T, then the highest order terms can be treated as follows
From the smoothness of Φ and the Sobolev embedding, we have for s > 3 2 + 3
Thus we could get the following inequality
Similarly, for u 1 and u 2 , we have the equation
Applying Itô's formula to 1 2 ∂ α x (u 1 − u 2 ) 2 , then the high-order term in the formula reads
The last integral could cancel with the last term in (5.3) . What's more, integration by parts and the Hölder inequality give
as well as using Lemma 2.3
By Lemma 2.1, estimate (4.4), we have
Finally, by Lemma 2.1 and the Hölder inequality
Since the nonlinearity of the rest of terms is lower than above which can be handled using a similar argument, we omit the details. In summary, we could get
The integrals at the right side of (5.5) could be cancelled later. By assumptions (2.5),(2.6), we could handle
For the Q-tensor equation, we also get
Multiplying (5.6) by −D(r 2 )∂ α x △(Q 1 − Q 2 ), taking the trace and integrating over T, as the a priori estimates, we consider the first term
Using (4.35) once more, similar estimate as (4.36) , estimate (4.1) and Lemma 2.1, the Hölder inequality
(1 + Q j We rewrite the highest-order term in (5.6) as
which can be cancelled with the integral on the right side of (5.5). Again, by Lemma 2.1, (5.2) and the Hölder inequality 
≤C(R)
× ∂ α x (u 1 − u 2 )dW · exp − Proposition 5.5. The collection of joint laws {ν m,n } n,m≥1 is tight on X J .
For any subsequence {ν n k ,m k } k≥1 , there exists a measure ν such that {ν n k ,m k } k≥1 converges to ν. Applying the Skorokhod representation theorem, we have a new probability space (Ω,F ,P) and X J -valued random variables (r n k ,ũ n k ,Q n k ;r m k ,ũ m k ,Q m k ;W k ) and (r 1 ,ũ 1 ,Q 1 ;r 2 ,ũ 2 ,Q 2 ;W ) such thatP {(r n k ,ũ n k ,Q n k ;r m k ,ũ m k ,Q m k ;W k ) ∈ ·} = ν n k ,m k (·), P{(r 1 ,ũ 1 ,Q 1 ;r 2 ,ũ 2 ,Q 2 ;W ) ∈ ·} = ν(·) and (r n k ,ũ n k ,Q n k ;r m k ,ũ m k ,Q m k ;W k ) → (r 1 ,ũ 1 ,Q 1 ;r 2 ,ũ 2 ,Q 2 ;W ),P a.s. in the topology of X J . Analogously, this argument can be applied to both (r n k ,ũ n k ,Q n k ,W k ), (r 1 ,ũ 1 ,Q 1 ,W ) and (r m k ,ũ m k ,Q m k ,W k ), (r 2 ,ũ 2 ,Q 2 ,W ) to show that (r 1 ,ũ 1 ,Q 1 ,W ) and (r 2 ,ũ 2 ,Q 2 ,W ) are two martingale solutions relative to the same stochastic basis S := (Ω,F,P, {F t } t≥0 ,W ).
In addition, we have µ n,m ⇀ µ where µ is defined by µ(·) =P{(r 1 ,ũ 1 ,Q 1 ;r 2 ,ũ 2 ,Q 2 ) ∈ ·}.
Proposition 5.3 implies that µ{(r 1 , u 1 , Q 1 ; r 2 , u 2 , Q 2 ) ∈ X : (r 1 , u 1 , Q 1 ) = (r 2 , u 2 , Q 2 )} = 1. Also since W s,2 ⊂ W s−1,2 , uniqueness in W s−1,2 implies uniqueness in W s,2 . Therefore, Lemma 5.4 can be used to deduce that the sequence (r n , u n , Q n ) defined on the original probability space (Ω, F, P) converges a.s. in the topology of X r × X u × X Q to random variable (r, u, Q). Again by the same argument as in subsection 4.4, we get the Theorem 5.2 in the sense of Definition 5.1.
6. Proof of Theorem 2.7.
In the process of obtaining the Theorem 5.2, one thing we should note is that, for technique reasons, the integrability on the initial data with respect to the random element ω and uniformly bounded from below of the initial density are assumed. Next, based on the Theorem 5.2, we are going to relax the restriction on initial data to the general case, completing the proof of the main Theorem 2.7.
We start with the proof of the existence of the strong pathwise solution, which is divided into three steps. For the first step, we show the existence of the strong pathwise solution under the assumption that the initial data satisfies Finally, after a transformation, we summarize that if (ρ 0 , u 0 , Q 0 ) just in W s,2 (T) × W s,2 (T, R 3 ) × W s+1,2 (T, S 3 0 ) and ρ 0 > 0, P a.s. this means dropping the integrability with respect to ω and the positive lower bound of ρ 0 , we establish the existence of a local strong pathwise solution (ρ, u, Q) to system (1.2) in the sense of Definition 2.4, up to a stopping time τ which is strictly positive, P a.s..
The final step would be constructing the maximal strong solutions. That is, extending the strong solution (ρ, u, Q) to a maximal existence time t. The proof is standard, so we refer the reader to [3, 13, 28] for details.
Regarding the proof of uniqueness to Theorem 2.7, first, under the assumption (6.1), we could prove the uniqueness result by introducing a stopping time and applying the pathwise uniqueness result derived before. Then, we can remove the extra assumption on the initial value by a same cutting argument as above. This completes the proof of Theorem 2.7.
