The vertex k-partiteness v k (G) of graph G is defined as the fewest number of vertices whose deletion from G yields a k-partite graph. In this paper, we introduce two concepts: monotonic decreasing topological index and monotonic increasing topological index, and characterize the extremal graphs having the minimum Wiener index, the maximum Harry index, the maximum reciprocal degree distance, the minimum eccentricity distance sum, the minimum adjacent eccentric distance sum index, the maximum connective eccentricity index, the maximum Zagreb indices among graphs with a fixed number n of vertices and fixed vertex k-partiteness, respectively.
.
In 2012, Hua and Zhang [12] proposed a modification of Harary index, reciprocal degree distance, which can be seen as the weighted degree-sum version of Harary index, and is defined as
v) .
In order to analyze the structure-dependency of total π-electron energy on the molecular, Gutman and Trinajstć [7, 8] introduced the Zagreb indices, and defined as
Todeschini and Consonni [17] considered the multiplicative versions of the Zagreb indices in 2010, which was defined as
M 1 (G) is called the first Zagreb index and M 2 (G) the second Zagreb index. Π 1 (G) is called the first multiplicative Zagreb index and Π 2 (G) the second multiplicative Zagreb index. Recently, the distance-based invariants including eccentricity have attracted more and more attention. For example, the eccentricity distance sum [6] of a graph G, is defined as
The connective eccentricity index [5] of a graph G, is defined as
The adjacent eccentric distance sum index [15] of a graph G, is defined as
These indices all above have attracted extensive attention due to their wide applications in physics, chemistry, graph theory, etc. In order to measure how close a graph G is to being a bipartite graph, S. Fallat and Yi-Zheng
Fan [3] introduced a parameter: the vertex bipartiteness, which is denoted by v b (G) and defined as the fewest number of vertices whose deletion yields a bipartite graph. Let m be a natural number such that m ≤ n − 2. Let
In 2016, I. Gutman et al. [10] determined the maximum Laplacian Estrada index and the maximum signless Laplacian Estrada index in G n,m . M. A. A. de Abreu et al. [4] determined graphs in G n,m having maximum Laplacian-energy-like invariant and the incidence energy. M. Robbiano et al. [16] identified the graphs in G n,m with maximum spectral radius and maximum signless Laplacian spectral radius. J.B. Liu and X.F. Pan [13] characterized the graph in G n,m having the minimum Kirchhoff index. H. Li et al. [11] characterized some the maximal connective eccentricity indices in G n,m . Motivated from these results, it is natural and interesting to study the extremal indices with bounded vertex k-partiteness.
A k-partite graph is a graph G whose vertex set composed of k-disjoint set U 1 , U 2 , . . . , U k such that each edge has an end vertex in U i and the other one in U j , for any 1 ≤ i = j ≤ k. The vertex k-partiteness of graph G is defined as the fewest number of vertices whose deletion from G yields a k-partite graph, denoted by v k (G). Let
In this paper, we introduce two concepts: monotonic decreasing topological index and monotonic increasing topological index, and characterize the graphs with extremal monotonic topological indices in G n,m,k . As applications, we identify the graphs in G n,m,k with the minimum Wiener index, the maximum Harary index, the maximum reciprocal degree distance, the minimum eccentricity distance sum, the minimum adjacent eccentric distance sum index, the maximum connective eccentricity index, and the maximum Zagreb indices respectively.
Preliminaries
For a subset W ⊂ V (G), let G − W be the subgraph of G obtained by deleting the vertices of W together with the edges incident with them. For a subset E 1 ⊂ E(G), let G + E 1 be the graph obtained from G by adding the edges of E 1 . If E 1 = {e}, we denote by G + e for simplicity. Definition 2.1. For some topological index T I(G) of a graph G, if T I(G + e) < T I(G), we call it monotonic decreasing topological index, denoted by T I − (G). Definition 2.2. For some topological index T I(G) of a graph G, if T I(G + e) > T I(G), we call it monotonic increasing topological index, denoted by T I + (G).
Let e = uv be an edge of G. Adding e = uv to G does not increase distances, while it does decrease at least one distance, the distance between u and v is at least 2 in G and 1 in G + e, and the distance sum D(u) of vertex u will decrease. At the same time, the adding of e does not decrease vertices degree, while it does increase the degree of u and v, and the eccentricity ε(u) will not increase.
By the analysis above, we have the following lemmas immediately for a connected graph.
Hence, the Wiener index, the eccentricity distance sum index, the adjacent eccentric distance sum index are monotonic decreasing topological indices, while the Harary index, the reciprocal degree distance, the connective eccentricity index, the Zagreb indices are monotonic increasing topological indices.
Main results
In this section, we will characterize the graphs with extremal monotonic decreasing topological index or monotonic increasing topological index in G n,m,k .
with equality holds if and only if G ∼ = G.
Proof. Denote by G
+ the graph obtained from G by adding an edge uv, where
For simplicity, we denote by
Firstly, we claim that
Otherwise, there exist two vertices u ∈ U si and v ∈ U sj , 1 ≤ i = j ≤ k, which are not adjacent in G.
Denote by G + the graph G + uv, obviously, G + ∈ G n,m,k . By the definition of monotonic decreasing topological index, we get
which is a contradiction. Secondly, we claim that {i 1 , i 2 , . . . , i k * } = K k * . Otherwise, there exist two vertices u, v are not adjacent, where u, v ∈ {i 1 , i 2 , . . . , i k * }. By connecting the vertices u and v, we arrive at a new graph G + uv, obviously, G + uv ∈ G n,m,k . By the definition of monotonic decreasing topological index, we
Thirdly, using a similar method, we can get
Finally, we prove k
Without loss of generality, we assume that s 1 ≥ 2. Note that the graph
, which is an induced subgraph of G with vertex set S = {u, i 1 , i 2 , . . . , i k * }, where u is a vertex of K s1 . By connecting u and other
which has s 1 − 1 ≥ 1 edges more than the graph G. By the definition of monotonic decreasing topological index, we get
which is obviously another contradiction. Therefore
The proof of the theorem is complete. For a monotonic increasing topological index, we have a similar result.
Applications
As some applications of Theorem 3.1 and 3.2, we will investigate the minimum Wiener index, the maximum Harary index, the maximum reciprocal degree distance, the minimum eccentricity distance sum index, the minimum adjacent eccentric distance sum index, the maximum connective eccentricity index, the maximum Zagreb indices in G n,m,k , respectively. Assume that n− m = sk + t, where s and t are non-negative integers such that 0 ≤ t < k.
The minimum Wiener index in G n,m,k
Theorem 4.1. Let G be a connected simple graph of order n with vertex k-partiteness
with equality holds if and only if
, and
Proof. Since the Wiener index is a monotonic decreasing topological index, by Theorem 3.1, there exist k non-negative integers s 1 , s 2 , . . . , s k satisfying In the following, we will determine the values of
We claim that G is the graph in G n,m,k with the minimum Wiener index when
Wihtout loss of generality, we assume that s 1 − s 2 ≥ 2. By moving one vertex from the part of K s1 to the part of
Since
, which is a contradiction.
Therefore, for any 1
Then we obtain that
The maximum Harry index in
Proof
In the following, we will determine the values of s 1 , s 2 , . . . , s k .
We claim that G is the graph in G n,m,k with the maximum Harary index when s i = s j or
, which is also in G n,m,k .
Corollary 4.4. Let G ∈ G n,m,2 . Then the following holds.
(1) If n − m is even, then
4.3
The maximum reciprocal degree distance in G n,m,k Theorem 4.5. Let G be a connected simple graph of order n with vertex k-partiteness v k (G) ≤ m, where 1 ≤ m ≤ n − k. Then the following holds.
,and
Proof. Since the reciprocal degree distance is a monotonic increasing topological index, by Theorem 3.2, there exist k non-negative integers s 1 , s 2 , . . . , s k satisfying
We claim that G is the graph in G n,m,k with the maximum reciprocal degree distance when
Wihtout loss of generality, we assume that s 1 − s 2 ≥ 2. By moving one vertex from the part of K s1
to the part of K s2 , we get a new graph
Since s 1 − s 2 ≥ 2, then RDD( G) < RDD( G), which is a contradiction. Therefore, for any 1
Then we obtain that RDD( G) =
Corollary 4.6. Let G ∈ G n,m,2 . Then the following holds.
(2) If n − m is odd, then
4.4
The minimum eccentricity distance sum in G n,m,k Theorem 4.7. Let G be a connected simple graph of order n with vertex k-partiteness v k (G) ≤ m, where 1 ≤ m ≤ n − k. Then the following holds.
Proof. Since the eccentricity distance sum is a monotonic decreasing topological index, by Theorem 3.1, there exist k non-negative integers s 1 , s 2 , . . . , s k satisfying In the following, we will determine the values of s 1 , s 2 , . . . , s k .
We claim that G is the graph in G n,m,k with the minimum eccentricity distance sum when s i = s j or |s i − s j | = 1, for all 1 ≤ i, j ≤ k. If there exist 1 ≤ i, j ≤ k, such that |s i − s j | ≥ 2. Without loss of generality, we assume that s 1 − s 2 ≥ 2. By moving one vertex from the part of K s1 to the part of K s2 , we get a new graph
Corollary 4.8. Let G ∈ G n,m,2 . Then the following holds.
4.5 The minimum adjacent eccentric distance sum index in G n,m,k Theorem 4.9. Let G be a connected simple graph of order n with vertex k-partiteness v k (G) ≤ m, where 1 ≤ m ≤ n − k. Then the following holds.
Proof. Since the adjacent eccentric distance sum index is a monotonic decreasing topological index, by Theorem 3.1, there exist k non-negative integers s 1 , s 2 , . . . , s k satisfying s 1 +s 2 +. . .+s k = n−m, such that G = K m ∨ K s1 ∨K s2 ∨. . .∨K s k is the graph in G n,m,k with the minimum adjacent eccentric distance sum index.
We claim that G is the graph in G n,m,k with the minimum adjacent eccentric distance sum index when
Without loss of generality, we assume that s 1 − s 2 ≥ 2. By moving one vertex from the part of K s1 to the part of K s2 , we get a new graph
Then the following holds.
4.6
The maximum connective eccentricity index in G n,m,k Theorem 4.11. Let G be a connected simple graph of order n with vertex k-partiteness v k (G) ≤ m, where 1 ≤ m ≤ n − k. Then the following holds.
Proof. Since the connective eccentricity index is a monotonic increasing topological index, by Theorem 3.2, there exist k non-negative integers s 1 , s 2 , . . . , s k satisfying
is the graph in G n,m,k with the maximum connective eccentricity index.
We claim that G is the graph in G n,m,k with the maximum connective eccentricity index when
Without loss of generality, we assume that s 1 − s 2 ≥ 2. By moving one vertex from the part of K s1
to the part of K s2 we get a new graph
Corollary 4.12. Let G ∈ G n,m,2 . Then the following holds.
4.7
The maximum Zagreb indices in G n,m,k Theorem 4.13. Let G be a connected simple graph of order n with vertex k−partiteness v k (G) ≤ m, where 1 ≤ m ≤ n − k. Then the following holds.
(s+1)(n−s−1)t with equality holds if and only if
Proof. Since the Zagreb indices are monotonic increasing topological indices, by Theorem 3.2, there exist k non-negative integers s 1 , s 2 , . . . , s k satisfying s 1 + s 2 + . . . + s k = n − m, such that In the following, we will determine the values of s 1 , s 2 , . . . , s k .
We claim that G is the graph in G n,m,k with the maximum Zagreb indices when s i = s j or |s i − s j | = 1, for all 1 ≤ i, j ≤ k. If there exist 1 ≤ i, j ≤ k, such that |s i − s j | ≥ 2. Without loss of generality, we assume that s 1 − s 2 ≥ 2. By moving one vertex from the part of K s1 to the part of
Then we obtain that (n−s1+1) (s 1 −1)(n−s 1 +1 (n−s2−1) (s 2 +1)(n−s 2 −1)
= (
n−s1 n−s1+1 ) s1(n−s1) ( n−s2 n−s2−1 ) s2(n−s2) (n−s1+1) ( n−2s1+1) (n−s2−1) ( n−2s2+1)
which is a contradiction.
Therefore, for any 1 ≤ i, j ≤ k, then |s i − s j | ≤ 1. For s 1 + s 2 + . . . + s k = n − m = sk + t, we have
, and tK s+1 = K s+1 ∨ . . . ∨ K s+1 t .
Then we obtain that + m(n − 1)t(s + 1)(n − s − 1) + m(n − 1)(k − t)s(n − s).
Π 2 ( G) = (n − 1) m(n−1) (n − s) s(n−s)(k−t) (n − s − 1) (s+1)(n−s−1)t .
Corollary 4.14. Let G ∈ G n,m,2 . Then the following holds.
(1) If n − m is even, then 
