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Abstract
In this paper we consider first passage percolation on the square
lattice Zd with edge passage times that are independent and have uni-
formly bounded second moment, but not necessarily identically dis-
tributed. For integer n ≥ 1, let Tn be the minimum passage time be-
tween the origin and the point (n, 0, . . . , 0). We prove that 1n(Tn−ETn)
converges to zero almost surely and in L2 as n → ∞. The convergence
is nontrivial in the sense that Tnn is asymptotically bounded away from
zero and infinity almost surely. We first define a truncated version Tˆ
(n)
n
that is asymptotically equivalent to Tn. We then use a finite box mod-
ification of the martingale method of Kesten (1993) to estimate the
variance of Tˆ
(n)
n . Finally, we use a subsequence argument to obtain al-
most sure convergence for 1n(Tˆ
(n)
n − ETˆ
(n)
n ). The corresponding result
for Tn is then obtained using asymptotic equivalence of Tn and Tˆ
(n)
n .
For identically distributed passage times, our method alternately ob-
tains almost sure convergence of Tnn to a positive constant µF , without
invoking the subadditive ergodic theorem.
Key words: First passage percolation, nonidentical passage times,
almost sure convergence, subsequence argument.
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1 Introduction
Consider the square lattice Zd, where two vertices w1 = (w1,1, . . . , w1,d) and
w2 = (w2,1, . . . , w2,d) are adjacent if
∑d
i=1 |w1,i − w2,i| = 1 and adjacent
vertices are joined together by an edge. Let {qi}i≥1 denote the set of edges.
Each edge qi is equipped with a random passage time t(qi) and for integer
n ≥ 1, we are interested in the shortest passage time Tn from the origin to
the point (n, 0, . . . , 0). We give formal definitions below.
When the passage times are independent and identically distributed (i.i.d.)
the subadditive ergodic theorem (Kingman (1973)) is used for studying al-
most sure convergence and convergence in mean of Tn
n
(see Smythe and Wier-
man (2008), Cox and Durrett (1981), Kesten (1986) and references therein).
In many cases of interest, it may happen that the passage times are not i.i.d.
As a simple example we think of the nodes as mobile stations and passage
time as the time taken to send a packet from one node to another. Links
between adjacent nodes may have different passage time depending on the
geographical conditions etc. In such cases, it is of interest to study conver-
gence properties of the first passage time Tn with appropriate centering and
scaling.
Model
We briefly describe the probability space first. For integer i ≥ 1, let Ωi = R
and Bi = B(Ωi) denote real line and the Borel sigma field, respectively. Let
Ω = ⊗∞i=1Ωi and F = ⊗
∞
i=1B(Ωi) denote the product space and product
sigma field, respectively. Here F is the product sigma algebra generated
by the cylinder sets of the form ⊗∞i=1Ai where each Ai is a Borel set in R
and Ai = R for all but a finite set of values of i. We recall that t(qi) is the
random passage time of the edge qi of Z
d. We define the random sequence
(t(q1), t(q2), . . .) on the probability space (Ω,F ,P). If ω ∈ Ω is a realization of
the passage times (t(q1), t(q2), . . .), we say that t(qi) = t(qi, ω) is the passage
time of the edge qi for the realization ω.
In what follows, we consider passage times of paths and we therefore give
a formal definition below. A path π in Zd is a sequence of distinct edges
(e1, ..., et) in Z
d with the following three properties: The edge e1 shares an
endvertex only with edge e2 and no other edge in π. The edge et shares an
endvertex with only the edge et−1 and no other edge in π. For 2 ≤ i ≤ t− 1,
the edge ei shares an endvertex with only the edges ei−1 and ei+1 and no
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other edge in π. All paths we consider in this paper are self avoiding paths
with finite number of edges. Further let a be the endvertex of e1 not common
with e2 and let b be the endvertex of et not common with et−1. We say that
a and b are the endvertices of the path π.
For ω ∈ Ω and a path π = (e1, . . . , er), ei ⊂ {qj} containing r edges, we
define the passage time of π as
T (π) = T (π, ω) =
r∑
i=1
t(ei, ω). (1.1)
Letting Pn denote the set of all finite paths with endvertices origin and
(n, 0, ..., 0), we define
Tn = Tn(ω) = inf
π∈Pn
T (π, ω) (1.2)
to be the minimum passage time between the origin and (n, 0, . . . , 0). For
convenience, we suppress the dependence on ω unless specifically mentioned.
To see the measurability of Tn, we fix a finite path π and let T (π) be the
corresponding passage time as defined in (1.1) above. For finite paths π the
passage time T (π) =
∑
e∈π t(e) is simply the sum of the passage times of
the individual edges. Since each t(e) is F−measurable, we have that T (π) is
F−measurable. Also, we have that Pn = ∪m≥1Pn,m where Pn,m denotes the
set of all paths contained in the box Bm = [−m,m]
d and having endvertices
as the origin and the point (n, 0, . . . , 0). Therefore Pn is countable and we
have from (1.2) that Tn is also F−measurable.
Our aim is to study convergence (almost surely and in mean) of the
sequence Tn suitably centred and scaled, when the passage times {t(qi)} are
independent (but not necessarily identically distributed) random variables.
We define the following mild conditions on the passage times.
(i) We have that supi P(t(qi) < ǫ) −→ 0 as ǫ ↓ 0.
(ii) We have that supi Et
2(qi) <∞.
(ii)(a) We have that {t2(qi)}i≥1 is a uniformly integrable sequence in the
sense that
sup
i≥1
Et2(qi)1(t(qi) ≥M) −→ 0
as M →∞.
(ii)(b) We have that supi Et
p(qi) <∞ for some p > 2.
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The conditions (ii)(a) and (ii)(b) are needed only for the L2−convergence
results and are stronger than condition (ii); i.e., condition (ii)(b) implies con-
dition (ii)(a) implies condition (ii). Unless otherwise mentioned, all results
in this paper are derived assuming only conditions (i)− (ii).
The following is the main result of our paper.
Theorem 1. If conditions (i) and (ii) hold, we have that
1
n
(Tn − ETn) −→ 0 a.s. and in L
1 (1.3)
as n→∞. If conditions (i) and (ii)(a) hold, then (1.3) holds a.s. and in L2.
If conditions (i) and (ii)(b) hold, then (1.3) holds a.s. and in L2 and also
var(Tn − ETn) ≤ Cn (1.4)
for some constant C > 0 and for all n ≥ 1. In all the cases, the convergence
is nontrivial in the sense that there are constants η1, η2 ∈ (0,∞) such that
η1 ≤ lim inf
n
Tn
n
≤ lim sup
n
Tn
n
≤ η2 a.s. (1.5)
For the particular case of i.i.d. passage times, the uniform integrability
condition (ii)(a) is implied by the moment condition (ii) and we have the
following as a Corollary of Theorem 1.
Corollary 1. If the passage times are i.i.d. and conditions (i) and (ii) hold,
we have that
Tn
n
−→ µF a.s. and in L
2 (1.6)
as n→∞, for some constant µF > 0.
The constant µF is also called the time constant. We remark that an
important contribution in our paper is the use of truncation and a subse-
quence argument (described below) to obtain almost sure convergence for
1
n
(Tn − ETn). For the particular case of i.i.d. passage times, we alternately
obtain almost sure convergence of Tn
n
to the constant µF , without invoking
the subadditive ergodic theorem. For more material on first passage perco-
lation using subadditive ergodic theorem, we refer to Alexander (1993), Cox
and Durrett (1981), Kesten (1993) and Smythe and Wierman (2008) and
references therein.
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We give a brief outline of the idea of the proof presented in Section 3.
For a fixed n ≥ 1, we first truncate the passage time of every edge by nα for
some constant α > 0. For appropriately chosen α, we show that the corre-
sponding truncated minimum passage time Tˆ
(n)
n is asymptotically equivalent
to Tn. Using a finite box modification of the martingale difference method
of Kesten (1993), we then show that the variance of Tˆ
(n)
n grows at most lin-
early with n. We use the variance estimate and a subsequence argument to
show that Tˆ
(n)
n −ETˆ
(n)
n
n
−→ 0 a.s. and in L2 as n → ∞. From the asymptotic
equivalence of Tn and Tˆ
(n)
n , we then obtain the analogous result for Tn.
The paper is organized as follows: In Section 2, we define the construc-
tion of the auxiliary truncated passage time Tˆ
(n)
n that is useful to study the
convergence of Tn. We also obtain auxiliary results needed for future use. In
Section 3, we prove that the truncated and untruncated passage times are
asymptotically equivalent and that it suffices to study the a.s. convergence
of 1
n
(
Tˆ
(n)
n − ETˆ
(n)
n
)
. In Section 4 we obtain variance estimates for both Tˆ
(n)
n
and Tn, to be used in the proof of Theorem 1. Finally in Section 5, we prove
Theorem 1 and Corollary 1.
2 Truncated passage time and geodesic esti-
mates
Throughout the paper, we use an approximate truncated passage time Tˆ
(n)
n
to obtain estimates on Tn. In this section, we define Tˆ
(n)
n formally and
show that almost surely minimum passage times are attained by finite paths
(geodesics). We also obtain estimates on the lengths of geodesics that are
useful in the proof of Theorem 1.
For integer k ≥ 1, we define auxiliary random variables {Tˆ
(k)
n }n≥1 as
follows. As before let ω ∈ Ω be any fixed realization of the passage times
(t(q1), t(q2), . . .) of the edges {qi} of Z
d. For i ≥ 1, let
t(k)(qi) = t
(k)(qi, ω) = min(t(qi, ω), k
α), (2.1)
where α > 0 is a constant to be determined later and as before t(qi, ω) is
the passage time of the edge qi for the realization ω. For any fixed path π =
(e1, . . . , er) having the origin as an endvertex and containing r edges, we
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define the truncated passage time
Tˆ (k)(π) = Tˆ (k)(π, ω) =
r∑
i=1
t(k)(ei, ω). (2.2)
As before, for a fixed integer n ≥ 1, we let Pn denote the set of all finite
paths with endvertices origin and (n, 0, . . . , 0) and define
Tˆ (k)n = Tˆ
(k)
n (ω) = inf
π∈Pn
Tˆ (k)(π, ω) (2.3)
to be the minimum truncated passage time between the origin and the point
(n, 0, . . . , 0). We use the hat notation to emphasize the approximation of Tn.
As before we suppress the dependence on ω unless specifically mentioned.
For integer i ≥ 1, let fi denotes the edge between (i − 1, 0, . . . , 0) and
(i, 0, . . . , 0). We collect the properties of the truncated passage times needed
for future use.
Lemma 2.1. Fix integers n, k ≥ 1. For any fixed integer k1 ≥ k we have
Tˆ (k)n ≤ Tˆ
(k1)
n ≤ Tn (2.4)
and so
E
(
Tˆ
(k)
n
n
)2
≤ E
(
Tn
n
)2
≤
1
n2
E
(
n∑
i=1
t(fi)
)2
≤ C (2.5)
for some constant C > 0 not depending on n or k. Also for any integer
n1 ≥ n we have
|Tˆ (k)n − Tˆ
(k)
n1
| ≤ kα(n1 − n). (2.6)
The relations (2.4) and (2.6) hold for every ω ∈ Ω. In particular the
result (2.5) also implies that Tn
n
is uniformly integrable.
Proof of Lemma 2.1: To see (2.4), we first note that for any edge h we
have that the truncated passage times satisfy
t(k)(h) = min(t(h), kα) ≤ t(k1)(h) ≤ t(h).
Thus for any fixed finite path π with endvertices origin and (n, 0, . . . , 0) we
have that ∑
h∈π
t(k)(h) ≤
∑
h∈π
t(k1)(h) ≤
∑
h∈π
t(h).
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In other words, the passage times of the paths (see (2.2)) satisfy
Tˆ (k)(π) ≤ Tˆ (k1)(π) ≤ T (π).
Taking infimum over all such paths π gives (2.4).
To prove (2.5), we use the following relation.
Tˆ (k1)n ≤ Tn ≤
n∑
i=1
t(fi) (2.7)
The first estimate in (2.7) is true from (2.4) and the second inequality follows
from (2.12) in Proposition 1. It therefore suffices to prove the final estimate
in (2.5). We use the estimate (
∑l
i=1 ai)
2 ≤ l
∑l
i=1 a
2
i for positive {ai} with
l = n and ai = t(fi), 1 ≤ i ≤ n to get that
E
(
n∑
i=1
t(fi)
)2
≤ n
n∑
i=1
Et2(fi) ≤ Cn
2
where the final estimate follows from the moment condition (ii) of Section 1.
In what follows we prove (2.6). Let Tˆ
(k)
n,n1 denote the minimum passage
time between the vertices (n, 0, . . . , 0) and (n1, 0, . . . , 0) defined analogously
as Tˆ
(k)
n for each k, n and n1. We first prove that
Tˆ (k)n ≤ Tˆ
(k)
n,n1
+ Tˆ (k)n1 and Tˆ
(k)
n1
≤ Tˆ (k)n + Tˆ
(k)
n,n1
. (2.8)
We prove the first estimate in (2.8). The proof of the other is analogous.
Let π be any finite path with endvertices as origin and (n, 0, . . . , 0) and
let π′ be any finite path with endvertices (n, 0, . . . , 0) and (n1, 0, . . . , 0). The
union π ∪ π′ contains a path with endvertices as origin and (n1, 0, . . . , 0).
Therefore by definition, we have that the minimum passage time between
the origin and (n1, 0, . . . , 0) satisfies
Tˆ (k)n1 ≤ Tˆ
(k)(π) + Tˆ (k)(π′).
Here Tˆ (k)(.) is the truncated passage time as defined in (2.2). Taking infimum
over all paths π gives
Tˆ (k)n1 ≤ Tˆ
(k)
n + Tˆ
(k)(π′).
Taking infimum over all paths π′ then gives the first estimate in (2.8).
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Thus from (2.8) we have
|Tˆ (k)n − Tˆ
(k)
n1
| ≤ Tˆ (k)n,n1 ≤
n1∑
i=n+1
t(k)(fi) (2.9)
where as before fi denotes the edge from (i− 1, 0, . . . , 0) to (i, 0, . . . , 0). The
final estimate again follows from the definition of the minimum passage time.
Since for any edge h, the truncated passage time satisfies
t(k)(h) = min(t(h), kα) ≤ kα,
we have from the last estimate in (2.9) that
|Tˆ (k)n − Tˆ
(k)
n1
| ≤ kα(n1 − n).
This proves (2.6).
Geodesics
To study further the relation between the truncated and untruncated passage
times, we need the concept of geodesics. In the first part of this subsection,
we study the existence of geodesics and the second part we derive auxiliary
estimates regarding the geodesics needed for future use.
We have the following main result regarding the existence of geodesics.
As before, for integer i ≥ 1, we let fi denote the edge between (i−1, 0, . . . , 0)
and (i, 0, . . . , 0).
Proposition 1. There is a null set Z0 ⊆ Ω with P(Z0) = 0 so the following
holds for all ω ∈ Zc0. For all integers n ≥ 1, there are unique (finite) paths
πn = πn(ω) and πˆ
(n)
n = πˆ
(n)
n (ω) such that
Tn = T (πn) (2.10)
and
Tˆ (n)n = Tˆ
(n)(πˆ(n)n ). (2.11)
If ω ∈ Z0, then for every integer n ≥ 1, we define πn = πˆ
(n)
n = (f1, . . . , fn),
i.e., the straight line with endvertices as origin and the point (n, . . . , 0).
For all ω ∈ Ω, we therefore have
Tn ≤ T (πn) ≤
n∑
i=1
t(fi) and Tˆ
(n)
n ≤ Tˆ
(n)(πˆ(n)n ) ≤
n∑
i=1
t(n)(fi). (2.12)
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We refer to πn and πˆ
(n)
n as geodesics. In what follows, we also derive
certain auxiliary estimates along the way that are useful for estimating the
variances in Section 3.
The first step is to see that long paths have sizeable passage time with
high probability. Let
µ := sup
i
Et(qi). (2.13)
Using conditions (i) and (ii) in Section 1, we have that
µ ∈ (0,∞). (2.14)
To see that µ < ∞, we use Cauchy-Schwarz inequality and have for any
edge e that
Et(e) ≤
(
Et2(e)
)1/2
.
Using condition (ii) in Section 1, we therefore have µ < ∞. For µ > 0, we
fix edge e and ǫ > 0 and have that
Et(e) ≥ ǫP(t(e) ≥ ǫ).
Using condition (i) of Section 1, we therefore have that
µ ≥ inf
i
Et(qi) ≥ ǫ inf
i
P(t(qi) ≥ ǫ) ≥
ǫ
2
,
if ǫ > 0 is small.
For any fixed path π = (e1, . . . , em) containingm edges, let T (π) and Tˆ
(k)(π)
be the untruncated and truncated passage times as defined in (1.1) and (2.2),
respectively. We have the following Lemma.
Lemma 2.2. Let µ ∈ (0,∞) be as in (2.13). We have
P(T (π) ≤ β1m) ≤ e
−dm (2.15)
and
P(Tˆ (k)(π) ≤ β1m) ≤ e
−dm (2.16)
for some positive constant β1 ∈ (0, µ) and for all m, k ≥ 1.
Here and henceforth all constants are independent of n and k.
Proof Lemma 2.2: To prove (2.15), we write
P(T (π) ≤ βm) = P
(
m∑
i=1
t(ei) ≤ βm
)
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for a fixed β > 0. For a fixed s > 0 we have that
∑m
i=1 t(ei) ≤ βm if and only
if the product
∏m
i=1 e
−st(ei) ≥ e−sβm and so
P(T (π) ≤ βm) = P
(
m∏
i=1
e−st(ei) ≥ e−sβm
)
≤ esβmE
(
m∏
i=1
e−st(ei)
)
= esβm
m∏
i=1
E
(
e−st(ei)
)
(2.17)
where the first inequality follows from the Markov inequality and the equal-
ity (2.17) follows since {t(ei)}1≤i≤m are independent.
For a fixed ǫ > 0, we have that
Ee−st(ei) =
∫
t(ei)<ǫ
e−st(ei)dP+
∫
t(ei)≥ǫ
e−st(ei)dP
≤
∫
t(ei)<ǫ
e−st(ei)dP+ e−sǫ (2.18)
≤ P(t(ei) < ǫ) + e
−sǫ.
Thus for any fixed i ≥ 1, we have
Ee−st(ei) ≤ sup
j≥1
Ee−st(ej ) ≤ sup
j
P(t(ej) < ǫ) + e
−sǫ.
Using condition (i) of Section 1, the first term in the last expression is less
than e
−6d
2
if ǫ = ǫ(d) > 0 is small. Fixing such an ǫ, we choose s = s(ǫ) > 0
large so that the second term is also less than e
−6d
2
. The choices of ǫ and s do
not depend on the index i. Therefore substituting into (2.17), we have that
P(T (π) ≤ βm) ≤ esβme−6dm ≤ e−2dm,
for all m ≥ 1 provided β = β(s, d) > 0 is small enough so that sβ < 4d.
Without loss of generality, we let β < µ.
The proof of (2.16) is analogous. We use the fact that {t(k)(ei)}1≤i≤m are
independent and thus for a fixed s > 0 we have (as in (2.17)) that
P(Tˆ (k)(π) ≤ βm) = P
(
m∑
i=1
t(k)(ei) ≤ βm
)
≤ esβm
m∏
i=1
E(e−st
(k)(ei)). (2.19)
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For a fixed 0 < ǫ < 1, we have that
Ee−st
(k)(ei) =
∫
t(k)(ei)<ǫ
e−st
(k)(ei)dP+
∫
t(k)(ei)≥ǫ
e−st
(k)(ei)dP
≤
∫
t(k)(ei)<ǫ
e−st
(k)(ei)dP+ e−sǫ
=
∫
t(ei)<ǫ
e−st(ei)dP+ e−sǫ
which is the same as (2.18). The final equality is because ǫ < 1 and thus
t(k)(ei) < ǫ if and only if t(ei) < ǫ. By an analogous analysis following (2.18)
we obtain (2.16).
The next step in the construction is to obtain estimates on the straight
line joining origin to (n, 0, . . . , 0). As in the statement of the Proposition 1,
for i ≥ 1, let fi denote the edge between (i− 1, 0, . . . , 0) and (i, 0, . . . , 0) and
let
An =
{
n∑
i=1
t(fi) ≤ 2µn
}
, (2.20)
and for k ≥ 1, let
An(k) =
{
n∑
i=1
t(k)(fi) ≤ 2µn
}
, (2.21)
where as before µ ∈ (0,∞) is as in (2.13). We have the following result.
Lemma 2.3. We have
P
(
lim inf
n
An
)
= 1 (2.22)
and
P
(
lim inf
n
An(n)
)
= 1. (2.23)
Proof of Lemma 2.3: We prove (2.22) first. Letting Xi = t(fi) − Et(fi),
we have that
∑
i≥1
var(Xi)
i2
≤
∑
i≥1
Et2(fi)
i2
≤ C1
∑
i≥1
1
i2
<∞ (2.24)
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where C1 > 0 is a constant and the second inequality follows from the moment
condition (ii) of Section 1. Therefore using Kronecker’s Lemma (Theorem
2.5.5, Chapter 2, Durrett (2010)), we have that
1
n
n∑
i=1
Xi =
1
n
n∑
i=1
t(fi)−
1
n
n∑
i=1
Et(fi) −→ 0 a.s. (2.25)
as n→∞. Let Z denote the null set in (2.25) with P(Z) = 0 and fix ω ∈ Zc.
There exists N = N(ω) so that for all n ≥ N we have
1
n
n∑
i=1
t(fi) ≤
1
n
n∑
i=1
Et(fi) + µ ≤ 2µ. (2.26)
The final estimate holds since Et(fi) ≤ µ by definition. This implies that
ω ∈ An for all n ≥ N. Thus ω ∈ lim infnAn and so (2.22) holds.
For the other estimate (2.23), we have that t(n)(fi) ≤ t(fi) for all i and
therefore An ⊆ An(n) for all n and so (2.23) also holds.
As a final step before proving Proposition 1, we need lower bounds on
passage times of long paths. Let β1 > 0 be as in Lemma 2.2 and let
Em :=
⋃
r≥ 8µ
β1
m
⋃
π∈Qr
{T (π) < β1r} (2.27)
denote the event that there exists a path π with origin as an endvertex and
consisting of r ≥ 8µ
β1
m edges, whose passage time T (π) defined in (1.1) is
less than β1r. In the above Qr denotes the set of all paths with origin as
an endvertex and consisting of r edges. Since there are at most (2d)r paths
in Qr, we have using (2.15) that
P(Em) ≤
∑
r≥8µβ−11 m
(2d)re−dr ≤
∑
r≥8µβ−11 m
e−β22r ≤ C2e
−β2m (2.28)
for all m ≥ 1 and for some positive constants β2, β22 and C2. Here we use
xe−x attains its maximum at x = 1 and so 2de−d ≤ 2e−1 =: e−β22 for all
d ≥ 2.
We define a similar event for the truncated random variables. For m ≥ 1,
let
Em(k) :=
⋃
r≥ 8µ
β1
m
⋃
π∈Qr
{
Tˆ (k)(π) < β1r
}
(2.29)
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denote the event that there exists a path π starting from the origin containing
r ≥ 8µ
β1
m edges and whose truncated passage time Tˆ (k)(π) defined in (2.2) is
less than β1r. Using (2.16) and proceeding as in (2.28), we have that
P(Em(k)) ≤ C2e
−β2m (2.30)
for all m, k ≥ 1, where C2, β2 > 0 are the constants in (2.28).
Using (2.28) and (2.30) individually with the Borel-Cantelli lemma, we
therefore have the following result. We have
P
(
lim inf
n
Ecn
)
= 1 (2.31)
and
P
(
lim inf
n
Ecn(n)
)
= 1. (2.32)
We collect the above results to prove Proposition 1. For m ≥ 1, let
Bm := [−m,m]
d (2.33)
denote the box with side length 2m.
Proof of Proposition 1: We prove (2.10) and an analogous proof holds for (2.11).
Let En and An be the events defined in (2.27) and (2.20), respectively. Set-
ting
Fn = E
c
n ∩ An, (2.34)
we have from (2.22) and (2.31) that
P
(
lim inf
n
Fn
)
= 1. (2.35)
Suppose ω ∈ lim infn Fn. There exists N1 = N1(ω) such that for all n ≥ N1,
we have ω ∈ Fn = E
c
n∩An. Fix n ≥ N1. Since ω ∈ An, the minimum passage
time Tn = Tn(ω) between the origin and the point (n, 0, . . . , 0) is at most 2µn.
Since ω ∈ Ecn, every path containing the origin as an endvertex and consisting
of r ≥ 8µ
β1
n edges, has untruncated passage time of at least β1r ≥ 8µn.
Therefore, some path π contained completely in B8µβ−11 n has passage time
T (π) =
∑
e∈π t(e) ≤ 2µn. In particular, there exists a path πn = πn(ω)
contained in B8µβ−11 n such that
Tn = T (πn). (2.36)
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If there are multiple choices for any πn, we use a fixed rule, for example, the
iterative procedure described at the end of this section to choose a path.
If n < N1, again we have
∑n
i=1 t(fi) ≤
∑N1
i=1 t(fi) ≤ 2µN1, since ω ∈ AN1 .
Also, since ω ∈ EcN1 , every path containing the origin as an endvertex and
consisting of r ≥ 8µ
β1
N1 edges has passage time at least β1r ≥ 8µN1. Ar-
guing as before, some path π contained completely in B8µβ−11 N1 has passage
time T (π) less than or equal to 2µN1 and so there exists a path πn satisfy-
ing (2.36) and completely contained in B8µβ−11 N1 .
If ω /∈ lim infn Fn, then ω belongs to a null set. We set πn to be the path
consisting of the edges {fi}1≤i≤n−1 and therefore πn is the straight line joining
the origin to (n, 0, . . . , 0). By construction, we have that (2.12) is satisfied.
We do an analogous analysis as above for the truncated random vari-
able Tˆ
(n)
n . Recalling the events En(n) and An(n) defined in (2.29) and (2.21),
respectively, we set
Fˆn = E
c
n(n) ∩ An(n), (2.37)
we have from (2.23) and (2.32) that
P
(
lim inf
n
Fˆn
)
= 1. (2.38)
We then obtain the geodesic πˆ
(n)
n as in the discussion in the paragraph fol-
lowing (2.35).
Finally, we set
Zc0 := lim inf
n
(Fn ∩ Fˆn)
and obtain from (2.35) and (2.38) that P(Z0) = 0. And for all ω ∈ Z
c
0,
finite paths attain the minimum truncated and untruncated passage times
as described above.
We prove the first set of inequalities in (2.12). An analogous proof holds
for the other set. Let π0 denotes the straight line with origin and (n, 0, . . . , 0)
as endvertices. Fix ω ∈ Zc0. We then have T (πn) = Tn ≤ T (π0) where the
final inequality is by definition of the minimum passage time (see (1.2)). If
ω ∈ Z0, then Tn ≤ T (πn) = T (π0) where the first inequality again is by the
definition of minimum passage time in (1.2).
Finally, for completeness, we provide an iterative procedure to choose a
single path in the presence of multiple choices. We remark that it is also possi-
ble to choose a path using any deterministic rule like for e.g., a fixed ordering
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of the paths. For simplicity we consider the case for d = 2. An analogous
procedure holds for general d. Let S1 = {Li}1≤i≤W = {(Si,1, ..., Si,Hi)}1≤i≤W
be any finite set of paths with endvertices (0, 0) and (n, 0).
Let xi,j and yi,j be the x- and y-coordinates, respectively, of the centre of
the edge Si,j. Let y
′
1 = minLk∈S1 yk,1 and let S
′
1 = {Lk ∈ S1 : yk,1 = y
′
1}. Let
x′1 = minLk∈S′1 xk,1. Let h1 be the edge attached to the origin whose centre has
coordinates (x′1, y
′
1). Clearly h1 is the first edge of some path in S
′
1. Let S2 be
the set of paths in S ′1 whose first edge is h1. Repeating the above procedure
with S2, we obtain an edge h2 attached to h1. Continuing iteratively, this
procedure terminates after a finite number of steps resulting in a unique
path. Also, the final path obtained does not depend on the initial ordering
of the paths.
Geodesics contained in large boxes
The following result estimates the probability that the geodesics πn and πˆ
(n)
n
are contained in large finite boxes.
Lemma 2.4. Let µ = supi Et(ei) ∈ (0,∞) be as in (2.13) and let β1 ∈ (0, µ)
be the constant in Lemma 2.2. Fix integer n ≥ 1 and ǫ > 0 a constant and
let nǫ = n
1+ǫ. We have
P
(
πn ⊆ B8µβ−11 nǫ
)
≥ 1−
C
n1+2ǫ
(2.39)
and
P
(
πˆ(n)n ⊆ B8µβ−11 nǫ
)
≥ 1−
C
n1+2ǫ
(2.40)
for some constant C > 0 and for all n ≥ 1.
In the above we use the notation
{
πn ⊆ B8µβ−11 nǫ
}
to denote the event
that every edge of πn is contained in the box B8µβ−11 nǫ.
Proof of Lemma 2.4: We prove (2.40) and the proof is analogous for
(2.39). As in Proposition 1, let fi denote the edge between (i − 1, 0, . . . , 0)
and (i, 0, . . . , 0). Let En(k) be the event defined in (2.29) and similar to (2.21)
define the event
Aˆnǫ(n) =
{
n∑
i=1
t(n)(fi) ≤ 2µn
1+ǫ
}
(2.41)
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Setting
Hn = E
c
nǫ(n) ∩ Aˆnǫ(n), (2.42)
we suppose that Hn occurs. The minimum truncated passage time Tˆ
(n)
n
between the origin and the point (n, 0, . . . , 0) is at most 2µn1+ǫ. Since Ecnǫ(n)
also occurs, every path π starting from the origin and containing r ≥ 8µ
β1
n1+ǫ
edges has truncated passage time Tˆ (n)(π) ≥ β1r ≥ 8µn
1+ǫ. Therefore arguing
as in the paragraph preceding (2.36), we have that the geodesic πˆ
(n)
n with
endvertices as origin and (n, 0, . . . , 0) is contained in B8µβ−11 nǫ.
To estimate P(Aˆnǫ(n)), we first have
P(Aˆcnǫ(n)) = P
(
n∑
i=1
t(n)(fi) > 2µn
1+ǫ
)
≤ P
(
n∑
i=1
t(fi) > 2µn
1+ǫ
)
since t(n)(fi) ≤ t(fi) for all i (see (2.1)). Letting Xi = t(fi) − Et(fi) and
using Et(fi) ≤ µ for all i, we have that
P(Aˆcnǫ(n)) ≤ P
(
n∑
i=1
Xi ≥ 2µn
1+ǫ − µn
)
≤ P
(
n∑
i=1
Xi ≥ µn
1+ǫ
)
.
Using Markov inequality on the last estimate, we then have
P(Aˆcnǫ(n)) ≤
E (
∑n
i=1Xi)
2
µ2n2+2ǫ
≤
C1n
n2+2ǫ
(2.43)
for some constant C1 > 0, where the final estimate follows from
E
(
n∑
i=1
Xi
)2
=
n∑
i=1
EX2i +
∑
i 6=j
EXiXj =
n∑
i=1
EX2i ≤ C1n (2.44)
for some constant C1 > 0. The second equality in (2.44) follows from the
independence of Xi and Xj for j 6= i so that EXiXj = EXiEXj = 0. The
final estimate in (2.44) follows from the moment condition (ii) in Section 1.
From (2.28) and (2.43), we have that
P(Hcn) ≤ P(Enǫ(n)) + P(Aˆ
c
nǫ(n)) ≤ C2e
−β2n1+ǫ +
C1
n1+2ǫ
≤
C3
n1+2ǫ
(2.45)
for some constant C3 > 0. This proves (2.40) and an analogous proof holds
for (2.39).
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3 Truncated and untruncated passage times
are asymptotically equivalent
Fix integer n ≥ 1. To see that the truncated minimum passage time Tˆ
(n)
n is
a good approximation of Tn, we need the estimates on the probability that
Tn = Tˆ
(n)
n . Defining the events
Vn = {Tn = Tˆ
(n)
n } and Wn = {Tˆ
((n+1)2)
n2 = Tˆ
(n2)
n2 }, (3.1)
we have the following result.
Proposition 2. Let δ = 1
2d
where d ≥ 2 is the dimension. We have
P(V cn ) ≤
C
n1+δ
(3.2)
and
P(W cn) ≤
C
n2+2δ
(3.3)
for some constant C > 0 and for all n ≥ 1. In particular, we have
1
n
(Tn − ETn)−
1
n
(
Tˆ (n)n − ETˆ
(n)
n
)
−→ 0 a.s. (3.4)
as n→∞.
The above result implies that it suffices to study the convergence of
1
n
(
Tˆ
(n)
n − ETˆ
(n)
n
)
.
In what follows we first derive preliminary results related to Vn and Wn
and then finally prove Proposition 2. Let Z0 be the null set in Proposition 1 so
that for all ω ∈ Zc0, the minimum passage times (truncated and untruncated)
are attained by finite paths. Fix ω ∈ Zc0 and integer n ≥ 1 and let πˆ
(n)
n =
πˆ
(n)
n (ω) be the geodesic for Tˆ
(n)
n as in Proposition 1 so that the truncated
passage time Tˆ (n)(.) as defined in (2.2) satisfies
Tˆ (n)n = Tˆ
(n)(πˆ(n)n ). (3.5)
The geodesic πˆ
(n)
n has finite number of edges and the following crucial
observation regarding the passage times is a first step to estimate the prob-
ability of the event Vn.
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Lemma 3.1. Fix ω ∈ Zc0. If t(e) < n
α for all e ∈ πˆ
(n)
n (ω), then Tn(ω) =
Tˆ
(n)
n (ω); i.e. ω ∈ Vn. Here α > 0 is as in (2.1).
In words, if the untruncated passage time of each edge in the geodesic πˆ
(n)
n
is less than nα, then the truncated and the untruncated minimum passage
times are equal.
Proof of Lemma 3.1: Fix ω ∈ Zc0 and let L = #πˆ
(n)
n denote the number
of edges in πˆ
(n)
n = πˆ
(n)
n (ω) and let πˆ
(n)
n = (h1, . . . , hL) denote the edges of
the geodesic πˆ
(n)
n . Since t(hi) < n
α we have that the truncated passage time
t(n)(hi) = min(t(hi), n
α) = t(hi) and so
T (πˆ(n)n ) =
L∑
i=1
t(hi) =
L∑
i=1
t(n)(hi) = Tˆ
(n)(πˆ(n)n ) = Tˆ
(n)
n . (3.6)
The first equality follows from the definition of the untruncated path passage
time T (.) in (1.1). The third equality follows from the definition of the trun-
cated passage time Tˆ (n)(.) in (2.2) and the final equality follows from (3.5).
For any fixed path π = (g1, . . . , gr) with endvertices as origin and the
point (n, 0, . . . , 0), we therefore have
T (πˆ(n)n ) = Tˆ
(n)(πˆ(n)n ) = Tˆ
(n)
n ≤ Tˆ
(n)(π) =
r∑
i=1
t(n)(gi) ≤
r∑
i=1
t(gi) = T (π).
(3.7)
The first equality follows from (3.6). The second equality follows from (3.5)
since ω ∈ Zc0. The first inequality follows from the definition of the minimum
truncated passage time in (2.3). The second inequality follows since t(n)(gi) ≤
t(gi) for all n ≥ 1 (see (2.1)).
Taking infimum over all finite paths π in (3.7) and using the definition of
minimum passage time in (1.2), we have
T (πˆ(n)n ) ≤ Tn ≤ T (πˆ
(n)
n )
where the final estimate holds by the definition of the minimum passage time.
But this means that equality holds in the above expression and we have
Tn = T (πˆ
(n)
n ) = Tˆ
(n)(πˆ(n)n ) = Tˆ
(n)
n .
The middle equality follows from (3.6) above. This proves the Lemma.
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The observation in Lemma 3.1 along with the fact that geodesics are
contained in finite boxes with high probability (see Lemma 2.4) allows us to
estimate the event Vn. Let ǫ0 > 0 be a constant (to be determined later) and
recalling the notation in Lemma 2.4, let
Gn =
{
πˆ(n)n ⊆ B8µβ−11 n1+ǫ0
}
(3.8)
denote the event that every edge of the geodesic πˆ
(n)
n is contained in the
box Bn0 = [−n0, n0]
d, where n0 = 8µβ
−1
1 n
1+ǫ0 . Here µ = supi Et(ei) ∈ (0,∞)
is as in (2.13) and β1 ∈ (0, µ) is the constant in Lemma 2.2.
We have
P(V cn ) = P(V
c
n ∩Gn) + P(V
c
n ∩G
c
n)
≤ P(V cn ∩Gn) + P(G
c
n)
≤ P(V cn ∩Gn) +
C2
n1+2ǫ0
(3.9)
= P(V cn ∩Gn ∩ Z
c
0) +
C2
n1+2ǫ0
(3.10)
for some constant C2 > 0, where (3.9) follows using (2.40) and (3.10) follows
since P(Z0) = 0 from Proposition 1.
To evaluate the first term in (3.10), suppose that V cn ∩Gn∩Z
c
0 occurs. We
recall that since Zc0 occurs, the truncated minimum passage time Tˆ
(n)
n is also
the passage time of the finite path πˆ
(n)
n . Since V cn also occurs, we have that
Tn 6= Tˆ
(n)
n and therefore we have from Lemma 3.1 that some edge e ∈ πˆ
(n)
n
has untruncated passage time t(e) ≥ nα. But since the event Gn also occurs,
every edge in the path πˆ
(n)
n is completely contained in the box Bn0 = [n0, n0]
d,
where n0 = 8µβ
−1
1 n
1+ǫ0 .
From the discussion in the previous paragraph we therefore have that if
the event V cn ∩ Gn ∩ Z
c
0 occurs, then some edge e ∈ B8µβ−11 n1+ǫ0 belongs to
the geodesic πˆ
(n)
n and has (untruncated) passage time t(e) ≥ nα. Therefore
P (V cn ∩Gn ∩ Z
c
0) ≤ P

 ⋃
e∈B
8µβ−11 n
1+ǫ0
{e ∈ πˆ(n)n } ∩ {t(e) ≥ n
α} ∩ Zc0


≤
∑
e∈B
8µβ−1
1
n1+ǫ0
P
(
{e ∈ πˆ(n)n } ∩ {t(e) ≥ n
α} ∩ Zc0
)
.(3.11)
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We have the following estimate.
Lemma 3.2. Fix integer n ≥ 1 and let ǫ0 > 0 be a constant. For a fixed
edge e ∈ B8µβ−11 n1+ǫ0 we have that
P
(
{e ∈ πˆ(n)n } ∩ {t(e) ≥ n
α} ∩ Zc0
)
≤
C
n4dα
, (3.12)
for some constant C > 0 independent of the choice of e. Here d ≥ 2 is the
dimension and α > 0 is as in (2.1).
Proof of Lemma 3.2: Fix e ∈ B8µβ−11 n1+ǫ0 and suppose that the event
Ue := {e ∈ πˆ
(n)
n } ∩ {t(e) ≥ n
α} ∩ Zc0
occurs. If xe and ye are the endvertices of e, then there are 2d edge disjoint
paths {Pi}1≤i≤2d with endvertices xe and ye such that 2d − 2 of the paths
have three edges, one path is the edge e and the final path has nine edges.
For example in d = 2, it is easy to visualize the paths between the origin and
the point (1, 0) as P1 = ((0, 0), (1, 0)), P2 = ((0, 0), (0, 1), (1, 1), (1, 0)), P3 =
((0, 0), (0,−1), (1,−1), (1, 0)) and
P4 = ((0, 0), (−1, 0), (−1, 1), (−1, 2), (0, 2), (1, 2), (2, 2), (2, 1), (2, 0), (1, 0)).
For a fixed 1 ≤ i ≤ 2d, let T (Pi) =
∑
h∈Pi
t(h) denote the sum of passage
times of edges in the path Pi. The following two properties obtain the Lemma.
If the event Ue occurs, then T (Pi) ≥
nα
2
for every 1 ≤ i ≤ 2d. (3.13)
For any fixed 1 ≤ i ≤ 2d we have
P
(
T (Pi) ≥
nα
2
)
≤
C2
n2α
(3.14)
for some constant C2 > 0 not depending on the choice of i. Using proper-
ties (3.13) and (3.14) we obtain the Lemma since
P (Ue) ≤ P
(
2d⋂
i=1
{
T (Pi) ≥
nα
2
})
=
2d∏
i=1
P
(
T (Pi) ≥
nα
2
)
≤
(
C2
n2α
)2d
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where the equality in the middle follows since the paths {Pi} are edge disjoint
and therefore the corresponding events are independent.
Proof of (3.13): For any finite set of edges A in Zd, let Tˆ (n)(A) =∑
e∈A t
(n)(e). We have that
Tˆ (n)(A ∪B) ≤ Tˆ (n)(A) + Tˆ (n)(B) (3.15)
with equality occurring if A and B are edge disjoint.
Let Q1 be the subpath of the geodesic πˆ
(n)
n from origin to the endvertex xe
of the edge e and let Q2 be the subpath of πˆ
(n)
n from the endvertex ye of edge e
to the point (n, 0, . . . , 0). The union Q1 ∪Q2 ∪ {e} = πˆ
(n)
n and since the sets
in the union are edge disjoint, we have using (3.15) that
Tˆ (n)(πˆ(n)n ) = Tˆ
(n)(Q1) + t
(n)(e) + Tˆ (n)(Q2) (3.16)
Since the event Zc0 occurs, we have from Proposition 1 that the minimum
truncated passage time Tˆ
(n)
n = Tˆ (n)(πˆ
(n)
n ). From (3.16) we therefore have
Tˆ (n)n = Tˆ
(n)(Q1) + t
(n)(e) + Tˆ (n)(Q2) = Tˆ
(n)(Q1) + n
α + Tˆ (n)(Q2). (3.17)
The final equality holds since t(e) ≥ nα and so t(n)(e) = min(t(e), nα) = nα.
Suppose now that T (Pi0) <
nα
2
for some 1 ≤ i0 ≤ 2d. The union of the
paths Q1, Q2 and Pi0 then contains a path Q0 from the origin to (n, 0, . . . , 0)
and again using (3.15) we have
Tˆ (n)(Q0) ≤ Tˆ
(n)(Q1) + Tˆ
(n)(Pi0) + Tˆ
(n)(Q2).
Since t(n)(h) ≤ t(h) for all edges h (see (2.1)), we have that
Tˆ (n)(Pi0) =
∑
h∈Pi0
t(n)(h) ≤
∑
h∈Pi0
t(h) = T (Pi0) ≤
nα
2
.
Therefore
Tˆ (n)(Q0) ≤ Tˆ
(n)(Q1) +
nα
2
+ Tˆ (n)(Q2) = Tˆ
(n)
n −
nα
2
where the final equality follows from (3.17). But this is a contradiction
since by the definition of minimum truncated passage time Tˆ
(n)
n in (2.3), the
truncated passage time of every path with endvertices origin and (n, 0, . . . , 0)
is at least Tˆ
(n)
n .
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Proof of (3.14): Fix 1 ≤ i ≤ 2d and suppose T (Pi) =
∑
h∈Pi
t(h) ≥ n
α
2
.
Since each path Pi has at most nine edges, we have that at least one of the
edges hi of Pi has passage time t(hi) ≥
nα
18
. Therefore we have
P
(
T (Pi) ≥
nα
2
)
≤ P
(⋃
h∈Pi
{
t(h) ≥
nα
18
})
≤
∑
h∈Pi
P
(
t(h) ≥
nα
18
)
. (3.18)
Using Markov inequality we have
P
(
t(h) ≥
nα
18
)
≤
182
n2α
Et2(h) ≤
C3
n2α
for some constant C3 > 0 not depending on h. The final estimate follows
from the moment condition (ii) in Section 1. Since there are at most nine
edges in any Pi, we have from (3.18) that
P
(
T (Pi) ≥
nα
2
)
≤
9C3
n2α
=
C4
n2α
for some constant C4 > 0 not depending on i.
Using the estimate in the proof of Lemma 3.2, we have the proof of
Proposition 2.
Proof of Proposition 2: We prove (3.2) first. Substituting the estimate (3.12)
into (3.11) gives
P (V cn ∩Gn ∩ Z
c
0) ≤
∑
e∈B
8µβ−11 n
1+ǫ0
C
n4dα
≤
C1n
d+dǫ0
n4dα
(3.19)
for some constant C1 > 0.
Setting
ǫ0 =
1
4d
and α =
1
2
−
1
16d
, (3.20)
we have
4dα− d− dǫ0 = 2d−
1
4
− d−
1
4
= d− 0.5.
For d ≥ 2, we therefore have
P(V cn ∩Gn ∩ Z
c
0) ≤
C1
nd−0.5
≤
C1
n3/2
.
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Substituting the above in (3.10) gives
P(Vn) ≤
C1
n3/2
+
C2
n1+2ǫ0
≤
C3
n1+2ǫ0
for some constant C3 > 0 and for all n ≥ 1. The final estimate above is true
since 1 + 2ǫ0 = 1 +
1
2d
< 1 + 1
4
< 3
2
for all d ≥ 2. This proves (3.2) with
2ǫ0 =
1
2d
as the term δ defined in the statement of the Proposition.
To prove (3.3), we use the estimate (2.4) of Lemma 2.1 to see that if W cn
occurs then V cn2 necessarily occurs. Indeed if Vn2 occurs i.e., if Tn2 = Tˆ
(n2)
n2 ,
then using (2.4) we have
Tn2 = Tˆ
(n2)
n2 ≤ Tˆ
(n+1)2
n2 ≤ Tn2 .
In other words, we have Tˆ
(n2)
n2 = Tˆ
(n+1)2
n2 and so Wn occurs. Therefore
P(W cn) ≤ P(V
c
n2) ≤
C1
n2+2δ
(3.21)
for some constant C1 > 0, where the final estimate follows from (3.2).
It remains to proves (3.4). We have from (3.2) and Borel-Cantelli lemma
that
P
(
lim inf
n
Vn
)
= 1. (3.22)
From (3.22), we have that a.e. ω, there exists N1(ω) < ∞, so that for all
n ≥ N1(ω), we have Tn = Tˆ
(n)
n . Therefore
Jn :=
1
n
(
Tn − Tˆ
(n)
n
)
→ 0 a.s.
as n→∞.
To see that EJn → 0 as n→∞, we show that
sup
n
EJ2n <∞
and this proves that Jn is uniformly integrable. Using (a− b)
2 ≤ a2 + b2 for
positive a, b, we have
EJ2n =
1
n2
E(Tn − Tˆ
(n)
n )
2 ≤
1
n2
(
ET 2n + E
(
Tˆ (n)n
)2)
≤ 2C (3.23)
for some constant C > 0. The final estimate follows from (2.5) of Lemma 2.1.
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4 Variance estimates for Tn and Tˆ
(n)
n
In this section, we obtain variance estimates for Tˆ
(n)
n and Tn needed for L
2
convergence and the subsequence argument in the proof of Theorem 1.
We have some preliminary definitions and estimates.
Boxed passage times
To obtain the variance estimates of Tn and Tˆ
(n)
n , we use the martingale dif-
ference method of Kesten (1993) with some modifications. The proof uses
the Fubini’s theorem for product spaces. For simplicity and to avoid mea-
sure theoretic technicalities of infinite product spaces, we consider a “boxed”
version of the minimum passage times Tn and Tˆ
(n)
n .
For a fixed ǫ > 0, we have from Lemma 2.4 that the geodesic πˆ
(n)
n lies
inside the box B8µβ−11 n1+ǫ with probability at least 1−
C
n1+2ǫ
for some constant
C > 0. Here µ = supi Et(ei) ∈ (0,∞) is as in (2.13) and β1 ∈ (0, µ) is the
constant in Lemma 2.2 and we recall that Bm = [−m,m]
d is the box of side
length 2m.
Let q1, q2, . . . , qN be the edges of the box B8µβ−11 n1+ǫ. Let ΩN = R
N and
for ω ∈ ΩN , let
Un = Un(ω) = min
π⊂B
8µβ−1
1
n1+ǫ
T (π, ω) (4.1)
and
Uˆ (n)n = Uˆ
(n)
n (ω) = min
π⊂B
8µβ−11 n
1+ǫ
Tˆ (n)(π, ω) (4.2)
be the untruncated and truncated boxed minimum passage times, respec-
tively. For ω ∈ ΩN , the passage times T (π, ω) =
∑
e∈π t(e, ω) and Tˆ
(n)(π, ω) =∑
e∈π t
(n)(e, ω) are as in (1.1) and (2.2), respectively. As before we suppress
the dependence on ω unless specifically mentioned.
We define Un and Uˆ
(n)
n on the probability space (ΩN ,FN ,PN) where FN =
B(RN) and PN is the distribution of the random variables (t(q1), . . . , t(qN ))
under the measure P. We recall from Section 1 that P is the probability
measure associated with the infinite sequence (t(q1), t(q2), . . .). For notational
convenience, however, we drop the subscript from PN and simply refer to it
also as P.
Fix ω ∈ ΩN . Let γn = γn(ω) ⊂ B8µβ−11 n1+ǫ be the path that attains Un
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and let γˆ
(n)
n = γˆ
(n)
n (ω) ⊂ B8µβ−11 n1+ǫ be the path that attains Uˆ
(n)
n ; i.e.,
Un(ω) = T (γn, ω) and Uˆ
(n)
n (ω) = Tˆ
(n)(γˆ(n)n , ω). (4.3)
As in Section 2, we refer to γn and γˆ
(n)
n as geodesics and if there is more
than one choice, we pick one according to a deterministic rule (see paragraph
following the proof of Proposition 1). In what follows we obtain variance es-
timates for Un and Uˆ
(n)
n and use those estimates to obtain variance estimates
for Tn and Tˆ
(n)
n , respectively.
The following result estimates of the length (i.e. the number of edges)
of the geodesics γn and γˆ
(n)
n and is used to estimate the variances of Uˆ
(n)
n
and Un. Let #γn and #γˆ
(n)
n denote the number of edges in the respective
paths. We have the following.
Lemma 4.1. We have that
E (#γn) ≤ Cn (4.4)
and
E
(
#γˆ(n)n
)
≤ Cn (4.5)
for all n ≥ 1 and for some positive constant C.
Proof of Proposition 4.1: Let µ = supi Et(ei) ∈ (0,∞) be as in (2.13) and
let β1 ∈ (0, µ) be the constant in Lemma 2.2. We prove (4.5) first and the
proof is analogous for (4.4). To estimate the length of γˆ
(n)
n , we have for any
x > 0 that
P(#γˆ(n)n ≥ x) = P
(
{#γˆ(n)n ≥ x} ∩ {Tˆ
(n)(γˆ(n)n ) < β1x}
)
+P
(
{#γˆ(n)n ≥ x} ∩ {Tˆ
(n)(γˆ(n)n ) ≥ β1x}
)
≤ P
(
{#γˆ(n)n ≥ x} ∩ {Tˆ
(n)(γˆ(n)n ) < β1x}
)
+P
(
Tˆ (n)(γˆ(n)n ) ≥ β1x
)
(4.6)
where Tˆ n(γ) is the truncated passage time of a path γ as defined in (2.2).
To estimate the second term above, we have that
Tˆ (n)
(
γˆ(n)n
)
≤
n−1∑
i=1
t(n)(fi) ≤
n−1∑
i=1
t(fi),
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where as before fi denotes the edge between (i− 1, 0, . . . , 0) and (i, 0, . . . , 0).
To prove the first inequality, we argue as follows. The middle term in the
above expression is the passage time of the the straight line joining the origin
and (n, 0, . . . , 0) and this straight line is contained in the box B8µβ−11 n1+ǫ. The
left most term is the minimum passage time among all paths with endvertices
origin and (n, 0, . . . , 0) contained in the box B8µβ−11 n1+ǫ . This proves the first
inequality. The second inequality holds since t(n)(e) ≤ t(e) for all edges e
(see (2.1)).
As in the proof of Lemma 2.3, we set Xi = t(fi)− Et(fi) and have
P
(
Tˆ (n)(γˆ(n)n ) ≥ β1x
)
≤ P
(
n−1∑
i=1
t(fi) ≥ β1x
)
≤ P
(
n−1∑
i=1
Xi ≥ β1x− µn
)
,
where the final estimate follows from the fact that Et(fi) ≤ µ. Now for
β1x = 8µm and m ≥ n an integer, we have
β1x− µn = 8µm− µn ≥ 7µm.
Therefore
P
(
Tˆ (n)(γˆ(n)n ) ≥ β1x
)
≤ P
(
n−1∑
i=1
Xi ≥ 7µm
)
and using Markov inequality, we have
P
(
Tˆ (n)(γˆ(n)n ) ≥ β1x
)
≤
E (
∑n
i=1Xi)
2
(7µm)2
≤
C3n
(7µm)2
=
C4n
m2
, (4.7)
for all m ≥ n and for some positive constants C3 and C4. The second in-
equality above follows from (2.44).
We now estimate the first term. Suppose now that the event in the first
term of (4.6) occurs with β1x = 8µm, for some m ≥ n. This implies that
there exists a path π(= γˆ
(n)
n ) containing r ≥ x =
8µ
β1
m edges with truncated
passage time Tˆ (n)(π) < β1x ≤ β1r. In particular, the event Em(n) defined
in (2.29) occurs and so for m ≥ n we have using (2.30) that
P
(
{#γˆ(n)n ≥ 8µβ
−1
1 m} ∩ {Tˆ
(n)(γˆ(n)n ) < 8µm}
)
≤ P(Em(n)) ≤ C2e
−β2m
(4.8)
where C2, β2 > 0 are as in (2.30).
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Substituting (4.7) and (4.8) into (4.6) gives
P(#γˆ(n)n ≥ 8µβ
−1
1 m) ≤
C4n
m2
+ C2e
−β2m. (4.9)
for all m ≥ n. We therefore have
1
8µβ−11
E(#γˆ(n)n ) ≤
∑
m≥0
P(#πˆ(n)n ≥ 8µβ
−1
1 m)
= (
n−1∑
m=0
+
∑
m≥n
)P(#γˆ(n)n ≥ 8µβ
−1
1 m)
≤ n +
∑
m≥n
P(#γˆ(n)n ≥ 8µβ
−1
1 m)
≤ n +
∑
m≥n
C4n
m2
+
∑
m≥n
C2e
−β2m.
We have ∑
m≥n
C4n
m2
≤ C5 and
∑
m≥n
C2e
−β2m ≤ C6e
−β2n
for some positive constants C5 and C6. Therefore
1
8µβ−11
E(#γˆ(n)n ) ≤ n+ C5 + C6e
−β2n ≤ 2n
for all n large.
4.1 Variance Estimates
We recall that the boxed passage time Uˆ
(n)
n is the minimum of all pas-
sage times of paths contained in the box Bm, where m = 8µβ
−1
1 n
1+ǫ. Here
µ = supi Et(ei) ∈ (0,∞) is as in (2.13) and β1 ∈ (0, µ) is the constant in
Lemma 2.2. We have the following result regarding the variance of the boxed
passage times.
Lemma 4.2. We have that
E(Uˆ (n)n − EUˆ
(n)
n )
2 ≤ C1n (4.10)
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for all n ≥ 1 and some constant C1 > 0. Setting ǫ = 3 and using (4.10), we
also have that
E(Tˆ (n)n − ETˆ
(n)
n )
2 ≤ C2n (4.11)
for all n ≥ 1 and some constant C2 > 0.
Set F0 = {∅,Ω} and for integer 1 ≤ i ≤ N, set
Fi = σ(t
(n)(ql) : 1 ≤ l ≤ i)
to be the sigma field generated by the truncated passage time of the edges {ql}1≤l≤i.
For 1 ≤ l ≤ N, let
Xl := E(Uˆ
(n)
n |Fl)− E(Uˆ
(n)
n |Fl−1). (4.12)
There is a finite path γˆ
(n)
n ⊂ B8µβ−11 n1+ǫ whose passage time is Uˆ
(n)
n . The
following estimate regarding X2l is used in the proof of Lemma 4.2.
Lemma 4.3. For 1 ≤ l ≤ N, we have
E(X2l |Fl−1) ≤ C1P(ql ∈ γˆ
(n)
n |Fl−1) a.s. (4.13)
for some positive constant C1 not depending on l or n.
Proof of Lemma 4.3: Fix 1 ≤ l ≤ N. For 1 ≤ j ≤ N, let νj(.) denote the
probability measure associated with the random vector
(t(n)(qj), t
(n)(qj+1), . . . , t
(n)(qN )).
Let σ = (σ1, σ2, . . . , σN) and ω = (ω1, ω2, . . . , ωN) ∈ ΩN and define
ωa = (ω1, ω2, . . . , ωl, σl+1, σl+2, . . . , σN) (4.14)
and
ωb = (ω1, ω2, . . . , ωl−1, σl, σl+2, . . . , σN). (4.15)
If l = N, then ωa = (ω1, . . . , ωN) and if l = 1, then ωb = (σ1, . . . , σN). In the
notation of Kesten (1993), ωa = [ω, σ]l and ωb = [ω, σ]l−1.
We introduce the following temporary notation. For any fixed path γ, we
let a(γ) = Tˆ (n)(γ, ωa) and b(γ) = Tˆ
(n)(γ, ωb) be the truncated passage times
of the path γ for the configurations ωa and ωb, respectively. Let Uˆ
(n)
n (ωa) =
Tˆ (n)(γa, ωa) = a(γa) be the value of the minimum boxed passage time Uˆ
(n)
n for
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realization ωa as defined in (4.1) and γa be the geodesic with the minimum
boxed passage time.
Throughout this proof we only consider paths that are completely con-
tained in the box Bm where m = 8µβ
−1
1 n
1+ǫ.We have using Fubini’s theorem
that
Xl = Xl(ω) =
∫
νl(dσ)Wl a.e. ω (4.16)
where
Wl := Uˆ
(n)
n (ωa)− Uˆ
(n)
n (ωb) = a(γa)− b(γb) (4.17)
We find a good estimate on Wl as follows. If the edge ql does not belong to
the geodesic γa and does not belong to γb, then γa = γb and a(γa) = b(γb).
Therefore,
|a(γa)− b(γb)| = |a(γa)− b(γb)|1({ql ∈ γa} ∪ {ql ∈ γb}) . (4.18)
For any fixed path γ, we have that a(γ) = b(γ) if ql /∈ γ since the passage
times of any path not containing the edge ql are the same in both configura-
tions. Similarly if ql ∈ γ, then
|a(γ)− b(γ)| = |Ya − Yb|, (4.19)
where Ya = t
(n) (ql, ωa) and Yb = t
(n) (ql, ωb) denote the truncated passage
times of the edge ql in the respective configurations ωa and ωb. In particular,
|a(γ)− b(γ)| ≤ |Ya − Yb| (4.20)
for any finite path γ. Writing a(γ) ≤ b(γ) + |Ya − Yb| and taking minimum
over all finite paths contained in the box B8µβ−11 n1+ǫ and using the fact that
γa and γb are the minimum boxed passage times for ωa and ωb, respectively,
we have that a(γa) ≤ b(γb) + |Ya − Yb|. Similarly, using the other inequality
in (4.20) and taking minimum again, we get b(γb) ≤ a(γa) + |Ya − Yb|. Thus
we have
|a(γa)− b(γb)| ≤ |Ya − Yb|.
Substituting the above in (4.18) gives
|a(γa)− b(γb)| ≤ |Ya − Yb|1(Aa ∪ Ab), (4.21)
where Aa = {ql ∈ γa} and Ab = {ql ∈ γb}.
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We improve the estimate (4.21) to obtain
|a(πa)− b(πb)| ≤ Yb1(Yb > Ya)1(Aa) + Ya1(Ya ≥ Yb)1(Ab). (4.22)
Proof of (4.22): We assume Ya ≥ Yb and obtain the second term. An anal-
ogous analysis holds for the first term. If Ya = t
(n)(ql, ωa) ≥ t
(n)(ql, ωb) = Yb
then
|Ya − Yb| = Ya − Yb ≤ Ya.
Moreover if 1(Aa∪Ab) = 1 also holds, then necessarily Ab = {ql ∈ γb} occurs.
This is true if Ya = Yb since then both the configurations are identical. In
what follows we assume that Ya > Yb strictly. Roughly speaking, lowering
the passage time of the edge ql from Ya in the “old” configuration ωa (with
geodesic γa) to Yb in the “new” configuration ωb (with geodesic γb), improves
the chances of ql belonging to the geodesic γb of the new configuration.
More formally, suppose the event Aa ∪ Ab holds. If Aa does not occur,
then the event Ab necessarily occurs and we are done. Suppose now that the
event Aa occurs. We then have that the edge ql belongs to the geodesic πa of
the old configuration ωa. Also the passage time Ya of ql in ωa is strictly larger
than the passage time Yb in the new configuration ωb and the passage time
of every other edge remains the same in both configurations. We therefore
have that
Tˆ (n) (γa, ωb) =
∑
e∈γa
t(n) (e, ωb) <
∑
e∈γa
t(n) (e, ωa) = Tˆ
(n) (γa, ωa) . (4.23)
In words, the truncated passage time of the path γa in the new configura-
tion ωb is strictly less than the passage time in the old configuration ωa.
The final term in (4.23) is the minimum boxed passage time Uˆ
(n)
n (ωa) in
the old configuration ωa. In particular, this means that the minimum boxed
passage time Uˆ
(n)
n (ωb) in the new configuration ωb is strictly less than the
minimum boxed passage time Uˆ
(n)
n (ωa) in the old configuration ωa. Therefore
Tˆ (n) (γb, ωb) = Uˆ
(n)
n (ωb) < Uˆ
(n)
n (ωa) ≤ Tˆ
(n) (γb, ωa)
where the final estimate follows from the definition of minimum boxed pas-
sage time in (4.1).
The above estimate necessarily means that ql ∈ γb since for any fixed
path γ not containing the edge ql we have that the passage time of γ in both
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the configurations remains the same; i.e.,
Tˆ (n) (γ, ωa) =
∑
e∈γ
t(n) (e, ωa) =
∑
e∈π
t(n) (e, ωb) = Tˆ
(n) (γ, ωb) .
This proves the second term in (4.22). The proof for the first term is analo-
gous.
Squaring both sides of (4.22) gives
|a(γa)− b(γb)|
2 ≤ Y 2b 1(Yb > Ya)1(Aa) + Y
2
a 1(Ya ≥ Yb)1(Ab). (4.24)
Using Cauchy-Schwarz inequality in (4.16), we first for a.e. ω that
X2l ≤
∫
νl(dσ)W
2
l ≤
∫
νl(dσ)|a(γa)− b(γb)|
2 ≤ 2Z1 + 2Z2, (4.25)
where
Z1 =
∫
νl(dσ)Y
2
b 1(Yb > Ya)1(Aa) and Z2 =
∫
νl(dσ)Y
2
a 1(Ya ≥ Yb)1(Ab).
Taking conditional expectation w.r.t Fl−1 we have for a.e. ω that
E(X2l |Fl−1) ≤ 2E(Z1|Fl−1) + 2E(Z2|Fl−1). (4.26)
We estimate the two terms above separately. By Fubini’s theorem we first
have for a.e. ω that∫
νl(dσ)1(Aa) = Sa and
∫
νl(dσ)1(Ab) = Sb. (4.27)
where
Sa = Sa(ω1, . . . , ωl) = P
(
ql ∈ γˆ
(n)
n |Fl
)
and
Sb = Sb(ω1, . . . , ωl−1) = P
(
ql ∈ γˆ
(n)
n |Fl−1
)
.
By property of conditional expectation, we also have that
E(Sa|Fl−1) = Sb a.e. ω. (4.28)
To evaluate Z1 we recall that the configurations ωa and ωb defined in (4.14)
and (4.15), respectively. The edge passage time Yb = t
(n)(ql, ωb) depends
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only on the variable σl and the term 1(Aa) = 1(Aa)(ωa) does not depend
on σl since ωa = (ω1, . . . , ωl, σl+1, . . . , σN). Letting µl denote the probability
measure associated with t(n)(ql, σl), we therefore have for a.e. ω that
Z1 =
∫
νl(dσ)Y
2
b 1(Yb > Ya)1(Aa)
≤
∫
νl(dσ)Y
2
b (σl)1(Aa)
=
∫
µl(dσl)Y
2
b (σl)
∫
νl+1(dσ)1(Aa). (4.29)
Using (4.27), we have that the second term in (4.29) is∫
νl+1(dσ)1(Aa) =
∫
νl(dσ)1(Aa) = Sa(ω1, . . . , ωl).
The middle equality is true since 1(Aa)(ωa) does not depend on the vari-
able σl.
The first term in (4.29) is∫
µl(dσl)Y
2
b (σl) = E
(
t(n)(ql)
)2
≤ Et2(ql) ≤ sup
i
Et2(qi) ≤ C
for some constant C > 0. The first inequality follows from the fact that
t(n)(ql) ≤ t(ql) for any n ≥ 1 (see (2.1)) and the final inequality is true by
the moment condition (ii) in Section 1. Thus
Z1 ≤ CSa(ω1, . . . , ωl) (4.30)
and taking conditional expectations and using (4.28) we have a.e. ω that
E(Z1|Fl−1) ≤ CSb = CP(ql ∈ πˆ
(n)
n |Fl−1). (4.31)
An analogous argument holds for Z2 in (4.25); we note that Ya = Ya(ωl) =
t(n)(ql, ωl) is independent of 1(Ab) = 1(Ab)(ωb) since ωb = (ω1, . . . , ωl, σl+1, . . . , σN ).
Therefore a.e. ω we have
Z2 =
∫
νl(dσ)Y
2
a 1(Ya ≥ Yb)1(Ab)
≤
∫
νl(dσ)Y
2
a (ωl)1(Ab)
= Y 2a (ωl)
∫
νl(dσ)1(Ab)
= Y 2a (ωl)Sb(ω1, . . . , ωl−1)
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where the last equality follows from (4.27).
Again taking conditional expectation w.r.t Fl−1 gives a.e. ω that
E(Z2|Fl−1) ≤
∫
νl(dω)Y
2
a (ωl)Sb(ω1, . . . , ωl−1)
= Sb(ω1, . . . , ωl−1)
∫
νl(dω)Y
2
a (ωl). (4.32)
The first equality follows since Sb depends only on {ωi}1≤i≤l−1 and the term
under the integral is estimated as∫
νl(dω)Y
2
a (ωl) = E
(
t(n)(ql)
)2
≤ Et2(ql) ≤ C3
for some constant C3 > 0. The first inequality above is true since t
(n)(ql) ≤
t(ql) for any fixed n ≥ 1. The final estimate follows from the moment condi-
tion (ii) in Section 1.
Using (4.31) and (4.32) in (4.26) gives the required estimate in (4.13).
Proof of Lemma 4.2: We first prove (4.10). We recall that N denotes the
number of edges in the box B8µβ−11 n1+ǫ . From the definition of Xl, 1 ≤ l ≤ N
in (4.12) we have that
N∑
l=1
Xl = E(Uˆ
(n)
n |FN)− E(Uˆ
(n)
n |F0) = Uˆ
(n)
n − EUˆ
(n)
n (4.33)
since Uˆ
(n)
n defined in (4.2) is FN−measurable.
By the martingale property, we have that
E
(
N∑
l=1
Xl
)2
=
N∑
l=1
EX2l . (4.34)
Proof of (4.34): We have that
E
(
N∑
l=1
Xl
)2
=
N∑
l=1
EX2l + 2
N−1∑
i=1
N∑
j=i+1
EXiXj. (4.35)
If j ≥ i+ 1, we have
E(XiXj) = EE(XiXj |Fi) = E (XiE(Xj |Fi)) .
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The final equality follows from the definition of Xl in (4.12) where we see
that Xl is Fl− measurable since Fl−1 ⊆ Fl for all 1 ≤ l ≤ N. We therefore
have that if j ≥ i+ 1, then
E(Xj |Fi) = E
(
E(Uˆ (n)n |Fj)|Fi
)
− E
(
E(Uˆ (n)n |Fj−1)|Fi
)
= E(Uˆ (n)n |Fi)− E(Uˆ
(n)
n |Fi)
= 0.
Substituting the above into (4.35) gives (4.34).
From (4.34) and (4.33), we thus have
E(Uˆ (n)n − EUˆ
(n)
n )
2 =
N∑
l=1
EX2l .
Using the estimate (4.13) for X2l , we have for 1 ≤ l ≤ N that
EX2l = E
(
E(X2l |Fl−1)
)
≤ C1E
(
P(ql ∈ γˆ
(n)
n |Fl−1)
)
= C1P(ql ∈ γˆ
(n)
n )
for some constant C1 > 0. Thus
E(Uˆ (n)n − EUˆ
(n)
n )
2 ≤ C1
N∑
l=1
P(ql ∈ γˆ
(n)
n ) = C1E
N∑
l=1
1(ql ∈ γˆ
(n)
n ) = C1E(#γˆ
(n)
n )
(4.36)
where 1(.) refers to the indicator function and #γˆ
(n)
n refers to the number
of edges in the path γˆ
(n)
n . In Lemma 4.1 we have estimated the number of
edges in γˆ
(n)
n to be at most a constant multiple of n (see estimate (4.5)
of Lemma 4.1). Substituting (4.5) into the above expression, we have the
estimate (4.10) of the Lemma.
To obtain estimate (4.11), we first have a small observation. For any two
random variables X and Y we have
var(X + Y ) = E ((X − EX) + (Y − EY ))2 .
Using (a + b)2 ≤ 2(a2 + b2) for any two real numbers a and b, we have
var(X+Y ) ≤ 2(var(X)+var(Y )). Letting X = Tˆ
(n)
n and Y = Uˆ
(n)
n , we have
var
(
Tˆ (n)n
)
≤ 2var
(
Tˆ (n)n − Uˆ
(n)
n
)
+ 2var
(
Uˆ (n)n
)
. (4.37)
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The second term in (4.37) is at most 2C1n using (4.10). To estimate the first
term we recall that the term Uˆ
(n)
n is the minimum passage time of all paths
contained in the box B8µβ−11 n1+ǫ. Setting ǫ = 3 we have
var
(
Tˆ (n)n − Uˆ
(n)
n
)
≤
C2
n4
(4.38)
for some constant C2 > 0 and all n ≥ 1. From (4.37), we therefore have that
var
(
Tˆ (n)n
)
≤ 2
C2
n4
+ 2C1n ≤ C3n
for some constant C3 > 0 and for all n ≥ 1. This proves (4.11) of the Lemma.
Proof of (4.38): Let
Hˆn =
{
πˆ(n)n ⊆ B8µβ−11 n1+ǫ
}
be the event that every edge of the geodesic πˆ
(n)
n for the truncated passage
time Tˆ
(n)
n is contained in the box B8µβ−11 n1+ǫ. From the definition of the pas-
sage times Uˆ
(n)
n and Tˆ
(n)
n we have that
Uˆ (n)n 1(Hˆn) = Tˆ
(n)
n 1(Hˆn). (4.39)
Letting Zˆn = Tˆ
(n)
n − Uˆ
(n)
n , we have
var(Zˆn) ≤ E(Zˆn)
2 = E(Zˆn)
21(Hˆcn). (4.40)
We have that
|Zˆn| ≤ Tˆ
(n)
n + Uˆ
(n)
n ≤ 2
n∑
i=1
t(n)(fi) ≤ 2n
1+α
where α > 0 is as in (2.1). The second inequality is true because the
terms Tˆ
(n)
n and Uˆ
(n)
n are each no more than the truncated passage time of
the straight line with endvertices origin and (n, 0, . . . , 0). The final estimate
is true since t(n)(e) ≤ nα for any edge e, by definition (see (2.1)). Thus
from (4.40) we have
var(Zˆn) ≤ 4n
2+2α
P(Hˆcn) ≤ n
2+2α C2
n1+2ǫ
=
C2
n2ǫ−2α−1
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for some constant C2 > 0 where the second inequality follows from (2.39) of
Lemma 2.4. From the relation (3.20), we have that α < 1
2
. Setting ǫ = 3, we
therefore have 2ǫ− 2α− 1 > 2ǫ− 2 = 4. This proves (4.38).
We have an analogous result for the variance of the untruncated random
variable Un and Tn with some minor differences.
Lemma 4.4. We have that
E(Un − EUn)
2 ≤ C1n (4.41)
for all n ≥ 1 and some constant C1 > 0. If the uniform integrability condi-
tion (ii)(a) of Section 1 holds, then setting ǫ = 3 and using (4.41) we have
that
E
(
Tn
n
−
ETn
n
)2
−→ 0 (4.42)
as n→∞. If the condition (ii)(b) of Section 1 holds, then setting ǫ = 3
p−2
+1
and using (4.41) we have
E(Tn − ETn)
2 ≤ Cn (4.43)
for some constant C > 0 and for all n ≥ 1.
Thus if the passage times have a bounded pth moment for some p > 2, we
have that the variance of the passage time Tn is at most a constant multiple
of n.
Proof of Lemma 4.4: The proof of (4.41) is analogous to (4.10). We use
the notation in the proof of Lemma 4.2. We set G0 = {∅,Ω} and for each
1 ≤ i ≤ N, set
Gi = σ(t(ql) : 1 ≤ l ≤ i)
to be the sigma field generated by the untruncated passage time of the edges
{ql}1≤l≤i. For 1 ≤ l ≤ N, we reuse notation of Lemma 4.3 and let
Xl := E(Un|Gl)− E(Un|Gl−1). (4.44)
We then have
∑N
l=1Xl = Un − EUn and using the martingale property as
in (4.34), we have
E
(
N∑
l=1
Xl
)2
=
N∑
l=1
EX2l
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and so
E(Un − EUn)
2 =
N∑
l=1
EX2l . (4.45)
As in (4.13), we have the following estimate regarding X2l . We have
E(X2l |Gl−1) ≤ C2P(el ∈ γn|Gl−1) a.s. (4.46)
for some positive constant C2 not depending on l. Using the above and pro-
ceeding as in the derivation of (4.36), we have
E(Un − EUn)
2 ≤ C2E (#γn) ,
where #γn denotes the number of edges in the geodesic πn. Substituting the
estimate (4.4) of Lemma 4.1, we have (4.41).
To see (4.42), we proceed as in the case of (4.11). As in (4.37), we have
var(Tn) ≤ 2var(Tn − Un) + 2var(Un) ≤ 2var(Tn − Un) + 2C1n (4.47)
for some constant C1 > 0 and all n ≥ 1, where the final estimate follows
using (4.41). Set ǫ = 3. For a fixed η > 0, there exists N0 = N0(η) ≥ 1 so
that
var (Tn − Un) ≤ 2n
2η (4.48)
for all n ≥ N0(η). Thus
var(Tn) ≤ 2C1n+ n
2η ≤ 2n2η
for all n ≥ N1(η). Since η > 0 is arbitrary, this proves (4.42) of the Lemma.
Proof of (4.48): Analogous to the proof of (4.38), we let
Hn =
{
πn ⊆ B8µβ−11 n1+ǫ
}
be the event that every edge of the geodesic πn for the passage time Tn is
contained in the box B8µβ−11 n1+ǫ . From the definition of the passage times Un
and Tn we have that
Un1(Hn) = Tn1(Hn). (4.49)
Letting Zn = Tn − Un, we have
var(Zn) ≤ EZ
2
n = EZ
2
n1(H
c
n). (4.50)
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We have that
|Zn| ≤ Tn + Un ≤ 2
n∑
i=1
t(fi) =: Qn
since the terms Un and Tn are each no more than the passage time of the
straight line with endvertices origin and (n, 0, . . . , 0).We recall that for i ≥ 1,
the edge fi is the edge joining (i− 1, 0, . . . , 0) and (i, 0, . . . , 0). We therefore
have from (4.50) that
var(Zn) ≤ EZ
2
n1(H
c
n) ≤ EQ
2
n1(H
c
n) ≤ 4n
n∑
i=1
Et2(fi)1(H
c
n). (4.51)
For the final estimate, we use (
∑k
i=1 ai)
2 ≤ k
∑k
i=1 a
2
i for positive ai and
have that Q2n ≤ 4n
∑n
i=1 t
2(fi). We evaluate each term in the above sum
separately.
For a fixed 1 ≤ i ≤ n, we have
Et2(fi)1(H
c
n) = Et
2(fi)1(H
c
n ∩ {t(fi) ≥ n
θ}) + Et2(fi)1(H
c
n ∩ {t(fi) < n
θ})
(4.52)
for some constant θ > 0 to be determined later. The second term is bounded
above by
n2θP(Hcn ∩ {t(fi) < n
θ}) ≤ n2θP(Hcn) ≤ n
2θ C
n1+2ǫ
=
C
n2ǫ−2θ+1
(4.53)
where the final estimate is obtained using (2.39) of Lemma 2.4.
Setting θ = 1, the first term in (4.52) is bounded above by
Et2(fi)1(t(fi) ≥ n) = Et
2(fi)1(t
2(fi) ≥ n
2) < η (4.54)
for all n ≥ N0. Here N0 = N0(η) depends only on η > 0 and not on the choice
of i. The final estimate is true by the uniform integrability condition (ii)(a)
of Section 1. Adding (4.53) and (4.54) and using (4.52) gives
Et2(fi)1(H
c
n) ≤
C
n2ǫ−1
+ η (4.55)
for all 1 ≤ i ≤ n and all n ≥ N0.
Substituting the above estimate into (4.51) and setting ǫ = 3, we have
var(Zn) ≤ 4
n2C
n2ǫ−1
+ 4n2η = 4
C
n2ǫ−3
+ 4n2η ≤ 4
C
n3
+ 4n2η ≤ 5n2η.
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This proves (4.42).
To prove (4.43), we proceed as in the case of (4.42). Set ǫ = 3
p−2
+ 1. We
have that
var (Tn − Un) ≤
C
n
(4.56)
for all n ≥ 1 and some constant C > 0. Substituting into (4.47), we have
that
var(Tn) ≤ 2C1n +
C
n
≤ 3C1n
for all n large and some constant C1 > 0. This proves (4.43) of the Lemma.
Proof of (4.56): The proof proceeds as in (4.48) until (4.54). In particular
(4.53) holds and instead of (4.54), we have
Et2(fi)1(t(fi) ≥ n
θ) = Et2(fi)1(t(fi) ≥ n
θ) ≤ (Etp(fi))
2
p
(
P(t(fi) ≥ n
θ)
)1− 2
p
(4.57)
where the final estimate follows from the Cauchy-Schwarz inequality. Using
the moment condition (ii)(b), we have that (Etp(fi))
2
p ≤ C1 for some constant
C1 > 0. Also
(
P(t(fi) ≥ n
θ)
)1− 2
p ≤
(
Etp(fi)
npθ
)1− 2
p
≤
C
nθ(p−2)
for some constant C > 0. The first estimate above follows using Markov
inequality and the final estimate follows from the moment condition (ii)(b)
of Section 1.
Setting θ = 3
p−2
we have from (4.57) that Et2(fi)1(t(fi) ≥ n
θ) ≤ C2
n3
for
some constant C2 > 0 and setting ǫ = θ + 1 we have from (4.53) that
Et2(fi)1(H
c
n ∩ {t(fi) < n
θ}) ≤
C
n3
for some constant C > 0. Thus
Et2(fi)1(H
c
n) ≤
C
n3
+
C2
n3
=
C3
n3
for all 1 ≤ i ≤ n and all n ≥ N0 large. Substituting the above estimate
into (4.51) we have var(Zn) ≤ 4
n2C3
n3
= 4C3
n
. This proves (4.56).
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5 Proofs of Theorem 1 and Corollary 1
Proof of (1.3) of Theorem 1: We first prove a.s. convergence using a subse-
quence argument. From Proposition 2, it suffices to prove that Sn
n
converges
to zero a.s. as n→∞, where
Sn = Tˆ
(n)
n − ETˆ
(n)
n .
To prove that, we use a subsequence argument as follows. From Lemma 4.2,
we have that ES2n ≤ Cn for some constant C > 0. Thus for a fixed ǫ > 0, we
have that ∑
n≥1
P(|Sn2| > n
2ǫ) ≤
∑
n≥1
ES2n2
ǫ2n4
≤
∑
n≥1
C
ǫ2n2
<∞.
Since this is true for all ǫ > 0, we have by Borel-Cantelli Lemma that
Sn2
n2
−→ 0 a.s. (5.1)
as n→∞.
We now set
Dn2 = max
n2≤k<(n+1)2
|Sk − Sn2 | (5.2)
and estimate Dn2 as follows. For n
2 ≤ k < (n+ 1)2, we write
|Sk − Sn2| ≤ |Tˆ
(k)
k − Tˆ
(n2)
n2 |+ E|Tˆ
(k)
k − Tˆ
(n2)
n2 |
≤ |Tˆ
(k)
k − Tˆ
(k)
n2 |+ |Tˆ
(k)
n2 − Tˆ
(n2)
n2 |
+ E|Tˆ
(k)
k − Tˆ
(k)
n2 |+ E|Tˆ
(k)
n2 − Tˆ
(n2)
n2 |. (5.3)
From (2.6) in Lemma 2.1 we have
|Tˆ
(k)
k − Tˆ
(k)
n2 | ≤ k
α(k − n2) ≤ (n + 1)2α((n+ 1)2 − n2) ≤ C1n
1+2α
for some constant C1 > 0. The second estimate holds since k < (n + 1)
2.
Substituting the above estimate into (5.3), we obtain that
|Sk − Sn2 | ≤ 2C1n
1+2α + |Tˆ
(k)
n2 − Tˆ
(n2)
n2 |+ E|Tˆ
(k)
n2 − Tˆ
(n2)
n2 |. (5.4)
To estimate the remaining terms, we use estimate (2.4) of Lemma 2.1 to
obtain that
0 ≤ Tˆ
(k)
n2 − Tˆ
(n2)
n2 ≤ Tˆ
((n+1)2)
n2 − Tˆ
(n2)
n2 =: In2
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since n2 ≤ k < (n+ 1)2. Thus letting Dn2 as in (5.2), we have that
Dn2
n2
≤
2C1
n1−2α
+
In2
n2
+
EIn2
n2
.
We claim that
I
n2
n2
→ 0 a.s. and that
I
n2
n2
is uniformly integrable. Assuming
the claims for the moment, we then have
EI
n2
n2
→ 0 and since α < 1
2
(see
(3.20)), we get that
D
n2
n2
−→ 0 a.s. as n → ∞. Also for n2 ≤ k < (n + 1)2,
we have that
|Sk|
k
≤
|Sk − Sn2|
k
+
|Sn2|
k
≤
|Sk − Sn2|
n2
+
|Sn2|
n2
≤
Dn2
n2
+
|Sn2 |
n2
.
This proves that the original sequence Sk
k
→ 0 a.s. as k →∞.
To prove the two claims regarding In2 , we use the fact that
Tˆ
((n+1)2)
n2 1(Wn) = Tˆ
(n2)
n2 1(Wn)
where Wn = {T
(n2)
n2 = T
((n+1)2)
n2 } is the event defined in (3.1). From (3.3) of
Lemma 2 and Borel-Cantelli lemma, we have that P(lim infnWn) = 1. Since
In2 = In21(W
c
n), we get that
I
n2
n2
→ 0 a.s. as n→∞.
To prove the uniform integrability of
I
n2
n2
, we note that
0 ≤ In2 ≤ Tˆ
((n+1)2)
n2 ≤
n2∑
i=1
t((n+1)
2)(fi) ≤
n2∑
i=1
t(fi)
where as before fi denotes the edge from (i − 1, 0, . . . , 0) to (i, 0, . . . , 0).
From (2.5) we therefore have
EI2n2 ≤ E
(
n2∑
i=1
t(fi)
)2
≤ Cn4
for some constant C > 0 and so E
(
I
n2
n2
)2
≤ C for all n ≥ 1. This implies
that
I
n2
n2
is uniformly integrable as desired. This proves the a.s. convergence
in (1.3).
To prove convergence in L1, it is enough to see that Tn
n
is uniformly
integrable which follows from estimate (2.5) of Lemma 2.1. Suppose now
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that the integrability condition (ii)(a) holds, then we have from Lemma 4.4
that 1
n
(Tn − ETn) converges to zero in L
2.
Proof of (1.5) of Theorem 1: For the upper bound, we use (1.3) and obtain
a.s. that lim supn
Tn
n
= lim supn
ETn
n
. But Tn ≤
∑n
i=1 t(fi) since the second
term is the passage time of the straight line with endvertices origin and
(n, 0, . . . , 0). Thus ETn ≤
∑n
i=1 Et(fi) ≤ µn where µ = supi Et(ei) ∈ (0,∞)
is as in (2.13). Thus lim supn
ETn
n
≤ µ < ∞. This proves the upper bound
in (1.5).
For the lower bound in (1.5), we again use (1.3) and obtain a.s. that
lim inf Tn
n
= lim inf ETn
n
. It therefore suffices to see that the second term is pos-
itive. We proceed as follows. Suppose that the complement of the event Ek
defined in (2.27) occurs for k = k(n) = [β1(8µ)
−1n]. Here β1 ∈ (0, µ) is the
constant in Lemma 2.2 and [x] denotes the largest integer less than or equal
to x. By our choice of k we have
n
2
≤ 8µβ−11 k ≤ n (5.5)
for all large n. We then have that every path containing r ≥ 8µβ−11 k edges
has passage time at least β1r ≥ 8µk ≥
β1
2
n, where the final estimate follows
from (5.5). Again using (5.5), we have that every path containing at least n
edges has passage time at least β1
2
n.
Let Z0 be the null set in Proposition 1 so that for all ω ∈ Z
c
0, finite paths
attain the minimum passage time Tn. Fix ω ∈ Z
c
0 and let πn be the path
whose passage time T (πn) = Tn (see (1.1)). The path πn has at least n edges
and so if Zc0 ∩ E
c
k occurs, then by the discussion in the previous paragraph,
we have Tn ≥
β1
2
n. Thus
ETn ≥ ETn1(Z
c
0 ∩ E
c
k) ≥
β1
2
nP(Zc0 ∩ E
c
k) =
β1
2
nP(Eck) ≥
β1
2
n(1− C2e
−β2k),
where C2, β2 > 0 are as in (2.28). Using (5.5) we have
1− C2e
−β2k ≥ 1− C2e
−β3n ≥
1
2
for some constant β3 > 0 and for all n large. Thus ETn ≥
β1
4
n for all n large
and thus lim infn
ETn
n
≥ β1
4
> 0. This proves the lower bound in (1.5).
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Proof of Corollary 1: We show that ETn
n
→ µF for some constant µF > 0.
First, using the version of subadditivity (2.6) for Tn we have
ETn+m ≤ ETn + ETn,m+n = ETn + ETm, (5.6)
where the final equality follows from translational invariance. As in the proof
of (2.6), the term Tn,m+n is the minimum passage time between the vertices
(n, 0, . . . , 0) and (m + n, 0, . . . , 0). From (5.6) and Fekete’s Lemma we have
that
lim
n
ETn
n
= inf
n≥1
ETn
n
=: µF . (5.7)
From (1.5) of Theorem 1.3, we have that µF > 0.
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