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SYMPLECTIC DEGENERATE FLAG VARIETIES
EVGENY FEIGIN, MICHAEL FINKELBERG AND PETER LITTELMANN
Abstract. Let SpFaλ be the degenerate symplectic flag variety. These are projective
singular irreducible GMa degenerations of the classical flag varieties for symplectic group
Sp2n. We give an explicit construction for the varieties SpF
a
λ and construct their
desingularizations, similar to the Bott-Samelson resolutions in the classical case. We
prove that SpFaλ are normal locally complete intersections with terminal and rational
singularities. We also show that these varieties are Frobenius split. Using the above
mentioned results, we prove an analogue of the Borel-Weil-Bott theorem and obtain
a q-character formula for the characters of irreducible Sp2n-modules via the Atiyah-
Bott-Lefschetz fixed points formula.
1. Introduction
Let G be a complex simple algebraic group and g be the corresponding Lie algebra.
Let g = b⊕n− be the Cartan decomposition, where n− is a nilpotent subalgebra in g and
b is the opposite Borel subalgebra. Let B and N− be the subgroups in G corresponding
to b and n−. The Lie algebra g has a degeneration ga = b ⊕ (n−)a, where (n−)a is the
abelian Lie algebra with the underlying vector space n− (see [Fe1], [Fe2]). Here (n−)a
is an abelian ideal in ga and b acts on (n−)a via the adjoint action on the quotient
(n−)a ≃ g/b. The corresponding Lie group Ga is isomorphic to the semi-direct product
B ⋉GMa , where Ga is the additive group of the field and M = dim n
−.
For a dominant integral weight λ let Vλ be the corresponding irreducible highest
weight g-module. Let vλ ∈ Vλ be a highest weight vector, recall that Vλ = U(n
−)vλ.
The (generalized) flag varieties G/P (P being a parabolic subgroup of G) are known to
be embedded into the projective spaces P(Vλ) with λ chosen in such a way that P is
the stabilizer of Cvλ. Explicitly, the image is given by the G-orbit through the highest
weight line Cvλ ∈ P(Vλ). We denote the corresponding orbit by Fλ.
Let V aλ be the degeneration of Vλ into a g
a-module. More precisely, V aλ is the associated
graded space with respect to the PBW filtration on Vλ (see e.g. [FFL1], [FFL2]). Denote
by the same symbol vλ its image in V
a
λ , then V
a
λ = S
•(n−)vλ. The degenerate flag
variety Faλ is defined as the closure of the orbit G
a(Cvλ) inside P(V
a
λ ). In contrast with
the classical situation, the orbit itself is not closed, it is only an open cell inside Faλ.
The varieties Faλ for g = sln were studied in [Fe1], [Fe2], [FF]. It was shown that in this
case the Faλ are singular projective algebraic varieties, which are flat degenerations of the
classical Fλ. The varieties F
a
λ enjoy several nice properties: as in the classical case, F
a
λ
depends only on the class of regularity of λ; they are irreducible normal Frobenius split
locally complete intersections; they have a nice crepant desingularization isomorphic to
a tower of successive P1 fibrations; the singularities of Faλ are rational. In addition, the
analogue of the classical Borel-Weil-Bott theorem still holds in the degenerate case.
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In this paper we study the case of the symplectic group G = Sp2n. Since we often
use the connection between SL2n flag varieties and the Sp2n flag varieties, we use the
notation SpFaλ to distinguish it from the type A case. In the introduction we describe
only the case of the complete degenerate symplectic flag variety, which we denote by
SpFa2n. (In this case the highest weight λ has to be regular, but, as in the classical case,
the orbit closure does not depend on a regular λ). However, in the main body of the
paper we work out the general case of degenerate parabolic (partial) flag varieties as
well.
Let W be a 2n-dimensional vector space with a basis w1, . . . , w2n. Let us equip W
with a symplectic form which pairs non-trivially wi and w2n+1−i. We also denote by
prk : W → W , k = 1, . . . , 2n the projection operators along wk to the span of all the
rest basis vectors. Our first theorem is as follows:
Theorem 1.1. SpFa2n can be realized inside the product
∏n
k=1Grk(W ) of Grassman-
nians as a subvariety of collections (V1, . . . , Vn), Vk ∈ Grk(W ) satisfying the following
conditions:
prk+1Vk ⊂ Vk+1, k = 1, . . . , n− 1, Vn is Lagrangian.
These varieties are flat degenerations of the classical flag varieties Sp2n/B.
Our next task is to study the singularities of SpFa2n. As in the type A case, we con-
struct the desingularization SpR2n of SpF
a
2n. We prove that SpR2n is a Bott-Samelson
type variety, i.e. it is isomorphic to a tower of successive P1-fibrations. Using this
desingularization, we prove our next theorem:
Theorem 1.2. The varieties SpFa2n are normal locally complete intersections and thus
Cohen-Macaulay and Gorenstein. The singularities of SpFa2n are terminal and rational.
The varieties SpFa2n are Frobenius split over Fp for all primes p.
We note that an important difference with the type A case is that the resolution of
singularities SpR2n → SpF
a
2n is no longer crepant, though it seems likely the resolution
is still semismall.
Finally, we make a connection between the geometry of SpFa2n and the representations
V aλ . Namely, we prove an analogue of the Borel-Weil-Bott theorem (see e.g. [K]). Let
us denote by ıλ the natural map SpF
a
2n → P(V
a
λ ). Then we have:
Theorem 1.3. H0(SpFa2n, ı
∗
λO(1))
∗ = V aλ , and H
k(SpFa2n, ı
∗
λO(1))
∗ = 0 for k > 0.
Using the rationality of the singularities of SpFa2n and the Atiyah-Bott-Lefschetz fixed
points formula for SpR2n we derive a formula for the q-character of V
a
λ (see [FFL2] for
the combinatorial formula).
Our paper is organized as follows:
In Section 2 we introduce notation, recall definitions and collect main results to be used
in the main body of the paper.
In Section 3 we establish a connection between the PBW filtrations on sp2n-modules and
on sl2n-modules.
In Section 4 we derive an explicit description for the symplectic Grassmannians and,
more generally, for the symplectic degenerate flag varieties. We also prove that SpFaλ
are flat degeneration of their classical analogues SpFλ.
SYMPLECTIC DEGENERATE FLAG VARIETIES 3
In Section 5 we construct a resolution of singularities of SpFaλ.
In Section 6 we prove that all symplectic degenerate flag varieties are normal locally
complete intersections and thus Cohen-Macaulay and Gorenstein.
In Section 7 we show that the singularities of SpFaλ are terminal and thus canonical and
rational.
In Section 8 we prove that the varieties SpFaλ are Frobenius split. This allows to prove
the degenerate analogue of the Borel-Weil-Bott theorem. We also derive an Atiyah-Bott-
Lefschetz type formula for the graded characters of V aλ .
2. Degenerations: definitions and the type A case
In this section we fix the notation and recall the main results on the degenerate
representations and degenerate flag varieties. We also collect important constructions
and theorems from algebraic geometry, which we use in the paper.
2.1. Notation. Let g be a simple Lie algebra. We fix a Cartan decomposition g =
n ⊕ h ⊕ n−. Let b = n ⊕ h be the corresponding Borel subalgebra. We denote by αi,
i = 1, . . . , rk(g) the simple roots of g and by ωi the corresponding fundamental weights.
Let Φ+ be the set of positive roots for g. For a root α we often write α > 0 instead
of α ∈ Φ+. In particular, for g = sln the simple roots are α1, . . . , αn−1 and all positive
roots are of the form
(2.1) αi,j = αi + αi+1 + · · ·+ αj , 1 ≤ i ≤ j ≤ n− 1.
For g = sp2n the simple roots are α1, . . . , αn and all positive roots are of the form
αi,j = αi + αi+1 + · · ·+ αj , 1 ≤ i ≤ j ≤ n,(2.2)
αi,j = αi + αi+1 + · · · + αn + αn−1 + · · ·+ α2n−j , 1 ≤ i ≤ n < j, i+ j ≤ 2n.(2.3)
For a positive root α we fix a weight −α element fα ∈ n
− and a weight α element eα ∈ n.
Then the fα, α ∈ Φ
+ form a basis in n− and so do the root vectors eα in n. We use the
shorthand notations fi,j = fαi,j .
Let P+ =
∑rk(g)
i=1 Z≥0ωi be the submonoid of the weight lattice for g generated by the
fundamental weights, the elements of P+ are the dominant integral weights. For λ ∈ P+
we denote by Vλ the g-module of highest weight λ. We also fix a highest weight vector
vλ ∈ Vλ. In particular, one has
nvλ = 0, hvλ = λ(h)vλ, h ∈ h, Vλ = U(n
−)vλ.
Let G be a simple complex algebraic group with the Lie algebra g. We denote by
B,N, T,N− the subgroups in G corresponding to the Lie subalgebras b, n, h, n−. Let P
be a parabolic subgroup in G, the corresponding generalized flag variety is the quotient
G/P . These varieties can be also realized as follows: for a dominant integral weight λ
the group G acts naturally on the projective space P(Vλ). Assume that (λ, ωi) = 0 if and
only if fαi belongs to the Lie algebra p of P . Then G/P is isomorphic to the G-orbit
G(Cvλ) ⊂ P(Vλ).
In what follows we denote the orbit G(Cvλ) by Fλ. Note that Fλ depends only on the
class of regularity of λ, i.e. Fλ ≃ Fµ if and only if the supports of λ and µ coincide, i.e.
(λ, ωi) 6= 0 if and only if (µ, ωi) 6= 0.
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For example, for G = SLn the Grassmann variety Grd(n) of d-dimensional subspaces
in n-dimensional space can be realized either as the quotient of SLn by a maximal par-
abolic subgroup or as an orbit in the projective space of the fundamental representation
Vωd . In general, all the quotients SLn/P , where P ⊇ B is a parabolic subgroup, are
partial flag varieties: let 1 ≤ d1 < · · · < dk ≤ n be the integers such that fαd ∈ p if and
only if d = di for some i. Then G/P is known to coincide with the variety of collections
(Vi)
k
i=1 of subspaces Vi in an n-dimensional space such that dimVi = di and Vi ⊂ Vi+1.
We note also that the same partial flag variety sits inside P(Vωd1+···+ωdk ) as the orbit of
the highest weight line. We denote this variety by Fd, d = (d1, . . . , dk).
Another important example for us is G = Sp2n. The symplectic Grassmannians
SpGrd(2n) (quotients of Sp2n by maximal parabolic subgroups) are known to coincide
with the variety of isotropic d-dimensional subspaces in a 2n-dimensional vector space
equipped with a non-degenerate symplectic form. In general, as in the SL2n case, let
1 ≤ d1 < · · · < dk ≤ n be the numbers such that fαd ∈ p if and only if d = di for some
i (p is the Lie algebra of a parabolic subgroup P ⊂ Sp2n). Then Sp2n/P is known to
coincide with the variety of collections (Vi)
n
i=1 of subspaces Vi ∈ SpGrdi(2n) such that
Vi ⊂ Vi+1. In addition, the same partial flag variety sits inside P(Vωd1+···+ωdk ) as the
orbit of the highest weight line. We denote this variety by SpFd, d = (d1, . . . , dk).
2.2. Algebraic geometry. We recall the definition of a Frobenius split variety (see
[BK]). Let X be an algebraic variety over an algebraically closed field of characteristics
p > 0. Let F : X → X be the Frobenius morphism, i.e. an identity map on the
underlying space X and the p-th power map on the space of functions. Then X is
called Frobenius split if there exists a projection F∗OX → OX such that the composition
OX → F∗OX → OX is the identity map. The Frobenius split varieties enjoy the following
important property (see. e.g. Proposition 1 of [MR]):
Proposition 2.1. Let X be a Frobenius split projective variety with a line bundle L
such that for some i and all large enough m H i(X,Lm) = 0. Then H i(X,L) = 0.
The following two statements are proved in [MR], Proposition 4 and Proposition 8:
Proposition 2.2. Let f : Z → X be a proper morphism of algebraic varieties such that
f∗OZ = OX . If Z is Frobenius split, then X is also Frobenius split.
Theorem 2.3. Let Z be a smooth projective variety of dimension M and let Z1, . . . , ZM
be codimension one subvarieties satisfying the following conditions:
(i) ∀ I ⊂ {1, . . . ,M}: the intersection ∩i∈IZi is smooth of codimension #I.
(ii) There exists a global section s of the anti-canonical bundle ω−1 on Z such that
the zero divisor of s equals O(Z1 + · · ·+ ZM +D) for some effective divisor D
with ∩Mi=1Zi /∈ suppD.
Then Z is Frobenius split and for any subset I ⊂ {1, . . . ,M} the intersection ZI = ∩i∈IZi
is Frobenius split as well.
Now we recall some results on the singularities of algebraic varieties. Let X be a
projective algebraic variety. If X is smooth, then ωX denotes its canonical line bundle
of top degree forms on X. For a singular X one can define a dualizing complex DX,
which for Cohen-Macaulay varieties reduces to a (cohomologically shifted) sheaf. If X
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is Gorenstein, then this sheaf is a line bundle denoted by ωX . For example if X is a
locally complete intersection, then it is known that X is Gorenstein and thus ωX is a
line bundle.
Let π : Y → X be a resolution of singularities of X. The singularities of X are
called rational if π∗OY = OX and R
kπ∗OY = 0 for k > 0 (if this holds for some
desingularization, then it holds for all). An important property is that in this case for
any line bundle L on X and any k one has Hk(X,L) = Hk(Y, π∗L).
Let Z ⊂ Y be an irreducible divisor. Then Z is said to be exceptional if dimπ(Z) <
dimZ. Assume that
ωY = π
∗ωX ⊗
N⊗
i=1
O(aiZi),
where Z1, . . . , ZN is the set of all exceptional divisors in Y . Then the singularities of X
are called canonical, if ai ≥ 0 for all i. If moreover all ai are positive then the singularities
are called terminal. We will use the following theorem from [E], Theorem 1 (see also [F],
1.3):
Theorem 2.4. Let X be a Gorenstein variety and f : Y → X be a desingularization
such that the natural inclusion f∗ωY →֒ ωX is an isomorphism. Then X has rational
singularities.
2.3. Degenerate representations. Consider the PBW filtration U(n−)s on the uni-
versal enveloping algebra of U(n−):
U(n−)s = span(x1 . . . xl : xi ∈ n
−, l ≤ s).
The associated graded algebra is isomorphic to the symmetric algebra S•(n−). For any
λ ∈ P+ consider the induced PBW filtration Fs = U(n
−)svλ on the space Vλ. We denote
the associated graded space by V aλ , so V
a
λ carries additional grading:
Vλ =
⊕
s≥0
Vλ(s) =
⊕
s≥0
Fs/Fs−1.
Note that the operators from n− acting on Vλ induce an action of the abelian algebra
(n−)a on V aλ , where (n
−)a is isomorphic to n− as vector spaces. Thus V aλ = S
•(n−)vλ,
where (slightly abusing notations) we denote by vλ ∈ V
a
λ the image of the highest weight
vector in Vλ. More concretely, V
a
λ ≃ C[fα]α>0/Iλ, where Iλ is an ideal.
We note that (n−)a comes equipped with the natural structure of b-module. In fact,
we have isomorphism of vector spaces (n−)a ≃ g/b and b acts on the right hand side via
the adjoint action. This gives the structure of b-module on S•(n−). We denote this b-
action by ◦. By construction, the ideals Iλ are b-invariant and thus b acts on all modules
V aλ . It is convenient to combine the actions of (n
−)a and b together. Namely, consider
the Lie algebra ga ≃ b⊕ (n−)a, where (n−)a is an abelian ideal and the Borel subalgebra
b acts on (n−)a via the induced adjoint action on the quotient space (n−)a ≃ g/b. Then
each V aλ carries the structure of a g
a-module (see [Fe1], [Fe2]). In what follows we will
need explicit description of the ideals Iλ for g = sln (see [FFL1]), and g = sp2n (see
[FFL2]).
6 EVGENY FEIGIN, MICHAEL FINKELBERG AND PETER LITTELMANN
Theorem 2.5. Let g = sln, λ =
∑n−1
i=1 miωi. Then
Iλ = S(n
−)
(
U(b) ◦ f
mi+...+mj+1
αi,j | 1 ≤ i ≤ j ≤ n− 1
)
.
Let g = sp2n, λ =
∑n
i=1miωi. Then
Iλ = S(n
−)
(
U(b) ◦ f
mi+...+mj+1
αi,j | 1 ≤ i ≤ j < n,
U(b) ◦ fmi+...+mn+1αi,2n−i | 1 ≤ i ≤ n.
)
We will also use monomial bases in V aλ (see [FFL1], [FFL2], [V]). Namely, given an
element s = (sα)α>0, sα ∈ Z≥0, we define f
s =
∏
α>0 f
sα
α . We need the definition of a
Dyck path inside the set of positive roots for sln and sp2n.
Definition 2.6. We call a sequence p = (β(0), β(1), . . . , β(k)) of positive roots of sln a
Dyck path if β(0) = αi, β(k) = αj for some 1 ≤ i ≤ j ≤ n− 1 and
if β(s) = αp,q then β(s+ 1) = αp,q+1 or β(s+ 1) = αp+1,q.
We call a sequence p = (β(0), β(1), . . . , β(k)) of positive roots of sp2n a (symplectic)
Dyck path if β(0) = αi, β(k) = αj or β(k) = αj,2n−j for some 1 ≤ i ≤ j ≤ n− 1 and
if β(s) = αp,q then β(s+ 1) = αp,q+1 or β(s+ 1) = αp+1,q.
For a dominant sln-weight λ =
∑n−1
i=1 miωi let Psln(λ) ⊂ R
1
2
n(n−1)
≥0 be the polytope
consisting of collections (rα)α∈Φ+
sln
such that for any sln Dyck path p with β(0) = αi,
β(k) = αj one has
rβ(0) + · · ·+ rβ(k) ≤ mi + · · ·+mj .
Let Ssln(λ) be the set of integral points in Psln(λ).
Similarly, for a dominant sp2n-weight λ =
∑n
i=1miωi let P (λ) ⊂ R
n2
≥0 be the polytope
consisting of collections (rα)α∈Φ+sp2n
such that for any sp2n Dyck path p with β(0) = αi,
β(k) = αj one has
rβ(0) + · · ·+ rβ(k) ≤ mi + · · ·+mj
and for any sp2n Dyck path p with β(0) = αi, β(k) = αj,2n−j one has
rβ(0) + · · ·+ rβ(k) ≤ mi + · · ·+mn.
Let Ssp2n(λ) be the set of integral points in Psp2n(λ).
Theorem 2.7. For a dominant sln-weight λ the monomials f
svλ, s ∈ Ssln(λ) form a
basis of V aλ . For a dominant sp2n-weight λ the monomials f
svλ, s ∈ Ssp2n(λ) form a
basis of V aλ .
Finally, for g = sln and g = sp2n the representations V
a
λ have the following important
property (similar to the classical situation): for two dominant weights λ and µ the repre-
sentation V aλ+µ is embedded into the tensor product V
a
λ ⊗V
a
µ as the highest component,
i.e. there exists a homomorphism of ga-modules:
(2.4) V aλ+µ →֒ V
a
λ ⊗ V
a
µ , vλ+µ 7→ vλ ⊗ vµ.
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2.4. Degenerate flag varieties. Here we follow [Fe1], [Fe2] and [FF]. Let Ga be the
Lie group of the Lie algebra ga. Explicitly, Ga is a semi-direct product of the Borel
subgoup B and the normal abelian subgroup (N−)a, which is isomorphic to the product
of dimn− copies of the additive group of the field Ga. Let λ be a dominant integral
weight. Then Ga naturally acts on P(V aλ ). By definition, the degenerate flag variety F
a
λ
is the orbit closure of the highest weight line, i.e.
F
a
λ = G
a(Cvλ) ⊂ P(V
a
λ ).
We note that one has Faλ = (N
−)a · (Cvλ), so that the varieties F
a
λ are so-called G
dim n
a -
varieties (i.e. the group acts on Faλ with the open orbit, see [HT], [A]). We also note that
in contrast with the classical situation, the orbit is properly contained in its closure.
The existence of the embeddings (2.4) implies two important properties of the varieties
F
a
λ in types A and C. First, for two dominant weights λ and µ one has the embedding
of varieties Faλ+µ →֒ F
a
λ × F
a
µ sending the highest weight line Cvλ+µ to the product
Cvλ × Cvµ. Secondly, F
a
λ ≃ F
a
µ provided (λ, ωi) = 0 if and only if (µ, ωi) = 0, i.e. the
supports of λ and µ coincide.
By definition, the group Ga acts on the variety Faλ. The group G
a has a natural
one-dimensional extension still acting on Faλ. Consider the Lie algebra g
a ⊕ Cd, where
[d, b] = 0 and [d, fα] = fα for any α > 0. Then the extended algebra acts on V
a
λ and d
acts as “a counting the PBW-degree operator”, i.e. on Vλ(s) the operator d acts as a
scalar s. Let Ga⋊C∗ be the corresponding extended Lie group. Note that the dimension
of the torus of the extended group is increased by one.
Assume now G = SLn. Then the varieties F
a
λ are known to be flat degenerations of the
corresponding classical flag varieties. They have analogues of the Plu¨cker embeddings
defined by the degenerate Plu¨cker relations. The varieties Faλ share some important
properties with their classical analogues. In particular, Faλ ≃ F
a
µ if and only if (λ, ωi) = 0
implies (µ, ωi) = 0 and vice versa. They also enjoy the following explicit description. Let
W be an n-dimensional vector space with a basis w1, . . . , wn. We define the projection
operators prk : W → W , k = 1, . . . , n by the formula prk(
∑n
i=1 ciwi) =
∑
i 6=k ciwi. Fix
a collection of numbers 1 ≤ d1 < · · · < dk ≤ n. Then F
a
ωd1+···+ωdk
is isomorphic to the
variety of collections (Vi)
k
i=1 of subspaces Vi ⊂W satisfying for i = 1, . . . , k − 1
dimVi = di, prdi+1 . . . prdi+1Vi ⊂ Vi+1.
In what follows, we sometimes denote this variety by Fa(d1,...,dk) or simply by F
a
d
with
d = (d1, . . . , dk). For instance, F
a
(d) ≃ Fωd ≃ Grd(n).
The varieties Fa
d
are singular projective algebraic varieties with rational singularities.
They come equipped with line bundles Lµ, where (µ, ωd) = 0 unless d ∈ d and Lµ is
the pullback of the line bundle O(1) under the map Fa
d
→ P(V aµ ). One of the main
tools for the study of algebro-geometric properties of the degenerate flag varieties is an
explicit construction of the resolution of singularities of Faλ. Namely, given a collection
d = (d1, . . . , dn) we denote by Pd the set of positive roots in the radical of the parabolic
subalgebra of g containing (exactly) the simple roots αd1 , . . . , αdk . We define Rd as the
variety of collections of subspaces Vi,j, 1 ≤ i ≤ j ≤ n − 1, αi,j ∈ Pd, satisfying the
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following conditions:
dimVi,j = i, Vi,j ⊂ span(w1, . . . , wi, wj+1, . . . , wn),(2.5)
Vi,j ⊂ Vi+1,j, Vi,j ⊂ Vi,j+1 ⊕Cwj+1.(2.6)
Using this desingularization, the following theorem was proved in [FF].
Theorem 2.8. (i) The resolution Rd → F
a
d
is crepant.
(ii) The varieties Fa
d
are normal locally complete intersections (thus Cohen-Macaulay
and Gorenstein).
(iii) The varieties Fa
d
have rational singularities and are Frobenius split.
(iv) The cohomology groups Hm(Fa
d
,Lµ) vanish unless m = 0 and the zero cohomol-
ogy is isomorphic to (V aµ )
∗.
3. Filtrations: sp2n vs sl2n
Let w1, . . . , w2n be a basis of a 2n-dimensional vector space W . We fix a non-
degenerate sympletic form 〈·, ·〉 defined by the conditions 〈wi, w2n+1−i〉 = 1 for 1 ≤ i ≤ n
and 〈wi, wj〉 = 0 for all 1 ≤ i, j ≤ 2n, j 6= 2n + 1 − i. We realize the symplectic group
Sp2n as the group of automorphisms of W leaving the form invariant. The diagonal
matrices
T =


t =


t1 0 0 0 0
0 t2 0 0 0
0 0
. . . 0 0
0 0 0 t−12 0
0 0 0 0 t−11

 | t1, . . . , tn ∈ C
∗


form a maximal torus T ⊂ Sp2n, and the subgroupB ⊂ Sp2n of upper triangular matrices
is a Borel subgroup for Sp2n. In such a realization the root vectors of sp2n = LieSp2n
are explicitly given by the formulas:
(3.1) fi,j = fαi,j =


Ej+1,i −E2n+1−i,2n−j , 1 ≤ i ≤ j < n,
Ej+1,i +E2n+1−i,2n−j , j ≥ n, i+ j < 2n,
E2n+1−i,i, 1 ≤ i ≤ n.
As usual, Ej,i is the matrix having zero entries everywhere except for the entry 1 in the
j-th row, i-th column.
Given a dominant weight λ = a1ω1 + . . .+ anωn for the group Sp2n, we can consider
this also as dominant weight for the larger group SL2n ⊃ Sp2n. In fact, let Vλ,sl2n be
the corresponding irreducible sl2n-representation and fix a highest weight vector vsl2n ∈
Vλ,sl2n . We identify Vλ,sp2n with the irreducible sp2n-submodule of Vλ,sl2n generated by
vsl2n .
Consider now the action of sl2n on Vλ,sl2n . Let n
+
sl2n
, n−sl2n ⊂ sl2n respectively be the
Lie algebra of the unipotent radical of the Borel subgroup of upper triangular matrices
BSL2n ⊂ SL2n and of the opposite Borel subgroup B
−
SL2n
. Recall the group SLa2n =
BSL2n ⋉N
−
SL2n
and the degenerate flag varieties Faλ := SL
a
2n · vsl2n ⊂ P(V
a
λ,sl2n
).
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The inclusions Sp2n ⊂ SL2n, B ⊂ BSL2n and n
− ⊂ n−sl2n give rise to an action of S(n
−)
on V aλ,sl2n . We want to compare this action with the action on V
a
λ,sp2n
. Let C ⊂ V aλ,sl2n
be the cyclic module Cλ := S(n
−).vsl2n ⊂ Vλ,sl2n .
Proposition 3.1. Cλ ≃ V
a
λ,sp2n
as S(n−)-module.
Proof. Let Φ+sl2n ,Φ
+
sp2n
be the sets of positive roots for sl2n respectively sp2n, see (2.1),
(2.2), (2.3). We define an injective map ϕ : Φ+sp2n → Φ
+
sl2n
between the sets of positive
roots by the formula αi,j 7→ αi,j. For α = αi,j ∈ Φ
+
sl2n
we write Fα for the root vector
associated to −α. Note that Fα = Ej,i. For α ∈ Φ
+
sp2n
we keep the usual notation fα
for the root vector in n− associated to −α. The matrix corresponding to fαi,j is given
in (3.1). We use the shorthand notations Fi,j = Fαi,j , fi,j = fαi,j . Note that since Ej,i
with i > n acts trivially on V aλ,sl2n ((λ, ωk) = 0 for k > n), the image of fα in EndV
a
λ,sl2n
is equal to the image of Fϕ(α).
The cyclic n−sl2n-module V
a
λ,sl2n
can be described in terms of generators and relations,
see Theorem 2.5. Let us write Cλ as a quotient S(n
−)/ICλ . Then the ideal ICλ contains
the ideal:
Iλ =
〈
U(n+) ◦ f
ai+...+aj+1
i,j | 1 ≤ i ≤ j ≤ n− 1,
U(n+) ◦ fai+...+an+1i,2n−i | 1 ≤ i ≤ n.
〉
Theorem 2.5 implies that one has a natural S(n−)-equivariant surjective map V aλ,sp2n →
Cλ. To prove that the map is an isomorphism, it suffices to show that both modules
have the same dimension. For the proof we use the bases of V aλ,sp2n and V
a
λ,sl2n
, see
Theorem 2.7. We define an injective map
ϕ : Psp2n(λ)→ Psl2n(λ), (cβ)β∈Φ+sp2n
7→ (dγ)γ∈Φ+
sl2n
,
where (dγ)γ∈Φ+
sl2n
:= ϕ((cβ)β∈Φ+sp2n
) is defined by the rule:
dγ :=
{
cβ if γ = ϕ(β) for some β ∈ Φ
+
sp2n
,
0 otherwise.
It is now easy to see that
(3.2) (dγ)γ∈Φ+
sl2n
= ϕ((cβ)β∈Φ+sp2n
) ∈ Psl2n(λ)
is an element in the associated polytope for g = sl2n. We know that the vectors
{
∏
β∈Φ+sp2n
f
cβ
β vsp2n | (cβ)β∈Φ+sp2n
∈ Psp2n(λ)} ⊂ V
a
λ,sp2n
form a basis. We want to show that the vectors
{
∏
β∈Φ+sp2n
f
cβ
β vsl2n | (cβ)β∈Φ+sp2n
∈ Psp2n(λ)} ⊂ Cλ ⊂ V
a
λ,sl2n
are linearly independent. Recall that fβ acts on V
a
λ,sl2n
in the same way as Fϕ(β) for the
roots β = αi,j, 1 ≤ i ≤ j < n and β = αi,2n−i, 1 ≤ i ≤ n, and for β = αi,j with j ≥ n,
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i+ j < 2n fβ acts as Fi,j + F2n−j,2n−i. Hence for (dγ)γ∈Φ+
sl2n
= ϕ((cβ)β∈Φ+sp2n
) we get
(3.3)
b(cβ) :=
∏
β∈Φ+sp2n
f
cβ
β vsl2n
= (
∏
i+j<2n,j>n(Fi,j + F2n−j,2n−i)
dαi,j )(
∏
1≤i≤j<n F
dαi,j
i,j )(
∏
1≤i≤n F
dαi,2n−i
i,2n−i )vsl2n .
Let α1, . . . , α2n−1 be the set of simple roots for the root system Φsl2n (Bourbaki enumer-
ation). We associate to a vector v(ℓβ) =
∏
β∈Φ+
sl2n
F
ℓβ
β vsl2n the collection
ζ(v(ℓβ)) = (r1, . . . , r2n−1) such that
∑
β∈Φ+
sl2n
ℓββ =
2n−1∑
i=1
riαi,
called the root weight. We define a partial order on these vectors by:
v(ℓβ) > v(kβ) if ζ(v(ℓβ)) > ζ(v(kβ))
with respect to the induced lexicographic order on the (2n− 1)-tuples. It follows for the
vector b(cβ) in (3.3):
(3.4) b(cβ) = v(dα) + a sum
∑
x(ℓβ)v(ℓβ) of smaller terms,
because if one chooses in a factor in (3.3) the factor F2n−j,2n−i instead of Fi,j , then the
corresponding (2n − 1)-tuple is strictly smaller with respect to the partial order above.
It follows in particular that b(cβ) 6= 0 because v(dα) is a basis vector for V
a
λ,sl2n
by (3.2)
and the smaller summands are weight vectors of different weights.
The linear independence of the vectors {b(cβ) | (cβ) ∈ Psp2n(λ)}, follows along the
same lines: given a linear dependence relation for the b(cβ), choose a maximal element
(p1, . . . , p2n−1) among the ζ(v(ϕ(cβ)). By weight reasons the linear independence of the
b(cβ) implies a linear independence relation between the summands of associated root
weight (p1, . . . , p2n−1). By maximality, a summand of b(cβ) as in (3.4) has root weight
(p1, . . . , p2n−1) if and only if v(dα) has root weight (p1, . . . , p2n−1), so we obtain a linear
dependence relation between the v(dα), which is not possible.
It follows: dimCλ = dimV
a
λ,sp2n
and the canonical map V abλ,sp2n → Cλ is an isomor-
phism. 
Corollary 3.2. SpFλ ⊂ Fλ for any λ of the form
∑n
i=1 aiωi.
Proof. By Proposition 3.1, we can identify SpFaλ := Sp
a
2n · vSp2n ⊂ P(V
a
λ,Sp2n
) with
Spa2n · vsl2n ⊂ P(Cλ) and hence
SpFaλ = Sp
a
2n · vsl2n ⊂ SL
a
2n · vsl2n = F
a
λ ⊂ P(V
a
λ,sl2n
).

4. Explicit description
In this section we give an explicit description of the symplectic degenerate flag varieties
in the linear algebra terms. We start with the case of symplectic Grassmannians.
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4.1. The degenerate symplectic Grassmann variety. Let Vωk be the irreducible
fundamental Sp2n-representation of highest weight ωk (Bourbaki enumeration). In par-
ticular, Vω1 ≃W is the standard vector representation. Let Vωk →֒ Λ
kW be the canonical
embedding defined by mapping a fixed highest weight vector to w1 ∧ . . . ∧ wk. In the
following we will identify Vωk with the image. By definition, the symplectic degenerate
Grassmann variety SpGrak(W ) ⊂ P(V
a
ωk
) is equal to SpFaωk .
Let P ⊂ Sp2n be the maximal parabolic subgroup associated to ωk. Set p = LieP
and let g = u− ⊕ l ⊕ u be a decomposition such that l is the Lie algebra of the Levi
subgroup of P containing T , p = l⊕u, and u− is the Lie algebra of the unipotent radical
of the parabolic subgroup P− opposite to P . The Lie algebra u− consists of matrices of
the form
(4.1)


0 0 0 0
A 0 0 0
B 0 0 0
C Btn −Ant 0

 ,
where A,B are (n− k)× k matrices, Xnt denotes the transposed matrix with respect to
the skew diagonal, and C is a k × k matrix such that Cnt = C.
We write W =Wk,1 ⊕Wk,2 ⊕Wk,3, where
Wk,1 = span(w1, . . . , wk), Wk,2 = span(wk+1, . . . , w2n−k), Wk,3 = span(w2n−k+1, . . . , w2n).
Denote by p1,3 the projection p1,3 : W →Wk,1 ⊕Wk,3, i.e.,
pr1,3(x1, . . . , x2n) = (x1, . . . , xk, 0, . . . , 0, x2n−k+1, . . . , x2n).
Proposition 4.1.
SpGrak(W ) = {U ∈ Grk(W ) | pr1,3(U) is isotropic}.
Denote by Zk the subvariety {U ∈ Grk(W ) | pr1,3(U) is isotropic}. The first simple
observation in the proof of the proposition is:
Lemma 4.2. Grk(Wk,1 ⊕Wk,2) ⊂ Zk.
Proof. Since pr1,3(U) ⊂ Wk,1 for all U ∈ Grk(Wk,1 ⊕Wk,2), we have pr1,3(U) isotropic
and hence U ∈ Zk. 
Denote by Sp2k ⊂ Sp2n the symplectic subgroup acting only on the first and last k
coordinates. The matrix for an element of this subgroup looks like

A 0 0 B
0 1I 0 0
0 0 1I 0
C 0 0 D

 ,
where A,B,C,D are k × k matrices, (
A B
C D
)
is a 2k× 2k-sympletic matrix, and 1I is an (n− k)× (n− k) identity matrix. Further, let
Pk := {g ∈ Sp2k | C = 0},
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then Pk is the maximal parabolic subgroup of Sp2k associated to the long simple root.
The next simple observation is:
Lemma 4.3. Zk = Sp2k ·Grk(Wk,1 ⊕Wk,2).
Proof. Note first that Y = Grk(Wk,1⊕Wk,2) is stable under the action of Pk, so Sp2k ·Y
is closed. Since Zk is Sp2k-stable, by Lemma 4.2 we have Sp2k · Y ⊂ Zk. Now assume
U ∈ Zk and let U¯ = pr1,3(U). This subspace of Wk,1 ⊕Wk,3 is isotropic by assumption,
so there exists a g ∈ Sp2k such that g · U¯ ⊂ Wk,1, and hence g · U ⊂ Wk,1 ⊕Wk,2. It
follows g · U ∈ Grk(Wk,1 ⊕Wk,2) and hence Zk = Sp2k ·Grk(Wk,1 ⊕Wk,2). 
As an immediate consequence one sees that Zk is the image of the canonical product
map
π˜ : Sp2k ×Grk(Wk,1 ⊕Wk,2)→ Zk ⊂ Grk(W ), (g, U) 7→ g · U,
and hence:
Corollary 4.4. Zk is irreducible.
Proof of Proposition 4.1. Recall the description of the Lie algebra u− in (4.1) and the
inclusion of the abelianized action described in Proposition 3.1. It follows that if γ ∈ u−
is a matrix as in (4.1), then in V aωk we have exp γ · [w1 ∧ . . . ∧ wk] is the k-dimensional
subspace having as basis the column vectors of the matrix
(4.2)


1I
A
B
C

 .
The symmetry condition of the matrix C implies that these subspaces lie in Zk. To
prove equality, for i = (i1, . . . , ik), 1 ≤ i1 < . . . < ik ≤ 2n, let wi = wi1 ∧ . . .∧wik ∈ Λ
kW
and denote by pi the corresponding Plu¨cker coordinate, i.e. pi(wj) = δi,j.
Consider in Zk the open affine set
Zk(1,2,...,k) = {U ∈ Zk | p(1,2,...,k)(U) 6= 0}.
The spaces having a basis as in (4.2) lie in Zk(1,2,...,k), so this set is non-empty and
(since Zk is irreducible) dense. Now given an element in Zk(1,2,...,k), one can find a basis
corresponding to the columns of a matrix of the form
(4.3)


1I
A
B
C

 ,
where A,B are (n − k) × k matrices, and the condition pr1,3(U) is isotropic implies
that C = Cnt. It follows that Zk(1,2,...,k) = Sp
a
2n · [w1 ∧ . . . ∧ wk], and hence Zk =
SpGrak(W ). 
Remark 4.5. a) It is easy to check that the canonical map
π : Sp2k ×Pk Grk(Wk,1 ⊕Wk,2)→ SpGr
a
k(W )
is a desingularization.
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b) Denote by Zj , 0 ≤ j ≤ k, the subset
Zj := {U ∈ SpGr
a
k(W ) | dim pr1,3(U) = j}
and define
Grjk(Wk,1 ⊕Wk,2) := {U ∈ Grk(Wk,1 ⊕Wk,2) | dim pr1,3(U) = j}.
We have obviously a partition:
SpGrk(W ) :=
⋃
j=0,...,k
Zj .
One can show: Zj is smooth, Zj =
⋃
i=0,...,j Zj, the desingularization map above is
compatible with the partition and induces maps
πj : Sp2k ×Pk Gr
j
k(Wk,1 ⊕Wk,2)→ Zj
such that the fibres of πj are all of dimension 12(k− j)(k− j+1). In particular, the map
π is semismall but not small (failure for j = k − 1).
4.2. Symplectic degenerate flag varieties. Based on Proposition 4.1 we derive ex-
plicit description for all symplectic degnerate flag varieties. For a regular dominant
weight λ we denote the complete symplectic degenerate flag variety Faλ by SpF
a
2n.
Recall the basis w1, . . . , w2n of W . We denote by pri : w → W the projections along
the wi, i.e. pri(
∑2n
j=1 cjwj) =
∑
j 6=i cjwj.
Theorem 4.6. The degenerate symplectic flag variety SpFa2n is naturally embedded into
the product
∏n
i=1 SpGr
a
i (2n) of degenerate symplectic Grassmannians. The image of
the embedding is equal to the set of collections (Vi)
n
i=1, Vi ∈ SpGr
a
i (2n) satisfying the
conditions
pri+1Vi ⊂ Vi+1, i = 1, . . . , n− 1.
Proof. According to the proof of Proposition 4.1 we have
SpFa2n ∩
n∏
i=1
Zi(1,...,i) = {(V1, . . . , Vi) : Vi ∈ Zi(1,...,i), pri+1Vi ⊂ Vi+1}.
Moreover this subvariety of SpFa2n coincides with the Sp
a
2n-orbit of the highest weight
line. Thus we only need to show that the variety defined above is irreducible. This is
proved in Corollary 5.7, using the desingularization for SpFa2n. 
For a subspace V ⊂ W we denote by V ⊥ ⊂ W the orthogonal complement to V .
Define an order two automorphism σ ∈ Aut(
∏2n−1
i=1 Gri(2n)) by the formula
σ(Vi)
2n−1
i=1 = (V
⊥
2n−1, V
⊥
2n−2, . . . , V
⊥
1 ).
Proposition 4.7. The automorphism σ defines an order two automorphism of the com-
plete degenerate flag variety Fa2n. The set of σ-fixed points (F
a
2n)
σ is isomorphic to the
complete symplectic degenerate flag variety SpFa2n.
Proof. Follows from the definition. 
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Let d = (d1, . . . , dk) be a collection of integers such that 1 ≤ d1 < · · · < dk ≤ n.
Let SpFa
d
be the parabolic degenerate flag variety, corresponding to the highest weight∑k
i=1 ωdi .
Theorem 4.8. The parabolic degenerate symplectic flag variety SpFa
d
is naturally em-
bedded into the product
∏k
i=1 SpGr
a
di
(2n) of degenerate symplectic Grassmannians. The
image of the embedding is equal to the variety of collections (Vi)
k
i=1, Vi ∈ SpGr
a
di
(2n)
satisfying the conditions
prdi+1 . . . prdi+1Vdi ⊂ Vdi+1 , i = 1, . . . , k − 1.
Proof. As in above, we only need to show the irreducibility of SpFa
d
. This is proved in
Corollary 5.12. 
Let us fix a collection d = (d1, . . . , dk), 1 ≤ d1 < · · · < dk ≤ n). Assume dk < n.
Then we define an extended collection D by the formula
D = (d1, . . . , dk, 2n− dk, . . . , 2n − d1).
If dk = n, then we set D = (d1, . . . , dk, 2n − dk−1, . . . , 2n− d1). We define an order two
automorphism σd ∈ Aut(
∏
d∈DGrd(2n) by the formula
σd(Vi)
l
i=1 = (V
⊥
l , V
⊥
l−1, . . . , V
⊥
1 ),
where l = 2k if dk < n and l = 2k − 1 otherwise.
Proposition 4.9. The automorphism σd defines an order two automorphism of the SL2n
parabolic degenerate flag variety Fa
D
. The set of σd-fixed points (F
a
D
)σd is isomorphic to
the parabolic symplectic degenerate flag variety SpFa
D
.
4.3. The degeneration. In this subsection we prove that the varieties SpFa
d
are flat
degenerations of their classical analogues. Let Js be the 2n× 2n-matrix

0 0 0 Ik
0 0 sIn−k 0
0 −sIn−k 0 0
−Ik 0 0 0

 , where Il is a l × l matrix

 0 0 10 . . . 0
1 0 0

 .
The matrix defines a non-degenerate symplectic form for s 6= 0, the group Sp2n is the
one leaving invariant the form for s = 1, and
SpGrk(2n) = {U ∈ Grk(C
2n) | U is isotropic with respect to J0}.
Denote by η the following one-parameter subgroup:
η : C∗ → D = diagonal matrices in GL2n, s 7→

 1Ik 0 00 s1I2(n−k) 0
0 0 1Ik

 .
then η(s)tJ1η(s) = Js2 , and it follows that if U ∈ SpGrk(C
2n) is a subspace isotropic
with respect to J1, then η(s
−1)(U) is isotropic with respect to Js2 .
Recall that Sp2n/Pk is sitting in the Grassmann variety as the set of isotropic sub-
spaces. Consider
(4.4) Y := {(η(s−1)(U), s) | s ∈ C∗, U ∈ Sp2n/Pk} ⊂ Grk(C
2n)× C
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together with the natural projection φ : Y → C onto the second factor.
Proposition 4.10. The projection map φ is flat, φ−1(s) ≃ Sp2n/Pk for all s 6= 0 and
φ−1(0) = SpGrak(C
2n).
Proof. The map is flat because Y is irreducible and φ is dominant ([H], Chap. III,
Proposition 9.7). It remains to show that the fibres are the spaces described above. We
assume without loss of generality: k ≥ 2. Consider the map
Ψ : ΛkC2n × C → Λk−2C2n,
(v1 ∧ . . . ∧ vk, s) 7→
∑
ℓ<mQs(vℓ, vm)(−1)
m+ℓ−1v1 ∧ . . . ∧ vˆℓ ∧ . . . ∧ vˆm ∧ . . . ∧ vk
where Qs(v,w) = v
tJsw. The map is homogeneous with respect to Λ
k
C
2n, the preimage
Ψ−1(0) defines hence a closed subset of P(ΛkC2n) × C, and the intersection with the
Grassmann variety defines a closed subset Y˜ ⊂ Grk(C
2n) × C. Let σ : Y˜ → C be the
projection onto the second component. By the definition of Ψ one has (U, s) ∈ σ−1(s) ⊂
Y˜ if and only if Ψ(v1 ∧ . . . ∧ vk, s) = 0 for a basis {v1, . . . , vk} of U , that is iff U is an
isotropic subspace with respect to the form Qs. It follows that Y˜ and Y have in common
the subset
Y ′ = {(η(s−1)(U), s) | s ∈ C∗, U ∈ Sp2n/Pk} ⊂ Y.
so Y = Y ′ is an irreducible component of Y˜ . Since σ−1(0) = SpGrak(C
2n), is follows that
σ has equidimensional and irreducible fibers, and hence Y˜ is irreducible, which implies
that Y = Y˜ and σ = φ. 
Let d = (d1, . . . , dm).
Theorem 4.11. The varieties SpFa
d
are flat degenerations of their classical analogues
SpFd.
Proof. Let us denote by Yk the variety defined by (4.4). Recall the projections φk : Yk →
C. Let Yd be the fibered product of all Ydi over C, i.e.
Yd = {(y1, . . . , ym) : yi ∈ Ydi , φd1(y1) = · · · = φdm(ym)}.
Recall (see [Fe1]) that there exists flat degeneration ψd :Md → C of the SL2n flag variety
Fd into the degenerate version F
a
d
, so ψ−1
d
(0) ≃ Fa
d
and the general fiber is isomorphic to
Fd. We note that both Md and Yd are subvarieties in the product C×
∏m
i=1Grdi(C
2n).
Consider the intersection Md ∩ Yd and the natural projection ϕd : Md ∩ Yd → C.
Then the general fiber is isomorphic to the classical symplectic flag variety SpFd and
ϕ−1
d
(0) ≃ SpFa
d
. Since Md ∩ Yd = ϕ
−1
d
(C∗), the left hand side is irreducible. Now [H],
Chap. III, Proposition 9.7 implies the theorem. 
5. Resolution of singularities
In this section we construct varieties SpRd which serve as desingularizations for sym-
plectic degenerate flag varieties SpFa
d
. We start with the case of complete flags.
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5.1. Complete flag varieties. Recall the 2n-dimensional vector space W with a basis
wi, i = 1, . . . , 2n. Let Wi,j be the linear span of the vectors w1, . . . , wi, wj+1, . . . , w2n.
We define SpR2n as the variety of collections of subspaces
Vi,j, 1 ≤ i ≤ j ≤ 2n, i+ j ≤ 2n
subject to the conditions
dimVi,j = i, Vi,j ⊂Wi,j,(5.1)
Vi,j ⊂ Vi+1,j, prj+1Vi,j ⊂ Vi,j+1,(5.2)
Vi,2n−i are isotropic for i = 1, . . . , n.(5.3)
Remark 5.1. It is often convenient to view the spaces Vi,j as being attached to the
positive roots αi,j of sp2n (see (2.2), (2.3)). So in what follows we sometimes denote Vi,j
by Vαi,j .
We note that there is a natural embedding SpR2n ⊂
∏
Gri(Wi,j), where the product
is taken over i ≤ j, i+ j ≤ 2n.
Let us order the set of positive roots of sp2n into a sequence β1, β2, . . . , βn2 as follows:
β1 = α1,2n−1,
β2 = α1,2n−2,
β3 = α2,2n−2, β4 = α1,2n−3,
β5 = α2,2n−3, β6 = α1,2n−4,
β7 = α3,2n−3, β8 = α2,2n−4, β9 = α1,2n−5,
and, finally,
βn2−n+1 = αn,n, βn2−n+2 = αn−1,n−1, · · · , βn2 = α1,1.
For l = 1, . . . , n2 we define the step l variety SpR2n(l) as the image of projection
(Vβk)
n2
k=1 7→ (Vβk)
l
k=1.
Lemma 5.2. The variety SpR2n(l) consists of collections (Vβk)
l
k=1 satisfying conditions
(5.1), (5.2), (5.3) whenever the pairs of indices (i, j) appearing in the conditions satisfy
αi,j = βm with m ≤ l.
For example, SpR2n(n
2) = SpR2n. We also set SpR2n(0) = pt.
Lemma 5.3. For all l = 1, . . . , n2 the map SpR2n(l)→ SpR2n(l − 1) is a P
1-fibration.
Proof. Fix a point (Vβk)
l−1
k=1 ∈ SpR2n(l − 1). We need to show that the possible choices
of Vβl are parametrized by points of P
1. Let βl = αi,j. First, let i + j = 2n. If i = 1,
then we are looking for a one-dimensional subspace in span(w1, w2n) (it is automatically
isotropic). This gives the isomorphism SpR2n(1) ≃ P
1. Now assume i > 1 and still
i+ j = 2n. Then we have the following conditions for the space Vi,2n−i:
Vi−1,2n−i ⊂ Vi,2n−i ⊂Wi,2n−i, Vi,2n−i is isotropic.
We note that Vi−1,2n−i ⊂ span(w1, . . . , wi−1, w2n−i+1, . . . , w2n) is an (i− 1)-dimensional
vector space such that pr2n−i+1Vi−1,2n−i is isotropic. Since Vi,2n−i has to be isotropic,
the datum of an i-dimensional Vi,2n−i ⊂ Wi,j is equivalent to the datum of a line in
SYMPLECTIC DEGENERATE FLAG VARIETIES 17
the 2-dimensional space Wi,2n−i/V
⊥
i−1,2n−i. Therefore, the fiber of the map SpR2n(l)→
SpR2n(l − 1) is P
1.
Now assume i+ j < 2n and βl = αi,j. Then the conditions for Vi,j are
Vi−1,j ⊂ Vi,j ⊂Wi,j ∩ (Vi,j+1 ⊕ Cwj+1).
It is easy to see that the variety of choices of such a Vi,j is isomorphic to P
1 (actually,
the same situation appears in the sl2n case). 
Corollary 5.4. The variety SpR2n is a tower of successive P
1-fibrations.
We now construct sections of the maps SpR2n(l)→ SpR2n(l − 1) similar to the ones
in type A (see [FF]). A section sl : SpR2n(l − 1)→ SpR2n(l) is determined by the βl-th
component of the image sl(V) for V ∈ SpR2n(l − 1). So let βl = αi,j. Then we set
(sl(V))i,j =
{
Cwj+1, if i = 1,
Vi−1,j+1 ⊕ Cwj+1, if i > 1.
We sometimes denote sl by si,j. Let us denote by Zi,j ⊂ SpR2n the divisor corresponding
to the above section, i.e.
Zi,j = {V ∈ SpR2n : Vi,j ∈ (Imsi,j)i,j}.
We also denote by Z◦i,j ⊂ Zi,j an open part of Zi,j which is the complement to the
intersection of Zi,j with all other divisors:
(5.4) Z◦i,j = Zi,j \ ∪(i0,j0)6=(i,j)Zi0,j0 .
Let us denote by SpR◦2n ⊂ SpR2n the complement in SpR2n to the union of the
divisors Zi,.j.
Lemma 5.5. SpR◦2n is an open cell in SpR2n enjoying the following explicit description:
SpR◦2n = {V ∈ SpR2n : p1,...,iVi,j 6= 0 for all i, j},
where p1,...,i is the corresponding Plu¨cker coordinate.
Proof. First we prove that for any V ∈ SpR◦2n one has
(5.5) dim pri+1 . . . pr2n−iVi,i = i, i = 1, . . . , n.
In fact, let i be the minimal number with the property that there exists i+1 ≤ j ≤ 2n−i
such that dim pri+1 . . . prjVi,i = i − 1. For such an i let us take minimal j with the
property as above. Then since pri+1 . . . prjVi,i ⊂ Vi,j we obtain wj ∈ Vi,j−1. Because of
the assumption of the minimality of i, wj /∈ Vi−1,j−1. Hence, dim prjVi−1,j−1 = i − 1
and Vi−1,j = prjVi−1,j−1. In addition, Vi,j−1 = Vi−1,j ⊕ Cwj . This implies Vi,j−1 =
Vi−1,j ⊕ Cwj, which means V ∈ Zi,j−1.
Second, we claim that (5.5) implies
(5.6) dim pri+1 . . . pr2nVi,i = i, i = 1, . . . , n.
In fact, since dim pri+1 . . . pr2n−iVi,i = i, we obtain
Vi,2n−i = pri+1 . . . pr2n−iVi,i.
Recall that Vi,2n−i is an i-dimensional isotropic subspace in Wi,2n−i. This implies the
claim.
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Finally, since for any i, j we have Vi,j = pri+1 . . . prjVi,i and (5.6) holds, we obtain
p1,...,iVi,j 6= 0. 
We have a natural map π2n : SpR2n → SpF
a
2n
π2n(Vi,j)i,j = (Vi,i)
n
i=1
forgetting the off-diagonal elements.
Lemma 5.6. The map π2n is a birational isomorphism.
Proof. We prove that π2n is surjective and one-to-one on SpR
◦
2n. The second statement
is simple: since dim pri+1 . . . prjVi = i for any j = i + 1, . . . , 2n − i we have Vi,j =
pri+1 . . . prjVi (recall dimVi,j = i). Let us prove the surjectivity.
Given a point (Vi)
n
i=1 ∈ SpF
a
2n, we need to construct a point V ∈ SpR2n such that
π2nV = (Vi)
n
i=1. We construct the entries Vi,j of V by increasing induction on j. In the
course of the construction, we always check that prj+1 . . . pr2n−iVi,j is isotropic (this is
a necessary condition for V ∈ SpR2n). For j = 1 we have the only space V1,1, which has
to be equal to V1.
Now assume j ≤ n. We need to define Vi,j with i = 1, . . . , j. We do this by decreasing
induction on i. For i = j we have Vj,j = Vj . Now assume Vi+1,j is already defined .
Then the conditions for Vi,j are as follows:
prjVi,j−1 ⊂ Vi,j ⊂Wi,j ∩ Vi+1,j , prj+1 . . . pr2n−iVi,j is isotropic.
If dim prjVi,j−1 = i, then we have Vi,j = prjVi,j−1. Assume that the dimension drops, i.e.
wj ∈ Vi,j−1. Then, by induction prjVi,j−1 ⊂Wi,j∩Vi+1,j . In addition dim(Wi,j∩Vi+1,j) ≥
i. Therefore there exists an i-dimensional subspace in between prjVi,j−1 andWi,j∩Vi+1,j.
Now since prj+1 . . . pr2n−i−1Vi+1,j is isotropic and Vi,j ⊂ Wi,j ∩ Vi+1,j , we obtain that
prj+1 . . . pr2n−iVi,j is also isotropic.
Finally, assume j > n. We need to define Vi,j with i = 1, . . . , 2n − j. Again, we do
this by decreasing induction on i. Let us start with i = 2n− j. Then the conditions we
have are
prj+1V2n−j,j−1 ⊂ V2n−j,j ⊂W2n−j,j, V2n−j,j is isotropic.
If dim prj+1V2n−j,j−1 = 2n− j, then we are done, since prj+1V2n−j,j−1 is isotropic by in-
duction. If dim prj+1V2n−j,j−1 = 2n−j−1, then we need to show that (prj+1V2n−j,j−1)
⊥∩
W2n−j,j is not zero. But the first space is (2n − j − 1)-dimensional and the second one
is 2(2n − j)-dimensional and the restriction of the symplectic form to W2n−j,j is non-
degenerate. Now assume that we have fixed Vi+1,j . Using the same arguments as above
one can show that there exists Vi,j satisfying
prjVi,j−1 ⊂ Vi,j ⊂ Vi+1,j ∩Wi,j, prj+1 . . . pr2n−iVi,j is isotropic.

Corollary 5.7. The variety SpFa2n is irreducible.
We now establish a connection between the SL2n resolution R2n and its symplectic
analogue SpR2n. Define an involution σ : R2n → R2n by the following formula: let
V = (Vi,j)1≤i≤j be a point in R2n. Then
(5.7) (σV)i,j = V
⊥
2n−j,2n−i ∩Wi,j.
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Proposition 5.8. Formula (5.7) defines an order two automorphism of R2n. The vari-
ety of σ fixed points Rσ2n is isomorphic to SpR2n. For the resolution map π2n : SpR2n →
SpFa2n one has π2nσ = σπ2n (i.e. π2n is σ-equivariant).
Proof. First, we need to show that dim(V ⊥2n−j,2n−i ∩Wi,j) = i. We consider the case
i+ j > 2n (the opposite case is very similar). We note that dimV2n−j,2n−i = 2n− j and
thus dimV ⊥i,j = j. Since V2n−j,2n−i ⊂W2n−j,2n−i we have
V ⊥2n−j,2n−i ⊃W
⊥
2n−j,2n−i ⊃ {wi+1, . . . , wj}.
Since Wi,j = span(wi+1, . . . , wj), we arrive at dim(V
⊥
2n−j,2n−i ∩Wi,j) = j − (j − i) = i.
Second, we need to prove that all other conditions from the definition of R2n are
satisfied. This is a direct verification. 
Recall that for a resolution of singularities π : Y → X an irreducible divisor Z ⊂ Y is
called exceptional if dimπ(Z) < dimZ.
Proposition 5.9. A divisor Zi,j is exceptional if and only if j ≥ n and i+ j < 2n.
Proof. Fix a pair i < j such that j ≥ n and i+ j < 2n. We prove that the divisor Zi,j is
exceptional. Fix a point (Vi)
n
i=1 ∈ SpF
a
2n and a point V ∈ Zi,j such that π2nV = (Vi)
n
i=1,
i.e. Vi,i = Vi. We prove that the preimage π
−1
2n (Vi)
n
i=1 is at least one-dimensional. Let us
construct a one-dimensional family of elements U ∈ Zi,j such that π2nU = π2nV. We
set Uk,l = Vk,l if l ≤ j. Now (as in the proof of Lemma 5.6) let us try to extend already
fixed components of U to some element of Zi,j. We start with U2n−j−1,j+1. In order to
guarantee that U ∈ SpR2n, we need the following conditions:
(5.8) prj+1U2n−j−1,j ⊂ U2n−j−1,j+1 ⊂W2n−j−1,j+1, U2n−j−1,j+1 is isotropic.
Since Vi,j ⊃ wj+1 (V ∈ Zi,j) we have dim prj+1U2n−j−1,j = 2n− j−2. The restriction of
the symplectic form toW2n−j−1,j+1 is non-degenerate, thus the set of solutions of (5.8) is
isomorphic to P1. Now using the same arguments as in Lemma 5.6 we define successively
U2n−j−2,j+1, . . . , Ui,j+1. Now let us try to define Ui−1,j+1. We want Ui−1,j+1 to be
contained in the (already defined) Ui,j+1. We note that Ui,j = Vi,j = Vi−1,j+1 ⊕ Cwj+1
and prj+1Ui,j ⊂ Ui,j+1 (by induction). Therefore, we can set Ui−1,j+1 = Vi−1,j+1, which
leads to Ui,j = Vi,j = Ui−1,j+1 ⊕ Cwj+1. We note that since we want U ∈ Zi,j such
a relation has to hold. Now according to the proof of Lemma 5.6, we can define the
remaining Uk,l (by increasing induction on l and decreasing induction on k) in such a
way that U ∈ SpR2n. Moreover, by the construction as above, U ∈ Zi,j .
Now let us fix j < n. We prove that the divisor Zi,j with i ≤ j is non-exceptional.
More precisely, we prove that π2n restricted to Z
◦
i,j (see (5.4)) is one-to-one. So let
V ∈ Z◦i,j.
First, we claim that if wl+1 ∈ Vk,l then l = j and i ≤ k ≤ j. In fact, assume that
for a given l the number k is minimal with the property wl+1 ∈ Vk,l. Then k 6= 1
(unless i = 1) since wl+1 ∈ V1,l means V ∈ Z1,l. We know that wl+1 /∈ Vk−1,l. Hence
prl+1Vk−1,l = Vk−1.l+1 and Vk,l = Vk−1,l ⊕ Cwl+1. Therefore, Vk,l = Vk−1,l+1 ⊕ Cwl+1,
implying V ∈ Zk,l. Since V ∈ Z
◦
i,j, we arrive at (k, l) = (i, j).
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Second, we note that the above claim implies that for any pair (k, l) except for l = j,
i ≤ k ≤ j we have
(5.9) dim prl+1Vk,l = Vk,l+1.
In fact, for such pairs (k, l) the left and right hand sides have the same dimensions and
the left hand side is contained in the right hand side. From equation (5.9) we obtain
that if a point (Vi)
n
i=1 ∈ SpF
a
2n is fixed, the spaces Vk,l with k < i or k > j or l ≤ j are
fixed as well. Also, if one proves that the spaces Vk,j+1 are also uniquely fixed by the
choice of (Vi)
n
i=1, this would imply that the whole collection V ∈ Z
◦
i,j with the property
π2nV = (Vi)
n
i=1 is unique.
Third, we note that V ∈ Z◦i,j implies that for l > j one has p1,...,kVk,l 6= 0 (where p1,...,l
is the corresponding Plu¨cker coordinate). In fact, first V1,2n−1 is a one-dimensional space,
not equal to Cw2n (since V ∈ Z
◦
i,j). Therefore, p1(V1,2n−1) 6= 0. Now the statement can
be verified directly by decreasing induction on l and increasing induction on k.
Finally, we are left to show that the values of Vi and of Vk,l with l ≤ j fix Vk,j+1.
First, Vj+1,j+1 = Vj+1 is fixed. Now, we use the decreasing induction on k. The space
Vk,j+1 has to satisfy
Vk,j+1 ⊂ Vk+1,j+1 ∩Wk,j+1.
We claim that the right hand side is (at most) k-dimensional. In fact, we have p1,...,k+1(Vk+1,j+1) 6=
0. Since wk+1 /∈Wk,j+1, the dim(Vk+1,j+1∩Wk,j+1) ≤ k. Since dimVk,j+1 = k, the space
Vk,j+1 is uniquely fixed.
The last statement of the proposition is that the divisors Zi,2n−i are non-exceptional.
This can be proved along the same lines as the above case. 
5.2. Parabolic case. We define a desingularization SpRd of SpF
a
d
in the following way.
Let Pd be the subset of the set of positive roots for sp2n corresponding to the radical of
the parabolic subalgebra defined by the roots αd1 , . . . , αdk . Explicitly, α ∈ Pd if and only
if there exists an i = 1, . . . , k such that (α, ωdi) > 0. We sometimes write (i, j) ∈ Pd
instead of αi,j ∈ Pd. Now, a point in SpRd is a collection of subspaces Vi,j ⊂ W ,
(i, j) ∈ Pd subject to the conditions
dimVi,j = i, Vi,j ⊂Wi,j,
Vi,j ⊂ Vi+1,j, prj+1Vi,j ⊂ Vi,j+1,
Vi,2n−i are isotropic for i = 1, . . . , n.
We note that there is a natural embedding SpRd ⊂
∏
(i,j)∈Pd
Gri(Wi,j).
Proposition 5.10. SpRd is a tower of successive P
1-fibrations.
Proof. The proof is very similar to the proof of Lemma 5.3 and we omit it. 
Proposition 5.11. A map (Vi,j)(i,j)∈Pd 7→ (Vdi,di)
k
i=1 is a birational surjective map from
SpRd to SpF
a
d
.
Proof. The proof is very similar to the proof of Lemma 5.6 and we omit it. 
Corollary 5.12. The varieties SpFa
d
are irreducible.
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In what follows we denote the desingularization map SpRd → SpF
a
d
by πd. As in the
case of the complete flag varieties, for any pair (i, j) ∈ Pd, we define the corresponding
divisor Zi,j ⊂ SpRd.
Proposition 5.13. The non-exceptional divisors are exactly the Zi,j with (i, j) from the
following list:
(1, di − 1), i = 2, . . . , k; (di + 1, dj − 1), i ≤ j − 2, j ≤ k;
(1, 2n − 1); (di + 1, 2n − di − 1), i = 1, . . . , k − 1.
Proof. The proof is similar to the proof of Proposition 5.9 and we omit it. 
6. Normal locally complete intersections
Our next goal is to prove that all symplectic degenerate flag varieties are normal
locally complete intersections (and thus Cohen-Macaulay and Gorenstein). We start
with the case of the complete flags.
6.1. Complete flag varieties. As in [FF], we first define an affine scheme Q2n. Let
W1, . . . ,Wn be a collection of vector spaces with dimWi = i. Also recall the space W2n
with a basis w1, . . . , w2n, a non-degenerate symplectic form and the projections prk along
wk. We now construct an affine scheme Q2n as follows. A point of Q2n is a collection of
linear maps
Ai : Wi →W2n, i = 1, . . . , n, Bj : Wj →Wj+1, j = 1, . . . , n− 1
subject to the relations
(6.1) Ai+1Bi = pri+1Ai, i = 1, . . . , n − 1,
and such that the image An(Wn) is isotropic. The following picture illustrates the
construction:
W1 ✲ W2 ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ Wn−1 ✲ Wn
W2n W2n W2n W2n✲ ✲♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣
A1 A2 An−1 An
B1 Bn−1
✻ ✻ ✻ ✻
pr2 prn
We also consider an open part Q◦2n ⊂ Q2n consisting of collections (Ai, Bj) such that
kerAi = 0 for all i. The group Γ =
∏n
i=1GL(Wi) acts freely on Q
◦
2n via the change of
bases. Consider the map
Q◦2n → SpF
a
2n, (Ai, Bj) 7→ (ImA1, . . . , ImAn).
Lemma 6.1. The map Q◦2n → SpF
a
2n is a locally trivial Γ-torsor in the Zariski topology.
The dimension of Q◦2n is equal to n
2 + 12 + 22 + . . . + n2.
Proof. Consider the embedding SpFa2n →֒
∏n
d=1 SpGrd(2n). For a point p ∈ SpF
a
2n
let U ∋ p be an open part of
∏n
d=1 SpGrd(2n) such that all tautological bundles on
Grassmannians are trivial on U . Let U ′ = U∩SpFa2n. Then on U
′ the map Q◦2n → SpF
a
2n
has a section. Now using the Γ action on Q2n we obtain that Q
◦
2n → SpF
a
2n is Γ-torsor.
In particular, dimQ◦2n = dimSpF
a
2n + dimΓ. 
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We note that Q2n is a subscheme in the affine space
(6.2)
n∏
i=1
Hom(Wi,W2n)×
n−1∏
i=1
Hom(Wi,Wi+1).
Lemma 6.2. Q◦2n is a locally complete intersection.
Proof. We note that the condition Ai+1Bi = pri+1Ai produces 2n × i equations (the
number of equations is equal to dimHom(Wi,W2n)). Also the condition that An(Wn)
is Lagrangian produces another n(n− 1)/2 equations. Now our lemma follows from the
equality
dimQ◦2n =
n∑
i=1
2ni+
n−1∑
i=1
i(i+ 1)−
n−1∑
i=1
2ni−
n(n− 1)
2
.

Theorem 6.3. The degenerate flag varieties SpFa2n are normal locally complete inter-
sections (in particular, Cohen-Macaulay and even Gorenstein).
Proof. Since Q◦2n → SpF
a
2n is a torsor, it suffices to prove that Q
◦
2n is a normal reduced
scheme (i.e. a variety). Since Q◦2n is a locally complete intersection, the property of being
reduced (resp. normality) of Q◦2n follows from the fact that the singularities of Q
◦
2n are
contained in the subvariety of codimension at least two by the virtue of Proposition 5.8.5
(resp. Theorem 5.8.6) of [EGA]. Using again that Q◦2n → SpF
a
2n is a torsor, it suffices
to prove that the codimension of the variety of singular points of SpFa2n is at least two.
We prove this statement in a separate lemma. 
Lemma 6.4. SpFa2n is smooth off codimension two.
Proof. We use the desingularization π2n : SpR2n → SpF
a
2n. Since SpR2n is smooth, it
suffices to show that the map π2n is one-to-one on π
−1
2nM , where M ⊂ SpF
a
2n is an open
part such that the codimension of the complement of M is at least two. We set M to be
the union of π2nSpR
◦
2n (U is the open cell in SpR2n) and π2nZ
◦
i,j for all non-exceptional
divisors Zi,j. 
The following theorem can be proved along the same lines as Theorem 6.3.
Theorem 6.5. The degenerate flag varieties SpFa
d
are normal locally complete inter-
sections (in particular, Cohen-Macaulay and Gorenstein).
7. The singularities of SpFa
d
are rational.
7.1. The complete flag varieties. In this section we prove that the singularities of
SpFa2n are terminal, canonical and rational. We use the sections si,j as above in order
to compute the line bundle ωSpR2n ⊗ π
∗
2nω
−1
SpFa
2n
.
We use the notation Ωi,j for the determinant of the i-dimensional bundle on SpR2n,
whose fiber at a point V equals Λi(Vi,j)
∗. Also, we denote by Ωi the line bundle on
SpFa2n, whose fiber at a point (V1, . . . , Vn) is equal to Λ
i(V ∗i ).
Consider the following general situation. Let ρ : E → B be a P1-fibration with a
section s : B → E. Let Z = s(B) ⊂ E be the corresponding divisor. Then for any line
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bundle F on E such that the restriction of F to a fiber of ρ is isomorphic to O(k) one
has
(7.1) F = O(kZ)⊗ ρ∗(F|Z ⊗O(−kZ)|Z).
Assume that there exists a two-dimensional bundle L2 on B and a line subbundle
L1 ⊂ L2 on B such that E = P(L2) and Z = P(L1). Let Ω be a line bundle such that
the restriction of Ω to a fiber of ρ is isomorphic to O(1).
Lemma 7.1. ω−1E = O(Z)⊗ Ω⊗ ρ
∗(Ω−1|Z ⊗ ω
−1
B ).
Proof. First, (7.1) with F = Ω gives
(7.2) Ω = O(Z)⊗ ρ∗(Ω|Z ⊗O(−Z)|Z).
Second, (7.1) with F = ω−1E gives
(7.3) ω−1E = O(2Z)⊗ ρ
∗(ω−1E |Z ⊗O(−2Z)|Z).
We note that
ρ∗(Ω−1|Z ⊗O(−2Z)|Z) = ρ
∗(ω−1B |Z ⊗O(−Z)|Z).
Therefore, combining (7.2) and (7.3), we arrive at
ω−1E = O(Z)⊗ Ω⊗ ρ
∗(Ω−1|Z ⊗ ω
−1
B ).

We now consider the P1-fibration ρl : SpR2n(l)→ SpR2n(l−1) and the corresponding
divisors Zi,j .
Lemma 7.2.
O(Zi,j) =


Ω1,j ⊗ Ω
∗
1,j+1, if i = 1,
Ωi,j ⊗ Ω
∗
i−1,j ⊗Ω
∗
i,j+1 ⊗ Ωi−1.j+1, if i > 1 and i+ j < 2n,
Ωi,j ⊗ (Ω
∗
i−1,j)
⊗2 ⊗Ωi−1.j+1, if i > 1 and i+ j = 2n.
Proof. The first two cases are worked out in [FF]. The only new case is the last one
i+ j = 2n. Consider the space Vi,2n−i. We know that
Vi−1,2n−i ⊂ Vi,2n−i ⊂ V
⊥
i−1,2n−i ∩Wi,2n−i.
Let Ω⊥i,j be the line bundle on SpR2n, whose fiber at a point V is equal to the top wedge
power of (V ⊥i,j)
∗. Then one shows that detΩ⊥i,j = detΩ
∗
i,j. Therefore, using (7.1) we
arrive at
Ωi,2n−i = O(Zi,2n−i)⊗ Ω
∗
i−1,2n−i+1 ⊗Ω
⊗2
i−1,2n−1.

Theorem 7.3. ωSpR2n =
⊗n
i=1(Ω
∗
i,i)
⊗2 ⊗
∏
i+j<2n,j≥nO(Zi,j).
Proof. From Lemma 7.1 we obtain
ω−1SpR2n =
⊗
i,j
O(Zi,j)⊗
⊗
i,j
Ωi,j ⊗
⊗
j−i>2
Ω∗i,j.
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Now using Lemma 7.2 we are left to show that
⊗
i,j
O(Zi,j)⊗
n⊗
i=1
Ωi,i ⊗
n−1⊗
i=1
Ωi,i+1 =
n⊗
i=1
Ω⊗2i,i ⊗
⊗
j≥n,i+j<2n
O(−Zi,j).
This equality follows from Lemma 7.2 again by writing both sides in terms of Ωi,j
only. 
Corollary 7.4. ωSpFa
2n
=
⊗n
i=1(Ω
∗
i )
⊗2.
Proof. Recall the open cell SpR◦2n ⊂ SpR2n with the property that the restriction of π2n
to SpR◦2n is one-to-one. Consider a subvariety M ⊂ SpR2n defined by
M = SpR◦2n ∪
⋃
j<n
Z◦i,j ∪
⋃
i+j=2n
Z◦i,j.
Then the restriction of π2n to SpR2n \M is one-to-one and π2n(SpR2n \M) has codi-
mension at least two in SpFa2n. Because of Theorem 7.3, the canonical line bundle ω on
M is equal to
⊗n
i=1(Ω
∗
i,i)
⊗2. Since we also have π∗2nωSpFa2n = ωSpR2n on the image of M ,
we obtain ωSpFa
2n
=
⊗n
i=1(Ω
∗
i )
⊗2. 
Theorem 7.5. The singularities of SpFa2n are terminal and hence rational.
Proof. Using Corollary 7.4 and Theorem 7.3 we obtain
ωSpR2n = π
∗
2nωSpFa2n ⊗
∏
i+j<2n,j≥n
O(Zi,j).
Thus the singularities are terminal (and hence canonical) by Theorem 7.3 (all exceptional
divisors appear in the discrepancy with coefficient one). Now rationality follows from
[E], Theorem 1. In fact, the varieties SpFa2n are locally complete intersections and so
Gorenstein. Now, by the projection formula and Theorem 7.3, one gets
(π2n)∗ωSpR2n =
n⊗
i=1
(Ω∗i,i)
⊗2 ⊗ (π2n)∗
∏
i+j<2n,j≥n
O(Zi,j).
Since O(Zi,j) ⊃ O and SpF
a
2n is normal (thus (π2n)∗O = O), we obtain
(π2n)∗ωSpR2n ⊃ ωSpFa2n .
Using the natural opposite inclusion, we arrive at the isomorphism. 
7.2. Rationality for parabolic flag varieties. In this subsection we work out the
case of partial degenerate flag varieties. Our goal is to compute ωSpRd ⊗ π
∗
d
ω−1SpFa
d
(note
that SpFa
d
is singular but Gorenstein, thus its dualizing complex is a line bundle). We
will prove that the expression for ωSpFa
d
coincides with the one in the classical situation.
So let SpFd be the classical parabolic flag variety.
Lemma 7.6. ω−1SpFd = Ω
⊗d2
d1
⊗
∏k−1
i=2 Ω
⊗(di+1−di−1)
di
⊗ Ω
⊗(2n+1−dk−dk−1)
dk
.
Proof. Since the canonical line bundle is the top wedge power of the cotangent bundle,
its weight is given by −2ρSp2n + 2ρLd , where 2ρSp2n is the sum of all positive roots of
sp2n and 2ρLd is the sum of all positive roots of the Levi subalgebra corresponding to
d. Now direct computation gives the desired formula. 
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Now our strategy is as follows. We define a line bundle ω˜ on SpFa
d
by the formula
ω˜−1 = Ω⊗d2d1 ⊗
k−1∏
i=2
Ω
⊗(di+1−di−1)
di
⊗ Ω
⊗(2n+1−dk−dk−1)
dk
.
We will show that the discrepancy ωSpRd⊗π
∗
d
(ω˜−1) is given by the product of exceptional
divisors with positive coefficients. Since the images of the exceptional divisors have
codimension at least two, this will prove that in the degenerate case the expression for
the canonical class coincides with the one in the classical situation.
We start with the following lemma.
Lemma 7.7. We have the equality
ω−1SpRd =
⊗
(i,j)∈Pd
O(Zi,j)⊗
⊗
(i,j)∈Bd
Ωi,j,
where Bd ⊂ Pd is the subset of pairs from the following list:
(1, d1), (2, d1), . . . , (d1, d1),
(d1, d1 + 1), (d1, d1 + 2), . . . , (d1, d2),
(d1 + 1, d2), (d1 + 2, d2), . . . , (d2, d2),
. . .
(dk−1 + 1, dk), (dk−1 + 2, dk), . . . , (dk, dk),
(dk, dk + 1), (dk, dk + 2), . . . , (dk, 2n − dk).
Proof. Follows from Lemma 7.1. In fact the sections si,j are constructed in such a
way that the space Vi,j at a point of the section is given by Vi−1,j+1 plus some constant
vector. The set Bd is exactly the set of pairs (i0, j0) which can not be witten as i0 = i−1,
j0 = j + 1 for some (i, j) ∈ Pd. 
We now prove the main theorem of this section.
Theorem 7.8. There exist non-negative integers ai,j, (i, j) ∈ Pd such that
ωSpRd ⊗ π
∗
d(ω˜
−1) =
⊗
(i,j)∈Pd
O(ai,jZi,j).
In addition, ai,j = 0 if and only if Zi,j is not exceptional.
Proof. We use the formula from Lemma 7.2:
(7.4) O(Zi,j) =


Ω1,j ⊗ Ω
∗
1,j+1, if i = 1,
Ωi,j ⊗ Ω
∗
i−1,j ⊗Ω
∗
i,j+1 ⊗ Ωi−1.j+1, if i > 1 and i+ j < 2n,
Ωi,j ⊗ (Ω
∗
i−1,j)
⊗2 ⊗Ωi−1.j+1, if i > 1 and i+ j = 2n.
Using Lemma 7.7 we obtain
ωSpRd ⊗ π
∗
d
(ω˜−1) =
⊗
(i,j)∈Pd
O(−Zi,j)⊗
⊗
(i,j)∈Bd
Ω−1i,j ⊗ π
∗
d
(ω˜−1).
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Our goal is to find strictly positive integers bi,j = ai,j + 1 such that
(7.5)
⊗
(i,j)∈Bd
Ω−1i,j ⊗ Ω
⊗d2
d1
⊗
k−1∏
i=2
Ω
⊗(di+1−di−1)
di
⊗ Ω
⊗(2n+1−dk−dk−1)
dk
=
⊗
(i,j)∈Pd
O(bi,jZi,j).
In addition, we want bi,j = 1 if and only if Zi,j is non-exceptional.
First, formula (7.5) implies bd1,d1 = d2 − 1, bdi,di = di+1− di−1− 1 for i = 2, . . . , k− 1
and bdk ,dk = 2n− dk − dk−1. Now formula (7.4) gives unique way to determine other bi,j
in the following order:
bd1,d1 , bd1−1,d1 , . . . , b1,d1 ,
bd1,d1+1, bd1−1,d1+1, . . . , b1,d1+1,
. . .
bd1,d2−1, bd1−1,d2−1, . . . , b1,d2−1,
bd2,d2 , bd2−1,d2 , . . . , b1,d2 ,
. . .
bd2,d3−1, bd2−1,d3−1, . . . , b1,d3−1,
. . .
. . .
bdk ,dk , bdk−1,dk , . . . , b1,dk ,
bdk ,dk+1, bdk−1,dk+1, . . . , b1,dk+1,
. . .
bdk,2n−dk , bdk−1,2n−dk , . . . , b1,2n−dk ,
bdk−1,2n−dk+1, bdk−2,2n−dk+1, . . . , b1,2n−dk+1,
. . .
b2,2n−2, b1,2n−2,
b1,2n−1.
We now write down the values of the solutions bi,j (we assume d0 = 0):
Let d1 ≤ j ≤ d2 − 1 and 1 ≤ i ≤ d1. Then
bi,j = d2 − j + i− 1.
Let ds−1 ≤ j ≤ ds − 1 and dl + 1 ≤ i ≤ dl+1 for 0 ≤ l < s < k. Then
bi,j = ds − dl − j + i− 1.
Let dk ≤ j < 2n− dk and dl + 1 ≤ i ≤ dl+1 for 0 ≤ l < k. Then
bi,j = 2n− dk − dl − j + i.
Let 2n− ds ≤ j < 2n− ds−1 − 1 and i = 2n− j for 1 ≤ s ≤ k. Then
bi,j = 2n− j − ds−1.
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Let 2n− ds ≤ j ≤ 2n − ds−1 − 1 and ds − 1 ≥ i ≥ ds−1 + 1 for 1 ≤ s ≤ k. Then
bi,j = 2n− 2ds−1 − j + i.
Let 2n− ds ≤ j ≤ 2n− ds−1− 1 and dl ≥ i ≥ dl−1+1 for 1 ≤ s ≤ k, s− 1 ≥ l ≥ 1. Then
bi,j = 2n− ds−1 − dl−1 − j + i.
In particular, one sees that bi,j ≥ 1 and bi,j = 1 if and only if (i, j) is from the following
list
(1, di − 1), i = 2, . . . , k; (di + 1, dj − 1), i ≤ j − 2, j ≤ k;
(1, 2n − 1); (di + 1, 2n − di − 1), i = 1, . . . , k − 1.
Now Proposition 5.13 gives the desired result. 
Corollary 7.9. ωSpFa
d
= ω˜.
Proof. Similar to the proof of Corollary 7.4. 
Corollary 7.10. SpFa
d
has terminal and thus canonical and rational singularities.
8. Frobenius splitting, the BWB-type theorem and graded character
formula
In this section we derive several applications of the results in the previous sections.
8.1. Frobenius splitting. The varieties SpFa
d
and SpRd are defined over any field k
(simply replacing C by k in all definitions).
Theorem 8.1. The varieties SpFa
d
and SpRd over Fp are Frobenius split for all prime
p.
Proof. Lemma 7.7 says that
ω−1SpRd =
⊗
(i,j)∈Pd
O(Zi,j)⊗
⊗
(i,j)∈Bd
Ωi,j.
Now since
⊗
(i,j)∈Bd
Ωi,j is base point free, the Frobenius splitting for SpRd and SpF
a
d
follows from the Mehta-Ramanathan criterion (Proposition 8 of [MR]). 
8.2. The BWB-type theorem. Let Lλ be a line bundle on SpF
a
2n which is the pull
back of the line bundle O(1) on P(V aλ ) for a dominant sp2n-weight λ. We prove the
analogue of the Borel-Weil-Bott theorem.
Theorem 8.2. We have
H0(SpFa2n,Lλ)
∗ ≃ H0(SpR2n, π
∗
2nLλ)
∗ ≃ V aλ ,
H>0(SpFa2n,Lλ) = H
>0(SpR2n, π
∗
2nLλ) = 0.
Proof. First, we note that since SpFa2n has rational singularities, we have the equalities
Hk(SpFa2n,Lλ) ≃ H
k(SpR2n, π
∗
2nLλ)
for all k ≥ 0.
Second, we prove that all non-zero cohomology Hk(SpFa2n,Lλ) vanish. In fact, first as-
sume λ is regular. Then since the map SpFa2n → P(V
a
λ ) is an embedding, the line bundle
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Lλ is very ample. Therefore, for any k and big enough N one has H
k(SpFa2n,L
⊗N
λ ) = 0.
This implies Hk(SpFa2n,Lλ) = 0, because SpF
a
2n is Frobenius split over Fp for any p.
Now consider a non regular λ. Let SpFa
d
be the corresponding degenerate parabolic
flag variety, which is embedded into P(V aλ ). Then we have the following commutative
diagram of projections:
SpFa2n SpF
a
d
SpR2n SpRd
✲
✲
❄ ❄
φ
η
π2n πd
Let L′λ be a line bundle on SpF
a
d
which is the pull back of the bundle O(1) on
P(V aλ ). Then Lλ = φ
∗L′λ. Since L
′
λ is very ample, and SpF
a
d
is Frobenius split over
Fp for any p, H
k(SpFa
d
,L′λ) = 0 (for positive k). Since SpF
a
d
has rational singularities,
Hk(SpRd, π
∗
d
L′λ) = H
k(SpFa
d
,L′λ)(= 0 for positive k). Now since η is a fibration with
the fibers being towers of successive P1-fibrations, we obtain Hk(SpR2n, η
∗π∗
d
L′λ) =
Hk(SpRd, π
∗
d
L′λ)(= 0 for positive k). Finally, since SpF
a
2n has rational singularities, and
η∗π∗
d
L′λ = π
∗
2nLλ, we arrive at
Hk(SpFa2n,Lλ) = H
k(SpR2n, π
∗
2nLλ) = H
k(R2n, η
∗π∗dL
′
λ),
which vanishes for k > 0.
Third, we note that there exists an embedding (V aλ )
∗ →֒ H0(SpFa2n,Lλ). In fact take
an element v ∈ (V aλ )
∗ ≃ H0(P(V aλ ),O(1)). Then restricting to the embedded variety
SpFa2n we obtain a section of Lλ. Assume that it is zero. Then v vanishes on the open
cell (N−)a · Cvλ. But the linear span of the elements of this cell coincides with the
whole representation V aλ . Therefore, the restriction map (V
a
λ )
∗ → H0(SpFa2n,Lλ) is an
embedding.
Finally, we recall that the varieties SpFa2n are flat degenerations of the classical flag va-
rieties. Since the higher cohomology of Lλ vanish, we arrive at the equality of the dimen-
sions of H0(SpFa2n,Lλ) and of Vλ. Therefore, the embedding (V
a
λ )
∗ → H0(SpFa2n,Lλ) is
an isomorphism. 
Similarly one proves a parabolic version of the BWB-type theorem:
Theorem 8.3. Let λ be a d-dominant weight, i.e. (λ, ωd) > 0 implies d ∈ d. Then
there exists a map ıλ : SpF
a
d
→ P(V aλ ). We have
H0(SpFad, ı
∗
λO(1))
∗ ≃ V aλ , H
>0(SpFad, ı
∗
λO(1)) = 0.
8.3. The q-character formula. We now compute the q-character (PBW-graded char-
acter) of the modules V aλ (for combinatorial formula see Theorem 2.7). For this we use
the Atiyah-Bott-Lefschetz fixed points formula applied to the variety SpR2n. We first
describe the fixed points explicitly.
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Lemma 8.4. The T -fixed points on SpR2n are labeled by the collections S = (Si,j),
1 ≤ i ≤ j < 2n, i+ j ≤ 2n, where Si,j are subsets of {1, . . . , 2n} satisfying the following
properties:
• Si,j ⊂ {1, . . . , i, j + 1, . . . , n}, #Si,j = i,
• Si,j ⊂ Si+1,j ⊂ Si+1,j+1 ∪ {j + 1},
• For any i = 1, . . . , n if k ∈ Si,2n−i. then 2n+ 1− i /∈ Si,2n−i.
Proof. Obviously, a collection V ∈ SpR2n is a T -fixed point if and only if each Vi,j is
the linear span of some basis vectors wl. Now each collection S as above determines V
by the formula Vi,j = span(wl : l ∈ Si,j). 
We call a collection S satisfying the conditions as above admissible. For an admissible
S let p(S) ∈ SpR2n be the corresponding fixed point and let p(Si,j) ∈ Gri(Wi,j) be its
(i, j)-th component.
Recall the extended degenerate group Ga ⋊C∗.
Lemma 8.5. The action of the group Ga and its extension Ga ⋊ C∗ on SpFa2n lifts to
SpR2n.
Proof. Recall the embeddings SpFa2n →֒ F
a
2n and SpR2n →֒ R2n (see Proposition 4.7).
Since the analogue of our Lemma for SL2n holds (see [FF]), we obtain the desired result
for Sp2n as well. 
In order to state the theorem we prepare some notations. Let C[eω1 , . . . , eωn , ed] be the
group algebra of the weight lattice of the extended Lie algebra ga ⊕ Cd. We sometimes
use the notations zi = e
ωi , q = ed. For an element µ = md +
∑n
i=1miωi we write
eµ = qm
∏n
i=1 z
mi
i . Also for a homogeneous vector v ∈ V
a
λ we denote by wtq(v) the
extended weight of v.
Recall the Atiyah-Bott-Lefschetz formula (see [AB], [T]): let X be a smooth projective
algebraic M -dimensional variety and let L be a line bundle on X. Let T be an algebraic
torus acting on X with a finite set F of fixed points. Assume further that L is T -
equivariant. Then for each p ∈ F the fiber Lp is T -stable. We note also that since
p ∈ F , the tangent space TpX carries a natural T -action. Let γ
p
1 , . . . , γ
p
M be the weights
of the eigenvectors of T -action on TpX. Then the Atiyah-Bott-Lefschetz formula gives
the following expression for the character of the Euler characteristics:
(8.1)
∑
k≥0
(−1)kchHk(X,L) =
∑
p∈F
chLp∏M
l=1(1− e
−γ
p
l )
.
We apply this formula for X = SpR2n, L = π
∗
2nLλ with the action of the extended torus
T ·C∗. Since H>0(Rn, π
∗
nLλ) = 0, the Euler characteristics coincides with the character
of the zeroth cohomology, i.e. with the character of (V aλ )
∗. Therefore, for each admissible
S we need to compute the character of π∗2nLλ at p(S) and the eigenvalues of the torus
action in Tp(S)SpR2n.
Let ıλ : SpF
a
2n → P(V
a
λ ) be the standard map (which is an embedding for regular λ).
Then ch(π∗2nLλ)p(S) = e
−wtq(ıλp(S)) (the minus sign comes from the fact that a fiber of
O(1) is a dual line). We note that the weight of ıλp(S) depends only on the diagonal
entries Si,i.
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Now let us compute the eigenvalues of the tangent action of the torus at a point pS.
For each pair (i, j), 1 ≤ i ≤ j < 2n, i+ j ≤ 2n define a collection S′i,j as follows.
First, let i+ j < 2n. Given the sets Si−1,j and Si,j+1, let us look at the possible values
of Si,j keeping S admissible. We denote such a possible collections by S¯i,j in order to
distinguish it from the already fixed component Si,j. The definition of admissibility says
that there exist exactly two variants for S¯i,j, namely
S¯i,j = Si−1,j ∪ {a} or S¯i,j = Si−1,j ∪ {b},
where {a, b} = Si,j+1 ∪ {j +1} \ Si−1,j. Given a collection S we denote the numbers a, b
as above by aSi,j and b
S
i,j. We have:
Si,j = Si−1,j ∪ {a
S
i,j}, Si,j+1 \ Si−1,j = {a
S
i,j , b
S
i,j}.
We denote by S′i,j the set Si,j \ {a
S
i,j} ∪ {b
S
i,j}.
Second, assume i+ j = 2n. Given the set Si−1,j, let us look at the possible values of
S¯i,j keeping S admissible. The definition of admissibility says that there exist exactly
two variants for S¯i,j, namely
S¯i,j = Si−1,j ∪ {a} or S¯i,j = Si−1,j ∪ {b},
where {a, b} = {1, . . . , i, 2n − i + 1, . . . , 2n} \ {2n + 1 − l : l ∈ Si−1,j}. We also denote
the numbers a, b by aSi,j and b
S
i,j. We set Si,j = Si−1,j ∪ {a
S
i,j} and we denote by S
′
i,j the
set Si,j \ {a
S
i,j} ∪ {b
S
i,j}.
Recall that the variety SpFa2n sits inside the product of Grassmann varieties
∏
Gri(Wi,j).
Each
∧i(Wi,j) is acted upon by ga⊕Cd and therefore each Grassmannian carries a natu-
ral action of the group Ga⋊C∗ (the additional C∗ part corresponds to the PBW-grading
operator). Thus for each collection Si,j we have the corresponding weight wtq p(Si,j),
which is the weight of the corresponding point in
∧i(Wi,j).
Theorem 8.6. The q-character of the representation V aλ is given by the sum over all
admissible collections S of the summands
(8.2)
ewtq(ıλp(S))∏
i+j≤2n
1≤i≤j<2n
(
1− ewtq p(S
′
i,j)−wtq p(Si,j)
) .
Proof. Recall that SpR2n can be constructed as a tower of successive P
1-fibrations
SpR2n(l)→ SpR2n(l−1). Fix an admissible S. Then the surjections SpR2n → SpR2n(l)
define the T -fixed points p(S(l)) in each SpR2n(l) (note that S(l) consists of Si,j such that
for βk = αi,j one has k ≤ l). For each l = 1, . . . ,M we denote by vl ∈ Tp(S(l))SpR2n(l) a
tangent vector to the fiber of the map SpR2n(l)→ SpR2n(l−1) at the point p(S(l−1)).
Then it is easy to see that the weights of the eigenvectors of the T action in Tp(S)SpR2n
are exactly the weights of the vectors vl, l = 1, . . . ,M .
So let us fix l, 1 ≤ l ≤ M and i, j with αi,j = βl. Let us denote by Yl the set of all
pairs (k,m) such that for the root αk,m = βr one has r ≤ l. Then the fiber P
1 of the
map SpR2n(l)→ SpR2n(l − 1) at the point p(S(l − 1)) consists of all collections (Vk,m)
with (k,m) ∈ Yl subject to the following conditions:
• Vk,m = p(Sk,m) if αk,m 6= βl,
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• Vi,j ⊃ p(Si−1,j),
• Vi,j ⊂ p(Si−1,j)⊕ CwaSi,j
⊕ CwbSi,j
.
Now it is easy to see that the character of the tangent vector to this fiber at the point
p(S(l − 1)) is equal to ewtq p(S
′
i,j)−wtq p(Si,j) (recall aSi,j ∈ Si,j and S
′
i,j = Si,j \ {a
S
i,j} ∪
{bSi,j}). 
Remark 8.7. We note that the Euler characteristics∑
k≥0
(−1)kchHk(SpR2n, π
∗
2nLλ)
is equal to ch(V aλ )
∗. But in each summand (8.2) both numerator and denominator differ
from the corresponding summand in the Atiyah-Bott-Lefschetz formula (8.1) by the
change of variables zi → z
−1
i and q → q
−1. Via this change we pass from the character
of (V aλ )
∗ to the character of V aλ .
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