This contribution proposes a two stage strategy to allow for phase retrieval in state of the art sub-Nyquist sampling schemes for sparse multiband signals. The proposed strategy is based on data acquisition via modulated wideband converters known from sub-Nyquist sampling. This paper describes how the modulators have to be modified such that signal recovery from sub-Nyquist amplitude samples becomes possible and a corresponding recovery algorithm is given which is computational efficient. In addition, the proposed strategy is fairly general, allowing for several constructions and recovery algorithms.
INTRODUCTION
In many applications it is not possible to measure the phase information of electromagnetic or acoustic signals. Then the phase information may be retrieved exploiting known signal characteristics. For example, if the signal is known to be causal, the phase can be determined from the amplitude via Hilbert transform techniques [1] . Similarly, if the poles and zeros of the signal satisfies certain conditions then the phase can be determined from amplitude measurements [2] . Alternatively, one can retrieve the phase from suitable chosen intensity measurements [3] . In recent years, the phase retrieval problem for finite dimensional signal spaces attracted some interest [4, 5, 6, 7, 8, 9] . Later, these results were extended to sparse signals [10, 11, 12, 13] . In particular a two-stage technique for compressive phase retrieval was proposed in [14, 15] and applied, for example, in [16] . It basically allows the design of appropriated measurement procedures for the sparse phase retrieval problem by combining known algorithms and methods from (non-sparse) phase retrieval and compressive sensing. Only little results exist for phase retrieval in infinite-dimensional signal spaces. Results in [17] indicate that Hilbert transform techniques for phase retrieval of causal signals can not be applied or only for sufficiently smooth signals [18] . Signal recovery of real valued bandlimited signals from amplitude measurements taken at twice the Nyquist rate were considered in [19] . Complex valued bandlimited signals were treated in [20, 21] , using a sampling rate of four times the Nyquist rate.
In this paper, we address the problem of reconstructing bandlimited signals with a sparsity prior from the amplitudes of sub-Nyquist samples. Specifically, we assume a multiband structure where only the number of occupied bands is known but not the actual band locations. It is shown how the two-stage technique from [14, 15] extended to sparse infinite dimensional signal spaces. In particular, we propose a two stage algorithm which combines the phase retrieval methodology proposed in [20, 21] with the sub-Nyquist sampling techniques from [22, 23, 24 ].
SIGNAL MODEL AND NOTATIONS
General notations As usual, L p (R), with 1 ≤ p ≤ ∞ stands for the spaces of Lebesgue integrable functions on the real axis R. For any x ∈ L 1 (R) its Fourier transform is defined by
By Plancherel's theorem, F can be extended to a mapping F :
Vectors in the N -dimensional Euclidean vector space C N will be denoted by boldface lowercase letters, like x = (x1, . . . , xN ) T , and matrices by boldface upper case letters, like A. The Kruskal rank kr(A) of a matrix A is the maximal k ∈ N such that any k columns of A are linearly independent. The set {en} N n=1 will represent the canonical basis of the Cartesian coordinate system, i.e. e1 = (1, 0, 0, . . . ) T , e2 = (0, 1, 0, . . . ) T , . . . .
Signal model
We consider signals with a multiband structure within the band-limits [−fN, fN] where fN > 0 is the Nyquist frequency of the signals. The frequency interval [−fN, fN] is divided into L = 2L0 + 1 disjoint subbands Bn of length Ω := 2fN/L of the form Bn = nΩ − Ω 2 , nΩ + Ω 2 , n = −L0, . . . , 0, . . . , L0
and where L0 ∈ N. To simplify the presentation, but without loss of generality, it is assumed that L is an odd number. It is assumed that the signals are supported on only N ≪ L frequency bands. The indices of the occupied bands are collected in the set I ⊂ {−L0, . . . , L0} with cardinality |I| = N . Then B = ∪n∈IBn is the frequency support of our signals, and L 2 (B) is the set of all square integrable functions on B. We write
for the set of all square integrable functions which can be represented as the inverse Fourier transform of a function in L 2 (B) equipped with the usual L 2 (R) norm. It is assumed that we know the number of occupied bands N but not the band locations N .
So every x ∈ PWB can be written as the sum L mutually orthogonal signals x l , each of which is supported on one of the frequency intervals B l of length Ω. Thus x = l∈N x l with x l ∈ PWB l . Later, we denote by x l (t) = x(t) e i2πlΩt the signal 
MEASUREMENT SETUP
For blind signal recovery of multiband signals, the authors in [23, 24] proposed the use of modulators (cf. Fig. 1 ) to facilitate signal recovery from sub-Nyquist samples. We adopt a similar approach but we modify the modulating functions p k,m to allow for signal recovery from amplitude samples only. However, since no phase information is available, we will need an additional pre-processing step, as sketched in Fig. 2 . Both setups are explained next.
Modulated wideband converter
The main measurement setup is shown in Fig. 1 . It has a similar structure as the modulated wideband converter in [24] : The signal x ∈ PWB enters 4(M − 1) channels. In each channel, the signal is multiplied by a modulating function p k,m . These functions are Tp = 1/Ω periodic and have the following form
The coefficients a k,m [l] ∈ C will be determined subsequently. After the modulators, the signals x k,m (t) = x(t) p k,m (t) are filtered by an ideal low-pass filter with cutoff frequency Ω/2. This yields signals y k,m which are given in the frequency domain by
using that Ω = 1/Tp. So each y k,m is bandlimited with bandwith Ω/2. Finally, we sample the squared amplitude of the signals y k,m at Nyquist rate Ω = 1/Ts. This yields the samples
in each branch k = 1, . . . , 4 and m = 1, . . . , M − 1. To simplify notations and for the subsequent derivations, we write all equations (2) in matrix form as
where 
and a completely similar relation holds for x l . Therefore (4) can be rewritten in the time domain as
where the vectors y[n] and x[n] contain the samples y k,m [n] = y k,m (nTs) and x l [n] = x l (nTs), respectively. So the l-th entry of the vector x[n] is equivalent to the samples of the signal component which is supported on the l-th frequency band.
Modulator for phase propagation Additionally to the modulated wideband converter described in the previous paragraph, we apply another preprocessing step, sketched in Fig 2. Similar as in Fig. 1 , the signal x ∈ PWB is modulated by a Tp-periodic function
and filtered by an ideal low-pass with cutoff frequency Ω/2. This yields the signal y0(t) = x(t) p0(t) with Fourier transform
Again, we define x l (f ) := x(f + lΩ), and since y0 and x l are bandlimited to [−Ω/2, Ω/2], we can rewrite (6) equivalently in terms of the samples of y0 and x l in the time domain:
where a T 0 is a row vector containing the coefficients {a0[l]} L 0 l=−L 0 . Then the modulated signal y0 is delayed by a sampling period Ts. Afterwards, we have four branches (k = 1, . . . , 4) in which the undelayed and the delayed signals are linearly combined with coefficients α1[k] and α2[k], respectively. This yields y k,0 (t) = α1[k] y0(t) + α2[k] y0(t − Ts). Finally, the squared modulus of these signals are sampled at rate Rs = 1/Ts = Ω. This gives four measurement sequences (k = 1, . . . , 4) which can be written as
with the C 2 -vectors
.
Specification of parameters
It remains to specify the coefficients of the modulating functions p k,m and p0, and of the coefficient vec-
The coefficients of all functions p k,m are collected in the matrix A in (5) . To specify this (4M − 4) × L matrix, we follow the ideas in [14, 15] and write A as a product A = Ψ B. Therein Ψ is a matrix of size (4M − 4) × M which will be chosen such that phase retrieval in C M is possible. The M × L matrix B is chosen to be good compressive sampling measurement matrix. With this factorization of A, we rewrite (5) as
We choose the phase retrieval matrix Ψ according to the phase retrieval approach in [8] . To this end, we define the following ele- 
Then the n-th row of Ψ is equal to ψ * m,k with n = 4(m − 1) + k. To specify the compressive sampling matrix B, we notice that x[n] ∈ C L is an N -sparse vector for every n ∈ Z. We will see later that we have to solve the right hand side equation of (8) for signal recovery. Consequently, we choose B such that this equation has a unique N -sparse solution for every z[n] ∈ C M . A necessary and sufficient condition for that is kr(B) ≥ 2N , which requires M ≥ 2N . Moreover, there exist several specific constructions (see, e.g., [25, Chap. 2.2]) of matrices B ∈ C 2N×L with kr(B) = 2N . So we assume in the following that B is chosen such that kr(B) ≥ 2N .
To fix the setup in Fig. 2 , we specify the row vector a T 0 , which contains the coefficients of the modulation function p0, to be equal to the first row of the compressive sampling matrix B. Moreover, the constants α
(11) with constants a, b ∈ C given in (10) . By this choice of parameters, the samples in Fig. 2 are given as in (7) but with
where z1[n] is the first entry of the vectors z[n] defined in (8) .
RECOVERY PROCEDURE
At the output of the sampling system in Fig. 1 , one obtains the sequence of squared amplitude samples {|y[n]| 2 } n∈Z . From these samples, we want to reconstruct the original signal x ∈ PWB. In view of (8), signal recovery follows several steps. First for every n ∈ Z, we determine z[n] ∈ C M from the amplitude measurements |y[n]| 2 using a phase retrieval algorithm. Second, we reconstruct x[n] ∈ C L from z[n] using ideas of compressive sampling. Finally, x can be reconstructed from the sequence {x[n]} n∈Z by applying Shannon's sampling series.
I. Phase retrieval step
The left hand side equation of (8) shows that for every fixed sampling instant n ∈ Z, the amplitude measurements (3) can be written as
This is a usual phase retrieval problem for the unknown vector z[n] ∈ C M and with 4M − 4 measurement vectors ψ m,k . It was shown in [8] that the system of measurement vectors (9) allows to determine z[n] from the quadratic measurements (13) as long as z1[n] = 0. Then an efficient algebraic recovery algorithm is described in [8] . However, the quadratic measurements (13) determine z[n] uniquely only up to an unknown phase factor. So for every n ∈ Z, we are able determine z[n] = z[n] e iθn with unknown phases {θn} n∈Z .
II. Phase propagation This step determines the unknown phases
{θn} n∈Z . To this end, we use the samples acquired with the setup in Fig. 2 . The unknown phases are determined successively from these measurements as follows: We begin, by setting the first phase (say θ0) arbitrarily, e.g. θ0 = 0. Assume that we already determined θn−1. At sampling instant n, we obtain the four quadratic measurements {c k [n]} 4 k=1 given in (7) for the unknown vector (12) . Again, this is a usual phase retrieval problem in C 2 with measurement vectors {α[k]} 4 k=1 . These four vectors are designed according to the methodology from [5] which allows an efficient recovery of y0[n] = (z1[n], z1[n − 1]) T up to a constant phase factor. From this result, we can determine the relative phase difference ∆θn between z1[n] and its predecessor z1[n − 1]. Since z1[n] is the first entry in the vector z[n], we can use ∆θn to determine the unknown phase θn from θn−1. In this way, we are able to determine successively all θn, except θ0. So at the end of this step, we have determined the sequence {z[n]} n∈Z up to a global unknown phase factor θ0.
III. CS based signal recovery
Next we determine x[n] from the previously determined z[n] by solving the linear system of equations on the right hand side of (8) . The vector x[n] ∈ C L contains samples of the signal in the l-th frequency band. Since only N ≪ L signal bands are occupied, the vector x[n] is N -sparse. So we can solve (8) formally for every n ∈ Z by arg min
This optimization problem has a unique N -sparse solution because B was chosen such that kr(B) ≥ 2N . However, it is also known that this minimization problem is NP-hard. Nevertheless, other standard CS recovery methods (like basis pursuit or greedy methods) could be used to solve the right hand side equation of (8) under the sparsity constraint x[n] 0 ≤ N (see, e.g., [25] ).
The signal model implies that x[n] has the same sparsity pattern for each n ∈ Z, i.e. the index set I = I(x) = {k : x k [n] = 0} is independent of n. Consequently, it is sufficient to determine the sparsity pattern only once. Afterwards, one can solve (8) easily using the knowledge of I(x). Indeed, once I(x) is known, one can build the submatrix BI , which contains the columns of B indexed by I(x). Then, since kr(B) ≥ 2N , the matrix BI has full column rank, and so we can solve
where B † I = (B * I BI) −1 B * I is the Moore-Penrose pseudoinverse of BI and where the vector xI[n] ∈ C N contains only the nonzero entries of x[n], which are indexed by I(x). Since z[n] is only known up to a global phase factor, it is clear that also xI [n] can be determined only up to such a phase factor.
To identify the index set I(x), it is advisable to use more than one measurement vector z[n]. For example, one can collect consecutive vectors z[n] and x[n] as columns of a matrix Z = (z[N0], . . . , z[N1]) and X = (x[N0], . . . , x[N1]), respectively. Then the right hand side of (8) becomes
where the matrix X has only N nonzero rows. Such a sparse multiple measurement vector (MMV) problem is known to better identify a sparse model than a single measurement vector problem [26, 27] . If kr(B) ≥ 2N then it is known that (14) has a unique N -sparse solution X. This solution will have only N nonzero rows, which determine the index set I(x). We note that there exist different and more systematic ways to obtain an MMV problem similar to (14) from the data {z[n]} and which guarantee a unique N -sparse solution [24] . Solving (14) is again an NP-hard problem, but several suboptimal efficient algorithms for solving (14) are known [26, 27] .
IV. Interpolation
The l-th row of the vector sequence {x[n]} n∈Z contains the signal samples {x l [n]} n∈Z of the signal component from the l-th frequency band of length Ω. So we can recover the signal x ∈ PWB by the usual Shannon sampling series
where the multiplication with the exponential functions shifts the signal components back on the correct band locations. The above sum is known to converge in the norm of PWB and uniformly on R.
Summary We showed that if the modulating functions in Fig. 1  and 2 are properly chosen, then we are able to recover almost every signal from the signal space PWB. We summarize this result as follows. Theorem 1: Let x ∈ PWB be a signal which occupies N out of L frequency bands of length Ω. For M ≥ 2N there exists modulating functions p0 and p k,m where k = 1, . . . , 4, m = 1, . . . , M − 1 such that x can be reconstructed (up to a phase factor) from phaseless measurements taken with the sampling system of Fig. 1 and 2 .
Remark: We actually designed concrete modulating sequences p k,m and p0 which allow signal recovery from the phaseless measurements. However, as we discuss below, there are many different possible modulating sequences which allow for signal recovery from phaseless samples.
Remark:
Actually, x ∈ PWB can only be recovered if the first entry z1[n] of the vector z[n] in (8) is nonzero for all n ∈ Z. If this condition is not satisfied, the phase propagation described in step II breaks down. However, the set of all signals in PWB for which z1[n] = 0 for some n ∈ Z is a very thin set in PWB [21] , such that the proposed approach will recover "almost every" signal in PWB.
DISCUSSION
Sampling rate The Fourier transform x of any signal x ∈ PWB is supported in the frequency domain on a set of Lebesgue measure 2(N/L)fN. If the support of x would be known, then there exists a sampling scheme which allows to reconstruct x from samples taken at an average rate which can be arbitrarily close to the Laudau rate RL := 2(N/L)fN.
The sampling scheme described above has 4M parallel branches, with M ≥ 2N . In each branch the squared amplitude of the signals are sampled at a rate R0 = 1/Ts = Ω = 2fN/L. So the overall average sampling rate of the proposed scheme is equal to
So compared with the situations where we have access to amplitude and phase measurements and where we have knowledge of the band locations, we need an eight times higher sampling rate. We lose a factor 2 because the band locations are unknown [24] , and we lose an additional factor 4, because only amplitude samples are available [8] .
Extensions and variants
We emphasize that our main focus in this contribution lies on the general approach to include phaseless measurements into sub-Nyquist sampling systems. Using the sub-Nyquist approach of [22] the infinite-dimensional problem reduces to a finite-dimensional CS problem. Then the phaseless measurements can be implemented similarly as in finite-dimensional phase retrieval problems. The proposed methodology allows easily to use different algorithms for phase retrieval and compressive sampling. In (8) , the matrix Ψ is the measurement matrix for the phase retrieval step. Here basically any known method of phase retrieval with an appropriated Ψ can be used. Similarly, matrix B is a measurement matrix for the compressive sampling step to determine the occupied bands of the signal. The particular choices for Ψ and B in this paper are primarily to illustrate the general approach. The concrete choice of Ψ and B determine the mixing sequences p k,m of the sampling system. There are many technical details [22, 24] concerning the sub-Nyquist sampling system which we omitted for simplicity of the presentation. Similarly, a slightly simplified signal model was used were the signal bands have fixed positions. The generalization to a model with arbitrary band locations as in [24] is straightforward.
Phase propagation
The sub-Nyquist sampling reduces the infinitedimensional problem to many finite-dimensional problems. The additional phase retrieval step makes it necessary to transfer phase information among these finite-dimensional problems. To this end it was necessary to introduce the additional preprocessing step of Fig. 2 . Up to now there seems to exist no other solution to connect these finite dimensional blocks. Clearly, this phase propagation step has the potential problem that also errors are propagated from one block to the next block. In future investigations, the influence of this phase propagation on the overall performance and stability of signal recovery has to be analyzed in detail.
