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Abstract 
   The present paper introduces a novel approach for modelling the governing, slow dynamics of near-
field acoustically levitated objects. This model is sufficiently simple and concise to enable designing a 
closed-loop controller, capable of accurate vertical positioning of a carried object. The near-field 
acoustic levitation phenomenon exploits the compressibility, the nonlinearity and the viscosity of the 
gas trapped between a rapidly oscillating surface and a freely suspended planar object, to elevate its 
time averaged pressure above the ambient pressure. By these means, the vertical position of loads 
weighing up to several kilograms can be varied between dozens and hundreds of micrometers. The 
simplified model developed in this paper is a second order ordinary differential equation where the 
height-dependent stiffness and damping terms of the gas layer are derived explicitly. This simplified 
model replaces a traditional model consisting of the equation of motion of the levitated object, 
coupled to a nonlinear partial differential equation, accounting for the behavior of the entrapped gas. 
Due to the relatively simple form of the model developed here, it constitutes a convenient foundation 
for model based control algorithms, governing the slow dynamics of near-field acoustically levitated 
objects. Indeed, based on the former, a height dependent, gain scheduled PID controller is developed 
and verified numerically and experimentally, both providing satisfying results. 
 
Keywords: Near-field acoustic levitation, semi-analytical model, gain-scheduled control, squeeze 
film. 
 
 
 
 
 
 
 
 
 
 
 
 
 
1. Introduction 
   During handling and transportation of silicon wafers throughout inspection and manufacturing 
processes, the microelectronics industry uses conveyers, chucks and robotic arms, making mechanical 
contact with the substrates. Such contact generates particles, contaminating the highly controlled work 
environment, and thus affecting the yield significantly. To overcome this problem it was proposed to 
utilize the near-field acoustic levitation phenomenon, allowing a controlled levitation and 
transportation of the wafers without any physical contact [1]. The near-field acoustic levitation 
phenomenon uses high frequency, ultrasonic oscillations of a driving surface to build high-pressured 
layer of gas, commonly known as squeeze-film, between the driving surface and the handled object 
(e.g. a silicon wafer). The abovementioned pressure elevation originates from the compressibility of 
the entrapped gas, allowing to increase the average pressure inside the squeeze-film, above the 
ambient, atmospheric pressure. The pressure elevation also depends on the viscosity of the gas, 
preventing the latter from leaking out of the film. As a result, a load carrying force is produced, 
levitating the carried object above the driving surface, assuming the former is freely suspended. The 
ultrasonic oscillations also produce rapid pressure fluctuations, but the resulting oscillations 
experienced by the levitated object are considerably attenuated by the inertia, and are often in the 
nanometer scale. 
   The dynamic behavior of a near-field acoustically levitated object is commonly modelled by its 
equations of motion, coupled with the equation governing the flow regime inside the squeeze film 
(e.g. [2,3]). However, for practical applications such as controlling the dynamics of the levitated 
object, such model is too complex. Ilssar and Bucher [4] developed a manageable, second order 
ordinary differential equation, describing the more significant, slow component of the levitated 
object's vertical motion. This model incorporates the conservative levitation force originating from the 
compressibility of the gas, and the damping force acting due to its viscosity, explicitly. Yet, since the 
model in [4] is restricted to the case where the driving surface oscillates uniformly as a piston, the 
simplified model, previously suggested by Ilssar and Bucher [4] cannot describe most realistic 
systems. Namely, it cannot describe the dynamics of high performance systems where the driving 
surface exhibits spatial deformations, resulting in a non-uniform squeeze-film (e.g. [5]). 
   In the present paper, the aforementioned simplified model is generalized and extended for the case 
where the driving surface oscillates as a non-uniform standing wave. This is done following a 
calibration process used to adjust the height dependent levitation force to a specific form of excitation. 
This calibration process can be performed following either a numerical or experiment based approach. 
The numerical approach is based on a finite differences scheme of Reynolds equation, accounting for 
the flow regime inside the film (e.g. [6,7]). Whereas the experiment based approach relies on 
measurements, and a signal processing stage relating the levitation height at steady state to the 
magnitude of the excitation.  
   The model developed in this paper is then utilized to describe an experimental setup, enabling the 
formulation of a model based control loop, governing the slow dynamics of a levitated object. Indeed, 
after a satisfactory experimental validation of the model, the latter is exploited in order to devise a 
height dependent, gain-scheduled PID controller, providing rapid and accurate positioning. 
2. Statement of the problem 
   Fig. 1 presents a schematic layout of the system studied in this paper. Here, a freely suspended 
planar object is levitated due to the elevated average pressure produced by a driving surface, 
oscillating at a constant frequency   and according to a designated spatial profile a . From efficiency 
considerations, the driving surface is assumed to oscillate only at resonance, namely, its spatial 
displacement is determined by a single real eigenfunction [8]. Therefore, and assuming axisymmetry, 
the spatial profile a  depends merely on the radial coordinate r . The levitated object and the driving 
surface are axisymmetric, parallel, and have the same outer radius 
0r , implying that the only DOF 
(degree of freedom) of the levitated object considered here, is its vertical position. Obviously, the 
instantaneous position of the levitated object is determined by equilibrium of its inertia, the gravity 
and the forces induced by the pressure exerted on it by the surrounding fluid. 
 
Fig. 1. Schematic layout of the axisymmetric acoustic levitation system, showing the driving lower surface and 
the levitated object. 
   As shown in Fig. 5, displaying in solid black lines the overall dynamics of the system, and by 
former experiments and analyses (e.g. [2,4]), the dynamics of the system illustrated in Fig. 1 can be 
represented as a superposition of two time scales. The first time scale relates to the excitation and the 
resulting low amplitude rapid oscillations experienced by the levitated object, whereas the second 
time scale is associated with the evolution of the levitated object, which is 2-3 orders of magnitude 
slower than the excitation. Consequently, the air-gap between the driving surface and the levitated 
object can be decomposed as follows 
                , sin sin .h r t z t a r t h t t a r t         (1) 
Here, t  denotes the time, and z  is the overall dynamics of the levitated object, consisting of   and 
h , representing the rapid oscillations and slow evolution of the levitated object, respectively. It is 
important to note that h  equivalently represents the slow evolution of the air-gap, since the driving 
surface does not experience motions relating to the slower time scale. 
 
2.1. The governing equations 
   In order to formulate the dynamics of the system illustrated in Fig. 1 non-dimensionally, the 
following measures are defined: 
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where , ap p  are the pressure distribution inside the squeeze-film, and the ambient pressure 
respectively, 
0h  denotes a reference, typical clearance between the driving surface and the levitated 
object, and   stands for the dynamic viscosity of the fluid. As demonstrated in the following section, 
the non-dimensional excitation function 1 , and the squeeze number  , govern the system’s 
instantaneous behavior (e.g. [4,7]).  
   The dynamics of the investigated system is represented by two equations, coupling the behavior of 
the fluid residing inside the squeeze film, with the dynamics of the levitated object. Under the 
assumptions of isothermal conditions [6,7] and axisymmetric geometry, Reynolds equation used to 
approximate the behavior of the entrapped gas, takes the following form [4]: 
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   As demonstrated extensively in the literature (e.g. [6,7]), Reynolds equation is a simplification of 
the momentum and the continuity equations, assuming the fluid behaves as an ideal gas. This 
simplification is based on the assumption that the clearance between the levitated object and the 
driving surface is considerably smaller than the lateral dimensions of the system, resulting in omission 
of the inertia terms. 
   In order to consider the dynamics of the levitated object, equation (3) is coupled to its equation of 
motion, taking into account the body forces and the pressure exerted by the surrounding fluid. Thus, 
in terms of the air-gap and pressure distribution, the equation of motion of the levitated object is given 
by: 
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where g  denotes the acceleration due to gravity. 
   Finally, due to the system’s axisymmetry, there is no pressure gradient at the center of the film. 
Moreover, it is customary to assume that the pressure at the film's edge equals to the ambient pressure. 
This assumption was found quite accurate if both bounding surfaces have the same dimensions, but 
may need a correcting leakage term otherwise [9,10]. Thus, since the driving surface and the levitated 
object have the same radius, the boundary conditions of the pressure inside the film are taken as 
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3. A simplified model of the slow dynamics 
   From Fig. 5, it is clear that the displacements corresponding to the slow time scale, are considerably 
larger than the amplitudes of the levitated object's fast oscillations. Thus, for applicable uses such as 
controlling the levitation height precisely, it is usually sufficient to have a model representing merely 
the slow dynamics of the system, but such a model was not made available yet in the literature. Ilssar 
and Bucher [4] have developed a simplified model describing the slow dynamics of a near-field 
acoustically levitated object, using a single second order ordinary differential equation. However, this 
model refers to the driving surface as a rigid piston, meaning that it oscillates at a uniform amplitude. 
In this section, the previous simplified model is generalized in order to describe the slow dynamics of 
the system illustrated in Fig. 1, where the driving surface vibrates according to a more realistic, 
arbitrary axisymmetric profile. 
3.1. Development of a general simplified model 
   At the analysis presented by Ilssar and Bucher [4], it was shown that the contribution of the 
surrounding fluid to the dynamic response of a near-field acoustically levitated object, can be 
decomposed into two distinct forces; the levitation force originating from the compressibility of the 
fluid, and the damping force associated with its viscosity. Moreover, it was shown that the motions 
related to the fast time scale could be ignored when calculating the damping force related to the slow 
evolution. The latter implies that the excitation form (i.e. the mode shape of the driving surface being 
excited) does not affect the relevant dissipative force, and so, the expression formulated for the case 
of a uniform excitation suits the general case presented here. Thus, the damping force is taken as 
following (see [4], equations 35-36): 
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where 
dampingF  is normalized by 
2
0ap r . 
   To complete the formulation of the generalized simplified model, all that left is to recalculate the 
slowly varying term of the levitation force. This force results from the pressure built by the 
oscillations of both the driving surface and the levitated object, due to the compressibility of the gas. 
Thus, since the evolution of the system is much slower than the fast oscillations, it hardly affects the 
compression of the gas residing inside the squeeze film, meaning that its contribution to the levitation 
force can be neglected. Moreover, it was already shown (e.g. [2–4]) that the amplitudes of the 
levitated object's fast oscillations are 2-3 orders of magnitude smaller than the excitation magnitude 
and so their contribution to the levitation force can be neglected as well. Namely, the levitation force 
is hardly affected by both slow and fast dynamics of the levitated object, and so, its slowly varying 
term can be approximated as a static force acting on a fixed object placed at a constant nominal 
clearance H  from the driving surface. 
   To approximate the time averaged levitation force acting on a fixed object using an asymptotic 
analysis, a small parameter needs to be defined. As mentioned above, the magnitude of the non-
dimensional excitation function   is small; however, since this measure depends on the spatial 
coordinate R , it cannot function as the small parameter in a regular perturbation type of analysis. 
Therefore, the small parameter is chosen as the height dependent norm of  , separating the non-
dimensional excitation function as follows:  
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Here, since the parameter   takes the small magnitude of the non-dimensional excitation function, 
the norm of ˆ  equals to unity. Moreover, for sake of consistency with the model describing the 
behavior of the system under uniform excitation [4], the weight function of the norm is chosen as 1.  
   According to (7), when the nominal air-gap is constant and equals to H , the air gap varies as 
following: 
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   Additionally, in order to take nonlinear effects into account, the pressure distribution is represented 
as a second order asymptotic series, as suggested by Minikes et al. [11]: 
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   Substituting (8) and (9) into Reynolds equation (3) results in an expression consisting of several 
orders of  . In order to balance the leading order equation associated with the terms of order  , the 
following harmonic solution is suggested: 
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   Harmonic balance of the leading order equation using (10), yields two coupled ordinary differential 
equations from which the spatial functions 1 2,   can be determined, assuming the excitation 
function is known.  
   As shown in the past (e.g. [4,11]), substitution of (10) into the second order equation, comprising 
the terms of order 2 , gives rise to terms dependent on second temporal harmonics and to time 
independent terms. Therefore, in order to balance this equation, the following solution is proposed: 
            3 4 5, cos 2 sin 2 .B R T R T R T R      (11) 
   Substituting (10) and (11) into the second order equation, and averaging over one excitation period 
provides an ordinary differential equation, depending on 
1 2 5, ,    and ˆ . Obviously, assuming 
1 2
ˆ, ,   and are known, the function 5  representing the time independent part of the gauge 
pressure distribution, can be obtained. 
   Since the pressure fluctuations are irrelevant when calculating the time averaged levitation force, 
than if 
5  is known, a second order approximation of this force can be found. This is done by 
integrating the total pressure acting on the levitated object from both its sides, over its area, and 
averaging over one excitation period, as shown below: 
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where levitationF  is normalized by 
2
0ap r . 
   The function  K   is a calibration function of a particular set-up and it contains information about 
the spatial pressure distribution that depends on the excitation form and on the squeeze number. This 
function captures the relatively complex features of the levitation process, considering only the slow 
dynamics (quasi-static compared with the excitation frequency).  
   It should be noted that a closed form of the spatial function 
5  is usually hard to find. Thus 
typically, an explicit expression of the function  K  , relating the time averaged levitation force and 
the squeeze number, cannot be formulated. However,  K   can be computed numerically or 
experimentally, as shown in the following sub-section. The latter leads to a closed expression for the 
time averaged levitation force. 
   The influence of the total pressure acting on the levitated object was decomposed into two forces 
whose slowly varying terms are denoted as levitationF  and dampingF . A superposition of these terms 
constitutes a second order approximation of the pressure term in the equation of motion (4), averaged 
over one excitation period. Consequently, averaging (4) over one excitation period and using (6),(12), 
yields the following equation, describing the slow dynamics of the system illustrated in Fig. 1: 
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Here, u  representing the excitation magnitude, 
*
sC  denoting a coefficient of the stiffness term, dC  
standing for the coefficient of the damping term and G  symbolizing the gravity, are given as 
followings: 
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   Obviously, here the levitated object is no longer fixed, and therefore the squeeze number   is a 
functional of the slow evolution H . 
3.2. Finding an approximation for the calibration function 
   As stated above, the slow dynamics of a near-field acoustically levitated object can be formulated 
by (13)-(14). However, finding a closed form for the function  K   is not an easy task. Therefore, in 
this sub-section, two alternative approaches, leading to an approximation of this function are 
presented. The first approach is based on a numerical scheme, describing the behavior of the squeeze-
film according to Reynolds equation (3), whereas the second approach is experimental, and based on 
the steady state equation obtained from (13) by nulling the time derivatives of H . 
3.2.1. The numerical approach 
   Since the motions of the levitated object were neglected in the development of the slowly varying 
levitation force, the function  K   should be calculated neglecting these motions as well. Indeed, the 
first approach to approximate  K   is based on a numerical scheme describing the degenerated form 
of the system illustrated in Fig. 1, where the upper object is fixed. The abovementioned scheme 
consists of numerous ordinary differential equations achieved by discretizing Reynolds equation (3) 
as following: 
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  (15) 
where  1,n N  denotes the index of the radial node residing at    1 1R n N   . 
   In each of these equations, the different spatial derivatives are calculated using central differences 
formulas, while the needed values at the external nodes 1,n N  are determined according to the 
boundary conditions (5). Furthermore, assuming the excitation function is given, the air-gap H  at 
each node is known in every instance, leaving the pressure as the only unknown function, whose 
instantaneous values are calculated from (15) using numerical integration.  
   It should be noted that the derivation presented in the previous sub-section neglects the transient 
behavior of the pressure. The latter is a valid assumption since the time constants of the pressure, are 
considerably lower than those of the levitated object's evolution. Therefore and according to (12), the 
time averaged levitation force is calculated by averaging the pressure obtained from (15), over an 
integer number of excitation periods and integrating over the area, after convergence to steady state.  
   According to (12), calculation of  levitationF   for various squeeze numbers in the desired work 
range, and division by 2  results in the desired values of  K  . Here, in order to satisfy the 
asymptotic assumptions led to the simplified model (13), implying that the contribution of ,   to the 
levitation force can be separated,   should be small in the simulations as well. Finally, in order to use 
 K   in the simplified model (13), a closed form analytical expression needs to be found. This is 
done using curve fitting on the values calculated numerically.  
3.2.2. The experiment-based approach 
   The second approach for approximating the function  K   is empirical and requires measuring the 
time averaged levitation heights at steady state 
eqH , for various constant excitation magnitudes equ . 
Substitution of ,eq eqH u  into the simplified model (13) eliminates the time derivatives of H , resulting 
in the following equation: 
   * 2 2 .s eq eq eqC u K H GH    (16) 
   The transcendental equation (16) obtained for every pair ,eq eqH u , provides a single value of  K  . 
Curve fitting on the values achieved from the different equilibrium points, yields a continuous 
approximation that can be used in (13). 
   Obviously, the experiment-based approach is more reliable than the numerical approach since it 
depends on experimental data, and thus helps correcting inaccuracies in the model and including 
overlooked effects. The inaccuracies originate from restricting assumptions such as pressure release 
boundary conditions, stating that the pressure at the peripheries of the film equals to the ambient 
pressure. Furthermore, is should be noted that the experimental-based approach can consider 
additional static forces, such as magnetic forces acting on the system (see sub-section 3.3). Namely, 
such forces are considered as supplementary terms on the right hand side of (16), thus this approach 
takes these terms into account when calculating  K  . 
3.3. Simplified modelling of the experimental setup 
   The experimental work presented in this paper was performed using the setup displayed in Fig. 2. 
This setup consists of a levitated object whose weight and radius are 134.7 g and 50 mm respectively, 
and a custom made piezoelectric actuator supplying the required excitation. The actuator is an 
assembly of a Langevin transducer, and a structure used to magnify the displacements at its base, for 
production of significant excitation amplitudes. From efficiency considerations both components 
comprising the actuator are designated to operate at approximately 28.5 kHz. At this frequency, all 
axial elements resonate at their first elastic longitudinal mode, and the upper plate whose top surface 
functions as the driving surface, resonates at its second axisymmetric flexural mode (see Fig. 3). In 
order to eliminate undesired degrees of freedom such as lateral and tilting oscillations [12], a 
magnetic centering array was implemented. As shown in Fig. 2, this array uses magnetic repulsion 
forces between three centering elements and a series of magnets placed on the perimeter of the 
levitated object. 
   It should be noted that in order to preserve high performance, and to comply with the model's 
assumption, referring to the excitation form as a pure standing wave, in all of the experiments 
discussed in this paper, the excitation frequency was determined according to a digitally controlled 
Phase-Locked loop algorithm (e.g. [13]). However, since in all of the experiments the frequency 
changed by less than 0.1%, these variations are not taken into account in the analyses. 
 
Fig. 2. Schematic layout and a photograph of the experimental setup. Left: The piezoelectric actuator and a 
sample levitated object. Right: The experimental rig showing the piezoelectric actuator in the middle and the 
levitated object with centering passive magnets (set aside for visibility). 
   To model the experimental system according to (13), and to evaluate the agreement between the two 
approaches suggested for approximating  K  , three sets of experiments were carried out. In the 
first experiment-set, the excitation form ˆ , which is the mode-shape of the driving surface being 
excited, was measured using a laser Doppler sensor (PolytecTM, OFV-303). These measurements were 
performed under numerous different excitation magnitudes in the desired working range, when the 
system was loaded with the mass mentioned above. According to these experiments, the excitation 
form does not change with the levitation height, thus as illustrated in Fig. 3, ˆ  is taken as a levitation-
height independent function, complying with (7). 
   The purpose of the second experiment-set was to find the relation between the excitation magnitude 
u , and the amplitude of the voltage supplied to the system, denoted as V . For this sake the relation 
between V and the amplitude at the center of the loaded driving surface was measured using a laser 
Doppler sensor (PolytecTM, OFV-551), under excitation with several magnitudes in the allowable 
range. This relation, together with the data from the first experiment-set, relating the amplitude at the 
center of the driving surface to a , led to the desired relation. 
 
 Fig. 3. The measured excitation form of the driving surface. 
   In the third experiment-set conducted for the identification of the system, the steady-state height of 
the levitated mass was measured several times under numerous excitation magnitudes, using a laser 
triangulation sensor (KeyenceTM, LK-H008). The latter relates the steady-state levitation height to the 
amplitude of the input voltage. 
   As explained above, knowing the spatial excitation form is sufficient for calculating  K   
according to the numerical approach. However, to estimate this function experimentally, the data 
acquired in all three experiment-sets is necessary. Namely, in the third experiment-set, the relation 
between the levitation height and the input voltage was found; yet, to utilize (16), the former needs to 
be associated with 
equ , depending on both the shape and the magnitude of the excitation function. 
This relation can be identified from the first and second experiment-sets, providing the mode shape 
and the relation between the input voltage and the excitation magnitude. Thus given the data from all 
three experiment-sets, the experimental estimation of  K   can be found. 
   According to the algorithms discussed above, and using the data from all three experiment-sets, Fig. 
4, comparing the numerically obtained and the experimental forms of  K  , was produced. This 
figure shows that the experimental values of  K  , obtained over 20 experiments are quite 
repetitive, and their fitted curve given by 
   2 4 2 7 3 10 41.2348 2.2928 10 1.301 10 2.9826 10 2.4985 10K                   (17) 
constitutes a good approximation to these values. Thus (17) can be used as the calibration function in 
(13). However, one should notice a considerable difference between the values obtained from the 
different approaches, implying an error in the numerically obtained values of  K  . A significant 
part of this error can be attributed to the fact that the numerical approach does not consider the force 
induced by the magnetic array presented in Fig. 2. The axial component of the magnetic force, whose 
positive direction is chosen downwards, adds an additional term to (13), denoted as 
magF . The 
magnitude of this term is the axial projection of the magnetic force, normalized by 
2
0m h . Therefore, 
when calculating  K   according to the experiment-based approach, the axial component of the 
magnetic force, is taken into account. Namely, by substituting ,eq eqH u  into (13), and eliminating all 
the time derivatives, (16) takes the following form, considering the magnetic force: 
     * 2 2s eq eq eq magC u K H H G F     (18) 
   Since the distance between the static magnets and the magnets located on the levitated object, is 
large compared to their depth and width, they can be treated as magnetic dipoles. Moreover, the 
length of the magnets and the radii of the circles on which they are located, are larger than the 
distance between them. Thus the axial magnetic force can be calculated referring to the magnets as 
three pairs of long permanent magnets. In this case the axial component of the magnetic force can be 
approximated proportional to  sin 3 , when   is the angle between the horizon and the line 
connecting each pair of the repulsing magnets [14]. As can be seen from Fig. 4, the deviation between 
the numerically obtained and the experimental values of  K   is monotonous in most of the work 
range, with exception of small squeeze numbers, corresponding to significant air-gaps. This trend is 
consistent with Yonnet [14], assuming the levitated object is located below the magnetic array such 
that 6   until 60   where the slope of the deviation between the experimental and the 
numerically obtained values of  K   changes its sign. Furthermore, one should notice that at high 
squeeze numbers, corresponding to low altitudes, the deviation between the experimental and the 
numerically obtained values of  K   decreases, since the magnetic force decays.  
   Finally, it should be noted that at small squeeze numbers, the numerically obtained values of  K   
become negative, indicating that under appropriate conditions the levitation force turn into an 
attractive force. The latter is beyond the scope of this paper and therefore it will not be discussed here. 
 
Fig. 4. Comparison between the numerically obtained and the measured (experimental) values of K(σ). (a) The 
curve fitted to the measurements, (b) The area enclosing all of the measurements, (c) The curve fitted to the 
numerically obtained values (d) The values calculated according to the numerical approach, (e) The difference 
between fitted curves. 
 
   It was witnessed above that there is a significant deviation in the values of  K   achieved using 
the numerical approach, originating vastly from the fact that the forces induced by the magnetic array 
were not taken into account. However, it should be noted that when the excitation magnitude is much 
smaller than the air-gap, the simplified model (13) together with  K   achieved from the numerical 
approach, predicts accurately the slow dynamics of the original model (3)-(5). Fig. 5 shows a 
comparison between number of dynamic responses whose properties are given in Table 1, achieved 
under the excitation form illustrated in Fig. 3, in absence of magnetic forces. These responses were 
obtained from the original model (3)-(5), and from the simplified model (13) with  K   achieved 
using the numerical approach. The former was calculated numerically by solving the equation of 
motion (4) together with the ordinary differential equation system (15), using finite differences in 
space and numerical integration in time. As can be seen from Fig. 5 and Table 1, the simplified model 
calculated utilizing the numerical approach capture accurately the slow dynamics of the system 
modelled by (3)-(5), implying that this approach indeed manages to describe accurately the 
conservative force of this system. However, since the simplified model was developed assuming 
1 , as this measure grows, the agreement between the original model and the simplified model 
deteriorates, at steady-state and also during the transient response. It is clear from Fig. 5 that the 
transient response of the simplified model is more sensitive to high values of   than its steady-state 
behavior. 
 
Fig. 5. Comparison between the simulated dynamic responses whose properties are given in Table 1. The solid 
black curves were obtained from the original (Reynolds equation based) model, and the dashed orange curves 
were achieved using the simplified model, utilizing the numerically obtained values of K(σ). 
 
 
Table 1. 
Significant characteristics of the dynamic responses in Fig. 5 
Curve Mass [g] 
Excitation 
frequency [kHz] 
‖a‖ [μm] 
δ at steady 
state 
Steady-state 
error 
a 134.7 28.5 7 0.0696 0.1659% 
b 134.7 28.5 2.5 0.0360 0.0779% 
c 1000 4 2 0.0870 0.3976% 
d 20000 2 4 0.3244 2.3425% 
 
   Fig. 6 presents a typical dynamic response of the levitated object, obtained experimentally under 
excitation with several constant magnitudes. It also displays the theoretical prediction of the response, 
achieved using the simplified model given by (13) and (17). This figure reveals that the deviations 
between the experimental and the predicted steady-state heights are less than 2%, over the entire work 
range. Moreover, at low altitudes the simplified model accurately predicts the dynamic behavior of 
the system, meaning that in addition to the stiffness term found empirically, the damping term 
calculated theoretically almost flawlessly describes the actual damping. However, at significant 
altitudes the theoretically computed damping term underestimates the real damping. For example, 
when the levitation height is around 190 µm, the predicted rising time is about 9 times shorter than its 
experimental value. One possible reason for these deviations is the fact that at significant clearances 
the assumptions made in the development of Reynolds equation weaken. The latter leads to loss of 
accuracy since the simplified model (13) is fully based on Reynolds equation.  
 
Fig. 6. The dynamic response of the levitated object under excitation with several constant magnitudes – 
comparison between experimental and theoretical results. The dashed orange curve is based on (13),(17) and the 
solid black curve is measured on the system shown in Fig. 2. 
   The theoretical damping term can be corrected empirically as done by Ilssar and Bucher [4]. 
However, since the behavior of the system is affected by temperature and moisture deviations, it 
seems impractical to include such lengthy procedure in the calibration process. Nevertheless, the 
simplified model (13),(17) seems adequate for purposes of designing a controller for the system 
presented in Fig. 2, assuming the controller is robust. Thus in the next section, the model (13),(17) is 
utilized as a basis for a control law, governing the slow dynamics of the experimental setup. 
4. Closed loop control 
   Both the levitation force and the damping force comprised in the simplified model (13), were 
developed assuming the excitation magnitude and frequency are constant, considering terms up to 
order 2 . An implicit assumption of this development is that the slow dynamics of the system is 
sufficiently slow such that 
 2d d ,T   (19) 
implying that (13) also holds if the excitation magnitude varies slowly so the latter is still met.  
   The objective of the current section is to develop a control law, governing the slow dynamics of the 
system. Hence slow variations of the excitation magnitude, meeting the abovementioned condition, 
are sufficient. In this section, a gain-scheduled controller, governing the slow dynamics of the 
experimental setup is designed based on the simplified model (13). Next, after numerical simulations 
used to assess the performance of the controller, the latter is evaluated experimentally. 
4.1. Design of a gain-scheduled controller 
   In the current sub-section, a gain-scheduled controller, governing the slow dynamics of the 
experimental setup is developed, relying on the simplified model (13),(17). Namely, the control law is 
based on an LPV (linear parameter-varying) model, obtained by linearizing (13) around an arbitrary 
equilibrium point in the desired work range, using first order Taylor expansion. The latter provides the 
following family of linear systems parameterized by the equilibrium point ,eq equ H  
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Here, , 1u H   are small deviations around the equilibrium point ,eq equ H , denoting a constant 
excitation magnitude and its resulting steady state levitation height, respectively. The different 
equilibrium points are obtained from the steady-state equation (16). 
   In order to achieve good performance and to eliminate steady state errors, the chosen controller is of 
a PID form where the proportional and the integral actions act on the error between the reference r  
and the levitation height H , whereas the derivative action acts on H  [15]. Here, the three controller 
parameters , ,p i dk k k , denoting the proportional, integral, and derivative gains respectively, vary with 
the levitation height H , implying that H  is the scheduling variable. For sake of causality, and to 
avoid amplification of high frequency noise, the differentiator is connected in series to a low-pass 
filter whose cut-off frequency is denoted 
LPF , as illustrated in Fig. 7. According to the above, the 
gain-scheduled controller is given by 
    p du k H r H k H         (21) 
where 
  
d d d
, .
d d d
i LPF LPF
H
k H r H
T T T
 
          (22) 
 
Fig. 7. Schematic layout of the closed loop system, comprising the PID gain-scheduled controller, the resonance 
tracking implementation and the acoustic levitation system. 
   The controller given by (21) and (22) is based on the velocity algorithm suggested by Kaminer et al. 
[16]. It is easy to verify that under the assumption of zero steady-state error, this controller has no 
hidden coupling terms. Namely, around each equilibrium point, the gain-scheduled controller is 
similar to the linear controller designed to achieve the desired performance at this point [17]. Thus, 
omitting the arguments ,eq eqH u  from the height dependent parameters 0 1 0, , , , ,p i dk k k     for brevity, 
each local closed loop transfer function is of the following form: 
 
 2
0 4 3 2
3 2 1 0
p LPF p i LPF ik s k k s kH
r s C s C s C s C
 
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  (23) 
where 
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  (24) 
   Since the gain-scheduled controller (21),(22) equals to its corresponding linear form at each design 
point, the controller coefficients at every point should be chosen in a way that satisfies the required 
performance locally. Here, to achieve rapid convergence to steady state with reduced oscillations, the 
controller is designed such that around each design point, every two poles are identical and thus real 
valued, implying on critical damping. The abovementioned requirement reduces the controller design 
into two degrees of freedom, determined by setting the cut-off frequencies of the closed loop and the 
differentiator's low-pass filter to desired values. These frequencies are chosen to attenuate high 
frequency noise without affecting the system performance. It should be noted that as presented in Fig. 
7, the output signal goes through an analog low-pass filter. However, the latter is not taken into 
account in the controller design since its cut-off frequency is chosen to be much higher than those of 
the closed loop and the filter connected to the differentiator. Another component that is disregarded in 
the controller design is an anti-windup loop, also appear in Fig. 7. 
   The levitation height H , serving as the scheduling variable, is necessarily continuously 
differentiable over the entire work range due to the inertia of the levitated object. As a result the time 
derivative of H  is bounded for every 0T  . Moreover, it should be noted that the calibration 
function (17) is continuously differentiable with respect to H  over the entire work range, thus so as 
the parameters 
0 1 0, ,   . Furthermore, assuming the controller is designed properly, its parameters 
, ,p i dk k k  are taken as continuously differentiable and the closed loop is considered locally stable 
around every equilibrium point ,eq equ H . Therefore, denoting the state vector of the closed loop when 
the scheduling variable is equal to eqH  as    d d
T
eqH H H T   , it can be shown that if 
the measures 
      0 0 0 , d dssH T H T H T      (25) 
are sufficiently small for every 0T  , then   is uniformly bounded for all 0T  , and the error 
e r H   becomes of the same order as d dH T , after a finite time. Moreover, if the scheduling 
variable H  converges to a constant steady state value, implying that its time derivative converges to 
zero as T  , than the error vanishes as T  . The abovementioned properties can be proven 
following Khalil [18] (Theorem 12.1), who verified these properties for the velocity algorithm given 
in [16]. 
   Using the parameters given in Table 2, the diagram presented in Fig. 8 was produced. This diagram 
shows the absolute value of the closed loop pole, closest to the stability borderline (the unit circle), 
after transformation to the Z domain according to forward Euler method. The latter is presented for 
every combination of operating point, denoting the actual levitation height, and design point, 
representing the height where the local controller is designed, in the work range. This diagram is 
presented in discrete terms because both the theoretical and the experimental controllers discussed 
here are implemented digitally.  
   Fig. 8 shows that with the chosen controller, the closed loop is locally stable for every combination 
of design point and operating point. Moreover, it can be shown that the controller parameters , ,p i dk k k  
are continuously differentiable with respect to H  in the entire work range. Therefore, according to 
the stability property discussed above, if the initial conditions are adequately close to their steady-
state values, implying that the measures (25) are sufficiently small for all 0T  , than H  is uniformly 
bounded, and its steady-state error to a step input converges to zero. Furthermore, it is clear that the 
largest stability margin is achieved when the designed point equals to the operating point, namely, 
when using a gain-scheduled controller. 
 
Fig. 8. The absolute value of the closed loop discrete pole, closest to the stability borderline, as a function of the 
designated levitation height and the actual height. 
Table 2. 
The parameters of the closed loop system considered in section 4. 
Cut-off frequency of the closed loop 10 Hz 
Cut-off frequency of the differentiator's filter (ωLPF)  300 Hz 
Cut-off frequency of the analog Low-pass filter  2000 Hz 
Sampling rate 2000 Hz 
 
   As a final step for assessing the chosen gain-scheduled controller, its performance was examined 
utilizing a numerical scheme based on the simplified model (13),(17), describing the system 
illustrated in Fig. 7. Using this numerical scheme, the step response of the closed loop system to a 
reference signal, varying between 60 µm and 180 µm, was simulated. Moreover, as presented in Fig. 
9 and Fig. 10, similar simulations, where the gain-scheduled controller was replaced with different 
linear controllers designed similarly for a single design point, were also performed. In order to 
describe a more realistic situation, measurement noise was added to all of the abovementioned 
simulations. However, it should be emphasized that the simplified model (13) is valid only if the 
condition (19) is met. To satisfy this condition, the measurement noise was taken as colored noise 
with maximal magnitude of 2 µm, whose cut-off frequency is 300 Hz. 
   Fig. 9 and Fig. 10 show the simulated dynamic responses obtained using the gain-scheduled 
controller and three different linear controllers. These figures demonstrate that theoretically, the 
former indeed provides the best performance. Namely, the gain-scheduled controller provides both 
noise attenuation and the fastest and least oscillatory convergence to steady state. Moreover, one 
should notice that there is a trade-off between noise reduction obtained using linear controllers 
designed for high altitudes, and good transient behavior achieved using linear controllers designed for 
low altitudes. To achieve both noise reduction and good transient behavior in the entire work range, 
the gain-scheduled controller seems as the preferable choice. 
 
Fig. 9. Comparison between theoretical dynamic responses of the closed loop to the input reference (c), obtained 
(a) using a gain-scheduled controller, (b) using a linear controller designed for desired behavior around 80 µm. 
 
Fig. 10. Comparison between theoretical dynamic responses of the closed loop to the input reference (d), 
obtained (a) using a gain-scheduled controller, and using linear controllers designed for desired behavior around 
(b) 120 µm, (c) 160 µm. 
4.2. Implementation of the control algorithm 
   The controller developed above was implemented experimentally, using the closed loop system 
illustrated schematically in Fig. 7. This system consists of the experimental setup displayed in Fig. 2, 
whose excitation frequency is determined by a Phase-locked loop resonance-tracking algorithm, an 
analog low-pass filter, reducing high frequency noise, and the controller designed above. The latter 
closes a feedback on the height of the levitated object, measured using a laser triangulation sensor 
(KeyenceTM, LK-H008). As shown in Fig. 7, the controller input is non-dimensional, thus the physical 
levitation height yielded by the sensor, was converted to a non-dimensional form using (2). 
Additionally, since the controller outputs the excitation magnitude u , but in practice it commands the 
amplitude of the input voltage V , the former was converted into the desired values using the relation 
found in the second preliminary experiment set (see sub-section 3.3). 
 
Fig. 11. Comparison between experimental dynamic responses of the closed loop to the input reference (c), 
obtained (a) using a gain-scheduled controller, (b) using a linear controller designed for desired behavior around 
80 µm. 
 
Fig. 12. Comparison between experimental dynamic responses of the closed loop to the input reference (d), 
obtained (a) using a gain-scheduled controller, and using linear controllers designed for desired behavior around 
(b) 120 µm, (c) 160 µm. 
 
   Fig. 11 and Fig. 12 present the experimental dynamic responses, corresponding to those discussed in 
the previous sub-section (Fig. 9-Fig. 10), filtered such that only frequencies lower than 35 Hz are 
taken into account. Namely, these figures display the dynamic responses of the closed loop system 
given in Fig. 7, achieved using the gain-scheduled controller (21)-(22), and using the three linear 
controllers designed similarly for a single design point. The parameters of the closed loop systems are 
given in Table 2, similarly to the simulations.  
   Fig. 12 shows that the superiority of the gain-scheduled controller, over the linear controllers 
designed around heights of 120 µm and 160 µm, is consistent with the simulations presented above. 
Moreover, as noticed in the simulations, the controllers designed around lower altitudes are sensitive 
to noise. Thus around 60 µm, the gain-scheduled controller did not keep the desired steady-state 
height. Yet, around 70 µm and beyond, all controllers tracked the commended steady-state height, 
accurately. However, as shown in Fig. 11, contrary to the prediction, in practice the linear controller 
designed around 80 µm yielded a better performance than the gain-scheduled controller. Moreover, 
the latter did not provide a critically damped behavior as expected. Nevertheless, it should be noted 
that the most significant deviations from the theory were obtained at significant altitudes, where the 
damping estimation is inadequate, leading to lower precision of the simplified model (13), on which 
the controller design is based. 
5. Conclusions 
   It was shown that although high excitation frequencies are utilized when levitating planar objects by 
means of near-field acoustic levitation, the governing dynamics of the levitated objects is much 
slower. Consequently, to control the dynamics of near-field acoustically levitated objects, it is usually 
sufficient to consider merely their slow dynamics, implying that a relatively slow control system is 
adequate. However, due to the nonlinear behavior of the gas trapped between the driving surface and 
the levitated object, to achieve satisfactory performance, the control algorithm should be nonlinear as 
well. 
   In this paper, a gain-scheduled controller was designed based on a novel semi-analytical model, 
capturing the slow dynamics of a near-field acoustically levitated object, using a single, second order 
ordinary differential equation. The gain-scheduled controller exhibited adequately good performance, 
although the simplified model on which it is based underestimates the real damping of the system at 
significant air-gaps. Thus, it is the authors' opinion that based on the performance presented above, 
the simplified model developed in this paper is suitable to serve as the basis for more sophisticated 
model based controllers. Moreover, it is safe to assume that an empirically corrected damping term 
would have resulted in a superior controller. 
   Finally, although it is not the focus of this paper, the importance of the phase-locked loop, 
determining the excitation frequency, should be emphasized. Since the air-gap between the driving 
surface and the levitated object affects the stiffness and damping of the piezoelectric actuator (e.g. 
[7]), the resonance frequency of the actuator depend on the levitation height. Moreover, additional 
causes such as temperature and moisture variations, change the resonance frequency as well. 
Obviously, due to the low damping of the actuator, small deviations from the resonance, can reduce 
the excitation magnitude dramatically. Thus, working with a constant excitation frequency seems 
impractical, and so, a resonance-tracking algorithm must be an integral part of any control loop, 
governing the dynamics of near-field acoustically levitated objects. 
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