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Problème
Modéliser et prédire les distributions d’abondance d’espèces
d’arbres dans les forêts tropicales du bassin du Congo
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Sur chaque parcelle :
I q = 94 espèces d’arbres à prédire (abondance : données de
comptage)
Dans le but de modéliser ces distributions d’espèces :
I p = 56 variables explicatives
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Difficultés
Variables explicatives très corrélées
↪→ Régularisation nécessaire
Observations géo-référencées
↪→ Structure de dépendance plus complexe
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SCGLR
Gère les fortes redondances au sein des variables explicatives
↪→ Régularisation par construction de composantes
supervisées
Mixed-SCGLR
Prends en compte la structure de dépendance
↪→ Dépendance intra-groupe modélisée par un effet aléatoire
↪→ GLMM multivarié
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Notations :
I Yn×q : matrice des q réponses y1, . . . , yq
I Xn×p : variables explicatives (redondantes)
I Un×N : matrice de design des effets aléatoires
Définition des prédicteurs linéaires : ∀k ∈ {1, . . . , q},
ηk = g
(
E
(
yk | ξk
))
Modélisation classique
ηk = Xβk + Uξk
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Notations :
I Yn×q : matrice des q réponses y1, . . . , yq
I Xn×p : variables explicatives (redondantes)
I Un×N : matrice de design des effets aléatoires
Définition des prédicteurs linéaires : ∀k ∈ {1, . . . , q},
ηk = g
(
E
(
yk | ξk
))
Régularisation
ηk = (Xu)γk + Uξk
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Comment calcule-t-on la composante f = Xu ?
Bry et Verron (2015)
max
||u||=1
{
C(u) = [ψ(u)]
1−s× [φ(u)] s
}
Critère de qualité d’ajustement : mesure le degré
d’ajustement de l’ensemble des prédicteurs linéaires ηk sur la
composante f = Xu
Critère de pertinence structurelle : mesure à quel point la
composante est proche des structures fortes de X
Jocelyn CHAUVET Algorithme EM & régularisation
Mixed-SCGLR
Ridge GL2M pour données longitudinales
Bilan et perspectives
Motivation
Modèle et méthode d’estimation
Données réelles
Comment calcule-t-on la composante f = Xu ?
Bry et Verron (2015)
max
||u||=1
{
C(u) = [ψ(u)]
1−s× [φ(u)] s
}
Critère de qualité d’ajustement : mesure le degré
d’ajustement de l’ensemble des prédicteurs linéaires ηk sur la
composante f = Xu
Critère de pertinence structurelle : mesure à quel point la
composante est proche des structures fortes de X
Jocelyn CHAUVET Algorithme EM & régularisation
Mixed-SCGLR
Ridge GL2M pour données longitudinales
Bilan et perspectives
Motivation
Modèle et méthode d’estimation
Données réelles
Comment calcule-t-on la composante f = Xu ?
Bry et Verron (2015)
max
||u||=1
{
C(u) = [ψ(u)]
1−s× [φ(u)] s
}
Critère de qualité d’ajustement : mesure le degré
d’ajustement de l’ensemble des prédicteurs linéaires ηk sur la
composante f = Xu
Critère de pertinence structurelle : mesure à quel point la
composante est proche des structures fortes de X
Jocelyn CHAUVET Algorithme EM & régularisation
1 Régression Linéaire Généralisée sur Composantes Supervisées
(SCGLR)
Motivation
Modèle et méthode d’estimation (première composante)
Diagnostics graphiques sur données réelles
Mixed-SCGLR
Ridge GL2M pour données longitudinales
Bilan et perspectives
Motivation
Modèle et méthode d’estimation
Données réelles
Qualités interprétatives
Plans factoriels (1,2) & (2,3)
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L2M pour données répétées : y = Xβ + Uξ + ε
I y = (y11, . . . , y1R, y21, . . . , y2R, . . . . . . . . . , yN1, . . . , yNR)T
I β vecteur des effets fixes et X leur matrice de design
I ξ = (ξ1, ξ2, . . . , ξN )T vecteur de l’effet aléatoire "individu" et
U = IN ⊗ 1R matrice de design correspondante
I ε ∼ N (0,σ20INR) ⊥ ξ ∼ N (0,σ21IN )
Estimation classique par algorithme EM, θ =
(
βT , σ20, σ
2
1
)T
E : Q
(
θ | θ[t]
)
:= Eξ|y
[
L(θ; y, ξ) | θ[t]
]
M : θ[t+1] ←− arg max
θ
Q
(
θ | θ[t]
)
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Algorithme EM avec pénalité RIDGE
Green (1990), Eliot et al (2011)
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Estimation par algorithme EM pénalisé
I Comment calibrer le paramètre de shrinkage λ ?
↪→ Validation Croisée Généralisée (GCV) à chaque étape de
l’EM
GCV : λ[t] ←− arg min
λ
GCV(λ) =
n−1
∥∥∥y −H [t]λ y∥∥∥2[
1− n−1tr
(
H
[t]
λ
)]2

E : Qpen
(
θ | θ[t]
)
:= Eξ|y
[
L(θ; y, ξ)− λ
[t]
2
βTβ | θ[t]
]
M : θ[t+1] ←− arg max
θ
Qpen
(
θ | θ[t]
)
Jocelyn CHAUVET Algorithme EM & régularisation
Mixed-SCGLR
Ridge GL2M pour données longitudinales
Bilan et perspectives
L’existant : L2M-Ridge
Adaptation aux données longitudinales
Extension aux GL2M
Simulations et données réelles
Estimation par algorithme EM pénalisé
I Comment calibrer le paramètre de shrinkage λ ?
↪→ Validation Croisée Généralisée (GCV) à chaque étape de
l’EM
GCV : λ[t] ←− arg min
λ
GCV(λ) =
n−1
∥∥∥y −H [t]λ y∥∥∥2[
1− n−1tr
(
H
[t]
λ
)]2

E : Qpen
(
θ | θ[t]
)
:= Eξ|y
[
L(θ; y, ξ)− λ
[t]
2
βTβ | θ[t]
]
M : θ[t+1] ←− arg max
θ
Qpen
(
θ | θ[t]
)
Jocelyn CHAUVET Algorithme EM & régularisation
2 Ridge GL2M pour données longitudinales
L’existant : L2M-Ridge
Adaptation aux données longitudinales : ajout d’un effet
aléatoire temporel
Extension aux GL2M
Simulations et données réelles
Mixed-SCGLR
Ridge GL2M pour données longitudinales
Bilan et perspectives
L’existant : L2M-Ridge
Adaptation aux données longitudinales
Extension aux GL2M
Simulations et données réelles
Pourquoi ajouter
un effet aléa-
toire temporel ?
Complexité
des
phénomènes
biologiques
Jeux de
données
économiques
Les variables explicatives à dis-
position ne sont en général pas
suffisantes pour caper cette
complexité.
Difficiles ou couteuses à
mesurer, il existe des variables
manquantes, dont les effets ont
tendance à perdurer dans le
temps.
Les agents partagent une même
politique et une même conjonc-
ture économiques.
Il existe des phénomènes la-
tents, avec une certaine inertie
temporelle, à considérer.
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L2M pour données longitudinales :
y = Xβ + U1ξ
1 + U2ξ
2 + ε
y = (y11, y12, . . . , y1R,
y21, y22, . . . , y2R, . . . . . .
yN1, yN2, . . . , yNR)
T
I β vecteur des effets fixes
I ξ1 =
(
ξ11, ξ
1
2, . . . , ξ
1
N
)T vecteur de l’effet aléatoire
"individu", U1 = IN ⊗ 1R matrice de design correspondante
I ξ2 =
(
ξ21, ξ
2
2, . . . , ξ
2
R
)T vecteur de l’effet aléatoire
"temporel", U2 = 1N ⊗ IR matrice de design correspondante
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Modélisation des effets aléatoires
I ε ∼ N (0,σ20INR) ⊥ ξ1 ∼ N (0,σ21IN )
I ξ2 ∼ N (0,Σ), avec Σij = σ22
ρ|i−j|
1− ρ2 , ξ
2 ⊥ ξ1 et ξ2 ⊥ ε
EM Généralisé, avec
θ =
(
βT , σ20, σ
2
1, σ
2
2, ρ
)T
et ξ =
(
ξ1
T
, ξ2
T
)T
GCV : λ[t] ←− arg min
λ
GCV(λ)
E : Qpen
(
θ | θ[t]
)
:= Eξ|y
[
L(θ; y, ξ)− λ
[t]
2
βTβ | θ[t]
]
M : θ[t+1] tel que : Qpen
(
θ[t+1] | θ[t]
)
> Qpen
(
θ[t] | θ[t]
)
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Extension aux GLMM
Yi | ξ iid∼ F de la famille exponentielle
g(E (Y | ξ)︸ ︷︷ ︸
µ
) = η = Xβ + U1ξ
1 + U2ξ
2
Méthodes d’estimation dans les GLMM
I Approximations d’intégrales : Laplace, Gauss-Hermite
I Méthodes de Monte Carlo : MCMC, MCEM (McCulloch
(1997)), MCML (Knudson (2016))
I Méthodes de linéarisation : Schall (1991), PQL (Breslow et al.
(1993))
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La méthode
Étape de LINÉARISATION
I Linéarisation à l’ordre 1 de yi au voisinage de µi :
yi ' zi = g(µi) + (yi − µi)g′(µi)
zi = ηi + ei
I Définition du modèle linéarisé :
M : z = Xβ + U1ξ1 + U2ξ2 + e, avec V(e) = Γ
Étape d’ESTIMATION
Algorithme EM pénalisé sur le modèleM
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Itération générique
Linéarisation
M : z[t] = Xβ + U1ξ1 + U2ξ2 + e, avec V(e) = Γ[t]
Estimation
GCV : λ[t] ←− arg min
λ
GCV(λ)
E : Qpen
(
θ | θ[t]
)
:= Eξ|z
[
L(θ; z, ξ)− λ
[t]
2
βTβ | θ[t]
]
M : θ[t+1] tel que : Qpen
(
θ[t+1] | θ[t]
)
> Qpen
(
θ[t] | θ[t]
)
Mise à jour
Définir ξ[t+1], z[t+1],Γ[t+1]
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Plan de simulation
Données Poissonniennes
I y ∼ P (exp(Xβ + U1ξ1 + U2ξ2))
I X = [ x1, x2, x3, x4, x5︸ ︷︷ ︸
corr. 2 à 2 = 0.9
| x6, x7, x8, x9, x10︸ ︷︷ ︸
indépendantes
]
Paramètres choisis
I β = (0.5, 0.5, 0.5, 0.5, 0.5, 0, 0, 0, 0, 0)
I σ21 = σ22 = ρ = 0.5
Individus – Répétitions
I N = 10
I R ∈ {10, 20, 30, 40, 50, 60, 70, 80, 90, 100}
Jocelyn CHAUVET Algorithme EM & régularisation
Mixed-SCGLR
Ridge GL2M pour données longitudinales
Bilan et perspectives
L’existant : L2M-Ridge
Adaptation aux données longitudinales
Extension aux GL2M
Simulations et données réelles
La méthode est-elle convergente ?
Effets fixes β
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Paramètre du processus autorégressif ρ
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La méthode est-elle sensible à la valeur de ρ ?
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Données réelles : "GRUNFELD"
I Observations annuelles de 10 grandes entreprises des USA sur
20 ans (1935–1954).
I Variable réponse : "inv" (somme des investissements réalisés
par l’entreprise)
I Variables explicatives : "value" (valeur de l’entreprise sur le
marché) et "capital" (capital de l’entreprise).
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Modèle calibré sur les 15 premières années
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Comparaison des estimations
Packape "PLM"
I β̂ = (−4.5, 0.08, 0.20)T
I σ̂21 = 6197
I σ̂22 = 95
Ma méthode
I β̂ = (0.005, 0.07, 0.17)T
I σ̂21 = 5740
I σ̂22 = 193
I ρ̂ = 0.49
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Comparaison des prédictions
Mes prédictions vs Leurs prédictions
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1 Régression Linéaire Généralisée sur Composantes Supervisées
(SCGLR)
2 Ridge GL2M pour données longitudinales
3 Bilan et perspectives
Mixed-SCGLR
Ridge GL2M pour données longitudinales
Bilan et perspectives
Mixed-SCGLR
Mixed-SCGLR
pour données
longitudinales,
avec p  n
GLMM Ridge
avec effet
aléatoire AR(1)
Grande
dimension
debut
escapade
fin es-
capade
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