In this paper we investigate certain random processes on graphs which are related to the so-called Tsetlin library random walk as well as to some variants of a classical voter model. A specific example of what we study is the following. Suppose we begin with some finite graph G in which each vertex of G is initially arbitrarily colored red or blue. At each step in our process, we select a random edge of G and (re-)color both its endpoints blue with probability p, or red with probability q = 1 − p. This "edge flipping" process generates a random walk on the set of all possible color patterns on G. We show that the eigenvalues for this random walk can be naturally indexed by subsets of the vertices of G. For example, in the uniform case (where p = 1 2 ), for each subset T of vertices of G there is an eigenvalue λ T (with multiplicity 1) which is equal to the number of edges in the subgraph induced by T divided by the number of edges of G. We also carry out a fairly detailed analysis of the stationary distribution of this process for several simple classes graphs, such as paths and cycles. Even for these graphs, the asymptotic behavior can be rather complex.
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Introduction
Let us consider the following coloring process (or game) on a given graph G, first suggested to us by Persi Diaconis (also see [2] ). The vertex set V of G will represent the players. The edge set E of G consists of pairs of players who can interact with one another. We will always assume G has no isolated vertices. Initially each vertex of G is colored either blue or red. At each step, an edge is uniformly chosen at random and the two players associated with its endpoints will recolor their corresponding vertices. However, the two players tend to influence each other and are likely to choose the same color. Although many possible more complicated formulations are possible for the rules of the game, here we consider a relatively simple version. Namely, with probability p, both endpoints select blue and with probability q = 1− p, both endpoints select red, independent of any other vertices or the actions taken before. This process is then repeated some large number of times. The color configuration (or pattern) of G (usually) changes at each step. Many questions arise. For example, "What does a typical color configuration look like?", "What is the stationary distribution for the color patterns?", "How long will it take for before you are close to the stationary distribution?", or "What are most likely and least likely patterns that occur in the long run"?
Facing these questions, a natural reaction is to run simulations on some examples. However, as one might suspect, simulation seems to reveal very little since the number of possible color patterns is exponentially large and any particular one is very unlikely to occur (also see [3, 13] ). Although general questions of this type can be rather difficult, we will focus on a version for which we can make some progress (although there are still many more questions than answers, even here).
While we are considering vertex colorings of a graph G, there is in fact an associated state graph H in play. The nodes of the state graph H are the color patterns of vertices of G. If one color pattern B can result from "flipping" an edge (i.e., choosing an edge at random and changing the colors of both endpoints to the same red or blue color) from another configuration A, then we will say there is a directed edge in H from A to B. Each time we flip an edge in G (with some probability), we have a random walk moving from one node to another in the state graph H . If G has n vertices, the corresponding state graph can be quite large, e.g., having on the order of 2 ( n 2 ) nodes. Nevertheless, a random walk on the state graph turns out to have some amazing properties which can be deduced by using the connection with the spectral theory for random walks on semigroups. The transition probability matrices for random walks on these state graphs have real eigenvalues which are of a surprisingly simple form. For example, for the case of p = 1/2, the eigenvalues of the state graph H can be shown to all be of the form k/m for some positive integer k where m = |E(G)|, and with multiplicities that can also be explicitly determined. This result is a consequence of known results for random walks on certain semigroups [4] [5] [6] . In Sections 2-4, we will apply this theory in the context of the edge flipping process and its state graph. In particular, we will derive a relatively simple description for the spectrum of the walk on the state graph. Our description of eigenvalues involves only terminology from graph theory although in Section 2 we will illustrate the connection with the various structures (e.g., ideals, flats, chambers, lattices, etc.) that have been well studied in connection with semigroups.
From the spectrum, we can estimate with high probability the number of steps required for the random walk on the state graph to converge to the stationary distribution. However, the spectral theory for semigroups tells us very little about what the stationary distribution for a random walk on H actually looks like. For example, for the stationary distribution, how will the maximum value of a vertex in H compare with minimum value? In other words, which color patterns of G are most likely (or least likely) to be reached? For two given configurations, which one is more likely to appear? In particular, Persi Diaconis raised the question of determining the stationary distribution for the state graph associated with edge flipping on an n-cycle.
In Sections 5-8, we investigate the stationary distribution on the state graph of edge flipping for several simple families of graphs. For example, we will show that when we flip edges in a cycle C n with flipping probability 1/2, the stationary distribution of the associated state graph for the state with all vertices colored blue converges to (2/π ) n as n approaches infinity. We will also consider the solutions with a general flipping probability p for several families of graphs, such as paths, ball-andchains (i.e., a path together with a star at one end), and cycles, as well as some cases where there pattern under consideration consists of alternating red and blue blocks.
In addition to flipping edges, we also consider the process of flipping vertices in a graph. Vertex flipping can be viewed as the analog of the situation that one player can influence the decisions of others who are nearby neighbors. Thus, for the vertex flipping process, in each round, we choose a vertex v of G randomly and (re-)color all vertices within distance d from v (including v itself) blue with probability p and red with probability q = 1 − p. In Sections 6 and 7, some partial results and further questions for vertex flipping are discussed. This vertex flipping game is motivated by the "democratic primary game" in [13, 14] which has a somewhat different formulation.
Although the flipping processes we examine here are somewhat special, the same approach can be adapted to deal with many other similar games, especially those with moves which are memoryless. Namely, if for any two moves x and y, the effect of xyx is the same as xy, and in addition, xx has the same effect as x, we say it satisfies the left-regular band property (LRB), or the moves form an LRB semigroup [15, 17] under concatenation. In such a scenario, we can compute the spectrum of the state graph and therefore determine the rate of convergence for the state graph.
This paper is organized as follows. In Section 2, we give definitions and a brief overview of random walks on LRB semigroups. In Section 3 we focus on the state graph of the edge flipping process and the connection with random walks on LRB semigroups. In particular, the spectrum of a state graph is given in graph-theoretical terminology. In Section 4, we describe a more general setting for processes of this type, and how these considerations can be used to give specific information about the stationary distributions for the edge flipping process. In Section 5, we examine the generating functions for the values of monochromatic states for colorings of paths and cycles. In Section 6, we extend the methods to states with mixed colors blocks. In Section 7, we consider other families of graphs for the edge flipping problem. The vertex flipping version is examined in Section 8. In Section 9, we look at the problem of finding the most frequent and least frequent color configurations (i.e., the ones which assume the largest and smallest values in the stationary distribution of the state graph). In the last section, we discuss several generalizations of the edge flipping process and mention some related problems, such as voter models.
Random walks on semigroups
Before we proceed to give a precise formulation of the edge flipping problem, we will first mention some background material concerning random walks on semigroups. There is a special class of semigroups which was introduced in 1940 by Klein-Barem [15] and also by Schützenberger [17] , called left-regular bands. A left-regular band, or LRB for short, is a semigroup S in which every element is idempotent and, in addition, the following identity is satisfied: xyx = xy (1) for all x, y in S. This implies that in an LRB, all occurrences of any term x in a product which occurs to the right of the first occurrence of x can be removed without affecting the value of the product. If S is an LRB and is finitely generated, then S is finite. For a probability distribution {w x } defined on S, we can define a random walk with transition probability matrix P defined by
A useful special case of this walk is to restrict the walk to elements of some left ideal, i.e., a subset which is closed under left-multiplication by arbitrary elements of S.
There are many interesting problems that can be formulated as random walks on various LRB semigroups including hyperplane chamber walks [4] , card shuffling [7] , and self-organizing search [9] . One of the simplest examples is the semigroup S consisting of sequences of elements of {1, 2, . . . , N} = [N], and the multiplication defined by
where the wedge means deletion of any element that has already occurred to its left. The random walk is on the ideal I consisting of the reduced words of length N (i.e., having no repeated elements), each of which can be viewed as a permutation of N elements. A step in the random walk consists in choosing some element x ∈ S with the probability (or weight) associated with x, and moving from the current element y ∈ I to the new element (xy) ∧ ∈ I . If all the weights are concentrated on the sequences of length 1, the random walk is called the Tsetlin library and has applications to the random-to-top shuffle as well as the move-to-front data structure.
Here we state some basic definitions and useful facts about an LRB semigroup S. We mainly follow the definitions in [5] .
(i) There is a natural partial order defined on S defined by x y ⇔ xy = y.
Thus, left multiplication by x is a projection from S to S x where S x = {y ∈ S: y x}.
(ii) A semilattice L can be constructed from S as follows: First we define a relation on S as follows:
The equivalence class under which contains x is said to be the support of x, denoted by supp x. In addition, for x, y in S, supp xy = supp x ∨ supp y and x y ⇒ supp x supp y.
In many cases, the semilattice L turns out to be a lattice (as seen later in the examples). Elements in L are called flats (following the terminology for semigroups associated with matroids [5] ).
(iii) An element c ∈ S is said to be a chamber if cx = c for all x ∈ S. Therefore c is maximal in the poset S. The set of all chambers forms an ideal.
For example, the semigroup S generated by [N] is associated with the Boolean lattice of subsets of [N] , partially ordered by containment. The support of a word (x 1 , . . . , x l ) is the underlying set {x 1 , . . . , x l }. We usually have our random walk on the set C of chambers (following the terminology from hyperplane random walks). In this example, the chambers are just words of length N.
The eigenvalues of a random walk on chambers of semigroups have the following elegant form (see [5, 7] ). For the semigroup S generated by [N], Phatarfod [16] first determined the eigenvalues of the random walk on chambers of S with w X = 1/N for X with length 1. For each subset X ⊂ [N], there is an eigenvalue λ X = |X|/N, with multiplicity equal to the so-called derangement number d k where k = n − |X|.
For a random walk on the family C of chambers in a semigroup S, we can then use eigenvalues to bound the rate of convergence to the stationary distribution π . The total variation distance after taking s steps in the random walk is bounded above (see [7] ) as follows:
where L * denotes the subset of the lattice L excluding the maximum element.
Thus, for the random walk on the semigroup S generated by [N] with w X = 1/N for X with length 1, the total variation distance after s steps to the stationary distribution satisfies
For many examples in [5, 7] , the stationary distribution π could be determined. However, for some other problems, including our edge/vertex flipping process, the stationary distributions were not previously known. More discussion of the stationary distributions will be given in later sections.
The spectra of random walks on state graphs
For a graph G on n vertices and m edges, our state graph has nodes each of which represents a total coloring of vertices of G. We consider a deck of cards, each of which represents an action we can take on a state of G. Each edge of G is associated with two cards, one of which assigns 0 (or red) to both endpoints and the other which assigns 1 (or blue) to both endpoints. Each card c acts on a state σ by flipping the edge associated with c (e.g., the colors of two vertices in σ which are endpoints associated with c to the color specified by c). It is easy to check that c 1 c 2 σ = c 1 (c 2 σ ). This defines the multiplication for the semigroup S generated by a set of cards. Note that for c 1 , c 2 in S, we regard c 1 = c 2 if c 1 σ = c 2 σ for all states σ . Each element of S is just a finite sequence of distinct cards. It is easy to check that every element of S is idempotent and Eq. (1) is satisfied. Therefore S is an LRB.
The following lemma is basically a straightforward application of the definitions (i)-(iii) in the preceding section and the results in [5, 7] For example, if G is a path P 4 on three edges, it can be easily checked that the spectrum of the random walk on the state graph of P 4 is 1, 2/3 (with multiplicity 2), 1/3 (with multiplicity 5), and 0 (with multiplicity 8). Another example is the case of 4-cycle C 4 . The spectrum of the random walk on the state graph of C 4 is 1, 1/2 (with multiplicity 4), 1/4 (with multiplicity 4) and 0 (with multiplicity 7). For the case of P 5 , the spectrum of the random walk on the state graph is 2, 3/4 (with multiplicity 2), 1/2 (with multiplicity 6), 1/4 (with multiplicity 10) and 0 (with multiplicity 13). In Fig. 1 , the lattice of P 5 is illustrated. The vertices of P 5 are labeled consecutively by a, b, c, d, e. For each flat F , the associated eigenvalue is attached as well as the multiplicity m(F ). For example, for the empty flat, the associated eigenvalue 0 has multiplicity 13. There are exactly 13 subsets of V which are independent sets (and so, have eigenvalue 0).
We are ready to describe the spectrum of the transition probability matrix for the random walk on the state graph of the edge flipping process: Theorem 1. For a graph G with n vertices and m edges, let w x denote the probability we move from a state σ to xσ using the card x, and assume that the sum of all w x satisfies x w x = 1. The associated random walk of Proof. Instead of indexing the eigenvalues by flats, we will index eigenvalues by subsets of the vertices which we will see amounts to the same thing.
Claim. For a flat T , the multiplicity m T for the eigenvalue λ T is equal to the number of supersets T containing T with the property that the induced subgraph on T has the same edge set as the induced subgraph on T in G.
Proof. We will prove this by induction.
suppose T is not the largest flat of G, but that the statement of the Claim is true for any flat F with |F | > |T |.
From Lemma 1, we see that for a flat T , c T is exactly the number of states in which the colors of vertices in T are already determined by an element x of S with support T . Namely, Substituting into (3), we have
= T : T ⊇ T and e T = e(T ) .
The Claim is proved. 2
Now we index the eigenvalues by subsets of V . If a subset T is not a flat, it contributes 1 toward the multiplicity of the eigenvalue λ T where T contains a flat T and the induced subgraph on T has the same edge set as that of T . This completes the proof of Theorem 1. 2
As an example, we consider the Boolean lattice of P 5 in Fig. 2 . Next to each subset T of vertices, the associated eigenvalue (i.e., the number of edges in the induced subgraph on T divided by the total number of edges) is illustrated. It is easy to check that there are exactly 13 subsets of V which are independent sets in Fig. 2 .
We remark that the eigenvalues stay the same if the condition w x = 1/(2m) for all colored cards x is replaced by the condition that w x + w y = 1/m for two cards x, y associated with the same edge.
Hence the eigenvalues of the edge flipping random walk on the state graph on G are independent of the selection probability p. Proof. Using Theorem 1, the total variation distance of the random walk on the state graph of G after s steps satisfies
where δ k denotes the minimum number of edges incident to k vertices in G. Since G is connected,
if t 2m log n + cn. Theorem 2 is proved. 2
A general setting
Here, we describe a more abstract version of our process. We begin with a finite set X of points and a set [r] := {1, 2, . . . , r} of "colors". A coloring F is defined to be a mapping F : X → [r]. We will denote by F the set of all possible colorings of X . We also are given a collection of (not necessarily distinct) subsets (or edges) X k of X , for 1 k t, where we assume that k X k = X . With each subset X k is associated a mapping c k :
, and a probability p k > 0. We assume that k p k = 1. Thus, each c k "colors" the points of X k but leaves points not in X k untouched. We will call the c k cards in a t-card deck C. Our random walk proceeds as follows. At each step a card c k is selected from C with probability p k and is applied to the current coloring F of X . Thus, c k (re-)colors the points of X k ⊆ X but leaves the colors of points of X not in X k unchanged. In this way a new coloring F of X is produced. Standard arguments in Markov chain theory show that this process has a unique stationary distribution π on F.
For example, a special case is our edge flipping process on a graph G, where X is the set of vertices of G, the set of colors is {0, 1}, the X k are (ordinary) edges (= 2-element subsets of X ) of G, and for each edge X k there are two cards, one which assigns the color 0 to both endpoints of X k , and one which assigns the color 1 to these endpoints. In fact, for the remainder of the paper, we will usually use 0 and 1 as colors, rather than red and blue.
We will consider the semigroup S = c 1 , c 2 , . . . , c t generated by all the cards c k , with the semigroup operation defined to be composition of maps. Let us call a word c i 1 c i 2 . . . c i r ∈ S full if r j=1 X i j = X . We will let I denote the (left) ideal of full words in S. It is now easy to check that S is an LRB to which the results of [7] can be applied.
Observe that in a full word c i 1 c i 2 . . . c i r , if for some u, u−1 j=1 X i j ⊇ X i u , then the card c i u can be removed from the product without affecting the final coloring of X this product produces (since the earlier terms assign colors later to all the vertices that c i u colors). When all such "redundant" cards are removed from a full word, we will say that the word is reduced. Thus, we can replace any word from S by the equivalent reduced word which has the same coloring action on X .
In particular, the unique stationary distribution π for this walk is the same as the distribution obtained by the following process. Namely, select all t cards without replacement from our deck C according the probability distribution p k , thereby producing an ordering (c 1 , c 2 , . . . , c t ) of the cards which in turn produces some coloring of X . (Remember that we apply this map from the left, i.e., first apply c t , then c t−1 , etc., and finally c 1 to get the final coloring of X .) Then the distribution given by this process is also π . This was first observed in [7] .
It is not difficult to see why this is so. For example, let us compute the probability that in the original (unbounded) process (with replacement), the last occurrence of card c 1 occurs before the last occurrence of card c 2 . Thus, wherever the last occurrence of c 1 is (which occurs with probability p 1 ), the remaining s cards must have no c 1 but at least one c 2 . The probability that this happens is
. Summing this over s 1 gives:
Of course, this is just the probability that in our selection process without replacement, c 2 is selected before c 1 (and therefore occurs to the left of c 1 in the ordering).
As another example, let us compute the probability that the order of the last occurrences of cards . However, this is just the probability that for the selection process without replacement, c 3 is chosen before c 2 which in turn is chosen before c 1 .
Similar arguments can be used to show that for any set of cards, the probability that the last occurrences of these cards occur in some particular order in the unbounded process with replacement is exactly the same as the probability for this ordering of these cards to occur in the selection process without replacement. We should keep in mind that when coloring X with the process without replacement, the first color assigned by a card to a vertex is the final color of that vertex. This fact will allow us to compute (recursively) the stationary distributions for several families of simple graphs (see .
As an example of a variant of our edge flipping process, we can consider a "vertex flipping" process on a graph G. In general, for a graph G, our deck C could consist of cards c A which color the endpoints of arbitrary subsets A of edges of G, and which are selected with probability p A , where A p A = 1. We can then consider the semigroup S which is generated by such a set of cards. Note that when T = ∅, the corresponding eigenvalue is 0, and its multiplicity is just the number of independent sets of vertices in G. Since determining the number of independent sets in a graph in general is a # P -complete problem (even for planar bipartite graphs with maximum degree 4 (see [18] )), it is usually not easy to determine exactly the eigenvalue multiplicities for large unstructured graphs. However, for special families of graphs, such as a path, this can be done fairly easily. 
Proof. By the results of the preceding theorems, we need to count for each k, the number of subsets of the vertex set of P n which induce a subgraph having exactly k edges. Let us denote this number by S(n, k). Thus, S(n, k) is just the number of binary n-tuples which have exactly k pairs of consecutive 1's. Let A(n, k) denote the number of such sequences which begin with 0, and let B(n, k) denote the number which begin with 1. Then it is easy to see that
for n, k 0. Eliminating B from the above and shifting indices, we obtain the recurrence
where for convenience, we define A(n, A(n, k)x n y k then by standard "manipulatorics" (see [11] ), it follows that A(x, y) is given by the generating function
Notice that for k = 0, we have S(n, 0) = F n+2 , the familiar Fibonacci numbers. Also, notice these coefficients are just the values shown in Fig. 1 .
Edge flipping on a cycle
We will first focus on the edge flipping process on the augmented pathP n (which will be useful for dealing with cycles and paths later). By augmented, we mean a path on n − 1 vertices 1, 2, . . . ,n − 1 which in addition to the usual edges {i, i + 1} for 1 i < n − 1, also has two additional (half) edges attached to 1 and n − 1. These two additional edges are treated just like all the other edges, except that the assignments to their missing endpoints are ignored. We do this for the purpose of making the induction argument cleaner.
Our first task will be to determine the probability u(n) that all of the n − 1 vertices ofP n have the value 0 assigned to them, where we will set u(0) = u(1) = 1 (and we will always take u(m) = 0 for m < 0). As usual, we assume p e (0) = p and p e (1) = q = 1 − p for each edge e.
Theorem 6. u(n) is given by
Proof. First, considerP 2 which has one vertex and two (half) edges. The probability that either edge is selected first is 1 2 , so that the probability that the vertex is assigned the value 0 is just u(2) =
Now consider the pathP n for some n 3. Each of the n edges is equally likely to be selected first. When it is selected, it determines the values of its endpoints (which in this case, must be 0). If this first edge selected is one of the two end (half) edges then the resulting graph is a shorter path P n−1 , which by induction, has probability of getting the all 0 assignment equal to u(n − 1). On the other hand, if the first edge selected is one of the (internal) n − 2 edges, then it splitsP n into two smaller pathsP k andP n−2−k for some k with 1 k n − 3. Adding all these cases up, and using the definition of u(k), we find that u(n) satisfies the recurrence
Multiplying (4) by nz n−1 and summing over n 2, we have
However, the left-hand side of (5) 
It is straightforward to check that the solution to this differential equation satisfying the boundary condition U (0) = 1 is given by
and the proof is complete. 2
Note that for the complementary probabilityũ(n) that all the vertices are assigned 1, we can simply interchange p and q in the corresponding expressions. Thus, we havẽ
The asymptotic growth of the coefficients u(n) of U (z) can be obtained by examining the singularities of U (z) closest to the origin (e.g., see [10] ). It is not hard to check that this is the singularity
). Hence, we find (after some calculation) that
where r = √ pq
Similarly,ũ
It is now easy to compute the (asymptotic) probability C (n) that this process on the n-cycle has all its vertices assigned 0. Namely, the probability that any particular edge is the first one selected is 1 n and then the value 0 must be chosen (this happens with probability p). After this selection is made, we have left an augmented path with n − 2 vertices, and this reaches the correct state with probability u(n − 1). Summing over all n edges of the cycle, we obtain Theorem 7.
Note that when p = 
The stationary distribution of paths and cycles with mixed colors
We now suppose that we will carry out the same process on a general undirected graph G = (V , E). Thus, we select edges uniformly at random without replacement, and then assign a value of 0 (with probability p) or 1 (with probability q = 1 − p) to each unassigned endpoint of the selected edge. As before, once a vertex is assigned a value then nothing further happens to it. Let λ : V → {0, 1} denote some assignment to the vertex set V of G. For an arbitrary fixed vertex x ∈ V , let λ x : V \ {x} → {0, 1} denote the assignment which is just λ restricted to V \ {x}. Let E denote the event that terminal assignment is given by λ x on V \ {x}, where it doesn't matter what gets assigned to x. For i = 0, 1, let E i denote the event that the terminal assignment λ agrees with λ x on V \ {x} and has λ(x) = i.
Lemma 2 (Reduction Lemma).
Pr(E) = Pr(E 0 ) + Pr(E 1 ). (13) Eq. (13) follows from the definition of probability.
As an example of an application of (13), let C (n − 1, 1) denote the probability that the terminal assignment on an n-cycle is all 0 except on the single vertex n, on which it is 1. By (13), we see that
where the vertex n is taken for x in the lemma). Hence,
Now let us return to (augmented) paths. Let v(k, l) denote the probability that the final assignment on a path of k + l vertices has the first k assigned 0 and the last l assigned 1. This path has k + l + 1 edges, two of which are the so-called half edges. Thus, by (13), we have
for a 0, b 0 where, as usual, if v has a negative argument, then its value is 0. Applying this recursively leads to the expression
Using (7) and (8) 
Specific examples of (15) are:
If we let C (a, b) denote the probability that a cycle on a +b vertices has the first a vertices assigned the value 0, and the remaining b vertices assigned the value 1, then by (13) we have:
for b 1 (where C (a, 0) = C (a)).
By using (8) Also, we have C (n, 0) = pu(n − 1),
The same inductive argument used to show (16) can be used to establish the value v (a 1 , a 2 , a 3 , . . . , a m−1 , a m − 1) for the path with alternating blocks which has the first a 1 vertices assigned 0, the next a 2 vertices assigned 1, the next a 3 vertices assigned 0, and so forth, with the m-th (final) block of a m − 1 vertices assigned 0 or 1, according to whether m is odd or even. In this case we get:
v (a 1 , a 2 , . . . , a m−1 , a m − 1 1 , a 2 , a 3 Intuitively, we can think of this expression as being formed in the following way. As we move along the path from left to right (starting with the first block of a 1 0's), we are charged a factor of r for each vertex with value 0, and a factor ofr for each vertex with value 1. In addition, whenever we transition from a block of 0's to a block of 1's, we accumulate an additional factor of Using this same approach, the value of C (a 1 , a 2 , a 3 , . . . , a 2m ) for a cycle of alternating blocks (with a block of a 1 0's, followed by a block of a 2 1's, etc.) is given by   C (a 1 , a 2 , a 3 
v(a
where A andÃ are defined as above.
Edge flipping on the ball-and-chain graph
In this section we will determine the probability that all the vertices of a particular graph BC(n, d) (which we have flippantly named the ball-and-chain graph) end up with value 0. The graph BC (n, d) consists of an augmented path on n vertices, say the set {v 1 , v 2 
where
Proof. We let
denote the corresponding generating function. Arguing inductively, we see that
where we define (24) by (n +d)z n+d−1 and summing over all n 1, we obtain
The left-hand side of (25) is just U d (z) − 1. The first term on the right-hand side of (25) is exactly pU (z)U d (z), while the second term is dp
Let us assume that the solution to (26) has the form 
then we have
as desired. Eliminating S d from (27) leads to the second-order differential equation
The general solution to (28) is
where T d is the polynomial which satisfies (28) and is given by
where A 
Substituting this value into (28) gives us the explicit form for U d (z) when d is even:
Applying a similar argument for d > 1 odd, so that c 2 = 0, we find that
so that in this case, we have
From these expressions we can derive the asymptotic behavior of u d (n) as n → ∞. In particular, since the singularity of U (z) closest to the origin is the simple pole at
Vertex flipping in graphs
In this section we will consider a modified version on our edge flipping process on a path P n with n vertices. We call this a "vertex flipping" process on a graph. The vertices of the path are selected uniformly at random without replacement. If at some stage, the vertex v is selected, then it and any of its unmarked neighbors are given the value 0 with probability p, and the value 1 with probability q = 1 − p. We will let P (n) denote the probability that at the end of this process, all the vertices of the path have the value 0. As before, we will find a recurrence for P (n), derive a first-order differential equation for the generating function for P (n), solve the differential equation and from that deduce the asymptotic behavior for P (n) as n tends to infinity.
Theorem 11.
The generating function P(z) = n 0 P (n)z n satisfies:
where r 0 is the unique pole of P.
Proof. To begin, define
By examining what happens when each of the n vertices of P n is selected first, we find by induction that P (n) satisfies the recurrence:
To derive the generating function P(z), we multiply both sides of (31) by nz n−1 , and sum over n 3.
The left-hand side of (32) is just P (z) − P (1) − 2P (2)z (where P (z) denotes the derivative of P(z) with respect to z). On the other hand, the right-hand side of (32) is easily seen to be 2pz P(z) − 1 + pz
Combining these, we see that P(z) satisfies the differential equation
with the boundary condition P(0) = P (0) = 1.
Fortunately, (33) can be solved explicitly. The solution is
The nearest pole of P(z) to the origin is the root γ 0 of the denominator of (34). Since γ 0 is a simple pole of P(z), then letting r 0 = γ −1 0 , standard arguments in complex function theory imply that the coefficient P (n) of z n in P(z) has the asymptotic behavior P (n) ∼ cr n 0 for some constant c. To determine the value of c, we multiply P(z) by 1 − r 0 z and take the limit as z → γ 0 . Thus, c = lim
Hence, we conclude that We should remark that we can generalize the vertex flipping process above so each selected vertex v determines the values on all unmarked vertices at a distance of at most t (the previous case is when t = 1). If P (t) (n) denotes the probability that all n vertices on a path P n end up with the value 0, and P (t) (z) = n 0 P (t) (n)z n , then it can be shown that P (t) (z) satisfies the differential equation
with the initial condition P (t) (0) = 1. Unfortunately, we can't write down a closed form solution to this differential equation when t 2. However, for any particular value of p, we can numerically bound the behavior of the coefficients of the Taylor Let z ∞ denote the least positive singularity of y. We can compute a lower bound for z ∞ by subdividing the x-axis into intervals of size 1 n for some large n and recursively upper bounding y as follows.
Suppose y(
Integrating this over the interval
, we obtain
Hence,
Thus, we can iterate this recurrence for b (starting with b(0) = 1) to get upper bounds on y and consequently, lower bounds on z ∞ . For example, using n = 10 000 and p = 0.5, we get the bound y(1.2057) < 34 129, so that z ∞ > 1.2057.
To get an upper bound on z ∞ , we do the following. Suppose α satisfies 0 < α < z ∞ . Then 
Now, define Q n (z) = n k=0 P (2) (k)z k . Hence, for any n 0 and 0 z z ∞ ,
Thus, by (37), we have
Now taking n = 500 and α = 1.193, we deduce from (38) that z ∞ < 1.20598 . By taking larger values of n, we can get arbitrarily close to the (computed) value of z ∞ = 1.20577584 . . . .
The most likely and least likely color patterns
In this section, we focus on the problem "Which color pattern on the graph G appears most frequently?" In other words, in the stationary distribution of the state graph associated with colorings of G, which state has the largest probability? A natural inclination would be to guess that the monochromatic configuration (having all vertices in the same color) is the best candidate. We first show that is indeed the case for the edge flipping process.
Assume now that G is a graph (as usual, with no isolated vertices) on which there is some color As we have seen, the probability that P occurs is just the sum over all permutations π of the deck which result in P of the probability that π occurs. It is clear that for any edge e = {u, v} labeled D, the colors of both its endpoints must have been colored by cards in π before either of the two cards associated with e were selected. Let us now modify the coloring of P to form a monochromatic coloring P 0 in which all the points are colored with 0, where we assume without loss of generality that p 1 2 , so that for any edge, its 0-card is always as least likely as its 1-card to be selected. For each permutation π that generates P , form a new permutation π 0 by replacing every card which gave a vertex in V 1 its color 1 (and so, must be a 1-card) by its 0-card mate. The result of applying π 0 will then colors all the points 0 and consequently, change all the D labels to S. Since p 1 2 , then π 0 is as least as likely to occur as π . Furthermore, there are additional permutations of the deck that generate P 0 , since the 0-card for any of the cards initially labeled D can now be selected much earlier than before, for example, as the first card. Hence, the probability that the pattern P 0 occurs is strictly larger than the probability that P occurs. Hence, we have proved the following result. One might now ask what the least likely pattern for a graph G is. This seems to be a more difficult question in general. However, for one class of graphs, cycles of odd lengths, we can answer the question. Proof. Suppose P is some color pattern on C 2n+1 . Label the edges by D and S, as in the previous theorem, to form the edge labeling λ. Since C 2n+1 must have an even number of edges labeled D, there is at least one edge labeled S. If there is only one such edge, we are done. So we can assume that P has at least three edges labeled S. We now are going to reverse the process we used in the previous result. Namely, we are going to replace two adjacent S's by D's to form a new edge labeling λ . It follows from the preceding argument that the probability that λ occurs is strictly greater than the probability that λ occurs. We now continue this process until we reach the desired color pattern, i.e., one with a single pair of identically colored vertices. This proves the theorem. 2
It is not hard to show that the probability of reaching such a state on C 2n+1 is 1 2(2n+1)! . Similarly, for a path with n edges, the least likely pattern consists of alternating colors except for one pair of adjacent vertices at the end of the path colored the same. In this case, the probability of this occurring is 1 2 n n! . For general graphs G, it might seem that the least likely patterns would come from finding an appropriate maximum cut in G, and assigning the two colors to the two opposite sides of the cut. For example, for trees, this would result in a coloring which has just a single pair of adjacent vertices with the same color. (Of course, any possible pattern must always have at least one such pair.) Strictly speaking, patterns with no monochromatic pairs are the least likely, since they have probability 0 of occurring! However, there is still much to be done to clarify the situation.
In the remainder of this section, we will illustrate by examples that for general values of p = 1 2 , the situation for paths and cycles becomes more complicated. In particular, there is an interesting parity effect which takes place. Given some vertex x i in a large n-cycle, the probability that x i is assigned the color red at the end of the process is p. One might ask how does the color of x i affect the color assigned to a neighboring point x i+1 . In other words, if we know x i is red, what is the probability that x i+1 is red? Thus, we want the conditional probability Pr(x i+1 is red | x i is red) = Pr(x i is red and x i+1 is red)
Hence, if x i ends up red, then the probability that its neighbor x i+1 also ends up red is always greater than 1/3, no matter how small p is. This makes sense since one of the ways that x i+1 ends up red is because of a card which assigned red to both x i and x i+1 . In fact when p is very small, this is by far the most likely way that this can happen.
However, the situation changes dramatically if we know that the two left neighbors x i and x i+1 of x i+2 are red. Now we compute Pr(x i+2 is red | x i and x i+1 are red) = Pr(x i , x i+1 and x i+2 are red)
Pr(x i and x i+1 are red) for small values of k. The limiting ratio alternates about the limit r = 2 π = 0.6336197 . . . depending on the parity of k. Recall that C (a, b) denotes the probability that a cycle on a + b vertices has the first a vertices assigned the value 0 (or red), and the remaining b vertices assigned the value 1 (or blue). From (9) and (19) This shows the impact of a small block of 1's in a cycle of otherwise all 0's. In particular, it illustrates some rather counterintuitive behavior in this situation. In particular, depending on the value of p, the relative order of the probabilities of these various patterns occurring changes quite a lot. In Fig. 4 , we 
Table 2
Relative order of various C (n − k, k). 0  0  3  3  3  0  4  4  2  2  2  2  2  2  0  3  3  2  4  3  3  1  1  0  2  2  2  3  3  4  1  3  0  1  1  1  1  1  1  1  4  4 show the relative asymptotic probabilities of these five configurations as p varies from 0.3 to 0.65 (normalized so that the value C (n, 0) for the monochromatic pattern is set to 1).
In Table 2 , we show 9 values of p (going from 0 to 1), where transitions in the relative order of values of some of the C (n − k, k) occur. The values on the top of Table 2 are the values of p at which the transitions occur. The columns show the relative order of the values of C (n − k, k) with smaller values below larger values. The integer k in Table 2 denotes the pattern C (n − k, k). Notice that C (n − 2, 2) is always more probable than C (n − 1, 1). This again is a parity effect. However, C (n − 4, 4) can be more probable or less probable than C (n − 3, 3), depending on the value of p.
A voter model and more related problems
We remark that a special case of our vertex-flipping problem is related to a well-studied voter model. Introduced by Clifford and Sudbury [8] and Holley and Liggett [12] independently, the voter model assumes that initially in a graph G on n vertices, each vertex (or player) is in one of k colors, and in each round a player is chosen at random who then chooses a random neighbor and changes his/her color to the color of the neighbor. In [1] , several proofs were given using coalescing random walks to show that it takes O (n 3 log n) rounds to converge to the state that every player has the same color.
In our interpretation, we have a set of stubborn, influential voters (for example, think of various local television news commentators). Whenever they broadcast their opinions, they influence the set of voters who happen to be listening. We assume that (most of) our (gullible?) voters are persuaded by what they last heard, perhaps with some probability p (or p v ). Then it is not hard to see that this situation can be modeled by a random walk on an appropriate LRB.
It would be of interest to consider the following generalization of our process. For a given selection probability and a positive > 0, if we execute the edge flipping process on a graph G with n vertices, what is the probability that a random state (according to the stationary distribution of the state graph)
has at least (1 − )n vertices of the same color?
Of course, we have barely scratched the surface in this paper for numerous problems suggested by the edge/vertex flipping process. In general, it would be of interest to understand the situation for general graphs G. For example, what structures within G (such as having large cutsets) have the greatest effect on the stationary distributions in the state graph for various patterns? What happens in the hypergraph case, i.e., when the cards affect more than just two vertices? How does the situation change if we allow the selection probabilities to depend on the vertices (instead of being constant, as we have assumed in this paper)? For example, some voters might be more persuasive than others in changing their neighbors opinions. There are many attractive questions on this topic that remained unresolved, and we hope to return to some of them in the near future.
