In many applications, it is of interest to study trends over time in relationships among categorical variables, such as age group, ethnicity, religious affiliation, political party and preference for particular policies. At each time point, a sample of individuals provide responses to a set of questions, with different individuals sampled at each time. In such settings, there tends to be abundant missing data and the variables being measured may change over time. At each time point, one obtains a large sparse contingency table, with the number of cells often much larger than the number of individuals being surveyed. To borrow information across time in modeling large sparse contingency tables, we propose a Bayesian autoregressive tensor factorization approach. The proposed model relies on a probabilistic Parafac factorization of the joint pmf characterizing the categorical data distribution at each time point, with autocorrelation included across times. Efficient computational methods are developed relying on MCMC. The methods are evaluated through simulation examples and applied to social survey data.
Introduction
Time-indexed multivariate categorical data are collected in many areas, with partiallyoverlapping categorical variables measured for different subjects at the different time points.
As a motivating application, we consider social science surveys that are conducted at regular time intervals, containing many categorical questions such as gender, race, age group, ethnicity, religious affiliation, political party and preference for particular policies. For such surveys and other types of time-indexed multivariate categorical data, it is common for the variables measured (questions asked) to vary somewhat over time while a subset of the variables will be measured at all times. In addition, the number of variables measured can be moderate to large leading to a contingency table with an enormous number of cells, the vast majority of which are empty. Given the fact that social science data often contain complex interactions, it becomes extremely challenging to build realistic and computationally tractable models that allow ultra-sparse data. We define ultra-sparse contingency tables as having exponentially or super-exponentially more cells than the sample size.
Let x ti = (x ti1 , . . . , x tip ) ′ denote the multivariate response for the ith subject in the survey at time t, with the jth categorical question having d j elements, x tij ∈ {1, . . . , d j }, j = 1, . . . , p. We accommodate the case in which the specific variables measured can vary across time by introducing missingness indicators, m ti = (m ti1 , . . . , m tip ) ′ , with m tij = 1 if variable j is missing for subject i at time t; we allow design-based missingness in which certain variables are not measured for any subjects at a particular time and for individual-specific missingness in which certain individuals fail to answer all the questions posed to them. In both cases we assume missing at random.
There is a rich literature on the analysis of contingency tables (Agresti (2002) ; Fienberg and Rinaldo (2007) ). Log linear models are perhaps the most commonly used modeling framework.
Routine implementations rely on maximum likelihood estimation, though there is also a rich Bayesian literature. For large, sparse contingency tables, maximum likelihood estimates do not exist in many cases except for overly-simplistic log-linear models and richer classes of models become challenging to implement computationally. There is a rich literature on graphical modeling approaches to estimating conditional independence structures in categorical variables, with Dobra and Lenkoski (2011) proposing a recent Bayesian approach. Although their method is computationally efficient, except for very small tables, the number of possible graphical models is so enormous that is becomes infeasible to visit more than a vanishingly small fraction of the models making accurate model selection or averaging difficult. To facilitate scaling to large tables, Dunson and Xing (2009) and Bhattacharya and Dunson (2011) recently proposed Bayesian probabilistic tensor factorizations. These methods express the probability tensor corresponding to the joint probability mass function of the categorical variables as a convex combination of independent components. Such methods have not yet been developed for time-indexed contingency tables.
There is a rich literature on categorical time series and longitudinal data analysis in which the same categorical variable is repeatedly measured for each subject over time.
For example, Markov models, state space models and random effects models are routinely applied in such settings. However, these models are not relevant to the problem of incorporating dependence over time in modeling of large sparse contingency tables. As different subjects are measured at different times, we are not faced with the problem of incorporating within-subject dependence in repeated observations; instead our goal is to include dependence in the parameters characterizing the time-dependent joint pmfs for the categorical variables. To our knowledge, this problem has not yet been addressed in the literature. Although one can potentially adapt log-linear or graphical models developed for a contingency tables at one time in a somewhat straightforward manner, the hurdles mentioned above for the static case are compounded in the dynamic setting.
To facilitate routine implementations in ultra sparse cases, we propose to adapt the Dunson and Xing (DX) (2009) probabilistic Parafac factorization to the dynamic setting.
The DX model induces a tensor factorization through a Dirichlet process (DP) mixture of product multinomial distributions for the categorical observations. There is an increasingly rich literature proposing nonparametric Bayes dynamic models, which allow timeindexed dependent random probability measures. Perhaps the most common approach relies on a dependent DP (MacEachern (1999 (MacEachern ( , 2000 ), which incorporates time dependence in the weights and/or atoms in a stick-breaking representation (Griffin and Steel (2006) ; Rodriguez and Horst (2008) ; Chung and Dunson (2011) ). Most applications of dependent DPs fix the weights and allow the atoms to vary, as varying weights can lead to computational complexities. For dynamic modeling of contingency tables, it is more parsimonious to allow varying weights and varying atoms can lead to a substantial computational burden.
An alternative approach, which allows varying weights in a computationally convenient and flexible manner, relies of dynamic mixtures of DPs (Dunson (2006) ; Ren et al. (2010) ). Recently, a class of probit stick-breaking processes was proposed (Chung and Dunson (2009) ), which has the appealing feature of allowing one to induce time dependence in random probability measures through Gaussian time series models (Rodriguez and Dunson (2011) ).
We propose a new nonparametric state space model for time-indexed ultra sparse contingency tables. Relying on a DX-type probabilistic Parafac factorization, we place a dynamic model on the weights, which relies on transformed normal random variables in a similar manner to probit stick-breaking. The model is nonparametric in the sense that the induced prior for each time-indexed joint pmf assigns positive probability in arbitrarily small neighborhoods of any "true" data-generating pmf. Hence, our model can allow higher-order interactions and complex dependences, while shrinking towards a low-dimensional structure and borrowing information across time to address the curse of dimensionality. In addition, and crucially for the approach to be useful in the motivating applications, posterior computation can be implemented via a highly efficient Markov chain Monte Carlo (MCMC) algorithm relying on a slice sampler related to Kalli et al. (2011) . Finally, the factorization produces a low-dimensional representation of the joint pmf, which is otherwise characterized by a daunting number of parameters in many cases, as the number of cells of the tables can be truly massive.
Model specification 2.1 Modeling of multivariate categorical data
We review the nonparametric Bayes approach of Dunson and Xing (2009) for a static large sparse contingency table. Let x i = (x i1 , . . . , x ip ) ′ be multivariate categorical data for the ith subject, with x ij ∈ {1, . . . , d j }, j = 1, . . . , p. Let
be a probability tensor where π c 1 ···cp = P (x i1 = c 1 , . . . , x ip = c p ) is a cell probability and Π d 1 ···dp is the set of all probability tensors of size d 1 × · · · × d p . Dunson and Xing (2009) show that any π ∈ Π d 1 ···dp can be decomposed as
where ν = (ν 1 , . . . , ν k ) ′ is a probability vector, Ψ h ∈ Π d 1 ···dp and ψ
probability vector for h = 1, . . . , k and j = 1, . . . , p. This expression relies on a Parafac tensor factorization (Harshman (1970) and Kolda (2001) ). It follows that any multivariate categorical data distribution can be expressed as a mixture of product multinomials,
By introducing a latent class index s i ∈ {1, . . . , k} for the ith subject, the multivariate responses x i = (x i1 , . . . , x ip ) ′ are conditionally independent given s i . Instead of conditioning on a fixed k, Dunson and Xing (2009) developed a nonparametric Bayes approach that lets
where a jl > 0 for l = 1, . . . , d j and α > 0. Although (2) allows infinitely many components, the number k n occupied by the n subjects in the sample will tend to be k n << n, so few components will be occupied. The model corresponds to a Dirichlet process mixture of product multinomial distributions relying on a stick-breaking representation (Sethuraman (1994) ). A prior is induced on the joint pmf which has large support in the sense of assigning positive probability to L 1 neighborhoods of any true joint pmf.
Modeling of time-indexed multivariate categorical data
Relying on the DX type probabilistic Parafac factorization, we propose a new nonparametric Bayes approach for time-indexed large sparse contingency tables. In a dynamic setting, we obtain the time-indexed multivariate response
the ith subject at time t for i = 1, . . . , n t , t = 1, . . . , T and j = 1, . . . , p. At time t we have a probability tensor π t for the multivariate categorical response given by
where π tc 1 ···cp = P (x ti1 = c 1 , . . . , x tip = c p ) is a cell probability at time t. Relying on the probabilistic Parafac factorization, each probability tensor π t can be expressed as a mixture of product multinomials
where k t ∈ N, ν t = (ν t1 , . . . , ν tkt ) ′ is a probability vector, Ψ th ∈ Π d 1 ···dp and ψ
) ′ is a d j × 1 probability vector for h = 1, . . . , k t . Letting s ti ∈ {1, . . . , k t } denote a latent class index for the ith subject at time t, the observations x ti are conditionally independent given s ti .
To borrow information across time, we place a dynamic structure on the probability tensor π t in (3) assuming time varying weights ν th and static atoms ψ Similarly to expression (2), we develop a nonparametric Bayes approach that sets the number of components to k t = ∞, though the number of occupied components will tend to be much less than the sample size and can vary across time. The specific model is
where |φ| < 1, {ε th } and {η th } are sequences of independently normally distributed random variables with mean 0 and variance σ 2 ε and σ 2 η respectively. The parameter φ controls the autocorrelation over time in the weights ν th on the different components. For sake of parsimony and simplicity in modeling and computation, we include a single time-stationary correlation parameter φ instead of allowing dependence to be time or element specific. In the limiting case in which φ = 0, the weights ν th will be modeled as independent. This does not mean that independent priors are placed on the unknown joint pmfs at each time, as the incorporation of common atoms automatically induces some degree of a priori dependence. However, in applications one typically expects that the joint pmfs will be quite similar over time, and by using varying weights one does not rule out arbitrarily large changes in the pmfs over time. When φ is close to one, there will be very high time dependence in the weights, leading to effective collapsing on a model that assumes a single time stationary joint pmf. For the initial state variables, we assume the stationary
Expressions (4)- (8) induce a prior on the time-dependent joint pmfs, but it is not immediately obvious how the chosen hyperpriors in the hierarchical specification impact the properties of the prior for {π t }. In particular, it is important to obtain characterizations of the moments of the induced prior for the cell probabilities, as well as the prior covariance between different elements and across time. Such expressions are provided in Lemma 1, with the proof provided in Appendix A. Lemma 2 shows that the prior is well defined in the sense that ∞ h=1 ν th converges to one almost surely. Lemma 1. The expectation, variance and covariance of the joint prior on the elements of {π t } induced through (4)- (8) are
The expectation of cell probabilities can be expressed as the product of expectations of Dirichlet priors for atoms. The variance and covariance are expressed as the product of two terms, the first one is related to atoms and the second one comes from time varying weights. As µ → ∞, then β 2 /(2β 1 − β 2 ) → 1 and γ k /(2β 1 − γ k ) → 1, and the variance and covariance will be influenced only by atoms. In such a case, the measure corresponding to the stick-breaking process will become a point mass at a random atom almost surely.
In addition, β 1 , β 2 and γ k do not depend on time t, hence all expectation, variance and covariance are independent of t though the covariance depends on the time difference k.
Also, the covariance between cell probabilities with c j = c ′ j for all j is always positive and, on the other hand, those with c j = c ′ j for all j have negative covariance. In a special case in which the hyperparameters in the Dirichlet prior are a j1 = · · · = a jd j = a the variance and covariance is zero in the limit as a → ∞. The proof is in Appendix A.
Lemma 2.
∞ h=1 ν th = 1 almost surely. Lemma 2 is important in showing that the prior is well defined. The proof is in Appendix B.
Our proposed prior setting is parsimonious but highly flexible in the sense that the induced prior assigns positive probability in arbitrarily small neighborhoods of any true data-generating pmf. Let Π denote the space having elements of the form π = {π t ∈ Π d 1 ···dp , t ∈ {1, . . . , T }}. We show in Theorem 1 that the proposed prior has large support on Π.
Theorem 1. Let Q denote the prior on Π through the proposed model and N ǫ (π 0 ) denote an L 1 neighborhood around an arbitrary π 0 ∈ Π. Then for any π 0 ∈ Π and ǫ > 0, the prior assigns positive probability in the ǫ-neighborhood, Q N ǫ (π 0 ) > 0.
Since the proposed prior is defined on a space with finitely many components, a straightforward extension of theorem 4.3.1 in Ghosh and Ramamoorthi (2003) ensures that the posterior concentrates in arbitrary small neighborhoods of any true data-generating distribution as the sample size increases.
MCMC algorithm for posterior computation
For posterior computation in DP mixtures, one common approach is marginalizing out the random probability measure with the Polya urn scheme (Bush and MacEachern (1996) ).
Avoiding marginalization, Ishwaran and James (2001) Relying on a slice sampler related to Kalli et al. (2011) , we developed a simple and efficient MCMC algorithm for the proposed model. In the motivating application, we have two types of missing data, design-based missingness and individual-specific missingness. We assume missing at random for both cases and handle the missing data using missingness indicators, m ti = (m ti1 , . . . , m tip ) ′ , with m tij = 1 if variable j is missing for subject i at time t. In addition, we introduce latent variables u t = (u t1 , . . . , u tnt ) ′ for the slice sampler.
The likelihood of {u t } and {x t } given {m ti }, {ν t } and ψ (j) h can be expressed as
This representation is consistent with the original model setting if latent variables {u t } are marginalized out. In a special case in which g is a probit link function, the data augmentation approach in Albert and Chib (2001) can improve efficiency of the posterior sampling by introducing independent normal latent variables {z tih } with mean W th and variance 1 satisfying
We propose the following MCMC sampling steps:
h from the following Dirichlet full conditional posterior distribution,
where A jh = {(t, i) : m tij = 0, s ti = h}.
2. Update z tih from the marginal (w.r.t. u ti ) conditional posterior distribution,
where N − (W th , 1) and N + (W th , 1) denote the normal distributions with mean W th and variance 1 truncated on (−∞, 0] and (0, ∞) respectively.
3. Update W th from the normal marginal (w.r.t. u ti ) conditional posterior distribution,
4. Update u ti from the full conditional distribution, Uniform(0, ν ts ti ). 5. Update s ti from the multinomial full conditional distribution,
where B ti = {h : ν th > u ti }. To identify the elements in {B ti }, we first update α th and W th for t = 1, . . . , T and h = 1, . . . ,k wherek is the smallest number with k h=1 ν th > 1 − min{s ti } for all t.
6. For h = 1, . . . , k * , update α th using the forward filtering backward sampling algorithm by Früwirth-Schnatter (1994) and Carter and Kohn (1994) , or Kalman filter and the simulation smoother by de Jong and Shephard (1995) and Durbin and Koopman (2002) .
7. Update µ from the conditional posterior, N (µ * , σ 2 µ ) where
8. Update φ using the independence MH algorithm in which the proposal distribution is constructed relying on the mode and Hessian of the logarithm of the conditional posterior densities π(φ| · · · ). First, we computeφ which maximizes (or approximately maximizes) the conditional posterior density. Then, we generated a candidate from a truncated normal distribution T N (−1,1) (φ * , σ 2 φ ), where
In a case in which g is another link function, we update W th using the independent MH algorithm, instead of step 2 and 3 above. We generate a candidate from a normal distribution relying on the mode and Hessian of the logarithm of the conditional posterior densities of W th . 
ε ∼ IG(2.5, 0.025), σ 2 η ∼ IG(2.5, 0.025). We draw 60,000 MCMC samples after the initial 20,000 samples are discarded as a burn-in period and every fifth sample is saved. We observed that the sample paths were stable and the sample autocorrelations dropped smoothly. Therefore, the chains apparently converged and mixed rapidly.
We first assess performance in estimation of cell probabilities. We picked several cells randomly and report true values, posterior means and 95% credible intervals in Figure 1 (the proposed method) and Figure 2 (DX method). The proposed approach covers all true values in 95% intervals and interval widths are much narrower than for the DX approach consistently across time.
We additionally investigate performance in estimating associations among the categorical variables using the following measure of dependence from Dunson and Xing (2009) 
hl . The first row of Figure 3 reports plots of all pairs of true values (y-axis) and posterior means (x-axis) of ρ tjj ′ at time t = 2 and 7. At each time point, coordinate points by our approach locate closely to the y = x line, compared to widely scattered points by the DX method. In addition, Table 1 shows correlations between true values and posterior means of ρ tjj ′ . Although correlations by the DX method are high, the proposed method consistently produces higher correlations. Table 1 : Correlations between true values and posterior means of ρ tjj ′ using the first simulation data.
Log linear models provide a standard choice for the analysis of contingency tables.
However, one issue is that flexible log-linear models that accommodate arbitrary interactions among the variables and allow time dependence cannot be applied directly to large, sparse tables. Certainly, maximum likelihood estimates typically do not exist and Bayesian methods that allow an unknown dependence structure do not scale beyond small tables. Dahinden et al. (2010) proposed an approach for high-dimensional log-linear models with interactions, which relies on solving several low-dimensional subproblems that are then
combined. An earlier approach by Dahinden et al. (2007) instead relied on L1 penalized log-linear models allowing sparsity of tables. Also, Dahinden et al. (2007) proposed an efficient estimation algorithm for model selection for two level categorical variables.
As a second alternative to our proposed approach, we implemented the method of Dahin- Table 2 : Correlations between true values and posterior means of ρ tjj ′ using the second simulation data.
Finally, to gauge robustness we also simulated data from a time-dependent log-linear model in which all the coefficients of the main effects and interactions between two variables independently follow random walk processes with variance 1 and other higher interactions are zero. The third row of Figure 3 and Table 3 report the estimation results. Although we find less difference among them in this case, the proposed method still shows the best performance. There are abundant missing data in which only a subset of the variables were recorded for an individual, and compared to the number of cells, the sample size is quite small at each time point.
We first compared our proposed approach to log-linear models. Unfortunately, current methodology for fitting log-linear models that allow flexible dependence structures cannot accommodate these data due to the large sparse structure, time variation and abundant missing data. Hence, in order to provide a comparison, we initially focused on a bivariate subset of the data consisting of religious preference (i = 1, . . . , 5) and attitude towards abortion (j = 1, 2) from 1994 to 2010. We consider the following log-linear Poisson models.
Model 1:
where N tij is count of the cell ij at time t, N t = i j N tij , λ R i is an effect of the first variable (religious preference), λ A j is an effect of the second variable (view of abortion) and λ RA ij is an association term. For identifiability, we assume constraints
Model 2:
where λ R ti , λ A tj and λ RA tij are effects of the first variable, the second variable and interactions at time t respectively. We assume λ R t5 = λ A t2 = λ RA t5j = λ RA ti2 = 0 at each time point and β 0 = 0 for the initial values. Model 2 is a time dependent hierarchical model where all parameters in the log-linear model follow AR(1) process independently.
We firstly estimate all models using the data from 1994 to 2008. Then, relying on the estimated parameters, we predict the contingency table in 2010 (Table 4) . For the proposed model, we used the same MCMC settings as in the simulation study. For log-linear models, we estimated parameters using an MCMC algorithm where missing values are imputed from conditional probabilities given observed data at each iteration. For example, we generate the religious preference i given the view of abortion j with probability µ tij / i ′ µ ti ′ j . For priors, we assumed β = (λ, λ R 1 , . . . , λ R 4 , λ A 1 , λ RA 11 , . . . , λ RA 41 ) ′ ∼ N (0, I) for Model 1, µ l ∼ N (0, 1), φ l ∼ U (−1, 1) and σ 2 l ∼ IG(2.5, 0.025) for all l for Model 2. Using Gibbs sampling, we generated posterior samples of µ l and σ 2 j from normal and Inverse-Gamma distributions respectively. For β, φ l , β t , we used a MH algorithm in which candidates were generated from normal distributions relying on the mode and Hessian of the logarithm of the conditional posterior densities. We generated 10,000 MCMC samples after the 1,000 burn-in for Model 1 and 20,000 MCMC samples after the 2,000 burn-in for Model 2 and, for both cases, every fifth sample was saved.
We generated replications at every fifth MCMC iteration and computed average of the following predictive criteria, Absolute deviation (AD): Next, we apply the proposed method to all 29 categorical variables. We generated 30,000
MCMC samples after the initial 10,000 samples are discarded as the burn-in and every fifth sample are saved. We observed the sample paths are stable and the sample autocorrelations are small. Table 6 shows the estimation result of parameters in the time dependent stickbreaking processes. Concerning the measure of time dependence φ, the posterior mean is close to 1 and the 95% credible interval locates near 1, which means the weights of the stick-breaking processes have strong time dependence over time. Table 6 : Estimation result of parameters in the proposed stick-breaking process.
Then, we investigate cross interactions among the variables over time. {Having gun, Family income} gradually increased over the period but the difference is small.
For {Marital status, Having gun}, the interaction dropped in the middle of the period but recovered recently at the same level as the beginning.
Discussion
We have demonstrated that the proposed approach is useful in analyzing time-indexed large sparse contingency tables. One interesting extension is to accommodate joint modeling of mixed scale variables consisting of not only categorical data but also continuous and count
variables. In such a case, one can potentially model the observed data vector for the ith subject at time t, y ti = (y ti1 , . . . , y tip ) ′ , as conditionally independent given latent class variables x ti = (x ti1 , . . . , x tip ) ′ , with x ti modeled exactly as proposed in this article. For example, consider the simple case in which p = 2 with y ti1 ∈ ℜ continuous and y ti2 ∈ {1, . . . , d 2 } categorical. Then, one can let y ti1 ∼ N (µ x ti1 , σ 2 x ti1 ) and y ti2 = x ti2 , with the proposed probabilistic tensor factorization approach flexibly accommodating dependence in y ti1 and y ti2 through dependence in x ti1 and x ti2 . The induced marginal distribution for the continuous variable y ti1 will be a mixture of normals, with the probability weight on each component potentially varying with the categorical variable y ti2 . This same strategy can be generalized to more complex settings involving many categorical, count, continuous and even functional observations. Another interesting direction in terms of generalizations is to accommodate dependence in the observations; for example, one may collected multivariate categorical longitudinal data in which the same variables are measured repeatedly on the sample study subjects or the data may have a nested structure. Log linear and logistic regression-type models can be easily generalized to such settings, but clearly encounter computational challenges in large sparse settings. Potentially the simplex factor model of Bhattacharya and Dunson (2012) can be generalized to accommodate such dependence structures through the latent factors, with some challenges arising in terms of developing computationally efficient implementations and models that are both flexible and interpretable.
of Heath (NIH). The computational results are mainly generated using Ox (Doornik (2006) ).
A Proof of Lemma 1
The expectation of cell probability is
The marginal distribution of W th can be expressed as
, independent of t and h. Hence, we set β 1 = E{g(W th )} and β 2 = E{g 2 (W th )}. The second moment of cell probability is
E{ν th ν tl },
Hence,
Similarly,
where
From (7) and (8), E {g(W th )g(W t+kh )} can be expressed as
Since α th , ε th , w t+k−ih (i = 0, . . . , k − 1) and ε t+kh are independent of one another and their distributions do not depend on t or h, hence γ k ≡ E {g(W th )g(W t+kh )} is dependent on time difference k but independent of time t.
In addition,
Hence, (10), cell probabilities with c j = c ′ j for all j have positive covariance and, on the other hand, those with c j = c ′ j for all j have negative covariance.
In a case where a j1 = · · · = a jc j = a, the variance and covariance are expressed as
Hence, V {π tc 1 ···cp } → 0 and
B Proof of Lemma 2
To prove ∞ h=1 ν th = 1 a.s., it is enough to show ∞ h=1 E{log(1−g(W th )} = −∞ (Ishwaran and James (2001)). g is a non-negative monotone increasing link function: ℜ → (0, 1), therefore 0 < β 1 = E{g(W th )} < 1. Then, using Jensen's inequality,
C Proof of theorem
The proposed prior probability assigned to N ǫ (π 0 ) can be expressed as
where ν t is a probability vector induced by the proposed stick breaking process and we use the L 1 distance
where p t is a probability mass function for time t ∈ {1, . . . , T }.
For any π 0 ∈ Π, each component in π 0 can be expressed as
th , where k t ∈ N, ν 0 t = (ν 0 t1 , . . . , ν 0 tkt ) ′ is a probability vector, Ψ th ∈ Π d 1 ···dp and ψ
) ′ is a d j × 1 probability vector. We define k + 0 = 0 and k
. . , T . Then, we construct π = {π t , t ∈ {1, . . . , T }} ∈ Π induced by the proposed prior such that the component with the index h in π 0 t is approximated by the component with the index k + t−1 + h in π t . Letν t = (ν t1 ,ν t2 , . . .) ′ be a probability vector whereν tm = ν 0 tm−k
For any ǫ, we define a set D(π 0 , ǫ) ⊂ Π such that for any π ∈ D(π 0 , ǫ), each π t can be expressed as (4) satisfying ν ∈ N ǫ ′ (ν), where ν = {ν t , t ∈ {1, . . . , T }},ν = {ν t , t ∈ {1, . . . , T }} and ǫ ′ = ǫ/2 p j=1 d j , and ψ
for h = 1, . . . , k t and t = 1, . . . , T where
We consider the intervals (a th , b th ) in the real line for W th in the proposed prior for h = 1, . . . , k + t and t = 1, . . . , T where
In this case, it is straightforward to check |ν th −ν th | <ǫ for h = 1, . . . , k + t and the proposed prior assigns positive probability to these intervals. Then, the distance between ν andν is
For the second component in (11), h>k + t ν th < k + tǫ because ν th >ν th −ǫ for h = 1, . . . , k
In addition, it is straightforward to show that the proposed prior assigns positive probability to N ǫ ′′ ψ (j) th . Therefore, since D(π 0 , ǫ) contains such case, Q{D(π 0 , ǫ)} > 0.
For any π ∈ D(π 0 , ǫ),
Therefore π ∈ N ǫ (π 0 ) and 
97.5% True
The first row: P (xti4 = 0, xti6 = 1, xti10 = 2, xti15 = 3) and P (xti7 = 2, xti9 = 0, xti13 = 3, xti19 = 1).
The second row: P (xti1 = 2, xti7 = 1, xti20 = 3) and P (xti3 = 3, xti12 = 1, xti18 = 0).
The third row: P (xti11 = 1, xti17 = 1) and P (xti5 = 2, xti19 = 1).
The forth row: P (xti8 = 0) and P (xti20 = 3). 
