Strongly Proximal Continuity \& Strong Connectedness by Peters, J. F. & Guadagni, C.
ar
X
iv
:1
50
4.
02
74
0v
1 
 [m
ath
.G
N]
  1
0 A
pr
 20
15
STRONGLY PROXIMAL CONTINUITY
& STRONG CONNECTEDNESS
J.F. PETERSα AND C. GUADAGNIβ
Dedicated to the Memory of Som Naimpally
Abstract. This article introduces strongly proximal continuous (s.p.c.) func-
tions, strong proximal equivalence (s.p.e.) and strong connectedness. A main
result is that if topological spaces X,Y are endowed with compatible strong
proximities and f ∶ X Ð→ Y is a bijective s.p.e., then its extension on the hy-
perspaces CL(X) and CL(Y ), endowed with the related strongly hit and miss
hypertopologies, is a homeomorphism. For a topological space endowed with
a strongly near proximity, strongly proximal connectedness implies connected-
ness but not conversely. Conditions required for strongly proximal connected-
ness are given. Applications of s.p.c. and strongly proximal connectedness are
given in terms of strongly proximal descriptive proximity.
1. Introduction
This article carries forward recent work on strong proximity [27, 26, 24, 25] and
strongly hit and miss hypertopologies [28]. Strongly proximal continuous functions
and strongly near connectedness of subsets in topological spaces are introduced.
2. Preliminaries
Proximities are a powerful tool to deal with the concept of nearness without
involving metrics (see, e.g.,[5, 19, 6, 7]). Proximities are binary relations on the
power set P(X) of a nonempty set X . A δ B reads A is near B. From the usual
proximity space axioms, it suffices to have A ∩B ≠ ∅ to obtain A δ B. We require
something more. We want to talk about a stronger kind of nearness. For this reason
we introduced strong proximities in [27]. Strong proximities satisfy the following
axioms.
Definition 2.1. Let X be a topological space, A,B,C ⊂X and x ∈X. The relation
⩕
δ on P(X) is a strong proximity, provided it satisfies the following axioms.
(N0): ∅ /
⩕
δ A,∀A ⊂X, and X
⩕
δ A,∀A ⊂X
(N1): A
⩕
δ B ⇔ B
⩕
δ A
(N2): A
⩕
δ B ⇒ A ∩B ≠ ∅
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(N3): If {Bi}i∈I is an arbitrary family of subsets of X and A
⩕
δ Bi∗ for some
i∗ ∈ I such that int(Bi∗) ≠ ∅, then A
⩕
δ(⋃i∈I Bi)
(N4): intA ∩ intB ≠ ∅ ⇒ A
⩕
δ B ∎
When we write A
⩕
δ B, we read A is strongly near B. For each strong proximity, we
assume the following relations:
N5): x ∈ int(A) ⇒ x
⩕
δ A
N6): {x}
⩕
δ{y} ⇔ x = y ∎
So, for example, if we take the strong proximity related to non-empty intersection
of interiors, we have that A
⩕
δ B ⇔ intA ∩ intB ≠ ∅ or either A or B is equal to X ,
provided A and B are not singletons; if A = {x}, then x ∈ int(B), and if B too is
a singleton, then x = y. It turns out that if A ⊂ X is an open set, then each point
that belongs to A is strongly near A.
Related to this new kind of nearness introduced in [27] which extends traditional
proximity (see, e.g., [17, 14, 15, 16, 20, 29]), we defined a new kind of hit-and-
miss hypertopology [27, 28], which extends recent work on hypertopologies (see,
e.g., [1, 3, 4, 8, 9, 10, 11, 13, 18]). The important thing to notice that this work
has its foundation in geometry [13, 23, 24].
The strongly hit and far-miss topology τ⩕ has as subbase the sets of the form:
● V ⩕ = {E ∈ CL(X) ∶ E
⩕
δ V }, where V is an open subset of X ,
● A++ = { E ∈ CL(X) ∶ E /δ X ∖A }, where A is an open subset of X .
In [28], we considered the Hausdorffness of the previous topology associated with
suitable families of subsets.
In this paper we go deeper into the study of strong proximities in terms of con-
cepts of strong proximal continuity and strong proximal connectedness. Moreover,
these new forms of proximal continuity and connectedness are applied in some ex-
amples of descriptive nearness, which is particularly useful for many applications.
3. Strongly proximal continuity
After introducing strong proximities, the natural continuation is to look at map-
pings that preserve proximal structures. We call such strongly proximal continuous
mappings.
Definition 3.1. Suppose that (X,τX ,
⩕
δX) and (Y, τY ,
⩕
δY ) are topological spaces
endowed with strong proximities.
Strongly proximal continuous (s.p.c.):
We say that f ∶ X → Y is strongly proximal continuous and we write s.p.c.
if and only if, for A,B ⊂X,
A
⩕
δX B ⇒ f(A)
⩕
δY f(B).
Strongly proximal equivalence (s.p.e.):
If, for A,B ⊂X,
A
⩕
δX B⇔ f(A)
⩕
δY f(B),
then f is a strongly proximal equivalence and we write s.p.e. ∎
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By the definition of strong proximities we know that, if we have
⩕
δX on (X,τX),
for each open set A ⊂ X , it holds that each point that belongs to A is strongly
near A in
⩕
δX . So it seems reasonable to ask if the strong proximity can generate
a topology by defining as open sets those for which we have that each point that
belongs to them is strongly near to them. This is possible if we require that :
x
⩕
δ A,x
⩕
δ B ⇒ x
⩕
δ(A ∩B)
In addition, this topology could be different from the starting topology. When
they match, we say that the strong proximity is compatible with the starting topol-
ogy. Next, we want to investigate on some relations involving strongly proximal
continuity.
Theorem 3.2. Suppose that (X,τX ,
⩕
δX) and (Y, τY ,
⩕
δY ) are topological spaces
endowed with compatible strong proximities and f ∶ X → Y is s.p.c. . Then f is an
open mapping, that is f maps open sets in open sets.
Proof. Consider V open subset of X . It means that each point that belongs to V
is strongly near V in
⩕
δX . Now suppose that f(x) is in f(V ). We want to show
that f(x)
⩕
δY f(V ). But it is true by the strongly proximal continuity of f . 
Remark 3.3. Observe that the converse is not in general true. For example take
(X,τX ,
⩕
δX) = (R
2, τe,
⩕
δX) and (Y, τY ,
⩕
δY ) = (R
2, τe,
⩕
δY ), where τe is the Euclidean
topology, A
⩕
δXB ⇔ A ∩ int(B) ≠ ∅ or int(A) ∩ B ≠ ∅ or either A or B is equal
to X, provided that A and B are not both singletons, and if A = {x} and B = {y},
x = y. Finally A
⩕
δYB ⇔ intA ∩ intB ≠ ∅, provided A and B are not singletons; if
A = {x}, then x ∈ int(B), and if B too is a singleton, then x = y. In this case, if we
take the identity map, it is open but not s.p.c. ∎
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Fig. 1.1 80oRotations
In [27], we introduced a particular hit and miss
hypertopology, a strongly hit and far miss hyper-
topology. If
⩕
δ is a strong proximity we can look at
the strongly hit and miss hypertopology on CL(X),
τ⩕, having as subbase the sets of the form:
● V ⩕ = {E ∈ CL(X) ∶ E
⩕
δ V }, where V is an
open subset of X ,
● A+ = { E ∈ CL(X) ∶ E ∩ (X ∖ A) = ∅ },
where A is an open subset of X .
If we have a function f ∶ (X,τX ,
⩕
δX) →
(Y, τY ,
⩕
δY ) that preserves closed subsets, we can
also consider a function on (CL(X), τ⩕X) into (CL(Y ), τ
⩕
Y ). We indicate this as
f⩕. Next we want to highlight a particular relation existing between f and f⩕.
Even in the case in which the strong proximity does not generate a compatible
topology, it could be interesting to look at s.p.c. functions. In particular, we focus
our attention on a particular family of subsets.
Definition 3.4. Suppose that (X,τX ,
⩕
δX) and (Y, τY ,
⩕
δY ) are topological spaces
endowed with strong proximities and S is a family of subsets of X. We say that f ∶
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Figure 1. Family of Adjacent Triangles
X → Y is strongly proximal continuous on S if and only if ∀A,B ∈ S , A
⩕
δXB⇒
f(A)
⩕
δY f(B). ∎
Example 3.5. Take (X,τX ,
⩕
δX) = (R
2, τe,
⩕
δX) and (Y, τY ,
⩕
δY ) = (R
2, τe,
⩕
δY ),
where τe is the Euclidean topology, A
⩕
δXB⇔ A∩B ≠ ∅, and A
⩕
δYB ⇔ intA∩intB ≠
∅, provided A and B are not singletons; if A = {x}, then x ∈ int(B), and if B too is
a singleton, then x = y. Consider the triangles as in Fig. 1 and let S be the family
of those triangles. Define a function g ∶ X → Y as follows:
g(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x, if x ≤ x1,
R(x1,80
○), if x1 ≤ x ≤ x2,
R(x2,80○) ○R(x1,80○), if x2 ≤ x ≤ x3,
R(x3,80
○) ○R(x2,80
○) ○R(x1,80
○), if x3 ≤ x ≤ x4,
∏i∈{n,n−1..,1}R(xi,80
○), if xn ≤ x ≤ xn+1.
where R(xi,80
○) is the rotation around the point xi by 80
○, and by
∏i∈{n,n−1..,1}R(xi,80
○) we mean the composition of rotations (see Fig. 1.1). We
have that g is s.p.c. on S . ∎
Theorem 3.6. Let (X,τX ,
⩕
δX) and (Y, τY ,
⩕
δY ) be topological spaces endowed with
compatible strong proximities. If f is a bijective s.p.e., then f⩕ is an homeomor-
phism.
Proof. First of all observe that, being f a bijective s.p.e., it is closed by Theorem 3.2.
So we can think at that as a function between the hyperspaces. Now we want to
prove that f⩕ is open. Take an open subset of τ⩕X , U =H
+ ∩ (A⩕1 ∩ ...∩A
⩕
n ), where
H,A1, ...,An are open subsets of X . Suppose that E in CL(X) belongs to U . This
means that E
⩕
δX Ai, i ∈ {1, .., n} and E ∩ (X ∖H) = ∅. By the hypothesis and
by Theorem 3.2 we have that f(E) ∈ V = f(H)+ ∩ (f(A1)
⩕ ∩ ... ∩ f(An)
⩕), where
f(H), f(A1), ..., f(An) are open subsets of Y . So f(U) ⊂ V . Conversely, if D is a
closed subset of Y that belongs to V , it means that D
⩕
δY f(Ai), i ∈ {1, .., n} and
D∩ (Y ∖ f(H)) = ∅. In the same way as before we obtain that f−1(D) ∈ U . Hence,
f(U) = V and f⩕ is open. Moreover, it is easily seen that by the hypothesis we
obtain also that f⩕ is bijective. Finally, by applying the same procedure to (f⩕)−1,
we have that (f⩕)−1 is open, too, and so f⩕ is an homeomorphism. 
Example 3.7. Consider (X,τX ,
⩕
δX) and (Y, τY ,
⩕
δY ) as in the remark 3.3. Let B
be the family of subsets in the Fig. 2, that is we have some open disks (A2, A4) and
unions (A1, A3) of closed disks (A
′
1, A
′
3) with concentric circumferences. In this
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Figure 2. The Family B Containing Open and Closed Disks
i1(A1)
i1(A2)
i1(A4)
i1(A3)
Figure 3. Application of i1 on the Family B
f(A1)
f(A2)
f(A3)
f(A4)
Figure 4. Application of s.p.c. f on the Family B
case we want to take as transformation the so called circle inversion (see [32]). It
is a special reflection with respect to a circle, the inversion circle. It is particularly
relevant dealing with hyperbolic geometry. In fact, if we take the Poincare´ disk,
6 J.F. PETERS AND C. GUADAGNI
some of these transformations reveal that they are among the hyperbolic isometries
mapping the disk into itself.
The general equations for the inverse of the point (x, y) relative to the inversion
circle with inversion center (x0, y0) and inversion radius k are given by
x′ = x0 +
k2(x − x0)
(x − x0)2 + (y − y0)2
,
y′ = y0 +
k2(y − y0)
(x − x0)2 + (y − y0)2
.
By this transformation any point that is inside the inversion circle is mapped outside
and vice versa.
Our function f is obtained by composition of inversions: f = i3 ○ i2 ○ i1. The
function i1 works as the inversion relative to the circle A
′
1 with center (0,0) and
radius 2 on the region outside A′1, and as the identity elsewhere (see Fig. 3); the
function i2 is the inversion with respect to i1(A2) on the region inside i1(A1) and
outside i1(A2), and it is the identity elsewhere; i3 is the inversion with respect
to i2(A
′
3) on the region inside i2(A2) and outside i2(A3), and it is the identity
elsewhere. We obtain that f is s.p.c. on B. See Fig. 4. ∎
●
c
● b
●
a
X
A1 A2
A3 A4
Figure 5. Spatial Kind of Descriptive Proximity
Example 3.8. Spatial Kind of Descriptive Nearness.
In this example, we use a spatial kind of descriptive nearness. The theory of de-
scriptive nearness [21, 22] is usually adopted when dealing with subsets that share
some common properties even though the subsets are not really close. We talk about
non-abstract points when points have locations and features that can be measured.
This theory is particularly relevant when we want to focus on some of these aspects
of points and sets of points that are known both spatially and descriptively.
Consider as space X the tessellation of a subspace of R2 endowed with the Eu-
clidean topology as shown in Fig. 5. Let Y = {g, r, b} be the set of colors green, red
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and blue and take P(Y ) endowed with the topology τ having as base F defined by
F = {{g, r}, {b, r}, {g, b}, {r, g, b},
= {{r, g, b},{r, g},{r}}, {{r, g, b},{r, g},{g}},
= {{r, g, b},{r, g},{b}}}. (τ-base)
Then consider as strong proximities the same of Example 3.5. Moreover suppose
that in each instant we can have only one subset included in each region. Define
a function f in the following way. If x is an internal point of some region, f(x)
is the singleton containing the color of the region; if x is on the boundary of some
regions, f(x) is the set containing the color of these regions. For example, with
respect to the figure, we have f(a) = {g}, f(b) = {g, r} and f(c) = {g, r, b}. Now,
if we take two subsets Ai(t∗),Aj(t∗) existing in the same instant t∗, we have that
Ai(t∗) ∩Aj(t∗) ≠ ∅⇒ int(f(Ai(t∗))) ∩ int(f(Aj(t∗))) ≠ ∅. So f is s.p.c. on the
family of subsets existing in the same instant. ∎
4.
⩕
δ −connectedness
Looking at connectedness and its properties, it appears quite natural to try to
generalize this concept using strong proximities. Actually, we obtain a strengthen-
ing of the standard concept.
Recall the following property, [31].
Theorem 4.1. If X = ⋃∞n=1Xn where each Xn is connected and Xn−1 ∩Xn ≠ ∅ for
each n ≥ 2, then X is connected.
X =X1 ∪X2
X2X1
Figure 6.
⩕
δ-Connected Topological Space
We define the following new kind of connectedness.
Definition 4.2.
⩕
δ-Connected Topological Space.
Let X be a topological space and
⩕
δ a strong proximity on X. We say that X is
⩕
δ −connected if and only if X = ⋃i∈I Xi, where I is a countable subset of N, Xi and
int(Xi) are connected for each i ∈ I, and Xi−1
⩕
δ Xi for each i ≥ 2. ∎
Example 4.3. A
⩕
δ (strongly connected) topological space is represented in Fig. 6.
∎
Theorem 4.4. Let X be a topological space and
⩕
δ a strong proximity on X. Then
⩕
δ −connectedness implies connectedness.
Proof. This simply follows by Theorem 4.1 and axiom (N2) in the definition of
strong proximities. 
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The following example shows that the converse is not always true.
●E
R
2
Figure 7. Connected Subset E but not
⩕
δ-connected
Example 4.5. Consider the subset E of R2 as shown in Fig. 7 and the strong
proximity given by A
⩕
δB⇔ intA∩ intB ≠ ∅ or either A or B is equal to X, provided
A and B are not singletons; if A = {x}, then x ∈ int(B), and if B is also a singleton,
then x = y. The subset E is connected but it is not
⩕
δ −connected. ∎
B
A
Figure 8. Disjoint Balls, both
⩕
δ −connected
C
D
C ∩D
Figure 9. C,D
⩕
δ -connected but not C ∩D
Observe that just as in the case of connected sets, unions and intersections of
⩕
δ −connected sets are not in general
⩕
δ −connected.
Example 4.6. Union of
⩕
δ −connected sets.
Consider the two disjoint balls A and B, in Fig. 8. Each ball by itself is
⩕
δ −connected,
but the union of the balls is not. ∎
Example 4.7. Intersection of
⩕
δ −connected sets.
Take the subsets C and D as in Fig. 9, each containing a Penrose pattern. Each
ball by itself is
⩕
δ −connected, but it is not the same for their intersection. ∎
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Theorem 4.8. Let (X,τX ,
⩕
δX) and (Y, τY ,
⩕
δY ) be topological spaces endowed with
strong proximities. Let f ∶ (X,τX) → (Y, τY ) be an homeomorphism and f ∶
(X,
⩕
δX) → (Y,
⩕
δY ) s.p.c. . Then the image of a
⩕
δX−connected subset is
⩕
δY −connected.
Proof. Observe that f preserves unions and, being an homeomorphism, f(int(Ai)) =
int(f(Ai)) for each subset. So by the hypothesis, it is easy to obtain the desired
result. 
Recall the definition of regular open sets. A nonempty set A is a regular open,
provided A = int(clA), i.e., A is the interior of its closure. The family of regular
open sets of a topological space has a nice structure. In fact, it forms a complete
Boolean lattice. Furthermore, regular open sets are useful in applications because
their properties seem to correspond to common-sense physical requirements (see,
e.g., [30]). Here we present some generalizations of standard results from [31].
Theorem 4.9. Let X be a topological space and
⩕
δ a strong proximity on X. Sup-
pose that A = ⋃Ni=0Ai is a
⩕
δ −connected subset and that the subsets composing the
union giving A are regular open subsets. Then cl(A) is
⩕
δ −connected.
Proof. First of all, we can write cl(A) = ⋃Ni=0 cl(Ai), where cl(Ai) is connected for
each i. Observe that int(cl(Ai)) = Ai by regularity and it is connected by the
hypothesis. Furthermore, for each i ≥ 2, cl(Ai−1)
⩕
δ cl(Ai), because we know that
Ai−1
⩕
δ Ai and this implies Ai−1 ∩ Ai ≠ ∅ by axiom (N2). But again by regularity
we have that this corresponds to int(cl(Ai−1))∩ int(cl(Ai)) ≠ ∅. Finally, by axiom
(N4), we obtain cl(Ai−1)
⩕
δ cl(Ai). 
Theorem 4.10. Let X be a topological space and
⩕
δ a strong proximity on X.
Suppose that A = ⋃Ni=0Ai is a
⩕
δ −connected subset and that the subsets composing the
union giving A are regular open subsets. If A ⊆ G ⊆ cl(A), then G is
⩕
δ −connected.
Proof. By Theorem 4.9, we know that cl(A) is
⩕
δ −connected. It suffices to show that
G corresponds to clG(A) and then apply again the same theorem with G instead
of X . One inclusion is obvious. We need to prove that G ⊆ clG(A). Take g ∈ G and
UX(g) any nhbd of g in X . Knowing that G ⊆ cl(A), we have that UX(g)∩A ≠ ∅.
Then consider UG(g), any nhbd of g in G. It corresponds to UG(g) = UX(g) ∩G
for some UX(g). Hence we have that UG(g) ∩A = UX(g) ∩G ∩A and being A ⊆ G
is equal to UX(g) ∩A that is non-empty. 
The next theorem provides us a tool to show that a countable topological space
is
⩕
δ −connected.
Theorem 4.11. Suppose that ∣X ∣ ≤ ℵ0 and for each pair of points xi, xi+1 ∈ X
there exist some nhbds U(xi) and U(xi+1) such that they lie in some connected set
of X with its interior connected. Then X is
⩕
δ −connected.
Proof. We know that for each pair of points xi, xi+1 ∈ X there exist some nhbds
U(xi) and U(xi+1) such that they lie in some connected set Ai of X with its interior
connected. So we can write X = ⋃i∈I Ai. We need only to prove that Ai−1
⩕
δ Ai.
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But it follows from the fact that each U(xi) lies in Ai−1 and Ai. So the intersection
of their interiors is non-empty and, by axiom (N2), we obtain Ai−1
⩕
δ Ai. 
Now we define a kind of chain-connectedness related to strong proximities.
Definition 4.12. Let X be a topological space and
⩕
δ a strong proximity on X. A
strong chain connecting two points a and b of X is a sequence of open sets U1, ..., Un
such that a ∈ U1 only, b ∈ Un only and Ui
⩕
δ Uj for ∣i − j∣ ≤ 1. ∎
Theorem 4.13. Let X be a topological space and
⩕
δ a strong proximity on X. If X
is
⩕
δ −connected and U is any open cover of X, then each pair of points of X can
be connected by a strong chain consisting of elements of U .
Proof. Immediate from Theorem 4.4 and Theorem 26.15 of [31]. For the sake of
clarity, we give a detailed proof.
Take any a ∈X and consider Z as the set of all points connected to a by a strong
chain consisting of elements of U . Obviously Z is non-empty. We want to prove
that Z is open and closed in X . So, being X connected by Theorem 4.4, Z coincides
with the whole X . Let z be an element of cl(Z). There exists some U ∈ U which
contains z and, being U open, U ∩Z is non-empty. So we can take an element b in
this intersection. This element is connected to a by a strong chain in U . If z does
not belong to any subset of the chain, we can join the chain with U . U is strongly
near to the last element of the chain because the elements of U are all open and
we use axiom (N2). 
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