Let F be a C r -diffeomorphism of a two-dimensional manifold M into itself with a saddle periodic point p and the property that branches of the stable and unstable manifolds of p exhibit a homoclinic tangency. Barge and Diamond (1999 Subcontinua of the closure of the unstable manifold at a homoclinic tangency Ergod. Theory Dynam. Sys. 19 289-307) have shown that, generically, the closure of the branch of the unstable manifold of p is nowhere locally the product of a Cantor set and an arc. This paper shows that C r -close to F is añ F such that each non-empty relatively open set of the closure of the branch of the unstable manifold of p contains homeomorphic copies of all chainable continua. A non-local result is also included to illustrate that these chainable continua are quite large in this closure.
Introduction
Many studies in dynamical systems have focused on the asymptotic behaviour of diffeomorphisms with non-trivial recurrence. Interest in understanding the topological structure of attractors has thus arisen since they give the forward asymptotic behaviour of certain open sets in the manifold under the diffeomorphism. Much of the progress towards this end has been made in the setting where there is a hyperbolic splitting of the attractor and has in many ways been limited to hyperbolic systems, as very little is known in the nonhyperbolic setting. In two dimensions, the breakdown of hyperbolicity has often been linked to the formation of homoclinic tangencies. In this paper, we study the topology of certain invariant sets of diffeomorphisms which display homoclinic tangencies in the hope that this will shed some light on non-hyperbolic structures in general.
It is well known [W] that one-dimensional hyperbolic attractors are everywhere locally the product of a Cantor set and an arc. One would suspect that non-hyperbolic invariant sets displaying rich dynamics might in fact lead to rich local topological structure.
Recently, Benedicks and Carleson [BC] have shown the existence and abundance of chaotic, transitive, non-hyperbolic one-dimensional attractors near a system with homoclinic tangency. In particular, they developed a calculus for two-dimensional maps near onedimensional maps for the Hénon family: (x, y) → (1 − ax 2 + y, bx). Mora and Viana [MV] obtained similar results applied to homoclinic bifurcations by studying a generic unfolding of a quadratic homoclinic tangency through one-parameter families of locally dissipative surface diffeomorphisms. Their method was to show that these families admit renormalizations which are Hénon-like and then use an extension of the Benedicks-Carleson method applied to these maps. The results have been generalized by Wang and Young [WY] to obtain verifiable conditions on two-dimensional maps near one-dimensional maps for these attractors to exist.
The above attractors of Benedicks and Carleson have the property that the attractor is the closure of the unstable manifold for the periodic point near tangency. This has led Barge to study the topology of the closure of the unstable manifold at homoclinic tangency. In [B] , he has shown that, generically, this space is globally an indecomposable continuum; in particular, it contains uncountably many arc-components. Still, locally, these closures may be the product of a Cantor set and an arc, except at finitely many points (as many computer pictures suggest). One would expect that the local structure is, in fact, much more complicated.
A result along this line is found in [BD] , where Barge and Diamond show that if F is a C ∞ -diffeomorphism of the plane, with a hyperbolic fixed point p for which a branch of the unstable manifold, W u + (p), has a same-sided quadratic tangency with the stable manifold, and if the eigenvalues of DF at p satisfy a generic non-resonance condition, then each non-empty relatively open set of Cl (W u + (p) ) contains a copy of every continuum that can be written as the inverse limit space of a sequence of unimodal bonding maps. Thus, 'hooks' appear densely in this closure, so that not only is the structure not locally a Cantor set of arcs, but it is, in fact, nowhere such a thing.
In this paper, we will use the terminology that a set which contains a homeomorphic copy of each element of a class of continua, W , is universal with respect to W , or simply W -universal. Thus, the Cl (W u + (p) ) above is everywhere locally universal with respect to unimodal continua. The set of unimodal continua is a large class of continua. In particular, it is uncountable [J] . But the result of [BD] leads to the natural question: how much more complicated might these closures be? That is, could they contain even richer structure still?
Results
In this paper, we show that this is the case if we make a small perturbation to our diffeomorphism at homoclinic tangency. The class of unimodal continua is contained in a larger and more 'natural' class called chainable continua. Being chainable is a purely topological property which roughly means 'being one-dimensional' in that a chainable continuum can be thought of as the nested intersection of a sequence of (nearly one-dimensional) tubes. We show that the above closure can contain a homeomorphic copy of each element in this class. In particular, we will be able to get complicated continua such as pseudoarcs, continua which are nowhere homeomorphic to an arc. It is also important to note that the closure of the unstable manifold of an hyperbolic periodic point of an axiom A diffeomorphism is always a chainable continuum. This is not known for systems at homoclinic tangency, but the results in [B] , [BD] and here would indicate that if this closure was in fact chainable, it must be a fairly rich structure: indecomposable and possibly universal.
The main result of this paper is stated as follows, where C is used to denote the class of chainable continua: Theorem 1. Let F be Remark. For the case where r = 1, the condition that p be locally dissipative can be omitted so as to obtain a slightly stronger result. In general, this is also the case when the tangency is of order at least r. It will be noted why this is the case at the beginning of section 6 as well as in remark 4.7.
Since p is hyperbolic, a point of period P will persist under perturbation and is known as the continuation of p. In theorem 1, we continue to refer to this point of period P as p, though we are actually referring to the continuation of p underF . Furthermore, F andF will actually agree on a small neighbourhood of p so that this really is unambiguous. This is contrasted with the following theorem, needed to prove theorem 1, in which a periodic pointp is now, qualitatively, different from p. In fact, this new periodic point will have a period which is a multiple of the period of p and furthermore, Cl (W u 
As was observed in [K] , results on genericity (or in our weaker case, density) near homoclinic tangencies can be placed in further perspective by noting the Palis Conjecture ( [PT] , chapter 7, section 1, conjecture 2), which has been recently shown for C 1 -approximations in [PS] :
be approximated by a diffeomorphism which is either (essentially) hyperbolic or exhibits a homoclinic tangency.
If this conjecture is true, then in the complement (in Diff r (M)) to the closure of the space of hyperbolic diffeomorphisms, every diffeomorphism can be C r -approximated by those exhibiting the property of the main theorem of this paper.
Lastly, we will show that the above theorems lead to non-local results. That is, though our main theorem says that every non-empty relatively open subset of the closure of the unstable manifold contains all chainable continua, one might get the impression that we have only introduced tiny 'wiggles' into our space. But in fact, we have: (W u + (p) ) is the Hausdorff limit of subcontinua homeomorphic with the pseudoarc.
Structure of this paper
This paper is organized in the following way. Section 2 gives a brief introduction to continuum theory and inverse limit spaces. We then prove a theorem which allows us to express chainable continua as inverse limit spaces using a finite family of smooth bonding maps (theorem 2.1). This section also provides two lemmas and a theorem (from [Br] ) which will be used to decide how two inverse limit spaces relate to one another. Section 3 gives a brief outline of the proof of theorem 2. In section 4, we perform a series of perturbations on a diffeomorphism exhibiting a homoclinic tangency. Key to that section will be a technique of Kaloshin's to create a tangency which is exactly C r -flat. We can then modify the unstable manifold so that our changes are small in the C r -norm. In section 5, we prove that the diffeomorphism obtained in section 4 exhibits the properties of the conclusion of theorem 2. Next, in section 6, we use the construction of theorem 2 to prove the main theorem of this paper, theorem 1. And lastly, in section 7, we give an application of our main theorem which provides for a non-local result.
Homeomorphic inverse limit systems
In this section, we introduce some definitions and conventions which will be used throughout this paper. We then turn to describing each chainable continuum as the inverse limit space of interval maps (theorem 2.1). Next, we examine conditions under which two inverse limit spaces are homeomorphic, state an extremely useful result of Brown, and end this section with an embedding lemma (lemma 2.3) and a homeomorphism lemma (lemma 2.4) which will be needed in section 5.
Continua
A continuum X is a non-empty compact connected metric space. A chain in X is a non-empty, finite, indexed collection, C = {U 1 , . . . , U n }, each U i open in X, such that U i ∩ U j = ∅ if and only if |i − j | 1. An -chain is a chain C with the mesh(C) < (i.e. max{diam(U i )} < ). A continuum is said to be chainable if it is contained in an -chain for each .
Suppose that
is a collection of compact metric spaces and for each i, f i+1 : X i+1 → X i is a continuous map, often referred to as a bonding map. The inverse limit space of
and has metric d given by
where for each i, d i is a metric for X i bounded by 1. It is well known that if each X i is a continuum, then X ∞ is also a continuum (see, e.g. [Na] ). For each i, π i will denote the restriction, to X ∞ , of the usual projection map from ∞ i=0 X i into X i . In this paper, a map is meant to be a continuous transformation. An interval map is a map from the unit interval, I = [0, 1], back into itself. Jolly and Rogers [JR] have shown that there are four interval maps such that each chainable continuum is homeomorphic to the inverse limit of interval bonding maps, where each bonding map is taken to be one of these four maps. Using a result of Jarník and Knichal [JK] , Cook and Ingram [CI] have reduced the number of bonding maps to two. We state this result, but add the additional condition that the two maps be C ∞ -differentiable: Proof. We follow [I] closely, giving a brief outline of the proof, while making appropriate changes to achieve the C ∞ -differentiability. It is a well-known fact that any chainable continuum, X, can be written as the inverse limit of interval maps [F] , [Md] . The space of all mappings of I into itself is separable so there is a countable sequence of C ∞ -maps, {f i } i∈N , such that if f is an interval map and > 0, there is an i such that f i − f 0 < . By an approximation theorem of Brown ([Br] , see theorem 2.2), there is a subsequence {f n i } i∈N such that X is homeomorphic to the inverse limit space of {I, f n i } i∈N . The goal is to construct mapsf 0 andf 1 so that each f i above can be written as the composition off 0 andf 1 .
To that end, denote I 1 = [ In order to smoothly connect the function between the I i intervals, it may be necessary for the range to dip below 0 or above 1 and extend our domain to slightly larger than 1. This is why we have extended I by adding the ξ -terms above. We also utilize this extension to smooth out β and γ on I 2 and I 3 , respectively. Then, one can check that
Utilizing this fact, we define the sequence {g i : g i ∈ {f 0 ,f 1 }} i∈N cofinal with f i . That is, inductively, for each i, there exist j i such that f i = g j i−1 +1 • · · · • g j i . Then, the inverse limit of {g i } is homeomorphic to the inverse limit of {f i } since the inverse limit of cofinal sequences are homeomorphic (see the corollary 1.7.1 in [I] ).
It remains to show that the above functions can be made C ∞ . Due to the choice of I i and
Similarly, on the interval between I i and I i+1 , we place a smooth function whose range need not be larger than [0, 1/(2 2(i+j i )+1 )], where the upper endpoint is the upper endpoint of J i . On this interval, the ratio of the image off 1 to the ith power of the length of the interval is then bounded above by 2
extend the domain off 0 andf 1 so that we can make them C ∞ -flat at the endpoints. Lastly, we rescale the functions so that they map I to I while maintaining the relationship between f i ,f 0 andf 1 .
Approximation results
Suppose we have a sequence of maps, {f i : X i → X i−1 } i∈N . We now wish to consider the question: What conditions can we place on a sequence of maps, {g i : X i → X i−1 } i∈N , such that the inverse limits of the two sequences are homeomorphic? A powerful result in this direction is an approximation theorem given by Brown in [Br] as theorem 3. 
Theorem 2.2 (Brown). Let S be the inverse limit of
. This tells us that the above sequence of f i determines a sequence of i such that as long as g i − f i 0 < i , for each i, the inverse limit of the two sequences are homeomorphic. We now ask the question: What conditions can we place on a sequence of maps f i and g i , where the f i and X i are not fixed, but rather are inductively defined along with g i so that their inverse limit spaces are homeomorphic? The following two lemmas provide results in this direction, and will be needed in section 5.
The first, from Barge and Diamond [BD] , will be useful in building particular spaces as subcontinua of Cl (W u + (p) ). It gives conditions under which one inverse limit space can be embedded into another. The second requires slightly stronger conditions on the spaces, but gives the conditions under which the spaces are homeomorphic. The proof of the first lemma can be found in [BD] . It can also be found in [Mt] where the second lemma is also shown using a proof along the same lines. Given a sequence of maps {f n : 
Lemma 2.4. Let f n : X n → X n−1 and g n : Y n → Y n−1 be sequences of maps of compact metric spaces and h n : Y n → X n a sequence of homeomorphisms. There is a sequence of positive numbers { n } n∈N , with n depending only on h 0 , .
Proof. For a proof along the lines of the proof of lemma 2.3 as given in [BD] , see [Mt] . Lemma 2.4 is really just a rephrasing of theorem 2.2. As such, an alternate proof of lemma 2.4 is to note that there exists i (depending only on previous choices of maps) such that the inverse limit of
i } i∈N by theorem 2.2. But the latter is cofinal with the inverse limit of
and, thus, they are homeomorphic. For our purposes, however, it is convenient to include this lemma as our maps and spaces will be defined inductively and thus it is difficult to cite theorem 2.2 directly.
Outline of the proof of theorem 2
We now describe the idea behind the proof of theorem 2 which will be done in detail in sections 4 and 5. We begin with a diffeomorphism F with periodic point p exhibiting a homoclinic tangency. We will continue to refer to the diffeomorphism as F even after perturbations are made, with the understanding that the final product of our perturbations is theF of the theorem.
We intend to modify the geometry of a small segment of the unstable manifold of p. These modifications will then be mapped densely around the closure of the unstable manifold by F . It is then the case that the topology of this closure becomes more complicated by such a small local change in the geometry. This is due to the fact that the dynamics of F are sufficiently complicated when a homoclinic tangency is present in the sense that the unstable manifold is then brought back near itself under iterates of F .
When we say that we are modifying the geometry of a segment of the unstable manifold, it is with the understanding that we are actually modifying the diffeomorphism F in such a way so as to cause those changes in the geometry of this segment.
We begin proving theorem 2 in section 4. All of our intial perturbations and coordinate changes are geared towards constructing a neighbourhood U around p in which F acts linearly and in which the stable and unstable manifolds of p are the x-and y-axes, respectively. We will refer to U as the linearization neighbourhood. We then make further perturbations and coordinate changes so that there is a point of tangency at (1, 0) in U between the unstable and stable manifolds of p. Moreover, these changes are such that we may find a neighbourhood V of (1, 0) in which the unstable manifold is the graph of y = C(
2 ) over the stable manifold with C > 0. See figure 1.
This segment of the unstable manifold which lies in V and has a tangency with the stable manifold is precisely the segment we wish to modify. Unfortunately, in order to make the type of changes we would like, while still only changing the C r -norm of F very little, it would have to be the case that the unstable manifold comes into the tangency C r -flat. For r > 1, this is not the case and so we use a techique of Kaloshin [K] which allows us to C r -perturb to obtain a tangency of order r. The price we pay using this procedure is that this new tangency is not a homoclinic tangency of p, but rather a homoclinic tangency of a new periodic point p, whose period is a multiple of p. We will then show that the closure of a branch of the unstable manifold ofp can be made everywhere locally C-universal. We find a linearization neighbourhood aroundp (which we once again refer to as U ) in which the stable and unstable manifolds ofp are the x-and y-axes, respectively. Then, we may find a neighbourhood (again called V ) in which the unstable manifold is expressed as the graph of y = C(x − 1) r over the stable manifold with C > 0. Now we modify this segment of the unstable manifold in V . Recall that any chainable continuum can be written as the inverse limit space with bonding maps coming only from the set {f 0 ,f 1 } as given in theorem 2.1. We will place scaled 'copies' of the graphs of these maps in this segment of the unstable manifold. That is, we (smoothly) place an infinite number of alternating copies of the graphs off 0 andf 1 into this segment of the unstable manifold with the size of these copies getting smaller and smaller as the tangency is approached. Some care will be given as to the spacing of the placement of these graphs. We will also place some requirements on the ratios of the heights of the graphs to their widths. This latter condition will assure that the C r -norm of our diffeomorphism has not been drastically affected. The placement of these graphs will then be such that if [a, b] is any interval on the y-axis and > 0, we may find a copy of the graph of eitherf 0 orf 1 which is mapped under a, b] , for some j , as in figure 2. The condition referred to above on the ratios of the heights to the widths of these graphs will also be such that this image of under F j will be of a certain required size in comparison to the interval [a, b] .
In section 5, we are then ready to prove that this local modification of the unstable manifold in V has caused the closure to be everywhere locally C-universal. Let W be an open set which has non-empty intersection with the unstable manifold. Let X be a chainable continuum. Then, X is the inverse limit of {f i } with each f i being eitherf 0 orf 1 . We may find a rectangle in U of the form ] mimicking f i which κ i -commute (via inclusion). Thus, the inverse limit space determined by the f i sequence is embedded in W 0 by lemma 2.3 as a continuum, which we will refer to as Y . Furthermore, the Hausdorff distance of Y to the unstable manifold is shown to go to zero. Under the iterates of F , Y is then mapped into the intersection of W with the closure of the unstable manifold. Thus, a continuum homeomorphic to X is in W intersected with the closure of the unstable manifold. Since X was arbitrary, the intersection of W with the closure of the unstable manifold is C-universal. Since W was arbitrary, the closure of the unstable manifold is everywhere locally C-universal.
Perturbations for C r -diffeomorphisms exhibiting homoclinic tangency
We will consider an arbitrary C r -diffeomorphism F exhibiting a homoclinic tangency. In what follows, we will assume that a saddle point p exhibiting the tangency is a fixed point of F (i.e. F (p) = p), noting that we may simply replace F by F P for p of period P . (Remark 4.12 below explains why we are still only perturbing F .) We will also use the convention that a C r -perturbation is taken to mean an arbitrarily small C r -perturbation. In this section, we perform a series of C r -perturbations on F to obtain a new C r -diffeomorphism which will be shown (see section 5) to exhibit the properties in the conclusion of theorem 2.
We begin this section by introducing some preliminary definitions and making some initial adjustments to a C r -diffeomorphism having a saddle fixed point and, later, add in the condition that it exhibits a homoclinic tangency.
Preliminaries
Let f : U ∈ R → R be a C r -diffeomorphism. We will use d k x to mean the kth derivative with respect to x or sometimes simply d k when the independent variable is understood. The C r -norm of f will be taken to be sup{|d
Definition 4.1 (definition 2.1 in [GG] ). Let X and Y be smooth manifolds, and p be in X.
. The following lemma will be useful in that it will allow us to view homoclinic tangencies in terms of normal forms (see section 4.3). 
Initial perturbations and coordinate changes
Let F be a C r -diffeomorphism of a two-dimensional manifold M and let p be a saddle fixed point with the eigenvalues of DF being σ and µ, 0 < |σ | < 1 < |µ|. Then, we have the following definitions. For F ∈ Diff r (M) as above, we apply a C r -perturbation to make F a C ∞ -diffeomorphism. If |σ µ| > 1, we replace F by F −1 . Theorem 2 will then hold for the stable manifold instead of the unstable. Also, we may C r -perturb if F is resonant. Thus, we are left with a C ∞ , locally dissipative, non-resonant diffeomorphism. By the Sternberg linearization theorem [St] , the new F is C r -linearizable in a neighbourhood U of p and we may choose coordinates so that inside U , the stable and unstable manifolds coincide with the x-axis and y-axis, respectively. That is,
In this paper, we assume that 0 < σ < 1 < µ, though the condition that the eigenvalues are positive is certainly not necessary since we may instead use F 2 . Lastly, we will refer to the projections to the x-axis and y-axis inside U as π x and π y , respectively.
Normal forms at a point of tangency
For an F as above with p exhibiting homoclinic tangency, we intend to C r -perturb F so as to obtain a C r -diffeomorphism having the desired properties of theorem 2. Here we describe normal forms for F N in a neighbourhood of a point of kth order tangency in the linearization neighbourhood U . Since all of our modifications will take place in the linearization neighbourhood U , we will assume we are working in R 2 . In order to make calculations easier, we will assume that a point of kth order tangency (and no more) between W s + (p) and W u + (p) is at q = (1, 0) ∈ U and for some N , figure 4) . Let V ,Ṽ ∈ U be neighbourhoods of q and q, respectively, so that = F N (Ṽ ∩ {y-axis}) is the first arc-connected component of W u (p) containing q in V . We will also assume without loss of generality that, as in all of our figures, the directions of W u (p) and W s (p) agree at the point of tangency. Define new coordinates inside V as (x,ȳ) = (1 − x, y) . If the directions at the point of tangency did not agree, then we would define (x,ȳ) = (x − 1, y) or alternatively simply note that τ given below is negative and the proof given below would still follow. Given these new coordinates, is the graph of y = Cx k+1 + o(x k+1 ), C = 0 (see lemma 4.3). Define new coordinates insideṼ as (x,ỹ) = (x, y − 1). ThenṼ and V can be rescaled so that the map F N |Ṽ : (x,ỹ) → (x,ȳ) can be written as:
We can again take coordinates (x,ŷ) = (x/τ,ȳ/C) and then F N |Ṽ : (x,ỹ) → (x,ŷ) has the normal form:
x y
Remark 4.6. Lastly, we note that we may C k -perturb so that C > 0 and H 1 (0,ỹ) = H 2 (0,ỹ) = 0 inṼ . It will be assumed that this perturbation has been performed whenever k = r, but not otherwise. When r is an odd number, the condition that C be positive forces the tangency to be same-sided; that is, the unstable manifold enters and leaves the tangency from the same side of the stable manifold from which it originally emanated at the fixed point. Such a perturbation of C would look much the same as the perturbation in figure 5 . 
Creating a same-sided quadratic tangency
It is necessary for our calculations to make the homoclinic tangency of the above F ∈ Diff r (M) into one of order exactly r. The next two subsections perform the perturbations necessary to achieve this end. The creation of an rth order tangency from a kth order tangency for k < r has been done by Kaloshin [K] . That technique will be discussed in section 4.5. In order to apply it, however, we must first C r -perturb our kth order tangency above to a same-sided quadratic tangency. The ability to do this falls into two cases:
Case 1: k > 1. Assume our diffeomorphism has a kth order tangency for k > 1. Then, the local component of the unstable manifold near q, , is the graph of y = Cx k+1 +o(x k+1 ), C = 0. We add a small x 2 term with > 0, so as to make this tangency same-sided (see figure 5 ).
Case 2: k = 1 and r > 1. A similar argument to what follows appears in [PT] , chapter 3, section 1, to show that generic unfoldings of tangencies produce more tangencies. There, however, the authors are not concerned with the question of the side on which the tangency occurs. Here, we argue that it can be chosen to occur on either side. Suppose again that is the graph of y = Cx 2 + o(x 2 ) for C < 0. Consider a generic unfolding of this tangency by adding an > 0 term to the second coordinate of the normal form small enough so that the local component of the unstable manifold, u , crosses the stable manifold twice and is of the 'parabolic' form y = + Cx 2 + o(x 2 ). Then, there are two topological pictures (depending on the sign of γ in the normal form of section 4.3) for how the local component of the stable manifold, s must cross the unstable one nearq. First, we will assume it is as in figure 6(a) , which corresponds to γ > 0.
For a fixed 0 , let J be large enough so that show these tangencies when F −J ( s ) is 'shrinking' at a faster rate than u . Figures 7(c) and (d) show these tangencies when the opposite occurs. Other scenarios are possible, including entire intervals of tangency in the parameter space, but eventually a tangency must present itself on the other side due to the C r -continuity of the transition. We, of course, choose among 1 and 2 , the one which causes a same-sided tangency of the unstable manifold with the x-axis in the linearization neighbourhood.
This argument can be modified for the case where the relative positions of s and u are as in figure 6(b) , which corresponds to γ < 0 in the normal form of section 4.3. Only, in this case, it is even simpler since as approaches zero, u must pull through F 
Constructing an rth order tangency
Here, we state a lemma which follows from the construction of Kaloshin in [K] which obtains an rth order tangency from a lower order one. Though this lemma is not directly from [K] , all of the facts stated can be extracted from the construction there. The process of obtaining this tangency is quite involved, so we merely refer the reader to the detailed analysis in [K] . This process is also outlined in [Mt] , where it is written specific to our needs and hence addresses each statement of lemma 4.8 directly.
Remark 4.7. We note that we may skip this section for the case where r = 1 since the tangency is already of first order by assumption. The condition that our diffeomorphism be locally dissipative at p will not be needed since we will not be applying the following technique in this case, which requires such a condition. This is of course true in general; that is, we may omit this step and the locally dissipative condition if the tangency is of order r already. 
( ). Then, for any L, the aboveF can be chosen so that
Remark 4.9. Since the branches of the stable and unstable manifold which exhibit this new tangency are not those from the original periodic point p, but rather from a new periodic point p near the original periodic point (figure 9), we again replace F kP by F to make this new periodic point a fixed point for convenience . We again refer to its eigenvalues as 0 <σ<1 <µ, its C r -linearization neighbourhood as U , and q = (1, 0),q = (0, 1) ∈ U so that F N (q) = q as a matter of convenience. Note: the open set on which we perturb the map F kP and its kP − 1 first iterates are disjoint, so that we could perform the perturbation to F instead. See remark 4.12 for a further explanation.
Perturbations involving the unstable manifold
We now turn to the business of C r -perturbing F N . We will only modify F N onṼ . In fact we will only modify theỹ r+1 term in the normal form above. That is, we are modifying a segment of the unstable manifold so that in V , it is no longer the graph ofỹ r+1 above the stable manifold, but rather the graph of some new function so that we are altering the shape of the unstable manifold itself. The outline of section 3 describes why this is desired. In this section, we will briefly outline the process by which these modifications will be made and hint at the reasons for these modifications. This outline will be directly followed by section 4.7, which will provide the details of this process and show that this is, in fact, a small perturbation of F , though the fact that this perturbation proves theorem 2 will be shown in section 5.
We wish to make our modifications on the same side of the stable manifold as the branch of tangency of the unstable manifold emanates from p. As was noted in remark 4.6 and in section 4.4, we can C r -perturb so that the constant C in the normal form is positive. This is a matter of convenience when r is even, since in this case, the tangency is also a crossing and hence we can make our modifications on either side of the stable manifold. It is necessary, however, when r is odd, so that the tangency is same sided.
Since we are only modifying the one term in the normal form above, considerŷ =ỹ (Ṽ ) . Notice that this is the equation for the graph of the piece of the unstable manifold, . We intend to modify this segment of the branch of the unstable manifold by making it 'wiggle' in a specific way. We will then use bump functions to phase out this modification inṼ . The modification ofŷ =ỹ r+1 will take place on an interval [0, δ] where δ is chosen small enough so that forỹ ∈ [0, δ],ỹ r+1 is also appropriately small. We divide up the interval [0, δ] into subintervals with disjoint interior. These subintervals are comprised of two infinite sequences of intervals˜ i and i , the placement of which alternates as in figure 10 .
Next, we choose an irrational number α (small and non-resonant with µ, i.e. log α/log µ is irrational) and, on theŷ-axis, place a sequence of heights {α i }. This sequence will also be further subdivided as will be described below. Along with each α i , we will define an interval on theŷ-axis, i such that α i is the top edge of this interval (see figure 11) . Some consideration will have to be given to the length of these intervals. The idea of the modification is to place scaled 'copies' of the graph of either of the two functions,f 0 andf 1 from theorem 2.1 above the i intervals. In particular, for even i, define a new function that maps i to i by mapping i to the unit interval, I , linearly, then I to I byf 0 , and then I to i linearly. Similarly, the same is done forf 1 with i odd (see figure 11) . Between the i , over the˜ i , we connect the graph using bump functions as can again be seen in figure 11 where the i have been drawn disjoint, though this certainly need not be the case.
The purpose of placing the functions above these intervals is so thatf 0 andf 1 in some sense are spread out densely throughout the unstable manifold. In order for this to be the case, as will be seen in section 5, a few conditions must be placed on α. Also, the ratio of the length of i to α i must vary densely in (0, 1). Thus, the sequence of i's is actually further subdivided into a sequence depending on m and n, where m denotes what ratio is being used and n denotes the nth occurrence of that particular ratio.
In order for the above to be a small C r -perturbation, we must only make these modifications for i greater than some N 0 . Lastly, we use this modification along with a bump function to modify the normal form above. These steps will now be carried out in detail.
Details of the perturbation
Before we begin, we prove the following lemma which will be useful later in guaranteeing that our perturbations are small. 
First, we recall the notion of a bump function. Let f (t) = e −1/t for t > 0 and f (t) = 0 for t 0. Then, f is C ∞ and positive for t > 0. Let
∞ such that ϕ(0) = 0 for t 0, ϕ (t) > 0 for 0 < t < 1, and ϕ(t) = 1 for t 1. The graph of ϕ is shown in figure 12 .
We will refer to a i ϕ(t/b i ) as ϕ a i ,b i (t).
We introduce a function
See figure 13 . Let > 0. Choose α < 1/2 r and δ < 1 so that:
(i) log α/log µ is irrational, and
(Later we will use the fact that
We divide the interval (0, δ] into subintervals in the following way. Let ω = 
. We intend to place 'copies' off 0 andf 1 from theorem 2.1 over the i varying the ratios of the heights and ranges of these functions for use in section 5. We begin by considering the sequence
, for α as above. We divide this sequence into two sequences
. The first sequence will later be associated witĥ f 0 and the second withf 1 . We will now further subdivide the index into m and n, the purpose of which is described in the second to last paragraphs of section 4.6. Specifically, for each , there exist integers n 1, m 0 such that = 2 m (2n − 1). We can then rewrite the sequences above as {α
. We note that for each m, the (n + 1)st term divided by the nth term in either of these sequences is α 2 m+2 and log α 2 m+2 /log µ is irrational. These representations of
will be used in section 5. For now, it is only necessary to note that for each i, we can uniquely determine , m and n. In particular, = i/2 if i is even, and = (i + 1)/2 if i is odd. But uniquely factors into 2 m (2n − 1). Thus, m and n are determined once a choice of i is made.
Let {ν m } ∞ m=1 be a countably dense collection of numbers in (0, 1). For i and m as above,
, noting that the dependence on m can be dropped since m depends on i. 0.
Let i ∈ N be an even number. Then, as above, for some , m and n, we have i = 2 = 2 m+1 (2n − 1). We thus defineg i : (ỹ) . We will refer tog i asg 0,i , where the 0 is used to indicate that we are rescalingf 0 and i is assumed to be even. Similarly, when i is an odd integer, there are , m, n with i = 2 − 1 = 2 m+1 (2n − 1) − 1. Thus, we definẽ
, and, again, we refer tog i asg 1,i and assume i is odd.
imply that the C r -norm of g 0,i goes to zero as i → ∞ by lemma 4.10. Let N 1 be such that for all even i N 1 ,g 0,i has C r -norm less than /(2 r+1 M). Similarly, forg 1,i , we may find N 2 such that for all odd i N 2 ,g 1,i has C r -norm less than 
whereb i is the endpoint of˜ i . Then, we may find N 4 such that, for i N 4 , α i < /(2 2r+2 M 2 ), and thus
, where δ is as in section 4.6. The function G is C ∞ -smooth since it is defined piecewise by C ∞ -functions, each connected smoothly at the endpoints of their domains. The only trouble spot occurs at zero, at which G is C ∞ -flat since the C r -norms of the functions over i and˜ i go to zero as i → ∞. We are now ready to modify F N . LetF N be defined by
onṼ and letF N = F N otherwise. Then the C r -norm
Also, we note that onṼ , we simply have 0 y
so that the first arc-connected component of the unstable manifold in V is the graph of G.
In section 5, we will refer to the segment of the unstable manifold defined by
Remark 4.12. We note that we have modified not F N , but rather some further iterate of F N . In particular, we have modified F P QN , where P is the period of our original saddle p; Q is the period of our new periodic point using Kaloshin's technique as described in section 4.5; and N is the iterate that mapsṼ to V . However, we can adjust the size ofṼ and V so that {F j (Ṽ )} P QN j =0 are disjoint. Then,F N above can be written so that it truly is a C r -perturbation of F . For convenience, we will assume that F andF only disagree on the domain F L (Ṽ ), where L is the largest number so that F l (Ṽ ) does not intersect the x-axis in U for all l L. In particular, F andF do not differ on U .
Subcontinua of the closure of the unstable manifold for a perturbed system
In this section we prove theorem 2 of the introduction. Specifically, we show the C r -diffeomorphism,F , obtained in section 4 has the property that homeomorphic copies of all chainable continua exist in every relatively open set in the closure of a branch of the unstable manifold of a saddle periodic point of this diffeomorphism. We continue using the notation and conventions of section 4.
Let X be a chainable continuum. Then, letting {f 0 ,f 1 } be the collection given in theorem 2.1 and used in section 4, X is homeomorphic to the inverse limit of {I, f i }, where each f i ∈ {f 0 ,f 1 }. In other words, for all i, f i is eitherf 0 orf 1 . We intend to find a homeomorphic copy of X in W 0 ∩ Cl (W u + (p) ). Lemma 5.1. Suppose that x n ∈ R + and x n+1 /x n = λ with 0 < λ < 1. Suppose further that µ > 1 is such that log λ/log µ is irrational. Then, the set S = {µ m x n } m,n∈N is dense in R + .
Proof. The set S is dense in R + if and only if log S = {m log µ + log(λ n x 0 )} m,n∈N = {m log µ + log λ n +log x 0 } m,n∈N is dense in R, which happens if and only if {m log µ+log λ n } m,n∈N is dense in R, which holds if and only if (1/log µ) log S ≡ {m + n(log λ/log µ)} m,n∈N is dense in R.
Since log λ/log µ is irrational, f (x) = x + log λ/log µ is the lift of an irrational rotation of the circle, and {m + n(log λ/log µ)} m,n∈N is dense in R. 
We need to define [a j +1 , b j +1 ], g j +1 , h j +1 , N j +1 and η j +1 so that the above conditions hold for i = j + 1. Without loss of generality, we may assume f j +1 =f 0 . In this section, we will use many conventions from section 4; in particular, we refer the reader to the definitions of i , δ, α, i , We will now define intervals (0, y) ). See figure 14. By the construction of i in section 4.7, this implies thatĝ
Remark 5.2. The range ofĝ k , namely Proof.
Proof. We first note that
by lemma 5.3.
Thus, let j +1 > 0 be as in lemma 2.4 so that it depends on only f i , g i and h i for 1 i j and h 0 . By lemma 5.4, we can choose m j and a k j so that the following diagram j +1 -commutes:
Let κ j +1 be as in lemma 2.3 (i.e. it depends only on the previously defined maps). Letting N j +1 = N + 1 + l k j , we take η j +1 small enough so that:
We note that condition ( * ) relies on our previous requirement that σ l k δ < ν j . We further note that all of the above arguments follow from the continuity of F and thus condition (iii) of our induction hypothesis is met by condition ( * ). Conditions ( * * ) and ( * * * ) will guarantee that the continuum X can be embedded in the closure of the unstable manifold.
Therefore We will now show that the continuum X is embedded in
Then, the nth square of the following diagram η n commutes:
where i k is the natural inclusion map for each k.
It then follows, from lemma 2.3 thatî embeds the inverse limit space of
Furthermore, since G n is itself an embedding for each n, the inverse limit space of
goes to 0 as n → ∞ (by condition (***) above) and {0} × [a n ,
Proof of the main result
We now push the construction of theorem 2 further in order to prove the main result of this paper, theorem 1. We note that for a C 1 -diffeomorphism this is not necessary as the perturbation to a new periodic point done in section 4.5 need not be performed since p already displays a C 1 -tangency by assumption and, so, the conclusion of theorem 1 is already met without the condition of local dissipation at p being used. For higher order diffeomorphisms with periodic point p exhibiting homoclinic tangency, we begin by performing the perturbations of theorem 2 to obtain a new diffeomorphism F 1 with periodic point p 1 of period P 1 in a neighbourhood V 1 of q such that the closure of a branch of the unstable manifold of p 1 is everywhere locally C-universal. Here, q is as in section 4, a point of tangency in the linearization neighbourhood U of p.
We will refer to the linearization neighbourhood of p 1 as U We may now choose a neighbourhood of q contained in V 1 which we refer to as V 2 , so that V 2 has empty intersection with U 1 . In fact, we will choose it small enough so that the N 1 P 1 future iterates of V 2 do not pass through U 1 . This is done so that any modifications we make in V 2 will not disturb the normal form of F N 1 on the neighbourhood ofq 1 and hence not disturb the 'wiggles' near q 1 . Also, p 1 remains periodic and F P 1 on U 1 remains linear since it is undisturbed. Therefore, any future modifications of V 2 will not change the fact that W u
We then take this new diffeomorphism F 1 and use the same construction to obtain a new diffeomorphism F 2 with periodic point p 2 such that the closure of a branch of its unstable manifold is everywhere locally C-universal as in figure 15 . We may choose p 2 close enough to q so that 2 is in V 2 . We may continue this process, forming a new diffeomorphism,F , with a sequence of periodic points and everywhere locally C-universal sets {Cl (W u 
Each of these Cl (W u + (p i )) is formed using the construction of Kaloshin ([K] and see section 4.5). Thus, for each i, lemma 4.8(vi) implies the interval [c i ,
Then, we claim for any i large enough, there exists a J such that
The claim has thus been shown with J = k + 1 and i large enough so that σ J q < γ . This means
To complete the proof, we use the following well known fact often called the λ-lemma or inclination lemma (see, for example, [PT] , appendix 1, theorem 2). The form stated here more closely fits our setting. (W u + (p) ) is everywhere locally C-universal.
Application: a non-local result
In order to prove the non-local result, theorem 3, we must be more careful in our construction of the everywhere locally C-universal sets Cl (W u + (p i )) defined in section 6 above. It was noted in lemma 4.8(vi) that these sets could be relatively quite large. Below, we will inductively construct i with additional properties to those of section 6 relating to the size of these structures. Before proceeding, we give some definitions relating to the distance between continua which have been expressed specific to R 2 , but are certainly generalizable. For more on Hausdorff metrics, see [Na] . Proceeding with the construction, let i be a sequence of real numbers converging to zero. Let (F j 
i ( i ) ∩ U).
Let J be large enough so that σ J δ < m . We must define j m and m so that the second condition of the induction hypothesis holds. To do this, it is necessary to understand how m is formed in section 4.5. If r > 1, then the use of lemma 4.8 was a necessary step and part (vi) i is arc-connected since it is, in actuality, an arc, and hence there exits an arc, γ , in (F j i ( i ) ) such that π y (γ ) = [a, b] . Since was arbitrary, the forward image of γ can be made as close to β as desired.
Lastly, we have the following proposition. Proof. We will be working in U i , the linearization neighbourhood around p i , and referring to the construction of section 5. Let β be an arc in i and X be a non-degenerate chainable continuum. Then, there exists an interval [a, b] ⊂ [0, 1] on the y-axis in U i which is the preimage of β. In section 5, we described a method for placing a continuum Y homeomorphic to X in ([0, ]×[a, b] )∩Cl (W u + (p i ) for any . This process utilized the fact that X could be written as an inverse limit space of {f i } ∞ i=1 with bonding maps chosen from {f 0 ,f 1 }. If these maps were onto, then we would be done, as Y would stretch the length of the interval [a, b] . Unfortunately, this is not the case. Therefore, we must choose a larger interval [c, d] containing [a, b] and use the same process to place a homeomorphic copy of X in ([0, ] × [c, d] ) ∩ Cl (W u + (p i ) so that its projection to the y-axis is approximately [a, b] .
In order to achieve such an interval, first let J i,n = f i • · · · • f n (I ) . The {J i,n } ∞ n=1 forms a nested sequence of intervals for each i such that n∈N J i,n is itself a non-degenerate interval for large enough i. To see this, suppose that for all M there exists an i > M such that this intersection is just a point. Then, the inverse limit space itself would be just a point and, hence, degenerate. Thus, choose M large enough so that the above intersection is an interval for all i > M. Let [ã,b] = n∈N J M,n .
We rewrite the continuum X as the inverse limit of {f i } 
