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Abstract. We give details on how to calculate spectral functions and Green’s functions for
finite systems using the Chebyshev polynomial expansion method. We apply the method to a
finite Anderson impurity system, and furthermore give details on how to exploit its symmetry to
transform the system into smaller orthogonal subsystems. We also consider systems connected
to infinite leads, which we study by approximating the unknown self-energy with an exact self-
energy for a finite system. As our test case, we consider the single-impurity Anderson model,
where we find that we can capture some aspects of Kondo physics.
1. Introduction
Transport through strongly correlated system, where a perturbative treatment of interactions
fails, is a difficult yet important field of study with implications for molecular electronics,
impurity effects in materials etc. It continues to be a subject of intense research, and several
methods to deal with such systems have been developed [1, 2, 3]. If the interactions can be
assumed to be localized in a small region, exact diagonalization methods can be brought to bear
on the problem [4]. A successful strategy, the Embedded Cluster Approximation[5, 1], has been
to split from the infinite system a finite part that can be treated with accurate methods, and
then connected to the rest of the system perturbatively on the Green’s function level.
In this work we will follow a similar strategy, but we instead take the self-energy of the finite
system as a starting point for approximating the infinite system [6, 7]. By making use of the
Chebyshev polynomial method, we can treat larger finite systems exactly, and thus improve the
quality of our approximate self-energies.
The system under study consists of a finite interacting cluster connected (embedded) to
several infinite non-interacting leads (α), described by the Hamiltonian
Hˆ = Hˆf,0 + Hˆf,int +
∑
α
(
Hˆα0 + Hˆ
α
em
)
, (1)
where Hˆf,0 + Hˆf,int describes the finite system (with Hˆf,int containing the interactions), Hˆ
α
0 the
non-interacting lead α, and Hˆαem the lead-cluster connection.
We want to obtain the retarded Green’s function G in the cluster in the presence of the leads,
to gain access to observables like single-particle densities, conductances and spectral functions.
Our starting point is the Dyson equation for G in equilibrium
G(ω) = Gf,0(ω) +Gf,0(ω)
[
Σ(ω) +
∑
α
Σαem(ω)
]
G(ω). (2)
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The terms in this equation are matrices, their elements corresponding to particle/hole
propagation between any two sites of the cluster. Gf,0(ω) is the non-interacting non-embedded
Green’s function for the cluster, and Σ(ω) and Σem(ω) are self-energies describing the interaction
and the coupling to the leads (embedding), respectively [10]. The precise form of Σαem(ω), which
we assume to be known, depends only on the structure of the leads, and can be calculated
separately.
Our main focus is the interaction self-energy Σ(ω), which describes the correlations in the
system. It is affected by the presence of the infinite leads, and therefore has no simple expression
and has to be approximated. A simple way forward is to replace it with the interaction self-
energy of the disconnected cluster, for which we have
Gf (ω) = Gf,0(ω) +Gf,0(ω)Σf (ω)Gf (ω). (3)
If we can calculate the Green’s function of the cluster Gf , we obtain the self-energy via
Σf (ω) = G
−1
f,0(ω)−G−1f (ω). (4)
Gf,0 is easily calculated, since it comes from a non-interacting system. Calculating Gf (ω)
amounts to solving the N , N + 1 and N − 1 many-body problems, which we now describe.
2. The Polynomial Expansion Algorithm
To obtain G(ω) we utilize the Chebyshev polynomial expansion method which we here describe
briefly. For details see [9].
The Chebyshev polynomials of the first (Tn) and second (Un) kind are defined recursively as
T0(x) = 1 T1(x) = x Tn+1(x) = 2xTn(x)− Tn−1(x) (5)
U0(x) = 1 U1(x) = 2x Un+1(x) = 2xUn(x)− Un−1(x). (6)
They form orthogonal sets within the interval x ∈ [−1, 1].
To simplify the equations we further define the functions φn(x) =
Tn(x)
pi
√
1−x2 , which fulfill the
orthogonality relation
〈φn|φm〉 =
∫ 1
−1
pi
√
1− x2φn(x)φm(x)dx = 1 + δn0
2
δnm. (7)
We can expand any function f(x) within x ∈ [−1, 1] in terms of φn as
f(x) =
∞∑
n=0
gn
〈f |φn〉
〈φn|φn〉φn(x) =
µ0g0
pi
√
1− x2 +2
∞∑
n=1
gnµnφn(x) =
1
pi
√
1− x2
[
g0µ0 + 2
∞∑
n=1
gnµnTn(x)
]
,
where the moments are given by µn =
∫ 1
−1 f(x)Tn(x)dx. Since in practise we expand to a finite
order M , we add additional factors gn to dampen oscillations in the resulting approximation.
The problem of determining the optimal gn is described in detail in [9], and following their
advice we choose gn =
sinh(4(1−n/M)
sinh(4) .
2.1. Computing The Greens Function
It turns out to be advantageous to first compute the spectral function A(ω), and obtain the
corresponding Green’s function from [10]
G(ω) =
1
2pi
P
∫ ∞
−∞
A(ω′)
ω − ω′dω
′ − i
2
A(ω). (8)
The N -particle spectral function can be obtained via the Lehmann representation [10]
Aij(ω) = 2pi
(∑
k
〈ψN0 |cˆi|ψN+1k 〉〈ψN+1k |cˆ†j |ψN0 〉δ(ω − (EN+1k − EN0 ))
+
∑
l
〈ψN0 |cˆ†j |ψN−1l 〉〈ψN−1l |cˆi|ψN0 〉δ(ω + (EN−1l − EN0 ))
) (9)
where i and j are compound quantum numbers containing both site and spin indices, and ψNk
is the k:th eigenstate of the system with N particles and energy ENk .
The moments are given by
µn =
∫ 1
−1
Aij(ω)Tn(ω)dω = 2pi
(∑
k
〈ψN0 |cˆiTn(Hˆ − EN0 )|ψN+1k 〉〈ψN+1k |cˆ†j |ψN0 〉
+
∑
l
〈ψN0 |cˆ†jTn(EN0 − Hˆ)|ψN−1l 〉〈ψN−1l |cˆi|ψN0 〉
)
,
where substituting
∑
n |ψN±1n 〉〈ψN±1n | = 1 and using Tn(x) = (−1)nTn(−x) leads to
µn = 2pi〈ψN0 |
(
cˆiTn(Hˆ − EN0 )cˆ†j + (−1)ncˆ†jTn(Hˆ − EN0 )cˆi
)
|ψN0 〉. (10)
The spectral function is a sum of delta functions located at ωN+1n = E
N+1
n − EN0 and
ωN−1n = EN0 − EN−1n . Because the Chebyshev polynomials are orthogonal only within the
interval [−1, 1], we need to shift and scale the energies to make sure that no poles fall outside
the limits. Here we choose the zero of energy so that EN0 = 0 and furthermore scale the unit of
energy by ∆ > max(EN±1n ) + ε, which guarantees that ωN±1n /∆ = ω¯N±1n ∈ [−1, 1] for all n. A
small ε > 0 ensures that the spectrum does not reach the edges of the interval, where stability
problems might arise. The rescaled moments become
µ¯n = 2pi〈ψN0 |
(
cˆiTn(
ˆ¯H)cˆ†j + (−1)ncˆ†jTn( ˆ¯H)cˆi
)
|ψN0 〉 = µ¯An + (−1)nµ¯Rn . (11)
where ˆ¯H = (Hˆ − E0)/∆, and we have defined the addition (µ¯An ) and removal (µ¯Rn ) moments.
Three Hamiltonian matrices H¯N , H¯N+1 and H¯N−1 are needed for the computation. First
the ground state |ψN0 〉 is found through Lanczos iteration of H¯N [16]. Then the moments for
addition and removal processes are computed separately. For the addition part we first compute
and store the states |αi〉 = cˆ†i |ψN0 〉 and |αj〉 = cˆ†j |ψN0 〉. Then, denoting Tn(H¯N+1)|αj〉 ≡ |αnj 〉,
the application of Eq. (5) gives us
|α0j 〉 = T0(H¯N+1)|αj〉 = |αj〉,
|α1j 〉 = T1(H¯N+1)|αj〉 = H¯N+1|α0j 〉,
|αn+1j 〉 = 2H¯N+1|αnj 〉 − |αn−1j 〉.
(12)
This recursion represents the main numerical effort in the algorithm. It consists chiefly of matrix-
vector multiplications (generally with a very sparse matrix), which is an operation that can be
very efficiently parallelized.
After performing the iteration to a sufficient order, the moments are obtained by computing
the inner product µ¯An = 2pi〈αi|αnj 〉. An analogous process gives the removal moments.
The resulting expansion
A¯ij(ω) ≈ 1
pi
√
1− ω2
[
g0µ¯0 + 2
N∑
n=1
gnµ¯nTn(ω)
]
(13)
can now be inserted into Eq. (8) to obtain
G¯ij(ω) = − 1
pi
(
ig0µ¯0
2
√
1− ω2 +
∞∑
n=1
gnµ¯n
[
Un−1(ω) +
iTn(ω)√
1− ω2
])
, (14)
where we have used the fact that A¯ij(ω) = 0 when ω 6∈ [−1, 1] and the identities [15]
P
∫ 1
−1
1√
1− y2(x− y)dy = 0, P
∫ 1
−1
Tn(y)√
1− y2(x− y)dy = −piUn−1(x) (15)
to handle the integral. Finally, we reverse the energy scaling by Gij(ω) = G¯ij
(
ω
∆
)
.
2.2. Finite Temperature Case
As an aside, we mention that the Chebyshev method can also be utilized in the case of finite
temperature. The spectral function is then given by [10]
Aij(ω;β) = 2pi
∑
q
ρq
(∑
k
〈ψNq |cˆi|ψN+1k 〉〈ψN+1k |cˆ†j |ψNq 〉δ(ω − (EN+1k − Eq))
+
∑
l
〈ψNq |cˆ†j |ψN−1l 〉〈ψN−1l |cˆi|ψNq 〉δ(ω + (EN−1l − ENq ))
)
,
(16)
where ρq =
e
−βENq
Z , with β = 1/kBT the inverse temperature and Z =
∑
n e
−βENn the partition
function.
By defining the functions [9]
JPij (x, y) =
∑
q,k
〈ψNq |cˆi|ψN+1k 〉〈ψN+1k |cˆ†j |ψNq 〉δ(x− EN+1k )δ(y − ENq ), (17)
JHij (x, y) =
∑
q,l
〈ψNq |cˆ†j |ψN−1l 〉〈ψN−1l |cˆi|ψNq 〉δ(x− EN−1l )δ(y − ENq ) (18)
we can express the spectral function as
Aij(ω;β) = 2pi
Z
∫
dy
[
JPij (y + ω, y) + J
H
ij (y − ω, y)
]
e−βy, (19)
and expand it using a two dimensional Chebyshev expansion.
The moments for J¯Pij (x, y) and J¯
H
ij (x, y) (scaled so that x, y ∈ [−1, 1]) are
µ¯Pnm =
∫ 1
−1
J¯Pij (x, y)Tn(x)Tm(y)dxdy =
∑
q,k
〈ψNq |cˆiTn( ˆ¯H)|ψN+1k 〉〈ψN+1k |cˆ†jTm( ˆ¯H)|ψNq 〉
= Tr[cˆiTn(
ˆ¯H)cˆ†jTm(
ˆ¯H)],
µ¯Hnm = Tr[cˆ
†
jTn(
ˆ¯H)cˆiTm(
ˆ¯H)].
(20)
The trace over the state space can be calculated efficiently by summing over a small random
sample of states [9]. One therefore does not need to solve any eigenstates. Note also that
the main numerical effort is in calculating JPij (x, y) and J
H
ij (x, y), which are independent of
temperature. Storing these functions thus allows for efficient computation of quantities over
temperature ranges.
3. Application to a Finite Anderson Impurity
As the simplest case of transport through an interacting system, we consider transport through
a quantum dot, i.e. the single-impurity Anderson model. We consider one-dimensional leads,
with the first few sites taken to be a part of the central cluster. By extending the cluster we hope
to obtain a self-energy closer to that of the full embedded system. If the leads are identical, we
can handle an arbitrary number of them by utilizing the rotation symmetry of the system. This
we demonstrate below. In the same framework, we can also allow for hopping between adjacent
leads.
The Hamiltonian for a quantum dot connected to Nl one-dimensional leads (n) with Nr sites
(i, j) in each is
Hˆ =−
∑
n
∑
i,j,σ
tij cˆ
†
n,iσ cˆn,jσ −
∑
n
∑
σ
t0
(
dˆ†σ cˆn,1σ + cˆ
†
n,1σdˆσ
)
−
∑
〈n,m〉
∑
i,σ
τicˆ
†
n,iσ cˆm,iσ + V (nˆd↑ + nˆd↓) + Unˆd↑nˆd↓,
(21)
where the first term contains hopping along the leads, second is the lead-dot connection, third
connects neighboring leads, and fourth and fifth are the dot potential and interaction.
We exploit the symmetry of this system by a unitary transformation, defining the operators
aˆk,iσ =
1√
Nl
Nl∑
n=1
e
i 2pi
Nl
(n−1)(k−1)
cˆn,iσ, (22)
in terms of which the Hamiltonian takes the form
Hˆ =
Nl∑
k=1
Hˆk
= −
∑
i,j,σ
tij aˆ
†
1,iσaˆ1,jσ −
∑
σ
t′0
(
dˆ†σaˆ1,1σ + aˆ
†
1,1σdˆσ
)
−W1
∑
i
τinˆ1,i + V (nˆd↑ + nˆd↓) + Unˆd↑nˆd↓
−
Nl∑
k=2
∑
i,j,σ
tij aˆ
†
k,iσaˆk,jσ +Wk
∑
i
τinˆk,i
 ,
(23)
where Wk = 2 cos
(
2pi
Nl
(k − 1)
)
and t′0 =
√
Nlt0. The Hamiltonian is therefore divided into Nl
independent commuting terms corresponding to different wavenumbers for rotation of phase
when going around the dot. Only the k = 1 part is coupled to the dot, the remaining Nl − 1
subsystems are non-interacting. See figure 1 for an illustration of this transformation.
The spectral function of the whole system A can be expressed in terms of the spectral
functions Ak of the Nl subsystems:
Aij(ω) =

A1,ij(ω) when i and j are both the dot site,
1√
Nl
A1,ij(ω) when either i or j is the dot site,
1
Nl
∑
k e
−i 2pi
Nl
(k−1)(n−m)Ak,ij(ω) when i and j are in the leads n and m respectively,
(24)
where A1 can be calculated using the method described in the previous chapter, and Ak are
easily obtained, being spectral functions of non-interacting systems.
⇒ (25)
Figure 1: A graphical representation of the unitary transformation, Eq. (22), for a system with
four leads.
4. Results for the Finite Anderson Impurity
Figure 2 shows results obtained using the above machinery for finite Anderson systems. We
show the dot-to-dot components of A(ω) and −=mΣ(ω), using interaction strength U = 20,
dot potential V = −10 and nearest neighbor hopping t = 1 unless otherwise stated. Hopping
between leads is here turned off (τi = 0). In all cases the system is spin symmetric with an
equal number of spin up and spin down particles, and either at half-filling or one particle over
half-filling (if the number of sites is odd).
In figure 2a we increase the lead length in a system with two leads. The spectral functions
here have a distinct structure: a central peak cluster around ω = 0, and two side peak clusters
on either side. One can understand the structure in terms of lead/dot occupation. The side
clusters contain transitions where the dot occupation is changed (addition on the right, removal
on the left), while the central cluster contains transitions where the dot occupation remains
relatively unchanged and instead the lead occupation changes. Each cluster corresponds to a
different dot occupation, and therefore the energy scale separating them is determined by the
dot potential and interaction. The peaks within each cluster, on the other hand, correspond to
lead excitations, and the scale of their spread is determined by the scale of the hopping terms
in the leads. This is a helpful picture, but note that it is only approximate, and predicated on
the fact that the two energy scales are here distinct.
From figure 2a we see that increasing the lead length results in additional peaks appearing
in each cluster. These can be understood to represent new possible transitions corresponding to
new lead states.
Figure 2b shows the effect of increasing the hopping along the leads (with dot-to-lead hopping
kept constant). This increases the energy related to lead excitations causing the peak clusters to
widen. When t = 7 one of the lead state transitions hits a resonance with a dot state transition,
leading to hybridization of the corresponding states, and the side peaks splitting as a result.
This signals the break down of the simplified picture represented above, since the hybridized
states are no longer associated with a specific dot occupation value.
It is tempting to imagine the limit of infinitely long leads and high lead hopping, which
corresponds to the Anderson impurity model in the Kondo regime. The spectral function in this
limit contains broadened Coulomb blockade side peaks at ω = ±10, as well as a sharp Kondo
peak at ω = 0 [14]. The results in figure 2a show all the signs of approaching the correct limit,
with the side peaks moving toward ω = ±10 and the central peaks inching toward each other
to, presumably, merge at ω = 0. Furthermore the resonance between lead transitions and dot
transitions would in the limit of infinite number of side peaks in the central cluster lead to the
broadening of the side peaks, while the absence of similar process for the central peaks might
conceivably leave them sharp.
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(c) Spectral function and self-energy in the dot for a
varying dot potential V in the case of two single site
leads.
Figure 2
In figure 2c the dot potential V is shifted. Note that the central peak cluster shows resistance
to the change in V , while the side peak clusters shift roughly linearly with V . This is analogous
to the situation in transport in the Kondo regime [14], where the Kondo peak is resistant to the
gate potential, while the Coulomb blockade side peaks will shift linearly.
We note that the functions are even functions of ω. The spectral functions, Eq. (9), consisting
of particle addition and removal parts, will be symmetric if the ground state of the system is
particle-hole symmetric, i.e. if the system is at half-filling and the occupation is uniform. A half-
filled state will have uniform occupation if the interaction strengths and site potentials are chosen
so that the energy costs related to adding or removing a particle from a singly occupied site are
equal. This corresponds to Vi = −Ui2 in the systems considered here. Figure 2c demonstrates
how the symmetry is broken when the potential is shifted.
We see, however, that spectral functions in figure 2a are symmetric even though the system
as a whole is not at half-filling (having an odd number of sites). This behavior becomes more
clear after the symmetry transformation, when the interacting subsystem is left with an even
number of sites. If lead-to-lead hopping is not allowed, our calculations have always shown this
subsystem to be at half-filling on the ground state, which explains the symmetry. The non-
interacting subsystems may not be at half-filling, but this does not matter since they do not
contribute to the dot-to-dot component of A, as seen from Eq. (24).
Allowing inter-lead hopping can again break the symmetry. This is because it causes energy
shifts in the subsystems (the Wk terms in Eq. (23)). The energy shifts can lead to a different
particle distribution among the subsystems. Because of this the interacting subsystem (k = 1)
can move away from half-filling, breaking the particle-hole symmetry and thus the symmetry of
the spectral function.
5. Implantation Method
Using the techniques described in the previous sections, we can obtain the exact interaction self-
energy for a finite system. In general, this procedure will yield a self-energy matrix, which can
then be implanted into Eq. (2) to obtain the embedded Green’s function. In order to simplify
the discussion, however, we will continue with the single-impurity Anderson system. In this case
only the dot-to-dot component of the interaction self-energy is non-zero, and Eq. (2) becomes
a scalar equation for the dot-to-dot component of the retarded Green’s function
G(ω) =
1
ω − V − Σ(ω)− Σem(ω) . (26)
For an Anderson impurity connected to finite leads, we have
Gf (ω) =
1
ω − V − Σf (ω)− Σf,em(ω) , (27)
where f stands for finite. The embedding self-energy now results from a finite number of sites,
and the interaction self-energy only describes interaction events of the finite system.
We form an approximate G for the infinite system by implanting Σf into Eq. (26)
G(ω) ≈ 1
ω − V − Σf (ω)− Σem(ω) , (28)
where the dot is now embedded to infinite leads, but the interaction events are contained within
the parts of the leads included in our finite system. Increasing the size of the finite system will
improve the approximation, ultimately reaching the exact result in the limit. A natural question
is then, how big is big enough?
6. Results for the Implantation Method
In order to see how the implantation method fares, we solve the finite lead-dot-lead system
exactly and construct the exact interaction self-energy Σf . We perform calculations for different
lead lengths in order to see how the results change. Due to symmetry considerations, the leads
have to be identical, and thus we have an odd number of sites in our system. We consider
N↑ = N↓ = (Ns + 1)/2, and put V = −U/2 = −10 at the central site. We then calculate
Gf (ω) and Σf,int(ω) using the polynomial expansion method, and then implant Σf,int into the
single-impurity Anderson model via Eq. (28). Here, we use semi-infinite tight-binding leads[10],
and µ = 0. For different fillings, we can define µ by forcing the density of the impurity site in
the infinite system to coincide with the one from the finite system. In this section, we use a
different normalization of A = A/(2pi), to be more consistent with the literature.
The spectral functions for the finite and infinite Anderson models are shown in Figure 3.
The spectral functions for the finite systems have small but finite peak widths, which is due to
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Figure 3: Spectral function on the impurity site, for different numbers of sites in two identical
leads. Left: The exact A from the finite system. Right: A using the implantation method.
them being expressed in terms of polynomials of finite order [9]. We note that there is no peak
at A(0). In the implantation scheme, the spectral features are broadened in an inhomogeneous
way. Furthermore, we obtain a peak at ω = 0. Apart from the additional sharp peaks, we obtain
the characteristic three-peak structure[14] with two Coulomb blockade peaks at ω = ±U/2 and
a sharp Kondo peak at ω = 0. The features broadly agree with the true spectral function of the
Anderson model in this parameter regime.
In order to understand the broadening, we study in more detail the spectral function. In the
formulas, we treat the semi-infinite leads in the wide-band limit approximation, which means
that we take the embedding self-energy to be purely imaginary and equal to its value at µ,
Σem(0) = iΓ, where Γ = 2t
2
0/t = 0.2. This will slightly overestimate the broadening of the
Coulomb peaks. We then get from Eq. (28)
A(ω) =
1
pi
Γ−=mΣf (ω)
(ω − V −<eΣf (ω))2 + (Γ−=mΣf (ω))2 . (29)
For our finite system V ≈ −<eΣf (0), which means that we obtain a peak at ω = 0 of height
1
pi(Γ−=mΣf (0)) . For well-behaved systems =mΣf (µ) = 0 [10], which is true for the exact solution
of the Anderson model. In our numerics, however, the polynomial expansion broadens the
self-energy, and thus our Kondo peak height is smaller than the correct value of A(0) = 1piΓ [13].
We now turn to the inhomogeneous broadening. The Coulomb blockade peaks are broadened
by the order of Γ, while the Kondo peak is broadened less. This is due to the frequency
dependence of <eΣf (ω) (Σem(ω) has a small ω−dependence in this limit). By assuming that
=mΣf (ω) depends weakly on ω at the peak positions ω0 (=mΣf (ω0) can be absorbed into Γ
without changing the conclusions, also see Figure 2b), the Full-Width at Half-Maximum of the
peaks is FWHM = 2 Γ
1− ∂
∂ω
<eΣf (ω0) .
At the Coulomb blockade peaks, Σf depend weakly on ω, giving FWHM ∼ Γ. Around ω = 0,
−<eΣ′f is much larger, reducing the FWHM. However, compared to the true width of the Kondo
peak, exponentially supressed as a function of U [11], the implantation method yields a peak
much too wide. In order to improve the description, Σf should have a more negative slope at
ω = 0. We have indeed seen that the slope increases as a function of cluster size, hinting that
the implantation method has the possibility of giving a sharp Kondo peak.
Future studies will be done to reduce the artifical broadening from the polynomial expansion.
We have seen that (somewhat artificially) using the same Σf as before but using Γ = 2 broadens
the Coulomb peaks with ∼ Γ (much bigger than the artifical smoothening), but does not affect
the Kondo peak width much.
7. Conclusions
In this work, we have given an overview of the polynomial expansion algorithm and applied
it to obtain spectral functions for single-impurity Anderson systems with a high degree of
symmetry. By making use of a unitary transformation, the original system disconnects into
a smaller interacting one, as well as several non-interacting chains. In systems fulfilling particle-
hole symmetry, the spectral function is symmetric (A(ω) = A(−ω)), which simply means that
the addition and removal parts of A are identical. However, we found systems which are not
particle-hole symmetric, yet still have a symmetric spectral function. This we explained by
noting that in these cases, the reduced interacting cluster was particle-hole symmetric, showing
a hidden symmetry for the spectral function.
By calculating the self-energy from an isolated system and implanting it into a transport
setup, we obtained spectral functions for the Anderson model. This can be seen as a perturbation
expansion from an isolated system, but on the self-energy level. The implantation of an exact
self-energy from a finite system yields a complex frequency dependent self-energy for the infinite
system, which gives rise to highly non-trivial features in the spectral function, such as the
Coulomb peaks and the Kondo peak. The frequency dependence of the self-energy led to an
inhomogeneous broadening of the spectral peaks. The Kondo peak was too broad compared
to the exact solution, which we attribute to using a too small cluster in the calculation of the
self-energy. We have seen that increasing the lead sizes gives a sharper Kondo peak.
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