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FILTERING BASES AND COHOMOLOGY OF NILPOTENT
SUBALGEBRAS OF WITT AND s˜l2 LIE ALGEBRAS
F. V. WEINSTEIN
Dediated to the respetful memory
of my Mother Maria Weinstein
Abstrat. We study the ohomology with trivial oeffiients of Lie algebras Lk of the poly-
nomial vetor fields on the line with zero k-jet, (k > 1), and the ohomology of the similar
subalgebras Lk of the polynomial loops algebra s˜l2. In both ases we onstrut the speial bases
(filtering bases) in the external omplexes of these algebras. A spetral sequene based on this
onstrution allows to ompletely find the ohomology of Lk and Lk. We also apply the filtering
bases to find the spetral resolution of the Laplae operators for algebras L1 and L0, and obtain
expliit formulas for the representing yles of homologies for algebras Lk and Lk by means of
the Shur polynomials.
In the artile we study (o)homology of some naturally defined nilpotent subalgebras of two
important infinite-dimensional Lie algebras, both are defined over field Q of rational numbers.
The first one is the Witt algebra W of the Laurent polynomials algebra Q[x, x−1] derivations.
The set of vetors ei = x
i+1 d
dx
, (i ∈ Z) is a linear basis of W with the braket
[ea, eb] = (b− a)ea+b.
The seond one is the polynomial loops algebra s˜l2 = sl2 ⊗Q[x, x
−1], where sl2 is a Lie algebra of
the traeless 2× 2-matries with rational entries. Let us take as a basis of sl2 the matries
e−1 =
(
0 0
1 0
)
, e0 =
1
2
(
1 0
0 −1
)
, e1 =
1
2
(
0 1
0 0
)
,
and define e3m−1 = e−1 ⊗ xm, e3m = e0 ⊗ xm, e3m+1 = e1 ⊗ xm. The set of vetors ei, (i ∈ Z) is
a linear basis of s˜l2 with the braket
[ea, eb] = εb−aea+b,
where εz = −1, 0, 1 for z ≡ −1, 0, 1 mod 3 respetively.
Both algebras W and s˜l2 own the Lie subalgebras, spanned by ei with i > k > −1. We denote
them by Lk and Lk for W and s˜l2 respetively. In ase when we refer simultaneously to the both,
we use notation L(k) for either Lk, or Lk. For k > 1 these algebras are nilpotent.
We shall study the ohomology H∗
(
L(k)
)
:= H∗
(
L(k);Q
)
for k > 1, where Q is onsidered
as a trivial L(k)-module. The ohomologies of L−1 and L0 are easy to find, sine the external
multipliation by e0 in the standard omplexes (synonyms: external, Chevalley-Eilenberg) of these
two algebras defines an appropriate homotopy operator (see Remark at the end of Setion 2). But
for k > 1 the problem beomes more diffiult. From our results, in partiular, follows that
dimHq
(
L(k)
)
=
(
q + k − 1
k − 1
)
+
(
q + k − 2
k − 1
)
. (1)
This equality is equivalent to the formal identity (whih is valid for k = 0 as well)
∞∑
q=0
dimHq
(
L(k)
)
tq =
1 + t
(1 − t)k
.
Formula (1) for L(k) = Lk was onjetured by D. B. Fuhs and I. M. Gel
′
fand, and as suh it
was inluded in the talk given by I. M. Gel
′
fand at Mathematial Congress in Nie in 1970 ([4℄).
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The first proof of it was published in 1973 by L. V. Gonarova ([6; 7℄), but it is very umbersome
and ompliated. In the years following Gonarova's publiations a number of attempts to obtain
a different proof of her theorem have been made (e.g.,[2; 9; 5℄). All artiles on that onern only
the ase k = 1∗.
The main point of our work is a onstrution of speial basis in the standard omplex of L(k), k >
1. We all it a ltering basis beause it naturally leads to a filtration of the standard omplex,
that is an adequate tool to alulate the ohomology of L(k). Our approah allows not only to
find the dimensions of ohomology spaes, but also to obtain some information on the representing
oyles by means of the filtering basis in both ases Lk and Lk.
The idea of filtering bases was motivated by two soures. The first one is the L. V. Gonarova
artiles [6; 7℄. She defines the stable yles in the standard omplex of Lk, and the non-singular
and main k-partitions (eah main k-partition is non-singular; see the orresponding definition
below). Her main result is a onstrution of a stable yle for eah main k-partition, the homologial
lasses of whose onstitute a basis of the homology spae H∗(Lk). The non-singular partitions were
used in her argumentation as a supplementary tool to build up the stable yles. Beause I was
not able to understand the Gonarova reasoning, I onsidered her disovery on the orrespondene
between main partitions and homologies as an interesting onjeture.
The seond soure is artile of I. M. Gel
′
fand, B. L. Fegin, and D. B. Fuhs [5℄. It is naturally
divided into two parts. In the first one a remarkable desription of the stable yles is established.
In partiular it implies that to eah non-singular partition orresponds a stable yle. (It is worth
to note that in the Gonarova's artiles a form of the stable yles was quite obsure.)
In the seond part of [5℄ the authors onsider an Eulidian metri in algebra L1 so that the
vetors ei onstitute an orthonormal basis. Then in the standard omplex of L1 naturally appears
a linear positive self-adjoint Laplae operator Γ1 (or shortly laplaian) suh that the homology
of L1 oinides with its kernel. The main observation of [5℄ asserts that all eigenvalues of Γ1 are
integers. This fat was ompletely unexpeted (algebra L1 in this respet is exeptional among
the Lie algebras of vetor fields). Moreover, for eigenvalues in [5℄ an elegant expliit formula by
means (again!) of the non-singular partitions is laimed. This irumstanes in ombination with
the Gonarova's observations suggested that the non-singular partitions might have an important
meaning.
Unfortunately the seond part of [5℄ has essential defets. Namely, the given there onstrution
of the laplaian eigenvetors (that is used in the subsequent argumentation) frequently fails to
work. As a onsequene the formulation of basi result has an error: the laimed multipliities of
the laplaian's eigenvalues are wrong (although the delared eigenvalues themselves are orret).
The filtering basis appeared as a tool in author's attempts to larify the results of mentioned
soures, and to understand a onnetion between them. As we shall see the usage of filtering basis
implies not only the results of both, but also allows to generalize them. The main role in the
filtering basis onstrution play the non-singular partitions.
The artile is organized as follows. In Setion 1 we introdue the notation and definitions. The
most important is the definition of an inner produt in the standard omplex of L(k), and losely
related with it the definitions of the partially ordered sets of τ(k)- and ξ(k)-monomials whih are
the vetors of the standard omplex. Next we formulate a main theorem (Theorem 1.1), that says
that eah of these sets onstitutes a filtering basis of the standard omplex. (These two bases are
related with eah other by a triangle transformation with respet to the introdued partial order.
By some tehnial reasons, whih will be lear while reading, it is onvenient to onsider both.)
Supposing the main theorem already proved, in Setion 2 we use the basis of ξ(k)-monomials
to alulate ohomology H∗
(
L(k)
)
for all k > 1.
The proof of main theorem oupies setions 3 and 4. In Setion 3 we show that τ(k)- and
ξ(k)-monomials linearly generate the standard omplex of L(k). The key role in the proof play the
equalities of Lemma 3.1 (whih are easy to verify, although the reason why they do exist is not
lear).
∗
In [2℄ the ases k = 2, 3 are also onsidered, but the treatment is ad ho.
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In Setion 4 we establish that τ(k)-monomials are linearly independent. Our proof leads to an
identity for power series
(
formula (11)
)
that generalizes one identity by Sylvester. In our approah
this identity founds its natural ombinatorial and algebrai interpretation. Setion 4 ontains a
bijetive proof of it, and mainly has a ombinatorial harater.
In Setion 5 we define a laplaian Γk for L(k). We show that for algebra L1 the expression of
Γ1 in filtering basis takes a triangle form with integer entries. Therefore all eigenvetors of Γ1 are
defined over Q. It follows also that the diagonal entries of Γ1 in this form are expressed by the
already mentioned formula for eigenvalues of Γ1 from [5℄. Our approah automatially indiates
the multipliities of eigenvalues. Thus the results of this setion may be onsidered as a orreted
version of the basi result of [5℄ as well as its orollaries. As a bonus we obtain a spetral resolution
of the laplaian for L0.
In Setion 6 we define the stable yles, and desribe them by using the filtering basis. As a
orollary we obtain a basis of H∗
(
L(k)
)
expliitly presented by the stable yles. This amplifies
the main assertion by Gonarova. Another orollary is a laim from [5℄: the spae of stable yles
of algebra L1 is invariant under the ation of laplaian Γ1.
In [5℄ a very simple and elegant desription of the stable yles for algebras Lk by the symmetri
polynomials is obtained. In Setion 7 we extend this result to L(k). To do this we use the following
observation: the brakets of algebras W and s˜l2 may uniformly be presented in the form
[ea, eb]h =
h2(b−a) − hb−a
h2 − h
ea+b (2)
where h is a root of equation h3 = 1. The values h = 1 and h 6= 1 give the brakets of the algebras
W and s˜l2 respetively. (For two values h 6= 1 the brakets are different, but the orresponding Lie
algebras are isomorphi). Maybe an intriguing parallelism between W and s˜l2 (that is emphasized
by our results as well) ould be explained by this formula. One may onsider (2) as a defining
relation for a Z-graded algebra over the Laurent polynomials ring Q[h, h−1] - a kind of quantum
deformation of Lie algebras W or s˜l2. Sine
[ea, eb]h = −
1
h3(b−a)
[eb, ea]h,
it follows that for h ∈ C∗ this is a Lie algebra iff h3 = 1.
Finally in Setion 8 we ombine the results of setions 6 and 7 to get expliit formulas for yles,
whih represent homology lasses of L(k) by means of Shur polynomials. This result generalizes
the orresponding assertion for L1 from [5℄.
The main theorem and some other results of the artile were already published in [10; 12℄.
This text is a ompletely revised and extended version of the whole zero-harateristi part of
[12℄. The artiles [10; 12℄ mainly onern the algebras of vetor fields Lk, whereas the algebras Lk
were onsidered ad ho. In the present text the similarity between these two lasses of algebras is
emphasized. The essentially new material inludes a shorter alulation of H∗
(
L(k)
)
, a bijetive
proof of the Sylvester identity, a desription of the stable yles, and expliit formulas for the
representing yles of H∗
(
L(k)
)
homology lasses.
1. Theorem on filtering bases
In this setion we introdue the objets we use in the ourse of the artile and formulate our main
theorem. In what follows we assume that all linear objets (spaes, linear maps, linear funtions
et.) are defined over field Q of rational numbers.
The designations V∗ and V
∗
mean that V∗ =
⊕
q>0 Vq, V
∗ =
⊕
q>0 V
q
are the graded vetor
spaes, where the set of summands onstitute a hain omplex for V∗, and ohain omplex for V
∗
.
The (o)homology we interpret as a (o)hain omplex with zero differential.
Let k > −1 be an integer, and Cq
(
L(k)
)
=
∧q
L(k) be a spae of the q-dimensional hains of
standard omplex of L(k), the boundary operator of whih we denote by d.
4 FILTERING BASES
For a set I = {i1, . . . , iq} of distint integers with min(I) > k the hain eI = ei1 ∧ · · · ∧ eiq ∈
C∗
(
L(k)
)
is alled a k-monomial. The set of k-monomials with i1 < · · · < iq is a basis of Cq
(
L(k)
)
.
By definition of the standard omplex
d(ei1 ∧ · · · ∧ eiq ) =
∑
16r<s6q
(−1)r+s−1µ(is − ir)eir+is ∧ ei1 ∧ · · · ∧ êir ∧ · · · ∧ êis ∧ · · · ∧ eiq ,
where for integer z
µ(z) =
{
z if L(k) = Lk,
εz if L(k) = Lk.
Define a degree of k-monomial ei1∧· · ·∧eiq by deg(ei1∧· · ·∧eiq ) = i1+· · ·+iq. Let C
(n)
∗
(
L(k)
)
be
a spae, generated by k-monomials of degree n. As d preserves the degrees of the hains, omplex
C∗
(
L(k)
)
splits into a diret orthogonal sum of the finite-dimensional subomplexes, orresponding
to the distint degrees of hains:
C∗
(
L(k)
)
=
⊕
n
C
(n)
∗
(
L(k)
)
.
Define the orresponding spaes of ohains of L(k) as
Cq(n)
(
L(k)
)
= HomQ
(
C(n)q
(
L(k)
)
,Q
)
, Cq
(
L(k)
)
=
⊕
n
Cq(n)
(
L(k)
)
,
and introdue on C∗
(
L(k)
)
an inner produt by the formula〈
eI1 , eI2
〉
=
{
1 if I1 = I2,
0 if I1 6= I2.
It defines the anonial isomorphisms Cq(n)
(
L(k)
)
∼= C
(n)
q
(
L(k)
)
whih allow to identify C∗
(
L(k)
)
with C∗
(
L(k)
)
. Therefore we may (and we shall) onsider the k-monomials also as the ohains
of L(k).
Let δk be the operator on C
∗
(
L(k)
)
adjoint to d with respet to the inner produt. Then δk is
the oboundary operator of L(k) suh that
δk(ei) =
∑
a+b=i; k6a<b
µ(b− a)ea ∧ eb, (3)
δk(ei1 ∧ · · · ∧ eiq ) =
q∑
s=1
(−1)s−1 ei1 ∧ · · · ∧ δk(eis) ∧ · · · ∧ eiq . (4)
To formulate a main theorem we need some ombinatorial definitions and notations. In what
follows we assume k > 1 unless otherwise stipulated.
Denition.
(1) A partition is a vetor with integer oordinates I = (i1, . . . , iq) suh that 0 6 i1 6 . . . 6 iq.
The numbers i1, . . . , iq are the parts of I. A k-partition is a partition with i1 > k.
(2) A partition I is strit if i1 < i2 < · · · < iq.
(3) The number dim(I) = q is a dimension of I.
(4) The number |I| = i1 + · · ·+ iq is a degree of I.
(5) A union of partitions I1, I2, that is denotes by I1 ∪ I2, is a partition, the parts of that are
the parts of I1 and I2 written in the non desending order.
Denition ([6℄).
(1) A partition I is nonsingular if ir+1− ir > 3 for r = 1, 2, . . . , q− 1, and singular otherwise.
(2) A nonsingular k-partition I = (i1, . . . , iq) is a main k-partition whenever
iq 6 2k + 3(q − 1) if i1 > k,
iq < 2k + 3(q − 1) if i1 = k.
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E.g., all main q-dimensional 1-partitions are I(r, q) =
(
r, r+3, . . . , r+3(q− 1)
)
, where r = 1, 2.
In what follows I0 always means a main k-partition (possibly empty) for some k.
Denition.
(1) A k-partition I = (i1, . . . , iq) is dense, if i1 > 2k and ir+1 − ir = 3 for r = 1, 2, . . . , q − 1.
(2) The normal form of a nonsingular k-partition I is a representation I = I0∪I1∪· · ·∪Im, so
that I0 is a main, and I1, . . . , Im ⊂ I are dense k-partitions, eah of those has the maximal
possible dimension. (The normal form is obviously unique.)
(3) The minimal parts of Ir's,(r 6= 0) in the normal form of I are the leading parts of I.
(4) The number αk(I) of the leading parts of I is an index of I.
(
Thus αk(I) = 0 iff I is a
main k-partition. For instane, α1(2, 6, 9) = 1, whereas α2(2, 6, 9) = 0.
)
Denition.
(1) A distinguished k-partition is a pair (I; J), where I is a k-partition, J ⊂ I, and I \ J is a
strit k-partition. For a strit k-partition I by definition I = (I; ∅).
(2) Elements of J are the distinguished parts of (I; J). (Instead of writing the set of distin-
guished parts we sometimes shall underline them in I.)
(3) The number |(I; J)| = |I| is a degree of (I; J).
(4) The dimension of (I; J) is dim(I; J) = dim(I)+ dim(J); dim(I) is redued dimension, and
h(I; J) = dim(J) is height of (I; J).
(5) A distinguished k-partition (I; J) is nonsingular, if I is a nonsingular k-partition and J is
a subset of the leading parts of I.
By D(k) we denote the set of distinguished k-partitions, and by D(k, n) ⊂ D(k) the set of ones of
degree n.
Let (I; J) ∈ D(k), where I = (i1, . . . , iq), and a, b be the integers suh that ia, ib 6∈ J, (1 6 a <
b 6 q). Then define
Sa,b(I; J) = (I1; J1), where I1 = (ia + ib) ∪ (i1, . . . , îa, . . . , îb, . . . iq), and J1 = (ia + ib) ∪ J.
Denition. Let (I; J), (I ′; J ′) be distint elements of D(k, n) with dim(I; J) = dim(I ′; J ′). We
say that (I ′; J ′)⊳ (I; J) in the following ases:
(1) If I = I ′ and J ′ ≺ J , where ≺ means the lexiographi order.
(
For instane (3, 6)⊳ (3, 6).
)
(2) If I = (i1, . . . , iq), I
′ = (i′1, . . . , i
′
q), I 6= I
′
, and
i′1 6 i1, i
′
1 + i
′
2 6 i1 + i2, . . . , i
′
1 + · · ·+ i
′
q−1 6 i1 + · · ·+ iq−1.
(3) If dim(I) < dim(I ′), and there is a set {(I1; J1), . . . , (Im; Jm)} ⊂ D(k, n) so that
(I; J) = (I1; J1)
S(a1,b1)−−−−−→ (I2; J2)
S(a2,b2)−−−−−→ . . .
S(am−1,bm−1)
−−−−−−−−−→ (Im; Jm) = (I ′; J ′)
for an appropriate sequene of the pairs (ar, br).
The relation ⊳ supplies D(k) =
∐
n>kD(k, n) with a struture of the partially ordered set (poset).
For example (1, 2, 3, 4, 5)⊲ (1, 4, 5, 5)⊲ (5, 5, 5)⊲ (3, 5, 7), whereas (1, 3, 5, 6) is not omparable
with (5, 5, 5).
Denition. Let (I; J) ∈ D(k) where I = (i1, . . . , iq). The τ(k)-monomial orresponding to (I; J)
is a ohain of algebra L(k) of the form e(I;J) = τi1 ∧ · · · ∧ τiq , where
τir =
{
eir if ir /∈ J,
δk(eir ) if ir ∈ J.
The τ(k)-monomial e(I;J) is nonsingular if (I; J) is nonsingular.
6 FILTERING BASES
Denition. Let (I; J) be a nonsingular distinguished k-partition, I = (I0, I1, . . . , Im) the normal
form, and Ia(1) be the leading part of Ia. The ξ(k)-monomial orresponding to (I; J) is a ohain
of algebra L(k) of the form ξ(I;J) = ξI0 ∧ ξI1 ∧ · · · ∧ ξIm , where
ξIa =
{
eIa if Ia(1) 6∈ J,
δk(eIa) if Ia(1) ∈ J.
(Often instead of ξ(I;∅) we shall write eI .)
Keeping in mind the orrespondene between the distinguished k-partitions and the τ(k)- and
ξ(k)-monomials we shall apply the above definitions on the distinguished k-partitions (dimension,
degree, height, order ⊳, et.) without speial mentioning to the τ(k)- and ξ(k)-monomials.
Theorem 1.1.
(1) For any τ(k)-monomial e(I;J) ∈ C
∗
(n)
(
L(k)
)
there are the expansions
e(I;J) =
∑
(I′;J′)P(I;J)
α(I′;J′)e(I′;J′) =
∑
(I′;J′)P(I;J)
β(I′;J′)ξ(I′;J′),
where the distinguished k-partitions (I ′; J ′) are nonsingular.
(2) The set of nonsingular τ(k)-monomials of degree n is a basis of C∗(n)
(
L(k)
)
.
(3) The set of ξ(k)-monomials of degree n is a basis of C∗(n)
(
L(k)
)
.
Headings (2) and (3) of this theorem imply that the expansions in heading (1) are unique.
Heading (1), and equivaleny of headings (2) and (3) we prove in Setion 3. In Setion 4 we
establish that nonsingular τ(k)-monomials are linearly independent. That will omplete the proof
of Theorem 1.1.
In what follows the next laim will be quite relevant:
Lemma 1.2. Let (I; J), (I1; J1), (I2; J2) ∈ B(k), and (I1; J1)⊳ (I2; J2). If e(I;J)∧ e(I1;J1) 6= 0, and
e(I;J) ∧ e(I2;J2) 6= 0, then e(I;J) ∧ e(I1;J1) ⊳ e(I;J) ∧ e(I2;J2).
In the proof we use the following assertion (see [8℄).
Lemma 1.3. For a pair of integers a, b, 1 6 a < b 6 q dene R(a,b) : Z
q → Zq by
R(a,b)(i1, . . . , iq) = (i1, . . . , ia + 1, . . . , ib − 1, . . . , iq).
Let I1 ⊳ I2 be q-dimensional partitions. Then there is a set of partitions {A1, A2, . . . , Am} so that
I1 = A1 ⊳ A2 ⊳ · · · ⊳ Am−1 ⊳ Am = I2, and Ar+1 = R(ar ,br)(Ar) for an appropriate sequene of
the pairs (ar, br).
Proof of Lemma 1.2. The laim is nontrivial only when dim I1 = dim I2 and I1 ⊳ I2. In this ase
we should verify that I ∪ I1 ⊳ I ∪ I2. From Lemma 1.3 it follows that we need only to verify
inequality I ∪ I1 ⊳ I ∪Ra,b(I1) for arbitrary a, b, (1 6 a < b 6 q), what is evident. 
Later on it will be onvenient to use one more notation onerning τ(k)- and ξ(k)-monomials.
Denition. Let c ∈ C∗(Lk) and x be a τ(k)-monomial
(
ξ(k)-monomial
)
. We write c ≈ λx if
c − λx is a linear ombination of the τ(k)-monomials
(
ξ(k)-monomials
)
, eah of those is smaller
than x with respet to ⊳.
2. Cohomology of Lie algebras L(k)
Before to prove Theorem 1.1 we show how it may be used for a alulation the ohomology of
L(k). Let ξ(I;J) = ξI0 ∧ ξI1 ∧ . . . ∧ ξIm ∈ C
∗
(
L(k)
)
be a ξ(k)-monomial. Formula (4) implies that
δk(ξ(I;J)) = δk(ξI0 ∧ ξI1 ∧ . . . ∧ ξIm) =
m∑
s=0
(−1)ν(s)ξI0 ∧ ξI1 ∧ . . . ∧ δk(ξIs) ∧ · · · ∧ ξIm (5)
where ν(s) = dim ξI0 + dim ξI1 + · · ·+ dim ξIs−1 (reall that I0 is a main k-partition).
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Let B0(k) ⊂ B(k) be the poset of nonsingular k-partitions. Consider filtration
B0(k) ⊃ B1(k) ⊃ B2(k) ⊃ . . .
where Bt+1(k) = Bt(k) r { set of the maximal elements in Bt(k) }. Let Bt(k) be a vetor spae,
spanned by the ξ(k)-monomials ξ(I;J) with I ∈ Bt(k).
If ξI0 ∈ Bt(k) then aording to Theorem 1.1(1)
δ(ξI0) = δk(eI0) =
∑
(I′;J′)⊳I0
β(I′;J′)ξ(I′;J′) ∈ Bt+1(k). (6)
Therefore equality (5) and Lemma 1.2 imply that
C∗
(
L(k)
)
= B0(k) ⊃ B1(k) ⊃ B2(k) ⊃ · · ·
is a filtration of omplex C∗
(
L(k)
)
.
Let {E0(k), ∂0} be the initial term of the orresponding spetral sequene:
E0(k) =
∞⊕
t=0
∞⊕
q=0
Eq,t0 (k), E
q,t
0 (k) = B
q
t (k)/B
q
t+1(k), ∂0 : E
q,t
0 (k)→ E
q+1,t
0 (k)
where Bqt (k) ⊂ Bt(k) is a subspae, spanned by ξ(I;J) with dim(I; J) = q. From (5) and (6) we
obtain
∂0(ξ(I;J)) = ∂0(ξI0 ∧ ξI1 ∧ . . . ∧ ξIm) =
m∑
s=0
(−1)ν(s)ξI0 ∧ ξI1 ∧ . . . ∧ ∂0(ξIs) ∧ · · · ∧ ξIm ,
∂0(ξIa ) =
{
αk(Ia)δk(eIa) if ξIa = eIa ,
0 if ξIa = δk(eIa).
Let E∗,t0,m(k) ⊂ E
∗,t
0 (k) be a subspae, spanned by ξ(k)-monomials ξI0 ∧ ξI1 ∧ . . . ∧ ξIm . Obviously
E∗,t0 (k) =
⊕
m>0 E
∗,t
0,m(k) is a diret sum of omplexes.
Define a linear operator h : Eq+1,t0,m (k)→ E
q,t
0,m(k) by the formulas
h(ξI) =
{
0 if ξI = eI ,
eI if ξI = δk(eI),
h(ξI0 ∧ ξI1 ∧ . . . ∧ ξIm) =
m∑
s=0
(−1)ν(s)ξI0 ∧ ξI1 ∧ . . . ∧ h(ξIs) ∧ · · · ∧ ξIm .
Sine (∂0h+ h∂0) ξI0 ∧ ξI1 ∧ . . . ∧ ξIm = mξI0 ∧ ξI1 ∧ . . . ∧ ξIm , the omplexes E
∗,t
0,m(k) with m > 0
are ayli. Therefore
E∗1 (k) =
⊕
t>0
E∗,t0,0(k) =
⊕
main k−partitions I0
Q · eI0 .
As the ξ(k)-monomials eI0 have the zero height, we see that ∂1 = 0. That is, E∞(k) = E1(k). Our
alulation is finished.
Theorem 2.1. For any main k-partition I0 there is a oyle CI0 ∈ C
∗
(
L(k)
)
suh that
CI0 = eI0 +
∑
(I′;J′)⊳I0
α(I′;J′)ξ(I′;J′).
It represents a nonzero lass CI0 ∈ H
∗
(
L(k)
)
. When I0 runs over the set of q-dimensional main
k-partitions, the lasses CI0 onstitute a basis of H
q
(
L(k)
)
. In partiular dimHq
(
L(k)
)
= r(k, q),
where r(k, q) is a quantity of suh partitions.
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The binomial formula (1) for r(k, q) is established as follows (the proof is reprodued from [6℄).
As r(1, q) = 2, it is enough to show that r(k, q) = r(k, q − 1) + r(k − 1, q).
Let M(k, q) be the set of main q-dimensional k-partitions. Define the maps φ1 :M(k, q − 1)→
M(k, q) and φ2 : M(k − 1, q)→M(k, q) by
φ1(i1, . . . , iq−1) = (i1, . . . , iq−1, iq−1 + 3), φ2(i1, . . . , iq−1, iq) = (i1 + 1, . . . , iq−1 + 1, iq + 2).
Then φ = φ1 ∪ φ2 :M(k, q − 1) ∪M(k − 1, q)→M(k, q) is evidently a bijetion.
Remark. In view of our identifiation of the spaes of hains and ohains, the multipliation
in H∗
(
L(k)
)
is indued by the external produt of ohains. Theorem 2.1 an be used to obtain
some information on it. For example, let I1, I2 be the main k-partitions, suh that I1 ∪ I2 is a
main k-partition as well. Then Theorem 2.1 and Lemma 1.2 imply that CI1 · CI2 = ±CI1∪I2 +∑
I⊳I1∪I2
λICI 6= 0.
Another example is a produt in ohomology of L(1). From Theorem 2.1 it follows that
Hq
(
L(1)
)
is spanned by two lasses CI(r,q)
(
I(r, q) is defined in Setion 1
)
. As I(1, q1)∪ I(2, q2)⊳
I(1, q1 + q2) for arbitrary q1, q2, it follows that the produt in H
∗
(
L(1)
)
is zero. Using similar
arguments one an show the same for L(2). Starting from k = 3 a produt in ohomology of L(k)
is always nontrivial, and omputing of the multipliative struture of H∗
(
L(k)
)
in general seems
to be diffiult.
Remark. For ompleteness let us show how to ompute H∗(L−1) and H∗(L0). Define a linear
map
h : C
(n)
∗ (L−1)→ C
(n)
∗ (L−1), h(ei1 ∧ · · · ∧ eiq ) = e0 ∧ ei1 ∧ · · · ∧ eiq .
Then for c ∈ C
(n)
∗ (L−1), (hd+ dh)c = nc. Therefore only omplex C
(0)
∗ (L−1), that has the form
0←− Q←− Q e0 ←− Q e−1 ∧ e1 ←− Q e−1 ∧ e0 ∧ e1 ←− 0←− . . . ,
may have a non-trivial homology. As d(e−1 ∧ e1) = 2e0 we obtain H3(L−1) ∼= Q e−1 ∧ e0 ∧ e1, and
Hq(L−1) = {0} for q 6= 0, 3. Similarly we obtain H1(L0) ∼= Q e0, and Hq(L0) = {0} for q 6= 0, 1.
For H∗(L−1) and H∗(L0) see [11℄.
3. Relations between τ(k)-monomials
In this setion we prove Theorem 1.1(1). The next assertion plays a ruial role in the proof.
Lemma 3.1.
(1) In C∗(Lk) the following identities are satised:∑
a+b=n;a>k
ea ∧ δk(eb) = 0,
∑
a+b=n;a>k
a ea ∧ δk(eb) = 0,
∑
a+b=n;a>k
a(b− a)2 ea ∧ δk(eb) = 0, (7)
∑
a+b=n; k6a6b
δk(ea) ∧ δk(eb) = 0,
∑
a+b=n; k6a6b
(b − a)2 δk(ea) ∧ δk(eb) = 0. (8)
(2) In C∗(Lk) the following identities are satised:∑
a+b=n, a>k
εaea ∧ δk(eb) = 0,
∑
a+b=n, a>k
ea ∧ δk(eb) = 0,
∑
a+b=n, a>k
εaε
2
b−a ea ∧ δk(eb) = 0 if n 6≡ 0 mod 3,∑
a+b=n, a>k
(n− 3a ) ea ∧ δk(eb) = 0,
∑
a+b=n, a>k
(
2− 3ε2a
)
ea ∧ δk(eb) = 0 if n ≡ 0 mod 3,
∑
a+b=n, k6a6b
δk(ea) ∧ δk(eb) = 0,
∑
a+b=n, k6a6b
ε2b−a δk(ea) ∧ δk(eb) = 0.
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Proof. The equality of a form ∑
a+b=n;a>k
f(a, b) ea ∧ δk(eb) = 0
in C 3(n)
(
L(k)
)
where f(a, b) ∈ Q is equivalent to the equality
µ(y − z) f(x, y + z)− µ(x− z) f(y, x+ z) + µ(x − y) f(z, x+ y) = 0
where x, y, z > k, and x + y + z = n For algebra Lk the verifiation for f(a, b) = 1, f(a, b) = a
and f(a, b) = a(b − a)2 brings (7). Formulas (8) follow from the first and third relations (7) by
applying to them δk. The equalities of heading (2) are established similarly. 
Let B be the following set of the singular τ(k)-monomial of weight n:
x(i) = ei ∧ ei+1 if n = 2i+ 1,
x(i) = ei−1 ∧ ei+1 if n = 2i,
y1(i) = ei ∧ δk(ei+1), y2(i) = δk(ei) ∧ ei+1, y3(i) = ei−1 ∧ δk(ei+2) if n = 2i+ 1,
y1(i) = ei ∧ δk(ei), y2(i) = δk(ei−1) ∧ ei+1, y3(i) = ei−1 ∧ δk(ei+1) if n = 2i,
z1(i) = δk(ei) ∧ δk(ei+1), z2(i) = δk(ei−1) ∧ δk(ei+2) if n = 2i+ 1,
z1(i) = δk(ei) ∧ δk(ei), z2(i) = δk(ei−1) ∧ δk(ei+1) if n = 2i.
Denition. We say that a nonzero τ(k)-monomial e(I;J) = τi1 ∧ · · · ∧ τiq is bad if one of the
τ(k)-monomials τia ∧ τia+1 , (a = 1, 2, . . . , q − 1) belongs to B. Otherwise we say that it is good.
Lemma 3.2. Eah bad τ(k)-monomial e(I;J) may be expressed as a linear ombination of the good
ones e(I′;J′) so that (I
′; J ′)⊳ (I; J).
Proof. First let q = |I| = 2. For algebra Lk and fixed i onsider (3) as an equation for unknown
x(i), (7) as a system of equations for unknowns y1(i), y2(i), y3(i), and (8) as a system of the equa-
tions for unknowns z1(i), z2(i). Similarly we proeed for algebra Lk by using the equalities of
heading (2). In both ases easily verified that all these systems of equations are non degener-
ate. Solving them we obtain the laimed expressions for all bad τ(k)-monomials of the redued
dimension 2.
Let e(I;J) = τi1 ∧ · · · ∧ τiq , q > 2, and τia ∧ τia+1 be the leftmost bad monomial. Using the
result for q = 2 we replae it with a linear ombination of the good τ(k)-monomials. So we
expressed e(I;J) as a linear ombination of the τ(k)-monomials, eah of those is smaller than e(I;J)
aording to Lemma 1.2. Next we apply the same proedure to eah bad term of the obtained linear
ombination, and so on. Clearly the algorithm terminates after a finite number of iterations. 
For k = 1 the set of good τ(1)-monomials oinides with the set of nonsingular τ(1)-monomials.
Therefore Lemma 3.2 implies Theorem 1.1(1) for k = 1. Thanks to Lemma 3.2 to prove it for
arbitrary k it is enough to establish the following laim.
Lemma 3.3. Let k, r > 2, I = (i1, . . . , ir) be a main k-partition, and ir − ir−1 > 4. Then e(I;ir)
is a linear ombination of the nonsingular τ(k)-monomials e(I′;J′) suh that (I
′; J ′)⊳ (I; ir).
Proof. Define a linear map σ : Cq∗
(
L(k− 1)
)
→ Cq∗
(
L(k)
)
by σ(ei1 ∧ · · · ∧ eiq ) = ei1+1 ∧ · · · ∧ eiq+1.
Obviously σ(τi1 ∧ · · · ∧ τiq ) = σ(τi1 ) ∧ · · · ∧ σ(τiq ) where
σ(τi) =
{
ei+1 if τi = ei,
δk(ei+2) if τi = δk−1(ei).
In partiular σ sends the set of τ(k − 1)-monomials into the set of τ(k)-monomials.
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Set for brevity x = e(I;ir). Then σ
−1(x) = ei1−1 ∧ · · · ∧ eir−1−1 ∧ δk−1(eir−2) is a singular
τ(k− 1)-monomial sine (i1− 1, . . . ir−1− 1, ir− 2) is a main (k− 1)-partition. Using the indutive
assumption we may express σ−1(x) as a linear ombination of the nonsingular τ(k−1)-monomials:
σ−1(x) =
∑
e(I′;J′)⊳σ
−1(x)
α(I′;J′)e(I′;J′).
Let y = e(I′;J′) be a nonsingular τ(k − 1)-monomial suh that y ⊳ σ
−1(x). Then we shall show
that σ(y) ⊳ x. That will omplete the indutive step. Really, applying σ to the above expression
for σ−1(x), we get the expression of τ(k)-monomial x as a linear ombination of the smaller ones.
It is suffiient to onsider only nonsingular τ(k − 1)-monomials of the height 1:
y = ej1 ∧ · · · ∧ δk−1(ejm) ∧ · · · ∧ ejr .
The inequality y ⊳ σ−1(x) implies that
j1 + j2 + · · ·+ jm+a 6 (i1 − 1) + (i2 − 1) + · · ·+ (im+a − 1)
for any a > 0 suh that m+ a < r. It is enough to show that for suh values of a this inequality
is strit. Really, then
(j1 + 1) + · · ·+ (jm−1 + 1) + (jm + 2) + (jm+1 + 1) + · · ·+ (jm+a + 1) 6 i1 + i2 + · · ·+ im+a
what gives the inequality σ(y)⊳ x we want to prove.
Arguing by ontradition, suppose that for some a,
j1 + j2 + · · ·+ jm+a = (i1 − 1) + (i2 − 1) + · · ·+ (im+a − 1).
Sine y is a nonsingular τ(k−1)-monomial and (i1−1, . . . ir−1−1, ir−2) is a main (k−1)-partition,
we see that
jm+b > 2(k − 1) + 3(m+ b− 1) > im+b − 1 if j1 > k − 1,
jm+b > 2(k − 1) + 3(m+ b− 1) > im+b − 1 if j1 = k − 1
for any b > 0 suh that m+ b < r. That is, jm+b > im+b − 1. Similarly jr > ir − 2. In partiular
jm+a+1 >
{
im+a+1 − 1 if m+ a+ 1 < r,
ir − 2 if m+ a+ 1 = r.
Therefore
j1 + j2 + · · ·+ jm+a+1 >
{
(i1 − 1) + (i2 − 1) + · · ·+ (im+a+1 − 1) if m+ a+ 1 < r,
(i1 − 1) + (i2 − 1) + · · ·+ (ir−1 − 1) + (ir − 2) if m+ a+ 1 = r
is in ontradition with inequality y ⊳ σ−1(x). That ompletes the proof of Lemma 3.3. 
Thus Theorem 1.1(1) is proved for τ(k)-monomials. Now we shall prove it for ξ(k)-monomials.
Lemma 3.4. Let (I; J) be a nonsingular distinguished k-partition. Then ξ(I;J) ≈ λ(I;J)e(I;J).
Proof. Using the equalities of Lemma 3.1, easily verified that for Lk and Lk we respetively have
ei∧δk(ei+3) ≈ −
i+ 3
i
δk(ei)∧ei+3 and ei∧δk(ei+3) ≈
{
− i+3
i
δk(ei) ∧ ei+3 if i ≡ 0 mod 3,
−δk(ei) ∧ ei+3 if i 6≡ 0 mod 3,
where i > 2k. For a dense k-partition I these formulas together with Lemma 1.2 imply that for
Lk, and Lk we respetively have
δk(eI) ≈
|I|
I(1)
e(I;I(1)), and δk(eI) ≈
{
|I|
I(1) e(I;I(1)) if I(1) ≡ 0 mod 3,
dim(I) e(I;I(1)) if I(1) 6≡ 0 mod 3,
where I(1) is the leading part of I. Let u(I) be the oeffiient under e(I;I(1)) in these formulas.
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For a nonsingular distinguished k-partition (I; J) let Ia1 , . . . , Ias be the dense omponents of I,
whih ontain the parts from J . As δk(ej) 6= 0 if j ∈ J , applying the above formulas for δk(eI)
and Lemma 1.2, we see that
ξ(I;J) ≈
{
eI if J = ∅,
u(Ia1) . . . u(Ias) e(I;J) if J 6= ∅.
That ompletes the proof. 
The sets of ξ(k)-monomials and nonsingular τ(k)-monomials of the same degree have the same
ardinality. Therefore Lemma 3.4 says that the matrix of passage from the set of ξ(k)-monomials
to the set of nonsingular τ(k)-monomials is a square lower-triangular matrix with the nonzero
diagonal entries. Sine the nonsingular τ(k)-monomials onstitute a linear generating system for
C∗
(
L(k)
)
, we onlude that the set of ξ(k)-monomials is a linear generating system of C∗
(
L(k)
)
as well. The proof of Theorem 1.1(1) is ompleted.
4. Linear independene of the filtering generators
To finish the proof of Theorem 1.1 it remains to verify that nonsingular τ(k)-monomials are
linearly independent. To prove that it is enough to onvine that the number of nonsingular τ(k)-
monomials of degree n equals to dimC∗(n)
(
L(k)
)
, that is, to a quantity pk(n) of strit k-partitions
of degree n.
Let rk(n, α) be a quantity of nonsingular k-partitions I of degree n suh that αk(I) = α. The
number of the nonsingular τ(k)-monomials, whih orrespond to the nonsingular k-partition I,
obviously equals to 2αk(I). Therefore the statement we would like to prove is equivalent to the
equality
pk(n) =
∞∑
α=0
rk(n, α) 2
α.
We shall establish even more general equality. Namely, let pk,q(n) be a quantity of the strit q-
dimensional k-partitions of degree n, and rk,q(n, α) be a quantity of the nonsingular k-partitions
of degree n, whose index equals to α. Then we laim that
1 +
∞∑
n=1
∞∑
q=1
pk,q(n)t
qxn = 1 +
∞∑
n=1
∞∑
α=0
∞∑
q=1
rk,q(n, α)t
q(1 + t)αxn. (9)
Obviously when t = 1 equality (9) yields the previous one for all n.
Let Mk,q(h, n) be the set of distinguished nonsingular k-partitions of degree n and height h, the
redued dimension of those equals to q, and mk,q(h, n) = |Mk,q(h, n)|. Then
∞∑
α=0
rk,q(n, α)(1 + t)
α =
q∑
h=0
mk,q(h, n)t
h.
Indeed, in a q-dimensional nonsingular k-partition of degree n, whose index equals to α, we may
distinguish h elements exatly in
(
α
h
)
ways. Thus the last equality is a orollary of the binomial
formula. Now it follows that (9) is equivalent to equality
∞∏
q=k
(1 + txq) = 1 +
∞∑
q=1
Ak,q(x, t), where Ak,q(x, t) =
∞∑
n=1
∞∑
h=0
mk,q(h, n)t
h+qxn. (10)
We shall prove it by indution on k. The indutive step is based on the next assertion.
Lemma 4.1. Let k > 1. Then for the appropriate q, h, n we have
mk,q(h, n) = mk−1,q(h, n− q − h).
In partiular Ak,q(x, t) = Ak−1,q(x, tx).
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Proof. Let (I; J) ∈Mk,q(h, n) and I = (i1, . . . , iq). Define a map
λ :Mk,q(h, n)→Mk−1,q(h, n− q − h)
by λ(I; J) = (I ′; J ′): I ′ = (i′1, . . . , i
′
q), where
i′a =
{
ia − 1 if ia /∈ J,
ia − 2 if ia ∈ J,
and J ′ is the set of the leading parts of dense subpartitions of I ′, whih inludes the parts images
from J . (If, for instane, k = 2, then λ(3, 6, 11, 14, 17, 21) = (2, 5, 9, 13, 16, 19).) Clearly (I ′; J ′) is a
nonsingular distinguished (k−1)-partition. The map λ is a bijetion as it is evidently invertible. 
Now equality (10) for arbitrary k > 1 implies this equality for k = 1. Really, applying the
indutive assumption, from to Lemma 4.1 we obtain
1 +
∞∑
q=1
Ak,q(x, t) = 1 +
∞∑
q=1
Ak−1,q(x, tx) =
∞∏
q=k−1
(1 + txq+1) =
∞∏
q=k
(1 + txq).
To prove (10) for k = 1 onsider the diagonal in Ferrars diagram of partition I (see [1℄).
For example, the diagonal of partition (1, 2, 4, 5, 6, 8, 9) onsists from the dots onneted by the
puntured lines on the next Ferrars diagram of this partition:
• • • • • • • • •
• • • • • • • •
• • • • • •
• • • • •
• • • •
• •
•
Let b1, b2, . . . , bl be the dots on diagonal, enumerated from down to up.
Let xi be the number of dots in Ferrars diagram of I loated in the row at the righthanded side
from bi (bi itself is inluded in the ounting of xi), and yi be the number of dots, whih are loated
in the olumn below the dot bi. Obviously 1 6 x1 < x2 < · · · < xl and 0 6 y1 < y2 < . . . yl.
Then we may unequally write I as (x1, . . . , xl|y1, . . . , yl), that alls the Frobenius notation of I.
For instane (1, 2, 4, 5, 6, 8, 9) = (2, 4, 7, 9|1, 2, 4, 6).
Let P (n) be the set of strit 1-partitions of degree n, and R(n) be the set of nonsingular
distinguished 1-partitions of degree n. To prove equality (10) for k = 1 it is enough to establish a
bijetive orrespondene P (n)⇋ R(n) suh that partitions from R(n) of the redued dimension q
and height h orrespond to the partitions from P (n) of the dimension q + h.
Obviously I = (x1, . . . , xl|y1, . . . , yl) ∈ P (n) iff the following onditions are satisfied:
(1) xi+1 − xi > 2 for i = 1, 2, . . . , l − 1.
(2) yi+1 − yi = 1 or 2 for i = 1, 2, . . . , l − 1.
(3) y1 = 0 or 1.
(4) If x1 = 1, then y1 = 0.
Define a map ϕ : P (n)→ R(n) as follows: for I = (x1, . . . , xl|y1, . . . , yl) ∈ P (n) let (a1, . . . , as)
be an inreasing set of a's suh that ya− ya−1 = 2 for 1 6 a 6 l (y0 = −1). Then ϕ(I) = (I˜; J˜(I)),
where
I˜ = (x1 + y1, x2 + y2, . . . , xl + yl), J˜(I) = (xa1 + ya1 , xa2 + ya2 , . . . , xas + yas).
The onditions (1)-(4) imply that ϕ(I) ∈ R(n). In our example ϕ(1, 2, 4, 5, 6, 8, 9) = (3, 6, 11, 15).
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An inverse map ψ : R(n)→ P (n) we define as follows: for (I; J) ∈ R(n), I = (i1, i2, . . . , il), let
ψ(I; J) = (x1, . . . , xl|y1, . . . , yl), where
y1 =
{
0 if i1 6∈ J,
1 if i1 ∈ J,
ya =
{
ya−1 + 1 if ia 6∈ J,
ya−1 + 2 if ia ∈ J,
(2 6 a 6 l),
and xa = ia − ya, (1 6 a 6 l). The definition of R(n) implies that ψ(I; J) ∈ P (n). Obviously
ϕ · ψ = idP (n), and ψ · ϕ = idR(n). In addition ψ sends the partitions of redued dimension q and
height h to the partitions of dimension q + h, as required. That proves equality (10) for k = 1.
That ompletes the proof of Theorem 1.1.
Remark. Formula (10) may be presented in an analytial form. Reall that the adjoint partition
to I is one that orresponds to the transposed Ferrars diagram of I. The non-singularity of
I = (i1, . . . , iq) turns to the following property of its adjoint partition: this is a partition of degree
n suh that there are i1 > 1 parts equal to q, i2 − i1 > 3 parts equal to q − 1, . . . , iq − iq−1 > 3
parts equal to 1. Realling the definition of leading part of a nonsingular partition, we see that
A1,q(x, t)t
−q =
(
xq +x2q +(1+ t)
∞∑
r=3
xrq
)(
x3(q−1) +(1+ t)
∞∑
r=4
xr(q−1)
)
. . .
(
x3 +(1+ t)
∞∑
r=4
xr
)
= xq+
3q(q−1)
2 ·
(1 + tx)(1 + tx2) . . . (1 + txq−1)(1 + tx2q)
(1 − x)(1 − x2) . . . (1− xq−1)(1− xq)
.
Indeed, if i1 > 3 or if ia − ia−1 > 3 for some a, (2 6 a 6 q), then the orresponding part
of k-partition (that is, i1 or ia respetively) ould be either distinguished (oeffiient t), or not
(oeffiient 1).
Lemma 4.1 implies that Ak,q(x, t) = A1,q(x, tx
k−1). Therefore equality (10) is equivalent to
∞∏
q=k
(1 + txq) = 1 +
∞∑
q=1
tqxkq+
3q(q−1)
2
(1 + txk) . . . (1 + txq+k−2)(1 + tx2q+k−1)
(1− x) . . . (1 − xq−1)(1− xq)
. (11)
For k = 1, t = −u this formula is known as the Sylvester identity
(
see [1℄, Theorem 9.2
)
. In [1℄,
Ch.7 one an find the more general formulas similar to (11) in ontext of the hypergeometri series.
But our ombinatorial interpretation of (11), is probably new.
5. Appliation: Laplae operator of algebras L1 and L0
Sine the spaes of hains and ohains of L(k), (k > −1) are identified, the following definition
makes sense.
Denition. The Laplae operator (or shortly, the laplaian) of L(k) is an endomorphism Γk of
C∗
(
L(k)
)
defined by the formula Γk = dδk + δkd.
Operator Γk is a self-adjoint linear operator ommuting with d and δk. Eah omplex C
(n)
∗
(
L(k)
)
is invariant with respet to the ation of Γk. The omplex C
(n)
∗
(
L(k)
)
⊗R, where R is the field of
real numbers, splits into a diret sum of the subomplexes C
(n)
∗,λ , whih orrespond to the distint
eigenvalues λ of Γk. If λ 6= 0 then H∗(C
(n)
∗,λ ) = {0}, and H∗(C
(n)
∗,0 ) = C
(n)
∗,0
∼= H
(n)
∗
(
L(k)
)
. All these
laims are standard, and easy to proof (see [3℄ or [11℄). A hain from C
(n)
∗,0 for some n > 0 is alled
a harmoni hain of C∗
(
L(k)
)
. The spae of harmoni hains we shall identify with H∗
(
L(k)
)
.
We shall use one property of Γk (Lemma 5.1). The formulation uses one general notion ([3℄):
Denition. Let E(V ) =
⊕∞
q=0 Eq(V ) be the external algebra with the natural grading of a finite-
dimensional vetor spae V . A degree zero linear endomorphism T of E(V ) is alled a seond order
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operator on E(V ) if for arbitrary v1, . . . , vq ∈ V suh that v1 ∧ · · · ∧ vq 6= 0
T (v1 ∧ · · · ∧ vq) =
∑
16i<j6q
(−1)i+j−1 T (vi ∧ vj) ∧ v1 ∧ · · · ∧ v̂i ∧ · · · ∧ v̂j ∧ · · · ∧ vq
− (q − 2)
∑
16i6q
v1 ∧ · · · ∧ T (vi) ∧ · · · ∧ vq.
As a diret orollary of the definition we obtain that for u1 ∈ Er1(V ), . . . , uq ∈ Erq(V ), with
u1 ∧ · · · ∧ uq 6= 0 we have
T (u1 ∧ . . . ∧ uq) =
∑
16a<b6q
(−1)β(a,b) T (ua ∧ ub) ∧ u1 ∧ . . . ∧ ûa ∧ . . . ∧ ûb ∧ . . . ∧ uq
− (q − 2)
∑
16a6q
u1 ∧ . . . ∧ T (ua) ∧ . . . ∧ uq, (12)
where β(a, b) = ra(r1 + · · ·+ ra−1) + rb(r1 + · · ·+ rb−1)− rarb.
The next laim is routinely verified.
Lemma 5.1. Γk : C∗
(
L(k)
)
→ C∗
(
L(k)
)
is a seond order operator.
Theorem 5.2.
(1) In the basis {e(I;J)} of C∗(L1) of nonsingular τ(1)-monomials the ation of operator Γ1 is
expressed by the formula
Γ1(e(I;J)) = E(I)e(I;J) +
∑
(I′;J′)⊳(I;J)
λ(I′;J′)e(I′;J′),
where
E(I) = E(i1, . . . , iq) =
q∑
a=1
(
ia
3
)
−
∑
16a<b6q
iaib.
(2) Eah eigenvetor of Γ1 with eigenvalue E(I) may uniquely be presented in the form
e˜(I;J) = e(I;J) +
∑
(I′;J′)⊳(I;J)
λ(I′;J′)e(I′;J′),
where the sum runs over the set of nonsingular τ(1)-monomials.
(3) To eah non-singular 1-partition I of degree n orresponds an eigenspae of restrition Γ1
to C
(n)
∗ (L1) with eigenvalue E(I). The dimension of this spae equals to 2
α1(I)
. Thus the
spetrum of Γ1 on C∗(L1) oinides with the set of numbers E(I), where I runs over the
set of nonsingular 1-partitions.
(4) The multipliity of eah non-zero eigenvalue of Γ1 is nite.
(5) The q-dimensional harmoni hains of algebra L1 are exhausted by vetors e˜I(r,q), where
I(r, q) =
(
r, r + 3, . . . , r + 3(q − 1)
)
, r = 1, 2 (the main q-dimensional 1-partitions).
Proof. As Γ1 is a seond order operator, we need only to find the ation of Γ1 on τ(1)-monomials
of the redued dimensions one and two.
Easily verified that Γ1(τi) = E(i)τi. Let us show that for a nonsingular τ(1)-monomial τi ∧ τj ,
Γ1(τi ∧ τj) ≈ E(i, j)τi ∧ τj . (13)
Indeed, a straightforward alulation shows that
Γ1(ei ∧ ej) = E(i, j)ei ∧ ej − 3(i+ j)
∑
16a<i
(i− a)ea ∧ ei+j−a + 3iδ1(ei+j),
Γ1(δ1(ei) ∧ ej) = E(i, j)δ1(ei) ∧ ej−
3
∑
16a<i
(i− a)
(
(3i+ 2j − 2a)δ1(ea) ∧ ei+j−a − (i − 2a)ea ∧ δ1(ei+j−a)
)
.
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These expressions prove formula (13) for τ -monomials ei ∧ ej and δ1(ei) ∧ ej . Then (13) follows
for the remaining ases as well, sine
Γ1
(
ei ∧ δ1(ej)
)
= Γ1
(
δ1(ei) ∧ ej
)
− δ1
(
Γ1(ei ∧ ej)
)
, Γ1
(
δ1(ei) ∧ δ1(ej)
)
= δ1
(
Γ1(δ1(ei) ∧ ej)
)
.
Now set in formula (12) T = Γ1, u1 = τi1 , . . . , uq = τiq , where τi1 ∧ . . . ∧ τiq = e(I;J) is a
nonsingular τ(1)-monomial. Consequently applying Lemma 1.2, formula (13), and Theorem 1.1 to
the righthanded side of (12) we get Γ1(e(I;J)) ≈ λ(I; J) e(I;J), where
λ(I; J) =
∑
16a<b6q
E(ia, ib)− (q − 2)
[(
i1
3
)
+ · · ·+
(
iq
3
)]
= E(i1, . . . , iq).
The proof of heading (1) is ompleted. Headings (2) and (3) diretly follow from (1).
To prove (4) and (5) let us remark that for I = {i1, . . . , iq}
E(I) =
1
6
(
S1(I)(i1 − 1)(i1 − 2) +
q−1∑
a=1
Sa+1(I)(ia + ia+1)(ia+1 − ia − 3)
)
,
where Sm(I) = im + · · · + iq. This formula easily proved by indution on q. It implies that
E(I) = 0 preisely for the main 1-partitions I(r, q). The orresponding multipliities are equal to
1 aording to heading (3). That ompletes the proof of (5).
The number λ = E(I), for a nonsingular 1-partition I = {i1, . . . , iq}, is an eigenvalue of Γ1
aording to Theorem 5.2(3). The last formula for E(I) shows that if λ > 0 then i1 > 2, or
ia+1 − ia > 3 for some a ∈ {1, 2, . . . , q − 1}. From the same formula we see that in all ases
λ > (ia + ia+1 + · · · + iq)/6 for some a 6 q. But for a fixed λ > 0 this inequality has only finite
number of solutions on the set of 1-partitions. So heading (4) follows. 
The laplaian Γ0 of algebra L0 ats on spae C∗(L0) = C∗(L1)
⊕
e0∧C∗(L1). Thanks to Lemma
5.1 easily verified that if c ∈ C∗(L1) then
Γ0(c) = e
2
0(c) + Γ1(c), Γ0(e0 ∧ c) = e0 ∧
(
e20(c) + Γ1(c)
)
.
The following assertion is a diret onsequene of Theorem 5.2, and these formulas.
Corollary 5.3. The vetors e0, e˜(I;J), e0 ∧ e˜(I;J), where e˜(I;J) runs over the set of eigenvetors
of Γ1 desribed in Theorem 5.2, are the pairwise orthogonal eigenvetors of ation Γ0 on C∗(L0).
They onstitute a basis of C∗(L0). The eigenvalues of vetors e˜(I;J) and e0 ∧ e˜(I;J) are equal to
E0(I) = E0(i1, . . . , iq) =
q∑
a=1
(
ia + 2
3
)
+
∑
16a<b6q
iaib.
For a non-singular 1-partition I the dimension of subspae of C∗( L0), spanned by e˜(I;J), e0∧ e˜(I;J),
equals to 2α1(I)+1, and e0 is a unique harmoni vetor of L0.
Remark. For algebras L(−1) and L(0) the harmoni hains are e−1 ∧ e0 ∧ e1 and e0 respetively.
For algebras Lk with k 6= 0, 1 the spetrum of laplaian always inludes the ompliated irrational
eigenvalues, and finding the orresponding harmoni hains seems to be diffiult.
The laplaian spetrum of algebra L1 is a very ompliated subset of Z>0. Let l(N) be a
quantity of the distint Γ1-eigenvalues 6 N . Probably, l(N)/N → 0 as N →∞.
For algebras Lk the behavior of Γk is a bit more transparent. Namely, then the ation of Γk
may be presented in an expliit form by means of the adjoint ation of Lk. Using that one an
find the harmoni hains of algebras Lk for k = −1, 0, 1, 2, and to show that in these ases the
spetrum of Γk is the set of non-negative integers. Moreover, the multipliity of eah eigenvalue
is infinite for k = 1, 2 (ontrary to algebra L1). The details are ontained in note [11℄, that may
be onsidered as a supplement to the present setion for L(k) = Lk.
Remark. Our reasonings have an interesting ollateral onsequene. Namely, it is easy to ompute
the matrix of Γ1 in the monomial basis (as before, we ompute it for one- and two-dimensional
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hains, and in general apply formula (12)). The alulation shows that the diagonal entry, that
orresponds to eI where I = (i1, . . . , iq), equals to
F (I) =
〈
ei1 ∧ . . . ∧ eiq ,Γ1(ei1 ∧ . . . ∧ eiq )
〉
=
q∑
a=1
(
ia
3
)
+ 2
∑
16a<b6q
iaib − 3
q∑
a=1
(q − a)i2a
(this formula appeared also in [5℄). The traes of Γ1 in the monomial and in τ(1)-monomials bases
are equal. Therefore from Theorem 5.2 we obtain∑
|I|=n
F (I)tdim(I) =
∑
|J|=n
E(J)tdim(J)(1 + t)α(J),
where the sum on the lefthanded side runs over 1-partitions of degree n, whereas on the righthanded
one it runs over nonsingular 1-partitions of degree n.
6. Stable yles: filtering basis desription
Denition ([6℄). Let σ : Cq
(
L(k)
)
→ Cq
(
L(k)
)
be linear operator defined by
σ(ei1 ∧ · · · ∧ eiq ) = ei1+1 ∧ · · · ∧ eiq+1.
We say that x ∈ C∗
(
(L(k)
)
is a stable yle if d(σrx) = 0 for all r > 0.
Let Stab
(
L(k)
)
and Pos
(
L(k)
)
be the subspaes of C∗
(
L(k)
)
, spanned respetively by the stable
yles, and by ξ(k)-monomials ξ(I;J) with J 6= ∅.
Denote by {ξ̂(I;J)} the dual basis to the basis of ξ(k)-monomials, that is,〈
ξ̂(I;J), ξ(I′;J′)
〉
=
{
1 if (I; J) = (I ′; J ′),
0 if (I; J) 6= (I ′; J ′).
Theorem 6.1.
(1) C∗
(
L(k)
)
= Stab
(
L(k)
)
⊕ Pos
(
L(k)
)
is a diret sum of orthogonal spaes.
(2) The hains êI = ξ̂(I;∅), where I runs over nonsingular k-partitions, is a basis in Stab
(
L(k)
)
.
(3) There is an expansion êI = eI +
∑
I′⊲I λI′eI′ , where the partitions I
′
are singular.
(4) Let c ∈ Stab
(
L(k)
)
be a linear ombination of singular monomials. Then c = 0.
Proof. Proof of (1): Let σ−rk be the operator onjugate to σ
r
. Then for any τ(k)-monomial
σ−rk (τi1 ∧ · · · ∧ τiq ) = σ
−r
k (τi1 ) ∧ · · · ∧ σ
−r
k (τiq ),
σ−rk (ea) =
{
ea−r if a− r > k,
0 if a− r < k,
σ−rk δk(ea) =
{
δk(ea−2r) if a− 2r > 2k,
0 if a− 2r < 2k.
Assuming that
〈
x,Pos
(
L(k)
)〉
= 0, for any r > 0 we obtain〈
d(σrx), C∗
(
L(k)
)〉
=
〈
x, σ−rk δkC∗
(
L(k)
)〉
= 0
beause Theorem 1.1 and the above formulas imply that σ−rk δkC∗
(
L(k)
)
⊂ Pos
(
L(k)
)
for all r > 0.
As our inner produt is non degenerate it follows that d(σrx) = 0. Thus Pos
(
L(k)
)⊥
⊂ Stab
(
L(k)
)
.
Next we show that Stab
(
L(k)
)
⊂ Pos
(
L(k)
)⊥
. Let x ∈ Stab
(
L(k)
)
. Then for any c ∈ C∗
(
L(k)
)
and r > 0,
0 =
〈
d(σrx), c
〉
=
〈
x, σ−rk δk(c)
〉
.
Therefore to establish that
〈
x,Pos
(
L(k)
)〉
= 0 we need only to onvine that for any p ∈ Pos
(
L(k)
)
there are c ∈ C∗
(
L(k)
)
and r > 0 so that p = σ−rk δk(c). We may assume that p is a nonzero τ(k)-
monomial
p = ea1 ∧ · · · ∧ eas ∧ δk(eb1) ∧ · · · ∧ δk(ebt), (t > 0).
For s = 0 the laim is obvious. Let s > 0. Take
c = ea1+r ∧ · · · ∧ eas+r ∧ eb1+2r ∧ δk(eb2+2r) ∧ · · · ∧ δk(ebt+2r)
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where r is any number suh that r > max{a1, . . . , as} and c 6= 0, that obviously exists. Then
formula (4), and the above formulas for ation of σ−rk imply that p = σ
−r
k δk(c).
Proof of (2): The laim follows from heading (1). Really, from the definition we see that a
linear span of êI and Pos
(
L(k)
)
is C∗
(
L(k)
)
, and êI ∈ Pos
(
L(k)
)⊥
. Therefore êI is a stable yle
by heading (1).
Proof of (3): The definition of êI shows that êI = eI +
∑
I′ λI′eI′ , where k-partitions I
′
are
singular. Assume that either I ′ ⊳ I, or I and I ′ are not omparable and let
eI′ =
∑
(I1;J1)⊳I′
β(I1;J1)ξ(I1 ;J1)
be the expansion in the basis of ξ(k)-monomials. The inequality (I1; J1)⊳I
′
implies that (I1; J1) 6=
I. Therefore
〈
êI , ξ(I1;J1)
〉
= 0, and hene λI′ =
〈
êI , eI′
〉
= 0. Thus êI = eI +
∑
I′⊲I λI′eI′ as
laimed.
Proof of (4): By heading (1)
〈
c,Pos
(
L(k)
)〉
= 0. On the other hand
〈
c, eI
〉
= 0 for any
nonsingular k-partition I. Aording to Theorem 1.1 the set of suh eI 's together with a basis of
Pos
(
L(k)
)
onstitute a basis of C∗
(
L(k)
)
. Thus c = 0. 
Corollary 6.2. The homologial lasses of stable yles êI , where I runs over main k-partitions,
is a basis of H∗
(
L(k)
)
.
Proof. Let z =
∑
λ′êI′0 ∈ Cq
(
L(k)
)
where I ′0 runs over q-dimensional main k-partitions. Assume
that z = d(x) for some x ∈ Cq+1
(
L(k)
)
. Then
〈
z, ξ(I;J)
〉
=
〈
d(x), ξ(I;J)
〉
=
〈
x, δk(ξ(I;J))
〉
=
{
λ′ if (I; J) = I ′0,
0 otherwise.
(14)
Applying δk to oyle CI′0
(
see formula from Theorem 2.1
)
we obtain
δk(eI′0) = −
∑
(I;J)⊳I′0
λ(I;J)δk(ξ(I;J)).
Then (14) implies that λ′ =
〈
x, δk(eI′0)
〉
= 0, that is, z = 0.
Thus eah nonzero vetor from the subspae of Cq
(
L(k)
)
, spanned by êI′0 , represents a nonzero
q-dimensional homologial lass. But aording to Theorem 2.1 the dimension of this spae equals
to dimHq
(
L(k)
)
. 
Corollary 6.3 ([5℄). Let Γ1 be the laplaian of omplex C∗(L1). Then Γ1
(
Stab(L1)
)
⊂ Stab(L1).
Moreover, for any nonsingular 1-partition I there exists a stable yle sI = eI +
∑
I′⊲I βI′eI′ , suh
that Γ1(sI) = E(I)sI . The yles sI , where I runs over the nonsingular 1-partitions, is a basis of
Stab(L1).
Proof. Theorem 5.2 shows that Γ1
(
Pos(L1)
)
⊂ Pos(L1). Let x ∈ Stab(L1). As Γ1 is self-
adjoint, from Theorem 6.1(1) we obtain that Γ1(x) ∈ Stab(L1) beause
〈
Γ1(x),Pos(L1)
〉
=〈
x,Γ1
(
Pos(L1)
)〉
= 0.
Aording to Lemma 3.4 the matrix of passage from the basis of nonsingular τ -monomials to
the basis of ξ-monomials is lower-triangular. Therefore Theorem 5.2 is still valid after exhanging
letter τ with ξ, and the words nonsingular τ(1)-monomials with ξ(1)-monomials. Thus Γ1(êI) =
E(I)êI +
∑
I′⊲I λI′ êI′ .
Theorem 5.2 for ξ(1)-monomials implies that
〈
Γ1(êI), eI
〉
=
〈
êI ,Γ1(eI)
〉
= E(I). If either I ′⊳I,
or I and I ′ are non omparable, then
〈
Γ1(êI), eI′
〉
=
〈
êI ,Γ1(eI′)
〉
= 0.
We see that Stab(L1) deomposed into a diret sum of finite-dimensional subspaes, spanned by
êI with the fixed dimension and degree. The ation of Γ1 on êI 's is expressed by a triangle matrix
with diagonal entries E(I). Then it may be redued to the diagonal form with entries E(I). 
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7. Stable yles: polynomial desription
Let R be a ommutative unital ring of zero harateristi, and AltRq [t] be the R-module of
antisymmetri polynomials over R on variables t1, . . . , tq. Eah vetor I = (i1, i2, . . . , iq) with
distint non-negative integer oordinates defines suh a polynomial by
∆I(t1, . . . , tq) = det ‖ t
im
r ‖(r,m=1,2,...,q) .
It is well known that the polynomials ∆I(t), where I runs over strit q-dimensional partitions,
onstitute a free system of generators of R-module AltRq [t] (see [8℄).
Let I = (i1, i2, . . . , iq) and I
′ = (i′1, . . . , i
′
q′) be strit partitions. The multipliation
∆I(t1, . . . , tq) ∧∆I′(t1, . . . , tq′) = ∆(I,I′)(t1, . . . , tq+q′)
endows AltR[t] = ⊕∞q=0Alt
R
q [t] with the struture of an antiommutative graded R-algebra. For
instane, for any F (t) ∈ AltRs [t] we have
tm1 ∧ F (t1, . . . , ts) =
s+1∑
p=1
(−1)p−1 tmp F (t1, . . . , t̂p, . . . , ts+1). (15)
Let L = L(0). Follow to [5℄ we identify R-module Cq(L;R) with Alt
R
q [t] by sending eI to
the polynomial ∆I(t). We would like to get a ompat formula for the ation of d in terms of
antisymmetri R-polynomials. It is suffiient to obtain suh formula for algebra L, sine the ation
of d on C∗
(
L(k);R
)
is the restrition of the ation d on C∗
(
L;R
)
.
For any Lie algebra the standard omplex boundary operator d for q > 2 ats by
d(g1 ∧ · · · ∧ gq) =
1
q − 2
q∑
a=1
(−1)a ga ∧ d(g1 ∧ . . . ∧ ĝa ∧ · · · ∧ gq).
For algebra L it implies that
dq
(
∆(i1,...,iq)(t1, . . . , tq)
)
=
1
q − 2
q∑
a=1
(−1)a tia1 ∧ dq−1
(
∆(i1,...,îa,...,iq)(t1, . . . , tq−1)
)
. (16)
where dq = d : Cq(L;R) → Cq−1(L;R). To simplify this expression we use the following formal
laim:
Lemma 7.1. Let x, y ∈ R. Dene R-homomorphism dq : Alt
R
q [t]→ Alt
R
q−1[t] by
d1
(
∆(i1)(t1)
)
= 0, d2
(
∆(i1,i2)(t1, t2)
)
= ∆(i1,i2)(xt1, yt1),
and for q > 2 reursively by formula (16). Then for any F (t) ∈ AltRq [t] we have
dq
(
F (t1, . . . , tq)
)
=
q−1∑
r=1
(−1)q+r−1F (t1, . . . , tr−1, xtr, ytr, tr+1, . . . , tq−1).
Proof. We prove the assertion by indution on q. It is suffiient to assume that F (t) = ∆I(t). Set
for brevity I = (i1, . . . , iq), Ia = (i1, . . . , îa, . . . , iq), and (keeping in mind the indutive onjeture)
Ga(t1, . . . , tq−2) = (−1)
a dq−1
(
∆Ia(t1, . . . , tq−1)
)
=
q−2∑
r=1
(−1)r∆Ia(t1, . . . , xtr, ytr, . . . , tq−2).
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Thanks to equality (15) we see that
(q − 2) dq
(
∆I(t1, . . . , tq)
)
= (−1)q−1
q∑
a=1
(−1)a tia1 ∧Ga(t1, . . . , tq−2)
= (−1)q
q−1∑
p=1
(−1)p−1
q∑
a=1
(−1)a−1 tiap Ga(t1, . . . , t̂p, . . . , tq−1)
= (−1)q
q−1∑
p=1
(−1)p−1
q−1∑
r=1,r 6=p
(−1)r−1+pi(p−r)
q∑
a=1
(−1)a−1tiap ∆Ia(t1, . . . , t̂p, . . . , xtr, ytr, . . . , tq−1),
where pi(n) = 0, 1 depending on n < 0, or n > 0. The interior sum of the last expression equals to
(−1)p−1+pi(p−r−1)∆I(t1, . . . , xtr , ytr, . . . , tq−1). Changing the order of summing we see that in the
final sum the polynomial ∆I(t1, . . . , xtr, ytr, . . . , tq−1) ours with oeffiient
(−1)q+r−1
q−1∑
p=1,p6=r
(−1)pi(p−r)+pi(p−r−1) = (−1)q+r−1(q − 2).
That ompletes the proof. 
Let R = Q[h] be the polynomial ring on variable h, and F (t) ∈ AltRq [t]. Define
Fr(t;h) = (h
2 − h)−1 F (t1, . . . , tr−1, h
2tr, htr, tr+1, . . . , tq−1).
Sine F (t) is an antisymmetri polynomial, it follows that Fr(t;h) is a polynomial on t over Q[h].
Corollary 7.2. Given F (t) ∈ Cq(L),
d
(
F (t1, . . . , tq)
)
=
q−1∑
r=1
(−1)q+r−1Fr(t;h), (17)
where h = 1 for algebra L0, and h is any root of equation x
2 + x+ 1 = 0 for algebra L0.
Proof. As Lemma 7.1 shows, all we need is to establish the laim for q = 2 that diretly follows
from formula (2). 
For algebra L0 one an write the ation of d in a more expliit form. Namely, eah F (t) ∈ Alt
R
q [t]
may uniquely be written as F (t) = Vq(t)P (t), where P (t) is a symmetri polynomial, and
Vq(t) = ∆(0,1,...,q−1)(t1, t2, . . . , tq) =
∏
q>i>j>1
(ti − tj).
is the Vandermonde determinant. Consider Fr(t;h) as a polynomial on h. To find limh→1 Fr(t;h)
we use the L'Hopital rule. A straightforward alulation leads to the formula
d
(
F (t)
)
= d
(
Vq(t)P (t)
)
= (−1)q Vq−1(t)
q−1∑
r=1
tr P (t1, . . . , tr, tr, . . . , tq−1)
q−1∏
i=1,i6=r
(tr − ti), (18)
that originally appeared in [5℄.
Theorem 7.3.
(1) The hain F (t) ∈ Cq(L0) is a stable yle i F (t) is divisible by V 3q (t1, . . . , tq) (see [5℄).
(2) The hain F (t) ∈ Cq(L0) is a stable yle i F (t) is divisible by Vq(t31, . . . , t
3
q).
Proof (for h = 1 reprodued from [5℄). If F (t) is a stable yle then the sum (17) equals to zero
after replaing polynomial F (t1, . . . , tq) with polynomial t
m
1 . . . t
m
q F (t1, . . . , tq) for arbitrarym > 0.
After suh replaement Fr(t;h) will be multiplied by t
m
1 . . . t
m
r−1t
2m
r t
m
r+1 . . . t
m
q−1. By aneling
fator tm1 . . . t
m
q−1 we obtain the equality
tm1 F1(t;h) + t
m
2 F2(t;h) + · · ·+ t
m
q−1Fq−1(t;h) = 0.
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Consider it as a linear equation with unknowns F1, F2, . . . , Fq−1. Taking m = 0, 1, . . . , q − 2
we obtain a system of q − 1 suh equations. Obviously it has only zero solution. In partiular
F1(t;h) = 0.
For h = 1 thanks to formula (18) it implies that P (t1, t1, t2 . . . , tq−1) = 0. That is, P (t) is
divisible by (t2 − t1). Then, as P (t) is a symmetri polynomial, it is divisible by V 2q (t). Thus
F (t) = Vq(t)P (t) is divisible by V
3
q (t).
Let h 6= 1. As F1(t;h) = F1(t, h) = 0, and F (t) is antisymmetri, it follows that F (t) is divisible
by (t2 − t1)(t2 − ht1)(t2 − ht1) = t32 − t
3
1. Then it is divisible by Vq(t
3).
The neessity is proved. The suffiieny for h = 1, h 6= 1 follows respetively from (18),(17). 
8. Expliit formulas for homology of L(k)
Let Symq[t] be the algebra of symmetri polynomials on q variables t1, . . . , tq with integer
oeffiients. Eah q-dimensional partition I defines suh a polynomial by
SI(t) =
∆I+ρq (t)
Vq(t)
, where ρq = (0, 1, . . . , q − 1),
that is alled a Shur polynomial. The polynomials SI(t), where I runs over q-dimensional parti-
tions, onstitute a basis of Symq[t]. It is well known (see [8℄) that there are suh positive integers
λJ that
SI1(t)SI2 (t) = SI1+I2(t) +
∑
J⊲I1+I2
λJSJ(t). (19)
For a q-dimensional nonsingular k-partition I and algebra L define
EI(t) =
{
SI−3ρq (t)V
3
q (t) if L = Lk,
SI−3ρq (t)Vq(t
3) if L = Lk.
From Theorem 7.3 it follows that the polynomials EI(t) onstitute a basis of Stab
(
L(k)
)
sine the
Shur polynomials is a basis of Symq[t].
Theorem 8.1. The homologial lasses of the stable yles EI(t) when I runs over main q-
dimensional k-partitions, onstitute a basis of H∗
(
L(k)
)
.
We divide the proof into several lemmas.
Lemma 8.2. Given a nonsingular k-partition I, there are integers λI′ so that
EI(t) = ∆I(t) +
∑
I′⊲I
λI′∆I′(t).
For algebras Lk this follows diretly from (19). Really, we apply equality (19) to the produt of
Shur polynomials SI−3ρq (t) and S2ρq (t), and then multiply both parts of the result by Vq(t). For
Lk Lemma 8.2 follows from the next one, applied to the polynomials ∆A1(t) = ∆I−ρq (t),∆A2(t) =
∆A3(t) = Vq(t).
Lemma 8.3. Let A1, . . . , Am be strit partitions, and m is odd. Then there are integers λJ so
that
∆A1(t) . . .∆Am(t) =
∑
JQA1+···+Am
λJ∆J (t).
Proof. For the q-dimensional vetors I1, I2 with the pairwise different oordinates let σ(I1, I2) = 0
if the oordinates of I2 is not a permutation of the oordinates of I1; otherwise σ(I1, I2) denotes
the sign of orresponding permutation.
For vetor I = (i1, . . . , iq) with the pairwise different non-negative integer oordinates define
the Z-homomorphism DI : Z[t]→ Z by
DI
(
f(t1, . . . , tq)
)
=
( ∂iq
∂t
iq
q
· · ·
∂i1
∂ti11
f
)
(0).
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A diret alulation shows that DI
(
∆A(t)
)
= σ(A, I) · I! where I! = i1! . . . iq!.
Let ∆A1(t) . . .∆Am(t) =
∑
αJ∆J(t) be the expansion in basis of ∆'s. To find λJ we apply DJ
to both parts of this expansion. Using Leibniz rule and the above formula we obtain∑
I1+···+Im=J
J !
I1! . . . Im!
DI1
(
∆A1(t)
)
. . .DIm
(
∆Am(t)
)
= J !
∑
I1+···+Im=J
σ(A1, I1) . . . σ(Am, Im) = J ! λJ .
But if σ(A1, I1) . . . σ(Am, Im) 6= 0, and I1 + · · ·+ Im = J , then obviously J Q A1 + · · ·+Am. 
Lemma 8.4. Let I be a nonsingular partition. Then there are integers λI′ so that
EI(t) = êI +
∑
I′⊲I
λI′ êI′
where the sum runs over nonsingular partitions.
Proof. From Lemma 8.2 it follows that
EI(t) = ∆I(t) +
∑
I′⊲I
λI′∆I′(t) +
∑
I′′⊲I
λI′′∆I′′(t)
where I ′ are nonsingular, and I ′′ are singular k-partitions. Theorem 6.1(2) and Theorem 7.3 imply
that c = EI(t) − êI −
∑
I′⊲I λI′ êI′ is a stable yle, that is a linear ombination of the singular
monomials. Then c = 0 aording to Theorem 6.1(4). 
Proof of Theorem 8.1. Let I be a main k-partition, and I1 be a nonsingular one. If I1 ⊲ I then I1
is a main k-partition as well. Then Lemma 8.4 implies that when I runs over the main k-partitions,
the matrix of passage from the set of hains EI(t) to one of the hains êI is the upper-triangular
with 1's on the main diagonal (and even with integer entries). Sine by Corollary 6.2 vetors êI is
a basis in the spae of homology, the same is true for the set of hains EI(t). 
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