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A millimetric droplet may bounce and self-propel on the surface of a vertically vi-
brating bath, where its horizontal ‘walking’ motion is induced by repeated impacts
with its accompanying Faraday wave field. This hydrodynamic pilot-wave system ex-
hibits many features that were previously thought to be exclusive to the quantum
realm, including quantized dynamics and emergent wavelike statistics. We develop a
discrete-time iterative map to analyse the pilot-wave dynamics in a number of settings,
employing a sophisticated fluid model to capture the intricacies of the Faraday wave
evolution neglected by previous works. We first study the stability of bouncing and
walking dynamics, and elucidate further features of the droplet’s wave-induced added
mass. We also explore the periodic and chaotic dynamics arising when the droplet is
subjected to a harmonic potential, a Coriolis force, or the interaction with a second
droplet. Finally, we modify our fluid model to account for interactions with submerged
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In 2005, Yves Couder and coworkers discovered a macroscopic particle-wave duality
that has since been shown to exhibit many features previously thought to be exclusive
to the quantum realm [9, 15]. In this system, a millimetric droplet may bounce and
self-propel across the surface of a vertically vibrated fluid bath, guided by the wave
field generated by its prior impacts. At each impact, a travelling disturbance propa-
gates away from the droplet and an axisymmetric field of standing Faraday waves is
excited about the droplet. As the forcing vibration increases in amplitude, so does
the decay time and the spatial extent of the Faraday wave field. This yields wavelike
dynamics and a spatial nonlocality described as a ‘path memory’ of previous droplet
impacts [25], leading to a macroscopic particle-wave duality envisaged as an analogue
for quantum behaviour [17]. This duality has since been explored through a remarkable
series of experiments, including analogies to quantum slit experiments [13], tunnelling
[23], wavelike statistics in a circular corral [40], Landau levels [31], Zeeman splitting
[24, 61], and the double quantization for dynamics under a harmonic potential [68].
1.1 Bouncing and walking droplets
This hydrodynamic ‘pilot-wave’ system is governed by a complex set of physical phe-
nomena. For a bath vibrated sinusoidally with amplitude A and angular frequency ω0,
the stability of the Faraday waves is governed by Γ = Aω20/g, which is the peak forc-
ing acceleration relative to the magnitude of the gravitational acceleration g. In both
the inviscid [4] and viscous [43, 44] cases, a spectral decomposition (with linear theory)
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Figure 1-1: (a) Schematic diagram of the pilot-wave system. The gradient of the free
surface η propels the droplet to the right, where the droplet experiences forces due to
gravity mg and Stokes’ drag −νpX ′(t) with coefficient νp = 6piR0µa, where R0 is the
droplet radius, µa is the dynamic viscosity of air, and X
′(t) is the droplet’s horizontal
velocity. The fluid bulk has density ρ, kinematic viscosity ν and surface tension σ. (b)
The pilot-wave field of a walking droplet at high vibrational forcing (corresponding to
a long path-memory), using the model derived in Chapter 3. The droplet is centred at
the origin and the droplet walks to the right along the line y = 0. Units are relative to
the Faraday wavelength λF .
yields a system of Mathieu equations for the free-surface perturbation from the flat rest
state, whose stability depends on Γ > 0. We denote the critical forcing acceleration
at which the surface destabilises (the Faraday threshold) as Γ = ΓF , above which the
surface becomes spontaneously wavy. The corresponding critical wavelength λF has a
strong influence on the pilot-wave dynamics in many experimental configurations, as
discussed below [9]. For subcritical vibrations (Γ < ΓF ), all perturbations are stable,
where the slow temporal decay has oscillatory frequency approximately subharmonic
relative to the vibration frequency. Thus, the Faraday waves only continue to persist
due to the pressure applied by the repeated impacts of the droplet on the fluid interface.
In all non-coalescing states, the droplet and bath remain separated by a thin air lu-
brication layer during ‘impact’ [79], where the high pressure in the air layer supports
the droplet above the interface [14]. The restoring forces of the wave field transmitted
through the lubrication layer propel the droplet back into the air before coalescence,
leading to a vertical bouncing motion for sufficiently large vibrational forcing, where
the bouncing threshold Γ = ΓB is determined by the droplet’s deformation [36, 42, 56].
For Γ > ΓB, a range of periodic and chaotic bouncing dynamics may occur, depend-
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ing on the droplet size and the forcing vibration. Following Gilet & Bush [35], we
distinguish different periodic vertical dynamics by (m,n), where m is the number of
forcing periods and n is the number of impacts for the dynamics to repeat. For low
vibrational forcing, the droplet oscillates in resonance with the shaking of the bath
(the (1, 1) mode). As the forcing acceleration increases, this motion may undergo a
period-doubling bifurcation to the (2, 2) mode, where the time the droplet spends in
flight between successive impacts alternates between a shorter and longer duration. For
larger forcing vibration (but with dynamics remaining in the (2, 2) mode), the shorter
of the two flight times between successive impacts may decrease in duration and even-
tually vanish [32]. At this bifurcation, the droplet has just a single impact of much
greater duration for each vertical period (the (2, 1) mode).
As the forcing vibration is progressively increased, the propulsive wave force may dom-
inate the horizontal drag forces acting on the droplet, leading to a destabilisation of
the horizontal motion and the onset of walking, where the droplet is guided by its
pilot-wave generated by prior impacts. The droplet’s horizontal walking speed u0 un-
dergoes a supercritical pitchfork bifurcation at the walking threshold Γ = ΓW > ΓB,
with u0 ∝
√
Γ− ΓW [71]. Furthermore, as the steady walking may be regarded as the
superposition of wave sources, a Doppler shift emerges, in which the wavelength ahead
of the droplet is compressed, yet elongated behind [25].
The vertical motion of walkers is frequently observed to be in subharmonic resonance
with the wave field (the (2, 1) mode), which destabilises to chaotic motion via a period-
doubling cascade in the limit Γ → Γ−F [80]. In fact, the predominant (2, 1) mode has
two distinct energy levels: the lower energy (2, 1)1 mode, where impacts typically last
for one forcing period, and the higher energy (2, 1)2 mode, where the impact durations
are much shorter. The vertical motion of the droplet influences the walking speed due
to changes in the balance of the drag and propulsive wave forces during impact [57].
The bifurcation to different (m,n) regimes as a function of droplet radius R0, vibra-
tional angular frequency ω0 and vibrational forcing Γ/ΓF were recorded by Protie`re et
al. [71] and Eddi et al. [26]. However, Mola´cˇek & Bush [56] showed that the bouncing
thresholds for different fluids collapsed onto a single curve if the drops were instead




where ρ and σ are the fluid density and surface tension, respectively. The vibration
number is the ratio of the bath’s vibrational frequency relative to the droplet’s char-
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acteristic oscillation frequency, and for fixed fluid properties, is a proxy for the droplet
radius R0. A thorough investigation into the periodic and chaotic bouncing modes for
different droplet sizes and different oils was conducted by Wind-Willassen et al. [80].
In order to explore the role of path memory in the wave-droplet coupling, different
experimental configurations have been utilised to divert the droplet from stable recti-
linear walking motion and into regimes in which the droplet interacts with its wake.
To assess the analogy of this pilot-wave system to the particle-wave duality of quantum
mechanics, the experimental configurations are often chosen to mimic quantum experi-
ments, but on a macroscopic scale. These experiments have consisted of subjecting the
droplet to an external force [31, 68], as well as using submerged topography to explore
the chaotic droplet motion in a quantumlike corral [40], the diffractive motion between
submerged slits [13], and tunnelling across boundaries [23]. Moreover, the interaction
between droplets has also been of continued interest, where a vast range of dynamics
have been observed [7, 26, 30, 70]. We explore and rationalise the dynamics of many
these configurations in this thesis.
In Sections 1.2 to 1.4, we discuss the pilot-wave dynamics observed in various exper-
imental configurations, including dynamics under an applied force, interactions with
submerged topography, and the interaction of bouncing and walking droplets. In Sec-
tion 1.5, we summarise the different hydrodynamic models that have used to model
different aspects of the pilot-wave dynamics. The structure of this thesis is outlined
in Section 1.6, where we discuss our aims and approach for modelling the dynamics of
this system.
1.2 Dynamics under an applied force
Two forms of applied force acting on the droplet have been explored experimentally:
a Coriolis force and a central force. Both these configurations give rise to circular
orbits when the path memory is sufficiently low (corresponding to weak vibrational
forcing), in which the dynamics are similar to those in a ‘classical’ system (i.e. a particle
in the absence of drag and wave forces). Nevertheless, the pilot-wave-induced forces
provide a net radial force, which augments the orbital radius relative to the classical
system [31, 68]. This has been characterised by the speed-dependent hydrodynamic
‘boost’ factor, in which the wave and drag forces act to increase the effective mass
of the droplet in the weak-acceleration limit [10]. However, as the vibrational forcing
increases, the influence of droplet’s path memory yields a departure from the more
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classical behaviour to pilot-wave-dominated dynamics that exhibit quantizations and
the emergence of wavelike statistics.
1.2.1 Central force
The central force is realised experimentally by encapsulating ferro-fluid within the
droplet and placing magnets above and below the bath. This yields a harmonic po-
tential well, whose gradient acts as a central force on the magnetised droplet. In
quantum mechanics, a similar scenario is realised by including the harmonic poten-
tial in the Hamiltonian. Solving the associated Schro¨dinger equation yields a discrete
set of energy levels and associated probability distributions. In the fluid system, pro-
gressively increasing the vibrational forcing (in which the path memory necessarily
increases) yields radial quantization of the circular orbits, as prescribed by the Faraday
wavelength [68]. By relating the energy of a quantum particle with the radius of the
droplet’s orbit, an analogy to quantum mechanics is obtained.
However, this analogy has been pushed further still. In quantum mechanics, the an-
gular momentum of a particle moving in a two-dimensional plane has been also shown
to obey a quantization rule. The degeneracy in the particle’s energy levels yields a
double quantization in both energy and angular momentum, in which only certain
combinations of these two quantities are permitted [12].
In the fluid system, a sufficiently long path-memory causes the circular orbits to desta-
bilise and a new family of exotic orbits to emerge. These orbits are characterised by
ovals, lemniscates and trefoils, as depicted in Figure 1-2. Remarkably, by consider-
ing the mean spatial extent R¯ and angular momentum L¯z of these exotic orbits, it
has been observed experimentally that the fluid system obeys the same quantization
rule as quantum mechanics [12]. In the fluid system, the average quantities of R¯ and
L¯z lie on a lattice determined by the pair (n,m), where n is a positive integer and
m ∈ {−n,−n + 2, . . . , n − 2, n} (see Figure 1-3) [68]. In the chaotic regime arising at
high vibrational forcing, the droplet continually switches between the unstable eigen-
states (circles, lemniscates and trefoils), yielding a probabilistic interpretation to the
droplet’s modal behaviour [67].
The pilot-wave dynamics under a central force is a focus point of this thesis, with
particular attention being paid to the quantized dynamics and emergent statistical
distributions that arise in the chaotic regime (see Chapters 4 and 5).
21
Figure 1-2: Four of the experimentally observed long-memory stable orbits. Simple tra-
jectories can be observed in narrow ranges of the tuning parameter Λ = (u0
√
m/κ)/λF ,
where m is the droplet mass, u0 is the steady walking speed, κ determines the potential
well 12κ|x|2 and λF is the Faraday wavelength. They are shown in their most stable
form and in situations where they are slightly unstable. The scales are in units of the
Faraday wavelength λF = 4.75 mm. (a, b) The smallest circular orbit. (c, d) The oval
orbit. (e, f) The small lemniscates. (g, h) The trefoil. In (b), (d), (f), (h) the trajec-
tories are shown in grey for a long time interval and a part of it has been singled out
in red. Reprinted by permission from Perrard et al., Nature Communications 5 3219
(2014). Copyright 2014.
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Figure 1-3: (a) Evolution of the mean spatial extent R¯ as a function of the control
parameter Λ (as defined in Figure 1-2). The black circles correspond to the circular or
oval orbits, the red squares represent the lemniscates and the blue triangles represent
the trefoils. The stars are radii measured in organised sections of disordered patterns.
(b) Evolution of the mean angular momentum L¯z as a function of Λ for the same set
of trajectories. (c) The same set of trajectories is now characterised by plotting their
angular momentum L¯z as a function of their mean spatial extent R¯. The symbols are
the same as those in (a). The trajectories represented by green stars take the form
of small loops of radius 0.37λF distributed at a distance 1.4λF from the centre, but
are not observed as a stable mode. The pair (n,m) denotes the position on the lattice
defined by the blue dashed lines. Reprinted by permission from Perrard et al., Nature
Communications 5 3219 (2014). Copyright 2014.
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1.2.2 Coriolis force
The Coriolis force arises when the fluid bath is rotated about a vertical axis, which
induces a parabolic wave-profile. Furthermore, in the rotating frame of the reference,
the droplet motion during flight is subject to fictitious Coriolis and centrifugal forces.
However, the horizontal kick imparted on the droplet by the parabolic profile cancels
with the centrifugal force, with the net result of only an applied Coriolis force acting
on the droplet [31]. Unlike circular orbits under a central force, the circular orbits
under a Coriolis force are observed to have a preferred orbital direction, namely contra-
rotational relative to the rotation of the bath. The Coriolis force has the same form as
a charge moving in a homogeneous external magnetic field, prompting an analogy to
the Landau levels in quantum mechanics. In this case, the charge may follow a discrete
set of circular orbits, as characterised by the Larmor radius [12].
In the fluid system, a discrete set of orbital radii emerges as the vibrational forcing
is progressively increased [31, 39], which is analogous to the discrete Larmor radii
in quantum mechanics [12]. In fact, the controlling influence of the Faraday wave
field yields the same quantized radii as the central force problem. Remarkably, as the
vibrational forcing is increased until the circular orbits destabilise, the droplet’s chaotic
trajectory has been shown to exhibit wavelike statistics in its radius of curvature, where
the distribution modes correspond exactly to the orbital radii of the corresponding
unstable states [39]. Thus, the underlying unstable dynamics appear to have a strong
influence on the droplet’s statistical distribution.
It should be noted that the Landau and harmonic potential problems exhibit the same
energy quantization levels in quantum mechanics (by applying a suitable gauge trans-
formation to the magnetic force) [12]. Thus, it is not surprising that there is a similarity
between the droplet dynamics when subject to a central or a Coriolis force. However,
the quantum double quantization (of energy and angular momentum) in the harmonic
potential differs to that of the Landau problem [12], where an analogy in the fluid
pilot-wave system is yet to be sought [65].
We explore the pilot-wave dynamics in a rotating bath in Chapter 6, where we ratio-
nalise the onset of orbital quantization, obtaining an excellent agreement to experi-
mental data. We also explore the dynamics in the chaotic regime, obtaining wavelike
statistical distributions similar to those observed in experiments.
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1.3 Submerged topography
Submerged topography has been used to influence the pilot-wave dynamics in a variety
of settings. Sharp changes in the fluid depth yield a variety of complex hydrodynamic
phenomena (such as boundary layers and eddies), as well as wave damping and changes
of phase speed [29]. The topography is always submerged below the surface of the fluid:
the parasitic meniscus that emerges when the fluid surface is in contact with a wall has
a strong (and undesired) influence on the pilot-wave dynamics.
1.3.1 Slits
The first exploration into the influence of submerged topography was performed by
Couder & Fort [13], in which the trajectory of a droplet passing between submerged
slits was studied. In the long-path-memory limit, the topographically-induced devia-
tion of the droplet away from its rectilinear motion yielded preferred diffraction angles
when the droplet passed through a single slit. Indeed, the probability density function
of the diffraction angle was shown to be in good agreement with the amplitude diffrac-
tion pattern of a plane wave passing through a slit. Moreover, when two slits were
considered, the probability density function was well-approximated by the interference
amplitude pattern of a plane wave. These two results provide a stark analogy to the
diffraction and interference patterns that emerge in the quantum realm.
Since these early experiments, the results of Couder & Fort [13] have been contested
[2, 73]. When the influence of external noise due to air currents was minimised (by
placing a lid over the bath), it was found that the droplet’s trajectory was not chaotic,
but entirely reproducible [73], which is similar to the numerical simulations of Faria
[29]. Indeed, when the droplet’s initial trajectory relative to the centre of the slit is a
uniform distribution, the diffraction probability distribution is not at all like the plane
wave approximation of Couder & Fort [13], where instead the more extreme diffraction
angles are observed much more frequently [73].
This disparity casts some doubt on the robustness of the slit analogy. The experi-
ments of Couder & Fort [13] used a vibrational forcing Γ very close to the Faraday
threshold ΓF . As the Faraday threshold is extremely sensitive to temperature [39], it is
conceivable that the vibrational forcing drifted past the Faraday threshold during the
experiment, leaving a disturbance of Faraday waves between successive droplet trajec-
tories. Moreover, it is unclear what role of noise is in the fluid pilot-wave system and
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its influence on the different diffraction and interference statistics observed.
1.3.2 Corrals
One of the most intriguing aspects of this pilot-wave system is the chaotic motion of a
droplet confined to a corral, which is a domain surrounded by a submerged wall. For
a sufficiently shallow outer region, the wave reflection off the submerged wall propels
the droplet back towards the centre of the corral, whilst the wave transmitted across
the step is damped.
For a circular corral, it has been shown that in the short-path-memory limit, the
submerged topography acts as an effective force on the droplet, invoking stable circular
motion about the centre of the corral [40]. As the vibrational forcing is progressively
increased, the droplet interacts with its wake and the circular orbits destabilise to quasi-
periodic orbits. In the long-path-memory limit, the droplet motion becomes chaotic and
erratic motion ensues. This behaviour is characterised by sharp changes in the droplet
velocity, although the radius of curvature is rarely less than half the Faraday wavelength
λF . Remarkably, a wavelike statistical distribution for the droplet’s position emerges in
the long-time limit (see Figure 1-4), which has a similar form to the fundamental cavity
mode. In particular, a clear correlation between the droplet’s speed and position was
observed, in which the droplet moves slower at positions where the probability density
is greater, and vice-versa. The statistical behaviour of the confined walking droplet is
thus analogous to that of electrons in quantum corrals [40].
Similar chaotic motion has since been observed for the droplet dynamics in an elliptical
corral [76]. One further finding has been that the mean pilot-wave field has a similar
form to the droplet’s statistical distribution, though a quantitative relationship was
not deduced. To explore the effect of an impurity in the domain, the authors placed a
submerged well at one of the foci of the ellipse. This impurity has a controlling influence
on the pilot-wave field and induces a symmetrical statistical distribution with respect
to the second focus, yielding an analogy to the quantum mirage. In particular, it was
shown that the droplet travels in preferred directions in this configuration, indicating
that both the droplet’s velocity and speed have a pronounced spatial structure.
We consider the pilot-wave dynamics in a circular corral in Chapter 8, where we ra-
tionalise the stability and quantization of circular orbits, and explore the exotic tra-
jectories that arise for larger vibrational forcing. Of particular interest is the chaotic
‘intermittent regime’, in which the droplet continually switches between the underly-
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Figure 1-4: (a) Trajectories of a droplet of diameter D = 0.67 mm walking in a circular
corral with radius Rc = 14.3 mm and depth hD = 6.6 mm, driven at f0 = 70 Hz,
for which ΓF = 3.7. Trajectories of increasing length in the long-path-memory limit
(Γ/ΓF = 0.989) are colour coded according to droplet speed (mm/s). (b) Probability
distribution of the walking droplet’s position. Reprinted figure with permission from
Harris et al., Physical Review E 88 011001(R) (2013). Copyright 2013 by the American
Physical Society.
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ing eigenstates, similar to the dynamics observed under a central force [Yves Couder,
personal communication].
1.3.3 Tunnelling
Another significant use of topography in the fluid pilot-wave system has been to mimic
tunnelling of a quantum particle. This configuration was first realised experimentally
by Eddi et al. [23], who divided the fluid domain into two deep regions separated by
a shallow step. In the shallow region, the walking and Faraday thresholds were nec-
essarily augmented (due to increased viscous damping), so that only bouncing would
be observed if the droplet was initialised in the shallow region. When the walking
droplet approaches the shallow region (from one of the deep regions), it is either re-
flected away from the step, or, with a sufficiently large initial speed of approach, it
may ‘tunnel’ across the forbidden shallow region before the damping of the pilot-wave
prohibits motion. Akin to quantum mechanics, the observed tunnelling was unpre-
dictable and the probability of tunnelling decreased exponentially as the width of the
barrier was increased. The unpredictable nature of these dynamics is driven by the
spatial-nonlocality of the pilot-wave system.
1.3.4 Non-specular reflection
As has been discussed, submerged topography can have a strong influence on the chaotic
pilot-wave dynamics. In order to elucidate its role in droplet reflection, a simpler case
has been recently explored in the work of Pucci et al. [74], in which the droplet walks
towards a submerged planar wall with a given incidence angle. For a sufficiently shallow
step, the droplet will reflect, but its (asymptotic) reflection angle is not equal to its
incidence angle in general (hence, non-specular). Indeed, there is a strong preference
for the droplet to reflect at an angle of 60◦–80◦ (relative to the line normal to the
step), regardless of incidence angle, vibrational forcing, fluid depth and droplet size.
This observation begs the question: what is the effective topographically-induced force
acting on the droplet? This force plays a similar role for circular orbits observed in a
corral; rationalising this concept is key to elucidating the complex role of topography
in the fluid pilot-wave system.
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1.3.5 Pillars
Finally, it has been observed that a submerged circular pillar may have a pronounced
effect on the pilot-wave dynamics [38]. For pillars of small diameter, an approaching
droplet will scatter away from the pillar, in a similar fashion to the reflection off a wall
[74]. However, when the pillar diameter is increased, the nonlocality of the pilot-wave
field and the change in wave speed over the pillar causes the droplet to be tethered to
the pillar. In fact, after an initial transient, the droplet follows a logarithmic spiral,
until the spatial decay of the Faraday waves means that the pillar no longer influences
the droplet dynamics, and the droplet returns to rectilinear walking. In this case, the
parametric form of the topographically-induced force has been inferred (using analysis
of droplets walking in free-space in the weak-acceleration limit) for the duration of the
droplet-pillar tethering. However, the origin of this force and the transients to and
from the tethered motion are yet to be fully understood.
1.4 The interaction of many droplets
The dynamics of interacting droplets has been widely explored since this pilot-wave
system was first discovered in 2005. For dynamics below the walking threshold, equally-
sized droplets may bounce in a crystalline lattice [22, 71, 72]. However, the bouncing
motion of two interacting droplets of different sizes may destabilise into a slow hori-
zontal procession, where the direction of the ratcheting pair is related to the vertical
bouncing mode of each droplet [26]. For dynamics above the walking threshold, equally-
sized walking droplets may form an orbiting bound state [15, 70], a promenade mode
[7] or a string of droplets [30]. We explore the dynamics of two interacting droplets in
Chapter 7, where we focus on the orbiting pairs and the promenade mode.
1.4.1 Lattices
Eddi et al. [22] demonstrated that at least 61 (equally-sized) droplets may bind in a
stable triangular lattice. In particular, the authors demonstrated a quantization in the
binding distance Dn = (n−)λ for n = 1, 2, . . ., where λ = 2pi/k is the wavelength with
offset  ≈ 0.2. For a given vertical bouncing (angular) frequency ω, the wavelength is
determined by the dispersion relation ω2 = gk+ (σ/ρ)k3, for gravitational acceleration
g, surface tension σ and density ρ. Hence, for droplets bouncing in the (1, 1) mode
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with very weak vibrational forcing, the droplets’ vertical motion is in resonance with
the vibrating bath with frequency ω = ω0, yielding a wavelength λ = λ0. However,
when the vibrational forcing is increased, the vertical motion of each droplet enters the
subharmonic (2, 1) mode, so the frequency is ω = ω0/2. As this vertical motion is in
resonance with the Faraday waves, the resultant wavelength is λ = λF > λ0.
1.4.2 Orbiting pairs
On the approach of two equally-sized walking droplets, the accompanying pilot-wave
may invoke a repulsive scattering event or capture the two droplets in orbital motion,
depending on the initial separation distance between the two droplets [71]. In fact, for
droplets walking in the subharmonic (2, 1) mode, two droplets may either walk in-phase
(with synchronised impacts), or out-of-phase, in which the two droplets impact at time
TF /2 apart, where TF = 4pi/ω0 is the Faraday period and TF /2 is the period of the
vibrating bath. For in-phase interactions, the bound state is maintained provided that
the radial wave force is inward pointing, which necessitates that the orbital diameter
satisfies the quantization Dn = (n−)λF , where n = 1, 2, 3, . . . and the offset is  ≈ 0.2.
For out-of-phase interactions, the subharmonic motion of the wave field results in the
quantization Dn = (n− )λF for n = 0.5, 1.5, . . . [15].
Recent investigations have revealed that changes in the bound state’s wave height cause
weak variations in the vertical motion of the droplets, yielding a decreased orbital
speed relative to the walking speed of a single droplet [64]. Furthermore, when the
vibrational forcing is changed, the orbiting pair may destabilise via a Hopf bifurcation,
before forming a stable oscillatory bound state in which a second frequency modulates
the orbital motion [55].
Eddi et al. [24] investigated the orbital dynamics of two-equally sized droplets in a
rotating bath. As discussed above, the orbital motion is driven by a Coriolis force,
where for a single droplet, all observed circular orbits are contra-rotational relative to
the rotation of the bath. However, for two droplets, it was shown that both contra-
rotational and co-rotational orbits may exist. Additionally, the orbital radius was
observed to be augmented for co-rotational orbits, yet diminished for contra-rotating
pairs, where the shift in radius depends linearly on the bath’s rotation rate. This
bifurcation to different orbital radii at the onset of the Coriolis force is analogous to
Zeeman splitting in quantum mechanics [24].
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Figure 1-5: (a) Strobed trajectories of an n = 2 stable promenading pair. (b)–(d)
Oblique view of the strobed trajectory of an n = 1 promenade at different instants.
The colours in the bath are due to the introduction of a coloured striped transparent
film between the lighting source and the bath, which facilitates visualization of the
surface deformations. White lines indicate the trajectories of the droplets. Reprinted
figure with permission from Arbelaiz et al., Physical Review Fluids 3 013604 (2018).
Copyright 2018 by the American Physical Society.
1.4.3 Promenade pairs
Two droplets may also walk in parallel with a synchronous transverse oscillatory motion
(see Figure 1-5). This promenade mode was first reported by Borghesi et al. [7] and
exhibits many similar properties to orbiting pairs. In particular, when averaging the
distance between the droplets (due to the oscillatory motion), the Faraday wavelength
yields the same quantization distances Dn for in-phase (integers) and out-of-phase
interactions (half-integers). Moreover, the mean forward velocity is always less than
the free walking speed of a single droplet, where the speed decreases as the mean
separation distance decreases. A recent investigation by Arbelaiz et al. [3] highlighted
the dependence of the droplet’s vertical motion on the local wave height, which can
vary significantly over one period of the droplets’ transverse oscillatory motion.
1.4.4 Multi-droplet strings
Filoux et al. [30] investigated the dynamics of droplets walking in an annular cavity.
This experimental configuration allows droplets to follow each other in a string, where
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the changes in the radial motion (relative to the centre of the annulus) are weak. For
a sufficiently small curvature of the bath, the walking motion is thus approximately
rectilinear when the path-memory timescale is much less than the orbital period.
Akin to the orbiting and promenade pairs, the distance between in-phase and out-of-
phase droplets is quantized, as prescribed by the Faraday wavelength. In contrast to
orbiting and promenading pairs, it was shown that a two-droplet string may actually
walk faster than that of a single droplet in this regime, where the walking speed of the
string decreases exponentially as the separation distance increases (with an asymptote
at the walking speed of a single droplet). Indeed, adding further droplets to the string
further increases the walking speed of the group, which eventually attains an upper
bound for a large number of droplets.
1.5 Hydrodynamic modelling
In the last decade, several mathematical models of this pilot-wave system have been
developed. This is a challenging problem to model owing to the differing length scales
and timescales: the lubrication air-layer separating the droplet from the bath is typi-
cally 1 µm thick [14], while the Faraday wavelength is typically 5 mm [71]. Meanwhile,
the subharmonic bouncing period for a bath driven at 80 Hz is 0.025 s, yet the decay
time of the Faraday waves may be 50–100 times longer when the forcing acceleration
of the bath is close to the Faraday threshold. When complex submerged topography
is employed, the length scales within the bath vary substantially, with viscous bound-
ary layers arising between the fluid bulk and the submerged surface. Thus, several
approaches have been explored to yield a tractable model, ranging from a detailed de-
scription of the bouncing dynamics to severely reduced models aimed at capturing the
predominant pilot-wave phenomena.
1.5.1 Bouncing dynamics
Three of the models developed to describe the vertical motion of a droplet have led
to very good agreement with the experimental data: the linear and logarithmic spring
models of Mola´cˇek & Bush [56], and the kinematic match of Galeano Rios et al. [32].
All three of these models circumnavigate the complex air layer dynamics by making
various modelling assumptions, which we now discuss.
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The linear spring model [56] considers the penetration of a spherical droplet beneath
an undisturbed free surface. It is assumed that the droplet experiences an additional
reaction force proportional to its penetration depth and its energy is dissipated at a
rate proportional to its speed relative to the vibrating bath. This parametrisation thus
requires two coefficients to be fixed, which are inferred by the experimentally observed
coefficient of restitution and the contact time. During flight, it is argued that air drag
is subdominant relative to the gravitational force, yielding a model whose dynamics
during impact and flight may be rapidly computed. With judicious choice of param-
eters, the experimental data can be reproduced, although the values of the coefficient
of restitution and contact time used were not consistent with the physical values. This
model was later refined to preclude a negative reaction force (corresponding to suction)
[56], but although a more realistic value of the coefficient of restitution could be used,
a less satisfactory agreement with experiments was obtained.
The short-comings of the linear spring model were superceded by the logarithmic spring
model [56], in which a dependence on the Weber number (the ratio of fluid inertia to
surface tension) was included in the coefficient of restitution. This model was de-
rived by using quasi-static approximations for the droplet shape during impact and
has three parameters that describe the kinetic energy associated with the fluid motion
of the droplet and the bath, the corresponding viscous dissipation, and the nonlinearity
of the spring. This parametrisation gives much better agreement with the experimen-
tally observed coefficient of restitution and contact time, owing to the Weber number
dependence. Indeed, a very good agreement with the experimentally observed bounc-
ing modes was obtained [80] and the period-doubling cascade to chaos was captured
numerically. While the nonlinearity in this more sophisticated model increases the
computational cost, there is a marked improvement in the quality of the predictions.
This model was later incorporated into the hydrodynamic model of Milewski et al. [55].
Two drawbacks of using a spring model are that coefficients have to be inferred a pos-
teriori from the experimental data, and the model necessarily assumes that the droplet
penetrates below the surface of the bath, which is an unphysical effect. To overcome
these issues, Galeano Rios et al. [32] developed a kinematic match model to describe
the dynamics during impact, obtaining an excellent agreement with experimental data.
The droplet (as described by a rigid hydrophobic sphere) is assumed to be in partially
in contact with the bath surface, where the pressure (and associated contact area) is
uniquely determined at each infinitesimal timestep so that the contact angle between
the droplet and the bath remains at 180◦. While this model is derived from first prin-
ciples and requires no coefficients to be inferred from the experimental data, it neglects
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the role of droplet deformation and the air-layer dynamics during impact.
1.5.2 Wave field modelling
The second crucial aspect for modelling this pilot-wave system is obtaining a sufficient
description of the wave field, which will be a primary focus of this thesis. In the absence
of submerged topography, experiments are conducted in sufficiently large baths so that
they can be modelled as having infinite depth and horizontal extent. Furthermore, as
the vertical droplet momentum during impact is sufficiently small, the surface waves
generated may be described through linear theory, which allows for a tractable model.
Broadly speaking, there are two kinds of hydrodynamic model used to model walking
droplets: simple models in which the droplet is assumed to be in the predominant
subharmonic (2, 1) mode, and those that capture the propulsive interaction of the wave
field during impact using the aforementioned models of the droplet’s vertical dynamics.
When the droplet’s vertical motion is assumed to be periodic and subharmonic, then the
wave field η(x, t) may be regarded as a linear superposition of radially symmetric single
impact wave fields ηI(r, t), each centred at the droplet impact positions. Two simple
models for the wave-droplet coupling have been considered: the limit of instantaneous
impacts [25, 31] (which is suitable for describing dynamics in the high-energy (2, 1)2
mode) and the stroboscopic limit in which the droplet is in continual contact with the
bath [62]. In both these cases, the oscillatory motion of the wave field may be neglected,
and it is sufficient to describe ηI(r, t) as a long-time envelope of the temporally decaying
Faraday waves, models of which we now discuss.
In the limit of instantaneous impacts at times tn = nTF + t0 (where t0 prescribes the
impact phase of the droplet relative to the shaking of the bath), the wave field at






where x = Xn is the position of the droplet at time t = tn. This wave field accounts
for the droplet’s entire history and yields the origins of a path memory based on the
decay time of ηI(r, tn).
The first model for ηI(r, tn) was proposed by Fort et al. [31], in which the authors ex-
ploited the monochromatic nature of the long-lived Faraday wave field with wavelength
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λF = 2pi/kF . They used the far-field approximation to the radially symmetric J0(kF r)
Bessel function with critical wavenumber kF , with an experimentally observed viscous
spatial-damping correction over the length scale ld. The temporal decay of the waves
is described by the memory parameter Me, which describes the duration of the path




cos(kF r − pi/4) e−r/ld e−tn/TFMe .
While this model has been used to simulate the pilot-wave dynamics in a variety of
settings [31, 68], its derivation is based on ad-hoc assumptions rather than detailed
hydrodynamic modelling, where the parameters A, ld and Me are all inferred from
experiments.
Later, Eddi et al. [25] adopted a more systematic approach, in which for a large
horizontal domain with Dirichlet boundary conditions at radius Rc, they express ηI(r, t)





where the wavenumbers km > 0 satisify J0(kmRc) = 0 for all m. The coefficients
hm(t) evolve between impact times under the Mathieu equation with phenomenolog-
ical damping −2νk2mh′m(t) [43], with the prescribed initial wave field based on the
experimentally observed depression that forms around the droplet during impact. The
kinematic viscosity ν is chosen to match the observed Faraday threshold. The benefit
of this hydrodynamic modelling approach is that the evolution of the wave field may
be described in far greater detail (such as the temporal decay and spatial damping).
Indeed, the authors derived an expression for the wave memory Me in terms of the
vibrational forcing Γ and Faraday threshold ΓF , namely
Me ∝ 1
1− Γ/ΓF .
The constant of proportionality has been approximated by Mola´cˇek & Bush [57], and
later by Milewski et al. [55] for the quasi-potential flow hydrodynamic model [18].
While there is improved accuracy to be gained from using a full Hankel transform,
Mola´cˇek & Bush [57] considered a narrow-banded approximation when inverting the
(unbounded-domain) Hankel transform back to physical space. In its most elaborate
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e−tn/TFMe J0(kF r) e−r
2/4βtn ,
where the amplitude A may be expressed in terms of the fluid parameters and depends
on the mean impact phase. This model exhibits two fundamental features different to
that developed by Fort et al. [31]: the spatio-temporal Gaussian decay-envelope (char-
acterised by the parameter β [57]), which describes the emergence of Faraday waves
away from the droplet, and the t
−1/2
n correction to the temporal decay. This model
allows for the observed exponential spatial-decay of a bouncing droplet to be derived
analytically [16], and it has been shown that the spatio-temporal decay term plays an
important role in modelling the dynamics of orbiting droplet pairs [64]. It should be
noted that Mola´cˇek & Bush [57] also derived approximations for the oscillatory wave
field motion during flight, which was used in their hydrodynamic modelling.
In the stroboscopic model of Oza et al. [62], the continuous wave forcing means that




ηI(|x−X(t− s)|, s) ds,
where ηI is based on various simplifications to the wave field model of Mola´cˇek & Bush
[57] and neglects the oscillatory motion of the wave field. One recent advancement has
been the inclusion of a varying wave-amplitude A to account for a departure in the
droplet’s vertical motion from that observed in steady walking, such as for orbiting
pairs [64] and promenade pairs [3]. Indeed, it has been deduced empirically that A
depends on the both the local wave height η(X(t), t) and the vibrational forcing Γ/ΓF .
It remains unclear as to what extent a stroboscopic model can capture the pilot-wave
dynamics in more geometrically complex scenarios.
While the above approximations to the droplet’s single impact wave field provide a
useful understanding of the Faraday wave dynamics, some details of the wave field dy-
namics are still missed by the narrow-banded approximations around the wavenumber
k = kF . These include the slowly-decaying travelling wave that propagates away from
the droplet at impact [55] and the moving fronts of the pilot-wave field η during flight
[16], which is a departure from the ubiquitous standing-wave approximation. To over-
come this, Milewski et al. [55] and Galeano Rios et al. [32] modelled the entire wave
field using the quasi-potential flow approximation [18], in which weak viscous effects
are neglected. The wave field couples with the vertical motion of the droplet by using
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the aforementioned logarithmic spring model and the kinematic match, respectively.
Although this modelling approach is more computationally intensive, it allows details
of the pilot-wave field to be captured, such as the Doppler shift of a walking droplet
[55]. It may also be adapted for cases where submerged topography is included, which
none of the analytical approximations can capture.
One of the main contributions of this thesis is the development of the most complete
wave field model used to describe the pilot-wave dynamics to date. Unlike the quasi-
potential flow approximation [18], we maintain the dissipation due to weak viscous
effects near the fluid surface, yielding accurate predictions of the Faraday threshold.
Furthermore, we model the travelling disturbance that propagates away from each
impact, which plays a pronounced role in the dynamics of two interacting droplets.
Finally, we consider the evolution of the waves corresponding to all wavenumbers k > 0,
allowing us to capture the exponential spatial decay, the Doppler shift of walking
droplet and moving fronts of the pilot wave field. Our model captures the full range of
pilot-wave dynamics observed in experiments (without using any fitting parameters),
marking an important advancement in fluid modelling used in this field.
1.5.3 The horizontal droplet motion
The final detail of modelling the pilot-wave dynamics is a description for the droplet’s
horizontal motion. The most sophisticated model was developed by Mola´cˇek & Bush
[57], where the droplet motion during flight is ballistic, but experiences Stokes’ drag.
During impact, the normal force acting on the droplet f(t) > 0 plays an important
role in both the drag and propulsive wave forces. The drag on the droplet is modelled
by the momentum transfer to the bath characterised by the dimensionless skidding
friction coefficient c > 0, while the linear wave force is modelled by −f(t)∇η(X(t), t).







X ′(t) = −f(t)∇η(X(t), t), (1.5.1)
where µa is the dynamic viscosity of air, and the normal reaction force f(t) vanishes
during flight.
In the simulations of Mola´cˇek & Bush [57], the skidding friction coefficient c was varied
across the range 0.17 ≤ c ≤ 0.33 for different oils and vibration frequencies, though
Milewski et al. [55] used the value c = 0.13 to match the experimentally observed walk-
ing threshold for vibration number Vi = 0.8. For the interaction of pairs of droplets, a
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larger skidding friction coefficient has been used (c = 0.3 and c = 0.32 by Milewski et
al. [55], and c = 0.33 by Arbelaiz et al. [3]), which suggests that further developments
of the friction during impact may need to be developed to accurately describe the full
range of pilot-wave dynamics. One approach would be a more thorough investigation
into the air-layer dynamics during impact, which has been neglected from all models
of this pilot-wave system.
A further limitation of this model is the horizontal kick imparted by the wave field on
the droplet during impact. The underlying physical process is extremely complicated
and it is likely that the wave field actually provides both resistive and propulsive forces
at different phases of the droplet impact. The details of this interaction couple with
the droplet’s air layer dynamics, which presents an important area of future research.
1.5.4 The stroboscopic trajectory equation
To date, the model that arguably provides the best compromise between analytic sim-
plicity and accurate realisations of experimental phenomena is the stroboscopic trajec-
tory equation developed by Oza et al. [62]. For droplets walking in the subharmonic
(2, 1) mode, the authors approximated the force during impact by its mean f = mg and
assumed that the droplet continuously forces the surface of the bath, generating wave
fields ηI(r, t) centred at the droplet for each infinitesimal timestep. By approximating
ηI(r, t) = A˜J0(kF r)e
−t/TFMe and combining with the equation for horizontal motion
(1.5.1), the droplet’s trajectory equation is of the form














This integro-differential equation describes the droplet’s entire history, where the domi-
nant contribution is on the timescale (t−s) ∼ TFMe . Advantageously, the continuous-
time approximation allows for the analysis of the pilot-wave dynamics in various limits,
accompanied by linear stability analysis of the system’s steady states. The trajectory
equation has been used to elucidate the pilot-wave dynamics in a variety of settings,
including the bouncing and walking dynamics [62], the orbital quantization in a rotat-
ing bath [61] and in a harmonic potential [47], the route to chaotic dynamics of circular
orbits [78] and the resultant statistical behaviour [45, 65].
An insightful limit is when the timescale of the droplet’s horizontal acceleration is
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long relative to the timescale of the decaying Faraday wave field, as prescribed by the
memory parameter Me. In this limit, the integral term in (1.5.2) may be approximated








′(t) = F (t),
where γB = γB(|X ′|) is the speed-dependent wave-induced added mass of the droplet,
Dw = Dw(|X ′|) is a nonlinear drag that drives the droplet towards the free walking
speed, and F (t) is an applied force (e.g. a central or Coriolis force) [10]. The hy-
drodynamic boost factor γB has been used to rationalise the radial augmentation of
circular orbits in the short-path-memory limit observed in a rotating frame [31] and in
a harmonic potential [68].
While the stroboscopic model [62] has been used to rationalise many phenonema, it
is not without its limitations. As the results of this thesis will show, some of the
details in the wave field modelling are lost, and this model cannot be adapted to deal
with submerged topography. As many fruitful quantum analogies have been drawn by
using submerged walls and slits, a hydrodynamic modelling approach similar to that
of Milewski et al. [55] is required, from which further approximations must be made to
obtain a tractable model. Moreover, our modelling of this pilot-wave system allows for
similar analysis to that performed using the stroboscopic model, nullifying the benefits
of such a simple model.
1.5.5 Topographical interactions
There are many challenges in modelling the fluid dynamics in the presence of submerged
topography. A commonly used assumption is to approximate the viscous effects through
the quasi-potential flow model for linear perturbations of the velocity potential φ(x, z, t)
and free-surface elevation η(x, t) from the rest-state [18]. It is then shown that φ
is harmonic in the domain (∆φ = 0), while the dynamic and kinematic boundary
conditions provide evolution equations for φ|z=0 and η. Under this approximation, the
no-slip condition at the interface between the fluid and the surface of the submerged
walls cannot be captured, a limitation that becomes increasingly pronounced as the
fluid depth decreases.
Although neglecting the weakly-viscous effects reduces the complexity of the model,
solving ∆φ = 0 in a domain with submerged topography is still a computationally
expensive task. However, like the water-wave problem, the only dependence on φ
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below the surface arises through the φz|z=0 term in the kinematic boundary condition,
whereas the dynamic boundary condition depends only on φ|z=0 (i.e. the value of the
velocity potential at the free surface). As Laplace’s equation is time-independent, it is
inviting to compute the Dirichlet-to-Neumann map for the given domain, which maps
the value of φ|z=0 to φz|z=0. This reduces the effective dimension of the computational
domain from three to two.
In the case where the surface of the domain is flat, the Dirichlet-to-Neumann map
is simple to compute when spectral methods are available. To exploit this, recent
works have assumed either Dirichlet [6] or Neumann [34] boundary conditions at the
vertical step between shallow and deep regions of the domain, corresponding to a pinned
free-surface at the boundary, or a no-flux condition through a solid wall. However,
experiments have demonstrated that such assumptions are insufficient for describing
the complex reflection and transmission of the fluid across the step, meaning that a
more sophisticated approach must be taken [16].
Nachbin et al. [58] developed a two-dimensional pilot-wave model for exploring the
unpredictable tunnelling across a submerged wall. The benefit of this reduced system
is that the Dirichlet-to-Neumann map may be computed using conformal mapping and
spectral methods. Due to the speed of this model, the authors were able to rationalise
many of the unpredictable tunnelling effects described by Eddi et al. [24]. However,
as conformal mapping is only appropriate for two-dimensional domains, the methods
developed cannot be easily extended back to the three-dimensional pilot-wave system.
To overcome the difficulties of computing the Dirichlet-to-Neumann map for each to-
pographical configuration considered, Faria [29] developed a very general and flexible
method based on an ad-hoc modification to the Dirichlet-to-Neumann map using in
shallow water theory. Specifically, for domains with piecewise-constant depths hD and
hS , Faria posed the relation





By exploiting the fact that the wave field is approximately monochromatic with critical
Faraday wavenumbers kD and kS at each depth, the function b(x) was chosen so that




















is exactly matched at regions of constant depth, i.e.
b(x) =
tanh(kDhD)/kD for x ∈ D,tanh(kShS)/kS for x /∈ D,
where D denotes the deep regions of the domain.
Faria’s fluid model is coupled with the horizontal droplet motion model of Mola´cˇek &
Bush [57], and the droplet’s vertical motion is assumed to be subharmonic with instan-
taneous impacts. By tuning the impact phase to match the experimentally observed
free walking speed, this pilot-wave model has yielded favourable agreement with many
experimental configurations, including non-specular reflection off a planar wall [74],
diffraction and interference of a droplet walking through a submerged slit [73], and
the logarithmic spiral about a submerged circular pillar [38]. While this model offers
an extremely flexible approach, it is reliant on viscosity to damp the high frequencies
introduced by the piecewise-constant function b(x). Furthermore, although the phase-
speed of the wave is matched in each region of constant depth, the group velocity is
not accurately described.
In Chapter 8, we derive the Dirichlet-to-Neumann map for a circular corral, where
our approach does not require any ad-hoc assumptions, nor is is restricted to two-
dimensional fluids. Our model is appropriate for both water waves and viscous Faraday
waves, and is not reliant on viscosity to damp spurious high-frequencies.
1.6 Thesis structure
The primary aim of this thesis is to derive a rational model for the pilot-wave dynam-
ics: this includes improvements to the fluid modelling, whilst maintaining a sufficiently
simple wave-droplet interaction to allow for analysis and efficient simulation of the
dynamics. From this approach, we wish to overcome the main limitations of the stro-
boscopic trajectory equation [62] that arise due to the highly simplified Faraday wave
field, allowing us to improve the predictions of the pilot-wave dynamics in several set-
tings, including dynamics under an applied force and confinement to a circular corral.
In particular, we aim to add further insight to the chaotic dynamics arising at high
vibrational forcing and the emergence of wavelike statistics.
The structure of this thesis is as follows: in Chapter 2, we derive a linear evolution
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equation for small-amplitude viscous Faraday waves and compute a long-time approx-
imation for their behaviour. By considering the limit of instantaneous impacts with
the droplet’s vertical motion prescribed by the subharmonic (2,1) mode, we use the
developments of Chapter 2 to derive a discrete-time iterative map for the pilot-wave
dynamics in Chapter 3. This approach allows us to analyse the droplet’s bouncing and
walking dynamics, and we find that our wave field model captures several of the finer
details observed in experiments [16].
In Chapter 4, we extend the discrete-time model to the case of dynamics under an
applied central force. We rationalise the emergence of orbital quantization and study
the dynamics in the chaotic regime. In particular, we derive the relationship between
the mean Faraday wave field and the droplet’s stationary distribution, which is an
important development from earlier experimental observations [76]. In Chapter 5,
we consider this same configuration but for droplet motion confined to a line. This
yields wide-ranging dynamics, from quantized oscillations to emergent motion akin to
a random walk in the long-path-memory limit.
In Chapter 6, we further extend our fluid model for dynamics in a rotating bath, as
explored experimentally by Fort et al. [31] and Harris & Bush [39]. In this regime, we
benchmark our model against experimental data, demonstrating excellent agreement
and an improvement upon the predictions of Oza et al. [61]. Our model is particularly
effective at describing the regime in which the droplet’s wake has a strong effect on the
dynamics, where the limitations of the stroboscopic trajectory equation (1.5.2) become
most apparent.
In Chapter 7, we consider the dynamics of pairs of droplets, namely the orbiting and
promenading modes. This regime further highlights the benefits of our fluid modelling
approach, but also demonstrates the limitations of a model with fixed impact phase.
Finally, in Chapter 8, we derive an extension of our model for dynamics in a circular
corral. Unlike the work of Faria [29], we adopt a first-principles modelling approach to
derive the Dirichlet-to-Neumann map for the cavity. By exploiting the axial symme-
try of the domain, we compute a generalisation to the discrete-time iterative map of
Chapter 3, allowing us to analyse and simulate the pilot-wave dynamics using all the
tools developed in previous chapters. We shed light on a number of regimes, including
the corral’s cavity modes, the emergence of quantized circular orbits, the double quan-





To study the pilot-wave dynamics, we first derive a linearised equation for the evolution
of the free surface z = η(x, t). The free surface plays two fundamental roles in the pilot-
wave dynamics: it provides the propulsive kick on the droplet at each impact, and it
stores the ‘path memory’ of the droplet’s trajectory through the slow temporal decay
of the Faraday waves. Thus, accurate modelling of the wave field is imperative for
capturing the full range of pilot-wave phenomena studied in this thesis. To keep the
integrity of the coupled system, we also state the evolution equations for the droplet’s
position, as derived by Mola´cˇek & Bush [57].
Starting from the Navier-Stokes equations, we linearise about the fluid rest state and,
by the use of a spectral decomposition, we obtain a temporally nonlocal evolution equa-
tion for the free surface. We use Floquet theory to derive a long-time approximation
for the free surface, which we show to be in good agreement with the full numerical
solution. This approximation provides the cornerstone for the analysis and simulation
used throughout this thesis. Finally, we derive an approximation for the additional
wave field energy that arises due to the droplet impacting on the fluid interface.
2.1 The hydrodynamic equations of motion
2.1.1 The Navier-Stokes equations
We consider the evolution of the velocity field u = (u1, u2, u3)T of an incompressible
viscous fluid that occupies the semi-infinite domain z ≤ η, where η(x, t) is the free
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surface, x = (x, y) ∈ R2 gives the horizontal Cartesian coordinates and z is the vertical
coordinate that increases in the direction opposite to gravity. Conservation of mass
and momentum yield the incompressible Navier-Stokes equations for the evolution of
u(x, z, t) and the pressure field p(x, z, t) (relative to atmospheric pressure) in the fluid
bulk, namely
∇ · u = 0, z ≤ η(x, t), (2.1.1a)
ut + (u · ∇)u = −1
ρ
∇p¯+ ν∆u, z ≤ η(x, t), (2.1.1b)
where ρ is the fluid density (assumed constant), ν is the kinematic viscosity, p¯(x, z, t) =
p(x, z, t) + ρgz is the dynamic pressure, and g is the gravitational acceleration. In the
far-field, we assume the free surface and the fluid velocity decay to zero, namely η → 0
as |x| → ∞, and u→ 0 as |x| → ∞ or z → −∞.
At the free surface, the following boundary conditions account for the stress balance
across the interface (due to the constant surface tension σ) and the kinematic condition:
(
σκ[η]− P )n = −(p¯− ρgη)n+ ρν(∇u+∇uT ) · n, z = η(x, t), (2.1.2a)
ηt + uH · ∇Hη = u3, z = η(x, t), (2.1.2b)









We have also defined the operator κ[·] to be the sum of the signed principal curvatures
of the free surface (which is positive for convex functions), P = P (x, t) as the applied
pressure just above the surface (relative to atmospheric pressure), uH = (u
1, u2)T as
the horizontal velocity and ∇H to be the horizontal gradient operator.
2.1.2 Linearised equations
Experiments for the dynamics explored in this thesis indicate that the surface waves
are small with a small wave-slope. Thus, it is appropriate to consider the linearised
system describing sufficiently small perturbations away from the rest state u = 0 and
η = 0. In this case, the equations of motion (2.1.1)–(2.1.2) are reduced to the following
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linear system for the perturbed variables u and η:
∇ · u = 0, z ≤ 0, (2.1.3a)
ut = −ρ−1∇p¯+ ν∆u, z ≤ 0, (2.1.3b)
u1z + u
3
x = 0, z = 0, (2.1.3c)
u2z + u
3
y = 0, z = 0, (2.1.3d)
σ∆Hη = −(p¯− P ) + ρgη + 2νρu3z, z = 0, (2.1.3e)
ηt = u
3, z = 0, (2.1.3f)
where ∆H is the horizontal Laplacian. Furthermore, by differentiating (2.1.3c) and




3 = 0 on z = 0. Using the incompressibility condition (2.1.3a), we
obtain
∆Hu
3 − u3zz = 0, z = 0, (2.1.4)
which gives a boundary condition for the vertical component of velocity u3 [32].
2.1.3 A Helmholtz decomposition
To reduce the equations of motion further still, we follow Galeano Rios et al. [32] and
consider a Helmholtz decomposition for the fluid flow, namely
u = ∇φ+w, (2.1.5)
where w = ∇ × ψ for some vector field ψ. Here the velocity potential φ (a scalar
function) corresponds to the irrotational component of the velocity field, whilst the
velocity field’s vortical-component w is constructed to be divergence-free. Hence, sub-
stitution of the ansatz (2.1.5) into the continuity condition (2.1.3a) implies that φ must
be harmonic in the fluid domain, i.e.
∆φ = 0, z ≤ 0. (2.1.6)
The decay boundary conditions in the far-field are satisfied if φ → 0, ∇φ → 0 and
w → 0 as |x| → ∞ or z → −∞. We now proceed to reduce the governing equations
(2.1.3) into a system of equations describing the evolution of η, φ and w, where we
express w = (w1, w2, w3)T .
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Substitution of (2.1.5) into (2.1.3b) yields
∇(φt + p¯/ρ) = −wt + ν∆w, z ≤ 0.
This equation is satisfied if, for all z ≤ 0, we have φt = −p¯/ρ and wit = ν∆wi for
i = 1, 2, 3. We note that the evolution of φ in the fluid bulk is the same as inviscid
flow, whilst the vortical-components of the velocity field evolve under a heat equation
with diffusivity ν. Substituting p¯ = −ρφt into (2.1.3e) yields the evolution equation
for φt on the surface, namely:
φt = −gη + σ
ρ
∆Hη + 2ν∆Hφ− 2νw3z −
P
ρ
, z = 0, (2.1.7)
where we have used (2.1.6) to obtain φzz = −∆Hφ for z ≤ 0. Under the Helmholtz
decomposition (2.1.5), the kinematic boundary condition (2.1.3f) becomes
ηt = φz + w
3, z = 0. (2.1.8)
Finally, (2.1.4) implies that, on z = 0, we have
∆Hφz + ∆Hw
3 − (φzz)z − w3zz = 0 ⇒ 2∆H(φz + w3) = ∆w3, (2.1.9)
where we have used the incompressibility condition (2.1.6). By recalling that w3 satis-
fies the heat equation
w3t = ν∆w
3, z ≤ 0, (2.1.10)
we substitute ∆w3 on z = 0 into (2.1.9), yielding the following evolution equation for






= 2ν∆Hηt, z = 0, (2.1.11)
where we have used the kinematic boundary condition (2.1.8) to derive the latter equal-
ity. We note that the evolution of η and φ on the fluid surface are independent of w1
and w2. Thus, when restricting our attention to surface waves, w1 and w2 decouple
from the system.
Equations (2.1.5)–(2.1.8) and (2.1.10)–(2.1.11) represent the equations of motion for
the fluid flow under a Helmholtz decomposition, forming the basis of the pilot-wave
modelling discussed in the following section.
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2.2 Pilot-wave hydrodynamics: the droplet-wave coupling
In the experimental configuration explored herein, the fluid bath is vertically vibrated
sinusoidally with height z = z0(t) ≡ A cos(ω0t), where A and ω0 are the shaking ampli-
tude and angular frequency, respectively. The evolution of the governing equations is
best described in the vibrating frame of reference of the undisturbed bath (z = z0(t)),
which amounts to replacing the gravitational acceleration −g in (2.1.7) with the effec-
tive acceleration −(g + z′′0 (t)), where primes (′) denote differentiation with respect to





which is the ratio of the peak bath acceleration relative to the magnitude of the grav-
itational acceleration. In the pilot-wave dynamics studied in this thesis, we typically
consider Γ . 5.
Under the Helmholtz decomposition for the fluid velocity, u = ∇φ+w, the linearised
equations (2.1.5)–(2.1.8) and (2.1.10)–(2.1.11) in the vibrating frame of reference form
the system
∆φ = 0, z ≤ 0, (2.2.1a)
w3t = ν∆w
3, z ≤ 0, (2.2.1b)
ηt = φz + w








∆Hη + 2ν∆Hφ− 2νw3z −
P
ρ
, z = 0, (2.2.1d)
w3t = 2ν∆Hηt, z = 0, (2.2.1e)
where we assume that as |x| → ∞ or z → −∞, we have η, φ, w3 → 0. For a droplet of
mass m, we employ the governing equations of Mola´cˇek & Bush [57]. In the vibrating
frame of reference, the droplet’s position (x, z) = (X(t), Z(t)) evolves according to
mX ′′(t) = −c
√
ρR0/σf(t)X
′(t)− νpX ′(t)− f(t)∇Hη(X(t), t), (2.2.2a)
mZ ′′(t) = −mg(1− Γ cos(ω0t))+ f(t). (2.2.2b)
Here f(t) =
∫
R2 P (x, t) dx is the force that acts on the droplet during impact (corre-
sponding to f > 0), which couples the droplet dynamics to the fluid bath. A model
for the applied pressure P (x, t) needs to be derived or imposed to close the system.
During impact (f > 0), the droplet is subject to skidding friction characterised by
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the dimensionless parameter c > 0, and a (linearised) horizontal kick that propels the
droplet along the surface of the bath. During flight (f = 0), the droplet’s horizontal
motion is subject to Stokes’ drag with coefficient νp = 6piR0µa, where R0 is the droplet
radius and µa is the dynamic viscosity of air. However, it is argued by Mola´cˇek & Bush
[57] that all vertical drag forces acting on the droplet during flight are subdominant in
this parameter regime, so the droplet’s vertical motion is assumed to be driven only by
gravity during flight.
2.2.1 Dimensionless equations
We proceed to non-dimensionalise the governing equations (2.2.1)–(2.2.2), with the nat-
ural length scale (x, z) ∼ λF and timescale t ∼ TF , where λF is the Faraday wavelength
for the given fluid and vibrational frequency, and TF = 4pi/ω0 is the subharmonic pe-
riod of the Faraday waves. In the dynamics considered for the pilot-wave system, the
force f acting on the droplet during impact scales with the droplet’s weight (f ∼ mg).
Hence, the natural pressure scale is P ∼ mg/λ2F . To balance φt with P/ρ, we introduce




F ), allowing us to scale η ∼ Z0, φ ∼ Z0λF /TF and
ω3 ∼ Z0/TF . This choice of scaling is convenient for further analysis since the dimen-
sionless fluid equations do not have an explicit dependence on the droplet properties.
Furthermore, the ratio δ0 = Z0/λF describes the typical wave-slope, where we require
δ0  1 for consistency with the assumed linearity used in the derivation of the fluid
model (2.2.1).
Under this non-dimensionalisation when the fluid is initially at rest, the evolution of
the fluid in the vibrating frame of reference (2.2.1) becomes
∆φ = 0, z ≤ 0, (2.2.3a)
w3t = Re
−1∆w3, z ≤ 0, (2.2.3b)
ηt = φz + 2Re
−1∆Hη, z = 0, (2.2.3c)
φt = −GgΓ(t)η +Bo∆Hη + 2Re−1∆Hφ− 2Re−1w3z − P, z = 0, (2.2.3d)
w3t = 2Re
−1∆Hηt, z = 0, (2.2.3e)











respectively. The dimensionless effective gravity in equations (2.2.3d) and (2.2.4b)
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is denoted gΓ(t) = 1 − Γ cos(4pit). Furthermore, the dimensionless system (2.2.3) is
equipped with decay conditions for η, φ and w3 in the far-field. Here we have assumed
that η = w3 = 0 at time t = 0, allowing us to eliminate w3 from (2.2.3c) using equation
(2.2.3e).
Moreover, non-dimensionalising the droplet dynamics (2.2.2) yields
X ′′(t) + Cif(t)X ′(t) + CaX ′(t) = −δ0Gf(t)∇Hη(X(t), t), (2.2.4a)





with the typical wave-slope δ0 = Z0/λF , friction coefficient Ci = c
√
ρR0/σgTF , and
air-drag coefficient Ca = νpTF /m.
2.2.2 Reducing the dynamics to an equation for the surface elevation
Although we may, in principle, solve the fluid system (2.2.3) numerically for a given
pressure field P , we aim to express the dynamics as a single evolution equation for the
surface perturbation η. As the droplet-wave coupling occurs only at the fluid surface,
the sub-surface dynamics are not required for describing the evolution of the pilot-wave
system, which makes this a reasonable aim.
For sufficient decay of η, φ and w3 as |x| → ∞, we may take a Hankel transform
in the horizontal plane of the governing fluid equations (2.2.3) for a bath with infi-
nite horizontal extent, using the complex basis functions Φm(x; k) ≡ Jm(kr)eimθ (for
x = (r, θ) in polar coordinates). These basis functions are eigenfunctions of Laplace’s
equation ∆HΦm = −k2Φm, where the corresponding eigenvalue is determined by the
wavenumber k. Furthermore, the basis functions satisfy the orthogonality condition∫
R2




where δmn is the Kronecker-delta and δ(·) is the Dirac-delta. We exploit the orthogo-
nality of these basis functions throughout this thesis.
Although similar equations may also be derived under a Fourier Transform, this Hankel
basis decomposition is more convenient for describing radially symmetric wave fields
(through the basis function Φ0), such as those generated by a bouncing droplet.








kηˆm(t; k)Φm(x; k) dk, (2.2.6a)





kekzφˆm(t; k)Φm(x; k) dk, (2.2.6b)





kwˆ3m(t, z; k)Φm(x; k) dk. (2.2.6c)
The transformation for P (x, t) (to variables Pˆm(t; k)) follows similarly to η(x, t). Since
Jm(·) = (−1)mJ−m(·) for all m ∈ Z, the reality condition is ηˆm = (−1)mηˆ∗−m (similarly
for the other variables), where ∗ denotes the complex conjugate. The z-component
of φ under this decomposition (ekz, which is independent of the angular mode m) is
chosen so that φ automatically satisfies Laplace’s equation (2.2.3a) in the fluid bulk.
Furthermore, the Dirichlet-to-Neumann map required to calculate φz on z = 0 (see
equation (2.2.3c)) is kφˆm under this transformation, which simplifies the analysis of
the resultant dynamics considerably. Thus, under the decomposition (2.2.6) and using





−1(−k2wˆ3m + ∂zzwˆ3m), z ≤ 0, (2.2.7a)
∂tηˆm = kφˆm − γkηˆm, z = 0, (2.2.7b)
∂tφˆm = −GgΓ(t)ηˆm −Bok2ηˆm − γkφˆm − 2Re−1∂zwˆ3m − Pˆm, z = 0, (2.2.7c)
∂twˆ
3
m = −γk∂tηˆm, z = 0, (2.2.7d)
where we have defined γk = 2Re
−1k2.
As our aim is to reduce the dynamics to a single equation describing the motion of the
surface, we need to solve the heat equation (2.2.7a) with boundary conditions (2.2.7d)
and wˆ3m → 0 as z → −∞, from which derive ∂zwˆ3m on z = 0, as required for equation
(2.2.7c). We perform this calculation by means of a Laplace transform, which we define
for any function F (t) (with sufficient decay) as




The complex variable s lies in a subset of the complex plane, where this domain of
definition is chosen so that the above integral exists for given F (t). On solving the
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heat equation in Laplace-space, we then proceed to invert the Laplace transform to
find ∂zwˆ
3
m on z = 0.
Since system (2.2.7) has no explicit dependence on m, we omit the m dependence
for notational clarity for the rest of this section. Furthermore, we denote Ω(t, z; k) =






where the Laplace transform of the boundary condition (2.2.7d) gives sΩ¯ = −γkL[∂tηˆ](s)
on z = 0. Furthermore, Ω¯ must also satisfy the decay condition Ω¯ → 0 as z → −∞.
Solving (2.2.8) with respect to these boundary conditions yields
sΩ¯ = −γkL[∂tηˆ](s) exp(ξ(s)z),






k2 + sRe, where we take the square root with positive real part.
It remains to invert the Laplace variable Ω¯z|z=0 to give ∂zwˆ3|z=0 in physical space,










+ a exp(a2t) erf(a
√
t), (2.2.10)
where erf(·) is the error function. Hence, by applying the Laplace shift theorem to

















and erfc(·) is the complementary error function. We may then invert (2.2.9) by applying
(2.2.11) and the convolution theorem for the Laplace transform.
Following this calculation for solving the heat equation, system (2.2.7) is reduced to
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the following temporally nonlocal system for ηˆ and φˆ:
∂tηˆ = kφˆ− γkηˆ,




1 + Gk(t− τ)
)
∂τ ηˆ(τ ; k) dτ − Pˆ ,








Gk(t−τ)∂τ ηˆm(τ ; k) dτ = −kPˆ , (2.2.12)
where
γk = 2Re
−1k2, ω2k = Gk +Bok
3, ω2g,k = Gk.
In the case with no vibrational forcing (Γ = 0) and no applied pressure (Pˆ = 0), we
recover the result of Prosperetti [69] via a different derivation. We recall that to derive
(2.2.12) from (2.2.7), we have assumed that wˆ3 = ηˆ = 0 at t = 0, but we have not
made any assumptions about ∂tηˆ at t = 0.
Furthermore, we may simplify (2.2.12) through integration by parts, yielding the non-



















ηˆ(τ ; k) dτ = −kPˆ ,
(2.2.13)
where Kk(t) = e−γkt/2t−1/2. When there is no applied pressure (Pˆ = 0), we recover the
result of Beyer & Friedrich [5] for infinite depth with an initially quiescent bath, again
through a different derivation.
2.2.3 Canonical pilot-wave problem
Before analysing the dynamics of the nonlocal Mathieu equation (2.2.13), we state the





the wave field perturbation η in the vibrating frame of reference. For orthogonal basis
function Φm(x; k) = Jm(kr)e






kηˆm(t; k)Φm(x; k) dk, (2.2.14)
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and similarly for the pressure P applied by the droplet during impact. The pilot-wave





ω2k − ω2g,kΓ cos(4pit)
)
ηˆm +Hm(t; k)− kPˆm, (2.2.15a)












ηˆm(τ ; k) dτ, (2.2.15b)
X ′′(t) = −Cif(t)X ′(t)− CaX ′(t)− δ0Gf(t)∇Hη(X(t), t), (2.2.15c)





To evolve system (2.2.15), a model must be derived to describe the evolution of the
pressure P acting on the fluid, where f(t) =
∫
R2 P (x, t) dx is the force acting on the
droplet. The parametric forcing (whose magnitude is prescribed by the dimensionless
acceleration Γ) arises due to the periodic shaking of the bath. We will see in Section
2.3 that Γ determines the nature of the Faraday waves that form on the fluid surface.
The fluid history term Hm(t; k) describes the nonlocality of the evolution equation,
which arises from the viscosity-induced diffusion of the velocity field away from the
free surface.
This model (2.2.15) is valid for a linear description of the fluid wave field, which is to say
that the waves remain sufficiently small with a small wave-slope ∇η. In deriving this
system, we have also assumed that both w3 and η vanish initially. Such an assumption
is reasonable for modelling the pilot-wave dynamics since the experiments are usually
initiated on a quiescent bath.
2.3 The nonlocal Mathieu equation
In the case of no applied pressure (P = 0), we consider the dynamics of the nonlo-
cal Mathieu equation (2.2.13) in several special cases, including the dynamics in the
absence of vibrational forcing (Γ = 0), various weak-viscosity limits, and long-time ap-
proximations both with and without vibrational forcing. Following Prosperetti [69], we
allow for arbitrary initial conditions for mathematical breadth, despite this not being
consistent with the hydrodynamic derivation.
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2.3.1 Special cases
The unshaken bath (Γ = 0)
The case of no external shaking (Γ = 0) was analysed by Prosperetti [69], who not only
computed asymptotic short- and long-time approximations for ηˆ, but also analytically
solved the integro-differential equation (2.2.13) for arbitrary initial data, by means of
the Laplace transform. For sufficiently short time (t 2/γk), Prosperetti proved that
ηˆ ≈ ηˆ0, where
ηˆ0(t; k) = a0e
−γkt cos
(√
ω2k − γ2k + ϕ0
)
.
Here a0 and ϕ0 are two real constants depending on the initial conditions. The dimen-
sionless damping rate γk = 2Re
−1k2 is the well-known decay rate for weakly-viscous
waves in the limit Re→∞.
In the long-time limit (ωkt → ∞), the solution is approximately given by ηˆ ≈ ηˆ∞,
where





where Re[·] denotes the real part of a complex quantity and a∞ and ϕ∞ are constants
that depend on the initial conditions. Here σ∞ = σ∞(k) ∈ C is given as the solution




= 0, where we define
Ck(s) = (s+ γk)
2 + ω2k − γ2k
√
1 + 2s/γk. (2.3.1)
The phenomenological approximation
The phenomenological approximation may be derived from the integro-differential equa-
tion (2.2.13) by neglecting the higher-order powers of the small parameter γk = 2Re
−1k2
as Re→∞. This yields
ηˆ′′ + 2γkηˆ′ +
(
ω2k − ω2g,kΓ cos(4pit)
)
ηˆ = 0,
where primes ( ′ ) denote differentiation with respect to t. We note that the temporal
nonlocality has been neglected, which makes this equation amenable for simple analysis.
In the case Γ = 0, this equation has solutions given by ηˆ0(t; k) above, which is consistent
with the analysis of Prosperetti [69] for t 2/γk.
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Quasi-potential flow
The quasi-potential flow approximation [18] has been the source of much attention
in recent years, particularly with applications to the pilot-wave problem considered
herein [32, 55]. In short, the approximation amounts to neglecting the integral-term of
equation (2.2.13) only, yielding the following equation of motion:




k − ω2g,kΓ cos(4pit)
)
ηˆ = 0.
The additional γ2k factor is the curiosity of this model and yields solutions whose os-
cillatory frequency is different from that of the phenomenological model. However,
when the frequency of the inviscid waves is much greater than the damping rate (i.e.
ωk  γk), the quasi-potential and phenomenological models agree to leading order.
The quasi-potential model has been justified in several works [18, 32, 55] and has the
advantage over the phenomenological approximation of corresponding to a system of
differential equations in physical space, namely
∇2φ = 0, z ≤ 0,
ηt = φz + 2Re
−1∆Hη, z = 0,
φt = −GgΓ(t)η +Bo∆Hη + 2Re−1∆Hφ, z = 0,
where gΓ(t) = 1− Γ cos(4pit) is the dimensionless effective gravity. As these equations
are local in time t, they are more convenient for solving in domains where submerged
topography is present, as used by Faria [29] in various configurations [38, 73, 74], and in
the hydrodynamic tunnelling model of Nachbin et al. [58]. In Chapter 8, we consider
the droplet dynamics when confined to a circular corral, which amounts to efficient
computation of the Dirichlet-to-Neumann map for the velocity potential φ.
However, as shown by Milewski et al. [55], the quasi-potential approximation fails to
accurately predict the Faraday threshold ΓF for the fluids used in experiments. To
account for this, a viscosity correction was used to gain agreement with experimental
data. This modification is undesirable and motivates our application of the nonlocal
Mathieu equation in order to obtain an improved fluid model.
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2.3.2 Floquet solutions
While the nonlocal Mathieu equation makes use of fewer approximations than the phe-
nomenological and quasi-potential models, the temporal nonlocality increases the cost
and complexity of numerical computation. However, we may instead use Floquet theory
to approximate the long-time dynamics of the nonlocal Mathieu equation (2.2.13).
For this section, we drop the dependence on the angular mode m and consider the case





η¯(s− 4pii; k) + η¯(s+ 4pii; k)), (2.3.2)
where η¯(s; k) = L[ηˆ(t; k)], s is a complex number (in some suitable domain of defini-
tion), i is the imaginary unit, and Ck(s) is defined in equation (2.3.1). We note that
Ck(s) is self-conjugate, i.e. Ck(s
∗) = Ck(s)∗, and that in the absence of vibrational





As show by Kumar [43], the Faraday instability for a fluid of infinite depth corre-
sponds to subharmonic waves (relative to the forcing frequency). To seek subharmonic
solutions of Floquet form, we pose the ansatz







s− (λk(Γ) + iσn) , (2.3.3)
where σn = 2npi and λk(Γ) ∈ C describes the damping and oscillatory phase-changes
induced by the Faraday shaking. For a finite truncation (N < ∞), we assume that
ηn = 0 for all n such that |n| > N .
















To remove the singularity existing in the limit s → λk(Γ) + iσn′ for all n′ ∈ Z, we
require
Ck(λk + iσn)ηn = α(k; Γ)(ηn+2 + ηn−2) ∀n, (2.3.4)









. . . A−3 −α 0 0 . . .
. . . −α A−1 −α 0 . . .
. . . 0 −α A1 −α . . .






























. The determinant of this matrix depends
on the unknown damping λk(Γ): in order to obtain a non-trivial oscillatory solution
(ηn 6= 0 in general) we need to find λk(Γ) such that the matrix determinant vanishes
for given (k,Γ), leading to a nonlinear root finding problem. This calculation allows us
to approximate the long-time evolution of the nonlocal Mathieu equation (2.2.13) for
all k > 0 and given vibrational forcing Γ < ΓF .
Alternatively, we may fix a value of k and λk, and find a corresponding Γ. In the
case λk = 0, the curve Γ = Γc(k) determines the critical acceleration at which a given
wavenumber k destabilises, as was explored in Kumar’s extensive analysis [43]. Hence,
the Faraday threshold ΓF corresponds to the wavenumber k = kF that minimises this
curve, namely kF = argmink Γc(k) and ΓF = Γc(kF ).
The N = 1 truncation
If we truncate the expansion (2.3.3) to the leading order behaviourN = 1 (i.e. summing













For non-trivial solutions, we require A−1A1 = α2. The critical Faraday instability










where | · | denotes the absolute value of a complex number. This approximation for
Γc(k) was also derived by Beyer & Friedrich [5]. As shown by Figure 2-1 and Figure 2-2,
the N = 1 truncation (grey curve) yields a reasonable approximation for the Faraday
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threshold, although the inclusion of higher-order terms (N > 1) is necessary for a more
accurate computation of Γc(k) and the decay rates λk(Γ).
The N = 3 truncation
We now truncate the expansion (2.3.3) at N = 3 and consider n ∈ {−3,−1, 1, 3}, which
allows us to write the matrix form for the system, namely
A−3 −α 0 0
−α A−1 −α 0
0 −α A1 −α














For non-trivial solutions to (2.3.5), we require the determinant of this matrix to vanish,






where β = β(k; Γ) and χ = χ(k; Γ) are defined as
β = A−1A−3 +A−3A3 +A1A3 and χ = A−3A−1A1A3.





(β/2)2 − χ, (2.3.6)
which is equivalent to the expression derived by Kumar [43] through an alternative
approach.
For given k and Γ (i.e. given α), the aim is to find λk ∈ C such that (2.3.6) is satisfied,
where we recall that An(k; Γ) = Ck(λk(Γ) + iσn). In fact, there are two solutions,
λ±k (Γ), where the root denoted λ
+
k has the slowest decay rate with λ
+
kF
(ΓF ) = 0. It
should be noted that Re[λ±k (Γ)] < 0 for all all k > 0 and Γ < ΓF , corresponding to
temporally decaying solutions. These decay rates are presented in Figure 2-1(b)–(c),
where we observe that the λ±k ∈ R for k in a neighbourhood of the Faraday wavenumber
kF , corresponding to subharmonic standing waves. In contrast, the wavenumbers k
satisfying Im[λ±k ] 6= 0 correspond to travelling wave solutions, for which the effect of
the vibrational forcing is less pronounced.
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Figure 2-1: Critical vibrational forcing Γc(k) for the N = 1 (grey) and N = 3 (black)
subharmonic truncations, for a fluid with kinematic viscosity ν = 20 cSt, surface tension
σ = 20.6 dyn cm−1 and density ρ = 0.949 g cm−3, with vibrational frequency f0 =
80 Hz. The Faraday threshold (from the N = 3 truncation) is ΓF = 4.162 with
critical wavenumber kF = 13.25 cm
−1 and corresponding Faraday wavelength λF =
2pi/kF = 4.74 mm. (b)–(c) Real and imaginary parts of the dimensionless decay rates
λ±k (normalised by 1/TF ) at Γ = ΓF (for N = 3). The dominant decay rate λ+k satisfies
λ+kF (ΓF ) = 0, corresponding to neutral stability at the Faraday threshold.















where An is evaluated at λk = λ
±
k . This yields two linearly independent solutions
ηˆ±(t; k) that describe the long-time behaviour of the nonlocal Mathieu equation for
each wavenumber k > 0 and all subcritical values of the vibrational forcing Γ < ΓF .
For given initial conditions ηˆ(t0; k) = u0 and ηˆ
′(t0; k) = v0, we then need to find
corresponding constants c± such that ηˆ(t) = c+ηˆ+(t) + c−ηˆ−(t) for all t ≥ t0, which
may be reduced to solving a linear system. The principal fundamental matrix Ψk(t; Γ)
for evolving the wave dynamics for t ≥ t0 is Ψk(t; Γ) = Fk(t; Γ)Fk(t0; Γ)−1, where
Fk(t) =
(
ηˆ+(t; k) ηˆ−(t; k)
ηˆ′+(t; k) ηˆ′−(t; k)
)
. (2.3.7)
The matrix Fk(t) is used for the wave field evolution throughout this thesis.
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Figure 2-2: Relative error in the self-convergence of (a) the Faraday threshold ΓF , and
(b) the Faraday wavenumber kF , as the truncation N is increased to include higher-
order terms. As in Figure 2-1, we consider a fluid with kinematic viscosity ν = 20 cSt,
surface tension σ = 20.6 dyn cm−1 and density ρ = 0.949 g cm−3, with vibrational
frequency f0 = 80 Hz.
Higher-order truncations
Following Kumar [43], we also consider the change in the Faraday threshold predictions
when higher-order terms in the subharmonic Floquet expansion (2.3.3) are included (so
N ≥ 5). We observe from Figure 2-2 that the prediction error rapidly decreases as N
is increased. Indeed, it appears that the N = 3 correction is sufficient to accurately
describe the long-time dynamics of the Faraday waves (at least in the vicinity of the
Faraday threshold), whereas the error in the N = 1 truncation is appreciable (see
Figure 2-1(a)).
2.3.3 Comparison of numerical predictions to experimental data
We compare the predictions of our model for the Faraday threshold ΓF and critical
wavelength λF = 2pi/kF (using the N = 3 truncation) for the two different fluids
considered in the experiments of Wind-Willassen et al. [80]. The bath used in both
cases had depth of 16 mm, which is sufficiently deep for our infinite depth model to be
appropriate.
Firstly, a weak viscosity was considered, with kinematic viscosity ν = 20 cSt, density
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ν = 20 cSt ν = 50 cSt
f0 (Hz) 70 80 50
ΓexpF ± 0.05 3.33 4.22 4.23
ΓpredF 3.31 4.16 4.06
λexpF (mm) 5.28 4.75 6.96
λpredF (mm) 5.26 4.74 7.19
Table 2.1: Experimental and theoretical predications of the Faraday threshold ΓF
and corresponding wavelength λF for the two fluids used in the experiments of Wind-
Willassen et al. [80], where f0 = ω0/(2pi) is the frequency of the vibrational forcing.








F /ρ, an approximation valid for a deep bath with weak viscosity.
ρ = 0.949 g cm−3 and surface tension σ = 20.6 dyn cm−1. At vibrational frequencies
f0 = 70 Hz and f0 = 80 Hz, our model is in excellent agreement with the values
observed in experiments (see Table 2.1). In fact, the experimental Faraday threshold
ΓexpF = 4.22 at f0 = 80 Hz was later reported to be Γ
exp
F = 4.15 in the experiments of
Damiano et al. [16], which is closer to the value of ΓexpF = 4.16 predicted by our model.
The second fluid considered was more viscous, with kinematic viscosity ν = 50 cSt,
density ρ = 0.965 g cm−3 and surface tension σ = 20.8 dyn cm−1. In this case, the
predictions of our model are less satisfactory (see Table 2.1), with a 4% relative error in
the Faraday threshold. The inclusion of higher-order terms in the Floquet expansion
does not appreciably change the predictions of the Faraday threshold. Indeed, our
prediction is similar to that of Mola´cˇek & Bush [57] (ΓpredF = 4.07) in which a different
viscous fluid model was used. As reported by Harris & Bush [39], the Faraday threshold
is extremely sensitive to changes in temperature (±0.08 ◦C−1 in their experiments), so
this effect may partially account for the error in our predictions.
Many of the current experiments use the 20 cSt – 80 Hz fluid combination (e.g. dynam-
ics under a central force [47], reflection off planar walls [74] and diffraction between
submerged slits [73]), which is the fluid that we will consider for the majority of this
thesis. In works that used the quasi-potential flow approximation [29, 32, 55], a viscos-
ity correction was utilised to match the experimentally observed value of ΓpredF = 4.22
[80]. However, as the value of our prediction is much closer to the two values observed
in experiments [16, 80], we will proceed without any viscosity correction or alterations
to the fluid model.
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Figure 2-3: Comparison of the dimensionless long-time solution at theN = 3 truncation
(grey curve) and the full numerical solution of the integro-differential equation (black
curve) at Γ/ΓF = 0.97 for the 20 cSt – 80 Hz combination. The initial condition
corresponds to a point impulse at time t = 0, namely ηˆ(0; k) = 0 and ηˆ′(0; k) =
−k/(2pi) in dimensionless variables. The approximation works well for a wide range of
wavenumbers k, with (a) k/kF = 1, (b) k/kF = 0.6 and (c) k/kF = 1.4. For k  kF ,
the solutions are quickly damped due to viscosity.
2.3.4 Numerical solution
In order to validate the temporal convergence of the long-time approximation to the
nonlocal Mathieu equation, we solve (2.2.13) numerically using the methods described
below. As presented in Figure 2-3, there is a favourable agreement between these
two solutions following an initial transient on the timescale of one Faraday period TF .
Later in this thesis, we will adopt an instantaneous impacts model for the pilot-wave
dynamics, so the error in the long-time approximation over the first Faraday period
does not significantly influence the evolution of the system.
We now describe a fast and accurate numerical method for solving the nonlocal Math-
ieu equation (2.2.13). For algebraic simplicity, we consider the case with no applied
pressure (Pˆ = 0), but our methods may be easily extended to include an inhomogeneity.
We herein apply the trapezoidal rule to evolve the nonlocal Mathieu equation (2.2.13),
where we adapt the trapezium rule for integrating the weakly-singular memory term
using the quadrature rule derived in Appendix A. Although the system is diagonal in
the wavenumber k, we employ Simpson’s rule to integrate over k when converting back
to physical space (see equation (2.2.14)).
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2ηˆ +Q(t; k)ηˆ −H(t; k) = 0, (2.3.8)
where












ηˆ(τ ; k) dτ.
For a given time tn = nh with timestep h > 0, we define A(t; k) = ηˆ(t; k)e
γk(t−tn),
where eγk(t−tn) is an integrating factor used to account for the viscous decay in the
fluid. Then for t ≥ tn, equation (2.3.8) becomes
A′′(t; k) +Q(t; k)A(t; k)− I(t; k) = 0, (2.3.9)
where the transformed memory term is I(t; k) = eγk(t−tn)H(t; k). We then express the
approximate solution at each time as
An+j(k) ≈ A(tn+j ; k) and A′n+j(k) ≈ A′(tn+j ; k) for j ∈ {0, 1},
where the solutions required to compute the memory terms I are
ηˆl(k) ≈ ηˆ(tl; k) and ηˆ′l(k) ≈ ηˆ′(tl; k) for l = 0, . . . , n+ 1.
Furthermore, we denote the parametric forcing at each timestep by Qj(k) = Q(tj ; k),
and an approximation to the integral term In+j(k) ≈ I(tn+j ; k) (for j ∈ {0, 1}), as
discussed below.
Assuming that ηˆl and ηˆ
′
l are known for all l ≤ n (and hence An and A′n are also known),
then the trapezoidal rule evolution of (2.3.9) is














[In + In+1 − (QnAn +Qn+1An+1)]. (2.3.10b)
On the right-hand side of (2.3.10b), the unknown terms An+1 and A
′
n+1 also contribute
to the integral term In+1, which we discuss below.
It remains to approximate the integral term In+j(k) ≈ I(tn+j ; k) for j ∈ {0, 1}. We
recall that the kernel in this integrand Kk is weakly singular; in Appendix A, we derive
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a modification to the trapezium rule that gives an O(h2) convergence, which is sufficient
for use with the trapezoidal evolution of the system (since this method also exhibits
O(h2) convergence). We thus obtain quadrature weights wjl (k) for j = {0, 1} and












for j ∈ {0, 1},





2/pi. We note that In is independent of the unknowns ηˆn+1
and ηˆ′n+1 (or equivalently, An+1 and A′n+1). However, for In+1, we need to decompose
into the past (l ≤ n) and future (l = n + 1) evolution of the free surface. To do this,
we first define










for j ∈ {0, 1},
yielding In = P 0n and








where we have used the transformation A(t; k) = ηˆ(t; k)eγk(t−tn) for t ≥ tn. The
bracketed term in (2.3.11) is unknown and contributes to the implicit component of
the evolution system (2.3.10).






































We note that the system is diagonal in k, so the inversion ofBn+1(k) comes at very little
computational cost. In Figure 2-4, we present the self-convergence of the numerical
scheme for a range of wavenumbers k, from which our claim of O(h2) convergence











Figure 2-4: Self-convergence of the nonlocal Mathieu equation, with evolution under
the trapezoidal rule (2.3.10) with quadrature of the memory term I as described in
Appendix A. For fixed vibrational forcing (Γ/ΓF = 0.97), we considered k/kF = 1
(blue circles), k/kF = 0.6 (black crosses) and k/kF = 0.3 (red squares). The black
dashed line is h2, indicating quadratic convergence in all three cases. The error in ηˆ at
t = 1 is defined relative to the numerical solution with h = 2−10.
Remark 2.1. We also obtain O(h2) convergence using a second order (explicit) Adams-
Bashforth scheme. While this approach negates the need for matrix inversion, it re-
quires an initial forward Euler step to commence the integration.
In Figure 2-5, we plot the evolution of the free surface η(x, t) following an axisym-






where ηˆ0(t; k) evolves under the homogeneous nonlocal Mathieu equation (2.2.13) with
initial conditions ηˆ0(0; k) = 0 and ∂tηˆ0(0; k) = −k/(2pi). Although the point impact
excites high frequencies, these are rapidly damped due to viscosity.
We consider two different regimes: the case of no vibrational forcing (Γ = 0) and
the case when the vibrational forcing is in close proximity to the Faraday threshold,
whilst remaining subcritical (Γ/ΓF = 0.99). In the former case, an axisymmetric
travelling wave is triggered, which propagates away from the impact site. Although
the short-time dynamics are largely unchanged when the bath is vertically vibrated,
we begin to see the emergence of standing Faraday waves centred around the impact
site as time increases. The decay time of the waves increases as the proximity to the
Faraday threshold decreases, resulting in a more prominent role in the fluid evolution
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Figure 2-5: Numerical solution of η(x, t) evolved using the nonlocal Mathieu equation
for an axisymmetric instantaneous point-impact at time t = 0. The fluid is the 20
cSt – 80 Hz combination. We present the wave field at times t/TF = 0.3 (a, c) and
t/TF = 4 (b, d) after the impact. (a)–(b) No vibrational forcing (Γ = 0): a travelling
wave propagates away from the centre of the bath. (c)–(d) High vibrational forcing
(Γ/ΓF = 0.99): a field of standing Faraday waves forms. This figure is similar to the
experimental pictures of Eddi et al. [25] (see Figure 5 of their work).
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as Γ→ Γ−F . We explore this effect in more detail in Chapter 3, where we approximate
the fluid evolution using the long-time approximation derived using Floquet theory.
2.4 Wave field energetics
Throughout this thesis, we frequently observe a relationship between the wave field
energy and the stability of various steady states, such as bouncing, walking and orbiting
dynamics. The influence of the wave field energy on the pilot-wave dynamics has been
previously discussed in the double quantization that arises for dynamics in a harmonic
potential [68], the interaction energy of two walking droplets [7], and the onset of
instability for circular orbits under a central force [47]. However, only the contribution
of gravitational energy at impact was considered, while the energy variation due to the
oscillatory wave field motion was neglected. Furthermore, as a monochromatic wave
field was assumed, the surface elevation η exhibited insufficient spatial decay (∼ r−1/2)
for the energy of the entire wave field to be bounded, so only the contribution within
a finite disc was considered [7].
We proceed by deriving an approximation of the additional wave field energy due
to the presence of an impacting droplet, where we consider linearised components of
gravitational potential energy, surface energy and the kinetic energy contribution due
to the potential flow within the bath. We note that as the bath is infinite, we consider
only the energy contribution from the perturbed variables, and we neglect the kinetic
energy due to the vortical flow (which is subdominant to the potential flow). A similar
approach was also adopted by Mola´cˇek & Bush [57].
The components of energy are first stated for the nonlinear system, and then we consider
small perturbations away from the rest state (η, φ) = (0, 0) (as is consistent with the
derivation of the linearised hydrodynamic equations). In dimensional variables written

















where we have first linearised the equation by using the assumption that the wave slope
satisfies |∇Hη|  1, and then we have integrated by parts and used the assumed decay














Finally, for computing the energy of the potential flow, we use that |∇φ|2 = ∇·(φ∇φ)−
φ∆φ, where ∆φ = 0 for z ≤ η by the continuity equation (2.1.1a). Thus, by defining
















where we have used the divergence theorem with the assumed decay at infinity to reduce
the volume integral to a surface integral and then we have used that the perturbations
away from the rest state are small.
We proceed by non-dimensionalising the total energy E = S +P+K by scaling with






F , where as before we scale η ∼ Z0 and φ ∼ Z0λFT−1F .
By defining the inner product 〈f, g〉 = ∫R2 fg dA, we combine (2.4.1)–(2.4.3) to define








By an application of the Plancherel theorem, we reformulate the inner products in
(2.4.4) from an integration over the physical domain R2, to an integration over the
wavenumbers k > 0 and a sum over the angular modesm. By recalling that ∆HΦm(x; k) =







where the factor of 2pi is the square of the angular norms for Φm. Similarly, the potential
energy term 〈η, η〉 may be written as






Finally, to apply the Plancherel theorem to the kinetic energy term 〈φ, φz〉|z=0, we need
to express φz=0 and φz|z=0 in terms of the basis decomposition for η. This is achieved
via the kinematic boundary condition (2.2.7b), yielding





|∂tηˆm + γkηˆm|2 dk. (2.4.7)
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)|ηˆm|2 + |∂tηˆm|2 + γk ∂
∂t
(|ηˆm|2) dk, (2.4.8)
where we have used that ω2k = Gk +Bok
3.
Throughout this thesis, we explore the regime in which the droplet’s vertical motion
is assumed to be in periodic resonance with the subharmonic Faraday waves. In this
setting, it is more useful to consider the mean energy of the wave field over one Faraday
period. Thus, by defining tn = n+ t0 (where t0 is arbitrary), the mean energy between
times tn and tn+1 is 〈E 〉n =
∫ tn+1
tn
E (t) dt. We then time-average (2.4.8), yielding









)〈|ηˆm|2〉n + 〈|∂tηˆm|2〉n + γk[|ηˆm|2]n+1n dk, (2.4.9)
where we use square-brackets to denote [f ]n+1n = f(tn+1)− f(tn).
For periodic horizontal droplet motion, such as for steady bouncing and walking states,










)〈|ηˆm|2〉+ 〈|∂tηˆm|2〉 dk. (2.4.10)
We utilise (2.4.10) throughout this thesis; a suitable truncation of the wavenumbers k
is discussed in Appendix B.
2.5 Discussion
In this chapter, we derived a system of integro-differential equations for the evolution
of the free surface η(x, t) under a spectral decomposition. By using Floquet theory, we
obtained long-time approximations to this nonlocal Mathieu equation, and discussed
suitable truncations to the Floquet expansion. The evolution of the long-time solution
may be evolved through a fundamental matrix, a formulation that we exploit through-
out this thesis.
There are two main numerical benefits of transforming the linearised Navier-Stokes
equations using a spectral decomposition: we have reduced the three-dimensional fluid
problem to dynamics on the free surface (with the evolution governed by the nonlocal
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Mathieu equation), and the resulting system is diagonal in the wavenumber k and
angular mode m. This recasting has allowed us to efficiently simulate the evolution
of the fluid and benchmark the quality of the long-time approximations. The initial
transient and convergence of the long-time solution was not studied in earlier works
[5, 43].
Finally, we derived an approximation for the wave field energy, which will feature
throughout this thesis as a diagnostic tool for rationalising the emergent instabilities
in the pilot-wave system and the onset of quantization. Unlike earlier works [7, 47, 68],
we include the energy contribution induced by the oscillations of the bath, as well as





In this chapter, we derive a discrete-time iterative map for the pilot-wave dynamics
based on the modelling developments described in Chapter 2. This is achieved by
treating the impacts as instantaneous, with the vertical motion of the droplet assumed
periodic and subharmonic relative to the shaking of the bath (we recall from Chapter 1
that this vertical motion is known as the (2, 1) mode). These assumptions allow us to
analyse the pilot-wave dynamics in a number of regimes, including bouncing, walking,
and the emergence of orbital solutions at high vibrational forcing. Many of the results
in this Chapter are published in M. Durey & P.A. Milewksi, Faraday wave-droplet
dynamics: discrete-time analysis (J. Fluid Mech.) [20].
We first conduct a thorough investigation into the bouncing and walking dynamics,
including the stability of each state and the bifurcation between the two. Despite
the apparent complexity of the system, we derive a simple equation for the walking
threshold ΓW . Furthermore, we see the emergence of a Doppler shift in the wavelength
ahead and behind a walker (as reported in the experiments of Eddi et al. [25]), a feature
that cannot be captured in the stroboscopic trajectory equation [62]. By considering
the limit in which the walking speed is sufficiently slow, we derive a correction to the
wavelength predicted by Eddi et al. [25], which may explain the discrepancy between
their model and experimental data.
As a new perspective for understanding the stability of bouncing and walking states,
we analyse the system energetics in the vicinity of the walking threshold. The energy
of a walker is less than the energy of the corresponding unstable bouncer across a
broad parameter regime, suggesting the existence of an underlying energy minimisation
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principle. The relationship between stability and energy is a theme that is pursued
throughout the thesis, particularly for periodic dynamics under a central force (see
Chapters 4 and 5).
We also derive the memory parameter Me for this model, which is a proxy for the
number of prior impacts that influence the current pilot-wave dynamics. In the limit
where the timescale for acceleration is much longer than the memory time of the waves,
we derive a reduced model that exhibits an effective droplet mass and a nonlinear drag
term, similar to the results of Bush et al. [10]. However, an additional ingredient arises
in our model, namely that the droplet’s effective mass differs in both the directions
parallel and perpendicular to motion, a feature that can only be captured when the
droplet and the fluid bath decouple during flight.
Finally, we consider the dynamics of ‘hydrodynamic spin states’, in which orbital solu-
tions emerge at high vibrational forcing in the absence of any external forces [50, 61, 63].
Although these solutions are unstable in the parameter regime explored in experiments
[80], we will see in Chapters 4 and 6 that they also have a controlling influence on the
radial quantization of orbital solutions for dynamics under an applied force.
The numerical solutions used throughout this chapter are for a silicone oil with kine-
matic viscosity ν = 20 cSt, density ρ = 0.949 g cm−3 and surface tension σ = 20.6
dyn cm−1. We showed in Chapter 2 that at a vibrational frequency of f0 = 80 Hz,
the derived fluid model exhibited excellent agreement with the experiments of Wind-
Willassen et al. [80] and Damiano et al. [16], with a predicted Faraday threshold
ΓF = 4.16 and corresponding wavelength λF = 4.74 mm. Unless stated otherwise, we
consider a droplet of radius R0 = 0.38 mm (corresponding to a dimensionless vibration
number Vi = 0.8 for this fluid), which is in the regime where walkers are observed
in experiments [80]. Furthermore, we follow the results of Mola´cˇek & Bush [57] and
consider a dimensionless skidding friction coefficient c = 0.17, which was also adopted
in the works of Oza et al. [61, 62, 65] and Faria [29].
As in Chapter 2, we non-dimensionalise by scaling lengths with the Faraday wave-
length λF and time with the Faraday period TF = 4pi/ω0, where ω0 = 2pif0. Fur-





F ). The dimensionless pilot-wave dynamics are thus prescribed in
terms of the following parameters: the Reynolds number Re ≈ 45, Bond number
Bo ≈ 0.13, inverse-squared Froude number G ≈ 1.3, and the typical wave-slope
δ0 ≈ 0.0028, whilst the droplet drag coefficients during impact and flight are Ci ≈ 0.17
and Ca ≈ 0.015, respectively.
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Throughout the analysis of this chapter, we make use of several Bessel function iden-
tities listed in Appendix D.
3.1 Model reduction: periodic and instantaneous impacts
Following the developments of Chapter 2, we expand the wave field η (in dimension-
less units) in terms of orthogonal basis functions Φm(x; k) = Jm(kr)e
imθ, where x






kηˆm(t; k)Φm(x; k) dk, (3.1.1)
where ηˆm satisfies the reality condition ηˆ
∗−m = (−1)mηˆm and z∗ denotes the complex
conjugate of z ∈ C. For a given applied pressure with basis decomposition variables




















ηˆm(τ ; k) dτ = −kPˆm.
(3.1.2)
In Chapter 2, we approximated the long-time dynamics of (3.1.2) in the homogeneous
case Pˆm = 0 by means of a fundamental matrix Fk, a result that is used throughout
this chapter.
For a given normal force f(t) acting on the droplet in response to the wave field during
impact, the dimensionless evolution of the horizontal droplet position X(t) and verti-
cal displacement Z(t) evolve under the following equations in the vibrating frame of
reference [57]:
X ′′(t) + Cif(t)X ′(t) + CaX ′(t) = −δ0Gf(t)∇η(X(t), t), (3.1.3a)





where gΓ(t) = 1 − Γ cos(4pit) is the dimensionless effective gravity and Γ ∈ [0,ΓF )
prescribes the magnitude of the vibrational forcing.
We consider the case where (in dimensionless units) f(t) is periodic and is chosen so that
the vertical motion of the droplet is subharmonic relative to the shaking of the bath, i.e.
Z(t) = Z(t+ 1) for all t > 0. By integrating the droplet’s vertical motion (3.1.3b) over
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one period, we obtain the requirement
∫ 1
0 f(t) dt = 1 [57]. This equation is satisfied by
taking f(t) =
∑∞
n=0 δ(t − tn), where tn ≡ n + t0, t0 = θI/(4pi), and θI ∈ [0, 2pi) is the
mean impact phase of the droplet relative to the shaking of the bath (this should not
be confused with the phase that contact begins). For subharmonic dynamics in the
higher energy (2, 1)2 mode, we observe from experiments that typically θI/pi ∈ [1, 1.5]:
the droplet impacts whilst the bath is rising upwards. When we compare our results
to experimental data (as is done in later chapters of this thesis), θI is chosen to match
the observed walking speed of the droplet.
To relate the pressure distribution with the applied force, we need to prescribe a pressed
area on the surface of the fluid. For simplicity, we localise the pressure to a point,
namely P (x, t) = f(t)δ(x − X(t)) in dimensionless variables. This is a reasonable
approximation when the droplet radius is small relative to the Faraday wavelength
(i.e. R0/λF  1), which is the case in the parameter regime considered. Since the














where 2pi is the squared-norm of each basis function Φm. Hence, the transformed
pressure distribution is Pˆm(t; k) = f(t)Φ
∗
m(X(t); k)/(2pi) for all k > 0 and all m ∈ Z.
By resolving the dynamics induced by the δ-forcing analytically for the wave field
evolution (3.1.2) and the horizontal droplet evolution (3.1.3a), we obtain the following
nonlinear jumps at impact times t = tn:
[ηˆ′m(tn; k)]
+
− = −pkΦ∗m(X(tn); k), (3.1.4a)




∇η(X(tn), tn) +X ′(t−n )
)
, (3.1.4b)
where we denote ηˆ′m = ∂tηˆm and pk = k/(2pi). The fluid jump condition (3.1.4a)
follows directly from the inhomogeneous Mathieu equation (3.1.2), but the derivation
of (3.1.4b) is more subtle. When f(t) =
∑∞
n=0 δ(t− tn), we see from (3.1.3a) that the
δ-distribution multiplies the droplet velocity, which is assumed to be discontinuous at
t = tn. Hence, the sifting property of δ-distributions cannot be applied in this case. To
alleviate this difficulty, we extend the analysis of Catlla´ et al. [11] (see Appendix C)
and instead consider the droplet evolution (3.1.3a) in response to a mollified function








R ϕ = 1. This yields pointwise convergence δε → δ as ε→ 0 for all such functions
ϕ. By solving this new droplet evolution equation for Xε(t) with ε > 0, we obtain
X ′ε(t±n ). The limit ε → 0 supplies X ′(t±n ) and thus the velocity jump (3.1.4b), which
is independent of the test function ϕ.
During flight, the droplet governing equation (3.1.3a) reduces to X ′′(t) +CaX ′(t) = 0,
whose dynamics we solve analytically for given initial data. Although we may evolve the
homogeneous nonlocal Mathieu equation (2.2.13), we instead approximate the evolution
of ηˆm(t; k) by its long-time dynamics, as discussed in Chapter 2. Thus, the pilot-wave
dynamics evolve under the following linear maps during flight (t 6= tn):
X(tn+1) = X(tn) +
1− e−Ca
Ca
X ′(t+n ), (3.1.5a)
X ′(t−n+1) = e












where the matrix Mk(Γ) ∈ R2×2 (which is independent of m) is the principal funda-
mental matrix given by the long-time approximation to the nonlocal Mathieu equation,
i.e.Mk = Fk(t0+1)Fk(t0)
−1, where the fundamental matrix Fk was defined in equation
(2.3.7) (see Chapter 2), and t0 = θI/(4pi) for the impact phase parameter θI .
Remark 3.1. This method for evolving the fluid variables during flight is also readily
applicable for the phenomenological and quasi-potential approximations (see Chapter
2), since the corresponding (local) Mathieu equations are of Floquet form.
Remark 3.2. Although the assumed point-pressure distribution excites high frequen-
cies (corresponding to large wavenumbers k), these modes are rapidly damped due to
the viscous decay. In particular, there exists ks > 0 such that for all all k > ks, the
high frequencies have decayed sufficiently to give a negligible wave field contribution
at the following droplet impact, which may be estimated from the eigenvalues of the
fundamental matrix Mk. Moreover, we discretise k ∈ [0, ks] and perform integrations
over k (to compute the free surface) using Simpson’s rule, where a finer mesh is used
for k ≈ kF , particularly in the limit Γ→ ΓF .
3.1.1 The iterative map
To analyse the droplet dynamics between impacts, we define Xn = X(tn) and V
±
n =
X ′(t±n ), where V ±n correspond to the droplet impact before (−) and after (+) impact.
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Hence, the droplet velocity jump (3.1.4b) supplies





From (3.1.5b), we use that V −n+1 = e
−CaV +n for all n, which we combine with (3.1.6)
to derive





Rather than considering the velocity just after impact, it is more natural to consider





allowing us to recast (3.1.7) in terms of the mean velocity during flight, where we use
(3.1.8) to eliminate V +n and V
+
n+1 from (3.1.7) in favour of Un and Un+1, respectively.
This substitution yields
Un+1 = e






By subtracting Un from both sides of (3.1.9) and combining the evolution of the wave
field during flight (3.1.5c) and at impact (3.1.4a), we derive the following set of dif-
ference equations that describe the evolution of the discrete-time pilot-wave system:
Xn+1 −Xn = Un, (3.1.10a)
ηˆn+1m = Mk(Γ)ηˆ
n
m − pkΦ∗m(Xn+1; k)e2, (3.1.10b)
(Un+1 −Un
)
+DUn = −F∇η(Xn+1, tn+1). (3.1.10c)






and ej denotes the j
th Cartesian unit vector. The coefficients D and F are defined as







We recall that ηˆm is continuous across impacts, so the ∇η term in (3.1.10c) is well-
defined and is determined by the basis decomposition (3.1.1).
The discrete-time pilot-wave system (3.1.10) is thus fully characterised by the vibra-
tional acceleration Γ ∈ [0,ΓF ), the impact phase θI , the dimensionless drag coefficient
D ∈ [0, 1) and wave force coefficient F > 0. With the fluid and droplet parameters
considered, the drag force is D ≈ 0.17 while F ≈ 0.0033. It should be recalled that
both η and ∇η are assumed to be of size O(1) under this non-dimensionalisation.
The nonlinear iterative map (3.1.10) forms the foundations of our analysis of this pilot-
wave system. In Chapters 4 and 6, we modify system (3.1.10) to account for the effects
of an applied force acting on the droplet, whereas we consider the dynamics of two
interacting droplets in Chapter 7.
3.1.2 The memory parameter Me
A useful parameter for describing the pilot-wave dynamics is the dimensionless memory
time Me(Γ), which, loosely speaking, is the number of prior impacts that significantly
influence the current droplet dynamics for a given vibrational forcing Γ/ΓF [25]. This
parameter is determined by the eigenvalues e−s1 and e−s2 of the fundamental matrix
Mk(Γ), where si = si(k,Γ) and 0 ≤ Re[s1] ≤ Re[s2] for all k > 0 and Γ < ΓF . The
dominant exponent s1(k,Γ) is real and non-negative in a neighbourhood of (kF ,ΓF ),







where the corresponding critical wavenumber is defined as kC(Γ) with kC(ΓF ) = kF .
Furthermore, as s1(kF ,ΓF ) = 0, the memory parameter Me(Γ) diverges as Γ → Γ−1F .
Indeed, it has been shown for the quasi-potential approximation [55] and the phe-
nomenological approximation [25] that
Me(Γ) ∝ 1
1− Γ/ΓF as Γ→ Γ
−1
F ,
which we verify numerically for this fluid model in Figure 3-1. It is worth noting that
kC(Γ) > kF in the range of vibrational forcing considered in this fluid mechanical













Figure 3-1: Wave memory and the critical wavenumber. (a) The memory parameter
Me(Γ) as computed from the matrix Mk(Γ), where the slope indicates Me(Γ) ∝ (1 −
Γ/ΓF )
−1 over a range of Γ < ΓF (Me is independent of the impact phase θI). (b) The
corresponding critical wavenumber kC(Γ), where kC(ΓF ) = kF .
3.2 Dynamics of a single impact
As a consequence of the assumed linear wave field, we may alternatively express η as
the superposition of radially symmetric impact wave fields ηI , as was previously done
in the work of Fort et al. [31], Eddi et al. [25] and Oza et al. [62], where different
approximations to ηI were discussed in Chapter 1. In our model, we make far fewer
approximations to describe the evolution of the wave field, which allows us to capture
both the emergence of standing Faraday waves and the travelling wave triggered by
the droplet impact. We note that similar features were captured in the numerical
simulations of Milewski et al. [55].
By Graf’s addition theorem (D.0.3), the velocity jump (3.1.4a) at each impact is equiva-
lent to augmenting the wave field η by the radially symmetric wave field ηI . Specifically,
[η(x, tn)]
+





kηˆI(t; k)J0(k|x|) dk, (3.2.2)
with initial conditions ηˆI(t0; k) = 0 and ηˆ
′
I(t0; k) = −pk for all k > 0. As ηI(x, t0) ≡ 0
for all x, we note that η is continuous across each impact, akin to (3.1.10b). The wave
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Figure 3-2: The evolution of the axisymmetric single impact wave field ηI(xe1, tn) at
impact times tn for n = 1, 2, . . . , 10, with (a) Γ/ΓF = 0.8 and (b) Γ/ΓF = 0.98. The
wave field profile is normalised at each time by its value at the origin ηI(0, tn). At
larger vibrational forcing, the travelling wave is subdominant relative to the standing
Faraday waves after a long time.
field ηI then evolves according to the same dynamics as η, namely
ηˆI(tn; k,Γ) = −pkeT1Mnk (Γ)e2, (3.2.3)
where the damping of each wavenumber k > 0 is encoded in the matrix Mk(Γ).
In Figure 3-2, we plot the evolution of the single impact wave field at each impact
time tn, for n = 1, 2, . . . , 10 at intermediate (Γ/ΓF = 0.8) and high (Γ/ΓF = 0.98)
vibrational forcing. We observe a long travelling wave that propagates away from the
droplet impact position, as well as the emergence of standing Faraday waves. The
Faraday waves are subdominant to the travelling wave at low vibrational forcing, a
feature that is neglected in all models that assume a monochromatic wave field [31, 62],
even if a spatio-temporal decay is included [57, 64]. Furthermore, we note that ηI(x, t)
has a very similar form to that generated by the simulations of Milewski et al. [55] for
all t & t1, in which a more complete model was used to describe the droplet impact.
We conclude that the approximation of instantaneous forcing should be reasonable for
capturing the response of the Faraday wave field for each impact.
From (3.2.1), the superposition of single impacts as prescribed by the droplet’s past
trajectory determines that η(x, tn) =
∑∞
p=1 ηI(x −Xn−p, tp), where it is sufficient to
consider the sum for p ≥ 1 rather than p ≥ 0 since ηI ≡ 0 at t = 0. We may now write
the pilot-wave dynamics (3.1.10) succinctly as a trajectory equation for the velocity
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Un:









where the telescoping sum
∑p−1
q=0Un−q = Xn+1 −Xn+1−p gives the relative position
between prior impacts for p ≥ 1.
Although the trajectory equation (3.2.4) emphasises the temporal and spatial nonlocal-
ity in the pilot-wave dynamics, its form is less amenable for analysis than the iterative
map (3.1.10). In Section 3.5, we approximate the ∇ηI term in the weak-acceleration
limit, from which we derive a temporally local trajectory equation.
3.3 Bouncing states
To begin our analysis of the periodic states exhibited by our pilot-wave model (3.1.10),
we consider the dynamics of a bouncing droplet. As we make very few assumptions in
deriving our fluid model, we expect to capture many of the wave field phenomena seen
in experiments, such as an exponential spatial decay that depends on the vibrational
forcing, and non-stationarity of the wave field during flight [16] (which marks a depar-
ture from the assumed standing wave field of several earlier works [25, 31, 57, 62]). In
particular, the simplicity of our model allows us to analyse the stability of the bouncing
state, yielding an equation for the walking threshold ΓW .
For dynamics in an unbounded domain, we exploit translational invariance and seek a
periodic bouncing state characterised by Xn = Un = 0 for all n. As Φm(0; k) = 0 for
all m 6= 0, we only excite the Hankel mode ηˆ0 corresponding to the radially symmetric





Thus, ηB satisfies ∇ηB(0) = 0, yielding no horizontal kick on the droplet.
In Hankel space, periodicity of the axisymmetric wave field demands that ηˆn+10 = ηˆ
n
0
for all n: the damping over one Faraday period exactly balances the wave excitation at
impact. By defining ηˆB = ηˆ
n
0 , the iterative map (3.1.10b) requires that ηˆB(k) satisfies
ηˆB = Mk(Γ)ηˆB − pke2,
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we use (3.2.3) to relate the wave field of a bouncer ηB to that of a single impact ηI
through ηˆB(k) =
∑∞
n=0 ηˆI(tn; k), or equivalently, ηB(x) =
∑∞
n=0 ηI(x, tn). Thus, the
wave field of a bouncer may be regarded as the superposition of infinitely many periodic
prior impacts at the same point.
In Figure 3-3, we plot the radially symmetric wave field ηB(x) at impact for several
values of the vibrational forcing Γ/ΓF . We note that, unlike models that assume a
monochromatic wave field [57, 62], ηB(x) exhibits exponential spatial decay for |x|  1,
where the decay length ld depends on Γ and diverges in the limit Γ→ ΓF . Moreover, by
considering the wave dynamics during flight (t ∈ (t+n , t−n+1)), we compute the evolution
of the wave field zeros between impacts. From Figure 3-4, we observe that the zeros
rn(t) of the bouncer’s wave field move away from the origin over each impact period,
which arises from the travelling front dynamics of a single impact observed in Figure
3-2. This feature has also been observed experimentally by Damiano et al. [16] and
in the simulations of Milewski et al. [55], but cannot be captured in a model that
assumes the wave field to be a superposition of standing waves. We argue that this is
an important feature for describing droplets interacting at close proximity, such as in
our the study of orbiting pairs (see Chapter 7).
3.3.1 Stability analysis
We now analyse the asymptotic linear stability of the periodic bouncing state, where
we aim to find the threshold ΓW at which the bouncing destabilises and steady walking
arises. Despite the complexity of this system, we obtain a simple scalar equation to
determine ΓW . We study this analysis in some detail, which serves the purpose of
demonstrating the main ideas for other periodic states, such as walking and orbiting.
For a small dimensionless parameter 0 <   1, we consider perturbations from the
steady states XS = US ≡ 0 and ηS ≡ ηB, which we denote as
Xn = XS + X
P
n , Un = US + U
P
n , η(x, tn) = ηS(x) + η
P (x, tn),
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Figure 3-3: The radially symmetric wave field of a bouncer ηB(rer), where er is a radial
unit vector. The wave field amplitude grows as Γ is progressively increased, where ηB is
plotted for Γ/ΓF = 0.7 (blue), Γ/ΓF = 0.8 (red) and Γ/ΓF = 0.85 (yellow). Inset: The
corresponding peaks of |ηB(x)/ηB(0)| as a function of radius r = |x|. The wave field
exhibits exponential spatial decay far from the origin, where the spatial decay length
ld increases with the vibrational forcing Γ. The impact phase θI = 1.35pi is fixed for
all values of Γ.






Figure 3-4: The evolution of the zeros rn(t) of the periodic wave field of a bouncer
during flight between any two impact times tn and tn+1. We note that a standing wave
approximation would yield constant values of rn(t) during flight.
82
and similarly for ∂tη(x, t
+
n ), where |XPn | = O(1) and ηP ∼ ηS . We proceed by sub-
stituting into the iterative map (3.1.10), applying Taylor expansions to the nonlinear
terms, and then neglecting terms of O(2). On dropping the P superscripts (for nota-
tional convenience), the perturbed process evolves under the linearised iterative map












where Q∗ denotes the conjugate transpose of the complex-valued matrix Q. Further-
more, HS ∈ R2×2 denotes the Hessian matrix matrix of the steady state wave field at
the impact position XS = 0, namely






We note that H has implicit dependence on Γ through ηˆB(k; Γ).
Remark 3.3. The Taylor expansion used to linearise Φ∗m(Xn+1; k) in equation (3.3.2b)
is not strictly valid for k ≥ O(−1); however, due to the viscous damping of the short
waves (as encoded in Mk), any integrals over k are devoid of catastrophic errors.
Although the linearised system (3.3.2) is of infinite dimension and of great complexity,
we aim to exploit its structure in order to reduce our analysis to a more tractable form.
Whence, we seek solutions for the perturbed variables to (3.3.2) of the form Xn =









the initial perturbed free surface η0(x). Here λ ∈ C is an eigenvalue of the system, which
will be determined from the following analysis. By (3.3.2a), we obtain U0 = (λ−1)X0.







(λ− 1)2 +D(λ− 1))X0 = −λF(HSX0 +∇η0(0)). (3.3.4b)




















Hence, we compute the gradient
∇η0(0) = −λG(λ)X0, (3.3.5)
where G(λ) =
∑∞











)(∇Φm(0; k)∇Φ∗m(0; k))dk. (3.3.6)
By substituting (3.3.5) into (3.3.4b), the stability analysis is reduced to finding λ ∈ C
such that there exists non-trivial X0 satisfying
A(λ)X0 = 0, where A(λ) =
(
(λ− 1)2 +D(λ− 1))I + λF(HS − λG(λ)). (3.3.7)
It remains to find λ ∈ C such that detA(λ) = 0, which reduces the infinite-dimensional
eigenvalue problem down to computing the roots of a scalar (complex) function.
We now make some further observations to simplify (3.3.7), and then determine con-
ditions for the bouncing to destabilise. For all m such that |m| 6= 1, we use the Bessel
function small argument behaviour (D.0.2) to obtain ∇Φm(0; k) = 0, yielding Gm = 0
in this case. Hence G(λ) = G1(λ) + G−1(λ), and since ∇Φ1(0; k) = k(1, i)T and
∇Φ−1(0; k) = k(1,−i)T , we have




























which depends on Γ through the fundamental matrix Mk(Γ).
By recalling that HS = HI and G(λ) = G(λ)I, we use (3.3.7) to obtain A(λ) = A(λ)I,
where
A(λ; Γ) = (λ− 1)2 +D(λ− 1) + λF(H(Γ)− λG(λ; Γ)). (3.3.9)
Thus, the initial droplet perturbation X0 has non-trivial solutions provided that the
eigenvalue λ ∈ C satisfies A(λ) = 0, which amounts to a nonlinear root finding problem.
We note that since G(λ) = G(λ∗)∗, we also have A(λ)∗ = A(λ∗); if λ is an eigenvalue,
then so is λ∗, so complex eigenvalues appear in complex conjugate pairs.
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Figure 3-5: The instability functionA(λ) (as defined in (3.3.9)), where the roots ofA(λ)
are eigenvalues of the bouncing state. The root λ = 1 corresponds to the translational
invariance of the bouncing state. Blue: stable bouncing at Γ/ΓF = 0.73, where the
second root satisfies λ < 1. Black: The two roots coincide at the walking threshold
Γ = ΓW , where ΓW /ΓF ≈ 0.7705. Red: Unstable bouncing at Γ/ΓF = 0.83 with a real
eigenvalue λ > 1.
It is remarkable that, by exploiting the structure of this pilot-wave system, the stability
of bouncers may be reduced to finding the roots of (3.3.9). As explored later in this
thesis, we may also reduce the stability analysis of other periodic states to a similar
form, allowing for a simple and efficient assessment of the system’s stability.
Remark 3.4. Upon further examination of system (3.3.2), there exists an additional
family of non-trivial perturbations to the system. In this case, the droplet position
remains unchanged (XPn = 0 for all n), yet the wave field may be perturbed arbitrarily
provided that no horizontal kick is imparted on the droplet (∇ηP (0, tn) for all n).
Owing to the subcritical forcing of the bath, the wave field perturbation decays with
an eigenvalue λ = λ±k for each wavenumber k, where λ
±
k (Γ) are the two eigenvalues
of the fundamental matrix Mk(Γ) ∈ R2×2. Thus, for bouncers, an eigenvalue of the
fundamental matrixMk is also an eigenvalue of the pilot-wave system, where we observe
a similar relationship for walkers and orbiters. This independent perturbation of the
wave field cannot be captured by the stroboscopic model [62].
3.3.2 The walking threshold
We now seek solutions to A(λ) = 0 such that an eigenvalue λ lies outside of the complex
unit disc, i.e. |λ| > 1, which corresponds to growth of the system away from the steady
state, as defined by our linear stability analysis.
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As the steady bouncing state is invariant to translations in the unbounded domain, we
expect there to be an eigenvalue at λ = 1 for all Γ < ΓF , i.e. A(1; Γ) = 0. This is

















ηˆB(k) dk = H.
The bouncing state is unstable when, for a given Γ < ΓF , there exists at least one
eigenvalue λ ∈ C such that |λ| > 1. Physically, we expect the droplet to move in
a straight line away from the steady state when it destabilises: there are no forces
acting to induce oscillatory motion and ηB(x) is radially symmetric. This rectilinear
motion corresponds to a real eigenvalue λ moving from λ < 1 for Γ < ΓW , to λ > 1 for
Γ > ΓW , where the threshold ΓW is to be determined. This bifurcation is demonstrated
in Figure 3-5, where we plot the function A(λ) for λ ∈ R for different values of Γ, with
droplet radius R0 = 0.38 mm and impact phase θI = 1.35pi. The two roots coincide at
Γ = ΓW ≈ 0.7705ΓF , where we formulate an equation for ΓW below.
For λ = 1 to be a double root of A(λ; ΓW ), we require ∂λA(1; ΓW ) = 0. Direct
differentiation of (3.3.9) yields
∂λA(1; Γ) = D −F
(G(1; Γ) + ∂λG(1; Γ)),
or equivalently,










)−1 − (I −Mk(Γ))−2)e2 dk. (3.3.10)












)−1 − (I −Mk(ΓW ))−2)e2 dk. (3.3.11)
As the right-hand side of (3.3.11) is independent of the droplet properties in this non-
dimensionalisation, the walking threshold is determined completely by the ratio of the
drag D and wave force F coefficients. We will also see that this equation is consistent
with the limit of vanishing walking speed, as discussed in the next section.
In Figure 3-6, we plot the walking threshold ΓW and corresponding impact phase θI for
different values of D/F . We observe that for θI = pi (where the droplet impacts when
the bath is at its lowest height), the walking threshold is approximately minimised for
fixed D/F . Furthermore, for θI & 1.5pi and θI . 0.5pi, the bouncing state may not
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Figure 3-6: The stability threshold curves (as given by equation (3.3.11)) as a function
of impact phase θI and critical forcing acceleration ΓW , for fixed ratios of the drag
and wave forces D/F ranging from 30 to 100 in increments of 10. In terms of the
physical parameters used, D/F increases as the droplet radius R0 decreases, where
D/F = 33.5 for R0 = 0.45 mm, whereas D/F = 91.9 for R0 = 0.31 mm. The black
cross corresponds to the droplet radius R0 = 0.38 mm, where the walking threshold is
ΓW /ΓF ≈ 0.7705 for impact phase θI = 1.35pi.
destabilise even for high values of the vibrational forcing. A typical value of the impact
phase is θI = 1.35pi, which yields a walking threshold of ΓW /ΓF ≈ 0.7705 for a droplet
of radius R0 = 0.38 mm and skidding friction coefficient c = 0.17. This is similar to
the walking threshold observed in experiments [80].
If the skidding friction coefficient c was increased (corresponding to a linear increase
in the impact drag coefficient Ci), the drag coefficient D would also increase, while the
wave force F would decrease. This change would result in a larger ratio D/F , so the
walking threshold ΓW would increase for any fixed impact phase θI .
Finally, we note that while the walking threshold ΓW (for fixed D/F) is approximately
symmetric about θI = pi, it is the upper branch θI/pi ∈ (1, 1.5) that yields dynamics
consistent with experimental observations [80]. Physically speaking, an impact phase in
this range corresponds to when the bath is rising, during which the droplet is propelled
back into the air. When θI/pi ∈ (0.5, 1), the bath is falling, so there is no mechanism for
rebound. In the dynamics considered throughout this thesis, the latter choice of impact
phase has a significant effect on the stability of the different periodic configurations
considered, with an unfavourable agreement to experimental data.
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3.4 Steady walking
As observed in experiments, the bouncing state destabilises to steady walking at speed
u0, a regime we now analyse. Based on the iterative map (3.1.10), we first derive a
nonlinear equation for the walking speed, which we solve numerically. By analysing the
stability of this state, we show that walkers are stable to perturbations in the direction
of motion, while neutrally stable to more general perturbations. We then consider
the slow-walking limit, in which we show that the droplet undergoes a supercritical
pitchfork bifurcation at the onset of walking, with u0 ∝
√
Γ− ΓW [71]. This limit also
provides the basis for our analysis of the Doppler shift and wave field energetics in the
vicinity of the walking threshold.
We consider the case where the droplet walks at a steady speed u0 > 0, with Un = u0k
for all n, with an arbitrary unit vector k = (cosϕ, sinϕ)T in some direction ϕ ∈ R. In
terms of the trajectory equation (3.2.4), we need to compute the walking speed u0 and
accompanying wave field at impact ηW (x), which must satisfy
Du0k = −F∇ηW (0), where ηW (x) =
∞∑
p=1
ηI(x− pu0k, tp). (3.4.1)
Here we have defined ηW (x) in the frame of reference of the walking droplet, so that
∇ηW (0) prescribes the horizontal kick that propels the droplet across the surface of the
bath. Although we may, in principle, compute the infinite sum in (3.4.1) numerically
and iterate over u0 until the drag and wave forces balance, we instead take an alternative
approach that is more amenable to analysis.
For periodic motion, we seek a discrete-time travelling wave solution for η, namely that
for all x ∈ R2 and all impact times tn:
η(x− u0k, tn+1) = η(x, tn) and ∂tη(x− u0k, t+n+1) = ∂tη(x, t+n ). (3.4.2)




Φp−m(u0k; k)ηˆn+1p (k) = ηˆ
n
m(k), ∀m ∈ Z, ∀n ∈ N, (3.4.3)
where we have used that Φ∗−m(−x; k) = Φm(x; k). Substituting (3.4.3) into the iterative








− pkΦ∗m(Xn; k)e2. (3.4.4)
By setting Xn = 0 without loss of generality, we define the solution to (3.4.4) in the
frame of reference of the droplet to be ηˆWm = ηˆ
n
m.
To couple with the wave field gradient condition, we use rotational invariance to con-
sider the walking direction k = e1, which corresponds to the droplet walking along
the x-axis (heading to the right). By combining (3.4.1) with (3.4.4), and using the be-
haviour of the basis functions Φm(x; k) in the vicinity of the origin to compute ∇ηW (0),




k2ηˆW1 (k) dk, (3.4.5a)





− pkδm0e2, ∀m ∈ Z, ∀k > 0, (3.4.5b)





Remark 3.5. Although finding the solutions to (3.4.5) appears to be an infinite dimen-
sional nonlinear root-finding problem, we use the system’s structure to effectively reduce
(3.4.5) to an equation of only one dimension, which we solve numerically. Specifically,
for any given Γ and initial guess u0, the corresponding wave field may be computed
by solving the linear system given by (3.4.5b), which decouples for each wavenumber
k > 0. For numerical implementation, we truncate at k = ks, as discussed above. Fur-
thermore, from the identity (D.0.2), we recall that for all 0 <   1, Jm() = O(m).
So provided that u0ks  1, we may truncate the number of the angular modes to
−ms ≤ m ≤ ms, where ms ≥ 1 is chosen for the solution u0 to be within the desired
error tolerance. We note that ms increases with the wave memory Me(Γ) since the
number of prior impacts that influence the current wave field accordingly increases for
u0 > 0. We describe this feature through the ‘memory length’ Me
L defined in the
analysis of the slow-walking limit (see Section 3.4.2).
In Figure 3-7, we plot the solution of (3.4.5) for the walking speed u0 as a function
of Γ for fixed impact phase θI . This curve monotonically increases, attaining a finite
value in the limit Γ → ΓF . Furthermore, we note that the walking speed vanishes
at Γ/ΓF ≈ 0.77; in Section 3.4.2, we show this value to be exactly the threshold at
which the bouncing state destabilises. This correspondence indicates that there is no
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Figure 3-7: The walking speed u0 as a function of the vibrational forcing Γ, computed
by numerically solving system (3.4.5). The grey curve is the analytic approximation to
the walking speed valid for u0MekF /2 1, as discussed in Section 3.4.2. The walking
threshold is at Γ = ΓW , where ΓW satisfies equation (3.3.11).
hysteresis apparent in our model, although a weak hysteresis effect was reported in
experiments [80]. Moreover, the impact phase θI is fixed in our model, whereas the
simulations of Mola´cˇek & Bush [57] revealed that θI varies weakly with the vibrational
forcing.
As a result of our computation, we also obtain the corresponding wave field ηW (x) for
different values of Γ (or equivalently, u0), where we see qualitative changes in the wave
field as the vibrational forcing is progressively increased (see Figure 3-8). For Γ < ΓW ,
the walking velocity is u0 = 0 (corresponding to a bouncer) and ηW (x) = ηB(x) is
axisymmetric. As Γ is increased past the walking threshold, an asymmetry emerges
in the wave field and the droplet impacts on the slope of its governing pilot-wave. As
Γ → ΓF , we see the emergence of a pronounced wake, where the interference pattern
arises due to the superposition of prior impacts [25]. Although the waves become
larger in the high-memory limit, they are still of size O(1) in dimensionless variables,
indicating that the linear wave model remains valid in this regime.
Furthermore, the superposition of single impacts gives rise to a Doppler shift in the
walking dynamics, in which the waves ahead of the droplet are compressed, yet elon-
gated behind [25]. As our wave field model is non-monochromatic, we are able to
capture this effect (unlike the stroboscopic model of Oza et al. [62]): in particular,
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Figure 3-8: Walker wave fields ηW (x) (surface plots) and y = 0 cross-sections (blue
curves) in the frame of reference of the droplet, obtained by solving (3.4.5) for different
values of the vibrational forcing Γ/ΓF . The droplet walks to the right along the y-
axis. Axes are in dimensionless units, where the typical wave-slope is δ0 ≈ 0.0028.
(a) Γ/ΓF = 0.75 with u0 = 0 (corresponding to a bouncer), (b) Γ/ΓF = 0.85 with
u0 = 0.050, (c) Γ/ΓF = 0.95 with u0 = 0.072, and (d) Γ/ΓF = 0.98 with u0 = 0.077.
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we find that the change in wavelength depends on the wave memory Me, which goes
beyond the predictions of Eddi et al. [25]. We present a detailed discussion of the
Doppler shift in Section 3.4.3.
3.4.1 Stability analysis
It has been observed experimentally that the steady walking regime is robust to pertur-
bations, which we aim to show via linear asymptotic stability analysis of the periodic
state. Our analysis reveals that the walking velocity is stable to perturbations in the
direction of motion, and neutrally stable to general perturbations. In fact, simulations
of this pilot-wave system reveal that the basin of attraction for steady walking is ex-
tremely broad; indeed, the droplet approached the steady walking state for all initial
conditions considered in our simulations. We show that the neutral stability to gen-
eral perturbations leads to a change in direction of the steady walking state, which is
achieved after some initial transient. The results of this section are qualitatively similar
to that of the stroboscopic trajectory equation [62].
To analyse the stability of the steady walking state, we fix Γ and the corresponding
walking speed u0 with direction e1. We then consider the dynamics in the steady-
walking frame of reference, where the droplet position XS is fixed (with XS = 0
without loss of generality), with corresponding velocity vector US = u0e1 and steady
walking wave field ηS(x) = ηW (x) (and similarly for the velocity of the free surface in
the instant following impact).
To proceed, we consider small perturbations from the steady state of the form
Xn = XS + X
P
n , Un = US +U
P
n ,
and similarly for the fluid variables η(x, tn) and ∂tη(x, t
+
n ), where   1 is a small
parameter. The stability analysis follows a similar process to that of a bouncer, with
details given in Appendix E.1. By linearising the trajectory equation for the perturbed




nUP0 (and similarly for
the fluid variables) for some eigenvalue λ ∈ C. We exploit the structure of this system
to write all the equations in terms of the unknown initial droplet perturbations XP0 ,
reducing the infinite-dimensional eigenvalue problem down to just two dimensions.
After completing the calculations, we obtain A(λ)XP0 = 0, where the matrix A ∈ C2×2
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is given by
A(λ) = (λ− 1)2I +D(λ− 1)I + λF(HS − λG(λ)). (3.4.6)
For non-trivial XP0 , it remains to find λ ∈ C such that detA(λ) = 0, which amounts
to a complex-valued root finding problem for λ. For a given vibrational forcing Γ and
walking speed u0, the matrix G(λ) ∈ C2×2 is defined in Appendix E.1 and is used to
determine the gradient of the perturbed wave field beneath the droplet. Similarly, the
Hessian matrix HS ∈ R2×2 is defined as HS = ∇∇T ηS(XS), which is the steady state
wave field Hessian at each droplet impact.
One may show that both the Hessian matrix HS and the gradient matrix G(λ) are
diagonal matrices (for all λ ∈ C). Thus, equation (3.4.6) yields that A(λ) is also a di-
agonal matrix and the initial perturbations in the directions parallel and perpendicular
to the steady walking decouple. Furthermore, by writing the diagonal elements of A
as A11 and A22, we obtain numerically that Ajj(1) = 0 for j ∈ {1, 2}. Hence, λ = 1 is
an eigenvalue with multiplicity 2, reflecting the translational and rotational invariance
of the steady walking state.
From computing the roots of Ajj(λ) numerically, we find that all non-trivial eigenvalues
λ ∈ C lie within the unit disc, indicating that the walking state is neutrally stable
to perturbations. Indeed, for perturbations in the direction of motion, the system
displacement (owing to translational invariance) does not yield a change in the droplet’s
speed. However, for general perturbations, the repeated eigenvalue indicates that the
system exhibits linear growth perpendicular to the steady walking state, rather than
exponential growth. Physically, this corresponds to a new walking regime forming in a
different direction of travel.
We return to the stability analysis of walking droplets when considering the weak-
acceleration limit in Section 3.5.
3.4.2 The slow-walking-speed limit
We now consider the bifurcation from bouncing to walking in more detail, where we
demonstrate that in the limit Γ → Γ+W , the walking speed satisfies u0 → 0, indicat-
ing that there is no hysteresis in this bifurcation. Furthermore, we show that this
bifurcation is a supercritical pitchfork bifurcation, in agreement with experimental ob-
servations [71]. Moreover, this analytical approximation yields a good agreement to
the computed walking speed.
93
We postulate that the difference in the dimensionless wave field from the bouncing to
walking state is best described in terms of the memory length MeL ≡ u0kFMe/2, which
determines a typical distance over which the prior impacts influence the walker’s wave
field. We note that the factor of 1/2 arises naturally from the Bessel function Frobenius
series (D.0.1), which appears in our calculations below. To proceed, we set  = MeL,
where, for 0 <  1, we consider an asymptotic approximation to the system (3.4.5).
Hence, we define the following expansions:
ηˆWm (k) ∼ ηˆ(0)m (k) + ηˆ(1)m (k) + 2ηˆ(2)m (k) + . . . , (3.4.7a)
Γ ∼ Γ0 + Γ1 + 2Γ2 + . . . . (3.4.7b)
Moreover, the expansion in Γ yields a corresponding expansion in the fundamental
matrix Mk(Γ) ∈ R2×2, namely




k = Mk(Γ0), M
(1)
k = Γ1∂ΓMk(Γ0), M
(2)




We proceed by substituting the asymptotic expansion (3.4.7a) into the compatibility













1 (k) dk, ∀l 6= 1. (3.4.9)
It remains to substitute the expansions for ηˆWm (3.4.7a) and Mk (3.4.8) into (3.4.5b),




Jp−m(2k¯)ηˆWp − pkδm0e2, ∀m ∈ Z, ∀k > 0, (3.4.10)
where we have defined k¯ = k/(kFMe ) so that u0k = 2k¯. The final step is to apply the
















which is valid provided k¯ = O(1). This condition is satisfied since we expect the
solutions to be dominant for k/kF = O(1) and the wave memory typically satisfies
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Me ≥ O(1) in the parameter regime considered.
To analyse the walking dynamics in the limit → 0, we consider successively increasing
powers of  for the system (3.4.9)–(3.4.10) to determine both the unknown wave field
ηW in the slow-walking limit, as well as the coefficients Γj . Specifically, we show that
Γ0 = ΓW , Γ1 = 0 and Γ2 > 0, which corresponds to a supercritical pitchfork bifurcation
similar to that observed by Protie`re et al. [71].




ηˆ(0)m = −pkδm0e2, ∀m ∈ Z,
where δij is the Kronecker-delta. Solving this equation gives ηˆ
(0)
m = 0 for all m 6= 0 and
ηˆ
(0)
0 = −pk(I −Mk(Γ0))−1e2. (3.4.11)
Hence, we have ηˆ
(0)
0 = ηˆB, which corresponds to the wave field of a bouncer at Γ = Γ0.
In particular, the wave-slope condition (3.4.9) for l = 0 is satisfied since ηˆ
(0)
1 = 0.
However, we need to use the wave-slope condition (3.4.9) with l = 1 to determine Γ0.








m+1 − ηˆ(0)m−1) +M (1)k ηˆ(0)m . (3.4.12)
For all m such that |m| ≥ 2, we obtain ηˆ(1)m = 0. Furthermore, substituting m = ±1





±1 = ∓k¯M (0)k ηˆ(0)0 ,
where ηˆ
(1)
−1 = −ηˆ(1)1 is consistent with the reality condition. Using (3.4.11), we eliminate
ηˆ
(0)





1 (k) = −k¯pk
((
I −M (0)k
)−1 − (I −M (0)k )−2)e2. (3.4.13)






1 into the gradient compatibility condition
(3.4.9). By recalling that M
(0)












)−1 − (I −Mk(Γ0))−2)e2 dk.
This equation is identical to the equation for walking threshold ΓW (3.3.11) obtained
from the bouncing stability analysis, and we find numerically that there is a unique
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solution for Γ0. Hence, we conclude that Γ0 = ΓW , which determinesM
(0)
k = Mk(ΓW ).
We now consider the higher-order corrections to (3.4.9)–(3.4.10) in order to compute
an expression for Γ1, from which we deduce that Γ1 = 0 (see Appendix E.2 for details).






1 (k) dk. (3.4.14)























1 satisfy (3.4.11) and (3.4.13), respectively. To satisfy the









As the integral term is non-zero for all Γ0, we conclude that Γ1 = 0, as required.
To derive an equation for Γ2, we seek further higher-order corrections to (3.4.10) with
(3.4.9) evaluated at l = 3, yielding a linear system of equations that we solve numer-
ically (see Appendix E.2 for details). We obtain that Γ2 depends only on Γ0 = ΓW ,
which means that the local bifurcation behaviour depends only on the walking thresh-
old ΓW and the fixed impact phase θI . Furthermore, we observe that Γ2 > 0, which
confirms the experimental observation that this is a supercritical pitchfork bifurcation
[71]. By recalling that  = u0kFMe/2 and Γ = ΓW + Γ2
2 + O(3), in the vicinity of
the walking threshold, the walking speed is approximated by





We compare this asymptotic approximation for the walking speed to the full numerical
solution in Figure 3-7. Not only do we obtain a very good agreement in the vicinity of
the walking threshold, but, surprisingly, the agreement remains favourable in the limit
of high vibrational forcing, where the memory length MeL diverges. Furthermore, as
a reflection that the memory length MeL is the suitable choice for describing the limit
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of slow walking, we obtain Γ2 = 1.37 = O(1) for this parameter regime.
Remark 3.6. In fact, the walking speed may be parametrised entirely by θI , Γ and the
walking threshold ΓW . By eliminating the ratio D/F from the walking speed equation
(3.4.5a) and the walking threshold equation (3.3.11), for Γ ∈ (ΓW ,ΓF ) we obtain




k2ηˆW1 (k; Γ) dk,

















)−1 − (I −Mk(Γ))−2)e2 dk.
In dimensionless variables, this system has no explicit dependence on the droplet prop-
erties, and the walking speed is determined entirely by the Faraday waves.
3.4.3 The origins of a Doppler shift
We may also use the slow-walking analysis to study the speed-dependent Doppler shift
that emerges in the wave field of a walker ηW (x) at impact. Unlike the above analysis,
we consider a slightly more generalised setting, in which the walker moves at a prede-
termined steady speed u for a given vibrational forcing Γ (so we relax the wave-slope
coupling condition (3.4.5a)). By defining the memory length MeL = uMekF /2 and the
expansion (3.4.7a), performing leading order analysis for  = MeL  1 yields
ηW (r, θ; ,Γ) = ηB(r; Γ) + 2η1(r; Γ) cos θ +O(
2), (3.4.15)









1 (k; Γ)J1(kr) dk.









1 are given by
ηˆB(k; Γ) = −pk(I −Mk(Γ))−1e2, (3.4.16a)
ηˆ
(1)
1 (k; Γ) = −k¯pk
((
I −Mk(Γ)
)−1 − (I −Mk(Γ))−2)e2, (3.4.16b)
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Figure 3-9: The onset of a Doppler shift. (a) We find a linear least squares fit to fD(rn)
(with n ≥ 2) of the form fD(rn) ∼ cI(Me, θI) − rncD(Me). Plotting the numerical
residuals fD(rn) − cI(Me , θI) for Me = 2.96 (circles) and Me = 4.96 (squares) for
different values of θI/pi ∈ [1, 1.5) (corresponding to different colours) confirms that the
slope cD(Me) is approximately independent of θI . For Me = 2.96 (or equivalently,
Γ/ΓF = 0.75), the slope is cD = 1.19. For Me = 4.96 (Γ/ΓF = 0.85), the slope is
cD = 1.51. (b) The slope cD(Me), which increases with wave memory Me. The inset
(logarithmic scale) suggests that cD ∝
√
Me for Me  1, as indicated by the slope of
the black line.
where we recall that k¯ = k/(kFMe). Since ηW (r, θ; 0,Γ) = ηB(r; Γ) is the radially
symmetric wave field of a bouncer, we define the sequence of successive radial zeros
(rn)n≥1 satisfying ηB(rn; Γ) = 0, with 0 < r1(Γ) < r2(Γ) < . . .. We now study the
behaviour of the zeros for walkers when  1.
To proceed, we aim to find functions ∆n(θ; ,Γ) such that that zeros of ηW are given
by zn(θ; ,Γ) = rn(Γ) + ∆n(θ; ,Γ). Hence, ηW
(
zn(θ; ), θ; 
)
= O(2) for all n ≥ 1,
where ∆n(θ; 0) = 0 for all θ and all n. We then pose the asymptotic expansion
∆n(θ; ) = ∆
(1)
n (θ) + 
2∆(2)n (θ) + . . .
and substitute into (3.4.15). As zn = rn + ∆n are chosen to be the zeros of ηW , we





B(rn) + 2η1(rn) cos θ = O(
2). (3.4.17)









Substituting the definitions (3.4.16) into (3.4.18) and rearranging, we obtain
zn(θ) ≈ rn + ufD(rn) cos θ, (3.4.19a)









1 (I −Mk(Γ))−1e2 dk
. (3.4.19b)
Here we have used that  = ukFMe/2, where our approximation is valid provided that
  1. Furthermore, the dependence on the impact phase θI is also encoded in the
matrix Mk. From computing fD(rn) numerically, we observe that fD(rn) < 0 and
|fD(rn)| increases as n increases (for n ≥ 2), indicating that the zeros further from the
droplet are shifted by a larger distance for steady walking.
To assess the influence of fD on the Doppler shift, we define the zeros ahead (+) and
behind (−) the walking droplet to be z±n = rn±ufD(rn), respectively. Hence, over one
wavelength, the difference between zeros is





We now define λB = λB(Γ) to be the (mean) wavelength of a bouncer ηB(r; Γ) far from
the origin. We note that λB is closely related to the critical wavelength λC = 2pi/kC
for a given vibrational forcing, where λB → 1 as Me → ∞. Using that both sides of
(3.4.20) are positive with rn+2 − rn ≈ λB, we define the dimensionless Doppler-shifted
wavelength ahead (λ+D) and behind (λ
−
D) the droplet to be
λ±D(Γ) = λB(Γ)∓ cD(Γ)u, (3.4.21)
where cD > 0 is the approximate linear slope of |fD(rn)| for n sufficiently large, as
fitted using statistical methods. We demonstrate numerically that the slope of fD
(and hence, cD) is approximately independent of the impact phase θI (see Figure 3-
9(a)). Furthermore, we obtain in Figure 3-9(b) that cD is an increasing function of wave
memoryMe (or equivalently, vibrational forcing). In contrast, Eddi et al. [25] suggested
that cD = 1 and approximated λB = 1, giving the approximation λ
±
D = 1∓u. As cD & 1
in the regime of walkers in our model, it seems likely that our predicted memory
dependence explains why the model λ±D = 1 ∓ u underpredicts the experimentally
observed Doppler shift [25].
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Figure 3-10: The Doppler shift for a droplet walking at the free walking speed u =
u0(Γ). The predictions from the asymptotic model (grey curve) given by equation
(3.4.21) agrees well with the wavelength from the full numerical model (blue curve).
The wave memory Me varies from Me = 3.24 at u0 = 0 to Me = 4.08 at u0 = 0.039,
with corresponding cD ∈ (1.24, 1.38). As u0 → 0, the wavelength λ±D approaches that
of a bouncer λB at the given vibrational forcing. The dashed lines correspond to the
model λ±D = 1∓ u0 of Eddi et al. [25].
In Figure 3-10, we test the theoretical prediction (3.4.21) for u = u0(Γ), where u0(Γ)
is the free walking speed for the pilot-wave dynamics, as computed in Section 3.4. It
should be noted that u0(Γ) introduces a further dependence on the vibrational forcing.
We see an excellent agreement for u0(Γ) . 0.01, which corresponds to a memory
length MeL = 0.1. In fact, our asymptotic analysis still performs well outside its
range of validity, where the approximations can be improved through the inclusion of
higher-order terms in the asymptotic expansion. The deficiencies of the simple model
λ±D = 1 ∓ u are evident, demonstrating the significance of the function cD(Γ) and the
benefit of correctly accounting for the wavelength of a bouncer λB(Γ). It should be
noted that the difference between the two models becomes more pronounced for larger
wave memory Me, where cD necessarily increases.
3.4.4 An energetics perspective
In addition to analysing the Doppler shift that emerges at the bifurcation from bouncing
to walking, we may rationalise the instability of the bouncing state from an energetics
argument. The three components of energy in the pilot-wave system are the wave
energy, which balances with the vertical energy of the droplet, and the horizontal
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Figure 3-11: The dimensionless energy of a bouncer E = EB (blue curve) for different
values of the vibrational forcing. Above the walking threshold Γ > ΓW ≈ 0.7705ΓF (as
computed in Section 3.4 with the same parameter values - see Figure 3-7), the energy
of a walker EW with speed u = u0(Γ) (black curve) satisfies EW < EB. The grey curve
indicates the analytic approximation valid for memory length MeL = uMekF /2 1.
droplet energy. As the vertical droplet motion in our model is assumed periodic, the
period-averaged energy contribution is constant, and is thus ignored. Furthermore,
since the droplet’s velocity is small relative to the phase speed of the waves, the droplet’s
kinetic energy is typically two to three orders of magnitude smaller than the wave
energy, and so is neglected from the following analysis.
Figure 3-11 demonstrates that the dimensionless wave energy of a walker (with speed
u = u0(Γ) – see Section 3.4) is less than that of the corresponding unstable bouncer.
This decrease in energy between unstable bouncing and stable walking indicates a
correlation between instability and the energetically unfavourable state, a theme that
we explore throughout this thesis.
In a similar fashion to analysing the Doppler shift, we now consider a more general
framework in which the vibrational forcing Γ < ΓF and the predetermined droplet
speed u decouple. As shown in Figure 3-12(a), the energy of a generalised walker EW is
less than that of a bouncer EB at the same vibrational forcing for different values of the
walking speed u (for fixed impact phase θI = 1.35pi). We now rationalise this difference
by computing the wave energy in the weak-memory-length limit MeL = MeukF /2 1.
By following the derivation in Chapter 2, the wave field energy EW averaged over one
period is given by EW = EB + 2E2 +O(4), where  = MeL  1 for this analysis. The
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Figure 3-12: The energy EW for generalised steady walking. (a) The walking speed u is
varied for different values of Γ/ΓF and fixed impact phase θI = 1.35pi. In this regime,
EW < EB for all u > 0 and all Γ < ΓF . (b) The bifurcation parameter E2 is computed
as a function of impact phase θI for different values of the vibrational forcing Γ/ΓF .
For a broad parameter regime, we observe that E2 < 0, indicating that the energy of a
walker is less than that of a bouncer in that parameter regime.











































Here, the notation, 〈f〉 denotes the mean value of f over one impact period. It is
shown in Appendix B that the mean values may be computed directly from the values
at impact, by constructing an energy matrix similar to the fundamental matrix Mk
used to evolve the waves during flight. The wave field terms at impact, ηˆB(k; Γ) and
ηˆ
(1)
1 (k; Γ), are exactly the same as computed in the Doppler shift analysis (3.4.16),











0 (k) = −k¯2Mk(Γ)ηˆ(0)0 (k) + 2k¯Mk(Γ)ηˆ(1)1 (k). (3.4.23)




0 ) depend on the vibrational





−1k2 in (3.4.22) are the dispersion relation for gravity-capillary waves and the
viscous decay rate, respectively.
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It remains to show that E2 < 0 in the regime in which walking droplets appear, thus
indicating that, at least for sufficiently slow walking speeds, the wave energy of a walker
is less than that of the corresponding (unstable) bouncer. As suggested by the form
of (3.4.23), the crucial ingredient for E2 < 0 is for ηˆB and ηˆ(2)0 to have different signs
in the vicinity of k ≈ kC(Γ) ≈ kF , and that this product dominates the contribution
from the first angular component ηˆ
(1)
1 . We see from Figure 3-12(b) that E2 < 0 across a
broad parameter regime, except when the vibrational forcing is weak (Γ/ΓF . 0.6) and
the impact phase satisfies θI ≈ pi/2. However, such parameters correspond to stable
bouncing for all D/F > 0 (see Section 3.3.1), indicating that the generalised walkers
with increased wave-energy (E2 > 0) are unphysical.
We have demonstrated that the wave energy of a walker is less than that of the corre-
sponding bouncer across a broad parameter regime, suggesting a relationship between
energy minimisation and stability. In later chapters, we observe a similar relationship
for circular orbits and straight-line oscillations under a central force, suggesting that
there is an underlying energy minimisation principle in this pilot-wave system. A full
exploration of this subject remains the focus of future work.
3.5 The weak-acceleration limit
We now approximate the droplet’s past behaviour in the weak-acceleration limit for Γ >
ΓW ; this analysis reduces the trajectory equation (3.2.4) to a temporally local equation,
revealing the droplet’s wave-induced added mass and nonlinear drag, as computed
for the stroboscopic trajectory equation by Bush et al. [10]. However, by allowing
for separate flight and impact phases (rather than the continuous forcing used in the
stroboscopic approximation), our model gives a different effective mass in the directions
parallel and perpendicular to the motion. This additional term plays an important role
in rationalising the stability of the walking dynamics, as well as explaining the shift in
orbital walking speed for the droplet dynamics under a central force (see Chapter 4).
3.5.1 The wave-induced added mass
To proceed, we rescale the trajectory equation (3.2.4) by the steady walking speed
u0 > 0 (for given Γ ∈ (ΓW ,ΓF )), with Un = u0un and |un| = O(1). Hence, un evolves
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according to












We consider the limit where the droplet’s acceleration is weak on the memory timescale,
which is to say that (un+1 − un) = Me an, where   1 is a small dimensionless
parameter, |an| = O(1) and the memory Me(Γ) is the dimensionless exponential decay
time of the Faraday waves generated in the single impact wave field ηI . We now
approximate the mean velocity un−q between prior impacts for any q ≥ 0 by




This approximation is valid for q/Me = O(1) but breaks down when approximating the
impacts that occurred many memory times ago. However, the exponential decay of ηI
on the memory timescale dominates the convergence of the sum and avoids catastrophic
errors when computing the wave field contribution from past impacts.
We define xp =
∑p−1
q=0 un−q (for all p ≥ 1), as well as the components of acceleration





n = an − a‖n.
Furthermore, we define the radial part of the single impact wave field ηI as η˜I(r, t) =
ηI(rer, t) for any unit vector er, so that
∇ηI(x, tp) = x|x|∂rη˜I(|x|, tp). (3.5.3)
In the following calculations, we aim to approximate (3.5.3) evaluated at x = u0xp for
all p ≥ 1.
From (3.5.2), we have
xp = p
(
































We now use (3.5.4) to Taylor expand ∂rη
′
I(u0|xp|, tp) (up to an O(2) correction), which
gives the contribution to the propulsive kick from all the prior impacts. Although η˜I
also generates very slowly decaying long waves, these propagate much faster than the
droplet’s walking speed, so the error introduced by these Taylor expansions does not
significantly influence the droplet’s trajectory.
Having approximated the droplet’s prior trajectory, we combine (3.5.3) with (3.5.5) and
the Taylor expansion of ∂rη˜I(u0|xp|, tp), yielding an approximation for ∇ηI(u0xp, tp).

























(p− 1)∂rη˜I(pu0v, tp). (3.5.7b)
We note that S1 and S2 depend on Γ ∈ (ΓW ,ΓF ) through the radial wave field of each
impact η˜I and the walking speed u0.
By substituting the approximated wave field gradient (3.5.6) into the the trajectory
equation (3.5.1), we obtain the following nonlinear difference equation for un and its
parallel and perpendicular components of acceleration (where the functions ξ‖, ξ⊥ and




a‖nξ‖(|un|) + a⊥n ξ⊥(|un|)
)
+ unD(|un|) = O(2). (3.5.8)
In terms of the original variables Un = u0un, we neglect the O(






















n = An −A‖n.
The nonlinear functions used in these equations are the effective mass in the directions
parallel and perpendicular to motion (ξ‖ and ξ⊥), and a nonlinear drag term D:










and D(v) = D −F S1(v)
u0v
.
These functions depend on the vibrational forcing Γ ∈ (ΓW ,ΓF ) and impact phase θI .
The effective masses ξ⊥ and ξ‖ are presented in Figure 3-13 at the free walking speed
(v = u/u0 = 1). In this case, we observe that ξ⊥ > ξ‖ for all Γ ∈ (ΓW ,ΓF ), indi-
cating that the effective mass perpendicular to motion is dominant. Furthermore, the
augmentation of the droplet mass in the direction perpendicular to motion is reflected
by ξ⊥ > 1, where ξ⊥ has a similar form to the stroboscopic model [10]. However, the
novelty of our model emerges through ξ‖ < 1 for sufficiently large vibrational forcing,
a feature that can only be captured when the droplet and wave field decouple during
flight.
In Figure 3-14, we present the dependence on v of D, ξ⊥ and ξ‖ for different values of the
free walking speed u0 (or equivalently, Γ ∈ (ΓW ,ΓF )). The nonlinear drag D satisfies
D(1) = 0 if and only if u0 = FS1(1)/D, which satisfies the conditions for steady walking
(3.4.1). Furthermore, D satisfies D(v) > 0 for v > 1 and D(v) < 0 for v < 1, i.e. the
nonlinear drag drives the droplet towards the steady walking speed u0. Moreover, it
is worth noting that as S2(0) = 0, we obtain limv→0 S2(v)/v = limv→0 S ′2(v) = S ′2(0),
implying that ξ‖(0) = ξ⊥(0).
Remark 3.7. The nonlinear drag is also intrinsically related to the eigenvalues of the
unstable bouncing state for any u0 > 0 when we consider the limit v → 0. By using
that J1(z) ∼ z/2 as z → 0, combined with the definition of the single impact wave field
ηI(x, tn) (see equation (3.2.2)), we obtain








By the definition of ηˆ(tn; k), we have
∑∞

























Figure 3-13: The hydrodynamic effective droplet mass perpendicular ξ⊥(1; Γ) (blue)
and parallel ξ‖(1; Γ) (red) to motion at the free walking speed u0(Γ) (see Figure 3-7).
In (a), the black dashed line indicates the walking threshold ΓW , as computed using
equation (3.3.11).














Figure 3-14: The dependence of the nonlinear drag and effective masses on the current
velocity u = vu0 and the free walking speed u0, where u0 varies from 0.005 (red) to
0.075 (blue) in increments of 0.005 (and the corresponding value of Γ is used, as given
in Figure 3-7). (a) The nonlinear drag D(v), where D(1) = 0 corresponds to zero drag
at the free walking speed u = u0. (b) The effective mass in the direction perpendicular
to motion ξ⊥(v), where we observe that ξ⊥(v) > 1 for all v > 0. (c) The effective mass
parallel to motion ξ‖(v).
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nonlinear drag in the limit v → 0 (denoted D0 = D(0)) satisfies










)−1 − (I −Mk(Γ))−2)e2 dk. (3.5.10)
But from the bouncing stability analysis, equation (3.3.10) supplies that the stability
function A(λ; Γ) satisfies ∂λA(λ; Γ)|λ=1 = D0(Γ), so D0(Γ) = 0 if and only if Γ = ΓW ,
with D0 < 0 for Γ > ΓW .
3.5.2 Stability analysis
As a first test of the model approximated in the weak-acceleration limit, we analyse
the stability of bouncing and walking states of the temporally local trajectory equation
(3.5.9) for Γ ∈ (ΓW ,ΓF ). If this limiting case is consistent with the full model, then
we should see that bouncing states are unstable, whereas walking states are stable to
perturbations in the direction of travel and neutrally stable to general perturbations.
Indeed, this seems likely, as the nonlinear drag D(v) drives the droplet towards its
steady walking speed. For this analysis, we return to the rescaled parameters un =
Un/u0, so equation (3.5.9) becomes
(un+1 − un)‖ξ‖(|un|) + (un+1 − un)⊥ξ⊥(|un|) + unD(|un|) = 0, (3.5.11)
where the acceleration terms are considered parallel ( ‖ ) and perpendicular (⊥ ) to un.
Bouncing stability revisited
We consider un = 0+vn, where  1 is an arbitrary small parameter and |vn| = O(1)
for all n. Substituting this ansatz for un into (3.5.11) gives
(vn+1 − vn)‖ξ‖(|vn|) + (vn+1 − vn)⊥ξ⊥(|vn|) + vnD(|vn|) = 0,
where the parallel and perpendicular components are taken with respect to vn. We take
Taylor expansions of the nonlinear terms and recall that ξ‖(0) = ξ⊥(0) ≡ ξ0, yielding
(vn+1 − vn)ξ0 + vnD0 = O(),
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Figure 3-15: The unstable eigenvalue λ of the steady bouncing state for Γ > ΓW (black
dashed line). The grey curve is the eigenvalue predicted in the weak-acceleration limit,
which agrees well with the full numerical solution (black curve) for Γ/ΓF . 0.8.
where D0 = D(0). Thus, the leading order evolution equation is
vn+1 = vn(1−D0/ξ0),
implying that the bouncing state is asymptotically stable if and only if |1−D0/ξ0| < 1.
By recalling that D0 < 0 and ξ0 > 1, we deduce that the bouncing state is unstable
for all Γ ∈ (ΓW ,ΓF ), corroborating with our stability analysis for the full model (see
Section 3.3.1).
The value of the unstable eigenvalue λ = 1 −D0/ξ0 is given in Figure 3-15 for differ-
ent values of Γ > ΓW (grey curve). We observe that this approximation is in good
agreement with the full eigenvalue problem studied in Section 3.3.1 (black curve) for
Γ/ΓF . 0.8, but the error increases as the vibrational forcing increases. This difference
is due to the transients that arise on a faster timescale than those considered in the
weak-acceleration limit. Thus, while equation (3.5.9) correctly predicts the instability
of a bouncer, inaccuracies emerge in the prediction of the unstable eigenvalue, a theme
that we continue to explore in the stability analysis of walkers.
Walking stability revisited
By considering perturbations to the steady walking state (with |un| = 1), we use
rotational invariance to write
un = e1 + vn, where we decompose vn = pne1 + qne2,
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with eT1 e2 = 0. Here we consider  1, and assume the perturbation variables pn and
qn to be of size O(1).
The trajectory equation (3.5.11) then reads
b‖nξ‖(|e1 + vn|) + b⊥n ξ⊥(|e1 + vn|) + (e1 + vn)D(|e1 + vn|) = 0, (3.5.12)
where we define bn = un+1 − un, which implies that bn = (vn+1 − vn) for all n.
We note that the parallel ( ‖ ) and perpendicular (⊥ ) notation is relative to the total
velocity un, and not the perturbed velocity vn or the steady state velocity e1. By
noting that |un| = |e1 + vn| = 1 + pn +O(2), we perform several Taylor expansions
to show that
b‖n ≡ un
un · (un+1 − un)
|un|2 = (pn+1 − pn)e1 +O(
2),
b⊥n ≡ bn − b‖n = (qn+1 − qn)e2 +O(2),
while the effective masses yield
ξ‖(|e1 + vn|) = ξ‖(1) +O() and ξ⊥(|e1 + vn|) = ξ⊥(1) +O(),
and the nonlinear drag (which satisfies D(1) = 0) has leading order behaviour
D(|e1 + vn|) = pnD′(1) +O(2).
Substituting these expansions into (3.5.12) yields the following trajectory equation for
the perturbed variables:
(pn+1 − pn)e1ξ‖(1) + (qn+1 − qn)e2ξ⊥(1) + e1pnD′(1) = O(). (3.5.13)
To rationalise the linear stability, we consider the leading order behaviour of (3.5.13),
where the components parallel (e1) and perpendicular (e2) to the steady motion yield
(pn+1 − pn)ξ‖(1) + pnD′(1) = 0, (3.5.14a)
(qn+1 − qn)ξ⊥(1) = 0. (3.5.14b)

















Figure 3-16: The dominant stable eigenvalues λ for the linear stability analysis of
walking droplets as predicted by the full model (black curve) and the weak-acceleration
limit (grey curve). The black dashed line indicates the walking threshold ΓW . For Γ ≥
ΓW , the two curves are in good agreement, but the weak-acceleration approximation
fails to capture the bifurcation from a stable node to a stable spiral at Γ/ΓF ≈ 0.823,
and continues to predict a real eigenvalue for all Γ ∈ (ΓW ,ΓF ).
where the steady walking is asymptotically stable if and only if |1−D′(1)/ξ‖(1)| < 1.
As D′(1) > 0 and ξ‖(1) > 0, the stability requirement reduces to D′(1) < 2ξ‖(1). We
numerically demonstrate that this bound holds for all Γ ∈ (ΓW ,ΓF ) in the current
parameter regime, which implies that the steady walking velocity is stable to pertur-
bations in the direction on motion.
The (linearised) evolution of the perturbations perpendicular to motion are given by
(3.5.14b). Using the fact that ξ⊥(1) > 0, we deduce that any velocity perturbations
perpendicular to the motion do not grow or decay over time (i.e. qn+1 = qn for all
n). Hence, the walking velocity is neutrally stable to general perturbations, which is
consistent with the linear stability analysis of the full model (see Section 3.4).
In Figure 3-16, we compare the value of the (real) stable eigenvalue λ = 1−D′(1)/ξ(1)
(grey curve) to that of the full walking analysis explored in Section 3.4.1 for different
values of the vibrational forcing Γ > ΓW . Akin to the bouncing analysis, the error in
the eigenvalue λ increases with Γ, where the memory time Me(Γ) also increases. In
fact, we observe that for Γ/ΓF & 0.823, the dominant eigenvalue of the full problem
is complex, corresponding to an oscillatory return to the free walking speed, whereas
(3.5.9) predicts a monotonic change in speed back towards u0 for all Γ ∈ (ΓW ,ΓF ).
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The reduced trajectory equation (3.5.9) cannot capture the oscillatory convergence to
the steady walking state observed at higher path-memory since the droplet’s velocity
oscillations occur on a faster timescale than those considered in the weak-acceleration
limit. Hence, the nature of the stability is not always correctly captured by only
considering the leading order dynamics in the weak-acceleration limit.
In summary, the weak-acceleration limit appears to be a useful reduction of the pilot-
wave dynamics to a temporally-local trajectory equation, in which the key features
of the bouncing and walking dynamics are preserved. This limit introduces effective
masses parallel and perpendicular to motion, and a nonlinear drag that drives the
droplet back towards the free walking speed. We will employ modifications of (3.5.9)
to rationalise the radius of circular orbits in the weak-acceleration limit for dynamics
in a harmonic potential (Chapter 4) and a rotating bath (Chapter 6).
3.6 Hydrodynamic spin states
In addition to the bouncing and walking states, recent experiments [50] have explored
the existence of ‘hydrodynamic spin states’, orbital solutions that arise at high vibra-
tional forcing in which the wave-induced self-propulsion yields circular orbits. These
spin states also appeared in the work of Oza et al. [61] for dynamics in a rotating bath,
in which circular orbits persist in the limit of vanishing bath rotation rate. Previous
models have used a less sophisticated wave field model than in this thesis, where we
expect the exponential decay of the Faraday waves and the propagation of travelling
fronts to play an important role in these dynamics. We now analyse the dynamics of
these orbits using the discrete-time model (3.1.10) and analyse their linear stability.
This section forms the foundations of the analysis performed in all but one of the later
chapters of this thesis.
We seek orbital solutions to the trajectory equation (3.1.10), where we exploit transla-
tional invariance to consider orbiting about the origin. Hence, we seek solutions where
the droplet impacts on a constant radius, i.e. |Xn| = r0 > 0, and rotates by angle θ0








For the wave field to rotate with the droplet, we use (D.0.6) to obtain the requirement
ηˆn+1m (k) = e
−imθ0 ηˆnm(k), ∀m ∈ Z, ∀ k > 0.
Substituting this orbital ansatz into the trajectory equation (3.1.10) (with n 7→ n− 1)




ηˆnm = −pkΦ∗m(Xn; k)e2, (3.6.1a)(




Xn = −F∇η(Xn, tn). (3.6.1b)
By solving equation (3.6.1a) for ηˆnm and re-arranging (3.6.1b), we obtain that for all n:








eT1 (I − e+imθ0Mk)−1e2
)
Φ∗m(Xn; k)∇Φm(Xn; k) dk.
(3.6.2b)
We make some further simplifications to (3.6.2a) by noting that Xn and R(pi/2)Xn are
orthogonal for all n. Hence, we defined the radial and tangential unit vectors er and
eθ at time tn as er = Xn/r0 and eθ = R(pi/2)er. By considering the gradient operator
in plane polar coordinates, we obtain














where i is the imaginary unit. By defining the complex-valued function Jm(r0, θ0) as













∇η(Xn, tn) = ergr(r0, θ0) + eθgθ(r0, θ0),
where the real-valued functions gr and gθ are defined as







Jm(r0, θ0; Γ), (3.6.4a)





Jm(r0, θ0; Γ). (3.6.4b)
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We note that (3.6.4) is independent of the impact time tn, which is due to the periodic
motion of the droplet. Hence, by considering radial and tangential parts, we express
system (3.6.2) as
(D − 2)(1− cos θ0)r0 = −Fgr(r0, θ0; Γ), (3.6.5a)
Dr0 sin θ0 = −Fgθ(r0, θ0; Γ), (3.6.5b)
which, given Γ < ΓF , we solve numerically for r0 > 0 and θ0 ∈ R. Furthermore,
we note that Jm(r0,−θ0) = J−m(r0, θ0), which yields gr(r0,−θ0) = gr(r0, θ0) and
gθ(r0,−θ0) = −gθ(r0, θ0). Hence, if θ0 is a solution to (3.6.5) then so is −θ0, reflecting
the invariance to rotational direction.
The solutions to (3.6.5) are presented in Figure 3-17(a), where we see the existence
of orbital solutions only at sufficiently high vibrational forcing (so that the interaction
between the droplet and its wake is strong enough to preserve orbital motion) and
the emergence of radial quantization in the high-memory limit. The quantization is
prescribed by the Faraday wavelength λF , which we discuss in Section 3.6.1 below.
In Figure 3-18, we plot the orbital wave field ηO(x) at impact for a droplet positioned








eT1 (I − e+imθ0Mk)−1e2
)
Φ∗m(r0er; k)Φm(x; k) dk. (3.6.6)
As the orbital radius r0 increases, the droplet’s wake becomes more intricate. It should
be noted that, even for high vibrational forcing, the wave field ηO(x) remains of size
O(1) for orbital solutions r0 on each of the lower branches in Figure 3-17(a). However,
this is not the case on the upper branches, where the orbital wave-energy EO (see
Section 3.6.2) grows without bound as Me→∞.
The details for computing the eigenvalues (and thus determining the linear stability) of
spin states is given in Section 3.6.3 below. We find these orbital solutions are unstable
in the parameter regime considered, where two types of instability emerge: complex
conjugate eigenvalues corresponding to oscillatory growth (the lower (green) branches
of Figure 3-17(a)), and real eigenvalues corresponding to an unstable node (upper
(red) branches). As is evident in Figure 3-17(b)–(c), the bifurcation occurs when the
two unstable complex conjugate eigenvalues collide (e.g. at r0 ≈ 0.97), with one of the
resulting real eigenvalues heading further away from the unit disc (corresponding to a
rapid instability), while the subdominant eigenvalue enters the unit disc at r0 ≈ 1.
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Figure 3-17: Orbital ‘spin state’ solutions. (a) The orbital radius r0 for given vibra-
tional forcing Γ/ΓF . All solutions are unstable in the current parameter regime: green
curves correspond to a complex conjugate pair of unstable eigenvalues, whereas red
curves denote the presence of a real unstable eigenvalue. (b)–(c) The absolute value
|λ| and argument arg λ of the unstable eigenvalues λ as a function of radius r0 for
0.92 . r0 . 1.08.
Figure 3-18: The orbital wave field ηO(x) for anticlockwise (θ0 > 0) spin states at
fixed vibrational forcing Γ/ΓF = 0.995. The droplet is indicated by the black circle,
and its trajectory by the black dashed curve. The orbital radius is (a) r0 = 0.440,
(b) r0 = 0.944, and (c) r0 = 1.453. These orbits are all unstable with an oscillatory
instability (see Figure 3-17(a)). Axes are in dimensionless units, where the wave slope
is prescribed by the dimensionless parameter δ0 ≈ 0.0028. We note that the wave field
remains finite even in the high-memory limit.
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3.6.1 The high-memory limit
To gain further insight into the orbital solutions, we consider the limit Γ → Γ−1F ,
or equivalently, Me → ∞. We recall that Me(Γ) is defined such that e−1/Me is the
dominant eigenvalue of Mk(Γ) (over all k), where an eigenvalue of 1 corresponds to
k = kF and Γ = ΓF . Hence, the dominant eigenvalue of the matrix (I −MkF )−1 is
Me(1 +O(Me−1)) in the limit Me →∞. For the radial kick gr (as defined in (3.6.4a))
to remain finite in this limit (which is required for continued orbital motion), we require












To counteract the singularity that emerges at k = kF as Me →∞, a sufficient condition
is for the orbital radius r0 to satisfy
d
dr0
J20 (kF r0) = 0 ⇐⇒ J0(kF r0)J1(kF r0) = 0,
as first derived by Oza et al. [61] for the stroboscopic trajectory equation. The zeros of
J0(kF r0) (r0 = 0.383, 0.879, 1.377, . . .) correspond to lower bounds of the lower (green)
branches of Figure 3-17(a), whereas the zeros of J1(kF r0) (r0 = 0.610, 1.117, 1.619, . . .)
correspond to upper bounds of the upper (red) branches.
3.6.2 An energetics perspective
Following the developments of Chapter 2, we consider the orbital wave-energy for the
computed hydrodynamic spin states EO relative to that of a bouncer EB. We plot the
results in Figure 3-19(a): as the orbital radius r0 approaches J0(kF r0) = 0 (the lower
branches of Figure 3-17), the wave energy decreases, yet increases as J1(kF r0) → 0
(upper branches). The wave energy is lower when instability grows over a longer
timescale (see Figure 3-17(b)), but increase for solutions that destabilise rapidly. This
reflects a similar relationship between energy and stability as seen at the bifurcation
between bouncing and walking.
To study the overall properties of this phenomenon outside of the physical regime, we
follow the ideas of earlier in the chapter and consider a generalised setting in which
we ignore the wave-droplet coupling conditions. This corresponds to a droplet walking











Figure 3-19: Energy of hydrodynamic spin states. (a) Orbital wave-energy EO relative
to a bouncer EB(Γ) for the solutions in Figure 3-17. The vertical axes are aligned for all
three plots. (b) Orbital wave-energy for a generalised spin state at fixed orbital speed
u = 0.06. The vibrational forcing Γ/ΓF is incremented by 0.005 from Γ/ΓF = 0.95
(red) to Γ/ΓF = 0.995 (blue). The black curve is J
2
0 (kF r0), which has similar minima
and maxima to EO.
field at each impact. From Figure 3-19(b), we see that the corresponding wave field
energy EO oscillates with the orbital radius r0, approaching the wave field energy of a
walker EW in the large-radius limit (at the same value of the vibrational forcing). We
observe that the extent of the oscillations grows with the vibrational forcing; indeed,
EO(r0) approaches a similar shape to the Bessel function J20 (kF r0) in the high-memory
limit, demonstrating that the axisymmetric mode (m = 0) determines the leading order
wave field energetics for orbiters. We further explore the relationship between energy
and stability for orbital and periodic states in Chapters 4 and 5.
3.6.3 Stability analysis
To analyse the stability of hydrodynamic spin states, we consider the dynamics in the
steady orbiting frame of reference, where the droplet has fixed position XS = r0er,
with the corresponding velocity vector US = (R(θ0) − I)XS and orbital wave field
ηS(x) = ηO(x) (and similarly for ∂tη in the instant following impact). In this frame of
reference, we proceed by considering perturbations of the steady state of the form
Xn = XS + X
P
n , Un = US + U
P
n , η(x, tn) = ηS(x) + η
P (x, tn),
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and similarly for ∂tη(x, t
+
n ), where  1 as a small dimensionless parameter, |XPn | =
O(1) and ηP ∼ ηS . By dropping the P superscript for the perturbed variables and
substituting into the trajectory equation (3.1.10) in the rotating frame of reference, we
obtain the following linearised system:






R(θ0)Un+1 −Un = −DUn −F
(
HSR(θ0)Xn+1 +∇η(XS , tn+1)
)
,
where HS is the steady state Hessian matrix at impact, defined as HS = ∇∇T ηS(XS).
We now seek solutions where the perturbed variables satisfy Xn = λ
nX0, Un = λ
nU0
and η(x, tn) = λ
nη0(x) for all n (and similarly for ∂tη(x, t
+
n )), where the eigenvalue














In a similar fashion to the bouncing and walking analysis, we solve (3.6.7a) to obtain
∇η0(XS) = −λG(λ)R(θ0)X0, (3.6.8)
where G(λ) =
∑∞






eT1 (λI − e+imθ0Mk)−1e2
)(∇Φm(XS ; k)∇Φ∗m(XS ; k)) dk.












For non-trivial X0, it remains to find λ ∈ C such that detA(λ) = 0.
Remark 3.8. Due to the rotational and translational invariance of hydrodynamic spin
states, there are trivial eigenvalues at λ = 1 and λ = e±iθ0 , respectively. Thus, it is
more natural to seek complex roots of F (λ), where
F (λ) =
detA(λ)
(λ− 1)(λ− eiθ0)(λ− e−iθ0) .
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Figure 3-20: Numerical solution of unstable spin state with Γ/ΓF = 0.995 and r0 ≈
0.44. (a) Trajectory x = Xn for an anticlockwise (θ0 > 0) orbit initialised at the
steady state. (b) The radial displacement En =
∣∣r0 − |Xn|∣∣ relative to the periodic
state at each impact. The slope of the red triangle corresponds to the growth rate |λ|,
as computed from the linear eigenvalue stability analysis. The vertical dashed lines are
spaced 2pi/| arg λ| apart, which corresponds to the oscillatory period of the unstable
mode.
As seen in Figure 3-17, we obtain two types of unstable eigenvalues, corresponding to
oscillatory and non-oscillatory growth. In the case of slow oscillatory growth (where
the unstable eigenvalues λ typically satisfy 0 < |λ| − 1  1), we validate our stability
analysis by simulating away from the computed steady state. From the example tra-
jectory given in Figure 3-20(a), we see that the orbiting continues for several periods
before the droplet escapes and approaches steady rectilinear walking after an initial
transient. The corresponding radial growth En =
∣∣r0 − |Xn|∣∣ at each impact time tn
is presented in Figure 3-20(b), where we see that the both the growth rate |λ| and the
oscillatory period 2pi/| arg λ| agree with the results of the linear stability analysis. It
should be noted that one period of a sinusoid has two zeros, which explains why the
growth En has two minima for each instability period.
3.7 Discussion
In this chapter, we have rationalised the pilot-wave dynamics in an unbounded domain
by analysing the discrete-time reformulation of the system. In particular, we have
showed that the wave field generated by a single impact is much more complicated than
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the standing wave approximations of Fort et al. [31], Mola´cˇek & Bush [57] and Oza et al.
[62]: the travelling wave has a prominant role at low to intermediate vibrational forcing,
and it is only at high vibrational forcing that the standing Faraday waves become
dominant. Furthermore, by capturing the propagation of the wave field zeros over
each bouncing period [16], our model goes beyond the standing wave approximation of
earlier works [31, 57, 62].
By analysing the stability of the bouncing state, we derived an analytic expression for
the walking threshold ΓW , and showed that there is a supercritical pitchfork bifurcation
at the onset of walking, in accordance with experimental observations [71]. By studying
further details of this bifurcation, we showed that the energy of a walker is less than that
of a corresponding (unstable) bouncer across a broad parameter regime, indicating that
there may be an underlying energy minimisation principle. Furthermore, we derived
an expression for the Doppler shift, which includes a dependence on the wave memory
Me, a feature not captured in the theoretical developments of Eddi et al. [25].
In the weak-acceleration limit, we approximated the droplet’s prior trajectory to obtain
a temporally-local equation for the evolution of the droplet’s velocity. Akin to previous
works [10, 48], we obtained a nonlinear drag that drives the droplet back towards the
free walking speed. However, we also deduced distinct effective masses parallel and
perpendicular to motion, a feature that was not captured by the stroboscopic model
[10]. By studying the stability of bouncing and walking states with this model, we
obtained favourable agreement to the full pilot-wave system, although some of the
fast-timescale transient effects were not captured. The approximation of the wave field
in the weak-acceleration limit will be utilised throughout this thesis to rationalise the
droplet’s orbital dynamics.
Finally, we explored the dynamics of ‘hydrodynamic spin states’, orbital solutions that
persist even in the absence of external forces. Although these were found to be unstable
in the current parameter regime, the derived techniques will be useful in analysing
circular orbits in other settings, such as in a harmonic potential (Chapter 4) and in
a rotating bath (Chapter 6). Akin to the bifurcation from bouncing to walking, we
observed a similar relationship between instability and wave energy, which is a theme
that we consider throughout this thesis.
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Chapter 4
Droplets walking in a harmonic
potential
We consider the pilot-wave dynamics for a droplet that is subjected to a central force;
this experimental configuration was realised by Perrard et al. [68] by placing magnets
above and below the bath, whilst filling the droplet with a small amount of ferrofluid.
This regime corresponds to a droplet in a harmonic potential V(x) = 12K|x|2 where K
is the tunable spring constant with units N m−1. The central force is assumed to have
no effect on the dynamics of the fluid; thus, only the droplet trajectory equation in the
discrete-time model of Chapter 3 requires modification for this work.
We recall that a quantum particle in a harmonic potential exhibits quantized energy
levels En = (n+ 1/2)~ω (for n = 0, 1, 2, . . .), where ~ is Planck’s constant and ω is the
angular frequency of the oscillator. In particular, for motion in the plane, there exists
a double quantization between the particle’s energy E and angular momentum Lz, in
which only certain combinations of energy and angular momentum are permitted [12].
It was observed in the experiments of Perrard et al. [68] that the fluid pilot-wave system
obeys the same double quantization as quantum mechanics, providing a fundamental
hydrodynamic quantum analogy.
It has been shown experimentally that for intermediate values of the vibrational forc-
ing Γ < ΓF , the droplet may move along circular orbits about the origin. As Γ is
progressively increased, the wave force begins to dominate the central force, yielding a
quantization in the radius of stable orbits, as prescribed by the Faraday wavelength,
which is similar to the quantization of the orbital spin states studied in Chapter 3.
121
As the vibrational forcing approaches the Faraday threshold, the circular orbits desta-
bilise and a new family of stable orbits may emerge, taking the form of lemniscates
and trefoils [68]. The mean radius and angular momentum of these exotic orbits gives
rise to the aforementioned double quantization in the fluid system, whose dynamics we
explore in both the stable and chaotic regimes.
The results presented in this chapter build on those published in M. Durey & P.A.
Milewski, Faraday wave-droplet dynamics: discrete-time analysis (J. Fluid Mech.) [20].
The relationship between the mean wave field and the droplet statistics was derived
in M. Durey, P.A. Milewski and J.W.M. Bush: Dynamics, emergent statistics and the
mean-pilot-wave potential (accepted for publication in Chaos).
4.1 The pilot-wave trajectory equation
To adapt the instantaneous impacts model of Chapter 3, we need only modify the
dimensionless trajectory of the droplet during flight to account for the applied harmonic
potential. As a sufficiently smooth applied force has no effect on the droplet’s velocity
jump across an impact (see Appendix C), the following modifications are only for the
droplet’s motion during flight.
By defining the dimensionless spring constant κ = KT 2F /m, the (dimensionless) droplet
motion during flight is governed by
X ′′(t) + CaX ′(t) + κX(t) = 0, (4.1.1)
where the dimensionless air drag 0 < Ca  1 is as defined in Chapter 3. As (4.1.1)
is linear and time-invariant, we define a principal fundamental matrix F (κ) ∈ R4×4 to










for all t > 0.
To couple the droplet dynamics to the wave field, we first decompose the free surface
in terms of orthogonal basis functions Φm(x; k) = Jm(kr)e
imθ (where x denotes the
point (r, θ) in polar coordinates). By using the fundamental matrix Mk(Γ) to evolve
122





































kηˆm(t; k)Φm(x; k) dk. (4.1.3)
Before embarking on the analysis of system (4.1.2), we compute the fundamental matrix
F (κ) to derive a trajectory equation for the droplet motion, akin to that explored in
Chapter 3. This reformulation provides a more convenient form for analysing the pilot-
wave dynamics in a discrete-time setting.
4.1.1 The fundamental matrix for the droplet’s evolution
To reduce the dynamics down to a trajectory equation akin to Chapter 3, we compute










As (4.1.1) is the same in both the x and y planes, the principal fundamental matrix
































4.1.2 The trajectory equation
For the discrete-time evolution of the droplet’s position, we define Xn = X(tn) and
V ±n = X ′(t±n ). The fundamental matrix F (κ) and velocity jump (4.1.2c) yield
Xn+1 = F11Xn + F12V
+
n , (4.1.4a)
V −n+1 = F21Xn + F22V
+
n , (4.1.4b)





We first substitute V −n+1 from (4.1.4b) into (4.1.4c), and then we eliminate V
+
n and




12 (Xn+1 − F11Xn) for all n (from (4.1.4a)).
This algebraic manipulation yields








= eµ++µ− = e−Ca . By adding (−2Xn+1 +
Xn) to both sides and rearranging, we combine with (4.1.2b) to obtain the following
pilot-wave system:
Xn+1 −Xn = Un, (4.1.5a)
ηˆn+1m = Mkηˆ
n
m − pkΦ∗m(Xn+1; k)e2, (4.1.5b)
(Un+1 −Un) +DUn +K(κ)Xn+1 = −F(κ)∇η(Xn+1, tn+1), (4.1.5c)
where Un represents the mean droplet velocity between impacts Xn and Xn+1, and





T . The wave field gradient in equation (4.1.5c) is com-
puted using (4.1.3).
The coefficients in (4.1.5c) represent the drag D = 1− e−(Ca+Ci), with the wave force
F and central force K given by
F(κ) = F12(κ)1− e
−Ci
Ci





respectively. The dependence of the wave field kick F on κ arises since the wave field
imparts a change in the droplet velocity at time tn+1, which alters the droplet position
during flight and its impact position at time tn+2. In the limit κ → 0, the wave force
F(0) is the same as that considered in Chapter 3, and the effective spring constant











where we have considered the additional limit Ca → 0 for algebraic simplicity.
4.2 Bouncing states
We now seek solutions where Un = 0 for all n, which reduces (4.1.5c) to
K(κ)Xn = −F(κ)∇η(Xn, tn).
As all the impacts occur at the same point in the bath, the radial symmetry of each
impact implies that ∇η(Xn, tn) = 0, which yields Xn = 0 for all n since K(κ) > 0
for all κ > 0. Hence, the only possible bouncing state is at the centre of the potential
well for κ > 0, which contrasts with the translational invariance observed when κ = 0.
From (4.1.5b), we find that the wave field of a bouncer at impact ηB(x) is exactly the










The process of analysing the stability of the bouncing state follows analogously to that
of the free-space dynamics, but now with the additional term that arises for κ > 0.
For a small dimensionless parameter  1, we consider perturbations from the steady
states XS = US ≡ 0 and ηS ≡ ηB, with
Xn = XS + X
P
n , Un = US + U
P
n , η(x, tn) = ηS(x) + η
P (x, tn),
and similarly for ∂tη(x, t
+
n ), where |XPn | = O(1) and ηP ∼ ηS . We proceed by substitut-
ing into the iterative map (4.1.5), Taylor expanding the nonlinear terms, and neglecting
terms of O(2). By dropping the P superscripts in the perturbation variables (for no-
tational convenience), the perturbed process evolves under the linear iterative map
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where HS = HI ∈ R2×2 denotes the Hessian matrix matrix of the steady state solution
at the impact position XS = 0.
We then seek solutions to (4.2.2) of the form Xn = λ
nX0, Un = λ
nU0 and η(x, tn) =
λnη0(x) (and similarly for ∂tη(x, t
+
n )), where λ ∈ C is an eigenvalue of the system (to
be determined from our analysis). By using (4.2.2a) to eliminate U0 in favour of X0,
we follow similar analysis to Chapter 3, in which we solve (4.2.2b) and rearrange to give
∇η0(0) = −λG(λ)X0, where G is defined below. By substituting ∇η0(0) = −λG(λ)X0
into (4.2.2c), the initial perturbation X0 satisfies A(λ)X0 = 0, where A(λ) = A(λ)I
and
A(λ; Γ, κ) = (λ− 1)2 +D(λ− 1) + λK(κ) + λF(κ)(H(Γ)− λG(λ; Γ)). (4.2.3)


















For non-trivial X0, it remains to find λ ∈ C such that A(λ) = 0 for given Γ < ΓF
and κ > 0. Akin to the bouncing analysis in Chapter 3, we find that eigenvalues λ are
either real or appear in complex conjugate pairs.
As K(κ) > 0 for all κ > 0, we infer from (4.2.3) that λ = 1 is no longer a trivial root
of A, owing to the fixed centre of the domain. In fact, since G(1; Γ) = H(Γ) for all
Γ < ΓF , we observe that an eigenvalue λ that leaves the unit disc cannot do so along
the positive real line. Physically, we do not expect the unstable eigenvalue to leave
along the negative real line (corresponding to a period doubling), so in fact we expect
a complex conjugate pair of unstable eigenvalues, which necessitate a spiral away from
the fixed point XS = 0.
126
4.2.2 The walking threshold
The bouncing instability threshold is given by the curve ΓW (κ), where the bouncing is
unstable if and only if Γ > ΓW . For any fixed κ, the instability curve is computed by
seeking ϕ(κ) ∈ (0, pi) and ΓW (κ) such that
A
(
e−iϕ(κ); ΓW (κ), κ
)
= 0,
where ϕ(κ) is the angular frequency of the oscillating unstable mode.
By substituting this ansatz into (4.2.3) and considering real and imaginary parts, we
arrive at the following system for ϕ(κ) and ΓW (κ) for fixed κ > 0:
(D − 2)(1− cosϕ(κ))+K(κ) + F(κ)H = F(κ) Re[e−iϕG(e−iϕ; ΓW (κ))], (4.2.4a)
−D sinϕ(κ) = F(κ) Im[e−iϕG(e−iϕ,ΓW (κ))], (4.2.4b)
where we have used that H is real. It remains to solve system (4.2.4) numerically for
given κ > 0, with the results portrayed in Figure 4-1. We observe that the walking
threshold ΓW (κ) is approximately linear for intermediate vibrational forcing. In the
limit κ → 0, the walking threshold agrees with that of the free-space dynamics, but
for κ > 0 we observe that ΓW is an increasing function. This increase implies that the
central force counters the destabilisation induced by the waves; the droplet is ‘trapped’
at the origin by the harmonic potential. However, for the bouncing state to remain
stable in the limit Γ → ΓF , the steepness of the required harmonic potential diverges
to counteract the destabilising presence of the Faraday waves. The oscillatory phase
ϕ(κ) undergoes a pitchfork bifurcation at Γ = ΓW (0) and increases, before appearing
to attain a maximum value at Γ/ΓF ≈ 0.98.
4.3 Circular orbits
We now seek circular orbits to the trajectory equation (4.1.5) of radius r0 and angular
velocity θ0. Our study considers three different regimes: the weak-acceleration regime
in which the path memory is short relative to the orbital period, the intermediate to
high vibrational forcing regime in which quantized orbital radii emerge, and the limit
of small orbits for sufficiently large values of κ. We consider the asymptotic linear
stability of such orbits throughout this work, where we extend the methods of Chapter
3 to account for the effects of the central force.
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Figure 4-1: The walking threshold Γ = ΓW (κ) in the presence of a harmonic potential
with spring constant κ > 0. (a) The blue curve indicates the critical vibrational
frequency ΓW (κ) at which the bouncing destabilises. We note that ΓW (κ) > ΓW (0) for
all κ > 0 and that κ diverges near the Faraday threshold. (b) The angular component
of the critical eigenvalue λ = e−iϕ(k), where we recall that ±ϕ are both solutions. We
note that ϕ(0) = 0 corresponds to a real eigenvalue at κ = 0, which is consistent with
the bifurcation from bouncing to walking studied in Chapter 3.
Remark 4.1. A particle with position xp(t) moving under a central force −κxp(t) in
the absence of any drag forces evolves according to the dimensionless equation
x′′p(t) + κxp(t) = 0.
By seeking orbital solutions to this equation for a particle moving at a constant speed
v > 0, we obtain the orbital radius rc = v/
√
κ and angular velocity θc =
√
κ. Our
analysis reveals a similar solution for the pilot-wave system, where the net effect of the
wave and drag forces is to increase the orbital radius and decrease the orbital frequency
relative to rc and θc, respectively.
4.3.1 The weak-acceleration limit
As with the case for free-space dynamics, we approximate droplet’s prior trajectory in
the weak-acceleration limit (where the timescale of acceleration is much longer than
the memory time Me), which greatly simplifies the trajectory equation (4.1.5). Specif-
ically, we obtained in Chapter 3 that a first order approximation to ∇η(Xn+1, tn+1) in
equation (4.1.5c) is






















where u0 is the free walking speed (for κ = 0). The functions S1(v) and S2(v) are
exactly as defined in equation (3.5.7) in Chapter 3, and depend on the vibrational
forcing Γ and corresponding free walking speed u0. The components of acceleration





n = An −A‖n,













+KXn+1 = 0, (4.3.2)
where we recall that Xn+1 = Xn+Un. Unlike the dynamics in free-space, the effective
masses (ξ‖ and ξ⊥) and nonlinear drag D depend on the spring constant κ, with










, D(v;κ) = D −F(κ)S1(v)
u0v
.
The following analysis of circular orbits reveals that the function K(κ) determines the
leading order orbiting behaviour, while the κ dependence of F(κ) is only required in
the higher-order corrections of the orbital speed.
We now explore the role of the added mass (ξ‖ and ξ⊥) for orbital dynamics in the weak-
acceleration limit, an approximation that is valid when the acceleration An = Un+1 −
Un satisfies Me |An|/u0  1 for all n. For an orbital radius r0 with angular velocity
θ0, the corresponding orbital speed is u = 2r0 sin(|θ0|/2). Since |An|2 = 2u2(1− cos θ0)










In the orbital dynamics considered below, we find that (u/u0) = O(1), so the validity
condition reduces to Meu0/r0  1. Hence, our analysis is not valid for particularly
small orbits. However, even for particularly large Me, our analysis will be valid for suffi-
ciently large orbits, which demonstrates the robustness of this approximation. Finally,
we note that for u ≈ u0 and |θ0|  1, we have u0 ≈ r0|θ0|, so the weak-acceleration
limit is in fact equivalent to weak orbital-memory MeO = Me |θ0|  1; this is the
regime in which the droplet does not interact with its wake. This limiting case was
explored by Oza et al. [61] for circular orbits in a rotating bath.
We now seek solutions to (4.3.2) satisfying |Xn| = r0 and |Un| = u > 0 for all n, where
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we impose that consecutive impacts satisfy Xn ·Xn+1 = r20 cos θ0 and Un · Un+1 =
u2 cos θ0 for some angular velocity θ0 ∈ R. We proceed by substituting this ansatz into
the trajectory equation (4.3.2). We then take inner products with respect to Un and
U⊥n , where we define U⊥n = R(pi/2)Un to be a vector perpendicular to Un with the
same magnitude. By recalling that A
‖
n and A⊥n are defined with respect to Un, we
first compute U⊥n · A⊥n = u2 sin θ0, Un · A‖n = u2(cos θ0 − 1), with U⊥n · A‖n = 0 and
Un ·A⊥n = 0. Furthermore, Un ·Xn+1 = r20(1 − cos θ0) and U⊥n ·Xn+1 = −r20 sin θ0.
After some algebra, we arrive at the following system of equations for u, r0 and θ0
(where κ and Γ > ΓW (0) are fixed):
ξ‖(u/u0;κ)u2(cos θ0 − 1) +D(u/u0;κ)u2 +K(κ)r20(1− cos θ0) = 0, (4.3.3a)
ξ⊥(u/u0;κ)u2 sin θ0 −K(κ)r20 sin θ0 = 0, (4.3.3b)
u− 2r0 sin(|θ0|/2) = 0. (4.3.3c)
From (4.3.3b), we obtain K(κ)r20 = u2ξ⊥(u/u0;κ) for sin θ0 6= 0, yielding
r0 =
u√K(κ)√ξ⊥(u/u0;κ), (4.3.4)
where it remains to find the orbital speed u > 0. Substituting (4.3.3b) into (4.3.3a),
we obtain





We eliminate θ0 from this equation by recasting (4.3.3c) as (1 − cos θ0) = 2(u/2r0)2,










It remains to solve the system (4.3.4)–(4.3.5) for the orbital radius r0 and speed u > 0.
To make analytic progress, we consider solutions to (4.3.4)–(4.3.5) in the weak-spring-
constant limit κ  1, which is typical of the weak-acceleration regime. From (4.3.5),
we note that in the case κ = 0, we have K(0) = 0, yielding D(u/u0; 0) = 0, implying
that u = u0. To proceed, we pose the following asymptotic expansion in the small
parameter 0 < κ 1:
u
u0
= 1 + κv1 + κ
2v2 + . . . .
By substituting this form into (4.3.5) and considering Taylor expansions in κ of the

































The inequality holds since K′(0) > 0, ξ‖(1; 0) < ξ⊥(1; 0), and ∂vD(1; 0) > 0 (see
Chapter 3). We note that the velocity correction v1 < 0 depends on the vibrational
forcing Γ through the effective masses ξ‖ and ξ⊥, and the nonlinear drag D.
Hence, to an O(κ2) correction, the orbital walking speed u is less than the free walking
speed u0, with u → u−0 as κ → 0. This feature is not captured by the stroboscopic
trajectory equation of Bush et al. [10], since the effective mass ξ in their work is equal
in both the directions parallel and perpendicular to motion. Moreover, the nonlinear
drag in their model is also independent of the spring force κ, as the bath and fluid do
not decouple during flight.














γB is the augmentation of the orbit radius for a classical particle in a harmonic
potential travelling at speed u0, a feature that was also captured by Bush et al. [10].
We note that the radial augmentation relies only on the effective mass perpendicular to
motion ξ⊥, where the study in Chapter 3 showed that ξ⊥(1; 0) is a decreasing function
of the vibrational forcing Γ/ΓF , with ξ⊥(1; 0) > 1.
In Figure 4-2, we present the orbital radius r0 in the weak-acceleration limit, with com-
parison to the full numerical solution discussed in Section 4.3.2. We observe excellent
agreement between the numerical and asymptotic solutions for r0 & 0.5, which is the
regime of sufficiently weak orbital-memory MeO  1. From asymptotic linear stability
analysis (see Section 4.3.4), we obtain that these orbits are stable; this result may also
be deduced by analying the stability of the reduced system (4.3.2). For small orbits,
the dominant eigenvalue λ is real, so the solution (r0, θ0) is a stable node. However,
following the collision of two real eigenvalues at r0 ≈ 0.3, the eigenvalues are complex
for larger orbits. Thus, any (small) perturbations to the pilot-wave system cause the
droplet to spiral back to the orbiting state.
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Figure 4-2: Circular orbits in the low-orbital-memory regime MeO  1 with Γ/ΓF =
0.87. (a) The orbital radius as a function of dimensionless potential well width Λ =
u0/
√
κ, as computed from the full pilot-wave system (4.3.7) (blue curve) and the weak-
acceleration approximation r0 = Λ
√
γB (grey curve). The hydrodynamic boost factor
in this case is γB = 1.34. We plot (b) the modulus |λ| and (c) the complex argument
arg(λ) for the two dominant eigenvalues λ ∈ C. As |λ| < 1, the orbits are stable.
4.3.2 The emergence of quantization
To investigate the dynamics at intermediate and high orbital-memory, we seek orbital
solutions to (4.1.5), where the harmonic potential necessitates that that orbital centre
is at the origin. Hence, the droplet lies on a constant radius, i.e. |Xn| = r0 > 0, and
rotates by angle θ0 between impacts, i.e. Xn+1 = R(θ0)Xn, where R(·) ∈ R2×2 is the
rotation matrix. For the wave field to rotate with the droplet, we require ηˆn+1m (k) =
e−imθ0 ηˆnm(k) for all n and all m ∈ Z (see Appendix D). Substituting this rotational





ηˆnm = −pkΦ∗m(Xn; k)e2, (4.3.6a)(






Xn = −F(κ)∇η(Xn, tn). (4.3.6b)
To proceed, we employ a similar approach to that developed in the study hydrodynamic
spin states (see Chapter 3). We solve (4.3.6a) for ηˆnm, and define orthogonal radial
er = Xn/r0 and tangential eθ = R(pi/2)er unit vectors, yielding the wave field gradient
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at impact ∇η(Xn, tn) = ergr(r0, θ0)+eθgθ(r0, θ0), where the functions gr and gθ are as
defined in equation (3.6.4) and depend on the vibrational forcing Γ < ΓF . Substituting
∇η(Xn, tn) into (4.3.6b) and considering radial and tangential components, it remains
to solve
(D − 2)(1− cos θ0)r0 +K(κ)r0 = −F(κ)gr(r0, θ0; Γ), (4.3.7a)
Dr0 sin θ0 = −F(κ)gθ(r0, θ0; Γ). (4.3.7b)
Given Γ < ΓF and r0 > 0, we may solve (4.3.7) numerically for θ0 ∈ R and κ > 0.
Furthermore, as gr(r0,−θ0) = gr(r0, θ0) and gθ(r0,−θ0) = −gθ(r0, θ0), if θ0 is a solution
to (4.3.7) then so is −θ0, reflecting the invariance to the rotation direction.
In Figure 4-3, we present the relationship between the orbital radius r0 and the dimen-
sionless width of the potential well Λ = u0/
√
κ as the vibrational forcing is progressively
increased. As computed from the asymptotic linear stability analysis described below,
we observe that the stable orbits (blue curves) destabilise for sufficiently large vibra-
tional forcing, either through an oscillatory instability (green curves), or through the
presence of a real eigenvalue (red curves). The red portions of the curve correspond to
solutions that cannot be observed in the laboratory and thus give rise to the orbital
quantization, in which stable solutions exist only for narrow bands of the orbital radius
r0. In the limit Γ→ Γ−F , there are orbital radii for which no solution exists with κ > 0
(Λ <∞), and instead the spring constant must enter the unphysical regime κ < 0 (in
which the applied force repels the droplet away from the origin). The orbital solutions
at κ = 0 correspond to the hydrodynamic spin states studied in Chapter 3, where the
orbital radius satisfies J0(kF r0)J1(kF r0) = 0 in the limit Me→∞.
It should be noted that, unlike the predictions of the stroboscopic trajectory equation
for dynamics in a harmonic potential [47], our model continues to predict the existence
of stable orbits at Γ/ΓF = 0.98, which is in better agreement to experiments. It is
likely that the improved predictions are due to the detailed fluid modelling (where
our model captures the exponential spatial decay of the waves) and the decoupling of
the droplet and the waves during flight, where wave field perturbations from a prior
impact are damped before influencing the next impact. A more thorough comparison
to experimental data remains the subject of future work.
We also present the relationship between the orbital radius, stability, and the orbital
wave field energy EO relative to the wave field energy of a bouncer EB at the same
vibrational forcing (where EO → EB in the limit r0 → 0). As derived in Chapter 2, the
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Figure 4-3: The orbital radius r0 with the corresponding dimensionless potential well
width Λ = u0/
√
κ (left panel) and the orbital wave-energy EO normalised by the
bouncer wave-energy EB (right panel). The vibrational forcing increases for each row,
with (a) Γ/ΓF = 0.97, (b) Γ/ΓF = 0.98, and (c) Γ/ΓF = 0.995. Blue sections of
the curve correspond to stable orbits (with all eigenvalues λ satisfying |λ| < 1), green
curves denote an oscillatory instability where arg(λ) 6= 0 if |λ| > 1, and red curves
denote the presence of a real unstable eigenvalue. The red portions of the curve cor-
respond to orbits that cannot be observed experimentally, and give rise to the orbital
quantization. In (c), grey shading denotes the orbital radii where no solutions exist for
κ > 0 (Λ < ∞). In the right panel, solutions with a black curve lie in the unphysical
regime κ < 0. The impact phase is θI = 1.39pi, with droplet radius R0 = 0.38 mm.
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wave field energy is averaged over one impact period, and has components of surface
energy, gravitational potential energy and the kinetic energy due to potential flow. We
recall that the droplet’s vertical energy is assumed constant due to the assumption
of periodic vertical motion, while its horizontal energy is several magnitudes smaller
than the wave energy (even when accounting for the energy induced by the harmonic
potential).
From Figure 4-3, we observe that as the vibrational forcing is progressively increased,
the orbits with the largest wave-energy are the first to destabilise (with a real eigen-
value), a feature that is reminiscent of the bifurcation from bouncing to walking
studied in Chapter 3. Furthermore, a similar relationship between energy and sta-
bility emerges for the straight-line oscillations explored in Chapter 5. The extrema
of EO approximately coincide with the extrema of J20 (kF r0), whose minima are r0 =
0.38, 0.88, 1.38, . . . and maxima are r0 = 0.61, 1.12, 1.62, . . .. Thus, akin to hydrody-
namic spin states, the main contributor to the wave field energy is the axisymmetric
mode. In the limit of weak orbital-memory MeO  1 (corresponding to a sufficiently
large orbital radius r0), the orbital energy EO approaches the energy of a walker EW
owing to the decreased interaction of the droplet with its wake.
In Figure 4-4, we plot the orbital wave field ηO(x) at impact for fixed orbital radius















Φ∗m(r0er; k)Φm(x; k) dk.
For weak vibrational forcing, the droplet does not interact with its wake, and the
wave field is similar to that of a walking droplet in the absence of an applied force (see
Chapter 3). However, as the vibrational forcing is progressively increased, the influence
of the wake becomes more pronounced and plays a prominent role in the emergence of
radial quantization.
4.3.3 Small orbits
We may further simplify the system (4.3.7) in the limit for r0  1, for which we write
θ0 = Θ0 +O(r0) and κ = κ0 +O(r0). From the small argument Taylor expansion of the
Bessel function Jm(z) ∼ (z/2)m/m!+O(zm+2) as z → 0, we expand J2m(kr0) for r0  1
and k = O(1). While this expansion is not valid for large k, the rapid viscous decay
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Figure 4-4: The impact wave field ηO(x) of three stable anticlockwise orbiters (θ0 > 0)
for fixed orbital radius r0 = 0.96 and different values of the vibrational forcing: (a)
Γ/ΓF = 0.86, (b) Γ/ΓF = 0.92, (c) Γ/ΓF = 0.98. As the orbital memory increases, the
droplet interacts with its wake. The impact phase is fixed at θI = 1.35pi. All lengths
are in dimensionless units, with typical wave-slope δ0 ≈ 0.0028.
of large wavenumbers means that the error from this expansion does not significantly
affect the value of any integrals over k. We thus consider the following asymptotic

















































θ = ±ig(±1)r .
We now relate these functions to those used in the bouncing state stability analysis
(see Section 4.2.1). We first note that then g
(0)
r = −H, where H is defined as the
diagonal elements of the steady state Hessian matrix for a droplet bouncing at the

















r = Re[e−iΘ0G(e−iΘ0)] and g(1)θ + g(−1)θ = −Im[e−iΘ0G(e−iΘ0)],
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where Re[z] and Im[z] denote the real and imaginary parts of the complex number z,
respectively. Hence, by substituting into (4.3.7), we obtain the system
(D − 2)(1− cos Θ0) +K(κ0) = −F(κ0)
(H− Re[e−iΘ0G(e−iΘ0 ; Γ)])+O(r0), (4.3.8a)
D sin Θ0 = −F(κ0)Im[e−iΘ0G(e−iΘ0 ; Γ)] +O(r0). (4.3.8b)
It remains to solve (4.3.8) to determine κ0 and Θ0, corresponding to the leading-order
spring constant and angular velocity in the limit of vanishing orbital-radius (for any
given Γ < ΓF ). However, system (4.3.8) is identical to the walking threshold system
(4.2.4), indicating that the pilot-wave system does not exhibit hysteresis between the
orbiting and bouncing states. Moreover, the frequency of the oscillatory instability
for a bouncer determines the leading order oscillatory frequency for the corresponding
circular orbit when r0  1.
4.3.4 Stability analysis
The stability analysis of circular orbits is almost identical to that of the hydrodynamic
spin states explored in Chapter 3, but there is an additional term to account for the
central force. We proceed by considering the dynamics in the orbital frame of reference
with fixed droplet position XS = r0er, velocity vector US = (R(θ0)−I)XS and orbital
wave field ηS(x) = ηO(x).
In the same frame of reference, we consider perturbations away from the steady state
Xn = XS +X
P
n (and similarly for Un, η(x, tn) and ∂tη(x, t
+
n )), where  1 is a small
dimensionless parameter and |XPn | = O(1). By linearising the trajectory equation
(4.1.5) in the rotating frame of reference and seeking solutions of the formXPn = λ
nXP0













eT1 (λI − e+imθ0Mk)−1e2
)(
∇Φm(XS ; k)∇Φ∗m(XS ; k)
)
dk.
Here we have defined the Hessian matrix corresponding to the steady state at impact
as HS ≡ ∇∇T ηS(XS). For a non-trivial initial perturbation XP0 , it remains to find
eigenvalues λ ∈ C such that detA(λ) = 0.
Remark 4.2. Due to the rotational invariance of circular orbits under a central force,
there is a trivial eigenvalue at λ = 1, but this problem does not exhibit translational
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Figure 4-5: Stable exotic trajectories at high vibrational forcing. The colour denotes
the instantaneous droplet speed u relative to the free walking speed u0, and the arrows
denote the direction of motion. (a) Lemniscate at Γ/ΓF = 0.9885 (Me ≈ 65) with
Λ = 1.26. The period of the droplet’s spatial extent is P0 ≈ 122 (the period of the
entire trajectory is 2P0 in this case). (b) Trefoil at Γ/ΓF = 0.988 (Me ≈ 62) with
Λ = 1.27 and P0 ≈ 136. The trefoil exhibits a weak azimuthal progression. The impact
phase is θI = 1.39pi for both trajectories.
invariance. Thus, we instead seek roots to F (λ) = det[A(λ)]/(λ− 1).
4.4 Periodic and quasi-periodic trajectories
We now simulate the pilot-wave dynamics in the regime where the circular orbits are
unstable, revealing similar periodic and quasi-periodic trajectories to those observed in
experiments, with examples given in Figure 4-5. The lemniscate is a periodic trajectory,
whilst the trefoil exhibits a weak azimuthal progression in this parameter regime, in
which the radial dynamics are periodic, yet the three-fold symmetry of the trajectory
is broken. There are presumably small windows in the parameter regime where the
azimuthal progression vanishes and the trajectory is periodic, but these are yet to be
observed in our simulations (and were not reported in experiments [68]). Other periodic
and quasi-periodic orbits have also been observed in the simulations of Kurianski et al.
[45] in a narrow parameter-regime.
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It was observed in experiments that, akin to circular orbits, the lemniscate and trefoil
exhibit quantization in their mean spatial extent [68]. The authors justified this quan-
tization through an energy minimisation argument: specifically, the m-fold symmetry
of lemniscates (m = 2) and trefoils (m = 3) requires the mean-wave-field energy for
the corresponding angular mode Φm to be minimised. This argument suggests that the
mean wave field has a controlling influence on the pilot-wave dynamics, and we pro-
ceed by analysing its form in a number of regimes, beginning with the case of periodic
dynamics.
In earlier works [46, 68], the mean wave field of a periodic trajectory was primarily
computed numerically, with limited progress on relating the droplet’s trajectory and
the mean wave field analytically. In Proposition 4.1, we prove that if there exists Q ∈ N
such that Xn+Q = Xn for all n, then the probability distribution for the droplet’s po-
sition µ(x) = Q−1∑Qn=1 δ(x−Xn) and the mean wave field η¯(x) = Q−1∑Qn=1 η(x, tn)




(x), where ηB(x) is the wave field of
a bouncer at impact. We recall that ηB is generated by infinitely many prior impacts
at the origin (see equation (4.2.1)), so may be regarded as the time-periodic Green’s
function for the domain.
This convolution result is not only physically appealing, but remains robust in the limit
Q →∞, in which the Faraday frequency and the orbital frequency are incommensurate
(see Appendix F.2). However, it should be stressed that Proposition 4.1 is not valid
for quasi-periodic trajectories with an azimuthal progression (such as for the observed
trefoil). Our result not only combines three key quantities of this pilot-wave system, but
we show in Section 4.5 that the mean wave field and stationary probability distribution
obey the same relationship for ergodic dynamics, such as those arising in the chaotic
regime. Moreover, in Chapter 8, we prove an extension of this result for pilot-wave
dynamics in a corral.
In Figure 4-6, we present the instantaneous wave field and the mean wave field for the
periodic lemniscate shown in Figure 4-5(a). We observe that the broad features of the
two wave fields are quite different, although a signature of the convolution result is
present at the droplet’s maximum spatial extent, where the mean wave field attains
a local maximum along the droplet’s trajectory (we recall that ηB(x) is maximal at
the origin). Furthermore, the mean wave field reflects the symmetry of the trajectory
about the line x = 0. However, as the droplet’s speed is much lower when approaching
its maximum spatial extent than when heading back towards the origin, there is weak
asymmetry about the line y = 0.
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Figure 4-6: The wave field for the same lemniscate as Figure 4-5(a), but rotated about
the origin. (a) The instantaneous wave field η(x, tn) at impact, where Xn is denoted
by the white circle. The black curves and arrows denote the periodic trajectory, where
the droplet typically moves faster on the upper branch and slower on the lower branch.
(b) The corresponding mean wave field η¯(x), where the symmetry about the line x = 0
is evident. All units are dimensionless.
As future work, we aim to use this convolution result for further rationalisation of the
radial quantization for periodic orbits, where we will extend the methods for studying
circular orbits to analyse the existence and stability of the periodic and quasi-periodic
orbits observed in experiments and simulations. The techniques for this study are
developed in Chapter 5, where we study the periodic oscillations that arise when the
droplet’s motion is confined to a line (whilst being subjected to a central force).
Proposition 4.1. If there exists Q ∈ N such that Xn+Q = Xn for all n, then the









where ηB(x) is the radially symmetric wave field of a bouncer centred at the origin and
µ(x) = Q−1∑Qn=1 δ(x−Xn).
Proof. We first take the sum
∑Q










By the assumed periodicity, we observe that ηˆ0m = ηˆ
Q
m. Hence, by defining η¯m(k) ≡
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Q−1∑Qn=1 ηˆnm(k) and µ(x) = Q−1∑Qn=1 δ(x−Xn), we obtain
η¯m(k) = Mkη¯m(k)− pke2
∫
R2
Φ∗m(y; k)µ(y) dy. (4.4.1)
For Γ < ΓF , the matrix (I −Mk(Γ)) is nonsingular, so we may solve for η¯m(k) for all
m and k.
From (4.2.1), we recall that the Hankel representation of a droplet bouncing at the
origin is ηˆB(k; Γ) = −pkeT1 (I −Mk(Γ))−1e2. Solving (4.4.1) and substituting in the


















kηˆB(k; Γ)J0(k|x− y|) dk dy,







The result follows since the wave field of a bouncer centred at the origin for given Γ is
ηB(x) =
∫∞
0 kηˆB(k; Γ)J0(k|x|) dk.
Remark 4.3. For circular orbits, we observe that (4.4.1) and (4.3.6a) have the same
form for m = 0, while the radial symmetry of µ(x) for circular orbits implies that the
mean wave field is also radially symmetric. Hence, the mean wave field of a circular










where the orbital radius r0 modulates the amplitude of η¯.
4.5 Chaotic dynamics in the intermittent regime
We now study the pilot-wave dynamics in the chaotic regime, in which all the underlying
eigenstates are unstable. For intermediate path-memory in the chaotic regime, the
droplet enters the ‘intermittent regime’ [67, 68], in which its trajectory is reminiscent
of the stable eigenstates for only short time intervals, as evidenced by the sample
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Figure 4-7: A long trajectory (grey curve) of 100,000 impacts in the intermittent regime
with Γ/ΓF = 0.988 and κ = 0.0022 (corresponding to Λ = 1.26). Short sections of the
trajectory are highlighted, where we recognise a lemniscate (blue), trefoil (green) and
circle (red).
trajectories in Figure 4-7. The dynamics in this regime were studied experimentally by
Perrard et al. [67] for a narrow potential well (Λ . 0.9), prohibiting the appearance of
the larger lemniscate and trefoil orbits apparent in Figure 4-5.
In this study, we aim to develop the techniques to analyse several aspects of the dy-
namics in the intermittent regime: the superposition of the unstable eigenstates in a
long trajectory, the features of the corresponding mean wave field, and the statistical
properties of the droplet’s mean spatial extent and angular momentum.
4.5.1 Preliminaries
To proceed, we define several quantities relating to the pilot-wave dynamics. Following
Perrard et al. [68], we define the dimensionless spatial extent ρn and angular momen-
tum Lnz at time tn as








respectively, where × denotes the vector product, u0 is the free walking speed, and e3








In Theorem 4.1, we prove that for stationary and ergodic dynamics, the mean wave field
and the stationary probability distribution µ(x) for the droplet’s position are related by
the convolution η¯ = ηB ∗ µ. We note that this convolution result has the same form as
the convolution result for periodic dynamics, as stated in Proposition 4.1. Although we
focus on the dynamics in the walking regime (in which the bouncing state is unstable
– see Section 4.2), the associated bouncer wave field ηB still plays a pivotal role in the
long-time statistics.
The physical intuition behind this convolution result is as follows. For stationary
dynamics, each point x in the domain (within the support of µ) is visited infinitely
many times. If all points were visited equally, each would contribute equally to the
mean wave field, in the amount of ηB(x). Since they are not visited equally, the
contribution of each point ηB(x) must be weighted by µ(x).
Theorem 4.1. Assuming there exists a stationary probability distribution µ(x) for the
droplet’s position and that the dynamics are ergodic, then the mean wave field η¯(x) (as









where ηB(x) is the radially symmetric wave field of a bouncer centred at the origin.
Proof. From (4.1.5b) (with n 7→ n− 1), we have
ηˆnm(k) = Mkηˆ
n−1
m (k)− pkΦ∗m(Xn; k)e2. (4.5.3)




m(k) to be the wave amplitudes corre-
sponding to the mean wave field η¯. By taking the mean of (4.5.3) over N impacts and
considering the limit N →∞, the ergodic theorem allows for the replacement of time
averages in the last term with spatial averages, giving





This equation has the same algebraic form as (4.4.1), and thus the conclusion of the
proof is identical to that of Proposition 4.1.
4.5.2 Evidence of ergodicity
The result in Theorem 4.1 rests on the assumption that a stationary distribution exists
and that the pilot-wave dynamics are ergodic. It has been observed experimentally
that when the droplet’s motion is confined (by a harmonic potential [68] or the bound-
ary walls of a corral [40, 76]), a stationary distribution may emerge. The ergodicity
assumption is more delicate and is invalid when multiple stable states exist. However,
it has been observed in the one-dimensional tunnelling pilot-wave model of Nachbin
et al. [58] that several chaotic trajectories with different initial conditions had the
same statistical properties as a single longer run, suggesting that the process is indeed
ergodic in that particular configuration.
We proceed by providing evidence that the ergodicity assumption is valid in the chaotic
intermittent regime, by repeating a similar methodology to Nachbin et al. [58]. Specif-
ically, we initiate the system for a quiescent bath, with random initial conditions for
the droplet’s position X0 and mean velocity during flight U0: we consider independent
samples from the bivariate Normal distributions X0 ∼ N(0, σ2xI) and U0 ∼ N(0, σ2uI),
where σx = 1 and σu = 1/6 are typical of the droplet dynamics. We then compare
the resultant distributions, with results given in Figure 4-8. We observe that the sta-
tistical properties are similar for one long trajectory as compared to the superposition
of ten independent trajectories (totalling the same number of impacts). Indeed, the
realisation of one single shorter trajectory still exhibits the same qualitative features.
Furthermore, we observed similar features for different parameter values within the
intermittent regime (not shown), providing additional evidence of ergodicity.
Although proving the ergodicity of this system is beyond the scope of this thesis, we can
be confident that the assumptions required of Theorem 4.1 are satisfied in this regime,
and that the mean wave field is determined by the above convolution result. In fact,
in Section 4.5.4 we explore the temporal convergence of the convolution result when
the droplet’s probability distribution is conditioned on a given trajectory. This case is
explored in Theorem 4.2, for which ergodicity is no longer a necessary assumption.
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Figure 4-8: Evidence of ergodicity in the intermittent regime (with the same param-
eters as Figure 4-7). We plot the marginal distribution for the droplet’s radial extent
µ(r) computed from one long trajectory of 500, 000 impacts (black squares), and the
distribution arising from the superposition of ten independent trajectories (red circles),
each of length 50, 000 impacts. The blue diamonds denotes µ(r) for a single realisation
of length 50, 000 impacts. In all cases considered, the tangential distribution is ap-
proximately uniform owing to the rotational invariance of the system. The qualitative
agreement between the three distributions suggests that the system is ergodic.
4.5.3 Decomposing into the system’s eigenstates
Although we may study the long-time statistical properties of the intermittent regime,
this approach does not yield any detailed understanding of the how the unstable eigen-
states manifest in the chaotic trajectory and the switching process between them. As
the droplet’s spatial extent ρn and angular momentum L
n
z vary significantly during the
trajectory (see Figure 4-9), simple methods adopted for identifying switching states
in stochastic systems are insufficient for our purposes. Although one may classify the
different trajectories by hand, we instead propose an automated approach that encom-
passes methods from statistical clustering for identifying these eigenstates.
The segmentation of a long trajectory
For the parameter regime considered, we predominantly observe three underlying tra-
jectories: circular orbits, lemniscates and trefoils. By considering the symmetry of each
trajectory in the stable regime (see Figure 4-5), we observe that the droplet’s mean
spatial extent ρ¯ and angular momentum L¯z averaged over the whole trajectory are
equal to the average values computed along any sub-trajectory between two extrema of
ρn (this is trivially true for circular orbits, where ρn = r0 for all n). In particular, owing
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Figure 4-9: The droplet’s evolution as characterised by (a) its spatial extent ρn and
(b) its angular momentum Lnz , sampled from a long trajectory in the intermittent
regime (Γ/ΓF = 0.988, Λ = 1.29, κ = 0.0022 and θI = 1.39pi). We observe significant
fluctuations in ρn and L
n
z over time. Colours correspond to the segmentation and
clustering of sub-trajectories shown in Figure 4-10. The observed outlier trajectory
(black curve) corresponds to a transition from circles to trefoils.
to the double quantization reported by Perrard et al. [68], these three trajectories may
all be recognised entirely in terms of the pair (L¯z, ρ¯).
From these developments, we may now formulate the first step for automating the
recognition of different eigenstates. For a given chaotic trajectory of length N , we
compute the spatial extent ρn and angular momentum L
n
z at each impact. We then
find the subset of times 0 < τ1 < τ2 < . . . < N when the droplet’s spatial extent attains
a local maximum, i.e. ρτl ≥ ρτl±1. Having segmented the trajectory into a series of
sub-trajectories with variable lengths Nl = τl+1 − τl, we compute the mean spatial














These definitions coincide with those used by Perrard et al. [68] for stable orbits.
Physically, the squared spatial-extent determines the droplet’s potential energy, which
varies weakly relative to the droplet’s kinetic energy, owing to the droplet’s preference
for walking at approximately the free walking speed (i.e. |Un| ≈ u0 for all n).
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Figure 4-10: Decomposing a long trajectory (of 106 impacts) in the intermittent regime,
corresponding to the same trajectory used in Figure 4-9. (a) Application of the DB-
SCAN clustering of the mean spatial extent ρ¯l and angular momentum L¯
l
z averaged
over each sub-trajectory, using cluster parameters NC = 20 and C = 0.1. Five clus-
ters are obtained (labelled C1, . . . , C5), where the colours determine which points lie in
each cluster. Black points correspond to outliers. The label (n,m) corresponds to the
double-quantization lattice obtained in quantum mechanics, with segments reminiscent
of circles (3,±3), trefoils (4,±2), and lemniscates (4, 0). (b) Example sub-trajectories
(between extrema of the ρn) whose averaged values lie in the cluster with the cor-
responding colour. The circular dots denote the droplet position at the end of each
sub-trajectory.
Although the segmentation of the chaotic trajectory is based on geometric arguments
from a priori knowledge of the system’s eigenstates, this segmentation process may
also be justified through physical considerations. Specifically, the droplet’s maximal
spatial extent corresponds exactly to when the droplet’s potential energy is largest
and dominates the kinetic energy. Furthermore, the chaotic motion is induced by the
droplet’s interaction with its wake, which plays a minimal role when the droplet is far
from the centre of the bath, but has a strong influence on the dynamics as the droplet
walks in the vicinity of the origin, owing to prior excitations of the Faraday wave field.
This thought experiment is supported by Figure 4-7, where we observe that the broad
features of chaotic lemniscate and trefoil dynamics differ only in the vicinity of the
origin, at which the switching between the two trajectories arises.
The emergent clusters of similar trajectories
On plotting the set of mean values ρ¯l and L¯
l
z computed over each sub-trajectory, we
observe that clear groups of points emerge in the (L¯z, ρ¯)-plane (see Figure 4-10). These
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groups, or clusters, correspond to trajectories with similar mean properties, from which
we aim to identify the three different eigenstates observed in the trajectory. To for-
mally identify these clusters, we employ a clustering algorithm: as these clusters have
an irregular shape, a density-based cluster algorithm seems most appropriate for our
purposes. We herein apply the DBSCAN algorithm [28], which is dependent on two
parameters: a ball of radius C and a minimum number of points NC .
In brief, the DBSCAN algorithm determines a datum as either a core point, a density-
reachable point, or an outlier. A datum is a core point if at least NC points lie within
an C-ball, but the datum is a density-reachable point if it is not a core point yet lies
within the C-ball of an existing core point. In contrast, the datum is an outlier if it
is neither a core point or a density-reachable point. The density-reachable points are
defined to lie in the same cluster as the core points, but the outliers do not form part of
any cluster. For a predetermined minimum number of points NC within each C-ball,
C may be chosen by using a K-distance graph, plotting the distance to the K = NC−1
nearest neighbours ordered from the smallest to the largest value: appropriate values
of C lie in the vicinity of the ‘elbow’ of this curve. For the simulations considered, the
resultant clusters depend only weakly on the choice of the pair (NC , C).
In Figure 4-10, we consider a droplet trajectory over 106 impacts in the intermittent
regime, with Γ/ΓF = 0.988 and Λ = 1.29. On segmenting the trajectory and com-
puting the mean values along each sub-trajectory (as described above), an application
of the DBSCAN algorithm reveals five well-separated clusters (which we label Cj for
j = 1, . . . , 5). From quantum mechanics, we recall that the double quantization for
a particle’s energy and angular momentum arises due to the degeneracy of each en-
ergy level. In particular, the double quantization yields an (n,m) lattice, where n
is a positive integer and m ∈ {−n,−n + 2, . . . , n − 2, n}, as indicated by the crosses
in Figure 4-10(a) [12]. We observe that, broadly speaking, the clusters for the fluid
pilot-wave system in this regime form around the points (3,±3), (4,±2) and (4, 0) on
this lattice, corresponding to circles, trefoils and lemniscates, respectively (see Figure
4-10(b)). This quantization is similar to the results obtained by Perrard et al. [68] for
stable trajectories.
Remark 4.4. If the spring constant κ were reduced (corresponding to a wider potential
well), then circular orbits and exotic trajectories with a larger spatial extent may be
obtained, whereas a larger spring constant typically reduces the droplet’s spatial extent.
A thorough exploration of these two regimes remains the subject of future work.
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The weighted superposition of eigenstates
On determining the clusters and outliers formed by the pairs (L¯lz, ρ¯l), we have formally
grouped together similar sub-trajectories (the clusters) and discarded the transient
trajectories that arise when the droplet switches between different eigenstates (the
outliers – for example, see the black section of the trajectory in Figure 4-9). For all
the sub-trajectories that belong to the same cluster, we regroup the corresponding raw
data for the droplet’s trajectory Xn, allowing us to analyse several statistical features
of each cluster Cj .
Firstly, the number of raw data points used to determine each cluster directly deter-
mines the probability pj that the droplet trajectory lies in cluster Cj at any given time.
In other words, this number yields the probability of observing a given eigenstate at
some time during the simulation. In the parameter regime explored, the subdominant
eigenstate is the circular orbit (with p4 = 0.019 and p5 = 0.026), whilst lemniscates
(p1 = 0.452) and trefoils (p2 = 0.243 and p3 = 0.249) are both observed with approxi-
mately equal frequency. The probabilities p4 and p5 differ significantly, indicating that
an insufficiently long simulation was performed for the stationary distribution to be
fully explored, despite computing with 106 impacts. Akin to stochastic systems, it is
difficult to accurately attain the probability of rare events, which we should keep in
mind when discussing statistics of clusters C4 and C5 (for circular orbits).
Furthermore, given that the droplet trajectory corresponds to a certain eigenstate at
a given moment in time, we obtain the statistical distribution of the droplet’s spatial
extent and angular momentum. We present these distributions in Figure 4-11, where,
for comparison, we also consider the distributions for the droplet’s trajectory without
any segmentation (the raw data). The distributions of the raw data are the weighted
sum of the corresponding distributions for each cluster Cj , where the weight is the
probability pj (if one defines the outliers to each have their own distribution and prob-
ability). We may thus consider the droplet’s statistical distributions as a superposition
of eigenstates, akin to quantum mechanics.
From Figure 4-11, we observe that the distribution for the droplet’s spatial extent
has a similar form for lemniscates (blue) and trefoils (red and yellow), although the
lemniscates appear to spend a greater period of time in the vicinity of the origin.
Furthermore, the trefoil clusters corresponding to positive and negative mean angular
momentum are indistinguishable, indicating that the stationary distribution is close
to being attained. For circular trajectories (purple and green), the droplet’s spatial
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extent adopts a more bell-like distribution, with mean values
√〈ρ2n〉 ≈ 1.36 for both
clusters, which, akin to stable circular orbits, approximates a zero of the Bessel function
J0(kF r). Owing to the predominance of lemniscate and trefoil orbits in this regime,
the signature of the stationary distribution for circular trajectories is barely visible in
the distribution of the raw data (see Figure 4-11(a)).
Due to the invariance of the orbital direction for trefoils and circles, we observe that
the distributions for clusters C2 (red) and C3 (yellow) are approximately reflections of
each other about the line Lz = 0, and similarly for clusters C4 (purple) and C5 (green).
Although the angular momentum distribution for each trefoil cluster is confined to one
side of the line Lz = 0, the weighted sum of these two distributions has a similar form
to the angular momentum distribution for lemniscates (C1 – blue), again highlighting
the similarity between these two eigenstates and their role in the global distribution
for the raw data.
Finally, if we assume that the process is stationary and the dynamics are ergodic, then





(x), where µj(x) is the stationary probability distribution
corresponding to each cluster Cj . Owing to the rotational invariance of the problem, we
expect µj to approach a radially symmetric distribution in the long-time limit: hence,
it is more relevant to consider the axisymmetric component of η¯j .
Due to the similarities between the lemniscate and trefoil trajectories, the mean wave
field η¯j takes a similar form, although the increased time spent in the vicinity of the
origin for lemniscates necessarily increases the magnitude of the mean wave field (as the
critical radial mode J0(kF r) is maximal at the origin). However, since the probability
distributions for circular orbits (µ4 and µ5) are not thoroughly explored by the droplet
(as discussed above), differences in µj propagate through the convolution for the mean
wave field ηj , yielding a noticeable discrepancy in our results.
Our approach of segmenting the long trajectory and regrouping similar sub-trajectories
represents a systematic and powerful methodology for rationalising the pilot-wave dy-
namics in the intermittent regime, allowing us to access several statistical properties
not computed in the initial investigation of this problem [67, 68]. In particular, we
may obtain the probability of observing each eigenstate, as well as computing asso-
ciated probability distributions and mean wave fields. It remains to perform a more
thorough investigation of these dynamics in different parameter regimes, particularly



















































Figure 4-11: The statistical properties of (a) the total trajectory (grey curves) and
(b)–(d) the statistics conditioned on the droplet trajectory belonging to each cluster
Cj (for j = 1, . . . , 5), with colours corresponding to Figure 4-10. (b) Lemniscates:
cluster C1 (blue), (c) Trefoils: clusters C2 (red) and C3 (yellow), (d) Circles: clusters
C4 (purple) and C5 (green). The columns correspond to the droplet’s spatial extent ρ
(left), angular momentum Lz (middle), and the inferred axial component of the mean
wave field η¯ computed using the convolution result (Theorem 4.1). The probabilities pj
determine the probability of the droplet belonging to cluster Cj at any instant in time
(the sum of the probabilities is slightly less than one owing to the cluster outliers). The




4.5.4 The convergence of the convolution result
Throughout our study of the system’s eigenstates, we have considered the dynamics of
the mean pilot-wave field, which has been shown to have a controlling influence on the
system’s radial quantization [68]. We initially proved the convolution result η¯ = ηB ∗µ
for periodic dynamics (Proposition 4.1), before showing that the same result holds for
ergodic dynamics (Theorem 4.1). In the latter case, the result is only obtained when
the number of impacts N approaches infinity, leaving us to question the error of the
convolution result when applied to dynamics of finite duration (N <∞).
To address this, we consider the evolution of the mean wave field over time, conditioned
on the droplet’s prior trajectory (where we assume the bath to be initially quiescent).
More precisely, after N impacts (at positions X0, . . . ,XN−1), we define the mean wave

















(x) +EN (x) for all N ∈ {1, 2, 3, . . .}, where the spatial dependence
of the remainder EN (x) is determined only by the instantaneous wave field after N
impacts, namely η(x, tN−1). Provided that η(x, tN−1) remains bounded for all N
(which we expect for this pilot-wave system at finite memory Me), then the error
EN (x) decays like O(N
−1), with fluctuations arising due to changes in the free-surface
elevation over time.
Unlike Theorem 4.1, the proof of Theorem 4.2 does not require the system to be
ergodic, though we should be careful to understand that µN (x) is conditioned on a
given trajectory, and does not represent an ensemble average. However, if a unique
stationary distribution µ(x) exists, then we expect µN → µ in the limit N →∞, where
care needs to be taken to make this limit rigorous. Finally, for periodic dynamics, the
product [NEN (x)] is also periodic, so we may prove Proposition 4.1 as a corollary of
Theorem 4.2.
Theorem 4.2. Assuming that the bath is quiescent for all t < t0, then for a given
trajectory X0, . . . ,XN−1 and the corresponding wave field coefficients ηˆ0m, . . . , ηˆN−1m ,
the time-dependent mean wave field η¯N (x) and probability density function µN (x) (as
152





(x) + EN (x) ∀N ∈ {1, 2, 3, . . .},
where the remainder EN (x) is






keT1 (I −Mk)−1MkηˆN−1m Φm(x; k) dk.












m. We proceed by applying the sum
∑N−1
n=0 to both sides of equation



























(I −Mk)−1MkηˆN−1m , (4.5.7)
where we have simplified the first term using ηˆB(k) = −pk(I−Mk)−1e2 and the second
term using (4.5.5) with n = N − 1. To complete the proof, we pre-multiply both sides
of (4.5.7) by eT1 and invert back to physical space.
4.6 Discussion
In this chapter, we have modified our discrete-time pilot-wave model to account for an
applied central force acting on the droplet, whose dynamics we study in a number of
regimes. By analysing the stability of the bouncing state (or equivalently, the limit of
small orbital-radius), we showed that the walking threshold ΓW (κ) increases approxi-
mately linearly with κ, but diverges as ΓW → ΓF owing to the divergence of the wave
memory Me in this limit. It should be noted that a similar augmentation of the walking
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threshold was also observed for a droplet walking in a rotating bath [61].
In the regime of circular orbits, we demonstrated that the orbits that are first to
destabilise (corresponding to a real unstable eigenvalue) have the largest wave field
energy. This is reminiscent of the bifurcation from bouncing to walking studied in
Chapter 3, and is a feature that we also observe for periodic straight-line oscillations
(see Chapter 5). Moreover, in the limit of high vibrational forcing, we observed the
onset of quantization, where the hydrodynamic spin states (see Chapter 3) have a
controlling influence on the quantization levels. This orbital quantization is analogous
to quantum mechanics if we relate the orbital radius of the droplet to the energy of a
quantum particle [68].
A key contribution of this chapter is the relationship between the droplet’s statistical
distribution and the mean pilot-wave field, which we have relationised in a number of
settings. It was argued by Perrard et al. [68] that the mean wave field determines
the radial quantization of exotic orbits, which we will revisit in future work using our
convolution result. Moreover, the developments of this chapter are pivotal in our study
of straight-line oscillations in Chapter 5, and we present generalisations of these results
for dynamics in a confined geometry (see Chapter 8).
Finally, we have developed a systematic and robust methodology for studying the
chaotic intermittent regime, allowing us to elucidate the superposition of the system’s
eigenstates. This method builds upon the experimental observations of earlier works
[67, 68] and provides an important framework for future analysis. Furthermore, it seems
plausible that the unstable eigenvalues of each eigenstate determine the corresponding
observed probabilities in the intermittent regime [37]. Extending our stability analysis
of circular orbits to the more exotic trajectories remains the focus of future work, where
we build the foundations for this study through our analysis of straight-line oscillations
in Chapter 5. Upon these developments, we aim to comprehensively explore the analogy




The simple harmonic oscillator
The complex structure of the exotic orbits (lemniscates and trefoils) observed in Chap-
ter 4 has to date prohibited a comprehensive theoretical investigation of their dynamics
in the periodic and chaotic regimes. Such a study is likely to shed new light on the
quantumlike behaviour and the role of the mean wave field in the long-path-memory
limit. To develop the techniques required for such an analysis, we focus this chapter on
the dynamics in a harmonic potential where the droplet motion is confined to a line,
yet accompanied by a three-dimensional fluid domain. This system exhibits extremely
rich dynamics and analogies to quantum mechanics, whilst remaining simple enough to
form the basis of a theoretical investigation that provides a foundational mathematical
framework for future studies of more geometrically complex systems.
In the classical harmonic oscillator mx′′(t) + κx(t) = 0 with spring constant κ, a par-
ticle of mass m enters into simple harmonic motion with fixed frequency ω =
√
κ/m.
The energy of the particle varies continuously with the initial conditions and the mo-
tion is entirely deterministic. Conversely, in quantum mechanics, the particle energy
E is quantized with En = ~ω(n+ 1/2) (where is ~ the reduced Planck’s constant and
n ∈ N), where for each energy level there is an associated probability distribution for
the particle’s position. In what follows, we will demonstrate that the dynamics of the
hydrodynamic pilot-wave system vary from classical to quantumlike, depending on the
relative magnitudes of the wave and central forces. When the central force dominates,
the balance of wave and drag forces yields a stable limit cycle whose oscillation ampli-
tude and period vary continuously with the spring constant. When the waves dominate,
the surviving pilot-wave from previous crossings of the bath cause significant variations
in the droplet velocity, yielding quantized droplet range and wavelike statistics for the
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droplet position. The quantization length is λF /2, and our study reveals that the Fara-
day wavelength also plays a pivotal role in the the chaotic dynamics emerging near the
Faraday threshold.
We herein apply the pilot-wave model derived in Chapter 4 to elucidate the emergent
quantizations, wavelike statistics, and the role of the mean wave field in the system’s pe-
riodic and chaotic dynamics. In Section 5.2, we extend the methods of earlier chapters
to analyse the amplitude and stability of periodic oscillations, where we see the onset
of quantization and wavelike statistics. In the limit of Γ→ ΓF , periodic wave-trapped
solutions arise in which the droplet’s oscillatory motion persists even in the absence of
an external force (κ = 0) and the mean wave field acts as an effective potential (Section
5.2.3). In Section 5.3.1, we demonstrate that this system exhibits the Ruelle-Takens-
Newhouse route to chaos [59, 75]. At extremely high memory (as considered in Section
5.3.2), the wave field dominates the droplet dynamics, yielding a short-timescale droplet
motion similar to a random walk, and a long-timescale behaviour influenced by an ef-
fective potential prescribed by the mean wave field. By detrending the long-timescale
behaviour induced by slow variations in Faraday wave field, we see the emergence of
pronounced wavelike statistics whose peaks are determined by the random-walk-like
dynamics.
The contents of this chapter has been accepted for publication in Chaos.
5.1 The harmonic oscillator for walking droplets
Unlike the work of earlier chapters, we consider the wave field evolution under the
quasi-potential flow approximation [18], valid in the high Reynolds number limit (as
discussed in Chapter 2). The results of this chapter are not affected qualitatively by
this approximation and the computational methods remain unchanged. Indeed, the
change in fluid model only alters the fundamental matrix Mk(Γ), as discussed below.
To proceed, we decompose the dimensionless free-surface η(x, t) into orthogonal basis
functions Φm(x; k) = Jm(kr)e
imθ, where x represents the point (r, θ) in plane-polar






kηˆm(t; k)Φm(x; k) dk,
where ηˆm satisfies the reality condition ηˆ
∗−m = (−1)mηˆm and z∗ denotes the complex
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conjugate of z ∈ C. Under the quasi-potential flow approximation [18], ηˆm(t; k) evolves





ω2k − Γω2g,k cos(4pit)
)
ηˆm = 0, (5.1.1)
where we recall from Chapter 2 that γk = 2Re
−1k2, ω2k = Gk + Bok
3 and ω2g,k = Gk,
where Re is the Reynolds number, Bo is the Bond number, and G is the inverse-
squared Froude number. For periodic impacts at times tn = n+ t0 (for n ∈ N), where
t0 = θI/(4pi) and θI is the impact phase, we exploit periodicity of the Mathieu equation
(5.1.1) to evolve the wave field during flight using a fundamental matrix. Specifically,
for a given vibrational forcing Γ < ΓF , we define a principal fundamental matrix
Mk(Γ) ∈ R2×2 to evolve ηˆm and ηˆ′m from time t+n to t−n+1 for all n.
Following the developments of Chapter 4, we may now define a trajectory equation for
this system. In this study, we consider the case when the droplet motion is confined to
the x-axis, so we write Xn = Xne1, Un = Une1 and η0(x, t) = η(xe1, t), where e1 is
the unit-vector parallel to the x-axis. We thus obtain the following iterative map:
Xn −Xn−1 = Un−1, (5.1.2a)
ηˆnm = Mk(Γ)ηˆ
n−1
m − pkJm(kXn)e2, (5.1.2b)
(Un − Un−1) +DUn−1 +K(κ)Xn = −F(κ)∂xη0(Xn, tn), (5.1.2c)





T and the coefficients D, K(κ), F(κ) are defined in
Chapter 4 for a given spring constant κ > 0. For this chapter, we fix the impact phase
as θI = pi with skidding friction coefficient c = 0.33 and droplet radius R0 = 0.38
mm. Using the same fluid parameters as Chapter 3, the Faraday threshold predicted
by the quasi-potential flow approximation is ΓF = 5.13. Unlike Milewski et al. [55],
we do not adopt a viscosity-correction to match the experimentally observed Faraday
threshold: when considering the vibrational forcing as the ratio Γ/ΓF or the memory
Me, the quantitative predictions only vary weakly. Moreover, the confinement of the
droplet’s motion to the line is unphysical and so we cannot compare our predictions to
experiments.
For this study, we make use of the long-time statistical results derived in Chapter 4
(Theorem 4.1 and Proposition 4.1). For motion confined to a line, the mean wave field
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Figure 5-1: The wave field of a bouncer ηB(x) at impact for different values of Γ < ΓF
using the quasi-potential flow model with θI = pi (in dimensionless units).
where ηB(x) is the wave field of a bouncer along the x-axis (as presented in Figure
5-1). The convolution (5.1.3) is valid in one of two scenarios:
1. The stationary distribution ρX(x) exists and the pilot-wave dynamics are ergodic
(Theorem 4.1). This is appropriate for simulations in the chaotic regime.
2. The pilot-wave dynamics are periodic (Proposition 4.1): if there exists Q ∈ N
with Xn+Q = Xn for all n then the probability distribution ρX and mean wave










In fact, in the case where the period Q → ∞, we demonstrate that the convolution
result remains robust, even when the probability distribution ρX(x) is approximated
by a histogram (see Appendix F.2).
5.2 Periodic oscillations
We seek periodic solutions to the nonlinear discrete-time map (5.1.2), where we denote
Gn = ∂xη0(Xn, tn) as the wave field gradient at time tn. For any given (Γ, κ), the
frequency of the periodic oscillation is generally incommensurate with the Faraday
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frequency, which complicates the analysis for our discrete-time system. To resolve this,
we exploit continuity of the parameter space to seek a subset of solutions where the
oscillation period P satisfies P = ϕN (N ∈ N and ϕ ∈ Q) for a given Γ, and solve for
κ (it should be noted that in this case, there is a relationship between the oscillation
period P ∈ Q and the number of impacts Q ∈ N such that Xn = Xn+Q for all n).
Typically ϕ = 2 is sufficient to resolve the solution curve, which corresponds to the
droplet crossing the bath once after N impacts. This case yields reflection conditions
(for all m ∈ Z and k > 0):
(XN , UN ) = −(X0, U0), (5.2.1a)
ηˆNm(k) = (−1)mηˆ0m(k). (5.2.1b)
For given Γ and N , we use a Newton method to compute the periodic states for
(N + 1) unknowns θ =
(
X0, κ,G1, . . . , GN−1
)
, with the details given in Appendix F.3.
We exploit continuity of the solution branch by using as an initial guess a converged
solution along the same branch. The idea is to use the iterative map (5.1.2) to first
obtain droplet positions at each impact and then use the reflection conditions (5.2.1b)
to find the unique corresponding wave field. This gives the gradients at each impact,
which need to be consistent with the initial guess, and also the final droplet position
and velocity, which need to be consistent with the reflection conditions (5.2.1a). The
stability is analysed through computing the eigenvalues of the linearisedN -fold iterative
map for perturbations about the periodic state, where the periodic solution is defined
as asymptotically unstable if an eigenvalue lies outside the unit disc in the complex
plane.
We characterise the periodic solutions in terms of the period P, amplitude A, and the
mean energy of the wave field over one oscillation EO = P−1
∫ P
0 E (t) dt, where E (t) is
the wave field energy at time t, as defined in Chapter 2. This is the additional energy
of the fluid induced by the past droplet impacts, which has components of gravitational
potential energy, surface energy and the kinetic energy contribution from the potential
flow within the bath. The energy EO also includes the wave field energy during droplet
flight, which cannot be captured in models that neglect the oscillatory motion of the
wave field between impacts [31, 62]. We compare the energy to the mean energy of a
bouncing droplet EB at the same memory, where EO → EB as A → 0+. We also neglect
the mean energy contribution from the droplet’s horizontal and vertical motion; the
former is several magnitudes smaller than the mean wave-energy, and the latter is





























Figure 5-2: Small amplitude periodic oscillations for the dimensionless period P (cir-
cles) and amplitude A (squares). The period associated with the destabilising mode of
the bouncer P? is given by the black curve. In (a) Γ/ΓF = 0.81, (b) Γ/ΓF = 0.82, and
(c) Γ/ΓF = 0.83. In the limit A → 0, the droplet is trapped in a bouncing state that is
stabilised by the harmonic potential.
5.2.1 From bouncing to oscillating
We first consider the onset of small-amplitude oscillations that arises for a sufficiently
weak spring constant. In the limit A → 0, the degenerate case P = 1 describes a
bouncer at the origin for a given Γ, which is stable for κ > κc(Γ). Thus, the bouncing
state can persist beyond the free-space (κ = 0) walking threshold; a sufficiently steep
harmonic potential may trap the droplet at the origin (see Section 4.2.1). For κ < κc the
bouncing destabilises via a supercritical Neimark-Sacker bifurcation, where the period
of the unstable oscillation P? > 0 is given by the argument of the unstable complex
conjugate eigenvalues. A stable limit cycle forms after an initial transient, whose period
P and amplitude A we compute directly. For sufficiently small oscillations (A . 0.15),
the period associated with the destabilising mode of the bouncer is well approximated
by the limit cycle period, with |P − P?| . 1, as shown in Figure 5-2. In the limit
A → 0+, we have P → Pc(Γ) ∈ (0,∞); this infinitesimal oscillation amplitude with a
finite frequency is analogous to the small-radius limit of circular orbits [61].
5.2.2 From classical to quantized dynamics
In Figure 5-3, we show the dependence of the oscillation amplitude A on the spring
constant κ, period P, and wave energy EO. For weak memory (Γ/ΓF = 0.9), all oscil-
lations are stable (blue curves) and the amplitude grows monotonically as κ decreases.
The period increases approximately linearly with the amplitude for large oscillations
under a weak central force, which dominates the wave force only at the extrema of the
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periodic motion.
As the memory is increased (Γ/ΓF = 0.94), unstable oscillations emerge (red curves),
corresponding to forbidden oscillation amplitudes. Strikingly, the unstable oscillations
have the largest mean energy EO, and as more oscillations destabilise for Γ/ΓF = 0.96,
the remaining stable oscillations (blue curves) have the lowest mean wave-field-energy,
suggesting an underlying energy minimisation principle. A similar energy minimisation
was also observed for circular orbits in a harmonic potential (see Chapter 4) and at
the bifurcation between bouncing and walking (see Chapter 3). The remaining stable
oscillations exhibit quantization of the oscillation amplitude, with a large number of
stable plateaus (blue) in the (κ,A)-plane emerging for a fixed memory, as apparent in
Figure 5-3(c). There are, moreover, several examples of hysteresis (Figure 5-3(c)). The
emergent quantization is analogous to that arising in the quantum harmonic oscillator,
where the increment between energy levels δE = ~ω is fixed. Similarly, the fluid system
exhibits a quantization in the oscillation amplitude A with fixed increment δA ≈ 1/2
equal to the radial quantization increment observed for circular orbits [68, 47].
In Figure 5-4, we plot the computed pilot-wave field η0(x, tn) and droplet position
Xn at impact over two periods of the oscillatory periodic state. When the central
force dominates the wave force (Figure 5-4(a)) the droplet motion is approximately
sinusoidal. In contrast, at larger wave memory (Figure 5-4(b)), the pilot-wave has a
strong influence on the droplet’s oscillatory motion, resulting in a pronounced departure
from the sinusoidal behaviour.
In Figure 5-5, we plot the phase space and corresponding probability distribution for
simulation of the stable oscillatory states with κ = 0.012 (corresponding to the black
circles in Figure 5-3). At the point of maximum range, the droplet reverses, turning
over the back of its pilot-wave field, causing a sharp increase in the droplet speed to
approximately twice the free walking speed. The wave field generated during previous
crossings of the bath thus substantially modulates the droplet speed during transit,
indicating that the weak-acceleration limit approximation is not valid in this regime
[10, 48]. As reported for the case of corrals [40, 76], this speed-modulation is responsible
for the emergence of wavelike statistics, where the maxima of the stationary probability
distribution ρX(x) arise when the droplet speed is lowest. Through its modulation of
the droplet speed, the wavelength of the pilot-wave thus prescribes the wavelength of
the statistical wave, as is most apparent in Figure 5-5(c). We see that for all values of
Γ/ΓF , the mean wave field η¯0(x) and probability distribution ρX(x) take a similar form















































Figure 5-3: The emergence of quantization for the periodic states computed in Section
5.2. The oscillation amplitude A is plotted as a function of spring constant κ (first
column), period P (second column), and the mean wave-field-energy relative to that
of a bouncer EO/EB (third column). For each row, we have (a) Γ/ΓF = 0.90, (b)
Γ/ΓF = 0.94 and (c) Γ/ΓF = 0.96. The curve colors denote stability types (blue:
stable, green: unstable with all unstable eigenvalues complex conjugate pairs, red:
unstable with at least one real unstable eigenvalue). The black circle at κ = 0.012 in
each (κ,A) plot corresponds to the simulated oscillation amplitude in Figure 5-5. (c)
The inset in the (κ,A) plot details the loop structure in the corresponding square.
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Figure 5-4: The evolution of the wave field η0(x, tn) (blue curves) and droplet position
Xn (red dots) at impact over two periods of the computed (stable) periodic states. (a)
Γ/ΓF = 0.90 and κ ≈ 0.066. (b) Γ/ΓF = 0.96 and κ ≈ 0.037.
η¯0 = ρX ∗ ηB.
For Γ/ΓF = 0.96, we plot the mean Faraday wave field η¯(x) in Figure 5-6, where
x = (x, y). Since ρX(x) is largest near the oscillation extrema, we see corresponding
peaks in η¯ near the points (x, y) = (±A, 0). Furthermore, we typically see η¯0(x) > 0
for all x ∈ [−A,A] since the local wave field is generally maximal near the droplet
owing to the shape of the single impact wave field ηI (see Chapter 3). Moreover, the
symmetry about x = 0 of the statistical distribution ensures symmetry in the mean
wave field.
5.2.3 Wave-trapped solutions
As Γ/ΓF increases, we observe that the plateaus of stable oscillations in the (κ,A)-
plane become flatter and wider (see Figure 5-3). We thus seek solutions where the
periodic motion is sustained even in the absence of a harmonic potential (κ = 0),
in which the mean wave field traps the droplet. We note that analogous solutions
exist for circular orbits at high wave-memory, where the orbital radius r0 satisfies the
quantization J0(kF r0) = 0 (see Chapter 3) [47, 50, 61, 63]. The periodic wave-trapped
solutions of interest here are a version of these ‘hydrodynamic spin states’ for motion
confined to a line.
In Figure 5-7, we plot the wave profile over time for two periods of a periodic wave-
trapped solution at high memory Me, which is a more useful measure of the vibrational
forcing in the limit Γ → Γ−F . Strikingly, we observe that at high memory, the wave at
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Figure 5-5: Simulated periodic dynamics. Top row: phase planes orbits for κ = 0.012,
where the velocity is normalised by the free walking speed u0 (see Chapter 3). Middle
row: stationary probability distributions for the droplet position ρX(x) (black) and that
of the simple harmonic oscillator (red) for the corresponding amplitude A. Bottom row:
The corresponding mean wave field η¯0(x) as computed by the convolution η¯0 = ρX ∗ηB.
The columns correspond to the values of Γ/ΓF in Figure 5-3, with (a) Γ/ΓF = 0.90,
(b) Γ/ΓF = 0.94, and (c) Γ/ΓF = 0.96.
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Figure 5-6: Mean three-dimensional wave field η¯(x) for stable periodic dynamics at
Γ/ΓF = 0.96, where x = (x, y). The circles indicate the oscillation amplitude A ≈ 1.47.
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Figure 5-7: Computed periodic wave-trapped solutions arising in the absence of a cen-
tral force (κ = 0). The impact wave field η0(x, tn) (blue curves) and droplet position
Xn (dots) are shown over two oscillation periods for P = 42. The black curve is the
corresponding mean wave field η¯0(x). The wave memory is (a) Me ∼ 47.7 (correspond-
ing to Γ/ΓF = 0.985) and (b) Me ∼ 4.78 × 103. We note that as Me increases, the
instantaneous wave field η0(x, tn) approaches its mean η¯0(x) at all times.
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each impact η0(x, tn) differs from the mean wave field η¯0(x) only by a small perturba-
tion. The unstable nature of this periodic state is emphasised by the fact that η¯0(x)
decreases rapidly for |x| & A: the droplet can escape the potential trap imposed by its
mean wave field for sufficiently large perturbations.
From Figure 5-8(a), we observe that amplitude A of the periodic oscillation decreases
as the wave memory Me increases, while the oscillation period P attains a minimum
value before increasing at high vibrational forcing. We rationalise these dependencies in
terms of the effective potential induced by the mean wave field. By applying Proposition
4.1, we use the convolution result to obtain the mean wave field η¯0(x) over one period
of the oscillatory motion, with results shown in Figure 5-8(b). As Me increases, η¯0(x)
becomes increasingly flat for |x| ≤ A, resulting in a decrease in the propulsive force
provided by the mean wave field. This reduces the average droplet speed and thus the
oscillation period P increases. Furthermore, the steepness of the stationary cumulative
probability distribution CX(x) at high vibrational forcing for |x| ≈ A (see Figure 5-
8(c)) indicates that the droplet spends a significant portion of the oscillation bouncing
near its maximum range, which further increases the oscillation period.
To postulate a lower bound in the oscillation amplitude A in the high-memory limit,
we exploit the fact that the droplet spends significant time near its oscillation extrema
(see Figure 5-8(c)), and so approximate its probability density function by ρX(x) ≈
1
2(δ(x+A)+δ(x−A)). An application of Proposition 4.1 thus yields η¯0(x) ≈ 12(ηB(x+
A) + ηB(x − A)). For oscillatory motion to persist, it is natural to require that the
extremum at x = 0 is a local minimum, corresponding to η¯′′0(0) > 0, or equivalently,
η′′B(A) & 0. A second natural requirement is for η¯ to slope inwards at the point of
maximum oscillation amplitude, corresponding to η¯′0(A) > 0 (by the symmetry of η¯0),
or equivalently, η′B(2A) & 0. From the computation of ηB(x) in the limit Me →∞ (as
depicted in Figure 5-1), the two conditions on ηB are both satisfied for 0.3 . A . 0.5;
we thus postulate that A ≈ 0.3 is a lower bound for the amplitude of periodic wave-
trapped solutions as Me → ∞ (see Figure 5-8(a)), a limit prescribed by the length
scale of the Faraday waves.
Although the wave-trapped solutions are unstable in the parameter regime explored in
experiments, they demonstrate that in the high-memory limit, the mean Faraday wave
field may trap the droplet in periodic motion. In a sense, the mean wave field η¯ then
acts as a potential, related by Proposition 4.1 to the droplet’s statistical distribution
through η¯0 = ρX ∗ ηB. Hence, the periodic motion of the droplet is in effect driven by















Figure 5-8: (a) Amplitude A (black) and period P (grey) of periodic wave-trapped
solutions as a function of the memory Me. (b) The mean wave field η¯(x) relative to
the bouncer wave field ηB evaluated at the origin. The vertical dashed lines denote
the corresponding drop oscillation amplitude A. (c) The corresponding stationary
cumulative probability distribution CX(x) =
∫ x
−A ρX(s) ds for periodic wave-trapped
solutions (solid lines) and for simple harmonic motion with amplitude A (dashed lines).
In (b) and (c) the grey curves correspond to Me ∼ 47.7, P = 36 and A ≈ 0.43, and the
black curves correspond to Me ∼ 4.8× 103, P = 42 and A ≈ 0.35.
5.3.3 for the case of chaotic dynamics in the high-memory limit.
5.3 Chaotic dynamics
We now consider the chaotic dynamics arising at sufficiently high memory that the
periodic states destabilise via the Ruelle-Takens-Newhouse scenario (Section 5.3.1). In
the high-memory limit, we rationalise the form of the chaotic dynamics and emer-
gent statistics (Section 5.3.2) and propose a stochastic reformulation of the pilot-wave
dynamics (Section 5.3.3).
5.3.1 Transition to chaos
As Γ is increased, the periodic phase-plane orbits may destabilise into regular wobbling
orbits, before transitioning to chaos. The route to chaos for circular orbits in a harmonic
potential has been explored experimentally [66, 67] and theoretically [78] using the
stroboscopic trajectory equation [62]. In both cases, the Ruelle-Takens-Newhouse route
to chaos [59, 75] was observed. According to this scenario, from a fixed point, three
bifurcations induce additional incommensurate frequencies into the spectrum, after
which it is likely (but not guaranteed) that a strange attractor appear in phase space
[21].
Following the methodology of Tambasco et al. [78], we fix κ = 0.03 and initialise a
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simulation for a value of Γ where the periodic motion is stable, as indicated by the linear
stability analysis. The simulation runs for N0 + 2
p impacts, where the first N0 impacts
are discarded to remove transient effects. We take the Fourier transform of the droplet
position Xn for the final 2
p impacts (typically p = 17) and locate the frequencies f
corresponding to the peaks in the power spectrum P . At the end of the simulation, we
increment Γ 7→ Γ + ∆(Γ/ΓF )ΓF , where ∆(Γ/ΓF ) is chosen adaptively to capture the
bifurcations.
The fixed point of this system is a bouncer at the origin, which destabilises via a
Neimark-Sacker bifurcation (bifurcation B1), as discussed in Section 5.2.1. Beyond
this threshold, the frequency spectrum of the resulting stable limit cycle is dominated
by f1 = 1/P and its harmonics, where P ≈ 63 is as computed in Section 5.2. This
feature is highlighted by the frequency spectrum in Figure 5-9(a) with accompanying
phase portraits and probability density functions. At Γ/ΓF ≈ 0.980447 (B2), this mo-
tion destabilises through the emergence of complex conjugate unstable eigenvalues with
oscillatory frequency f?2 (see Figure 5-9(b)). The resulting instability is saturated by
nonlinear effects, leading to quasi-periodic stable wobbling motion with incommensu-
rate frequencies f1 and f2 ≈ f?2 and their integer combinations (see Figure 5-10(a)).
This evolution invokes a qualitative change in the statistics, with several peaks emerg-
ing in the droplet position stationary distribution (Figure 5-9(b)). Unlike the route to
chaos of circular orbits [78], we do not observe any frequency locking between f1 and
f2.
For Γ/ΓF & 0.98050, a third bifurcation (B3) yields the incommensurate frequency
f3, as shown in Figure 5-9(c). While several additional peaks arise in the frequency
spectrum following this bifurcation, the dynamics are still dominated by the frequencies
f1 and f2 (and their harmonics), yielding a qualitatively similar probability distribution.
For Γ/ΓF & 0.980594 (B4), additional peaks emerge in the probability distribution
and the phase-portrait appears less regular (Figure 5-9(d)). In particular, the broad-
banded frequency spectrum suggests chaotic dynamics, which we verify by considering
the Lyapunov exponent. We follow Gilet [33, 34] and consider two simulations from the
same initial conditions, except for an initial perturbation in the dimensionless droplet
position of 10−10, yielding trajectories X(1)(t) and X(2)(t). As shown in Figure 5-10(b),
the difference χ ≡ |X(1) −X(2)| oscillates in the interval 10−11 . χ . 10−6 just before
B4 (Γ/ΓF = 0.980593), but grows to be of order 1 just after B4 (Γ/ΓF = 0.980594),
indicating a positive Lyapunov exponent and the onset of chaos.
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Figure 5-9: Route to chaos. The columns present the simulated phase-plane be-
haviour (left), power spectrum (middle) and probability density function (right) dur-
ing the transition to chaos. Γ/ΓF increases with each row: (a) Periodic motion
(Γ/ΓF = 0.98044); (b) two-frequency quasi-periodic motion (Γ/ΓF = 0.98048); (c)
three-frequency quasi-periodic motion (Γ/ΓF = 0.98056); (d) chaotic motion (Γ/ΓF =
0.980594). In the phase-plane plots (left column), the blue dots denote the prior 5000
impacts, and the red lines the final P impacts in the non-periodic cases. The walker
velocity Un is normalised by the free walking speed u0 at the corresponding value of















Figure 5-10: Route to chaos. (a) Fundamental frequencies f1, f2, f3 (dots) are intro-
duced with successive bifurcations B2–4 (grey) as the memory is progressively increased.
The bifurcation B1 from stationary bouncing to orbiting occurs at Γ/ΓF ≈ 0.81 and is
not shown in this figure. The periodic motion has period P, where P = 1/f1 for stable
dynamics (before bifurcation B2). After B2, the periodic orbit is unstable with linear
instability frequency f?2 (dashed line). (b) The difference χ(t) ≡ |X(1)(t) − X(2)(t)|
between two trajectories X(1) and X(2) (whose initial position differ by a dimensionless
distance of 10−10) is shown for Γ/ΓF = 0.980593 (grey) and Γ/ΓF = 0.980594 (black).
These values of Γ correspond respectively to 3-frequency quasi-periodic motion and
chaotic dynamics.
5.3.2 The high-memory limit
We now consider the high-memory regime (Me & 103) in which there is a qualitative
change in the dynamics. Specifically, the wave field dominates the harmonic potential,
so that the droplet may change direction several times before crossing the origin, as
indicated in Figure 5-11. We find that the mean Faraday wave field plays a crucial
role in these chaotic dynamics, giving rise to a jump-like process between a discrete
set of points. Furthermore, we see the emergence of wavelike statistics, where the
peaks correspond to the discrete turning points of the droplet motion. We then use the
relationship between the droplet statistics and the mean wave field (Theorem 4.1) to
postulate an effective potential Ve(x) that influences the chaotic motion of the droplet
(Section 5.3.3). The additional notation used throughout this section is summarised in
Table 5.1.
To gain further understanding of the pilot-wave dynamics in this regime, we recast the
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Variable Description
τi ∈ T Turning times (raw data)
Ti ≡ X(τi) Turning positions (raw data)
C(t) Trend curve on the slow timescale
XRn Residual droplet impact positions
TRi Residual turning positions
ρX(x) Probability distribution of Xn (raw data)
ρT (x) Probability distribution of Ti (raw data)
ρXR(x) Probability distribution of X
R
n (residuals)
ρTR(x) Probability distribution of T
R
i (residuals)
Table 5.1: Additional notation used throughout Section 5.3.2.
droplet evolution from the iterative map (5.1.2) as
Xn −Xn−1 = Un−1, (5.3.1a)
(Un − Un−1) +DUn−1 = −∂xVp(x, tn)|x=Xn , (5.3.1b)
where we define the time-dependent full pilot-wave potential
Vp(x, tn) = 1
2
Kx2 + Fη0(x, tn), (5.3.2)
which is the sum of the applied potential and the pilot-wave at each impact. The
system (5.3.1) and full pilot-wave potential Vp are referred to throughout Section 5.3.2
and Section 5.3.3.
The random walk dynamics
In Figure 5-11, we plot the evolution of the pilot-wave potential Vp(x, tn) and the
corresponding droplet position Xn at successive impacts in the high-memory regime.
To understand the role of the long-lived Faraday waves in this regime, we plot the
spatial minima of Vp(x, tn) at each impact, from which two important observations
emerge. Firstly, the minima far from the droplet (typically & 1 Faraday wavelength
away) remain at a roughly constant position over time, indicating the potential has
an underlying stationary structure induced by the wave field. Secondly, when the
droplet changes direction (at which point it is moving slowly), the local-pilot wave
accumulates, increasing the droplet’s potential energy, from which the droplet departs
and heads towards one of the neighbouring potential minima. Depending on the prior
dynamics, the droplet will turn around again at one of the minima of Vp(x, tn) on its
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Figure 5-11: Pilot-wave dynamics at the high-memory limit (Me ∼ 1.17 × 104 with
κ = 0.01). Droplet trajectory Xn (red dots), the full pilot-wave potential Vp(x, tn)
(blue curves), which is the sum of the harmonic potential and the wave field (5.3.2).














Figure 5-12: The random-walk-like dynamics in the wave-dominated, high-memory
regime. (a) Example trajectory Xn over a short time interval for κ = 0.01 and Me ∼
1.17× 104. Red dots denote the times τi and positions Ti ≡ X(τi) at which the droplet
changes direction. The four shades of grey indicate the four typical distances between
turning points observed. (b) Histogram ρD of the distance between turning points
(black). The vertical lines (red dashed) indicate the values in D = {0.6, 1.6, 2.6, . . .}
and the grey curve is J0(kFx).
path.
To analyse these dynamics, we define the set of turning times T ⊂ N to be the times
at which the droplet changes direction. That is to say, if τi ∈ T then X(τi) is a local
extremum and Ti ≡ X(τi) is defined to be a turning point. In the droplet trajectory
time-series data in Figure 5-12(a), the turning times τi and positions Ti correspond to
the red dots. Furthermore, it appears that the droplet changes position only in the
vicinity of specific points on the bath and that there is an apparent structure to the
distance between turning points Di = |Ti+1 − Ti|. Indeed, by plotting the distribution
ρD of distances Di (see Figure 5-12(b)), it emerges that the distance between turning
points is quantized, where ρD has sharp maxima at points approximated by the set
D = 0.6 + N ≡ {0.6, 1.6, 2.6, . . .}.
The emergence of this quantization lies in the combined structure of the global standing
wave field and the wave field generated by the droplet at each impact, whose shape
is approximated by J0(kFx). From the observations in Figure 5-11, it becomes clear
that the minima of J0(kFx) play a role in prescribing the quantized distance between
turning points, with values in the set D. This correspondence is shown in Figure 5-
12(b). In what follows, we rationalise these dynamics by considering a jump process,
before postulating a stochastic model in Section 5.3.3.
We proceed by presenting a simple geometric argument that demonstrates the role of
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the quantized distance between turning points in the long-time statistics. We consider
a Markovian jump process (xn)n≥0 between turning points, where the jump distances
dn ≡ |xn−xn−1| are exactly restricted to dn ∈ D. In accordance with our observations
of the pilot-wave system in the high-memory limit (see Figures 5-11–5-12), we require
that the set of possible points visited by the jump process forms a communicating class
with symmetry preserved about the origin.
We denote α ∈ R as a position visited by the jump process (whose possible values are
determined in the following analysis), and without loss of generality, we set x0 = α and
consider x1 > x0. Using the assumed structure of D = 0.6 +N, we define Nn ∈ N such
that dn = 0.6 +Nn. As the droplet changes direction at each turning point, we observe
that after an even number of jumps








so |x2n − x0| ∈ N for all n ∈ N. By a similar calculation, we find that after an odd
number of jumps
|x2n+1 − x0| ∈
0.6 + N if x2n+1 > x0 = α,0.4 + N if x2n+1 < x0 = α.
Thus, for all points in the jump process to form a communicating class, we require
xn ∈M(α) for all n ≥ 0, where α parametrises the mesh
M(α) = {. . . , α − 1.4, α − 1, α − 0.4, α, α + 0.6, α + 1, α + 1.6, . . .}. (5.3.3)
We note that this mesh is periodic with period 1, so without loss of generality, we
restrict the displacement of the mesh to α ∈ [−12 , 12). For symmetric statistics about the
origin, we require α be such thatM(α) is also symmetric, which yields α ∈ {−0.3, 0.2}.
For consistency with the jump distances dn ∈ D, the droplet may only leave each mesh
point in a fixed direction (as depicted in Figure 5-13), namely to the right for xn ∈ α+Z
and to the left for xn ∈ α+ 0.6 + Z.
Detrending the long-time statistics
From the analysis in Section 5.3.2, we expect the turning points Ti (and the peaks of
the corresponding probability distribution ρT ) to be determined by the meshes M0 =
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Figure 5-13: Schematic diagram for a subset of mesh points forM0 (top row) andM1
(bottom row), where both meshes are periodic with period 1 and M0 is a translation
of M1 by 1/2. The jump distance must lie in D, where turning points necessitate a
change in direction after each jump. This evolution is equivalent to leaving each point
in the direction of the arrow and changing colour at each jump (blue/yellow). The
relationship between the random walk dynamics and the derived effective potential
Ve(x) is evident in Figure 5-17.
M(0.2) and M1 =M(−0.3), where
M0 = {. . . ,−1.2,−0.8,−0.2,+0.2,+0.8,+1.2, . . .},
M1 = {. . . ,−1.3,−0.7,−0.3,+0.3,+0.7,+1.3, . . .},
andM0 is a translation ofM1 by 1/2. The jump lengths dn ∈ D impose a unique direc-
tion to leave each mesh point, yielding qualitatively different dynamics, as highlighted
by the schematic diagram in Figure 5-13. Due to the finite width of the distribution
ρD about each of its modes (with typical value . 0.25 – see Figure 5-12(b)), there
is a corresponding finite width in the turning point distribution about each predicted
mesh point. Hence, these distributions may overlap for mesh points spaced 0.4 apart,
but are well separated for mesh points spaced 0.6 apart. In the turning points time
series, this yields a thicker ‘band structure’ between mesh points spaced 0.4 apart, as
seen in Figure 5-14(a), where the central mesh points are visited most frequently. By
symmetry, we expect the central band [−0.2, 0.2] to dominate the statistics in the case
of M0, but the two bands [−0.7,−0.3] and [0.3, 0.7] to be equally dominant for M1.
Our study reveals an additional complication; specifically, the finite width about the
peaks in ρD allows for a slow translation in the dominant turning point locations, as is
evident in Figure 5-14(a). The translation occurs on a slow timescale, comparable to
the memory time Me, the timescale at which the global wave field structure changes.
This drift obscures the structure of the underlying statistics induced from the short-
time dynamics; for example, there is only weak structure apparent in the distribution
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of turning points ρT in Figure 5-14(b).
To remedy this, we detrend the time-series data using statistical methods and then
analyse the residuals. This detrending involves finding a smooth best fit C(t) for the
time-varying drift and re-expressing the variation in the data about C(t). This tech-
nique visibly enhances the wavelike nature of the droplet’s statistical distribution (see
Figure 5-14(b)–(c)) and allows us to compare the resultant dynamics to the predicted
random-walk meshes M0 and M1. For the remainder of this section, we describe the
statistical techniques used for detrending in more detail; the reader interested only in
the results may proceed to the Results section.
To detrend the data, we fit a simple version of a generalised additive model [81] to one
of the aforementioned central bands of turning points. This yields a subset of turning
point times S ⊂ T , which corresponds to the black data points in Figure 5-14(a). This
detrending technique is a form of regression, in which the trend curve C(t) is expressed
as a linear combination of smooth linearly-independent basis functions (in this case,
B-splines) whose weights are computed to give a least-squares fit of the data. However,
to avoid over-fitting of the data (characterised by an excessively ‘wiggly’ function C(t)),
we introduce a smoothing penalisation term.
As the trend changes over a timescale comparable to the memory time Me  1, we
consider a linear combination of K basis functions bj(t), where KMe is the simulation
duration. The trend function C(t) is thus given by the linear combination C(t) =∑K
j=1 βjbj(t), where βj are the unknown coefficients. The penalty for over-fitting is
chosen to minimise variation in the basis function coefficients βj , where the required
smoothness is determined by the parameter θ > 0. The coefficients β = (β1, . . . , βK)










(βj+1 − 2βj + βj−1)2,
where the first term corresponds to the least-squares minimisation, while the latter is
the smoothness penalisation term. Although methods exist to find the ‘optimal’ value
of θ for a given dataset [81], it is sufficient for our purposes to simply fix θ = 500 for all
datasets considered, where the residual statistics vary only weakly for 100 . θ . 1000.
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Figure 5-14: Detrending of the slow-timescale drift that arises in the random-walk-like
motion. The left column shows the raw simulation data, while the right column shows
the residuals after subtracting out the slow drift C(t). (a) Zoom in of the turning point
time series Ti ≡ X(τi) (circles) for κ = 0.005 and Me ∼ 1.17 × 104. The trend curve
C (red) is fitted to the black circles only (this is the subset S ⊂ T ). After detrending
(right panel), the bands are approximately constant in time. (b) The distribution of all
turning points Ti before (ρT , left panel) and after (ρTR, right panel) detrending. (c)
The distribution of all impact positions Xn before (ρX) and after (ρXR) detrending.
The red dashed lines in (b) and (c) correspond to the mesh points of M0 (see Figure
5-13); following detrending, the peaks of ρTR and ρXR both align with the mesh points
of the random walk.
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Figure 5-15: Histograms ρXR of the residual system X
R
n . In (a) and (c) we fix Me ∼
1.17 × 104 and vary κ, with (a) κ = 0.01 and (c) κ = 0.02. The modes of both
histograms ρXR(x) correspond to the mesh M0. In (b) and (d) we fix κ = 0.01 and
vary Me, with (b) Me ∼ 2.89× 103 and (d) Me ∼ 1.97× 103. In this case, the modes
of ρXR(x) now correspond to M1.
Results
We now explore the statistical distributions following the detrending of the slow-
timescale dynamics. By defining R(t) ≡ X(t)− C(t), we have impact residuals XRn ≡
R(tn) for all n ≥ 0 and turning point residuals TRi ≡ R(τi) for all τi ∈ T , with respective
residual probability distributions ρXR and ρTR. We demonstrate that the distribution
modes vary with the relative strength of the central and wave forces, and are intrinsi-
cally linked to the mean wave field η¯0(x) and an associated effective potential Ve(x) to
be defined in Section 5.3.3.
Examples of the corresponding residual distributions are given in Figure 5-14(b)–(c),
where the residual statistics are symmetric relative to mesh M0. The modes of ρXR
correspond to the modes of ρTR since the droplet is moving slowest at the turning
points, so spends most of its time in their vicinity. The harmonic potential dominates
the wave field far from the origin, which explains the slight discrepancy between the
distribution modes and the mesh points for large |x|. We note that the sub-mesh points
{±1.2,±2.2, . . .} are visited less frequently as these drive the droplet away from the
origin (see Figure 5-13), countering the harmonic potential.
To explore the extent of the random-walk-like dynamics, we vary the parameters κ
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Figure 5-16: Behaviour of successive residual turning points TRi , with simulation data
plotted for κ = 0.01 with (a) Me ∼ 1.17 × 104 and (b) Me ∼ 2.89 × 103 (grey cir-
cles). The black crosses give the possible combinations of successive turning points as
prescribed by the associated mesh, with (a) M0 and (b) M1 (see Figure 5-13). The
droplet crosses the origin between crossing quadrants (CQ), in which either TRi > 0
and TRi+1 < 0, or T
R
i < 0 and T
R
i+1 > 0.
and Me, and present the results in Figure 5-15. When Me is fixed, the quantization
is sharper when the waves dominate the harmonic potential (Figure 5-15(a)), but as
κ is increased, the peaks become broader and the quantization loses clarity (Figure 5-
15(c)). The plot of successive turning points (Figure 5-16(a)) confirms that the droplet
motion is consistent with the directional arrows predicted by the meshM0 (see Figure
5-13). However, it is relatively rare for the droplet to cross the centre of the bath
(corresponding to TRi T
R
i+1 < 0), a feature that we rationalise in Section 5.3.3.
When the wave memory Me is reduced (with κ fixed), the random-walk-like dynamics
shift to theM1 mesh, where the sub-mesh {±0.3,±1.3, . . .} dominates the distribution
modes (see Figure 5-15(b) and (d)). Although the mesh points {±0.7,±1.7, . . .} remain
apparent in the residual turning point distribution ρTR (Figure 5-16(b)), their presence
is obscured in ρXR (Figure 5-15(b)). As Me is further decreased, the mesh points that
counter the harmonic potential ({±0.7,±1.7, . . .}) are visited less frequently (Figure
5-15(d)). Indeed, it appears from Figure 5-16(b) that the centre of the bath is crossed
more frequently in this regime, as the relative strength of the central force is more
pronounced at lower wave-memory.
These random-walk-like dynamics differ substantially from those arising in a bath
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Figure 5-17: Effective potential Ve(x) (blue) with κ = 0.01 for (a) Me ∼ 1.17 × 104
(corresponding to mesh M0) and (b) Me ∼ 2.89 × 103 (corresponding to mesh M1).
The vertical grey dashed lines and the arrows indicate the mesh points and correspond-
ing directions as given by the schematic diagram in Figure 5-13. The potentials are
symmetric about x = 0 (red line).
driven at two incommensurate frequencies [77] and those in a corral given by the toy
model of Gilet [33, 34]. In our case, the wave field is unbounded, so the allowable steps
between turning points are dominated by the structure of the droplet’s local wave field.
The associated random-walk mesh (M0 or M1) is selected by the relative strength of
the central and wave forces, where the meshM0 is dominant in the high-memory limit.
In contrast, the random-walk-like motion observed by Gilet is instead induced by the
global wave field given by the corral’s cavity modes, with a fixed random-walk step-size
of λF /2.
5.3.3 The mean-pilot-wave potential
Based on the ideas of Theorem 4.1, we start by considering an effective potential Ve(x)
using the stationary residual distribution ρXR(x) and the applied harmonic potential
1




(x). Remarkably, the direction associated
with each mesh point (as given by Figure 5-13) corresponds precisely to the gradients
of Ve, as indicated by the arrows in Figure 5-17. This correspondence provides a strong
indicator that the chaotic motion of the droplet is driven by an effective potential
induced by the slow decay of the pilot-wave field in the high-memory limit. With this
observation in mind, we sketch a stochastic reformulation of the long-time pilot-wave
dynamics in the high-memory limit, from which we aim to derive an equation for the
time-dependent probability distribution ρ(x, t) for the droplet’s position.
Following a similar idea to that of Labousse et al. [49], we decompose the pilot-wave dy-
namics using its contrasting short- and long-timescale behaviour. Specifically, we model
the contribution of the wave field to the pilot-wave dynamics in terms of a propulsive
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nonlinear drag −D(Un)Un (similar to that used in the weak-acceleration limit – see
Chapter 3), an approximation for the effect of the long-lived Faraday waves, and a
mean-zero normally distributed random noise that accounts for the local fluctuations
of the pilot-wave. Using the fact that |Un|  1 (i.e. the distance between successive
impacts is small relative to the Faraday wavelength), we approximate (5.3.1a)–(5.3.1b)
by the continuous limit, in which the Gaussian noise is replaced by an increment of the
Wiener process Wt over an infinitesimal timestep dt. This yields Langevin evolution
equations for the position-velocity process (Xt, Ut) at time t > 0:
dXt = Ut dt, (5.3.4)
dUt = −
(
D(Ut)Ut + ∂xV(Xt, t)
)
dt+ σ0 dWt, (5.3.5)
where σ0 > 0 prescribes the magnitude of the stochastic forcing. Here we have defined
the stochastic potential
V(x, t) = 1
2
Kx2 + F(ηB ∗ ρ)(x, t), (5.3.6)
where ρ(x, t) is the time-dependent probability distribution for the droplet’s position.





(x, t) is for the time-dependent probability distribution, and
not the stationary probability distribution. However, an initial condition ρ(x, 0) = δ(x)
would correspond to prescribing the initial pilot-wave field as that of a bouncer, which
is consistent with the numerical simulations of Section 5.3.2. Moreover, if a stationary
probability distribution ρs(x) were to exist (where ρ(x, t)→ ρs(x) as t→∞), then the
system (5.3.4)–(5.3.5) would be consistent with the results of Theorem 4.1.
The evolution of the time-dependent joint probability distribution p(x, u, t) correspond-




















where ρ(x, t) =
∫
R p(x, u, t) du is the marginal distribution and V(x, t) is defined in
equation (5.3.6). An interesting aspect of this equation is the nonlinearity and spatial
nonlocality in p(x, u, t) arising through V(x, t). Indeed, similar equations have been
used in granular flow [52], and it has been proved that such equations yield a unique
stationary probability under suitable assumptions for the nonlinear drag D, the applied
potential and the convolution kernel ηB [8, 19]. Self-propulsive particles in the case
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Figure 5-18: The solution ρs(x) to equation (5.3.8) for K/E = 100 with ηB normalised
so that ηB(0) = 1. The black and blue curves correspond to F/K = 5 and F/K = 20,
respectively. As the wave force increases relative to the central force, ρs becomes
broader and more wavelike.
of no spatial nonlocality (F = 0) have also been studied in a biological context [27].
The numerical solution to (5.3.7), with the possible inclusion of a velocity-dependent
multiplicative noise σ0(u), will be the subject of future work.
While the case without self-propulsion D(u) = D0 is not appropriate for modelling the
dynamics of walking droplets, it is important to note that equation (5.3.7) simplifies
to Kramer’s equation for a given potential V. Thus, the stationary distribution ρs(x)
satisfies







Kx2 + F(ηB ∗ ρs)(x)]), (5.3.8)
where E = σ20/(2D0) and C0 is a normalisation constant [51]. In Figure 5-18, numerical
solutions to (5.3.8) (solved using a Newton method) yield wavelike stationary statistics,
a feature consistent with not only the pilot-wave dynamics of this system (Figure 5-
15), but also pilot-wave dynamics under a Coriolis force [39, 65] and motion confined
to a corral [40, 76]. This behaviour provides a strong indication that the stochastic
system (5.3.4)–(5.3.5) with corresponding Vlasov-Fokker-Planck equation (5.3.7) will
still exhibit wavelike statistics when the nonlinear drag D(u) is included.
5.4 Discussion
We have studied the dynamics of a droplet walking in a harmonic potential with its
motion confined to a line. By performing linear stability analysis of the periodic states,
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we have captured the changes to the limit cycle dynamics as the wave force begins to
dominate the harmonic potential. In particular, we have elucidated the oscillation am-
plitude quantization that appears at higher memory, which is analogous to the energy
quantization in the quantum harmonic oscillator. We have also demonstrated that the
pilot-wave has lowest mean energy for stable oscillations, suggesting the significance of
an underlying energy minimisation principle in rationalising the quantized states.
The methods developed herein for analysing periodic orbits are readily adaptable for
studying the droplet motion in a harmonic potential without restricting the motion
to a line, which will be useful for further characterisation of the more exotic periodic
orbital states observed in the laboratory (e.g. lemniscates and trefoils) [67, 68]. We
expect some of these orbital states to be related by a (currently unknown) unstable
branch in the parameter space, which is likely to connect two local minima of the
mean wave-energy. Additionally, this methodology will allow for further analysis of the
periodic motion observed between two droplets (in free-space), such as promenading
pairs [3, 7, 20] and wobbling orbits [20, 64, 70].
We have demonstrated that this system follows the Ruelle-Takens-Newhouse route to
chaos, provided that the periodic state destabilises via a pair of complex-conjugate
eigenvalues. Furthermore, each of the new incommensurate frequencies that emerge
after each of the first two bifurcations is approximated by the frequency of the corre-
sponding unstable state, as predicted by the linear stability analysis. This result is a
useful verification of our stability analysis and allows us to predict the dynamics of the
quasi-periodic orbits.
Finally, we have used the relationship between the mean wave field and the droplet
statistics (Theorem 4.1) as a powerful diagnostic tool at extremely high memory. In
this high-memory regime, the droplet motion is reminiscent of a random walk, where
the distance between successive turning points is prescribed by the minima of the local
pilot-wave. By detrending the slow-timescale variations in the droplet’s trajectory, we
have highlighted the wavelike nature of the statistics, as becomes more pronounced at
higher memory. We expect our approach to reveal the underlying statistical structure in
other experimental configurations of this pilot-wave system, such as tunnelling [23, 58]
and in corrals [40, 76].
Remarkably, the mean wave field yields an effective potential that has a controlling
influence on the droplet dynamics and thus the emergent statistics. This draws fur-
ther parallels to Bohmian mechanics, in which the statistical and guiding wave fields
are identical [41]. Furthermore, we have proposed a Langevin equation to describe
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the dynamics in the high-memory limit, where the motion is subject an the effective
potential. By expressing the stationary probability distribution ρs(x) as a (nonlin-
ear) Vlasov-Fokker-Planck equation, we can solve directly for ρs(x). We hope that
these developments will lead to a fruitful comparison of the long-time behaviour of this
pilot-wave system in the chaotic regime to both statistical mechanics and Bohmian
mechanics.
We expect the connection between the dynamics and statistics elucidated here to apply
in other experimental configurations (such as corrals [40, 76]) or indeed in a more
generalised pilot-wave framework [9]. The generalisation of Theorem 4.1 (as given by
Appendix F.1) will play a key role in elucidating the link between the dynamics and
statistics of pilot-wave systems, and may provide a tool for better understanding the
ingredients required for observing quantumlike behaviour on a classical scale.
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Chapter 6
Dynamics in a rotating bath
It was shown in the experiments of Fort et al. [31] and Harris & Bush [39] that a
droplet walking on the surface of a rotating fluid bath may enter a circular orbit, whose
radius becomes quantized in the limit of high vibrational forcing. Three fundamental
aspects of the pilot-wave dynamics change in this experimental configuration: the bath
rotation induces a parabolic profile for the free surface, while the droplet is subject
to both Coriolis and centrifugal forces when its horizontal motion is considered in the
rotating frame of reference. For subharmonic vertical droplet motion, it was observed
in experiments that the centrifugal force and the wave force induced by the parabolic
kick approximately cancel over one impact period, resulting in droplet dynamics that
are driven by just the applied Coriolis force.
It was argued by Fort et al. [31] that the applied Coriolis force has a similar mathe-
matical form to that of a charge moving through a uniform magnetic field, striking an
analogy to quantum mechanics [12]. By making modifications to our pilot-wave model,
we explore this analogy and compare our predictions to the experimental results of
Harris & Bush [39] both for circular orbits and dynamics in the chaotic regime arising
at high vibrational forcing. As was seen in experiments, we observe that the underlying
circular orbits have a strong influence on the droplet’s emergent statistical distribution.
6.1 The fluid equations revisited
We consider the fluid evolution of a rotated bath, with constant rotation vector Ω =
Ωe3. Evolving the dynamics in the rotating frame of reference introduces two fictitious
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forces to the momentum equation in the fluid bulk, namely the Coriolis and centrifugal
forces, whose role in the fluid dynamics we now explore.
We consider the evolution of the velocity field u = (u1, u2, u3)T of an incompressible
viscous fluid that occupies the semi-infinite domain z ≤ ηR, where ηR(x, t) is the free
surface, x = (x, y) ∈ R2 gives the horizontal Cartesian coordinates and z is the vertical
coordinate that increases in the direction opposite to gravity. In the rotating frame of
reference, conservation of mass and momentum yield the incompressible Navier-Stokes
equations for the evolution of u(x, z, t) and the pressure field p(x, z, t) (relative to
atmospheric pressure) in the fluid bulk, namely
∇ · u = 0, z ≤ ηR(x, t), (6.1.1a)
ut + (u · ∇)u = −1
ρ
∇p¯+ ν∆u− 2Ω ∧ u, z ≤ ηR(x, t), (6.1.1b)
where ∧ denotes the vector product. The dynamic pressure p¯ accounts for the hydro-
static pressure and the centrifugal force, namely
p¯(x, z, t) = p(x, z, t) + ρgz − 1
2
Ω2ρ|x|2,
where ν and ρ denote the kinematic viscosity and fluid density, respectively. In the
far-field we assume the fluid velocity to decay to zero, i.e. u → 0 as |x| → ∞ or
z → −∞.
The stress balance across the fluid interface due to surface tension σ (assumed constant)











(∇u+∇uT ) · n, (6.1.2a)
u3 = ∂tηR + uH · ∇HηR, (6.1.2b)









We recall from Chapter 2 that the operator κ[·] is the sum of the signed principal
curvatures of the free surface (which is positive for convex functions), P = P (x, t) is
the applied pressure, uH = (u
1, u2)T is the horizontal velocity and ∇H is the horizontal
gradient operator.
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6.1.1 The parabolic profile
We seek a time-independent solution to equations (6.1.1)–(6.1.2) in the case where
there is no applied pressure (P = 0), for which we find u = 0 and ∇p¯ = 0 for z ≤ ηP ,
where ηR = ηP is the (unknown) free surface corresponding to the static solution. In
this case, the kinematic boundary condition (6.1.2b) is automatically satisfied, so the




κ[ηP (x)] = gηP (x)− 1
2
Ω2|x|2. (6.1.3)






For σ > 0, we non-dimensionalise (6.1.3) with ηP (x) = x0ηˆP (xˆ), x = x0xˆ, where
x0 = gΩ
−2 is a typical length scale. For a dimensionless curvature operator κˆ = κx20,
we obtain
BΩκˆ[ηˆP (xˆ)] = ηˆP (xˆ)− 1
2
|xˆ|2, (6.1.4)







We consider solutions to (6.1.4) in the regime BΩ  1, which yields a singular pertur-
bation and possible boundary layers. However, as ηˆP is radially symmetric in the outer
solution (solved with BΩ = 0), there is not a boundary layer for |xˆ| ≈ 0 as the gradient
already vanishes at the origin. Due to the finite confines of the pilot-wave dynamics,
we need not consider the dynamics at infinity. Hence, we approximate the free surface
ηP corresponding to the static solution by ηP (x) = Ω
2|x|2/(2g) in dimensional units.
6.1.2 Linearised equations: the planar approximation
Experiments for the dynamics explored in this thesis indicate that the waves generated
on the free surface are small with a small wave-slope. Thus, it is appropriate to consider
the linearised system describing sufficiently small perturbations away from the rest state
u = 0 and ηR = ηP . However, such a linearisation becomes exceedingly complicated
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to compute and makes analysing the pilot-wave dynamics somewhat intractable. So
instead, we follow Miles [53, 54] and apply the planar approximation: we linearise
about the plane z = 0 rather than the free surface. For a given typical radius rc from
the origin, this approximation is valid to leading order, provided that Ω2rc/g  1. In
this case, the equations of motion (6.1.1)–(6.1.2) reduce to the following linear system
for the perturbed variables u and η:
∇ · u = 0, z ≤ 0, (6.1.5a)
ut = −ρ−1∇p¯+ ν∆u− 2Ω ∧ u, z ≤ 0, (6.1.5b)
u1z + u
3
x = 0, z = 0, (6.1.5c)
u2z + u
3
y = 0, z = 0, (6.1.5d)
σ∆Hη = −(p¯− P ) + ρgη + 2νρu3z, z = 0, (6.1.5e)
ηt = u
3, z = 0, (6.1.5f)
where the centrifugal and parabolic profiles have cancelled in the dynamic boundary
condition (6.1.5e), and ∆H is the horizontal Laplacian. Akin to Chapter 2, we combine
(6.1.5c)–(6.1.5d) to yield the following boundary condition for the vertical component
of velocity u3:
∆Hu
3 − u3zz = 0, z = 0. (6.1.6)
Remark 6.1. In the experimental work of Harris & Bush [39], only droplet trajectories
that remained within rc = 46.9 mm from the centre of the bath were retained, and
the bath rotation rate Ω was varied between 0 and 5.5 rad s−1. Thus, we obtain an
upper bound Ω2rc/g ≤ 0.144, where this extreme case pushes the validity of the planar
approximation. However, for circular orbits, the largest orbit radii r0 are only obtained
for the weakest rotation rate Ω (and vice-versa for small orbits), with the relationship
r0 = au0/(2Ω) for dynamics in the weak-acceleration regime. Here the walking speed
is typically bounded by u0 ≤ 12 mm s−1 and a = 1.51 is deduced from experiments.
For circular orbits about the origin (rc = r0) in the weak-acceleration regime, we thus
obtain rcΩ
2/g = au0Ω/(2g) ≤ 0.005, validating our use of the planar-approximation.
This bound also remains valid for quantized circular orbits.
6.1.3 A Helmholtz decomposition
To reduce the equations of motion further still, we consider a Helmholtz decomposition
for the fluid flow, namely
u = ∇φ+w, (6.1.7)
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with the vortical-component of the velocity field w = ∇ × ψ for some vector field
ψ, while the continuity condition (6.1.5a) implies that φ satisfies ∆φ = 0 for z ≤ 0.
Substitution of (6.1.7) into (6.1.5b) yields
∇(φt + p¯/ρ) = −wt + ν∆w − 2Ω ∧ u, z ≤ 0.
This equation is satisfied if, for all z ≤ 0, we have φt = −p¯/ρ and wt + 2Ω∧u = ν∆w.
By writing w = (w1, w2, w3)T , the vertical component w3 evolves under the heat
equation w3t = ν∆w
3 and has no explicit dependence on Ω. Physically, we see that
rotation of the fluid in the horizontal plane does not induce vertical flow within the
fluid, provided that the planar and linear approximations are satisfied.
By assuming the form of the solution φt = −p¯/ρ and w3t = ν∆w3 for z ≤ 0, we note
the boundary condition (6.1.6) allows us to consider the evolution of the free surface in
terms of φ and w3 only, while w1 and w2 decouple from the system. In fact, we observe
that the resulting equations have no dependence on Ω: the perturbed variables under
the planar approximation in the rotating frame obey the same evolution equations as
the case when Ω = 0.
Hence, the developments of Chapter 2 may be readily applied when the bath is vibrated
vertically with dimensionless acceleration Γ. We thus write the evolution of the spectral
decomposition of η as a nonlocal Mathieu equation, whose long-time approximation
is evolved using a fundamental matrix Mk(Γ) over one Faraday period. The only
manifestation of the rotating bath in the pilot-wave dynamics is the parabolic profile
ηP , which augments the horizontal kick on the droplet during impact.
6.2 The droplet dynamics revisited
To consider the evolution of the droplet in the rotating bath, we could simply change the
equations from Chapter 3 to the rotating reference frame and augment the horizontal
kick ∇η 7→ ∇(η + ηP ). However, this change introduces terms that depend explicitly
on the droplet’s position, whereas it was reported in experiments [39] that the droplet
dynamics were invariant to translations, owing to the approximate cancellation of the
centrifugal force and parabolic wave force over one period of the droplet’s vertical
motion, a feature that needs to be reflected in our equations.
For simplicity, we neglect the role of air drag in the droplet’s motion; as seen in the
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free walking and central force cases, this term has a negligible effect on the pilot-wave
dynamics. Indeed, it is unclear what the full effect of the bath rotation is on the velocity
of the air near the droplet and thus the resulting drag. Furthermore, we assume that
the shear drag imparted by the waves on the droplet is unchanged in the rotating frame
of reference as this force only acts during contact.
Under these assumptions on the drag, we modify the model of Mola´cˇek & Bush [57] for
the evolution of droplet’s horizontal position to account for the effects of the rotating
bath:
mX ′′(t) + c
√
ρR0/σf(t)X
′(t) + 2mΩ ∧X ′(t)−mΩ2X(t)




where Ω = Ωe3 and it is understood that X(t) has a value of zero in the e3 component
for a well-defined vector product. For periodic subharmonic vertical dynamics, the





f(t) dt = mg,
where the Faraday period is TF = 4pi/ω0 and ω0 is the angular vibration frequency [57].
As the timescale of the droplet’s horizontal evolution is much longer than the Faraday








Under this approximation, the average centrifugal force and the average parabolic wave
field kick cancel in equation (6.2.1), leaving the resulting evolution equation for X(t):
mX ′′(t) + c
√
ρR0/σf(t)X
′(t) + 2mΩ ∧X ′(t) = −f(t)∇η(X(t), t), (6.2.2)
where −2mΩ ∧X ′(t) is the applied Coriolis force. As η(X(t), t) depends only on the
relative position between the droplet’s current position and its prior impact locations,
the droplet’s evolution equation now exhibits the observed translational invariance.
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6.2.1 Dimensionless equations
To proceed, we employ the same non-dimensionalisation as earlier chapters, where we
scale η ∼ Z0 ≡ mgT 2F /(ρλ3F ), x ∼ λF , z ∼ λF and f ∼ mg. For the dimensionless
rotation vector ω = ωe3, the droplet’s horizontal motion (6.2.2) becomes
X ′′(t) + Cif(t)X ′(t) + 2ω ∧X ′(t) = −δ0Gf(t)∇η(X(t), t), (6.2.3)











gTF , ω = ΩTF ,
and R0 is the (dimensional) droplet radius.
We now consider the special case where the normal force f(t) in (6.2.3) is f(t) =∑∞
n=0 δ(t− tn), where tn ≡ n + t0 and t0 accounts for the impact phase θI relative to
the shaking of the bath. Using Appendix C, the nonlinear velocity jump at impact is




which is independent of the bath rotation rate ω. During flight (t 6= tn), we obtain
from (6.2.3) that the droplet evolves under the linear differential equation
X ′′(t) + 2ω ∧X ′(t) = 0, (6.2.5)
whose solution may be characterised by a fundamental matrix.
6.2.2 The fundamental matrix
To proceed, we compute the principal fundamental matrix for the evolution equation
(6.2.5) to map the droplet position and velocity from time t+n to t
−
n+1 for all n. We thus
denote Xn = X(tn) and V
±
n = X
′(t±n ), and we define R(ϕ) as the rotation matrix by
angle ϕ. Hence, ω ∧X ′(t) = ωR(pi/2)X ′(t), which allows us to express the droplet





















R(pi/2) and F22(ω) = cos(2ω)I − sin(2ω)R(pi/2).
We note that the matrices Fij all commute since they are linear combinations of the
identity I and rotation matrix R. Furthermore, F22 and F12 are related by
F22(ω) = I − 2ωF12R(pi/2),





sin(2ω)I − 2 sin2(ω)R(pi/2)
)
. (6.2.7)
In the limit 0 < |ω|  1, we obtain W (ω) ∼ I − ωR(pi/2) + O(ω2), which we use for
analysing circular orbits with weak orbital-memory (see Section 6.3.1 below).
6.2.3 The iterative map
We now aim to reduce the droplet dynamics to an iterative map for the position Xn
and the mean velocity between impacts Un = Xn+1 −Xn. The fundamental matrix
(6.2.6) yields V +n = F
−1
12 Un for all n, while the velocity jump (6.2.4) gives
V +n+1 = e
−CiF22V +n −F∇η(Xn+1, tn+1),
where F = (1 − e−Ci)δ0G/Ci. From the commutativity of F12 and F22, eliminating
V +n in favour of Un yields
Un+1 = e
−CiF22Un −FF12∇η(Xn+1, tn+1).
By substituting in the definitions of F12 and F22 in terms of W , and combining the
evolution of the perturbed free-surface η described in Chapter 3, we obtain the following
iterative map:
Xn+1 −Xn = Un, (6.2.8a)
ηˆn+1m = Mk(Γ)ηˆ
n
m − pkΦ∗m(Xn+1; k)e2, (6.2.8b)
(Un+1 −Un) +DUn = −2ωe−CiW (ω)
(
e3 ∧Un
)−FW (ω)∇η(Xn+1, tn+1), (6.2.8c)
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where ej denotes the j
th Cartesian unit vector and D = 1 − e−Ci is the drag in the














kηˆm(t; k)Φm(x; k) dk.
The basis functions Φm are defined by Φm(x; k) = Jm(kr)e
imθ for all m ∈ Z and k > 0,
where x = (r, θ) in polar coordinates. The fundamental matrix Mk(Γ) in equation
(6.2.8b) evolves the fluid variables during flight for a given vibrational forcing Γ < ΓF
and impact phase θI , as discussed in Chapter 3.
6.3 Circular orbits
Having derived a pilot-wave model (6.2.8) that reflects the translational invariance of
the droplet motion observed in experiments, we now consider the dynamics of circular
orbits and the influence of the vibrational forcing. We begin by considering the weak-
acceleration limit, which is valid provided the orbital memory MeO = Me |θ0| satisfies
MeO  1 (see Chapter 4), where θ0 ∈ R is the dimensionless angular velocity of the
droplet and Me is the memory time of the Faraday waves. Then we consider the
dynamics at high vibrational forcing, where the influence of the Faraday waves yields
quantized orbital radii, where the emergent quantization levels are prescribed by the
hydrodynamic spin states discussed in Chapter 3.
Remark 6.2. A particle with position xp(t) moving under a Coriolis force in the
absence of any drag forces evolves according to
x′′p(t) + 2ω ∧ x′p(t) = 0,
where ω = ωe3. This admits solutions of circular orbits for a particle moving at a
constant speed v > 0, with corresponding radius rc = v/(2|ω|) and angular velocity
θc = −2ω. Our analysis below reveals a similar solution for the pilot-wave system,
but the net effect of the wave and drag forces is to increase the orbital radius r0 and
decrease the magnitude of the orbital frequency θ0 relative to rc and θc, respectively.
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6.3.1 The weak-acceleration limit
We now study the orbital pilot-wave dynamics in the weak-acceleration limit, in which
we approximate the wave field contribution of the droplet’s prior trajectory in equation
(6.2.8c). Using the developments of Chapter 3, we approximate





















where u0 is the free walking speed (for ω = 0) and the functions S1 and S2 are exactly
as defined in equation (3.5.7) in Chapter 3. It should be recalled that S1 and S2 depend
on the vibrational forcing Γ and corresponding free walking speed u0. Furthermore,





n = An −A‖n,
respectively. By substituting (6.3.1) into the trajectory equation (6.2.8), we obtain the























The effective masses B‖ and B⊥ are defined as matrices











and similarly for the nonlinear drag
D(v;ω) = DI −F S1(v)
u0v
W (ω).
In the absence of rotation (ω = 0), the nonlinear drag simplifies to D(v; 0) = D(v)I,
where D(v) = D − FS1(v)/(u0v) satisfies D(v) = 0 if and only if v = 1, which corre-
sponds to a droplet walking at the free walking speed u0 (see Chapter 3). Furthermore,
B‖(v; 0) = ξ‖(v)I and B⊥(v; 0) = ξ⊥(v)I, where ξ‖ and ξ⊥ are the effective masses
parallel and perpendicular to motion, as defined in Chapter 3 (in the absence of air
drag).
We now explore the role of the added mass on the orbital dynamics in the weak-
acceleration limit. We seek solutions to (6.3.2) where |Xn| = r0 and |Un| = u > 0
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for all n. By imposing that consecutive impacts satisfy Un+1 = R(θ0)Un, we obtain
Un · Un+1 = u2 cos θ0 for all n for some angular velocity θ0 ∈ R (to be determined
from the analysis). From trigonometric arguments, the mean speed u relates to the
angular velocity θ0 and the radius r0 through u = 2r0 sin(|θ0|/2) ∼ r0|θ0|(1 + O(θ20))
for |θ0|  1.
We proceed by substituting this orbital ansatz into the trajectory equation (6.3.2). A
simple calculation reveals that
A‖n = (cos θ0 − 1)Un and A⊥n = sin θ0U⊥n ,
where we have defined U⊥n to be a vector perpendicular to Un such that U⊥n =




















−CiW (ω)U⊥n = 0.
As Un is a vector in an arbitrary direction (with fixed magnitude u), we set Un = ui
and U⊥n = uj for orthogonal unit vectors i and j = R(pi/2)i. Hence, we arrive at the
following system of equations for u and θ0 (where ω and Γ > ΓW are fixed):


















i+ 2ωe−CiW (ω)j = 0.
(6.3.3)
To proceed in our analysis, we recall that if ω = 0 then the droplet walks in a straight




= 1 + ωv1 +O(ω
2) and θ0 = ωΘ1 +O(ω
2),




1 + v1ω +O(ω
2);ω
) ∼ ξ‖(1)I +O(ω),
B⊥
(
1 + v1ω +O(ω
2);ω
) ∼ ξ⊥(1)I +O(ω),
D
(
1 + v1ω +O(ω
2);ω
) ∼ ω(v1D′(1)I +DR(pi/2))+O(ω2),
W (ω) ∼ I +O(ω).
Furthermore, since (cos(θ0) − 1) ∼ O(ω2) and sin θ0 ∼ Θ1ω + O(ω3), we obtain from
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(6.3.3) that
Θ1ξ⊥(1)j + v1D′(1)i+Dj + 2e−Cij = O(ω). (6.3.4)
Thus, to leading order, (6.3.4) yields v1 = 0, indicating that the orbital velocity is
u ∼ u0(1 + O(ω2)); physically, the orbital speed is independent of the direction in
which the bath rotates. From the j components of (6.3.4), we obtain




where we have used that the linear drag coefficient is D = 1 − e−Ci . As Θ1 < 0, we
observe that the angular velocity θ0 has the opposite sign to the bath rotation rate ω
to leading order. This indicates that the circular orbits are contra-rotational in this
regime (relative to the rotation of the bath), as observed in experiments [31, 39].
We now compute the orbital radius r0, which satisfies u = 2r0 sin(|θ0|/2). From the









is the hydrodynamic boost factor. Thus, the orbital radius is augmented from the
classical (drag-less) system for a particle evolving under a Coriolis force.
Remark 6.3. From Chapter 4, we recall that the boost factor γB for orbits in a central




. Hence, in the limit of no
air drag (Ca = 0), the two boost factors are in fact identical.
6.3.2 The emergence of orbital quantization
For intermediate and high orbital-memory, we seek orbital solutions to the iterative
map (6.2.8) about the origin (owing to translational invariance). Hence, all impacts lie
on a constant radius, i.e. |Xn| = r0 > 0, and the droplet rotates by angle θ0 between
impacts, i.e. Xn+1 = R(θ0)Xn, where R(·) ∈ R2×2 is the rotation matrix. For the
wave field to rotate with the droplet, the calculation in Appendix D yields that for all
n, the free-surface coefficients satisfy ηˆn+1m (k) = e
−imθ0 ηˆnm(k) for all m ∈ Z and k > 0.
By following similar analysis for the central force and hydrodynamic spin states, we
substitute the orbital ansatz into (6.2.8) and define orthogonal unit vectors er = Xn/r0
and eθ = e3 ∧ er in the radial and tangential directions at time n. Then we may write
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∇η(Xn, tn) = ergr(r0, θ0) + eθgθ(r0, θ0), where the functions gr and gθ are as defined
for the study of hydrodynamic spin states in Chapter 3. The radial and tangential
dynamics yield the following system for the orbital dynamics:
r0
(
















which, for given Γ < ΓF and r0 > 0, we solve numerically for θ0 ∈ R and ω ∈ R.
From Chapter 3, we recall that the functions gr and gθ satisfy gr(r0,−θ0) = gr(r0, θ0)
and gθ(r0,−θ0) = −gθ(r0, θ0), respectively. Thus, we deduce that if (ω, θ0) is a solution
to (6.3.5) for given (r0,Γ), then (−ω,−θ0) is also a solution.
6.3.3 Stability analysis
To analyse the stability of circular orbits, we consider the dynamics in the frame of
reference of the orbital solutions, where the droplet position XS = r0er is fixed, with
velocity vector US = (R(θ0)− I)XS and orbital wave field ηS(x) = ηO(x), as defined
in equation (3.6.6). We then consider perturbations of the steady state in the same
frame of reference, where
Xn = XS + X
P
n , Un = US + U
P
n , η(x, tn) = ηS(x) + η
P (x, tn),
and similarly for ∂tη(x, t
+
n ), where   1 is a small dimensionless parameter, |XPn | =
O(1) and ηP ∼ ηS . By linearising the trajectory equation (6.2.8) in the orbital frame
of reference and seeking solutions of the form XPn = λ
nXP0 for an eigenvalue λ ∈ C





+D(λR(θ0)− I)+ 2ωe−CiW (ω)R(pi/2)(λR(θ0)− I)









eT1 (λI − e+imθ0Mk)−1e2
)(
∇Φm(XS ; k)∇Φ∗m(XS ; k)
)
dk.
The Hessian matrix corresponding to the steady state at impact is given by HS ≡
∇∇T ηS(XS). Thus, for a non-trivial initial perturbation XP0 , it remains to find λ ∈ C
such that detA(λ) = 0, which we solve numerically.
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Remark 6.4. Due to the rotational and translational invariance of the orbital solu-




(λ− 1)(λ− eiθ0)(λ− e−iθ0) .
6.3.4 Comparison to experimental data
We now compare the predictions of our model to the experimental data of Harris & Bush
[39].1 The experiments were conducted in a large bath of diameter 146 mm and filled to
a depth of 7 mm, so we expect the submerged topography to only have a negligible effect
the pilot-wave dynamics. The reported threshold for this data was ΓexpF = 4.08± 0.07,
but the authors observed that this was highly sensitive to temperature due to the
weak changes in the fluid viscosity. Our model (in the absence of rotation) with the
nominal fluid viscosity ν = 20 cSt (measured at 25◦C) predicts the Faraday threshold
to be ΓF = 4.16 (see Chapter 2). As our fluid model is the linearised Navier-Stokes
equations in an infinite bath, we assume that our predictions are sufficiently accurate
to be able to infer the actual (temperature-dependent) fluid viscosity used in these
experiments. Thus, for the model to predict a Faraday threshold of ΓF = 4.08, we
fix the kinematic viscosity to ν = 19.55 cSt. It should be noted that this change in
viscosity does not significantly alter the predictions of our pilot-wave model.
There are two further parameters in our model that need to be inferred from experi-
mental data: the impact phase θI (which influences the fundamental matrix Mk(Γ; θI))
and the dimensionless skidding friction coefficient c (which determines the dimension-
less impact friction Ci). For each droplet radius R0, vibrational forcing Γ and skidding
friction coefficient c, the impact phase θI is chosen to match the observed free walking
speed of the droplet in the absence of rotation. This approach was also adopted by
Oza et al. [61].
The value of the skidding friction coefficient c is less clear; the experimental data
and impact parametrisation of Mola´cˇek & Bush [57] suggested that this dimensionless
coefficient should take the value c ≈ 0.3. However, in the authors’ simulations using
the logarithmic spring impact model, c was varied in the range [0.17, 0.33] for different
oils. Although the authors of the stroboscopic model [61, 62] followed Mola´cˇek & Bush
[57] and set c = 0.17 for silicone oil with kinematic viscosity ν = 20 cSt and frequency
f0 = 80 Hz, it is unclear that this is the appropriate value for our instantaneous impacts
1Many thanks to Dan Harris for sharing these data.
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model. Indeed, it should also be recalled that this friction model is a semi-empirical
parametrisation of the drag during impact, so some flexibility should be taken when
fixing the value of c.
To infer a suitable value of c, we refer to the orbital dynamics in a rotating bath in
the weak-acceleration limit, where the orbital radius r0 approximately satisfies r0 =
u0γB/(2|ω|) and the hydrodynamic boost factor γB depends on both θI and c. In the
experimental results of Harris & Bush [39], the best fit for the orbital radius r0 at
Γ/ΓF = 0.822 and R0 = 0.4 mm was found to be γB = 1.51. Given the corresponding
free walking speed (u0 = 9 mm s
−1), we infer the value of c (and the corresponding
impact phase θI) so that both the model predictions of the free walking speed and
hydrodynamic boost factor γB are in agreement with the experimental data at Γ/ΓF =
0.822. This yields c = 0.26, which we fix for both droplet radii considered in this
chapter, and all values of the vibrational forcing Γ < ΓF . We observe that, provided
θI is chosen for u0 to remain constant, increasing the skidding friction coefficient c
increases in the hydrodynamic boost factor γB.
In Figure 6-1, we compare the predictions of our model and the experimental data
of Harris & Bush [39] for different values of the vibrational forcing Γ. The stability
of each computed solution is determined by the colour of the curve: blue indicates
stable solutions, whereas green and red curves denote different types of instabilities.
The green curves denote the case where all unstable eigenvalues appear in complex
conjugate pairs; this oscillatory instability is likely (but not guaranteed) to give rise
to stable wobbling orbits when nonlinear effects are considered [65]. In red portions of
the curve, a real unstable eigenvalue exists, corresponding to orbital radii that cannot
be observed in the laboratory, giving rise to orbital quantization at high vibrational
forcing.
We present results for vibrational forcing ranging from intermediate memory to high
memory. At intermediate memory (Γ/ΓF = 0.922 – see Figure 6-1(a)), we observe
a similar prediction to that of the weak-acceleration limit for radii r0 & 1, namely
r0 = u0γB/(2|ω|). However, this dependence changes for smaller orbits, with a weak
departure from this behaviour observed at r0 ≈ 0.6, where the orbital memory MeO be-
comes appreciable. All predicted orbits in this regime are stable, which is in agreement
with the experimental data.
At Γ/ΓF = 0.954 (see Figure 6-1(b)), we see the emergence of quantized orbital radii
due to the presence of real eigenvalues for r0 ≈ 0.6 and r0 ≈ 1.1. Our model gives
a good prediction of the orbital radii, but the predictions are less satisfactory for the
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Figure 6-1: Radius r0 (left column) and angular velocity θ0 (right column) of circular
orbits, with comparison to experimental data [39]. The curve colour indicates the or-
bital stability. Blue: stable orbits, green: unstable orbits with an oscillatory instability,
red: unstable orbits with a real eigenvalue. The vibrational forcing Γ is progressively
increased for each row. (a) Γ/ΓF = 0.922, droplet radius R0 = 0.4 mm and dimen-
sional free walking speed u0 = 9.0 mm s
−1. (b) Γ/ΓF = 0.954, with R0 = 0.43 mm
and u0 = 12.0 mm s
−1. (c) Γ/ΓF = 0.971, with R0 = 0.4 mm and u0 = 10.9 mm s−1
(circles) and 11.7 mm s−1 (squares) for two different droplets. The theoretical curve
corresponds to the average of the two observed walking speeds in this case.
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angular velocity θ0 when the orbits are small (corresponding to 2ω/u0 & 2.5). This
discrepancy may be explained by the prominent role of the wake for small orbital radius
at high vibrational forcing, which precipitates a change in the local wave height and
thus alters the impact phase θI (which we assume to be fixed).
At high vibrational forcing (Γ/ΓF = 0.971 – see Figure 6-1(c)), we see the emergence of
several quantized orbital levels, and also the emergence of an oscillatory instability for
r0 ≈ 0.9. As reported by Harris & Bush [39], each radial plateau is well-approximated
by J0(kF r0) = 0; we recall from Chapter 3 that this coincides with the orbital radii
of hydrodynamic spin states at high vibrational forcing. Although Oza et al. [61]
computed an asymptotic correction for finite wave memory Me, such an approximation
is not necessary for our comparison with experimental data.
In this latter data set (Figure 6-1(c)), two different droplets of approximately equal
size were used, yet two different free walking speeds were observed. Following the
theoretical investigation of Oza et al. [61], we fix u0 to be the mean of these two
speeds. For large orbits r0 & 3, the orbital memory necessarily decreases and the
solutions are well approximated by the weak-acceleration regime. We expect that as
Γ/ΓF is increased further still, further quantization may arise at larger orbits, but the
smaller orbits may destabilise, primarily through an oscillatory instability.
We have also compared our predictions to that of the stroboscopic trajectory equation
studied by Oza et al. [61] (not shown). The two models give very similar predictions
at low and intermediate orbital-memory, which is the regime where the wake plays
a more submissive role. However, at the onset of quantization (in which the wave
field generated by prior impacts significantly influences the current dynamics), the
stroboscopic model predicts much wider plateaus at each quantization level. It is likely
that this difference arises due to the exponential spatial-decay captured by our model
that is not present in the stroboscopic model, an effect that becomes significant at high
orbital-memory. As a result, our model predicts the onset of instability much later
than the stroboscopic model, giving improved stability predictions for smaller radii.
A further difference in the model predictions may be due to the continuous forcing of
the stroboscopic model, where any local perturbations to the wave field immediately
influence the droplet dynamics. It is likely that the decoupling of the wave and droplet
dynamics during flight in our model serves to stabilise the pilot-wave dynamics in a
way that is more physically consistent with the observed droplet-wave behaviour.
Finally, it should be noted that while we use a larger value of the skidding friction c
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compared to that used in the stroboscopic model (we fixed c = 0.26 whereas Oza et
al. [61] used c = 0.17), this is not the reason why the stroboscopic model predicts such
wide plateaus at high memory. We find that increasing c actually increases the width
of each plateau in our model, so if the same value of the skidding friction coefficient
was used in both our model and the stroboscopic model, then the difference between
the model predictions would become even more apparent.
6.4 Chaotic dynamics and multimodal statistics
As revealed by linear stability analysis, the circular orbits destabilise as the vibrational
forcing is progressively increased. As observed in experiments [39] and simulations
[65], nonlinear effects may stabilise these orbits, and a zoology of exotic stable orbits
emerges, including wobbling, drifting and quasi-periodic orbits. For sufficiently high
vibrational forcing, these orbits also destabilise and we observe the onset of chaotic
dynamics, a regime that we now explore with our model.
Unlike the central force case, there is no fixed centre to the problem and the orbits
exhibit translational invariance. Thus, we follow Harris & Bush [39] and characterise
the chaotic orbits in terms of the dimensionless radius of curvature R, as computed
using an adaptive osculating circle technique (see the Appendix of Harris & Bush
[39] for details). In Figure 6-2, we plot a chaotic droplet trajectory (grey curve) and
highlight various sub-trajectories over which the radius of curvature is approximately
constant (in other words, the trajectory is near circular). In this regime (Γ/ΓF = 0.992
and ω = 0.02), we observe that R predominantly takes three distinct values, a property
that we may rationalise in terms of the quantized (stable) circular orbits.
In order to gain a full perspective of the dynamics, we simulate several long trajectories
(each of 300,000 impacts) of the iterative map (6.2.8) for different values of the bath
rotation rate ω > 0 and the vibrational forcing Γ < ΓF , with the results given in
Figure 6-3. In the upper row, the shading corresponds to the probability density ρ(R)
for a given rotation rate ω, and the lower row is ρ(R) for ω = 0.02. We see that at
Γ/ΓF = 0.990, the peaks in ρ(R) follow a similar shape to that of the orbital solutions
(see Figure 6-1), where ρ(R) typically only has two modes. It should be noted that, like
the orbital solutions, the modes correspond to the zeros of J0(kFR) = 0, as reported by
Harris & Bush [39]. This similarity implies that the the underlying (unstable) orbital
solutions play an important role in the chaotic regime.
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Figure 6-2: An example trajectory (grey curve) in the chaotic regime at Γ/ΓF = 0.992
with ω = 0.02 and a droplet of radius R0 = 0.4 mm. Over each highlighted sub-
trajectory, we compute the mean radius-of-curvature 〈R〉, with values 〈R〉 = 1.46 (red
curve), 〈R〉 = 1.86 (black curve), and 〈R〉 = 2.3 (blue curve).
As the vibrational forcing is progressively increased, the strong influence of the Faraday
wave field allows other orbital curvatures to be accessed, and the number of distribution
modes increases, each with peaks satisfying J0(kFR) = 0. Indeed, we observed up to
six modes appearing for a range of ω at high vibrational forcing, demonstrating the
strong influence of the Faraday wave field on the chaotic dynamics. These results are
similar to that of Harris & Bush [39], suggesting that our model remains robust at
high vibrational forcing, despite the fact our model cannot capture the chaotic vertical
droplet motion observed in experiments in this regime [80].
6.5 Discussion
In this chapter, we adapted our pilot-wave model for dynamics in a rotating bath by
applying the planar approximation [53, 54] for linear fluid perturbations and by approx-
imating the droplet dynamics to obtain a model that exhibits translational invariance
[31, 39]. By analysing the resulting trajectory equation in the weak-acceleration limit,
we obtained the hydrodynamic boost factor γB, which is the pilot-wave correction to
the classical theory in which the net wave and drag forces augment the orbital radius
r0.
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Figure 6-3: Radius-of-curvature probability density function ρ(R) in the chaotic regime
for a droplet of radius R0 = 0.4 mm. In the upper panel, each column gives the
statistical distribution ρ(R) for a given value of the bath rotation rate ω > 0. In each
lower plot, ω = 0.02 is fixed (corresponding to the vertical white line in each upper
plot). (a) Γ/ΓF = 0.990, (b) Γ/ΓF = 0.992, (c) Γ/ΓF = 0.996. The red dashed lines in
the lower panel correspond to the zeros of the Bessel function J0(kF r). As the forcing
vibration is progressively increased, further peaks emerge in the distribution ρ(R).
On comparing our results to the experimental data of Harris & Bush [39] at low vi-
brational forcing, we inferred the skidding friction coefficient c = 0.26 appropriate for
this regime. At higher vibrational forcing, the dominant wave force yielded quantized
orbital solutions, as rationalised through linear stability analysis. Our model compared
well against the experimental data and improved upon the predictions of the strobo-
scopic model of Oza et al. [61]. Indeed, it is interesting to note that the plateaus
predicted by Oza et al. were far wider than that of our model, suggesting that the lim-
itations of their wave field model (primarily the spatial decay) have a spurious effect
when the droplet’s wake has a strong influence on the dynamics.
Furthermore, our predictions remain robust at high vibrational forcing, in which the
dynamics become chaotic and the droplet motion switches between several preferred
curvatures. Due to the simulation speed of our discrete-time model, we were able to
compute trajectories that were several times longer than that of the continuous-time
stroboscopic model [65], yielding much more regular stationary distributions ρ(R) for
the radius of curvature. Indeed, we gain computational speed whilst also using a much




Since the phenomenon of walking droplets was first discovered [15], the dynamics of
interacting droplets has been of considerable interest. Early experiments focused on
the orbital dynamics of pairs of equally-sized droplets [64, 71] and epicycle orbits for
two droplets of different sizes [70]. In recent years, attention has turned to the droplets
walking in the promenade mode, in which the two droplets walk in parallel with a
transverse oscillation [3, 7].
As the vertical motion of walking droplets is predominantly subharmonic relative to the
shaking of the bath (and thus in resonance with the Faraday waves), the droplets’ verti-
cal motion may be in-phase or out-of-phase (antiphase). Recent experiments indicated
that the impact phase varies from that of a single walking droplet due to variations in
free-surface elevation [3, 64], which has an important influence on the walking speed of
the interacting pair.
Experiments revealed that the Faraday wavelength plays a crucial role in all of these
interactions, providing a fundamental length scale between the two droplets. In par-
ticular, for in-phase dynamics, orbiting and promenading pairs have been shown to be
separated by a distance Dn = (n − ε)λF for n = 1, 2, 3, . . ., with offset ε ≈ 0.2 ± 0.02
[15]. (It should be noted that for promenading pairs, Dn is the mean distance of separa-
tion, owing to the transverse oscillation.) Physically, this quantization corresponds to
droplets bouncing on the inward facing slope of the accompanying Faraday wave field,
providing the centripetal force necessary to maintain the bound state. Conversely, the
separation distance for antiphase dynamics is Dn = (n − ε)λF for n = 0.5, 1.5, 2.5, . . .
[15]. The half-integers emerge from the subharmonic oscillation of the waves, where
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the wave slope at impact remains inward pointing for both droplets.
As the dynamics of one droplet is strongly influenced by the wave field generated
by the second droplet, careful modelling of the wave field is required to capture the
experimentally observed dynamics for droplets in close proximity [64]. As the wave
field modelling is an area of strength in our discrete-time model, it seems reasonable
to expect that our model will give good predictions, provided that the impact phase θI
is judiciously chosen. We herein explore the dynamics of two equally sized droplets in
the following two configurations: orbiting pairs and promenading pairs.
The results of this chapter provide an extension to the publication M. Durey & P.A.
Milewski, Faraday wave-droplet dynamics: discrete-time analysis (J. Fluid Mech.) [20].
7.1 In-phase and antiphase trajectory equations
We consider the dynamics of two droplets (labelled X and Y ), whose evolution during
flight is rectilinear, but their dynamics couple through the free surface η at each impact.






kηˆm(t; k)Φm(x; k) dk,
where ηˆm(t; k) evolves according to a long-time approximation of the nonlocal Mathieu
equation, and the basis functions Φm are defined as Φm(x; k) = Jm(kr)e
imθ, where
x = (r, θ). The presence of the second droplet alters the wave field evolution only
through a second applied pressure term. By assuming instantaneous and periodic
impacts, this pressure distribution yields a jump in ∂tη (or equivalently ηˆ
′
m) at each
impact. We now derive the trajectory equations for two droplets for in-phase and
antiphase interactions, where the respective impact phases are fixed for all time.
7.1.1 In-phase dynamics
For in-phase dynamics, with the pressure exerted by each droplet localised to a point,











where we recall that pk = k/(2pi). The droplet dynamics during flight are unaffected
by the presence of the second droplet, where we employ the same notation used in
Chapter 3 to define the drag coefficient D and wave force coefficient F . This yields the










Xn+2 − 2Xn+1 +Xn
)
= −D(Xn+1 −Xn)−F∇η(Xn+1, tn+1), (7.1.1b)(
Yn+2 − 2Yn+1 + Yn
)









and Mk describes the evolution of the fluid during
flight for given vibrational forcing Γ < ΓF and impact phase θI .
7.1.2 Antiphase dynamics
For antiphase dynamics, the trajectory equation becomes a little more involved. We
assume the second droplet (Y , say) impacts at times tn+1/2 ≡ tn + 1/2, yielding jumps
[ηˆ′m(tn; k)]
+
− = −pkΦ∗m(Xn; k) and [ηˆ′m(tn+1/2; k)]+− = −pkΦ∗m(Yn+1/2; k).
To adapt our discrete-time system for antiphase impacts, we define a half-period fun-
damental matrix Nk(Γ) to evolve the fluid between successive impacts, which are half
a Faraday period apart (or equivalently, one shaking period of the bath). This matrix
maps the wave field between times tn 7→ tn+1/2 (for all n), as well as between times
tn+1/2 7→ tn+1 owing to the periodicity of the shaking bath. Furthermore, the matrix
Nk(Γ) relates to the full-period fundamental matrix Mk(Γ) through Mk = N
2
k .
For concise notation, we define Y¯n = Yn+1/2 to be the position of the antiphase droplet
at impact. Akin to in-phase dynamics, the droplet motion during flight is unaffected
by the second droplet, allowing us to derive the following iterative map for the wave
field and the position of the two droplets at their respective impact times:
ηˆn+1/2m = Nkηˆ
n
m − pkΦ∗m(Y¯n; k)e2, (7.1.2a)
ηˆn+1m = Nkηˆ
n+1/2
m − pkΦ∗m(Xn+1; k)e2, (7.1.2b)(
Y¯n+1 − 2Y¯n + Y¯n−1
)
= −D(Y¯n − Y¯n−1)−F∇η(Y¯n, tn+1/2), (7.1.2c)(
Xn+2 − 2Xn+1 +Xn
)
= −D(Xn+1 −Xn)−F∇η(Xn+1, tn+1). (7.1.2d)
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It should be noted that, in the absence of a second droplet, the dynamics of (7.1.2)
are exactly the same as the dynamics of a single droplet (as studied in Chapter 3),
regardless of whether droplet Xn (impacting at times tn) or droplet Y¯n (impacting at
times tn+1/2) is considered. This is an important feature of our model, and one that
cannot be captured when the oscillatory motion of the fluid is neglected during flight
[31, 62].
7.2 Orbiting pairs
We now study the orbital solutions for in-phase and antiphase droplet dynamics given
by the iterative maps (7.1.1) and (7.1.2), respectively. By translational invariance,
we consider orbital dynamics about the origin, where the orbital radius r0 is defined
as the distance away from the origin of each droplet at impact. It should be noted
that the droplet motion is rectilinear during flight, but the slow orbital speed u =
2r0 sin(|θ0|/2) ensures that the in-flight radius only differs weakly from r0. The sign
of the dimensionless angular velocity θ0 determines the orbital direction (clockwise or
anticlockwise) about the origin.
7.2.1 In-phase orbiting
For in-phase orbiting about the origin, we impose that the droplet impact positions
are related by Xn = −Yn for all n, where |Xn| = r0. The angular velocity θ0 de-
termines that Xn+1 = R(θ0)Xn, which also holds for Yn (by construction). Akin to
the hydrodynamic spin states for a single droplet, the wave field rotation condition is
ηˆn+1m = e
−imθ0 ηˆnm for all n, where i is the imaginary unit (see Appendix D). For a given
vibrational forcing Γ < ΓF , it remains to find solutions for the radius r0 and angular
velocity θ0. As suggested by experiments, we expect to find quantized orbit diameters
D = 2r0, where the quantization length is prescribed by the Faraday wavelength.
By substituting the ansatz for orbital motion into the trajectory equation (7.1.1), we
derive a system of equations to solve. By noting that Φm(−x; k) = (−1)mΦm(x; k) for





1 + (−1)m)Φ∗m(Xn; k)e2, (7.2.1a)(




Xn = −F∇η(Xn, tn), (7.2.1b)
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for all n ≥ 0. By the imposed rotation of the wave field, Yn automatically satisfies a
similar rotation condition to (7.2.1b). Unlike hydrodynamic spin states, we note that
ηˆnm = 0 for all odd angular modes m, yielding a symmetric wave field η.
To proceed, we decompose (7.2.1) into radial and tangential directions, using an analo-
gous approach to that of orbital spin states. Hence, the orbital dynamics (r0, θ0) solve
the following system for given vibrational forcing Γ < ΓF :
(D − 2)(1− cos θ0)r0 = −Fgr(r0, θ0; Γ), (7.2.2a)
Dr0 sin θ0 = −Fgθ(r0, θ0; Γ). (7.2.2b)
For in-phase orbiting pairs, the radial gr and tangential gθ components of the wave
field gradient are defined as











where Jm is as defined for hydrodynamic spin states (see Chapter 3). The expressions
for gr and gθ differ to Chapter 3 by summing over even angular modes only (m 7→ 2m),
and the factor of 2 accounts for the presence of a second droplet.
We solve (7.2.2) numerically for r0 and θ0, where multiple orbital radii exist for fixed
vibrational forcing Γ. Furthermore, since gr is an even function of θ0 (for fixed r0 and Γ)
and gθ is odd, then if (r0, θ0) is a solution to (7.2.2) then so is (r0,−θ0), corresponding
to the droplets orbiting in the opposite direction. The solutions to (7.2.2) are discussed
in Section 7.2.3, where we also detail the orbital stability.
In Figure 7-1, we plot the orbital wave field ηO(x) of two in-phase orbiting solutions














Φ∗2m(r0er; k)Φ2m(x; k) dk.
From the linear stability analysis presented below, the solutions in Figure 7-1 are shown
to be stable. The wave field symmetry is evident (as derived from equation (7.2.1)),
marking a departure from the dynamics of the hydrodynamic spin states explored in
Chapter 3. As the orbital radius r0 is increased, the wake becomes more pronounced,
yielding a complex wave field structure.
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Figure 7-1: Wave field ηO(x) of in-phase orbiting pairs at Γ/ΓF = 0.94 with orbital
radius (a) r0 = 0.40 and (b) r0 = 0.90. The orbiting is anticlockwise (θ0 > 0) about the
origin, with the position at impact marked by the black circles. The black dashed lines
denote the trajectories. The impact phase is θI = 1.35pi with dimensionless skidding
friction coefficient c = 0.33. From the linear stability analysis, both orbits are stable.
Stability analysis
To analyse the stability of the in-phase orbiting pair, we consider the dynamics in the
orbital frame of reference, where the droplet positions XS = r0er and YS = −XS are
fixed, and the steady state wave field is ηS(x) = ηO(x). We then consider perturbations
from the steady bound state of the form
Xn = XS + X
P
n , Yn = YS + Y
P
n ,
and similarly for the fluid variables η(x, tn) and ∂tη(x, t
+
n ). Here |XPn | = O(1), |Y Pn | =
O(1), and   1 is a small dimensionless parameter. By linearising the trajectory





nY P0 for an eigenvalue λ ∈ C (and similarly for the fluid
variables), similar analysis to that used for studying the stability of hydrodynamic spin



































eT1 (λI − e+imθ0Mk)−1e2
)(∇Φm(XS ; k)∇Φ∗m(XS ; k)) dk.
The matrix HS is the Hessian of the steady state wave field ηS at impact, defined as
HS = ∇∇T ηS(XS) = ∇∇T ηS(YS), where the latter equality holds by symmetry of ηS .
In (7.2.3), the matrix A(λ) determines the evolution of a single droplet, whereas B(λ)
determines the droplet coupling. For non-trivial solutions to XP0 and Y
P
0 , we must
find an eigenvalue λ ∈ C such that det (A(λ)−B(λ)) det (A(λ) +B(λ)) = 0.
7.2.2 Antiphase orbiting pairs
To seek antiphase circular orbits, we demand that the wave field after half a period
of droplet flight is rotated by an angle (pi + θ0/2), which ensures that the wave field
is identical with respect to each droplet at impact, with Y¯n = −R(θ0/2)Xn and we
recall that Y¯n = Yn+1/2. Meanwhile, we maintain that each droplet obeys the rotation





ηˆnm = −pkΦ∗m(Xn; k)e2, (7.2.4a)(




Xn = −F∇η(Xn, tn), (7.2.4b)
where the rotation condition for the second droplet Y¯n is automatically satisfied due to
the imposed rotation of the wave field. We solve (7.2.4a) to obtain ∇η(Xn, tn), which
we decompose into radial g¯r and tangential g¯θ components defined as




























Taking radial and tangential components of (7.2.4b) yields the following system for r0
and θ0:
(D − 2)(1− cos θ0)r0 = −F g¯r(r0, θ0; Γ), (7.2.5a)
Dr0 sin θ0 = −F g¯θ(r0, θ0; Γ), (7.2.5b)
which we solve numerically for given vibrational forcing Γ < ΓF , with results presented
in Section 7.2.3.
Unlike the case of in-phase orbiting pairs, the wave field ηO(x) at impact is not sym-















Φ∗m(r0er; k)Φm(x; k) dk.
One droplet (denoted by the black circle) impacts on the slope of the pilot-wave whilst
the second droplet (white circle) is in flight. Over the next half impact period (corre-
sponding to one vibration of the bath), the wave field perturbation undergoes half an
oscillation (owing to the subharmonic behaviour of the Faraday waves), in which the
peaks become troughs and vice-versa, thus providing the necessary propulsion for the
second droplet (white circle).
The process of analysing the stability for the antiphase dynamics is similar to that
of the in-phase dynamics, but the computation of the perturbed wave field is more
complicated since it accounts for the additional antiphase impacts. We present the
calculations in Appendix G, where it remains to find eigenvalues λ ∈ C such that the
initial droplet perturbations are non-trivial.
7.2.3 Comparison to experimental data
We now compare the orbital solutions for in-phase and antiphase dynamics to the
experimental data of Oza et al. [64].1 The orbital dynamics were studied for a droplet
of radius R0 = 0.37 mm, where the 20 cSt – 80 Hz fluid combination was used (as
in earlier chapters). A range of stable orbital solutions and stable wobbling orbits
were obtained in this experimental study, similar to that of earlier works [15, 71, 72].
The walking threshold for this study was Γ/ΓF = 0.77, which we incorporate into our
1Many thanks to Anand Oza and Dan Harris for sharing these data.
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Figure 7-2: Orbital wave field ηO(x) for antiphase orbiting pairs at Γ/ΓF = 0.94 with
orbital radius (a) r0 = 0.21 and (b) r0 = 0.64. The orbiting is anticlockwise (θ0 > 0)
about the origin. The circles denote the droplet positions at impact (black) and during
flight (white). The impact phase is fixed at θI = 1.35pi with skidding friction coefficient
c = 0.33. From the linear stability analysis, both orbits are stable.
analysis below.
As reported in Milewski et al. [55] and Arbelaiz et al. [3], the bound state dynamics are
sensitive to the choice of dimensionless skidding friction coefficient c [57]. A sufficiently
large value of c is required for a broad range of stable solutions to exist, so we fix
c = 0.33 throughout (we recall that c = 0.17 was used in Chapters 3 and 4).
Furthermore, it was observed by Mola´cˇek & Bush [57] that the impact phase θI varies
weakly with the vibrational forcing in the steady walking regime, so it is unrealistic to
expect that a single value of θI will achieve a reasonable comparison with experimental
data across the range Γ/ΓF ∈ (0.77, 1) considered in experiments. We thus consider two
different impact phases: for Γ/ΓF < 0.85, we fix θI = 1.2pi to match the experimentally
observed walking threshold ΓW /ΓF = 0.77, while we fix θI = 1.35pi for Γ/ΓF > 0.85
in order for the free walking speed to be in reasonable agreement with experiments at
high vibrational forcing. While this manual choice of impact phase is undesirable, it
at least allows us to explore the broad features of our model.
The orbital solutions and accompanying stability analysis results are presented in Fig-
ure 7-3. We observe that, akin in experiments, the orbital diameter D = 2r0 is quan-
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tized and varies only weakly with the vibrational forcing, taking dimensionless values
Dn = (n − ε), where n = 0.5, 1.5, . . . for antiphase orbits, n = 1, 2, . . . for in-phase
orbits and ε ≈ 0.2 is an offset. For intermediate vibrational forcing, we obtain a range
of stable solutions (blue curves), which destabilise via an oscillatory instability (i.e.
the unstable eigenvalues are complex conjugate pairs) at both low and high vibrational
forcing (green curves). Although not shown in Figure 7-3, we also obtain solutions with
a real unstable eigenvalue (and thus not observed in experiments), where the orbital
diameter lies between consecutive in-phase (or antiphase) solutions.
In regions where the circular orbit has an oscillatory instability, we simulate away
from the steady state to test whether the instability is saturated by nonlinear effects.
Examples of these stable wobbling bound states are presented in Figures 7-4 and 7-
5. The radial minima and maxima of these bound states are indicated by the green
shaded regions of Figure 7-3. The wobbling orbits are predominantly observed at low
vibrational forcing (in the vicinity of the walking threshold) and no stable wobbling
bound states are observed for Γ/ΓF & 0.92 in our model. The experimental wobbling
bound states are characterised by appreciable error bars in the orbital diameter.
By comparing the stability of the orbital solutions with the experimental data, we ob-
tain favourable agreement for Γ/ΓF > 0.85. Although we fail to correctly predicted
the stable orbits at very high vibrational forcing, this discrepancy may be partially
accounted for by the experimentally observed change in the vertical bouncing mode in
this regime [57]: our model assumes subharmonic vertical droplet motion (correspond-
ing to the (2, 1)2 mode), whereas the (4, 2) mode and chaotic vertical motion were also
observed in experiments [80].
Crucially, our model correctly predicts the existence and stability of the smallest diam-
eter antiphase orbits (denoted n = 0.5) for Γ/ΓF > 0.85, where the details of the wave
field modelling (such as exponential spatial-decay and travelling fronts) are expected
to play a significant role. This is in contrast to the model of Oza et al. [64], which fails
to predict the existence of the n = 0.5 orbits. However, we systematically over-predict
the diameter of these orbits, which may be explained by the transient effects neglected
by the instantaneous impacts, and the surface deformations on the length scale of the
droplet that cannot be captured when the impact pressure distribution is localised to
a point.
For Γ/ΓF < 0.85, our model exhibits an inadequate agreement with experimental data,
where we recall that the impact phase θI was chosen to match with the experimentally
observed walking threshold. Many experimentally observed stable orbits are instead
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Figure 7-3: Stability of orbiting pairs with quantized diameter D = 2r0 characterised
by the levels Dn = n − ε for n = 0.5, 1, 1.5, . . ., where the integers denote in-phase
orbits and the half-integers denote antiphase orbits. Blue curves denotes stable or-
bits, whereas green curves denotes an oscillatory instability via a complex conjugate
pair of unstable eigenvalues. Green shaded regions indicate the radial range of stable
wobbling bound states (obtained via numerical simulation). Between each in-phase (or
antiphase) solution, there exists an additional orbital solution that is unstable with a
real eigenvalue (not shown in this figure). Black circles are experimental data points:
error bars indicate stable wobbling orbits [64]. For Γ/ΓF < 0.85, the impact phase is
θI = 1.2pi (with a corresponding walking threshold Γ/ΓF = 0.77), whereas θI = 1.35pi
for Γ/ΓF > 0.85. The red box for the n = 1 orbit in the range Γ/ΓF ∈ (0.815, 0.82)
denotes hysteresis between stable circular orbits and stable wobbling bound states (see
Figure 7-4).
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predicted as wobbling orbits by our model. A partial explanation lies in the fact that
that the droplet may bounce in the (2, 1)1 mode in this regime, where the impacts
are much longer than the (2, 1)2 mode, with typical duration of half a Faraday period.
Thus, our assumption of instantaneous impacts may be inappropriate for describing
the dynamics in this parameter regime.
Furthermore, our model may also be limited by the fixed impact phase θI ; it was
observed by Oza et al. [64] that adopting a model that allows for a time-dependent
impact phase (due to variations in the local wave height) has a stabilising effect on
the dynamics. Additionally, the skidding friction model of Mola´cˇek & Bush [57] (as
characterised by the coefficient c) may be insufficient for describing the drag on the
droplet during impact in this regime. Indeed, the authors’ vertical dynamics model
over-predicted the walking speed for motion in (2, 1)1 mode, which is the regime in
which the limitations of our model are most apparent. Both theses directions will form
part of our future study of the pilot-wave dynamics.
It was observed in the numerical simulations of Oza et al. [64] that a necessary (but
not sufficient) condition for the existence of wobbling bound states was the oscillatory
instability of the corresponding circular orbit. However, we observe a narrow parameter
regime in which stable wobbling bound states and stable circular orbits co-exist (both
with mean orbital diameter D1). This region is indicated by the red box in Figure 7-3
for vibrational forcing Γ/ΓF ∈ (0.815, 0.82). To confirm our linear stability analysis in
this case, we simulate from the computed steady state for Γ/ΓF = 0.818 with a small
initial perturbation in the position of the two droplets, where we observe that the
system slowly converges back towards the steady state (see Figure 7-4(a)). However,
we also progressively increase the vibrational forcing for a simulation starting from a
value of Γ where the circular orbits exhibit an oscillatory instability. We run a long
simulation to ensure that each wobbling bound state obtained is stable; an example
wobbling bound state in the hysteresis regime is presented in Figure 7-4(b). It remains
the subject of future work to fully explore the presence of hysteresis in the orbital
dynamics.
As was also reported in experiments [64], the frequency of a wobbling bound state
may be commensurate with the orbital frequency. We observe two examples of this
frequency-locking in our simulations, both for antiphase dynamics with diameter char-
acterised by n = 1.5. In Figure 7-5, we present the dynamics of both a 3-wobble and
a 4-wobble, where the speed of the two droplets varies weakly. This frequency-locking
was only observed for low vibrational forcing in our simulations.
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Figure 7-4: An example of in-phase orbital hysteresis for Γ/ΓF = 0.818 with θI = 1.2pi
and c = 0.33. The orbital solution with radius r0 = 0.38 is stable according to the
linear stability analysis. (a) Confirmation of the linear stability via simulation from the
steady state with an initial perturbation of 1% in the position of each droplet, where
ρn = |Xn| and ρ0/r0 = 1.01 (similarly for Yn). (b) Existence of a stable wobbling orbit












Figure 7-5: Examples of frequency-locked wobbling antiphase orbits for θI = 1.2pi and
c = 0.33. (a) 3-wobble at Γ/ΓF = 0.845. (b) 4-wobble at Γ/ΓF = 0.825. The colour
denotes the dimensionless speed of each droplet.
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7.3 Promenade pairs
As reported in experiments [3, 7], two walking droplets in the promenade mode ex-
hibit an oscillatory motion transverse to the forward motion of the pair. Although we
may numerically compute distances at which the two droplets walk in parallel (with no
transverse oscillation), linear stability analysis reveals that these states are unstable,
with either a real unstable eigenvalue or a pair of complex conjugate unstable eigenval-
ues. In the latter case, the pilot-wave dynamics may be stabilised by nonlinear effects,
resulting in the experimentally observed transverse oscillation.
In Figure 7-6, we present six different trajectories for two droplets that were ini-
tialised from (unstable) parallel walking, where we characterise the motion by the
time-dependent separation distance Dn = |Xn − Yn|. In (a)–(c), the two droplets im-
pact simultaneously (in-phase), where the dimensionless initial separation distance was
(a) D0 = 0.67, (b) D0 = 1.70 and (c) D0 = 2.71. Furthermore, we present antiphase
dynamics in (d)–(f) with (d) D0 = 1.17, (e) D0 = 2.23 and (f) D0 = 3.24. In all
cases considered, the values of D0 are similar to the quantized mean separation dis-
tances Dn reported by Borghesi et al. [7] and depend only weakly on the vibrational
forcing Γ < ΓF . After an initial transient, a stable nonlinear transverse oscillation
emerges, where we observe that the oscillatory frequency decreases as the mean dis-
tance between the droplets increases. Furthermore, the mean distance between the two
droplets remains similar to the initial parallel motion, akin to experiments [7].
In Figure 7-7, we present the phase-portrait of the local wave height at impact and
the distance between the two droplets for periodic motion. The wave height is typi-
cally maximal at the extreme separation distances: the droplet motion is slowest when
changing direction and thus the wave field accumulates underneath the droplet. We
observe that the variations in wave height are pronounced, particularly when the two
droplets are in close proximity. This variation appears to be incompatible with the
assumed periodic vertical droplet motion in our model (as characterised by the fixed
impact phase θI). This feature explains why our model only exhibits stable prome-
nades over a very narrow parameter regime with a judicious choice of impact phase
θI . Furthermore, the dynamics are also sensitive to the dimensionless skidding friction
coefficient c, which determines the drag D and wave force F .
The sensitivity to system parameters highlights the need for the droplets’ vertical mo-
tion to be carefully modelled in regimes where the wave field height varies significantly,
inducing variations in the impact phase θI . Although Arbelaiz et al. [3] rationalised
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Figure 7-6: Examples of promenade pairs for two droplets each of radius R0 = 0.37
mm, where the arrows denote the direction of forward motion and the colour denotes
the dimensionless speed of each droplet at impact. The half-integer n denotes the
dimensionless mean separation distance Dn = (n− ε), with offset ε ≈ 0.2. (a)–(c) In-
phase promenade pairs with fixed skidding friction coefficient c = 0.33. (a) Γ/ΓF = 0.86
with fixed impact phase θI = 1.32pi, (b) Γ/ΓF = 0.86 and θI = 1.32pi, (c) Γ/ΓF =
0.9 and θI = 1.36pi. (d)–(f) Antiphase promenade pairs with fixed skidding friction
coefficient c = 0.26. (d) Γ/ΓF = 0.84 with fixed impact phase θI = 1.32pi, (e) Γ/ΓF =
0.88 and θI = 1.38pi, (f) Γ/ΓF = 0.9 and θI = 1.40pi.
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Figure 7-7: Evolution of the time-dependent separation distance Dn = |Xn − Yn| and
local wave height ηn = η(Xn, tn) for the promenade mode (blue curve). The red crosses
indicate the separation distance and wave height for parallel (unstable) walking. (a)
In-phase oscillation with Γ/ΓF = 0.86, θI = 1.32pi and c = 0.33 (see Figure 7-6(b)). (b)
Antiphase oscillation with Γ/ΓF = 0.90, θI = 1.40pi and c = 0.26 (see Figure 7-6(f)).
the dynamics with an empirically deduced modification to the stroboscopic trajectory
equation [62], a more direct approach could be achieved by applying one of the vertical
dynamics models proposed by Mola´cˇek & Bush [57] and Galeano Rios et al. [32].
7.4 Discussion
We have extended the discrete-time model of Chapter 3 for interacting pairs of droplets
for the cases of in-phase and antiphase vertical motion. Unlike the model of Oza et al.
[64], our model exhibits distinct flight and impact phases, allowing for a description of
the antiphase dynamics observed that is more consistent with experiments.
In the case of orbiting pairs, we studied the existence and stability of periodic solutions,
accompanied by a numerical investigation of the wobbling bound states. For high
vibrational forcing, we obtained a favourable agreement with experiments, particularly
for the smaller orbit diameters. Indeed, our model correctly predicts the stability of
the n = 0.5 state, which is the regime in which the effect of travelling wave fronts is
most prominent. This effect is neglected by Oza et al. [64], and thus the n = 0.5 orbit
fails to exist in their model.
We have also simulated the dynamics of promenade pairs, where for judicious choice
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of parameters, we recovered the quantized oscillating trajectories observed in experi-
ments. However, the promenade modes and wobbling orbital solutions both highlight
the limitations of our model. Primarily, the assumption of fixed impact phase is incom-
patible with the variations to the fluid wave height in the oscillatory bound state. By
extending our model to allow for this effect (in a similar fashion to Oza et al. [64] and
Arbelaiz et al. [3]), we expect to see significantly more realistic dynamics. A further
limitation lies in the empirically deduced skidding friction coefficient c [57], for which
a sufficiently large value was required to stabilise the orbital and promenade dynamics.
Indeed, we found that c must be carefully chosen to stabilise the promenade mode,
where different values appeared favourable for the in-phase and antiphase dynamics.
For future work, we hope that a detailed examination of the air layer dynamics for
non-axisymmetric impacts will yield a skidding friction model that is more accurate




Dynamics in a circular corral
In this chapter, we consider the pilot-wave dynamics of a droplet confined to a circular
corral; as depicted in Figure 8-1, the fluid bath consists of two depths in which the
droplet explores the deep inner-region, while the waves are transmitted and damped
across the shallow outer-layer. This configuration was first explored experimentally by
Harris et al. [40], in which it was shown that an array of dynamics may emerge for
different values of the vibrational forcing. At short path-memory, the wave reflection off
the submerged wall acts as an effective force on the droplet, resulting in the emergence of
circular orbits. As the vibrational forcing approaches the Faraday threshold (Γ→ Γ−F ),
the path memory necessarily increases and the droplet’s strong interaction with its
wake invokes chaotic dynamics. In this latter regime, it has been shown that the
long-time statistical distribution for the droplet’s position is multimodal, with a length
scale prescribed by the Faraday wavelength λF [40]. Our aim is to make a suitable
amendment to the hydrodynamic model derived in Chapters 2 and 3 so that we can
analyse and efficiently simulate the pilot-wave dynamics in this configuration.
Unlike our study of dynamics in free-space, the submerged topography considerably
increases the computational expense of evolving the fluid equations in this configura-
tion. As discussed in Chapter 1, this arises since the Dirichlet-to-Neumann map for
the harmonic velocity-potential φ is complicated to compute. Indeed, unlike the case
of a flat bottom or infinite depth, the Dirichlet-to-Neumann map for this domain is
not diagonal in the wavenumber k under a standard spectral decomposition. However,
the loss of efficiency may be mediated by exploiting the fact that the submerged wall
lies at a constant radius about the centre of the bath, allowing us to decompose the
Dirichlet-to-Neumann map into each angular mode m.
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Figure 8-1: Schematic cross-section of the circular corral configuration, where the fluid
domain Ω is defined to be the union of the shallow ΩS and deep ΩD layers. The
submerged topography confines the droplet to the deep region, while the shallow region
is used in experiments to contain the effects of parasitic miniscus waves. Gilet [34]
considered the cylindrical domain R∞ = Rc, but we explore the case R∞ > Rc (as was
used in the experiments of Harris et al. [40]).
Gilet [34] proposed and analysed a toy-model for the pilot-wave dynamics in a corral.
The submerged step was treated as a no-flux (Neumann) boundary condition, main-
taining the benefits of a diagonal system in the wavenumber k for a cylindrical domain.
However, this approximation failed to trap the droplet, which would sometimes escape
the domain. Indeed, the whole hydrodynamic evolution of the wave field is likely to be
unsatisfactory under such a simple approximation, as the reflection, transmission and
damping of the waves are not properly treated.
8.1 Hydrodynamic modelling
To describe the fluid dynamics in a corral, we make two simplifications in order to
formulate a tractable model. Firstly, we employ the quasi-potential flow approxima-
tion within the fluid bulk (see Chapter 2), which involves neglecting the higher-order
dissipation term in the dynamic boundary condition [18, 32, 55]. This approximation
makes the problem local in time, reducing the difficulty of the analysis. Secondly, we
neglect the no-slip condition on the surface of the corral, as was done in previous works
[29, 58]. This approximation is reasonable when the corral is sufficiently deep relative
to the typical penetration-depth from the surface. We demonstrate in this chapter
that such approximations are sufficient to capture many of the dynamics observed in
a circular corral. Inclusion of the neglected viscous effects will be the focus of future
work.
As shown in Figure 8-1, we consider a finite domain (r, θ, z) ∈ (ΩS ∪ ΩD), where
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the shallow layer is ΩS = (0, R∞) × [0, 2pi) × (−HS , 0) and the deep region is ΩD =
(0, Rc)× [0, 2pi)× (−HD,−HS). The outer radius R∞ is sufficiently large for η and φ
to have decayed by the outer boundary; in an ideal situation, we would set R∞ = ∞
(as in earlier chapters), but a finite value is required to make use of a finite Hankel
transform, which is more convenient for this study.
We consider the linearised quasi-potential flow approximation (see Chapter 2), where
we now non-dimensionalise lengths in terms of the corral radius Rc. This length scale
is a more natural choice in the corral problem as the Faraday wavelength is not clearly
defined (due to coupling of wavenumbers) and we explore the effect of changing the
forcing frequency f0. Thus, we scale r ∼ Rc, z ∼ Rc and time with the Faraday
frequency t ∼ TF = 4pi/ω0 = 2/f0. For a droplet of mass m, the natural pressure
scale is P ∼ mg/R2c , which supplies a balance with the wave perturbation and velocity
potential, namely η ∼ Z0 and φ ∼ Z0Rc/TF , where Z0 = mgT 2F /(ρR3c), ρ is the fluid
density and g is the magnitude of the gravitational acceleration. The dimensionless
height of each layer is hs = HS/Rc and hd = HD/Rc, with far-field radius r∞ = R∞/Rc.
As shown in Chapter 2, the dimensionless equations for (linear) quasi-potential flow
[18] in the corral domain Ω, written in the vibrating frame of reference are:
∆φ = 0, (r, θ, z) ∈ Ω, (8.1.1a)
φt = −GgΓ(t)η +Bo∆Hη + 2Re−1∆Hφ− P, z = 0, (r, θ) ∈ Ω0, (8.1.1b)
ηt = φz + 2Re
−1∆Hη, z = 0, (r, θ) ∈ Ω0, (8.1.1c)
where we define the surface Ω0 by (r, θ) ∈ Ω0 = (0, r∞)×[0, 2pi), and the effective gravity
is gΓ(t) = 1 − Γ cos(4pit). Here we have defined the Reynolds number Re = R2c/νTF ,
Bond number Bo = σT 2F /ρR
3
c , inverse-squared Froude number G = gT
2
F /Rc and the
reduced acceleration Γ = Aω20/g, with forcing amplitude A, fluid kinematic viscosity ν
and surface tension σ.
The free surface η and the velocity potential φ obey the boundary conditions
η = 0 at r = r∞, (8.1.2a)
φ = 0 on r = r∞, z ∈ (−hs, 0), (8.1.2b)
∂rφ = 0 on r = 1, z ∈ (−hd,−hs), (8.1.2c)
∂zφ = 0 on z = −hd, r ∈ (0, 1), (8.1.2d)
∂zφ = 0 on z = −hs, r ∈ (1, r∞), (8.1.2e)
225
where we assume a bounded solution at r = 0. The difficulty in solving (8.1.1)–(8.1.2)
numerically lies in the fact that the velocity potential φ is harmonic within the non-
trivial domain geometry. In the following analysis, we reduce the dynamics to the
surface by constructing the Dirichlet-to-Neumann operator N [φ|z=0] = φz|z=0.
We consider the same fluid parameters as Chapter 3, although it has been reported
by Milewski et al. [55] that the quasi-potential flow approximation fails to accurately
predict the Faraday threshold for ν = 20 cSt and f0 = 80 Hz for dynamics in an
unbounded domain. To amend this, the authors introduced a correction to the viscosity
ν 7→ 0.8025× ν = 16.05 cSt, which matched the observed Faraday threshold ΓF = 4.22
in an unbounded domain. Following Nachbin et al. [58] and Faria [29], we also adopt
this viscosity correction. However, it should be noted that we vary the vibrational
frequency f0 in our investigation, for which a different viscosity-correction may be
required for agreement with experimental data, but we fix ν = 16.05 cSt throughout
our study. Moreover, we do not alter the viscosity-correction to account for additional
viscous effects that may arise due to interaction with the submerged topography.
8.1.1 The spectral decomposition
Akin to the dynamics in free-space (see Chapter 2), we consider a spectral decomposi-
tion of the fluid variables, but now accounting for the finite domain r∞ <∞. We start
by defining φ0 = φ|z=0 as the velocity potential on the surface. In conjunction with
the 2pi-periodicity of the domain, we decompose
φ0(r, θ, t) =
∞∑
m=−∞




with reality conditions φ−m = φ∗m and η−m = η∗m, where ∗ denotes the complex con-
jugate. In order to satisfy the Dirichlet boundary condition (8.1.2a), we employ finite








where the distinct wavenumbers 0 < km1 < km2 < . . . satisfy Jm(kmpr∞) = 0 for all p.

















m(kmpr∞)]2 > 0 is the squared eigenfunction-norm.
Under the spectral decompositions, the governing system of partial differential equa-
tions (8.1.1) reduces to the system
d
dt
φˆmp = −GgΓ(t)ηˆmp −Bok2mpηˆmp − 2Re−1k2mpφˆmp − Pˆmp(t), (8.1.4a)
d
dt
ηˆmp = Nmp[φˆm]− 2Re−1k2mpηˆmp, (8.1.4b)
where φˆm = (φˆm1, φˆm2, . . .)
T and Nmp[φˆm] is the Dirichlet-to-Neumann operator for
the angular mode m with corresponding wavenumber kmp (to be derived in Section
8.2). Furthermore, the pressure distribution is similarly decomposed by writing






where x denotes the point (r, θ) in polar coordinates, and we have defined orthogonal
basis functions Φmp(x) = Jm(kmpr)e
imθ.
8.1.2 Instantaneous impacts model
To simplify the pilot-wave dynamics and derive an iterative map analogous to that of
the earlier chapters, we consider the case where the impacts are instantaneous, with the
pressure localised at a point, i.e. P (x, t) = f(t)δ(x −X(t)). Furthermore, we assume
that the vertical motion of the droplet is subharmonic relative to the shaking of the
bath, so Z(t + 1) = Z(t) for all t > 0. As the force must satisfy
∫ 1+τ
τ f(t) dt = 1 for
all τ > 0 [57], we impose f(t) =
∑∞
n=0 δ(t − tn), where tn = n + t0 for all n ≥ 0. The
initial impact time t0 is prescribed by the impact phase of the droplet θI , where the
two are related by t0 = θI/(4pi). By the resolution of the identity for an orthogonal set
of eigenfunctions, the point-force pressure distribution is given by
Pˆmp(t) = f(t)PmpΦ
∗




By integrating the dynamic boundary condition (8.1.4a) across an impact at time tn,
the velocity potential φˆmp undergoes the jump
[φˆmp(tn)]
+
− = −PmpΦ∗mp(X(tn)), (8.1.6)
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while during flight (t 6= tn), system (8.1.4) simplifies to
d
dt
φˆmp = −GgΓ(t)ηˆmp −Bok2mpηˆmp − γmpφˆmp, (8.1.7a)
d
dt
ηˆmp = Nmp[φˆm]− γmpηˆmp, (8.1.7b)
where γmp = 2Re
−1k2mp is the viscous decay rate.
8.2 The Dirichlet-to-Neumann map
We now derive the time-independent Dirichlet-to-Neumann operator Nmp[φˆm] using a
domain decomposition method with spectral collocation, as depicted by the schematic
diagram in Figure 8-2. We decompose φ = φS for (r, θ, z) ∈ ΩS (the shallow layer) and
φ = φD for (r, θ, z) ∈ ΩD (the deep region), where it is assumed that φS |z=0 = f is
given, and we need to compute the Dirichlet-to-Neumann map ∂zφ
S |z=0. Across the
domain interface at z = −hs, we define the velocity potential below and above the
interface as gS = φS |z=−h+s and gD = φD|z=−h−s , respectively.
To satisfy the continuity between the domains ΩS and ΩD, as well as the no-flux
condition through the base of the corral, at each radial collocation point ρj we require
gS(ρj , θ) = g
D(ρj , θ) for ρj ∈ (0, 1), ∀ θ ∈ [0, 2pi), (8.2.1a)
∂zφ
S = ∂zφ
D on z = −hs, ρj ∈ [0, 1), ∀ θ ∈ [0, 2pi), (8.2.1b)
∂zφ
S = 0 on z = −hs, ρj ∈ (1, r∞], ∀ θ ∈ [0, 2pi). (8.2.1c)
For a given function f , we find functions gS and gD to satisfy the conditions (8.2.1).
From the corresponding solution φS , the Dirichlet-to-Neumann map is ∂zφ
S on z = 0.
8.2.1 The deep region
We begin by decomposing φD and gD as
φD(r, θ, z) =
∞∑
m=−∞






Figure 8-2: Cross-sectional schematic diagram for the domain decomposition method
used to compute the Dirichlet-to-Neumann map. The black circles indicate the radial















To satisfy the Neumann boundary condition (8.1.2c) on r = 1, the distinct wavenumbers
kDmp ≥ 0 satisfy J ′m(kDmp) = 0, where kD01 = 0 corresponds to the unit eigenfunction.






2φˆDmp for z ∈ (−hd,−hs),
with boundary conditions φˆDmp = gˆ
D
mp on z = −hs and ∂zφˆDmp = 0 on z = −hd (see
equation (8.1.2d)). This yields the well-known Dirichlet-to-Neumann map for finite














8.2.2 The shallow layer
To describe the dynamics in the shallow region, we decompose φS and gS as
φS(r, θ, z) =
∞∑
m=−∞




















where the distinct wavenumbers kSmp ≡ kmp > 0 satisfy the Dirichlet boundary condi-
tion (8.1.2a) at r = r∞. We also decompose f(r, θ) similarly to gS , where it is assumed
that we know φS = f on z = 0.






2φˆSmp for z ∈ (−hs, 0),




























To compute the Dirichlet-to-Neumann map, we define NS collocation points ρj ∈
[0, r∞) for j = 1, . . . , NS , whose values are discussed below. In particular, we fix
ND < NS collocation points in the deep region, where ρj > 1 for all j > ND. For a
well-posed problem, we must similarly truncate the wavenumbers kSmp and k
D
mp to the
p ≤ NS and p ≤ ND in the shallow and deep regions, respectively.
In order to satisfy the continuous velocity (8.2.1b) and no-flux (8.2.1c) conditions, we
evaluate (8.2.2)–(8.2.3) at the collocation points ρj (for j = 1, 2, . . . , NS), yielding a
system of equations for gˆSm1, . . . , gˆ
S
mNS





















mpρj), j ≤ ND,
0, j > ND.
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mpρj), ∀j ≤ ND.
We thus obtain a linear system of the form Afˆ +BgˆS = CgˆD coupled with DgˆS =
EgˆD, where it remains to find gˆD and gˆS . On solving this system, the Dirichlet-to-
Neumann map Nmp[φˆm] is







We recall that, unlike the case of a flat bottom (hs = hd) or infinite depth (hs = hd →
∞), the corral problem is a non-diagonal system in the wavenumber kmp (for m fixed).
However, this computational expense is mediated by the decoupling of the angular
modes m ∈ Z, which has arisen through the choice of spectral decomposition. To
further the numerical efficiency when the Dirichlet-to-Neumann map must be computed
many times, we pre-compute the LU -decomposition of the system’s mass matrix (with
partial pivoting).
The physical justification for truncating the large wavenumbers may be understood
from the shallow penetration-depth of short waves, in which perturbations at the surface
do not propagate to the underlying submerged topography at sufficiently deep depths.
Although energy may be transferred from long to short waves across the step, the short
waves continue to evolve as if the domain were of infinite depth, and are rapidly damped
due to viscosity. Thus, short waves do not play a significant role in the reflection of
waves across the submerged step.
The radial collocation points
The final step for computing the Dirichlet-to-Neumann map is to appropriately choose
the radial collocation points 0 ≤ ρ1 < ρ2 < . . . < ρNS < r∞, where ρj > 1 for j > ND
(so there are ND collocation points in the deep region). It is not necessary to place a
collocation points at r = r∞ since all the shallow layer basis functions satisfy Dirichlet
boundary conditions at r = r∞. Thus, we fix ρNS = r∞(1− 1/(2NS)) for all m ∈ Z.
The choice of ρ1 is a little more subtle. Although we could fix ρ1 ≥ 0 for all m, this may
yield unacceptably high condition numbers if ρ1 is too close to the origin. This issue
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arises since Jm(z) ∼ zm/(2mm!) for 0 ≤ |z| 
√
m+ 1 for all m ≥ 1, corresponding to
very flat behaviour in the vicinity of z = 0. This behaviour introduces redundancy in
some of the collocation points and hence the problem is poorly conditioned. Although
it is serendipitous that the large condition number does not appear to introduce in-
accuracies, we propose a simple change that reduces the condition number by several
orders of magnitude: namely, we define
ρ1 =
0 if m = 0,r∞km1k−1mNS otherwise.
Thus, ρ1 = ρ1(m) increases away from the origin as m increases, and a well-conditioned
problem is obtained. Exploring alternative sets of collocation points remains the subject
of future work.
The remaining collocation points ρj ∈ [ρ1, ρNS ] are spaced at equal distances apart.
Philosophically, we should also not place a collocation point at r = 1 due to the
derivative singularity when solving Laplace’s equation over a step; however, this does
not affect the convergence of the method in practice.
We present an example of the Dirichlet-to-Neumann map for the corral geometry in
Figure 8-3. Sufficiently far away from the submerged step, φz|z=0 for the corral coincides
with φz|z=0 for a cylindrical domain of constant depth h, with h = hd for r < 1, and
h = hs for r > 1. In the vicinity of the step, φz|z=0 smoothly transitions between the
two solutions, over a length scale determined by the spatial nonlocality of the operator.
Unlike the work of Faria [29], our computation of the Dirichlet-to-Neumann map does
not invoke a sharp change in φz|z=0 across the step.
8.3 The iterative map
As the governing fluid differential equations (8.1.7) are of Floquet form and the droplet
impacts are modelled as instantaneous, we may evolve ηˆmp and φˆmp between impacts
using fundamental matrices, in a similar fashion to earlier chapters. Although the
wavenumbers kmp now couple for all p, the decoupling of the Dirichlet-to-Neumann
map for different angular modes m allows for similar decoupling in our computations.
To compute the fundamental matrices Mm(Γ) that map the variables between impacts
t+n 7→ t−n+1 for each angular mode m ∈ Z, we exploit periodicity and initialise the
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Figure 8-3: An example of the Dirichlet-to-Neumann map for a step at r = 1 (black
dashed line) and outer radius r∞ = 7, with depths hd = 0.1 and hs = 0.05, for the
angular mode m = 5 and NS = 600 collocation points r = ρj . (a) The test function
φ|z=0. (b) The Dirichlet-to-Neumann map φz|z=0 for the corral geometry (red curve).
We also present the corresponding map φz|z=0 for a cylindrical domain of radius r∞ with
constant depth hs (black curve) and constant depth hd (grey curve). As demonstrated
in the inset, φz|z=0 for the corral geometry coincides with the constant depth cases away
from the submerged step, and smoothly transitions between the two in the vicinity of
r = 1.
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system (8.1.7) with ηˆmp(t0) = (1 − ς)δpq and φˆmp(t0) = ςδpq for each q ∈ {1, . . . , P}
and ς ∈ {0, 1}, where P ≤ NS accounts for a further truncation of the highly damped
short-waves, which have a negligible effect on the pilot-wave dynamics (but do play a
role in the computation of the Dirichlet-to-Neumann map). We then solve the governing
differential equations (8.1.7) numerically for a given vibrational forcing Γ < ΓF (using a
fourth-order Runge-Kutta method with the integrating factor eγmp(t−t0)) to find ηˆmp(t1)
and φˆmp(t1) (for all p = 1, . . . , P ), corresponding to the entries of Mm ∈ R2P×2P for
column number (q + Pς).
For truncating to P ≤ NS wavenumbers, we define vectors ηˆnm, φˆnm ∈ CP×1 as
ηˆnm =
(











We recall that η is continuous across each impact, whereas we consider the velocity po-
tential φ in the instant just after impact. We also define Pm ∈ RP×P to be the diagonal
matrix with elements Pmp (the jump condition coefficients defined in equation (8.1.5)),
and the row vector of basis functions Φm(x) = (Φm1(x), . . . ,ΦmP (x)). By combining
the numerical solution during flight and the velocity potential jump at impact (8.1.6),
the evolution of the fluid is given by equation (8.3.1b) in the iterative map below.
The droplet dynamics are almost identical to that explored for the free-space problem
considered in Chapter 3, but the wave force coefficient F is altered by the change of
dimensionless variables (as stated below). Hence, if Xn = X(tn) is the droplet position
at time tn and Un ≡ Xn+1 −Xn is the mean velocity during flight, then the iterative
map for the corral pilot-wave dynamics is

















(Un+1 −Un) +DUn = −F∇η(Xn+1, tn+1). (8.3.1c)
The dimensionless coefficients D and F are defined as






which depend on the dimensionless drag during impact Ci = c
√
ρR0/σgTF , air drag
Ca = 6piR0µaTF /m and the length-scale ratio δ0 = Z0/Rc. Here we have defined
the dimensional droplet radius R0 and mass m, dynamic viscosity of air µa, and the
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empirically deduced skidding friction coefficient c ∈ [0.17, 0.33] [57].







By virtue of the Dirichlet-to-Neumann map, M−m = Mm for all m ∈ Z. Thus, by
using with the reality condition for ηˆm and φˆm, we need only evolve the iterative map
(8.3.1) over angular modes m ≥ 0.
We proceed by analysing the fundamental matrices Mm(Γ) and the dynamics of the
iterative map (8.3.1) in the periodic and chaotic regimes.
8.3.1 The Faraday threshold
In addition to computational efficiency, the fluid fundamental matrices Mm(Γ) also de-
termine the fundamental modes of the subharmonic Faraday problem for given droplet
impact phase θI and vibrational forcing Γ < ΓF . Specifically, the eigenvalues λmj ∈ C
(for j = 1, . . . , 2P ) give the decay rates of the fluid eigenmodes and are indepen-
dent of the impact phase θI . For each m, we then define the dominant eigenvalue












Thus, each angular mode destabilises at the critical vibrational forcing Γ = Γcm, where
λcm(Γ
c
m) = 1. This feature contrasts with earlier chapters, where the Faraday threshold
was independent of the angular mode m for a fluid of infinite depth and horizontal
extent. The corresponding Faraday threshold ΓF for the corral dynamics is thus the
minimum for each angular mode, with ΓF = minm Γ
c
m.
The critical eigenvalues λcm(Γ) determine the wave memory Mm(Γ) for each angular
mode, which is a proxy for the number of prior impacts that significantly influence the
pilot-wave dynamics. Specifically, for given Γ < Γcm, we define
Mm(Γ) = | log λcm(Γ)|−1,
where the system memory Me is defined as Me(Γ) = maxmMm(Γ) and satisfies Me→
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Figure 8-4: The critical vibrational forcing Γcm for m = 0 (blue curve) and m = ±1
(red curve). When Γc0 < Γ
c
1 (corresponding to regions with a white background), the
critical Faraday mode is axisymmetric, but has angular dependence for Γc0 > Γ
c
1 (grey
background). The insets portray the real part of the critical cavity mode ηcm(r)e
imθ for
(a) m = 1 and f0 = 66 Hz, and (b) m = 0 and f0 = 74 Hz (arbitrary vertical units).
The white circle indicates the submerged step. The corral has dimensions Rc = 14.3
mm, HD = 6.6 mm and HS = 0.6 mm, with far-field radius R∞ = 7Rc.
∞ as Γ→ Γ−F .
8.3.2 Cavity modes





the eigenvalue problem (8.3.2) yields the Faraday cavity modes ηˆcm and φˆ
c
m. Inverting
the Hankel transform back to physical space gives the corresponding radial part of
each cavity mode, namely ηcm(r) and φ
c
m(r) (for z = 0). It should be noted, that unlike
the free-space dynamics explored in earlier chapters, the cavity modes are not Bessel
functions. In particular, beyond the submerged step (r ≥ 1), we observe exponential
spatial-decay in ηcm and φ
c
m.
In Figure 8-4, we present the critical vibrational forcing Γcm as a function of vibrational
frequency f0 = ω0/(2pi) for a corral geometry considered by Harris et al. [40]. Not only
does changing the forcing frequency affect the Faraday wavelength λF (see Chapter 2)
and the subharmonic Faraday period TF = 2/f0, but it also determines which angular
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Figure 8-5: Phase-space time evolution of the cavity modes ηm (blue) and φm (red)
evaluated above the step r = 1. Dirichlet values correspond to ηm|r=1 and φm|r=1.
Neumann values correspond to ∂rηm|r=1 and ∂rφm|r=1. (a) m = 0 and Γ = Γc0 =
3.994, (b) m = 1 and Γ = Γc1 = 4.038. The arrow denotes the time evolution (with
anticlockwise motion in both cases). The reference dots denote the functions evaluated
at a fixed time. The frequency is f0 = 74 Hz, with the same corral dimensions as Figure
8-4.
mode m is the most unstable, i.e. the value of m that minimises the critical forcing
acceleration Γcm. For 62.5 . f0 . 70.8 Hz, the m = 1 mode is excited at the critical
forcing acceleration, whereas there exist surrounding regions where the critical mode
is radially symmetric (m = 0). In the parameter regimes considered, we observed
that Γc2m ≥ Γc0 for all m, and similarly Γc2m+1 ≥ Γc1, thus indicating that the Faraday
instability ΓF corresponds only to cavity modes with radial symmetry (m = 0) or the
lowest angular frequency (m = ±1). Furthermore, we observed that decreasing the
depth of the shallow region (hs → 0) generally makes the difference |Γc0 − Γc1| more





We may also consider the time evolution of the cavity modes evaluated at r = 1, with
the results presented in Figure 8-5. At the critical forcing vibration Γ = Γcm, the time
evolution is necessarily periodic. However, for subcritical vibrations, the phase-space
trajectory spirals towards the origin on the memory timescaleMm. Since the free sur-
face ηm and velocity potential φm do not yield straight lines in the Dirichlet-Neumann
phase-space, considering effective Dirichlet [6], Neumann [34] or Robin boundary con-
ditions for ηm and φm above the submerged step would be inadequate for capturing the
time evolution of the cavity modes. This result is an important feature of our study
and highlights the benefits of our approach. A similar result was observed by Faria [29]
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and Damiano et al. [16] for the reflection of a walker off a submerged planar wall.
Remark 8.1. In the works of Harris et al. [40] and Sa´enz et al. [76], the cavity modes
were instead defined by the modes of a drum on a cylindrical domain (R∞ = Rc). In
contrast, our approach accounts for the fluid mechanical evolution and the interaction
with submerged topography.
8.4 Circular orbits
By adapting the methods developed in Chapter 3, we seek circular orbits about the
origin of radius r0 ∈ (0, 1) and dimensionless mean angular velocity between impacts
of θ0. For periodicity, the wave field must rotate with the droplet, which requires
ηm(r, tn+1) = e
−imθ0ηm(r, tn) and φm(r, t+n+1) = e
−imθ0φm(r, t+n )
for all r ∈ (0, r∞). Similarly, the droplet dynamics require Xn+1 = R(θ0)Xn and
Un+1 = R(θ0)Un, where R(ϕ) ∈ R2×2 is the rotation matrix for angle ϕ. We define
the orbital radius as r0 = |Xn| for all n, and using the mean angular velocity θ0, the
orbital speed u satisfies u = 2r0 sin(|θ0|/2) ≈ r0|θ0| for |θ0|  1. We substitute the
orbital ansatz into the trajectory equation (8.3.1), eliminate Un in favour of Xn, and


















Xn = −F∇η(Xn, tn). (8.4.1b)





















Furthermore, rearranging the droplet equation (8.4.1b) yields
(D − 2)(1− cos θ0)Xn +D sin θ0R(pi/2)Xn = −F∇η(Xn, tn). (8.4.3)
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Figure 8-6: Stability of circular orbits for a droplet of radius R0 = 0.36 mm, with
skidding friction coefficient c = 0.33 and impact phase θI = 1.38pi. (a) Frequency
f0 = 66 Hz with critical m = 1 mode (ΓF = Γ
c
1). (b) Frequency f0 = 74 Hz with
critical m = 0 mode (ΓF = Γ
c
0). Upper plots: Radially symmetric cavity mode η
c
0(r)
(black curve) at Γ = ΓF . The black dashed line denotes the rest state. Lower plots:
Orbital radius r0 with stability types denoted by colour: stable (blue circles), oscillatory
instability via a pair of complex conjugate eigenvalues (green circles), and the existence
of a real unstable eigenvalue (red squares). The corral dimensions are the same as
Figure 8-4. The qualitative features of the orbital quantization in the limit Γ → Γ−F
appear to be independent of the forcing frequency f0.
We now write Xn = r0er, where er = (cosϕ, sinϕ)
T is a radial unit vector (in an arbi-
trary direction), and we define the orthogonal tangential unit vector as eθ = R(pi/2)er.
By combining (8.4.2)–(8.4.3), we seek r0 > 0 and θ0 ∈ R for given Γ < ΓF such that














If (r0, θ0) is a solution for given Γ < ΓF , then (r0,−θ0) is also a solution, which
corresponds to the droplet orbiting in the opposite direction.
We present the orbital radii r0 as a function of vibrational forcing Γ/ΓF in Figure 8-6
for two different forcing frequencies: f0 = 66 Hz (corresponding to a cavity mode with
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angular wavenumber m = 1) and f0 = 74 Hz (corresponding to an axisymmetric cavity
mode). We observe that the orbital dynamics at both frequencies are qualitatively
similar. At low vibrational forcing, the orbital radius is unique and the solutions are
linearly stable (blue circles), as computed from the linear stability analysis derived
below. As the vibrational forcing is progressively increased, the strong influence of the
wake yields additional orbital radii, yet all the solutions may be unstable via either an
oscillatory instability (green circles) or a real eigenvalue (red squares). In the former
case, the eigenvalue typically lies close to, yet outside, the unit disc, yielding a slow
oscillation away from the steady state, that may be stabilised by nonlinear effects.
However, the real eigenvalue in the latter case typically has a much larger magnitude,
so these orbits do not leave an imprint on the droplet dynamics.
Of particular interest is the limit Γ → Γ−F , where the cavity mode is symmetric for
f0 = 74 Hz, yet asymmetric for f0 = 66 Hz. Thus, one may expect qualitatively
different dynamics in this regime owing to the slow decay of the dominant cavity mode.
However, as indicated by the profile of the radial cavity mode ηc0(r) in both cases (upper
panel of Figure 8-6), the orbits with an oscillatory instability appear to have radii r0
at approximately the zeros of ηc0(r) in the high-memory limit, whereas orbits with a
real stability have radii corresponding to the extrema of ηc0(r).
This radial quantization is reminiscent of hydrodynamic spin states in an unbounded
domain (see Chapter 3), where the orbital radii satisfy J0(kF r0) = 0 and J
′
0(kF r0) = 0.
In the former case, the critical mode J0(kF r) is not excited and the radial kick on the
droplet remains finite, whilst in the latter case, the critical mode dominates the wave
field, yet does not induce a radial kick on the droplet since r0 lies at one of its extrema.
A similar result may be argued from (8.4.1a) with m = 0: even if the axisymmetric
memory M0 approaches a finite value as Γ → ΓF , the matrix (I −M0(Γ)) may be
sufficiently close to singular to necessitate quantization of r0 at either the zeros or
extrema of ηc0(r).
Remark 8.2. In the experiments of Harris et al. [40] for dynamics in the chaotic
regime, it was observed that the stationary probability distribution had extrema co-
inciding with that of the critical cavity mode ηc0(r). The claim was that this feature
emerged due to the imprint of the unstable circular orbits on the chaotic dynamics.
However, for the cases considered herein (for the same geometry as Harris et al. [40],
yet two different forcing frequencies f0), the orbital solutions with radii corresponding
to the extrema of the cavity mode at high memory are strongly unstable, with a large
real eigenvalue. Hence, we do not expect these trajectories to influence the chaotic
dynamics and thus the droplet’s statistical distribution, countering the deduction of
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Figure 8-7: The orbital wave field ηO(x) for anticlockwise orbiting (θ0 > 0) with
vibrational frequency f0 = 74 Hz, vibrational forcing Γ = 3.98 (Me = 203) and impact
phase θI = 1.38pi. The black dot denotes the droplet position, the black dashed circle
denotes the droplet trajectory, and the black solid circle denotes the submerged step at
r = 1. (a) r0 = 0.14, (b) r0 = 0.33, (c) r0 = 0.51. All three orbits have an oscillatory
instability, as determined by the linear stability analysis. All units are dimensionless.
Harris et al. [40].














where r0er is the droplet position. In the high-memory regime, we observe that there
coexist several orbital states. For small orbits, the wave field is dominated by the m = 1
mode, which is similar to the case without submerged topography (see earlier chapters).
For larger orbital radii, the wake becomes more intricate and several angular modes
are excited. Beyond the submerged step (r > 1), the waves are damped exponentially.
8.4.1 Stability analysis
To analyse the linear stability of the circular orbits, we consider the dynamics in the
orbital frame of reference, where the droplet has fixed positionXS = r0er, with velocity
vector US = (R(θ0) − I)XS , orbital wave field ηS(x) = ηO(x) and velocity potential
φ0S(x) on z = 0 (corresponding to the instant following impact). We then consider
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perturbations from the steady state of the form
Xn = XS + X
P
n , Un = US + U
P
n ,
η(x, tn) = ηS(x) + η
P (x, tn), φ
0(x, t+n ) = φ
0
S(x) + φ
P (x, t+n ),
where  1 is a small dimensionless parameter. In the following derivation, we drop the
P superscripts for the perturbed variables (for notational convenience), but maintain
the S subscripts for the steady state variables. By writing the trajectory equation
(8.3.1) in the orbital frame of reference, the perturbed variables evolve according to
the linearised system

















R(θ0)Un+1 −Un = −DUn −F
[
HSR(θ0)Xn+1 +∇η(XS , tn+1)
]
, (8.4.4c)
where HS is the Hessian matrix of the steady-state wave field ηS(x) evaluated at
x = XS , namely HS = ∇∇T ηS(XS).
We now seek solutions where the perturbed variables evolve according to Xn = λ
nX0,
Un = λ
nU0, η(x, tn) = λ
nη0(x) and φ(x, t
+
n ) = λ
nφ0(x) for all n, where λ ∈ C is an
eigenvalue of the perturbed system (to be determined). By substituting this ansatz

























In a similar fashion to the hydrodynamic spin states explored in Chapter 3, we solve




















+D(λR(θ0)− I)+ λF(HS − λG(λ))R(θ0).
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Figure 8-8: Numerical verification of the asymptotic linear stability analysis for Γ/ΓF =
0.997 (Me = 203) with vibrational frequency f0 = 74 Hz and circular orbit radius
r0 = 0.144 (see Figure 8-6(b)). (a) Droplet trajectory Xn when initialised from the
steady state with a small perturbation. The arrows denote the anticlockwise orbital
motion. (b) The radial evolution away from the steady state En =
∣∣|Xn| − r0∣∣. For the
eigenvalue λ with largest magnitude, the growth rate is |λ| > 1 with instability period
2pi/ arg(λ), which is the spacing between the dashed vertical lines.
For non-trivial X0, it remains to find an eigenvalue λ ∈ C such that detA(λ) = 0.
Remark 8.3. By rotational invariance, there exists an eigenvalue at λ = 1. We thus
consider complex roots of F (λ) = 0, where F (λ) = det[A(λ)]/(λ− 1).
In Figure 8-8, we numerically verify the results of our linear stability analysis for the
case of an oscillatory instability. In this case, the dominant unstable eigenvalue λ
determines the exponential growth rate |λ| > 1 away the steady state, accompanied by
an oscillation with period 2pi/ arg(λ) < ∞. It should be recalled that a sinusoid has
two zeros for each period, which explains why the orbital perturbation En attains two
minima for each oscillation period.
8.5 Exotic orbits
We now consider the regime where the circular orbits are unstable and a new family of
exotic orbits emerges with characteristics similar to the dynamics under a central force
(see Chapters 4 and 5). Following Harris et al. [40], we consider a smaller corral (of
inner radius Rc between 10 mm and 11 mm), where the vibrational forcing is typically
in the regime of low to intermediate memory.
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We present a selection of stable orbits (obtained via simulation) in Figure 8-9, where
we observe periodic straight-line oscillations, lemniscates and trefoils. The speed fluc-
tuations are weak for lemniscates and trefoils, whereas there is a pronounced variation
in velocity for the straight-line oscillations, similar to that analysed in Chapter 5.
Strikingly, the lemniscate does not pass through the centre of the bath, which marks
a departure from the dynamics under a central force (see Chapter 4); in the corral,
the wave reflection off the submerged wall provides a nonlocal propulsive force on the
droplet, whereas in the harmonic potential, the central force is applied directly to the
droplet. Similar lemniscate trajectories have been observed across a broad parameter
regime in our model and in experiments [Yves Couder, personal communication]. It
should be noted that, unlike our study in Chapter 5, the droplet motion is not confined
to the line for the observed straight-line oscillations.
We also consider the mean wave field η¯(x) at impact for the periodic trajectories, where
the relationship between η¯(x) and the droplet’s statistical distribution µ(x) is discussed
below. For straight-line oscillations, there is a marked difference in the mean wave field
relative to the straight-line oscillations observed under a central force (see Chapter 5),
which arises due to the reflection and transmission of the waves across the submerged
step. For lemniscates, the wave field is peaked where the trajectory intersects itself,
with troughs arising in the vicinity of the trajectory’s pivot points. The three-fold
symmetry of trefoils remains apparent in the accompanying mean wave field, a feature
similar to that observed for dynamics under a central force [68]. It should be noted
that the corral radius Rc in Figure 8-9(c) was carefully tuned to ensure that there
was no weak azimuthal progression of the trefoil orbit, thus preserving the three-fold
symmetry of η¯(x).
It remains the subject of future work to perform a more thorough exploration of the
exotic periodic trajectories that emerge in our model. In addition to straight-line
oscillations, lemniscates and trefoils, we observed a range of quasi-periodic trajectories,
oval orbits and the destabilisation of the straight-line oscillations to looped trajectories
with non-zero mean angular momentum. In particular, it would be interesting to
explore the two-dimensional parameter sweep of the vibrational forcing Γ < ΓF and
the corral radius Rc, which plays a similar role in the dynamics as the steepness of the
harmonic potential explored in Chapters 4 and 5.
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Figure 8-9: Stable exotic orbits emerging in small circular corrals, where the black circle
denotes the submerged step. (a) Straight-line oscillation with Γ = 4.55 (Me = 26.2)
and corral radius Rc = 11.0 mm. The period of the droplet’s spatial extent is P0 ≈ 99
(the oscillation period is 2P0 in this case). (b) Lemniscate with Γ = 4.63 (Me = 24.9),
P0 ≈ 71 and Rc = 10.1 mm. (c) Trefoil with Γ = 4.35 (Me = 7.5), P0 ≈ 90 and
Rc = 10.087 mm. Upper panel: Droplet trajectory, where the colour denotes the
speed (normalised by its mean). Lower panel: Mean wave field η¯(x) (in dimensionless
units) with the droplet trajectory super-imposed. The mean wave field is typically
one magnitude smaller than the instantaneous wave field in each case. The following
parameters were fixed: f0 = 80 Hz, HD = 5 mm, HS = 0.6 mm, R∞ = 8Rc, R0 = 0.35
mm, θI = 1.4pi and c = 0.25.
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Relating the mean wave field to the droplet’s statistical distribution for
periodic dynamics
Akin to Chapter 4, we derive the relationship between the droplet’s probability distribu-
tion µ(x) for periodic motion and the mean wave field at impact η¯(x). If Xn+Q = Xn







To proceed, it is first useful to consider the non-axisymmetric wave field ηB(x;y) gen-
erated by repeated impacts at the same point x = y. As the impacts are instantaneous
and periodic, ηB may be thought of as the time-periodic Green’s function for the do-
main, or as the generalisation of a bouncer’s wave field in a confined geometry. By
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where the matrix inverse exists for all Γ < ΓF .
Returning to our study of the mean wave field, we first decompose η¯(x) into basis
functions η¯(x) =
∑∞































As the droplet’s probability distribution is µ(x) = Q−1∑Qn=1 δ(x − Xn), we solve


















Owing to the confined geometry, ηB(x;y) does not exhibit radial symmetry or trans-
lational invariance, which differs from the convolution result derived in Chapter 4.
However, like the convolution result, we observe from simulations that (8.5.3) remains
robust when the orbital frequency is incommensurate with the Faraday frequency (and
hence Q →∞).
Remark 8.4. For circular orbits, the mean wave field η¯(x) is exactly the radially sym-
metric component of the orbital wave field ηO(x). This may be realised by comparing
(8.5.2) to (8.4.1a) for m = 0.
8.6 Chaotic dynamics
We may also consider the regime where all the exotic orbits are unstable and the droplet
dynamics are chaotic. In this setting, two distinct regimes emerge: the intermittent
regime, where various unstable exotic orbits are recognisable over short time-intervals,
and the erratic regime arising in the high-memory limit, where the droplet’s trajectory
is characterised by sharp changes in both speed and direction. The former is reminiscent
of the dynamics observed under a central force [68], while the latter has been shown to
exhibit a wavelike stationary probability distribution for the droplet’s position, and a
marked correlation between the droplet’s position and speed [40].
8.6.1 The intermittent regime
We present a preliminary exploration of the intermittent regime with memory Me =
30.1 and corral radius Rc = 10.1 mm, similar to that considered in Figure 8-9 in the
stable regime. Although much of the trajectory is incoherent, there are short time-
intervals over which lemniscates and circular orbits are apparent, with similar features
to the stable regime (see Figure 8-10). Indeed, the circular trajectories appear to
have a radius similar to one of the corresponding unstable orbits (with radius r0 =
0.46), which leaves an imprint on the droplet’s stationary probability distribution µ(x)
presented in Figure 8-11. This circular orbit is weakly unstable with an oscillatory
instability, whereas the two other circular orbits are both strongly unstable and appear
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Figure 8-10: Selected sub-trajectories in the intermittent regime (Γ = 4.65 with Me =
30.1) for a corral of radius Rc = 10.1 mm. The black circle corresponds to the unstable
circular orbit with radius r0 = 0.46. The colour denotes the droplet’s dimensionless
speed. The parameters used are: f0 = 80 Hz, HD = 5 mm, HS = 0.6 mm, R∞ =
10.024Rc, R0 = 0.35 mm, θI = 1.4pi and c = 0.25.
not to influence the droplet’s statistical distribution. Lemniscates are a dominant
feature of this regime and their repeated presence dominates the stationary probability
distribution µ.
Another commonly observed trajectory is the destabilisation of the straight-line oscilla-
tion eigenstate, where stable loops form near the edge of the cavity (see Figure 8-10(f)).
These loops are qualitatively similar to those observed in a harmonic potential [68] and,
unlike their stable counterparts, have a non-zero mean angular momentum. Owing to
the frequent crossing of the origin, a further peak arises in µ(x) in the vicinity of x ≈ 0.
We may also consider the mean wave field (at impact) η¯(x) of the long-time trajectory
(see Figure 8-11(b)), as defined by equation (8.6.1) below. As rationalised in the forth-
coming analysis (see equation (8.6.2)), the approximate radial symmetry arises from
the symmetry of the stationary probability distribution µ(x), where the weak asymme-
try is an artefact of a finite simulation duration. Furthermore, the mean wave field is
not reminiscent of the dominant cavity mode ηc1(r)e
iθ (see Figure 8-11(c)). Strikingly,
the mean wave field is negative across the cavity and does not take a similar form to
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Figure 8-11: Statistics in the intermittent regime, with the same parameter values as
Figure 8-10. (a) Stationary probability distribution for the droplet’s position µ(x). (b)
The mean wave field η¯(x), where the asymmetry is an artefact of the weak asymmetry
in µ(x). (c) The dominant cavity mode ηc1 at Γ = 4.65. (d) The radial component
of the probability distribution µ. The vertical lines denote the unstable orbital radii
and stability type (green: oscillatory instability, red: real eigenvalue). (e) The radial
component of the mean wave field η¯ from the simulation (blue curve) and using (8.6.2)
(red circles). (f) Histogram of the droplet’s dimensionless angular momentum Lz.
µ(x), providing a contrast to the observations of Sa´enz et al. [76] for dynamics in the
high-memory regime (and an elliptical corral).
Akin to Chapter 4, we define the dimensionless angular momentum of the droplet as





where u¯ is the mean dimensionless speed of the droplet over its trajectory. For stable
circular orbits, the instantaneous angular momentum satisfies Lnz = |Xn| for all n.
However, for stable lemniscates, the mean angular momentum along the trajectory is
zero (even for lemniscates not centred at the origin). In the intermittent regime, there
is strong evidence of quantized angular momentum, as indicated by the histogram in
Figure 8-11(f), where five peaks emerge over the long-time simulation, corresponding
to the mean angular momentum of lemniscates, circular orbits with radius r0 ≈ 0.46,
and the looped oscillations observed in Figure 8-10(f).
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Figure 8-12: Evidence of a double quantization in the intermittent regime, with the
same parameter values as Figure 8-10. Conditional probability distribution for the
droplet’s dimensionless angular momentum Lz for impacts within a given radius inter-
val. A signature of the zero-angular-momentum state is present for all three plots.
For the intermittent regime with the droplet subjected to a harmonic potential [68], it
was observed that the mean radius and angular momentum of stable orbits and chaotic
trajectories obeyed a double quantization similar to quantum mechanics (see Chapter
4). Based on the similar pilot-wave dynamics observed in a corral and under a harmonic
potential, we consider the distribution of the droplet’s angular momentum, conditioned
on the droplet’s spatial extent lying within a given annulus (see Figure 8-12). We
typically observe a wavelike statistical distribution, where the density is maximal in
when the droplet’s dimensionless angular momentum is approximately equal to its
dimensionless spatial extent. Additionally, a signature of the zero-angular-momentum
state is present, corresponding to lemniscates and straight-line oscillations. Further
rationalisation of this apparent quantization remains the subject of future work.
8.6.2 The high-memory regime
Finally, we present the results for an initial study of the high-memory regime, in which
the droplet’s motion becomes erratic, as demonstrated in Figure 8-13(a). Experiments
in this regime revealed the emergence of a wavelike statistical distribution for the
droplet’s position, a feature that our model fails to capture (see Figure 8-13(b)). A
possible explanation lies in the assumed periodic vertical motion of the droplet: the
impact phase is fixed for all time and does not account for fluctuations in the free
surface in the vicinity of the droplet. This hypothesis is supported by the distribution
of the local wave height Zn = η(Xn, tn), where a much broader distribution is observed
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Figure 8-13: Dynamics and statistics in the high-memory regime (Me = 86.8) with a
corral of radius Rc = 14.3 mm and forcing frequency f0 = 70 Hz. (a) A sample of the
erratic droplet trajectory, where colour denotes the droplet’s speed (mm/s). (b) The
droplet’s stationary probability distribution after 800,000 impacts: no radial structure
is apparent in this regime. (c) The distribution of the wave height Zn beneath the
droplet at impact, where Zn = η(Xn, tn). The grey bars denote the dynamics in the
high-memory limit, where the distribution is much broader than in the intermittent
regime (red bars) for the corral described in Figure 8-10. The system parameters for
this figure are similar to the experiments of Harris et al. [40]: Γ = 3.64, HD = 6.6 mm,
HS = 0.6 mm, R∞ = 7Rc, R0 = 0.335 mm, c = 0.25 and θI = 1.38pi.
in the high-memory limit than for the intermittent regime. Akin to the dynamics of
pairs of droplets (see Chapter 7), it appears that a model that accounts for the vertical
motion of the droplet is required to accurately capture the pilot-wave dynamics in the
high-memory regime. While this prevents the use of our discrete-time model, the fluid
modelling presented in this chapter will still play a crucial role in the modelling and
computation for future studies of the corral dynamics.
Relating the mean wave field to the droplet’s statistical distribution for
ergodic and stationary dynamics
To derive the mean wave field for chaotic dynamics, we assume that a stationary
distribution µ(x) exists and that the process is ergodic, as has been indicated by the
chaotic dynamics observed in the corral experiments [40, 76]. In this setting, we define












and similarly for the accompanying velocity potential (in the instant following impact).


































where we have used ergodicity to replace temporal averages with spatial averages,
linearity to swap the matrix multiplication within the integration, and the definition
(8.5.1) for the wave field of a bouncer. By converting back to physical space, it follows





This integral relationship between the droplet’s statistics and the mean wave field for
ergodic dynamics is identical to the case of periodic dynamics (see equation (8.5.3)).





m(y)µ(y) dy = 0 for all m 6= 0, and hence the mean wave field
η¯(x) is also axisymmetric. Any observed angular dependence in η¯(x) arises from a
finite simulation duration N <∞ and should vanish in the limit N →∞.
This integral relationship (8.6.2) clarifies the relationship between the droplet’s sta-
tionary probability distribution and the mean wave field, where it was observed in
experiments that the two take a similar form [76]. Furthermore, even in the limit of
high vibrational forcing, it is not necessarily true that the mean wave field η¯ has a sim-
ilar form to the critical cavity mode ηc0. Finally, the integral relationship (8.6.2) for our
pilot-wave system marks a departure from Bohmian mechanics, where the statistical
and guiding waves are identical [41]. It remains the subject of future work to ascertain
whether the mean wave field η¯ behaves like an effective potential on the droplet in the
high-memory limit, as was observed for the harmonic oscillator discussed in Chapter 5.
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8.7 Discussion
In this chapter, we have extended our pilot-wave system to the corral geometry, by
means of the Dirichlet-to-Neumann map, computed using a domain decomposition
method. We exploited the orthogonality of the domain’s angular modes for both com-
putational and analytical benefits, from which we analysed the domain’s cavity modes
at the onset of Faraday instability. This study marks an important advancement in
the field, as previous works either approximated the Dirichlet-to-Neumann map [29],
attempted to use effective boundary conditions [6, 34], or used conformal mapping for
one-dimensional cavities [58].
By evolving the wave field during flight through a fundamental matrix for each angular
mode, we derived a discrete-time iterative map for the pilot-wave dynamics, similar to
earlier chapters. We then analysed the existence and stability of circular orbits, reveal-
ing quantization of the orbital radius at high vibrational forcing, akin to hydrodynamic
spin states in an unbounded domain (see Chapter 3). Indeed, we observed that the
quantization is qualitatively independent of the critical cavity mode’s angular depen-
dence (arising from changes to the forcing frequency f0). Moreover, the orbital radius
approximately coincides with the zeros or the extrema of the axisymmetric cavity mode
η0(r) in the limit Me→∞ (even when the axisymmetric mode is subdominant).
For small corrals, we explored the regime where the circular orbits are unstable and a
new family of stable exotic orbits emerges. We found these exotic orbits to be qual-
itatively similar to those observed in a harmonic potential (see Chapters 4 and 5),
taking the form of lemniscates, trefoils and straight-line oscillations. For larger vibra-
tional forcing, these orbits destabilise and the dynamics enter the chaotic intermittent
regime, for which circles, lemniscates and straight-line oscillations are apparent over
short time-intervals. This behaviour is reflected in the wavelike statistical distribu-
tion of the droplet’s angular momentum, which reflects the dynamics of the system’s
eigenstates.
Finally, we uncovered the relationship between the droplet’s statistical distribution
and the accompanying mean pilot-wave for both periodic and ergodic dynamics. In
both cases, we obtained the same integral relationship, marking a generalisation of the
convolution relationship obtained for dynamics in an unbounded domain (see Chapter
4).
For future work, it remains to perform a more thorough exploration of the exotic
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orbits and their appearance in the intermittent regime. In particular, we will further
study the existence of an emergent double quantization in this regime, and its analogy
to quantum mechanics. Moreover, we will explore the dynamics in the high-memory
limit, where the droplet’s motion is erratic and is characterised by sharp changes in
speed and direction. As the droplet’s vertical motion appears to play an important
role in the dynamics of this regime, we will need to adopt a vertical dynamics model




In this thesis, we have derived and analysed the dynamics of a discrete-time iterative
map for the evolution of this fluid mechanical pilot-wave system. We have studied
the dynamics in a number of settings, exploring hydrodynamic quantum analogues
for dynamics under a harmonic potential, a Coriolis force and a quantumlike corral,
revealing quantized dynamics and wavelike statistics. By utilising a detailed fluid
mechanical model, we have captured many subtleties of the droplet-wave interaction
that were neglected by previous works, which prove to be important in describing the
full range of pilot-wave phenomena observed in experiments, as summarised in Chapter
1. Before reviewing the main results of each chapter, we summarise some of the main
themes that appeared throughout the thesis.
9.1 Themes of this thesis
Relating the droplet’s statistics to the mean wave field: This relationship
has been long sought-after in the hydrodynamic quantum analogues community, and
our results mark an important relationship between this fluid system and Bohmian
mechanics, in which the statistical and guiding waves are identical [41]. For periodic
or ergodic dynamics in an unbounded domain, we proved that the mean wave field
was related to the droplet’s statistical distribution via a convolution with the wave
field of a bouncer (see Chapter 4), where we later generalised this result for confined
geometry (see Chapter 8 and Appendix F.1). Remarkably, the mean wave field has a
controlling influence on the pilot-wave dynamics in the high-memory limit, giving rise
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to an effective potential and the onset of random-walk-like motion (see Chapter 5).
Using this relationship, we proposed a stochastic formulation of the pilot-wave system,
whose dynamics will be the subject of future research.
Subtleties of the wave field dynamics: Owing to the careful modelling of the Fara-
day wave field, our model captures several features of experiments that were neglected
in previous works [31, 57, 62]. In Chapter 3, we demonstrated the significance of the
travelling disturbance away from the droplet at impact [55], the non-standing-wave
features of the bouncer’s wave field during flight, and the exponential spatial-decay in
the far-field [16]. Moreover, by analysing the limit of slow walking, we built on the
work of Eddi et al. [25] and derived an analytical expression for the Doppler shift, a
feature that cannot be captured when the wave field is monochromatic [55]. The de-
tails of our fluid modelling proved to be particular significant for pairs of droplets or at
high-orbital memory, where the influence of the wake is most pronounced, overcoming
the limitations of previous models [61, 64].
The relationship between energy and stability: Throughout this thesis, we have
observed that the periodic states with the highest mean wave-field-energy are always the
first to destabilise, typically through the presence of a real eigenvalue. This relationship
was observed at the bifurcation from bouncing to walking (see Chapter 3), orbital
dynamics (see Chapter 4), and the periodic straight-line oscillations in a harmonic
potential (see Chapter 5). We rationalised this observation through an underlying
energy minimisation principle, whose precise form remains the subject of future work.
Such a result may be critical in proposing a Hamiltonian for the pilot-wave dynamics in
the high-memory limit, in which the system’s dissipation is balanced by the parametric
forcing.
The wave-induced added mass: By following a similar calculation to Bush et al.
[10], we derived a temporally-local trajectory equation valid in the weak-acceleration
limit (see Chapter 3). As our model reflects the droplet-bath decoupling during flight,
we obtained different speed-dependent effective masses in the directions parallel and
perpendicular to motion, marking a contrast to the stroboscopic model [10]. Al-
though this reduced model captures the broad dynamics of walkers, neglecting the
fast-timescale dynamics means that the precise nature of the system’s stability may
not be correctly predicted. Nevertheless, we successfully used this model to rationalise
the augmentation of the orbital radius in the weak-orbital-memory limit (see Chapters




In Chapter 2, we derived a nonlocal Mathieu equation to describe the evolution of the
linearised free-surface in response to a parametric forcing [5, 69]. Through Floquet
analysis, we derived the system’s decay rates and an approximation for the long-time
oscillatory evolution of the free surface, whose behaviour was verified by direct numer-
ical solution of the nonlocal Mathieu equation. Owing to the linear form of the system,
the long-time evolution of the free surface could be expressed in terms of a fundamen-
tal matrix, providing the basis for our analysis of the discrete-time model derived in
Chapter 3. Furthermore, our fluid model exhibited a much improved prediction of the
experimental Faraday threshold compared to earlier works [32, 55], negating the need
for a viscosity correction.
In Chapter 3, we derived and analysed the dynamics of the discrete-time iterative map
in a number of settings. In particular, we studied the bifurcation from bouncing to
walking, in which we exploited the structure of the pilot-wave system to derive an
analytical expression for the walking threshold. This reduction of the stability analysis
to a root-finding problem highlights that the wave field simplifications of earlier models
[62] are not necessary for tractable analysis of the system’s periodic states. Akin to
experiments, we found the walker to be stable to perturbations in the direction of
motion, yet neutrally stable to more general perturbations. In addition to analysing the
weak-acceleration limit, the Doppler shift and wave field energetics (discussed above),
we studied the orbital quantization and stability of hydrodynamic spin states, whose
dynamics strongly influence the emergent orbital quantization under an applied force.
In Chapter 4, we adapted our discrete-time model to account for a central force acting
on the droplet. We studied the orbital dynamics in a number of regimes, including the
weak-orbital-memory limit, small orbits arising for a sufficiently steep harmonic poten-
tial, and the emergent orbital quantization at high memory. To study the pilot-wave
dynamics in the intermittent regime at high vibrational forcing, we utilised the key
features of the droplet’s chaotic trajectory to develop a robust method for identifying
the system’s eigenstates and determining the associated probabilities, marking a sig-
nificant advancement from earlier works [67] and building upon the analogue of this
system to quantum mechanics.
In Chapter 5, we considered the droplet’s motion under a central force when confined
to a line. We developed techniques to compute and analyse the stability of the periodic
oscillatory states, building a framework for a more thorough investigation into the exotic
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orbits observed in Chapter 4. We rationalised a number of regimes, including stationary
bouncing droplets trapped by the harmonic potential, periodic quantized oscillations,
chaotic motion and wavelike statistics, and periodic wave-trapped oscillations that may
persist even in the absence of a central force. At high memory, we observed the onset of
wave-dominated chaotic motion, whose dynamics we rationalised in terms of a random
walk and an effective potential induced by the mean pilot-wave.
In Chapter 6, we modified our discrete-time pilot-wave model to account for the effects
of a rotating bath. Owing to the approximate cancellation of the centrifugal force and
the rotation-induced parabolic profile of the free surface, the droplet dynamics during
flight were determined solely by the Coriolis force. In this regime, we studied the
orbital and chaotic dynamics, with the onset of quantization and wavelike statistics.
In particular, we compared the results of our model with the experimental data of
Harris & Bush [39], yielding excellent agreement across a wide range of vibrational
forcing. Moreover, our detailed fluid modelling allowed for improved predictions of the
orbital stability, and the numerical efficiency of our simulations allowed for far longer
trajectories to be explored in the chaotic regime [61].
In Chapter 7, we considered the dynamics of two interacting droplets, specifically or-
biting and promenading pairs. On comparison to experimental data [64], our model
exhibited good predictions for the orbital stability, yet the constant impact phase θI
prohibited our model from capturing the correct orbital speed. This limitation was
particularly pronounced for wobbling orbits and promenading pairs, where the dynam-
ics were highly sensitive to the choice of parameters. Furthermore, we found that the
choice of skidding friction coefficient c had a significant effect on the stability of bound
states, as was also found in earlier works [3, 55]. These two limitations highlight the
need for further improvements in modelling the droplet’s horizontal and vertical motion
during impact, which will be the subject of future work.
In Chapter 8, we modified our fluid model to account for submerged topography in the
case of a circular corral. By means of a domain decomposition method and spectral
collocation, we derived the Dirichlet-to-Neumann map for this domain. Unlike earlier
works, this approach did not rely on ad-hoc assumptions [29] or the approximation of
the fluid evolution across the boundary by either an effective Dirichlet [6] or Neumann
[34] boundary condition. For the Faraday problem, we then computed the system’s
fundamental matrix for each angular mode, allowing for the dependence of the critical
cavity modes on forcing frequency to be rationalised. In particular, we used this for-
mulation to amend the discrete-time iterative map from earlier chapters, allowing us to
258
analyse the dynamics of circular orbits and the onset of quantization at high vibrational
forcing. In the regime where all circular orbits were unstable, we observed several exotic
orbits that were reminiscent to those found in a harmonic potential (Chapters 4 and 5).
These eigenstates played a significant role in the intermittent regime, where our sim-
ulations suggested an underlying double quantization. In the high-memory limit, the
assumed vertical motion of the droplet appeared to prohibit our model from capturing
the erratic droplet motion and emergent wavelike statistics observed in experiments
[40].
9.3 Future directions
Our preliminary studies of the harmonic potential (Chapter 4) and circular corral
(Chapter 8) have revealed certain similarities for both the exotic orbits and the corre-
sponding mean wave field. Using the methodology developed in Chapter 5, we aim to
perform a comprehensive stability analysis of these states, further exploring the link
between energy and stability, and the role of the mean pilot-wave on the emergent
quantization.
Furthermore, the similarity between these two configurations continues into the inter-
mittent regime, where we will thoroughly investigate the superposition of eigenstates
and study analogues with quantum mechanics. Using the ideas of periodic orbit the-
ory [37], it seems plausible that the relative magnitude of the dominant eigenvalue for
each periodic state (from linear stability analysis) may determine the prevalence of
each eigenstate in the chaotic regime. This idea was explored by Oza [60] for dynam-
ics in a rotating bath, where a reasonable qualitative agreement between theory and
simulations was obtained, though the linear theory does not account for the basin of
attraction for each eigenstate. Such an approach remains the subject of future work
and would mark an important progression in the analysis of the chaotic dynamics in
many configurations explored with this pilot-wave model (see Chapters 4, 5, 6 and 8).
Our study of pairs of droplets (Chapter 7) and the chaotic dynamics in a corral at
high memory (Chapter 8) suggested that the vertical motion of the droplet plays an
important role in the dynamics when the free-surface elevation varies significantly. Al-
though earlier works [3, 64] employed an empirically-deduced correction to the droplet’s
impacts phase, a more fruitful approach may be through adapting one of the vertical
dynamics models of Mola´cˇek & Bush [57] and Galeano Rios et al. [32]. For explor-
ing the long-time statistics in a corral, such a model would need to be simplified for
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acceptable simulation speeds, methods of which are already being developed.
Finally, it remains to consider the stochastic reformulation of the pilot-wave dynamics
guided by the mean-pilot-wave potential, as proposed in Chapter 5. The benefit of
this stochastic approach is that one may express the evolution of system’s stationary
probability distribution in terms of a Vlasov-Fokker-Planck equation, whose solution we
may compute numerically. Although this model was proposed for a harmonic potential,
it may also be adapted for a quantum corral through appropriate choice of boundary
conditions. It remains the subject of future work to explore the wavelike statistics
of this system, and possibly formulating a Schro¨dinger-like equation for the particle’s
wave function. Such an approach would be a considerable advancement in the field of
hydrodynamic quantum analogues and is an important avenue of future research.
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Appendix A
Quadrature for the weakly
singular kernel




K(t− τ)f(τ) dτ, (A.0.1)
where f(τ) is a twice-differentiable and bounded function on the interval τ ∈ (a, b).
Here we consider the kernel K(z) = e−zz−1/2, with 0 ≤ a < b ≤ t.
As K(z) ∼ z−1/2 as z → 0, we cannot apply a standard Newton-Cotes quadrature rule
owing to the divergence of derivatives in the vicinity of the singularity. Furthermore,
we cannot use Gaussian quadrature, as our application is for functions f(τ) that are
only known on a uniform set of points (due to uniform timestep arising from the
trapezoidal evolution used in Chapter 2). Hence, we seek a modified method, where
we approximate the function f(τ) (and not the product K(t − τ)f(τ)) by a linear (or
higher order) polynomial, and then evaluate the integrals analytically. For use of the
trapezoidal evolution (2.3.10), only an O(h2) quadrature rule is necessary.
For quadratic convergence, we modify the trapezium rule for our purposes, where we





where p(τ) is the linear interpolant of f(τ) through the mesh points {a, b}. By writing
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Figure A-1: Convergence test of the composite quadrature rule as the step size h→ 0 for
the integral (A.0.1) with a = 0 and b = t = 1. We consider functions f(τ) = sin(2piτ)
(blue), f(τ) = eτ sin(2piτ) (black) and f(τ) = eτ (red). The crosses (×) indicate
the absolute error relative to the integration solved analytically. The coloured lines
correspond to ch2, with c = 1.15 (blue), c = 2.2 (black) and c = 0.5 (red), indicating
O(h2) convergence for all three functions considered.
p(τ) = e0 + e1(t− τ), we obtain





K(t− τ)(t− τ)j dτ.
















t− a− erf√t− b.
We then extend this method to the composite rule with (a, b) partitioned into N sub-
integrals each of length h. By applying this approach to a series of functions f(τ), we
consistently observe O(h2) convergence (see Figure A.0.1). Proving this convergence
rate is beyond the scope of this thesis.
262
Appendix B
Computation of the wave field
energy
In Appendix B.1, we demonstrate how the wave field energy (as derived in Chapter
2) may be computed efficiently in a discrete-time framework (see Chapter 3) using
principal fundamental matrices. Furthermore, we argue in Appendix B.2 that the
dynamics of sufficiently large wavenumbers k (corresponding to short waves) yield
only negligible changes to the wave field energy, justifying the truncation used when
computing the wave field energy throughout this thesis.
B.1 Discrete-time formulation
While (2.4.9) has a compact analytical form, it remains to compute the averages〈|ηˆm|2〉n and 〈|∂tηˆm|2〉n without simulating the wave field dynamics between impacts.
We use fundamental matrices to instead express the averaged terms using only the val-
ues of ηˆm(tn; k) and ∂tηˆm(t
+
n ; k). To proceed, we define a (real) principal fundamental
matrix Ψk(t) = Fk(t)Fk(t0)
−1 for evolving the wave field dynamics for t ≥ t0, where






, we have ηˆm(t; k) = Ψk(t)ηˆ
n
m(k) for t ∈ (tn, tn+1),




The principal fundamental matrix Ψk allows us to write
































where ∗ denotes the matrix conjugate transpose. To compute the time-averaged quan-




























These expressions are combined with (2.4.9) to give an efficient discrete-time compu-
tation of the mean wave-field-energy 〈E 〉n between impacts.
B.2 The truncation of high frequencies
Owing to choice of a point-pressure distribution, the axisymmetric wave field from
each impact ηˆI has initial conditions ηˆI(0; k) = 0 and ηˆ
′
I(0
+; k) = −pk for all k, where
pk = k/(2pi). Thus, the energy E (t) is unbounded for an infinitesimal duration following
each impact, during which the high frequencies are damped due to the fluid viscosity (it
should be noted that this is not the case when a sufficiently smooth pressure distribution
is chosen, where there is rapid decay at high frequencies). To overcome this difficulty,
we truncate the wavenumbers considered in the energy calculation to k ∈ (0, ks), where
we justify this approach and discuss the value of ks > 0 below.
We first consider the the coefficient of ηˆm(t; k) in dimensionless nonlocal Mathieu equa-
tion (2.2.13), which is
Qk(t) = ω2k − ω2g,kΓ cos(4pit)
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so the evolution of the short waves (with large wavenumber) is approximately indepen-
dent of the Faraday forcing, as parametrised by Γ. In this case, the nonlocal Mathieu
equation is time-invariant, so the evolution of a single impact is also approximately
independent of the impact phase θI = 4pit0. These approximations are also reflected in
the long-time solutions to the nonlocal Mathieu equation, as described by the principal
fundamental matrix Ψk(t). Whence, the evolution of ηˆI(t; k) for sufficiently large k
is approximately independent of the two parameters that characterise the pilot-wave
dynamics, namely Γ and θI . So a first requirement for ks is for k
2
s  GΓF /Bo .
Secondly, we require that the high frequencies are sufficiently damped over one Faraday
period so that they do not influence the following impacts. This requirement is already
captured in the numerical implementation for the dynamics discussed in Chapter 3,




The velocity jump at impact
We now derive the velocity jump when the δ-distribution multiplies a function that is
assumed discontinuous at impact, which arises in the droplet’s skidding friction term.
In this approach, we replace δ(t − t?) by a mollified function δε(t − t?), compute the
solution to the modified differential equation in the limits t → t±? , and then consider
the limit ε → 0. This is a very broad approach, and encompasses all of the external
forces considered in different chapters of this thesis.
For notational ease, we generalise the dynamics to the scalar differential equation




+ F(t, u(t))δ(t− t?), (C.0.1)
where we assume F is bounded and piecewise smooth (with a jump in ∂F/∂t at t =
t? > 0), and G is bounded along a solution to (C.0.1) over the interval (0, t), including
at t = t?. Catlla´ et al. [11] considered the special case G = −u′(t) and constant F .
We define a mollified δ-distribution δε and corresponding Heaviside function Hε as











where ϕ(s) ≥ 0 for all s ∈ R and ∫∞−∞ ϕ(s) ds = 1. For t < t?, (C.0.1) simplifies
to u′′(t) = G. Integrating once yields u′(t) = u′(0) + ∫ t0 G, which gives u′(t−? ) =
u′(0) +
∫ t?
0 G. For t > t?, we replace δ with δε in (C.0.1) and use the integrating factor
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In I1(t), the integrand is bounded and integrable over [0, t], so for t <∞ the Bounded
Convergence Theorem gives limε→0 I1(t) = u′(0) +
∫ t?
0 G + eC
∫ t
t?
G. Hence, I1(t+? ) =
u′(t−? ) in this limit.










, for some suitable ξ > 0, where the two outer
integrals tend to zero as ε → 0 for any ξ > 0. This is shown by first using the
boundedness of F and that Hε(s) ≤ 1, which results in an integral over δε. The final
stage is to substitute in the definition of δε, change variables τ = (s − t?)/ε and use
the fact that ϕ(±∞) = 0.
We now examine the behaviour of the integral
∫ t?+ξ
t?−ξ in the limit ε→ 0. Integration by
parts yields∫ t?+ξ
t?−ξ





















By assumption, dF/ds is continuous except at t = t? and bounded everywhere. Hence,
the Bounded Convergence Theorem allows us to take the limit ε → 0 inside both
integrals, which can both be integrated directly by properties of the Heaviside function
H(s−t?). Now taking ξ → 0, we use continuity of F to show that limξ→0 limε→0Qε,ξ =
0. In this same limiting order, we evaluate the term [·]t?+ξt?−ξ in (C.0.2).





eC − 1). Multiplying through by e−C and subtracting u′(t−? )





F(t?, u(t?))− u′(t−? )
)
.
We note that the jump is independent of G and the choice of ϕ. In the limit C → 0,
we obtain [u′(t?)]+− = F(t?, u(t?)), which is consistent with the jump condition derived




To facilitate the analysis of this pilot-wave system, we state a few well-known identities
of Bessel functions, which we will use throughout this thesis. Throughout this appendix,
we refer to m ∈ Z and x ∈ R, though many of these results hold for non-integer orders
and complex arguments. The identities (D.0.1)–(D.0.3) are listed in Abramowitz &
Stegun [1].









, ∀x ∈ R, ∀m ≥ 0, (D.0.1)
where we define the linearly dependent functions J−m(x) = (−1)mJm(x) for all m ∈ Z
and all x ∈ R. Whence, Jm(−x) = (−1)mJm(x) for all x ∈ R and all m ∈ Z. From




for 0 ≤ |x|  √m+ 1 ∀m ≥ 1, (D.0.2)
which we will make use of several times during this thesis.
For studying many of the periodic dynamics, we use Graf’s addition theorem to express
the basis function Φm(x − x0; k) as a linear combination of Φp(x; k) for all p ∈ Z.
Specifically, we recast Graf’s original formulation as
Φm(x− x0; k) =
∞∑
p=−∞
Φ∗p−m(x0; k)Φp(x; k). (D.0.3)
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A crucial observation is that (D.0.3) requires functions only of a fixed wavenumber k,
which simplifies our analysis considerably. To apply this, we consider the recentering







kζˆm(k)Φm(x; k) dk, (D.0.4)












which provides a linear map for the Hankel coefficients ζˆm(k) to the spatially translated
domain. We use (D.0.5) to analyse the steady walking regime in Section 3.4.
Finally, for studying circular orbits (such as hydrodynamic spin states – see Section
3.6), we need to compute the rotation of the domain about the origin by a fixed angle
θ0. If we write ζ(r, θ) = ζ(x) where ζ is an arbitrary function of the form (D.0.4), then
by recalling that Φm(r, θ; k) = Jm(kr)e
imθ, a rotation by an angle θ0 ∈ R yields










Φm(r, θ; k) dk. (D.0.6)
Thus, the rotation of ζ results in a corresponding rotation of each complex function




Details of the steady walking
analysis
E.1 Stability analysis of a walker
Before embarking on this analysis, we define some additional notation to couple the
angular modes into a single matrix-vector system. We first write the (infinite) row
vector of basis functions as
Φk(x) = (. . . ,Φ−1(x; k),Φ0(x; k),Φ+1(x; k), . . .)


















We then define the infinite (complex-valued) translation matrix Tk(x0) to have elements
Tmp(x0; k) = Φp−m(x0; k), from which we express the steady walking requirement
(3.4.3) as the matrix-vector products:




n(k) ∀k > 0,
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where u0 > 0 is the walking speed, for the droplet walking in the direction e1. Finally,











and then we define the matrices M ijk (Γ) = m
ij
k (Γ)I, where I is the (infinite) identity
matrix.
To analyse the stability of the steady walking state, we fix Γ and the corresponding
walking speed u0 with direction e1. In the steady walking frame of reference, we
consider perturbations away from the steady state XS = 0 with corresponding velocity
vector US = u0e1 and wave field ηS(x) = ηW (x) (and similarly for the velocity of the
free surface in the instant following impact). We then consider small perturbations
from the steady state of the form
Xn = XS + X
P
n , Un = US + U
P
n , η(x, tn) = ηS(x) + η
P (x, tn),
and similarly for ∂tη(x, t
+
n ), where   1 is a small parameter. The linearised system
(where we neglect terms of O(2)) evolves under


























Un = (1−D)Un−1 −F
(
HSXn +∇η(XS , tn)
)
, (E.1.1c)
where the change of reference is captured through the translation matrix Tk. Here we
have dropped the P superscript for the perturbed variables (for notational convenience),
but maintained the S subscript for steady state variables. The Jacobian matrix of the







Furthermore, the Hessian matrix HS ∈ R2×2 is defined as HS = ∇∇T ηS(XS).
We now seek solutions to the perturbed process of the form Xn = λ
nX0, Un = λ
nU0
and η(x, tn) = λ




n ). By substituting this ansatz into (E.1.1) and using that XS = 0, we obtain



































































By substituting∇η0(0) = −λG(λ)X0 into (E.1.2a) and re-arranging, we obtainA(λ)X0 =
0, where the matrix A ∈ C2×2 is given by
A(λ) = (λ− 1)2I +D(λ− 1)I + λF(HS − λG(λ)).
One may show that both the Hessian matrix HS and the gradient matrix G(λ) are
diagonal matrices (for all λ ∈ C); hence, A(λ) is a diagonal matrix and the initial per-
turbations in the directions parallel and perpendicular to the steady walking decouple.
E.2 Expansions for the slow-walking analysis
Here we use the asymptotic expansion (3.4.7)–(3.4.8) to compute the higher-order cor-
rections using the system (3.4.10) subject to the wave-slope condition (3.4.9).
273
Solving for Γ1
We now consider the higher-order corrections to (3.4.10) and the wave-slope condition
(3.4.9) at l = 2 in order to compute an expression for Γ1, from which we will deduce
that Γ1 = 0. The O(














































Hence, by using that ηˆ
(1)
m = 0 for all m such that |m| ≥ 2 (derived from (3.4.12)), we
obtain ηˆ
(2)
m = 0 for all m such that |m| ≥ 3.












1 − k¯M (1)k ηˆ(0)0 − k¯M (0)k ηˆ(1)0
)
, (E.2.2)
where we have used that ηˆ
(1)
−1 = −ηˆ(1)1 . Thus, ηˆ(2)−1 = ηˆ(2)1 . In order to find an equation
for ηˆ
(1)










We may solve for ηˆ
(1)
0 for given M
(1)
k , but this matrix depends on the unknown Γ1.






1 (k) dk. (E.2.3)
By recalling that M
(1)































As the integral term is non-zero for all Γ0, we conclude that Γ1 = 0. Hence, we also
obtain that ηˆ
(2)




Again, we consider the higher-order corrections to derive an equation for Γ2, which we
solve numerically. We first recall that as Γ1 = 0, we have M
(1)
k = 0, from which we









m+1 − ηˆ(0)m−1), (E.2.5)





































k = Γ2∂ΓMk(Γ0). The O(






























































k is the O(
3) coefficient of Mk (whose expression in terms of the coefficients
Γj is not required for the following analysis).







and Γ2. By using that ηˆ
(1)












































































k = Mk(Γ0) and M
(2)
k = Γ2∂ΓMk(Γ0), so the equations are linear in
Γ2. Furthermore, the value of Γ2 depends only on Γ0 = ΓW , which means that the local
bifurcation behaviour depends only on the walking threshold ΓW and the corresponding
impact phase θI .
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Appendix F
Periodic solutions in a harmonic
potential
F.1 Statistics in a generalised pilot-wave framework
In a generalised (linear) pilot-wave setting (with instantaneous impacts), the evolution
of the fluid variables u(x, t) is u(x, t+n ) = Lu(x, t+n−1) + uI(x,X(tn)), where uI(x,y)
is the (not necessarily symmetric) pilot-wave field generated by a single impact at
time t = 0 centred at x = y. The linear operator L maps the fluid variables from
t+n−1 7→ t−n with operator norm ||L||op < 1 corresponding to a dissipative system. If the
stationary distribution µ(y) exists and the dynamics are ergodic, then ergodicity gives





where uB(x,y) ≡ (Id − L)−1uI(x,y) and Id is the identity operator. From the Neu-
mann series
∑∞
n=0 Ln = (Id−L)−1, we recognise uB(x,y) as being proportional to the
time-periodic Green’s function for the domain centred at x = y, which is analogous to



















Figure F-1: Example convergence of Proposition 4.1 in the case where Q → ∞. (a)
Histogram of simulated periodic motion for Γ/ΓF = 0.95 and κ = 0.02 over N =
2×105 impacts. (b) Simulated mean wave field η¯S0 (x) (grey) and computed mean wave
field η¯C0 (x) using the convolution (4.5.2) (black) for bin width δH ≈ 0.034, where the





η¯S0 (xi) − η¯C0 (xi)
)2
for decreasing δH. The functions are evaluated
at NX = 301 equally spaced points xi in the interval [−3, 3]. The slope indicates an
O(δH3) convergence.
F.2 Robustness of the convolution result
To demonstrate the robustness of Proposition 4.1 for period dynamics in the limit
Q → ∞, we simulate the droplet motion in a parameter regime that corresponds to
stable periodic motion (see Section 5.2) and compute the corresponding histogramH(x)
to approximate the droplet’s probability distribution ρX(x) (Figure F-1(a)). Thus, for
histogram bin centres ξj with heights H(ξj), we have H(ξj) ≈ ρX(ξj). For NX equally
spaced points xi in the interval [−3, 3], we compute the mean wave field η¯C0 (xi) using
the convolution (4.5.2), with the midpoint quadrature rule η¯C0 (xi) ≈ δH
∑
j ηB(xi −
ξj)H(ξj). To compare to the simulated mean wave field η¯S0 , we compute the mean




η¯S0 (xi)− η¯C0 (xi)
)2
, which has size O(δH3) as δH → 0
(Figure F-1(c)), thus indicating convergence.
F.3 Analysis of the periodic states
Following from Section 5.2, we perform a Newton iteration to find the periodic states.
Specifically, we solve G(θ) = 0, where θ =
(
X0, κ,G1, . . . , GN−1
)
and G (of dimension
N + 1) is given below. The function G is dependent on several other functions of θ,
which are computed at each step of the following algorithm. Hence, computation of
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the Jacobian ∂G/∂θT requires an application of the chain rule, where the derivative
∂/∂θT of each newly defined function is also computed. For an initial guess θ:
1. Set U0 = 0 for the droplet to be at a discrete-time extremum.
2. Use the droplet iteration maps (5.1.2a) and (5.1.2c) with gradients Gn and the
initial conditions (X0, U0) to compute positions Xn(θ) and velocities Un(θ) for
n = 1, . . . , N .
3. For the wave field η0 to satisfy the reflection conditions (5.2.1b) with impacts














4. Use (5.1.2b) to recover the wave field η0(x, tn;θ) and thus the impact gradients
gn(θ) = ∂xη0(Xn, tn;θ) for n = 1, . . . , N − 1.
5. For consistency with the wave field gradients and the droplet reflection conditions










6. If ||G(θ)||∞ < TOL, stop. Otherwise, update θ with a Newton iteration and
return to step 1.
To analyse the stability of the N -step periodic states, we extend the method used for
the 1-step stability maps explored by Durey & Milewski [20], where perturbations are
now restricted to the x-axis. In brief, we linearise the map (5.1.2) about the periodic
state at times tn, for n = 1, . . . , N . By expressing all the perturbed variables at time
tn−1 as a single column vector, we construct (sparse) transition matrices Tn(Γ) to map
the perturbed variables from tn−1 7→ tn for n = 1, . . . , N . The N -step stability matrix
T is the product T = RTN . . .T1, where R is the diagonal reflection matrix about
the x-axis. The eigenvalues of T are computed numerically, and the periodic state is
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defined to be asymptotically unstable if at least one eigenvalue lies outside the unit
disc in the complex plane.
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Appendix G
Stability analysis for antiphase
orbiting pairs
The process of analysing the stability for the antiphase dynamics is similar to that
of the in-phase dynamics, but the computation of the perturbed wave field is more
complicated since it has to account for antiphase impacts. We consider perturbations
of the steady state XSn , Y
S
n , η









n , η(x, t) = η
S(x, t) + ηP (x, t),
where the perturbed variables are solved in the frame that rotates with the steady
state dynamics. Here we have defined  1 as a small dimensionless parameter, where
|XPn | = O(1), |Y¯ Pn | = O(1) and ηP ∼ ηS .
We now linearise the trajectory equation (7.1.2) in the rotating frame of reference and




nY¯ P0 , η
P (x, tn) = λ
nηP0 (x). For ease
of notation, we drop the P superscripts for the perturbed variables (but maintain the S




ηˆ0m = −pkNke2∇Φ∗m(Y¯ Sn ; k)Y¯0 − pkλe2∇Φ∗m(XSn+1; k)R(θ0)X0,(
λR(θ0)− I
)2













HS(Y¯ Sn+1)R(θ0)Y¯0 +∇η1/2(Y¯ Sn+1)
)
,
where we recall that Y¯n = Yn+1/2 and N
2
k = Mk. Here we have defined η1/2(x) to be
the evolution of η0(x) over half an impact period, which is a necessary feature of the
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antiphase dynamics. The aim is to eliminate the wave field in terms of X0 and Y¯0,
which we can write as the solution to a linear system determined by the matrix D(λ).
To proceed, we first define scalar functions









where we consider p, q ∈ {0, 1}. This yields
ηˆ0m = −pkf (0,1)m (λ, k)∇Φ∗m(Y¯ Sn ; k)Y¯0 − pkλf (0,0)m (λ, k)∇Φ∗m(XSn+1; k)R(θ0)X0,
ηˆ1/2m = −pkf (1,1)m (λ, k)∇Φ∗m(Y¯ Sn ; k)Y¯0 − pkλf (1,0)m (λ, k)∇Φ∗m(XSn+1; k)R(θ0)X0.
Thus, we obtain
∇η0(XSn+1) = −G(0,1)(λ)Y¯0 − λG(0,0)(λ)R(θ0)X0,
∇η0(Y¯ Sn+1) = −G(1,1)(λ)Y¯0 − λG(1,0)(λ)R(θ0)X0,
































m (λ, k)∇Φm(Y¯ Sn+1; k)∇Φ∗m(XSn+1; k) dk.

































It should be noted that XSn+1 is an impact on the steady state orbit, where Y¯
S
n =
Y Sn+1/2 = −R(−θ0/2)XSn+1 and Y¯ Sn+1 = Y Sn+3/2 = −R(+θ0/2)XSn+1.
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