Abstract-We analyze quantum broadcast channels, which are quantum channels with a single sender and many receivers. Focusing on channels with two receivers for simplicity, we generalize a number of results from the network Shannon theory literature which give the rates at which two senders can receive a common message, while a personalized one is sent to one of them. Our first collection of results applies to channels with a classical input and quantum outputs. The second class of theorems we prove concern sending a common classical message over a quantum broadcast channel, while sending quantum information to one of the receivers. The third group of results we obtain concern communication over an isometry, giving the rates at quantum information can be sent to one receiver, while common quantum information is sent to both, in the sense that tripartite GHZ entanglement is established. For each scenario, we provide an additivity proof for an appropriate class of channels, yielding single-letter characterizations of the appropriate regions. We conclude with applications of the recently discovered state merging primitive, obtaining achievable rates for distributing independent quantum information among the parties in various ways, both with and without the assistance additional classical discussion among the receivers.
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I
N classical information theory, a discrete memoryless broadcast channel with a single sender Alice and two receivers, Bob and Charlie, is modeled by a probability transision matrix p(y, z|x). The study of such channels was initiated by Cover in [4] , where the idea of superimposing information in order to achieve rates of communication better than those achievable by naive timesharing protocols was introduced. There, it was also conjectured that the capacity region for sending common information at rate R, as well as independent personal information to each receiver at rates R Y and R Z , over a degraded broadcast channel (see e.g. [5] for a definition) consists of those triples of nonnegative rates (R, R Y , R Z ) satifying
for some p(t, x), where |T | ≤ min{|X |, |Y|, |Z|}. Cover's conjecture was validated by a coding theorem of Bergmans [3] together with a particularly clever proof of the single-letter converse by Gallager [15] . Such a result, however, gives no guarantee that the personal information being sent to each receiver will only be understandable at that receiver. One can require that only the intended receivers will be able to understand their own private messages. This problem was intially addressed by Wyner [31] in the context of wiretap channels. Due to a well-established [8] operational correspondence between privacy and quantum coherence, a result of particular relevance to ours is one by Csiszar and Körner [7] which shows that private information can be sent to Bob at rate R Y , while public information is sent to both Bob and Charlie at rate R, over an arbitrary broadcast channel p(y, 
In this paper, we consider quantum generalizations of the above problems in various settings, as we did in a similar manner for multiple access channels in [32] . We begin by considering common and personalized messages over channels with a classical input and quantum outputs. We then analyze the capabilities of arbitrary quantum broadcast channels for sending a common classical message to Bob and Charlie, while also sending quantum information to Bob, in the sense of generating EPR entanglement [8] . Our bounds on the quantum rates should be compared to those of Csiszar and Körner for sending private information to Bob, due to the privacy-coherence correspondence. Next, we show that for isometric channels, the common classical message can be made coherent, enabling the generation of GHZ entanglement among the three participants. Finally, we establish achievable regions for certain variations of the previous scenario in which all parties may communicate classically with each other for free in order to obtain various quantum correlations among themselves, providing applications of the recently discovered state merging primitive [21] for quantum information.
I. PRELIMINARIES

A. Classical and quantum systems
Throughout this paper, we use labels such as A, B, C to refer to quantum systems, writing H A for the Hilbert space whose unit vectors correspond to the pure states of the quantum system A. All Hilbert spaces will be finite dimensional, and we abbreviate dim H A as |A|, so that H A ≡ C |A| . Given two systems A and B, the pure states of their composite system AB correspond to unit vectors in H AB ≡ H A ⊗ H B . When we introduce a pure state, we use a superscripted label to identify the system to which the state refers. For example, |φ A ∈ H A and |ψ AB ∈ H AB . The same convention will be followed when the state of a quantum system A is described by a density matrix, so that ρ A ∈ C |A|×|A| is a nonnegative definite Hermitian matrix with Tr ρ A = 1. For a multipartite density matrix ρ ABC , we frequently abbreviate its partial traces as ρ AB = Tr C ρ ABC . In later references to the global state, we frequently drop the superscript completely, although the partial traces will always have superscripts. We often use the abbreviation φ ≡ |φ φ| when referring to the rank-one density matrix corresponding to a pure state |φ . For an arbitrary matrix M ∈ C d×d , its trace norm |M | 1 is defined as the sum of its singular values, expressed as |M | 1 = Tr √ M M † . Given two states ρ A and σ A , their trace distance |ρ − σ| 1 is the trace norm of their difference. We use the squared version of the fidelity, defined as F (ρ, σ) = | √ ρ √ σ| 2 1 . When ρ = |φ , the fidelity evaluates to F (|φ , σ) = φ|σ|φ . These distances are related [14] via
Since the trace distance comes from a norm, it satisfies the usual triangle inequality
We shall frequently make use of classical-quantum states and classical-quantum channels [10] in this paper. To any finite set X , we associate a Hilbert space H X with orthonormal basis {|x X } x∈X , so that for any classical random variable X which takes the value x ∈ X with probability p(x), we may write a density matrix
which is diagonal in that basis. For any S ⊆ X , if P S for the projector onto the subspace spanned by {|x X } x∈S , we then have
An ensemble of quantum states {ρ B x , p(x)} can be represented in a similar way with a block diagonal classical-quantum (cq) state
Wherever possible, we will adopt the more compact direct sum notation for describing cq states, with the understanding that the labels of the blocks correspond to states of an additional classical system.
B. Channels
A classical-quantum (cq) channel W X →B describes a physical setup in which the sender Alice is able to remotely prepare any one of a collection of conditional density matrices {ρ 
In other words, the following diagram must commute:
Remark 1:
In the classical literature, such channels have been called stochastically degraded, meaning that the random variables X, Y and Z, analogous to A, B and C of the state • N A ′ →B , we will say that the channel N A ′ →B is degradable [9] . Concrete examples of degradable channels include erasure channels [2] , qubit flip channels, and photon number splitting channels [16] .
A particular class of degradable channels which are relevant to this paper are the generalized dephasing channels [9] , [32] . These are channels N A ′ →B with |A| = |B| which act noiselessly on some common orthonormal basis {|x A , |x B }. Such channels have an isometric extension
for some (not necessarily orthogonal) normalized vectors {|φ x E }, and a complementary channel acting as
for the completely dephasing channel, which sets to zero all off-diagonal matrix elements, any generalized dephasing channel N A ′ →B satisfies
For the decoding of classical information, we use (somewhat interchangably) the notions of POVM's and quantum instruments D A→BX . The latter is a quantum channel whose target is a cq system. Such a map can be specified in terms of a collection of (generally) trace-reducing reducing maps {D A→B x } for which x D x is trace-preserving. The instrument then acts as
C. Entropy and information quantities
Let ρ ABC be any tripartite density matrix. We write
for the von Neumann entropy of the reduced density matrix ρ A , omitting the subscripted state when it is apparent. As is common with much of quantum Shannon theory, certain linear combinations of entropies of various subsystems of the joint state ρ ABC arise naturally in the characterizations of the various rate regions we will introduce. We review the essential ones here, beginning with the conditional entropy
This quantity is defined in direct analogy to its counterpart in classical information theory, which is always positive and can be regarded as an average entropy of conditional probability distributions. It is however clear that H(A|B) = −1 when evaluated on an EPR state
, a fact which was long considered problematic for the use conditional entropy in quantum information theory. Nonetheless, the negative of conditional entropy has been defined as the coherent information I(A B) = −H(A|B) from A to B, due to its utility in characterizing the capacity of a quantum channel for transmitting quantum information [24] , [28] , [8] as a certain optimization problem which always yields a nonnegative rate. Following [26] , we may also write
where |ϕ AA ′ is any purification of ρ A ′ . An operational interpretation of both positive and negative conditional entropies was recently given in [21] , where the primitive of state merging was introduced, yielding a quantum counterpart to the classical Slepian-Wolf theorem for distributed data compression. We will use this merging primitive in Section II-D to transmit quantum information over a broadcast channel.
The mutual information and conditional mutual information are respectively defined as By the strong subadditivity [23] of quantum entropy, it follows that mutual information and conditional mutual information are nonnegative. There are many equivalent formulations of strong subadditivity which we will now recall. By simple algebra, I(A; B|C) ≥ 0 is seen to be equivalent to the inequality H(A|BC) ≤ H(A|B) which is interpreted as saying that conditioning reduces entropy , and thus increases coherent information I(A BC) ≥ I(A B). These can easily be used to derive either form of the data processing inequality, which say that given any channel N B→C ,
In other words, processing the output of a channel will never increase the mutual or coherent information over that channel. We remark that the first inequality above includes the Holevo bound [19] as a special case, since a measurement can be considered as a quantum channel with a strictly classical output. Note that (10) can also be written
Finally, given a quadripartite system A 1 A 2 B 1 B 2 , the following inequality is implied by and also implies strong subadditivity:
II. MAIN RESULTS
A. Degraded message sets for cq channels
In what follows, a sequence x 1 x 2 . . . x n , with each x i belonging to some set X will be denoted by x n . Using many instances of a cq broadcast channel W X →BC , suppose that Alice wishes send a personal message to Bob while simultaneously sending an independent common message to Bob and Charlie. If W has conditional density matrices ρ BC x , we define an (R, R B , n, ǫ) code for W to consist of an encoding {x
is achievable if there is a sequence of (R, R B , n, ǫ n ) codes with ǫ n → 0. The classical capacity region C(W ) of W is defined as the closure of the collection of all such achievable rate triples.
In Theorem 1, we give a regularized expression for C(W ), generalizing a coding theorem from [3] , though we also prove a multi-letter converse. Theorem 2 shows that for a class of degraded cq channels, that characterization can be singleletterized, generalizing the classical converse of [15] .
Theorem 1: Given a cq channel W X →BC with conditional density matrices {ρ BC x }, C(W ) equals the closure of the pairs of nonnegative rates (R, R B ) which satisfy
for some k ≥ 1 and some p(t, x k ) giving rise to
Suppose that the conditional density matrices {ρ BC x } of a cq channel W X →BC are such that their restrictions {ρ B x } mutually commute, and that the restrictions {ρ
for some state σ T XBC of the form (12) with k = 1 and |T | ≤ min{|X |, |B| 2 }.
B. Classical-quantum region CQ(N ) for quantum channels
In this scenario, Alice wishes to send quantum information to Bob at rate Q, while sending common classical information to Bob and Charlie. To this end, she prepares one of many states {|Υ m AA ′n } which are entangled between a system A in her laboratory and the inputs of some large number of parallel identical broadcast channels. Bob employs a quantum instrument D
, with the goal of learning the classical message, as well as holding the A part of a highly entangled state. Meanwhile, Charlie performs a measurement, modeled by the instrument D
, to learn the common classical message. Such components will be said to comprise an (R, Q, n, ǫ) cq entanglement generation code for the broadcast channel N
for each m, where |Φ Q A A is some fixed rate Q EPR state
A pair of nonnegative rates (Q, R) is called an achievable cq rate pair for entanglement generation if there exists a sequence of (Q, R, n, ǫ n ) cq entanglement generation codes with ǫ n → 0. The cq capacity region for entanglement generation CQ(N ) is defined as the closure of the set of such achievable cq rate pairs. The following theorem describes CQ(N ) of any broadcast channels as a regularized union of rectangles. Theorem 3: Let N A ′ →BC be arbitrary. Then CQ(N ) is equal to the closure of the collection of pairs of nonnegative cq rates (Q, R) satisfying
for some k ≥ 1 and some state
arising from the action of N ⊗k on the A ′k parts of some bipartite pure state ensemble {p(t), |φ t AA ′k }. Moreover, it suffices to take |T | ≤ min{|A ′ | 2k , |B| 2k + |C| 2k − 1}. Our next theorem gives a single-letter characterization of CQ whenever Charlie holds part of the environment of a generalized dephasing channel from Alice to Bob.
′ →B is a generalized dephasing channel. Then CQ(N ) equals those pairs of nonnegative cq rates (Q, R) satisfying
for some state
with |T | ≤ |X |.
In particular, this theorem applies to any isometric extension of the following pinching channel P : C 3×3 → C 3×3 , which acts by setting some matrix elements to zero, while leaving the others alone, according to
Mathematically, this channel is a completely positive tracepreserving conditional expectation of C 3×3 onto a *-subalgebra which is spatially isomorphic to C 2×2 ⊕ C. For the broadcast channel corresponding to any isometric extension U A ′ →BC P of P where Charlie obtains the entire environment of P, a straightforward derivation reveals that the outer boundary of CQ(U P ) is given by
where 0 ≤ p ≤ 1, as is shown in Figure II -B.
C. Quantum region Q(N ) for quantum channels
Here, Alice attempts to share a large bipartite entangled state with Bob, while also trying to build a large GHZ state with Bob and Charlie. Alice encodes by preparing the state |Υ . These components comprise a (Q, Q B , n, ǫ) entanglement generation code for 
Achievable rates and the capacity region Q(N ) are defined in analogy to the earlier scenarios. In Theorem 5, we give a multi-letter formula for Q(N ) in the case where N is an isometry. Theorem 6 derives a single-letter formula for Q(N ) in case N is an isometric extension of a generalized dephasing channel to Bob. Note that these results can be regarded as dynamic analogs of those obtained by [29] , who study distillation of EPR and GHZ entanglement from arbitrary tripartite pure states. While those authors allow for additional classical communication, we do not. Similar correspondences exist in the literature, such as between [10] and [8] , as well as between [21] and [32] . Theorem 5: Let U A ′ →BC be an isometric broadcast channel. Then Q(U) is given by the closure of the pairs of nonnegative quantum rates (Q, Q B ) satisfying
k takes the same form as in (13) , replacing N with U. The bound on |T | is the same as well. Theorem 6: Let U A ′ →BC be a broadcast channel which is an isometric extension of a generalized dephasing channel to
Then Q(U) equals the set of pairs of nonnegative quantum rates (Q B , Q) satisfying
is an isometric extension of the pinching channel P A ′ →B , this theorem yields the rate region from Figure II -B with R replaced by Q.
Remark 2: Using the standard technique of restricting to a high-fidelity subspace of the input, it is possible to strengthen the previous four theorems to obtain stronger error criteria, such as that from the strong subspace transmission of [32] . We have, however, focused on entanglement generation for simplicity.
D. Achievable quantum rates from state merging
Suppose that three players, Alice, Bob and Charlie, share the respective parts of many instances of a tripartite pure state |ψ ABC . Assuming that Alice can send classical bits to Bob for free, it was recently shown [21] that the quantum communication cost for Alice to transfer her A n systems to Bob is asymptotically equal to H(A|B), regardless of the negativity of the expression. Specifically, whenever H(A|B) is negative (or equivalently, when I(A B) > 0), Alice and Bob can generate EPR entanglement at rate I(A B) in the process of transferring A n to Bob, using only classical communication and no quantum communication whatsoever. This is an improvement over standard entanglement distillation [11] , where the same amount of EPR entanglement is obtained without deliberately trying to accomplish state merging. On the other hand, in case H(A|B) > 0, the protocol requires as input Alice-Bob EPR entanglement at a rate of at least H(A|B) ebits per system to be transferred. Therefore, if Alice and Bob performed state merging yesterday at a negative cost, they can use the extra entanglement they generated to perform merging with a positive cost today. As in [21] , we only directly consider state merging when the cost is negative, as the protocol with positive cost is obtained by having Alice establish an appropriate amount of pure entanglement with Bob, so that the total coherent information they share becomes positive. Formally, a negative cost state merging protocol for a state |ψ ABC consists of an instrument M A n →DM with com-
to be performed on Alice's systems A n , together with a collection of decoding operations D
for Bob. The quantum outputs D and D hold Alice's and Bob's respective halves of the entanglement resulting from the protocol, while each copy of A corresonds to a system located in Bob's laboratory which is isomorphic to A, whose purpose is to hold the corresponding part of the transferred states. The protocol proceeds as follows. Alice performs the instrument M A n →DM and tells the classical result M to Bob who, depending on that classical data he receives, uses the appropriate decoding map. These components will be said to comprise a (Q, n, ǫ) negative cost state merging protocol for |ψ ABC if |D| = | D| = 2 nQ and
where |Φ Q D D is a rate Q maximally entangled state. The following proposition is from [21] , and is proved in [22] .
Proposition 1: Let a pure tripartite state |ψ ABC satisfying I(A B) > 0 be given. Then, for every ǫ > 0, and every 0 ≤ Q < I(A B), there is n sufficiently large so that there exists a (Q, n, ǫ) negative cost state merging protocol for |ψ ABC . We now state a theorem. . In addition, the same protocol allows Bob and Charlie to generate independent EPR entanglement between themselves at any rate less than I(B C). Here, we give an outline of the proof:
Proof: Assume that Alice and Charlie share common randomness. Fixing a single-letter reference state |ψ AA ′ satisfying the conditions of the theorem, Alice uses a random LSD code of rate I(A BC) σ (see Proposition 4) based on her common randomness with Charlie, pretending as though Bob and Charlie can collaborate in their decoding. As her average code density matrix is close to the product state (ψ
⊗n , the output state of Bob and Charlie is close to (σ BC ) ⊗n . By assumption, I(B C) σ > 0, so there is a negative cost for Bob to transfer his B n systems to Charlie. This means that Bob and Charlie can distill EPR's at any rate less than I(B C) σ during this process. Charlie uses the common randomness to decode the random LSD code, thus establishing the rate I(A BC) σ entanglement with Alice. Finally, the protocol is derandomized using standard arguments.
Finally, we demonstrate that Alice may generate, and also transmit [1] independent entanglement between herself and each receiver without the assistance of classical communication between the two receivers. We will be content to outline the proof:
Proof: If communication is allowed between Alice and each of the receivers, the theorem is immediate from a double application of Proposition 1 (or, rather, entanglement distillation [11] , as the state merging aspect is not needed). We now argue that the classical communication is not needed. Alice begins such a protocol by applying instruments E 
gives a state close to the tensor product of the two desired maximally entangled states. Thus, Alice could have prepared
in the first place, eliminating the need for classical communication. If we are interested in entanglement transmission instead of entanglement generation, then Alice is given a purification of the B C systems rather than being able to prepare them directly. Luckily, she may always produce Υ B CA ′ mk by a (possibly noisy) encoding F . A direct adaptation of the result of [1] guarantees that F may be replaced by an isometry. It would be desirable to have a direct proof of this theorem (cf. [8] for the single user case) instead of invoking entanglement distillation and [1] .
Remark 3: The regularized optimization over such |ψ AB AC A ′ yields the capacity region when there is no Bob-Charlie communication, although the resulting characterization of this capacity region is unlikely to be the most useful.
III. PROOFS OF MAIN RESULTS
Let us first state some auxilliary results on which our proofs rely.
Lemma 1 (Gentle measurement (average version) [30] ): Let ρ, Λ be random d × d matrices such that ρ is a density matrix and 0 ≤ Λ ≤ 1 which satisfy E Tr Λρ ≥ 1 − ǫ. Then
Lemma 2 (Gentle coherent measurement [17] ): Suppose that a POVM {Λ m } identifies the elements of a set of pure states {|ϕ m B }, in the sense that Tr Λ m ϕ m ≥ 1 − ǫ for every m. Then, there is an isometry V B→B B which satisfies m| B ϕ m |V|ϕ m ≥ 1 − ǫ for each m.
Lemma 3 (Continuity Lemma):
If ρ AB and σ AB satisfy |ρ − σ| 1 ≤ δ for some 0 ≤ δ ≤ 1/e, then the following inequalities hold:
Proof: Fannes' [13] has shown that
By monotonicity, the trace distances between partial traces of ρ AB are no greater than δ, so after expanding the conditional entropies and mutual informations, we may apply the triangle inequality, proving the result.
We will also need the following two lemmas, which are respectively proved as Lemmas 1 and 2 of [32] :
Lemma 4: Suppose ρ, σ, Λ ∈ B(H), where ρ and σ are density matrices, and 0 ≤ Λ ≤ 1. Then, Tr Λσ ≥ Tr Λρ − |ρ − σ| 1 . 
Next, we state an average error version of the HSW Theorem for cq codes with codewords chosen i.i.d. according to a product distribution [27] , [20] .
Proposition 2 (HSW Random Coding Theorem):
Given is a cq state σ XQ = x p(x)ρ Q x and a number 0 ≤ R < I(X; Q) σ . For every ǫ > 0, there is n sufficiently large so that if 2 nR codewords C = {X n (m)} are chosen i.i.d. according to the product distribution p(x n ) = n i=1 p(x i ), corresponding to input preparations ρ x n = i ρ xi , there exists a decoding POVM {Λ m } on Q n , depending on the random choice of codebook C, which correctly identifies the index m with average probability of error less than ǫ, in the sense that
The following proposition is a classical-quantum analog of Corollary 3.8 from [6] .
Proposition 3: Let {ρ BC x } x∈X be a cq channel W X →BC , and let p(x) and ǫ, δ > 0 be given. If 0 ≤ R = min{I(X; B), I(X; C)} − δ and n is large enough, there is a set of 2 nR HSW codewords {x n (m)}, each of the same type P satisfying |P − p| 1 ≤ δ, a measurement on B n with POVM {Λ m } and a measurement on C n with POVM {Λ
Proof: Follows from standard arguments (see e.g. [29] ).
The following quantum coding proposition for single-user channels is proved in [8] and concerns the existence of random entanglement transmission codes whose average code density matrix can be made arbitrarily close to a product state.
Proposition 4 (LSD Random Coding Theorem):
Given is a channel N : A ′ → B, a density matrix ρ A ′ , and a number 0 ≤ R < I c (ρ, N ). For every ǫ > 0, there is n sufficiently large so that there is a random ensemble of (2 nR , n, ǫ) entanglement generation codes (p β , |Υ β 
Remark 4:
In practice, we omit the common randomness index, treating the encoding and decoding as a pair of correlated random objects.
A. Proof of Theorem 1
Proof: (Coding theorem) Let W X →BC be a cq broadcast channel with conditional density matrices ρ BC x and let p(t, x) be arbitrary. Together, these probabilities and states define the joint cq state
The corresponding conditional distribution p(x|t) defines a set of conditional density matrices
for a new cq channel V T →BC , representing a "backed up" version of the original channel W . Note that these conditional density matrices can be used to rewrite
For any ǫ, δ > 0 and sufficiently large n, we will show that for rates R B and R satisfying
there exists an (R, R B , n, 2ǫ 1/8 ) code for W X →BC . We will construct the required doubly-indexed set of codewords {x(m, k)} m∈2 nR ,k∈2 nR B as follows. First, we select a rate R code for the channel V T →BC which conveys the index m ∈ 2 nR to Bob and Charlie. Then, for each t, we pick a random HSW code of blocklength approximately p(t)n for W X →BC with codewords selected i.i.d. according to p(x|t), such that if Bob knows t, he can decode at rates approaching I(X; B) σt . Note that because of the randomness in this second coding layer, the average state seen by Bob on any channel output where the t'th code was used is equal to τ B t .
To decode, Bob and Charlie first use their measurements from the common code, allowing them to identify m well on average. In addition to knowing the common message m, Bob then knows which instances of the channel were used with which random codes, so that he can apply an appropriate decoder, which depends on the randomness in the second coding layer, to learn his personalized message k. Note that since I(X; B|T ) σ = t p(t)I(X; B) σt , the personal rate to Bob will be near that which is desired. We then infer the existence of a deterministic code with low error probability for all message pairs. We begin by invoking Proposition 3 to obtain an (R, n, ǫ) code {t n (m), Λ m , Λ ′ m } m∈2 nR for V T →BC with codewords of type P satisfying |P − p| 1 ≤ δ. Recall that for each m,
where τ m = i τ ti(m) . For each t, define the integer n t = nP (t), as well as ǫ t = ǫP (t), δ t = δP (t) and R t = I(X; B) σt − δ t ≤ |X |. It follows from Proposition 2 that for each t, there exists an (R t , n t , ǫ t ) random HSW code {X nt (k t |t), Λ (t) k } kt∈2 nR t (here, {X nt (k t |t)} is just a doubly indexed family of random variables) for the channel W X →B to Bob which satisfies
where the expectation is over the randomness in the HSW codes. Above, we have abbreviated B t ≡ B nt and taken
Observe that by the symmetry of the random code construction, (16) may be equivalently expressed as
Noting that the personal rate to Bob is given by
and also that R B < I(X; B|T ), we may uniquely identify any message k ∈ 2 nRB for Bob with a collection of messages {k t ∈ 2 nRt } t . Recalling that all of the codewords {t n (m)} m∈2 nR are of the same type and setting d = |T |, we may assume w.l.o.g. that t
, so that we may identify a collection of permutations {π(m) : T n → T n } for which t n (m) = π(m)(t n (1)). By letting these permutations act on X n in the same way, we may define Alice's (random) encoding via
We abbreviate ρ
To decode, Bob first measures {Λ m } while Charlie measures {Λ ′ m }, after which they declare their respective results to be the common message M . Next, Bob will permute his B n systems according to π −1 (m), obtaining a state close to ρ B n 1m . For each t, he then measures each block of n t outputs with the corresponding {Λ (t) kt } to obtain (k 1 , . . . , k t ) = k, which he declares as his personal message. Bob's overall procedure can be summarized in terms of the POVM {Λ mk }, defined as
where we take
with π(m) now acting to permute B n in the obvious way. Defining
we estimate
The first inequality is by Lemma 4 and the second by Lemma 1. We may now derandomize, concluding that there is a particular value of the common randomness such that
According to Markov's inequality, half of the values of m satisfy P m ≥ 1 − 2ǫ 1/4 . Among those, half of the corresponding k's are such that P mk ≥ 1 − 1 − P m ≥ 1 − 2ǫ 1/8 . By only using those m's, the common rate R is reduced by a negligible 1 n . For each such m, throwing out the worst half of the k's reduces R B by the same amount. This completes the proof.
Proof: (Converse) Assuming that (R B , R) is achievable, let {x n (m, k)}, {Λ mk } and {Λ ′ m } comprise any (R, n, ǫ n ) code in the achieving sequence. Setting
we write
Supposing that Bob stores his decoded messages in the registers K B and M B , while Charlie stores his in M C , let Ω MKMB MC KB be the joint state after the decoding. Then, for some ǫ
The second line is by Fano's inequality (see e.g. [5] ) and the third is by the Holevo bound [19] . A similar argument yields nR ≤ I(M ; B n ) + nǫ ′′ n . Finally, we bound
The middle four lines are by Fano's inequality, the Holevo bound, data processing, and the independence of K and M . The last inequality uses the Markov chain KM − X n − B n . Choosing T ≡ M completes the proof.
B. Proof of Theorem 2
By data processing, I(X; C) σ ≤ I(X; B) σ . Hence, the coding theorem follows from the previous one. It only remains to single-letterize the bounds appearing in the previous converse.
Proof: (Converse) We begin by rewriting the conditional information from (18) :
The third line holds because of the Markov chain
where we abbreviate X n i+1 = X i+1 · · · X n for i < n, setting it equal to a constant when i = n. To see that this is a Markov chain, note that the left recovery map is deterministic, while the right recovery map prepares the appropriate state of B i given the value of X i . In the remaining steps, we define S ∼ unif{1, . . . , n}. The last identifies T ≡ SM B S−1 and X ≡ X S . We continue bounding (17):
Here, the third and fourth lines follow from the fact that conditioning reduces entropy and data processing with respect to appropriate tensor products of the degrading map M B→C . The last step identifies C ≡ C S . Observe that the commutativity of the {ρ B x } was needed to identify T with a classical random variable.
C. Proof of Theorem 3
Proof: (Coding theorem) Let N A ′ →BC be an arbitrary broadcast channel and fix an ensemble of bipartite pure states {p(t), |φ t A ′′ A ′ }. For any ǫ, δ > 0 and sufficiently large n, we will show that there exists an (R, Q, n, 3ǫ 1/4 ) cq entanglement generation code
We do this by showing that there are two POVMs:
, for which the trace-reducing maps
BC t
= N (ρ t ), defining a cq channel V T →BC with conditional density matrices τ BC t . As in the previous coding theorem, we invoke Proposition 3 to obtain, for sufficiently large n, an (R, n, ǫ)
As in the direct coding part of the proof of Theorem 1 we define n t = nP (t), ǫ t = ǫP (t) and δ t = δP (t). We also assume that for |T | = d, the first codeword is t
. For each t ∈ T , we may set Q t = I c (τ t , N ) − δ t and conclude from Proposition 4 that there exists a (Q t , n t , ǫ t ) random entanglement generation code |Υ t AtA ′n t , D B n t → At t whose average code density operator ̺
It is also guaranteed that for each t, the state
created by the tth random quantum code approximately contains rate Q t entanglement between Alice and Bob, in the sense that
Equating A ≡ t A t , we make the definitions
where we extend π(m) to act by permuting the registers A ′n in the obvious way. Defining the average code density operator for the new code as ̺ A ′n m = E Tr A Υ m , note that we can bound
where we have used unitary invariance of the trace norm, telescoping, and (21), in that order. To send the classical message m, Alice prepares the state |Υ m AA ′n . The structure of the decoder is similar to that from the proof of Theorem 1. Bob and Charlie begin by performing their respective measurements, in order to ascertain the classical message. Then Bob permutes his output systems accordingly and applies the quantum decoder D ≡ t D t .
We will write the the joint state after Alice sends her encoding through the channel as
so that in particular, the state corresponding to the first message is ϑ
. Note that if the decoder D B n → A is applied directly to ϑ 1 , the resulting Alice-Bob state is nearly maximally entangled:
where the first inequality is by (22) . Next, define the subnormalized density matrices
which depend on the shared randomness in the quantum code, and are proportional to the states which result when Bob and Charlie both correctly learn the message m. This happens with probability bounded as
In the second to last line, we have applied Lemma 4 along with monotonicity with respect to N ⊗n , while the last line uses the estimates (20) and (23) . We may now write the expectation, over the shared randomness in the quantum code, of the fidelity F m between the state resulting from the protocol when the mth common message is sent and the target maximally entangled state as
Here, the first line follows by the permutation symmetry of the code, while the third uses (3). The fourth is a consequence of the triangle inequality, together with monotonicity with respect to Tr C n D. The estimates in the second to last line are obtained by applying (4) to (24) (which holds without the expectation), as well as Lemma 1 to (25) . At this point, it is possible to derandomize our code. Having proved that
we may conclude that there is a deterministic value of the shared randomness from the quantum codes yielding the same average error bound. By throwing out the worst half of the codewords, Markov's inequality implies that we are left with a code for which
for every m, while reducing the rate by a negligible 
and setting
, we may upper bound the quantum rate Q via
The first step is by data processing with respect to Tr M D 1 , while the second is by the Continuity Lemma 3, for some ǫ ′ n → 0. The classical rate R may also be bounded as
where ǫ ′′ n → 0, and we have used Fano's inequality and the Holevo bound. Another consequence of the Holevo bound is that
We have thus shown that for any δ > 0, the rate pair (Q − δ, R − δ) is contained in Q(N ). As Q(N ) is closed by definition, this completes the proof.
D. Proof of Theorem 4
As the coding theorem follows from that of Theorem 3, we need only single-letterize the corresponding multi-letter converse.
Proof: (Converse) Under the assumption that N A ′ →B is a generalized dephasing channel, we will further upper bound the information quantities (27) and (28) appearing in the multiletter converse of Section III-C by appropriate single-letter quantities. We begin working with the state ω MAB n C n from (26) which is induced by an (R, Q, n, ǫ n ) cq entanglement generation code from an achieving sequence. Recalling from (5) that the completely dephasing channel ∆ sets to zero all off-diagonal matrix elements in the dephasing basis {|x }, set ̺
, observing that we may write
for some conditional probabilities p(x n |m). Let us now define the state
where we abbreviate ψ
. Abbreviating N A ′ →B to N B and N A ′ →C to N C , the left hand side of (27) can be written
By (6) and (7), each summand can be upper bounded as
⊗n c (̺ m ) . Combining these last two equations yields
where we have renamed B n to X n to emphasize its classicality. From now on, we rename ω
. . , n}, observe that S − T − XCE forms a Markov chain. This identification defines the state Ω T XCE , for which
By data processing with respect to appropriate tensor products of the map |x x| → ψ CE x , we may upper bound
It is perhaps instructive to see that Ω can be explicitly written as
, where we take T = M × s X s−1 (here X 0 is the empty set), and
We now continue by bounding the mutual information in (28) via
Here, the first step is because N ⊗n C • ∆ ⊗n = N ⊗n C , which follows from (6) because N C = Tr E (N B ) c , while the second follows from manipulations which are identical to those used to bound (19) in the converse to Theorem 2; the only differences are that we use data processing with respect to tensor products of the map |x x| → Tr E ψ x and relabel B i−1 to X i−1 . This proves the claim.
E. Proof of Theorem 5
Proof: (Coding theorem) Letting U A ′ →BC be an arbitrary isometry, we set N B = Tr C U. For any bipartite pure state ensemble {p(t), |φ t A ′′ A ′n } m∈2 nr and any ǫ > 0, the previous coding theorem shows (relabeling R to Q and Q to Q B ) that as long as n is large enough, there is a (Q, Q B , n,
These quantities are computed with respect to the state
We will show how to make the common classical message coherent. For each m ∈ 2 nR , define
and observe that
for each m, where we take |m GB GC ≡ |m GB |m GC . Now, there are local unitaries (permutations of the Hilbert space factors, in fact) V 
We now define Alice's encoding as 
The last line uses the estimate (30) . Since the construction in the previous coding theorem guarantees that
we may then employ Lemma 5 to combine these last two estimates to show that the state
which results from the protocol satisfies
The bound on the fidelity in the second line is from (32) , while the bound on the trace distance in the next line is by application of (4) to the square-root of the fidelity in (31) . This proves the coding theorem. Proof: (Converse) Observe that any (Q, Q B , n, ǫ)entanglement generation code is able to establish ǫ−good uniform common randomness between Alice, Bob and Charlie at rate Q, in the sense that they generate a triple of random variables (M A , M B , M C ) which satisfy
where M is uniformly distributed on {1, . . . , 2 nR }. To accomplish this, Alice will measure the G part of her input Υ GAA ′n in the GHZ basis {|m G } at any point in the protocol, while Bob and Charlie measure their respective bases {|m GB } and {|m GC } after their decodings are complete. The previous converse provides an upper bound on this uniform common randomness generation rate for protocols which also generate Alice-Bob entanglement at rate Q, therefore proving this converse.
F. Proof of Theorem 6
Proof: (Converse) As per the remarks in the previous converse theorem, the converse part of the proof of Theorem 4 applies here as well.
APPENDIX I PROOF OF CARDINALITY BOUNDS FOR T
In Theorem 1 (with k = 1), let a finite set T and conditional probabilities p(x|t) be arbitrary. Geometrically, this amounts to fixing a T -labeled set of points on the X -probability simplex. We will show that given any probabilities p(t) on T , there exists another distribution q(t) which puts positive mass on at most min{|X |, |B| We will prove this by use of the following lemma: Lemma 6 (Fenchel and Eggleston [12] ): Let S ⊂ R n have at most n connected components. Then any point in the convexification of S can be written as a convex combination of at most n points in S.
It will thus be sufficient to show that the map f : p(t) → I(X; C|T ) p , I(T ; B) p , I(T ; C) p factors through an affine space of sufficiently low dimension.
To this end, we decompose f into a nonlinear part f nl and an affine part , weighted by the probabilities p(t). As ρ B t and ρ C t can be specified either by their individual parameterizations or by p(x|t), the more efficient representation requires at most min{|X | − 1, |B| 2 − 1 + |C| 2 − 1} numbers. Since the first coordinate can be taken to be I(X; B|t) itself, we see that at most min{|X |, |B| 2 +|C| 2 −1} affine parameters are required to describe (33). By continuity, the image of the T -simplex under f aff is connected, and so we may use the earlier lemma to infer the existence of probabilities q(t) on T with support cardinality at most min{|X |, |B| 2 + |C| 2 − 1}, while satisfying f p(t) = f q(t) .
For Theorem 2, the degradedness of the channel implies that the |C| 2 − 1 affine parameters of ρ C depend affinely on those of ρ B , allowing the reduction of the cardinality bound to |T | ≤ min{|X |, |B| 2 }.
