Computational models of spatial vision typically make use of a (rectified) linear filter, a nonlinearity and dominant late noise to account for human contrast discrimination data. Linear-nonlinear cascade models predict an improvement in observers' contrast detection performance when low, subthreshold levels of external noise are added (i.e., stochastic resonance). Here, we address the issue whether a single contrast gain-control model of early spatial vision can account for both the pedestal effect, i.e., the improved detectability of a grating in the presence of a low-contrast masking grating, and stochastic resonance. We measured contrast discrimination performance without noise and in both weak and moderate levels of noise. Making use of a full quantitative description of our data with few parameters combined with comprehensive model selection assessments, we show the pedestal effect to be more reduced in the presence of weak noise than in moderate noise. This reduction rules out independent, additive sources of performance improvement and, together with a simulation study, supports the parsimonious explanation that a single mechanism underlies the pedestal effect and stochastic resonance in contrast perception.
Introduction
Threshold detection studies have provided much evidence consistent with a model of our visual system in which visual information is analyzed in relatively independent and approximately linear spatial-frequency and orientation-selective filters (Blakemore & Campbell, 1969; Campbell, Carpenter, & Levinson, 1969; Campbell & Robson, 1968; DeValois & DeValois, 1988; Graham & Nachmias, 1971) . The corresponding spatial weighting functions of such band-limited channels are slightly asymmetric on double logarithmic coordinates (Henning, 1988; Henning, Hertz, & Hinton, 1981) but are nonetheless typically approximated by Gabor functions. Though not an "optimal" stimulus (Watson, Barlow, & Robson, 1983 ; but see Henning, Derrington, & Madden, 1983) , Gabors are popular stimuli to explore contrast detection because they are band limited in spatial frequency and localized in space (Daugman, 1985) . Studies that made use of more complex stimuli than single component gratings have reported results that are difficult to reconcile with the aforementioned independence and linearity (Derrington & Henning, 1989; Henning, Hertz, & Broadbent, 1975) , but the multichannel model still captures much of what we understand of early spatial vision.
To gain insight in visual processing at supra-threshold contrasts-a prerequisite for any model of spatial vision to be truly useful-sinusoidal contrast discrimination has been studied extensively (e.g., Baker, Meese, & Georgeson, 2007; Foley, 1994; Foley & Chen, 1997; Foley & Legge, 1981; Georgeson & Georgeson, 1987; Gorea & Sagi, 2001; Henning & Wichmann, 2007; Kontsevich, Chen, & Tyler, 2002; Legge, 1981; Legge & Foley, 1980; Legge, Kersten, & Burgess, 1987; Nachmias & Sansbury, 1974; Wichmann, 1999; Yang & Makous, 1995) . The main finding of these studies is the so-called pedestal effect, i.e., the improved detectability of a grating in the presence of a low-contrast "pedestal" stimulus of identical spatial frequency, phase, and orientation. At higher pedestal contrasts, discrimination thresholds rise in a way that is roughly consistent with Weber's law. Analogs of the pedestal effect in spatial vision have been reported in other sensory modalities such as amplitude discrimination in hearing and, recently, flicker discrimination in vision (Smithson, Henning, MacLeod, & Stockman, in press ).
The mechanisms suggested to underlie the dippershaped thresholds-vs.-contrast (TvC) function in spatial vision include nonlinear transduction (e.g., Legge & Foley, 1980) , contrast gain-control (e.g., Foley, 1994; Foley & Chen, 1997) , and uncertainty reduction (e.g., Pelli, 1985) . While the first two types of modelsindistinguishable for single component sinusoidal contrast discrimination (Wichmann, 1999 )-effectively make use of an expansive nonlinearity in a sensory post-filter stage to explain the pedestal effect, some uncertainty models leave the sensory processing linear but place the nonlinearity, required to explain the dipper function, in the decision process. In effect, all models that explain the dipper function with some degree of success make use of a (rectified) linear filter stage, a nonlinear post-filter stage, and a dominant late internal noise source.
Recently, Goris, Zaenen, and Wagemans (2008) noted that such linear-nonlinear cascade models predict an improvement in observers' performance when low, subthreshold levels of external noise are added. The improvement arises because rectification causes the external noise to increase the mean filter response to both a weak signalplus-noise and a noise stimulus. Because these responses are expanded subsequently, the difference between the means of the internal response distributions representing the noise and signal-plus-noise increases. If the crucial performance-limiting noise source is located in later processing stages, this increased difference between the means will lead to a better signal-to-noise ratio at the decision stage, resulting in improved contrast detection.
Consistent with this prediction, Goris et al. (2008) showed that detection thresholds reach a minimum for very low noise levels. This type of phenomenon-improved signal transmission due to the addition of external noise-is termed stochastic resonance in physics (Wiesenfeld & Moss, 1995) . Similar observations have been reported once before in spatial vision (Blackwell, 1998) and in other sensory modalities such as tactile (Collins, Imhoff, & Grigg, 1996) and auditory perception (Zeng, Fu, & Morse, 2000) . To test their speculation that the mechanism underlying the pedestal effect also leads to stochastic resonance, Goris et al.
fitted a contrast gain-control model to their detectionin-noise data and found the fits to be reasonable.
Aiming to explain the pedestal effect, the Goris et al. (2008) gain-control model assumes that the effect characterizes the operation of individual, spatial-frequency tuned channels. Recently, it has been suggested that this is not the case in spatial vision (Henning & Wichmann, 2007) . The disappearance of the pedestal effect in notched noise led Henning and Wichmann (2007) to argue that the pedestal effect may be characteristic of the way in which observers use information from the spatial-frequency and orientation-selective channels tuned to frequencies and orientations away from the signal rather than characteristic of a single channel tuned to the spatial characteristics of the signal to be detected. The gain-control model may thus not be an explanation of single channel behavior despite offering an excellent description of contrast discrimination performance (e.g., Wichmann, 1999) . In this paper, we exploit the gain-control model as a powerful statistical tool with few free parameters to describe our contrast discrimination data, and we use the fits to different data sets to make statistically sound inferences about changes in the data.
One way of observing effects of experimental manipulations on contrast discrimination is to normalize all pedestal and signal contrasts by the detection threshold measured in the absence of a pedestal. When this is done, data are expressed on the same scale, irrespective of differences in detection threshold. Once corrected for absolute visibility, the dipper-shaped TvC function has been reported to be remarkably invariant to parameter manipulations such as retinal illumination (e.g., Yang & Makous, 1995) , retinal eccentricity (e.g., Bradley & Ohzawa, 1986) , varying degrees of stimulus uncertainty (e.g., Foley & Schwartz, 1998) , and cross-surround facilitation (Yu, Klein, & Levi, 2002) . Measurements in the presence of broadband noise have revealed a similar invariance (e.g., Pelli, 1985) , though the depth of the dip is reduced for at least some observers (e.g., Figure 7 in Henning & Wichmann, 2007) . This might be a consequence of the additional stimulus variability that is introduced: In the presence of noise, the pedestal stimulus might have an average optimal contrast, but on each trial, due to the noise, the contrast in the relevant channel will be somewhat higher or lower and thus not optimal. This will lead to a higher threshold, i.e., a reduced pedestal effect. Considered this way, the invariance to the presence of noise displayed by some observers, especially in 1-D noise (e.g., Figure 8 and 10 in Henning & Wichmann, 2007) , may indicate a change in the underlying mechanism. In 2-D noise, the number of active channels, sensitive to the signal, is similarly important: Having few active channels, perhaps even with correlated noise could be expected to reduce the size of the pedestal effect due to the additionally introduced stimulus variability. On the other hand, having many active channels that sample different image regions and hence different regions of noise could enable the averaging out of noise-induced effects of signal variability and thus leave the size of the pedestal effect (almost) unchanged. Whatever the exact mechanism underlying contrast discrimination in noise may be, our main interest here concerns the dipper-effect being approximately invariant to addition of (strong) broadband noise.
In sum, all psychophysical spatial vision models that aim to explain the pedestal effect make use of a (rectified) linear filter stage, a nonlinear post-filter stage, and a dominant late internal noise source. This implies that these models actually predict that stochastic resonance occurs in contrast detection. This prediction has been confirmed experimentally (Goris et al., 2008) . Here, we address the issue whether a single model of early spatial vision, having a (rectified) linear filter, a nonlinearity, and dominant late noise can account for both the pedestal effect and stochastic resonance. If the same mechanism underlies the pedestal effect and stochastic resonance, we should expect the pedestal effect to be reduced in the presence of weak noise. The logic of our argument is as follows: The mean response of a linear filter to a low contrast signal is raised in the presence of external noise due to rectification. As explained above, for certain external noise levels, the subsequent nonlinear stage leads to an improved discriminability of the signal in the zero-pedestal contrast case. However, as we shall see later, as pedestal contrast increases from zero, the response-enhancing effect of rectification diminishes and soon disappears completely. From these pedestal contrasts on, the only effect of weak noise is that it introduces additional variability. Thus, at an "optimal" noiseless pedestal contrast, addition of external noise will not lead to a benefit but rather hurt contrast discrimination performance. Therefore, if one mechanism underlies both facilitation phenomena, addition of weak noise can only improve discrimination performance at pedestal contrasts lower than the "optimal" pedestal contrast, implying that the size of the pedestal effect is reduced in the presence of weak noise.
An alternative hypothesis may be to argue that such a reduced dipper effect in weak noise is a consequence of the stimulus variability introduced by the noise (see above). In this view, strong noise (which produces even more stimulus variability) should lead to a stronger reduction in the dipper effect than weak noise does. As our data will bear out, this is not the case however: The reduced dip in weak noise is not simply a consequence of increased stimulus variability.
Methods Equipment
The experiments were run on a Power Macintosh G4 computer using the software packages MATLAB (MathWorks, Natick, MA) and PSYCHTOOLBOX (Brainard, 1997; Pelli, 1997a) . Gamma correction using an 8-bit lookup table ensured that the monitor was linear over the entire luminance range used in the experiments. The stimuli were presented on a SONY Trinitron GDM-FW900 monitor with a spatial resolution of 1920 Â 1440 pixels and a temporal resolution of 75 Hz. The experiment was run in a darkened room and the screen's mean gray background luminance was 42 cd/m 2 . Viewing distance was 120 cm, leading to a pixel-size of 0.009-of visual angle.
Observers
Four observers participated (L.V., E.G., B.B., and L.V.E.). All were well practiced in the task and familiar with the stimuli before data collection began and had normal or corrected-to-normal vision. All observers were naïve to the purpose of the experiment.
Stimuli
The Gabor stimuli consisted of horizontally orientated sine-gratings with a spatial frequency of 7 c/deg, which were multiplied by a circularly-symmetric two-dimensional spatial Gaussian envelope with a A of 0.27-. Stimuli had a spatial extent of 2.35-of visual angle.
For each stimulus presentation in the noise conditions, a fresh noise sample was generated at every pixel, sampled from independent identically distributed Gaussian distributions centered at the mean luminance. For each observer-in addition to the no-noise condition-two noise conditions were run; for the noises noise-power spectral densities ranging between 0.84 and 42 Â 10 j7 deg 2 were used. Noise-power spectral density is defined as the luminance variance multiplied by the pixel area, expressed in visual degrees squared. Effects of temporal waveform, duration and bandwidth are not considered here. It is proportional to the average power at the different frequencies present in the noise. The maximal amount of clipping (i.e., pixels set to the minimal or maximal luminance values because of the limited 8-bit dynamic range of the DACs on the video card) at the highest noise level was around 2.5%. Through simulations in MATLAB, this level of clipping was calculated to have no significant influence on the spectral properties of the Gaussian white noise.
Procedure
The same procedure as described in Goris et al. (2008) was adopted. A temporal two-alternative-forced-choice (2AFC) task was used. Stimulus presentation time was approximately 12.5 ms for subject B.B., 25 ms for subject L.V.E., and 50 ms for subject E.G. and L.V. We used short presentation times to obtain detection thresholds around 5% Michelson contrast for each observer-due to their different absolute sensitivities, we thus had to use different presentation times for our observers. Signal presentation time has a significant influence on the parameters of the linear-nonlinear model typically used to fit the TvC functions (Wichmann, 1999) . However, as all our analyses will be performed on the data of individual observers, differences resulting from the different presentation times are immaterial with respect to the conclusions drawn. We attempted to keep detection thresholds comparatively high at 5% contrast to reduce the potential influence of artefacts due to the nonlinear monitor operations (i.e., power saving features, gamma correction, luminance rounding etc.; Bach, 1997; Bach, Meigen, & Strasburger, 1997; Brainard, 1989; Naiman & Makous, 1992; Pelli, 1997b; Wichmann, 1999) . Estimates of the effective images ensured that these nonlinear monitor operations did not significantly affect the spectral properties of the noise stimuli. To minimize potential effects of spatial and temporal stimulus uncertainty, the stimulus was surrounded by a red square (2.35-) at full contrast; this square appeared and disappeared with the stimulus onset and offset.
All trials started with the 266-ms presentation of a gray field of mean luminance. The first stimulus presentation was followed by an inter-stimulus interval (ISI) of 466 ms and then followed by the second stimulus presentation. The ISI was thus about 20 times longer than the stimulus duration and more than three times as long as current estimates of the temporal impulse response of human spatial-frequency channels (Graham, 1989) . The noise was turned on and off with both stimulus presentations. Independent noise samples were presented in the two observation intervals. Response time was limited to 1,000 ms and was indicated by a gray field of mean luminance, presented after the second stimulus presentation. After the response screen, a screen with a green square (2.35-) appeared for about 750 ms. Observers received auditory feedback after each trial; missed trials (about 1%) were shown again; on these occasions the interval containing the signal stimulus was selected randomly again and the noise was drawn anew. After a few training blocks, participants were familiar with this steady temporal task profile.
Before data collection began, all observers participated in a detection-in-noise task that consisted of 2,000 trials. These training data were used to estimate the noise level that would evoke maximal facilitation-stochastic resonance-as a function of noise power density for each observer (i.e., the noise level used in the weak-noise condition, which varied somewhat across observers). Across observers, the weak noise had an average power spectral density of 3.9 Â 10 j7 deg 2 , and the moderate noise of 42 Â 10 j7 deg
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, approximately a log unit increase. We call the highest noise level used in this experiment "moderate" because it leads, on average, only to a rise by a factor of 1.34 in the detection threshold at 75% correct. The high detection thresholds purposely enforced through the use of very short presentation times, together with the limited dynamic range of today's graphics cards and CRTs that prevented us from using higher noise power densities, unfortunately prevented us from having stronger masking effects. Ten pedestal contrast levels, ranging between 0% and 40% were used. To obtain psychometric functions, six increment contrasts were tested at each noise and pedestal level. Within each block of 50 trials, 50 conditions were randomly sampled from all 180 conditions (3 noise power densities Â 10 pedestal contrasts Â 6 increment contrasts). To help observers to maintain constant eye accommodation, a red square of 3.5-of visual angle surrounding the stimuli was presented throughout the experiment. Subjects L.V. and B.B. completed 9,000 trials in total. Because one data point heavily influenced the initial estimate of subject E.G.'s noiseless detection threshold, she completed 700 additional detection trials and thus 9,700 trials in total. Subject L.V.E. completed only 4,500 trials in total-25 instead of 50 trials per condition-and no ethically acceptable means could be found to motivate her to finish the experiment.
Results
A summary of the results for all observers is shown in Figure 1 . Figure 1a displays the data of all observers in the three detection conditions, i.e., detection without noise and detection in the presence of weak and moderate noise. As for all figures in this paper, red symbols and lines refer to the no-noise condition, green to the weak-noise condition, and blue to the moderate-noise condition. Different symbols refer to different observers. To express the data of all observers on the same scale, the contrasts of the stimuli of each noise condition were first normalized by the 75% correct detection threshold of each observer in that condition and then multiplied by the average detection threshold of all observers in that condition. The psychometric functions relating the percentage of correct responses to the logarithm of signal contrast were fit with Weibull functions using the maximum-likelihood procedure of Wichmann and Hill (2001a, 2001b) ; 100,000 bootstraps were run to estimate confidence intervals.
As can be seen in Figure 1a , we find stochastic resonance as in Goris et al. (2008) : Addition of weak noise improves contrast detection performance. This is not the case for moderate noise, which increased the 75% correct threshold by a factor of 1.34. Psychometric functions measured with and without weak noise added to the stimuli are not parallel on semi-logarithmic coordinates. Even though the weak noise is barely visible, the slope of the psychometric function is shallower than in the noiseless detection condition. For the moderate-noise condition, the estimated slope is in-between (and does not differ significantly from the two other conditions given the amount of data collected). This change in slope as a function of noise level is consistent with earlier observations on the slope of psychometric functions in contrast discrimination: Psychometric functions are steepest without any pedestal added and most shallow in the trough of the dip (Nachmias & Sansbury, 1974; Wichmann, 1999) . As in contrast discrimination, this implies that the strength of the noise facilitation effect depends on the performance level considered, i.e., the size of the threshold reduction is inversely related to performance level. For our current data, the facilitation at 60% correct is estimated to be of a factor 1.74 (i.e., the ratio of the 60% correct thresholds measured without noise and with weak noise added equals 1.74), at 75% correct this factor is 1.39, and at 90% it is 1.15. Though the particular facilitation factors did vary somewhat over observers (ranging between 1.26 and 1.47 at 75% correct), all individual data sets displayed the trends described above.
We now consider the results at all pedestal contrasts. Figure 1c shows the full TvC functions at 75% correct for all noise conditions. The most leftward points denote detection (i.e., the pedestal contrast equals zero). For illustration purposes, thresholds were simply averaged over observers, without any attempt to rescale the data. The normalized versions of these curves can be seen in Figure 1d , in which threshold and pedestal contrasts were normalized by the average test contrast threshold in each of the three noise conditions (when the pedestal was zero). Despite the simple averaging of the data, the TvC functions capture the main trends that can be seen in all individual data sets (one example is shown in Figure 1b ). Figures 1b and 1c illustrate that at the lowest pedestal levels, the data shown in green lie below the no-noise data, shown in red. For low pedestal contrasts, we thus find stochastic resonance, i.e., contrast discrimination performance benefits from the presence of weak noise. At slightly higher pedestal contrasts, this effect disappears and eventually, around the trough of the dip for the nonoise condition, weak noise hinders performance. We thus find no "super-dipper" in the presence of weak noise, as for instance has been reported for contrast discrimination in combination with cross-surround facilitation (Yu et al., 2002) . Stochastic resonance and the pedestal effect are not simply additive and thus not two independent effects, in line with our hypothesis that a single mechanism accounts for both. Furthermore, it can be seen in the normalized plots in Figure 1d that weak noise seems to reduce the pedestal effect to a similar, perhaps even stronger degree as moderate noise does. For these averaged data, maximal threshold reduction at 75% correct was of a factor 3.44 without noise (ranging between 3.15 and 6.13 over observers), 2.17 in the presence of weak noise (ranging between 1.96 and 3.53), and 2.62 in the presence of moderate noise (ranging between 2.28 and 2.99). A stronger reduction of the dipper effect in weak noise than in strong noise is not consistent with the hypothesis that this reduction is solely due to the introduced stimulus stochasticity. However, for all observers, the 95% confidence intervals of the maximal threshold reduction factors of all conditions overlapped, pointing to the need to use more sophisticated statistical techniques to analyze our data (see the modelling below).
In sum, we find stochastic resonance, i.e., a significantly reduced detection threshold in the presence of weak noise. Furthermore, when data of all observers are pooled, the slope of the psychometric function is significantly decreased in the presence of weak noise. The full TvC functions at 75% correct suggest that the pedestal effect is diminished in the presence of both weak and moderate noise, though this reduction is not significant if assessed for each observer independently. The failure to find a "super-dipper" at 75% correct suggests that stochastic resonance and the pedestal effect are not independent effects. Of course, only considering 75% correct-thresholds ignores much of the information present in our data set. To study whether and how the presence of noise changes contrast discrimination performance in more detail, we will make use of the standard gain-control model introduced by Foley (1994) and elaborated by Wichmann (1999) . In this application, we mainly use this model as a statistical tool to get a full quantitative description of our data with as few parameters as possible.
Model: Equations, fitting, evaluation and selection
Equations
We used the standard divisive gain-control model as formalized by Wichmann (1999) . Observer's responses are modelled within the framework of signal detection theory (SDT; Green & Swets, 1966) . Three hypothetical stages are specified in SDT-models: First, a stimulus theory describes how a transduction mechanism maps physical stimuli to internal states; second, a probabilistic theory of internal states describes the probability distribution of the internal states that results from repeated presentation of the same stimulus; and finally, a deterministic response theory describes a decision rule that maps internal states to a response. In the gain-control model, the transduction mechanism was chosen to be the generalized four parameter Naka-Rushton function (free parameters !, ", ), and .). These parameters express the response gain (!), the semisaturation contrast ("), the response exponent ()), and the gain-control exponent (.) of the contrast response function. One additional free parameter was added to describe the internal noise, assumed to be Gaussian and signal independent (free parameter A). Recently, there has been some debate in spatial vision regarding the question whether a signal-dependent source might also contribute to internal noise (e.g., Georgeson & Meese, 2006; Gorea & Sagi, 2001; Kontsevich et al., 2002; Wichmann, 1999) . Level-dependent noise may be needed to explain contrast discrimination performance at high pedestal levels. Here it was not needed because the majority of data points were gathered at relatively low pedestal levels. Thus, we did not include level-dependent noise for our modelling to reduce the number of free parameters. This is not to argue that level-dependent noise may not be crucial; indeed, one of us showed that leveldependent noise is critically needed to fit contrast discrimination data at high pedestal contrasts (Wichmann, 1999) .
As is standard, it was assumed that the observer's response ("interval 1" or "interval 2") is determined by the stimulus interval that led to the highest internal state. The model equations (see Equations 1-3) were arranged to express percent correct, p($x, x), as a function of the contrast increment ($x) and the pedestal contrast (x) in a 2AFC-task.
where z is a dummy variable, and f($x, x) and g($x, x) are given by
Fitting
One of the five parameters can be arbitrarily set to any value. To follow the usual convention, A was taken to be 1, resulting in a four free parameter model. An additional (highly constrained) vector of free parameters 1 ("lapse rates"), estimated for each noise and pedestal combination as explained by Wichmann and Hill (2001a, 2001b) , was introduced in the fitting of the model to avoid biased parameter estimates (for details see Wichmann, 1999) . Priors were introduced for each parameter to constrain estimates to realistic values. To find the surface p($x, x) that maximizes the likelihood that the data were generated from a process with success probability given by p($x, x), the log-likelihood of the surface p($x, x) given the parameters (!, ", ), and .) was maximized using purpose-written software in MATLAB (fminsearch, which makes use of the Nelder-Mead simplex search method). The log-likelihood of the surface p($x, x) given parameter vector E, containing {!, ", ), .} with A = 1 and 1 equal to the lapse rate vector derived from the psychometric function fits, is given by Equation 4:
log n ji y ji n ji þ y ji n ji logð pð$x ji ; x j ; EÞÞ
with n ji the number of trials (block size) measured at pedestal contrast j and signal contrast i and y ji the proportion of correct responses in that condition. Because the problem is nonconvex due to 1, a multi-start procedure with semi-randomly chosen initial parameter values was used. For each model fit reported, at least 20 different starting points were used.
Evaluation
To evaluate model fits, we considered the overall distance between model prediction and data and the presence of systematic errors in the residuals. Quality of the overall fit can be assessed by judging total deviance (see Equation 5), i.e., the log-likelihood ratio of the saturated model and the best fitting model (the saturated model is the model with no residual error between model predictions and data). What deviance does not assess, however, are systematic trends in the deviance residuals (see Equation 6), i.e., the agreement between individual data points and the corresponding model prediction. For binomial data, deviance is expressed by Equation 5,
This statistic indicates how well a model describes data. Asymptotically, it can be shown to be # 2 -distributed, with degrees of freedom equal to the number of data blocks minus the number of free parameters if the model is correct and an observer behaves perfectly stationary during the whole experiment (and thus generates truly binomially distributed data). Often, due to a variety of reasons, this is not the case. Responses of nonstationary observers are more variable than binomially distributed data and thus lead to higher deviances (overdispersion). Wichmann (1999) has shown that, due to the typically relatively small number of measurements, the asymptotically derived deviance distributions often fail to approximate the real deviance distribution for psychophysical data sets. The real deviance distribution can be estimated easily by means of Monte Carlo simulations. As suggested by Wichmann (1999) , we estimated the deviance distribution for each model fit by means of 10,000 simulated data sets for an observer whose correct responses in our experiment are binomially distributed as specified by the model fit. From these simulations, we derived critical values for each reported fit. These values indeed often deviate in an unpredictable manner from the asymptotically derived values, confirming Wichmann (1999) . Of course, these critical values do not take into account the nonstationariness of real observers. Overdispersion may thus still occur.
Each deviance residual d ji is defined as the square root of the deviance value calculated for data point i in isolation, signed according to the direction of the arithmetic residual y ji j p($ x ji , x j ). For binomial data, this is expressed by Equation 6,
Note that D =
ji , as for RMSE. Systematic trends in deviance residuals indicate a systematic misfit of the model.
Selection
Model selection refers to the problem of selecting, from a group of competing models, the model that best predicts future data, i.e., that generalizes best. Due to noisiness of the data and the problem of over-fitting, this is not simply a matter of goodness-of-fit. In order to select the model with highest predictive accuracy, different quantitative methods have been suggested (for a review and overview, see Myung, 2000; Pitt, Myung, & Zhang, 2002; Wasserman, 2000; Zucchini, 2000) . As there is no generally agreed consensus as to what method is best, we used three different model selection criteria: Akaike's information criterion (AIC), Bayesian information criterion (BIC), and crossvalidation (CV). AIC trades simplicity and goodness-of-fit for nested models. It is commonly formulated for model family F as given by Equation 7.
With l the number of adjustable parameters.
1 As for all model selection methods mentioned, the model that minimizes the criterion should be selected. AIC has the additional advantage that, for nested models, the reduction in AIC can be compared to a # 2 -distribution with degrees of freedom equal to the difference in number of free parameters between the models.
For BIC the complexity measure is not only sensitive to the number of adjustable parameters, but it is also modified by sample size (see Equation 8 ). Thus, BIC is stricter than AIC for ln(n) 9 2, i.e., n 9 7.
In machine learning, the standard model selection criterion is CV (Hastie, Tibshirani, & Friedman, 2003;  for its use in psychology, see e.g., Browne, 2000) . We used 10-fold CV: Here the data are divided into ten subsamples of equal size. The model is fitted to nine subsamples, the training set. The normalized deviance of the model fit to the training set is called training error. The normalized deviance of the same parameter estimates to the subsample that was left out during parameter estimation (i.e., the test set) is called test error (see Equation 9 ). By minimizing test error, CV has a strong and intuitively appealing emphasis on generalizability (and large differences between training and test error are indicative of over-fitting).
In the fitting of each training set, lapse rate 1 was reestimated for each pedestal and noise combination. Each subsample can be used once as test set, which results in ten estimates of test error. Assuming stationary data, i.e., training and test data come from the same distribution, a model that is correct-in particular does not over-fit-has a test error equal to the training error. We did ten iterations of 10-fold CV, leading to 100 parameter estimates and their associated test errors.
Modelling results I-Simultaneous fit to the data of all noise conditions
To test the null hypothesis that contrast discrimination is invariant to the presence of noise, once corrected for absolute visibility, each observer's data of both noise conditions were brought to the scale of the noiseless data (i.e., all pedestal and increment contrasts of both noise conditions were normalized by the relevant 75% correct detection threshold in noise and rescaled by the noiseless detection threshold). This operation transforms both noise detection thresholds to be equal to the noiseless detection threshold. If the invariance-hypothesis holds, this rescaling operation should also remove all systematic differences between conditions. For each observer, the four free parameter gain-control model was fitted to all rescaled data at once. An example of such a fit is shown in Figure 2a for observer L.V.
As can be seen in this figure, the TvC functions derived from the model fit are dipper shaped. Furthermore, the dependence of threshold reduction on performance level is captured by the gain-control model. At 75% correct, maximal detection threshold reduction for observer L.V. is estimated to be 2.7, at 60% correct this number equals 5, and at 90% correct it is 1.9. Figure 2b shows the distribution of deviance residuals for this fit, based on 180 blocks of 50 trials each. In Figure 2c , deviance residuals are plotted as a function of pedestal contrast with different color labels for different noise conditions. Table 1 lists the parameter estimates, normalized total deviance, and normalized deviance split by noise condition for all observers. Parameter estimates are within the range of typical values. The normalized total deviance values, all ranging between 1.17 and 1.52, indicate a reasonable general quality of fit: The gain-control model thus explains much of the variance in these data. Nevertheless, it should be noted that for two of four observers, total deviance does not belong to the 99.9% confidence interval of the deviance expected if observers were to behave stationary. Calculating deviance by noise condition further reveals that the quality of fit differs over noise conditions: Deviance is always lowest for the moderatenoise condition but may be considerably higher for the noand weak-noise condition (see Table 1 ).
To explore whether differences between noise conditions underlie this pattern, deviance residuals split by noise condition were analyzed by means of linear regression. Deviance residuals of all observers were pooled for this analysis. Figures 2d-2f ) show the deviance residuals of all observers split by noise level. The thick line describes the mean deviance residual as a function of pedestal contrast. Judged by eye, the deviance residuals of the no-noise condition (Figure 2d ) seem to rise from detection threshold till around "-i.e., the semi-saturation contrast if both exponents are equal, corresponding to the location of the trough of the dip, indicated by the vertical dashed lines-while the deviance residuals of the weaknoise condition (Figure 2e ) display a decreasing trend in the same region. The deviance residuals of the moderatenoise condition (Figure 2f ) do not display any systematic trend. Indeed, a linear regression analysis relating the logarithm of pedestal contrast to deviance residual revealed that deviance residuals of the no-and weaknoise condition differ significantly at low pedestal contrasts. Figure 3 shows the results of this linear regression analysis. The full lines depict the best fitting linear curves to the data, the dashed lines depict the 99.15% confidence bands of these curves, and the circles illustrate the mean deviance residual. Deviance residuals of the decreasing and rising part of the dipper function were analyzed separately. For both pedestal contrast regions, six comparisons are interesting to make: Do these three lines differ from 0, indicating a systematic misfit of the model? And do they differ from each other, indicating systematic differences between noise conditions? The overall probability of making a Type I error, i.e., falsely rejecting the null hypothesis, thus equals 0.05 (i.e., 1 j (0.9915) 6 ) for both the decreasing and rising part of the dipper function.
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As can be seen in Figure 3 , deviance residuals of the nonoise and weak-noise condition differ from zero and from each other for almost the whole decreasing part of the dipper function, while deviance residuals of the moderate noise condition are centered around zero for these pedestal contrasts. These systematic trends indicate that for low pedestal contrasts, contrast discrimination performance in the no-noise condition is underestimated by the model fit to all conditions at once, i.e., the depth of the dip is underestimated. For the weak-noise condition, on the other hand, performance, and consequently the depth of the dip, is overestimated. Making use of a computational model fitted to all data thus confirms the trend suggested by the 75% correct thresholds: Addition of both weak and moderate noise significantly-in a statistical sensereduces the size of the pedestal effect. Furthermore, considered across all observers, the reduction seen in the presence of weak noise is more severe than in moderate noise. Modelling our data within the contrast gain-control framework thus allows us to draw statistically sound conclusions which simple confidence intervals on our raw data failed to unearth.
At higher pedestal contrasts, deviance residuals of the weak-noise condition are slightly below zero. This may indicate that weak noise affects contrast processing only at low pedestal contrasts. If this were the case, normalizing and rescaling the data by means of the detection threshold would slightly misplace the data gathered at higher contrasts. Contrast discrimination performance would be overestimated in this region, as is borne out by our data. No other differences can be noted at higher pedestal contrasts.
In sum, fitting the rescaled data of all noise conditions at once leads to a perhaps reasonable overall quality of fit, but the occurrence of systematic trends in the deviance residuals implies that the null hypothesis that contrast discrimination is invariant to the presence of noise must be rejected. Though these analyzes were run on the pooled deviance residuals, data of all observers displayed the trends described above. To analyze the differences between noise conditions in more detail, we fitted the gain-control model to the data of each noise condition separately.
Modelling results II-Separate fits to the data of each noise condition
The most parsimonious modification of the gain-control model is to allow the response exponent and gain-control exponent to vary over noise conditions while the response gain and semisaturation contrast are frozen to the estimates of the fit to all data. Indeed, the exponents in the generalized Naka-Rushton equation determine the depth of the dip. Freezing the response gain parameter (a scaling parameter) guarantees that all models operate on the same scale and are thus easily comparable to each other and to the fit to all data at once. Freezing the semisaturation contrast forces the dip to have the same location for all conditions, i.e., for the 75% performance contour at a contrast around the 75% correct detection threshold. In the following, the gain-control model with two effective free parameters, namely the response-and gain-control exponent ) and ., was fitted to each noise condition separately for each observer. An example of these fits can be seen in the upper row of Figure 4 for observer E.G.
As can be seen from these plots, allowing the exponents to vary over conditions indeed leads to different estimates of the depth of the dip for different noise conditions. It is further noticeable that, in the absence of a pedestal, psychometric functions are estimated to be steeper without noise than in the presence of weak noise for each observer (see Figures 4d-4g) , as was also borne out by our data (see Figure 1a) . The psychometric functions derived from the model fit are plotted in the bottom row of Figure 4 . Bear in mind that, due to the rescaling operation, psychometric functions are supposed to coincide at 75% correct. Table 2 lists the parameter estimates and normalized deviance for all observers. Comparing the normalized deviance values of Table 2 with those of Table 1 reveals that quality of fit improved for each noise condition and all observers. It can be seen that normalized deviance is noticeably high for observer E.G. in the no-noise condition (i.e., D = 1.87). Fitting this condition with an expanded 6-free parameter version of the gain-control model (i.e., one signal-dependent noise source, having both a multiplicative and exponential component, was added) improved quality of fit only marginally to 1.80, which is not significantly better according to AIC or BIC. Most likely, this data set is over-dispersed, i.e., observer E.G. displayed nonstationary behavior in the no-noise condition (this, of course, cannot be fixed by any other model: the "error" is intrinsic to the data set).
As for the model fit to all conditions at once, we analyzed the pooled deviance residuals of all observers by means of a linear regression analysis relating deviance residual to the logarithm of pedestal contrast. The raw data of this analysis are plotted in Figure 5 , the summary of this analysis in Figure 6 . For the decreasing part of the dipper, all differences between noise conditions have vanished. As we hypothesized, allowing the responseand gain-control exponent to vary over noise conditions is sufficient to capture the systematic differences between conditions at low pedestal contrasts. At higher contrasts, virtually nothing has changed, so there is still a small but systematic misfit for the weak-noise condition.
In sum, freezing the response gain (!) and semisaturation contrast (") to the estimates of the fit to the pooled noise conditions and leaving the exponents () and .) free to capture the differences between the noise conditions leads to a parsimonious model (i.e., 0.033 free parameters per block of 50 trials which corresponds to about 1 free parameter per 1,500 trials) that successfully describes our data. Compared to the simultaneous fit to all data, allowing the exponents to vary over noise conditions leads to an improvement in quality of fit and the disappearance of systematic trends in the deviance residuals at low pedestal contrasts. We now assess whether the improvement brought about by more free parameters is sufficiently large as assessed by methods of model selection.
Model selection: Simultaneous vs. separate fits
As explained in the paragraph on model selection, there are different ways to assess which of the two modelling approaches has the highest predictive accuracy. We first consider the outcome of the AIC procedure in detail. First, and most general, we may consider the overall predictive accuracy for all observers and all conditions, analog to pooling of data across observers and conditions. We must thus compare the AIC of a 16-free parameter model (i.e., 4 Â 4 free parameters) to the AIC of a 24-free parameter model (i.e., 4 Â 3 Â 2 adjustable parameters) for a data set consisting of 727 blocks. For the fit to all conditions at once, AIC is 992.92; for the separate fits, AIC is 893.19. The reduction in AIC thus equals 99.73. This value is notably higher than any sensible critical value derived from a # 2 -distribution with eight free parameters (e.g., 99.9% of the area of this distribution is located below 26.125). We may thus conclude that, considered across noise conditions and observers, the response gain and semisaturation contrast may be frozen, but it is better not to freeze the exponents of the Naka-Rushton equation. Second, we can also do this analysis for each noise condition across observers and for each observer across noise conditions. And finally, we can do this analysis for each condition within each observer.
Results of these analyses are summarized in Table 3 . Each cell denotes an analysis at the third, most detailed level. Each marginal total denotes an analysis at the second, intermediate level of detail. Significant reductions in AIC are marked by means of stars in Table 3 . It will be noted that the second model is favored over the first for three of four observers. For observer L.V.E., there is a trend in the same direction, but the reduction in AIC is only marginally significant (AIC 1 j AIC 2 = 5.66; p G 0.059). We suspect that this may at least in part result from the relative lack of data that reduces statistical power -she completed only 4,500 trials-because her deviance residuals and parameter estimates are not inconsistent with other observers. When considering the different noise conditions, it is clear that the improvement in predictive accuracy is mainly due to the better fits to the weak-noise condition (AIC 1 j AIC 2 = 70.67; p G 10 j5 ) and the nonoise condition (AIC 1 j AIC 2 = 27.44; p G 10 j5 ). For the moderate-noise condition, fits were already fine in the first approach, so not much could be gained (AIC 1 j AIC 2 = 1.62; p G 0.65). Table 4 summarizes the reduction in BIC. Positive numbers indicate that the separate fits should be selected, negative numbers that the simultaneous fit should be selected. As can be seen in Table 3 . Reduction in AIC for each observer and each noise condition. Significant reduction at *! = 0.05, **! = 0.005, and ***! = 0.001. Whenever the theoretical degrees of freedom were not a natural number (e.g., 2.66), we used the conservative critical value of the # 2 distribution of the next natural number (i.e., 3). observers and noise conditions, the second modelling approach does much better than the first, according to BIC. At the level of individual observers, the same trend is obvious. At the level of noise conditions, the no-noise and weak-noise condition clearly benefit from the additional free parameters in the separate fits. This is not the case for the moderate noise condition, for which BIC selects the simultaneous fit. Table 5 summarizes the average CV index (i.e., test error) and the difference in test error for both modelling approaches for each observer. As indicated by the positive differences in test error, the separate fits provide better predictions for unseen data for each observer. It should in addition be noted that for three of four observers, the average test error of each noise condition belongs to the 99% confidence interval of the distribution of deviance values of a stationary observer: The data are thus very well described by our model.
In sum, despite differences in the aspects of model complexity captured by AIC, BIC, and CV, all support the same conclusion: When pooled data and observers are considered, the separate fits are always selected over the joint fit. This conclusion also holds at the level of individual observers. At the level of the noise conditions, the improved predictive accuracy is a result of the better fit to both the no-noise and weak-noise condition.
Discussion
Given our comprehensive model selection, we are now in a position to use the parameter estimates of the crossvalidation to assess differences between noise conditions. Because the response gain and semisaturation contrast Figure 9 . (Upper row) Illustration of the model components used in the simulation. Stimuli with a narrow-band spatial-frequency spectrum are often assumed to be processed in a single spatially localized, spatial-frequency, and orientation-selective filter. Ideally, an observer uses a filter that is an exact template of the signal (ii). Human deviations from ideal observer performance are typically interpreted as stemming from internal noise sources (v) on the one hand and limited efficiency or sampling (i) on the other hand (this refers to using only a sample of the available image information, for instance only the image pixels corresponding to the white pixels in i). The transduction mechanism further consisted of rectification (iii) and a nonlinear post-filter stage-the generalized Naka-Rushton transformation (iv). The final model component was a late, signal-independent noise source (v). (Lower row; a) Simulated performance as a function of signal contrast on semi-logarithmic coordinates for the three detection conditions. Red lines refer to the no-noise condition, green to the weaknoise condition, and blue to the moderate-noise condition. (b) The simulated TvC functions at 75% correct.
were frozen, we only need to consider the exponents of the Naka-Rushton function. Box plots of the estimates of the response exponent ), the gain-control exponent ., and their difference are shown in Figure 7 . We first compare parameter estimates for the no-noise and weak-noise condition. For all observers, both exponents are estimated to be reduced in the presence of weak noise. Furthermore, the difference between the exponents is always higher for the weak-noise condition than for the no-noise condition. It is this difference, together with the absolute value of the response exponent, which determines the strength of the pedestal effect: The smaller the difference and the larger the response exponent, the bigger the pedestal effect is. In other words, the depth of the dipper function is reduced in the presence of weak noise for all observers. It is interesting to note that results are not as systematic for the moderate-noise condition. For some observers, exponents are estimated to be reduced relative to the no-noise condition (e.g., observer B.B.), but for others, this is clearly not the case (e.g., observer E.G.). A similar variability over observers is present in the differences between both exponents: For some this difference has increased in the presence of moderate noise (e.g., observer L.V.E.), but for others this is not the case (e.g., observer B.B.). This variation over observers is not inconsistent with data sets that have been published earlier: The dipper function of some observers seems to be invariant to the presence of strong noise, while this is not the case for others (e.g., Henning & Wichmann, 2007) .
We thus find three stable differences between the no noise and weak-noise condition, namely, a reduction in both the response-and gain-control exponent and an increased difference between these exponents in the presence of weak noise. This indicates that the pedestal effect was reduced for all observers in the presence of weak noise. For the moderate-noise condition, results vary over observers.
To better understand these differences between noise conditions, it is helpful to "open" the models and have a look at the internal contrast response functions (see Figure 8 ; cf. Kienzle, Wichmann, Schölkopf, & Franz, 2007; Wichmann, Graf, Simoncelli, Bülthoff, & Schölkopf, 2005) . Plotted on double logarithmic coordinates, internal response rises steeply until ", the semi-saturation contrast. In this region, the contrast response behaves as an accelerating nonlinearity. Because internal variance is constant at all contrast levels in our fits (A = 1), these functions could also be interpreted as detection functions (signal-to-noise ratio as a function of contrast). Indeed, detection sensitivity has been reported to rise in an accelerating way as a function of contrast (Foley & Legge, 1981; Nachmias, 1981; Nachmias & Sansbury, 1974) . It is this acceleration that leads to the response expansion that underlies the pedestal effect. The larger the log-log steepness at low contrasts, the stronger the pedestal effect. Comparing the no-noise condition to the weak-noise condition illustrates that the log-log steepness, and thus the pedestal effect, is reduced for all observers in the presence of weak noise. The reduced log-log steepness in weak noise is a consequence of the higher response at low contrasts, which in turn leads to improved sensitivity. The response difference between the no-noise and weak-noise condition diminishes as a function of contrast and disappears completely around the semi-saturation contrast (due to the rescaling procedure). This is not inconsistent with the effect of a rectification mechanism at the output of a linear filter stage prior to the nonlinear response expansion. Due to rectification, the mean response of a linear filter is enhanced in the presence of noise. At zero pedestal contrast, the response-enhancing effect of rectification is maximal because half of the responses of a nonrectified linear filter are negative. As pedestal contrast, and thus the average filter response, increases, the proportion of negative responses drops and the response-enhancing effect of rectification diminishes until it vanishes completely. This is consistent with the contrast response functions plotted in Figure 8 .
Thus, using the gain-control model to get a small parameter description of our data that is statistically sound indeed shows that some parameters change in the presence of noise. We do not wish to claim that these parameters actually change in the visual system, but rather that this is the statistical signature of how noise changes the data.
To further explore whether one mechanism may underlie the data, we simulated performance of the Goris et al. (2008) gain-control model in the contrast discrimination experiments reported here (see Figure 9 , upper row). In this simulation, the filter stage-which need not be specified explicitly for sinusoidal contrast discrimination-was chosen to consist of (optimal) template matching, followed by full-wave rectification (e.g., Lu & Dosher, 2008) . Template matching is a convenient way to transform 2-D input images to 1-D "filter Prior to this filter stage, stimulus sampling or limited calculation efficiency was assumed, as is often the case in detection-in-noise models (e.g., Lu & Dosher, 2008) . This is described by parameter k, which expresses the proportion of available information used by the observer and ranges between 0 and 1. Inefficiencies in the visual system need not be conceptualized as sampling: parameter k could be thought of as, e.g., reflecting the use of a suboptimal filter, for instance a spatial-frequency tuned channel that has an effective bandwidth that is broader than the narrowband Gabor signal. To describe the nonlinear mapping of stimulus contrast to internal contrast representation, the second part of the transduction mechanism consisted of the generalized four parameter NakaRushton function (free parameters !, ", ), and .). The rectified filter responses used in the expansive, i.e., the numerator, and the compressive, i.e., the denominator, parts of the Naka-Rushton function were the same. Although some evidence points to the existence of a responses." broadly tuned contrast gain-control pool (e.g., Foley, 1994; Holmes & Meese, 2004) , we opted to use only within-channel suppression in this model to avoid an increase of the number of parameters. Furthermore, because the spectral properties of the noise were constant for the weak and moderate noise conditions, it is unlikely that this simplification has a significant impact on our conclusions. The transduction mechanism in this simulation is thus fully determined by specifying the sampling (k) and the parameters of the generalized Naka-Rushton equation (!, ", ) , and .).
The variability of internal states is determined by internal noise on the one hand and the use of stochastic stimuli on the other hand. One parameter was used to describe the late 1-D internal noise, assumed to be Gaussian and signal-independent (parameter A). The effect of the external noise on internal variability was derived from Monte Carlo simulations. With the noise levels used in our experiments as input to the gain-control model, k, ), ., and " were varied-effects of !, i.e., the response gain, need not be simulated. Descriptive functions were fitted to the simulated response variances. Assuming equal variance of the signal-plus-noise and noise representations (as a first approximation), allowed us to use these descriptive functions to formalise the full model behavior.
In sum, the model used in this simulation consisted of image sampling (k), template matching, response rectification, nonlinear transduction (!, ", ), and .), and late noise addition (A). All these components are illustrated in the upper row of Figure 9 . As we did in the rest of the paper, A was frozen to 1. The other five model parameters were chosen in such a way that the (normalized) simulated thresholds would approximate the data shown in Figure 1 . We found this to be the case for k = 0.05 (i.e., sampling), ! = 2*10 6 (i.e., the response gain), " = 0.025 (i.e., the semisaturation contrast), ) = 3 (i.e., the response exponent), . = 1.75 (i.e., the gain-control exponent), and A = 1 (i.e., the late noise). Figure 9a shows the psychometric functions relating detection performance to signal contrast without noise (red) and in the presence of weak (green) and moderate noise (blue) on semi-logarithmic coordinates. As was the case for the detection in noise data discussed in this paper and shown in Figure 1a , addition of weak noise improves contrast detection performance. This is not the case for moderate noise. In weak noise, the 75% correct detection threshold is reduced by a factor of 1.39 (as compared to 1.39 across observers). In modest noise, this threshold is increased by a factor of 2.14 (1.34 across observers). Further, psychometric functions are not parallel on semi-logarithmic coordinates. With these parameter values, the Goris et al. (2008) gain-control model thus mimics some aspects of human detection in noise data. Figure 9b shows the full simulated TvC functions at 75% correct for all noise conditions on double logarithmic coordinates (compare to Figures 1b and 1c) . The most leftward points denote detection (i.e., the pedestal contrast equals zero). For these TvC functions, maximal threshold reduction at 75% correct was of a factor 3.38 without noise (3.44 across observers), 1.78 in the presence of weak noise (2.17 across observers), and 2.23 in the presence of moderate noise (2.62 across observers). As was the case for the discrimination data discussed in this paper and shown in Figures 1b and 1c , the depth of the dip is thus most reduced in the presence of weak noise. It may further be noticed that contrast discrimination thresholds of the three conditions almost coincide at high pedestal contrasts, consistent with our data. At these contrasts, the slope of the dipper handle approximates one on double logarithmic coordinates, in line with several psychophysical observations (e.g., Bird et al., 2002) . In summary, a single contrast processing mechanism can produce contrast discrimination in noise data that resemble many aspects of our experimental findings.
Finally, as we did for our observers, the gain-control model used throughout the paper was also fitted to the normalized and rescaled simulated data, split per noise level (in line with the previous model fitting, the response gain and semisaturation contrast were frozen to the estimates of the fit to all data, i.e., ! = 12.3 and " = 0.04). Note that this gain-control model is similar but not identical to the model used to produce these data. The most interesting parameter estimates are shown in Figure 10 (compare to Figure 7 ). It will be noted that the three parameter changes discussed above are also present in the parameter estimates for the simulated data set (i.e., a reduction in both the response-and gain-control exponent and an increased difference between these exponents in the presence of weak noise, relative to no-noise). This simulation thus shows that a single mechanism underlying the pedestal effect and stochastic resonance may have the signature of reduced exponents if the gain-control model is fitted to the data. These similarities further support the interpretation of the contrast discrimination data discussed in this paper as consistent with the idea that a single mechanism underlies the pedestal effect in contrast discrimination and stochastic resonance in contrast detection.
It is harder to explain how contrast processing changes in the presence of moderate noise. A main part of the problem is that data differ considerably between observers. For some observers, the pedestal effect is much reduced in moderate noise. But for others, hardly anything seems to differ. An easy, common interpretation is thus unlikely to be found.
Conclusion
In this paper we explored whether a single mechanism underlies the pedestal effect, i.e., the improved detectability of a grating in the presence of a low-contrast masking grating, and stochastic resonance, i.e., the improved detectability of a grating in the presence of subthreshold noise. Analysis of the 75% correct thresholds was not conclusive, i.e., the trends present in the data were not significant. Making use of a full quantitative description of our data with few parameters, i.e., using the gaincontrol model as a statistical tool, combined with comprehensive model selection assessments, we showed the pedestal effect to be reduced in the presence of weak noise for all observers. This reduction clearly rules out independent, additive sources of performance improvement and cannot simply be attributed to additionally introduced response variability by the weak noise because it was smaller and not as consistent in the presence of moderate noise. We further showed that a single mechanism responsible for the pedestal effect and stochastic resonance may have the signature of reduced exponents if the gain-control model is fitted to the data. Given that the pattern of parameter changes for real data is the same as for simulated data (under the hypothesis of a single mechanism) and that the alternative hypothesis can be ruled out by model selection, we interpret these data as indicating that a single mechanism underlies the pedestal effect and stochastic resonance in contrast perception.
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Detection data were omitted from the low-pedestal contrast analysis. The reasons are twofold. First, due to the normalisation procedure, most differences between deviance residuals as a function of pedestal contrast will be removed for detection. Second, because of the logarithmic transformation of signal contrast, there is no correct location for these deviance residuals on the contrast axis.
