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Cavity type problems ruled by infinity
Laplacian operator
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Abstract
We study a singularly perturbed problem related to infinity Lapla-
cian operator with prescribed boundary values in a region. We prove that
solutions are locally (uniformly) Lipschitz continuous, they grow as a lin-
ear function, are strongly non-degenerate and have porous level surfaces.
Moreover, for some restricted cases we show the finiteness of the (n− 1)-
dimensional Hausdorff measure of level sets. The analysis of the asymp-
totic limits is carried out as well.
Keywords: Infinity Laplacian, Lipschitz regularity, singularly perturbed
problems, Hausdorff measure.
AMS Subject Classifications 2010: 35J60, 35J75, 35B65, 35R35.
1 Introduction
In this paper we study inhomogeneous singularly perturbed problems ruled
by the Infinity Laplacian, which is defined as follows:
∆∞u := (Du)
TD2uDu =
n∑
i,j=1
uxiuxjuxixj .
More precisely, we study weak solutions to{
∆∞u
ε(x) = ζε(x, u
ε) in Ω,
uε(x) = ϕε(x) on ∂Ω,
(Eε)
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where Ω ⊂ Rn is a bounded domain with a smooth boundary, and 0 ≤ ϕε ∈
C(Ω) with ‖ϕε‖L∞(Ω) ≤ A, for some constant A > 0. The reaction term ζε
represents the singular perturbation of the model. We are interested in singu-
lar behaviors of order O
(
1
ε
)
along ε-level layers {uε ∼ ε}, hence we consider
(smooth) singular reaction terms ζε : Ω× R+ → R+ satisfying
0 ≤ ζε(x, t) ≤
B
ε
χ(0,ε)(t) + C, ∀ (x, t) ∈ Ω× R+, (1.1)
for some constants B, C ≥ 0. Clearly ζε ≡ 0 satisfies (1.1), therefore, to insure
that the reaction term is genuinely singular, we will assume also that
R := inf
Ω×[a,b]
εζε(x, εt) > 0, (1.2)
for some 0 ≤ a < b, and R does not depend on ε. Heuristically, (1.2) says that
the singular term behaves asymptotically as ∼ ε−1χ(0,ε) plus a nonnegative
noise that stays uniformly bounded away from infinity. Singular reaction terms
is built up as approximation of unity
ζε(x, t) :=
1
ε
β
(
t
ε
)
+ gε(x), (1.3)
are particular (simpler) cases covered by analysis to be developed herein (usually
β is a nonnegative smooth real function with supp β = [0, 1], and 0 ≤ c0 ≤
gε(x) ≤ c1 < ∞). It is easy to check that the reaction term written in (1.3)
satisfies (1.1) and (1.2).
We were motivated by the study of the following over-determined problem:
given Ω ⊂ Rn a domain, functions 0 ≤ f, ϕ ∈ C(Ω) and 0 < g ∈ C(Ω), we would
like to find a compact “hyper-surface” Γ := ∂Ω′ ⊂ Ω such that the boundary
value problem 

∆∞u(x) = f(x) in Ω\Ω
′
u(x) = ϕ(x) on ∂Ω
u(x) = 0 on Ω′
∂u
∂ν (x) = g(x) on Γ
(1.4)
has a solution. Possible limiting functions coming from Eε are natural choices
to solve the above problem with Γ = ∂{u > 0} (the free boundary).
u ≡ 0
Ω′
∆∞u = f in {u > 0}
u = ϕ on ∂Ω
R
n
u
uν = g on Γ = ∂{u > 0}
Ω
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It is important to highlight that, unlike [2] and [11], we can not study (Eε) as
a limit of “variational solutions” of the corresponding inhomogeneous problem
with p-Laplacian on the left hand side of (Eε), because several geometric prop-
erties and estimates deteriorate, when p → +∞, since they depend on p (see,
for example, [4, 8, 12]). This indicates the importance of the non-variational
approach.
Viscosity solutions of (Eε) exhibit two “distinct” free boundaries: the first
one is the set of critical points C(uε) := {x ∈ Ω
∣∣ ∇uε(x) = 0}, and the second
one is the “physical” free boundary, Γε = {uε ∼ ε} (ε-level surfaces). We are
able to control uε in terms of dist(x,Γε) and see that these two free boundaries
do not intersect.
A problem similar to (Eε) for a fully nonlinear operators in the left hand
side was studied in recent years. In fact, in [15] the authors study fully nonlinear
uniformly elliptic equations of the form
F (x,D2uε) = ζε(u
ε) in Ω,
where ζε ∼
1
εχ(0,ε). They prove several analytical and geometrical properties of
solutions (see also [14] for global regularity character and [12] for an approach
with inhomogeneous forcing term). A non-variational setting of the problem was
studied in [1], where the authors obtain existence and optimal regularity results
for the class of fully nonlinear, anisotropic degenerate elliptic problems
|∇uε|γF (D2uε) = ζε(x, u
ε) in Ω, with γ ≥ 0.
These summarize current results for singularly perturbed non-variational prob-
lems.
We also remark that although regularity of infinity harmonic functions is
well studied (see [6, 7, 16]), regularity results for the inhomogeneous problem
∆∞u = f in Ω, are relatively recent and less developed. In this direction it was
shown in [9] that blow-ups are linear, if f ∈ C(Ω) ∩ L∞(Ω). As a consequence,
viscosity solutions of the inhomogeneous problem are Lipschitz continuous and
also everywhere differentiable, if f ∈ C1(Ω)∩L∞(Ω). In [3] Lipschitz regularity
was proved for a more general right hand side f : Ω × R → R provided f ∈
C(Ω× R) ∩ L∞(Ω× R).
This paper is organized as follows: in section 2 we state some preliminary
results, which we use later. In section 3 we prove optimal Lipschitz regularity
(uniformly in ε). In section 4 we prove geometric non-degeneracy properties
of solutions. As a consequence a Harnack type inequality and porosity of level
surfaces are proved. In section 5 we show that for some restricted cases the
(n − 1)-dimensional Hausdorff measure of the free boundary is finite. The cor-
responding asymptotic limit as ε → 0+ in (Eε) is studied in the Section 6.
We finish the paper analyzing the one-dimensional profile for the limiting free
boundary problem in section 7.
3
2 Preliminary results
We start with the definition of the solution.
Definition 2.1. A function u ∈ C(Ω) is called a viscosity sub-solution (super-
solution) of
∆∞u = f(x, u(x)) in Ω,
if whenever φ ∈ C2(Ω) and u − φ has a local maximum (minimum) at x0 ∈ Ω
there holds
∆∞φ(x0) ≥ f(x0, φ(x0)) (resp. ≤ f(x0, φ(x0))).
A function u is a viscosity solution when it is a viscosity sub and super-solution
at the same time.
As it was shown in [10], the Dirichlet problem{
∆∞v(x) = f(x) in Ω
v(x) = g(x) on ∂Ω
has a unique viscosity solution for Ω ⊂ Rn bounded, provided g ∈ C(∂Ω) and
either sup
Ω
f < 0 or inf
Ω
f > 0. However, the uniqueness may fail, if f changes
the sign (see the counter-example in [10, Appendix A]).
We recall a comparison principle result:
Proposition 2.1 (Comparison Principle, see [3], [10]). Let f ∈ C(Ω) such
that f > 0, f < 0 or f = 0 in Ω. If u, v ∈ C(Ω) satisfy
∆∞u(x) ≥ f(x) ≥ ∆∞v(x) in Ω, (2.1)
then
sup
Ω
(u− v) = sup
∂Ω
(u− v). (2.2)
We construct solutions by Perron’s method. We state the following theorem
independently of the (Eε) context, since it may be of independent interest. For
the proof we refer to [15] (see also [1]).
Theorem 2.1. Let f ∈ C0,1(Ω × [0,∞)) be a bounded real function. Suppose
that there exist a viscosity sub-solution u ∈ C(Ω) ∩ C0,1(Ω) and super-solution
u ∈ C(Ω) ∩ C0,1(Ω) to ∆∞u = f(x, u) satisfying u = u = ϕ ∈ C(∂Ω). Define
the class of functions
Sfϕ :=

w ∈ C(Ω)
∣∣∣∣∣∣
w is a viscosity super-solution to
∆∞u(x) = f(x, u) in Ω such that u ≤ w ≤ u
and w = ϕ on ∂Ω

 .
Then,
u(x) := inf
w∈Sfϕ
w(x), for x ∈ Ω (2.3)
is a continuous viscosity solution to ∆∞u(x) = f(x, u) in Ω with u = ϕ contin-
uously on ∂Ω.
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Existence of the solution to problem (Eε) follows by choosing u := u
ε and
u := uε respectively as solutions to the following boundary value problems:{
∆∞u
ε = sup
Ω×[0,∞)
ζε in Ω
uε = ϕε on ∂Ω
and
{
∆∞u
ε = 0 in Ω
uε = ϕε on ∂Ω.
Then uε ∈ C(Ω) ∩ C0,1(Ω) and uε ∈ C(Ω) ∩ C0,1(Ω) (see [3], [9] and [10])
are respectively a viscosity sub and super-solutions of (Eε). We state this as a
theorem:
Theorem 2.2. Let Ω ⊂ Rn be a bounded Lipschitz domain and let ϕε ∈ C(∂Ω)
be a nonnegative boundary datum. Then for each fixed ε > 0 there exists a
(nonnegative) viscosity solution uε ∈ C(Ω) to (Eε).
As a consequence of Proposition 2.1, we get (uniform) boundness of any
family of viscosity solutions.
Lemma 2.1. Let uε be a viscosity solution to (Eε). Then there exists a constant
C > 0 independent of ε such that
0 ≤ uε(x) ≤ C in Ω.
Next, we recall (see [14]) a Hopf’s type lemma below for a future reference.
Lemma 2.2. Let u be a viscosity solution to{
∆∞u = f in Br(z)
u ≥ 0 in Br(z).
If for some x0 ∈ ∂Br(z),
u(x0) = 0 and
∂u
∂ν
(x0) ≤ θ,
where ν is the inward normal vector at x0, then there exists a universal constant
C > 0 such that
u(z) ≤ Cθr.
Notations. We finish this section by introducing some notations which
we shall use in the paper.
X Ωε := {x ∈ Ω
∣∣ 0 ≤ uε ≤ ε} means the ε−level region.
X Γε := {x ∈ Ω
∣∣ uε = ε} means the ε−level surfaces.
X P(u0,Ω
′) := {u0 > 0} ∩Ω′.
X F(u0,Ω
′) := ∂{u0 > 0} ∩ Ω′ shall mean the free boundary.
X dε(x0) := dist(x0,Ωε).
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X Nδ(G) := {x ∈ Rn | dist(x,G) < δ} with G ⊂ Rn.
X Ln denotes the n-dimensional Lebesgue measure.
X Hn−1 denotes the (n− 1)-dimensional Hausdorff measure.
X Ω′ ⋐ Ω means that Ω′ ⊂ Ω′ ⊂ Ω, and Ω′ is compact (Ω′ is compactly
contained in Ω).
X D(u,Br(x0)) :=
L
n({u>0}∩Br(x0))
Ln(Br(x0))
indicates the positive density.
Remark 2.1. Throughout this paper universal constants are the ones depending
only on physical parameters: dimension and structural properties of the problem,
i. e. on n,A,B and C.
3 Uniform Lipschitz regularity
In this section we prove that viscosity solutions to (Eε) are (uniformly) locally
Lipschitz continuous (which, in view of Theorem 4.1 below (see also Remark 6.1),
is optimal).
Theorem 3.1. Let uε be a viscosity solution to (Eε). For every Ω
′
⋐ Ω, there
exists a positive constant C0, independent of ε, such that
‖∇uε‖L∞(Ω′) ≤ C0(A,B, C, dist(Ω
′, ∂Ω), diam(Ω)).
Proof. At first we analyze the closed region Ωε := {0 ≤ u
ε ≤ ε} ∩ Ω′. Let
ε≪ 13dist(Ω
′, ∂Ω). We fix x0 ∈ Ωε and define v : B1 → R by
v(y) :=
uε(x0 + εy)
ε
.
Then one has
∆∞v = εζε(x0 + εy, εv(y)) := fε(y) in B1
in the viscosity sense. From (1.1) we have that
0 ≤ fε(y) ≤ B + εC ≤ C⋆(B, C, dist(Ω
′, ∂Ω)).
Since fε ∈ C1, then v is locally differentiable and moreover (see Theorem 2 and
Corollary 2 of [9]),
|∇v(0)| ≤ 4 sup
B1
v +
1
2
4
1
3 ‖fε‖
1
3
L∞(B1)
. (3.1)
Since
v(0) =
uε(x0)
ε
≤ 1,
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Lemma 2.1 and the Harnack inequality (see Theorem 7.1 of [3]) imply
‖v‖L∞(B1) ≤ C(A,B, C). (3.2)
Combining (3.1) and (3.2), we get
|∇uε(x0)| = |∇v(0)| ≤ C0, (3.3)
for some C0 = C0(A,B, C, dist(Ω′, ∂Ω), diam(Ω)) > 0 independent of ε.
Now we turn our attention to the case of open region {uε > ε} ∩ Ω′. Let
Γε := {x ∈ Ω
′
∣∣ uε(x) = ε}.
For a fixed x1 ∈ {uε > ε}∩Ω′, define r := dist(x1,Γε). We define also a function
vr : B1 → R by
vr(y) :=
uε(x1 + ry)− ε
r
,
and note that
∆∞vr = rζε(x1 + ry, rvr(y) + ε) := g(y),
in the viscosity sense. The choice of r implies that uε(x1 + ry) > ε, for every
y ∈ B1, thus, it follows from (1.1) that g is smooth enough and bounded,
independently of ε, i.e.,
‖g‖L∞(B1) ≤ K0(B, C, diam(Ω)).
Now let z0 ∈ Γε be such that r = |x1 − z0|. As in the previous case from (3.3)
one has
|∇uε(z0)| ≤ C0(A,B, C, dist(Ω
′, ∂Ω), diam(Ω)). (3.4)
Moreover, for y0 :=
z0−x1
|z0−x1|
∈ ∂B1 we have
vr(y0) = 0 and
∂vr
∂ν
(y0) ≤ |∇vr(y0)| ≤ C0.
Therefore, by the Lemma 2.2
vr(0) ≤ C(A,B, C, dist(Ω
′, ∂Ω), diam(Ω)),
and this finishes the proof.
4 Further properties of solutions
In this section we prove several properties of solutions. In particular, we show
that solutions grow as a linear function out of ε-level surfaces, inside {uε > ε}.
This is an optimal estimate, when considered uniform in ε. The proof is based
on building an appropriate barrier function. We consider degenerate elliptic
equations of the form
∆∞u = ζ(x, u) in R
n,
where the reaction term satisfies the non-degeneracy assumption:
inf
Rn×[a,b]
ζ(x, t) > 0. (4.1)
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Proposition 4.1 (Infinity Laplacian’s Barrier). Let 0 < a < b < 1 be fixed.
For α and A0 positive numbers (to be chosen) a posteriori, there exists a radially
symmetric function ΘL : R
n → R satisfying
X ΘL ∈W 2,∞(Rn) ∩ C
1,1
loc (R
n),
X
∆∞ΘL(x) ≤ ζ(x,ΘL(x)) in R
n, (4.2)
X there exists a universal κ0 > 0 constant such that
ΘL(x) ≥ 4κ0L for |x| ≥ 4L, (4.3)
where L ≥ L0 :=
√
b−a
A0
.
Proof. Define
ΘL(x) :=


a for 0 ≤ |x| < L;
A0 (|x| − L)
2
+ a for L ≤ |x| < L+ L0;
ψ(L)− φ(L)|x|−α for |x| ≥ L+ L0.
(4.4)
where
φ(L) =
2
α
√
(b − a)A0 (L+ L0)
1+α and ψ(L) = b+ φ(L) (L+ L0)
−α
, (4.5)
Clearly ΘL ∈ W 2,∞(Rn) ∩ C
1,1
loc (R
n). Moreover, for 0 ≤ |x| < L the inequality
(4.2) is true. In the region L ≤ |x| < L+ L0, we have
DiΘL(x) = 2A0
(|x| − L)
|x|
xi
and
DijΘL(x) = 2A0
[(
1
|x|2
−
(|x| − L)
|x|3
)
xi · xj +
(|x| − L)
|x|
δij
]
.
Therefore, we obtain
∆∞ΘL(x) =
n∑
i,j=1
DiΘL ·DjΘL ·DijΘL
= 8A30
(|x| − L)2
|x|2
n∑
i,j=1
[(
1
|x|2
−
(|x| − L)
|x|
)
x2i x
2
j +
|x| − L
|x|
xi · xjδij
]
= 8A30
(|x| − L)2
|x|2
[(
1
|x|2
−
(|x| − L)
|x|
)
|x|4 +
(|x| − L)
|x|
|x|2
]
= 8A30
(|x| − L)2
|x|2
|x|2 = 8A30(|x| − L)
3 ≤ 8A30L
3
0
= (2
√
A0(b− a))
3.
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By construction
a ≤ ΘL(x) ≤ b
and so, for A0 sufficiently small, we get
∆∞ΘL(x) ≤ inf
Rn×[a,b]
ζ(x, t) ≤ ζ(x,ΘL(x)).
Now, let us turn our attention to the set |x| ≥ L+L0. Direct computation shows
that
DiΘL(x) = αφ(L)
xi
|x|α+2
and
DijΘL(x) = αφ(L)|x|
−(α+2)
(
−
(α+ 2)
|x|2
xixj + δij
)
,
hence
∆∞ΘL(x) = −α
3φ3(L)(α+ 1)
1
|x|3α+4
.
Finally, for α > 0 we get
∆∞ΘL(x) ≤ 0 ≤ ζ(x,ΘL(x)).
Therefore, ΘL satisfies (4.2). Finally, by (4.5)
|x| ≥ 4L ≥ 2(L+ L0) = 2
(
φ(L)
ψ(L)− b
) 1
α
and hence
ΘL(x) = ψ(L)− φ(L)|x|
−α ≥ ψ(L)− 2−α(ψ(L)− b) ≥ Cαψ(L),
for α > 1. Therefore,
ΘL(x) ≥ 4κ0L,
where κ0 > 0 depends on n and (b− a).
4.1 Linear growth
In order to establish lower bounds on the growth speed of the solution to
(Eε) inside the set {uε > ε}, the strategy now is to consider appropriate scaling
versions of the universal barrier ΘL.
Theorem 4.1. Let uε be a solution of (Eε). There exists a universal constant
c > 0 such that for any x0 ∈ {uε > ε} and 0 < ε ≤ dε(x0)≪ 1 one has
uε(x0) ≥ cdε(x0).
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Proof. Without loss of generality we assume that x0 = 0. Set η =
dε(0)
3
and
define
Θε(x) := εΘ η
4ε
(x
ε
)
.
Using(4.3) and (4.4) we verify that for 4L0ε ≤ η,
Θε(0) = aε and Θε∣∣∂Bη ≥ κ0η. (4.6)
Now, we claim that there exists a z0 ∈ ∂Bη such that
Θε(z0) ≤ u
ε(z0). (4.7)
In fact, if
Θε(x) > u
ε(x) in ∂Bη,
then the auxiliary function
vε := min{Θε, u
ε}
would be a super-solution to (Eε), but v
ε is strictly below uε, which contradicts
the minimality of uε. Therefore, by (4.6) and (4.7), we obtain
κ0η ≤ Θε(z0) ≤ u
ε(z0) ≤ sup
Bη
uε. (4.8)
Furthermore, uε satisfies (in the viscosity sense)
c0 ≤ ∆∞u
ε ≤ c1 in B3η.
Hence, by Harnack inequality (see Theorem 7.1 of [3]), we get
sup
Bη
uε ≤ 9uε(0) + 12σ
((
3η
2
)4
c1
)1/3
.
Thus, by (4.8)
uε(0) ≥
1
9
(
κ0 − Cη
1/3
)
η.
Finally, by taking η > 0 small enough we conclude
uε(0) ≥ c η.
for some 0 < c < 1 (independent of ε).
As a consequence of the Lipschitz regularity, Theorem 3.1 and Theorem 4.1,
we are able to completely control uε in terms of dε(x0).
Corollary 4.1. For a sub-domain Ω′ ⋐ Ω, there exists C > 0, depending on
universal parameters and Ω′, such that for x0 ∈ P(uε − ε,Ω′) and ε ≤ dε(x),
there holds
C−1dε(x0) ≤ u
ε(x0) ≤ C dε(x0).
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Proof. The inequality from below is exactly the Theorem 4.1. Now take y0 ∈
F(uε − ε,Ω′), such that |y0 − x0| = dε(x0). From Theorem 3.1,
uε(x0) ≤ C dε(x0) + u
ε(y0) ≤ C dε(x0),
and the corollary is proved.
4.2 Strong non-degeneracy
Next we see that solutions are strongly non-degenerate close to ε-level sets.
This means that the maximum of uε on the boundary of a ball Br centered in
{uε > ε} is of order r.
Theorem 4.2. Let Ω′ ⋐ Ω. There exists a universal constant c > 0 such that
for x0 ∈ P(uε − ε,Ω′), ε ≤ ρ≪ 1, there holds
c ρ < sup
Bρ(x0)
uε ≤ c−1(ρ+ uε(x0)).
Proof. By taking Θε(x) = εΘ ρ
4ε
(x) we have
uε(z) > Θε(z),
for some point z ∈ ∂Bρ(x0). Note that
κ0ρ ≤ Θε(z) < u
ε(z) ≤ sup
Bρ(x0)
uε,
where κ0 is as in Proposition 4.1. The upper estimate is a direct consequence of
the Lipschitz regularity.
As a consequence we get a positive density result.
Corollary 4.2. Let x0 ∈ {uε > ε} and ε ≤ ρ ≪ 1. There exists a universal
constant c0 ∈ (0, 1) such that
D(uε − ε,Bρ(x0)) ≥ c0.
Proof. As we saw in the previous theorem, there exists y0 ∈ Bρ(x0) such that
uε(y0) ≥ c0ρ.
On the other hand, by Lipschitz regularity, for z ∈ Bκρ(y0), we have
uε(z) + Cκρ ≥ uε(y0).
Thus, by using the estimates from above, we are able to choose κ > 0 small
enough in order to have
z ∈ Bκρ(y0) ∩Bρ(x0) and u
ε(z) > ε.
So we conclude that there exists a portion of Bρ(x0) with volume of order ∼ ρn
within {uε > ε}. Therefore, we have a uniform positive density result for the
solution of (Eε). More precisely,
L
n(Bρ(x0) ∩ {u
ε > ε}) ≥ Ln(Bρ(x0) ∩Bκρ(y0)) = c0 L
n(Bρ(x0)),
for some constant c0 > 0 independent of ε.
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4.3 Harnack type inequality
For solutions of (Eε) the Harnack inequality is valid for balls that touch the
free boundary along the ε-layers, i.e., ∂{uε > ε}.
Theorem 4.3. Let uε be a solution of (Eε). Let also x0 ∈ {uε > ε} and
ε ≤ d := dε(x0). Then,
sup
B d
2
(x0)
uε(x) ≤ C inf
B d
2
(x0)
uε(x)
for a universal constant C > 0 independent of ε.
Proof. Let z1, z2 be extremal points for u
ε in B d
2
(x0), i.e.,
inf
B d
2
(x0)
uε(x) = uε(z1) and sup
B d
2
(x0)
uε(x) = uε(z2).
Since dε(z1) ≥
d
2 , by Corollary 4.1
uε(z1) ≥ C1d. (4.9)
Moreover, by Theorem 4.2
uε(z2) ≤ C2
(
d
2
+ uε(x0)
)
. (4.10)
Taking y ∈ ∂{uε > ε} such that d = |x0 − y| and z ∈ Bd(y) ∩ {uε > ε}, we get
from Corollary 4.1 and Theorem 4.2
uε(x0) ≤ sup
Bd(z)
uε ≤ C2(d+ u
ε(z)) ≤ C3d. (4.11)
Combining (4.9), (4.10) and (4.11), we conclude
sup
B d
2
(x0)
uε(x) ≤ C inf
B d
2
(x0)
uε(x).
4.4 Porosity of the level surfaces
As a consequence of the growth rate and the non-degeneracy property, we
get porosity of level sets.
Definition 4.1. A set E ⊂ Rn is called porous with porosity δ > 0, if ∃R > 0
such that
∀x ∈ E, ∀r ∈ (0, R), ∃y ∈ Rn such that Bδr(y) ⊂ Br(x) \ E.
12
A porous set of porosity δ has Hausdorff dimension not exceeding n − cδn,
where c = c(n) > 0 is a constant depending only on n. In particular, a porous
set has Lebesgue measure zero (see, for example, [17]).
Theorem 4.4. Let uε be a solution of (Eε). Then the level sets ∂{uε > ε} are
porous with porosity constant independent of ε.
Proof. Let R > 0 and x0 ∈ Ω be such that B4R(x0) ⊂ Ω.
We aim to prove the set F(uε − ε,BR(x0)) is porous.
Let x ∈ F(uε−ε,BR(x0)). For each r ∈ (0, R) we haveBr(x) ⊂ B2R(x0) ⊂ Ω.
Let y ∈ ∂Br(x) such that uε(y) = sup
∂Br(x)
uε. By non-degeneracy
uε(y) ≥ cr, (4.12)
where c > 0 is a constant. On the other hand, we know that near the free
boundary
uε(y) ≤ Cdε(y), (4.13)
where C > 0 is a constant, and dε(y) is the distance of y from the set B2R(x0)∩
Γε. Now, from (4.12) and (4.13) we get
dε(y) ≥ δr (4.14)
for a positive constant δ < 1.
Let now y∗ ∈ [x, y] be such that |y− y∗| = δr2 , then it is not hard to see that
B δ
2
r(y
∗) ⊂ Bδr(y) ∩Br(x). (4.15)
Indeed, for each z ∈ B δ
2
r(y
∗)
|z − y| ≤ |z − y∗|+ |y − y∗| <
δr
2
+
δr
2
= δr,
and
|z − x| ≤ |z − y∗|+
(
|x− y| − |y∗ − y|
)
<
δr
2
+
(
r −
δr
2
)
= r,
and (4.15) follows.
Since by (4.14) Bδr(y) ⊂ Bdε(y)(y) ⊂ {u
ε > ε}, then
Bδr(y) ∩Br(x) ⊂ {u
ε > ε},
which together with (4.15) provides
B δ
2
r(y
∗) ⊂ Bδr(y) ∩Br(x) ⊂ Br(x) \ ∂{uε > ε} ⊂ Br(x) \ F(u
ε − ε,BR(x0)).
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5 Hausdorff measure estimates
In this section we prove the finiteness of the (n − 1)-dimensional Hausdorff
measure of level surfaces. For that we restrict ourselves to the case when the
reaction term, which propagates up to the free boundary, is non-degenerate.
Suppose that a = 0 in (1.2) and for some b > 0
R0 := inf
Ω×[0,b]
εζε(x, εt) > 0. (5.1)
Definition 5.1 (Asymptotic Concavity Property). We say that an oper-
ator F : Ω× Sym(n)→ R is asymptotically concave, if there exists
A ∈ Aλ,Λ :=

A ∈ Sym(n) ∣∣ λ‖ξ‖2 ≤
n∑
i,j=1
Aijξiξj ≤ Λ‖ξ‖
2, ∀ ξ ∈ Rn


and a continuous function ωF : Ω× Sym(n)→ R such that
F (x,M) ≤ Tr(A(x) ·M) + ωF (x,M), ∀ (x,M) ∈ Ω× Sym(n), (ACP)
with
lim
‖M‖→∞
|ωF (x,M)| := K <∞, ∀ x ∈ Ω. (5.2)
Remark 5.1. The (ACP) condition is weaker than concavity assumption. Ge-
ometrically, it means that for each x ∈ Ω fixed, there exists a hyperplane which
decomposes R × Sym(n) in two semi-spaces such that the graph of F (x, ·) is
always below this hyperplane. Moreover, by assuming F (x, 0) = 0, the assump-
tion (5.2) means that the distance from the hyperplane to the graph of F goes
to infinity for matrices with big enough norms (see [1] and [13]).
{x} × Sym(n)
F (x,M)
H = Tr(A(x) ·M) + ωF (x,M)R
0 < λ ≤ F (x,M+P )−F (x,M)‖P‖ ≤ Λ <∞
u
u
u
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Definition 5.2. Let v be the solution of (Eε). We write v ∈ S(F,G,H), if
∆∞v ≤ G(|Dv|)F (x,D
2v) +H(x, |Dv|),
where
X F : Ω× Sym(n)→ R is a fully nonlinear uniformly elliptic operator with
F (x, 0) = 0;
X G : R+ → R is a non-negative continuous function and injective;
X H : Ω× R+ → R is a bounded continuous function.
Example 1 (ϕ-Laplacian operator). The ϕ-Laplacian operator in Orlicz-
Sobolev spaces can be defined as
∆ϕu =
ϕ(|∇u|)
|∇u|
[
∆u+
{
ϕ′(|∇u|)|∇u|
ϕ(|∇u|)
− 1
}
∆∞u
|∇u|2
]
.
for an appropriate increasing function ϕ : [0,∞)→ [0,∞) satisfying the gener-
alized Ladyzhenskaya-Ural’tseva condition:
0 < g0 ≤
ϕ′(t)t
ϕ(t)
≤ g1, if t > 0,
where g0 and g1 are constants. Therefore, for a ϕ−harmonic function one has
(where ∇u 6= 0)
∆∞u ≤
ϕ(|∇u|)|∇u|2
ϕ′(|∇u|)|∇u| − ϕ(|∇u|)
∆u.
Example 2 (Convex functions). For convex functions we have following
relation
∆∞u = 〈D
2uDu,Du〉 ≤ |∇u|2∆u,
since ‖D2u‖ is controlled by ∆u.
The proof of the following proposition is similar to the corresponding result
from [1]. We sketch it here for reader’s convenience.
Proposition 5.1. For the every fixed Ω′ ⋐ Ω, ρ < dist(Ω′, ∂Ω) and C ≫ 1,
there exists a universal ε0 such thatˆ
Bρ(xε)
[ζε(x, u
ε(x)) − C] dx ≥ 0, (5.3)
for any xε ∈ F(uε − ε,Ω′) whenever ε ≤ ε0.
Proof. If (5.3) is not true, then there are C0 > 0 and ρ < dist(Ω
′, ∂Ω) such that
ˆ
Bρ(xk)
(ζεk(x, u
εk)− C0) dx < 0,
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for points xεk ∈ F(u
εk − εk,Ω′) and a sequence εk → 0 as k →∞. Define
vk(y) :=
buεk(xεk + εk y)
εk
.
Then ˆ
Bρ/εk
(
(εkb
−1)ζεk (xεk + εky, εkb
−1vk)− C0εkb
−1
)
dx < 0. (5.4)
Note that
‖∆∞vk‖L∞(Bρ/εk ) ≤
B + C
b
,
independent of ε.
By the regularity of vk one has (up to a subsequence) that
v∞ := lim
k→∞
vk,
in the C0,αloc topology. Combining (5.1) and (5.4), we deduce that
either v∞ ≡ 0, or else v∞ ≥ b, everywhere in R
n.
The first case is not possible since v∞(0) = b > 0. If v∞ ≥ b, we have that 0 is
a minimum point, which leads to a contradiction, since by non-degeneracy
0 = |∇v∞(0)| = |∇u
εk(0)|+ o(1) ≥ c > 0.
Thus, combining the (ACP) condition and the Proposition 5.1, we obtain:
Lemma 5.1. Let uε ∈ S(F,G,H) with F being asymptotically concave and let
xε ∈ F(uε − ε,Ω′). Then ˆ
Bρ(xε)
Aij u
ε
ij dx ≥ 0. (5.5)
Proof. Note that
F (x,D2uε) ≥ [ζε(x, u
ε)−H(x, |∇uε|)]G(|∇uε|)−1
in {uε > ε} ∩Ω′, for any Ω′ ⋐ Ω. Hence, by Lipschitz regularity and properties
of G and H , one has
F (x,D2uε) ≥ [ζε(x, u
ε)− CH ]G(C)
−1.
Therefore, by (ACP) conditionˆ
Bρ(xε)
Aij u
ε
ij dx ≥
ˆ
Bρ(xε)
[
(ζε(x, u
ε)− CH)G(C)
−1 −K
]
dx
≥ G(C)−1
ˆ
Bρ(xε)
[ζε(u
ε)− (CH +G(C)K)] dx,
where C > 0 comes from the universal control on the Lipschitz norm in Bρ(xε).
Combining the estimate above and the Proposition 5.1, we obtain (5.5).
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Lemma 5.1 plays a crucial role in the study of regularity of level surfaces,
since it leads to the following result (see Theorem 5.6 in [1]):
Theorem 5.1. Let Ω′ ⋐ Ω and uε ∈ S(F,G,H) with F being asymptotically
concave. There exists a C > 0 constant depending on Ω′ such that
Hn−1(P (uε − C1ε,Bρ(xε))) ≤ Cρ
n−1, (5.6)
for some C1 > 1 and for all xε ∈ F (uε − C1ε,Ω′), provided dε(xε) < dist(Ω′, ∂Ω)
and C1ε ≤ ρ.
6 The limiting problem
As a consequence of Theorem 3.1 and Lemma 2.1 we obtain the following
result:
Theorem 6.1. If {uε}ε>0 is a solution to (Eε), then for any sequence εk → 0+
there exist a subsequence εkj → 0
+ and u0 ∈ C
0,1
loc (Ω) such that
(1) uεkj → u0 locally uniformly in Ω;
(2) 0 ≤ u0(x) ≤ K0 in Ω for some constant K0 independent of ε;
(3) ∆∞u0(x) = g(x) in Ω\F(u0,Ω′), with g being a bounded and nonnegative
continuous function.
Remark 6.1. It follows from (3) (using the corresponding regularity result from
[9]) that u0 is locally differentiable in P(u0,Ω
′). However, that property dete-
riorates as dist(∂Ω′, ∂{u0 > 0})→ 0. On the other hand, the gradient remains
controlled even when dist(x0,F(u0,Ω
′))→ 0.
Hereafter we will use the following definition when referring to u0:
u0(x) := lim
j→∞
uεj (x).
Theorem 6.2. Let Ω′ ⋐ Ω. Fix x0 ∈ P(u0,Ω′) such that dist(x0,F(u0,Ω′)) ≤
dist(Ω′, ∂Ω). Then there exists a constant C > 0 independent of ε such that
C−1dist(x0,F(u0,Ω
′)) ≤ u0(x0) ≤ C dist(x0,F(u0,Ω
′)). (6.1)
Proof. From Corollary 4.1 we know that there exists yε ∈ Ωε such that
dε(x) = |x− yε| and u
ε(x) ≥ c dε(x) = c |x− yε|,
for some constant c > 0 independent of ε. Passing to a subsequence, if necessary,
we get for yε → y0 ∈ F(u0,Ω′)
u0(x) ≥ c |x0 − y0| ≥ c dist(x,F(u0,Ω
′)).
Finally, the upper bound is a consequence of the local Lipschitz estimate for
u0.
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The next theorem is an immediate consequence of Theorem 4.2 as ε→ 0+.
Theorem 6.3. Let Ω′ ⋐ Ω. For any x0 ∈ P(u0,Ω′) such that dist(x0,F(u0,Ω′)) ≤
dist(Ω′, ∂Ω), there exist constants C0 > 0 and r0 > 0 independent of ε, such
that
C−10 r ≤ sup
Br(x0)
u0 ≤ C0(r + u0(x0))
provided r ≤ r0.
The following result shows that, in Hausdorff distance, Ωε converges to
P(u0,Ω
′) as ε→ 0+.
Theorem 6.4. Let Ω′ ⋐ Ω. Then for a C1 > 1, the following inclusions hold:
P(u0,Ω
′) ⊂ Nδ({u
εj > C1εj})∩Ω
′ and {uεj > C1εj}∩Ω
′ ⊂ Nδ({u0 > 0})∩Ω
′,
provided εj ≤ δ ≪ 1.
Proof. We prove the first inclusion (the other one can be obtained in a similar
way). Suppose that it is not true. Then there exists a δ0 > 0 such that for every
εj → 0 and ∀xj ∈ P(u0,Ω′)
dist(xj , {u
εj > C1εj}) > δ0. (6.2)
For some y ∈ B δ0
2
(xj) ∩ {uεj > C1εj} we have from Theorem 6.3
uεj (y) = sup
B δ0
2
(xj)
uεj (xj) ≥
1
2
sup
B δ0
2
(xj)
u0(xj) ≥ cδ0 ≥ C1εj,
which contradicts (6.2).
Theorem 6.5. Given Ω′ ⋐ Ω, there exist constants C > 0 and ρ0 > 0, depend-
ing only on Ω′ and universal parameters, such that for any x0 ∈ F(u0,Ω′) there
holds
C−1ρ ≤
 
∂Bρ(x0)
u0(x) dH
n−1 ≤ C ρ. (6.3)
provided ρ ≤ ρ0.
Proof. The upper bound follows from the Lipschitz regularity of u0. The lower
bound is a consequence of the nondegeneracy.
Remark 6.2. Repeating the steps of the proof of Theorem 4.3 one can show
that the Harnack inequality is true for u0 in touching balls. Furthermore, as a
consequence of the non-degeneracy and the growth rate, one can prove (as it was
done in Theorem 4.4) that the free boundary F(u0) is a porous set.
Next, we prove several geometric-measure properties for F(u0). The ultimate
goal is to prove the local finiteness of the (n−1)-dimensional Hausdorff measure
of the limiting level surface.
First we see that the set {u0 > 0} has uniform density along F(u0).
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Theorem 6.6. Let Ω′ ⋐ Ω. There exists a constants c0 > 0 such that for any
x0 ∈ F(u0,Ω′) there holds
D(u0, Bρ(x0)) ≥ c0 (6.4)
provided ρ≪ 1. In particular, Ln(F(u0)) = 0.
Proof. The estimate (6.4) follows as in the proof of Corollary 4.2. We conclude
the resuly by using Lebesgue differentiation theorem and a covering argument
(Besicovitch-Vitali type theorem, see [5]).
Theorem 6.7. Let Ω′ ⋐ Ω. There exists a constant C > 0, depending only on
Ω′ and universal parameters such that, for any x0 ∈ F(u0,Ω
′), there holds
Hn−1(F(u0,Ω
′) ∩Bρ(x0)) ≤ Cρ
n−1.
Proof. From Theorem 6.4, for j ≫ 1 one has
[Nδ(F(u0,Ω
′)) ∩Bρ(x0)] ⊂ [N4δ(∂{u
εj > C1εj}) ∩B2ρ(x0)] .
Assuming εj ≤ δ ≤ ρ ≪ dist(Ω
′, ∂Ω), the hypotheses of Theorem 5.1 are ful-
filled, implying the following estimate for the δ-neighborhood,
Ln(Nδ(F(u0,Ω
′)) ∩Bρ(x0)) ≤ Cδρ
n−1.
Now, let {Bj}j∈N be a covering of F(u0,Ω′) ∩ Bρ(x0) by balls with radii δ > 0
and centered at free boundary points on F(u0,Ω
′) ∩Bρ(x0). Then⋃
j
Bj ⊂ Nδ(F(u0,Ω
′)) ∩Bρ+δ(x0).
Therefore, there exists a constant C > 0 with universal dependence such that
Hn−1δ (F(u0,Ω
′) ∩Bρ(x0)) ≤ C
∑
j
Ln−1(∂Bj)
= n
C
δ
Ln(Bj)
≤ n
C
δ
Ln(Nδ(F(u0,Ω
′)) ∩Bρ+δ(x0))
≤ C(n)(ρ+ δ)n−1
= C(n)ρn−1 + o(δ).
Letting δ → 0+ we finish the proof.
As an immediate consequence of Theorem 6.7 we conclude that F(u0) has lo-
cally finite perimeter. Moreover, the reduced free boundary F⋆(u0) := ∂red{u0 >
0} has a total Hn−1 measure in the sense that Hn−1(F(u0)\F⋆(u0)) = 0 (Theo-
rem 6.7 in [1]). In particular, the free boundary has an outward vector for Hn−1
almost everywhere in F∗(u0).
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7 Final comments
We finish the paper by analysing the one-dimensional profile representing the
corresponding free boundary condition. Let
uεxx(u
ε
x)
2 = ζε(u
ε) in (−1, 1), (7.1)
where ζε given by
ζε(s) =
1
ε
ζ
(s
ε
)
is a high energy activation potential, i.e., a non-negative smooth function sup-
ported in [0, ε]. The limiting configuration satisfies (in the viscosity sense)
∆∞u0 = 0 in {u0 > 0} ∩ (−1, 1).
Multiplying (7.1) by uεx we get
uεxx(u
ε
x)
3 = ζε(u
ε).uεx =
d
dx
Ξε(u
ε), (7.2)
where
Ξε(t) =
ˆ t
ε
0
ζ(s)ds→
(ˆ
ζ(s)ds
)
χ{t>0}
as ε→ 0+, i.e.,
Ξε(u
ε)→
ˆ
ζ(s)ds, as ε→ 0+
provided u0(x) > 0. Using change of variable
uεx(x) = w,
we re-write ˆ
d
dx
Ξε(u
ε) =
ˆ
(uε)3xu
ε
xxdx =
ˆ
w3dw.
Hence, by computing the anti-derivatives at (7.2) and letting ε→ 0+ we obtain
the following characterization for limiting condition
|u′0| =
4
√
4
ˆ
ζ(s)ds on ∂{u0 > 0}.
Therefore, the corresponding one-dimensional limiting free boundary problem
is given by 

∆∞u0 = 0 in {u0 > 0} ∩ (−1, 1),
u0 = 0 in ∂{u0 > 0},
|u′0| =
4
√
4
´
ζ(s)ds on ∂{u0 > 0}.
Furthermore, if for some direction xi we have
uεxixi(u
ε
xi)
2 ≤ ζε(u
ε) in Ω,
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then by repeating the previous argument (since uε is increasing in direction xi),
we conclude ∣∣∣∣∂u0∂xi
∣∣∣∣ ≤ 4
√
4
ˆ
ζ(s)ds on ∂{u0 > 0}
in every regular point of the free boundary.
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