The work treats smoothing and dispersive properties of solutions to the Schrödinger equation with magnetic potential. Under suitable smallness assumption on the potential involving scale invariant norms we prove smoothing -Strichartz estimate for the corresponding Cauchy problem. An application that guarantees absence of pure point spectrum of the corresponding perturbed Laplace operator is discussed too.
Introduction and statement of results
Let A = (A 1 (t, x), · · · , A n (t, x)), x ∈ R n , n ≥ 3 be a magnetic potential, such that A j (t, x), j = 1, · · · , n, are real valued functions, and let the magnetic Laplacian operator be
Our goal is to study the dispersive properties of the corresponding Schrödinger equation
(1.1) ∂ t u − i∆ A u = F (t, x), t ∈ R, x ∈ R n u(0, x) = f (x).
In this paper, we will be concerned with the Strichartz and smoothing estimates for (1.1), when the vector potential A is small in certain sense. In fact, we aim at obtaining global scale invariant Strichartz and smoothing estimates, under appropriate scale invariant smallness assumptions on A. We say that a pair of exponents (q, r) is Strichartz admissible, if 2 ≤ q, r ≤ ∞, 2/q + n/r = n/2 and (q, r, n) = (2, ∞, 2). Then, by result of Strichartz, Ginibre-Velo, and Keel-Tao,
where (q,r) is another Strichartz admissible pair and q ′ = q/(q − 1). Note that for n ≥ 3 the set of admissible pairs (q, r) can be represented equivalently as (1/q, 1/r) ∈ AB, where AB is the segment with end points A(0, 1/2), B(1/2, 2n/(n − 2)) and we can rewrite the estimate (1.3) as (1.5) e is∆ F (s, ·)ds
On the other hand, the smoothing estimates were established by KenigPonce-Vega in the seminal paper, [11] , see also Ruiz-Vega [17] . These were later extended to more general second order Schrödinger equations in [12] . Some possible scale and rotation invariant smoothing estimates similar to (1.2), (1.3) and (1.4) can be written as (see Corollary 2 below )
where k is any integer, φ k := P k φ is the k th Littlewood-Paley piece of φ ( see Section 2.1 below).
Motivated by these estimates, given any integer k ∈ Z introduce the spaces Y k , defined by the norms
Now we can define the Banach spaces Y as a closure of the functions
with respect to the norm
Its dual space Y ′ consists of tempered distributions S ′ (R × R n ), having finite norm
. Then the smoothing estimates (1.6), (1.7) and (1.8) read
Motivated by the Strichartz estimates and these Besov versions of "local smoothing" norms, introduce the spaces
The dual to X space is X ′ and the norm in this space is defined in similar way:
The expressions φ → φ Y k are not faithfull norms, in the sense that may be zero, even for some φ = 0. On the other hand, they satisfy all the other norm requirements and
The main result of this work is Theorem 1.1. If n ≥ 3, then one can find a positive number ε > 0 so that for any (vector) 
there exists C > 0, such that for any F (t, x) ∈ S(R × R n ) we have the estimate
In particular, the solutions to (1.1) satisfy the smoothing -Strichartz estimate 
as well as the smoothing -Strichartz estimates
The main idea to prove this Theorem is to apply appropriate scale invariant estimate for the free Schrödinger equation involving Strichartz and smoothing type norms.
Estimates of this type have been obtained earlier in [16] and [17] with Strichartz type norms of the form
Recently, we found (the authors are grateful to Luis Vega for pointing them this recent work) similar estimate in the work [9] and this estimate has the form
On one hand, this estimate can be used to derive the Strichartz estimate for the perturbed Schrödinger equation provided its (formally) "dual" version 
This is a standard corollary of the Strichartz estimates in high dimensions. Note that the requirement n ≥ 3 is necessary, and in fact such result fails in dimensions one and two.
Proof. Assume that there is an eigenvalue λ with eigenvector f for −∆ A +V . Then u(t, ·) = e iλt f is a solution to the Schrödinger equation
It follows from the Strichartz estimates of Theorem 1.1
Clearly, if Cε < 1/2, we have that
In dimension two, one may consider the Aharonov-Bohm type vector potentials (i.e. of the form A(r, θ) = g(r)ψ(θ)(sin(θ), − cos(θ))), for which −∆ A + V is unitarily equivalent to −∆ + V , [3] . For the Schrödinger operators −∆ + V however, it is well-known that eigenvalues may exists for arbitrarily small (and smooth compactly) potentials V . This is due to B. Simon [18] , see also [14, p.274, Theorem XIII.80]. Therefore, such result must fail in dimensions two.
Similar examples must be easier to construct in dimension one, but as of now we are unaware of such reference. 
Introduce a positive, decreasing, smooth away from zero function χ :
, which is positive and supported in the annulus 1/2 ≤ |ξ| ≤ 2. We have that ϕ is smooth and k∈Z ϕ(2 −k ξ) = 1 for all ξ = 0. In higher dimensions, we slightly abuse the notations and denote a function with similar properties by the same name, i.e. ϕ(ξ) = ϕ(|ξ|), χ(x) = χ(|x|) etc. Note that for n > 1, χ(x) : R n → R 1 is a smooth function even at zero.
The k th Littlewood-Paley projection is defined as a multiplier type op-
Note that the kernel of P k is integrable, smooth and real valued for every k. In particular, it is bounded on every L p : 1 ≤ p ≤ ∞ and it commutes with differential operators. Another helpful observation is that for the differential operator D s x defined via the multiplier |ξ| s , one has D s x P k u = 2 ksP k u, whereP k is given by the multipleirφ(2 −k ξ), whereφ(ξ) = ϕ(ξ)|ξ| s . We also consider P <k := l<k P l , which essentially restricts the Fourier transform to frequencies 2 k .
Define also the function ψ(ξ) = χ(ξ/4) − χ(4ξ). Note that ψ has similar support properties as ϕ and ψ(ξ)ϕ(ξ) = ϕ(ξ). Thus, we may also define the operators
Recall a version of the Calderón commutator estimate (see for example Lemma 2.1 in the work of Rodnianski and Tao, [15] ), which reads
whenever 1 ≤ r, p, q ≤ ∞ and 1/r = 1/q + 1/p. Also of interest will be the properties of products under the action of P k . Starting with the relations
we exploit the property supp P k (ξ) ⊆ {2 k−1 ≤ |ξ| ≤ 2 k+1 } and see that the sum can be restricted to the set
where N 0 ≥ 1 is arbitrary number. This domain can be enlarged slightly using the inequality max(ℓ, m) ≤ ℓ + 1 + N 0 provided |ℓ − m| ≤ 1 + N 0 . So we can restrict the sum over the union of the following sets (the first two are disjoint for N 0 ≥ 5, while the third one can overlap with them)
In conclusion, for any two (Schwartz ) functions f, g we have the pointwise estimate
Taking for determinacy N 0 = 7, we get
In particular, we need an appropriate (product like!) expression for P k (A∇u). The main term is clearly when ∇u is in high frequency mode, while A is low frequency. More precisely, according to our considerations above,
where E k (x) satisfies the pointwise estimate
Note that in terms of L p behavior and Littlewood-Paley theory, one treats these error terms as if they were in the form (∂ x A)u.
2.2.
Besov spaces versions of the "local smoothing space". The space Y was introduced as the closure of S(R × R n ) with respect to the norm in (1.9), where
We can replace F L 2 (|x|∼2 m ) by the comparable expression ϕ(2 −m ·)F L 2 . This will be done frequently (and without much discussions) in the sequel in order to make use of the Plancherel's theorem, which is of course valid only in the global L 2 space. We mention also that the norm φ Y is scale invariant for rescale factors any diadic number. We show that the the "local smoothing space" defined as a closure of Schwartz functions φ with respect to the "local smoothing norms"
can be embedded in Y.
Lemma 2.1. There is a constant C = C(n), so that for every Schwartz function φ we have
.
Proof. Taking into account the definition of the space Y , it is sufficient to establish the estimate
for any integer k. Using the scale invariance of the estimate we see that we lose no generality taking k = 0. Thus, we have to verify the estimate
we can apply the triangle inequality, and reduce the proof to the following estimate
where k ∈ Z, |k| ≤ 2. This estimate follows easily from
and the obvious observation that
The estimate (2.4) is obvious, while the proof of (2.5) follows from
and the Calderón estimate
This completes the proof of the Lemma.
Remark 2. Note that the argument in the proof of this lemma implies also the estimates
for any pseudodiferential operator with symbol P (ξ) ∈ C ∞ 0 (R n ). We have also the estimate (dual to (2.3)) Lemma 2.2. There is a constant C = C(n), so that for every Schwartz function φ ∈ Y ′ , we have [6] .
Remark 3. Some generalizations of the previous two Lemmas can be seen in Theorem 1.6 and Theorem 1.7 in

Estimates for the bilinear form Q(F, G)
The sesquilinear form
was used in [13] to derive Strichartz estimates (with endpoint) and this estimates can be expressed in terms of Q
for all Strichartz pairs (q 1 , r 1 ), (q 2 , r 2 ). We have the following estimate that can be obtained by applying Lemma 3 from the work of Ionescu-Kenig [9] . Theorem 3.1. There exists a constant C = C(n) so that for any integer k, any F (t, x) ∈ S(R × R n ) and G(t, x) ∈ S(R × R n )
We have also the following energy-smoothing estimate.
Theorem 3.2. There exists a constant C = C(n) so that for any integer
Before proving these Theorems, we verify some of the smoothing estimates used in this work.
3.1. Estimates in the local smoothing space. For n = 1 we have the following smoothing estimates (see Konig, Ponce, Vega [10] )
as well as
for any interval γ ⊆ R t . Here C > 0 is a constant independent of f, F, γ.
For n > 1 we may assume
Then we have the representation
where ∆ 1 = ∂ 2 x 1 . This representation and one dimensional estimates (3.4), (3.5) and (3.6) lead to the following. Lemma 3.1. There exists a constant C depending only on the dimension, so that for any f ∈ S(R n ), F ∈ S(R × R n ), satisfying (3.7) and
, and
Proof. To prove (3.10) we use (3.8) and find
Note that (3.14)
for ξ ∈ supp ξ f due to (3.7). ¿From this observation, the one dimensional estimate (3.4) and the Plancherel identity we get (3.10), since
In a similar way we prove (3.11) and (3.12) . This completes the proof of the Lemma.
Applying the Hölder inequalities
we obtain Corollary 2. The smoothing estimates (1.6), (1.7), (1.8) are satisfied.
By Corollary 2 one gets (3.15)
t L 2 (|x|∼2 m ) ) After this prepartion, we turn to 3.2. Proof of Theorem 3.1: Bilinear smoothing-Strichartz estimate. The estimate (3.2) is scale invariant and for this we can take k = 0. We have the relation
For the form
we can apply the Cauchy inequality and via (1.3) and (1.7) we get
Hence it remains to evaluate the form
and verify the inequality
To prove (3.16) it is sufficient to consider F with
Also, note that
where u is a solution to the free Schrödinger equation i∂ t u + ∆u = G having initial data identically 0. With (3.17) in mind, apply Lemma 3 in Ionescu-Kenig [9] . We get
Here and below we use the notations
Thus, we need to establish the inequality
For the purpose it is sufficient to apply (2.6), the Hölder inequality
, and note that D −1/2
0 (R n ) due to our assumption (3.17) . This completes the proof of the Theorem. 
This estimate is trivial, since by the L 2 energy conservation, the left-hand side of this inequality is equal to
and applying the estimate (1.7), we can finish the proof as before.
Proof of Theorem 1.1
We start by some reductions of the problem. First, note that (1.1) is in the form (4.1)
We claim that suffices to prove
for the solutions of (4.1). Indeed, assuming the validity of (4.2) and since by our assumptions and Sobolev embedding
as claimed, as long as ε : C n ε < 1/2. Thus, we concentrate on showing (4.2) for the solutions of (4.1), where we denote the right hand side by F again.
Next, we take a Littlewood-Paley projection of (4.1). We get
where E k is the error term E k = P k (A∇u) − A ≤k−6 ∇u k given by (2.1). We will show that the solution to ∂ t u k − i∆u k = H k with initial data u k (0, x) = f k , satisfies the estimate
We will show first how (4.3) implies Theorem 1.1 and then we proceed to show (4.3). 
We will need the following estimates.
Let us show first how based on (4.5) and (4.6), we finish the proof of Theorem 1.1. Plugging in these estimates in (4.4), using the definition (1.12) of X ′ and square summing in k yields
Thus, for this section, remains to see (4.5) and (4.6).
4.1.1. Proof of (4.6). Let k be integer with |k − k| ≤ 3. We have
This last expression is very similar to u k X ′ . We will show that it is controlled by it, which of course is enough to establish (4.6). Fix an m. Then
where Q k acts as a (vector) multiplier ψ(2 −k ξ)2 −k ξ. We have by the Calderón commutator estimate 2 and the Bernstein inequality
Proof of (4.5). We treat E k on a term-by-term basis in (2.1). For the first term, by Calderón commutators,
For the second term, we have by standard Littlewood-Paley theory
whence with m, ℓ ∈ Z with |m − ℓ| ≤ 8 we have
For the third term in (2.1), observe that since for all 1 ≤ p ≤ 2,
we can estimate by 
4.2.
The proof of (4.3). The nontrivial part of (4.3) is the case when u k is the solution to ∂ t u k − i∆u k = H k with zero initial data u k (0, x) = 0. Then the fact that the norm of X k has three components implies that the inequality u k X ′ ≤ C H k X is equivalent to the following nine inequalities
. The estimates (4.7), (4.8), (4.10) and (4.11) are Strichartz inequalities (see (1.4) for general case).
The estimate (4.15) is smoothing -smoothing estimate established in Corollary 2( actually they follow from the bilinear estimate (3.15)) .
The estimates (4.9), (4.13) are smoothing -endpoint Strichartz inequalities following from bilinear estimate of Theorem 3.1.
Finally, the estimates (4.12), (4.14) are smoothing -energy inequalities following from bilinear estimate of Theorem 3.2.
The first inequality is the usual Strichartz estimate, while the second one is equivalent to (3.2) .
This completes the proof of the inequality (4.3) and Theorem 1.1.
