1. Introduction {#s0005}
===============

Epilepsy is singularly unusual among other serious neurological conditions because seizures are brief and infrequent, so that for at least 99% of the time patients are unaffected by seizure activity. Although seizure activity is infrequent, the disability caused by epilepsy can be significant due to the uncertainty around the occurrence and the consequences of the events. The constant uncertainty impairs the quality of life for these individuals. A recent survey confirmed that the majority of patients find this unpredictability to be the most debilitating aspect of epilepsy ([@bb0005]). There is an unmet need for a device that provides a warning when there is an increased risk of a seizure.

A warning system could support new treatment approaches and improve a patient\'s quality of life. For example, such a system could inform patients\' daily routines and help them to avoid dangerous situations when at higher risk of seizure. Tracking fluctuations in seizure likelihood could also be used to titrate therapeutic interventions, reducing the time spent using anti-epileptic drugs or electrical stimulation.

Given the nature of epilepsy, there are undeniably technological and theoretical hurdles to creating a viable warning system for seizures; however, such a system is no longer considered impossible to build ([@bb0035], [@bb0100]). A key development has been the use of long-term electroencephalography (EEG) data. After a long-term clinical trial, Cook et al. were able to demonstrate success of an implantable recording system, seizure prediction algorithm, and handheld patient advisory device ([@bb0015]). Using this device, the group recorded a dataset that comprises a total of over 16 years of continuous intracranial electroencephalography (iEEG) recording and thousands of seizures. Cook et al. established the feasibility of seizure prediction in a clinical setting, and provided inspiration for the development of further seizure prediction algorithms ([@bb0040]).

Despite the trial\'s success, there were also limitations ([@bb0020]). While pre-seizure patterns in the iEEG data were extracted in an automated fashion, it was based on a limited and pre-defined set of features, which may be one reason that prediction was not possible for all patients. After the initial design phase, the algorithm was no longer tunable, making the system inflexible to patients\' changing preferences regarding false alarm and missed seizure rates.

As preictal patterns are patient specific, no pre-determined set of features will be able to capture all possible preictal signatures. Therefore, standard feature engineering techniques are unsuitable for the creation of a generalizable predictor ([@bb0040]). Instead of restricting the feature space a-priori, all data should be considered potentially relevant for recognizing preictal patterns -- a task to which novel computational techniques are uniquely suited.

Deep learning, a machine learning technique, is a powerful computational tool that enables features to be automatically learnt from data ([@bb0080]). Typically, deep learning is used to train a class of algorithms known as deep neural networks to perform specific tasks. The availability of big data has cemented the usefulness of deep learning for a diverse range of problems ([@bb0080]). Applications range from self-driving cars via robotics to novel diagnostic and treatment options in medical imaging, healthcare, and genomics ([@bb0030], [@bb0055], [@bb0090], [@bb0120], [@bb0140]). Recent open source seizure prediction competitions ([@bb0010]; "Melbourne University AES/MathWorks/NIH Seizure Prediction \| Kaggle," 2016) have shown that machine learning techniques are able to produce pre-eminent results, suggesting this method may provide a path to clinical translation of seizure prediction devices. However, the best performing algorithms in competitions often require an unrealistic amount of computing resources for a wearable device ("Melbourne University AES/MathWorks/NIH Seizure Prediction \| Kaggle," 2016).

For seizure prediction to be implemented in a clinical device, it is necessary for algorithms to run on small, low-power technology. A number of recent advances in computing led to the development of sophisticated deep learning algorithms using ultra-low power chips ([@bb0050]). One example of such a chip is IBM\'s TrueNorth Neurosynaptic System ([@bb0025], [@bb0095]). TrueNorth is a specialized chip capable of implementing artificial neural networks in hardware and hence it is neuromorphic in nature. It is one of the most power-efficient chips to date, consuming \< 70 mW power at full chip utilization. The chip\'s neuromorphic technology allows for the deployment and testing of algorithms that were previously unrealizable in a clinically viable seizure warning system.

Seizure prediction has been established as clinically feasible and highly desirable for patients. In light of promising results ([@bb0010], [@bb0015], [@bb0060]), the development of a practical seizure warning device has been declared a grand challenge in epilepsy management ([@bb0125]). In this paper, we describe how deep learning and the TrueNorth processor can be leveraged to advance the task of patient-specific seizure prediction. Prediction results were benchmarked using data recorded during the trial undertaken by Cook and colleagues ([@bb0015]). The presented results address several limitations of this earlier study, and provide proof-of-concept for a deep learning system for seizure prediction.

2. Materials and Methods {#s0010}
========================

The overall study design is shown in [Fig. 1](#f0005){ref-type="fig"}. The iEEG signal is recorded using intracranial electrodes (magenta circles). Annotated iEEG signals are processed by a deep neural network that is trained to distinguish between preictal and interictal signals. The resulting deep learning model is subsequently deployed onto the neuromorphic TrueNorth chip.Fig. 1Concept of seizure advisory system: a) Training phase: iEEG signal is recorded via intracranial electrodes (magenta circles indicate a possible configuration) and recordings are passed on to a deep learning network (green network graph). The model is subsequently deployed onto a TrueNorth chip. b) Inference phase: iEEG signal is recorded via intracranial electrodes (magenta circles) and recordings are passed on to the TrueNorth chip. Prediction of a seizure is indicated to the patient on a wearable device.Fig. 1

2.1. System Design Rationale {#s0015}
----------------------------

The objective of this study is the development, implementation, and evaluation of a clinically relevant seizure prediction system. In order for a system to be valuable to patients while being maintainable by clinicians, we defined the following goals:G1.The system needs to perform well and reliably across patients.G2.The system needs to operate autonomously over long periods of time without a requirement for regular maintenance or reconfiguration by an expert.G3.The system needs to allow for patients to set personal preferences with respect to sensitivity.G4.The system must run in real-time on a low-power platform.

We addressed performance (G1) and long-term feasibility (G2) using deep learning, a technique that, in contrast to a more traditional feature engineering approach, does not rely on data analysis experts for the monitoring and adaptation of models. Unlike traditional computing systems that learn through instructions or explicit programming, deep learning algorithms learn from examples to automatically discriminate different classes of signals. In the context of a seizure prediction system, this is what allows the algorithm to distinguish between preictal and interictal data segments. By its nature, a system using an artificial neural network cannot only adjust to each individual patient\'s brain signals, but also to short- and long-term changes in the recording. It further allows for the integration of other patient-specific variables that have been shown to co-vary with seizure likelihood, such as time of day information. Moreover, a deep neural network can automatically learn to discriminate between different classes of data, for example, in this case, preictal and interictal.

Generally, a classification neural network such as the one used in our study will classify the signal on a sample-by-sample basis, leading to potentially very frequent but short alarms. In a real-time system, an additional processing layer is therefore required to balance the sensitivity of the system, number, and duration of alarms. In addition to forming the basis of system optimization, this processing layer also allows for instantaneous tuning of the system\'s sensitivity by the patient directly (G3).

Adaptation to changes of the signal over time (G2), as for example observed by [@bb0015] were addressed in both processing layers.

Running a neural network classifier in a real-time environment requires specialized hardware (G4). TrueNorth is a highly power-efficient and specialized chip. The network needed to be adapted to run on the TrueNorth chip.

2.2. Data {#s0020}
---------

Data for the study were collected for a previous clinical trial of an implanted seizure advisory system ([@bb0015]). The iEEG of the enrolled patients were continuously recorded for up to two years using an implanted 16-electrode iEEG system. Data were reviewed by expert investigators and all seizures were annotated. Seizures were labelled as either clinical or clinically equivalent (see ([@bb0015]) for a detailed description of the data). In this study, we used the data of all ten patients that were included in the prospective trial conducted by Cook and colleagues ([@bb0015]). The data comprised a total of 16.29 years of iEEG signal and 2817 seizures. Sections of the data will shortly be made publicly available.

2.3. Learning Pre-seizure Patterns {#s0025}
----------------------------------

Data segments were transformed into a time-frequency representation (spectrograms). Including information about the circadian patterns of seizure occurrence can improve prediction performance ([@bb0065], [@bb0070]); therefore, hour of day labels were also incorporated into the spectrograms.

The system operated in two distinct phases, as depicted in [Fig. 1](#f0005){ref-type="fig"}. During the *training* phase ([Fig. 1](#f0005){ref-type="fig"}a), previously labelled data were used to train a deep neural network to distinguish between preictal (defined as occurring within the 15 min before a seizure) and interictal (defined as anything that is neither preictal nor ictal) data. Training was performed on a dataset containing the same number of preictal and interictal samples to ensure unbiased learning of features. During the *inference* phase ([Fig. 1](#f0005){ref-type="fig"}b), the trained deep learning model was used to classify incoming data into preictal and interictal classes in a pseudoprospective and continuous manner using all data recorded after the training period.

Initially, two months of iEEG data, containing at least one seizure for each patient, was used for algorithm training and calibration. Following the initial training, a new model was trained after each month of incoming data. We found that non-stationarities in the iEEG signal ([@bb0130], [@bb0150]) were detrimental to the model\'s performance, which led us to devise a protocol in which data older than a certain number of months is excluded from the training set. The resulting model was used to make predictions for the following month of data. This procedure ensured that inference always occurred chronologically after training (i.e., pseudoprospective). For more details on data selection, data processing, and the training protocol we invite the reader to refer to [Section 2](#s0010){ref-type="sec"} in the supplementary information.

Training and inference for all ten patients were developed using a high-performance computer. A full deployment onto the neuromorphic TrueNorth chip was undertaken for one patient to provide proof-of-concept of low-power system functionality.

2.4. Enabling Real-time Tunability {#s0030}
----------------------------------

During system operation, the deep neural network classifies each incoming data segment as either preictal or interictal. To determine whether any given sample should lead to an alarm for the patient, an artificial leaky integrate-and-fire neuron was implemented. This ensured that alarms were only enabled if several preictal predictions were made in close temporal proximity. Parameters for this processing layer (firing threshold and leak of the neuron and length of an alarm) were optimized to yield the best performance as determined by an objective that could be set automatically or by a user. It is this layer that can give a patient or clinician control over which metric they want to prioritize. Unless stated otherwise, parameters were optimized to ensure optimal performance as defined below. Optimization occurred in a pseudoprospective manner and parameters were updated after each month of incoming data.

2.5. Performance Evaluation {#s0035}
---------------------------

To evaluate seizure prediction performance, we used the metrics introduced in ([@bb0015]). These were sensitivity (true positive seizure prediction rate), time in warning (TiW, total duration of a red-light indicator), and sensitivity improvement over chance (IoC). IoC is determined by comparing our system to a random predictor that spends an equal amount of time in warning and computing the difference of the achieved sensitivities. These metrics provide a clinically relevant indication of performance ([@bb0105]). In this work, we report mean prediction scores, as well as monthly performance, starting after a short initial data collection phase. Results were obtained for three independent runs as per [Section 2.2](#s0020){ref-type="sec"}, for which we report the mean performance as well as the 95% confidence interval. A more detailed description of all metrics and their computation can be found in [Section 3](#s0040){ref-type="sec"} in the supplementary information.

3. Results {#s0040}
==========

3.1. Full System Implementation {#s0045}
-------------------------------

Mean values and 95% confidence intervals were determined for three independent repetitions of training and inference. Inference results, starting in month 3, are shown in [Fig. 2](#f0010){ref-type="fig"} for all patients and are summarized in [Table 1](#t0005){ref-type="table"}.Fig. 2Pseudoprospective long-term prediction results: Traces from top to bottom of each plot indicate the number of seizures per month, improvement over chance, sensitivity, and time in warning. Horizontal lines depict performance averaged across months. Dark blue lines represent performances and evaluation periods from the previous study published by Cook and colleagues ([@bb0015]), given here for comparison; note that direct comparisons of the values are not possible due to the difference in number of seizures in the test set, which are indicated by the lengths of the dark blue line segments representing the portions of the data that were used in ([@bb0015]) for each patient. Circles represent mean performance averaged over three runs. Vertical bars denote 95% confidence intervals. Month scales are different for each patient.Fig. 2Table 1Summary of long-term performance of seizure warning system for all patients: number of total seizures, seizure rates, and performance values (mean and standard deviation) over all months, as well as significance values for three individual runs. (IoC: improvement over chance, TiW: time in warning.)Table 1Patient numberTotal number of seizuresSeizure rate per monthMean (std) IoC in %Mean (std) Sensitivity in %Mean (std) TiW in %*p*-value (IoC) all runs11515·945·0 (21·1)65·4 (19·3)20·5 (11·5)\< 0·000012321·364·1 (43·2)73·6 (23·4)10·8 (16·8)\< 0·00001336819·818·3 (14·8)71·1 (23·3)52·8 (23·7)\< 0·00001846625·045·2 (8·9)76·7 (13·1)31·5 (12·1)\< 0·00001920415·540·5 (14·3)83·1 (19·8)42·6 (15·2)\< 0·000011054543·735·6 (10·9)67·7 (13·7)32·0 (11·4)\< 0·000011146419·360·2 (8·8)77·9 (11·1)18·4 (7·9)\< 0·000011349820·050·3 (11·4)70·3 (12·2)20·8 (9·9)\< 0·0000114120·639·7 (46·7)41·7 (46·3)2·2 (3·5)\< 0·0115775·023·9 (18·8)58·8 (21·7)36·9 (12·4)\< 0·002

The performance of the proposed system in terms of sensitivity, improvement over chance (IoC), and time in warning (TiW) are benchmarked against results reported by Cook and colleagues ([@bb0015]). The outcome is displayed in [Fig. 2](#f0010){ref-type="fig"}. Note that results reported by Cook et al. were derived from substantially fewer inference days (mean of 16.3% per patient), as indicated by the shorter horizontal blue lines in [Fig. 2](#f0010){ref-type="fig"}. On the other hand, we show our results on an average of 89.0% of the data per patients for the same cohort.

Performance was computed for three independent runs of the system as outlined in [Section 2.2](#s0020){ref-type="sec"}. [Fig. 2](#f0010){ref-type="fig"} shows the average performance across time, as well as the monthly performance averaged across runs and 95% confidence intervals (CI). These results demonstrate that the system could be put into use for all patients after only two months of initial data acquisition.

For all patients, seizure prediction was significantly better than chance for most of the months that were evaluated. Significant IoC suggests that seizure prediction will be useful for patients in a clinical setting ([@bb0100]). The mean improvement over chance was 42·3% (standard deviation 13·6%) across all months and patients. Mean performances were significantly above chance for all patients as computed using the method described in ([@bb0135]) (*p* \< 0·0001 for eight of the patients, *p* \< 0·002 for one patient, and *p* \< 0·01 for the remaining patient). The mean sensitivity was 68·6% (standard deviation 11·1%) and the system spent an average of 26·9% (standard deviation 14·4%) of the time in the warning state.

From a patient\'s perspective, it is of interest to investigate the durations of alarms and the prediction horizon (the expected wait time between alarm onset and seizure onset). [Fig. 3](#f0015){ref-type="fig"} summarizes the statistics of the seizure forecasting alarms. [Fig. 3](#f0015){ref-type="fig"}a and b show the distributions of alarm time durations for true alarms and false alarms, respectively. For all patients, 75% of alarms lasted between 9 min and 5·9 h. False alarm periods were generally shorter than true positive alarm periods. [Fig. 3](#f0015){ref-type="fig"}c shows the distribution of seizure prediction horizons for each patient. It can be seen that the median prediction horizon was generally less than 1 h (with the exceptions of patients 9 and 15). The majority of prediction horizons (75%) were between 4·7 min and 4·8 h for all patients. The entire range of alarms lay between 1 min and 11·9 h.Fig. 3Alarm duration and prediction horizon for all patients: Dots show all individual data points, solid lines indicate medians, box tops indicate 75th percentiles, box bottoms indicate 25th percentiles, whiskers indicate the span of the data after removal of outliers. a) Alarm durations of true alarms in hours. b) Alarm durations of false alarms in hours. c) Prediction horizons in hours. A prediction horizon is the time between alarm and seizure onset.Fig. 3

The distributions in [Fig. 3](#f0015){ref-type="fig"} are computed using the raw system output. Results could potentially be improved by deploying patient-specific requirements, such as disabling the alarm for some period after the onset of a seizure or during sleep.

3.2. Case Study on Individual Tunability: Balancing Sensitivity and Time in Warning {#s0050}
-----------------------------------------------------------------------------------

Ultimately, whether a seizure prediction system is clinically useful may depend on a patient\'s individual preferences regarding sensitivity and duration and number of alarms. Our model allows for tuning of the system to account for clinicians\' or patients\' priorities by adjusting the relative weight between sensitivity and time in warning. [Fig. 4](#f0020){ref-type="fig"} displays an example implementation of the tunable system for patient 9. Priority was given either to the largest possible improvement over chance ([Fig. 4](#f0020){ref-type="fig"}a), high sensitivity by weighing the relative importance of sensitivity to time in warning 3:1 ([Fig. 4](#f0020){ref-type="fig"}b), or low time spent in warning state by weighing the relative importance of sensitivity to time in warning 1:3 ([Fig. 4](#f0020){ref-type="fig"}c). In a real-world use-case scenario, a patient or clinician could easily set which metric they want to prioritize and to what extent by changing a single model parameter accessible through an interface, as indicated in the top row of [Fig. 4](#f0020){ref-type="fig"}.Fig. 4Pseudoprospective long-term seizure prediction study for patient 9 - month-wise system output for the entire duration of the study and different priority settings: Customization was achieved through tuning the ratio of weights assigned to sensitivity and time in warning using a tuning factor. a) 'Balanced performance' prioritizes improvement over chance. b) 'More sensitive' prioritizes sensitivity over time in warning. c) 'Less time in warning' prioritizes time in warning. Note improved sensitivity in b and reduced time in warning in c. Plot details are described in [Fig. 2](#f0010){ref-type="fig"}.Fig. 4

Results summarized in [Table 2](#t0010){ref-type="table"} demonstrate the successful implementation of the prioritization functionality, with the prioritized metric being either at the highest in the case of improvement over chance (40·5%) and sensitivity (91·8%) or lowest in the case of time in warning (19·3%).Table 2Pseudoprospective long-time seizure prediction study for patient 9: mean performance over all months using different relative weights of sensitivity to time in warning.Table 2System modeMean (std) IoC in %Mean (std) sensitivity in %Mean (std) TiW in %p-Value (IoC) all runsBalanced performance40·5 (14·3)83·1 (19·8)42·6 (15·2)\< 0·00001S:TiW = 1:1More sensitive36·5 (11·5)91·8 (15·2)55·2 (12·6)\< 0·00001S:TiW = 3:1Less TiW31·2 (13·3)50·6 (17·0)19·3 (9·5)\< 0·00001S:TiW = 1:3

3.3. Deployment of the System Onto the Ultra-low Power TrueNorth Chip {#s0055}
---------------------------------------------------------------------

After completing the pseudoprospective study, we demonstrated that the developed system can be deployed onto the ultra-low power neuromorphic TrueNorth chip by repeating the pseudoprospective study using the chip and exemplarily choosing patient 13. The results are shown in [Fig. 5](#f0025){ref-type="fig"} and [Table 3](#t0015){ref-type="table"}. The mean improvement over chance was 41·3%, which is 9% less than the mean results obtained on the high-performance computer (50·3%). Average sensitivity across all months was 71·7% with 31·7% time in warning.Fig. 5Pseudoprospective long-term seizure prediction study for patient 13 on the TrueNorth chip: Traces from top to bottom represent the number of seizures per month, improvement over chance, sensitivity, and time in warning. Results on TrueNorth are represented in yellow alongside results obtained using a high-performance (HP) computer, as previously shown in [Fig. 2](#f0010){ref-type="fig"} for the same patient for comparison, displayed here in gray.Fig. 5Table 3Performance benchmarking using TrueNorth for patient 13.Table 3High-performance computerTrueNorthMean IoC in %50·341·3Mean sensitivity in %70·371·7Mean TiW in %20·831·7

4. Discussion {#s0060}
=============

People with uncontrolled epilepsy often live with uncertainty about when a seizure is going to occur. It is this uncertainty that can lead to difficulties with daily life activities, such as driving, working, or even socialising ([@bb0005]), and may expose an individual to unnecessary danger. By presenting information about when a seizure is likely to happen, we hope to restore a degree of perceived control.

In this article, we have proposed a deep learning approach to seizure prediction that addresses many of the challenges identified from previous studies ([@bb0015], [@bb0040]; "Melbourne University AES/MathWorks/NIH Seizure Prediction \| Kaggle," 2016; [@bb0150]). Our results provide a proof-of-concept of a robust, real-time, low-power seizure prediction system that can be configured by patients according to their needs and preferences. Prediction algorithms could be deployed for all patients after only two months of collecting iEEG data that contained at least one seizure per month, resulting in a system that can be beneficial to patients in minimal time. Our automatic retraining protocol makes accurate seizure prediction possible across patients despite long-term changes in brain signals. The developed prediction system can be run on an ultra-low power chip and can be integrated into a mobile system.

To evaluate our approach, we have benchmarked the proposed system against three studies, summarized in [Table 4](#t0020){ref-type="table"}.Table 4Comparison to other studies: the improvement over chance and percentage of days used in the inference phase for each patient. We compare the performance of our system with results reported in ([@bb0015]) and ([@bb0070]).Table 4Patient numberThis study, mean IoC in %This study, % testedCook et al., mean IoC in %Cook et al., % testedKaroly et al., mean IoC in %Karoly et al., % testedCircadian only, mean IoC in % ([@bb0070])Circadian only, % tested ([@bb0070])145·096·1606·13474·0774·0264·187·66910·4--------318·394·61634·82664·2764·2845·294·63420·14864·23064·2940·592·4629·83449·41749·41035·692·03431·33546·51946·51160·295·8244·14372·32872·31350·396·02211·14873·23373·21439·747·29712·2--------1523·993·6303·31957·13057·1

Both algorithms ([@bb0015], [@bb0070]), extract pre-defined features from the iEEG signal and use conventional machine learning techniques. In addition, Karoly et al. combine the classifier\'s output with insights obtained from circadian rhythms of seizures. ([@bb0070]) also reported results on a classifier using patient-specific circadian information only which we included as well to demonstrate that our results cannot be attributed to the time of day feature only.

When measured based on improvement over chance, our proposed algorithm performs better than ([@bb0015]) for 6 out of 10 patients and better than ([@bb0070]) for 6 out of 8 reported patients. It is important to note that results reported in ([@bb0015]) and ([@bb0070]) were derived from substantially fewer inference days. While Cook et al. reported testing performance on 16.3% of the data ([@bb0015]), we show our results on 89.0% of the data for the same cohort. Using small amounts of data for testing makes it impossible to assess long-term performance and address the impact of changing brain signals. Moreover, while Karoly et al. have reported results for 62.2% of the data ([@bb0070]), we use 94.4% of the data for the same subset of patients. The difference stems from Karoly et al. discarding 100 days to allow the signal to stabilize and using the following 100 days of data to train the algorithm ([@bb0070]). This will lead to a longer waiting period for patients between implantation and operation of the device as a seizure predictor.

While Cook et al. showed that seizure prediction is possible using feature engineering techniques ([@bb0015]), the primary criticisms of their world-first, long-term study was varying prediction performance across patients and a lack of tunability to accommodate patient preferences ([@bb0020]). This holds equally true for the algorithm described in ([@bb0070]). Our proposed system includes algorithmic components to overcome all these limitations.

On the other hand, the system presented in ([@bb0015]) had the ability to forecast not only imminent seizures, but also times of low seizure likelihood for some patients. To implement this feature, a classifier trained to predict seizures was repurposed. However, this was only successful for four out of ten patients. This suggests that predicting times of low seizure risk requires a more sophisticated approach than simply applying the model that was used to detect high-risk periods. In our work, deep neural networks were trained specifically to detect times of high seizure likelihood. We expect that detecting times of low seizure likelihood will require additional models tuned to different signal features (i.e., the absence of preictal signal features does not necessarily equate to low risk). Therefore, an important extension to the current system is to include additional networks trained specifically to detect periods of safety.

In addition, a recent competition on Kaggle used a subset of the data used by us, achieving an area under the receiver operating characteristic (ROC) curve of up to 0.75 ("Melbourne University AES/MathWorks/NIH Seizure Prediction \| Kaggle," 2016). However, there were limitations to these analyses. First, the results were based on a limited subset of recordings. Second, clinically relevant metrics such as sensitivity, improvement over chance, and time in warning were not reported in the contest. Third, winning algorithms relied on highly complex features that could not be deployed in currently available implantable or wearable devices. In contrast, the method presented here has requirements for power, size, and computation that can be realized within a wearable device.

Our results demonstrate that there is a preictal signature in iEEG data. Even though this is impossible for the human eye to detect, a deep neural network can create a model that correctly identifies this signature. We found this signature to be patient-specific and non-stationary. Following conventional non-deep learning techniques, a changing signal would require regular expert intervention to update the model. In contrast, the deep-learning pipeline we presented is designed to create models in an automatic fashion that can be updated without medical expert supervision.

Deep learning algorithms rely on large amounts of data to automatically learn or extract important features. The closer any dataset represents all possible variations of the signal to be identified, the better the model will perform under real-life conditions. This means that generally more data leads to better performance. In a typical deep-learning application, such as image recognition, data sets frequently contain at least thousands of unique training examples ([@bb0080]). Despite having access to a uniquely large amount of iEEG data, the total number of training samples used in our study was still orders of magnitudes smaller. This makes deep learning-based iEEG classification a challenging task, especially for patients with small numbers of seizures. For example, Patient 14 ([Fig. 2](#f0010){ref-type="fig"}i) had a seizure rate of 0.58 seizures per month (see [Table 1](#t0005){ref-type="table"}), which means that the initial model was trained on only four seizures. It is not surprising that the performance of our deep-learning model fell short of the performances of manually tuned algorithms for this patient. Although higher than for Patient 14, seizure rates for Patients 1, 2, and 15 were also far below the average of this study, which may explain why the performance of our deep learning model matched but did not exceed that of manually designed algorithms for these three patients. In the other six patients, the presented deep learning approach gave prediction performance increases compared to the results reported in ([@bb0015]). Patient 9 is an example of how deep learning technology allowed reliable and tunable seizure prediction where manually chosen algorithms previously failed for the algorithm presented in ([@bb0015]).

After validating the developed system on a high-performance computer, we deployed the prediction system onto the ultra-low power TrueNorth platform. To make data and network compatible with this chip, they needed to be converted to lower precision and spiking representations. This resulted in an updated network topology and caused a 9% drop in IoC performance ([Fig. 5](#f0025){ref-type="fig"}). To preserve the pseudoprospective study nature of our work, no further optimization of the TrueNorth models was undertaken. A neural network architecture can be devised that is specifically optimized for implementation on the TrueNorth processor for potential use in a future clinical study. Suitably trained and optimized networks implemented in TrueNorth have been shown to deliver at or near state-of-the-art accuracy at very low power and high throughput for a variety of problems ([@bb0025]).

Our results show that the proposed framework can produce useful seizure prediction after as little as two months of system deployment. Results demonstrate that implementation of our algorithms on the low-power TrueNorth chip is feasible, thereby enabling a device that consumes minimal power and ensuring long battery life ([@bb0025], [@bb0095]). Convolutional neural networks deployed onto TrueNorth utilized approximately 50% of the chip\'s processing capability at a power consumption of \< 40 mW, which is comparable to the power consumption of a hearing aid. Any further specifications of a real device would rely on the exact purpose, such as advising patients when they are about to have a seizure or closed-loop treatment, intervention, or prevention of seizures. Moreover, developing a real device will allow for optimization of TrueNorth-specific neural networks.

Designing a seizure prediction device comes with the inherent risk of making incorrect assumptions about the performance that is best for a patient. Each user will have different needs and preferences for device performance ([@bb0040]). For example, a patient may prefer different settings during night and day. Our algorithm allows for instantaneous and easy adjustment. A patient or their clinician will be able to prioritize high sensitivity or low time in warning to suit their needs and circumstances. We believe that giving a patient direct control over the sensitivity and time in warning will improve the usefulness of a seizure advisory system. The characteristics of alarm times and prediction horizons are also of great relevance to real-life system practicality, as shown in [Fig. 3](#f0015){ref-type="fig"}. A prediction horizon of, on average, one hour across all patients (see [Fig. 3](#f0015){ref-type="fig"}c) is long enough to allow for a patient to adjust their behavior and short enough to not be too disruptive over a long period of time. Note, however, that for some patients, true positive alarms lasted as long as 6 h (see [Fig. 3](#f0015){ref-type="fig"}a). One possible reason for these prolonged alarm durations is that the brain may be entering a highly excitable state ([@bb0075]), leading to repeated preictal predictions even long before a seizure is ultimately triggered. Note also that distributions in [Fig. 3](#f0015){ref-type="fig"} are computed using the raw system output. Results could potentially be improved by additional processing, such as disabling the alarm for some period after the onset of a seizure or during sleep, by including patient-specific requirements, or by incorporating environment-aware sensors that may track possible patient-specific seizure triggers.

The real-time seizure prediction system presented could be applied to a closed-loop therapeutic device for titrating therapies such as neuromodulation or acute drug delivery. This has the benefit of reducing the quantity of drugs or therapeutic stimulation delivered to the patient, thus reducing the treatment burden and side effects ([@bb0145]). For this application, alarm durations are less important. However, knowing the prediction horizon may still be crucial for optimal administration of drugs and, even though we observed a spread in prediction horizon lengths, this information may be useful to better guide dosage of anti-epileptic drugs.

Further relevant information sources can be readily incorporated into deep neural networks. For example, signals such as electrocardiogram ([@bb0045]), weather patterns ([@bb0115]), biomarkers ([@bb0110]), or interictal spike rate ([@bb0085]) may all be relevant to predicting seizure onset. In our work, we included temporal information in form of time of day to account for the patient-specific seizure distribution reported in ([@bb0065], [@bb0070]). Extending the current predictive system to incorporate these additional inputs and data types is the focus of ongoing work.

We have demonstrated the feasibility of implementing a real-time and ultra-low power solution on the TrueNorth chip. TrueNorth, due to its unique capabilities -- namely its neuromorphic architecture, small size, and low power consumption -- could provide the mobile processing power for a wearable seizure prediction or intervention system. We have proposed a deep learning approach to seizure prediction, which addresses many of the challenges identified from previous analyses using the same data ([@bb0040], [@bb0070]). This study is one of the largest pseudoprospective seizure prediction studies undertaken to date. Therefore, this study may serve as a benchmark for new work exploring deep learning enabled seizure prediction. We expect advances in data processing, network design, and specialized hardware to shape the future of epilepsy research. We hope this study will motivate and guide further development of seizure prediction and intervention systems.
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