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A generalization of Reifenberg’s theorem in R3
G. David, T. De Pauw T. Toro∗
Abstract
In 1960 Reifenberg proved the topological disc property. He showed that a subset
of Rn which is well approximated by m-dimensional affine spaces at each point and at
each (small) scale is locally a bi-Ho¨lder image of the unit ball in Rm. In this paper we
prove that a subset of R3 which is well approximated by a minimal cone at each point
and at each (small) scale is locally a bi-Ho¨lder deformation of a minimal cone. We also
prove an analogous result for more general cones in Rn.
1 Introduction
In 1960, thanks to the development of algebraic topology, Reifenberg was able to formulate
the Plateau problem for m-dimensional surfaces of varying topological type in Rk (see [R1]).
He proved that given a set Γ ⊂ Rk homeomorphic to Sm−1 there exists a set Σ0 with ∂Σ0 = Γ
which minimizes the Hm Hausdorff measure among all competitors in the appropriate class.
Furthermore he showed that for almost every x ∈ Σ0 there exists a neighborhood of x which
is a topological disk of dimension m. A remarkable result in [R1] is the Topological Disk
Theorem. In general terms it says that if a set is close to anm-plane in the Hausdorff distance
sense at all points and at all (small enough) scales, then it is locally biHo¨lder equivalent to
a ball of Rm. Using a monotonicity formula for the density, Reifenberg proved that some
open subset of full measure of Σ0 satisfies this condition. In 1964 he proved an Epiperimetric
inequality for solutions to the Plateau problem described above. This allowed him to show
that the minimizer Σ0 is locally real analytic (see [R2], and [R3]). Although the Topological
Disk Theorem has never again been used as a tool to study the regularity of minimal surfaces
it has played a role in understanding their singularities as well as the singular set of energy
minimizing harmonic maps (see [HL]). Reifenberg’s proof has been adapted to produce
biLipschitz, quasi-symmetric and biHo¨lder parameterizations both for subsets of Euclidean
space and general metric spaces (under the appropriate flatness assumptions). See [To],
[DT], and [CC].
In 1976 J.Taylor [Ta] classified the tangent cones for Almgren almost-minimal sets in
R
3. She showed that there are three types of nonempty minimal cones of dimension 2 in
R
3: the planes, sets that are obtained by taking the product of a Y in a plane with a line
∗Partially supported by the NSF under Grant DMS-0244834
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in the orthogonal direction, and sets composed of six angular sectors bounded by four half
lines that start from the same point and make (maximal) equal angles. See the more precise
Definitions 2.2 and 2.3. By lack of better names, we shall call these minimal cones sets of
type 1, 2, and 3 respectively.
In this paper we generalize Reifenberg’s Topological Disk Theorem to the case when the
set is close in the Hausdorff distance sense to a set of type 1, 2 or 3 at every point and
every (small enough) scale. Namely, if E is a closed set in R3 which is sufficiently close to
a two-dimensional minimal cone at all scales and locations, then there is, at least locally, a
bi-Ho¨lder parameterization of E by a minimal cone. Reifenberg’s theorem corresponds to
the case of approximation by planes. Let us first state the main result and comment later.
Theorem 1.1 For each ε ∈ (0, 10−15), we can find α ∈ (0, 1) such the following holds. Let
E ⊂ R3 be a compact set that contains the origin, and assume that for each x ∈ E ∩B(0, 2)
and each radius r > 0 such that B(x, r) ⊂ B(0, 2), there is a minimal cone Z(x, r) that
contains x, such that
(1.1) Dx,r(E,Z(x, r)) ≤ ε,
where we use the more convenient variant of Hausdorff distance Dx,r defined by
Dx,r(E, F ) =
1
r
max
{
sup
{
dist (z, F ) ; z ∈ E ∩B(x, r)},(1.2)
sup
{
dist (z, E) ; z ∈ F ∩B(x, r)}}
whenever E, F are closed sets that meet B(x, r). Then there is a minimal cone Z through
the origin and an injective mapping f : B(0, 3/2)→ B(0, 2), with the following properties:
(1.3) B(0, 1) ⊂ f(B(0, 3/2)) ⊂ B(0, 2),
(1.4) E ∩ B(0, 1) ⊂ f(Z ∩ B(0, 3/2)) ⊂ E ∩B(0, 2),
(1.5) (1 + α)−1|x− y|1+α ≤ |f(x)− f(y)| ≤ (1 + α)|x− y|1/1+α for x, y ∈ B(0, 3/2),
(1.6) |f(x)− x| ≤ α for x ∈ B(0, 3/2).
We can even take α ≤ Cε when ε is small.
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Notice that by (1.4) and (1.5) the restriction of f to Z ∩ B(0, 3/2) provides a biHo¨lder
parameterization a piece of E that contains E ∩ B(0, 1). This may be enough information,
but in some cases it may also be good to know that this parameterization comes from a
biHo¨lder local homeomorphism of R3, as in the statement, because this yields information
on the position of E in space. For instance, we can use Theorem 1.1 to construct local
retractions of space near E onto E.
Remark 1.1 We shall see that when Z(0, 2) is a plane, we can take Z to be a plane; when
Z(0, 2) is a set of type 2 centered at the origin, we can take Z to be a set of type 2 centered
at the origin; when Z(0, 2) is a set of type 3 centered at the origin, we can take Z to be a
set of type 3 centered at the origin. In addition, our proof will yield that
(1.7) B(0, 17/10) ⊂ f(B(0, 18/10)) ⊂ B(0, 2),
(1.8) E ∩B(0, 18/10) ⊂ f(Z ∩ B(0, 19/10)) ⊂ E ∩ B(0, 2),
and that (1.5) and (1.6) holds for x, y ∈ B(0, 18/10).
In fact, we shall omit the case of the plane (too easy and well known), and concentrate
on the two other special cases. The general case will essentially follow.
Remark 1.2 It would be a little too optimistic to think that f is quasisymmetric. This is
already false when Z(0, 2) is a plane, because E could be the product of R with a snowflake
in R2.
Remark 1.3 Theorem 1.1 can probably be generalized to a number of situations, where
approximation by minimal sets of types 1, 2, and 3 is replaced with approximation by various
types of sets with a hierarchical simplex structure. We did not find the optimal way to state
this, and probably this would make the proof a little heavier. What we shall do instead
is state a slightly more general result in Theorem 2.2, prove Theorem 1.1 essentially as it
is, and add a few comments from place to place to explain how to generalize the proof for
Theorem 2.2. A more general statement, if ever needed, is left out for future investigation.
Our proof will use the hierarchical structure of E. We shall see that E ∩ B(0, 2) splits
naturally into three disjoint subsets E1, E2, and E3, where Ej is the set of points where E
looks like a set of type j in small balls centered at x (more precise definitions will be given
in Section 4). If Z = Z(0, 2) is a plane, we do not need sets of type 2 or 3 in smaller balls,
and we are in the situation of Reifenberg’s theorem. Two other main cases will remain, as
in Remark 1.2. The case when Z is set of type 2, with its spine passing through the origin
(see Definition 2.2 below), and the case when Z is set of type 3 centered at the origin. In the
first case, we shall see that E3 ∩ B(0, 199/100) is empty and E2 is locally a Reifenberg-flat
one-dimensional set; in the second case, E3 ∩ B(0, 3/2) is just composed of one point near
the origin, and away from this point E2 is locally a Reifenberg-flat. See the end of Section 4
for details
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The sets E1 and E2 will play a special role in the proof. Even though we shall in fact
construct f directly as an infinite composition of homeomorphisms in space (that move points
at smaller and smaller dyadic scales), we shall pay much more attention to the definition of
f on E2, and then E, just as if we were defining f first from the spine of Z to E2, then from
Z to E, then on the rest of B(0, 3/2).
The construction yields that the restriction of f to Z to each of the three or six faces of
Z is of class C1 if the approximation at small scales is sufficiently good (for instance if we
can take ε = Crβ on balls of radius r), see Section 10.
Theorem 1.1 will be used in [D1] and [D2] to give a slightly different proof of J. Taylor’s
regularity result for minimal sets from [Ta].
The plan for the rest of this paper is as follows. In Section 2 we define sets of type 2
and 3 and state a uniform version of our main theorem. We also discuss the more flexible
version of Theorem 1.1 mentioned in Remark 1.3. In Section 3 we record some of the simple
geometrical facts about minimal sets of types 1, 2, 3, and in particular lower bounds on
their relative Hausdorff distances, that will be used in the proof. In Section 4 we show that
E ∩ B(0, 2) is the disjoint union of E1, E2 and E3, that E1 is locally Reifenberg-flat, and
that E3 is discrete.
In Section 5 we define the partitions of unity which we use in the construction of the
biHo¨lder parameterization. In Section 6 we construct a parameterization of E2 when E3 is
empty. In Section 7 we extend this to a parameterization of E. In Section 8 we explain
how to modify the construction when there is a tetrahedral point in E3. In Section 9 we
extend the parameterization to the whole ball. Finally, in Section 10, we prove that our
parameterization of E is C1 on each face of Z when the numbers Dx,r(E,Z(x, r)) tend to 0
sufficiently fast, uniformly in x, as r tends to 0.
Acknowledgments: Part of this work was completed in Autumn, 2005. T. Toro was vis-
iting the Newton Institute of Mathematical Sciences in Cambridge, U.K. and the University
College London in London. She would like to thank these institutions for their hospitality.
2 Two other statements
We start with a uniform version of Theorem 1.1.
Definition 2.1 A set E ⊂ R3 is ε-Reifenberg flat (of dimension 2) if for each compact set
K ⊂ R3 there exists rK > 0 such that for x ∈ E ∩K and r < rK ,
(2.1) inf
L∋x
Dx,r(E,L) ≤ ε,
where the infimimum is taken over all planes L containing x.
Note that this definition is only meaningful for ε small. Reifenberg’s Topological Disk
Theorem gives local parameterizations of ε-Reifenberg flat sets. We want to extend this to
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the ε-minimal sets defined below, but first we give a full description of sets of type 2 and 3.
Recall that sets of type 1 are just planes.
Definition 2.2 Define Prop ⊂ R2 by
Prop = {(x1, x2) : x1 ≥ 0, x2 = 0}⋃{
(x1, x2) : x1 ≤ 0, x2 = −
√
3x1
}
(2.2) ⋃{
(x1, x2) : x1 ≤ 0, x2 =
√
3x1
}
.
Define Y0 ⊂ R3 by Y0 = Prop× R. The spine of Y0 is the line L0 = {x1 = x2 = 0}. A set of
type 2 is a set Y = R(Y0), where R is the composition of a translation and a rotation. The
spine of Y is the line R(L0).
Definition 2.3 Set A1 = (1, 0, 0), A2 =
(
−1
3
, 2
√
2
3
, 0
)
, A3 =
(
−1
3
,−
√
2
3
,
√
6
3
)
, and A4 =(
−1
3
,−
√
2
3
,−
√
6
3
)
(the four vertices of a regular tetrahedron). Denote by T0 the cone over
the union of the six edges [Ai, Aj], i 6= j. The spine of T0 is the union of the four half lines
[0, Aj). A set of type 3 is a set T = R(T0), where R is the composition of a translation and
a rotation. The spine of T is the image by R of the spine of T0.
Definition 2.4 A closed set E ⊂ R3 is ε-minimal if for each compact set K ⊂ R3 there
exists rK > 0 such that for x ∈ E ∩K and r < rK ,
(2.3) inf
x∈Z
Dx,r(E,Z) ≤ ε,
where the infimimum is taken over all minimal cones (i.e., sets of type 1, 2, or 3) containing x.
That is, there exists a minimal cone Z(x, r) such that x ∈ Z(x, r) and Dx,r(E,Z(x, r)) ≤ ε.
Observe that we do not require Z(x, r) to be centered at x, so minimal cones are ε-
minimal for every ε. Definition 2.4 is only meaningful for ε small. For the next result, we
shall assume that ε < 10−25. Here is a uniform version of our main theorem.
Theorem 2.1 If E is ǫ-minimal for some ε < 10−25 then for each compact set K ⊂ R3 we
can find rK > 0 such that for x ∈ E ∩K and r < rK there exists a minimal cone Z through
the origin and a map f : B(0, 2r)→ R3, with f(0) = x, satisfying
(2.4) (1− Cǫ)(r−1|y − z|)1+Cǫ ≤ r−1|f(y)− f(z)| ≤ (1 + Cǫ)(r−1|y − z|)1−Cǫ,
(2.5) B(x, r) ⊂ f(B(0, 3r
2
)) ⊂ B(x, 2r),
(2.6) E ∩B(x, r) ⊂ f(Z ∩B(0, 3r
2
)) ⊂ E ∩B(x, 2r).
5
Thus f is a local homeomorphism of the ambient space which sends a minimal cone into
the ǫ-minimal set. Theorem 2.1 is an immediate consequence of Theorem 1.1. Also, if we
can take ε to tend to 0 in (2.3) (uniformly in x ∈ E ∩K) when r tends to 0, then (2.4) holds
with constants that tend to 0 when r tends to 0.
Let us now try to generalize Theorem 1.1. We want to extend the notion of sets of type
1, 2, or 3. Let us fix integers d ≥ 2 (the dimension of our sets) and n ≥ d+ 1 (the ambient
dimension).
Sets of type G1 are just d-planes in Rn.
A generalized propeller in R2 will be any union P of three co-planar half lines with the
same origin, and that meet with angles larger than π/2 at this point. Incidentally, π/2 was
chosen a little at random here, and we shall not try to see whether it can be replaced by
smaller angles.
A set of type G2 is a set Y = R(P × Rd−1), where P is a generalized propeller in R2
and R is an isometry of Rn. When n > d + 1, we abused notation slightly, we should have
written Y = R(P × Rd−1 × {0}) to account for the last n− d− 1 coordinates. The spine of
R(P × Rd−1 × {0}) is R({0} × Rd−1 × {0}).
A two-dimensional set of type G3 in Rm is a set T that we can construct as follows. We
pick distinct points Aj , 1 ≤ j ≤ k, in the unit sphere of Rm. Then we choose a graph, as
follows. We pick G ⊂ {1, · · · , k}2 which is symmetric (i.e., (i, j) ∈ G when (j, i) ∈ G), does
not meet the diagonal, and is such that for each i ∈ {1, · · · , k}, there are exactly three j 6= i
such that (i, j) ∈ G. We call Γ the union of the segments [Ai, Aj ], (i, j) ∈ G, and then set
T = {tγ ; t ≥ 0 and γ ∈ Γ} (T is the cone over Γ). Equivalently, for each (i, j) ∈ G, we set
Fi,j = {tz ; t ≥ 0 and z ∈ [Ai, Aj]}, and T is the union of the 3k/2 faces Fi,j . In particular,
k is even. We add a few regularity constraints. First, the interior of a face Fi,j never meets
another face, so the faces only meet by sets of three along half lines Lj = [0, Aj). For each j,
exactly three faces Fi,j meet Lj , and we require that they make angles larger than π/2 along
Lj . Thus the union of three half planes that contains these three faces is a two-dimensional
set of type G2. We also require that
(2.7) |Ai − Aj | ≥ τ0 for i 6= j
and
(2.8) dist (Fi,j ∩ ∂B(0, 1), Fi′,j′ ∩ ∂B(0, 1)) ≥ τ0 when Fi,j ∩ Fi′,j′ = ∅,
for some small positive constant τ0 that we pick in advance.
Another way to state the constraints is to consider Γ′ = T ∩ ∂B(0, 1): we want Γ′ to be
composed of not too small arcs of circles that only meet at their ends, by sets of three, and
with angles greater than π/2. In addition, we only allow two arcs to be very close when they
share at least an end.
Let us also allow the case when more than one arc may connect a given pair of points
Aj (this would imply changing our notation a tiny bit, and taking a graph G that is not
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necessarily contained in {1, · · · , k}2), but demand that k ≥ 4 (to avoid the case of a set of
type G2).
A set of type G3 (of dimension d in Rn) is a set Z = R(T ×Rd−2), where R is an isometry
of Rn and T is a two-dimensional set of type G3 in Rn−d+2. The spine of Z is the union L of
the half lines Li when Z = T is two-dimensional, and R(L×Rd−2) when Z = R(T ×Rd−2).
Denote by TGi the collection of sets of of type Gi (of dimension d in Rn), and by TG
the union of the three classes TGi. We claim that in Theorem 1.1, we can replace the class
of minimal sets with the class TG, as follows.
Theorem 2.2 Let n and d be as above. Let E ⊂ Rn be a compact set that contains the
origin, and suppose that for each x ∈ E ∩ B(0, 2) and r > 0 such that B(x, r) ⊂ B(0, 2),
we can find Z(x, r) ∈ TG that contains x, such that Dx,r(E,Z(x, r)) ≤ ε. If ε > 0 is small
enough, depending only on n, d, and τ0, there is a set Z ∈ TG such that (1.3)–(1.6) hold.
Here again α depends only on ε, n, d, and τ0, and we can take α = C(n, d, τ0)ε for ε small.
The reader may be surprised that we do not require any coherence between the various
sets Z(x, r), but this coherence will follow automatically from the fact thatDx,r(E,Z(x, r)) ≤
ε for many x and r. For instance, if d = 2 and Z(0, 2) is of type G3, with a center at the
origin, our proof will show that for r small, there is a point xr ∈ E, close to 0, such that
Z(xr, r) is of type G3, and the number k of half-lines in the spine of Z(xr, r) is the same as
for Z(0, 2). The point is that angles between the faces may vary little by little when x and
r vary, but things like the type of Z(x, r) and the number k cannot jump randomly.
There is an analogue of Theorem 2.1 in the context of Theorem 2.2, which the reader
may easily state.
The proof of Theorem 2.2 will almost be the same as for Theorem 1.1; what we shall do is
proceed with the proof of Theorem 1.1, and indicate from time to time which modifications
are required for Theorem 2.2.
3 Simple geometrical facts
We shall record in this section a few geometrical properties of the minimal cones that will
be used in the construction. The statements will come with various numbers, like 1/3 or
1/4 in the next lemma; these numbers are hopefully correct, but their precise values do not
matter, in the sense that it is easy to adapt the value of later constants to make the proof
work anyway. In particular, this is what would happen with the proof of Theorem 2.2. This
means that the reader may skip the proofs if she believes that the results of this section are
true with different constants. The geometrical facts below will be used extensively in Section
4, to establish the hierarchical structure of E.
Our first lemma says that the Hausdorff distances between sets of type 1, 2, and 3, are
not too small.
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Lemma 3.1 Let Z be a minimal cone of type 3 centered at x. Then
(3.1) Dx,r(Z, Y ) ≥ 1/3 for r > 0
whenever Y is a set of type 1 or 2. Similarly,
(3.2) Dx,r(Y, P ) > 1/3 for r > 0
when Y is a set of type 2 centered at x and P is a plane, and
(3.3) Dx,r(Y, P ) > 1/4 for r > 0
when Y is a set of type 2 or 3 whose spine contains x and P is a plane.
Proof. We start with the proof of (3.1). By translation, dilation, and rotation invariance,
we may assume that x = 0, r = 1, and Z is the set T0 of Definition 2.3. It will be good to
know that if P is any plane through the origin and π denotes the orthogonal projection onto
P , then
(3.4) B(0, 1/3) ∩ P ⊂ π(T0 ∩B(0, 1)).
Let Q denote the solid tetrahedron with vertices Aj, 1 ≤ j ≤ 4, (i.e., the convex hull of
the Aj), where the Aj are as in Definition 2.3. It is clear that B(0, 1/3) lies on the right of
the left face of Q (where the first coordinate is −1/3). By symmetry, B(0, 1/3) lies in Q,
because it lies on the right side of each face. Also observe that T0 ∩Q separates the (open)
faces of Q from each other inside Q. For instance, the component in Q \ T0 of the lower face
is a pyramidal domain bounded by three faces of T0.
Let z ∈ B(0, 1/3) ∩ P be given, and let ℓ denote the line through z perpendicular to P .
Then ℓ meets Q because B(0, 1/3) ⊂ Q. First suppose that it does not touch any edge of
Q. Then it enters Q through one (open) face and leaves it through another one, so it meets
T0 ∩Q. If ℓ touches a edge of Q, it meets T0 ∩Q trivially (because the edges are contained
in T0). Thus ℓ meets T0 ∩ B(0, 1) (except perhaps if ℓ contains one of the Aj), and hence
z ∈ π(T0 ∩ B(0, 1)). The remaining case when ℓ contains some Aj is easily obtained by
density (and anyway we don’t need it); (3.4) follows.
Return to (3.1). If Y is of type 2, choose P orthogonal to the spine of Y ; then π(Y )
is a propeller (a set like Prop in (2.2)), and we can find z ∈ ∂B(0, 1/3) ∩ P such that
dist (z, π(Y )) ≥ 1/3. Set zn = (1− 2−n) z for n > 1. By (3.4) we can find yn ∈ T0 ∩ B(0, 1)
such that π(yn) = zn. Then dist (yn, Y ) = dist (zn, π(Y )) ≥ 1/3−2−n, and (3.1) follows from
the definition (1.2) The case when Y is a plane is even easier; we choose P perpendicular to
Y , so that π(Y ) is a line. So (3.1) holds in all cases.
Let us now prove (3.2). We may assume that x = 0 and Y is the set Y0 = Prop × R in
(2.2). Let P be a plane, suppose that Dx,r(Y, P ) ≤ 1/3, and let us find a contradiction.
First we want to show that P is almost horizontal. Call P0 the horizontal plane R
2×{0},
and denote by b1, b2, and b3 the three points of ∂B(0,
9
10
)∩Y ∩P0 = ∂B(0, 910)∩
[
Prop×{0}].
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Each bj lies in Y ∩ B(0, 1), so we can find b′j in P ∩ B(bj , 1/3) because Dx,r(Y, P ) ≤ 1/3.
Denote by π the orthogonal projection on P0, and set pj = π(b
′
j). The pj lie in the disks
Dj = P0 ∩ B(bj , 1/3).
Call d the smallest possible distance from a pj to the line through the other two pl. Then
d corresponds to the case when, for instance, pj lies at the extreme right of the left-most disk
Dj and the two other pl lie at the extreme left of the Dl. We get that d =
9
10
3
2
− 2 · 1
3
= 41
60
.
Recall that P goes through the b′j . The fact that d > 0 (or that the pj are not aligned)
already implies that P is a graph over P0. We want to show that it is a 1-Lipschitz graph,
or equivalently that
(3.5) |v3| ≤ |π(v)|
when v is a unit vector in the (direction of) the plane P , and v3 denotes its last coordinate.
Since the triangle with vertices b′j is nondegenerate, we can write v = α(b
′
j − cj), where
α ∈ R \ {0}, 1 ≤ j ≤ 3, and cj lies in the opposite side [b′k, b′l]. Since cj is a convex
combination of b′k and b
′
l, the size of its last coordinate is at most
1
3
; then the size of the last
coordinate of b′j − cj is at most 23 . On the other hand, |π(b′j − cj)| ≥ d = 4160 by definition of
d. Now (3.5) follows because 2
3
< 41
60
.
Finally consider the points b4 = (0, 0,− 910) and b5 = (0, 0, 910). Since they lie in Y ∩B(0, 1),
we can find b′4 and b
′
5 in P , with |b′j − bj| ≤ 1/3. Set v = b′5 − b′4. Then v3 ≥ 95 − 23 = 1715 ,
while |π(v)| ≤ 2
3
, so v does not satisfy (3.5). This contradiction completes our proof of (3.2).
For the proof of (3.3), we may assume that x = 0 and that the spine of Y contains the
positive third axis {x1 = x2 = 0 and x3 ≥ 0}. Then Y coincides in {x3 ≥ 0} with a set of
type 2 whose spine is the third axis, and we may even assume that (after a rotation around
the third axis) this set is P0. We shall only need to know that Y contains Y0 ∩ {x3 ≥ 0}.
This time we assume that Dx,r(Y, P ) ≤ 1/4. We can follow the proof of (3.5), except
that now our disks Dj are smaller and d =
9
10
3
2
−2 · 1
4
= 17
20
. We get that |v3| ≤ 23 · 2017 |π(v)| =
40
54
|π(v)| instead of (3.5).
Now we take b4 = 0 and b5 = (0, 0,
99
100
). As before, we can find b′4 and b
′
5 in P , with
|b′j − bj | ≤ 1/4 (because Dx,r(Y, P ) ≤ 1/4). Set v = b′5 − b′4. Then v3 ≥ 99100 − 12 = 49100 , and|π(v)| ≤ 1
2
, so v3 ≥ 98100 |π(v)| > 4054 |π(v)|, a contradiction; (3.3) and Lemma 3.1 follow.
Notice that even for sets of type TGi, Lemma 3.1 is very easy to prove by compactness,
when we allow very small constants instead of 1/3 and 1/4.
The next lemmas will make it easier to apply Lemma 3.1.
Lemma 3.2 Let T be a minimal cone of type 3, and let B be a ball such that 5
4
B (the ball
with the same center, and 5
4
times the radius) does not contain the center of T . Then there
is a minimal cone Y of type 1 or 2 such that Y ∩ B = T ∩ B.
Proof. Again this would be very easy, even for sets of type TGi, if we allowed a very
large constant instead of 5
4
. We shall even prove the lemma with 5
4
replaced with the better
constant α−1, where α = (2/3)1/2 (observe that 5
4
> α−1 = (3/2)1/2). By translation and
rotation invariance, we can assume that T is the set T0 from Definition 2.3.
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Let P denote the plane through 0, A2, and A3, and set xt = (−t, 0, 0) for t > 0; we claim
that dist (xt, P ) = αt. Indeed, an equation of P is 2
√
2x+ y +
√
3z = 0 (just check that 0,
A2, and A3 satisfy the equation). Then dist (xt, P ) = (2
√
2t)/
√
12 = αt, as announced.
Let x 6= 0 be given, and set Bx = B(x, α|x|). We just checked that when x = xt, Bx does
not meet the three faces on the left of T0. For a general x, Bx cannot meet the three faces at
the same time, because the optimal position for this to happen would precisely be when x
lies on the negative first axis. By symmetry, Bx never meets the three faces of T that bound
a given connected component of R3 \ T . So the worse that it can do is meet the three faces
of T that share a single edge [0, Aj) (if Bx meets two opposite faces, it also meets the three
faces that bound some connected component).
Suppose first that Bx meets three such faces, and let Y denote the set of type 2 that
contains these faces. We claim that
(3.6) T ∩ Bx = Y ∩ Bx.
The direct inclusion is clear, because Bx only meets the three faces of T that are contained
in Y . For the converse inclusion, we just need to check that F ∩ Bx ⊂ F ′ ∩ Bx when F is
a face of Y and F ′ is the face of T that is contained in F . Let y ∈ F ∩ Bx be given. By
assumption, Bx meets F
′, so we can pick z ∈ F ′ ∩Bx. Since Bx is open, we can even pick z
in the interior of F ′. Notice that the segment [y, z] lies in F ∩Bx by convexity. In addition,
(y, z) does not meet the spine of Y (because z lies in the interior of F ). Now Bx does not
meet the other edges of T (those that are not contained in the spine of Y ), because if it
meets an edge e, it also meets the three faces of T that touch e. So (y, z) does not meet the
boundary of F ′, and y ∈ F ′. Our claim follows.
Next suppose that Bx only meets two faces of T . Still denote by Y the set of type 2
that contains them. As before, T ∩ Bx ⊂ Y ∩ Bx trivially. To prove the converse inclusion,
consider a face F of Y , and first assume that the face F ′ of T that it contains meets Bx.
Pick z ∈ F ′ ∩ Bx. For each y ∈ F ∩ Bx, the segment [x, y] is contained in Bx, hence it does
not meet the boundary of F ′ (because if Bx meets any edge of T , it meets at least three
faces), so it is contained in F ′, and y ∈ F ′. We just proved that F ∩Bx ⊂ F ′ ∩ Bx.
Call F1, F2, and F3 the three face of Y , and denote by F
′
j the face of T which is contained
in Fj . Exactly two of the F
′
j meet Bx, and the third one does not; let us assume that this
last one is F ′3. We just need to check that F3 does not meet Bx either. Suppose it does. Let
yj be a point of Fj ∩Bx, j ∈ {1, 2, 3}. Call y′j the orthogonal projection of yj onto the plane
P through the center of Bx and perpendicular to the spine L of Y ; then y
′
j ∈ Fj ∩Bx as well.
Call p the point of L ∩ P ; by convexity of Bx and because p is a convex combination of the
three y′j, Bx contains p. We reached the desired contradiction, because p lies on an edge of
P and Bx does not meet edges in the present case. So we proved (3.6) in this second case.
Finally assume that Bx only meets one face F
′ of T . Then it does not meet any edge of
T , so if Y denotes the plane that contains F ′, T ∩ Bx contains Y ∩ Bx (as before, Bx does
not meet the boundary of F ′ in Y ). In this case also we have (3.6).
We just proved that for x 6= 0, we can find a set Y of type 1 or 2 such that (3.6) holds.
Now let B be as in the statement, and call x its center and r its radius. We know that
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B(x, 5r
4
) does not contain the origin, so r ≤ 4|x|/5 ≤ α|x|, B ⊂ Bx, and the analogue of
(3.6) holds for B. This completes our proof of Lemma 3.2.
Lemma 3.3 Let Z be a minimal cone of type 3 centered at z, and let T be a minimal cone.
If Dx,r(T, Z) < 1/3, then T is of type 3 and its center lies in B(z, 5r/3).
Proof. Let Z and T be as in the statement. If T is of type 1 or 2, we can apply Lemma 3.1
directly to get a contradiction. So T is of type 3, and let t denote its center. By Lemma 3.2,
we can find a set Y of type 1 or 2 that coincides with T in B = B(z, 4
5
|z−t|). If |z−t| ≥ 5r/3,
B contains B(z, 4
3
r), Y coincides with T in B(z, 4
3
r), and it is easy to see that Dx,r(Y, Z) <
1/3 because Dx,r(T, Z) < 1/3. But this is impossible, by Lemma 3.1, so |z − t| < 5r/3.
Lemma 3.3 follows.
Lemma 3.4 Let Z be a set of type 2 or 3. Suppose that the ball B(x, r) meets at least two
faces of Z, or that Z does not coincide with any plane in B(x, r). Then the distance from x
to the spine of Z is at most 6r/5.
Proof. For sets of type G2 or G3 (and with 6/5 replaced with a large constant), this is a
simple consequence of (2.8). We now return to the standard case. Let L denote the spine
of Z. We can assume that B = B(x, r) does not meet L. If Z does not coincide with any
plane in B, it meets at least one face F ; call P the plane that contains F . Since B does not
meet L, it does not meet the boundary of F in P , so P ∩B ⊂ Z. Then B meets some other
face of F ′ of Z. Call P ′ the plane that contains F ′, and set D = P ∩P ′ and d = dist (x,D).
Then r ≥ d cos(30◦) = d√3/2 (the worse case is when x lies in the middle of the 120◦ sector
bounded by P and P ′, and B is tangent to both planes).
If Z is of type 2, we get the result directly, because L = D and
√
3/2 ≥ 5/6. So we
can assume that Z is of type 3. If B(x, d) meets L, then dist (x, L) ≤ d ≤ 6r/5 as needed.
Otherwise, P ∩ B(x, d) ⊂ F , because B(x, d) meets F and does not meet the boundary of
F in P . But P ∩ B(x, d) goes all the way to the point of D that minimizes the distance to
x, so this point lies in L and dist (x, L) ≤ d. Lemma 3.4 follows.
4 The decomposition of E
From now on, E is a compact set in R3 that satisfies the assumptions of Theorem 1.1. In
particular, (1.1) holds for some ε < 10−25. The following definitions will make it easier to
define the Ej’s and work with them. For x ∈ E and r > 0, set
(4.1) a(x, r) = inf
{
Dx,r(E, P ) ; P is a plane through x
}
,
(4.2) b(x, r) = inf
{
Dx,r(E, Y ) ; Y is a set of type 2 whose spine contains x
}
,
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and
(4.3) c(x, r) = inf
{
Dx,r(E, T ) ; T is a set of type 3 centered at x
}
.
It is not always true that either a(x, r), b(x, r), or c(x, r) is small (when x ∈ E and B(x, r) ⊂
B(0, 2)), because, for instance Z(x, r) may be a minimal cone of type 3 centered anywhere
in B(x, r). The pairs where either a(x, r), b(x, r), or c(x, r) is small are interesting to study.
Definition 4.1 Let x ∈ E ∩ B(0, 2) be given. We say that:
• x is of type 1 when a(x, r) ≤ 2ε for all r small,
• x is of type 2 when b(x, r) ≤ 1500ε for all r small,
• x is of type 3 when c(x, r) ≤ 150ε for all r small.
For j = 1, 2, 3, we denote by Ej the set of points x ∈ E ∩B(0, 2) that are of type j.
We should say something now about the choice of constants. The constants 2, 1500, and
150 are just chosen to make later lemmas easier to use. They depend on the values of the
various constants in Section 3, but we could reorganize things with different constants. Other
strange constants will appear in the proof; the reader should not pay too much attention to
their precise values, hopefully this will make them easier to track. For Theorem 2.2, all these
constants need to be replaced with other ones; let us indicate in advance how they need to
be chosen, to make it easier for the reader to check things out.
Our first constants are a1 = 2, a2 = 1500, and a3 = 150 in Definition 4.1; a1 comes from
the proof of Lemma 4.1, and we can keep a1 = 2; the constraints on (the new values of) a2
and a3 will be explained soon.
The constant a4 = 10
−3 in Lemma 4.1 just needs to be small, depending on a1. In
Lemma 4.2, a5 = 5 and a6 = 57 just come from the geometry, a7 = 10 is just 2a5, we can
keep 1
2
as it is, and the value of a8 = 7 follows from the geometry. Then a9 = 10
−3 just needs
to be small, depending on a5 and a6. Also, a10 = 11 just needs to be a little larger than a7.
The constant a11 = 15 in Corollary 4.1 just needs to be larger than 2a8.
The constants a12 = 10
−3, a13 = 10−3, and a14 = 132 in Lemma 4.3 are just geometric
constants that come from Lemma 3.3. Our first constraint on a3 comes from Lemma 4.3 and
is that a3 ≥ a14.
No constraint comes from Lemma 4.4; the constant in (4.12) is just the same as a11 in
Corollary 4.1.
In Lemma 4.5, we just need a15 = 25 needs to be large enough (it needs to be larger than
10 in our proof, because we want the pair (z1, r/10) to satisfy the assumptions in the lemma,
a little above (4.19)); other constraints will come later. The value of a16 = 600 follows by
geometric computations, and so does a17 = 150 in (4.15). We need to pick a3 ≥ a17 in
Definition 4.1.
The first constraint on a2 in Definition 4.1 is that a2 be larger than the constant in (4.20).
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The constant a18 = 17 in Lemma 4.6 is just a geometric constant. In (4.24) and the
few lines above, 10−3 needs to be replaced with a9 from Lemma 4.2. A few lines later, we
only get that b(x, r) ≤ a19ε, instead of 500ε; this gives a new constraint on a2, namely that
a2 ≥ a19 (so that we can deduce that x ∈ E2). The rest of the proof of (4.23) goes smoothly.
In Lemma 4.7, a20 = 24 can be replaced with
2
3
(2a18 + 2) and a21 = 600 with the
geometric constant a16 ; in the proof, we need to replace 198/100 with a geometric constant
C, just below (4.27); the rest of the proof is the same, but gives a second constraint on a15
in Lemma 4.5, i.e., it needs to be larger than a20.
For Lemma 4.8, we need to replace 15 with a11, as in Corollary 4.1, and 200 with some
geometric constant a23 that depends on Lemmas 3.2 and 3.4. We also get the last constraint
that a15 be large enough, depending on a23.
This completes our list of constraints on constants for the results of this section; the
reader may check that they are compatible.
The main point of this section is to establish a few properties of the sets Ej . We shall
prove that E ∩ B(0, 2) = E1 ∪ E2 ∪ E3 (a disjoint union), that E3 ∩ B(0, 199/100) has at
most one point, and that E2 is locally Reifenberg-flat of dimension 1 (away from E3 and
∂B(0, 2)).
The results of this section are also valid with minor modifications for ε-minimal sets (as
in the previous section), but the reader should not bother too much; most of the statement
in this section can also be easily deduced from Theorem 2.1.
Let us first check that
(4.4) E1, E2, and E3 are disjoint.
Suppose for instance that x ∈ E2 ∩E3. For r small enough, we can find a set Y of type 2
and a set Z of type 3 centered at x, such that Dx,2r(E, Y ) ≤ 1500ε and Dx,2r(E,Z) ≤ 150ε.
If y ∈ Y ∩ B(x, r), we can find e ∈ E such that |e − y| ≤ 3000εr. Then e ∈ E ∩ B(x, 2r),
so we can find z ∈ Z such that |z − e| ≤ 300εr. Altogether, |z − y| ≤ 3300εr. Similarly, if
z ∈ Z ∩B(x, r), we can find e ∈ E such that |e− y| ≤ 300εr, then e ∈ E ∩B(x, 2r), we can
find y ∈ Y such that |y − e| ≤ 2000εr, and |z − y| ≤ 3300εr. So Dx,r(Y, Z) ≤ 3300ε < 1/3.
Lemma 3.1 says that this is impossible. The two other cases are just as easy.
Our first lemma shows that E1 is a large open set.
Lemma 4.1 Let x ∈ E and r > 0 be such that B(x, r) ⊂ B(0, 2) and a(x, r) ≤ 10−3. Then
a(y, t) ≤ 2ε for y ∈ B(x, 2r/3) and 0 < t < r/4. In particular, E ∩ B(x, 2r/3) ⊂ E1.
Proof. Let x and r be as in the statement. Let P0 be a plane through x such that
Dx,r(E, P0) ≤ 10−3. By (1.1), there is a minimal cone Z = Z(x, r) through x, such that
Dx,r(E,Z) ≤ ε. It could be that Z is of type 2 or 3, but even so let us check that
(4.5) there is a plane P through x such that Z ∩ B(x, 97r/100) = P ∩ B(x, 97r/100).
First suppose that Z is a set of type 3 centered at some y ∈ B(x, 99r/100). Set ρ = r/200,
and let us check that Dy,ρ(Z, P0) < 1/3. If z ∈ Z ∩ B(y, ρ), we can find e ∈ E such that
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|z − e| ≤ εr. Obviously, e ∈ B(x, r), so we can find p ∈ P0 such that |p− e| ≤ 10−3r; then
|p − z| ≤ εr + 10−3r < ρ/3. Similarly, if p ∈ P0 ∩ B(y, ρ) we can find e ∈ E such that
|p− e| ≤ 10−3r. Then e ∈ B(x, r), so we can find z ∈ Z such that |z − e| ≤ εr; altogether
|p− z| ≤ εr + 10−3r < ρ/3, and Dy,ρ(Z, P0) < 1/3. This is impossible, by Lemma 3.1.
Next suppose that Z is a set of type 3, whose center z 6∈ B(x, 99r/100), but whose spine
meets B(x, 98r/100) at some point y. As before, Dy,ρ(Z, P0) < 1/3 for ρ = r/200. Since
|z − y| ≥ r/100, Lemma 3.2 says that Z coincides with a set Y of type 2 in B(y, 4r/500) =
B(y, 8ρ/5). Then Dy,ρ(Y, P0) < 1/3 too. But the spine of Y goes through y, so Lemma 3.1
says that this is impossible. The same argument excludes the case when Z is a set of type
2 whose spine meets B(x, 98r/100).
We are left with the case when Z is of type 1, or else its spine does not meet B(x, 98r/100).
Let F denote the face of Z that contains x, and P the plane that contains F . The boundary
of F is contained in the spine of Z, so it does not meet B(x, 98r/100); hence
(4.6) F ∩B(x, 98r/100) = P ∩B(x, 98r/100).
Every point of P∩B(x, 98r/100) lies in Z by (4.6), so it is εr-close to E, and then (ε+10−3)r-
close to P0. This forces every point of P0∩B(x, r) to be 2 · 10−3r-close to P . This stays true
(with a constant larger than 2) when we deal with sets of type Gi and approximations with
d-planes in Rn.
If (4.5) fails, (4.6) says that there is another face F1 of Z that meets B(x, 97r/100) at
some point y. We know that y is εr-close to E, hence (ε + 10−3) r-close to P0. Hence,
dist (y, P ) ≤ (ε+ 3 · 10−3)r. [In all these estimates, we use the fact that y ∈ B(x, 99r/100),
so the successive points that we implicitly use never lie out of B(x, r).]
On the other hand, y lies in some other face of Z, and the angles between faces of Z are
not too small, so the distance from y to the spine of Z is less than 10−2r. For sets of type
Gi, we deduce this from (2.8). This is impossible, because the spine of Z does not meet
B(x, 98r/100). So (4.5) holds.
We now return to the lemma, and let y ∈ B(x, 2r/3) be as in the statement. Let us
first estimate a(y, t) for t ∈ (r/10, 4r/10). First observe that B(y, t) ⊂ B(x, 967r/1000).
By (1.1) and (4.5), we can find qy ∈ P such that |y − qy| ≤ εr. Set P ′ = P + (y − qy).
We can use P ′ to compute a(y, t), because it goes through y, so a(y, t) ≤ Dy,t(E, P ′). If
e ∈ E ∩ B(y, t), dist (e, P ′) ≤ dist (e, P ) + |y − qy| ≤ dist (e, P ) + εr ≤ 2εr, by (1.1)
and (4.5). If p′ ∈ P ′ ∩ B(y, t), p = p′ − (y − qy) lies in Z ∩ B(x, 97r/100) by (4.5), and
dist (p′, E) ≤ dist (p, E) + εr ≤ 2εr by (1.1). So a(y, t) ≤ Dy,t(E, P ′) ≤ 2εr/t ≤ 20ε.
The pair (y, t) satisfies the hypothesis of the lemma, namely, a(y, t) ≤ 10−3, so we
can iterate the previous argument (this time, keeping y at the center). This yields that
a(y, s) ≤ 20ε for r/100 ≤ s ≤ 4r/10, and (after many iterations of the argument) for every
s < 4r/10.
Finally, for each s < 4r/10 there is a set Z(y, s) as in (1.1), and since a(y, s) ≤ 20ε the
proof of (4.5) shows that Z(y, s) coincides with a plane P on B(y, 97s/100). We can use P
in the definition of a(y, 96s/100), and we get that a(y, 96s/100) ≤ 100ε/96 ≤ 2ε. Since this
holds for s < 4r/10, Lemma 4.1 follows.
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Next we focus on E3 and c(x, r). We start by showing how being close to a tetrahedron
at a small scale determines the behavior of the set at larger scales.
Lemma 4.2 Let x ∈ E and r > 0 be such that B(x, 11r) ⊂ B(0, 2) and c(x, r) < 10−3. Let
Z11 = Z(x, 11r) be a minimal set through x such that Dx,11r(E,Z11) ≤ ε (as in (1.1)). Then
Z11 is of type 3, and its center x0 is such that |x− x0| ≤ 5c(x, r)r + 57εr. In addition,
(4.7) c(x, 10r) ≤ 1
2
c(x, r) + 7ε.
Proof. The reader should not pay too much attention to the value of the various constants.
Nevertheless the fact that 1
2
< 1 will be useful. By assumption, there is a minimal set Z of
type 3, centered at x, and such that Dx,r(E,Z) ≤ c(x, r) ≤ 10−3. Set ρ = 3c(x, r)r + 34εr,
and let us check that
(4.8) Dx,ρ(Z,Z11) < 1/3.
If z ∈ Z∩B(x, ρ), we can find e ∈ E such that |e−z| ≤ c(x, r)r. Obviously e ∈ B(x, 11r),
so we can find z′ ∈ Z11 such that |z′− e| ≤ 11εr; altogether dist (z, Z11) ≤ (c(x, r)+11ε)r <
ρ/3. Similarly, if z′ ∈ Z11 ∩ B(x, ρ), we can find e ∈ E such that |e − z′| ≤ 11εr, and then
z ∈ Z such that |z− e| ≤ c(x, r)r, so dist (z′, Z) ≤ (c(x, r)+ 11ε)r < ρ/3. This proves (4.8).
By Lemma 3.3, Z11 is of type 3 and its center x0 lies in B(x, 5ρ/3). That is, |x − x0| ≤
5c(x, r)r + 170εr/3 ≤ 5c(x, r)r + 57εr.
We cannot use Z11 directly to estimate c(x, 10r), because it is not centered at x, but
we may use Z ′ = Z11 + (x − x0). If y ∈ E ∩ B(x, 10r), we can find z ∈ Z11 such that
|z − y| ≤ 11εr, and then z′ = z + (x − x0) ∈ Z ′ is such that |z′ − y| ≤ 5c(x, r)r + 68εr.
Similarly, if z′ ∈ Z ′∩B(x, 10r), then z = z′− (x−x0) ∈ Z ∩B(x, 11r), so we can find y ∈ E
such that |z − y| ≤ 11εr, and then |z′ − y| ≤ 5c(x, r)r + 68εr. Altogether, Dx,10r(E,Z ′) ≤
(10r)−1(5c(x, r)r + 68εr) ≤ 1
2
c(x, r) + 7ε. Lemma 4.2 follows.
Corollary 4.1 If x ∈ E3, then c(x, r) ≤ 15ε for every r > 0 such that B(x, 11r/10) ⊂
B(0, 2).
Proof. Indeed for k large, c(x, 10−kr) ≤ 150ε by definition of E3. Lemma 4.2 says that
c(x, 10−kr) ≤ 1
2
c(x, 10−k+1r) + 7ε ≤ 157ε for k large. Multiple iterations of Lemma 4.2
eventually lead to the result. In fact define a sequence λn by λ0 = 150ε and λn+1 =
1
2
λn+7ε,
note that it converges to 14ε < 15ε.
The influence of tetrahedral points also transmits to smaller scales.
Lemma 4.3 Let x ∈ E and r > 0 be such that B(x, r) ⊂ B(0, 2) and c(x, r) ≤ 10−4. Then
there is a point ξ ∈ E ∩B(x, 10−3r) such that c(ξ, ρ) ≤ 132ε for 0 ≤ ρ ≤ r/3. In particular,
ξ ∈ E3.
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Proof. Pick Z = Z(x, r), so that Dx,r(E,Z) ≤ ε. Also choose a minimal cone Y of type
3 centered at x and such that Dx,r(E, Y ) ≤ c(x, r) ≤ 10−3. Set ρ0 = 3c(x, r)r + 4εr; then
Dx,ρ0(Y, Z) < 1/3, by the proof of (4.8). As before, Lemma 3.3 says that Z is of type 3, with
a center z0 in B(x, 5ρ0/3). That is, |z0− x| ≤ 5c(x, r)r+20εr/3. By definition of Z, we can
find x1 ∈ E so that |x1 − z0| ≤ εr, and hence
(4.9) |x1 − x| ≤ 5c(x, r)r + 8εr.
The cone Z ′ = Z + (x1 − z0) is centered at x1, so we can use it to compute c(x1, r/2). The
same computation as in Lemma 4.2 yields
(4.10) c(x1, r/2) ≤ Dx1,r/2(E,Z ′) ≤ (2/r)
(|x1 − z0|+ εr) ≤ 4ε.
Let us iterate the construction with the ball B(x1, r/2). We get a second point x2 ∈ E,
with |x2 − x1| ≤ [5c(x1, r/2) + 8ε]r/2 ≤ 28εr/2, and such that c(x2, r/4) ≤ 4ε. By iteration
we can find points xk, k ≥ 1, such that c(xk, 2−kr) ≤ 4ε and |xk+1−xk| ≤ 28ε2−kr for k ≥ 1.
Call ξ the limit of the xk; thus
|x− ξ| ≤ |x− x1|+
∑
k≥1
|xk+1 − xk|
≤ [5c(x, r) + 8ε]r +
∑
k≥1
28ε2−kr ≤ [5c(x, r) + 36ε]r.(4.11)
We still need to check that c(ξ, ρ) ≤ 132ε for 0 ≤ ρ ≤ r/3. Pick k such that 2−k−1r ≤
11ρ/10 ≤ 2−kr; thus k ≥ 1 and hence c(xk, 2−kr) ≤ 4ε. Also, |ξ − xk| ≤
∑
l≥k 28ε2
−lr ≤
56ε2−kr. CallW a set of type 3 centered at xk and which is 4ε2−kr-close to E in B(xk, 2−kr);
then the translation of W by ξ−xk is 60ε2−kr-close to E in B(ξ, ρ), which leads to c(ξ, ρ) ≤
60ε2−kr/ρ ≤ (60ε)(22/10) < 132ε, as needed. The fact that ξ ∈ E3 is just the definition of
E3
Lemma 4.4 There is at most one point in E3 ∩B(0, 199/100).
Proof. Suppose that E3 ∩B(0, 199/100) contains two different points x and y. Notice that
(4.12) c(x, r) ≤ 15ε for 0 < r ≤ 2 · 10−3,
by Corollary 4.1 and because B(x, 11r/10) ⊂ B(0, 2).
Set ρ = |x − y|, and first assume that ρ < 10−3. We take r = 2ρ in (4.12) and get that
c(x, 2ρ) ≤ 15ε. Thus there is a set X of type 3, centered at x, such that Dx,2ρ(X,E) ≤ 15ε.
Similarly, there is a set Y of type 3, centered at y, such that Dy,2ρ(Y,E) ≤ 15ε. Notice that
B(y, 2ρ) contains B(x, ρ), so Dx,ρ(X, Y ) ≤ 60ε by the proof of (4.4). By Lemma 3.3, the
center of Y lies in B(x, 5ρ/6), a contradiction.
We are left with the case when ρ = |x− y| ≥ 10−3. Since c(x, 10−3) ≤ 15ε by (4.12), we
can pick X of type 3, centered at x, and such thatDx,10−3(X,E) ≤ 15ε. Also set Z = Z(0, 2);
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thus D0,2(Z,E) ≤ ε by (1.1), and the proof of (4.4) yields Dx,10−4(X,Z) ≤ 3 · 104ε. Then
Lemma 3.3 says that Z is of type 3, with a center in B(x, 2 · 10−4). By the same argument,
the center of Z lies in B(y, 2 · 10−4). But these balls are disjoint because |x− y| ≥ 10−3, our
last case is impossible, and Lemma 4.4 follows.
The situation with respect to E3 is reasonably clear now: it contains at most one
point x0 in B(0, 199/100), and Corollary 4.1 says that c(x0, r) ≤ 15ε for all r such that
B(x0, 11r/10) ⊂ B(0, 2). Furthermore, Lemma 4.3 essentially forbids E to look like a set of
type 3 away from x0, because this would create a new point of E3. Next we focus on b(x, r)
and E2.
Lemma 4.5 Let x ∈ E and r > 0 be such that B(x, r) ⊂ B(0, 2), and assume that we can
find a minimal cone Y of type 2, whose spine L contains x, and such that Dx,r(E, Y ) ≤ 25ε.
Then B(x, 2r/3) does not meet E3 and Dx,2r/3(L,E2) ≤ 600ε.
Proof. Let x and r > 0 be as in the lemma. We shall need to check that
(4.13) z ∈ E1 for z ∈ E ∩B(x, 2r/3) such that dist (z, L) ≥ 400εr.
Let z ∈ E∩B(x, 2r/3) be given, with dist (z, L) ≥ 400εr. Set ρ = min( dist (z, L)/2, r/5);
in particular, 16ρ/10 ≤ 16r/50 < r/3, so B(z, 16ρ/10) ⊂ B(x, r) ⊂ B(0, 2). Notice that
dist (z, Y ) ≤ 25εr because Dx,r(E, Y ) ≤ 25ε. Call P the plane that contains the face
of Y that gets close to z; then Y ∩ B(z, 16ρ/10) = P ∩ B(z, 16ρ/10) because 16ρ/10 ≤
8 dist (z, L)/10. Also recall that 25εr ≤ 25ρ/200, either trivially because ρ = r/5 or else
because ρ = dist (z, L)/2 ≥ 200εr.
Now set Z˜ = Z(z, 16ρ/10). Let us check that
(4.14) dist (w, P ) ≤ 16ερ/10 + 25ρ/200 ≤ 13ρ/100 for w ∈ Z˜ ∩ B(z, 14ρ/10).
Indeed we can find e ∈ E such that |e − w| ≤ 16ερ/10 (by (1.1)); then e ∈ B(z, 15ρ/10) ⊂
B(x, r), so we can find y ∈ Y such that |y − e| ≤ 25εr ≤ 25ρ/200. Thus |y − w| ≤
16ερ/10 + 25ρ/200 < 2ρ/10, so y ∈ Y ∩B(z, 16ρ/10) = P ∩B(z, 16ρ/10), and (4.14) holds.
We deduce from (4.14) and elementary geometry that Z˜ coincides with a plane in
B(z, 11ρ/10).
In the case of sets of type Gi, we need to replace 400 in (4.13) with a much larger constant,
so that dist (w, P ) ≤ αρ for w ∈ Z˜ ∩ B(z, 14ρ/10), with a very small constant α. If Z˜ is of
type G2 or G3, this prevents its spine from meeting B(z, 13ρ/10) (by direct inspection: sets
of type G2 and G3 do not stay close to planes near their spine); then Lemma 3.4 says that
Z coincides with a plane in B(z, C−1ρ). This is enough to continue the argument (but get
worse constants).
Next, Z˜ goes through z, so we can use this plane to estimate a(z, ρ). We get that
a(z, ρ) ≤ 16
10
Dz,16ρ/10(E, Z˜) ≤ 1610 ε. Since we know that B(z, ρ) ⊂ B(x, r) ⊂ B(0, 2), we can
apply Lemma 4.1 and get that a(z, t) ≤ 2ε for t < ρ/4; hence z ∈ E1, and (4.13) holds.
17
Now we want to show that
(4.15) dist (ℓ, E2) ≤ 150εr for ℓ ∈ L ∩ B(x, 2r/3).
Since ℓ ∈ L ⊂ Y , we can find z0 ∈ E such that |z0 − ℓ| ≤ 25εr. Set Z = Z(z0, r/2). Let
us first use the fact that Z and Y are both quite close to E to show that
(4.16) Dz0,r/4(Y, Z) ≤ 102ε.
First let y ∈ Y ∩B(z0, r/4) be given. Observe that |y−x| ≤ |y− z0|+ |z0− ℓ|+ |ℓ−x| ≤
r/4 + 25εr + 2r/3 = 11r/12 + 25εr, so y ∈ B(x, r) and (by definition of Y ) we can find
y′ ∈ E such that |y′ − y| ≤ 25εr. Then y′ ∈ B(z0, r/2), so we can find y′′ ∈ Z such that
|y′′ − y′| ≤ εr/2. Thus dist (y, Z) ≤ 51εr/2. Similarly, if y ∈ Z ∩ B(z0, r/4) we can find
y′ ∈ E such that |y′ − y| ≤ εr/2, then y′ ∈ B(x, r), so there exists y′′ ∈ Y such that
|y′′ − y′| ≤ 25εr. Thus dist (y, Y ) ≤ 51εr/2; (4.16) follows.
Recall that |z0 − ℓ| ≤ 25εr, with ℓ ∈ L ∩B(x, 2r/3) (and L is the spine of Y ). By (4.16)
and the second half of Lemma 3.1, Z is of type 2 or 3. We claim that
(4.17) Z coincides with a set of type 2 in B(z0, r/6).
This is clear if Z is of type 2. Otherwise, denote its center by z1. If B(z1, r/500) ⊂
B(z0, r/4), (4.16) says that Dz1,10−3r(Y, Z) ≤ 105ε < 1/3. This is impossible, by Lemma 3.2.
So z1 lies out of B(z0, t), with t = r/4− r/500, and Lemma 3.2 says Z coincides with a set
of type 2 in B(z0, 4t/5); (4.17) follows.
Once we know (4.17), it is easy to deduce from (4.16) that every point of L∩B(z0, r/10)
lies within 100εr of the spine LZ of Z. This uses the fact that for sets of type 2, the Hausdorff
distance between spines is controlled by the Hausdorff distance between the sets. For sets of
type G2, we can check this directly, or deduce it from Lemmas 3.1 and 3.4, but with worse
constants. We apply this to our point ℓ ∈ L, and we find ℓ1 ∈ LZ such that |ℓ1− ℓ| ≤ 100εr.
By definition of Z, we can then find z1 ∈ E such that |z1 − ℓ1| ≤ εr/2 (see (1.1)). Thus
(4.18) |z1 − z0| ≤ |z1 − ℓ1|+ |ℓ1 − ℓ|+ |ℓ− z0| ≤ 126εr.
Call Y ′ the set of type 2 provided by (4.17), and then set Y1 = Y ′ + (z1 − ℓ1). Notice
that the spine L1 of Y1 goes through z1 (because (4.17) says that ℓ1 lies in the spine of Y
′),
so we can use it to estimate b(z1, r/10). By (4.17), Y
′ is εr/2-close to E in B(z1, r/7), hence
Y1 is εr-close to E in B(z1, r/8), so b(z1, r/10) ≤ 10ε.
The pair (z1, r/10) satisfies the assumptions of Lemma 4.5; thus we can apply the argu-
ment above, with x, ℓ, and z0 all replaced with z1, and r replaced with r/10. We get a new
point z2 ∈ E, with |z2 − z1| ≤ 101εr/10 and b(z2, r/100) ≤ 10ε (we can drop the 25εr that
come from |ℓ− z0| in (4.18)).
Then we iterate and find a sequence {zk} in E, with
(4.19) b(zk, 10
−kr) ≤ 10ε and |zk+1 − zk| ≤ 101 · 10−kεr.
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Set w = limk→∞ zk. Then |w − zk| ≤ 120 · 10−kεr for k ≥ 1. Let us check that
(4.20) b(w, t) ≤ 1500ε for t small.
Choose k such that 9
10
10−k−1r ≤ t ≤ 9
10
10−kr. By (4.19), there is a set T of type 2, with
a spine through zk, which is 10
−k+1εr-close to E in B(zk, 10−kr). We can use T +(w− zk) to
estimate b(w, t). Since |w−zk| ≤ 120·10−kεr, we get that b(w, t) ≤ t−1(130·10−kεr) ≤ 1500ε,
as needed for (4.20).
By (4.20), w ∈ E2. Observe that |w−ℓ| ≤ |w−z1|+|z1−ℓ| ≤ 120εr/10+|z1−ℓ1|+|ℓ1−ℓ| ≤
113εr, by (4.19) and the estimates above (4.18). So (4.15) holds.
We are ready to estimate Dx,2r/3(L,E2). We just checked that dist (ℓ, E2) ≤ 150εr for
ℓ ∈ L ∩ B(x, 2r/3). Conversely, if z ∈ E2 ∩ B(x, 2r/3), (4.13) forbids dist (z, L) to be more
than 400εr (because E1 is disjoint from E2, see (4.4)). Hence Dx,2r/3(L,E2) ≤ 600ε, as
needed.
We still need to check that E3 does not meet B(x, 2r/3). If z ∈ E3 ∩ B(x, 2r/3), Corol-
lary 4.1 says that c(z, ρ) ≤ 15ε for ρ > 0 such that B(z, 11ρ/10) ⊂ B(0, 2). We pick
ρ = r/4, and find a set Z ′ of type 3, centered at z, and such that Dz,r/4(Z ′, E) ≤ 15ε. But
Dx,r(E, Y ) ≤ 25ε, hence Dz,r/5(Y, Z) ≤ 140ε by the usual comparison argument. This is
impossible, by Lemma 3.1, so E3 does not meet B(x, 2r/3). This completes our proof of
Lemma 4.5.
Next we study the local Reifenberg-flatness of E2.
Lemma 4.6 If x ∈ E ∩ B(0, 2) \ E1, then for every r > 0 such that B(x, r) ⊂ B(0, 2),
Z(x, r) is a set type 2 or 3, whose spine passes at distance at most 17εr from x.
Proof. For x ∈ E and r > 0 such that B(x, r) ⊂ B(0, 2), we have a minimal cone Z(x, r).
Set δ(x, r) = +∞ when Z(x, r) is of type 1. Otherwise, denote by L(x, r) the spine of
Z(x, r), and set δ(x, r) = r−1 dist (x, L(x, r)). First observe that
(4.21) δ(x, r) < 2/3 when a(x, r/2) ≥ 10−4.
Indeed, if δ(x, r) ≥ 2/3, Z(x, r) is of type 1 or L(x, r) does not meet B(x, 2r/3), hence
Lemma 3.4 says that Z(x, r) coincides with a plane P in B(x, 10r/18). Then we can use P
to check that a(x, r/2) < 10−4. So (4.21) holds. If we were dealing with sets of type Gi, we
would prove (instead of (4.21)) that δ(x, r) < 2/3 when a(x, r/C) ≥ a4/10, where a4 comes
from Lemma 4.1.
Next we check that
(4.22) δ(x, 3r) ≤ 1
3
δ(x, r) + 11ε.
when a(x, r/2) > 10−4 and B(x, 3r) ⊂ B(0, 2). For sets of type Gi, we would write
δ(x, 2Cr) ≤ 1
2C
δ(x, r) + C ′ε when a(x, r/C) > a4/10 and B(x, 2Cr) ⊂ B(0, 2), with C
as above.
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By (4.21), we can find z0 ∈ L(x, r), with |x−z0| ≤ rδ(x, r) ≤ 2r/3. Set ρ = 16εr; trivially,
B(z0, ρ) ⊂ B(x, 9r/10). For z ∈ Z(x, r)∩B(z0, ρ), there is a point z1 ∈ E such that |z1−z| ≤
εr, and then a point z2 ∈ Z(x, 3r) such that |z2 − z1| ≤ 3εr, so dist (z, Z(x, 3r)) ≤ 4εr.
Similarly, dist (z, Z(x, r)) ≤ 4εr for z ∈ Z(x, 3r)∩B(z0, ρ). SoDz0,ρ(Z(x, r), Z(x, 3r)) ≤ 1/4,
and Lemma 3.1 says that Z(x, 3r) cannot coincide with a plane in B(z0, ρ). Hence, Z(x, 3r)
is of type 2 or 3, and Lemma 3.4 says that its spine meets B(z0, 2ρ). Then dist (x, L(x, 3r)) ≤
|x− z0|+ 2ρ ≤ rδ(x, r) + 32εr, and δ(x, 3r) ≤ 13δ(x, r) + 11ε, as needed for (4.22).
Let us also check that a(x, 3r/2) > 10−4 in the proof of (4.22). Indeed, otherwise there
is a plane P such that Dx,3r/2(P,E) ≤ 10−4. At the same time, Dx,r(Z(x, r), E) ≤ ε and
z0 ∈ B(x, 2r/3), so Dz0,r/10(Z(x, r), P ) ≤ 16 · 10−4 by the usual argument, and this is
impossible because the spine of Z(x, r) goes through z0 and by Lemma 3.1. So we can apply
(4.22) again to the pair (x, 3r), at least if B(x, 9r) ⊂ B(0, 2).
Now let x and r be as in the statement of Lemma 4.6. Since x /∈ E1, Lemma 4.1 says
that a(x, ρ) ≥ 10−3 for ρ small. Multiple applications of (4.22) (starting from δ(x, 3−kr),
with k very large) show that δ(x, r) < 17ε (because 3
2
· 11ε < 17ε). Lemma 4.6 follows.
We are now ready to prove that
(4.23) E ∩ B(0, 2) = E1 ∪ E2 ∪ E3 (a disjoint union).
We already know from (4.4) that the union is disjoint. Let x ∈ E ∩ B(0, 2) be given,
assume that x /∈ E1, and let us check that x lies in E2 or E3.
Suppose first that there are arbitrarily small r such that c(x, r) ≤ 10−3; then multiple
applications of Lemma 4.2 give arbitrarily small ρ such that c(x, 10kρ) ≤ 15ε for every k ≥ 0
such that B(x, 11
10
· 10kρ) ⊂ B(0, 2). [The proof is the same as for Corollary 4.1.] Then we
also have that c(x, r) ≤ 150ε for every r > 0 such that B(x, 11ρ) ⊂ B(0, 2). [Use any ρ < r
and pick k such that 10k−1ρ ≤ r < 10kρ.] In this case x ∈ E3 and we are happy. So may
assume that
(4.24) c(x, r) > 10−3 for r small enough.
Let r be small, and set Z = Z(x, 10r). Since x /∈ E1, Lemma 4.6 says that Z is of type 2
or 3, with a spine L that goes through B(x, 170εr). Pick ℓ ∈ L∩B(x, 170εr). If Z coincides
with a set Y of type 2 in B(x, 2r), then Y ′ = Y + (x− ℓ) is a set of type 2 whose spine goes
through x, we can use it to evaluate b(x, r), and we get that b(x, r) ≤ 10ε+ 170ε < 500ε. If
this is the case for every small r, then x ∈ E2 and we are happy.
So it is enough to show that for r small, Z coincides with a set of type 2 in B(x, 2r).
Recall that Z is of type 2 or 3; if it is of type 2, we are happy. If it is of type 3, with a center
z0 /∈ B(x, 5r/2), Lemma 3.2 says that Z coincides with a set of type 1 or 2 in B(x, 2r),
and we are happy too (type 1 is excluded because L goes through B(x, 170εr)). So we can
assume that z0 ∈ B(x, 5r/2). [With sets of type Gi, we only get that z0 ∈ B(x, Cr), but
this is enough.]
Pick ξ ∈ E such that |ξ−z0| ≤ 10εr; we can use Z+(ξ−z0) to evaluate c(ξ, r), and we get
that c(ξ, r) ≤ 20ε. If r is small enough, B(x, 105r) ⊂ B(0, 2), we can apply Lemma 4.2 four
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times, and we get that c(ξ, 104r) ≤ 20ε. This means that there is a set T of type 3, centered
at ξ, and such that Dξ,104r(T,E) ≤ 20ε. We can use T + (x− ξ) to evaluate c(x, 5000r), and
we get that c(x, 5000r) ≤ (5000r)−1(3r + 2 · 105εr) < 10−3. This is impossible, by (4.24), so
we proved that x ∈ E2, and our proof of (4.23) is complete.
Before we return to the local Reifenberg-flatness of E2 away from E3 (if E3 6= ∅), observe
that
(4.25) E2 ∪ E3 is closed in B(0, 2).
Indeed, let x ∈ B(0, 2) be the limit of a sequence in E2 ∪ E3. If x ∈ E1, a(x, r) ≤ 10ε for r
small, and Lemma 4.1 says that E ∩B(x, 2r/3) ⊂ E1. This is impossible, by definition of x
and because the sets Ei are disjoint. Recall that E is closed, so x ∈ E \E1, and (4.23) says
that x ∈ E2 ∪ E3; (4.25) follows.
Lemma 4.7 If x ∈ E2 and 0 < r ≤ 12 min
[
dist (x, E3), dist (x, ∂B(0, 2))
]
, then there is a
set Y = Y (x, r) of type 2, whose spine L = L(x, r) goes through x, such that
(4.26) Dx,3r/2(E, Y ) ≤ 24ε and Dx,r(E2, L) ≤ 600ε.
Proof. We already know from Lemma 4.6 that Z = Z(x, 2r) is a set type 2 or 3, whose
spine L passes at distance at most 34εr from x. Let us check that
(4.27) there is a set Y1 of type 2 such that Y1 ∩B(x, 155r/100) = Z ∩ B(x, 155r/100).
This is clear if Z is of type 2. If Z is of type 3, and its center lies out of B(x, 198r/100),
Lemma 3.2 says that there is a set Y1 of type 1 or 2 that coincides with Z in B(x,
4
5
·
198r
100
). Obviously, Y1 is of type 2 because the spine of Z passes through B(x, r), and (4.27)
follows because 155r
100
< 4
5
· 198r
100
. Finally suppose that Z is of type 3 and its center z lies in
B(x, 198r/100). By definition of Z, we can find y ∈ E∩B(z, 2εr); then we can use Z+(y−z)
to compute c(y, r/200), and we get that c(y, r/200) ≤ 200(2ε+2ε) < 10−4. Lemma 4.3 gives
a point ξ ∈ E3 ∩B(y, r/200). This is impossible because dist (x, E3) ≥ 2r so (4.27) holds.
Recall that dist (x, L) ≤ 34εr. Pick ℓ ∈ L such that |x−ℓ| ≤ 34εr and set Y = Y1+(x−ℓ);
then Y is a set of type 2 whose spine goes through x. Let us check that
(4.28) Dx,3r/2(E, Y ) ≤ 24ε.
If e ∈ E ∩ B(x, 3r/2), we can find y ∈ Z such that |y − e| ≤ 2εr, then y ∈ B(x, 155r/100),
(4.27) says that y ∈ Y1 and y′ = y−(x−ℓ) ∈ Y . So dist (e, Y ) ≤ |y′−e| ≤ |y′−y|+ |y−e| =
|x − ℓ| + |y − e| ≤ 36εr. Similarly, if y′ ∈ Y ∩ B(x, 3r/2), then y = y′ + (x − ℓ) lies in
Y1 ∩ B(x, 155r/100), so we can find y ∈ E such that |y − e| ≤ 2εr. Then dist (y′, E) ≤
|y′ − e| ≤ 36εr; (4.28) follows.
Now the ball B(x, 3r/2) satisfies the hypotheses of Lemma 4.5, and this lemma says that
Dx,r(E2, L) ≤ 600ε. Since (4.28) gives the first part of (4.26), Lemma 4.7 follows.
The second part of (4.26) gives the local Reifenberg flatness of E2 inside of B(0, 2) and
away from E3. The next lemma says that near a point of E3, E2 looks like the spine of a set
of type 3 (that is, four half lines).
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Lemma 4.8 Let x ∈ E3 and r > 0 be such that B(x, 2r) ⊂ B(0, 199/100). Then there is a
set T = T (x, r) of type 3 centered at x, such that
(4.29) Dx,4r/3(E, T ) ≤ 15ε and Dx,r(E2, L) ≤ 220ε,
where L denotes the spine of T .
Proof. We proceed as in Lemma 4.7. Corollary 4.1 says that c(x, 4r/3) ≤ 15ε, so we can
find a set T of type 3, centered at x, such that Dx,4r/3(E, T ) ≤ 15ε.
Call L the spine of T . Let us first check that
(4.30) dist (y, L) ≤ 100εr for y ∈ E2 ∩B(x, r).
Let y ∈ E ∩ B(x, r) be such that dist (y, L) ≥ 100εr, and call Z = Z(y, 100εr) the set
promised by (1.1). Every point of Z ∩B(y, 100εr) lies within 100ε2r of E, and hence within
21εr of T , by definition of T . Since dist (y, L) ≥ 100εr, Lemma 3.4 says that Z coincides
with a plane P in B(y, 60εr). In addition, Z (and hence also P ) goes through y, so we can
use P to compute a(y, 50εr); we get that a(y, 50εr) ≤ 2ε ≤ 10−4, and Lemma 4.1 says that
y ∈ E1. This proves (4.30).
We still need to show that
(4.31) dist (ξ, E2) ≤ 220εr for ξ ∈ L ∩ B(x, r).
First consider ξ ∈ L ∩ B(x, r) \ B(x, 220εr). By definition of T we can find y ∈ E ∩
B(ξ, 20εr). Then set Z = Z(y, 220εr); let us check that
(4.32) Dξ,90εr(Z, T ) ≤ 21
90
< 1/4.
Every point of Z ∩B(ξ, 90εr) lies within 220ε2r of E, hence within 220ε2r+20εr < 21εr
of T (by definition of T , and because ξ ∈ B(x, r)). Similarly, if t ∈ T ∩ B(ξ, 90εr), we can
find e ∈ E such that |e − t| ≤ 20εr, then |e − y| ≤ |e − t| + |t − ξ| + |ξ − y| < 130εr, so
e ∈ E ∩ B(y, 130εr) and we can find z ∈ Z such that |z − e| ≤ 220ε2r < εr; (4.32) follows.
Recall that T is of type 3 and ξ lies on its spine; then Lemma 3.1 says thatDξ,90εr(T, P ) ≥
1/4 for any plane, so (4.32) forbids Z to coincide with a plane in B(ξ, 120εr).
By Lemma 3.4, Z to be of type 2 or 3, with a spine that meets the slightly larger ball
B(ξ, 144εr). [For sets of type Gi, replace 144 with a geometric constant.] Pick ℓ in the spine
of Z, with |ℓ − ξ| ≤ 144εr. Obviously ℓ ∈ B(y, 164εr) (because |ξ − y| ≤ 20εr), so we can
pick z1 ∈ E such that |z1 − ℓ| ≤ 220ε2r. Let us check that
(4.33) there is a set Y of type 2 that coincides with Z in B(z1, 24εr).
This is clear if Z is of type 2, so let us assume that it is of type 3. Let z0 denote its
center. By Lemma 3.2, it is enough to show that |z0 − z1| ≥ 32εr. Otherwise,
(4.34) |z0 − y| ≤ |z0 − z1|+ |z1 − ℓ|+ |ℓ− y| ≤ 32εr + 220ε2r + 164εr ≤ 197εr.
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[For sets of type Gi, we can leave 24 as it is, replace 32 with 24C, and also replace 197
with a larger geometric constant a22; the next line forces us to replace 220 with a constant
a23 > a22.]
Since z0 ∈ Z∩B(y, 220εr), we can find e ∈ E, with |e−z0| ≤ 220ε2r. The set Z+(e−z0) is
of type 3, with a center at e, so we can use it to compute c(e, εr). SinceDy,220εr(Z,E) ≤ ε, the
usual argument shows that c(e, εr) ≤ 440ε; then Lemma 4.3 gives a point η ∈ E3 ∩B(e, εr).
Notice that |η−ξ| ≤ |η−e|+|e−z0|+|z0−y|+|y−ξ| ≤ εr+220ε2r+197εr+20εr ≤ 219εr, by
(4.34) in particular. Since |ξ−x| ≥ 220εr, we get that η 6= x. At the same time, η ∈ B(x, 2r)
because ξ ∈ B(x, r), so we have two points of E3 in B(x, 2r) ⊂ B(0, 199/100). Lemma 4.4
says that this is impossible, so |z0 − z1| ≥ 32εr and (4.33) holds.
Recall from just above (4.33) that |z1 − ℓ| ≤ 220ε2r, and ℓ lies on the spine of Z. Hence
the spine of Y ′ = Y + (z1 − ℓ) goes through z1, and we can use Y ′ to evaluate b(z1, 23εr).
Recall that (4.33) says that Y is 220ε2r-close to E near B(z1, 23εr); we get that b(z1, 23εr) ≤
440ε/23 < 25ε. Thus we can apply Lemma 4.5, and there is a point w ∈ E2∩B(z1, εr). [For
sets of type Gi, we then need the constant a15 in Lemma 4.5 to be large enough compared to
the replacement a23 for 220; this is not a serious problem, because a23 is a geometric constant
coming from Section 3.] Now |w−ξ| ≤ |w−z1|+|z1−ℓ|+|ℓ−ξ| ≤ εr+220ε2r+144εr ≤ 146εr.
So we proved (4.31) when ξ ∈ L ∩B(x, r) \B(x, 220εr). We can apply this to a point of
L∩∂B(x, 250εr), and we get the existence of a point in E2∩B(x, 500εr). Also, the argument
above applies to any ball B(x, ρ) centered at x such that B(x, 2ρ) ⊂ B(0, 199/100), so by
taking small values of ρ, we find a sequence in E2 that converges to x.
Now x lies in the closure of E2, so dist (ξ, E2) ≤ 220εr for every ξ ∈ B(x, 220εr). This
completes our proof of (4.31), and Lemma 4.8 follows.
This ends our general description of E1 and E2. As was suggested in Remark 1.1, we
shall rapidly restrict to two simple situations. In addition to (1.1), we shall assume that
either
(4.35) Z(0, 2) is a set of type 2, whose spine L contains 0
(recall that Z(x, r) is the set given by (1.1)), or else
(4.36) the origin lies in E3, and Z(0, 2) is a set of type 3 centered at 0.
In these two cases, we shall establish the slightly more precise (1.7) and (1.8) instead of (1.3)
and (1.4).
Let us rapidly say what to do in the other cases. First suppose that we can find x0 ∈
E3 ∩B(0, 199/100). By Lemma 4.4, x0 is unique.
If x0 = 0, Corollary 4.1 says that Z(0, 2) is a set of type 3 centered near the origin, and
we may as well suppose that it is centered at 0, as in (4.36) (and replace ε with a slightly
larger constant).
If x0 lies in B(0, 195/100), we can again assume that Z(0, 2) is a set of type 3 centered
at x0, and keep the proof below almost exactly as it is (just center the balls Bi0 at x0); we
even get (1.7) and (1.8).
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If Z(0, 2) is a set of type 3 and its center lies in B(0, 194/100), Lemma 4.3 gives a point
in E3 ∩ B(0, 195/100), and we are in one of the two previous cases. Otherwise, Lemma 3.2
says that Z(0, 2) coincides with a set Z ′ of type 1 or 2 in B(0, 4 · 194
500
) ⊃ B(0, 155/100). If
Z ′ is of type 2, the construction below restricted to B(0, 3
2
) yields the function f promised
in Theorem 1.1. This works independently of whether 0 lies in the spine of Z ′. If Z ′ is of
type 1 for y ∈ B(0, 154
100
) ∩ E, it is easy to see that a(y, 1
100
) < 10−3. In this case, Lemma 4.1
ensures that a(y, t) ≤ 2ε, for all y ∈ B(0, 154
100
) ∩E and t small. Thus B(0, 154
100
) ∩E = ∅, and
we are in the standard Reifenberg situation.
Anyway we will just find it as convenient to restrict to the case when Z(0, 2) is of type
2 whose spine contains the origin, as in (4.35).
Let us record here that
(4.37) E3 ∩ B(0, 199/100) is empty when (4.35) holds.
Indeed, if x ∈ E3∩B(0, 199/100), Corollary 4.1 says that c(x, 1/200) ≤ 15ε, and Lemma 3.1
says that this is incompatible with the fact that D0,2(Z(0, 2), E) ≤ ε for a set Z(0, 2) of
type 2.
Also recall that when (4.36) holds, Lemma 4.4 says that 0 is the only point of E3 ∩
B(0, 199/100).
5 Coverings and partitions of unity
Our general plan is to follow the same scheme as in the standard proof of Reifenberg’s
theorem; thus we shall construct our parameterization by successive deformations of the set
Z(0, 2). These deformations will occur near E ∩B(0, 2), and appropriate partitions of unity
play a key role.
We construct one such partition for each scale 2−n, n ≥ 0. We also construct the mapping
f in a hierarchical way, which means that we define it first on the spine of Z(0, 2), then on
Z(0, 2) itself, and finally on the rest of B(0, 2). Our partitions of unity reflect this.
In the more general situation of Theorem 2.2, only one minor modification is needed in
this section. Since we have less control on the various constants that arise in the previous
section, the small security constant 10−20 that is used below needs to be replaced with a
smaller constant, that depend on n, d, and τ0.
For n ≥ 0 given, we construct a “good” covering of E at scale 2−n. If (4.36) holds, we
first cover E3 ∩ B(0, 199/100) = {0} with a unique ball Bi0 = B(0, 2−n−20). For accounting
reasons, we set I3 = I3(n) = {i0}. If (4.35) holds, we simply take I3 = ∅ and choose no ball.
Next we want to cover
(5.1) E ′2 = E2 ∩B(0, 198/100) \
7
4
Bi0
(or just E ′2 = E2 ∩ B(0, 198/100) if (4.35) holds). Here and below, λB is a notation for
the ball with the same center as B and λ times the radius. Select a maximal subset of E ′2,
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with the property that different points of E ′2 lie at mutual distances at least 2
−n−40. Call xi,
i ∈ I2 = I2(n) (with I2∩I3 = ∅), the points of this set, and set ri = 2−n−40 and Bi = B(xi, ri)
for i ∈ I2. By maximality,
(5.2) the balls Bi, i ∈ I2, cover E ′2.
Then we take care of E1. Set
(5.3) V2 =
15
8
Bi0 ∪
⋃
i∈I2
7
4
Bi and E
′
1 = E1 ∩ B(0, 197/100) \ V2
(forget about Bi0 if (4.35) holds), and pick a maximal subset of E
′
1 with the property that
different points of E ′1 lie at mutual distances at least 2
−n−60. Call xi, i ∈ I1 = I1(n), with
I1 ∩ (I2 ∪ I3) = ∅, the points of this set, and set ri = 2−n−60 and Bi = B(xi, ri) for i ∈ I1.
Then
(5.4) the balls Bi, i ∈ I1, cover E ′1.
Let us go one more step, and set
(5.5) V1 =
31
16
Bi0 ∪
⋃
i∈I2
15
8
Bi ∪
⋃
i∈I1
7
4
Bi and E
′
0 = R
3 \ V1,
pick a maximal set in E ′0 with points at mutual distances at least 2
−n−80, call its points xi,
i ∈ I0 = I0(n), with I0 ∩ (I1 ∪ I2 ∪ I3) = ∅ and set ri = 2−n−80 and Bi = B(xi, ri) for i ∈ I0.
Again
(5.6) the balls Bi, i ∈ I0, cover E ′0.
Let us check that
(5.7) E2 ∩B(0, 198/100) ⊂ 7
4
Bi0 ∪
[ ⋃
i∈I2
Bi
]
.
Indeed, if x ∈ E2 ∩B(0, 198/100) does not lie in 74Bi0 , then it lies in E ′2, and (5.2) gives the
result. Similarly,
(5.8) E ∩ B(0, 197/100) ⊂ 15
8
Bi0 ∪
[ ⋃
i∈I2
7
4
Bi
]
∪
[ ⋃
i∈I1
Bi
]
because, if x ∈ E ∩B(0, 197/100) lies out of 15
8
Bi0 ∪
[⋃
i∈I2
7
4
Bi
]
, then it lies in E ′1 by (4.23)
and (5.3); thus (5.8) follows from (5.4). Finally,
(5.9)
31
16
Bi0 ∪
[ ⋃
i∈I2
15
8
Bi
]
∪
[ ⋃
i∈I1
7
4
Bi
]
∪
[ ⋃
i∈I0
Bi
]
= R3,
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again because the union of the first three pieces is V1, and by (5.6).
Now we define a partition of unity. Set I = I(n) = I3 ∪ I2 ∪ I1 ∪ I0. For each i ∈ I, pick
a smooth function θ˜i such that
(5.10) θ˜i(x) = 1 in 2Bi, θ˜i(x) = 0 out of 3Bi, and 0 ≤ θ˜i(x) ≤ 1 everywhere.
We may choose the θ˜i as translations and dilations of a same model. In any case they are
chosen so that
(5.11) |∇θ˜i| ≤ C2n and |∇2θ˜i| ≤ C22n.
Set Θ =
∑
i∈I θ˜i . Since by (5.9), {2Bi}i∈I covers R3, 1 ≤ Θ(x). Moreover note that
Θ(x) ≤ C <∞ because the choice of balls ensures that they only overlap a bounded number
of times. Hence we can set
(5.12) θi(x) = θ˜i(x)/Θ(x) for x ∈ R3.
The usual computations yield
(5.13)
∑
i∈I(n)
θi(x) = 1, |∇θi| ≤ C2n, and |∇2θi| ≤ C22n for x ∈ R3.
The point of our complicated choice of balls is that we shall have a good control on the
supports of the θi. For instance, if (4.36) holds,
(5.14) dist (
3
2
Bi0 , 100Bi) ≥ 2−n−30 when i ∈ I2 ∪ I1 ∪ I0.
Indeed we chose xi 6∈ 74Bi0 , then 2−n−30 and the radius of 100Bi are both much smaller than
one fourth of the radius of Bi0 (which is 2
−n−22). Similarly,
(5.15) dist (
3
2
Bj, 100Bi) ≥ 2−n−50 when j ∈ I2 and i ∈ I1 ∪ I0
and
(5.16) dist (
3
2
Bj, 100Bi) ≥ 2−n−70 when j ∈ I1 and i ∈ I0.
We also claim that
(5.17) dist (
7
4
Bi0 , 100Bi) ≥ 2−n−50 when i ∈ I1 ∪ I0.
Indeed, for i ∈ I1 ∪ I0, we chose xi 6∈ 158 Bi0 . Similarly,
(5.18) dist (
7
4
Bj, 100Bi) ≥ 2−n−70 when j ∈ I2 and i ∈ I0.
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Finally,
(5.19) dist (
15
8
Bi0 , 100Bi) ≥ 2−n−30 when i ∈ I0,
this time because xi 6∈ 3116Bi0 .
The inequalities (5.14)-(5.19) have implications on the supports of the θi. For instance,
(5.14) says that on 3
2
Bi0 all the θi, i 6= i0, vanish (and so θi0(x) = 1). Also,
(5.20) θi(x) = 0 when dist
(
x,
7
4
Bi0 ∪
⋃
j∈I2
3
2
Bj
)
≤ 2−n−70 and i ∈ I1 ∪ I0,
by (5.17) and (5.15). By (5.7), this forces
(5.21) θi(x) = 0 when dist (x, E2 ∩B(0, 198/100)) ≤ 2−n−70 and i ∈ I1 ∪ I0,
and hence, by (5.13),
(5.22)
∑
i∈I3∪I2
θi(x) = 1 when dist (x, E2 ∩ B(0, 198/100)) ≤ 2−n−70.
Finally,
(5.23) θi(x) = 0 when dist
(
x,
15
8
Bi0 ∪
⋃
j∈I2
7
4
Bj ∪
⋃
j∈I1
3
2
Bj
)
≤ 2−n−70 and i ∈ I0,
by (5.19), (5.18), and (5.16), so (5.8) says that
(5.24) θi(x) = 0 when dist (x, E ∩B(0, 197/100)) ≤ 2−n−70 and i ∈ I0,
and then, by (5.13),
(5.25)
∑
i∈I3∪I2∪I1
θi(x) = 1 when dist (x, E ∩ B(0, 197/100)) ≤ 2−n−70.
6 A first parameterization of E2
We are now ready to start a construction of the mapping f . To simplify the description,
we start with the case when (4.35) holds, i.e., when Z(0, 2) is of type 2. As we shall see in
Section 8, the modifications that are needed when (4.36) holds are mostly cosmetic.
We still want to proceed by layers, so we shall start with a parameterization of a big part
of E2, which we shall mostly be interested to define on
(6.1) Γ = L ∩B(0, 197/100)),
where L denotes the spine of Z(0, 2).
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Recall from Lemma 4.7, (4.37), and (4.25), that E2 is a closed locally Reifenberg-flat
set of dimension 1 in B(0, 199/100). This allows us to reproduce a standard Reifenberg
argument and produce a parameterization for E2. As some details of the construction are
needed later, we include it here.
Our parameterization f ∗ is the limit of a sequence of mappings f ∗n defined on Γ and
constructed by induction. We start with f ∗0 (x) = x, and then set
(6.2) f ∗n+1 = g
∗
n ◦ f ∗n for n ≥ 0.
In turn the deformation g∗n is defined by
(6.3) g∗n(x) =
∑
i∈I(n)
θi(x)ψ
∗
i (x),
where θi is as in the partition of unity defined in the previous section, and ψ
∗
i is a suitable
deformation, which pushes points closer to E2. Even though we mostly care about the values
of g∗n and the ψ
∗
i in a neighborhood of Γn = f
∗
n(Γ), it will be just as easy to define them
everywhere. We take ψ∗i (x) = x everywhere when i ∈ I1(n) ∪ I0(n); this does not matter
too much, because we shall prove that Γn stays very close to E2 and hence (5.21) ensures
that the θi’s, i ∈ I1(n) ∪ I0(n), vanish there. We still need to define ψ∗i when i ∈ I2. The
following notation will also be used in later sections.
Recall that when i ∈ I2(n), xi lies in E ′2 = E2 ∩B(0, 198/100) \ 74Bi0 (but in this section
there is no Bi0), so Lemma 4.7 (applied to the pair (xi, 10ri), with ri = 2
−n−40) tells us that
there is a set Yi = Y (xi, 10ri) of type 2, whose spine Li goes through xi, and such that
(6.4) Dxi,15ri(E, Yi) ≤ 24ε and Dxi,10ri(E2, Li) ≤ 600ε.
For the moment, we just need the second half of (6.4).
When i ∈ I2(n), we simply take for ψ∗i the orthogonal projection onto Li. Thus we have
defined ψ∗i for all i ∈ I(n), and g∗n(x) and f ∗n(x) are defined for all x and n. Several estimates
are needed before we can continue our construction. First we claim that
(6.5) Dxi,10ri(Li, Lj) ≤ Cε when i, j ∈ I2(n) and 8Bi meets 8Bj .
Indeed suppose that 8Bi meets 8Bj, and pick x in the intersection. Let us first estimate
Dx,ri(Li, Lj). For y ∈ Li ∩ B(x, ri), (6.4) says that we can find z ∈ E2, with |z − y| ≤
6000εri. Then y ∈ 10Bj, and we can find t ∈ Lj such that |t − z| ≤ 6000εrj = 6000εri.
So dist (y, Lj) ≤ 12000εri. Similarly, dist (y, Li) ≤ 12000εri for y ∈ Lj ∩ B(x, ri). So
Dx,ri(Li, Lj) ≤ Cε. Define Li by a point yi ∈ Li ∩B(x, ri) and a unit vector vi, and proceed
similarly with Lj ; we can choose yj such that |yj − yi| ≤ Cεri, and it is easy to see that
|vj − vi| ≤ Cε or |vj + vi| ≤ Cε. Then (6.5) follows. Next
(6.6) |ψ∗i (x)− ψ∗j (x)| ≤ Cε2−n when i, j ∈ I2(n) and x ∈ 8Bi ∩ 8Bj.
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Indeed, 8Bi meets 8Bj, so Dxi,10ri(Li, Lj) ≤ Cε by (6.5). Again it is a matter of elementary
geometry that the orthogonal projections ψ∗i (x) and ψ
∗
j (x) are close to each other (for in-
stance, write Li = yi+Rvi and Lj = yj +Rvj as above and compute). For the same reason,
the (constant) derivatives of ψ∗i and ψ
∗
j are Cε-close, i.e.,
(6.7) |Dψ∗i −Dψ∗j | ≤ Cε when i, j ∈ I2(n) and 8Bi meets 8Bj.
For each x such that
(6.8) dist (x, E2 ∩ B(0, 198/100)) ≤ 2−n−70,
(5.21) tells us that all the θi(x) with i /∈ I2(n), vanish at x. This allows us to pick j(x) ∈ I2(n)
such that θj(x)(x) 6= 0, use (6.6) and (5.10) to show that |ψ∗i (x)−ψ∗j(x)(x)| ≤ Cε2−n whenever
θi(x) 6= 0, and get that
(6.9) |g∗n(x)− ψ∗j(x)(x)| ≤ C1ε2−n,
because g∗n(x) is an average of the ψ
∗
i (x). Here C1, just like the next constants Cj, is a simple
geometric constant. Since ψ∗j(x)(x) ∈ Lj(x) ∩ 3Bj(x), (6.4) says that
(6.10) dist (g∗n(x), E2) ≤ C2ε2−n−1.
Let y ∈ E2 minimize the distance to x; notice that y ∈ 6Bj(x) because x ∈ 3Bj(x) and
hence dist (x, E2) ≤ |x− xj(x)| ≤ 3rj(x). Then by (6.4)
(6.11) |ψ∗j(x)(x)− x| = dist (x, Lj(x)) ≤ |x− y|+ dist (y, Lj(x)) ≤ dist (x, E2) + 6000εrj(x).
Hence by (6.9) and (6.11)
(6.12) |g∗n(x)− x| ≤ dist (x, E2) + C3ε2−n.
We shall remember that all this happens for x ∈ B(0, 2) such that (6.8) holds.
We are ready to show by induction that if z ∈ Γ = L ∩B(0, 197/100), then
(6.13) dist (f ∗n(z), E2) ≤ C2ε2−n,
and
(6.14) |f ∗n+1(z)− f ∗n(z)| ≤ (C2 + C3)ε2−n
for every n ≥ 0.
Indeed we know that (6.13) holds for n = 0 (if we did not choose C2 too small). Also,
suppose that (6.13) holds for n and (6.14) holds for all m < n (a vacuous condition when
n = 0). Then |f ∗n(z) − z| ≤ 4(C2 + C3)ε (by repeated use of (6.14)), so f ∗n(z) lies inside or
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very close to B(0, 197/100). Hence dist (f ∗n(z), E2 ∩ B(0, 198/100)) ≤ C2ε2−n ≤ 2−n−70 (by
(6.13) and if ε is small enough; our bound of 10−25 should be more than enough). That is,
(6.15) x = f ∗n(z) satisfies (6.8).
Then dist (f ∗n+1(z), E2) = dist (g
∗
n(f
∗
n(z)), E2) ≤ C2ε2−n−1 by (6.10). That is, (6.13) holds
for n+1. In addition, |f ∗n+1(z)−f ∗n(z)| = |g∗n(x)−x| ≤ dist (x, E2)+C3ε2−n ≤ (C2+C3)ε2−n
by (6.12) and (6.13). Thus (6.13) and (6.14) hold for every n.
By (6.14), {f ∗n} converges uniformly on Γ to some limit f ∗, and
(6.16) ||f ∗ − f ∗n||∞ ≤ 2(C2 + C3)ε2−n.
Next we examine the Lipschitz properties of Γn = f
∗
n(Γ).
Lemma 6.1 The restriction of f ∗n to Γ is of class C
2, with a derivative that does not vanish.
For each i ∈ I2(n), Γn ∩ 5Bi is contained in a C4ε-Lipschitz graph Gn,i over Li, that meets
B(xi, C5ε2
−n).
Proof. Let us prove all this by induction. The case when n = 0 is clear, because F ∗0 = id, Γ
is a straight line, and its closeness to all Li, i ∈ I2(0), is an easy consequence of (4.35) and
(6.4). So let us assume that we know the lemma for Γn, and prove it for Γn+1 = g
∗
n(Γn).
We start with the Lipschitz description. Let i ∈ I2(n+1) be given. Recall that xi ∈ E ′2 =
E2 ∩ B(0, 198/100), by (5.1). Then (5.7) ensures that xi ∈ Bj for some j ∈ I2(n). Here the
situation is a little simpler because I3(n) = ∅, but the argument will be very similar when
I3(n) 6= ∅. By the induction assumption, there is a C4ε-Lipschitz graph Gn,j over Lj that
contains Γn ∩ 5Bj. Notice that 5Bi ⊂ 4Bj, so g∗n(Γn \ 5Bj) does not meet 5Bi, by (6.14).
Thus we may restrict our attention to points coming from Γn ∩ 5Bj ⊂ Gn,j ∩ 5Bj.
Let z ∈ Gn,j ∩ 5Bj be given, and denote by τ a unit tangent vector to Gn,j at z. Observe
that
(6.17) dist (z, E2) ≤ C ′ε2−n,
where C ′ depends on C4 and C5. Indeed dist (z, Lj) ≤ C5ε2−n + 11C4ε2−n−40, because Gn,j
is a C4ε-Lipschitz graph that goes through B(xj , C5ε2
−n), and xj ∈ Lj by definition of Yj
and Lj . Now (6.17) follows from (6.4).
Let k ∈ I(n) be such that θk(z) 6= 0. We know that k ∈ I2(n), by (6.17) and (5.21). More
precisely, we should make sure that C ′ε in (6.17) is less than 2−70. We claim that this is the
case, but the reader should not worry, otherwise we could have chosen a smaller constant
than 10−25 as an upper bound for ε. Then by (6.6) and (6.7)
(6.18) |Dψ∗k −Dψ∗j | ≤ Cε, and |ψ∗k − ψ∗j | ≤ Cε2−n in 5Bj.
Since Dg∗n(z) =
∑
k∈I(n) θk(z)Dψ
∗
k(z) +
∑
k∈I(n)Dθk(z)ψ
∗
k(z) by (6.3),
(6.19) |Dg∗n(z)−Dψ∗j | ≤
∑
k∈I(n)
θk(z)|Dψ∗k −Dψ∗j |+
∑
k∈I(n)
|Dθk(x)||ψ∗k(z)− ψ∗j (z)| ≤ C6ε
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because
∑
k θk = 1 and
∑
kDθk = 0, and by (5.13) and (6.18). Here C6 is a geometric
constant, and in particular does not depend on our future choice of C5.
Since Gn,j is a C4ε-Lipschitz graph over Lj and ψ
∗
j is the orthogonal projection onto Lj ,
|τ −Dψ∗j (τ)| ≤ C4ε, hence
(6.20) |Dg∗n(z)(τ) − τ | ≤ |Dg∗n(z)(τ)−Dψ∗j (τ)|+ C4ε ≤ (C4 + C6)ε
by (6.19). In particular, |Dg∗n(z)(τ)| ≥ 1− (C4 + C6)ε ≥ 99/100.
Set v = Dg∗n(z)(τ); since v 6= 0, it is a tangent vector to g∗n(Gn,j) locally . Recall that τ
is the unit tangent vector to Gn,j at x.
we want to show that it makes a small angle with Lj. Call π
⊥
j the projection in the
direction orthogonal to Lj ; then π
⊥
j (v) = π
⊥
j (Dg
∗
n(z)(τ)) = π
⊥
j (Dg
∗
n(z)(τ)−Dψ∗j (τ)), hence
|π⊥j (v)| ≤ C6ε by (6.19). Since |v| ≥ 99/100, v makes a small angle with Lj . Also,
(6.21) Dxj ,10rj (Li, Lj) ≤ Cε,
by the proof of (6.5). [The small difference is that now j ∈ I2(n) and i ∈ I2(n + 1), so Bj
is twice as big as Bi ; otherwise, we still have that xi ∈ Bi ∩Bj , which is more than enough
for the proof to go through.]
Thus Li makes a small angle with Lj and v makes a small angle with Li. We deduce
from this (and the fact that g∗n is smooth on Gn,j ∩ 5Bj , with a non-vanishing derivative)
that
(6.22) g∗n(Gn,j ∩ 5Bj) is (contained in) a C7ε-Lipschitz graph Gn+1,i over Li ,
with C7 depending only on C6 and other geometric constants. Recall that we already checked
that every point of Γn+1 ∩ 5Bi lies in g∗n(Gn,j ∩ 5Bj), so we just need to take C4 larger than
C7 to get the part of the induction that says that Γn+1 ∩ 5Bi is contained in a C4ε-Lipschitz
graph over Li.
Next we check that Gn+1,i meets B(xi, C5ε2
−n−1). By the induction hypothesis, we can
find z ∈ Gn,j ∩ B(xj , C5ε2−n). Set z1 = g∗n(z); thus z1 ∈ g∗n(Gn,j ∩ 5Bj) ⊂ Gn+1,i, by (6.22).
Call z′ = ψ∗j (z) the orthogonal projection of z onto Lj . By (6.18), |ψ∗k(z) − z′| ≤ Cε2−n
when θk(z) 6= 0, and hence |z1− z′| = |g∗n(z)− z′| ≤ Cε2−n, with a constant C that does not
depend on C5. This proves that z1 ∈ B(xj , (C5+C)ε2−n) ⊂ Bj (because z′ ∈ B(xj , C5ε2−n),
just like z as xj ∈ Lj), and that dist (z1, Lj) ≤ Cε2−n. By (6.21), dist (z1, Li) ≤ Cε2−n. By
definition of a graph, there is a point z2 ∈ Gn+1,i, with ψ∗j (z2) = xi. Then dist (z2, Li) ≤
Cε2−n (because dist (z1, Li) ≤ Cε2−n and the slope between z1 and z2 is small). Then
z2 ∈ B(xi, Cε2−n). The constant C that we get does not depend on C5, so we can choose
C5 ≥ C, and Gn+1,i meets B(xi, C5ε2−n−1) as needed.
Finally we need to check that the derivative of the restriction of f ∗n+1 to Γ does not vanish.
Let t ∈ Γ be given, and set z = f ∗n(t). By (6.14), |f ∗n(t) − t| ≤ 2(C2 + C3)ε, so f ∗n(t) lies
well inside B(0, 198/100) (because z ∈ B(0, 197/100) by (6.1). By (5.7), z ∈ Bj for some
j ∈ I2(n). We can use the graph Gn,j provided by our induction assumption. Call τ0 a unit
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tangent vector to Γ and set τ = Df ∗n(t)(τ0). By induction assumption, τ 6= 0. Then τ is a
tangent vector to Gn,j. We can follow the argument between (6.17) and (6.20), and we get
that Dg∗n(f
∗
n(t))(τ) 6= 0. Thus, Df ∗n+1(t)(τ0) 6= 0, as needed. This completes our proof of
Lemma 6.1.
Next we claim that if n ≥ 0, i ∈ I2(n), and xi ∈ B(0, 196/100),
(6.23) Γn ∩ 5Bi = Gn,i ∩ 5Bi,
where Gn,i is still as in Lemma 6.1.
First recall from Lemma 6.1 that Γn is a C
1 curve, with just two extremities. If none of
the two extremities lies in 5Bi, then only two things can happen. Either Γn ∩ 5Bi is empty,
or else Γn enters 5Bi at some point. Since Γn ∩ 5Bi ⊂ Gn,i and the derivative of f ∗n on Γ
does not vanish, Γn has to follow Gn,i without turning back, until it eventually leaves 5Bi.
Then it runs along Gn,i ∩ 5Bi the whole way through, and (6.23) holds.
It will be easier to check by induction that (6.23) holds for i ∈ I2(n) such that dist (xi,R3\
B(0, 197/100)) ≥ ∑nm=0 2−m−40. The two extremities of Γn lie within 2(C2 + C3)ε of
∂B(0, 197/100), by (6.1) and (6.16), so they lie out of 5Bi and we just need to exclude
the case when Γn ∩ 5Bi is empty.
When n = 0, Γn = Γ meets Bi. Indeed xi ∈ E2 ∩ B(0, 197/100), hence Lemma 4.6 says
that Z(xi, 10
−2) is of type 2 or 3, with a spine that passes at distance at most 17ε10−2 from
xi ; this forces L to pass through
1
2
Bi, because otherwise Z(0, 2) coincides with a plane in
5
12
Bi (by Lemma 3.4), and then Dxi,10−3(Z(xi, 10
−2), Z(0, 2)) ≥ 1/5 (by Lemma 3.1); this
is impossible because Z(xi, 10
−2) and Z(0, 2) are both so close to E near B(xi, 10−3) (by
(1.1)). So L meets 1
2
Bi and Γ meets Bi and (6.23) holds for n = 0.
Finally let us assume our claim for some n ≥ 0 and prove it for n + 1. Let i ∈ I2(n + 1)
be as above. By (5.1), xi ∈ E ′2 = E2 ∩ B(0, 198/100); by (5.7), xi ∈ Bj for some j ∈ I2(n).
Thus |xj − xi| ≤ 2−n−40 (because xi ∈ Bj), hence
(6.24) dist (xj ,R
3 \B(0, 197/100)) ≥ dist (xi,R3 \B(0, 197/100))− 2−n−40 >
n∑
m=0
2−m−40.
By induction assumption, (6.23) holds for n and j, and in particular we can find ξ ∈ Γn ∩
B(xj , C5ε2
−n) (see Lemma 6.1). Now g∗n(ξ) ∈ Γn+1 ∩ 5Bi, by (6.14). Thus Γn+1 ∩ 5Bi 6= ∅
and (6.23) holds for Bi, as needed. This completes our proof of (6.23) by induction.
Next we want to show that f ∗ is biHo¨lder. Let us check that
(6.25) (1− Cε) dist (y, z) ≤ dist (g∗n(y), g∗n(z)) ≤ (1 + Cε) dist (y, z)
when y, z ∈ Γn are such that |y − z| ≤ 2−n−40. By (6.13), dist (y, E2) ≤ C2ε2−n; more
trivially, y lies in B(0, 197/100) or very close to it. Then (5.7) says that y lies within Cε2−n
of Bi for some i ∈ I2(n). Let Gn,i be the Lipschitz graph of Lemma 6.1; since both y and z lie
on Gn,i∩3Bi, we can replace dist (y, z) with the length of the arc of Γn between these points,
and make a relative error less than Cε. We can proceed similarly with dist (g∗n(y), g
∗
n(z))
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and the arc-length on g∗n(Gn,j ∩ 5Bj) (for the appropriate j), which is also a Cε-Lipschitz
graph by (6.22). Finally, the ratio between the arc-lengths can be computed in terms of the
derivative |Dg∗n(z)(τ(z))| on Γn. Thus using (6.20), we get (6.25).
Our biHo¨lder estimate will follow from (6.25) by a rather mechanical argument, which
will be repeated later in this paper. Let y, z ∈ Γ be given, and set yn = f ∗n(y) and
zn = f
∗
n(z). Assume that |z − y| < 1; we shall take care of the other case later. As long as
|yn − zn| ≤ 2−n−40 we can apply (6.25) and get that
(6.26) (1− Cε)n+1|y − z| ≤ |yn+1 − zn+1| ≤ (1 + Cε)n+1|y − z|.
How long can this last? If (6.26) holds for n− 1 and |yn − zn| ≤ 2−n−40, we have that
(6.27) (1− Cε)n|y − z| ≤ |yn − zn| ≤ 2−n−40
hence n log2(1− Cε) + log2(|y − z|) ≤ −n− 40 ≤ −n, or equivalently
(6.28) log2(
1
|y − z| ) ≥ n + n log2(1− Cε) ≥ n(1− Cε).
This cannot happen for n large, thus there is a smallest n0 such that |yn0−zn0 | > 2−n0−40,
and we even know that (6.28) holds for n0 − 1, so
(6.29) n0 ≤ 1 + (1− Cε)−1 log2(
1
|y − z|) ≤ 1 + (1 + C
′ε) log2(
1
|y − z| ).
Now we can use (6.14) to say that
(6.30)
∣∣|yn − zn| − |yn0 − zn0 |∣∣ ≤ Cε2−n0
for n > n0, which leads to
(6.31)
∣∣|f ∗(y)− f ∗(z)| − |yn0 − zn0 |∣∣ ≤ Cε2−n0
and then, since |yn0 − zn0 | > 2−n0−40, to
(6.32) (1− Cε)|yn0 − zn0 | ≤ |f ∗(y)− f ∗(z)| ≤ (1 + Cε)|yn0 − zn0 |
and
(6.33) (1− Cε)n0+1|y − z| ≤ |f ∗(y)− f ∗(z)| ≤ (1 + Cε)n0+1|y − z|,
by (6.26). That is,
∣∣∣log |f∗(y)−f∗(z)||y−z| ∣∣∣ ≤ Cε(n0+1) ≤ Cε [2 + (1 + C ′ε) log2( 1|y−z|)] ≤ C ′′ε[(1+
log2(
1
|y−z|)
]
, by (6.29). Then we take exponentials and obtain that
(6.34) (1− Cε) |y − z|1+Cε ≤ |f ∗(y)− f ∗(z)| ≤ (1 + Cε) |y − z|1−Cε.
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For y, z ∈ Γ with 1 < |z − y| < 4 (6.14) or (6.16) imply
(6.35) (1− Cε) |y − z| ≤ |f ∗(y)− f ∗(z)| ≤ (1 + Cε) |y − z|,
which yields (6.34). Thus f ∗ is bi-Ho¨lder on Γ, with exponents that are as close to 1 as we
want.
Observe that it is clear from (6.13) that f ∗(Γ) ⊂ E2. Also,
(6.36) f ∗(Γ) contains E2 ∩ B(0, 196/100).
Indeed let z ∈ E2 ∩ B(0, 196/100); for every large n, z lies in Bi for some i ∈ I2(n),
xi ∈ B(0, 196/100) too, and (6.23) says that Bi meets Γn (recall from Lemma 6.1 that Gn,i
meets B(xi, Cε2
−n)). Thus dist (z,Γn) ≤ 2−n−20, and z ∈ f ∗(Γ) by compactness.
7 A parameterization of E when E3 = ∅
We still assume that (4.35) holds, so that in particular E3 ∩ B(0, 199/100) = ∅ by (4.37),
and we want to define the restriction to a big part of Z(0, 2) of the parameterization f . As
before, we shall define a mapping everywhere, but we shall only care about f(z) when z lies
in the set
(7.1) Y = Z(0, 2) ∩B(0, 195/100).
We still want to get f as the limit of mappings fn, where f0(x) = x, and
(7.2) fn+1 = gn ◦ fn for n ≥ 0, with gn(x) =
∑
i∈I(n)
θi(x)ψi(x)
and where the ψi, i ∈ I(n), are suitable deformations that will be defined soon. We can
again take ψi(x) = x for i ∈ I0(n) (but fn(Y ) will avoid the support of ψi anyway), but this
time we need to do something when i ∈ I1(n). Let us first define ψi in this case.
Recall that when i ∈ I1(n), Bi is a ball of radius ri = 2−n−60 centered at some xi ∈ E ′1 ⊂
E ∩ B(0, 197/100); see near (5.3). Also recall from (5.15) and (5.17) that
(7.3) dist
(
100Bi,
7
4
Bi0 ∪
⋃
j∈I2
3
2
Bj
)
≥ 2−n−50,
where we only mention i0 here to convince the reader that things will also work when (4.36)
holds. Then (5.7) says that
(7.4) dist (100Bi, E2) ≥ 2−n−50,
where we also use the fact that xi ∈ B(0, 197/100). Let us check that
(7.5) Z(xi, 100ri) coincides with a plane Pi in B(xi, 60ri).
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If Z = Z(xi, 100ri) is of type 3 and its center lies in B(xi, 98ri), we can choose ξ ∈ E
close to the center, apply Lemma 4.3 to B(ξ, ri), and we get that B(ξ, ri) meets E3. This
is impossible, by (7.3) (or (7.4) and the fact that points of E3 are always limits of points of
E2).
Otherwise, and if (7.5) fails, Lemma 3.4 says that the spine of Z meets B(xi, 80ri). Pick
ξ ∈ E∩B(xi, 81ri), close to the spine of Z. Then Z coincides with a set of type 2 in B(ξ, 2ri),
we can apply Lemma 4.5 to B(ξ, ri), and we get that B(ξ, ri) meets E2. This is impossible
too, by (7.4). So (7.5) holds. For the generalization in Theorem 2.2, we would just need to
replace 100 with a larger constant and make 2−20 and ε somewhat smaller.
By definition, Z(xi, 100ri) passes through xi. We take
(7.6) ψi = πi, the orthogonal projection onto Pi, when i ∈ I1.
Now we need to define ψi when i ∈ I2(n). There is a constraint, because since we want
to have f = f ∗ on Γ, we shall demand that
(7.7) ψi(x) = ψ
∗
i (x) for x ∈ Γn ∩ support(θi).
This will suffice, because if we have (7.7) for all i ∈ I2(n), then gn = g∗n on Γn, since Γn does
not meet the support of the θi, i ∈ I1(n) ∪ I0(n), by (5.21) and (6.13).
We want to use a standard map associated to a propeller in the plane. Let Prop ⊂ R2
denote the same standard propeller centered at the origin as in Definition 2.2. Call Dj ,
j = 1, 2, 3 its three branches. Choose a Lipschitz map h such that h(x) is the orthogonal
projection of x onto (the line through) Dj when dist (x,Dj) ≤ |x|/10, say. We shall see
that the values of h in the other regions do not really matter, because images of points of
Y will not fall there. To simplify the notation later, choose h smooth away from the origin,
such that h(λx) = λh(x) for λ > 0, and also invariant under symmetries with respect to the
Dj and rotations of 120
◦. It is slightly unpleasant that h is not C2 at the origin, but the
restrictions to the three sectors where dist (x,Dj) ≤ |x|/10 are (they are even affine).
So far h was defined on R2; we extend it to a map defined on R3 by setting h(x, t) =
(h(x), t), with the obvious notation. This is the map associated to the set Y0 = Prop×R of
Definition 2.2. If Z is any set of type 2, we define a mapping hZ by hZ = τ ◦ h ◦ τ−1, where
τ is an isometry of R3 that sends Y0 to Z.
Return to i ∈ I2(n). Let Yi be the set of type 2 that was introduced in (6.4) and was
already used to define ψ∗i . Recall from Lemma 6.1 that Γn∩5Bi is contained in a C4ε-Lipschitz
graph Gn,i over Li, the spine of Yi. To illustrate the construction, choose coordinates of R
3
so that xi is the origin and Li is the first axis. Parameterize Gn,i near Bi by x→ (x, ζ(x)).
Let us record for future use that
(7.8) |ζ(0)| ≤ Cε2−n and |ζ ′(x)| ≤ C4ε,
by Lemma 6.1. We already decided that ψ∗i (x, ζ(x)) = (x, 0) on Γn, and we want to extend
this. So we set
(7.9) ηi(x, y) = (x, y − ζ(x)) for x ∈ R and y ∈ R2,
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and then
(7.10) ψi(z) = hi(ηi(z)) for z ∈ R3,
where we set hi = hYi. Notice that (7.7) holds because in 3Bi, ηi maps points of Γn to Li
just by the same formula as the orthogonal projection ψ∗i , and then hi leaves them alone.
This completes our definition of the ψi, gn, and fn. Now we need to do the same sort
of estimates as in the last section. Hopefully, the similarity will help reduce the amount of
work, but we may need to be a little more careful with the analogue of Lemma 6.1.
Our set Y = Z(0, 2) ∩ B(0, 195/100) is composed of three faces. Let F be one of these
faces, and set Fn = fn(F ). From time to time, we need to recall which initial face things are
coming from, and in this case we add an index l, 1 ≤ l ≤ 3, as an exponent. Thus there are
three faces F l, and for each n three sets F ln.
First let us check that points do not move too much. Observe that for gn and in (7.2)
(7.11) |gn(z)− z| ≤ 2−n−37 for z ∈ R3,
just because |ψi(x)−x| ≤ 6ri ≤ 2−n−37 in 3Bi (the support of θi), and then gn(z) is a convex
combination of the ψi(x). This will be useful to make sure that our local descriptions of the
Fn ∩ 5Bi are not upset by points coming from outer space.
Now we want to prove, at the same time and by induction on n, the following collection
of estimates. Set
(7.12) ρn =
195
100
−
n∑
k=0
2−k−30.
First we want to prove that
(7.13) dist (z, E) ≤ C1ε2−n for z ∈ Fn ∩B(0, ρn).
Next consider i ∈ I1(n) such that xi ∈ B(0, ρn). We will show that two of the sets
F ln ∩ 5Bi, 1 ≤ l ≤ 3, are empty, and for the third one there is a C2ε-Lipschitz graph An,i
over Pi such that An,i meets B(xi, C3ε2
−n) and
(7.14) F ln ∩ 5Bi = An,i ∩ 5Bi.
Similarly, if i ∈ I2(n), xi ∈ B(0, ρn), and 1 ≤ l ≤ 3, we can find a face V li of Yi, a (closed)
Lipschitz domain Sli in the plane P
l
i that contains V
l
i , with
(7.15) Dxi,10ri(V
l
i , S
l
i) ≤ C5ε
(we leave out the name C4, to avoid confusion with Lemma 6.1), and a C6ε-Lipschitz graph
T ln,i over S
l
i, such that T
l
n,i meets B(xi, C7ε2
−n) and
(7.16) F ln ∩ 5Bi = T ln,i ∩ 5Bi.
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Moreover, the three faces V li , 1 ≤ l ≤ 3, are different, and the three T ln,i are bounded by
Γn ∩ 5Bi (which is a Lipschitz graph, by Lemma 6.1 and (6.23)).
Let us first check that all the properties above hold for n = 0. Here the F ln are the
three faces of Y = Z(0, 2) ∩ B(0, 195/100), so (7.13) follows directly from the fact that
D0,2(Z(0, 2), E) ≤ ε. The Lipschitz description in (7.14) for i ∈ I1(0) follows from (7.5),
Lemma 3.1, and the same fact. Similarly, for i ∈ I2(0), the same fact and Lemma 3.1 force
Z(0, 2) to coincide with a set of type 2 in 5Bi, with a spine that gets very close to xi (see
Lemma 4.6), and the description in (7.14)-(7.15) follows. So now we assume that n ≥ 0, and
that the properties hold for m ≤ n.
Let z ∈ F ln ∩ B(0, ρn) be given. By (7.13) and (5.8), z lies C1ε2−n close to some Bi,
i ∈ I1(n) or to some 74Bi, i ∈ I2(n). Choose such an index i, and call it j(z). Also call Iz
the set of indices i ∈ I(n) such that z ∈ 3Bi. We already know from (7.13) and (5.24) that
Iz ⊂ I2(n) ∪ I1(n).
Let i ∈ Iz be given, and let us assume that xi ∈ B(0, ρn), so that we can use the
descriptions above. Note that in this case F ln ∩ 5Bi is not empty (because it contains z), so
we have (7.14) or (7.16). Since the plane Pi (when (7.14) holds), or Pi = P
l
i (when (7.16)
holds) is reasonably well determined by An,i∩5Bi∩B(z, 2−n−80) or Tn,i∩5Bi∩B(z, 2−n−80),
we have that
(7.17) Dz,2−n(Pi, Pj) ≤ Cε for i, j ∈ Iz.
With this proof, C depends on C3 and C6, but since we also know that Pi comes from
Z(xi, 100ri) as in (7.5) or Yi as in (6.4), and similarly for Pj, we can easily improve this first
estimate and get (7.17) with a geometric constant (i.e., that does not depend on our future
choices of constants Ck).
Then let us look more carefully at the ψj and check that
(7.18) |ψi(z)− ψj(z)| ≤ Cε2−n for i, j ∈ Iz.
The main point will be that for i ∈ Iz,
(7.19) |ψi(z)− πi(z)| ≤ Cε2−n,
where πi denotes the orthogonal projection onto Pi. When i ∈ I1(n), we even have that
ψi(z) = πi(z), by (7.6). When i ∈ I2(n), and since z ∈ 3Bi, (7.16) says that z ∈ T ln,i ∩ 5Bi.
Also, T ln,i ∩ 5Bi is a piece of Lipschitz graph over Pi, bounded by Γn ∩ 5Bi ; its image
under ηi is still a Lipschitz graph, but it is now bounded by an arc of ηi(Γn), which is an arc
over Li. See (7.9) and the few lines above it. Since the Lipschitz constant for ηi(T
l
n,i ∩ 5Bi)
is very small (by (7.8) and (7.9) in particular), and this set is bounded by an arc of L, it is
contained in the small sector around V li (the face that is contained in P
l
i ), where hi = hYi
coincides with the projection πli on P
l
i . Thus (7.10) says that
(7.20) ψi(z) = π
l
i(ηi(z)) for z ∈ T ln,i ∩ 5Bi.
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Now |ηi(z) − z| ≤ Cε2−n on 5Bi by the definition (7.9) and the fact that ζ is Cε-Lipschitz
and nearly vanishes at the origin (see (7.8)). Then (7.19) follows from (7.20). Once we have
(7.19), (7.18) follows from (7.17).
Next we claim that
(7.21) dist (gn(z), E) ≤ Cε2−n,
again with a geometric constant C. When we can find i ∈ Iz such that i ∈ I1(n), this comes
directly from (7.18), (7.19), and (7.5) (which says that πi(z) lies very close to E). Otherwise,
i = j(z) (say) lies in I2(n), and (7.21) follows from (7.18), (7.20), and the fact that π
l
i(ηi(z))
lies on the face V li ⊂ Yi (by our proof of (7.20)).
Proof of (7.13). We are ready to prove (7.13) for n + 1, with a geometric constant C1.
Indeed, let y ∈ Fn+1 ∩ B(0, ρn+1) be given. By construction (i.e., because Fn+1 = fn+1(F )
and by (7.2)), y = gn(z) for some z ∈ Fn. Since ρn+1 = ρn − 2−n−32 and by (7.11), z lies
in B(0, ρn), and so do all the xi such that i ∈ Iz. Then (7.21) holds, and dist (y, E) =
dist (gn(z), E) ≤ Cε2−n−1, which proves (7.13).
Let us also check that
(7.22) |gn(z)− z| ≤ Cε2−n when z ∈ Fn ∩B(0, ρn) and xj(z) ∈ B(0, ρn).
The constant C depends on C5 and C6, but this will be all right. Set i = j(z). First suppose
that i ∈ I1(n). By (7.13), dist (z, E) ≤ C1ε2−n; then dist (z, Pi) ≤ Cε2−n too, by (7.5). [We
could also have used the description (7.14) as in our second case.] If i ∈ I2(n), we use the
induction hypothesis and find that z ∈ T ln,i ∩ 5Bi, as in (7.16), then dist (z, P li ) ≤ Cε2−n.
In both cases, (7.19) says that |ψi(z) − z| ≤ Cε2−n. By (7.18), |ψj(z) − z| ≤ Cε2−n for all
other j ∈ Iz; (7.22) follows because gn(z) is an average of ψj(z).
Proof of (7.14). Next we want to prove (7.14) for n + 1, so let i ∈ I1(n + 1) be given
and assume that xi ∈ B(0, ρn+1); we want to look at the sets F ln+1 ∩ 5Bi. Since xi ∈ E ′1 ⊂
E ∩ B(0, 197/100), (5.8) says that xi lies in 74Bj for some j ∈ I2(n) or in Bj for some
j ∈ I1(n). So let us choose j, so that
(7.23) j ∈ I1(n) and xi ∈ Bj or j ∈ I2(n) and xi ∈ 7
4
Bj .
In both cases, we shall apply the induction assumption to get a good description of Fn∩5Bj ,
and use it to get information on Fn+1 ∩ 5Bi. First notice that
(7.24) |xj | ≤ |xi|+ 2rj ≤ ρn+1 + 2−n−39 < ρn,
so we can use the induction assumption to describe Fn ∩ 5Bj .
Next check that for l = 1, 2, 3,
(7.25) F ln+1 ∩ 5Bi = gn(F ln ∩ 5Bj) ∩ 5Bi.
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Clearly F ln+1 ∩ 5Bi contains gn(F ln ∩ 5Bj) ∩ 5Bi. Conversely, if y ∈ F ln+1 ∩ 5Bi, then
y = gn(z) for some z ∈ F ln; we just need to check that z ∈ 5Bj . Let us first check that the
condition in (7.22) holds. By (7.11), |z − y| ≤ 2−n−37; also |y| ≤ |xi| + 5ri ≤ ρn+1 + 5ri
because y ∈ 5Bi, so |z| ≤ ρn+1+2−n−37+5 ·2−n−60 < ρn. Since |xj(z)−z| ≤ 3rj(z) ≤ 3 ·2−n−40,
we also get that |xj(z)| < ρn, and (7.22) can be applied. So |y − z| = |gn(z) − z| ≤ Cε2−n,
and z lies very close to 5Bi. Now 6Bi ⊂ 5Bj, either because xi ∈ Bj and rj = 2ri (when
∈ I1(n)), or because xi ∈ 74Bj and rj = 221ri (when j ∈ I2(n)). So z ∈ 5Bj, as needed for
(7.25).
We continue with the proof of (7.14) for i ∈ I1(n+1), and now consider any point z such
that
(7.26) z ∈ Fn ∩ 5Bj and gn(z) ∈ 10Bi.
In particular, we assume for the moment that such a point exists. Let l ∈ {1, 2, 3} be such
that z ∈ F ln. Observe that
(7.27) |z| ≤ |xj |+ 5rj ≤ |xi|+ 7rj ≤ ρn+1 + 7 · 2−n−40
by (7.23) and because xi ∈ B(0, ρn+1). Then |xk| ≤ ρn+1 + 10 · 2−n−40 < ρn for every k ∈ Iz.
Hence z and the xk, k ∈ Iz, lie in B(0, ρn) and we can use the description near (7.17)–(7.22).
Pick any k ∈ Iz, and let us start with the most delicate case a priori when
(7.28) k ∈ I2(n).
First case. We assume that we can find z satisfying (7.26) and k ∈ Iz ∩ I2(n).
Recall that Bi is a ball of radius ri = 2
−n−1−60 centered at some xi ∈ E ′1 ⊂ E ∩
B(0, 197/100); see near (5.3). Also recall from (5.15) and (5.17) that
(7.29) dist
(
100Bi,
7
4
Bi0 ∪
⋃
j∈I2(n+1)
3
2
Bj
)
≥ 2−n−1−50 > 1000ri,
Then (5.7) says that dist (z, E2) ≥ 1000ri, where we also use the fact that xi ∈ B(0, ρn+1) ⊂
B(0, 195/100).
By (7.28), rk = 2
21ri, so Bk is much larger than Bi. Also, z ∈ 3Bk because k ∈ Iz, so
B(z, 1000ri) ⊂ 4Bk. Recall that Yk = Y (xk, 10rk) is a set of type 2 such that (6.4) holds. In
particular, its spine Lk is such that Dxk,10rk(E2, Lk) ≤ 600ε, and hence
(7.30) dist (z, Lk) ≥ 400ri .
We checked just above (7.28) that |xk| < ρn, so we can use the description of the three
Fmn ∩ 5Bk = Tmn,k ∩ 5Bk near (7.16). Notice also that dist (z, E) ≤ C1ε2−n by (7.13), applied
to z ∈ Fn ∩ 5Bj (we checked in (7.24) that xj ∈ B(0, ρn)). By (6.4), dist (z, Yk) ≤ Cε2−n.
By (7.30) it lies far from Lk, so there is only one face of Yk that gets close to z. Since
z ∈ F ln ∩ 5Bk by definition of l above, z belongs to the corresponding T ln,k alone, and the
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face of Yk that is close to z is V
l
k . This also says that l above is unique, i.e., z only lies on
one F ln.
Notice that |z−xi| ≤ |z−gn(z)|+|gn(z)−xi| ≤ Cε2−n+10ri ≤ 11ri because gn(z) ∈ 10Bi
and we can use (7.22). In 50Bi we know that E is very close to Pi, by (7.5), and at the same
time to the face V lk of Yk that gets close to z (by (6.4) and (7.30)). So
(7.31) Dxi,40ri(Pi, V
l
k) ≤ Cε,
and also
(7.32) |Dπlk −Dπi| ≤ Cε,
where πlk is the orthogonal projection onto the plane P
l
k that contains V
l
k , and πi is the
orthogonal projection onto Pi. In addition, C in (7.31) and (7.32) is a geometric constant
(i.e., does not depend on the Ci’s of the induction hypothesis).
Recall from (7.16) that F ln∩ 5Bk = T ln,k∩ 5Bk, where T ln,k is a C6ε-Lipschitz graph over a
set Slk ⊂ P lk that is very close to V lk (see (7.15)). Call A = Alk a C6ε-Lipschitz function from
the whole P lk to an orthogonal line, whose graph contains T
l
n,k. Since z is far from the spine
Lk by (7.30) and B(z, 25ri) ⊂ 4Bk (because k ∈ Iz ∩ I2(n), hence z ∈ 3Bk),
(7.33) F ln and T
l
n,k coincide with the graph of A in B(z, 20ri).
Recall from (7.20) that ψk(w) = π
l
k(ηk(w)) for w ∈ T ln,k ∩ 5Bk (which includes all points
of F ln ∩B(z, 18ri)). The proof also says that ψk(w) = πlk(ηk(w)) near w if w does not lie on
the boundary Γn. Then
(7.34) |Dψk(w)−Dπlk| ≤ Cε,
where again C is a geometric constant, because (7.8) and (7.9) say that |Dηk − I| ≤ ε.
We shall also need information on the indices m ∈ I(n) such that m ∈ Iy for some
y ∈ F ln ∩ B(z, 20ri). When m ∈ I2(n), we can repeat the discussion above, replace the
information that z ∈ 3Bk with the slightly weaker fact that y ∈ 3Bm, which still implies
that B(z, 20ri) ⊂ 4Bm, for instance, and get that
(7.35) |Dπlm −Dπi| ≤ Cε
(as in (7.32)), then ψm(w) = π
l
m(ηm(w)) for w ∈ F ln ∩ 5Bm, and
(7.36) |Dψm(w)−Dπlm| ≤ Cε.
The index l stays the same, because it is determined by the fact that z ∈ F ln and y lies close
to z, so y ∈ F ln. Also, C is a geometric constant.
When m ∈ I1(n), we can use the fact that by (7.5), E is 100rm-close to Pm in 50Bm. It is
also 10εrk-close to V
l
k and P
l
k in B(y, 50ri), because z ∈ 3Bk, y ∈ B(z, 20ri), and by (7.30).
Now 50Bm contains B(y, 45ri) because m ∈ Iy and rm = ri, so we get that Dy,40ri(Pm, V lk) ≤
40
Cε. We also get that |Dπm −Dπlk| ≤ Cε as in (7.32), hence |Dπm −Dπi| ≤ Cε by (7.32),
as in (7.35). In this case, we have the simpler formula ψm = πm, and (7.36) holds as well.
We may now collect the estimates (7.35), (7.36), and their analogues for m ∈ I1(n), to
get that for every y ∈ F ln ∩ B(z, 20ri),
|Dgn(y)−Dπi| ≤
∑
m∈I(n)
θm(y)|Dψm(y)−Dπi|+
∣∣∣ ∑
m∈I(n)
Dθm(y)ψm(y)
∣∣∣
≤ Cε+
∑
m∈I(n)
|Dθm(y)||ψm(y)− gn(y)| ≤ Cε,(7.37)
by (7.2), and where the last inequality comes from (5.13), (7.18) and the fact that gn(y) is
an average of the ψm(y), m ∈ Iy.
We may now return to the description of F ln ∩ B(z, 20ri) given by (7.33), and see what
happens when we apply gn. If w1, w2 ∈ F ln ∩ B(z, 19ri), there is a curve in F ln ∩ B(z, 20ri),
with length at most (1 +CC6ε)|w2−w1|, which goes from w1 to w2 (just project on P lk and
join by a line segment). We can integrate Dgn on this curve to estimate gn(w2) − gn(w1);
this yields
|π⊥i (gn(w2))− π⊥i (gn(w1))| ≤ Cε|w2 − w1|
and |πi(gn(w2))− πi(gn(w1))| ≥ 99
100
|w2 − w1|,(7.38)
where π⊥i = I − πi, and by (7.37). Again C is a geometric constant (we seem to use C6 in
the definition of the curve, but the main point is that CC6 ≤ 10−3, say).
Already (7.38) forces gn(F
l
n ∩ B(z, 19ri)) to be contained in a Lipschitz graph Λ with
constant Cε over πi. Let us check that there is no hole. For w ∈ F ln ∩B(z, 19ri), we can still
apply (7.22), because |w| ≤ |z| + 19ri < ρn+1 + 7 · 2−n−40 + 19ri < ρn by (7.27), and even
|xj(w)| ≤ |w|+ 3 · 2−n−40 < ρn. Then
(7.39) |gn(w)− w| ≤ Cε2−n for w ∈ F ln ∩B(z, 19ri).
We do not care that C here is not a geometric constant; the main point is that Cε2−n is much
smaller than ri, so we can use a a little bit of degree theory (or monodromy, or an inversion
theorem) to deduce from the description of (7.33) and (7.39) that πi(gn(Fn ∩ B(z, 19ri)))
actually contains Pi ∩ B(πi(gn(z)), 18ri). So we found a Cε-Lipschitz graph Λ over πi, such
that, if we set D = B(gn(z), 18ri),
(7.40) gn(F
l
n ∩ B(z, 19ri)) ∩D = Λ ∩D.
Recall from (7.26) that gn(z) ∈ 10Bi ; thus D contains 5Bi and (7.40) implies that
(7.41) gn(F
l
n ∩B(z, 19ri)) ∩ 5Bi = Λ ∩ 5Bi.
Let us check that
(7.42) gn(F
l
n ∩ 5Bj) ∩ 5Bi ⊂ gn(F ln ∩ B(z, 19ri)).
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Observe that |gn(w)− w| ≤ Cε2−n when w ∈ F ln ∩ 5Bj, by the proof of (7.39) or by (7.22).
If in addition gn(w) ∈ 5Bi, then |z − w| ≤ |gn(w)− gn(z)| + Cε2−n ≤ 15ri + Cε2−n < 16ri
(because gn(w) ∈ 5Bi and gn(z) ∈ 10Bi, by (7.40)), so w ∈ B(z, 19ri). This proves (7.42).
Now (7.25) and (7.42) say that F ln+1∩5Bi ⊂ gn(F ln∩5Bj)∩5Bi ⊂ gn(F ln∩B(z, 19ri))∩5Bi.
Incidentally, the converse inclusion is trivial. We compare with (7.41) and get that
(7.43) F ln+1 ∩ 5Bi = Λ ∩ 5Bi.
This is the same thing as (7.14), but we also need to check the small additional properties
that go with (7.14).
First we need to check that Λ meets B(xi, C3ε2
−n−1). Recall that gn(z) lies in Λ ∩ 10Bi
by (7.26) and (7.40); since Λ is a Cε-Lipschitz graph over Pi and the center xi lies in Pi, it is
enough to check that dist (gn(z), Pi) ≤ Cε2−n−1 for some geometric constant C. By (7.13)
(for n + 1), dist (gn(z), E) ≤ Cε2−n−1. (We can safely consider now that the constant in
(7.13) is geometric, since we proved (7.13) already.) Then gn(z) lies very close to Pi, because
gn(z) ∈ 10Bi and by (7.5). Thus Λ meets B(xi, C3ε2−n−1), as needed.
We also need to check that that two of the F ln+1 ∩ 5Bi are empty and the third one is a
graph. With our assumptions, we already found l such that F ln+1 ∩ 5Bi is a graph, we just
need to check that the other two Fmn+1 ∩ 5Bi are empty.
Let j be as in (7.23) and (7.25); If j ∈ I1(n), then by induction assumption (relative
to (7.14)), only one Fmn ∩ 5Bj is nonempty, and (7.25) says that at only one F ln+1 ∩ 5Bi is
nonempty, as needed. If j ∈ I2(n), we know that xi ∈ 74Bj. If y ∈ Fmn+1 ∩ 5Bi, (7.25) says
that y = gn(z) for some z ∈ Fmn ∩ 5Bj; then z satisfies (7.26), and so |gn(z) − z| ≤ Cε2−n
by (7.22)). Then z ∈ 11Bi ⊂ 3Bj (recall that rj = 221ri because j ∈ I2(n)), so j lies in Iz.
Then we can do the argument above (from (7.28) down) with k = j. We get that z ∈ F ln for
the only l such that |Dπlj −Dπi| ≤ Cε (as in (7.32)), for instance. In other words, m = l.
This completes proof of (7.14) and the related facts, but only in first case when we can find
z as in (7.26) and k ∈ Iz ∩ I2(n).
The other case. First we should check that Fn+1 ∩Bi is not empty. Let j be as in (7.23),
and first assume that j ∈ I2(n); by induction assumption, we have a description of Fn ∩ 5Bj
as a union of three pieces of Lipschitz graphs that implies that every point of Yj ∩ 4Bj lies
Cε2−n-close to some point of Fn (here C depends on C5 and C6, but this will not matter).
Since xi ∈ E ∩ 74Bj , it is 10εrj-close to Yj = Y (xj , 10rj), so it is also Cε2−n-close to Fn.
Let z ∈ Fn be such that |z − xi| ≤ Cε2−n; then |z| ≤ |xi| + Cε2−n ≤ ρn+1 + Cε2−n,
|xj(z)| ≤ |z| + 3 · 2−n−40 < ρn, and (7.22) holds. That is, |gn(z) − z| ≤ Cε2−n, hence
|gn(z)− xi| ≤ Cε2−n, and even though C depends on the Ci’s, we get that gn(z) ∈ Bi.
If j ∈ I1(n), then by (7.14) Fn∩5Bj is a Lipschitz graph that stays close to Pj. Since now
xi ∈ E ∩ Bj, xi is also very close to Pj , and we can find z ∈ Fn such that |z − xi| ≤ Cε2−n;
the same argument as before shows that gn(z) ∈ Fn+1 ∩Bi.
So we can find y ∈ Fn+1 ∩Bi. By (7.25), y = gn(z) for some z ∈ Fn ∩ 5Bj. In particular,
we can find z such that (7.26) holds.
Now let z be any point such that (7.26) holds. As before, (7.27) shows that (7.22) holds,
i.e., |gn(z)− z| ≤ Cε2−n, and hence z ∈ 11Bj.
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Pick k ∈ Iz. Since we are no longer in our first case, k ∈ I1(n). Let Pk be as in (7.5) and
the definition of ψk. Thus ψk = πk, where πk is the orthogonal projection onto Pk. Notice
that z ∈ 11Bi ∩ 3Bk (because k ∈ Iz), so (7.5) says that E is Cεrk-close to both Pi and Pk
in B(z, 11rk), and Dz,10rk(Pi, Pk) ≤ Cε. Hence |Dψk −Dπi| = |Dπk −Dπi| ≤ Cε for k ∈ Iz
and, after averaging,
(7.44) |Dgn(z)−Dπi| ≤ Cε.
See (7.37) for a little more detail about the proof.
Suppose in addition that gn(z) ∈ 6Bi (instead of 10Bi in (7.26)). Recall that |gn(z)−z| ≤
Cε2−n by (7.22), so z lies very close to 6Bi too. Let j be as in (7.23). If j ∈ I2(n), then Bj
is much larger than Bi, hence z ∈ 3Bj ; this is impossible, because we assumed that Iz does
not meet I2(n). So j ∈ I1(n), rj = 2ri, xi ∈ Bj , 6Bi ⊂ 4Bj , and z lies in 4Bj or very close
to it.
A first consequence of this is that z lies in the only F ln, 1 ≤ l ≤ 3, such that F ln ∩ 5Bj is
not empty. This proves that
(7.45) Fn+1 ∩ 5Bi = gn(F ln ∩ 5Bj) ∩ 5Bi = F ln+1 ∩ 5Bi
for that l. Indeed, if y ∈ Fn+1 ∩ 5Bi, (7.25) says that y = gn(z) for some z ∈ 5Bj , and then
z ∈ F ln, so y ∈ F ln+1.
Return to z ∈ Fn such that gn(z) ∈ 6Bi, and consider w ∈ Fn ∩ B(z, 3ri). As usual,
(7.22) holds for w because |xj(w)| ≤ |w| + 3 · 2−n−40 ≤ |z| + 3ri + 3 · 2−n−40 ≤ ρn+1 + 7 ·
2−n−40 + 3ri + 3 · 2−n−40 < ρn by (7.27). Then gn(w) ∈ 10Bi, and w satisfies (7.26).
For k ∈ Iw, we know that k ∈ I1(n) because we are no longer in our first case, and (7.14)
gives a Lipschitz graph An,k such that Fn ∩ 5Bk = An,k ∩ 5Bk. Then also Fn ∩ B(z, 3ri) =
An,k ∩ B(z, 3ri) (because z ∈ 3Bk, so B(z, 3ri) ⊂ 5Bk). We may now repeat the argument
near (7.38): given w1, w2 ∈ Fn ∩ B(z, 2ri), we can find a short curve in Fn ∩ B(z, 3ri) from
w1 to w2; then we use (7.44) to prove that (7.38) holds; this proves that gn(Fn ∩B(z, 3ri)) is
contained in the graph of a Lipschitz function with constant ≤ Cε. A monodromy or degree
argument then shows that gn(Fn ∩B(z, 3ri)) coincides with the whole graph in B(gn(z), ri),
as in (7.40).
So we showed that for every z ∈ Fn ∩ 5Bj such that gn(z) ∈ 6Bi , there is a Lipschitz
function defined on Pi, with Lipschitz constant ≤ Cε, whose graph Γz satisfies
(7.46) gn(Fn ∩ B(z, 3ri)) ∩ B(gn(z), ri) = Γz ∩ B(gn(z), ri).
Also observe that gn(w) lies out of B(gn(z), ri) when w lies out of 5Bj , by the proof of
(7.25), and when w lies in 5Bj \B(z, 3ri), this time by (7.22). Hence (7.46) also says that
(7.47) Fn+1 ∩B(gn(z), ri) = Γz ∩ B(gn(z), ri).
So we got a description like the one in (7.14), with with the smaller radius ri, but for
every ball centered on Fn+1 ∩ 6Bi (i.e., at a point gn(z), z as above). We also know that
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each Γz contains the point gn(z), and dist (gn(z), E) ≤ Cε2−n by (7.21) or (7.13). Then
dist (gn(z), Pi) ≤ Cε2−n, by (7.5), and C is even a geometric constant.
It is now easy to see that Fn+1 coincides with a Lipschitz graph An+1,i in 5Bi, as needed
for (7.14). To prove that An+1,i meets B(xi, C3ε2
−n−1), we can use the point z ∈ Fn such
that |z−xi| ≤ Cε2−n, which we used to prove that Fn+1∩Bi is not empty. This point lies in
Fn ∩ Bi, so gn(z) lies on the graph, and we just said that dist (gn(z), Pi) ≤ Cε2−n for some
geometric constant C. We now deduce that An+1,i meets B(xi, C3ε2
−n−1) from the fact that
the Lipschitz constant for An+1,i is small.
We already know from (7.45) that Fn+1∩5Bi = F ln+1∩5Bi for a single l, so we completed
our proof of (7.14) by induction.
Proof of (7.15)–(7.16). Now we prove the description near (7.15)–(7.16). Let i ∈ I2(n+1)
be given. This time, (5.7) says that xi ∈ Bj for some j ∈ I2(n). We still have that
(7.48) F ln+1 ∩ 5Bi = gn(F ln ∩ 5Bj) ∩ 5Bi,
with the same proof as for (7.25). Thus we may restrict to points z ∈ 5Bj . By (7.24), we
can apply the induction assumption to get a description of Fn∩5Bj in terms of three graphs
T ln,j over domains S
l
j ⊂ P lj . We want to study gn on these sets.
Let us check once more that for z ∈ 5Bj and k ∈ Iz, xk lies in B(0, ρk). Indeed |xk| ≤
|z| + 3rk ≤ |xj| + 5rj + 3rk ≤ |xi|+ 6rj + 3rk ≤ ρk+1 + 9 · 2−n−40 < ρn, by (7.12). This will
allow us to use the estimates (7.17)–(7.22) if needed.
Let us pick an index l and restrict to z ∈ F ln ∩ 5Bj = T ln,j ∩ 5Bj . Call P lj the corre-
sponding plane. Recall that xi ∈ Bj and rj = 2ri, so Dxi,9ri(Yi, Yj) ≤ Cε because both sets
approximate E well near B(xi, 9ri). Then there is a (unique) face V
l
i of Yi such that
(7.49) Dxi,8ri(V
l
i , V
l
j ) ≤ Cε and |Dπlj −Dπli| ≤ Cε,
where πli denotes the orthogonal projection onto the plane P
l
i that contains V
l
i .
If k ∈ Iz lies in I2(n), we can do the same argument with i replaced with k, and we get
that |Dπlk −Dπlj | ≤ Cε. There is no ambiguity with the index l: we decided to look at F ln,
we know that near z, T ln,j (or equivalently F
l
n) is a small Lipschitz graph over P
l
j , and for
each k, P lk corresponds to the only face of Yk that makes a small angle with P
l
j or with the
tangent planes to T ln,j near z.
If k ∈ Iz lies in I1(n), the function ψk will merely be the projection πk onto the plane Pk
that shows up in (7.5). We shall abuse notation from time to time and set P lk = Pk, to avoid
distinguishing cases. Since E is close to both Pk and Yj near z, Pk is very close to one of the
planes Pmj . But then m = l, because near z, F
l
n is both a piece of small Lipschitz graph over
Pmj and a small Lipschitz graph over Pk (we can apply the induction hypothesis to describe
Fn ∩ 5Bk, because xk ∈ B(0, ρn)). Altogether, we also have that
(7.50) |Dπk −Dπli| ≤ Cε when k ∈ Iz ∩ I1(n)
By the same computation as for (7.37), we get that
(7.51) |Dgn(w)−Dπli| ≤ Cε for z ∈ F ln ∩ 5Bj .
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Recall that in 5Bj , F
l
n coincides with a C6ε-Lipschitz graph T
l
n,j over a Lipschitz domain
Slj ⊂ P lj . Then let w1, w2 ∈ F ln∩5Bj be given. We can find a path in F ln∩5Bj that goes from
w1 to w2, with length ≤ 2|w1−w2|. Then we can follow this path to estimate gn(w1)−gn(w2).
That is, if γ : [0, 1]→ F ln is this path, we write that gn(w2)− gn(w1) =
∫ 1
0
Dgn(γ(t)).γ
′(t)dt,
observe that
∫ 1
0
Dπli.γ
′(t)dt = πli(w2)− πli(w1), and then use (7.51) to show that
|πl⊥i (gn(w2))− πl⊥i (gn(w1))| ≤ Cε|w2 − w1|,(7.52)
|πli(gn(w2))− πli(gn(w1))| ≥
99
100
|w2 − w1|.
In other words, gn(F
l
n ∩ 5Bj) is contained in a Lipschitz graph G over Pi (with constant less
than Cε).
We still need to show some surjectivity, and for this we plan to use a little bit of degree
theory (or at least an index). We shall use the fact that in 5Bj, F
l
n coincides with the
graph T ln,j over S
l
j ⊂ P lj , that Slj is a Lipschitz domain with small constant, and that the
boundary of T ln,j (i.e., the image of the boundary of S
l
j by ϕ
l
j, the standard parameterization
of the graph by the base) is Γn∩ 5Bj (which indeed is the graph of a Lipschitz function with
constant ≤ Cε, by Section 6).
We want to construct a simple curve in T ln,j ∩ 5Bj. Set D0 = B(πlj(xj), 48rj/10) ∩ P lj ,
call D the interior of D0 ∩ Slj, and call γ0 the boundary of D. This is a nice simple curve,
composed of a piece of πlj(Γn) (which is small Lipschitz graph, because Γn is a small Lipschitz
graph over the spine Lj ⊂ P lj), completed by an arc of the circle ∂D0. Then let γ1 be the
image of γ0 by the standard parameterization ϕ
l
j . It is easy to see that γ1 ⊂ T ln,j ∩ 5Bj, and
it is still a simple Lipschitz curve. Finally set γ2 = π
l
i(gn(γ1)). Once again, γ2 is a simple
curve, because (7.52) says that πli ◦ gn is injective on γ1 ⊂ F ln ∩ 5Bj . It is composed of an
arc of πli(Γn+1) (which is still a Lipschitz curve with small constant) and a curve in P
l
i that
looks a lot like an arc of circle and that stays out of B(πli(xj), 47rj/10) ∩ P li because πli ◦ gn
does not send points of γ0 too far from where they are.
Consider the two domains in P li bounded by the arc of π
l
i(Γn+1) mentioned above and
∂B(πli(xj), 47rj/10), and call them D1 and D2. Also call i(ξ) the index of γ2 with respect to
a point ξ ∈ P li . It is easy to deduce from the description of γ2 above that i(ξ) = 0 on one
of the two domains (call it D1), because we can deform γ2 into a point outside of D1. Then
i(ξ) 6= 0 on D2, for instance because the index changes when we cross the arc of πli(Γn+1)
near xj , and does not change inside D2 because we never meet γ2.
Now set h = πli ◦gn ◦ϕlj on D. We can deform γ0 into a point in D, and when we take the
image by h we get a deformation of γ2 into a point in h(D). If ξ ∈ P li lies out of h(D), then
the deformation of γ2 never crosses ξ, the index of the curve respect to ξ does not change
along the deformation, and so i(ξ) = 0. This does not happen when ξ ∈ D2, so D2 ⊂ h(D).
Now D1 does not meet h(D). Indeed suppose that ξ ∈ D1 can be written ξ = h(x) for
some x ∈ D, and select any y ∈ D such that h(y) ∈ D2. This is easy to do, for instance pick y
near the middle ofD. Call ζ a path from x to y inD. Observe that h(ζ) ⊂ B(πli(xj), 49rj/10),
because |h(x)−x| ≤ Cε2−n in D (by (7.22), (7.15) for Bj , and because P li is very close to P lj ).
Then h(ζ) crosses πli(Γn+1), because it goes from D1 to D2 and stays in B(π
l
i(xj), 49rj/10).
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The intersection lies in πli ◦ gn(Γn) ∩B(πli(xj), 49rj/10) ⊂ πli ◦ gn(Γn ∩ 5Bj), because πli ◦ gn
barely moves points of Γn. In other words, we found w ∈ ζ ⊂ D and s ∈ Γn ∩ 5Bj
such that h(w) = πli ◦ gn(s). Recall that D is the interior of D0 ∩ Slj, so ϕlj(w) lies on
T ln,j ∩ 5Bj \ Γn = F ln ∩ 5Bj \ Γn because w ∈ D and ϕlj is injective, and we just said that
πli ◦ gn(ϕlj(w)) = πli ◦ gn(s) (by definition of h). This contradicts (7.52), which says that
πli ◦ gn is injective on F ln ∩ 5Bj.
Return to the graph G and gn(T
l
n,j). Set B = B(xj , 46rj/10). The curve Γn+1 crosses
G ∩ B neatly (because Γn+1 ∩ 5Bj is a Lipschitz graph with small constant over Lj , and of
course Γn+1 ∩B ⊂ gn(F ln ∩ 5Bj) ⊂ G). So Γn+1 splits G ∩B into two halves. The image by
πli of the first one (call it T1) is contained in D1, and the image of the other one (call it T2)
is contained in D2. Since D1 does not meet h(D) and D2 ⊂ h(D), this means that T1 does
not meet gn ◦ ϕli(D) and T2 ⊂ gn ◦ ϕli(D).
The second part of the last sentence says that T2 ⊂ F ln+1. The first part only says that
T1 does not meet gn ◦ ϕlj(D), but if y ∈ T1 ∩ 5Bi were to belong to F ln+1, it would have to
lie in gn(F
l
n ∩ 5Bj) by (7.48). But if x ∈ F ln ∩ 5Bj is such that gn(x) = y, (7.22) says that
|x − y| ≤ Cε2−n, and then πli(x) ∈ D and y ∈ gn ◦ ϕlj(D), a contradiction because then
πli(y) ∈ h(D).
Observe that 5Bi ⊂ B because ri = rj/2. Thus we showed that F ln+1 ∩ 5Bi = T2 ∩ 5Bi,
which is (7.16) with T ln+1,i = T2. We also know that T2 is bounded by an arc of Γn+1, and
since the domain D2 is bounded by π
l
i(Γn+1), we also get the desired C6ε-Lipschitz bound
on the domain Sli. Next, T
l
n+1,i meets B(xi, Cε2
−n−1) trivially, because it contains an arc of
Γn+1 that meets B(xi, Cε2
−n−1) by Lemma 6.1. Similarly, (7.15) holds by Lemma 6.1.
Finally, we should say that the only intersection of the three T ln+1,i ∩ 5Bi, l = 1, 2, 3, is
Γn+1 ∩ 5Bi. This is because the T ln+1,i’s leave from Γn+1 in directions that almost make 120◦
angles.
This completes our verification of (7.11)–(7.16) by induction.
It is easy to see that the restriction of fn to each face F
l is C1 (and even smoother), but
this may not be true of the restriction of fn to the whole Y . Let us rapidly explain why.
Since we know that fn is C
1 on each face (and all the way up to the spine L), we would just
need to know that the three derivatives of the three restrictions, at a given point of L, all
come from a same linear mapping that is defined on R3. That is, we take a point x in fn(L)
and ask whether the three derivatives of gn, that are defined on the three tangent planes
at x (to the faces F ln), come from a same linear mapping defined on R
3. It would even be
enough to consider each piece θi(x)ψi(x) separately (by (7.2) and linearity). Near x, the ψi
for which θi 6= 0 are given by a formula like (7.10), and since ηi(x) is nicely defined and
smooth on R3, we would just need to consider hi (now defined on three faces of the ηi(F
l
n)).
Nothing much happens in the direction of Li (where tangent maps are the identity),
but in the transverse directions, each branch is sent to a corresponding P li by orthogonal
projection, and so lengths of vectors are multiplied by a cosine. Now even if we started
from a Yn whose faces made 120
◦ angles everywhere, this property would probably be upset
slightly by composing with η, and then it could be that three vectors whose sum is zero are
sent by the tangent maps to three vectors whose sum is not zero. So we should not expect
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to get a C1 mapping directly. We could probably ameliorate this with some extra work, but
we don’t think that this is worth the trouble: the fact that the fn are C
1 on each face, and
coincide on the spine, is already quite good, and probably enough for most purposes. See
the end of Section 10 for additional comments.
Now consider f , the limit of the fn, and let us prove (1.8) and the biHo¨lder estimates in
(1.5). Set B = B(0, 19/20); notice that B ⊂ B(0, ρn) for all n.
The fact that f(Y ∩B) ⊂ E comes from (7.13). The fact that E ∩B ⊂ f(Y ) comes from
(5.8) (which says that for every n, E∩B(0, 197/100) is covered by the 7Bi/4, i ∈ I(n)), plus
our description of the F ln in the 5Bi (and in particular the fact that at least one F
l
n meets
Bi). Since f does not move points much (by (7.22) or even (7.11)), we get (1.8) easily.
Let us also prove that
(7.53) (1− Cε) |y − z|1+Cε ≤ |f(y)− f(z)| ≤ (1 + Cε) |y − z|1−Cε for y, z ∈ Y ∩B.
This is only a part of (1.5), we shall take care of B(0, 18/20)\Y in Section 9, after we modify
the values of f away from Y .
We shall prove (7.53) as we did for f ∗. We start with the analogue of (6.25), i.e., the fact
that
(7.54) (1− Cε) dist (y, z) ≤ dist (gn(y), gn(z)) ≤ (1 + Cε) dist (y, z)
when y, z ∈ fn(Y ∩ B) are such that |y − z| ≤ 2−n−60.
By (7.13), dist (z, E) ≤ Cε2−n; by (5.8), we can find i ∈ I(n) such that z ∈ 2Bi, and
then y ∈ 3Bi. Moreover, we can use the description of the F ln in (7.13)–(7.16), because B
lies well inside B(0, ρn). If i ∈ I1(n), y and z lie in An,i, there is a short curve γ in An,i that
goes from y to z, and we can use the differential of gn on γ to compute gn(y)− gn(z). This
differential is Cε-close to Dπi, by (7.44) (or even part of its proof, since here we do not even
need to compare with the projection on some other Pi′, i
′ ∈ I(n + 1)). This gives (7.54) in
this first case.
If i ∈ I2(n) and y, z lie in the same F ln, we can do the same thing with an arc in T ln,i, using
(7.37) instead of (7.44). Finally, if i ∈ I2(n) and y, z lie in different faces F ln, we introduce
a third point x ∈ Γn ∩ 3Bi. Let us choose x so that |x − y| + |x − z| is minimal, but the
precise choice won’t matter much. Let l and m be such that y ∈ F ln and z ∈ Fmn . We know
that |gn(x) − gn(y) − Dπli · (x − y)| ≤ Cε|x − y| by the same trick as before (integrate on
a path from x to y). Also, |πli(x) − πli(y)− x + y| ≤ Cε|x − y| (because both points lie on
the small Lipschitz graph T ln,i). Thus |gn(x) − gn(y) − x + y| ≤ Cε|x − y|, and similarly
|gn(x)− gn(z)−x+ z| ≤ Cε|x− z|. Finally, |gn(z)− gn(y)− z+ y| ≤ Cε(|x− y|+ |x− z|) ≤
Cε(|y − z|) (by choice of x), and (7.54) follows.
We may now continue the discussion as we did between (6.25) and (6.34), and we obtain
(7.53) just like we proved (6.34).
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8 The case of a tetrahedron
In this section we show how to modify the construction above when (4.36) holds (and hence
E3 ∩ B(0, 199/200) = {0}). As was hinted near the end of Section 4, the argument would
work the same way if E3 ∩ B(0, 199/200) = {x0} instead, for some x0 ∈ B(0, 195/100); we
would just need to center the balls Bi0 at x0. We shall use the same sort of formulas as in
Sections 6 and 7, except that for each n ≥ 0, we have to define the ψ∗i and the ψi differently
when i = i0 (i.e., when xi = 0).
For ψ∗i , we want to define approximate projections on spines of sets of type 3, a little like
what we did for h near (7.10). Let T0 denote a minimal set of type 3 centered at the origin;
for instance, take T0 as in Definition 2.3. Denote by p0 a function on R
3 which is positively
homogeneous of degree 1, Lipschitz (or even C∞ if we want) on the unit sphere, and such
that for each of the four branches Dj of the spine of T0, p0 coincides with the orthogonal
projection on (the line containing) Dj in the region where dist (z,Dj) ≤ |z|/10. We can also
arrange symmetry with respect to the isometries that fix T0, even though this is not needed
(it just allows us to have a standard map that we use all the time). For a general set T of
type 3, we write T = R(T0) for some composition R of a rotation and a translation, and we
set pT = R ◦ p0 ◦R−1.
For each n ≥ 1, Corollary 4.1 says that c(0, 2−n−10) ≤ 15ε, so we can select a set Zn of
type 3, centered at 0, such that D0,2−n−10(E,Zn) ≤ 15ε. For n = 0, take Z0 = Z(0, 2). Then
set ψ∗i0 = pZn (n will often stay implicit in our notation).
With this choice of ψ∗i0 , we can construct a parameterization of (a good piece of) E2∪{0}
by the spine of Z0 = Z(0, 2) (intersected with B(0, 197/100), say), as we did in Section 6.
The argument is a simpler version of Section 7, and we shall not repeat it all. Notice that
we never need to worry about the radii ρn when the balls Bi0 come into play, because Bi0
is far from ∂B(0, 197/100) (one less worry). Also observe that all the θi, i 6= i0, vanish near
3
2
Bi0 , by (5.10) and (5.14). So
(8.1) g∗n(x) = ψ
∗
i0
(x) = pZn(x) for x ∈
3
2
Bi0.
Finally notice that the f ∗n and g
∗
n preserve the origin, by (8.1).
So we get maps f ∗n , g
∗
n, and sets Γn. Most of Section 6 stays the same, except that now
each Γn is composed of four branches Γ
m
n which meet at the origin.
Next consider the mapping f of Section 7. Now we need to define the mappings ψi0 for
n ≥ 0. Again start from a simpler mapping hn, which is positively homogeneous of degree
1, smooth on the unit sphere, and such that, for each of the six faces Vl that compose Zn,
(8.2) hn(x) = πl(x) for x ∈ Cl = {x ∈ R3 ; dist (x, Vl) ≤ |x|/100},
where πl denotes the orthogonal projection on the plane that contains Vl. The simplest is to
construct such a map for T0 and get the other ones by conjugation with isometries as before,
but this is not needed (provided that we keep some uniform estimates on the derivatives).
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As before, the values of hn out of the six blade-like sectors Cl of (8.2) do not matter too
much, because the F ln ∩ 5Bi0 will stay in the Cl.
Denote by Lm, 1 ≤ m ≤ 4, the four half lines that compose the spine of Zn. We want to
precompose with a mapping η like the one in (7.9), whose effect near the origin is to map
the four branches Γmn to the corresponding half lines L
m.
For each m, we have a Lipschitz parameterization of Γmn ∩5Bi0 by a segment of Lm, which
we can write x → (x, ζm(x)) (this time, with x ≥ 0) in appropriate coordinates (depending
on m). We want η to be Lipschitz, with
(8.3) η(0) = 0 and |Dη − I| ≤ Cε
and such that
(8.4) η(x, y) = (x, y − ζm(x)),
in the little cone where dist ((x, y), Lm) ≤ 10−1|(x, y)|. Of course we want such a description
simultaneously for all m, but there is no problem because the little cones near the Lm are
far from each other. We can even require that η(x, y) = (x, y) out of the four cones. Then
we set ψi0 = hn ◦ η, as before.
Let us check that then fn coincides with f
∗
n on Γ. First, f0(x) = f
∗
0 (x) = x, so n = 0 is
all right. If we already know that fn = f
∗
n on Γ and want to check that the same thing holds
for fn+1, we just need to see that ψi = ψ
∗
i on Γn ∩ 5Bi for i ∈ I(n). Indeed, since we use the
same partition of unity for gn and g
∗
n, gn will coincide with g
∗
n on Γn. See (6.3) and (7.2).
We checked this in Section 7 for i 6= i0, so it is enough to see that ψi0 = ψ∗i0 on Γn.
For z ∈ Γn ∩ 3Bi0 , (8.4) says that η(z) = πm(z), where 1 ≤ m ≤ 4 is such that z ∈ Γmn
and πm denotes the projection of z on the half line L
m. So η(z) = pZn(z) = ψ
∗
i0(z), because
pZn coincides with πm in a small cone around L
m; see the definitions above (8.1). Then
ψi0(z) = hn(πm(z)) = ψ
∗
i0
(z), as needed, because hn(w) = w on L
m, by (8.2).
We need to revise slightly our description of the F ln ∩ 5Bi. The first difference is that
now Y is composed of 6 faces, so l should vary between 1 and 6. Here is what we need to
prove now.
When i ∈ I1, not much changes; there is still only one l for which F ln meets 5Bi, and for
this one we have the same description as in (7.14).
When i ∈ I2, only three of the F ln meets 5Bi (and their names depend on which of the four
branches of E2 contains the center xi). And for these three F
l
n we have the same description
with Lipschitz graphs as in (7.15)–(7.16).
Then we need a description of F ln ∩ 5Bi0 . This time, the six faces F ln meet 5Bi0 , and
the intersections are Cε-Lipschitz graphs T l over sets Sl (as before), where Sl is a Lipschitz
domain in the plane P l that contains the corresponding face V l of Zn, and S
l is very close
to V l (as in (7.15)). In addition, the boundary of the graph T l is the intersection of 5Bi0
with the two curves of Γn that bound the face F
l.
We need a proof by induction of these descriptions. For i ∈ I1∪ I2, not much needs to be
changed. Recall from (5.14) that 100Bi does not meet
3
2
Bi0 when i 6= i0. We repeat the proof
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of Section 7, and, whenever Bi0 shows up, we observe that we only need the description of
the F ln∩5Bi0 (at order n) away from Bi0 . We can use this description just as the description
of the F ln∩5Bj , j ∈ I2 (notice that in a small ball away from Bi0 , our description of Fn∩5Bi0
is of the same type as for the Fn ∩ 5Bj , j 6= i0).
For i = i0 ∈ I(n+ 1), we use the description of the F ln ∩ 5Bi0 at order n, and check that
gn does not destroy things. Away from the origin (say, out of
1
2
Bi), the proof is the same
as before, because the maps and the description of Fn are of the same type as in Section
7. Near 1
2
Bi, we can use the fact that by (5.10) and (5.14) only θi0 in
3
2
Bi, is nonzero, so
gn coincides with ψi0 near Bi0 . We use the fact that by induction assumption, the various
faces F ln are bounded by the arcs Γ
m
n , their images by η are still reasonably small Lipschitz
graphs and lie in the sectors where hn is a projection, so their images are locally Lipschitz
graphs with small constants. Then composing with hn makes things even better, and in fact
gn(F
l
n ∩ 32Bi0) is contained in a face of Zn.
We also need to make sure that the six F ln∩5Bi, with i = i0, are equal to the full graph T ln
(the argument for i 6= i0 can stay the same). This is again done with an index argument like
the one below (7.52); there are small differences, because Slj and D now look like triangular
sectors, and the piece of πlj(Γn) that bounds D now comes from two arcs Γ
m
n . This does not
upset the argument.
Now we need to check the analogue of (7.53), and we start with the analogue of (7.54).
We proceed essentially as for (7.54). By (5.8), we can find i ∈ I(n) such that y and z lie in
3Bi. We can use the description of the F
l
n, 1 ≤ l ≤ 6 (i.e., the analogue of (7.13)–(7.16)),
because B lies well inside B(0, ρn). The cases where i ∈ I1(n)∪ I2(n) are dealt with exactly
as in the proof of (7.54), so we can assume that i = i0.
If y and z lie in the same face F ln, we can proceed as in the proof of (7.53). So let us
assume that y ∈ F ln and z ∈ Fmn , with l 6= m. We claim that we can find x ∈ F ln∩Fmn ∩4Bi0 ,
with |x − y| + |x − z| ≤ 100|y − z| (notice that the first condition forces x ∈ Γn, and even
x = 0 if the faces F ln and F
m
n are not adjacent).
We can always try x = 0, which works when |y| + |z| ≤ 100|y − z|. So let us assume
that |y − z| < (|y| + |z|)/100. Set y′ = πl(y), where πl denotes the projection onto the
plane Pl that contains V
l. Notice that |y′ − y| ≤ Cε|y| because F ln ∩ 5Bi0 ⊂ T l, T l is a
contained in a Cε-Lipschitz graph the plane P l, and T l contains the origin. By construction,
y′ lies is the Lipschitz domain Sl ⊂ P l. This domain is the projection of F ln ∩ 5Bi0 , and it
is bounded by two arcs πl(Γsn), where the two values of s correspond to the two half lines
Ls that bound V l. These two arcs in P l are Cε-Lipschitz over Ls, because the Γsn (in space)
are Cε-Lipschitz over Ls. Then dist (y′, V l) ≤ Cε|y′|. Pick y′′ ∈ V l, with |y′′ − y′| ≤ Cε|y′|.
Then |y′′ − y| ≤ Cε|y| (because |y′ − y| ≤ Cε|y|). Similarly, we can find z′′ ∈ V m such that
|z′′ − z| ≤ Cε|z|. Next
|y′′ − z′′| ≤ |y − z|+ Cε(|y|+ |z|) ≤ (10−2 + Cε)(|y|+ |z|)(8.5)
≤ (|y|+ |z|)/95 ≤ (|y′′|+ |z′′|)/90.
This is impossible if y′′ and z′′ lie in faces of Zn that are not adjacent, so V l and V m are
adjacent. Denote by Ls the half line V l ∩ V m. Notice that |y′′ − z′′| ≥ dist (y′′, Pm) ≥
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dist (y′′, Ls)/2 because V l and V m make 120◦ angles. That is, dist (y′′, Ls) ≤ 2|y′′ − z′′| ≤
(|y| + |z|)/45, by (8.5). Then dist (y, Ls) ≤ (|y| + |z|)/44, and dist (y,Γsn) ≤ (|y| + |z|)/43
because Γsn is a Cε-Lipschitz graph over L
s that goes through the origin (recall that 0 is
the only point of type 3). Notice also that |y| and |z| are both pretty close to (|y|+ |z|)/2,
because |y− z| < (|y|+ |z|)/100. Then we can use the description of F ln = T l and Fmn = Tm
near y and z, as Lipschitz graphs over P l and Pm with a common Lipschitz boundary Γsn,
to find a point x ∈ Γsn such that |x− y|+ |x− z| ≤ 3|y − z|. This proves the claim.
Once we have x, we can use it as in Section 7. We use a short path γ in T l from x to y,
obtained for instance by lifting a line segment from πl(x) to πl(y), to show that
(8.6) |y − x− (πl(y)− πl(x))| ≤ Cε|y − x|,
just because x and y lie on the small Lipschitz graph T l, and
(8.7) |gn(y)− gn(x)−Dπl(y) · (y − x)| =
∣∣∣ ∫
γ
[Dgn −Dπl] · γ′
∣∣∣ ≤ Cε|y − x|,
because |Dgn−Dπl| ≤ Cε on 4Bi0∩F ln. Thus |gn(y)−gn(x)−(y−x)| ≤ Cε|y−x|. Similarly,
|gn(z)− gn(x)− (z − x)| ≤ Cε|z − x|, and
(8.8) |gn(z)− gn(y)− (z − y)| ≤ Cε(|y − x|+ |z − x|) ≤ 100Cε(|y − x|),
by definition of x. This proves (7.54); (7.53) follows as before.
9 Extension to R3
The mapping f that was constructed in the previous sections is not the final one for The-
orem 1.1 and Remark 1.1. So far, we focused on the restriction of f to Z(0, 2), but in this
section we need to modify f away from Z(0, 2), in particular to make sure that the result
is injective. Notationally it will be more convenient to leave f and the fn as they are, and
denote by f˜ and f˜n the required modifications. Thus the true mapping for Theorem 1.1 and
Remark 1.1 is the mapping f˜ constructed in this section.
We want to define f˜n and f˜ near B(0, 18/10) ⊂ R3; we shall use the same formula as
before, i.e., we start from f˜0(x) = x and set
(9.1) f˜n+1 = g˜n ◦ f˜n for n ≥ 0, with g˜n(x) =
∑
i∈I(n)
θi(x)ψ˜i(x),
with the same functions θi as before, but slightly different ψ˜i. This time we shall need all
the θi, even with i ∈ I0.
Since we want f˜n to coincide with fn on Y , we require that
(9.2) ψ˜i(x) = ψi on 3Bi ∩ Fn,
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where Fn is the union of the three or six faces F
l
n = fn(F
l), and the F l are the faces of
Z(0, 2) ∩ B(0, 195/100).
When i ∈ I0(n), the simplest is to set ψi(x) = x; the requirement (9.2) is empty because
3Bi does not meet Fn, by (5.24) and since the F
l
n stay close to E (by (7.13)).
Next take i ∈ I1(n). Recall from (7.14), or its analogue when Z(0, 2) is of type 3, that
only one of the F ln meets 5Bi, and that for this one F
l
n ∩ 5Bi = An,i ∩ 5Bi for some C2ε-
Lipschitz graph An,i over Pi. Call an,i : Pi → P⊥i the corresponding Lipschitz function, and
set ψ˜i(x, y) = (x, y − an,i(x)) for (x, y) ∈ Pi × P⊥i (we identify R3 with Pi × P⊥i ). Here the
requirement (9.2) holds by definition of an,i and because ψi is the orthogonal projection onto
Pi.
Now consider i ∈ I2(n). This time the F ln ∩ 5Bi coincide with three half-Lipschitz graphs
T ln,i that meet along Γn (see near (7.16)), and on these half-Lipschitz graphs we need to take
ψ˜i = ψi = hi ◦ ηi, as in (7.10). Let us check that we can extend this mapping to 4Bi, in such
a way that ψ˜i is (1 + Cε)-bilipschitz on 4Bi, and
(9.3) |ψ˜i(x)− x| ≤ Cε2−n on 4Bi and |Dψ˜i(x)− I| ≤ Cε on 4Bi \ Γn.
Recall from (7.9) that ηi, whose role is to move Γn to the spine Li of Yi, is a (1 + Cε)-
bilipschitz mapping that satisfies (9.3). It is also smooth, because Γn is smooth. Thus it
is enough to find an extension h˜i to
9
2
Bi, of the restriction of hi to ηi(Fn ∩ 5Bi), with the
required properties. Recall that near each ηi(F
l
n ∩ 5Bi), hi coincides with the orthogonal
projection onto the plane P l that contains the face V l of Yi that lies close to ηi(F
l
n ∩ 5Bi).
Set Cl = {z ∈ R3 ; dist (z, V l) ≤ 1
10
|z|}; we claim that we can even choose h˜i so that
h˜i(w) = w when w lies out of the three Cl. To define h˜i on Cl, pick coordinates such that
V l = {(x, y, z) ; x ≥ 0 and y = 0}; notice that ηi(F ln ∩ 5Bi) is contained in the graph of
some Cε-Lipschitz function F : R2 → R such that F (0, y) = 0 for y ∈ R (because ηi sends
Γn to Li), and hi(x, y, z) = (x, y) on that set. We pick a smooth function ϕ on R such that
ϕ(t) = 1 for |t| ≤ 1/20, ϕ(t) = 0 for |t| ≥ 1/10, and |ϕ′(t)| ≤ 30 everywhere, and set
(9.4) h˜i(x, y, z) = (x, y, z)− ϕ
(
y/
√
x2 + y2
)
F (x, y) on Cl.
It is easy to see that h˜i(x, y, z) has all the required properties and that ψ˜i = h˜i ◦ ηi satisfies
(9.3). [Notice that |F (x, y)| ≤ Cε
√
x2 + y2 because F (0, y) = 0, that |y/
√
x2 + y2| ≤ Cε <
1/20 on ηi(F
l
n ∩ 5Bi), and that the (1 + Cε)-bilipschitzness follows from the second part of
(9.3).]
The definition of ψ˜i for i = i0 when (4.36) holds and Z(0, 2) is of type 3 is similar. We
have a good description of Fn∩5Bi, this time as a union of six Lipschitz faces T ln bounded by
four arcs of Γn, which themselves meet nicely at the origin, as described in the last section.
Again, we know ψ˜i on these six faces, and we claim that there is a (1 + Cε)-bilipschitz
extension to 4Bi such that (9.3) holds. Call Γ
s
n, 1 ≤ s ≤ 4, the four arcs of Γn, and denote
by Ls the corresponding branch of the spine of Zn; thus the spine of Zn is the union of the
four Ls. Let η be as in (8.3) and (8.4); thus η is (1+Cε)-bilipschitz and satisfies the analogue
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of (9.3). Notice that η sends Γsn ∩ 5Bi to Ls, by (8.4). By (8.3), it sends T ln to a subset of
a Cε-Lipschitz graph over the plane P l that contains the corresponding face V l of Zn, and
this graph goes through the two Ls that bound V l (because η sends the Γsn ∩ 5Bi to the Ls).
That is, we have the same sort of description of η(Fn ∩ 5Bi) as for Fn ∩ 5Bi itself, except
that now Γn is replaced with the spine of Zn.
We shall take ψ˜i = ψ
♯
i ◦ η for some ψ♯i . Since ψi = hn ◦ η (see below (8.4)), (9.2) will
hold if ψ♯i = hn on η(3Bi ∩ Fn). By (8.2) and our description of η(Fn ∩ 5Bi), hn coincides
with the orthogonal projection πl onto P l, on the set η(F ln ∩ 5Bi). So we just have to find
an extension ψ♯i to
9
2
Bi, say, of the map defined on the union of the six Lipschitz graphs
(that contain the) η(F ln ∩ 5Bi), that is equal to πl on η(F ln ∩ 5Bi). We can even require that
ψ♯i(z) = z out of the sectors Cl of (8.2), while in Cl we use a formula like (9.4). This gives a
bilipschitz ψ♯i that satisfies (9.3), and then ψ˜i = ψ
♯
i ◦ η also satisfies (9.3) because η does.
This completes our definition of ψ˜i in all cases. So we also have a full definition of f˜n
and f˜ . Let us check that f˜ satisfies the conclusions of Remark 1.1.
First we have that |g˜n(x)−x| ≤ Cε everywhere, by (9.1) and (9.3). Then |f˜(x)−x| ≤ Cε,
again by (9.1). This proves (1.6). The second half of (1.7) follows immediately; the first part
of (1.7) follows from (1.6) and a little bit of degree theory. That is, for x ∈ B(0, 17/10), the
mapping F1 : ∂B(0, 1) → ∂B(0, 1) defined by F1(ξ) = f˜(18ξ/10)− x|f˜(18ξ/10)− x|
, is homotopic to the
identity (by (1.6)), so it has degree 1, and if x did not lie in f˜(B(18/10)), the mappings Ft,
0 ≤ t ≤ 1, defined by Ft(ξ) = f˜(18tξ/10)− x|f˜(18tξ/10)− x|
, would provide a homotopy from F1 to a
constant.
We already proved (1.8) a little above (7.53), so we just need to check (1.5), i.e., that
(9.5) (1− Cε) |y − z|1+Cε ≤ |f˜(y)− f˜(z)| ≤ (1 + Cε) |y − z|1−Cε
for y, z ∈ B(0, 19/10). As before, it is enough to prove the analogue of (6.25) or (7.54), i.e.,
that
(9.6) (1− Cε) dist (y, z) ≤ dist (g˜n(y), g˜n(z)) ≤ (1 + Cε) dist (y, z)
when y, z ∈ B(0, 185/100) are such that |y − z| ≤ 2−n−80. By (9.1), it is enough to check
that for j ∈ I(n),
(9.7) |ψ˜j(y)− ψ˜j(z)− (y − z)| ≤ Cε|z − y| for y, z ∈ 4Bj .
This last follows from (9.3).
We finally completed our verification of Theorem 1.1.
10 C1 estimates when E is asymptotically flatter
All the estimates above were done with ε fixed, but we can do better if our basic assumption
(1.1) improves when r tends to 0. In this section, we assume that there is a sufficiently small
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nondecreasing positive function ε(r) such that for each x ∈ E ∩B(0, 2) and r > 0 such that
B(x, r) ⊂ B(0, 2), there is a minimal cone Z(x, r) that contains x such that
(10.1) Dx,r(E,Z(x, r)) ≤ ε(r).
In particular, we still have (1.1) with ε = ε(2), and we assume that ε(2) is so small that we
can apply the construction above. We want to say that when ε(r) tends to 0, the construction
above comes with slightly better estimates. We shall assume that
(10.2)
∑
k≥0
ε(2−k) < +∞,
and then show that the restriction of our mapping f to each of the three or six faces of
Z(0, 2) ∩ B(0, 17/10), is of class C1.
Set εk = ε(2
−k). For technical reasons, it will be more convenient to assume that εk never
drops too brutally, i.e., that
(10.3) εk ≤ C0εk+1 for k ≥ 0
and some constant C0 > 0. This is not really an additional assumption, because we can
always replace {εk} above with a larger sequence that satisfies (10.3) and such that
∑
k≥0 εk
still converges.
The point of assuming (10.3) is that when we apply the construction and arguments
above, we can replace ε with Cεn in our various intermediate statement (such as Lemmas 6.1
and the Lipschitz descriptions in (7.13)-(7.16)). If we did not assume (10.3), our proofs by
induction would force us to carry additional terms that control the larger scales.
In particular, the proof above shows that
(10.4) (1− Cεn) dist (y, z) ≤ dist (g˜n(y), g˜n(z)) ≤ (1 + Cεn) dist (y, z)
for y, z ∈ B(0, 185/100) such that |y − z| ≤ 2−n−80, instead of (9.6).
We need estimates on the first and second derivatives of f near the faces. We start
with the mappings g∗n and f
∗
n from Section 6. We see them as mappings defined on R
3,
because this will make it easier to differentiate, even though we shall later restrict to a small
neighborhood of the spine of Z(0, 2). When we differentiate (6.3), we get that
(10.5) Dg∗n =
∑
i∈I(n)
Dθiψ
∗
i +
∑
i∈I(n)
θiDψ
∗
i =
∑
i∈I(n)
Dθi [ψ
∗
i − ψ∗j ] +
∑
i∈I(n)
θiDψ
∗
i ,
where j ∈ I(n) is any fixed index and we used the fact that ∑i∈I(n) θi = 1. Here we just
need to differentiate near x ∈ Γn = f ∗n(Γ), so we can restrict to i ∈ I2(n) because the other θi
vanish near x, and then ψ∗i is the orthogonal projection onto the line Li. We select j ∈ I2(n)
such that θj(x) 6= 0, and then
(10.6) |ψ∗i − ψ∗j | ≤ Cεn2−n and |Dψ∗i −Dψ∗j | ≤ Cεn near x,
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by (6.6) and (6.7). Thus (10.5) yields
(10.7) |Dg∗n −Dψ∗j | ≤ Cεn near x,
where we used the fact that Dψ∗j =
∑
i∈I(n) θiDψ
∗
j , and (5.13) to control the |Dθi|. In
particular,
(10.8) |Dg∗n| ≤ 1 + Cεn near x,
When we differentiate a second time in (10.5), we get that
(10.9) D2g∗n =
∑
i∈I(n)
D2θi [ψ
∗
i − ψ∗j ] + 2
∑
i∈I(n)
Dθi [Dψ
∗
i −Dψ∗j ],
because
∑
i∈I(n)Dθi = 0 and the D
2ψ∗i vanish (each ψ
∗
i is a linear projection). Thus
(10.10) |D2g∗n| ≤ Cεn2n near x,
by (10.6) and (5.13). Next f ∗n is the composition of the g
∗
k, k < n (see (6.2)), so
(10.11) Df ∗n = Dg
∗
n−1 ◦Dg∗n−2 ◦ · · · ◦Dg∗0,
where we do not write the arguments to save space. When we differentiate once more, we
get a sum of terms with one second derivative of some g∗k, composed with a collection of
first-order differentials; thus
(10.12) |D2f ∗n| ≤ Cεn2n
∏
0≤k<n
(1 + Cεn) ≤ Cεn2n,
by (10.8), (10.10), and (10.2).
Let us now consider the restriction of f ∗n to Γ, the intersection of the spine of Z(0, 2)
with B(0, 197/100). When Z(0, 2) is of type 3 we can still use the discussion above, we
just need restrict our attention to Γ \ {0}. The derivative of this restriction is (locally,
and modulo identification of Γ with an interval in R) a vector-valued function f ∗n
′, and
|f ∗n ′(x)| ≥
∏
0≤k<n(1 − Cεn) ≥ C−1 by multiple applications of (6.20), or equivalently of
(10.7) and the fact that Γn is a small Lipschitz graph over Li.
We need these estimates to control the parameterization x → (x, ζ(x)) of the graph
Gn,i that we use in (7.8)-(7.10). Observe that |ζ ′′(x)| ≤ Cεn2n because |f ∗n ′(x)| ≥ C−1 and
|f ∗n ′′(x)| ≤ |D2f ∗n| ≤ Cεn2n (by (10.12)). Then
(10.13) |Dηi − I| ≤ Cεn and |D2ηi| ≤ Cεn2n,
by (7.8) and (7.9).
Next fix a face F ln and a point z in the interior of F
l
n. Assume that z ∈ B(0, 195/100) ⊂
B(0, ρn), so that we can use the estimates below (7.16). Let i ∈ I(n) be such that z ∈ 3Bi
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(i.e., with the notation of Section 7, i ∈ Iz). If i ∈ I1(n), (7.6) says that ψi = πi, the
orthogonal projection onto a plane Pi. If i ∈ I2(n), ψi = hi ◦ ηi by (7.10), and (7.20) says
that
(10.14) ψi = π
l
i ◦ ηi near z,
because z lies in the interior of F ln. Here π
l
i is the orthogonal projection onto the plane that
contains the appropriate face of Yi. If Z(0, 2) is of type 3 and i ∈ I3(n) = {i0}, the same
argument shows that ψi = π
l
i ◦ηi near z, where πli is the orthogonal projection onto the plane
that contains some face of Zn. The case when i ∈ I0(n) does not happen, as noted below
(7.16), by (7.13) and (5.24). Set πli = πi when i ∈ I1(n), to uniformize the notation.
If j ∈ I(n) is some other index such that z ∈ 3Bj, then |Dπlj −Dπli| ≤ Cεn, by the proof
of (7.19) (recall, we used the fact that near z, F ln is at the same time a small Lipschitz graph
over P li and P
l
i ). We easily deduce from this, (10.13), (10.14) and its analogue for i ∈ I3(n)
(both applied to j), that
(10.15) |Dψj −Dπli| ≤ Cεn and |D2ψj | ≤ Cεn2n near z,
We also know from (7.18) and (7.19) that |ψj(z)− πli(z)| ≤ Cεn2−n. The same computation
as for (10.5) and (10.7) yields
(10.16) Dgn =
∑
j∈I(n)
Dθjψj +
∑
j∈I(n)
θjDψj =
∑
j∈I(n)
Dθj [ψj − πli] +
∑
i∈I(n)
θj Dψj,
by (7.2), and then
(10.17) |Dgn −Dπli| ≤ Cεn +
∣∣∣ ∑
i∈I(n)
θj [Dψj −Dπli]
∣∣∣ ≤ Cεn
near z. Next
(10.18) D2gn =
∑
j∈I(n)
D2θj [ψj − πli] + 2
∑
j∈I(n)
Dθj [Dψj −Dπlj ] +
∑
j∈I(n)
θjD
2ψj ,
so |D2gn| ≤ Cεn2n near z, by (10.15) and the line below it. The same proof as for (10.12)
now shows that
(10.19) |D2fn| ≤ Cεn2n on the interior of F l ∩B(0, 194/100).
(we only consider x ∈ B(0, 194/100) to make sure that all the fn(x) lie in B(0, 195/100).)
Let x in the interior of F l ∩B(0, 194/100) be given, and let u be a unit tangent vector to
F l at x. Set zn = fn(x) and un = Dfn(x)(u). Then un is a tangent vector to F
l
n at zn, and
|un+1 − un| = |Dgn(zn)(un)− un| ≤ |Dgn(zn)(un)− πli(un)|+ |πli(un)− un|
≤ Cεn|un|+ |πli(un)− un| ≤ Cεn|un|(10.20)
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where πli is associated to zn as above, by (10.17), and because F
l
n is a small Lipschitz
graph over P li near zn. Multiple applications of this yield C
−1 ≤ |un| ≤ C, by (10.2), and
|un+1 − un| ≤ Cεn.
We just proved that the derivatives Dfn(x) converge, uniformly in x in the interior of
F l ∩ B(0, 194/100), to some limit G. Since we already know that the fn converge to f , we
get that f is continuously differentiable on the interior of F l ∩B(0, 194/100), with Df = G.
In addition, |Df(u)−Dfn(u)| ≤
∑
k≥n |uk+1−uk| ≤ Cε̂n, where we set ε̂n =
∑
k≥n εk. Then,
if x and y both lie in the interior of F l ∩B(0, 194/100),
|Df(x)−Df(y)| ≤ |Df(x)−Dfn(x)|+ |Dfn(x)−Dfn(y)|+ |Dfn(y)−Df(y)|
≤ Cε̂n + |Dfn(x)−Dfn(y)| ≤ Cε̂n + Cεn2n|x− y|,(10.21)
by (10.19). We choose n such that 2−n ≤ |x− y| < 2−n+1, and we get that
(10.22) |Df(x)−Df(y)| ≤ Cε̂n ≤ C
∑
k≥0 ; |x−y|≤2−k
ε(2−k).
Of course we can let x or y tend to the boundary of F l. So we proved that the restriction
of f to each face F l ∩B(0, 194/100) is of class C1, with a modulus of continuity for Df that
depends on the decay of the function ε(r). For instance, if ε(r) ≤ Crα for some α ∈ (0, 1),
we get corresponding C1,α estimates for f on F l.
Now the reader should not pay too much attention to this more precise result; we proved
it because it is easy (once we have the other estimates), but it is also easy to prove directly
that on each face, there is a tangent plane at x that depends nicely on x. Indeed, we can use
the good approximation of E near x by planes P (x, 2−k) (or sets of type 2 or 3 for the scales
that are larger than dist (x, E2)) to show that the P (x, 2
−k) vary slowly with k, then tend
to a plane P (x). Then P (x) is tangent to E at x, and we can use the fact that P (x) is close
to P (x, 2−k) to estimate the distance from P (x) to P (y) (compare P (x, 2−k) to P (y, 2−k),
with 2−k a little larger than |x− y|).
Our construction does not give a mapping f that is C1 on Z(0, 2) near its spine. But
on the other hand, each face of E is C1, and the faces make the right 120◦ angles with each
other along E2, so we could fairly easily re-parameterize E locally in a C
1 way. Once again,
if we know that E is fairly nice and each piece is smooth, getting good parameterizations is
rather easy.
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