Nonhomogeneous Ventricular Wall Strain: Analysis of Errors and Accuracy1
Introduction
Twenty-years ago, the accurate measurement of ventricular pressure-volume relationships in isolated working hearts gave rise to the time-varying elastance concept (Suga and Sagawa, 1974) , which now forms the cornerstone of the modern understanding of global ventricular mechanics. However, the regional mechanics of the ventricular wall were still poorly understood. The most common measurements of local cardiac function were uniaxial. Observations of regional function from pairs of ultrasonic dimension gauges and implanted markers indicated that segment function is nonuniform even in the normal heart as the observation site is moved either circumferentially from the anterior to the posterior wall (Lew and LeWinter, 1986; Ingels et al., 1989) , longitudinally from base to apex (LeWinter et al., 1975; Lew and LeWinter, 1983; Han- 'Supported by NIH grants HL45897, HL41603, and HL17682. Contributed by the Bioengineering Division of THE AMERICAN SOCIETY OF MECHANICAL ENGINEERS and presented at the 1993 ASME/AIChE/ASCE Summer Bioengineering Conference, Forum on the 20th Anniversary of ASME Biomechanics Symposium, Breckenridge, CO, June 25-29, 1993 . Revised manuscript received July 11, 1993. sen et Ingels et al., 1989) or transmurally (Myers et al., 1986) . Even greater variations are expected under pathophysiologic conditions such as regional ischemia, infarction and aysnchronous activation associated with arrhythmia as shown in numerous investigations.
Over the past decade more comprehensive tensor methods have been applied in which uniaxial measurements have been extended to the multi-dimensional measurement of strain. These include biplane radiography of implanted metal beads, sonomicrometry and optical methods to measure 2-D strains in the plane of the heart wall (Meier et al., 1980a; Meier et al., 1980b; Prinzen et al., 1986; Villarreal et al., 1988; McCulloch et al., 1989; Villarreal and Lew, 1990; Fann et al., 1991) . Biplane radiography has also been used to measure the transmural variation of three-dimensional strains under both normal (Waldman et al., 1985 and pathologic conditions (Waldman and Covell, 1987; Villarreal et al., 1991) . Distributions of function across the ventricular epicardium have been mapped using single-plane video imaging under conditions of acute ischemia (Prinzen et al., 1989) and asynchronous acti-vation (Prinzen et al., 1990) . All of theses investigations have relied on the assumption of homogeneous strain theory, i.e., strains are assumed to be constant between myocardial markers or tranducers. More recently, tensor methods have been generalized to nonhomogeneous strain analysis using least squares finite element methods to account for the transmural variation across the thick-walled left ventricle (LV) (McCulloch and Omens, 1991) and the potential variation of strain across the epicardial surface (Hashima et al., 1993) . These latter methods allow for the accurate assessment of distributed function when deformations are not axisymmetric as indicated by the aforementioned uniaxial and 2-D measurements in the normal heart and as is apparent in regional ischemia. > The current analysis focuses on two potential errors associated with measuring nonhomogeneous strain fields across substantial regions of the ventricular epicardium. The first source of error addressed here involves the use of single-plane imagining to identify positions of epicardial markers. As will be shown, when strains are nonhomogeneous, deformed lengths can be underestimated more or less than initial lengths resulting in strain errors that can be substantial for moderate strain variations. A second source of error examined here is the influence of random position measurement errors and how these propagate in strain computations and result in errors when assuming homogeneous strains and when that assumption is relaxed.
Analysis of Errors Due to Single-Plane Imaging
In the pioneering studies of Prinzen and colleagues (Prinzen et al., , 1989 (Prinzen et al., , 1990 arrays of paper markers are glued to the LV epicardium with an intermarker spacing of about 0.7 cm. The markers are imaged with a single video camera during control periods and during interventions such as regional ischemia induced by coronary ligation or asynchronous activation resulting from ventricular pacing. Although errors associated with the curvature of the heart when it translates and rotates globally relative to the image focal plane were estimated and shown to be relatively small, additional errors may arise when strains vary substantially across the array. This can be demonstrated by assuming that stretch (X) varies in a known manner as a function of distance on a curved surface and then computing the stretch that would be observed with a single camera and comparing it with the exact value. If the strains are uniform, both original and updated lengths are underestimated similarly when projected onto the focal plane so that no error results as long as spatial resolution is adequate. However, when strains are nonhomogeneous, deformed lengths can be underestimated more or less than starting lengths resulting in stretches that are underestimated or overestimated for physiologically reasonable distributions.
To analyze this error, we assumed that an array of markers occupied a 4 x 4 cm region of the ventricular epicardium centered parallel to the image focal plane. Trie initial and deformed coordinates of a point on an originally circular cylinder were denoted (R, 9, Z) and (r, 0, z), respectively. 6 = 0 designated the longitude where segments were parallel to the focal plane which will be identified as the centerline. A point 2 cm from the centerline along the circumference will be called the far edge of the array to indicate that segments there were farthest from being parallel to the focal plane. To make the analysis more tractable, a one-dimensional variation in stretch was prescribed. Assuming that the circumferential stretch of the model cylinder varied linearly as a function of distance from the centerline, Xtrue = c1+c2e.
(1) Designating points projected onto the imaging plane as X (initial) and x (deformed), their projected distances from the centerline are X= R sin 0 and x = r sin 6.
(2) Two types of one-dimensional strain fields were examined to delineate the bounds on this potential error. Realistic nonhomogeneous cardiac strains on the epicardium are likely to be a combination of both bending and stretching. Therefore, these two cases were examined separately.
In the first case, the deformed radius was allowed to vary as a function of the angle 9. This spatial variation in curvature is representative of a bending deformation. Defining a nonuniform strain field such that r=r(9), 0 = 9 and z = Z, the exact circumferential stretch at any point is (3) and with Eq. (1) r = R(Ci +c29).
(4) Designating the endpoints of a segment as (/?, 90 and (R, 92) initially, the updated radii of these points will be r\d r2. Using Eqs. (2) and (4) and 0 = 9, the apparent stretch of the segment projected on the image plane is given by Ax x2-x}
&X X2-Xi sin02-sin0! It is informative to give the full details of an example of this analysis. Stretch varied from moderate lengthening (X=l.l) at the centerline to moderate shortening (X = 0.9) at the far edge to simulate a variation that might be observed in acute ischemia. For a cylinder of radius 3.75 cm (same as that used in the analysis of Prinzen and colleagues to study other curvature effects (Prizen et al., 1986) ), the far edge of the array was at 0-31 deg (0.533 rad). The constants Cj and c2 were 1.1 and -0.375, respectively. Considering a 0.7 cm segment oriented along the circumference and ending at the far edge of the array, the midpoint of the segment was at 25 deg (0.44 rad). Using Eq.
(1), this yields an exact stretch of 0.94 and a corresponding Lagrangian strain of -0.063. Now, computing homogeneous strains from the segment projected onto the focal plane, from Eqs. (2) we obtained Xi = 3.75 sin 19.9 deg = 1.27 and X2 = 3.15 sin31 deg= 1.91 cm yielding a projected initial length AJf= 0.63 cm. We see that the segment is underestimated initially by less than 10 percent. From Eq. (4), the two markers would be located at updated radii r\ 3.64 and r2 = 3.38 cm. Therefore, using Eq. (2), the projected locations were*i = 1.24 and x2= 1.72 yielding a deformed length A* = 0.48 cm. And, the apparent stretch and strain were Xapp = Ax/A^=0.76 and £app= -0.21. This is a severe overestimation of the amount of shortening associated with this segment. In the second case, the deformed angle varied as a function of the original angle, i.e., r=R, 0 = 0(9) and z = Z. The exact circumferential stretch at any point is Xtrue~' and with Eq. (1) Now, the apparent stretch is given by sin 02 -sin B\2-sin9i
(8)
With this prescribed variation in stretch, the associated error was much smaller. For the segment at the far edge of the array, the difference between the exact and apparent stretches was only 0.003. This nonuniform deformation is representative of a variation in stretch without bending. These errors are not related to the use of homogeneous strain theory. If one computes homogeneous strains from the true 498/Vol. 115, NOVEMBER 1993
Transactions of the ASME arclengths without projection, we again have an original length AS=0.7 cm and using either Eq. (4) or (7) 
Comparing Eqs. (1) and (9), observe that the stretch computed using homogeneous strain theory is equal to the exact stretch at the midpoint of the arc. Therefore, all of the error in the first case is related to the use of a single camera with the deformed length underestimated much more than the initial length, i.e., by more than 25 percent.
This analysis was extended to consider hearts of varying diameters. If one follows a 0.7 cm segment moving continuously from the centerline to the far edge of the array, continuous variations in exact and apparent stretch can be simulated. As the initial radius of the model cylinder is decreased from 4 cm down to 2 cm, the error due to this geometric effect increases as would be expected (Fig. 1) . It is apparent that near the far edge of the array, the error increases more for the smallest cylinder examined (R-2 cm). Even for the larger cylinder (R = 4 cm), the slope of the stretch profile (stretch gradient) is more than twice the true value when the deformed radius varies with angle. Furthermore, as the gradient in stretch is either decreased or increased, this error decreases or increases substantially (Fig. 2) , again for the first case (R = 3 cm). On the other hand, when the deformed angle is prescribed to vary as a function of the original angle, the errors are small for all cases examined. Unlike the first situation, the spatial variation of the error tends to be nonmonotonic, but the error in stretch computed for the smallest cylinder (R = 2 cm) is always less than 0.015 for a stretch gradient of -O.I/cm. When the gradient is increased to -0.15/cm, for the intermediate cylinder (R = 3 cm) the error in stretch is always less than 0.025.
Analysis of Effects of Random Errors in Myocardial Marker Positions
To examine the influence of random measurement error on a nonhomogeneous distribution of surface strains, again an array of markers occupying an area of 16 cm2 is assumed. Here, we assumed that 25 markers were evenly distributed in a planar sheet and that the sheet was stretched nonuniformly along one axis. This gave an intermarker spacing of about 1 cm that is similar to that in our first study on this subject (Hashima et al., 1993) and to the segment lengths used in most studies of ventricular function. The coordinates were perturbed with random noise in the direction along which the stretch was prescribed. All points in both the reference and deformed configurations were perturbed with an error having a Gaussian distribution around the exact positions with a mean error of zero and a standard deviation of 0.1 mm. This error is of the same order as the overall error associated with the measurement of three-dimensional coordinate positions using biplane cineradiography. Continuous nonhomogeneous distributions of strain were computed for the entire array by a least-squares finite element method (Hashima et al., 1993) . In brief, a single 4-node 2-D finite element was fitted to the coordinate data in both configurations. To accommodate the nonuniform strain field, tensor-product, bicubic-Hermite basis functions were used in the finite element interpolation. Strains along the centerline of the array computed by the newer method are compared with strains computed from the same coordinate data of the four segments available using homogeneous strain theory. As described in detail elsewhere (Hashima et al., 1993) , the least squares problem incorporates global smoothing constraints that penalize the error function to be minimized. By doing so, surface fitting can be performed in the presence of sparse data that may otherwise lead to ill-conditioning. Although our data sets here and in actual animal experiments are reasonably dense, the edges of the element outside of which no data exist can behave poorly without such constraints. The effects of these constraints have been examined in detail (Hashima et al., 1993) . The smoothing weights chosen here were the same as those selected in actual studies and have been found to maintain fitting errors within the effective spatial resolution without influencing the final strain values. Two types of stretch field were prescribed. Similar to the previous analysis, a linear variation of stretch from moderate shortening (A ~ 0.9) to moderate lengthening (A ~ 1.1) was prescribed across the array. Again, this deformation may be typical of that observed during regional myocardial ischemia. In a second analysis, a nonlinear variation was prescribed, i.e., stretch was assumed to vary as a cosine function of distance yielding a strain field with lengthening in the center and shortening along both edges. In the absence of measurement error both of these distributions can be measured very accurately with either homogeneous strain theory or the newer method. This may be expected for the linear variation in stretch, but it is also true for the nonlinear function (Fig. 3) . However, when random noise was introduced, the least-squares nonhomogeneous analysis helped to filter it out. For the linear variation this result was demonstrated by creating 10 perturbed reference configurations and an independent set of 10 perturbed deformed configurations. Then all 100 combinations of reference and updated states were analyzed. As shown in Fig. 4 , the continuous results of the finite element problem have been discretized yielding an envelope around the exact profile. The results of the homogeneous analysis are plotted at the midpoints of the four segments. As is apparent, the homogeneous method yields errors that are substantially greater than those resulting from the nonhomogeneous technique. For the cosine stretch field additional simulations had to be performed to achieve stable average errors. Here, all combinations of 15 perturbed reference and deformed states were analyzed so that 225 simulations were performed. The result is similar to that found for the linear variation of stretch, i.e., the nonhomogeneous analysis yields average errors that are about half of those found using homogeneous strain theory (Fig. 5) .
Discussion
In this study, nonhomogeneous distributions of strains are simulated and utilized to determine two potential errors in the measurement of cardiac strains. First, the error associated with the use of single-plane imaging of myocardial markers is examined. We found that this error ranges from small to large values depending on the assumed variation in stretch. If variations in stretch are not accompanied by substantial regional changes in ventricular radius, the associated error tends to be quite small. For the cases examined the error in stretch was always less than 0.025. This error is of the same order as those that occur when biplane radiography is used to acquire threedimensional coordinate positions. However, if the nonuniform stretch field is a result of substantial variations in local curvature from their reference values, large errors in stretch and strain occur. For canine hearts with circumferential radii of 2 to 4 cm and for smaller mammalian hearts, these errors in stretch may be as great as 30 percent or more. Moreover, gradients in stretch may be over-or underestimated by as much as 100 percent. In the second part of this analysis, the influence of random measurement errors in the coordinate positions of markers on strains computed from them is studied. Again, arrays of markers covering about 16 cm2 of ventricular epicardium are assumed and nonuniform stretches imposed. The reference and deformed positions of the markers are perturbed with Gaussian noise with a standard deviation of 0.1 mm, and then strains are computed using either homogeneous strain theory or a nonhomogeneous finite element method (Hashima et al., 1993) . For the strain distributions prescribed, it is found that the finite element method reduces the error resulting from noise by about 50 percent over most of the region.
The main limitations of the current study are the assumed variations in stretch. The one-dimensional distributions are oversimplifications of the complex three-dimensional strain fields that occur in the thick-walled left ventricle, i.e., in regions behaving normally shortening in one direction is accompanied, in general, by shortening and lengthening (thickening) in the remaining mutually orthogonal directions (Waldman et al., 1985 . Moreover, three components of shear may accompany the three normal (extensional) strains. In regionally ischemic myocardium lengthening in one direction may be accompanied by lengthening in a second direction and wall thinning in the third direction along with shear strains that x>ften change sign from their normal values (Villarreal et al., 1991) . For the purpose of illustrating the error associated with single-plane imaging and examining its bounds, the use of an originally circular cylinder model is justified because circumferential curvature tends to be much greater than longitudinal curvature over much of the epicardial surface. As one approaches the apex, both principal curvatures would be substantial so that additional errors could occur with single-plane imaging. Prinzen and colleagues (Prinzen et al., , 1989 (Prinzen et al., , 1990 were generally well away from the apex so that only errors associated with circumferential curvature may be important for their results. To make these simulations more realistic, more general deformations could be prescribed, i.e., to achieve appropriate wall thickening or thinning along with corresponding shortening or lengthening along the surface twodimensional deformations would have to be considered. For example, instead of r=r(0), one could assume that r=r(R, 9) allowing for incompressibility to be enforced.
The magnitude of the error associated with single-plane imaging can be elucidated further by examining actual experimental measurements made with biplane cineradiography. In a typical open-chest canine experiment an array of 26 markers was sutured to the anterior epicardium of the LV, and their three-dimensional coordinates were determined. A plane was fitted by least squares to the positions, and used to transform them to a coordinate system in which the third coordinate direction was normal to the plane. If the coordinate components in that direction are ignored, the remaining two-dimensional coordinates are precisely those that would be observed if the array were imaged with a single camera positioned optimally. The same transformation was used to determine 2-D coordinates in both an end-diastolic reference state and in a subsequent end-systolic deformed configuration of the same cardiac cycle in a normally beating heart. Then, nonhomogeneous strain analysis was used to compute strain distributions from both 2-D and 3-D coordinates. Circumferential strain as a function of circumferential position is shown in Fig. 6 . Similarly to the above simulations, the error is smallest near the center of the array and the strain gradient is increasingly overestimated at increasing distances from the center. Although only 26 markers were used in this example, similar errors occur in strains measured from arrays ranging from 25 to 50 markers.
In the study of random measurement errors, the one-dimensional stretch variations are useful because they make the results easy to interpret. However, these strain fields could be generalized to include a nonuniform distribution in the second surface direction and to account for varying in-plane shear strains. Then, the marker positions would have to be perturbed in at least two of the three coordinate directions. Furthermore, a more realistic simulation could be done on a singly or doubly curved surface in which all three coordinate positions of a point are perturbed before surface fitting is performed. However, for the purpose of examining the advantage of nonhomogeneous analysis over homogeneous strain theory, the nonuniform stretch of a planar sheet is useful. Other limitations of the measurement error study include the fixed number of markers, the equal spacing of the markers, and the location of finite element boundaries in relation to them. To examine the full range of actual studies in our laboratory, it would be necessary to study the effect of marker density. In our studies, arrays have varied between 25 and 50 markers covering similar areas. For larger arrays (>25), the finite element procedures would be expected to reduce the influence of measurement error further. Therefore, the result that the standard deviation of the nonhomogeneous strain around the true value is about half of that for the piecewise constant measurement is conservative. The markers were assumed to be equally spaced and in animal studies an effort is made to achieve as uniform a spacing as possible, but the presence of coronary vessels and the motion of the heart cause some nonuniformity in spacing. Although this effect could be studied with simulation, it is expected that it, too, would be filtered out by the fitting procedure.
Finally, the influence of finite element boundaries on continuous strain distributions may be important. In the current simulations, the boundaries were chosen to be 2 mm outside the markers for each edge. This is a highly idealized situation. In actual experiments while boundaries are selected to be as close as possible to the markers, invariably there are gaps or sparse regions within the elements. These gaps can be important because the high-order interpolation allows for considerable variation in strains. Therefore, additional inaccuracies can result. However, two features of the nonhomogeneous method help to reduce this potential error. First, the global smoothing constraints that are used to prevent ill-conditioning also tend to prevent unrealistic fluctuations in surface geometry near the edges of an element. In addition, finite elements are rotated to reduce element area to a minimum and concommittantly to maximize marker density.
In conclusion, when ventricular function is characterized by distributed measurements of strain across substantial regions of the heart, two potential errors should be considered. If strain components computed from myocardial marker coordinates have significant spatial variation in the normal heart or under conditions that would be expected to increase their heterogeneity such as regional ischemia or asynchronous activation, substantial errors can result when the markers are visualized using single-plane imaging. Moreover, the use of a least-squares finite element method to compute strains from arrays of markers reduces the influence of random measurement error substantially over that which occurs with more commonly-used homogeneous strain theory. Accurate measurements of cardiac strain distributions are needed for correlation with and validation of realistic three-dimensional stress analyses of the heart. The ability of such models to predict local strains is a prerequisite for the computation of realistic distributions of stresses and myocardial material properties. Finally, with the advent of increasingly effective noninvasive methods to measure cardiac deformation such as magnetic resonance imaging, the use of nonhomogeneous strain analysis to determine more accurate strain distributions has increasing clinical significance.
