Abstract-Recurrent fuzzy neural network is widely applied in many areas because it combines the advantages of low level learning and high level reasoning. In considering the complicated factors and requirements for the Remote Operated Vehicle(ROV) control, petri network has been introduced to design a dynamic controller for underwater robot. It intends to reduce the computation burdens during network parameters learning. The gradient descent method has been used for online training. In order to guarantee its convergence, we have used the discrete Lyapunov function to determine its learning rate. The tank experiments have proved that the controller can adjust control quantity to reduce caculation and present strong advantages in the ROV robustness control.
INTRODUCTION
With aboundunt power supply, ROV can exchange a great deal of information with its surface work station. It can be utilized broadly in marine exploration and resource exploitation [1, 2] . To realize object detection and oceania task, accurate motion control must be fundamental. However, it is very difficult to construct a precise dynamic model for 6-DOF ROV underwater motion, not only because the sea environment is complicated and unknown, but the ROV itself is the strongly nonlinear and coupling [3, 4] .
In the combination with S surface control and fuzzy concept, reference [5] not only improved the control effectiveness but simplified the controller design. But this method is based on proportion and integration priciple, it does not possess the capacity of self-learning. The adjustment of its controller parameters depends completely on researcher's experience. In consideration with strong nonlinearity and coupling characters of underwater robots, Neural Network (NN) is good at self-learning to adapt to environment change [6, 7] . However vibration may prone to happen, because the NN learning is usually lagging out. In compare with Back Propagation (BP) Neural Network, Recurrent Neural Network (RNN) can deal with dynamic change much better [8, 9] . On the other hand, Fuzzy Neural Network (FNN) is widely applied in the control of Underwater robots aboard, because it combines low level learning with high level reasoning [10, 11] . Apparently, taking dynamic feedback as memory element, RFNN possesses advantages of the two, but with complicated calculation [12] .
Recently, Petri-Network(PN) has become an effective tool to model, control, analyse and optimize. In order to reduce calculation and improve the effectiveness, we introduce PN in the designation of RFNN to solve the ROV control problems such as strong nonlinearity and unknow oceania environment .
II. SY-II ROV AND ITS CONTROL STRUCTURE
SY-II ROV (Figure 1 ) is an open frame underwater robot. It is equipped with a depth guage, magnetic compass, two main thrusters, two side thrusters and two vertical thrusters. If we establish absolute reference frame E ξηζ − and relative reference frame G-xyz and neglect roll, 5-DOF motion model can be obtained as: 
where Figure. 3 is the 5-layer block diagram of PN based RFNN. It includes input layer, membership layer, petri layer, rule layer and output layer. The feedback connection is realized through reccurent feedback at membership layer. The propagation fuction in each layer are issued as follows.
III. CONTROLLER DESIGN

A.The Controller
1). The first layer is input layer. Its output node is expressed as: 2). The second layer is membership layer. Each node in this layer acts as a membership function. The input of this layer is expressed as:
where ij θ denotes the weight of the self-feedback loop, n is the iteration times, ( ) 3). The third layer is Petri layer whose purpose is to produce threshold by using competition laws to determine the training requirements:
where ij S is the switch and TH is a dynamic threshold value in corresponding with errors to be determined in III B.
4). The 4 th layer is rule layer, which multiplies the input variables to produce output: 
The 2012) where o r A is the output action strength with respect to the rth rule.
B. Strategy for Online Learning
The core of learning strategy is to obtain a gradient vector so that each element can be defined as the derivative of an energy function. SY-II ROV can be controlled with auto-depth and auto-heading because it is equipped with depth guage and magnetic sensor. This paper will deduce the algorithm from depth and heading control, motion control of other DOFs can be obtained similarly.
First of all, we define the energy function E as: (5) will be defined through the following equation:
where ∂ and δ are positive constants to coordinate TH which will be larger if the error is smaller. In the output layer the error term to be propagated is: 
The weight of output layer is updated by the equation (10):
where ω μ is the learning-rate parameter of the connecting weights. The propagating error term can be calculated as:
In the Petri layer, the error term is: 
In order to improve learning speed, h , ψ , h  and ψ can be approximated by their sign functions sgn(). 
where ( ) * represents h , ψ , h  and ψ .
C. Analysis for Convergence
Values selection for the learning-rate parameters has significant effects on the network performance. In the following, learning-rate parameters are to be analyzed in associated with the convergence of network.
The discrete-type of (8) is: 
μ , σ μ and θ μ are set as:
where ε is a positive constant .Thus (14) can be written as:
According to (8) and (16), the proposed PN based RFNN controller is convergence. In these experiments, we have made comparisons between PN based RFNN and S surface control [13, 14] (which is widely applied in underwater vehicles control). For SY-II, its hard tether provides strong non-linear and random disturbance against auto-control. Particularly being different at different heading, the tether force causes S surface heading auto-control very difficult. However, PN based RFNN controller can response disturbance very quickly, reduce control errors and display strong robustness.
V. SUMMARIES
In order to reduce the computation burdens during recurrent fuzzy neural network parameters learning, petri net has been introduced for the design of dynamic controller of underwater robot. In the online learning strategy, the gradient descent method has been used for online training.
In order to guarantee its convergence, discrete Lyapunov function has been used to determine its learning rate. The tank experiments have proved that the controller can improve the computation efficiency, reduce control errors, vibration and overshoot, and display strong robustness in the underwater robotic control.
