Abstract. We give a correspondence between Siegel modular forms and pluricanonical forms on the universal family of abelian varieties (or more generally the Kuga family) and its compactification, for every arithmetic group for a symplectic form of rank 2g > 2. We first show that the graded ring of Siegel modular forms of weight divisible by g + s + 1 is isomorphic to the ring of pluricanonical forms on the s-fold Kuga family. Then we prove that for a certain class of compactification of the Kuga variety, this extends to an isomorphism with its log canonical ring. The same principle also leads to a bound of the Kodaira-Iitaka dimension of the compactification in terms of modular forms. In most cases, the Kuga variety has canonical singularities.
Our purpose in this article is to establish a correspondence between Siegel modular forms and pluricanonical forms on the universal family of abelian varieties and its compactification, which connects modular forms to the geometry of the universal family. We proceed in three steps. First we Supported by JSPS KAKENHI 15H05738 and 17K14158.
give the correspondence on the universal family before compactification. Next this is extended to the correspondence on a certain class of compactification. Finally, we derive a bound of the Kodaira-Iitaka dimension of such a compactification in terms of modular forms.
Let Λ be a free Z-module of rank 2g > 2 equipped with a nondegenerate symplectic form Λ × Λ → Z, and Γ be a finite-index subgroup of the symplectic group Sp(Λ) of Λ. We also show that X s (Γ) has canonical singularities in most cases ( §10). Hence in that case, we have
for every desingularization X → X s (Γ) of X s (Γ). A typical application of (1.1) would be to draw some information on the geometry of X s (Γ) from the knowledge about modular forms. For example, (1.1) tells us that the C-algebra ⊕ m H 0 (K ⊗m X s (Γ) ) is finitely generated with transcendental degree g(g +1)/2 +1, even though X s (Γ) is not compact. We also find that when g, s, m are odd and −1 ∈ Γ, there is no nonzero m-canonical form on any smooth projective model of X s (Γ). The proof of (1.1) is simple, based on natural isomorphisms between the relevant line bundles. We also give a higher analogue of (1.1) in the form of a Leray spectral sequence that relates vector-valued Siegel modular forms to the cohomology of K ⊗m X s (Γ) . Our main result is the extension of (1.1) to a certain class of compactificationX of X s (Γ). Although our principal interest would be in compactX, the result also applies to not fully compactX as well. Then the isomorphism (1.1) extends to an isomorphism
This maps the subspace S (g+s+1)m (Γ) of cusp forms into H
Here H 0 (K ⊗m X (l∆ X )) is the space of meromorphic m-canonical forms on the regular locus ofX which is holomorphic on X s (Γ) and has at most pole of order l along every irreducible component of ∆ X . We also show that the restricted map S (g+s+1)m (Γ) ֒→ H 0 (K ⊗m X ((m − 1)∆ X )) is surjective under certain conditions, mainly on the singularities of the pair (X, ∆ X ).
The assumptions in Theorem 1.2 would be natural if one wants to view X as an extension of the family X s (Γ) → A(Γ). Namikawa [20] was the first to construct such an extensionX for s = 1 and Γ the principal congruence subgroups of Sp(2g, Z) of even level ≥ 4, whereX is nonsingular and is a projective family over the 2nd Voronoi compactification of A(Γ). Namikawa constructed hisX as a toroidal compactification of X 1 (Γ). General theory of toroidal compactification of X s (Γ) has been then developed in [21] , [4] , [13] . On the other hand, a feature of Theorem 1.2 is that the isomorphism (1.2) is obtained without knowing specific geometry of the boundary ofX. As a consequence, we find that the log canonical ring ⊕ m H 0 (K ⊗m X (m∆ X )) is invariant for all compactificationsX satisfying those conditions. Theorem 1.2 is a common generalization of the following results, all of which have Shioda's classical isomorphism [25] (g = s = m = 1) as the point of departure: Shokurov [26] for g = m = 1, s ≥ 1; Hatada [9] for g, s ≥ 1, m = 1 with Γ < Sp(2g, Z) andX smooth; and [16] for g = s = 1, m ≥ 1. ( [25] , [26] , [9] deal with cusp forms.) Several new phenomena arise in the case g > 1, such as the Koecher principle, unramification in codimension 1, and toroidal compactification, which makes some aspects of the story different from the case g = 1.
Theorem 1.2 is proved by showing that every m-canonical form ω on X s (Γ) has at most pole of order m along every component of ∆ X (a Koecher type statement). We deduce this property by deriving an asymptotic estimate of the L 2/m norm of ω around ∆ X . As a key step, we use the isomorphism (1.1) to translate the L 2/m norm of ω into the Petersson norm of the corresponding modular form. The problem is then reduced to the asymptotic estimate of the Petersson norm of modular forms around ∆ A , which is derived by a standard calculation.
By a similar argument with local modular forms, we also derive the following bound of the Iitaka dimension κ(KX) of the canonical divisor KX of X, without knowing specific geometry of the boundary nor having moduli interpretation ofX.
Theorem 1.3. LetX ⊃ X s (Γ) be a normal compact complex analytic variety which satisfies the conditions in Theorem 1.2. Then we have
where L is the Q-line bundle of modular forms of weight 1. In particular, κ(KX) stabilizes to g(g + 1)/2 for large s.
Here the second inequality κ(KX) ≤ g(g + 1)/2 is just a consequence of Theorem 1.1, and the content of Theorem 1.3 is the first inequality.
Recall ( [12] , [19] ) that the Iitaka dimension κ(D) = κ(V, D) of a Weil divisor D on a normal compact (analytic) variety V is defined as the maximum of the dimension of the image of φ |mD| : V P N as m runs. WhenX has canonical singularities, κ(KX) equals to the Kodaira dimension κ(X s (Γ)) of X s (Γ) (which by definition is κ(KX) for a smooth projective modelX of X s (Γ)). In general, we only know κ(X s (Γ)) ≤ κ(KX) due to the obstruction coming from possible non-canonical singularities (in the boundary) ofX. Note that the inequality κ(X s (Γ)) ≤ g(g + 1)/2 also follows from Iitaka's addition formula [12] . We also have κ(X s (Γ)) ≥ κ(A(Γ)) by Iitaka's subadditivity conjecture proved in this case ( [30] ). Hence κ(X s (Γ)) = g(g + 1)/2 when A(Γ) is of general type.
A similar mechanism of correspondence works also for polarized K3 surfaces, including those with rational double points. In that case, there arises a ramification divisor in the total space produced by the (−2)-reflection, which gives rise to a vanishing condition at the (−2)-Heegner divisor for modular forms. This will be discussed elsewhere.
I wish to thank Gavril Farkas for valuable comments which led me to study Theorem 1.3.
Organization of the paper. §2 is a summary of basic definitions, such as Siegel modular variety, Siegel modular forms and Kuga variety. In §3 we prove Theorem 1.1. §4 and §5 are recollection of Siegel domain realization and toroidal compactification. For our purpose, we give an explicit description of the Siegel domain realization in a self-contained manner. In §6 we prepare an asymptotic estimate of the Petersson norm of local modular forms. In §7 we prepare a general L 2/m criterion for log pluricanonical forms. In §8 we prove Theorem 1.2. In §9 we prove Theorem 1.3. In §10, which is rather independent of other sections, we prove that X s (Γ) has canonical singularities in most cases. The logical relation between these sections is as follows. §7
Preliminaries
In this section we recall Siegel modular variety, Siegel modular forms, and Kuga family.
2.1. Period domain. Let Λ be a free abelian group of rank 2g > 2 endowed with a nondegenerate symplectic form (·, ·) : Λ × Λ → Z. Let G(g, Λ C ) be the Grassmannian parametrizing g-dimensional subspaces of Λ C . Let LG(Λ C ) = LG(g, Λ C ) be the Lagrangian Grassmannian parametrizing g-dimensional (= maximal) totally isotropic subspaces. The Hermitian symmetric domain attached to Λ is the open subset of LG(Λ C ) defined by
Let Λ C = D × Λ C be the product vector bundle over D, E → D the tautological sub vector bundle of Λ C whose fiber over [V] ∈ D is V ⊂ Λ C , and F = Λ C /E the universal quotient bundle. By the symplectic pairing we have a canonical isomorphism F ≃ E ∨ . Via the canonical isomorphism
for the tangent bundle of G(g, Λ C ), the tangent bundle of D is canonically isomorphic to Sym 2 F.
2.2.
Universal marked family. The local system Λ = D × Λ inside Λ C induces a local system of sections of F → D. The universal family f : X → D of abelian varieties over D is defined by
Here Λ gives a local system of sections of E ∨ by the symplectic pairing. By construction, the fiber of f : X → D over [V] ∈ D is the abelian variety
polarized by the symplectic form on Λ ≃ H 1 (A, Z). We can naturally identify
by the Plücker embedding
On the other hand, taking determinant of
For a natural number s we write
2.3. Quotient by Γ. Let Γ be a finite-index subgroup of the symplectic group Sp(Λ) of Λ. The action of Γ on Λ C induces the action of Γ on D which is properly discontinuous. The quotient space
is the Siegel modular variety defined by Γ. By Baily-Borel [3] , A(Γ) has the structure of a normal quasi-projective variety of dimension g(g + 1)/2. The group Γ acts on the vector bundle Λ C equivariantly. This preserves the sub bundle E and the local system Λ, and thus Γ acts on X (s) . The quotient space
is called the s-fold Kuga family. This is a normal quasi-projective variety of dimension g(g + 2s + 1)/2 fibered over A(Γ). Here the quasi-projectivity reduces to the case Γ = Sp(Λ) by Grothendieck's Riemann existence theorem ( [8] p. 442), and this case follows from Mumford's GIT construction ( [18] Chapter 7, §2 - §3). For s = 1 and some torsion-free Γ, Shimura [24] constructed a projective embedding of X 1 (Γ) using theta functions. In a special case in g = 2, its defining equation is determined in [7] . General members of the fibration X s (Γ) → A(Γ) are abelian varieties when −1 Γ, and Kummer varieties when −1 ∈ Γ. We do not exclude the Kummer case in this paper.
The group Γ acts on the line bundle L equivariantly. A Γ-invariant section of L ⊗k is called a Siegel modular form of weight k with respect to Γ. We write M k (Γ) for the space of them. We do not need to impose cusp condition by the Koecher principle (see, e.g., [5] ).
Petersson metric.
We define an Sp(Λ R )-invariant Hermitian metric on L and an Sp(Λ R )-invariant volume form on D, and explain their relationship with canonical forms.
We fix an isomorphism det
is a vector of det Λ C . We define the inner product of ω and η to be the image of i g 2 ω ∧η in det Λ C ≃ C. This defines a Hermitian metric on the line bundle L, which is Sp(Λ R )-invariant by construction. Its k-th power defines an Sp(Λ R )-invariant Hermitian metric on L ⊗k which we denote by ( , ) k . Alternatively, one can also define ( , ) 1 as follows. For [V] ∈ D we have the natural Hermitian inner product i(·,·)| V on V. This defines an Sp(Λ R )-invariant Hermitian metric on the vector bundle E. The induced metric on L = det E is also Sp(Λ R )-invariant, so coincides with ( , ) 1 up to a constant.
Geometrically, ( , ) 1 is the Hodge metric for the abelian fibration X → D.
Proof. The wedge product (2.1) corresponds to the (g, g) form ω ∧η on A via the isomorphism det Λ C ≃ H 2g (A, C). The isomorphism det Λ C ≃ C coincides with the integration map A : H 2g (A, C) → C.
We next define an invariant volume form vol
This does not depend on the choice of ω and defines a volume form on D, i.e., a real form of top degree which is everywhere positive with respect to the orientation.
Proof. It suffices to check this equality at each point. We may assume ω, η 0. Then η = αω for some α ∈ C, so we have
2.5. Siegel upper half space. The traditional style defining Siegel modular forms as functions on the Siegel upper half space can be realized if we pick up a 0-dimensional cusp of D, which corresponds to a maximal (= rank g primitive) totally isotropic sublattice of Λ. In this subsection we recall this translation. Choose a maximal totally isotropic sublattice J of Λ. We also choose a maximal totally isotropic subspace J 
LG(Λ C ). Since totally isotropicity of the graph of J ′ C → J C is equivalent to the symmetricity of the corresponding vector of J C ⊗ J C , we obtain
We calculate j(γ, 
This is the classical form of factor of automorphy. Next we calculate the Petersson metric on L over H J .
Lemma 2.3. Let Ω be the matrix expression of the image of
Proof. We use the notation above. Since s J ([V]) = ω 1 ∧ · · · ∧ ω g and 
Finally, we express the invariant volume form vol D in terms of the flat volume form on Sym 2 J C . 
We thus recover the classical form of Petersson inner product.
3. Proof of Theorem 1.1
In this section we prove Theorem 1.1, and discuss its examples and a higher analogue. We use the common notation f : 
Combining them, we obtain the isomorphism
Let Γ be a finite-index subgroup of Sp(Λ). We first consider the case Γ is torsion-free. The Γ-linearized line bundles
descends to a line bundle on A(Γ) which we again denote by L. Since the isomorphism (3.1) is Γ-equivariant, it descends to the isomorphism
of line bundles over X s (Γ). Taking global sections over X s (Γ) gives
Clearly this isomorphism is compatible with multiplication, and we obtain Theorem 1.1 in this case. We next consider the general case Γ is not necessarily torsion-free.
Proof. Let γ id ∈ Γ be an element of finite order. It suffices to show that the fixed locus of γ on X (s) has codimension ≥ 2. When γ = −id, the fixed locus is the sections of order ≤ 2 points in the abelian fibration X has codimension ≥ 1 + 1 = 2.
Now we choose a torsion-free normal subgroup
. By the previous step for Γ ′ , we have an isomorphism
which by construction is G-equivariant. We take the G-invariant part of this isomorphism. For the right side we have by definition
For the left side, since
). This proves Theorem 1.1.
Examples.
We discuss a few easy consequences of Theorem 1.1.
Corollary 3.2. Let g, s, m be odd and assume −1 ∈ Γ. Then there is no nonzero m-canonical form on X s (Γ). In particular, there is no nonzero mcanonical form on any smooth projective model of X s (Γ).
Proof. The first assertion follows from the standard fact that when −1 ∈ Γ and g is odd,
The second assertion holds because we can take a projective compactificationX of X s (Γ) and its desingularizationX →X that is isomorphic over the regular locus ofX, so we can restrict pluricanonical forms onX to the regular locus of X s (Γ).
Corollary 3.3. There always exists a nonzero bi-canonical form on X s (Γ). When g + s is odd, there always exists a nonzero canonical form on X s (Γ).
Proof. This holds because we have the Eisenstein series of even weight > g + 1 (cf. [5] ).
The pluricanonical forms corresponding to the Eisenstein series, however, cannot extend holomorphically over the compactificationsX of X s (Γ) as in Theorem 1.2 in general (Proposition 8.5).
In some special cases, the ring of Siegel modular forms is explicitly determined. This tells us the structure of the ring [11] , the ring of modular forms of even weight is free:
where e k is the Eisenstein series of weight k, and χ 10 , χ 12 are the unique cusp forms of weight 10, 12 respectively. This implies that
, χ 12 , e 6 χ 10 , χ See, e.g., [1] , [6] , [29] and the references there for other cases where the ring structure is determined. In much more cases, explicit dimension formula for S k (Γ) is known: see [28] , [32] for recent general results, and the references in [32] for known cases in small g. For the opposite direction, we refer to, e.g., [31] for the birational type of some X 1 (Γ) in small g.
3.3.
Vector-valued Siegel modular forms. This subsection is a sort of appendix to §3.1. We combine a generalization of the argument in §3.1 with the Leray spectral sequence for X s (Γ) → A(Γ). This gives a spectral sequence that relates the cohomology of K ⊗m X s (Γ) with the cohomology of certain vector bundles on A(Γ) whose sections are vector-valued modular forms. The result of this subsection will not be used in other sections.
We assume that Γ is torsion-free. The universal quotient bundle F over D descends to a vector bundle over A(Γ) which we again denote by F. 
Proof. We abbreviate X = X s (Γ). We shall rewrite the E 2 page of the Leray spectral sequence
by the projection formula. We shall show that
By Grauert's theorem ( [8] III.12.9), R q f * O X is locally free and its fiber over
Here the first isomorphism is induced from the Hodge pairing
where h is the polarization on A s induced from the given symplectic form. The space
are identified with modular forms of weight k for Γ with values in q (St ⊕s ) ∨ where St is the standard representation of GL g (C). Thus the edge morphism of (3.2) at the side p = 0 takes the form
The edge morphism at the other side q = 0 takes the form
Siegel domain realization
In this section we recall the Siegel domain realization (of the third kind) of D associated to each cusp. We give an explicit and self-contained description of the Siegel domain realization that does not depend on coordinate (so as to be suitable for dealing with general Γ). We follow the style of [15] . Throughout this section we fix a primitive totally isotropic sublattice I of Λ, say of rank g ′ . This corresponds to a cusp (rational boundary component) of D. We set g ′′ = g − g ′ . We write Λ(I) = I ⊥ /I, which is a nondegenerate symplectic lattice of rank 2g ′′ .
4.1. Structure of the stabilizer. Let Γ(I) Q be the stabilizer of I Q in Sp(Λ Q ).
We describe the structure of Γ(I) Q and Γ(I) Z = Γ(I) Q ∩ Γ.
Since this is surjective, we have the canonical exact sequence
, we obtain a non-canonical splitting of this sequence, by letting Sp(Λ(I) Q ) act on the lifted Λ(I) Q and GL(I Q ) on
Elements of W(I) Q can be described as follows. For m ∈ I (
Proof. This can be checked by a direct calculation.
Proposition 4.2. (1) The group W(I) Q is generated by the elements T m,l . More specifically, if we take a basis l
1 , · · · , l 2g−g ′ of I ⊥ Q such that l 1 , · · · , l g ′ span I Q ,
elements of W(I) Q can be written as compositions of T
We have the canonical isomorphisms
Thus, composing γ with Tm α ,l α , we may assume that γ acts trivially on I ⊥ Q , namely γ ∈ U(I) Q . Next we choose a totally isotropic subspace (2) follows from the proof of (1) and Lemma 4.1.
Thus U(I) Q is the center of W(I) Q , and we have the exact sequence
When g ′ = 1, this gives W(I) Q the structure of a Heisenberg group. Since U(I) Q is a normal subgroup of Γ(I) Q , we have the adjoint action of Proof. As in §2.5, we choose a maximal totally isotropic subspace I
Then T l·l ′ ∈ U(I) Q sends the graph of ϕ v·w to the graph of
This proves our claim.
4.1.2. Over Z. Now let Γ be a finite-index subgroup of Sp(Λ) and Γ(I) Z = Γ(I) Q ∩ Γ be the stabilizer of I in Γ. We put
Then Γ I is mapped injectively into Sp(Λ(I)) × GL(I). By definition we have the canonical exact sequences
4.2. Siegel domain realization. The choice of the totally isotropic subspace I C determines the 2-step projection
where π 1 sends V to W = V ∩ I ⊥ C and π 2 sends W to its image in Λ(I) C . We shall show that the restriction of (4.5) to D ⊂ LG(Λ C ) gives an embedded 2-step fibration 
We begin by clarifying the linear algebra construction
In particular, the natural map W → Λ(I) C is injective and its image is a point of D Λ(I) .
Proof. The first two assertions are obvious. Since (·,·)| I C ≡ 0, we have W ∩ I C = {0}. Hence W → Λ(I) C is injective. Since its image is a totally isotropic subspace of Λ(I) C , we have dim W ≤ g ′′ . We also have dim W ≥ g ′′ because W is the kernel of the pairing map V → I ∨ C . We next look at the quotient space V/W. We set Λ(W) = (W ⊥ ∩ Λ C )/W, which is a nondegenerate symplectic space of dimension 2g ′ over C. Then V/W is a maximal totally isotropic subspace of Λ(W), namely a point of LG(Λ(W)). We have another, distinguished point of LG(Λ(W)) as follows. Proof. 
Thus the point V/W of LG(Λ(W)) is contained in the Zariski open set
where the latter holds because the projection
Structure of V I → D Λ(I)
. We now formulate (4.7) into (4.6). The linear subspaces W of I ⊥ C satisfying the conditions in Lemma 4.4 are parametrized by the space 
If we choose a lift U ′ ≃ I C ⊕ U of U, we obtain an isomorphism π If the exact sequence (4.4) splits, we can take α = 0.
Thus s((Γ I
)
Toroidal compactification
In this section we recall the construction of toroidal compactification of A(Γ) following [2] , [10] . We denote by T (N) = N C /N the algebraic torus associated to a free Z-module N of finite rank. We especially write T I = T (U(I) Z ). 
The first map is a free quotient by U(J) Z , and the second is an open embedding. Thus T
J is also a composition of a free quotient by U(J) Z and an open embedding.
Toroidal compactification. A toroidal compactification of A(Γ)
is constructed from the following data.
Definition 5.2 ([2], [10]
). An admissible collection of fans for Γ is a collection Σ = (Σ I ) I of fans, one for each primitive totally isotropic sublattice I of Λ, which satisfies the following conditions:
( be the union of boundary strata that does not come from higher dimensional cusps adjacent to I. By Lemma 5.1, the natural map
Σ is injective.
Theorem 5.3 ([2]). Let Σ be an admissible collection of fans for Γ.
(
1) The space A(Γ) Σ is a compact Moishezon space and contains A(Γ) as a Zariski open set.
(2) For each primitive totally isotropic sublattice I of Λ, the natural map
is isomorphic on an open neighborhood of ∆ I /Γ(I) Z . (3) There is a surjective morphism from A(Γ) Σ to the Satake compactification of A(Γ) which is identity on A(Γ). The image of ∆ I is the boundary component associated to I.
By property (2) (see [2] p. 175), the quotient space B Σ
I /Γ(I) Z gives a local model of A(Γ)
Σ around the boundary strata lying over the I-cusp.
Extension of the modular line bundle.
There is a natural number k ′ such that for every x ∈ D and γ ∈ Γ with γ(
to a line bundle over A(Γ). In this subsection we extend some multiple of this line bundle over A(Γ)
Σ . This is an explicit form of Mumford's extension [17] . We proceed in two steps:
(1) first extend L from B I to B Σ I for each I, and then (2) for some k, L ⊗k descends from
As the first step, let I be a primitive totally isotropic sublattice of Λ. We choose a maximal totally isotropic sublattice J ⊂ Λ containing I. Proof. By varying the exact sequence of vector spaces
we obtain the exact sequence of vector bundles 
(Proof of Proposition 5.4). If
(A(Γ) Σ , L ⊗k ) ≃ M k (Γ).
Asymptotic estimate of Petersson norm
Let A(Γ) Σ be a toroidal compactification of A(Γ). Let J be a maximal totally isotropic sublattice of Λ and R ≥0 Q be a ray in Σ J . Let ∆ Q = ∆ Q,J be the corresponding stratum in the boundary of B Σ . In this section we prepare an asymptotic estimate of the Petersson norm of a local modular form as the period approaches ∆ Q .
We choose χ ∈ U(J) ∨ Z with χ(Q) = 1. Recall that q = exp(2πiχ(·)) gives a normal parameter around ∆ Q . We choose an arbitrary point x of ∆ Q and take a small neighborhood ∆ x of x in ∆ Q . Let T r ⊂ B Σ J be the tubular neighborhood of ∆ x of radius r, defined by |q| ≤ r. We fix a sufficiently small 0 < R ≪ 1 and set W ε = T R − T ε for 0 < ε < R, which is the annulus bundle around ∆ x of radius [ε, R]. Let F be a local section of L ⊗k defined on a neighborhood of x (local modular form). Let β > 0. We want to give an asymptotic estimate of
We first compute the asymptotic behavior of the Petersson metric on L. 
for some constant C x > 0, where rk(Q) is the rank of Q as a quadratic form.
Proof. We choose a maximal totally isotropic subspace J
Recall that this induces an isomorphism ι : D → H J . We identify Sym 2 J C with the space of n × n symmetric matrices by taking a basis of J Q . By Lemma 2.
We pick up a base point Ω 0 ∈ H J and consider the flow Ω t = Ω 0 + itQ in H J , where t ∈ R >0 . The image of Ω t in B J converges to a point of ∆ Q , say x, from the normal direction. Then
where C stands for any unspecified positive constant.
Note that if Q belongs to C I ⊂ C + J for I ⊂ J, then rk(Q) = rk(I). Our main result of this section is the following. 
for every α > 0. Moreover, when kβ ≥ g + 1, F vanishes at ∆ Q if and only if
Proof. Via the frame s ⊗k J we identify F with a holomorphic function F(Ω) defined around x. Let vol J be a flat volume form on Sym 2 J C . By Corollary 2.4 and Lemma 2.5, we have
Locally around x, we can write (up to constant)
for some volume form vol ∆ x on ∆ x ⊂ ∆ Q , where q = re iθ . Therefore
where C > 0 are some constants independent of ε and g ′ is the rank of Q. We have log r = o(r −α ′ ) for any α ′ > 0 as r → 0. Hence
which proves the first assertion.
When F| ∆ Q 0, this calculation also shows that
for some C ′ > 0 independent of ε ≪ R. When kβ ≥ g + 1, the right hand side diverges as ε → 0. On the other hand, when F| ∆ Q ≡ 0, we have |F(Ω)| 2β = O(r 2β ) and so
Note that the "only if" direction in the second assertion holds with no restriction on kβ.
L 2/m criterion
This section is independent of the previous sections. We prepare a general criterion for the pole order of a pluricanonical form in terms of the asymptotic behavior of its integral. This will be used in §8 and §9.
L
2/m norm of m-canonical forms. Let U be a complex manifold of dimension n, and ω a (holomorphic) m-canonical form on U. We define the L 2/m norm of ω as follows. Letω be the complex conjugate of ω. After a constant multiple, ω ∧ω gives a real, nonnegative C ∞ section of the real line bundle (
2n Ω U,R ) ⊗m .
Here Ω U,R is the real cotangent bundle of U.
To be more precise, if we locally
Globally, if we choose a volume form vol U on U, we can write
and define its m-th root by
Then ||ω|| 2/m is a real, nonnegative, continuous (n, n) form on U which is C ∞ outside the zero divisor of ω. This definition does not depend on the choice of vol U . The integral U ||ω|| 2/m is the norm of ω we want to use.
7.2.
Criterion for pole order. Now let X be a complex manifold and ∆ ⊂ X be a smooth irreducible divisor. We take a normal parameter of ∆ and denote by T r the tubular neighborhood of ∆ of radius r. We fix a sufficiently small 0 < R ≪ 1. For 0 < ε < R we set U ε = T R − T ε , which is the annulus bundle of radius [ε, R] around ∆. Let ω be an m-canonical form on X − ∆. Our purpose is to relate the pole order of ω along ∆ to the asymptotic behavior of the integral
Since the problem is local, we shall assume that X is a polydisc in C n , with coordinate (z 1 , · · · , z n ), ∆ is defined by z 1 = 0, and T r is given by
where z α = x α + iy α and z 1 = re iθ . So its integral over U ε is expressed as
The function f (z) is meromorphic over X if and only if we can write f (z) = g(z)/z ν 1 for some ν ∈ Z and a holomorphic function g(z) on X such that g| ∆ 0. This ν is the pole order of f (and of ω) along ∆. g(z) is holomorphic over X with g| ∆ 0, and ν is the pole order of ω along ∆. By (7.1), we have
As a function of r, the integral
is continuous at 0 ≤ r ≤ R, and has a nonzero value at r = 0 by g| ∆ 0. Therefore
for some constant C > 0. It follows that
for some constants C ′ , C ′′ > 0 independent of ε ≪ 1. This first shows the equivalence in (2) . The smallest ν with ν > m is ν = m + 1, for which ε 2(1−ν/m) = ε −2/m . This implies the equivalence in (1).
For our argument in §8, it is crucial in (1) to pass from the bound O(log ε) to the (seemingly) weaker o(ε −2/m ), which creates a room for the estimate. 
and vise versa.
We also want to have a simple normal crossing version of (2). Let X be again a polydisc in C n and let ∆ now be defined by z 1 · · · z k = 0. We take a smaller closed polydisc V ⊂ X. Proof. The "if" direction follows from Proposition 7.1 (2), so we only have to consider the "only if" direction. We can write
Proof of Theorem 1.2
In this section we prove Theorem 1.2. Let us begin with recalling the setting. LetX be a complex analytic variety containing X s (Γ) as a Zariski open set. We are imposing the conditions that
• the singular locus ofX has codimension ≥ 2,
Note that by our second condition,
Since restriction to X s (Γ) ⊂X gives an inclusion
, it is sufficient to show that this is actually equality. In other words, we want to show that every m-canonical form on X s (Γ) has at most pole of order m along every irreducible component of ∆ X . We will deduce this property by applying the L 2/m criterion of §7. In order to verify the estimate as in Proposition 7.1 (1), we translate the L 2/m norm of m-canonical forms to the Petersson norm of the corresponding modular forms. The problem is then reduced to the asymptotic estimate of the Petersson norm of modular forms, which we have prepared in §6 in advance. The assertion for cusp forms is proved by a slight modification of this argument.
8.1. Pullback to relative torus embedding. In this subsection we translate the L 2/m criterion onX to that on the family over the torus fibration associated to each cusp. Let I be a primitive totally isotropic sublattice of Λ. Let X Σ at ∆ Q . We shall localize the situation. We take a general point x of ∆ Q , its small neighborhood V in B Σ I , and its small neighborhood
In some local coordinates around x and y, p : V → V ′ is expressed as
with ∆ Q defined by z = 0 and ∆ ′ Q defined by z ′ = 0.
like the classification of regular/irregular cusps in the case g = 1. We do not need this precise information for the proof of Theorem 1.2.
We set
which is a localization of (8.1). Here
Q is an abelian or Kummer fibration, p has degree a, and p has degree a or 2a.
Let T r be the tubular neighborhood of ∆ x of radius |z| = r. Then p(T r ) is the tubular neighborhood of ∆ ′ y of radius |z ′ | = r a . We fix a sufficiently small 0 < R ≪ 1, and for 0 < ε < R we set
Then V ε is the annulus bundle of radius ε ≤ |z| ≤ R around ∆ x , and V ′ ε is the annulus bundle of radius ε a ≤ |z
be the families over these bases. We have as restriction of (8.2) Σ is expressed as 
holds. Then ω X has at most pole of order m along U ′ ∩ ∆ i for every irreducible component 
Thus it suffices to show that (8.3) implies (8.4). Since U ′ ε,i ⊂ U ′ ε and ||ω X || 2/m is a nonnegative multiple of a volume form, we have
Then, if we substitute α = 2a/md i into (8.3), we obtain
This gives (8.4) . The proof of (2) is similar, using Proposition 7.1 (2) in place of Proposition 7.1 (1). Proof. Since the problem is local over D, we may assume that B is sufficiently small. Since
, where ϕ is a holomorphic function on B, ω B a nowhere vanishing canonical form on B, and ω f a nowhere vanishing relative canonical form for f on X. Then we have
and hence
where X/B means fiber integral. On the other hand, under the isomorphism
. By iterated application of Lemma 2.1, we see that
ω f ∧ω f up to a constant. Together with Lemma 2.2, this shows that 
We reduce this to Proposition 6.2 by passing from the I-cusp to an adjacent 0-dimensional cusp. Choose a maximal totally isotropic sublattice J of Λ containing I. By Lemma 5.1, the projection B I → B J extends to an etale map π :
∨ Z such that χ(Q) = 1 and put q = exp(2πiχ(·)) on B J ⊂ T J . Let W ε ⊂ B J be the annulus bundle around π(∆ x ) of radius ε ≤ |q| ≤ R. As explained in Remark 7.2, the asymptotic behavior of the integral over V ε ≃ π(V ε ) is equivalent to that over W ε . Now we have
by the first part of Proposition 6.2 with β = 1/m, which implies (8.5).
(2) Similarly, we are reduced to showing that
which follows from the second part of Proposition 6.2.
We can now complete the proof of Theorem 1.2.
(Proof of Theorem 1.2). Let ω X be an m-canonical form on X s (Γ). Let F be the corresponding (global) modular form. Then ω I corresponds to the restriction of F to V
• . By Lemma 5.6, F extends holomorphically over V, so we can apply Proposition 8.4 (1) . The assertion for cusp forms follows from the second part of Lemma 5.6 and Proposition 8.4 (2).
In the rest of this section we show that the restricted map
for cusp forms is surjective under a certain condition on the singularities of the pair (X, ∆ X ) and properness ofX → A(Γ) Σ . Let X be a normal complex analytic variety and ∆ be an effective Q-Weil divisor such that ⌊∆⌋ = 0. Recall ( [14] §2.3) that the pair (X, ∆) is called Kawamata log terminal if K X + ∆ is Q-Cartier and for some (hence all) log resolution π : Y → X of (X, ∆), we have
If ω is a meromorphic m-canonical form on the regular locus of X whose pole divisor satisfies ≤ m∆, its pullback to Y has at most pole of order m − 1 along every component of the exceptional divisor. (This is the only property where we need the klt condition.)
Our result is as follows. We write 
We take a log resolution (U ′′ , ∆ U ′′ ) of (U ′ , ∆ U ′ ) and let E be its exceptional divisor. Then the above condition is rewritten as (8.7)
The divisor E + ∆ U ′′ is simple normal crossing, and can be covered by finitely many local charts of U ′′ by the properness ofX → A(Γ) Σ . Since the pole divisor of ω X satisfies ≤ m(1 − m −1 )∆ U ′ by our assumption on ω X , the klt condition for (U ′ , (1 − m −1 )∆ U ′ ) implies that ω X has at most pole of order m − 1 along every component of E + ∆ U ′′ . Then the assertion (8.7) follows from Proposition 7.3. Example 8.6. (1) When m = 1, the klt condition is just U ′ being log terminal (e.g., having only quotient singularities). Thus S g+s+1 (Γ) ≃ H 0 (KX) whenX is log terminal. This extends the result of Hatada [9] where the casē X smooth is considered.
(2) When U ′ is smooth and ∆ U ′ is simple normal crossing, the pair (
for every m whenX is smooth and ∆ X is simple normal crossing over general points of ∆ A .
9. Proof of Theorem 1.3
In this section we prove Theorem 1.3. LetX ⊃ X s (Γ) be a normal analytic variety satisfying the conditions of Theorem 1.2, and f :X → A(Γ) Σ the extended morphism. We write KX for the canonical divisor ofX (as a Weil divisor) or the corresponding rank 1 reflexive sheaf onX.
We choose and fix a natural number m such that L ⊗m can be defined as a line bundle over A (Γ) Σ in the sense of the last paragraph of §5.4. 
On the other hand, since
for every m ′ , we have κ(X, KX) ≤ κ(A(Γ) Σ , (g + s + 1)L) = g(g + 1)/2.
Singularities
In this section we prove that the Kuga variety X s (Γ) has canonical singularities in most cases (Proposition 10.3). Below, by a representation of a finite group G over a field K, we mean a finite dimensional K-linear space equipped with a linear action of G. (K will be either Q or C.) We write e(α) = exp(2πiα) for α ∈ Q/Z.
Let W be a representation of a finite group G over C. The Reid-ShepherdBarron-Tai criterion [22] , [27] tells whether W/G has canonical singularities in terms of the eigenvalues of elements of G. Let γ ∈ G and e(α 1 ), · · · , e(α d ) be the eigenvalues of γ on W where d = dim W. We choose α i ∈ Q from 0 ≤ α i < 1. The Reid-Tai sum of γ is defined by
The action of γ on W is called quasi-reflection (or pseudo-reflection) if its eigenvalues are 1, · · · , 1, λ with λ 1. at a point p ∈ X (s) and G the stabilizer of p in Γ.
10.1. Distribution of eigenvalues. We first prepare a lemma on the distribution of eigenvalues. Let G = Z/n be the standard cyclic group of order n. For k ∈ Z/n we write χ k/n for the 1-dimensional C-representation of G on which the standard generator1 ∈ G acts by e(k/n). Recall ([23] §13.1) that there is a unique faithful Q-representation V n of G that is irreducible over Q. This can be defined as the kernel of Φ n (A) : QG → QG where A : QG → QG is the multiplication by1 ∈ G and Φ n (x) the n-th cyclotomic polynomial. The complexification of V n decomposes as (1) - (3), we only need to cover the cases 
