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Abstract
We consider the critical behaviour of long-range O(n) models (n ≥ 0) on Zd, with in-
teraction that decays with distance r as r−(d+α), for α ∈ (0, 2). For n ≥ 1, we study the
n-component |ϕ|4 lattice spin model. For n = 0, we study the weakly self-avoiding walk via
an exact representation as a supersymmetric spin model. These models have upper critical
dimension dc = 2α. For dimensions d = 1, 2, 3 and small ǫ > 0, we choose α =
1
2(d + ǫ),
so that d = dc − ǫ is below the upper critical dimension. For small ǫ and weak coupling,
to order ǫ we prove existence of and compute the values of the critical exponent γ for the
susceptibility (for n ≥ 0) and the critical exponent αH for the specific heat (for n ≥ 1).
For the susceptibility, γ = 1 + n+2n+8
ǫ
α + O(ǫ
2), and a similar result is proved for the specific
heat. Expansion in ǫ for such long-range models was first carried out in the physics literature
in 1972. Our proof adapts and applies a rigorous renormalisation group method developed
in previous papers with Bauerschmidt and Brydges for the nearest-neighbour models in the
critical dimension d = 4, and is based on the construction of a non-Gaussian renormalisation
group fixed point. Some aspects of the method simplify below the upper critical dimension,
while some require different treatment, and new ideas and techniques with potential future
application are introduced.
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1 Introduction and main results
1.1 Introduction
The understanding of critical phenomena via the renormalisation group is one of the great achieve-
ments of physics in the twentieth century, as it simultaneously provides an explanation of univer-
sality, as well as a systematic method for the computation of universal quantities such as critical
exponents. It remains a challenge to place these methods on a firm mathematical foundation.
For short-range Ising or n-component |ϕ|4 spin systems (n ≥ 1), the upper critical dimension
is dc = 4, meaning that mean-field theory applies in dimensions d > 4. Renormalisation group
methods have been applied in a mathematically rigorous manner to study the critical behaviour
of the |ϕ|4 model in the upper critical dimension d = 4, using block spin renormalisation in
[50, 51, 57, 60] (for n = 1), phase space expansion methods in [44] (for n = 1), and using the
methods that we apply and further develop in this paper in [13, 18, 86] (for n ≥ 1). The low-
temperature phase has been studied, e.g., in [8, 10]. For n = 0, a supersymmetric version of
the |ϕ|4 model corresponds exactly to the weakly self-avoiding walk, and has been analysed in
detail for d = 4 [14, 15, 18, 86]. A model related to the 4-dimensional weakly self-avoiding walk
is studied in [64]. Renormalisation group methods have recently been applied to gradient field
models in [4], to the Coloumb gas in [43], to interacting dimers in [52], and to symmetry breaking
in low temperature many-boson systems in [9]. For hierarchical models, the critical behaviour of
spin systems was studied in [42, 48, 49, 58], and for weakly self-avoiding walk in [25, 29, 30]. An
introductory account of a renormalisation group analysis of the 4-dimensional hierarchical |ϕ|4
model, using methods closely related to those used in the present paper, is given in [12].
In a 1972 paper entitled “Critical exponents in 3.99 dimensions” [89], Wilson and Fisher ex-
plained how to apply the renormalisation group method in dimension d = 4 − ǫ for small ǫ > 0.
This has long been physics textbook material, e.g., in [7, p.236] the values of the critical expo-
nents for the susceptibility (γ), the specific heat (αH), the correlation length (ν), and the critical
two-point function (η) can be found:
γ = 1 +
n + 2
n + 8
ǫ
2
+ · · · , αH =
4− n
n+ 8
ǫ
2
+ · · · , (1.1)
ν =
1
2
+
n + 2
n + 8
ǫ
4
+ · · · , η =
n+ 2
(n+ 8)2
ǫ2
2
+ · · · . (1.2)
Quadratic terms in ǫ are also given in [7], and terms up to order ǫ6 are known in the physics
literature [55,66,69]. These ǫ-expansions are believed to be asymptotic, but they must be divergent
since analyticity at ǫ = 0 would be inconsistent with mean-field exponents for ǫ < 0 (which obey
(1.1)–(1.2) with ǫ = 0). Critical exponents for dimension d = 3 (corresponding to ǫ = 4 − d = 1)
have been computed from the ǫ expansions via Borel resummation, and the results are consistent
with those obtained via other methods [55, 66, 69].
3
The ǫ expansion is not mathematically rigorous—in particular the spin models are not directly
defined in non-integer dimensions. This particular issue can be circumvented by considering long-
range models with interaction decaying with distance as |x|−(d+α), for α ∈ (0, 2). It is known that
these models have upper critical dimension dc = 2α [6, 46]; this is the dimension above which
the bubble diagram converges (see Section 2.1.3). A hint that the long-range model may have
an upper critical dimension that is lower than its short-range counterpart can be seen already
from the fact that random walk on Zd with step distribution decaying as |x|−(d+α) is transient
if and only if d > α, as opposed to d > 2 in the short-range case. That the upper critical
dimension should be 2α can be anticipated from the fact that the range of an α-stable process has
dimension α [22], so two independent processes generically do not intersect in dimensions above 2α.
Several mathematical papers establish mean-field behaviour for long-range models in dimensions
d > dc = 2α, including [6, 39–41, 61, 62].
In a 1972 paper, Fisher, Ma and Nickel [46] carried out the ǫ expansion to compute critical
exponents for long-range O(n) models in dimension d = dc − ǫ = 2α − ǫ; see also [83]. The
work of Suzuki, Yamazaki and Igarashi [88] is roughly contemporaneous with that of Fisher, Ma
and Nickel, and reaches similar conclusions. The results of [46, 88], which are not mathematically
rigorous, include (see [46, (5),(9)])
γ = 1 +
n + 2
n + 8
ǫ
α
+ · · · , η = 2− α, (1.3)
where we omit terms of order ǫ2 present in [46,88]. If we assume the scaling relations γ = (2− η)ν
and hyperscaling relation αH = 2− dν, then we obtain
ν =
γ
α
, αH =
4− n
n+ 8
ǫ
α
+ · · · . (1.4)
Interestingly, the critical exponent η was predicted to “stick” at the mean-field value η = 2 − α
to all orders in ǫ [46, 83] (we are interested here only in d = 1, 2, 3 and small ǫ and not in the
range corresponding to crossover to short-range behaviour [19,23,63]). This has been proved very
recently [71] for all n ≥ 0, using an extension of the methods we develop here. Earlier, a proof
that η = 2 − α for small ǫ was announced by Mitter for a 1-component continuum model [76].
The long-range model has also recently been studied in connection with conformal invariance of
the critical theory for d = dc − ǫ with ǫ small [2, 82].
From a mathematical point of view, the long-range O(n) model has the advantage that it can
be defined in integer dimension d with α = 1
2
(d+ǫ) chosen so that d is just slightly below the upper
critical dimension: d = dc − ǫ = 2α − ǫ. This approach has been adopted in the mathematical
physics literature [1, 32, 79], where the emphasis has been on the construction of a non-Gaussian
renormalisation group fixed point, including a construction of a renormalisation group trajectory
between the Gaussian and non-Gaussian fixed points in [1]. An earlier paper in a related direction
is [24]. The papers [1,24,32] consider continuum models, whereas [79] considers a supersymmetric
model on Z3 that is essentially the same as the n = 0 model we consider here. None of these
papers address the computation of critical exponents. Critical correlation functions were studied
in a hierarchical version of the model in [48,49], and the recent paper [3] carries out a computation
of critical exponents in a different hierarchical setting; see also [2].
In this paper, we apply a rigorous renormalisation group method to the long-range O(n) model
on Zd, for d = 1, 2, 3. To order ǫ, we prove the existence of and compute the values of the critical
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exponent γ for the susceptibility (for all n ≥ 0) and the exponent αH for the specific heat (for
all n ≥ 1). The case n = 0 is treated exactly as a supersymmetric version of the |ϕ|4 model,
with most of the analysis carried out simultaneously and in a unified manner for the spin model
(n ≥ 1) and the weakly self-avoiding walk (n = 0). This unification has grown out of work on the
4-dimensional case in [13, 15, 18, 86].
The proof adapts and applies a rigorous renormalisation group method that was developed in
a series of papers with Bauerschmidt and Brydges for the nearest-neighbour models in the critical
dimension d = 4. Some aspects of the method require extension to deal with the fact that the
renormalisation group fixed point is non-Gaussian for d = dc − ǫ = 2α − ǫ. On the other hand,
some aspects of the method simplify significantly compared to the critical dimension. We also
adapt and simplify some ideas from the construction of the non-Gaussian fixed point in [32, 79].
We use the term “fixed point” loosely in this paper, as the notion itself is faulty here because the
renormalisation group map does not act autonomously due to lattice effects. Nevertheless, our
analysis is based on what would be a fixed point if the lattice effects were absent, and we persist
in using the terminology.
The |ϕ|4 model has been studied in the mathematical literature for many decades [53]. Recently
its dynamical version and the connection with renormalisation and stochastic partial differential
equations have received renewed interest [56, 67]. Our topic here is the equilibrium setting of the
model, and we do not consider dynamics.
1.2 The |ϕ|4 model
We now give a precise definition of the long-range n-component |ϕ|4 model, for n ≥ 1. As usual,
it is defined first in finite volume, followed by an infinite volume limit.
Let L,N > 1 be integers, and let Λ = ΛN = Z
d/LNZd be the d-dimensional discrete torus of
side length LN . Let n ≥ 1. The spin field ϕ is a function ϕ : Λ → Rn, denoted x 7→ ϕx, and we
sometimes write ϕ ∈ (Rn)Λ. The Euclidean norm of v = (v1, . . . , vn) ∈ Rn is |v| = [
∑n
i=1(v
i)2]1/2,
with inner product v · w =
∑n
i=1 v
iwi.
We fix a Λ × Λ real symmetric matrix M , and for x ∈ Λ we define (Mϕ)x ∈ Rn by the
component-wise action (Mϕ)ix =
∑
y∈ΛMxyϕ
i
y. Given g > 0 and ν ∈ R, we define a function
V : (Rn)Λ → R by
V (ϕ) =
∑
x∈Λ
(
1
4
g|ϕx|
4 + 1
2
ν|ϕx|2 +
1
2
ϕx · (Mϕ)x
)
. (1.5)
By definition, the quartic term is |ϕx|4 = (ϕx · ϕx)2. The partition function is defined by
Zg,ν,N =
∫
(Rn)Λ
e−V (ϕ)dϕ, (1.6)
where dϕ is the Lebesgue measure on (Rn)Λ. The expectation of a random variable F : (Rn)Λ → R
is
〈F 〉g,ν,N =
1
Zg,ν,N
∫
(Rn)Λ
F (ϕ)e−V (ϕ)dϕ. (1.7)
Thus ϕ is a classical continuous unbounded n-component spin field on the torus Λ, i.e., with
periodic boundary conditions.
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For f : Zd → R and e ∈ Zd with |e|1 = 1, the discrete gradient is defined by (∇ef)x = fx+e−fx.
The gradient acts component-wise on ϕ, and has a natural interpretation for functions f : Λ→ R.
The discrete Laplacian is ∆ = −1
2
∑
e∈Zd:|e|1=1∇
−e∇e. The Laplacian has versions on both Zd and
the torus Λ, which we distinguish when necessary by writing ∆Zd or ∆Λ. Let α ∈ (0, 2). We choose
M to be the lattice fractional Laplacian M = (−∆Λ)α/2. Then (1.5) becomes
V (ϕ) =
∑
x∈Λ
(
1
4
g|ϕx|
4 + 1
2
ν|ϕx|
2 + 1
2
ϕx · ((−∆Λ)
α/2ϕx)
)
. (1.8)
The definition and properties of the positive semi-definite operator (−∆Λ)α/2 are discussed in
Section 2.1. Since (−∆Λ)
α/2
x,y ≤ 0 for x 6= y, V is a ferromagnetic interaction which prefers spins to
align. It is long-range, and on Zd decays at large distance as −(−∆Zd)
α/2
xy ≍ |x − y|−(d+α). Here,
and in the following, we write a ≍ b to denote the existence of c > 0 such that c−1b ≤ a ≤ cb.
The susceptibility is defined by
χ(g, ν;n) = lim
N→∞
∑
x∈ΛN
〈ϕ10ϕ
1
x〉g,ν,N = n
−1 lim
N→∞
∑
x∈ΛN
〈ϕ0 · ϕx〉g,ν,N , (1.9)
assuming the limit exists. We prove the existence of the infinite volume limit directly, with periodic
boundary conditions and large L, in the situations covered by our theorems. The general theory of
such infinite volume limits is well developed for n = 1, 2, but not for n > 2 [45]. Even monotonicity
of χ in ν is not known for all n, but it is to be expected that χ is monotone decreasing in ν and
that there is a critical value νc = νc(g;n) < 0 (depending also on d) such that χ(g, ν;n) ↑ ∞ as
ν ↓ νc. We are interested in the nature of this divergence. For g = 0, (1.8) is quadratic, (1.7) is a
Gaussian expectation, νc(0;n) = 0, and χ(0, ν;n) = (ν − νc)−1 for ν > νc = 0 (cf. (2.23)).
The pressure is defined by
p(g, ν) = lim
N→∞
1
|ΛN |
logZg,ν,N , (1.10)
and the specific heat is defined by
cH(g, ν) =
∂2p
∂ν2
(g, ν). (1.11)
Assuming the second derivative exists and commutes with the infinite volume limit,
∂2p
∂ν2
(g, ν) = lim
N→∞
1
4
∑
x∈ΛN
〈|ϕ0|
2; |ϕx|
2〉g,ν,N , (1.12)
where we write 〈A;B〉 = 〈AB〉 − 〈A〉〈B〉 for the covariance or truncated expectation of random
variables A,B. We are interested in the behaviour of the specific heat as ν ↓ νc. Similar to the
susceptibility, we prove the existence of the relevant infinite volume limits directly in the situations
covered by our theorems.
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1.3 Weakly self-avoiding walk
A continuous-time Markov chain X with state space Zd can be defined via specification of a Q
matrix [80], namely a Zd × Zd matrix (Qxy) with Qxx < 0, Qxy ≥ 0 for x 6= y, and
∑
yQxy = 0.
Such a Markov chain takes steps from x at rate −Qxx, and jumps to y with probability −
Qxy
Qxx
. The
matrix Q is called the infinitesimal generator of the Markov chain, and, for t ≥ 0,
Px(X(t) = y) = Ex(1X(t)=y) = (e
tQ)xy, (1.13)
where the subscripts on Px and Ex specify X(0) = x. Here P is the probability measure associated
with X , and E is the corresponding expectation.
The Laplacian ∆Zd is a Q matrix and generates the familiar nearest-neighbour continuous-
time simple random walk. We fix instead Q = −(−∆Zd)
α/2 with α ∈ (0, 2). In Section 2.2, we
verify the standard fact that this is indeed a Q matrix as defined above. The Markov chain with
this generator takes long-range steps, with the probability of a step from x to y decaying like
|x − y|−(d+α). The Green function (−Q−1)xy is finite for α < d, and decays at large distance as
|x− y|−(d−α). We define the finite positive number τ (α) as the diagonal of the Green function:
τ (α) = (−Q−1)00 = ((−∆Zd)
α/2)−100 . (1.14)
The local time of X at x up to time T is the random variable LxT =
∫ T
0
1X(t)=x dt. The
self-intersection local time up to time T is the random variable
IT =
∑
x∈Zd
(
LxT
)2
=
∫ T
0
∫ T
0
1X(t1)=X(t2) dt1 dt2. (1.15)
Given g > 0 and ν ∈ R, the continuous-time weakly self-avoiding walk susceptibility is defined by
χ(g, ν; 0) =
∫ ∞
0
E0(e
−gIT )e−νTdT. (1.16)
The name “weakly self-avoiding walk” arises from the fact that the factor e−gIT serves to discount
trajectories with large self-intersection local time. A standard subadditivity argument (a slight
adaptation of [15, Lemma A.1]) shows that for all dimensions d ≥ 1 there exists a d-dependent
critical value νc = νc(g; 0) ∈ [−2gτ (α), 0] such that
χ(g, ν; 0) <∞ if and only if ν > νc. (1.17)
We are interested in the nature of the divergence of χ as ν ↓ νc.
Our notation above reflects the fact that the weakly self-avoiding walk corresponds to the
n = 0 case of the n-component |ϕ|4 model. Our methods treat both cases n ≥ 1 (spins) and n = 0
(self-avoiding walk) simultaneously, by using a supersymmetric spin representation for the weakly
self-avoiding walk. This aspect is reviewed in Section 11.
1.4 Main results
We consider dimensions d = 1, 2, 3; fixed ǫ > 0 (small); and
α = 1
2
(d+ ǫ). (1.18)
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In particular, α lies in the interval (0, 2). The upper critical dimension is dc = 2α, and d = dc − ǫ
is below the upper critical dimension. Our main results are given by the following two theorems,
which provide statements consistent with the values of γ, αH in (1.3)–(1.4). The first theorem
applies to both the spin and self-avoiding walk models, whereas the second applies only to the spin
models. In the statements of the theorems, and throughout their proofs, the order of choice of L
and ǫ is that first L is chosen large, and then ǫ is chosen small depending on L.
Theorem 1.1. Let n ≥ 0, let L be sufficiently large, and let ǫ > 0 be sufficiently small. There
exists s¯ ≍ ǫ such that, for g ∈ [63
64
s¯, 65
64
s¯], there exist νc = νc(g;n) and C > 0 such that for ν = νc+ t
with t ↓ 0,
C−1t−(1+
n+2
n+8
ǫ
α
−Cǫ2) ≤ χ(g, ν;n) ≤ Ct−(1+
n+2
n+8
ǫ
α
+Cǫ2). (1.19)
This is a statement that the critical exponent γ exists to order ǫ, and
γ = 1 +
n+ 2
n+ 8
ǫ
α
+O(ǫ2). (1.20)
The critical point obeys (recall (1.14))
νc(g;n) = −(n + 2)τ
(α)g(1 +O(g)). (1.21)
Theorem 1.2. Let n ≥ 1, let L be sufficiently large, and let ǫ > 0 be sufficiently small. For
g ∈ [63
64
s¯, 65
64
s¯], and for ν = νc + t with t ↓ 0,
cH(g, ν;n) ≍ t
− 4−n
n+8
ǫ
α
+O(ǫ2) (n < 4),
cH(g, ν;n) ≤ O(t
−O(ǫ2)) (n = 4), (1.22)
cH(g, ν;n) ≍ 1 (n > 4).
More explicitly, for n < 4, (1.22) is shorthand for the existence of C > 0 such that
C−1t−(
4−n
n+8
ǫ
α
−Cǫ2) ≤ cH(g, ν;n) ≤ Ct
−( 4−n
n+8
ǫ
α
+Cǫ2) (n < 4). (1.23)
This is a statement that the critical exponent αH is
αH =
4− n
n+ 8
ǫ
α
+O(ǫ2) (n < 4), (1.24)
whereas the specific heat is at most Ct−Cǫ
2
for n = 4 and is not divergent for n > 4.
Mean-field behaviour has been proved for d > 4 for the nearest-neighbour ϕ4 model [5, 45, 47,
84,87] (e.g., γ = 1, αH = 0), and for the nearest-neighbour strictly self-avoiding walk [38,59]. For
long-range self-avoiding walk (spread-out via a small parameter) in dimensions d > 2α, it has been
proved that γ = 1, that the scaling limit is an α-stable process, in addition to other results [40,61].
For the nearest-neighbour model in dimension d = dc = 4, logarithmic corrections to mean-field
scaling are proved in [13, 15, 18, 86]; the first such result was obtained for the case n = 1 in [60].
In contrast, Theorems 1.1–1.2 study critical behaviour below the upper critical dimension.
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1.5 Organisation
The proof of Theorems 1.1–1.2 involves several components, some of which are closely related
to components used to analyse the nearest-neighbour model in dimension 4 [13, 15], and some of
which are new or are adaptations of methods of [32, 79]. We now describe the organisation of the
paper, and comment on aspects of the proof.
We begin in Section 2 with a review of elementary facts about the fractional Laplacian, both
on Zd and on the torus ΛN . The renormalisation group method we apply is based on a finite-range
decomposition of the resolvent of the fractional Laplacian. Such a decomposition was recently
provided in [77], and in Section 3 we introduce the aspects we need. Some detailed proofs of
results needed for the finite-range decomposition are deferred to Section 10, where in particular
an ingredient in [77] is corrected.
The finite-range decomposition allows expectations such as (1.7) to be evaluated progressively,
in a multi-scale analysis. This is described in Section 4, where the first aspects of the renormali-
sation group method are explained. We concentrate our exposition on the case n ≥ 1, as the case
n = 0 can be handled via minor notational changes using the supersymmetric representation of
the weakly self-avoiding walk outlined in Section 11. In Section 4, we note a major simplification
here compared to the nearest-neighbour model for d = 4: the monomial |∇ϕ|2 is irrelevant for
the renormalisation group flow. This means that the coupling constants zj , yj used in [13, 15] are
unnecessary, and that there is no need to tune the wave function renormalisation z0. Also, the
monomial |ϕ|4 is relevant for the renormalisation group flow in our current setting, whereas it was
marginal for d = 4. This requires changes to the analysis for d = 4.
In Section 5, we develop perturbation theory and state the second-order perturbative flow
equations; these can be taken from [13]. We also state estimates on the coefficients appearing in
those flow equations, and defer proofs of these estimates to Section 10. We identify the perturbative
value of the nonzero fixed point s¯ for the flow of the coupling constant gj for |ϕ|4. This s¯ is the
number appearing in the statements of Theorems 1.1–1.2. As in [1, 32, 79], we must study the
deviation of the flow of the coupling constant gj (coefficient of |ϕ|4) from the fixed point. This is
a feature that differs from d = 4, where the fixed point is the Gaussian one and the analogue of s¯
is 0.
In Section 6, we recall aspects of the nonperturbative renormalisation group analysis applied
in [13,15]. We apply the main result of [37] to handle the nonperturbative analysis, with adaptation
to take into account the new scaling in our present setting. The norms we use simplify compared
to [13,15], because it is no longer necessary to include the running coupling constant gj as a norm
parameter. This was a serious technical difficulty for d = 4 because in that case gj → 0. Our
treatment of scales beyond the so-called mass scale differs from that in [13,15] and is inspired by,
but is not identical to, the treatment in [18].
In Section 7, we analyse the dynamical system arising from the renormalisation group. Our
analysis is inspired in part by the corresponding analysis in [24, 32, 79], but it is done differently
and in some aspects more simply, and it must account for the fact that we work slightly away
from the critical point unlike in those references. A simplification compared to d = 4 is that the
dynamical system is hyperbolic, rather than non-hyperbolic as in [17]. On the other hand, the
flow now converges to a non-Gaussian fixed point. It is in Section 7 that we take the main step in
identifying the critical point νc. The methods of Section 7 constitute one of the main novelties in
the paper.
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We transfer the conclusions from Section 7 concerning the dynamical system to analyse the
flow equations and use this analysis to prove Theorems 1.1–1.2 in Sections 8–9, respectively. The
ideas in Sections 8–9 share many features with [13, 15], but here it is more delicate.
1.6 Discussion
1.6.1 Speculative extensions
In the following discussion, we use “≈” to denote uncontrolled approximation in arguments whose
rigorous justification is not within the current scope of the methods in this paper, but which
nevertheless provide two interpretations of our main results.
Firstly, for n = 1, 2, 3, consider the critical correlation function 〈|ϕ0|
2; |ϕx|
2〉νc . We argue now
that Theorem 1.2 is consistent with
〈|ϕ0|
2; |ϕx|
2〉νc ≈ |x|
−(d−ǫ 4−n
n+8
). (1.25)
For n = 1, this agrees with the scaling in [2, Conjecture 6], as the exponent d− ǫ
3
is equal to 2[ϕ2]
with [ϕ2] = 2[ϕ] + ǫ
3
and [ϕ] = 1
2
(d− α). To obtain (1.25), suppose that 〈|ϕ0|2; |ϕx|2〉νc ≈ |x|
−d+q,
with q to be determined. Write νt = νc + t with t > 0, so νt > νc. Then, with ξt = ξ(νt) the
correlation length, we expect that
cH(νt) =
1
4
∑
x∈Zd
〈|ϕ0|
2; |ϕx|
2〉νt ≈
∑
|x|≤ξt
〈|ϕ0|
2; |ϕx|
2〉νt
≈
∑
|x|≤ξt
〈|ϕ0|
2; |ϕx|
2〉νc ≈
∑
1≤|x|≤ξt
|x|−d+q ≈ ξqt ≈ t
−νq = t−γq/α, (1.26)
where we inserted ν = γ/α from (1.4) in the last step. This gives αH = γq/α. With the values of
γ and αH from Theorems 1.2 and 1.1, this gives, as claimed above,
q =
4− n
n+ 8
ǫ+O(ǫ2) (n = 1, 2, 3). (1.27)
Secondly, for n = 0, assuming the applicability of Tauberian theory, Theorem 1.1 is consistent
with
E0(e
−gIT ) ≈ eνcTT
1
4
ǫ
α
+O(ǫ2). (1.28)
In addition, assuming again that ν = γ/α, we expect the typical end-to-end distance of the weakly
self-avoiding walk to be given, for 0 < p < α, by[
E0(|X(T )|pe−gIT )
E0(e−gIT )
]1/p
≈ T ν = T
1
α
(1+ 1
4
ǫ
α
)+O(ǫ2). (1.29)
Also, assuming that (1.25) and (1.27) apply also to n = 0 leads to the prediction that∫ ∞
0
∫ ∞
0
E0[e
−gI2(T1,T2)
1X1(T1)=X2(T2)=x]e
−νc(T1+T2)dT1dT2 ≈ |x|−d+
1
2
ǫ, (1.30)
where X1 and X2 are independent Markov chains as in Section 1.3 and I2(T1, T2) =
∑
x(L
x
T1
(X1)+
LxT2(X2))
2. In [86], a detailed analysis of such critical “watermelon diagrams” and their relation to
critical correlations of field powers like (1.25) is given for the nearest-neighbour case when d = 4.
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1.6.2 Open problems
It would be of interest to attempt to extend the methods applied here to the following problems:
1. Very recently the |x|−(d−α) decay of the critical two-point function 〈ϕ0 · ϕx〉νc has been
proved for n ≥ 1, as well as for its n = 0 counterpart [71]. This required the introduction of
observables into the renormalisation group analysis presented here. It would be of interest to
extend this to other critical correlation functions including 〈|ϕ0|2; |ϕx|2〉νc discussed in (1.25),
and also (1.30). Such quantities are analysed for d = 4 in [14, 86].
In [82], for n = 1, it is argued that appropriately adapted critical correlations 〈ϕ0;ϕ3x〉νc and
〈ϕ20;ϕ
4
x〉νc vanish in the long-range model due to conformal invariance. These correlations
go beyond what was studied in [86] for d = 4, and the work of [82] provides additional
motivation to investigate such matters rigorously.
2. Extend the methods of [18] to analyse the correlation length and confirm the scaling relation
ν = γ/α. For the long-range model, there can be no exponential decay of correlations, so
the correlation length should be studied in terms of ξp, the correlation length of order p
(0 < p < α), as in [18].
3. Study scaling limits of the spin field for n ≥ 1. Work in this direction was initiated for the
nearest-neighbour model with d = 4 in [13], but for the long-range model with ǫ > 0 there
will be non-Gaussian scaling limits.
4. Prove (1.28)–(1.29). This needs new ideas even for the nearest-neighbour model on Z4, but
the difficulties have been overcome for the 4-dimensional hierarchical model [25, 29, 30].
5. Study the upper critical dimension, with α = d
2
, i.e., ǫ = 0, for d = 1, 2, 3. The analysis
should have much in common with that used in [13,15] for the short-range model with d = 4,
with the simplification that wave function renormalisation will not be required (i.e., z0 = 0).
2 Fractional Laplacian
The fractional Laplacian is a much-studied object [70], particularly in the continuum setting. Our
focus is the discrete setting, and we review relevant aspects here for arbitrary d ≥ 1 and α ∈ (0, 2).
We often write β = α
2
∈ (0, 1).
2.1 Definition and basic properties
2.1.1 Definition of fractional Laplacian
Let d ≥ 1. Let J be the Zd×Zd matrix with Jxy = 1 if |x− y|1 = 1, and otherwise Jxy = 0. Let I
denote the identity matrix. The lattice Laplacian on Zd, with our normalisation, is
∆ = J − 2dI. (2.1)
There are various equivalent ways to define the Zd × Zd matrix (−∆)βx,y, as follows.
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Fourier transform. The matrix element −∆xy can be written as a Fourier integral
−∆x,y =
1
(2π)d
∫
[−π,π]d
λ(k)eik·(x−y)dk (2.2)
with
λ(k) = 4
d∑
j=1
sin2(kj/2) = 2
d∑
j=1
(1− cos kj). (2.3)
The matrix (−∆)β is defined by
(−∆)βx,y =
1
(2π)d
∫
[−π,π]d
λ(k)βeik·(x−y)dk. (2.4)
Taylor expansion. Let D = 1
2d
J . Then
(−∆)β = (2d)β(I −D)β = (2d)β
∞∑
n=0
(−1)n
(
β
n
)
Dn. (2.5)
The coefficient (−1)n
(
β
n
)
=
(
n−1−β
n
)
is negative for n ≥ 1, and equals 1 for n = 0. By Stirling’s
formula,
(−1)n
(
β
n
)
∼ −
β
Γ(1− β)
1
n1+β
as n→∞. (2.6)
The matrix elements (Dn)x,y are the n-step transition probabilities for discrete-time nearest-
neighbour simple random walk on Zd.
Stable subordinator. Via the change of variables s = u/t, it is immediately seen (apart from the
value of the constant) that
tβ =
β
Γ(1− β)
∫ ∞
0
(1− e−st)s−1−βds. (2.7)
This explicitly exhibits the Le´vy measure β
Γ(1−β)s
−1−βds for the Laplace exponent of the stable
subordinator, i.e., for the Bernstein function t 7→ tβ [85]. Now put t = −∆ to get [90, p.260 (5)]
(−∆)β =
β
Γ(1− β)
∫ ∞
0
(I − es∆)s−1−βds. (2.8)
A related formula [90, p.260 (4)] is
(−∆)β =
sin βπ
π
∫ ∞
0
(−∆+ s)−1(−∆)s−1+βds. (2.9)
We do not make use of (2.8)–(2.9), though Proposition 2.3 below bears relation to (2.9).
The following lemma shows that −(−∆)β0,x has |x|
−d−2β decay (|x| denotes the Euclidean norm
|x|2). A much more general result can be found in [21, Theorem 5.3], including an asymptotic
formula with precise constant. We provide a simple proof based on an estimate for simple random
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walk. Let D = 1
2d
J as above. For n and x of the same parity, with 0 < |x|∞ ≤ n, the heat kernel
estimate
c
nd/2
e−|x|
2/cn ≤ (Dn)0,x ≤
C
nd/2
e−|x|
2/Cn (2.10)
is proved in [54, Theorem 3.1]. Unlike standard local central limit theorems which give precise
constants (e.g., [68]), (2.10) includes exponential upper and lower bounds for x well beyond the
diffusive scale, e.g., for |x| ≍ n.
Lemma 2.1. For d ≥ 1 and β ∈ (0, 1), as |x| → ∞, −(−∆)β0,x ≍ |x|
−d−2β.
Proof. By (2.5)–(2.6) and (2.10), it suffices to prove that
∞∑
n=|x|
1
n1+β+d/2
e−c|x|
2/n ≍
1
|x|d+2β
. (2.11)
For the lower bound of (2.11), we bound the left-hand side below by
e−c
2|x|2∑
n=|x|2
1
n1+β+d/2
≥ c′
1
|x|d+2β
. (2.12)
For the upper bound, we use (with change of variables t = s|x|2)
∞∑
n=|x|
1
n1+β+d/2
e−c|x|
2/n ≤ C
∫ ∞
0
1
t1+β+d/2
e−c|x|
2/tdt =
1
|x|d+2β
C
∫ ∞
0
1
s1+β+d/2
e−c/sds. (2.13)
The integral on the right-hand side is a positive constant, and this completes the proof.
2.1.2 Resolvent of fractional Laplacian
For m2 ≥ 0, the resolvent of −∆ is given by
(−∆+m2)−10,x =
1
(2π)d
∫
[−π,π]d
eik·x
λ(k) +m2
dk. (2.14)
The integral converges for d ≥ 1 if m2 > 0, and also for m2 = 0 when d > 2. The resolvent of
(−∆)β is
((−∆)β +m2)−10,x =
1
(2π)d
∫
[−π,π]d
eik·x
(λ(k))β +m2
dk, (2.15)
where now convergence requires d > 2β if m2 = 0. For the massless case, an asymptotic formula
((−∆)β)−10x ∼ aβ |x|
−(d−2β) is proven in [20, Theorem 2.4], with precise constant aβ . For m2 > 0,
an upper bound
((−∆)β +m2)−10x ≤ cβ
1
|x|d−2β
1
1 +m4|x|4β
(2.16)
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is proven in Lemma 3.2 below.
The next proposition is due to [65] (see also [90, p.260 (6)]), and was rediscovered in [77].
Because it plays an essential role in our analysis, we provide a simple direct proof based on the
following lemma. For β ∈ (0, 1), a ≥ 0 and s > 0, let
ρ(β)(s, a) =
sin πβ
π
sβ
s2β + a2 + 2asβ cosπβ
. (2.17)
An elementary proof that ρ(β)(s, a) ≥ 0 is given in [77, Proposition 2.1].
Lemma 2.2. Let β ∈ (0, 1), t ≥ 0 and a ≥ 0, excepting t = a = 0. Then
1
tβ + a
=
∫ ∞
0
1
s+ t
ρ(β)(s, a)ds. (2.18)
Proof. We first consider t > 0 and a ≥ 0. Let C be a simple closed contour that encloses t in
the cut plane C \ (−∞, 0], oriented counterclockwise. We define zβ to be the branch given by
zβ = rβeiβθ, for z = reiθ with θ ∈ [−π, π). By the Cauchy integral formula,
1
tβ + a
=
1
2πi
∮
C
1
z − t
1
zβ + a
dz, (2.19)
since zβ + a has no zero inside C (for a > 0 and z = reiθ, a zero requires eiθβ = −1 which cannot
happen for β ∈ (0, 1) and θ ∈ [−π, π)).
Now we deform the contour to a keyhole contour around the branch cut. We shrink the small
circle at the origin, and send the big circle to infinity; the contributions from both circles vanish
in the limit since β ∈ (0, 1), t > 0, and a ≥ 0. The contributions from the branch cut give (after
change of sign in the integrals)
1
tβ + a
=
1
2πi
∫ ∞
0
ds
1
s+ t
(
1
e−iπβsβ + a
−
1
eiπβsβ + a
)
. (2.20)
After algebraic manipulation this gives (2.18), and the proof is complete for t > 0.
Finally, (2.18) follows immediately for t = 0, when a > 0, by letting t ↓ 0 in (2.18) and applying
monotone convergence.
Proposition 2.3. For d ≥ 1, if m2 > 0 and β ∈ (0, 1), or if m2 = 0 and β ∈ (0, 1 ∧ d
2
), then
((−∆)β +m2)−10,x =
∫ ∞
0
(−∆+ s)−10,x ρ
(β)(s,m2) ds. (2.21)
Proof. Note that the right-hand side of (2.21) only involves s > 0, for which (−∆ + s)−1 is
well-defined in all dimensions. By (2.15) and Lemma 2.2,
((−∆)β +m2)−10,x =
1
(2π)d
∫
[−π,π]d
dk eik·x
∫ ∞
0
ds
1
λ(k) + s
ρ(β)(s,m2). (2.22)
Then we apply Fubini’s Theorem and (2.14) to obtain (2.21).
14
Let 1 : Zd → R denote the constant function 1x = 1. For future reference, we observe that it
follows from Proposition 2.3 and Lemma 2.2 that
((−∆)β +m2)−11 =
∫ ∞
0
(−∆+ s)−11 ρ(β)(s,m2) ds
=
∫ ∞
0
s−11 ρ(β)(s,m2) ds = m−21. (2.23)
2.1.3 The bubble diagram
Let α ∈ (0, 2). The (free) bubble diagram is defined by
Bm2 =
∑
x∈Zd
[
((−∆)α/2 +m2)−10,x
]2
. (2.24)
By the Parseval relation and (2.15), the bubble diagram is also given by
Bm2 =
1
(2π)d
∫
[−π,π]d
1
[(λ(k))α/2 +m2]2
dk. (2.25)
The bubble diagram is finite in all dimensions when m2 > 0. It is infinite for d ≤ 2α when m2 = 0,
due to the singularity |k|−2α of the integrand.
It is the divergence of the massless bubble diagram that identifies dc = 2α as the upper critical
dimension [6, 39–41, 61, 62], and the rate of divergence of the bubble diagram for d = dc − ǫ plays
a role in the determination of the critical exponents in Theorems 1.1–1.2. Since the singularity at
k = 0 determines the leading behaviour, for d < 2α we have (using r = tm2/α)
Bm2 ∼
1
(2π)d
∫
|k|<1
1
(|k|α +m2)2
dk = Cd
∫ 1
0
1
(rα +m2)2
rd−1dr
= Cdm
−4+2d/α
∫ m−2/α
0
1
(tα + 1)2
td−1dt
∼ bǫm
−2ǫ/α as m2 ↓ 0, (2.26)
with
bǫ = Cd
∫ ∞
0
1
(tα + 1)2
td−1dt. (2.27)
Note that bǫ ≍ ǫ−1 as ǫ ↓ 0, due to the decay td−1−2α = t−1−ǫ of the integrand as t→∞.
2.2 Continuous-time Markov chains
We now prove that −(−∆)β has the properties required of a generator of a Markov chain on Zd.
We also consider related issues on the torus ΛN = Z
d/LNZd.
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2.2.1 Markov chain on Zd
Recall (2.1). The matrix ∆ = ∆Zd = J − 2dI obeys ∆x,x < 0, ∆x,y ≥ 0 if x 6= y, and
∑
y∆x,y = 0.
Thus ∆ is the generator of a continuous-time Markov chain, namely the continuous-time nearest-
neighbour simple random walk on Zd. The following lemma shows that −(−∆)β also generates a
Markov chain on Zd. By Lemma 2.1, this Markov chain takes long-range steps.
Lemma 2.4. For d ≥ 1 and β ∈ (0, 1), (−∆)βx,x > 0, (−∆)
β
x,y < 0 if x 6= y, and
∑
y(−∆)
β
x,y = 0.
Proof. It is clear from (2.4) and the nonnegativity of λ(k) that (−∆)βx,x > 0. To see that (−∆)
β
x,y <
0 if x 6= y, we evaluate (2.5) at x, y and note that only terms with n ≥ 1 contribute, and these
terms are all nonpositive and not all are zero. Finally, again from (2.5) we obtain
∑
y∈Zd
(−∆)βx,y =
∞∑
n=0
(−1)n
(
β
n
)
= (1− 1)β = 0. (2.28)
This completes the proof.
2.2.2 Markov chain on torus
We approximate Zd by a sequence of finite tori of period LN . The torus Λ = ΛN = Z
d/LNZd
is defined as a quotient space, with canonical projection Zd → ΛN . The torus Laplacian ∆ΛN is
defined by
(∆ΛN )x,y =
∑
z∈Zd
(∆Zd)x,y+zLN (x, y ∈ ΛN), (2.29)
where on the right-hand side x, y are any fixed representatives in Zd of the torus points. The torus
Laplacian is the generator for simple random walk on the torus.
Similarly, the canonical projection induces a Markov chain on ΛN with generator given by
− (−∆ΛN )
β
x,y = −
∑
z∈Zd
(−∆Zd)
β
x,y+zLN
(x, y ∈ ΛN). (2.30)
Summability of the right-hand side is guaranteed by Lemma 2.1. The fact that −(−∆ΛN )
β is
indeed a generator can be concluded from (2.30) and Lemma 2.4.
Let ENx denote expectation for this Markov chain X
N on ΛN , started from x ∈ ΛN . A coupling
of the Markov chains XN on ΛN for all N is provided by the Markov chain X on Z
d with generator
−(−∆Zd)
β: the image XN of X under the canonical projection Zd → ΛN has the distribution of
the torus chain. This fact is used in our discussion of the supersymmetric representation for n = 0,
in Section 11.2.
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2.2.3 Torus resolvents
By Lemma 2.5 below (with T = −∆ + m2 and T = (−∆)β + m2), the torus resolvents for the
Laplacian and fractional Laplacian are the inverse matrices given by
(−∆ΛN +m
2)−1x,y =
∑
z∈Zd
(−∆Zd +m
2)−1
x,y+zLN
(x, y ∈ ΛN), (2.31)
((−∆ΛN )
β +m2)−1x,y =
∑
z∈Zd
((−∆Zd)
β +m2)−1
x,y+zLN
(x, y ∈ ΛN). (2.32)
By Proposition 2.3, for d ≥ 1, m2 ≥ 0 and β ∈ (0, 1 ∧ d
2
), it then follows that
((−∆Λ)
β +m2)−10,x =
∫ ∞
0
(−∆Λ + s)
−1
0,x ρ
(β)(s,m2) ds. (2.33)
In the statement and proof of the following elementary lemma, we write x ∼ y for x, y ∈ Zd
with y − x ∈ LNZd.
Lemma 2.5. Let T = (Tx′,y′)x′,y′∈Zd be a matrix T : ℓ∞(Zd) → ℓ∞(Zd) satisfying Tx′+z′,y′+z′ =
Tx′,y′ for all x
′, y′, z′ ∈ Zd, with inverse matrix T−1 : ℓ∞(Zd) → ℓ∞(Zd). Define (Tˆx,y)x,y∈Λ by
Tˆx,y =
∑
y′∼y Tx,y′ (on the right-hand side we choose representatives in Z
d for x, y ∈ Λ). Then Tˆ
has inverse matrix Tˆ−1x,y =
∑
y′∼y T
−1
x,y′.
Proof. The assumed translation invariance for T implies the same for T−1. Let Sˆy,z =
∑
z′∼z T
−1
y,z′.
By definition, and by translation invariance (in second equality), for x, z ∈ Λ we have∑
y∈Λ
Tˆx,ySˆy,z =
∑
y∈Λ
∑
y′∼y
Tx,y′
∑
z′∼z
T−1y,z′ =
∑
y∈Λ
∑
y′∼y
Tx,y′
∑
z′′∼z
T−1y′,z′′ =
∑
z′′∼z
δx,z′′ = δx,z, (2.34)
which verifies that Sˆy,z is indeed the inverse matrix for Tˆ .
3 Finite-range covariance decomposition
In this section, we recall the covariance decomposition for the fractional Laplacian from [77]. We
use this to identify which monomials are relevant in the sense of the renormalisation group, and
define the field’s scaling dimension.
3.1 Covariance decomposition for Laplacian
We begin with the finite-range decomposition
Γ = (−∆Zd + s)
−1 =
∞∑
j=1
Γj (3.1)
17
obtained in [11] (see also [12]; an alternate decomposition is given in [28]). We review some aspects
of the decomposition in Section 10. Each Γj is a positive semi-definite Z
d × Zd matrix, has the
finite-range property
Γj;x,y = 0 if |x− y| ≥
1
2
Lj , (3.2)
and obeys certain regularity properties. The decomposition is valid for d > 2 when s ≥ 0, but
requires s > 0 for d ≤ 2. We refer to j as the scale.
As in (2.31), the torus covariance is
(−∆Λ + s)
−1
x,y =
∑
z∈Zd
(−∆Zd + s)
−1
x,y+zLN
(x, y ∈ Λ). (3.3)
By (3.2), Γj;x,y+LNz = 0 if j < N , |x− y| < L
N , and if z ∈ Zd is nonzero, and thus
Γj;x,y =
∑
z∈Zd
Γj;x,y+zLN for j < N. (3.4)
We can therefore regard Γj as either a Z
d × Zd or a ΛN × ΛN matrix if j < N . We also define
ΓN,N ;x,y =
∑
z∈Zd
∞∑
j=N
Γj;x,y+zLN . (3.5)
It follows that
(−∆Λ + s)
−1 =
N−1∑
j=1
Γj + ΓN,N . (3.6)
Since Γj serves as a term in the decomposition of the Z
d covariance as well as in the torus covariance
when j < N , the effect of the torus in the finite-range decomposition of (−∆Λ+s)−1 is concentrated
in the term ΓN,N .
The matrices Γj and ΓN,N are Euclidean invariant on Λ, i.e., obey ΓEx,Ey = Γx,y for every graph
automorphism E : Λ→ Λ (with Λ considered as a graph with nearest-neighbour edges).
3.2 Covariance decomposition for fractional Laplacian
For d ≥ 1, for α ∈ (0, 2 ∧ d), and for m2 ≥ 0, we consider the covariance on Λ = ΛN given by
C = ((−∆Λ)
α/2 +m2)−1. (3.7)
By (2.33),
C0,x =
∫ ∞
0
(−∆Λ + s)
−1
0x ρ
(α/2)(s,m2) ds. (3.8)
As in [77], we obtain a finite-range positive-definite covariance decomposition by inserting (3.6)
into (3.8), namely
((−∆Λ)
α/2 +m2)−1 =
N−1∑
j=1
Cj + CN,N , (3.9)
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with
Cj;0,x =
∫ ∞
0
Γj;0,x(s) ρ
(α/2)(s,m2) ds, CN,N ;0,x =
∫ ∞
0
ΓN,N ;0,x(s) ρ
(α/2)(s,m2) ds. (3.10)
This is valid whenever we have a decomposition (3.1) for strictly positive s > 0, i.e., for all d ≥ 1.
Again it is the case that Cj serves as a term in the decomposition of the Z
d covariance as well as
in the torus covariance when j < N , and again the effect of the torus is concentrated in the term
CN,N . To simplify the notation, we sometimes write CN instead of the more careful CN,N .
3.3 Estimates on decomposition for fractional Laplacian
The following proposition provides estimates on the terms in the covariance decomposition (3.9).
A version of (3.11) is stated in [77]. We defer the proof to Section 10, where a somewhat stronger
statement than Proposition 3.1 is proved.
Derivatives estimates use multi-indices a which record the number of forward and backward
discrete gradients applied in each component of x and y, and we write |a| for the total number of
derivatives.
Proposition 3.1. Let d ≥ 1, α ∈ (0, 2∧d), L ≥ 2, m¯2 > 0, m2 ∈ [0, m¯2], and let a be a multi-index
with |a| ≤ a¯. Let j ≥ 1 for Zd, and let 1 ≤ j < N for ΛN . The covariance Cj = Cj(m2) has range
1
2
Lj, i.e., Cj;x,y = 0 if |x− y| ≥
1
2
Lj; Cj;x,y is continuous in m
2 ∈ [0, m¯2]; and
|∇aCj;x,y| ≤ cL
−(d−α+|a|)(j−1) 1
1 +m4L2α(j−1)
, (3.11)
where ∇a can act on either x or y or both. For m2 ∈ (0, m¯2],
|∇aCN,N ;x,y| ≤ cL
−(d−α+|a|)(N−1) 1
(m2Lα(N−1))2
. (3.12)
The constant c may depend on m¯2, a¯, but does not depend on m2, L, j, N .
From (3.8) and Proposition 3.1, we obtain a bound on the full covariance on Zd, in the following
lemma. For fixed m > 0, the lemma implies an upper bound O(m−4|x|−(d+α)), which has best
possible power of |x|.
Lemma 3.2. For d ≥ 1, α ∈ (0, 2 ∧ d), m¯2 > 0, m2 ∈ [0, m¯2], and x 6= 0,
((−∆Zd)
α/2 +m2)−10,x ≤ c
1
|x|d−α
1
1 +m4|x|2α
, (3.13)
with c depending on m¯2.
Proof. For the proof, we take L = 3 (this arbitrary choice shows that c is independent of L). Given
x ∈ Zd, let jx be the nonnegative integer for which
1
2
Ljx ≤ |x| < 1
2
Ljx+1. By Proposition 3.1,
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Cj;0,x = 0 when j ≤ jx. By (3.11), with a constant c that may change from one occurrence to the
next,
((−∆Zd)
α/2 +m2)−10,x ≤ c
∞∑
j=jx+1
(1 +m4L2α(j−1))−1L−(d−α)(j−1)
≤ c
1
1 +m4L2αjx
L−(d−α)jx ≤ c
1
|x|d−α
1
1 +m4|x|2α
. (3.14)
This completes the proof.
3.4 Field dimension and relevant monomials
As a guideline, the typical size of a Gaussian field ϕx, where ϕ has covariance Cj, can be regarded
as the square root of Cj;x,x. In view of (3.11), we therefore roughly expect
|ϕx| ≈
1
1 +m2Lα(j−1)
L−
1
2
(d−α)(j−1). (3.15)
The first factor on the right-hand side is insignificant for scales j that are small enough that m2Lαj
is small, but acquires importance for large scales. We define the mass scale as the smallest scale
jm = jm(L) for which m
2Lα(jm−1) ≥ 1, namely,
jm = ⌈fm⌉, fm = 1 +
1
α
logLm
−2. (3.16)
For scales j > jm, we have (with x+ = min{x, 0})
1
1 +m2Lα(j−1)
=
1
1 +m2Lα(jm−1)Lα(j−jm)
≤ L−α(j−jm)+ , (3.17)
and the same bound holds trivially for j ≤ jm since the left-hand side is bounded above by 1. In
several recent papers, e.g., [13, 15], the additional decay beyond the mass scale has been utilised
only to a lesser extent than (3.17), with L on the right-hand side replaced by 2. We follow the
insight raised in [18] that there is value in retaining more of this decay. We reserve a portion of
the additional decay beyond the mass scale, and use as guiding principle that
|ϕx| . L
− 1
2
(d−α)(j−1)L−αˆ(j−jm)+ , (3.18)
where we are free to choose αˆ ∈ [0, α]. We define α′ by
α′ = 2αˆ− α, αˆ = 1
2
(α + α′). (3.19)
We then define
ℓj = ℓ0L
− 1
2
(d−α)jL−αˆ(j−jm)+ =
{
ℓ0L
− 1
2
(d−α)j (j ≤ jm)
ℓ0L
− 1
2
(d−α)jmL−
1
2
(d+α′)(j−jm) (j > jm),
(3.20)
where ℓ0 can be chosen (large depending on L). We consider ℓj as an approximate measure of (an
upper bound on) the size of a typical Gaussian field with covariance Cj.
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Table 1: Dimensions of monomials.
[1] [ϕ2] [ϕ4] [ϕ6] [∇2ϕ2]
j ≤ jm 0 d− α d− ǫ
3
2
(d− ǫ) d+ 2− α
j > jm 0 d+ α
′ 2(d+ α′) 3(d+ α′) d+ 2 + α′
Remark 3.3. We will require the restrictions
α′ ∈ (0, 1
2
α), αˆ ∈ (1
2
α, 3
4
α). (3.21)
In particular, αˆ > 1
2
α > α′.
Definition 3.4. (i) We define the scaling dimension or engineering dimension [ϕ] of the field as
the power of L gained in ℓj when the scale is advanced from j − 1 to j, namely
[ϕ] = [ϕ]j =
{
d−α
2
(j ≤ jm)
d+α′
2
(j > jm).
(3.22)
(ii) A local field monomial (located at x) has the form
Mx =
m∏
k=1
∇akϕikx (3.23)
for some integer m, where ak are multi-indices and ik ∈ {1, . . . , n} indicates a component of
ϕx ∈ R
n. The dimension of Mx is defined to be [Mx] = [Mx]j =
∑m
k=1([ϕ]j + |ak|), with [ϕ]j
given by (3.22). We include the case of the empty product in (3.23), which defines the constant
monomial 1, of dimension zero.
(iii) A local field monomial is said to be relevant if [Mx]j < d, marginal if [Mx]j = d, and irrelevant
if [Mx]j > d.
Symmetry considerations preclude the occurrence of monomials with an odd number of fields
or an odd number of gradients. For the symmetric cases, the dimensions are given in Table 1.
The monomials ϕ2 and ϕ4 are relevant below the mass scale and irrelevant above the mass scale.
Higher powers of ϕ are irrelevant at all scales, and the constant monomial 1 is relevant at all scales.
In summary:
1, |ϕ|2, |ϕ|4 are relevant for j ≤ jm,
1 is relevant for j > jm.
The monomial ∇2ϕ2 is irrelevant; this is a major simplification compared to the nearest-neighbour
model for d = 4, where it is marginal [13, 15].
The effect of relevant monomials is best measured via a sum over a block of side Lj , consisting
of Ldj points. With the field regarded as having typical size ℓj given by (3.20), below the mass
scale the relevant monomials 1, |ϕ|2, |ϕ|4 on a block have size given by Ldjℓpj , for p = 0, 2, 4. For the
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monomial 1 this grows like Ldj , for |ϕ|2 it is Lαj , and for |ϕ|4 it is Lǫj. The growth of the monomial
1 is not problematic. The growth of |ϕ|2 and |ϕ|4 is however potentially problematic, and will be
shown to be compensated by multiplication by coupling constants νj and gj (respectively) which
behave as νj ≈ ǫL
−α(j∧jm) and gj ≈ ǫL−ǫ(j∧jm). This cancels the growth of |ϕ|2 and |ϕ|4 up to the
mass scale. After the mass scale, the coupling constants stabilise, which is connected with the fact
that the renormalisation group fixed point is non-Gaussian. Their products with the monomials
are then controlled instead by the additional decay in ℓj for j > jm. It is for this purpose that we
exploit the additional decay in ℓj .
4 First aspects of the renormalisation group method
In this section, we introduce some of the basic ingredients of the renormalisation group analysis,
including perturbation theory.
Some preparation is required in order to formulate the weakly self-avoiding walk model as the
infinite volume limit of a supersymmetric version of the |ϕ|4 spin model, which involves a complex
boson field φ, φ¯ and a fermion field given by the 1-forms ψx =
1√
2πi
dφx, ψ¯x =
1√
2πi
dφ¯x. This is
discussed in Section 11, and for the nearest-neighbour model it is addressed in detail in [15]. Our
analysis applies equally well to the supersymmetric model with minor notational changes, with n
interpreted as n = 0, and with Gaussian expectations replaced by superexpectations; see (11.27).
For notational simplicity, we focus our presentation on the case n ≥ 1. We only consider fields on
the torus Λ = ΛN , and ultimately we will be interested in the limit N →∞.
4.1 Progressive integration
For the n-component |ϕ|4 model with n ≥ 1, or for the weakly self-avoiding walk (n = 0), we
define
τx =
{
1
2
|ϕx|2 (n ≥ 1)
φxφ¯x + ψx ∧ ψ¯x (n = 0).
(4.1)
The general Euclidean- and O(n)-invariant local polynomial consisting of relevant monomials is,
for j ≤ jm,
U(ϕx) = gτ
2
x + ντx + u. (4.2)
There are no marginal monomials. Above the mass scale jm, the monomials τ and τ
2 become
irrelevant, but we nevertheless retain τ and reduce to U of the form ντx+u (a reason for retaining
τ is given in Remark 8.9). For n = 0 and for all scales j, we can take u = 0 due to supersymmetry
(see [16]). For U as in (4.2), and for X ⊂ Λ, we write
U(X,ϕ) =
∑
x∈X
U(ϕx). (4.3)
For notational simplicity, we often write U(X) instead of U(X,ϕ).
Given m2 > 0, let
g0 = g, ν0 = ν −m
2, (4.4)
and define
V0(ϕx) = g0τ
2
x + ν0τx, Z0(ϕ) = e
−V0(ΛN ). (4.5)
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For n ≥ 1, given a Λ×Λ covariance matrix C, let PC denote the Gaussian probability measure on
(Rn)Λ with covariance C. This means that PC is proportional to e
− 1
2
∑n
i=1
∑
x,y∈Λ ϕ
i
xC
−1
xy ϕ
i
y
∏
x∈Λ dϕx
(properly interpreted when C is only positive semi-definite rather than positive-definite). Let EC
denote the corresponding expectation. For n = 0, EC denotes the superexpectation (11.19). With
m2 > 0 and C = ((−∆ΛN )
α/2+m2)−1, we can rewrite the expectation (1.7) (with M the fractional
Laplacian) as
〈F 〉g,ν,N =
ECFZ0
ECZ0
. (4.6)
In the right-hand side, part of the τ term has been shifted into the Gaussian measure, because
otherwise the massless torus covariance (−∆ΛN )
α/2 is not invertible. We evaluate (4.6) by separate
evaluation of the numerator and denominator on the right-hand side. For n = 0, the denominator
equals 1 due to supersymmetry (see [31, Proposition 4.4]).
For n ≥ 1, we write ECθF for the convolution of F with PC . Explicitly, for n ≥ 1, given
F ∈ L1(PC), θ is the shift operator θF (ϕ, ζ) = F (ϕ+ ζ), and
(ECθF )(ϕ) = ECF (ϕ+ ζ), (4.7)
where the expectation EC acts on ζ and leaves ϕ fixed. We define a generalisation of the denomi-
nator of (4.6) by
ZN(ϕ) = (ECθZ0)(ϕ) = ECZ0(ϕ+ ζ). (4.8)
Then ZN(0) = ECZ0. It is a basic property of Gaussian integrals (see [34, Proposition 2.6]) that,
given covariances C ′, C ′′,
EC′′+C′θF = (EC′′θ ◦ EC′θ)F. (4.9)
In terms of the decomposition (3.9), this implies that
ECθF =
(
ECN,N θ ◦ ECN−1θ ◦ · · · ◦ EC1θ
)
F. (4.10)
To compute the expectations on the right-hand side of (4.6), we use (4.10) to integrate progres-
sively. Namely, if we set Z0 = e
−V0(ΛN ) as in (4.5), and define
Zj+1 = ECj+1θZj (j < N), (4.11)
then, consistent with (4.8),
ZN = ECθZ0. (4.12)
This leads us to study the recursion Zj 7→ Zj+1. To simplify the notation, we write Ej = ECj ,
and leave implicit the dependence of the covariance Cj on the mass m. The formula (4.12) has a
supersymmetric counterpart for n = 0, exactly as in [15].
The introduction of m2 allows for a change in perspective, which is that the right-hand side of
(4.6) makes sense as a function of independent variables m2, ν0. We adopt this perspective until
Section 8, when the variable ν will recover its prominence and m2, ν0 will be required to satisfy
ν = ν0 +m
2. With this in mind, we define
χˆN(g,m
2, ν0) = n
−1 ∑
x∈ΛN
EC ((ϕ0 · ϕx)Z0)
ECZ0
. (4.13)
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The right-hand side of (11.26) gives the analogous formula for n = 0. The finite-volume suscepti-
bility is defined by (recall (1.9))
χN (g, ν) = n
−1 ∑
x∈ΛN
〈ϕ0 · ϕx〉g,ν,N . (4.14)
By definition,
χN (g, ν0 +m
2) = χˆN (g,m
2, ν0). (4.15)
4.2 Localisation
We use the localisation operator Loc defined and studied in [35]. This operator maps a function
of the field ϕ to a local polynomial. For n ≥ 1, we take as its domain the space
N = N (Λ) = CpN ((Rn)Λ,R) (4.16)
of real-valued functions of ϕ ∈ (Rn)Λ, having at least pN continuous derivatives, with a fixed value
pN ≥ 10. For n = 0, the space N is instead a space of differential forms; see Section 11.2. It is
useful at times to permit elements of N to be complex-valued functions, as this allows analyticity
techniques such as the Cauchy estimates employed in [37, Section 2.2].
We define the 3-dimensional linear space U ∼= C3 to consist of the local polynomials of the form
(4.2). We make the identification U = (g, ν, u) for elements of U . We often write V for elements
of U with u = 0, and we write V ⊂ U for the subspace of such elements. For n = 0, the distinction
between V and U is unimportant, since, as mentioned previously, the constant monomial 1 plays
no role due to supersymmetry.
Given X ⊂ Λ, the localisation operator is a linear projection map LocX : N → U(X) to the
subspace U(X) = {
∑
x∈X U(ϕx) : U ∈ U} of N . For scales j ≥ jm, we instead define LocX to have
range
∑
x∈X(ντx + u), i.e., we no longer retain τ
2 in the range. Thus the range of LocX depends
on the scale at which the operator is applied, and
range of Loc is spanned by
{
{1, τ, τ 2} (j < jm)
{1, τ} (j ≥ jm).
(4.17)
The precise definition and properties of Loc are developed in detail in [35] and applied in [36,37].
(There is a caveat of little significance here, discussed in [35]: X cannot be so large that it “wraps
around” the torus.)
4.3 Definition of the map PT
In this section, we define a quadratic map PTj : V → U . The notation “PT” stands for “perturba-
tion theory.” We base the discussion here on n ≥ 1; the case of n = 0 is a small extension (see [16]
and set y = z = λ = q = 0 there).
Given a covariance matrix C, we define an operator on N by
LC =
n∑
i=1
∑
u,v∈Λ
Cu,v
∂
∂ϕiu
∂
∂ϕiv
. (4.18)
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For polynomials A,B in the field ϕ, we define
FC(A,B) = e
LC(e−LCA)(e−LCB)−AB, (4.19)
where the exponential is defined by power series expansion, which terminates when applied to a
polynomial. With Cj given by (3.10), let wj =
∑j
i=1Ci and w0 = 0. The range of wj is that of
Cj , namely
1
2
Lj . For V ∈ V and X ⊂ Λ, we set
Wj(V,X) =
1
2
∑
x∈X
(1− Locx)Fwj(Vx, V (Λ)). (4.20)
The map Locx on the right-hand side is the map LocX discussed above with X = {x}, and Vx is
shorthand for V (ϕx). The definition (4.20) cannot be applied when j = N due to torus effects; an
appropriate alternate definition for the final scale is provided in [36, Section 1.1.5].
The map PTj : V → U is defined by
Upt = PTj(V ) = e
LCj+1V − Pj(V ), (4.21)
where
Pj(V )x = Locx
(
eLCj+1Wj(V, x) +
1
2
FCj+1(e
LCj+1Vx, e
LCj+1V (Λ))
)
. (4.22)
By translation invariance, Pj(V )x does define a local polynomial with coefficients independent of
x.
The motivation for the above definition is explained in [16]. The basic idea is that if Zj is
represented perturbatively as Zj ≈ e−Vj(Λ) for a polynomial Vj ∈ U , then the map Zj 7→ Zj+1 can
be approximated by the map Vj 7→ PTj(Vj). A nonperturbative analysis is also needed, and this
is the crux of the difficulty, to which we return in Section 6.
5 Perturbative flow equations
In this section, we study the perturbative flow equations. The map PT is computed explicitly in
Section 5.1, and the coefficients arising in this computation are estimated in Section 5.2. A change
of variables to simplify the perturbative flow equations is presented in Section 5.3, where we define
the map PT. The map PT determines the perturbative fixed point, as discussed in Section 5.4.
5.1 Computation of PT
The evaluation of the map PT is mechanical enough to be done via symbolic computation on
a computer. This has been discussed already in [13, 16], and the results reported there apply
also here once simplified due to irrelevance of |∇ϕ|2; in particular we can set z = y = 0 in the
results of [13, 16]. To state these results, we need some definitions. Throughout Section 5, the
covariance decomposition is for Zd rather than for the torus Λ, and formulas including (5.5)–(5.6)
are computed with the Zd decomposition.
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We write C = Cj+1;0,0, w = wj, and
w+ = w + Cj+1, η
′ = (n + 2)C. (5.1)
Given g, ν ∈ C, and given a function f = f(ν, w), let
ν+ = ν + η′g, δ[f(ν, w)] = f(ν+, w+)− f(ν, w). (5.2)
For q : Zd → C with finite support, we define
q(n) =
∑
x∈Λ
qnx . (5.3)
For integers n ≥ 0, we also define the rational number
γ¯ =
n + 2
n + 8
, (5.4)
which appears in (5.5) and (5.8), and which ultimately appears in the determination of the order
ǫ terms in the critical exponents γ, αH in Theorems 1.1–1.2. Let
β ′j = (n+ 8)δ[w
(2)], ξ′j = 2(n+ 2)
(
δ[w(3)]− 3w(2)C
)
+ γ¯β ′jη
′
j , (5.5)
κ′g,j =
1
4
n(n + 2)C2, κ′ν,j =
1
2
nC, κ′gν,j =
1
2
n(n+ 2)C(δ[w(2)]− 2Cw(1)),
κ′gg,j =
1
4
n(n + 2)(δ[w(4)]− 4Cw(3) − 6C2w(2) + (n+ 2)C2δ[w(2)]), (5.6)
κ′νν,j =
1
4
n(δ[w(2)]− 2Cw(1)).
Proposition 5.1. Let n ≥ 0. The map V = (g, ν) 7→ Upt = PTj(V ) = (gpt, νpt, δupt) is given by
gpt =
{
g − β ′jg
2 − 4gδ[νw(1)] (j < jm)
g (j ≥ jm),
(5.7)
νpt = ν + η
′
j(g + 4gνw
(1))− ξ′jg
2 − γ¯β ′jνg − δ[ν
2w(1)], (5.8)
δupt =
{
κ′g,jg + κ
′
ν,jν − κ
′
gν,jgν − κ
′
gg,jg
2 − κ′νν,jν
2 (n ≥ 1)
0 (n = 0).
(5.9)
Proof. This follows from explicit calculation using (4.21)–(4.22), and the result for n ≥ 1 is taken
from [13], and for n = 0 from [16]. Compared to [13,16], we omit z, y terms here, as well as terms
with w(∗∗) that appear in κ′gg, κ
′
νν for d = 4 but that do not occur here because ∇
2ϕ2 is not in
the range of Loc. The j > jm case of (5.7) is due to the fact that the range of Loc no longer
includes τ 2 after the mass scale. (The term κ′gνgν in (5.9) was erroneously omitted in [13], but
this omission does not affect the conclusions in [13].) The simplification that δupt = 0 for n = 0 is
a consequence of supersymmetry, as explained in [16].
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5.2 Estimates on coefficients
Typically we use primes for coefficients that scale with L below the mass scale, and remove the
primes for rescaled versions. Thus, we define rescaled coefficients
βj = L
−ǫ(j∧jm)β ′j, ηj = L
(d−α)jη′j, ξj = L
(α−2ǫ)jξ′j, w¯
(1)
j = L
−α(j∧jm)w(1)j , (5.10)
κg = L
−ǫ(j∧jm)κ′g, κν = L
−αjκ′ν , κgν = L
−αj−ǫ(j∧jm)κ′gν ,
κgg = L
−2ǫjκ′gg, κνν = L
−2α(j∧jm)κ′νν .
(5.11)
In Section 5.3, we analyse transformed flow equations, which require the additional definitions:
η′≥j =
∞∑
k=j
η′k, η≥j = L
(d−α)jη′≥j =
∞∑
k=j
L−(d−α)(k−j)ηk, (5.12)
β :j = βj + 4(η≥jw¯
(1)
j − η≥j+1w¯
(1)
j+1), (5.13)
πj = ξj − γ¯βjη≥j + L−(d−α)η≥j+1βj. (5.14)
The following four lemmas provide estimates for the above coefficients. The proofs of Lem-
mas 5.2–5.4 are deferred to Section 10. The first lemma is an adaptation and extension of [16,
Lemma 6.2] and [13, Lemma A.1]. In its statement, we use the notation
Mj = (1 +m
2Lα(j−1))−2. (5.15)
By (3.17),
Mj ≤ L
−2α(j−jm)+ , (5.16)
so beyond the mass scale Mj decays exponentially with base L. The hypothesis α >
d
2
ensures
that ǫ = 2α−d > 0. Equation (5.17) shows that the scaling introduced in (5.10)–(5.11) is natural.
Lemma 5.2. Let d = 1, 2, 3; α ∈ (d
2
, 2 ∧ d); j ≥ 1; m¯2 > 0. The following bounds hold uniformly
in m2 ∈ [0, m¯2]:
ηj, η≥j , βj, β :j, ξj, πj = O(Mj), w¯
(1)
j = O(1), κ∗,j = O(MjL
−dj). (5.17)
Constants in (5.17) may depend on L, m¯2 but not on j, except in the bound on ηj where the constant
is also independent of L. Each of the left-hand sides in (5.17) is continuous in m2 ∈ [0, m¯2].
Moreover, with c∂β dependent on L, and assuming m
2 ∈ (0, m¯2], and j ≤ jm,
∣∣∣ ∂βj
∂m2
∣∣∣ ≤ c∂βLαj 1 + 1d=2| log(m2Lαj)|
(m2Lαj)r
with r =
{
2− 1/α (d = 1)
2− 2/α (d = 2, 3).
(5.18)
As ǫ ↓ 0, the values of r in (5.18) obey r ∼ 2ǫ for d = 1, r ∼ ǫ for d = 2, and r ∼ 2
3
for d = 3.
The next lemma controls the rate of convergence of the sequence βj to its limiting value in the
massless case.
Lemma 5.3. Let d = 1, 2, 3 and α ∈ (d
2
, 2∧ d). There exists a > 0 (possibly depending on L), and
an L-dependent constant b¯L, such that for all j ≥ 1,
|βj(0)− a| ≤ b¯LL
−(α∧1)j (m2 = 0). (5.19)
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The next lemma controls the difference between βj and β
:
j , below the mass scale jm defined in
(3.16). Its upper bound is not small for small j due to lattice effects (the constant may be a large
function of L). For large j, but not so large as to be near the mass scale, the difference is small
because of cancellation within η≥jw¯
(1)
j − η≥j+1w¯
(1)
j+1 in (5.13). This cancellation breaks down near
the mass scale.
Lemma 5.4. Let d = 1, 2, 3; α ∈ (d
2
, 2 ∧ d); m¯2 > 0. There exists z > 0 such that, uniformly in
m2 ∈ [0, m¯2] and 1 ≤ j ≤ jm, with a possibly L-dependent constant,
|β :j − βj | ≤ O(L
−zj + L−z(jm−j)). (5.20)
The next lemma controls the difference between the (possibly) massive β :j and the limit of the
massless βj, below the mass scale. Lattice effects cause the estimate to be degraded at small scales,
and near the mass scale the estimate is degraded because the m2-dependence of β :j(m
2) begins to
take effect. For the intermediate scales, which form the vast majority for small m2, the difference
between β :j(m
2) and a is well controlled by the lemma.
Lemma 5.5. Let d = 1, 2, 3; α ∈ (d
2
, 2 ∧ d); m¯2 > 0. There exist JL and bL such that, uniformly
in m2 ∈ [0, m¯2] and j ≤ jm, and with the constant a of Lemma 5.3,
|β :j(m
2)− a| ≤


bL (j ≤ JL)
a
64
(JL ≤ j ≤ jm − JL)
bL (jm − JL ≤ j ≤ jm).
(5.21)
Proof. Let j ≤ jm. By the triangle inequality, and by Lemmas 5.3 and 5.4,
|β :j(m
2)− a| ≤ |β :j(m
2)− βj(m
2)|+ |βj(m
2)− βj(0)|+ |βj(0)− a|
≤ |βj(m
2)− βj(0)|+ b¯LL
−(α∧1)j + b¯L(L−zj + L−z(jm−j)). (5.22)
We choose JL to be large enough that b¯LL
−(α∧1)j+b¯L(L−zj+L−z(jm−j)) ≤ a128 , for JL ≤ j ≤ jm−JL.
Then
|β :j(m
2)− a| ≤ |βj(m
2)− βj(0)|+


b¯L + b¯L (j ≤ JL)
a
128
(JL ≤ j ≤ jm − JL)
b¯L + b¯L (jm − JL ≤ j ≤ JL).
(5.23)
To deal with the logarithmic factor in (5.18) for d = 2, we increase r slightly to absorb it. Then
integration of this modification of (5.18) gives (note that 1− r > 0)
|βj(m
2)− βj(0)| ≤
1
1− r
c∂β(m
2Lαj)1−r. (5.24)
We write m2Lαj = m2LαjmL−α(jm−j) and use the definition of jm to see that (5.24) implies that
there exists bˆL such that
|βj(m
2)− βj(0)| ≤ bˆLL
−α(1−r)(jm−j). (5.25)
By increasing JL if necessary, the right-hand side is at most
a
128
for j ≤ jm − JL, and in any case
is at most bˆL. This gives the desired result, with bL = bˆL + b¯L + b¯L.
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5.3 Change of variables
For j ≤ jm, we define rescaled coupling constants
gˆj = L
ǫjgj, µˆj = L
αjνj . (5.26)
With (5.10)–(5.11), the flow equations (5.7)–(5.8) can be rewritten as
gˆpt = L
ǫgˆ
(
1− βgˆ − 4δ[µˆw¯(1)]
)
, (5.27)
µˆpt = L
α
(
µˆ+ η(gˆ + 4gˆµˆw¯(1))− γ¯βµˆgˆ − ξgˆ2 − δ[µˆ2w¯(1)]
)
, (5.28)
where gˆpt = L
ǫ(j+1)gpt, µˆpt = L
α(j+1)νpt, and
δ[µˆw¯(1)] = (µˆ+ ηgˆ)Lαw¯
(1)
+ − µˆw¯
(1), (5.29)
δ[µˆ2w¯(1)] = (µˆ+ ηgˆ)2Lαw¯
(1)
+ − µˆ
2w¯(1). (5.30)
For scales j ≤ jm, we analyse transformed perturbative flow equations. The transformation
eliminates the δ terms in (5.27)–(5.28) as in [16, Proposition 4.3], but additionally removes the
η term in (5.28) by a version of Wick ordering. The transformation uses the quadratic map
T = Tj : C
2 → C2, denoted T (gˆ, µˆ) = (s, µ), and defined by
s = gˆ + 4gˆ(µˆ+ η≥j gˆ)w¯
(1)
j , (5.31)
µ = µˆ+ η≥j(gˆ + 4gˆµˆw¯
(1)
j ) + µˆ
2w¯
(1)
j . (5.32)
The transformation Tj has an inverse T
−1
j defined on a j-independent ball B centred at the origin
of C2. By definition, the linear parts of Tj and T
−1
j are given by
Tj(gˆ, µˆ) = (gˆ, µˆ+ η≥j gˆ) +O(|gˆ|2 + |µˆ|2), (5.33)
T−1j (s, µ) = (s, µ− η≥js) +O(|s|
2 + |µ|2). (5.34)
Finally, we define a map PTj : R
2 → R2, denoted (s¯j, µ¯j) 7→ (s¯j+1, µ¯j+1), by
s¯j+1 = L
ǫs¯j(1− β
:
j s¯j), (5.35)
µ¯j+1 = L
α
(
µ¯j − γ¯βjµ¯j s¯j − πj s¯
2
j
)
(5.36)
(πj is defined in (5.14)). Note that β
:
j appears in (5.35) and βj appears in (5.36). Although these
coefficients are not identical, they differ only by an amount that is insignificant except for a few
scales. Equations (5.35)–(5.36) have the advantage, compared to (5.27)–(5.28), that µ¯ does not
appear in the s¯ equation, and no linear s¯ term appears in the µ¯ equation. In (5.37), we write PT
(0)
j
for the map PTj with the u component suppressed. The following proposition shows that, below
the mass scale and up to a third-order error, the map PT(0) for the variables (gˆ, µˆ) is equivalent
to the map PT for the variables (s, µ).
Proposition 5.6. Let d = 1, 2, 3, m¯2 > 0, m2 ∈ [0, m¯2], and j ≤ jm. On the open ball B
mentioned below (5.32), there exists an analytic map ept,j : B → R
2 such that
Tj+1 ◦ PT
(0)
j ◦ T
−1
j = PTj + ept,j, (5.37)
where ept,j(s, µ) = O(|s|3 + |s|2ǫ+ |µ|3) with constant uniform in m2 ∈ [0, m¯2] and j ≤ jm.
29
Proof. We write the components of the map T as T = (T (s), T (µ)). By definition, ηj = η≥j −
L−(d−α)η≥j+1. Using this, and ǫ = 2α− d, (5.28) can be rewritten as
µˆpt + η≥j+1Lǫ(gˆ + 4gˆµˆw¯(1)) + (Lα(µˆ+ ηgˆ))2w¯
(1)
+
= Lα
([
µˆ+ η≥j(gˆ + 4gˆµˆw¯(1)) + µˆ2w¯(1)
]
− γ¯βµˆgˆ − ξgˆ2
)
= Lα(µ− γ¯βµˆgˆ − ξgˆ2). (5.38)
Also, (5.27) can be rewritten as
gˆpt + 4L
ǫgˆLα(µˆ+ ηgˆ)w¯
(1)
+ = L
ǫ
(
gˆ + 4gˆµˆw¯(1) − βgˆ2
)
. (5.39)
We solve (5.39) for Lǫ(gˆ + 4gˆµˆw¯(1)), insert the result into the left-hand side of (5.38), and then
use (5.27)–(5.28), to see that the left-hand side of (5.38) is equal to
µˆpt + η≥j+1(gˆpt + 4LǫgˆLα(µˆ+ ηgˆ)w¯
(1)
+ ) + (L
α(µˆ+ ηgˆ))2w¯
(1)
+ + η≥j+1L
ǫβgˆ2
= µˆpt + η≥j+1(gˆpt + 4gˆptµˆptw¯
(1)
+ ) + µˆ
2
ptw¯
(1)
+ + η≥j+1L
ǫβgˆ2 +O(xˆ3)
= T
(µ)
j+1(gˆpt, µˆpt) + η≥j+1L
ǫβgˆ2 +O(xˆ3), (5.40)
with O(xˆ3) meaning O(|gˆ|3+ |µˆ|3). We use the equality of the right-hand sides of (5.38) and (5.40),
together with (5.31)–(5.32), (5.38), and the definition of π in (5.14), to obtain
T
(µ)
j+1(gˆpt, µˆpt) = L
α(µ− γ¯βµˆgˆ − ξgˆ2)− η≥j+1Lǫβgˆ2 +O(xˆ3)
= Lα(µ− γ¯β(µ− η≥js)s− ξs2)− η≥j+1Lǫβs2 +O(xˆ3)
= Lα(µ− γ¯βµs− πs2) +O(xˆ3) = PT
(µ)
j (s, µ) +O(xˆ
3), (5.41)
as required.
For the gˆ equation, by (5.39) and (5.27)–(5.28), we have
gˆpt + 4gˆptµˆptw¯
(1)
+ +O(xˆ
3) = Lǫ(gˆ − βgˆ2 + 4gˆµˆw¯(1)). (5.42)
This leads to
gˆpt + 4gˆpt(µˆpt + η≥j+1gˆpt)w¯
(1)
+ +O(xˆ
3) = Lǫ(gˆ − βgˆ2 + 4gˆµˆw¯(1)) + 4η≥j+1gˆ2ptw¯
(1)
+
= Lǫ(gˆ − βgˆ2 + 4gˆ(µˆ+ η≥j gˆ)w¯(1))
− Lǫ4η≥j gˆ2w¯(1) + 4η≥j+1gˆ2ptw¯
(1)
+ . (5.43)
With (5.31), and using gˆpt = L
ǫgˆ +O(xˆ2) on the right-hand side, this gives
T
(s)
j+1(gˆpt, µˆpt) = L
ǫ(s− β˜s2) +O(xˆ3), (5.44)
with
β˜j = βj + 4L
ǫη≥jw¯
(1)
j − 4η≥j+1w¯
(1)
j+1 = β
:
j + (L
ǫ − 1)4η≥jw¯
(1)
j . (5.45)
The last term on the right-hand side is O(ǫ), and hence, as required,
T
(s)
j+1(gˆpt, µˆpt) = PTj(s, µ) +O(xˆ
3 + |s|2ǫ). (5.46)
This completes the proof.
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5.4 Perturbative fixed point
The perturbative fixed point equation arises by replacing β :j = β
:
j(m
2) in (5.35) by its limiting
value in the massless case. By Lemmas 5.3–5.4, this limiting value is the number
a = lim
j→∞
βj(0). (5.47)
The nonzero solution of
s¯ = Lǫs¯(1− as¯) (5.48)
is
s¯ =
1
a
(1− L−ǫ) = O(ǫ). (5.49)
With L fixed, we have
as¯ ∼ ǫ logL as ǫ ↓ 0. (5.50)
Let
y¯j = s¯− s¯j. (5.51)
A calculation using (5.48) with (5.35)–(5.36) gives
y¯j+1 = cǫy¯j + L
ǫ
(
ay¯2j + (β
:
j − a)(s¯− y¯j)
2
)
, (5.52)
µ¯j+1 = L
α
(
µ¯j − γ¯βjµ¯j(s¯− y¯j)− πj(s¯− y¯j)
2
)
, (5.53)
where
cǫ = 2− L
ǫ = 1− x < 1 with x = Lǫ − 1 ∼ ǫ logL as ǫ ↓ 0. (5.54)
Although we do not use it, for completeness we note that, assuming πj with m
2 = 0 approaches
a limiting value π, the fixed point equation corresponding to (5.36) is
µ¯ = Lα(µ¯− γ¯aµ¯s¯− πs¯2). (5.55)
Solving this to second order in s¯ gives
µ¯ =
πs¯2
1− L−α − γ¯as¯
∼
πs¯2
1− L−α
. (5.56)
This is second order in ǫ, consistent with the choice of weight we make in (7.18).
6 Nonperturbative analysis
This section concerns the nonperturbative analysis, and provides a solution to the large-field prob-
lem. We define the necessary norms and regulators, as well as domains and small parameters for
the renormalisation group map. The main result is Theorem 6.4, whose proof involves adaptation
of some details in the proof of the main result of [37].
31
3-block
2-blocks
0-blocks
1-blocks
Figure 1: Blocks in Bj for j = 0, 1, 2, 3 when d = 2, L = 2, N = 3.
6.1 Nonperturbative coordinate
For each j = 0, 1, . . . , N , the torus ΛN partitions into L
N−j disjoint d-dimensional cubes of side
Lj , as in Figure 1. We call these cubes blocks, or j-blocks. The block that contains the origin is
{x ∈ Λ : 0 ≤ xi < Lj (i = 1, . . . , d)}, and other blocks are translates of this one by vectors in LjZd.
We denote the set of j-blocks by Bj . A union of j-blocks (possibly empty) is called a polymer or
j-polymer, and the set of j-polymers is denoted Pj. The set of blocks that comprise a polymer
X ∈ Pj is denoted Bj(X). The unique N -block is ΛN itself.
A nonempty subsetX ⊂ Λ is said to be connected if for any x, x′ ∈ X there exist x0, x1, . . . , xn ∈
X with |xi+1 − xi|∞ = 1, x0 = x and xn = x′. The set of connected polymers in Pj is denoted Cj .
We write Compj(X) ⊂ Cj for the set of connected components of X ∈ Pj .
A small set is a connected polymer X ∈ Cj consisting of at most 2d blocks (the specific number
2d is important in [37] but its role is not apparent here). Let Sj ⊂ Cj denote the set of small sets.
The small-set neighbourhood of X ⊂ Λ is the enlargement of X defined by X =
⋃
Y ∈Sj :X∩Y 6=∅ Y .
Given F1, F2 : Pj → N (with N defined by (4.16)), the circle product F1 ◦ F2 : Pj → N is
defined by
(F1 ◦ F2)(Y ) =
∑
X∈Pj :X⊂Y
F1(X)F2(Y \X) (Y ∈ Pj). (6.1)
The circle product depends on the scale j, but we do not record this in the notation. The
terms corresponding to X = ∅ and X = Y are included in the summation on the right-hand
side, and we only consider F : Pj → N with F (∅) = 1. The circle product is associative and
commutative, since the product onN has these properties. The identity element is 1∅(X) = 1X=∅,
i.e., (F ◦ 1∅)(Y ) = F (Y ) for all F and Y .
For V ∈ U and X ∈ Pj , we set
Ij(V,X) = e
−V (X) ∏
B∈Bj(X)
(1 +Wj(V,B)), (6.2)
with Wj defined by (4.20). For j = 0, we have W0 = 0 and I0(V,X) = e
−V (X). Let K0 : P0 → N
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be the identity element K0 = 1∅. Then Z0 = I0(V0,Λ) defined in (4.5) is also given by
Z0 = (I0 ◦K0)(Λ). (6.3)
In the recursion Zj 7→ Zj+1 = Ej+1θZj of (4.11), we maintain the form (6.3) over all scales, as
Zj = e
−uj |Λ|(Ij ◦Kj)(Λ), (6.4)
with
Vj =
1
4
gj|ϕ|
4 + 1
2
νj |ϕ|
2, (6.5)
Ij = Ij(Vj), and Kj : Pj → N . The initial condition given by (6.3) has u0 = 0, and the value of
ν0 must be tuned carefully, depending on m
2, in order to maintain (6.4) with control of Kj as j
becomes increasingly larger. The action of Ej+1θ on Zj is then expressed as a map:
(Vj , Kj) 7→ (Uj+1, Kj+1) = (δuj+1, Vj+1, Kj+1). (6.6)
To achieve this, given uj ∈ R and (Vj, Kj) in a suitable domain, it is necessary to produce Uj+1 =
(δuj+1, Vj+1) ∈ U and Kj+1 : Pj+1 → N such that, with Ij+1 = Ij+1(Vj+1) and uj+1 = uj + δuj+1,
Zj+1 = Ej+1θZj = e
−uj |Λ|Ej+1θ(Ij ◦Kj)(Λ) = e−uj+1|Λ|(Ij+1 ◦Kj+1)(Λ). (6.7)
Then Zj retains its form under progressive integration. The construction of the map (6.6) occurs
in Theorem 6.4 below.
The nonperturbative coordinate Kj is an element of the space Kj defined in Definition 6.2
(recalled from [37, Definition 1.7]). There are two versions of the space Kj, one for the torus ΛN
for scales j ≤ N , and one for the infinite volume Zd for all scales j < ∞. We write V to denote
either ΛN or Z
d, and write j ≤ N(V) as shorthand for the above two restrictions on j. Given
a subset X ⊂ V, let N (X) = N (X,V) denote the set of elements of N (functions of ϕ) which
depend on the values of ϕx only for x ∈ X .
Remark 6.1. We use the case V = Zd to tune ν0, in Section 7.2, in a manner independent of the
size of the torus ΛN .
Definition 6.2. For V = ΛN or V = Z
d, and for j ≤ N(V), let Kj = Kj(V) be the complex vector
space of functions K : Pj(V)→ N (V) with the properties:
• Field locality: K(X) ∈ N (X,V) for each X ∈ Cj .
• Symmetry: K is Euclidean covariant, is supersymmetric if n = 0, and is O(n) invariant if
n ≥ 1.
• Component Factorisation: K(X) =
∏
Y ∈Compj(X)K(Y ) for all X ∈ Pj .
Let CK denote the real vector space of functions K : Cj(V)→ N (V) with the above properties.
The symmetries mentioned in Definition 6.2 are discussed in [37, Section 1.6] and [13, Sec-
tion 2.3]. They do not play an explicit role for us now, but they are needed in results applied
from [16, 35–37]. We do not discuss them further here. We have no need for the observables
discussed, e.g., in [37].
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6.2 Norms and regulators
We recall the definitions of several norms from [34,37]. Ultimately, we define a norm on the space
K. Elements of K are collections of maps K(X) defined on field configurations on X, and the
norm is designed to control the dependence of K(X) on the field (in particular, on large fields) as
well as the dependence of K(X) on large polymers X .
6.2.1 Norm on test functions
Let Λ∗ consist of sequences z = ((x1, i1), . . . , (xp, ip)), with xk ∈ Λ, ik ∈ {1, . . . , n}, and p ≥ 0
(the case p = 0 is the empty sequence). The set of sequences of fixed length p is denoted Λ∗p. Fix
pN ≥ 10. A test function is a function g : Λ∗ → R with the property that gz = 0 whenever p > pN .
Given pΦ ≥ 0 (we take pΦ = 4) and a sequence hj > 0, we define
‖g‖Φj(hj) = sup
z∈Λ∗
sup
|a|≤pΦ
h
−p
j L
j|a||∇agz|, (6.8)
where |a| denotes the total number of discrete gradients applied by ∇a.
An important special case arises when we regard the field ϕ ∈ (Rn)Λ as a particular test
function. Then, with ℓj given by (3.20),
‖ϕ‖Φj(ℓj) = ℓ
−1
j sup
x∈Λ
sup
1≤i≤n
sup
|a|≤pΦ
Lj|a||∇aϕix|. (6.9)
A local version of (6.9) is defined, for subsets X ⊂ Λ, by
‖ϕ‖Φj(X,ℓj) = inf{‖ϕ− f‖Φj(ℓj) : f ∈ (R
n)Λ such that fx = 0 ∀x ∈ X}. (6.10)
Also, for X small enough that it makes sense to define a linear function on X (i.e., X should not
“wrap around” the torus), we define
‖ϕ‖Φ˜j(X,ℓj) = inf{‖ϕ− f‖Φj(ℓj) : f ∈ (R
n)Λ such that f |X is a linear function}. (6.11)
We may also regard the covariance Cj as a particular case of a test function. According to
(3.17) and (3.20),
L−(d−α)j
(1 +m2Lαj)2
≤ L−(d−α)(j∧jm)L−(d+α)(j−jm)+ = ℓ−20 ℓ
2
jL
−(α−α′)(j−jm)+ . (6.12)
Recall that α′ < 1
2
α by (3.21). It follows from (3.11) that (with an L-dependent constant cL)
‖Cj‖Φ+j (ℓj) ≤ cLℓ
−2
0 L
−(α−α′)(j−jm)+ , (6.13)
where Φ+ refers to the norm (6.8) with pΦ replaced by pΦ+ d (a larger value could also have been
chosen).
In [36, 37], enhanced decay of the covariance beyond the mass scale is exploited via a factor
χj = Ω
−(j−jm)+ with Ω a fixed constant often taken to equal 2 (this factor is called ϑj in [13,18,86]
to avoid confusion with the susceptibility). In (6.13), beyond the mass scale there is exponential
decay with base L, which is better than base 2 since we take L to be large. We exploit this by
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setting, for a fixed a > 0 (which should not be confused with the multi-index used for spatial
derivatives in (6.8) and elsewhere),
ϑj = L
− 1
2
(α−α′−a)(j−jm)+ . (6.14)
Then, given c ∈ (0, 1], we can choose ℓ0 ≥ (cL/c)1/2 to obtain, for j = 1, . . . , N ,
‖Cj‖Φ+j (ℓj) ≤ cϑ
2
j . (6.15)
In (6.15), we have kept a factor L−a(j−jm)+ in reserve. The bound (6.15) is a version of the
requirement [36, (1.73)].
Remark 6.3. For concreteness, for the case j > jm in (6.14), we fix a > 0 according to α
′+a = 1
2
α,
which is consistent with our restriction α′ ∈ (0, 1
2
α) in (3.21). This concrete choice gives
ϑj = L
− 1
4
α(j−jm)+ . (6.16)
We have not attempted to obtain an optimal exponent beyond the mass scale. Our choice is
pragmatic: it is a choice of ϑj for which we have proved Theorem 6.4.
6.2.2 Norms on N
For z = ((x1, ii), . . . , (xp, ip)) ∈ Λ∗p, we define z! = p!, and, for F ∈ N , we write
Fz(ϕ) =
∂pF (ϕ)
∂ϕi1x1 · · ·∂ϕ
ip
xp
. (6.17)
Given ϕ, we define the pairing of F ∈ N and a test function g by
〈F, g〉ϕ =
∑
z∈Λ∗
1
z!
Fz(ϕ)gz. (6.18)
The Tϕ(h)-seminorm on N , which depends on the scale j, is defined by
‖F‖Tϕ,j(h) = sup
g:‖g‖Φj (h)≤1
|〈F, g〉ϕ|. (6.19)
Let X ⊂ Λ, ϕ ∈ (Rn)Λ, and, for x ∈ Λ, let Bx ∈ Bj be the unique block that contains x. We
define the fluctuation-field regulator
Gj(X,ϕ) =
∏
x∈X
exp
(
L−dj‖ϕ‖2Φj(Bx ,ℓj)
)
, (6.20)
and the large-field regulator
G˜j(X,ϕ) =
∏
x∈X
exp
(
1
2
L−dj‖ϕ‖2
Φ˜j(Bx ,ℓj)
)
. (6.21)
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We use G˜j only for j ≤ jm.
The two regulators serve as weights in regulator norms. For Y ⊂ Λ, let N (Y ) ⊂ N denote
those elements which are functions of ϕx only for x ∈ Y . Fix t ∈ (0, 1] (appears as a power in
(6.23)). The regulator norms are defined, for F ∈ N (X), by
‖F‖Gj(ℓj) = sup
ϕ∈(Rn)Λ
‖F‖Tϕ,j(ℓj)
Gj(X,ϕ)
, (6.22)
‖F‖G˜tj(hj) = sup
ϕ∈(Rn)Λ
‖F‖Tϕ,j(hj)
G˜tj(X,ϕ)
. (6.23)
For the parameter hj in (6.23), we fix a (small) constant k0, recall the definition of s¯ in (5.49), and
set
hj =
1
s¯1/4
k0L
− 1
2
(d−α)j =
1
s¯1/4
k0
ℓ0
ℓj (j ≤ jm). (6.24)
Since s¯ is of order ǫ, hj is much larger than ℓj.
6.2.3 Norm on CK
With ϑj given by (6.16), we set
ǫ¯ = ǫ¯j(h) =
{
s¯ϑj (h = ℓ)
s¯1/4 (h = h, j ≤ jm).
(6.25)
By Definition 6.2, an element K ∈ CK is a collection of elements K(X) ∈ N (X) for polymers
X ∈ C. To control growth in the size of X , we fix r ∈ (0, 1
4
2−d) and set fj(X) = r(|X|j − 2d)+,
where |X|j denotes the number of j-blocks that comprise X ∈ Pj . In particular, fj(X) = 0 if
X ∈ Sj . For Gj = Gj(ℓj) or Gj = G˜tj(hj), for ǫ¯ given by (6.25) with the choice dictated by ℓj vs hj
in Gj , and for K ∈ CK, we define a norm on CK by
‖K‖Fj(Gj) = sup
X∈Cj
(
1
ǫ¯j
)f(X)
‖K(X)‖Gj , (6.26)
and we let Fj(Gj) consist of the elements of finite norm. Let
γj =
{
s¯3/4 (j ≤ jm)
0 (j > jm).
(6.27)
Finally, we define
‖K‖Wj = max
{
‖K‖F(G), γ3j ‖K‖F(G˜)
}
. (6.28)
A difference here, compared to [13, 15, 37], is that the W-norm is simply the F(G)-norm above
the mass scale. This innovation was first implemented in [18]. It is proved in [37, Proposition 1.8]
that the vector space F(G) ∩ F(G˜), with the W-norm, is a Banach space.
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6.3 The renormalisation group map
We define a scale-dependent norm on U ≃ C3, for U = gτ 2 + ντ + u, by
‖U‖U = max{|g|Lǫ(j∧jm), |ν|Lα(j∧jm), |u|Ldj}. (6.29)
The appearance of the minimum j∧jm in two exponents reflects the fact that τ
2 and τ are relevant
below the mass scale, but are irrelevant above the mass scale. The norm on U restricts to a norm
on the subspace V ≃ C2 with u = 0. Given a constant CD > 1 (independent of L), let
Dj = {V ∈ V : ‖V ‖V ≤ CDs¯, |Img| < 110Reg, Reg > C
−1
D s¯L
−ǫ(j∧jm)}. (6.30)
Thus, Dj requires |g| ≤ CDs¯L−ǫ(j∧jm) and |ν| ≤ CDs¯L−α(j∧jm), while keeping g away from zero in
a wedge about the positive real axis.
Given CD > 1, t > 0, δ > 0, L > 1, and (m2, ǫ) ∈ [0, δ)× (0, δ), let
Dj = Dj × BWj (tϑ
3
j s¯
3), (6.31)
where BX(ρ) is the open ball of radius ρ centred at the origin in the Banach space X , s¯ is
determined by ǫ and L in (5.49), and ϑj is determined by m
2 in (6.14). The domain Dj is equipped
with the norm of V ×Wj .
To simplify the notation, we write the renormalisation group (RG) map as (V,K) 7→ (U+, K+),
typically dropping subscripts j and writing + in place of j + 1. The map depends on the mass
parameter m2 via the covariance of the expectation Ej+1 in (6.7), but we leave this dependence
implicit. The RG map
U+ : D→ U , K+ : D→ K+(Λ), (6.32)
is such that (V,K) ∈ Dj determine U+(V,K) = (δu+, V+) and K+ = K+(V,K), with I = I(V )
and I+ = I+(V+), with the property that
E+θ(I ◦K)(Λ) = e
−δu+|Λ|(I+ ◦K+)(Λ). (6.33)
The maps (6.32) are defined in [37]. In addition, in [37, Section 1.8.3] there is a definition of closely
related maps also on the infinite lattice V = Zd rather than on the torus V = ΛN .
Let PT = PTj denote the map of Proposition 5.1. The map U+ is given explicitly in [37, (1.73)]
by U+(V,K) = PT(Vˆ ), where
Vˆ = V −Q(V,K), Q(V,K) =
∑
Y ∈S(Λ):Y⊃B
LocY,B
K(Y )
I(V, Y )
. (6.34)
We use the map R+ : V ×K → U , which is defined in [37, (1.75)] by
R+(V,K) = PT(Vˆ )− PT(V ). (6.35)
Then, by definition,
U+(V,K) = PT(Vˆ ) = PT(V ) +R+(V,K). (6.36)
For small δ > 0, we define the intervals
Ij =
{
[0, δ] j < N
[δL−α(N−1), δ] j = N.
(6.37)
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CRGs¯
3
K+
4CRGs¯
3
Figure 2: The map K+ maps the ball of radius 4CRGs¯
3 to a ball of radius CRGs¯
3.
The following theorem provides estimates for the maps R+, K+. For its statement, we view R+, K+
as maps jointly on (V,K,m2) ∈ D × I+ with D = D(m2). The Lp,q-norm is the operator norm
of a multi-linear operator from Vp ×Wq to U+ or to W+, for R+ or K+ respectively. Note that
the mass continuity statement only concerns scales below the mass scale, in which case ϑj = 1,
the norms on the spaces Uj and Wj are independent of m2, and there is no m2-dependence of the
domain Dj .
Theorem 6.4. Let d = 1, 2, 3 and let V = ΛN or Z
d. Let CD and L be sufficiently large, and let
p, q ∈ N0. Let 0 ≤ j < N(V). There exist CRG, C(p,q) > 0 (depending on L), δ > 0, and κ < 1,
such that, with the domain D defined using t = 4CRG, the maps
R+ : D× I+ → U+, K+ : D× I+ →W+ (6.38)
are analytic in (V,K), and satisfy the estimates
‖DpVD
q
KR+‖Lp,q ≤


C(p,0)ϑ+s¯
3 (p ≥ 0, q = 0)
C(p,q)ϑ
−2
+ (p ≥ 0, q = 1, 2)
0 (p ≥ 0, q ≥ 3),
(6.39)
‖DpVD
q
KK+‖Lp,q ≤


CRGϑ
3
+s¯
3 (p = 0, q = 0)
C(p,0)ϑ
3
+s¯
3−p (p ≥ 0, q = 0)
κ (p = 0, q = 1)
C(p,q)s¯
−p(ϑ+s¯5/2)1−q (p ≥ 0, q ≥ 1).
(6.40)
In addition, R+, K+, and every Fre´chet derivative in (V,K), when applied as a multilinear map
to directions V˙ in Vp and K˙ in Wq, is jointly continuous in all arguments, V,K, V˙ , K˙, as well as
in m2 ∈ [0, L−αj].
The fact that κ < 1 in (6.40) shows that the mapK+ is contractive as a function ofK, consistent
with Figure 2. In fact, κ is bounded by an inverse power of L, with the power depending on whether
the scale is above or below the mass scale; the details are given in Sections 6.4.5–6.4.6. A new
feature in Theorem 6.4 is that the factor χ
3/2
+ present in the results of [37], which decays at an
L-independent rate above the mass scale, has been replaced by ϑ3+ which has better exponential
decay with base L. The utility of such a replacement was pointed out in [18], where it was an
important ingredient in the analysis of the finite-order correlation length. We only use (6.39)–(6.40)
for 0 ≤ p+ q ≤ 2, and do not need higher-order derivatives.
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6.4 Proof of Theorem 6.4
Theorem 6.4 combines [37, Theorems 1.10, 1.11, 1.13] into a single statement (see also [37, (1.61)]).
To prove Theorem 6.4, we apply the main result of [37], which in turn relies on [36]. These two
references focus on the 4-dimensional nearest-neighbour self-avoiding walk, but they are more
general than that. In this section, we discuss the modifications required in our present setting,
which mainly occur above the mass scale. The bounds on R+ in (6.39) have better powers of s¯ and
worse powers of ϑ+ compared to [37, (1.61)]; this is discussed in Section 6.4.7. As a side remark,
for scales above the mass scale it is possible to improve the factor s¯5/2 in the third case of (6.40)
to s¯, now that we take γj = 0 in (6.27) (we then only need the first inequality of [37, (2.20)] and
can take A = rǫ¯(ℓ) there).
We assume familiarity with the methods of [36, 37]. This section can be skipped in a first
reading; it is seldom referred to later in the paper.
6.4.1 Choice of regularity parameters
Choice of pΦ = 4. The parameter pΦ is chosen to satisfy the restriction of [35, Proposition 1.12],
namely it must be greater than or equal to dmin − [ϕ]j , where dmin is the least dimension of a
monomial not in the range of Loc. It can be verified from Table 1, (3.21)–(3.22), and (4.17) that,
for d = 1, 2, 3, and for both j ≤ jm and j > jm, all requirements are met by the choice pΦ = 4.
Choice of Φ˜-norm. We use Φ˜ only for j ≤ jm, so we assume j ≤ jm. The determination that
only linear functions f are required in (6.11) occurs as in [36, Lemma 1.2]. In our present context,
in [36, Lemma 1.2] we have d+ =
d−α
2
+ 1, and hence the minimal monomial dimension d′+ which
exceeds d+ is d
′
+ = [∇
2ϕ] = d+ + 1. Thus, in [36, (1.56)] the power of L on the right-hand side
becomes
L−2d
′
+ = L−d−(4−α), (6.41)
which suffices for the proof since 4− α > 2− α > 0.
Choice of pN ≥ 10. The value of pN in (4.16) remains the same as for d = 4, namely any
pN ≥ 10. This is determined by [37, Lemma 2.4]: the ratio ℓj/hj here is proportional to s¯1/4, and
the one-fourth power plays the same role as the one-fourth power g˜1/4 in [37, Lemma 2.4].
6.4.2 Simplified W-norm above the mass scale
In [36], estimates are given in terms of norm pairs (‖ · ‖j, ‖ · ‖j+1), which are either of the pairs
‖F‖j = ‖F‖Gj(ℓj) and ‖F‖j+1 = ‖F‖T0,j+1(ℓj+1), (6.42)
or
‖F‖j = ‖F‖G˜j(hj) and ‖F‖j+1 = ‖F‖G˜tj+1(hj+1). (6.43)
It was pointed out in [18] that, for the nearest-neighbour model with d = 4, above the mass scale
it is possible to replace the two norm pairs in (6.42) and (6.43) by the single new norm pair
‖F‖j = ‖F‖Gj(ℓj) and ‖F‖j+1 = ‖F‖Gj+1(ℓj+1), (6.44)
with ℓj given by a variant of (3.20).
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That this is true also here is a consequence of the following lemma, which is a slight adaptation
of [18, Lemma 4.3]. As explained in [18], Lemma 6.5 does allow us to dispense with the G˜-norm
beyond the mass scale and thus to set γj = 0 for j > jm in the definition of the W-norm in (6.28).
Lemma 6.5. Let X ⊂ Λ, jm < j < N , and t > 0. If L is sufficiently large (depending on t) then
Gj(X,ϕ)
t ≤ Gj+1(X,ϕ). (6.45)
Proof. Let b ∈ Bj , and let B ∈ Bj+1 with b ⊂ B. By (6.20), it suffices to show that
t‖ϕ‖2Φj(b,ℓj) ≤ L
−d‖ϕ‖2Φj+1(B,ℓj+1). (6.46)
In fact, since ‖ϕ‖Φj(b,ℓj) ≤ ‖ϕ‖Φj(B,ℓj) by definition, it suffices to prove (6.46) with b replaced by
B. According to the definition of the norm in (6.10), to show this it suffices to prove that
t‖ϕ‖2Φj(ℓj) ≤ L
−d‖ϕ‖2Φj+1(ℓj+1), (6.47)
as then we can replace ϕ by ϕ− f in (6.47) and take the infimum.
By definition,
‖ϕ‖Φj(ℓj) ≤ ℓ
−1
j ℓj+1 sup
x∈Λ
sup
1≤i≤n
sup
|a|≤pΦ
ℓ−1j+1L
(j+1)|a||∇aϕix|, (6.48)
with the inequality due to replacement of Lj|a| on the left-hand side by L(j+1)|a| on the right-hand
side. Since ℓ−1j ℓj+1 = L
−[ϕ]j = L−
1
2
(d+α′) by (3.22),
‖ϕ‖Φj(ℓj) ≤ L
− 1
2
(d+α′)‖ϕ‖Φj+1(ℓj+1), (6.49)
and hence
t‖ϕ‖2Φj(ℓj) ≤ tL
−α′L−d‖ϕ‖2Φj+1(ℓj+1). (6.50)
Since α′ > 0 by (3.21), (6.47) follows once L is large enough that tL−α
′
≤ 1.
6.4.3 Small parameter ǫV
A scale-dependent small parameter ǫV controls the size of V ∈ V for stability estimates. It is
defined and discussed in detail in [36, Section 1.3.3], where it is given by
ǫV = ǫV (hj) = L
dj
(
‖gτ 2x‖T0(hj) + ‖ντx‖T0(hj)
)
. (6.51)
We use two separate choices for hj, namely hj = ℓj = ℓ0L
− 1
2
(d−α)jL−αˆ(j−jm)+ from (3.20), and for
j ≤ jm also hj = hj = s¯−1/4k0L−
1
2
(d−α)j from (6.24). Each of the choices defines a value for ǫV .
Computation gives
ǫV ≍ |g|L
djh4j + |ν|L
djh2j . (6.52)
The evaluation of the right-hand side is given next, below and above the mass scale. Stability
domains for V and Vpt are then as discussed in [36, Section 1.3.4]. In particular, [36, Proposition 1.5]
applies in our present context.
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Below the mass scale. Let V ∈ Dj. For j ≤ jm, (6.52) gives
ǫV (hj) ≤
{
O(s¯) (h = ℓ)
O(k0) (h = h).
(6.53)
The powers of L in (6.29) are exactly those that cancel the exponential growth due the relevant
monomials τ, τ 2. The small parameter ǫgτ2 = L
dj‖gτ 2x‖T0(hj) of [36, (1.81)] obeys the important
stability bound ǫgτ2(h) ≍ k
4
0, as in [36, (1.90)].
Above the mass scale. Let V ∈ Dj. For j > jm, we only use the case hj = ℓj . In this case,
according to (3.20), ℓj = ℓ0L
− 1
2
(d−α)jmL−
1
2
(d+α′)(j−jm), and computation gives
ǫV (ℓj) ≤ O(s¯)(L
−(d+2α′)(j−jm)+ + L−α
′(j−jm)+) = O(s¯L−α
′(j−jm)+). (6.54)
6.4.4 Small parameter ǫ¯
Let V ∈ Dj, b ∈ Bj , Upt = PTj(V ) = gptτ 2 + νptτ + δupt, and
δV = θV − Upt = (θV − V ) + (V − Upt). (6.55)
An essential feature of ǫ¯ is that ‖δV (b)‖T0(h⊔ℓˆ) (norm at each scale j and j+1) should be bounded
by an L-dependent multiple of ǫ¯; see [36, Sections 3.3, 1.3.5]. Here, ℓˆ is defined by
ℓˆj = ℓˆ0ℓ0L
− 1
2
(d−α)jL−α(j−jm)+ = ℓˆ0ℓjL−
1
2
(α−α′)(j−jm)+ , (6.56)
where ℓˆ0 is a constant chosen as indicated below [36, (3.17)]. The utility of ℓˆj is that ℓˆ
2
j gives a
faithful measure of the decay of Cj+1;x,y in (6.13). By (3.21), α−α′ > 12α > 0, so ℓˆj is exponentially
smaller than ℓj, above the mass scale.
We argue next that the value ǫ¯ given in (6.25) (with ϑj = L
− 1
4
α(j−jm)+ as in (6.16)) does provide
the required bound on ‖δV (b)‖T0(h⊔ℓˆ).
Below the mass scale. Consider first the case j ≤ jm, for which ℓˆj is a constant multiple of ℓj.
It is straightforward to estimate V − Upt using Proposition 5.1 and Lemma 5.2, and, with minor
bookkeeping changes, the result of [36, Lemma 3.4] applies with ǫ¯ given by the two options in
(6.25) for j ≤ jm. We illustrate this with some sample terms.
A linear term (in the coupling constants) that arises in V − Upt is gη′τ , and
‖gη′τ(b)‖T0(h) ≤ c×
{
s¯L−ǫjL−j(d−α)LjdL−(d−α)j = s¯ (h = ℓ)
s¯L−ǫjL−(d−α)jLjds¯−1/2L−j(d−α) = s¯1/2 (h = h).
(6.57)
Another term in V −Upt is δupt. Its norm on a block b (for either choice of h), is simply Ldj |δupt|. In
view of (5.9) and (5.17), Ldj |δupt| is bounded above by O(s¯). It can be checked that the right-hand
side of (6.57) is an upper bound on ‖V (b)− Upt(b)‖T0(h).
A typical term in θV − V is g(ζ · ϕ)|ϕ|2, whose norm on b is
‖g(ζ · ϕ)|ϕ|2(b)‖T0(h⊔ℓˆ) ≤ c|g|ℓˆjh
3
jL
dj = c
(
ℓˆj
hj
)
|g|h4jL
dj ≤
{
O(s¯) (h = ℓ)
O(ℓˆj/hj) (h = h),
(6.58)
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and since ℓˆj/hj = ℓj/hj ≤ O(s¯1/4), this gives
‖g(ζ · ϕ)|ϕ|2(b)‖T0(h⊔ℓˆ) ≤
{
O(s¯) (h = ℓ)
O(s¯1/4) (h = h).
(6.59)
Above the mass scale. For j > jm, we only use h = ℓ, which now has improved decay. Also, Loc
no longer extracts τ 2, so gpt = g as in (5.7). We indicate now that ǫ¯ provides an upper bound on
the norm of δV (b), by verifying that the s¯ bound obtained below the mass scale can be improved
to ǫ¯. In fact, ǫ¯ is a crude upper bound, but it is sufficient for our needs. We again look only at
typical terms, as we did below the mass scale.
The bound on the left-hand side of (6.57) now becomes
s¯L−ǫjmL−(d−α)jmL−(d+α)(j−jm)LdjmLd(j−jm)L−(d−α)jmL−(d+α
′)(j−jm)
= s¯L−(d+α+α
′)(j−jm), (6.60)
which is (much) better than ǫ¯. The bound on the left-hand side of (6.58) now becomes
ℓˆjℓ
−1
j s¯L
−ǫjmℓ4jL
dj = O(s¯)L−
1
2
(α−α′)(j−jm)L−2(d+2α
′)(j−jm), (6.61)
which is again better than ǫ¯. It is straightforward to verify the remaining estimates. For a final
example, the contribution to Ldjδupt (which occurs in V − Upt) due to Ldjκ′gνgν is at most (recall
(5.11) and (5.17))
LdjL(α+ǫ)jmLα(j−jm)MjL−dj s¯L−ǫjm s¯L−αjm ≤ s¯2L−α(j−jm). (6.62)
It is apparent from the above estimates that a smaller choice of ǫ¯ could be obtained as an
upper bound on the norm of δV (b) above the mass scale. We have made a choice of ǫ¯ that remains
consistent with the requirements of the crucial contraction, discussed next.
6.4.5 Crucial contraction below the mass scale
The crucial contraction refers to the application of [37, Proposition 5.5] in [37, Lemma 5.6]. It
produces the bound κ < 1 on DKK+ in (6.40), which is essential to prevent the effect of K from
being magnified in K+. Below the mass scale, the crucial contraction works the same way for both
h = h and h = ℓ, since each scales the same way with L, namely hj+1/hj = L
− 1
2
(d−α). Thus, the
gain is the same under change of scale, for both norms, namely κ = O(Ldγ) with γ equal to the
reciprocal of L raised to a power equal to the dimension of the least irrelevant of the symmetric
irrelevant monomials. Suppose that j ≤ jm, and recall Table 1. We write τ =
1
2
|ϕ|2 as in (4.1).
The irrelevant monomials of smallest dimensions are:
[τ 3] = (d− ǫ) + (d− α), [∇2τ ] = 2 + (d− α). (6.63)
For d = 1 and d = 2, [τ 3] is smaller, whereas [∇2τ ] is smaller for d = 3. Therefore, γ of [37, (5.32)]
is modified to become
γ =
{
L−[τ
3] (d = 1, 2)
L−[∇
2τ ] (d = 3),
Ldγ =


L−
1
2
+ 3ǫ
2 (d = 1)
L−1+
3ǫ
2 (d = 2)
L−
1
2
+ ǫ
2 (d = 3).
(6.64)
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The factor Ld multiplying γ is the entropic factor arising in the transition from [37, (5.38)] to [37,
(5.39)]. Below the mass scale, we can take κ = O(Ldγ) to be given by the above formulas. Since
ǫ is as small as desired, κ is of the order of an inverse power of L, for scales j ≤ jm.
6.4.6 Crucial contraction above the mass scale
Suppose j > jm. As discussed in Section 6.2, above the mass scale we use only h = ℓ and not
h = h. The estimates we obtain here are not canonical ones, but they are sufficient. A new feature,
compared to [37], is that ǫ¯ now decays exponentially with base L. In fact, according to (6.25) and
(6.16),
ǫ¯ = s¯L−
1
4
α(j−jm). (6.65)
We must verify that [37] does provide this exponential decay beyond the mass scale. This requires
a certain consistency between the perturbative contribution to K+ and the crucial contraction,
and we verify this consistency here.
Perturbative contribution to K. The perturbative contribution to K+ is the value K+(V, 0) arising
from K = 0. For d = 4, this is estimated in [37, (2.10)], as ‖K+(V, 0)‖F+ ≤ O(ǫ¯
3
+) (with the
value of ǫ¯+ suitable for d = 4). With our current definition of the W norm in (6.28), this estimate
translates as ‖K+(V, 0)‖W+ ≤ O(ǫ¯
3
+). This estimate relies on the fact that ǫ¯ provides a bound
on the norm of δV . We have verified this fact above, with ǫ¯ given by (6.65), and can therefore
conclude that in our present context ‖K+(V, 0)‖W+ is bounded above by an L-dependent multiple
of
ǫ¯3+ = s¯
3L−
3
4
α(j+1−jm). (6.66)
Crucial contraction above the mass scale. According to Table 1, all monomials except 1 are
irrelevant, and
[∇2τ ] = (d+ α′) + 2, [τ 2] = (d+ α′) + (d+ α′). (6.67)
We have kept τ in the range of Loc, despite its irrelevance above the mass scale. Consequently, it
is the least irrelevant monomial beyond τ that determines the estimate for the crucial contraction.
For d = 2, 3, we have [τ 2] > [∇2τ ], so ∇2τ is the least irrelevant monomial after τ . For d = 1,
instead τ 2 is the least irrelevant. Thus (6.64) now becomes
γ =
{
L−[τ
2] (d = 1)
L−[∇
2τ ] (d = 2, 3),
Ldγ =
{
L−(1+2α
′) (d = 1)
L−(2+α
′) (d = 2, 3).
(6.68)
Thus we can take
κ = O(Ldγ) =
{
L−(1+2α
′) (d = 1)
L−(2+α
′) (d = 2, 3).
(6.69)
For future reference, we observe that since α = 1
2
(d+ ǫ),
κL
3
4
α =


O(L−(
5
8
+2α′− 3
8
ǫ)) (d = 1)
O(L−(
5
4
+α′− 3
8
ǫ)) (d = 2)
O(L−(
7
8
+α′− 3
8
ǫ)) (d = 3),
(6.70)
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and the right-hand side is as small as desired (by taking L large).
Consistency of the above two effects. The perturbative and contractive effects come together in
the estimate [37, (2.30)], whose first inequality becomes, in our present setting,
‖K+‖W+ ≤ cϑ
3
+s¯
3 +O(κ)‖K‖W . (6.71)
For ‖K‖W ≤ 4CRGǫ¯3 (consistent with (6.31)), this gives
‖K+‖W+ ≤ cϑ
3
+s¯
3 +O(κ)ϑ3s¯3 = (c+O(κL
3
4
α))ϑ3+s¯
3. (6.72)
By (6.70), the term O(κL
3
4
α) is as small as desired, and we obtain the required estimate ‖K+‖W+ ≤
2cϑ3+s¯
3. (A minor detail is that ǫ¯+ in [37, (2.24)] should be replaced here by ǫ¯; the improvement
to ǫ¯+ in the proof of [37, Theorem 2.2(i)], explained in [37, Section 7], is not actually used in [37,
(2.24)]. The improvement was inconsequential in [37] but here would cost a factor L
1
4
α.)
6.4.7 Bound on R+
We now discuss the proof of the bound on R+ stated in (6.39). The estimate (6.39) is an estimate
for R+ as a map into a space of polynomials measured with the U norm. Estimates on R+ are
more naturally carried out when R+(B) (for a block B ∈ B+) is measured with the T0 norm. We
claim that, under the hypotheses of Theorem 6.4, and with R+(B) as a map into a space with
norm T0,
‖DpVD
q
KR+(B)‖→T0 ≤


C(p,0)ϑ
3
+s¯
3 (p ≥ 0, q = 0)
C(p,q) (p ≥ 0, q = 1, 2)
0 (p ≥ 0, q ≥ 3).
(6.73)
Worse estimates than (6.73) are proved in [37] using Cauchy estimates. The improved estimates
are obtained using explicit computation of the derivatives (in fact, Cauchy estimates could also be
used with a larger domain of analyticity to give the improvement in [37, (1.61)]).
The difference between (6.39) and (6.73) occurs only above the mass scale. To conclude (6.39)
from (6.73), it suffices to show that
‖R+‖U ≤ O(Lα
′(j−jm)+)‖R+(B)‖T0, (6.74)
since Lα
′(j−jm) ≤ ϑ−2 because α′ < 1
2
α. (Below the mass scale, the U and T0 norms are comparable
on polynomials of the form gτ 2 + ντ + u.) It is the growth factor on the right-hand side of (6.74)
that creates the need for the L-dependent factor ϑ in our estimates for R+ and K+ above the mass
scale. The following lemma proves (6.74) and more.
Lemma 6.6. Let F1 = ντ + u and F2 = gτ
2 + ντ . There are constants c > 0 (independent of L)
and cL (depending on L) such that, for B a block at the scale of the norms,
‖F1‖U ≤ cLLα
′(j−jm)+‖F1(B)‖T0 , ‖F2(B)‖T0 ≤ cL
−α′(j−jm)+‖F2‖U . (6.75)
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Proof. The T0 norm of Fi is equivalent to the sum of the norms of the monomials in Fi. Also,
using the definition of ℓj in (3.20), we have (with L-dependent constants)
‖τ(B)‖T0 ≍ L
djℓ2j ≍ L
α(j∧jm)L−α
′(j−jm)+ , (6.76)
‖τ 2(B)‖T0 ≍ L
djℓ4j ≍ L
ǫ(j∧jm)L−(2α+2α
′−ǫ)(j−jm)+ . (6.77)
Therefore,
‖F1‖U
‖F1(B)‖T0
≤
|ν|Lα(j∧jm) + |u|Ldj
|ν|‖τ(B)‖T0 + |u|L
dj
≤ O(Lα
′(j−jm)+ + 1) = O(Lα
′(j−jm)+). (6.78)
The proof for F2 is similar, with the τ term dominating the τ
2 term. The constant is independent
of L in the bound on F2 because the L-dependence of the T0 norms arises as a power of ℓ0 (which
is large depending on L), and this goes in the helpful direction in the bound on F2.
For the proof of (6.73), we first recall from (6.35) that, by definition,
R+(V,K) = PT(V −Q)− PT(V ), (6.79)
with Q = Q(V,K) given by (6.34) and the map PT given by (4.21). The map PT is quadratic,
and Q is linear in K, so R+ is quadratic in K and hence three or more K-derivatives must vanish.
This proves the third case of (6.73).
For the substantial cases of (6.73), we must look into the definition of R+ more carefully. For
this, it is useful to extend the definitions of W in (4.20) and P in (4.22) by defining
Wj(Vx, V˜y) =
1
2
∑
x∈X
(1− Locx)Fwj(Vx, V˜y), (6.80)
Pj(Vx, V˜y) = Locx
(
ECj+1θWj(Vx, V˜y) +
1
2
FCj+1(ECj+1θVx,ECj+1θV˜y)
)
. (6.81)
Changes are needed in estimates onW and P above the mass scale, compared to [36]: (1) now τ and
τ 2 are irrelevant monomials, and thus V no longer satisfies a hypothesis needed to apply [36, Propo-
sition 4.10] to bound W , and (2) in the ǫ¯2 bound required for F,W, P as in [36, Proposition 4.1],
we now need ǫ¯ to include a factor L−
1
4
α(j−jm). The following lemma gives more than is needed,
and implies the required ǫ¯2 bounds.
Lemma 6.7. There exists c > 0 such that, for jm < j ≤ N , Bj ∈ Bj, large L, and V, V˜ ∈ U ,∑
x∈Bj
∑
y∈Λ
‖F (Vx, V˜y)‖T0(ℓj) ≤ cL
−(α+α′)(j−jm)+‖V ‖Uj‖V˜ ‖Uj , (6.82)
∑
x∈Bj
∑
y∈Λ
‖Wj(Vx, V˜y)‖T0(ℓj) ≤ c(c/L)
(α+α′)(j−jm)+‖V ‖Uj‖V˜ ‖Uj , (6.83)
∑
x∈Bj
∑
y∈Λ
‖P (Vx, V˜y)‖T0(ℓj) ≤ c(c/L)
(α+α′)(j−jm)+‖V ‖Uj‖V˜ ‖Uj . (6.84)
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Proof. We may assume without loss of generality that V and V˜ have no constant term, since such
terms make no contribution to F,W, P .
By [36, Lemma 4.7],∑
x∈Bj
∑
y∈Λ
‖FCj (Vx, V˜y)‖T0 ≤ O(L
2dj)‖Cj‖Φj‖Vx‖T0,j‖V˜y‖T0,j . (6.85)
By (6.13) and our choice of ℓ0 above (6.15), ‖Cj‖Φj ≤ L
−(α−α′)(j−jm). By Lemma 6.6, ‖Vx‖T0 ≤
L−djL−α
′(j−jm)+‖V ‖U , and the desired bound on F follows.
For the bound on W , [36, Proposition 4.10] applies below the mass scale, so we only consider
scales j > jm. In this case, the U norm is scale independent, and we adapt the proof of [36,
Proposition 4.10], as follows. Let
Aj =
∑
x∈Bj
∑
y∈Λ
‖Wj(Vx, V˜y)‖T0(ℓj). (6.86)
We prove, by induction on j, that Aj ≤ c(c/L)(α+α
′)(j−jm)‖V ‖U‖V˜ ‖U , with c to be determined
during the proof. The base case j = jm holds by [36, Proposition 4.10], which does apply until the
mass scale. We assume that the induction hypothesis holds for j − 1, and prove that it holds also
for j. Recall from [16, Lemma 4.6] that
Wj(Vx, V˜y) = (1− Locx)
(
eLjWj−1(e−LjVx, e−Lj V˜y) +
1
2
FCj (Vx, V˜y)
)
. (6.87)
We first consider the term 1
2
(1 − Locx)FCj (Vx, V˜y). The operator 1 − Locx is bounded as
an operator on T0(ℓj), as in [36, (4.33)], and our estimate on F shows that there exists a > 0
(independent of L) such that
1
2
∑
x∈Bj
∑
y∈Λ
‖(1− Locx)FCj (Vx, V˜y)‖T0(ℓj) ≤ aL
−(α+α′)(j−jm)‖V ‖U‖V˜ ‖U . (6.88)
As an operator from T0(ℓj−1) to T0(ℓj), from a small extension of [36, Proposition 4.8] (to
identify d′) we find that 1 − Locx acts here as a contraction whose operator norm is at most a
multiple of L−d
′
, where d′ is the dimension of the least irrelevant monomial that is not in the
domain of Locx. As in (6.68), d
′ = [τ 2] = 2+2α′ for d = 1, and d′ = [∇2τ ] = d+2+α′ for d = 2, 3.
As in [36, (4.21)], the operator eLj has bounded norm as an operator on T0(ℓj−1). This leads, for
some b > 0 (independent of L), to∑
x∈Bj
∑
y∈Λ
‖(1− Locx)e
LjWj−1(e−LjVx, e−Lj V˜y)‖T0(ℓj)
≤ bL−d
′
∑
x∈Bj
∑
y∈Λ
‖Wj−1(Vx, V˜y)‖T0(ℓj−1)
≤ bL−d
′
LdAj−1 ≤ bL−(d
′−d)c(c/L)(α+α
′)(j−1−jm)‖V ‖U‖V˜ ‖U , (6.89)
where the last inequality uses the induction hypothesis.
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After assembling the above estimates, and assuming that c ≥ 1, we find that
Aj ≤ c‖V ‖U‖V˜ ‖U
(
bL−(d
′−d−α−α′) + ac−1
)
(c/L)(α+α
′)(j−jm). (6.90)
It suffices if the sum in parentheses is at most 1. We have
d′ − d− α− α′ =
{
1 + α′ − α (d = 1)
2− α (d = 2, 3),
(6.91)
which is positive in all cases d = 1, 2, 3. Thus, it is sufficient to choose c ≥ 2a so that ac−1 ≤ 1
2
,
and L large enough that bL−(d
′−d−α−α′) ≤ 1
2
.
Finally, the bound on P follows from the bounds on F,W as in [36, Proposition 4.1].
Proof of (6.73). It is of no concern if constants in estimates here are L-dependent, so the distinc-
tion between ϑ and ϑ+ is unimportant. We use ≺ in this proof to denote bounds with (omitted)
L-dependent constants. Also, to simplify the notation, we omit B in T0 norms such as ‖R+(B)‖T0.
The case q ≥ 3 has been discussed already.
By definition,
R+ = PT(V −Q)− PT(V ) = −EθQ + 2P (V,Q)− P (Q,Q). (6.92)
For the case p = q = 0, we apply Lemma 6.7, use the fact that Eθ is a bounded operator on
polynomials of bounded degree (with respect to the T0 norm) by [36, (4.21)], and then apply
Lemma 6.6. This gives
‖R+(B)‖T0 ≺ ‖Q‖T0 + ‖P (V,Q)‖T0 + ‖P (Q,Q)‖T0
≺ ‖Q‖T0 + (c/L)
(α+α′)(j−jm)+(‖V ‖U + ‖Q‖U)‖Q‖U . (6.93)
The assumption ‖K‖T0 ≺ ϑ
3
j s¯
3 implies that ‖Q‖T0 ≺ ϑ
3
j s¯
3. Also, ‖V ‖U ≺ s¯ by assumption. We
apply Lemma 6.6, as well as
Lα
′(j−jm)+ϑ3+ ≤ L
−( 3
4
α−α′)(j+1−jm)+ ≤ L−
1
4
α(j+1−jm)+ = ϑ+ (6.94)
(since α′ < 1
2
α by (3.21)), to obtain
‖Q‖U ≺ Lα
′(j−jm)+‖Q(B)‖T0(ℓ+) ≺ L
α′(j−jm)+ϑ3j s¯
3 ≺ ϑ+s¯
3. (6.95)
Since α + α′ ≥ 3
4
α, we obtain the desired estimate ‖R+(B)‖T0 ≺ ϑ
3
+s¯
3, and the proof is complete
for the case p = q = 0.
For K derivatives, let Q˙ = DK(Q, K˙). Then
DKR+(K˙) = −EθQ˙ + 2P (V, Q˙)− 2P (Q˙, Q), DKR+(K˙, K¨) = −2P (Q˙, Q¨), (6.96)
and estimates with the T0 norm, like those used previously, give the desired result when p = 0 and
q = 1, 2.
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The proof of the cases with p > 0 are similar, but involve more calculation. We consider in
detail only some representative cases. For DVR+(V˙ ) with ‖V˙ ‖U ≤ 1, one term is 2P (V˙ , Q), which
has T0 norm bounded by
(c/L)(α+α
′)(j−jm)+‖V˙ ‖ULα
′(j−jm)+‖Q‖T0 ≺ (c/L)
(α+α′)(j−jm)+ϑs¯3, (6.97)
which is more than small enough. By (6.34), Q is a sum of terms of the form LocY,B
K(Y )
I(V,Y )
. Another
term arises from differentiation of I in Q in I(V, Y ) = e−V (Y )
∏
B′∈B(Y )(1+W (V,B
′)) (recall (6.2)).
When the exponential is differentiated inside the term EθQ, we are led to estimate
‖Eθ LocY,BK(Y )I(V, Y )
−1V˙ ‖T0 ≺ ‖K(Y )‖T0‖V˙ ‖T0 ≤ ‖K(Y )‖T0‖V˙ ‖U ≤ ‖K(Y )‖T0 ≺ ϑ
3s¯3,
(6.98)
as desired. Differentiation of the W factors produces a smaller result, as does differentiation of Q
in either of the last two terms of (6.92). Higher-order V derivatives, and mixed V,K derivatives,
can be handled similarly.
6.4.8 Mass continuity
The fundamental ingredient in the proof of mass continuity in [37], that requires attention here,
is [37, Proposition B.2]. In our present setting, this ingredient becomes the statement that, for
each j < N(V), the map m2 7→ Cj is a continuous map from [0, L−αj ] to the unit ball B1(Φj(ℓj)).
Note that, for the interval m2 ∈ [0, L−αj ], ℓj is independent of m2 and the space Φj(ℓj) is therefore
also independent of m2. By (6.15), Cj does map into B1(Φj). The continuity is a consequence
of the formula (10.7) for Cj;x,y(m
2), the upper bound cL−(d−2+|a|)(j−1) on |∇aCj;x,y| (uniform in
m2, x, y) given in (10.2), and the dominated convergence theorem to take an m2 limit under the
integral in (10.7) to see that limm˜2→m2 ‖Cj(m˜2)− Cj(m2)‖Φj = 0.
7 Global renormalisation group flow
Theorem 6.4 controls one step of the renormalisation group map, and the map can be iterated
over multiple scales j as long as (Vj, Kj) remains in the domain Dj . However, the fact that
Vj = gjτ
2+νjτ consists of a sum of two relevant monomials indicates that, without precise tuning,
the domain will soon be exited. In this section, we construct a global renormalisation group flow
for all scales j = 0, 1, . . . , N , by tuning the initial value ν0 = ν0(m
2) to a critical value. The main
effort lies in constructing a flow that exists for scales up to the mass scale jm; this construction is
done in Section 7.2. Beyond the mass scale, the renormalisation group map simplifies dramatically:
the map PTj is close to the identity map due to the exponential decay given by the factorMj (recall
(5.16)) in the bound on the coefficients appearing in Proposition 5.1, and similar exponential decay
occurs in the estimates for Kj due to the appearance of ϑj+1 in Theorem 6.4. The flow beyond
the mass scale is discussed in Section 7.3.
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7.1 Flow equations
Let R+ of (6.35) be given by R+ = rgτ
2 + rντ + ru. By (6.36) and (5.7)–(5.8), the flow equations
for g, ν are, for j < jm,
g+ = g − β
′g2 − 4gδ[νw(1)] + rg,j, (7.1)
ν+ = ν + η
′(g + 4gνw(1))− ξ′g2 − γ¯β ′νg − δ[ν2w(1)] + rν,j . (7.2)
Also, the map K+ advances K from scale j to scale j + 1. Since τ
2 is not in the range of Loc for
scales above jm, the flow of gj simply stops at jm, with gj = gjm for j ≥ jm. In particular, rg,j = 0
for j ≥ jm.
Theorem 6.4 provides the following estimates for R+ and K+, assuming (V,K) ∈ D:
‖R+‖U+ ≤ C(0,0)ϑ+s¯
3, ‖K+‖W+ ≤ CRGϑ
3
+s¯
3, (7.3)
‖DVR+‖ ≤ C(1,0)ϑ+s¯
2, ‖DKR+‖ ≤ C(0,1)ϑ
−2
+ , (7.4)
‖DVK+‖ ≤ C(1,0)ϑ
3
+s¯
2, ‖DKK+‖ ≤ κ < 1. (7.5)
In particular, the remainders rg and rν obey, for general j including j > jm,
rg,j ≤ L
−ǫ(j∧jm)‖Rj+1‖ ≤ 1j<jmC(0,0)L
−ǫj s¯3, (7.6)
rν,j ≤ L
−α(j∧jm)‖Rj+1‖ ≤ C(0,0)L−α(j∧jm)ϑj+1s¯3. (7.7)
Recall that the variables g, ν are related to s, µ via (5.26) and (5.31)–(5.32). In preparation for
a rewriting of the flow equations, we write yj = s¯− sj as in (5.51), and define
cǫ = 2− L
ǫ ∼ 1− ǫ logL, (7.8)
ρµ,j = −L
α
(
γ¯βjµj(s¯− yj) + πj(s¯− yj)
2
)
. (7.9)
In particular, ρµ,j is second order. We rewrite K+ in terms of the variables µ, y as Kˇ+(µ, y,K) =
K+(g, ν,K), with (g, ν) determined by (µ, y) via the map T
−1 (see Proposition 5.6) and (5.26).
Lemma 7.1. For j < jm, the flow equations written in terms of µ and y are:
µj+1 = L
αµj + ρµ,j + rµ,j , (7.10)
yj+1 = cǫyj + aL
ǫy2j + (β
:
j − a)L
ǫ(s¯− yj)
2 + ry,j, (7.11)
Kj+1 = Kˇj+1(µj, yj, Kj). (7.12)
Suppose that (gj, νj, Kj) ∈ Dj. Then for r∗ = rµ, rs, and for derivatives D = Dµ, Ds,
|r∗,j| ≤ O(s¯3), |Dr∗,j| ≤ O(s¯2), ‖DKr∗,j‖ ≤ O(1), ‖DKˇj+1‖ ≤ O(s¯2). (7.13)
Proof. This follows from Proposition 5.6, (5.52)–(5.53), (6.36), and the bounds (7.3)–(7.5).
The role of the mass scale is especially prominent in the y flow (7.11), where the important
coefficient cǫ ∼ 1 − ǫ logL < 1 appears. This coefficient cǫ is responsible for contraction of the
sequence yj. Apart from transient effects, below the mass scale β
:
j−a is small, but above the mass
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scale it is essentially −a, and the third term on the right-hand side of (7.11) begins to play an
important role. In particular, with β :j and ry,j set equal to zero, the derivative of the right-hand
side of (7.11) with respect to yj (at yj = 0) becomes cǫ+2L
ǫas¯ ∼ 1+ǫ logL > 1 (using as¯ ∼ ǫ logL
by (5.50)). For this reason, we only use (7.11) for scales j < jm.
In Section 7.2, we construct anm-dependent flow (gj(m
2), νj(m
2), Kj(m
2))j≤jm, which lies in Dj
for each j ≤ jm. In particular, in Corollary 7.5 , we determine a critical initial value µ0 = µ0(m2)
which is responsible for ensuring that the flow remains in Dj. By (5.26) and (5.32) (and since
w0 = 0 by definition), this corresponds to a critical value ν
c
0 given by
νc0(m
2) = µ0(m
2)− gη≥0(m2) = µ0(m2)− g(n+ 2)C00(m2). (7.14)
Our rough point of view is that, below the mass scale, the RG map is only weakly dependent on
m2, in the sense that
(sj(m
2), µj(m
2), Kj(m
2)) ≈ (sj(0), µj(0), Kj(0)) for j ≤ jm, (7.15)
whereas, above the mass scale, the RG map is approximately the identity map, with R+ and K+
negligible, and
(gj(m
2), νj(m
2), Kj(m
2)) ≈ (gjm(m
2), νjm(m
2), 0) ≈ (gjm(0), νjm(0), 0) for j > jm. (7.16)
Also, there is no need for νjm to be tuned to any special value in order to continue its flow beyond
jm. Note that we use different variables in (7.15)–(7.16). This is because the variables (sj, µj) lose
their relevance beyond the mass scale, and (gj, νj) are restored as the natural variables.
Figure 3 gives a schematic depiction of the dynamical system. It shows the unstable Gaussian
and stable non-Gaussian fixed points (of the renormalisation group map), and the stable and
unstable manifolds for the massless theory. The “fixed points” G and NG are not literally fixed
points, due to the non-autonomous nature of the RG map, but we use this terminology nevertheless.
Flows are illustrated with initial masses m21 > m
2
2 > 0, up to the mass scale. For m
2 > 0, there is
some flexibility in the choice of an initial value µ0(m
2) that permits the flow to continue until the
mass scale. We exploit this by choosing µ0(m
2) so that at the mass scale µjm(m
2) is approximately
zero; the precise construction is in Section 7.2. However, for m2 = 0, there is no flexibility: the
initial condition must be precisely tuned in order to iterate the RG map infinitely often, and the
unique value µ0(0) ultimately determines the critical value νc (see (8.94)).
Two distinct notions of “fixed point” occur. One is the fixed point of the RG map, discussed
above. A distinct notion is a fixed point of a map T : X → X for a Banach space X , i.e., a solution
x ∈ X to Tx = x. This second type of fixed point plays an important role in the construction of
µ0(m
2).
7.2 Flow until mass scale
Throughout this section, our focus is on scales j ≤ jm. We permit m
2 = 0, in which case j ≤ jm
means j < j0 =∞. We take L large, then choose ǫ (hence s¯) small depending on L, and often do
this in the following without explicit mention.
The construction of the global flow is via the identification of a fixed point for a map T on
a certain Banach space, which we introduce in this section. We define the space X and map T
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Figure 3: Schematic depiction of the flow until the mass scale, for two masses m21 > m
2
2 > 0. For
m2 = 0, the flow lies on the stable manifold and flows to the non-Gaussian RG fixed point NG.
using the infinite-volume version (V = Zd) of the maps K+, R+. In this way we avoid dependence
on the volume parameter N , for the map T and its fixed point. On the other hand, the fixed
point for the infinite-volume flow immediately produces a flow for the finite torus V = ΛN over all
scales 0 ≤ j ≤ N . This is because the infinite-volume RG map obeys the same estimates as the
finite-volume RG map in Theorem 6.4, so the finite-volume RG map can be iterated over as many
scales as the infinite-volume RG map, from the same initial condition.
7.2.1 The Banach space X
Let W∗j denote the Banach space with norm (6.28) defined for the infinite volume V = Z
d and
for m2 = 0. Let Ej = R and let Fj = R × W∗j , so µj ∈ Ej and (yj, Kj) ∈ Fj . Let X0 = E0,
Xj = Ej × Fj for j > 0. The Banach space of interest is X = ⊕
∞
j=0Xj . An initial condition
specifies (y0, K0) ∈ F0, and F0 is not part of the space X . We only need the case K0 = 1∅, which
we assume in the following. The initial condition y0 is determined by the parameter g appearing
in the statements of Theorems 1.1–1.2, via y0 = s¯− g0 = s¯− g, with s¯ the perturbative fixed point
given in (5.49).
The norm on X is defined in terms of weights w, by
‖(µ, y,K)‖ = max
{
sup
j≥0
w
−1
µ |µj|, sup
j≥1
w
−1
y,j |yj|, sup
j≥1
w
−1
K ‖Kj‖W∗j
}
. (7.17)
The weights are
wµ = σs¯
2, wy,j = ωj s¯, wK = λs¯
3, (7.18)
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where σ, ωj , λ > 0 are chosen as follows. With πj = πj(m
2) given by (5.14), we define σ by
σ = 5Π, Π = sup
m2∈[0,1]
sup
j≥0
|πj| <∞. (7.19)
With the constant CRG of Theorem 6.4, we set
λ = CRG. (7.20)
To define the weight ωj , let JL and bL be given by Lemma 5.5. Let ζ = 1−64bLs¯ < 1, ω =
1
32
, and
ωj = ωζ
(JL−j)+ . (7.21)
By definition, ωj = ω when j ≥ JL, and, for all j,
ω0 = ωζ
JL ≤ ωj ≤ ω. (7.22)
Since ǫ can be chosen small depending on L, we have ζJL = 1 − O(ǫ), so ωj remains within order
ǫ of ω for all j. It is via this choice of weight that we deal with transient lattice effects near scale
0; this avoids an analysis as in [79, Theorem 6.3].
We write B1 = B1(X) for the closed unit ball in X . The assumption that x = (µ, y,K) ∈ B1
implies in particular that |µj| ≤ σs¯2, that |sj| = |s¯ − yj| ≤ (1 + ω)s¯ =
33
32
s¯, and that ‖Kj‖ ≤
CRGs¯
3 ≤ 4CRGs¯3. Therefore,
x = (µ, y,K) ∈ B1 ⇒ (gj, νj, Kj) ∈ Dj for all j. (7.23)
By definition, the space X , including its norm, does not depend m2. Moreover, for m2 > 0,
the space Wj defined with mass m2 is identical to the space Wj defined with mass zero as long
as j ≤ jm. This follows from the fact that the massive and massless versions of the parameters
ℓj , hj, ǫ¯j , γj are identical below the mass scale defined for m
2 > 0 (the parameters are defined in
(3.20), (6.24), (6.25), (6.27)). Thus, although we have defined X in terms of W∗j with zero mass,
it would be equivalent when m2 > 0 to use Wj defined with m2 instead, as long as j ≤ jm.
7.2.2 The map T
Next, we define a map T : X → X .
We are interested in m2 ∈ [0, δ] with δ small, so we may assume that jm ≥ jδ > 2JL. In
addition to the transient lattice effects handled via the weights (7.21), there are also transient
effects near scale jm when m
2 > 0 (effect of nonzero mass). We define T in such a manner that
avoids dealing with the latter effects, whose treatment is postponed.
Let
Mext = {(m˜
2, m2) ∈ (0,∞)× [0, δ] : jm˜ ≤ jm − (JL + 2)}. (7.24)
We regard Mext as a metric space, with metric induced from R
2. Note that m˜2 = 0 is excluded
from Mext. For m
2 > 0, the point (m˜2, m2) lies in Mext if and only if m˜
2 ∈ [m2−,∞), where m
2
− (a
function of m2) is the least value of u2 for which ju = jm − (JL + 2).
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Fix (m˜2, m2) ∈ Mext or (m˜2, m2) = (0, 0). Given (y0, K0) ∈ F0 with |y0| ≤ ω0s¯ and K0 = 1∅,
we define a map Tˆ : B1 → X , with Tˆ = (Tˆ (µ), Tˆ (y), Tˆ (K)), by setting (Tˆ x)j = 0 if j > jm˜, whereas
for 1 ≤ j ≤ jm˜ we define
(Tˆ (µ)x)j = L
−α(µj+1 − ρµ,j − rµ,j), (7.25)
(Tˆ (y)x)j = cǫyj−1 + aLǫy2j−1 + (β
:
j−1 − a)L
ǫ(s¯− yj−1)2 + ry,j−1, (7.26)
(Tˆ (K)x)j = Kˇj(µj−1, yj−1, Kj−1). (7.27)
On the right-hand side, ρµ,j , β
:
j−1, rµ,j , ry,j−1, Kˇj are defined with mass m
2 (rµ,j, ry,j−1 are deter-
mined by the map R+). By (7.23), the hypotheses of Theorem 6.4 are satisfied and rµ, ry, Kˇ are
well-defined on the right-hand side of (7.25)–(7.27).
Observe that a fixed point of Tˆ , i.e., a solution to Tˆ x = x, defines a flow satisfying (7.10)–(7.12)
up to scale jm˜, with initial condition given by (y0,1∅), and with final condition µjm˜+1 = 0 when
m˜2 > 0. When m˜2 = m2 = 0, no final condition is imposed.
We desire continuity on Mext, but Tˆ jumps as m˜ varies through values where jm˜ jumps. Recall
from (3.16) that jm˜ = ⌈fm˜⌉, and let
δm˜ = jm˜ − fm˜ = ⌈fm˜⌉ − fm˜ ∈ [0, 1), (7.28)
which is a sawtooth function of m˜. We smooth out the jump in Tˆ at scale jm˜ to get continuity in
m˜. This is done by setting Tj = Tˆj for all j 6= jm˜ + 1, and instead of Tˆjm˜+1 = 0, we define
(T (µ)x)jm˜+1 = (1− δm˜)L
−α(µjm˜+2 − ρµ,jm˜+1 − rµ,jm˜+1), (7.29)
(T (y)x)jm˜+1 = (1− δm˜)
(
cǫyjm˜ + aL
ǫy2jm˜ + (β
:
jm˜
− a)Lǫ(s¯− yjm˜)
2 + ry,jm˜
)
, (7.30)
(T (K)x)jm˜+1 = (1− δm˜)Kˇjm˜+1(µjm˜, yjm˜, Kjm˜). (7.31)
For (m˜2, m2) = (0, 0), we have j0 =∞ and Tj = Tˆj for all j, but we do not consider continuity of
T at (m˜2, m2) = (0, 0). The following lemma provides the continuity statement that we need for
the map T .
Lemma 7.2. For each x ∈ B1(X), Tx is a continuous function of (m˜2, m2) ∈Mext into X.
Proof. It suffices to prove the continuity of (Tx)j for each j. The continuity of (Tx)j in m
2 ∈ [0, δ]
is not the difficulty. It follows from the continuity of β :, β, π (the latter two are in ρµ) due to
Lemma 5.2, together with the continuity in m2 provided by Theorem 6.4 for the remainders r∗
and the map K+. (The continuity provided by Theorem 6.4 is for m
2 ≤ [0, L−αj ], so j ≤ jm, and
this is satisfied here since the nonzero Tj have j ≤ jm˜ + 1 < jm.)
Discontinuities in m˜2 can only occur at values m˜∗ where jm˜ makes its jumps, namely values
where δm˜∗ = 0. By definition, δm˜ ↓ 0 as m˜ ↓ m˜∗, whereas δm˜ ↑ 1 as m˜ ↑ m˜∗, and jm˜ increases
its value from jm˜∗ to jm˜∗ + 1 as m˜ decreases through m˜∗. The effect of the factors (1 − δjm˜) in
(7.29)–(7.31) is to continuously acquire the terms that occur discontinuously in Tˆ when m˜ varies
through values where jm˜ jumps. To see this, consider a small neighbourhood N ∋ m˜∗, containing
no other point of discontinuity. Let m˜ ∈ N . If m˜ > m˜∗, then jm˜ = jm˜∗ , and taking the limit as
m˜ ↓ m˜∗ in (7.29)–(7.31) gives
(T (µ)x)jm˜∗+1 = L
−α(µjm˜∗+2 − ρµ,jm˜∗+1 − rµ,jm˜∗+1), (7.32)
(T (y)x)jm˜∗+1 = cǫyjm˜∗ + aL
ǫy2jm˜∗ + (β
:
jm˜∗
− a)Lǫ(s¯− yjm˜∗)
2 + ry,jm˜∗ , (7.33)
(T (K)x)jm˜∗+1 = Kˇjm˜∗+1(µjm˜∗ , yjm˜∗ , Kjm˜∗ ). (7.34)
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For m˜ < m˜∗, we have jm˜∗ + 1 = jm˜, so (Tx)jm˜ is given by (7.25)–(7.27), and its limit as m˜ ↑ m˜∗
agrees with the limit m˜ ↓ m˜∗. In addition, if m˜ < m˜∗ then jm˜ = jm˜∗ + 1, and taking the limit as
m˜ ↑ m˜∗ in (7.29)–(7.31) gives
(T (µ)x)jm˜∗+2 = 0, (7.35)
(T (y)x)jm˜∗+2 = 0, (7.36)
(T (K)x)jm˜∗+2 = 0. (7.37)
This shows the required continuity of (Tx)j as m˜ varies through jm˜∗ .
7.2.3 Contractivity of T
The dynamical system defined by T is hyperbolic, in contrast to the more difficult non-hyperbolic
system for d = 4 analysed in [17]. Our analysis of T is inspired by [32,79], as well as by the stable
manifold theorem of [27, Theorem 2.16]. It bears resemblance to the analysis used for the massless
case in [24, 32, 79], e.g., [32, Section 6], but there are differences. In particular, we consider the
massive case. Also, [24,32] work in the continuum where lattice effects are absent. We do not need
to deal separately with lattice effects at small scales, as was done via an additional application of
the implicit function theorem in [79, Theorem 6.3]. Instead, lattice transients are handled via our
choice of weights ωj.
The following theorem proves that T is a contraction. As usual, we fix L large enough and then
choose ǫ small enough depending on L. Continuity of T in Mext is not needed for Theorem 7.3,
but is used in Corollary 7.5.
Theorem 7.3. Let (m˜2, m2) ∈ Mext, or m˜2 = m2 = 0. For every initial condition (y0,1∅) ∈ F0
with |y0| ≤ ω0s¯, we have T : B1 → B1, and there exists c ∈ (0, 1) (depending on ǫ, L, independent
of (m˜2, m2)) such that ‖DT‖ ≤ c on B1.
Proof. Recall the definitions of the weights in (7.18)–(7.21). Suppose x ∈ B1. Then, for all j,
|µj| ≤ σs¯
2, |yj| ≤ ωj s¯ ≤ ωs¯, ‖Kj‖ ≤ λs¯
3. (7.38)
By (7.23), (gj, νj, Kj) ∈ Dj for all j.
Bound on T . We verify that T : B1 → B1. First, we have (by Theorem 6.4 for T (K))
|(T (µ)x)j | ≤ L
−ασs¯2 +Πs¯2 +O(s¯3) ≤ σs¯2, (7.39)
|(T (K)x)j | ≤ CRGs¯
3 = λs¯3. (7.40)
For the more delicate component, we start with
|(T (y)x)j | ≤ ωj s¯
ωj−1
ωj
(
cǫ + aL
ǫωj−1s¯ + ω−1j−1|β
:
j − a|L
ǫ(1 + ωj−1)2s¯+O(s¯2)
)
. (7.41)
Recall from (5.50) that as¯ ∼ ǫ logL, and that ζ in (7.21) is given by ζ = 1−64bLs¯. By Lemma 5.5,
for scales j ≤ JL we have |β :j − a| ≤ bL, whereas for jL ≤ j ≤ jm − JL we have |β
:
j − a| ≤
a
64
. In
the former case, (7.41) gives
|(T (y)x)j | ≤ ωj s¯ζ
(
1− ǫ logL(1− 1
31
) + 33bL(
17
16
)2)s¯
)
≤ ωj s¯ζ(1 +
3
4
64bLs¯) ≤ ωj s¯. (7.42)
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For larger scales, we have instead that
|(T (y)x)j | ≤ ωj s¯
(
1− ǫ logL(1− 1
31
− 33 1
64
(17
16
)2)
)
≤ ωj s¯. (7.43)
Thus, in either case,
|(T (y)x)j | ≤ ωj s¯, (7.44)
and with (7.39)–(7.40) and (7.44) we conclude that T : B1 → B1.
Bound on DT . To prove that there exists c < 1 such that ‖DT (x)‖ ≤ c for x ∈ B1, it suffices to
prove that ‖DµT (∗)(x)‖ + ‖DyT (∗)(x)‖ + ‖DKT (∗)(x)‖ ≤ c for ∗ = µ, y,K. This is a consequence
of the following estimates. The crucial step is (7.50), which is provided by Theorem 6.4. The
delicate step which requires attention here is (7.53), and its proof is similar to that of (7.44).
Differentiation of T gives (recall λ = CRG and (7.13))
‖DµT
(µ)(x)‖ = sup
j
σs¯2
σs¯2
|Dµ(T
(µ)(x))j| ≤ L
−α +O(s¯) ≤ 1
2
, (7.45)
‖DyT
(µ)(x)‖ = sup
j
ωj−1s¯
σs¯2
|Dy(T
(µ)(x))j |
≤
ωs¯
σs¯2
(4Πs¯+O(s¯2)) = ω
(
4
5
+O(s¯)
)
≤ 1
32
, (7.46)
‖DKT
(µ)(x)‖ ≤
λs¯3
σs¯2
O(1) ≤ O(s¯) ≤ 1
4
, (7.47)
‖DµT
(K)(x)‖ ≤
σs¯2
λs¯3
O(s¯2) ≤ O(s¯) ≤ 1
4
, (7.48)
‖DyT
(K)(x)‖ ≤ sup
j
ωj−1s¯
λs¯3
CRGs¯
2 = ω = 1
32
, (7.49)
‖DKT
(K)(x)‖ ≤
λs¯3
λs¯3
κ = κ ≤ 1
4
, (7.50)
‖DµT
(y)(x)‖ ≤ sup
j
σs¯2
ωj s¯
O(s¯2) ≤ O(s¯3), (7.51)
‖DKT
(y)(x)‖ ≤ sup
j
λs¯3
ωj s¯
O(1) ≤ O(s¯2). (7.52)
Finally, again using as¯ ∼ ǫ logL, we have
‖DyT
(y)(x)‖ = sup
j
ωj−1s¯
ωj s¯
|Dy(T
(y)(x))j |
≤ sup
j
ωj−1
ωj
(
cǫ + 2aL
ǫωj−1s¯+ |β :j−1 − a|L
ǫ2(1 + ωj−1)s¯+O(s¯2)
)
≤ sup
j
ωj−1
ωj
(
1 + ǫ logL(−1 + 1
8
) + |β :j−1 − a|2
17
16
s¯
)
. (7.53)
Suppose first that j ≤ JL, so that |β :j−1 − a| ≤ bL by (5.21). With ζ = 1− 64bLs¯, we see that the
argument of the supremum is bounded above by
ζ
(
1 + 17
8
bLs¯
)
≤ 1− 32bLs¯. (7.54)
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On the other hand, if JL < j < jm − JL, then we have |β :j−1 − a| ≤
a
64
by Lemma 5.3, and hence
(since ωj−1 = ωj by definition) the bound becomes
1 + ǫ logL
(
− 1 + 1
8
+ 1
16
)
≤ 1− 3
4
ǫ logL. (7.55)
Each of (7.54)–(7.55) remains less than 1 after addition of the bounds in (7.51)–(7.52), and the
proof is complete.
Remark 7.4. Restriction on g. By definition, ω0 = ω(1 − O(ǫ)). In particular, ω0 ≥
1
2
ω = 1
64
.
The restriction |y0| ≤ ω0s¯ in Theorem 7.3 is therefore satisfied if g = g0 = s¯− y0 obeys
|g − s¯| ≤ 1
64
s¯. (7.56)
This restriction on g is incorporated into the statements of Theorems 1.1–1.2. It is clear that the
constant 1
64
could be improved.
7.2.4 Flow until mass scale and construction of critical initial value
Let |y0| ≤ ω0s¯, and let (m˜2, m2) ∈ Mext with Mext defined in (7.24), or let (m˜2, m2) = (0, 0).
Together with the contraction mapping principle, Theorem 7.3 implies that T has a unique fixed
point xc ∈ B1, i.e., Txc = xc. This fixed point provides a solution to the flow equations (7.10)–
(7.12) that maintains (gj , νj, Kj) in the RG domain Dj for all scales 0 ≤ j ≤ jm˜. For the case
m˜2 = m2 = 0, this is a flow on all scales. In either case, we write the µ-component of the initial
value xc0 as
µ0(m˜
2, m2) = (xc0)
(µ)(m˜2, m2). (7.57)
For m2 > 0, the minimal value for m˜2 in Mext is such that jm˜ = jm − (JL + 2), so in this case
the flow does not quite reach jm, but fails to do so by only a bounded (L-dependent) number of
scales. As in the discussion below (7.24), we write this minimal value of m˜2 as m2− = m
2
−(m
2).
Then we define the critical initial value
µ0(m
2) = µ0(m
2
−, m
2) (m2 > 0), (7.58)
i.e., µ0(m
2) is the µ-component of xc0 for T defined with (m˜
2, m2) = (m2−, m
2) ∈ Mext. For
m˜2 = m2 = 0, which is also permitted in Theorem 7.3, we denote the critical initial value by
µ0(0) = µ0(0, 0). The following corollary to Theorem 7.3 gives continuity of µ0(m
2) in m2 ∈ (0, δ].
Corollary 7.5. The function µ0(m˜
2, m2) is continuous in (m˜2, m2) ∈Mext. In particular, µ0(m2)
is continuous in m2 ∈ (0, δ].
Proof. By Lemma 7.2, Tx is jointly continuous in (m˜2, m2) ∈ Mext, for each x ∈ B1, and T is
uniformly contractive. By the version of the contraction mapping principle given in [72, Corollary 4,
p.230], the fixed point of T is continuous in (m˜2, m2) ∈ Mext. In particular, so is µ0(m˜2, m2), and
therefore µ0(m
2) is continuous in m2 ∈ (0, δ].
The next corollary makes the important extension of Corollary 7.5 to include right-continuity
at m2 = 0.
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Corollary 7.6. The limit limm2↓0 µ0(m2) exists and equals µ0(0) (the critical initial value for the
case m˜2 = m2 = 0).
Proof. Fix y0 with |y0| ≤ ω0s¯, fix a sequence m′ ↓ 0, and let x′0 = (µ0(m
′), y0,1∅) ∈ E × F0.
Since µ0(m
′) remains in a bounded subset of R, it has a limit point µ∗0. It suffices to show that
µ∗0 = µ0(0), for any sequence m
′.
Let x∗0 = (µ
∗
0, y0,1∅). We use x
∗
0 as the initial condition for the flow equations (7.10)–(7.12),
and we solve those flow equations inductively, to produce x∗j , for as long as this remains in the
closed unit ball B1(Xj) (with norm on Xj given by (7.17) with the suprema over j omitted). On
the other hand, with initial condition x′0 the fixed point solves the equations for j ≤ jm′− , with
x′j ∈ B1(Xj). Given any fixed j, eventually j < jm′− as m
′ ↓ 0. By the continuity of the RG map
(6.32) at m2 = 0 (recall Theorem 6.4), we know that x′j converges to x
∗
j , which must remain in
the closed ball B1(Xj). This produces a sequence x
∗
j for all j < ∞, which is a solution of the
zero-mass flow equations for all j, and hence a fixed point of the zero-mass T . This fixed point is
unique, and x∗0 = (µ0(0), y0,1∅). Therefore, µ
∗
0 = µ0(0), and the proof is complete.
Remark 7.7. The RG fixed point NG in Figure 3 will correspond to the limits
s∞ = s∞(0) = lim
j→∞
sj(0), µ∞ = µ∞(0) = lim
j→∞
µj(0) (7.59)
for the massless flow. We do not prove existence of these limits, and we do not need or use it, but
it would be of interest to explore this further.
The space X is defined in terms of the massless infinite-volume RG map, and in particular
involves the normW∗. However, since we only consider scales below the mass scale, for m2 > 0 the
bounds for all massless norms are identical to those for the massive case. Also, since Theorem 6.4
provides the same estimates for either the finite- or infinite-volume RG maps, the infinite-volume
flow also gives rise to a finite-volume flow by iterating the finite-volume RG map from the initial
condition given by the fixed point of T . Thus there is no distinction between existence of finite-
or infinite-volume flows up to the mass scale.
For m2 > 0, the fixed point of the map T produces a flow xj ∈ B1(Xj) for scales j ≤ jm− =
jm − JL. We wish to extend this to a flow for all scales j <∞. The following lemma does a small
portion of this, by extending to scales j ≤ jm. The full extension is provided by Theorem 7.9.
Lemma 7.8. Let m2 ∈ (0, δ], and let (xj)j≤jm−JL be the RG flow produced by Theorem 7.3.
This flow extends to a flow (µj, yj, Kj)j≤jm for all j ≤ jm, with |µj| ≤ cLs¯
2, |yj| ≤
1
31
s¯, and
‖Kj‖Wj ≤ CRGs¯
3, where cL is an L-dependent constant.
Proof. We solve the flow equations (7.10)–(7.12) forward until scale jm, starting from scale jm−JL.
This can be done as long as (gj, νj, Kj) ∈ Dj . The number of scales to be advanced is JL, which
is independent of m2 and ǫ. At each step, the bound on µj deteriorates by an L-dependent factor.
In fact, by (7.10) and (7.19), if |µj| ≤ ts¯2 then (we may assume t ≥ 1)
|µj+1| ≤ L
α(ts¯2 +Π4s¯2) ≤ Lα(1 + 4Π)ts¯2. (7.60)
For yj, by Lemma 5.5 we have |β :j − a| ≤ bL. From (7.11), we obtain
|yj+1| ≤ |yj|(1 + aL
ǫ|yj|) + 4bLs¯
2. (7.61)
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Thus a bound |yj| ≤ ts¯ yields a bound |yj+1| ≤ (1 + c′Ls¯)ts¯, so the deterioration is 1 + c
′
Ls¯ per
scale. The accumulation of these deteriorations, which multiply over scales, is some constant
cL = (L
α(1 + 4Π))JL for µ and (1 + c′Ls¯)
JL ≤ 1 + c′′Ls¯ for y. These accumulated effects cannot
move (gj , νj) out of Dj, since |yj| remains less than (1 +O(s¯))
1
32
s¯, and µj is an O(s¯
2) adjustment
to the leading term −η≥j s¯ in µˆj (recall (5.34)). Theorem 6.4 then guarantees that (7.10)–(7.12)
can indeed by iterated forward until scale jm, as required.
7.3 Flow beyond mass scale
Theorem 7.3 and Lemma 7.8 produce a flow that exists up to the mass scale. Beyond the mass scale,
there is exponential decay in the flow equations which makes it possible to obtain a solution by
forward iteration without further tuning. This is accomplished in the next theorem. Its hypothesis
that m2 ≥ L−α(N−1) ensures that CN,N obeys a bound L−(N−1)(d−α), by (3.12). To study the flow
past jm, we extend the definition of µˆj, given in (5.26) for j ≤ jm, and define a corresponding
remainder term rµˆ,j, by
µˆj = L
αjmνj, rµˆ,j = L
αjmrν,j, (j ≥ jm). (7.62)
By definition, gˆjm = L
ǫjmgjm. After some algebra, the flow equation for νj given in (7.2) can be
equivalently written, for j ≥ jm, as
µˆj+1 − µˆj = L
−(d−α)(j−jm)ηj gˆjm(1 + 4µˆjw¯
(1)
j )− L
−(α−2ǫ)(j−jm)ξj gˆ2jm − γ¯βj gˆjmµˆj
−
[
µˆ2jL
−αjmC(1)j+1 + 2L
−(d−α)(j−jm)ηjµˆj gˆjmw¯
(1)
j+1 (7.63)
+ (L−(d−α)(j−jm)ηj gˆjm)
2w¯
(1)
j+1
]
+ rµˆ,j.
Theorem 7.9. Let m2 ∈ [L−α(N−1), δ] and g ∈ [63
64
s¯, 65
64
s¯]. With initial condition at j = jm produced
by Lemma 7.8, the flow equations for (gj , νj, Kj) can be solved forward (inductively) to scale N , and
produce a sequence which remains in the domain Dj for each j. For gj, we have simply gj = gjm
for all j ≥ jm and the limit g∞ = limN→∞ gN = gjm ∈ [
15
16
L−ǫjm s¯, 17
16
L−ǫjm s¯] exists. For νj, the limit
ν∞ = limN→∞ νN = O(L−αjm s¯) exists, and is attained uniformly on compact subsets of m2 ∈ (0, δ].
Moreover, (νj)j≤N is independent of the volume in the sense that it is identical up to scale N with
the sequence (νj)j≤N ′ for any N ′ > N .
Proof. We first consider the initial conditions. By Lemma 7.8, |yjm| ≤ ωs¯ =
1
31
s¯, and µjm = O(s¯
2).
Therefore sjm = s¯−yjm ∈ [
30
31
s¯, 32
31
s¯]. By (5.34), gˆjm ∈ [
15
16
s¯, 17
16
s¯] and µˆjm = µjm−η≥jmsjm+O(s
2) =
−η≥jmsjm +O(s
2). By (5.12) and Lemma 5.2, |η≥jm| = O(1) uniformly in L. Therefore,
gˆjm ∈ [
15
16
s¯, 17
16
s¯], |µˆjm| ≤ c0s¯, (7.64)
with L-independent c0.
Let j > jm. Then gj = gjm, since the flow of g is stopped at the mass scale, by definition.
What needs to be verified is that the forward flow keeps νj in the domain Dj, i.e., that |µˆj|
remains bounded by an L-independent multiple of s¯. As long as this happens, the forward flow
of Kj is given by Theorem 6.4 and the remainder due to Rj in the flow of µˆj remains bounded as
58
rµˆ,j ≤ C(0,0)ϑj s¯
3 by (7.7). The flow of µˆj is given by (7.63). An important term is the first term,
L−(d−α)(j−jm)ηj gˆjm, which by (5.10), (5.16) and Lemma 5.2 obeys (with L-independent constant c)
L−(d−α)(j−jm)|ηj|gˆjm ≤ cL
−(d−α)(j−jm)L−2α(j−jm)s¯ = cL−(d+α)(j−jm)s¯. (7.65)
Under the assumption that the flow remains in the domain up to scale j, we see from the above
inequalities, and Lemma 5.2, that there is a z > 0 such that, with ej = O(L
−z(j−jm)),
|µˆj+1 − µˆj| ≤ cL
−(d+α)(j−jm)s¯+ ej s¯2 + C(0,0)ϑj s¯3 ≤ cej s¯, (7.66)
and hence
|νj+1| ≤ |νjm|+
j∑
i=jm
|νi+1 − νi| ≤ (c0 + 2c)L
−αjm s¯. (7.67)
Thus νj remains in the domain, since we may choose CD to be greater than the L-independent
constant c0 + 2c. Also, it follows from (7.66) that νj is a Cauchy sequence and hence its limit
ν∞ exists. For m2 bounded away from 0, the limit is attained uniformly, as claimed. Finally, the
independence of the volume for the sequence νj follows exactly as in [15, Section 8.1].
According to Theorem 7.9, the limiting value gjm of the sequence gj is of order L
−ǫjm s¯ ≍ m2ǫ/αǫ.
By (2.26), this is the same order as the reciprocal of the free bubble diagram Bm2 . For the nearest-
neighbour 4-dimensional model, the relationship with the bubble diagram is made explicitly in [15,
Lemma 8.5].
8 Proof of Theorem 1.1
In this section, we prove Theorem 1.1, The proof relies on the analysis of the global renormalisation
group flow developed in Section 8.1. In Section 8.2, we use the results of Section 8.1 to study the
susceptibility, and in particular to prove a differential inequality that it satisfies. This is used in
Section 8.3 to complete the proof of Theorem 1.1.
Throughout this section, we work with the global flow equations determined by Theorem 7.9.
For scales below the mass scale, we express estimates in terms of the variables (sj, µj) rather than
(gj , νj).
8.1 Analysis of flow equations for g, ν
We write eO(s¯
2j) to mean that, for some positive δ and c, and for all ǫ ∈ (0, δ] and j ≥ 1,
e−cs¯
2j ≤ eO(s¯
2j) ≤ ecs¯
2j . (8.1)
Recall the definitions of γ¯ and βk in (5.4) and (5.10). With s0 = g, and for small m
2 > 0, we
define Pj = Pj(m
2, g) by
Pj =
{∏j−1
k=0(1− γ¯βksk) (j ≤ jm)
Pjm (j > jm).
(8.2)
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Lemma 8.1. For m2 ∈ (0, δ], g ∈ [63
64
s¯, 65
64
s¯], and for j ≤ jm,
Pj = (1 +O(s¯))
(
L−ǫjsj
s0
)γ¯
eO(s¯
2j) = (1 +O(s¯))
(
gj
g0
)γ¯
eO(s¯
2j). (8.3)
Proof. Since j ≤ jm, we have ϑj = 1. The second equality in (8.3) follows from the first, together
with the fact that gj = L
−ǫjsj(1 +O(s¯)) by (5.26) and (5.31).
For the first equality, we recall the definition of β :k in (5.13), and write
1− γ¯βksk = (1− γ¯β
:
ksk)(1 + fk), fk =
γ¯(β :k − βk)sk
1− γ¯β :ksk
. (8.4)
By (5.17), βk and β
:
k are O(1), and by Lemma 7.8, sk = s¯− yk ≍ s¯. By Lemma 5.4, fk is therefore
summable, and hence
∏j−1
k=0(1 + fk) = (1 +O(s¯)). For the factor (1− γ¯β
:
ksk), we use
sk+1 = L
ǫ(1− β :ksk)sk + rs,k, rs,k = O(s¯
3), (8.5)
which is the flow equation for sk (recall (5.35)—this is (7.11) written in terms of s rather than y).
Therefore, by Taylor’s theorem, there exists δk = O(s¯
2) such that
(1− γ¯β :ksk) = (1− β
:
ksk)
γ¯(1 + δk) =
(
sk+1 − rs,k
Lǫsk
)γ¯
(1 + δk)
=
(
sk+1
Lǫsk
)γ¯
(1 +O(s¯2)). (8.6)
It follows that
j−1∏
k=0
(1− γ¯βksk) = (1 +O(s¯))
(
L−ǫjsj
s0
)γ¯ j−1∏
k=0
(1 +O(s¯2))
= (1 +O(s¯))
(
L−ǫjsj
s0
)γ¯
eO(s¯
2j), (8.7)
and the proof is complete.
For a function f = f(m2, g, ν0), we write
f ′ =
∂
∂ν0
f(m2, g, νc0), f
′′ =
∂2
∂ν20
f(m2, g, νc0), (8.8)
with νc0 = ν
c
0(m
2, g) the critical value given by (7.14) (with µ0(m
2) from (7.58)).
Lemma 8.2. For m2 ∈ (0, δ], g ∈ [63
64
s¯, 65
64
s¯], and for j ≤ jm,
µ′j = L
αjPje
O(s¯2j), s′j, ‖K
′
j‖Wj , ‖R
′
j‖Uj = O(µ
′
js¯
2), (8.9)
µ′′j , s
′′
j , ‖K
′′
j ‖Wj , ‖R
′′
j‖Uj = O((µ
′
j)
2s¯). (8.10)
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Proof. For the proof of (8.9), we first recall the flow equations
sj+1 = L
ǫ(1− β :jsj)sj + rs,j, (8.11)
µj+1 = L
α(1− γ¯βjsj)µj − L
απjs
2
j + rµ,j. (8.12)
The equation for s is (8.5), and the equation for µ is (7.10). Differentiation gives
s′j+1 = L
ǫ(1− 2β :jsj)s
′
j + r
′
s,j, (8.13)
µ′j+1 = L
α(1− γ¯βjsj)µ
′
j − L
α(2πjsj + γ¯βjµj)s
′
j + r
′
µ,j . (8.14)
We set Σ−1 = 0, and, for j ≥ 0, define Σj = Σj(m2, g) by
µ′j = L
αjPje
Σj . (8.15)
We make the inductive assumption that there are constants c,M1,M2 > 0 such that
|Σj − Σj−1| ≤ c(M1 +M2)s¯2, |s′j| ≤ M1s¯
2µ′j, ‖K
′
j‖Wj ≤M2s¯
2µ′j. (8.16)
The constants are determined in the proof, with M1 ≫ M2 ≫ 1. Since (s
′
0, µ
′
0, K
′
0) = (0, 1, 0), and
P0 = 1 (empty product), the assumption (8.16) holds for j = 0, with Σ0 = 0.
To advance the induction, we first note that it follows from the change of variables given by
(5.26) and (5.31)–(5.32), together with the definition of the Uj norm in (6.29), that
‖V ′j ‖Uj ≤ O(s
′
j + µ
′
j). (8.17)
Also, by the chain rule, with F = Rj+1 or F = Kj+1,
F ′(Vj, Kj) = DV F (Vj, Kj)V ′j +DKF (Vj, Kj)K
′
j . (8.18)
By the estimates of Theorem 6.4 and by (8.17), this gives
‖DV F (Vj, Kj)V
′
j ‖ ≤ O(s¯
2)(M1s¯
2 + 1)µ′j ≤ O(s¯
2)µ′j, (8.19)
‖DKRj+1(Vj , Kj)K
′
j‖ ≤ O(M2)s¯
2µ′j , (8.20)
‖DKKj+1(Vj , Kj)K
′
j‖ ≤M2s¯
2µ′j, (8.21)
where the norms on the left-hand sides are those for the appropriate U ,W spaces; for simplicity
we use the weaker Kj+1 bounds also for Rj+1. With M2 ≫ 1, this implies
‖R′j+1(Vj, Kj)‖ ≤ O(M2)s¯
2µ′j , ‖K
′
j+1(Vj , Kj)‖ ≤ 2M2s¯
2µ′j . (8.22)
To advance the induction for µ′, we use (8.14), as well as the bounds |sj| ≤ O(s¯) and |µj| ≤
O(s¯2) from Lemma 7.8, to see that
µ′j+1 = L
α(1− γ¯βjsj)µ
′
j +O(M1s¯ +M2)s¯
2µ′j
= Lα(1− γ¯βjsj)µ
′
j(1 +O(M2)s¯
2). (8.23)
This enables us to advance the induction for µ′, namely the first estimate of (8.16). This implies,
in particular, that 2M2s¯
2µ′j ≤ M2s¯
2µ′j+1 (for large L), and combined with the second inequality of
(8.22) this advances the induction for K ′.
61
For s′, we first observe that Pj ≤ 2Pj+1 by (8.2), and that eΣj ≤ 2eΣj+1 since we have advanced
the first bound of (8.16). We choose M1 ≫M2 and see from (8.13) that
|s′j+1| ≤ (L
ǫ(1 +O(s¯))M1 +O(M2))s¯
2µ′j
= (Lǫ(1 +O(s¯))M1 +O(M2))s¯
2LαjPje
Σj
≤ (Lǫ(1 +O(s¯))M1 +O(M2))s¯
2Lα(j+1)L−α2Pj+12eΣj+1
≤M1s¯
2µ′j+1. (8.24)
In the last step we used 4LǫL−α ≤ 1
2
for large L. This advances the induction for s′, and completes
the proof of (8.9).
Next, we prove (8.10). Differentiation of (8.13)–(8.14) gives
s′′j+1 = L
ǫ(1− 2β :jsj)s
′′
j − 2L
ǫβ :j(s
′
j)
2 + r′′s,j, (8.25)
µ′′j+1 = L
α(1− γ¯βjsj)µ
′′
j − L
α(2πjsj + γ¯βjµj)s
′′
j − 2L
αγ¯βjs
′
jµ
′
j − 2L
απj(s
′
j)
2 + r′′µ,j . (8.26)
The proof is again by induction, with the induction hypothesis that there exist N1, N2 > 0 such
that
|µ′′j |, |s
′′
j | ≤ N1(µ
′
j)
2s¯, ‖K ′′j ‖Wj ≤ N2(µ
′
j)
2s¯. (8.27)
The constants are chosen in the proof, with N1 ≫ N2 ≫ 1. For j = 0, (8.27) holds trivially since
the three left-hand sides are 0.
With F equal to either Rj+1 or Kj+1, the chain rule gives
F ′′(Vj, Kj) = DV F (Vj, Kj)V ′′j +DKF (Vj, Kj)K
′′
j +D
2
V F (Vj, Kj)V
′
jV
′
j
+D2KF (Vj, Kj)K
′
jK
′
j + 2DVDKF (Vj, Kj)V
′
jK
′
j (8.28)
(here DVDKF (V,K)AB denotes the second derivative of F with derivative in the variable V taken
in direction A and derivative in K taken in direction B). From an examination of the change of
variables (see (5.26) and (5.31)–(5.32), detailed calculations are made in the proof of Corollary 8.3),
together with (8.9), we obtain
‖V ′′j ‖Uj ≤ O(s
′′
j + µ
′′
j ) +O((s
′
j + µ
′
j)
2) ≤ O(s′′j + µ
′′
j + (µ
′
j)
2). (8.29)
With the norms the appropriate ones involving the U ,W spaces, it follows from (6.39)–(6.40) for
R+, K+, (8.27), and (8.9), that
‖DV F (Vj, Kj)V
′′
j ‖ ≤ O(s¯
2)(µ′j)
2, (8.30)
‖D2V F (Vj, Kj)V
′
jV
′
j ‖ ≤ O(s¯)(µ
′
j)
2, (8.31)
‖DVDKF (Vj, Kj)V
′
jK
′
j‖ ≤ O(s¯
−1)µ′j(µ
′
j s¯
2), (8.32)
‖D2KF (Vj, Kj)K
′
jK
′
j‖ ≤ O(s¯
−5/2)(µ′j s¯
2)2 = O((µ′j)
2s¯3/2), (8.33)
‖DKRj+1(Vj, Kj)K
′′
j ‖ ≤ O(N2)(µ
′
j)
2s¯, (8.34)
‖DKKj+1(Vj, Kj)K
′′
j ‖ ≤ N2(µ
′
j)
2s¯. (8.35)
This implies, for N2 ≫ 1,
‖R′′j+1(Vj , Kj)‖ ≤ O(N2)(µ
′
j)
2s¯, ‖K ′′j+1(Vj , Kj)‖ ≤ 2N2(µ
′
j)
2s¯. (8.36)
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Since µ′j = L
−αµ′j+1(1 +O(s¯)) by (8.15)–(8.16), for large L we have
(µ′j)
2 ≤ 2L−2α(µ′j+1)
2 ≤
1
2Lα
(µ′j+1)
2. (8.37)
The second bound of (8.36) and (8.37) advance the induction for K ′′j (with room to spare due to
Lα in the upper bound (8.37)).
To advance the induction for s¯′′, we use (8.25), and use (8.9) and the induction hypothesis
(8.27) to estimate the first and second derivatives. With (8.22), this leads to
|s′′j+1| ≤ (L
ǫ(1 +O(s¯))N1 +O(N2))(µ
′
j)
2s¯
≤
1
2
(N1 +O(N2))(µ
′
j+1)
2s¯ ≤ N1(µ
′
j+1)
2s¯, (8.38)
by (8.37) for the second inequality, and using N1 ≫ N2 in the last inequality. The argument for µ′′j
is analogous (the factor Lα in (8.26) is bounded using Lα on the right-hand side of (8.37)). This
completes the proof.
Corollary 8.3. For m2 ∈ (0, δ], g ∈ [63
64
s¯, 65
64
s¯], and j ≤ jm,
gˆ′j = O(µˆ
′
js¯), r
′
gˆ,j, r
′
µˆ,j = O(µˆ
′
js¯
2), gˆ′′j , r
′′
gˆ,j, r
′′
µˆ,j = O((µˆ
′
j)
2s¯), (8.39)
µˆ′j = L
αjPje
O(s¯2j)(1 +O(s¯)), µˆ′′j = (µˆ
′
j)
2(−2w¯(1)j +O(s¯)). (8.40)
Proof. We differentiate each of the change of variables formulas (5.31)–(5.32), and obtain
gˆ′ =
1
1 + 4w¯(1)(µˆ+ 2η≥j gˆ)
(s′ − 4gˆµˆ′w¯(1)) = (1 +O(s¯))(s′ +O(s¯)µˆ′), (8.41)
µˆ′ =
1
1 + 2w¯(1)(µˆ+ 2η≥j gˆ)
(µ′ − η≥j gˆ′(1 + 4µˆw¯(1))) = (1 +O(s¯))(µ′ +O(gˆ′)). (8.42)
With the bounds on µ′, s′ from Lemma 8.2, the above equations lead to the desired bounds on
gˆ′, µˆ′. Similarly,
gˆ′′ =
1
1 + 4w¯(1)(µˆ+ 2η≥j gˆ)
(s′′ − 8gˆ′µˆ′w¯(1) − 8η≥j(gˆ′)2w¯(1) − 4gˆµˆ′′w¯(1)), (8.43)
µˆ′′ =
1
1 + 2w¯(1)(µˆ+ 2η≥j gˆ)
(µ′′ − 8η≥j gˆ′µˆ′w¯(1) − 2(µˆ′)2w¯(1) − η≥j gˆ′′(1 + 4µˆw¯(1))). (8.44)
With the bounds on µ′′, s′′ from Lemma 8.2, this leads to the desired bounds on gˆ′, gˆ′′, µˆ′, µˆ′′.
Finally, the bounds on the derivatives of the remainders rgˆ, rµˆ follow from the bounds on the
derivatives of R+ in Lemma 8.2.
The next lemma extends the estimates of Corollary 8.3 beyond the mass scale. This is straight-
forward, due to the exponential decay of coefficients in the flow equations beyond the mass scale.
The lemma does not make a statement about gj, because gj = gjm and rg,j = 0 for all j > jm.
According to (7.62), µˆj = L
αjmνj for j ≥ jm.
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Lemma 8.4. For m2 ∈ [L−α(N−1), δ], g ∈ [63
64
s¯, 65
64
s¯], jm ≤ j ≤ N , and with u = 1 for Rj and u = 3
for Kj,
µˆj = O(s¯), ‖Kj‖Wj , ‖Rj‖Uj ≤ O(ϑ
u
j s¯
3), (8.45)
µˆ′j = µˆ
′
jm(1 +O(s¯)), ‖K
′
j‖Wj , ‖R
′
j‖Uj ≤ O(ϑ
u
j µˆ
′
jm s¯
2), (8.46)
µˆ′′j = (µˆ
′
jm)
2(−2w¯(1)j +O(s¯)), ‖K
′′
j ‖Wj , ‖R
′′
j‖Uj ≤ O(ϑ
u
j (µˆ
′
jm)
2s¯). (8.47)
Also, the limit ν ′∞ = limN→∞ ν
′
N exists and is attained uniformly on compact subsets of m
2 ∈ (0, δ].
Proof. The bounds on µˆj, Kj, Rj in (8.45) follow directly from Theorems 7.9 and 6.4. The proof
of the other items combines elements of the proofs of Theorem 7.9 and Lemma 8.2.
To simplify the notation, we define ηˆj = L
−(d−α)(j−jm)ηj , ξˆj = L−(α−2ǫ)(j−jm)ξj, and C¯
(1)
j+1 =
L−αjmC(1)j+1. For the first derivatives, differentiation of the flow equation (7.63) for µˆj gives
µˆ′j+1 − µˆ
′
j = ηˆj gˆ
′
jm(1 + 4µˆjw¯
(1)
j ) + ηˆj gˆjm4µˆ
′
jw¯
(1)
j − 2(ξˆj + ηˆ
2
j w¯
(1)
j+1)gˆjm gˆ
′
jm
− (γ¯βj + 2ηˆjw¯
(1)
j+1)(gˆ
′
jmµˆj + gˆjmµˆ
′
j)− 2µˆjµˆ
′
jC¯
(1)
j+1 + r
′
µˆ,j. (8.48)
The initial conditions are given by gˆjm, µˆjm = O(s¯), and, by Corollary 8.3,
µˆ′jm = L
αjmPjme
O(s¯2jm)(1 +O(s¯)), gˆ′jm = O(µˆ
′
jm s¯). (8.49)
Using estimates already established (including the exponential decay of coefficients provided by
Lemma 5.2), we see from (8.48) that there exist A′, z > 0, such that
|µˆ′j+1 − µˆ
′
j | ≤ A
′(µˆ′jm + |µˆ
′
j|)s¯L
−z(j−jm) + |r′µˆ,j|. (8.50)
We make the inductive hypothesis that
|µˆ′j − µˆ
′
jm| ≤ A1µˆ
′
jm s¯, ‖K
′
j‖Wj ≤ A2ϑ
3
j µˆ
′
jm s¯
2, (8.51)
with A1, A2 to be determined. This is satisfied for j = jm. Application of the chain rule, as in
(8.17)–(8.21) but now retaining κ from Theorem 6.4 in (8.21), gives the desired estimate on R′j+1,
as well as (for some c > 0)
‖K ′j+1‖Wj+1 ≤ cϑ
3
j+1µˆ
′
jm s¯
2 + κA2ϑ
3
j µˆ
′
jm s¯
2. (8.52)
The induction for K ′ can be advanced once we know that
cϑ3j+1 + κA2ϑ
3
j ≤ A2ϑ
3
j+1, i.e., cA
−1
2 + κL
3
4
α ≤ 1. (8.53)
This last inequality is satisfied with A2 = 2c, since κL
3
4
α ≤ 1
2
by (6.70). The bound on R′j+1 implies
that |r′µˆ,j| = O(ϑj+1µˆ
′
jm s¯
2), and thus the last term on the right-hand side of (8.50) is smaller by a
factor s¯ than its first term. It follows that, with A1 = 5A
′,
|µˆ′j+1 − µˆ
′
jm| ≤ 4A
′µˆ′jm s¯
j∑
k=jm
L−z(k−jm) ≤ A1µˆ′jm s¯, (8.54)
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which advances the induction and completes the proof of (8.46). By (8.50), |µˆj+k− µˆj| is bounded
by O(µˆ′jms¯L
−z(j−jm)), so µˆ′j is a Cauchy sequence, hence convergent. The convergence is uniform
on compact subsets of m2, since then jm remains bounded, and hence the same is true for the
convergence of ν ′j to its limit.
The analysis of the second derivative is similar, and we only sketch the proof. Inspection of
the derivative of (8.48), together with estimates already established, leads to
|µˆ′′j+1 − µˆ
′′
j + 2(µˆ
′
jm)
2C¯
(1)
j+1| ≤ A
′′((µˆ′jm)
2 + |µˆ′′j |)s¯L
−z(j−jm) + |r′′µˆ,j|. (8.55)
We make the induction hypothesis that there are constants A3, A4 such that
|µ′′j + 2w¯
(1)
j (µ
′
jm)
2| ≤ A3(µ
′
jm)
2s¯, ‖K ′′j ‖Wj ≤ A4ϑ
3
j (µˆ
′
jm)
2s¯. (8.56)
The induction hypothesis leads to the conclusion that
|r′′µˆ,j| ≤ O(A4)ϑj(µˆ
′
jm)
2s¯. (8.57)
For A4 ≫ 1, the induction hypothesis for K ′′j can be advanced, as in the proof of Lemma 8.2 and
again using κ as in the previous paragraph. From (8.55), we obtain
|µˆ′′j+1 − µˆ
′′
j + 2(µˆ
′
jm)
2C¯
(1)
j+1| ≤ O(A
′′ + A4)(µ′jm)
2s¯L−z(j−jm). (8.58)
We replace j by k in the above inequality, and sum over k from jm to j. By definition, w¯
(1)
j =∑j
k=1 C¯
(1)
k . This gives
|µˆ′′j+1 − µˆ
′′
jm + 2(µˆ
′
jm)
2(w¯
(1)
j+1 − w¯
(1)
jm
)| ≤ O(A′′ + A4)(µ′jm)
2s¯. (8.59)
Since µ′′jm = (µ
′
jm)
2(−2w¯(1)jm +O(s¯)), there is a cancellation on the left-hand side, and the induction
hypothesis for µ′′j can be advanced once we choose A3 ≫ A4. This completes the proof.
For the next lemma, we write WN = WN(VN(Λ), VN(Λ)), W
′
N =
∂
∂ν0
WN , and W
′′
N =
∂2
∂ν20
WN .
Lemma 8.5. For m2 ∈ [L−α(N−1), δ] and g ∈ [63
64
s¯, 65
64
s¯],
‖WN‖T0,N ≤ O((c/L)
(α+α′)(N−jm)s¯2), (8.60)
‖W ′N‖T0,N ≤ O((c/L)
(α+α′)(N−jm)µ′jm s¯), (8.61)
‖W ′′N‖T0,N ≤ O((c/L)
(α+α′)(N−jm)(µ′jm)
2). (8.62)
Proof. The bound (8.60) follows from Lemma 6.7. By definition, WN (V, V˜ ) is bilinear in (V, V˜ ),
so differentiation gives
W ′N = WN(VN , V
′
N) +WN(V
′
N , VN). (8.63)
We obtain a bound on the terms in (8.63) by multiplying the bound on WN (VN , VN) by an upper
bound on the ratio of the coefficients of V ′N and VN . This gives (8.61), and (8.62) follows similarly.
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In the following lemma, WN(0) and KN(0) denotes evaluation at ϕ = 0. Also, KN is evaluated
on the unique nonempty polymer in PN , namely the torus Λ, though this is not made explicit in
the notation. The test function 1 : Λ→ Rn is defined (for n ≥ 1) by 1x = (1, 0, . . . , 0) for x ∈ Λ.
Corollary 8.6. For m2 ∈ [L−α(N−1), δ] and g ∈ [63
64
s¯, 65
64
s¯],
|WN(0)| ≤ O((c/L)
(α+α′)(N−jm)s¯2), |W ′N(0)| ≤ O((c/L)
(α+α′)(N−jm)µ′jm s¯), (8.64)
|W ′′N(0)| ≤ O((c/L)
(α+α′)(N−jm)(µ′jm)
2), (8.65)
|D2WN(0;1,1)| ≤ O(L
Nd(c/L)α(N−jm)s¯2m2), (8.66)
|D2W ′N(0;1,1)| ≤ O(L
Nd(c/L)α(N−jm)µ′jm s¯m
2), (8.67)
|KN(0)| ≤ O(ϑ
3
N s¯
3), |K ′N(0)| ≤ O(ϑ
3
Nµ
′
jm s¯
2), |K ′′N(0)| ≤ O(ϑ
3
N(µ
′
jm)
2s¯), (8.68)
|D2KN(0;1,1)| ≤ O(ϑNL
Nds¯3m2), |D2K ′N (0;1,1)| ≤ O(ϑNL
Ndµ′jm s¯
2m2). (8.69)
Proof. The bounds (8.64)–(8.65) follow immediately from Lemma 8.5 and |F (0)| ≤ ‖F‖T0,N . By
definition of the Tϕ-seminorm in (6.19),
|D2F (0; f, f)| ≤ 2‖F‖T0,N‖f‖
2
ΦN
. (8.70)
By (6.8) and (3.20), the norm of the constant test function 1 ∈ ΦN is
‖1‖ΦN = ℓ
−1
N sup
x
|1x| = ℓ
−1
N = ℓ
−1
0 L
dN/2L−αjm/2Lα
′(N−jm)/2. (8.71)
Therefore, by Lemma 8.5, and since L−αjm = O(m2),
|D2WN (0;1,1)| ≤ O(c
(α+α′)(N−jm)s¯2)LdNm2L−α(N−jm). (8.72)
This gives (8.66) (with a new c), and (8.67) follows similarly from Lemma 8.5.
The bounds on K follow similarly from the norm estimates on K and its derivatives in
Lemma 8.4. The factor ϑN arises from ϑ
3
NL
α′(N−jm) ≤ ϑN , as in (6.94).
8.2 Susceptibility and its derivative
Recall from (4.15) that
χN (g, ν0 +m
2) = χˆN (m
2, g, ν0). (8.73)
We begin with an elementary formula for χˆ. Recall that ZN is defined in (4.8), and the constant
test function 1 is as in Corollary 8.6.
Lemma 8.7. For n ≥ 0, m2 > 0, g > 0, ν0 ∈ R,
χˆN(m
2, g, ν0) =
1
m2
+
1
m4
1
|ΛN |
D2ZN(0;1,1)
ZN(0)
. (8.74)
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Proof. For simplicity we restrict attention to n ≥ 1, as n = 0 requires merely notational changes.
Given a test function J : Λ→ R, we write (J, ϕ) =
∑
x∈Λ Jxϕ
1
x. By (4.13) and symmetry,
χˆN = χˆN(m
2, g, ν0) =
1
|ΛN |
EC((1, ϕ)
2Z0)
ZN(0)
, (8.75)
with C = (−∆α/2Λ +m
2)−1, and Z0 = e−V0(Λ) as in (4.5). (If n = 0 then ZN(0) = 1.) We define
ΣN : R
Λ → R by
ΣN (J) = EC(e
(J,ϕ)Z0). (8.76)
Then
χˆN =
1
|ΛN |
D2ΣN (0;1,1)
ZN(0)
. (8.77)
In (8.76), we combine the exponential arising from the expectation with the exponential con-
taining the test function, and complete the square to obtain
−
1
2
(ϕ,C−1ϕ) + (ϕ, J) = −
1
2
(ϕ− CJ,C−1(ϕ− CJ)) +
1
2
(J, CJ). (8.78)
Then, by a change of variables,
ΣN (J) = e
(J,CJ)
EC(Z0(ϕ+ CJ)) = e
(J,CJ)ZN(CJ). (8.79)
We differentiate (8.79), and use the fact that C1 = m−21 by (2.23). This leads to D2ΣN(0;1,1) =
m−2|ΛN |ZN(0) +m−4D2ZN(0;1,1), and hence
χˆN =
1
m2
+
1
m4
1
|ΛN |
D2ZN(0;1,1)
ZN(0)
, (8.80)
and the proof is complete.
The value of ν0 is arbitrary in Lemma 8.7, but now we fix ν0 to be the critical value ν0 = ν
c
0(m
2)
of (7.14), determined by Corollary 7.5 for m2 ∈ (0, δ]. We write χˆ′N for the derivative of χˆN
with respect to ν0 with m
2, g held fixed, and evaluated at the critical νc0(m
2). By (8.73), this is
equal to the partial derivative of χN with respect to ν, evaluated at ν
c
0(m
2) + m2. Recall from
Theorem 7.9 and Lemma 8.4 that ν∞ and ν ′∞ are given by the limits ν∞ = limN→∞ νN and
ν ′∞ = limN→∞ ν
′
N . In the next proposition, we fix m
2 ∈ (0, δ], and consider the infinite volume
limit of χˆN(m
2, νc0(m
2)) = χN (ν
c
0(m
2) +m2), together with its ν0-derivative.
Proposition 8.8. For n ≥ 0, m2 ∈ (0, δ], and g ∈ [63
64
s¯, 65
64
s¯], the limits χˆ = limN→∞ χˆN(m2, νc0(m
2))
and χˆ′ = limN→∞ χˆ′N(m
2, νc0(m
2)) exist and are given by
χˆ =
1
m2
−
ν∞
m4
=
1
m2
(1 +O(s¯)) , (8.81)
χˆ′ = −
ν ′∞
m4
≍ −
1
m4
m2γ¯ǫ/α+O(ǫ
2). (8.82)
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Proof. By (6.4), ZN(Λ) = e
−uN |Λ|(IN(Λ) +KN(Λ)), since the only polymers at scale N are ∅,Λ.
By Lemma 8.7,
χˆN =
1
m2
+
1
m4
1
|Λ|
1
1 +KN (0)
(
D2IN(0;1,1) +D
2KN(0;1,1)
)
. (8.83)
Since IN(Λ) = e
−VN (Λ)(1 +WN(Λ)), and since DVN(Λ, 0;1) = DWN(Λ, 0;1) = 0 (because VN and
WN are even polynomials in ϕ),
D2IN(Λ; 0;1,1) = D
2e−VN (Λ; 0;1,1) +D2WN(Λ; 0;1,1). (8.84)
Also, since VN(Λ) =
∑
x∈Λ(
1
4
gN |ϕx|4 +
1
2
νN |ϕx|2) by (6.5),
D2e−VN (Λ; 0;1,1) = −νN |Λ|. (8.85)
This gives the identity
χˆN =
1
m2
+
1
m4
AN
1 +KN(0)
, (8.86)
with
AN = −νN +
1
|Λ|
(
D2WN(0;1,1) +D
2KN(0;1,1)
)
. (8.87)
By Theorem 7.9 and Corollary 8.6, AN → −ν∞ = O(m2s¯), and (8.81) follows from (8.86).
Differentiation of (8.86) with respect to ν0, followed by Corollary 8.6 and Lemma 8.4, similarly
gives
χˆ′N =
1
m4
(
A′N
1 +KN(0)
−
ANK
′
N(0)
(1 +KN (0))2
)
→
−ν ′∞
m4
. (8.88)
Finally, it follows from Lemma 8.4, Corollary 8.3, Lemma 8.1, and Theorem 7.9, that
ν ′∞ ≍ Pjme
O(ǫ2jm) ≍
(
gjm
g
)γ¯
eO(ǫ
2jm) ≍ L−γ¯ǫjmeO(ǫ
2jm) ≍ m2γ¯ǫ/α+O(ǫ
2), (8.89)
which establishes the asymptotic relation in (8.82).
The convergence of ν ′N to ν
′
∞ is uniform on compact subsets of m
2 ∈ (0, δ) by Lemma 8.4.
Using this, it can be verified that the convergence of χˆ′N to its limiting value is uniform on compact
subsets of m2 ∈ (0, δ). Therefore the limit and derivative can be interchanged, and χ′ is in fact
the derivative of χ.
Remark 8.9. We chose to extract τ from K using Loc after the mass scale, even though τ is then
an irrelevant monomial. The reason for this choice is that χ receives a contribution from a ϕ0ϕx
term in K. Since we have extracted terms of this type from K, their important contribution to
the susceptibility has already been made and what remains in KN goes to zero as N →∞, as in
the proof of Proposition 8.8.
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Let ν∗ = ν∗(m2) = νc0(m
2) +m2. By (8.73), ∂
∂ν
χN(g, ν
∗) = χˆ′N(m
2, g, νc0). By Proposition 8.8,
there is a constant c such that
c−1m−4+2
γ¯
α
ǫ+cǫ2 ≤ −
∂χ
∂ν
(ν∗) ≤ cm−4+2γ¯ǫ/α−cǫ
2
. (8.90)
Since χ(ν∗) ≍ m−2 by (8.81), it is natural to write the above as
− χ(ν∗)−2+ǫγ¯/α+O(ǫ
2)∂χ
∂ν
(ν∗) ≍ 1. (8.91)
In particular,
∂χ
∂ν
(ν∗) < 0. (8.92)
8.3 Proof of Theorem 1.1
According to (7.14),
νc0(m
2) = µ0(m
2)− η≥0(m2)g = µ0(m2)− (n+ 2)C00(m2)g. (8.93)
The limit µ0(0) = limm2↓0 µ0(m2) exists by Corollary 7.6, and is O(s¯2) by Theorem 7.3. We define
νc = lim
m2↓0
ν∗(m2) = µ0(0)− (n+ 2)C00(0)g. (8.94)
The following theorem identifies νc as the critical value.
Theorem 8.10. For n ≥ 0 and g ∈ [63
64
s¯, 65
64
s¯], the susceptibility χ(g, ν) diverges to infinity as
ν ↓ νc, and νc obeys the asymptotic formula νc = −(n + 2)C00(0)g(1 +O(g)) claimed in (1.21).
Proof. The asymptotic formula (1.21) follows from (8.94) and the observation, made above, that
µ0(0) = O(s¯
2). To see that the susceptibility diverges as ν ↓ νc, we argue as follows. Let
N = {ν∗(m2) : m2 ∈ [0, δ]}, N+ = {ν∗(m2) : m2 ∈ (0, δ]}. (8.95)
Since ν∗ : [0, δ] → R is continuous by Corollaries 7.5–7.6, and since continuous functions map
compact connected sets to compact connected sets, N is a closed interval. It is not possible that
N consists of a single point. Indeed, by (8.81), for m2 ∈ (0, δ],
χ(ν∗(m2)) =
1
m2
(1 +O(ǫ)). (8.96)
The right-hand side is not constant in m2, so the left-hand side cannot be constant, and hence
N cannot consist of a single point. Therefore, for some xc, N = [xc, xc + η] with η > 0. By
(8.96), χ(ν∗(m2)) < ∞ for m2 > 0 whereas χ(ν∗(m2)) → ∞ as m2 ↓ 0. We have not proved that
χ(ν∗(m2)) increases as m2 decreases. However, we do know from (8.92) that χ′(ν) < 0 for each
ν ∈ N+, so χ is strictly monotone decreasing in ν ∈ N+. Therefore, the only point in N at which χ
can be infinite is xc, and we must have ν
∗(m2)→ xc as m2 ↓ 0. It follows from (8.94) that xc = νc,
and it also follows that χ(ν) ↑ ∞ as ν ↓ νc. This completes the proof.
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Proof of Theorem 1.1. It remains to prove (1.19). Fix ν > λ > νc with ν − νc small. Integration
of (8.91) over the interval [λ, ν] gives
χ(ν)−1+ǫγ¯/α+O(ǫ
2) − χ(λ)−1+ǫγ¯/α+O(ǫ
2) ≍ ν − λ. (8.97)
Since χ(λ) ↑ ∞ as λ ↓ νc, this gives
χ(ν) ≍ (ν − νc)
−1/(1−ǫγ¯/α+O(ǫ2)) ≍ (ν − νc)−(1+ǫγ¯/α+O(ǫ
2)), (8.98)
and the proof is complete.
9 Proof of Theorem 1.2
The coupling constant uj plays no role in the analysis of the susceptibility, as it cancels in nu-
merator and denominator in the formula for χˆN in Lemma 8.7. However, for the specific heat
it is fundamental, and we begin in Section 9.1 with an analysis of the flow of uj. The proof of
Theorem 1.2 is then given in Section 9.2. We only consider n ≥ 1 in this section.
9.1 Analysis of flow equation for u
Lemma 9.1. Let n ≥ 1, m2 ∈ (0, δ], g ∈ [63
64
s¯, 65
64
s¯], and ν0 = ν
c
0(m
2). For l = 0, 1, 2, the limits
u
(l)
∞ = limN→∞ u
(l)
N exist, are attained uniformly on compact subsets of m
2 ∈ (0, δ], and
−u′′∞ ≍ m
−2 ǫ
α
4−n
n+8
+O(ǫ2) (n < 4),
−u′′∞ ≤ O(m
−O(ǫ2)) (n = 4), (9.1)
−u′′∞ ≍ 1 (n > 4).
Proof. We give the proof only for u′′∞; existence of the limits u∞, u
′
∞ is similar. Recall from (5.9)
that
δupt = κ
′
gg + κ
′
νν − κ
′
gνgν − κ
′
ggg
2 − κ′ννν
2. (9.2)
The primes in (9.2) occur in the unscaled coefficients defined in (5.6); they are not derivatives with
respect to ν0, whereas primes on u, g, ν do denote derivatives. By (6.36), and as discussed above
(6.7), uj+1 − uj = δupt + ru,j. From (9.2), we obtain
uN =
N−1∑
j=0
(
κ′g,jgj + κ
′
ν,jνj − κ
′
gνgjνj − κ
′
gg,jg
2
j − κ
′
νν,jν
2
j + ru,j
)
. (9.3)
In terms of the rescaled variables gˆj = L
ǫ(j∧jm)gj, µˆj = Lα(j∧jm)νj, and the rescaled coefficients
given in (5.11), this becomes
uN =
N−1∑
j=0
(
κg,j gˆj + κν,jL
α(j−jm)+µˆj − κgνLα(j−jm)+ gˆjµˆj
− κgg,jL
2ǫ(j−jm)+ gˆ2j − κνν,jµˆ
2
j + ru,j
)
.
(9.4)
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Therefore,
u′′N =
N−1∑
j=0
(
κg,j gˆ
′′
j + κν,jL
α(j−jm)+ µˆ′′j − κgνL
α(j−jm)+(gˆ′′j µˆj + 2gˆ
′
jµˆ
′
j + gˆjµˆ
′′
j )
− 2κgg,jL
2ǫ(j−jm)+(gˆj gˆ′′j + (gˆ
′
j)
2)− 2κνν,j(µˆjµˆ
′′
j + (µˆ
′
j)
2) + r′′u,j
)
.
(9.5)
By Lemma 5.2 and (5.16), κ∗,j ≤ O(L−2α(j−jm)+L−dj). Fix m2 ∈ (0, δ], and let N be large
enough that m2 ∈ [L−α(N−1), δ]. By Theorem 7.9 and Lemma 8.4, gˆj = O(s¯) and µˆj = O(s¯) for
all j. In fact, the flow of gˆ stops at the mass scale. By Corollary 8.3 and Lemma 8.4, for all
0 ≤ j < N ,
µˆ′j = L
α(j∧jm)Pj∧jme
O(s¯2(j∧jm))(1 +O(s¯)), gˆ′j = O(µˆ
′
js¯), (9.6)
µˆ′′j = (µˆ
′
j)
2(−2w¯(1)j +O(s¯)), gˆ
′′
j = O((µˆ
′
j)
2s¯). (9.7)
By Lemmas 8.2 and 8.4,
r′′u,j = O(L
−djϑj(µˆ′j)
2s¯). (9.8)
Each term in (9.5) contains a factor s¯, except κν,jL
α(j−jm)+ µˆ′′j − 2κνν,j(µˆ
′
j)
2, and these two terms
enjoy a cancellation. In fact, according to (5.6), and (9.6)–(9.7), they are equal to
κ′νν
′′
j − 2κ
′
νν,j(ν
′
j)
2 = −1
2
nδ[w(2)](ν ′j)
2 + 1
2
nC(ν ′′j + 2w
(1)
j (ν
′
j)
2)
= −1
2
nδ[w(2)](ν ′j)
2 +O(s¯Lα(j∧jm))C(ν ′j)
2. (9.9)
We write AN for the contribution to −u′′N due to j ≤ jm, and BN for the contribution due to
jm < j < N . By use of the above estimates, and since 2α−d = ǫ, we find that, with P˜j = PjeO(s¯
2j),
AN =
jm∑
j=0
(
1
2
nδ[w(2)]P˜ 2j +O(L
ǫjP˜ 2j s¯)
)
. (9.10)
By Lemma 8.1, P˜j ≍ L−ǫjγ¯eO(s¯
2j). Also, by definition and by Lemma 5.2, 0 ≤ δj [w(2)] =
1
n+8
β ′j ≤
O(Lǫj) for j ≤ jm. We conclude that
AN ≤
jm∑
j=0
O(Lǫj(1−2γ¯+O(ǫ))). (9.11)
Recall from (5.4) that γ¯ = n+2
n+8
. The sign of 1− 2γ¯ is important:
1− 2γˆ =
4− n
n+ 8


> 0 (n < 4)
= 0 (n = 4)
< 0 (n > 4).
(9.12)
This gives
AN ≤ c×


Lǫjm(1−2γ¯+O(ǫ)) (n < 4)
LO(ǫ
2jm) (n = 4)
1 (n > 4),
(9.13)
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which in turn gives
AN ≤ c×


m−2
ǫ
α
4−n
n+8
+O(ǫ2)) (n < 4)
m−O(ǫ
2) (n = 4)
1 (n > 4).
(9.14)
We also need a lower bound on AN for n 6= 4. By (5.5), (5.10), and Lemmas 5.4–5.5, apart from
a bounded number of scales near 0 and near jm, for j ≤ jm we have δj [w(2)] ≍ Lǫj. By restricting
the sum in (9.10) to avoid those few scales, the desired lower bound on AN follows similarly.
Next, we estimate the contribution BN to the sum (9.5) due to scales jm < j < N . It is
straightforward to obtain an upper bound by using the additional exponential decay in κ∗,j ≤
O(L−2α(j−jm)+L−dj). The result is that BN also obeys the upper bound (9.14), and consequently
so does −u′′N . For a lower bound on BN for n 6= 4, as in (9.10), but now taking into account the
exponential decay above the mass scale, there is a z > 0 such that
BN =
N−1∑
j=jm+1
(
1
2
nδ[w(2)]P˜ 2j +O(L
−z(j−jm)LǫjmP˜ 2jm s¯)
)
≥ −O(s¯)LǫjmP˜ 2jm, (9.15)
where the (nonnegative) δ[w(2)] term has been discarded in the lower bound. This is of the same
order in jm as the upper bound on AN , but it contains an additional factor s¯, so it cannot spoil
the lower bound provided by AN .
We finally show that uN → u∞ uniformly in m2 ∈ [δ0, δ], for any δ0 ∈ (0, δ]. It suffices to
show that this holds for the restriction of (9.5) to j ≥ jδ0 . Then the summands are uniformly
bounded by O(ϑj), which decays exponentially, and the claim follows. Uniform convergence of the
derivatives is similar. This completes the proof.
9.2 Proof of Theorem 1.2
Proof of Theorem 1.2. Let n ≥ 1. By the definition in (1.6), and by moving part of the quadratic
term 1
2
ν|ϕx|2 into the covariance as in (4.4)–(4.6), the partition function is
Zg,ν,N =
∫
(Rn)ΛN
e−
∑
x∈Λ(
1
4
g|ϕx|4+ 12ν|ϕx|2+ 12ϕx·((−∆)α/2ϕ)x)dϕ
= Z0,m2,NECZ0 = Z0,m2,NZN(0),
(9.16)
where m2 > 0 is arbitrary, C = ((−∆)α/2 +m2)−1, and Z0,m2,N cancels the normalisation of the
Gaussian measure EC . The finite-volume pressure is pN(g, ν) = |ΛN |
−1 logZg,ν,N .
We have seen in the proof of Theorem 8.10 that the set N+ = {ν∗(m2) : m2 ∈ (0, δ]} is a
non-trivial interval I+ = (νc, νc + η]. Given ν ∈ I+, we can therefore choose m˜2 = m˜2(ν) > 0 so
that ν = ν∗(m˜2) = ν0(m˜2) + m˜2. We take m2 = m˜2 in (9.16) (also in ZN), and then take the
logarithm, to obtain
pN(g, ν) = pN (0, m˜
2) + |ΛN |
−1 logZN(0). (9.17)
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As in the proof of Proposition 8.8, ZN(Λ) = e
−uN |Λ|(IN(Λ)+KN (Λ)), so evaluation at ϕ = 0 gives
pN(g, ν) = pN (0, m˜
2)− uN + |ΛN |
−1 log(1 +WN (Λ; 0) +KN(Λ; 0)). (9.18)
By Corollary 8.6, and with N large enough that m˜2 ≥ L−α(N−1),
∂2pN
∂ν2
= −u′′N + |ΛN |
−1O(|W ′N(Λ; 0)|
2 + |K ′N(Λ; 0)|
2 + |W ′′N(Λ; 0)|+ |K
′′
N(Λ; 0)|)
= −u′′N +O(L
−dNϑ3N (µ
′
jm)
2). (9.19)
As in (8.8), derivatives on the right-hand side are partial derivatives with respect to ν0, evaluated
at (m˜2, g, νc0(m˜
2)), now with m˜2 = m˜2(ν).
Let t > 0 be given by ν = νc + t. Since m˜
−2 ≍ χ by Proposition 8.8 and (8.73), and since
χ ≍ t−(1+O(ǫ)) by Theorem 1.1, it follows from Lemma 9.1 that
lim
N→∞
∂2pN
∂ν2
= −u′′∞


≍ t−
4−n
n+8
ǫ
α
+O(ǫ2) (n < 4)
≤ O(t−O(ǫ
2)) (n = 4)
≍ 1 (n > 4).
(9.20)
This completes the proof, except we have not yet shown that ∂
2p
∂ν2
= limN→∞
∂2pN
∂ν2
.
For this last detail, we see from (9.18) that limN→∞ pN(g, ν) = p(g, ν), for ν ∈ (νc, νc + δ). It
suffices to show that the derivatives p′N , p
′′
N converge compactly (uniformly on compact subsets)
in ν ∈ N+ to limiting functions, as this implies that p′ = limN→∞ p′N and p
′′ = limN→∞ p′′N . We
establish the compact convergence for p′′N , and p
′
N is similar. First we claim that the right-hand
side of (9.19) converges compactly in m2 ∈ (0, δ]. We know this for u′′N by Lemma 9.1. The bounds
of Corollary 8.6 hold uniformly on [L−αN , δ], and thus uniformly on compact subsets of m2 ∈ (0, δ),
for sufficiently large N (depending on the subset). They all converge compactly to 0 as N →∞.
To translate this into compact convergence in ν ∈ N+, let I ⊂ N+ be a compact interval, and let
J be the closure of its image under m˜2. It is impossible that 0 ∈ J . To see this, we observe that
since m2 7→ ν = νc0(m
2)+m2 is continuous with ν ↓ νc as m2 ↓ 0, if 0 were in J then νc would have
to be a limit point of I, which is not possible. Thus compact convergence on m2-intervals implies
compact convergence on ν-intervals.
10 Estimates on covariance decomposition
In this section, we prove the necessary estimates on the covariance decomposition for the fractional
Laplacian, together with estimates on βj and other coefficients in the flow equations. Namely, we
prove Proposition 3.1 and Lemmas 5.2–5.4.
10.1 Proof of Proposition 3.1
According to (3.10), the covariance decomposition for the fractional Laplacian involves terms
Cj;0,x =
∫ ∞
0
Γj;0,x(s) ρ
(α/2)(s,m2) ds, (10.1)
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with Γj(s) a term in the decomposition Γ(s) = (−∆Zd + s)
−1 =
∑∞
j=1 Γj(s). This requires control
of Γj(s) for all s ∈ (0,∞). The following proposition is an extension of Proposition 3.1, which
does not have the restriction m2 ≤ m¯2, and which includes the estimate (10.4) giving regularity
in m2. Relaxation of the restriction m2 ≤ m¯2 leads to an additional term in the estimate (10.2),
compared to (3.11).
Proposition 10.1. Let d ≥ 1, α ∈ (0, 2 ∧ d), L ≥ 2, m2 ∈ [0,∞), and let a be a multi-index with
|a| ≤ a¯. Let j ≥ 1 for Zd, and let 1 ≤ j < N for ΛN . The covariance Cj = Cj(m
2) has range 1
2
Lj,
i.e., Cj;x,y = 0 if |x− y| ≥
1
2
Lj, Cj;x,y is continuous in m
2 ∈ [0,∞), and, for any p′ ≥ 0,
|∇aCj;x,y| ≤ cL
−(d−α+|a|)(j−1)
(
1
1 +m4L2α(j−1)
+
1
1 +m2Lp′(j−1)
)
, (10.2)
where ∇a can act on either x or y or both. For m2 ∈ (0, m¯2],
|∇aCN,N ;x,y| ≤ cL
−(d−α+|a|)(N−1) 1
(m2Lα(N−1))2
. (10.3)
Let d = 1, 2, 3. For m2Lα(j−1) ∈ (0, 1], for α ∈ (1
2
, 1) when d = 1, and for α ∈ (1, 2) when d = 2, 3,
∣∣∣ ∂
∂m2
∇aCj;x,y
∣∣∣ ≤ cL(ǫ−|a|)(j−1) ×


(m2Lα(j−1))−(2−1/α) (d = 1)
(m2Lα(j−1))−(2−2/α)| log(m2Lα(j−1))| (d = 2)
(m2Lα(j−1))−(2−2/α) (d = 3).
(10.4)
The constant c may depend on a¯, p′, but does not depend on m2, L, j, N .
Remark 10.2. A version of (10.2) appears in [77]. Our proof has the same starting point as the
one in [77], but an incorrect estimate was applied in [77] (subsequently corrected in an Erratum,
see also [78]). We give a self-contained proof here. In particular:
1. It is incorrectly claimed in [77, (3.4)] that |Γj;x,y(s)| ≤ cΓL−(j−1)(d−2)e−s
1/2Lj−1 for j > 1 (the
same claim occurs in [26, 28]), and this claim is used in proofs in [77]. An indication of the
problem can be seen from the fact that the decay of the full covariance Γ0,x(s) is slower,
namely e−m0(s)|x|∞ with cosh(m0(s)) = 1 + 12s, i.e., m0 ∼ log s as s→∞ [74, Theorem A.2].
This is consistent with the random walk representation (cf. (11.13)), since for large m2 the
dominant contribution to Γ0,x(s) will arise from the shortest possible walk, which has weight
O(1 + s)−‖x‖1 .
2. The last term of (10.2) is absent in [77], yet a term of order m−2 must be present. This
can be seen from the random walk representation for C0,x, which for large m
2 and x = 0 is
dominated by the zero-step walk, which contributes O(1 +m2)−1. Our needs concern small
m2, for which the second term in (10.2) is dominated by the first. However, the second term
can dominate, e.g., for large m2 and j = 1.
3. The constant cp in [77, (3.4–3.5)] is stated to be independent of L for d = 2, but the best
bound we are aware of is O(logL); see [12, Proposition 3.3.1]. Use of such a bound spoils
the proof of the L-independence of cp,α in [77, (1.17)] (see, however, the Erratum [77]). Our
argument below does prove L-independence of c in Proposition 10.1 for all dimensions d.
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We base our analysis on [12], which in turn is based on [11]. By [12, Proposition 3.3.1], for any
multi-index a and for any p ≥ 0 (as large as desired), we have
|∇aΓj;x,y(s)| ≤ cΓ
1
2d+ s
(
1 +
sL2(j−1)
2d+ s
)−p
L−(j−1)(d−2+|a|), (10.5)
where the constant cΓ depends on a, p, is independent of L for d > 2, but contains a factor logL
for d = 2 and a factor L2−d for d < 2. To avoid having the L-dependence of cΓ enter into the
constant c of (10.2), we do not apply (10.5) directly, but proceed instead as follows.
Let Jj = [
1
2
Lj−1, 1
2
Lj ] for j ≥ 1. From the proof of [12, Proposition 3.3.1], we have
Γj;0,x(s) =
∫
Jj
w(t, x; s)
dt
t
+ 1j=1
∫ 1
2
0
w(t, x; s)
dt
t
, (10.6)
and hence, by (10.1),
Cj;0,x(m
2) =
∫ ∞
0
dsρ(s,m2)
∫
Jj
dt
t
w(t, x; s) + 1j=1
∫ ∞
0
dsρ(s,m2)
∫ 1
2
0
dt
t
w(t, x; s). (10.7)
The function w obeys the estimates of [12, Lemma 3.3.6], namely (with L-independent constant
depending on a, p)
|∇aw(t, x; s)| ≤ c0
1
1 + s
1
(1 + st
2
1+s
)p
(t2 ∧ t−(d−2+|a|)), (10.8)
and this implies that
|∇aw(t, x; s)| ≺


t2
1+s
(t ≤ 1)
1
(1+st2)p
1
td−2+|a|
(t ≥ 1
2
, s ≤ 1)
1
s
1
t2p
1
td−2+|a|
(t ≥ 1
2
, s ≥ 1).
(10.9)
In the above inequality, the notation f ≺ g means that f ≤ cg with a constant c whose value is
unimportant. We continue to use this notation throughout this section. The specification t ≥ 1
2
is
for later convenience and the form of the bound remains the same for t ≥ t0 for any fixed t0 > 0.
We also need estimates on ρ(α/2) (recall (2.17)). We write ρ = ρ(α/2), β = α/2, and A = m2.
Then
0 ≤ ρ(s, A) ≺
sβ
(sβ + A)2
,
∣∣∣ ∂
∂A
ρ(s, A)
∣∣∣ ≺ sβ
(sβ + A)3
. (10.10)
The first bound is elementary; a proof is given in [77]. For the second bound, by definition,
∂
∂A
ρ(s, A) = −
sin πβ
π
sβ(2A+ 2sβ cosπβ)
(s2β + A2 + 2Asβ cosπβ)2
, (10.11)
and hence, using a bound analogous to the first one in (10.10), we have∣∣∣ ∂
∂A
ρ(s, A)
∣∣∣ ≤ sβ(sβ + A)
(s2β + A2 + 2Asβ cosπβ)2
≺
sβ
(sβ + A)3
. (10.12)
The next two lemmas concern elementary integrals that enter into the analysis. Let
I(d, s) =
∫ ∞
1
dt
t
1
1 + st2
t2−d. (10.13)
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Lemma 10.3. For s ≥ 1, I(d, s) ≍ s−1. For s ≤ 1,
I(d, s) ≍


1 (d > 2)
log s−1 (d = 2)
s−1/2 (d = 1).
(10.14)
Proof. The statement for s ≥ 1 is immediate after using 1
1+st2
≍ 1
st2
(for t ≥ 1). Suppose that
s ≤ 1. For d > 2, we have I(d, 1) ≤ I(d, s) ≤ I(d, 0) <∞. For d = 1, 2, with τ = s1/2t, we have
I(d, s) = s−1+d/2
∫ ∞
s1/2
dτ
τ
1
1 + τ 2
τ 2−d. (10.15)
The integral converges at∞, diverges logarithmically at 0 for d = 2, and converges at 0 for d = 1.
For A, q ≥ 0 and γ, β ∈ R, we define the integrals (possibly infinite)
I1(γ, β, q, A) =
∫ 1
0
ds
sγ
(sβ + A)2+q
, (10.16)
I1(log, β, q, A) =
∫ 1
0
ds
sβ
(sβ + A)2+q
log s−1, (10.17)
I2(γ, β, q, A) =
∫ ∞
1
ds
sγ
(sβ + A)2+q
. (10.18)
The use of “γ = log” as an argument on the left-hand side of (10.17) is a notational convenience
to indicate the right-hand side, which is like the γ = β case of (10.16) but with an additional
logarithmic factor. The next lemma examines the behaviour of these integrals as A ↓ 0 and
A→∞, for various ranges of q, γ, β.
Lemma 10.4. Let r = (2 + q)− (γ + 1)/β, with γ = β for the integral (10.17). Then
I1(γ, β, q, A)


≍ 1 (A ≤ 1, r < 0)
≍ A−r (A ≤ 1, r > 0, γ 6= log)
≍ A−r logA−1 (A ≤ 1, r > 0, γ = log)
≺ A−(2+q) (A ≥ 1, γ > −1),
(10.19)
I2(γ, β, q, A)
{
≍ 1 (A ≤ 1, r > 0)
≍ A−r (A ≥ 1, r > 0).
(10.20)
Proof. We first consider I1. We give the proof for (10.16); the case (10.17) follows similarly. For
r < 0 and A ≤ 1, the integral converges when A = 0, so I1 ≍ 1. For r > 0 and A ≤ 1, since the
σ-integral converges at infinity we obtain (set s = σA1/β)
I1 = A
−r
∫ A−1/β
0
dσ
σγ
(σβ + 1)2+q
≍ A−r. (10.21)
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For I1 and A ≥ 1, the estimate follows from the inequality (σβ + A)−2−q ≤ A−2−q.
For I2, we assume r > 0. For A ≤ 1, the integral converges if A = 0, and the result follows.
For A ≥ 1, using the same change of variables as above, we now obtain
I2 = A
−r
∫ ∞
A−1/β
dσ
σγ
(σβ + 1)2+q
≍ A−r, (10.22)
since the integral converges at zero.
Proof of Proposition 10.1. The fact that Cj has range
1
2
Lj follows immediately from (3.2) and
(10.1). The continuity in m2 claimed for Cj;x,y then follows from (10.1) and the dominated con-
vergence theorem.
Assuming (10.2), we obtain (10.3) easily, as follows. By definition,
CN,N ;x,y =
∑
z∈Zd
∞∑
j=N
Cj;x,y+zLN , (10.23)
Since we assume m2 ≤ m¯2, the second term on the right-hand side of (10.2) is dominated by the
first term. Therefore, by the finite-range property of Cj,
|∇aCN,N ;x,y| ≺
∞∑
j=N
Ld(j−N)L−(j−1)(d−α+|a|)(1 +m4L2α(j−1))−1
≤ m−4L−d(N−1)
∞∑
j=N
L−(j−1)(α+|a|) ≺ m−4L−(N−1)(d+α+|a|), (10.24)
as required.
The substantial part remains, which is to prove (10.2) and (10.4). We consider these together,
with q ∈ {0, 1} denoting the number of m2-derivatives. Now we change notation, and write ρ(q)
for the qth derivative of ρ with respect to A, for q = 0, 1. To begin, consider the special term
S0 =
∫ ∞
0
dsρ(q)(s, A)
∫ 1
2
0
dt
t
w(t, x; s) (10.25)
that occurs in (10.7) (or its A-derivative) for j = 1. According to (10.9)–(10.10),
|S0| ≺
∫ ∞
0
ds
sβ
(sβ + A)2+q
1
1 + s
≺ I1(β, β, q, A) + I2(β − 1, β, q, A). (10.26)
The typical term in (10.7) is
Tj =
∫ ∞
0
dsρ(q)(s, A)
∫
Jj
dt
t
w(t, x; s) =
∫ ∞
0
dsρ(q)(s, A)
∫
J1
dt
t
w(tLj−1, x; s). (10.27)
We decompose the s-integral as
∫∞
0
=
∫ L−2(j−1)
0
+
∫ 1
L−2(j−1)
+
∫∞
1
, and write this decomposition as
Tj = Tj,1 + Tj,2 + Tj,3. (10.28)
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Let
Aj = AL
α(j−1) = m2Lα(j−1), z = 2β(1 + q) = α(1 + q). (10.29)
For Tj,1, we apply (10.9) (with p = 1) and Lemma 10.3 to see that
Tj,1 ≺ L
−(d−2+|a|)(j−1)
∫ L−2(j−1)
0
dsρ(q)(s, A)
∫ 1
2
L
1
2
dt
t
1
(1 + sL2(j−1)t2)p
1
td−2+|a|
≤ L−(d−2+|a|)(j−1)
∫ L−2(j−1)
0
dsρ(q)(s, A)I(d, sL2(j−1))
≺ L−(d−z+|a|)(j−1)
∫ 1
0
dσ
σβ
(σβ + Aj)2+q
I(d, σ)
≺ L−(d−z+|a|)(j−1)I1(γd, β, q, Aj), (10.30)
where γ1 = β −
1
2
, γ2 = log, γd = β for d > 2.
For Tj,2, we proceed as above, but do not put p = 1, to obtain
Tj,2 ≺ L
−(d−z+|a|)(j−1)
∫ L2(j−1)
1
dσ
σβ
(σβ + Aj)2+q
∫ 1
2
L
1
2
dt
t
1
(1 + σt2)p
1
td−2+|a|
≤ L−(d−z+|a|)(j−1)
∫ ∞
1
dσ
σβ
(σβ + Aj)2+q
1
σp
∫ ∞
1
2
dt
t
1
t2p
1
td−2+|a|
≺ L−(d−z+|a|)(j−1)I2(β − p, β, q, Aj). (10.31)
Finally, for arbitrary p and for p′ = 2p+ z − 2, we use the last case of (10.9) to obtain
Tj,3 ≺ L
−(d−2+|a|)(j−1)
∫ ∞
1
dsρ(q)(s, A)
∫ 1
2
L
1
2
dt
t
1
s
1
(L2(j−1)t2)p
1
td−2+|a|
≺ L−(d−2+|a|)(j−1)L−2p(j−1)
∫ ∞
1
dsρ(q)(s, A)
1
s
= L−(d−z+|a|)(j−1)L−p
′(j−1)I2(β − 1, β, q, A). (10.32)
Thus, for j = 1, since I2 is increasing in its first argument γ, whereas I1 is decreasing, we
obtain ∣∣∣ ∂q
∂Aq
∇aC1;0,x(A)
∣∣∣ ≺ S0 + T1,1 + T1,2 + T1,3
≺ I1(β, β, q, A) + I1(γd, β, q, A)
+ I2(β − p, β, q, A) + I2(β − 1, β, q, A)
≺ I1(γd, β, q, A) + I2(β − 1, β, q, A). (10.33)
For the I2 term, we have r = 2 + q − (β − 1 + 1)/β = 1 + q > 0. For the I1 term, we have
rd =
{
2 + q − (β + 1
2
)/β = 1− 1
2β
+ q (d = 1)
2 + q − (β + 1)/β = 1− 1
β
+ q (d = 2, 3),
(10.34)
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so r1 < 0 if q = 0 and r1 > 0 if q = 1 (for
1
2
< α < 1), and the same inequalities hold for
d ≥ 2 (for 1 < α < 2). Therefore, with the abbreviation λd = λd(A) defined by λ1 = λ3 = 1 and
λ2 = logA
−1,
∣∣∣ ∂q
∂Aq
∇aC1;0x
∣∣∣ ≺ 1
1 + A2+q
+
{
1
1+A1+q
(q = 0)
λd(A)
Ard
1A≤1 (q = 1).
(10.35)
The relevance of the second term when q = 1 is its divergence as A ↓ 0. This proves the j = 1
case of (10.2) and (10.4).
For j ≥ 2, we have instead (with freedom to choose p and hence p′ large)
∣∣∣ ∂q
∂Aq
∇aCj;0,x
∣∣∣ ≺ L−(d−z+|a|)(j−1)(I1(γd, β, q, Aj) + I2(β − p, β, q, Aj)
+ L−p
′(j−1)I2(β − 1, β, q, A)
)
. (10.36)
By Lemma 10.4, with rd given by (10.34),
I1(γd, β, q, Aj) ≺
1
1 + A2+qj
+ A−rdj λd(Aj)1Aj≤11q=1, (10.37)
I2(β − p, β, q, Aj) ≺
1
1 + A
1+q+(p−1)/β
j
. (10.38)
For q = 0 this simplifies to
|∇aCj;0,x| ≺ L
−(d−2β+|a|)(j−1)
( 1
1 + A2j
+
1
1 + ALp′(j−1)
)
, (10.39)
which proves (10.2) for j ≥ 2. For q = 1, we consider only d = 1, 2, 3. We have z = 4β = 2α and
d− 2α = −ǫ, and
∣∣∣ ∂
∂A
∇aCj;0,x
∣∣∣ ≺ L(ǫ−|a|)(j−1)( 1
1 + A3j
+
1
1 + A2Lp′(j−1)
+
λd(Aj)
Ardj
1Aj≤1
)
. (10.40)
For Aj ≤ 1, the above gives
∣∣∣ ∂
∂A
∇aCj;0,x
∣∣∣ ≺ L(ǫ−|a|)(j−1)λd(Aj)
Ardj
= L(ǫ−|a|)(j−1)


A
−(2−1/α)
j (d = 1)
A
−(2−2/α)
j logA
−1 (d = 2)
A
−(2−2/α)
j (d = 3).
(10.41)
This proves (10.4) for j ≥ 2, and completes the proof.
10.2 Proof of Lemma 5.2
Proof of Lemma 5.2. The claimed continuity in m2 is a consequence of the definitions together
with the continuity of Cj given by Proposition 3.1. Thus it suffices to prove the estimates. The
79
proof is based on the proof of [16, Lemma 6.2]. Due to the assumption that m2 ≤ m¯2, the last
term on the right-hand side of (10.2) can be ignored since it can be dominated by the first term.
Note: in this proof, constants implied by ≺ may depend on L, except in (10.42).
Bound on ηj , η≥j. It follows immediately from the definitions in (5.1) and (5.10), together with
the bound (3.11) on the covariance, that
ηj = (n+ 2)L
(d−α)jCj+1;0,0 ≺Mj , (10.42)
with a constant that is independent of L. The desired bound on η≥j then follows as well.
Bound on w
(1)
j . By definition, and by (5.16),
|w(1)j | ≤
∑
x
j∑
k=1
|Ck;0,x| ≺
j∑
k=1
LdkMkL
−(d−α)k ≺ Lα(j∧jm). (10.43)
Bound on βj , β
:
j. By definition, β
′
j is proportional to
w
(2)
+ − w
(2) = 2(wC)(1) + C(2) ≤ 2
∑
x
Cj+1;0,x
j+1∑
k=1
Ck;0,x. (10.44)
Therefore, using the finite range of Ck,
β ′j ≺MjL
−(d−α)j
j∑
k=0
LdkMkL
−(d−α)k ≺MjL−(d−α)jLα(j∧jm) ≤MjLǫ(j∧jm). (10.45)
This proves (5.17) for βj = L
−ǫ(j∧jm)β ′j. The bound on β
:
j then follows from the bounds on η≥j , w¯
(1)
j .
For (5.18), we restrict to m2Lαj ∈ (0, 1]. Let r1 = 2 − 1/α and r2 = r3 = 2 − 2/α. We
differentiate the middle member of (10.44) using the product rule, and apply (10.4) and Mj ≤ 1.
For d = 1, 3, this gives
∣∣∣ ∂βj
∂m2
∣∣∣ ≺ 1
(m2Lαj)r
j∑
k=0
LdkL−(d−α)k + L−ǫjL−(d−α)j
j∑
k=0
LdkLǫk
1
(m2Lαk)r
≺ Lαj
1
(m2Lαj)r
,
(10.46)
as stated in (5.18). For d = 2, there is an additional logarithmic factor due to the logarithmic
factor in (10.4).
Bound on ξj. The third term in the formula for ξ in (5.5) is a multiple of
β ′jη
′
j = L
−(α−2ǫ)jβjηj ≺ M2j L
−(α−2ǫ)j . (10.47)
The remaining terms in (5.5) are proportional to(
w
(3)
j+1 − w
(3)
j
)
− 3w(2)j Cj+1;0,0
= 3
(
(w2jCj+1)
(1) − w(2)j Cj+1;0,0
)
+ 3(wjC
2
j+1)
(1) + C
(3)
j+1.
(10.48)
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We use ǫ = 2α− d to obtain
|C(3)j+1| ≤
∑
y
|C3j+1;0,x| ≺ M
3
j L
djL−3(d−α)j ≺M3j L
−(α−2ǫ)j . (10.49)
Similarly,
|(wjC
2
j+1)
(1)| ≺M2j L
−2(d−α)j
j∑
k=1
LdkL−(d−α)k ≺M2j L
−(α−2ǫ)j . (10.50)
Finally, we write w2j,x =
∑j−1
k=0 δk[w
2
x] with δk[w
2
x] = w
2
k+1,x − w
2
k,x, so that
(
w2j (Cj+1 − Cj+1;0,0)
)(1)
=
j−1∑
k=0
∑
x
δk[w
2
x](Cj+1;0,x − Cj+1;0,0). (10.51)
The identity (which follows from w2−x = w
2
x)
∑
x
d∑
i=1
δk[w
2
x]xi(∇
eiC)0 = −
∑
x
δk[w
2
x]xi(∇
eiC)0 = 0, (10.52)
and the bounds
∣∣Cj+1;0,x − Cj+1;0,0 − d∑
i=1
xi(∇
eiC)0
∣∣ ≺ |x|2‖∇2Cj+1‖∞
≺ |x|2MjL
−(d−α)jL−2j , (10.53)∑
x
δk[w
2
x]|x|
2 ≺ L2k
∑
x
δk[w
2
x] ≺ L
2kβ ′k ≺ L
2kLǫk, (10.54)
then imply that
∣∣∣(w2j (Cj+1 − Cj+1;0,0))(1)∣∣∣ ≺MjL−(d−α)jL−2j
j−1∑
k=0
L(2+ǫ)k ≺MjL
−(α−2ǫ)j . (10.55)
This gives the desired bound on ξj.
Bound on π. This follows from the definition in (5.14) together with the estimates obtained above
for ξj , η≥j, βj.
Bound on the κ’s. The bounds for κg and κν follow from the above estimates.
Bound on κgg. It suffices to prove that
δ[w(4)]− 4C0,0w
(3) − 6C20,0w
(2) ≺MjL
−(d−2ǫ)j . (10.56)
The left-hand side of (10.56) is equal to
4
∑
x
w3x(C0,x − C0,0) + 6
∑
x
w2x(C
2
0,x − C
2
0,0) + 4
∑
x
wxC
3
0,x +
∑
x
C40,x. (10.57)
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By discrete Taylor approximation (and symmetry), in the first term we can replace C0,x −C0,0 by
O(|x|2‖∇2C‖∞). Therefore,∑
x
w3x|C0,x − C0,0| ≺
∑
x
w3x|x|
2‖∇2C‖∞
≺MjL
−(2+d−α)j ∑
j≥i≥l≥m
∑
x
Ci;0,xCl;0,xCm;0,x|x|
2
≺MjL
−(2+d−α)j ∑
j≥i≥l
L−(d−α)iL−(d−α)lL(2+α)l
≺MjL
−(2+d−α)j∑
j≥i
L(2−2d+3α)i ≺MjL−(d−2ǫ)j . (10.58)
Similarly, ∑
x
w2x|C
2
0,x − C
2
0,0| ≺MjL
−(2+2d−2α)j∑
x
w2x|x|
2
≺MjL
−(2+2d−2α)jL(2−d+2α)j ≺MjL−(d−2ǫ)j . (10.59)
Up to a factor, the last two terms in (10.57) are bounded by MjL
αjL−3(d−α)j = MjL−(d−2ǫ)j and
MjL
djL−4(d−α)j =MjL−(d−2ǫ)j , as claimed.
Bound on κνν. By definition, and arguing as above, we see that |κ′νν | is proportional to
|δ[w(2)]− 2Cw(1)| =
∣∣∣2∑
x
wx(C0,x − C0,0) +
∑
x
C20,x
∣∣∣
≺MjL
−(2+d−α)j
j∑
k=1
∑
x
|x|2MkL
−(d−α)k + LdjM2j L
−2(d−α)j
≺MjL
−(2+d−α)j
j∑
k=1
L(2+α)kL−2α(k−jm)+ +MjL−djL2α(j∧jm)
≺MjL
−djL2α(j∧jm), (10.60)
as required. For the case j > jm, we used
j∑
k=1
L(2+α)kL−2α(k−jm)+ ≺ L(2+α)jm + L(2+α)jm
j∑
k=jm+1
L(2−α)(k−jm)
≺ L(2+α)jmL(2−α)(j−jm) = L(2−α)jL2αjm . (10.61)
Bound on κgν. This follows from a combination of the bounds on C and κνν , and completes the
proof.
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10.3 Self-similarity of the covariance decomposition
This section concerns the asymptotic self-similarity of the covariance decomposition. We recall
that there is a function w¯ such that w of (10.6) obeys
w(t, x; s) = (c/t)d−2w¯(cx/t; st2) +O(t−(d−1)(1 + st2)−p), (10.62)
with the error estimate valid for any p ≥ 0 and uniform in bounded s, and in particular for s ≤ 1
(see [11, (1.37)–(1.38)]; w is called φ∗ in [11, 16], and w¯ is φ¯ of [11, (3.17)]). For any p ≥ 0, the
function w¯ obeys (by [11, (1.34), (1.38)])
w¯(cx/t; st2) ≤ O(1 + st2)−p. (10.63)
It is shown in [11] that
w¯(y,m2) =
∫
Rd
ϕ(
√
|ξ|2 +m2)eiy·ξdξ, (10.64)
where ϕ is a nonnegative function.
We define a smooth function c0 : R
d × [0,∞)→ R, with compact support in Rd, by
c0(x,m
2) =
∫ ∞
0
dσρ(σ,m2)
∫ 1
2
1
2
L−1
dτ
τ
(c/τ)d−2w¯(cx/τ, στ 2). (10.65)
By (10.65) and (10.64), the spatial Fourier transform of c0(·, m2) is
cˆ0(ξ,m
2) =
∫ ∞
0
dσρ(σ,m2)
∫ 1
2
1
2
L−1
dτ
τ
c2
ϕ(τ
√
c−2|ξ|2 + σ). (10.66)
Consequently, cˆ0(ξ,m
2) is nonnegative. The following lemma is a version of [77, (1.14)].
Lemma 10.5. Let d ≥ 1, α ∈ (0, 2 ∧ d), and m2 ∈ [0, m¯2]. As j →∞,
Cj;0,x(m
2) = L−(d−α)j
(
c0(L
−jx,m2Lαj) +O(L−j)
)
, (10.67)
with the constant in the error estimate uniform in x ∈ Zd, but possibly m¯2- and L-dependent.
Proof. Since we are interested in the limit j →∞, we assume that j ≥ 2 to avoid the special case
of C1. By (10.7),
Cj;0,x(m
2) =
∫ ∞
0
dsρ(s,m2)
∫
Jj
dt
t
w(t, x; s). (10.68)
The analysis of Tj,3 in the proof of Proposition 10.1 shows that the contribution to the s-integral
from s ≥ 1 can be absorbed into the error term in (10.67), and similar estimates show that the
same is true for the contribution to the right-hand side of (10.67) from the portion of the integral
(10.65) due to s ≥ 1. The error estimate in (10.62) is uniform in s ≤ 1, and thus it suffices to
prove that ∫ 1
0
dsρ(s,m2)
∫
Jj
dt
t
1
td−1
1
(1 + st2)p
= O(L−(d−α−1)j). (10.69)
This follows from estimates like those used previously, using ρ(s,m2) ≺ s−α/2.
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The next lemma is used in the proof of Lemma 5.4.
Lemma 10.6. Let d ≥ 1, α ∈ (0, 2∧ d). There exists z > 0 such that for x ∈ Rd and 0 < A < A′,
|c0(x,A)− c0(x,A
′)| ≺ 1A≤1(A′)z + 1A′>1A−2. (10.70)
Proof. By (10.65) and the Fundamental Theorem of Calculus,
c0(x,A)− c0(x,A
′) =
∫ ∞
0
dσ
∫ A′
A
da
∂ρ(σ, a)
∂a
∫ 1
2
1
2
L−1
dτ
τ
(c/τ)d−2w¯(cx/τ, στ 2). (10.71)
By (10.12) and (10.63), with arbitrary p ≥ 0 and with β = α/2,
|c0(x,A)− c0(x,A
′)| ≺
∫ A′
A
da
∫ ∞
0
dσ
σβ
(σβ + a)3
∫ 1
2
1
2
L−1
dτ
τ
1
τd−2
1
(1 + στ 2)p
. (10.72)
We decompose the σ-integral as
∫∞
0
=
∫ 1
0
+
∫∞
1
. This leads to
|c0(x,A)− c0(x,A
′)| ≺
∫ A′
A
da
∫ 1
0
dσ
σβ
(σβ + a)3
+
∫ A′
A
da
∫ ∞
1
dσ
σβ
(σβ + a)3
1
σp
=
∫ A′
A
da
(
I1(β, β, 1, a) + I2(β − p, β, 1, a)
)
. (10.73)
By Lemma 10.4, the integrand on the right-hand side is bounded by a multiple of (1a≤1a−(2−1/β)+
1a≥1a−3)+ (1a≤1+1a≥1a−p
′
), with p′ as large as desired. The contribution from I1 is dominant for
both large and small a, and it is bounded by 1A≤1a−(2−1/β) + 1A′>1a−3. Integration of this upper
bound then gives the desired result, with z = −1 + 1/β > 0.
10.4 Proof of Lemmas 5.3 and 5.4
Proof of Lemma 5.3. We adapt the proof of [16, Lemma 6.3(a)]. Let m2 = 0. For F,G : Zd → R,
we write (F,G) =
∑
x∈Zd FxGx. By definition,
βj = (8 + n)L
−ǫj(w(2)j+1 − w
(2)
j ) = (8 + n)L
−ǫj ((Cj+1, Cj+1) + 2(wj, Cj+1))
= (8 + n)L−ǫj
(
(Cj+1, Cj+1) + 2
k∑
k=1
(Ck, Cj+1)
)
. (10.74)
With c0(x,m
2) from (10.65), let c0(x) = c0(x, 0). Let ck(x) = L
−(d−α)kc0(L−kx) and p = d−α+1.
By Lemma 10.5,
Ck;0,x = ck(x) +O(L
−pk). (10.75)
We write 〈f, g〉 =
∫
Rd
fg dx for f, g : Rd → R.
We claim that
(Ck, Ck+l) = L
ǫk〈c0, cl〉+O(L
ǫkL−kL−(d−α)l). (10.76)
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To see this, let Rk,x = Ck;0,x − ck(x). Then
(Ck, Ck+l) = (ck, ck+l) + (ck, Rk+l) + (ck+l, Rk) + (Rk, Rk+l). (10.77)
Riemann sum approximation gives
(ck, ck+l)− L
ǫk〈c0, cl〉 = L
ǫk

L−dk ∑
y∈L−kZd
c0(y)cl(y)−
∫
Rd
c0(y)cl(y) dy


= LǫkO(L−k)‖∇(c0cl)‖L∞ = O(LǫkL−kL−(d−α)l). (10.78)
For the remaining terms, we use the fact that the supports of Ck and Rk are O(L
dk) to see that
(ck, Rk+l) ≤ O(L
dk)‖ck‖L∞(Rd)‖Rk+l‖L∞(Zd) ≤ O(L
ǫkL−kL−pl), (10.79)
(ck+l, Rk) ≤ O(L
dk)‖ck+l‖L∞(Rd)‖Rk‖L∞(Zd) ≤ O(L
ǫkL−kL−(d−α)l), (10.80)
(Rk, Rk+l) ≤ O(L
dk)‖Rk‖L∞(Zd)‖Rk+l‖L∞(Zd) ≤ O(L
ǫkL−2kL−pl), (10.81)
and (10.76) follows.
From (10.76), we obtain
j∑
k=1
(Ck, Cj+1) =
j∑
k=1
Lǫk〈c0, cj+1−k〉+
j∑
k=1
LǫkO(L−k−(d−α)(j−k))
= Lǫ(j+1)
(
j∑
k=1
L−ǫk〈c0, ck〉+O(L−(α∧1)j)
)
, (10.82)
(Cj+1, Cj+1) = L
ǫ(j+1)
(
〈c0, c0〉+O(L
−pj)
)
. (10.83)
With (10.74), this gives
βj = (8 + n)L
ǫ
(
〈c0, c0〉+ 2
j∑
k=1
L−ǫk〈c0, ck〉+O(L−(α∧1)j)
)
. (10.84)
Since c0 has support of order 1, |〈c0, ck〉| ≤ O(L−(d−α)k), and hence
∞∑
k=j
L−ǫk|〈c0, ck〉| ≤
∞∑
k=j
O(L−αk) = O(L−αj). (10.85)
Thus we have obtained
βj = a +O(L
−(α∧1)j), (10.86)
with
a = Lǫ(8 + n)
(
〈c0, c0〉+ 2
∞∑
k=1
L−ǫk〈c0, ck〉
)
. (10.87)
By (10.85), the sum in (10.87) converges. Also, it follows from the Parseval equality, together
with the nonnegativity of the Fourier transform cˆ0, that each inner product on the right-hand side
of (10.87) is nonnegative, with the first term strictly positive.
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Proof of Lemma 5.4. Let j ≤ jm. By (5.13), the triangle inequality, and (5.17)
|β :j − βj| ≺ |η≥j − η≥j+1| |w¯
(1)
j |+ |η≥j+1| |w¯
(1)
j − w¯
(1)
j+1|
≺ |η≥j − η≥j+1|+ |w¯
(1)
j − w¯
(1)
j+1|. (10.88)
It suffices to prove that there exists z > 0 such that, uniformly in m2 ∈ [0, m¯2] and j ≤ jm,
|η≥j − η≥j+1| ≺ L−zj + L−z(jm−j), |w¯
(1)
j − w¯
(1)
j+1| ≺ L
−zj + L−z(jm−j). (10.89)
We write fj =
1
n+2
(η≥j − η≥j+1). By definition of η≥j in (5.12),
fj = L
(d−α)j
∞∑
i=j
Ci+1:0,0(m
2)− L(d−α)(j+1)
∞∑
i=j+1
Ci+1:0,0(m
2)
= L(d−α)j
∞∑
i=j
(
Ci+1:0,0(m
2)− Ld−αCi+2;0,0
)
. (10.90)
Let qi = c0(0, m
2Lαi). By Lemma 10.5,
fj = L
(d−α)j
∞∑
i=j
L−(d−α)(i+1)(qi − qi+1) +O(L−j). (10.91)
By definition of the mass scale jm, m
2Lαi ≍ Lα(i−jm). By Lemma 10.6,
|qi − qi+1| ≺ 1i≤jmL
−zα(jm−i) + 1i+1>jmL
−2α(i−jm). (10.92)
Therefore, with z reduced if necessary to ensure that zα < d− α, say z ≤ 1
2
,
|fj| ≺ L
(d−α)j
jm∑
i=j
L−(d−α)iL−zα(jm−i) + L(d−α)j
∞∑
i=jm
L−(d−α)iL−2α(i−jm) + L−j
= L−zα(jm−j)
jm∑
i=j
L−(d−α−zα)(i−j) + L−(d−α)(jm−j)
∞∑
i=jm
L−(d+α)(i−jm) + L−j
≺ L−zα(jm−j) + L−j. (10.93)
This proves the first estimate of (10.89), after a redefinition of z.
By definition,
w¯
(1)
j+1 − w¯
(1)
j = L
−α(j+1)
j+1∑
i=1
C
(1)
i − L
−αj
j∑
i=1
C
(1)
i . (10.94)
Let Qi =
∫
Rd
c0(y,m
2Lαi)dy. By Lemma 10.5, and by Riemann sum approximation,
C
(1)
i = L
−(d−α)i
(∑
x
c0(xL
−i, m2Lαi) + LdiO(L−i)
)
= Lαi(Qi +O(L
−i)). (10.95)
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Then, for some z′ > 0,
|w¯(1)j+1 − w¯
(1)
j | ≺
∣∣∣L−αj j+1∑
i=1
Lα(i−1)Qi − L−αj
j∑
i=1
LαiQi
∣∣∣+ L−z′j
=
∣∣∣L−αj j∑
i=0
LαiQi+1 − L
−αj
j∑
i=1
LαiQi
∣∣∣+ L−z′j
≤ L−αj |Q1|+ L−αj
j∑
i=1
Lαi|Qi+1 −Qi|+ L
−z′j
≺ L−αj
j∑
i=1
Lαi|Qi+1 −Qi|+ L
−z′j . (10.96)
Since m2Lαi ≍ L−α(jm−i), it follows from Lemma 10.6 that
|Qi+1 −Qi| ≺ L
−zα(jm−i). (10.97)
Therefore,
|w¯(1)j+1 − w¯
(1)
j | ≺ L
−αj
j∑
i=1
LαiL−zα(jm−i) + L−z
′j
= L−zα(jm−j)
j∑
i=1
L−(α+zα)(j−i) + L−z
′j ≺ L−zα(jm−j) + L−z
′j . (10.98)
This gives the second estimate of (10.89), and the proof is complete.
11 Supersymmetry and n = 0
In this section, we indicate how the weakly self-avoiding walk can be represented as a supersym-
metric field theory. It is this representation that leads to an interpretation as the n = 0 case.
Nothing in this section is used in our analysis for n ≥ 1.
11.1 Infinite volume limit
With EN the expectation for the Markov Chain on the torus with generator −(−∆ΛN )
α/2, as in
Section 2.2.2, let cN,T = E
N
0 (e
−gIT ). The torus susceptibility is
χN (ν) =
∫ ∞
0
cN,T e
−νT dT. (11.1)
By the Cauchy–Schwarz inequality, T =
∑
x∈ΛN L
x
T ≤ (|ΛN |IT )
1/2, and hence
χN(ν) ≤
∫ ∞
0
e−gT
2/|ΛN |e−νT dT <∞ for all ν ∈ R. (11.2)
The following lemma, which is an adaptation of [15, Lemma 2.1], shows that χ is the limit of χN .
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Lemma 11.1. Let d ≥ 1. For all ν ∈ R, χN (ν) is non-decreasing in N , and χ(ν) = limN→∞ χN(ν)
(with χ(ν) =∞ for ν ≤ νc). The functions χN and χ are analytic on {ν ∈ C : Reν > νc}, and χN
and all its derivatives converge uniformly on compact subsets of Reν > νc to χ and its derivatives.
Proof. Let cT = E0(e
−gIT ). We will show that
cN,T ≤ cN+1,T ≤ cT , lim
N→∞
cN,T = cT . (11.3)
The monotone convergence theorem then implies that
χ(ν) =
∫ ∞
0
lim
N→∞
cN,T e
−νT dT = lim
N→∞
χN(ν) for ν ∈ R (11.4)
(both sides are finite if and only if ν > νc). Also, since |cN,T e−νT | ≤ cN,T e−(Reν)T ≤ cT e−(Reν)T , it
follows from the dominated convergence theorem that
χ(ν) = lim
N→∞
χN(ν) for Reν > νc. (11.5)
The analyticity of χ and χN follows from analyticity of Laplace transforms, and the desired compact
convergence of χN and all its derivatives then follows from Montel’s theorem.
It remains to prove (11.3). Given a walk X on Zd starting at 0, we denote by XN the corre-
sponding walk on ΛN , defined by the coupling discussed in Section 2.2.2. We denote the local time
of a walk X up to time T by LxT (X) =
∫ T
0
1X(S)=x dS, and similarly the intersection local time by
IT (X). Given X and a positive integer N ,
IT (X
N+1) =
∑
x∈ΛN+1
(
LxT (X
N+1)
)2
=
∑
x∈ΛN
∑
y∈Zd:‖y‖∞<L
(
Lx+yL
N
T (X
N+1)
)2
≤
∑
x∈ΛN

 ∑
y∈Zd:‖y‖∞<L
Lx+yL
N
T (X
N+1)


2
=
∑
x∈ΛN
(
LxT (X
N)
)2
= IT (X
N),
(11.6)
and hence
e−gIT (X
N ) ≤ e−gIT (X
N+1). (11.7)
Now we take the expectation over X to obtain the first inequality of (11.3). This shows monotonic-
ity inN of cN,T . Also, sinceX
N can only have more intersections thanX , we have IT (X
N) ≥ IT (X)
for any walk X on Zd and for any N . This implies that cN,T ≤ cN+1,T ≤ cT .
Finally, for the convergence of cT,N to cT , a crude estimate suffices. Walks which do not reach
distance 1
2
LN from the origin in time T do not contribute to the difference cT,N − cT . Let RNT
denote the event that X on Zd reaches such a distance. Then |cT,N − cT | ≤ 2P (R
N
T ). Let F
N
n be
the event that a walk X on Zd reaches distance 1
2
LN within its first n steps. Since the number of
steps taken by time T has a Poisson(2dT ) distribution,
P (RNT ) =
∞∑
n=0
e−2dT
(2dT )n
n!
P (FNn ). (11.8)
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When FNn occurs, at least one of the n steps must extend over a distance of at least r =
1
n
1
2
LN .
By a union bound and Lemma 2.1, this has probability at most knr−α for some k > 0. Therefore,
P (RNT ) ≤
∞∑
n=0
e−2dT
(2dT )n
n!
kn
(
2n
LN
)α
= aTL
−αN , (11.9)
where the constant is aT = k2
αEY 1+α with Y ∼ Poisson(2dT ). The upper bound goes to zero as
N →∞, so limN→∞ cN,T = cT . This proves the second item in (11.3), and completes the proof.
11.2 Supersymmetric representation
Although the result we need is contained in [31, Proposition 2.7], we present some details here to
make our account more self-contained. We follow the analysis of [86, Appendix A]. We apply the
next lemma with Q = −(−∆Λ)α/2.
Lemma 11.2. Let X be a Markov chain on Λ = ΛN with generator Q, local time L
x
T , and with
expectation ENx for the process started at x ∈ Λ. Let D be a complex diagonal matrix with entries
du with Re du > 0 for all u ∈ Λ. Then, for x, y ∈ Λ,
(−Q +D)−1xy =
∫ ∞
0
ENx
[
e−
∑
u∈Λ duL
u
T
1X(T )=y
]
dT. (11.10)
Proof. Let H denote the diagonal part of −Q (diagonal elements hu), and let J = H + Q denote
the off-diagonal part of Q. Both H and J have non-negative entries. On the right-hand side of
(11.10), we regard X as a discrete time random walk Y with independent Exp(hu) holding times
(σi)i≥0 and transition probabilities h−1u Juv (as discussed above (1.13)). We set γj =
∑j
i=0 σi, write
Wnxy for the set of walks x = x0, x1, . . . , xn = y with xi ∈ Λ, and condition on Y ∈ W
n
xy to obtain∫ ∞
0
ENx
[
e−
∑
u∈Λ duL
u
T
1X(T )=y
]
dT
=
∞∑
n=0
∑
Y ∈Wnxy
(H−1J)YE
[
e−
∑n−1
j=0 dYjσj
∫ γn
γn−1
e−dYn (T−γn−1)dT
]
=
∞∑
n=0
∑
Y ∈Wnxy
(H−1J)YE
[(
e−
∑n−1
j=0 dYjσj
) −1
dYn
(
e−dYnσn − 1
)]
.
(11.11)
Here (H−1J)Y =
∏n−1
j=0 (h
−1
Yj
JYj−1Yj ). Since the σi are i.i.d., the expectation factors into a product
of n+ 1 expectations that can each be evaluated explicitly, with the result that∫ ∞
0
ENx
[
e−
∑
u∈Λ duL
u
T
1X(T )=y
]
dT
=
∞∑
n=0
∑
Y ∈Wnxy
(H−1J)Y
(
n−1∏
j=0
hYj
hYj + dYj
)(
−1
dYn
)(
hYj
hYj + dYn
− 1
)
=
∞∑
n=0
∑
Y ∈Wnxy
JY
n∏
j=0
1
hYj + dYj
.
(11.12)
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On the other hand, for the left-hand side of (11.10) we set U = H+D, and note that (−Q+D)−1
is given by the Neumann series
(−Q +D)−1 = (U − J)−1 =
(
U(I − U−1J)
)−1
=
∞∑
n=0
(
U−1J
)n
U−1. (11.13)
The xy element of the right-hand side is equal to (11.12), and the proof is complete.
The complex Gaussian probability measure on CΛ with covariance C is defined by
dµC =
detA
(2πi)M
e−φAφ¯dφ¯dφ, (11.14)
where A = C−1, and dφ¯dφ is the Lebesgue measure dφ¯1dφ1 · · · dφ¯ΛdφΛ (see, e.g., [31, Lemma 2.1]
for a proof that this measure is properly normalised). In particular,
∫
φ¯aφbdµC = Cab.
In terms of the complex boson field φ, φ¯ and conjugate fermion fields ψ, ψ¯ introduced in [15,
Section 3], for x ∈ Λ we define the differential form
τx = φxφ¯x + ψx ∧ ψ¯x. (11.15)
The fermion field is given by the 1-forms ψx =
1√
2πi
dφx, ψ¯x =
1√
2πi
dφ¯x, and ∧ denotes the wedge
product; we drop the wedge from the notation subsequently with the understanding that forms
are always multiplied using this anti-commutative product. Let
SA =
∑
x∈Λ
φxAxyφ¯y + ψxAxyψ¯y. (11.16)
Then
Cxy =
∫
e−SAφ¯xφy, (11.17)
where the right-hand side is defined and the identity proved in [34, Section 2.10].
The space N used in the renormalisation group analysis is an algebra of even differential forms
(see [15, Section 3]). An element F ∈ N can be written as
F =
2|Λ|∑
k=0
∑
s,t:s+t=2k
∑
x1,...,xs∈Λ
∑
y1,...,yt∈Λ
Fx,yψ
xψ¯y, (11.18)
where x = (x1, . . . , xs), y = (y1, . . . , yt), ψ
x = ψx1 · · ·ψxs, ψ¯
y = ψ¯y1 · · · ψ¯yt , and where each Fx,y
(including the degenerate case s = t = 0) is a function of (φ, φ¯). We require that elements of N
are such that the coefficients Fx,y are in C
pN , with pN = 10 (any larger choice would also suffice).
The Gaussian superexpectation of a differential form F is defined by
ECF =
∫
e−SAF. (11.19)
The following supersymmetric representation goes back to [33], with antecedents in the physics
literature [73, 75, 81].
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Proposition 11.3. Let N < ∞, g > 0, ν ∈ R, m2 > 0, A = (−∆Λ)α/2 +m2, and C = A−1. Let
ν0 = ν −m2 and V0(Λ) =
∑
u∈Λ(gτ
2
u + ν0τu). Then, for x, y ∈ Λ,∫ ∞
0
ENx
[
e−gIT1X(T )=y
]
e−νTdT = EC
(
φ¯xφye
−V0(Λ)) . (11.20)
Proof. We define f : RΛN → R by
f(ρ) = e−
∑
u∈ΛN
(
gρ2u+ν0ρu
)
(ρ ∈ RΛN ). (11.21)
Since
∑
u∈Λ L
u
T = T ,∫ ∞
0
ENx
[
e−gIT1X(T )=y
]
e−νTdT =
∫ ∞
0
ENx
[
f(LT )1X(T )=y
]
e−m
2TdT. (11.22)
On the other hand,
EC
(
φ¯xφye
−V0(Λ)) = ∫ e−SAe−V0(Λ)φ¯xφy =
∫
e−SAf(τ)φ¯xφy. (11.23)
We write f in terms of its Fourier transform fˆ as
f(ρ) =
∫
RΛN
e−i
∑
u∈Λ ruρu fˆ(r) dr. (11.24)
With an appropriate argument to justify interchanges of integration (done carefully in [31]), it
therefore suffices to show that for all ru ∈ R,∫
e−SAe−
∑
u∈Λ iruτuφ¯xφy =
∫ ∞
0
ENx
[
e−
∑
u∈Λ iruL
u
T
1X(T )=y
]
e−m
2TdT. (11.25)
Let V be the diagonal matrix with entries m2+ iru. The integral on the left-hand side of (11.25) is
((−∆Λ)
α/2 + V )−1xy by (11.17) (with A replaced by A+ ir). By Lemma 11.2 (with du = iru +m
2),
the right-hand side of (11.25) is therefore equal to the left-hand side, and the proof is complete.
By definition and by Proposition 11.3, the finite volume susceptibility χN(g, ν) is given by
χN (g, ν) =
∑
x∈ΛN
EC
(
φ¯0φxe
−V0(Λ)) , (11.26)
with m2 > 0 and C = ((−∆Λ)α/2 +m2)−1. Therefore, by Lemma 11.1,
χ(g, ν) = lim
N→∞
χN(g, ν) = lim
N→∞
∑
x∈ΛN
EC
(
φ¯0φxe
−V0(Λ)) . (11.27)
The mass parameter m2 is introduced here solely to ensure existence of the inverse defining C on
the torus. It cancels between C and ν0, and the right-hand side of (11.27) is in fact independent of
m2. The identity (11.27) gives an exact representation of the susceptibility as the infinite volume
limit of the susceptibility of a supersymmetric field theory, and provides the starting point for the
renormalisation group analysis for the weakly self-avoiding walk.
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