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Abstract—Selecting and remembering secure passwords puts
a high cognitive burden on the user, which has adverse effects
on usability and security. Authentication schemes based on
implicit memory can relieve the user of the burden of actively
remembering a secure password. In this paper, we propose a
new authentication scheme (MooneyAuth) that relies on implicitly
remembering the content of previously seen Mooney images.
These images are thresholded two-tone images derived from
images containing single objects. Our scheme has two phases:
In the enrollment phase, a user is presented with Mooney images,
their corresponding original images, and labels. This creates an
implicit link between the Mooney image and the object in the
user’s memory that serves as the authentication secret. In the
authentication phase, the user has to label a set of Mooney images,
a task that gets performed with substantially fewer mistakes if
the images have been seen in the enrollment phase. We applied
an information-theoretical approach to compute the eligibility of
the user, based on which images were labeled correctly. This new
dynamic scoring is substantially better than previously proposed
static scoring by considering the surprisal of the observed events.
We built a prototype and performed three experiments with
230 and 70 participants over the course of 264 and 21 days,
respectively. We show that MooneyAuth outperforms current
implicit memory-based schemes, and demonstrates a promising
new approach for fallback authentication procedures on the Web.
I. INTRODUCTION
User authentication is an essential requirement for modern
websites as more and more access-controlled services move
online. Existing user authentication schemes are commonly
based on something you know, such as passwords, something
you have, such as secure tokens, or something you are, such
as biometry. These authentication schemes suffer from the
competing requirements of security and usability [8], which
are hard to fulfill simultaneously. Furthermore, users seem
to disfavor password-based authentication [32], [23], hence
alternative schemes are becoming necessary [1]. Despite sub-
stantial research effort to improve the state-of-the-art, currently
deployed authentication methods are far from optimal.
This paper explores a new type of knowledge-based authen-
tication scheme that eases the high cognitive load of explicit
passwords and thus has the potential to improve the usability
and security of knowledge-based authentication. In particular,
we study how implicit memory can be used to design a usable,
deployable, and secure authentication scheme.
Current knowledge-based authentication schemes are based
on explicit memory, where users are asked to create a random
combination of characters as their authentication secret and
to explicitly provide this secret at the time of authentication.
Such secrets are usually very difficult to remember as one
has to work consciously to remember the specific secret. In
contrast, with an implicit memory-based scheme, users first
learn an association between a task and its solution. This
learned association is then used as the authentication secret.
Because recalling a situation that is stored in the implicit
memory is remembered with less effort [36], [37], almost
unconsciously, such an authentication scheme relieves users
of the high cognitive burden of remembering an explicit
password. This has the potential to offer usable, deployable,
and secure user authentication.
In this work, we built a novel, operational authentica-
tion scheme utilizing implicit memory based on Mooney
images [31]. A Mooney image is a degraded two-tone image
of a single object. This object is usually hard to recognize at
first sight and becomes easier to recognize when the original
image was presented to the user.
Our scheme is composed of two phases: In the enrollment
phase, the user learns the association between a set of Mooney
images, their original versions, and labels describing the con-
tent of the image. This process is also called “priming”. During
the authentication phase, a larger set of Mooney images, in-
cluding the primed Mooney images from the enrollment phase,
are displayed to the user. The user is then asked to provide a
label for the hidden object in each Mooney image. Using our
dynamic scoring algorithm, the system computes an authenti-
cation score and provides or denies access accordingly. Due
to relatively slow enrollment and authentication, the current
scheme seems particularly suited for fallback authentication,
also known as account recovery.
We conducted three experiments to identify practical pa-
rameters, to measure long-term effects, and to determine the
performance of the scheme. We conducted Experiment 1 over
the course of 25 days with 360 participants of which 230
finished both phases. The results of this experiment were used
for parameter selection. To identify long-term priming effects
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of Mooney images we re-invited the participants after 264 days
in Experiment 2. To validate the overall performance of the
scheme, we performed Experiment 3 with 70 new participants
over the course of 21 days.
A. Contributions
Our contributions include:
1) We present a novel authentication scheme, based on
implicit visual memory, that outperforms existing ones
in terms of false acceptance and false rejection rates, as
well as the time required for authentication.
2) To decide whether a user successfully passes the au-
thentication phase, the inputs have to be evaluated, i. e.,
“scored.” We propose an alternative scoring technique,
dynamic scoring, which is inspired by the notion of
self-information, also known as surprisal. We show that
our scoring technique substantially outperforms the static
scoring proposed in previous work by Denning et al. [16].
3) We demonstrate the practicability of our scheme by
implementing it and conduction three experiments.
The results show that MooneyAuth substantially out-
performs current implicit memory-based authentication
schemes [16].
4) We are the first to study long-term priming effects of
Mooney images over a period as long as 8.5 months. The
results reveal a substantial long-term priming effect for
Mooney images, which implies that MooneyAuth is suited
for fallback authentication with long intervals between
enrollment and authentication.
B. Related Work
1) Implicit Memory-Based Authentication Schemes: Ap-
plying the knowledge about how humans store and recall in-
formation was first applied to user authentication by Weinshall
and Kirkpatrick [43]. However, the proposed scheme made use
of the explicit characterization of images that were stored in
human memory, not implicit memory, and the performance of
the proposed scheme is unsuitable for deployment.
The scheme that comes closest to MooneyAuth, using
implicit memory and the priming effect, was proposed by
Denning et al. [16]. They presented an authentication scheme
based on implicitly learning associations between degraded
drawings of familiar objects (e .g., animals, vehicles, or tools)
and their complete drawings. Each degraded drawing was cre-
ated by using fragmented lines instead of continuous lines. In
their paper, the authors presented a preliminary authentication
scheme and performed a user study. Their results show that
many of these drawings show a (small) priming effect, but this
effect is too small for using it in an authentication scheme for
all but two images they tested. As agreed by the authors, the
viability of such system concept is dependent upon being able
to systematically identify or create images with a sufficiently
strong priming effect. Our paper builds on this work to propose
a complete and efficient system. We show that Mooney images
provide a strong priming effect necessary to implement such
a practical scheme, and we build a real prototype.
Bojinov et al. also proposed the concept of implicit learning
to design a scheme that resists coercion attacks where the
user is forcibly asked by an attacker to reveal the key [6].
The proposed scheme is based on a crafted computer game.
While the secret can be used for authentication, the participant
cannot be forced to reveal it since the user has no conscious
knowledge of it. The authors perform a number of user studies
using Amazon’s Mechanical Turk to validate their scheme.
Although the proposed idea is very interesting, performance
results show that their scheme is not practical and cannot be
used for real-world applications: the registration phase takes
more than 45 minutes for a single password and put a lot of
cognitive burden on users.
2) Graphical Authentication Schemes: A number of graph-
ical password schemes share the idea of identifying trained
images from a set of decoy images. Probably the most well-
known scheme is PassFaces [34], which is based on the human
capability to recognize familiar faces. During authentication, a
set of faces is shown to a user, where the user selects known
ones. However, user bias in the selection of the images renders
the system vulnerable to guessing attacks [14].
The authentication scheme Use Your Illusion [22] also uses
degraded versions of images, i. e., blurred images, but still
relies on explicit memory. In this scheme, users are required to
generate an image portfolio, explicitly learn and memorize the
images belonging to the portfolio, i. e., via spaced repetitions,
and finally authenticate by re-identifying the set of images
that were distorted by an oil-painting filter. In contrast to
our evaluation, their user study did not test the long-term
performance, so it is unknown how this scheme performs over
time and whether it decreases the user’s cognitive burden.
Furthermore, the security of Use Your Illusion heavily depends
on the image degrading algorithm and its parameters, which
might be identifiable by a computer vision algorithm. In
contrast, we assume all images and their Mooney versions
including the labels are known to the attacker and show
that even in this case MooneyAuth is secure. Hence, the
security of MooneyAuth does not rely on the fact that there
is no algorithm, which can recover the original image and
its label. Other graphical authentication schemes, based on
explicit memory, are surveyed in [4].
3) Fallback Authentication Schemes: One prominent use
case for MooneyAuth is fallback authentication. Such schemes
are used to help users recover their forgotten passwords.
Depending on the deployed system, the effort (authentication
time, and workload) can be higher than in primary authen-
tication systems, which are used on a daily basis. However,
the authentication secret obviously requires to be memorable
for longer timeframes, since it must still be available in the
case the primary means of authentication, e. g., the password
is forgotten.
The range of currently proposed or deployed fallback
authentication systems is not truly satisfying. The most fre-
quent systems are based on password reset via out-of-band
communication or personal knowledge questions. In the former
case, a registered email address, a mobile phone number, or
a mobile app on a smartphone of the user [18] is used to
send the original password, a new password, or a time-limited
password reset link. However, receiving such password reset
messages can be risky if not correctly implemented [10] and
can be error-prone if the contact details on record are out of
date. Furthermore, not all users like the idea of giving out their
cellphone number or email address due to privacy concerns.
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Even worse, receiving messages is not always possible, i. e.,
using mobile data while abroad, or the receiving device is not
available.
If communicating over a secondary channel is not possible,
personal knowledge questions, sometimes called cognitive
passwords, are used. The security of such systems is well
studied [45]. However, as demonstrated by a number of recent
work [7], [9], [38], [21], their security is rather low, as the
secret answers to the asked questions can be easily guessed.
Renaud et al. [35] introduced a scheme based on asso-
ciations between images and text (selected by the user) as
a potential replacement for security questions. However, their
approach suffers from the drawbacks of explicit memory-based
schemes.
Authentication using information about the social graph
of a user, so-called social authentication, has been demon-
strated [12], [39]. Facebook deployed such a social scheme
called Trusted Contacts. As a secondary fallback-mechanism
users can choose up to five friends that receive parts of a
recovery code via email in the case the user has forgotten
the password. By collecting three or more parts of the code
one is able to reset the password. However, typical recovery
times can quickly rise from hours to days, which is a potential
drawback of this approach.
4) Associative and Repetitive Memory-Based Authentica-
tion Schemes: Recent work by Bonneau and Schechter [11]
demonstrated that users are capable of remembering
cryptographically-strong secrets via spaced repetition. In their
experiment, they enabled users to learn a limited number of
strong authentication secrets by displaying an additional code
that was required to login. This code did not change and was
only shown after an annoying delay which was increased at
every login attempt. The users were motivated to accelerate
the login procedure and not wait for the code to display, by
entering the code, which they subliminally learned by heart,
due to its continuous repetition. After some of such fast and
successful logins, the code was extended.
A similar user study, realized by Blocki et al. [5], improved
the repetition idea. Based on so-called Person-Action-Object
(PAO) stories they were able to combine associative and
repetitive memory to improve the concept. They asked their
participants to invent a story based on a shown photo, a user-
chosen famous person, and a randomly selected action-object
pair that served as authentication secret. In contrast to [11],
the users were able to see the complete secret at once and
were told that they are required to learn the secret. Finally,
the users were able to remember their secrets for longer times
with fewer rehearsals due to the PAO story mnemonic.
C. Outline
This paper is structured as follows: Section II introduces
the concept of implicit memory and Mooney images. Our
scheme is described in Section III. Then, we present details on
the three experiments we performed. First, the pre-study for
estimating the required parameters in Section IV, a long-term
study proving that the priming effect of Mooney images last
over time in Section V, and the main study demonstrating the
general performance of the scheme in Section VI. We discuss
security properties in Section VII, and conclude with some
final remarks in Section VIII.
II. BACKGROUND
A. Explicit vs. Implicit Memory
Explicit memory is a type of memory that is based on
intentional recollection of information with the purpose to con-
sciously recall this information at a later time. We use this type
of memory, also referred to as declarative memory, constantly
in our daily life [20]. For example when we remember the
time of our flight the next day, recall our address, or a chain
of strings that forms our passwords.
In contrast, implicit memory relies on the unintentional
recollection of information. In this case, we are not aware
of the specific information we stored in our memory, but we
can easily recall the information. This type of memory, also
referred to as nondeclarative memory, can usually be observed
in habitual behavior, such as riding a bicycle or playing an
instrument [20]. The cognitive and neural mechanisms of
explicit and implicit memory are not entirely understood [19].
Some studies suggest a distinct mechanism for explicit and
implicit memory [36], [30], whereas others suggest a joint
mechanism [3], [42]. One way to trigger implicit memory is
an effect called priming [29], [13]. Priming occurs when the
previous exposure (conscious or unconscious) to a stimulus af-
fects the performance of a subsequent task. For example, when
a series of images with specific objects (primes) are presented
to the participants, their recognition performance (e. g., time
and correctness) of a similar object in another or the same
image that is presented later improves. Throughout this paper,
we use such priming effects that are based on repetition and
association. In a first enrollment phase, we present participants
an association between a thresholded Mooney image and the
original image with a label. In a second authentication phase,
we repeat the previously primed Mooney image (among other
non-primed Mooney images) and measure the recognition
performance of the repeated image. In some cases, priming
has been shown to have long-lasting effects [13].
B. Mooney Images
A Mooney image is a thresholded, two-tone image showing
a single object. This object is hard to recognize at first sight
with recognition times in second to minute range [25]. In some
cases, the recognition is abrupt and gives rise to a feeling
of having solved a difficult problem (also known as the aha-
feeling or Eureka-effect) [27]. This abrupt recognition can
happen intrinsically [25], after the contour of the object is
marked [41], or after presenting the subject with the original
image [28], [24], [17]. Once a subject has seen the original
grayscale image from which the Mooney is generated, recog-
nition is much accelerated. An example of a Mooney image is
presented in Figure 11.
The value of using Mooney images for authentication
is that they are very likely to trigger brain processes that
are involved in implicit memory [2]. Implicit memory, as
1To understand the effect of Mooney images, we suggest the reader to spend
some time trying to identify the object in Figure 1, and then look at Figure 7
at the end of this paper.
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stated above, does not require direct conscious involvement
but happens with less effort in comparison to explicit memory.
Triggering the implicit memory for authentication is therefore
desirable as it reduces the cognitive load for users. Priming is
one way to trigger implicit memory and Mooney images are
excellent example that can be used to prime participants to
specific concepts.
Fig. 1. Example of a Mooney image. To understand the effect of Mooney
images, we suggest to spend some time trying to identify the hidden object,
and then to look at Figure 7 at the end of this paper.
III. THE MOONEYAUTH SCHEME
In the next section, we describe the basic construction
of our authentication scheme. We first describe how Mooney
images are generated, and then present the two phases, enroll-
ment, and authentication, of our protocol.
A. Mooney Image Generation
In this work, we use an extended set of two-tone, Mooney
images that contain not only faces as used originally [31],
but also objects (e. g., animals, fruits, or tools) of different
types [17], [25].
We selected our Mooney images from an automatically
generated two-tone, Mooney image database [25]. This data-
base is based on a large number of images collected from
the Web. First, concrete nouns were selected from a linguistic
database [44] (based on the directness of reference to sense
experience, and capacity to arouse nonverbal images, cf. [25]).
These words were used as search terms to automatically
download images from an online image database. Second, the
images were converted to grayscale and were smoothed using
a 2D smooth operation with a Gaussian kernel (σ = 2 pixels
and full width at half maximum (FWHM) = 5 pixels). Third,
images were resized to have a size of 350×350 pixels (subsam-
pled with an appropriate scale factor). These parameters were
selected to create Mooney images that are hard to recognize
by a user at first sight [26]. The smoothing operation is in par-
ticular important for the results as the thresholding algorithm
applied in the next stage operates better on smoothed images
than on not smoothed ones. Lastly, the smoothed and resized
images were thresholded using a histogram based thresholding
algorithm (Otsu’s thresholding method [33]) to generate the
Mooney images. This thresholding method assumes that each
image has two classes of pixel properties: A foreground and
a background. For each possible threshold, the algorithm
iteratively computes the separability of the two classes and
converges when the maximum separability is reached. Once
the images are automatically downloaded and thresholded,
a manual clean up session by human subjects needs to be
done. This manual cleaning session is necessary because some
images that are automatically downloaded from the web may
not include the object that corresponds to the search word
(e. g., cat), hence, need to be removed from the image set [15].
Subsequently, a selection of suitable Mooney images took
place. While the original Mooney image database contained
330 images [25], for our experiments we considered images
with a mean recognition rate of 5 seconds and longer resulting
in 250 images. We further reduced this set to 120 images to
obtain enough samples per image for an estimated 100 partic-
ipants.
A suitable Mooney image for the purpose of this appli-
cation is an image that is difficult to recognize without a
previous explicit presentation of the original image. At the
same time, if the user has seen the original image then the
user should be able to correctly identify and label the hidden
object. This procedure makes use of implicit memory as the
users first learn the association between the original image and
the corresponding Mooney image without an explicit effort. As
in the example of riding a bike, users usually do not remember
the details of the original image but can name the hidden
object in the Mooney image when they have previously seen
the original image. For some images, the object shown in the
Mooney image can be recognizable by a non-primed user as
well, but only after a relatively long time, whereas primed
users will recognize it almost instantly. Therefore, within this
work, we will treat images with a recognition time beyond a
set threshold as “likely not primed”.
B. Description
We use a (large) set of images I and their corresponding
Mooney images.
Enrollment (Priming) Phase
• When a new user is enrolled, the server first assigns two
disjoint subsets IP , IN ⊂ I with |IP | = |IN | = k to the
user. IP reflects the primed images, IN the non-primed
images.
• The subset IP is then used to prime the user. During this
session, first a Mooney image, then the original image and
a label that describes the object in the image is presented
to the user. This procedure creates an association between
the original image, the correct label of the image and the
corresponding Mooney image.
Authentication (Recall) Phase
• At the beginning of the authentication phase, the two sub-
sets IP , IN for this user are retrieved from the database.
The primed and non-primed Mooney images (IP ∪ IN )
are then presented to the user in a pseudo-randomized
order. For each Mooney image presentation, the user is
requested to type in the label of the object that the image
contains, or skip the image if the user is not able to
recognize any object.
• Two metrics are then computed for each image:
(i) The correctness of the label is computed by comparing
the typed label to a list of previously defined labels. This
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is achieved by a distance metric that measures how similar
the label provided by the user matched the defined labels.
(ii) The recognition time, i. e., the time between displaying
the image and the first keystroke. If the recognition time
is longer than 20 seconds, we treat the image as if the
label were incorrect, i.e., “likely non-primed”. (We chose
20 seconds as threshold as we expect the recognition
for primed images to occur almost instantaneous, but
then allow the user to hesitate a couple of seconds
before starting to type the label. From our experience,
recognition without being primed takes closer towards a
minute to happen.)
• Authentication is based on the hypothesis that the user
labels the primed images more often (and faster) correctly
than those Mooney images that the user was not primed
on. Sometimes primed images will be labeled incorrectly
and vice versa. To tolerate some of these errors, we
compute a score from the correct and incorrect labels
and accept a user if the reached score is above a specific
threshold. There are several possibilities to perform this
scoring. After the necessary terminology is introduced in
the next section, we will discuss two scoring methods.
C. Terminology
This section introduces some of the notations that are used
throughout this paper. For one specific image with index i
(which is displayed to the user) there are four possible events
that we need to consider: the image was/was not primed for
the user (i. e., it is in IP or in IN ), and the user provides
a correct or an incorrect label for the image. We denote the
probability that a (randomly chosen) user correctly labels a
primed image with pi, and the probability that a user correctly
labels a non-primed image with ni. We expect pi to be larger
than ni, and we denote the difference with di := pi − ni. A
positive di indicates that priming is working for this image.
For a reasonably well-working priming, images should have
di > 0.5. (Those are called “ideal” in [16], which is slightly
misleading as “ideal” in a strict sense is di = 1.) In Section IV
we will see that 1/3 of the total images have di > 0.5, i. e.,
we can identify a good amount of images that work well for
our authentication scheme.
D. Adversary Model
We consider a strong adversary that has detailed informa-
tion about the image database I , but has no information about
the subsets IP and IN .
1) We assume the adversary knows the correct labels for all
images in I . This is a strong assumption, as a substantial
fraction of images are hard to label for humans if not
primed. The rationale is that a motivated attacker may
spend substantial effort to label the images, automated
image search facilities might reveal the source image, or
algorithmic classifiers may be able to label images. (We
are unaware of any algorithm that can identify objects
in Mooney images, but we cannot guarantee that such
algorithm does not exist; thus we assume the attacker
(artificially) knows all labels.)
2) We assume the adversary knows the probabilities ni and
pi. While knowing the exact values requires substantial
work by the attacker (basically replicating our study),
getting approximations is relatively easy, and one should
not rely on an assumed bound on their correctness.
3) The adversary is free to answer the questions at any time,
i. e., the answer times can be freely manipulated. (Even
though the adversary cannot gain any advantage from
this with the current prototype, this may be relevant for
alternative implementations that more carefully take the
answer time into account.)
Consequently, the security of the scheme solely relies on
the partition of the shown images into the primed and non-
primed images, i. e., the sets IP and IN .
E. Static Scoring
One straightforward scoring strategy, used by Denning et
al. [16], is what we call static scoring. We briefly describe
static scoring here so later we can compare our new scoring
strategy, dynamic scoring, with it. There are four basic events
that can occur for a single image:
• A primed image (with index i) is
◦ labeled correctly:
Occurs with probability pi, assigned score sp,c.
◦ labeled incorrectly:
Occurs with probability 1− pi, assigned score sp,f .
• A non-primed image (with index i) is
◦ labeled correctly:
Occurs with probability ni, assigned score sn,c.
◦ labeled incorrectly:
Occurs with probability 1− ni, assigned score sn,f .
Now static scoring assigns the value 1 to the two “good”
events, i. e., sp,c = 1, sn,f = 1 and 0 to the two “bad” events
sp,f = 0, sn,c = 0. In other words, this scoring strategy counts
the “good” events that happened.
F. Dynamic Scoring
Static scoring does not differentiate between different
probability values, thus loses information. We propose an
alternative method, dynamic scoring, which takes inspiration
from the notion of self-information or surprisal, a well-known
concept in information theory [40]. Self-information denotes
the information content associated with a single event, as
opposed to entropy which is a property of an entire distribution.
The self-information I(E∗) of an event E∗ with probability
pi is defined as
I(E∗) = − log(pi),
where we use logarithms to base e throughout this work. For
dynamic scoring, score each event with its surprisal, i. e.,
sp,c = ln(pi), sp,f = ln(1− pi),
sn,c = ln(ni), sn,f = ln(1− ni).
Note that we invert the sign of I(E∗) so that a higher score
refers to a better match, i. e., “less surprisal”. Consequently,
the scores are negative.
For an intuition on why dynamic scoring improves on static
scoring consider the event E∗ that the user wrongly labels a
primed image. Let us assume a fixed “priming effect”, i. e.,
the difference di = pi − ni = 0.5 is constant. We first
consider an image where pi = 0.5 (and thus ni = 0), i. e., the
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primed image is labeled correctly and incorrectly with the same
probability. Then the event E∗ does carry little information, as
it is a plausible outcome for a legitimate (primed) user. Second,
we consider the case where pi = 1 (and thus ni = 0.5), then
every primed image will be labeled correctly by the legitimate
(primed) user. Thus, if event E∗ happens, we can be certain
that it’s not the legitimate user participating in the protocol.
Static scoring gives the same score 0 in both cases, while
dynamic scoring gives a score of −∞ and thus indicates that
this event can only be caused by an impostor.
Legitimate (Primed) User Score. For the legitimate user, the









· (ni · ln(ni) + (1− ni) · ln(1− ni)) ,
which equals the average of the Shannon entropies of
Bernoulli-distributed random variables B1,pi and B1,ni with




(H(B1,pi) + H(B1,ni)) ,
where H(X) denotes the Shannon entropy, which is the
expected value of the self-information H(X) = E[I(X)].
Adversary Score. The adversary does not know whether the
image was primed or not (this is what the security of the
scheme rests on). Recall that we assume the adversary knows
the labels and knows the probabilities pi and ni. We assume
that the same number of images is primed and non-primed so
that a single random image is primed with probability 12 . An
adversary can basically decide to give the correct label or the
wrong label, based on the known probabilities. If the adversary
gives the correct label, the score (for that single image) will
be
(sp,c + sn,c)/2 = (ln(pi) + ln(ni))/2,
and if the adversary gives the incorrect label the score will be
(sp,f + sn,f )/2 = (ln(1− pi) + ln(1− ni))/2.
So an adversary can calculate both values and pick the one
that has a higher expected score.
IV. EXPERIMENT 1: PRE-STUDY
A pre-study was performed to identify the critical param-
eters of the MooneyAuth scheme. The critical parameters are:
(1) pi, the probability that a primed image is correctly labeled
and (2) ni, the probability that a non-primed image is labeled
correctly. From these values, we can then derive (3) the size
k of the sets IP and IN . These parameters were then used in
the following experiments.
While there is no ethics committee covering this type of
studies at the organizations involved in this research, there
are strict laws and privacy regulations in place that must be
obeyed. The experiments comply with these strict regulations.
The data we collected about a participant cannot be linked
back to a respondent, as the data is in quite broad categories
only. We did not collect any personal identifiers (IP address,
device identifier, name, or similar), and did not use third-party
components that may still log such data. Before any data was
recorded, the respondents were informed about the purpose of
the experiment and how the contributed data will be managed,
and that they can leave the experiment at any time.
A. Experimental Setup
We used a total of 120 images. For each participant, we
used 10 primed images |IP | = 10 and 20 non-primed images
|IN | = 20, i. e., an asymmetric distribution of primed and
non-primed images, randomly selected from the 120 images.
Choosing |IN | to be larger than |IP | helps to speedup the
enrollment process. We developed a web application to conduct
the experiment and measured the parameters pi, ni.
Enrollment (Priming) Phase. For the enrollment phase, a
random subset of |IP | = 10 Mooney images was selected
for each participant. Priming consisted of four steps:
(i) Introduction: The experiment started with a brief intro-
duction and explanation of how the experiment will pro-
ceed. We provided participants with the necessary written
explanation on the web page that this study was about an
alternative web-based authentication scheme. Participants
were informed about the two experimental phases (enroll-
ment and authentication). They were further informed to
be contacted via email, after the enrollment phase, to take
part in the authentication phase. Besides, we provided a
link with further information about Mooney images and
implicit memory for the interested participant.
(ii) Priming 1: For each image from the subset IP , we
first presented the Mooney image for 3.5 seconds, then
the original gray-scale image for another 3.5 seconds,
then again the Mooney image. To make the shifting
between the images more comprehensible, we gradually
transitioned between the images, i. e., fading out the first
image, while fading in the second image. A label (a
single English word) that described the hidden object
in the image was displayed during the original gray-
scale image presentation. We consider this approach a
reasonable tradeoff between giving enough time to prime
the image and spending time on the enrollment process.
(iii) Survey: After the first priming phase, the participants
were asked to fill out a short questionnaire with basic
questions such as age, field of work, gender, and opinion
about the usability of current web authentication systems.
This survey was intended to provide the participants
with a short break before the second priming phase. In
addition, we used the data collected from this survey for
a statistical assessment of the participants.
(iv) Priming 2: In the second priming phase, we repeated
the first priming phase for the same 10 images in a
new pseudo-randomized order. Overall, users saw each
Mooney image and its corresponding gray-scale image
twice.
Authentication (Recall) Phase. Participants were invited via
email to take part in the authentication phase. Each participant
was provided with an individual link. In order to test how
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long the effects of priming and authentication performance
lasted, we performed the authentication phase in two separate
groups at two different points in time (approximately two
weeks apart). The authentication phase was composed of two
main steps:
(i) Introduction: Before the authentication started the task
was described. Each participant was asked to view the
Mooney image, and to label the hidden object in the
image as fast as possible. Participants were specifically
asked to label each image using a single English word.
Importantly, participants were asked to label the images
regardless of what they have seen in the priming phase.
If the participants could not identify the hidden object
(possibly because this image was not used in the priming
phase), they were asked to press the “I don’t know”
button. These instructions were provided in a written
form on the web page.
(ii) Authentication: For each returning participant, we se-
lected a subset IN ⊂ I \ IP of size |IN | = 20.
All Mooney images from the entire set IP ∪ IN were
presented to the participants for labeling in random order.
The interface used for this labeling task can be seen in
Figure 2.
Fig. 2. Screenshot of the user interface during the authentication phase.
Please note that the website as used in Experiment 1 had
a bug, which led to a layout change caused by an information
banner fading out during the labeling process in the authen-
tication phase. This could have led participants to click the
“I don’t know” button accidentally instead of selecting the text
entry field. It seems very unlikely that this bug has affected
the results: we have not received any feedback from the
participants mentioning this issue, the fading out related miss-
click could have only occurred in specific instances with a slow
Internet connections, and when we filtered the participants
that may have been affected based on the text input time the
overall results even slightly improved. Furthermore, we fixed
this potential issue for Experiments 2 and 3, and these report
very similar results. This confirms that the bug had minimal
or no influence on the results.
B. Implementation
To perform the experiments, we implemented a web ap-
plication based on the Model, View, Controller (MVC) de-
sign pattern. The front-end (View) is based on the Bootstrap
framework to accelerate development, the back-end (Model
and Controller) is written in PHP, and data is stored in a
MySQL database. To compute an edit distance during the
authentication phase, we used a C implementation of the
Damerau-Levenshtein algorithm which was included as exter-
nal PHP module. Data was transmitted using transport layer
security (TLS) to protect the privacy of the participants. To be
compliant with the federal data protection act and privacy laws,
users were informed about what data was collected and had to
consent to the processing and storing of the data. Collected
data was stored in encrypted form. We used the free web
analytics software Piwik on the web server to derive statistics
about the web application’s usage. Every user was able to opt-
out and the usage of the Do Not Track (DNT) HTTP header
was honored.
C. Matching Labels
For each image, we created a small set of correct labels
(typically two to five labels). All labels were converted to
lowercase before comparison. We computed the Damerau-
Levenshtein distance (string edit distance considering inser-
tion, deletion, substitution, and transposition of adjacent let-
ters) between the provided label and all given labels for that
image. If one label had a distance less or equal to 1, we
marked it to be correct. This ensures that a variety of typical
deviations is accepted, such as simple spelling errors, plural
endings, British/American spelling differences, and such.
Although, the use of an open text field to provide answers
has drawbacks considering entry time and error rate (especially
on mobile devices), we decided not to use alternative methods
such as selecting the correct answer from multiple choice.
Previous work has shown that using multiple choice answers
leads to higher recognition rates for non-primed Mooney
images [28]. First, the number of choices gives us a lower
bound for the ni and second providing a choice of labels
already exhibits priming effects.
D. User Participation
Participants were recruited via several email distribution
lists and social media. To motivate participants, we raffled gift
cards to those who finished both phases. For this experiment,
360 people started the enrollment phase. We sent out 323 invite
emails for the authentication phase because 37 participants had
not finished their enrollment (6 stopped at the introduction
tutorial, 16 during the first priming, 6 during the survey,
9 during the second priming). From those re-invited to the
authentication phase 230 finished, 6 started but have not
finished, and 87 never tried to start the phase. A high dropout
rate between enrollment and authentication was expected, as
we have not verified email addresses during the enrollment
of Experiment 1 nor have we filtered obviously fake email
addresses. Furthermore, misclassification of our invite email
as spam might have occurred, as well, which would explain
the high number of users that not even tried to start the
authentication phase.
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We collected, with users’ consent, basic statistics such as
country of origin and timing from the server logs, as well as
the results from a survey; a summary of the statistics can be
found in Appendix A. Please note, the reported numbers of the
questionnaire in the appendix differ from the actual number of
participants, as providing answers was not mandatory. About
four out of five participants were between 20 and 30 years
old, but all age groups were represented, and about four out
of five were male. Most participants were from France and
Germany due to the mailing lists we used, but people from
over 30 countries participated. The majority of them liked to
use the MooneyAuth scheme.
As a result of the sampling process, the participants in
this and the following experiments are skewed towards young
and male participants working in the sciences. Previous work
found no evidence indicating differences in recognition rates
of Mooney images for gender or occupation of the primed
participants [25], [26], [27], [28]. Unfortunately, there is no
data available on priming effects in different age groups.
E. Results
We now present the results of our first experiment that
helped us to estimate and test parameters (e. g., labeling).
1) Estimating pi, ni, and di: The main result of Ex-
periment 1 is the estimation of the parameters pi and ni
for the tested images. We find that the average difference d
over the individual di = pi − ni, which is a good indicator
for the overall performance, is 0.43. This is a fundamental
improvement over the previous work [16], which achieved an
average difference of d = 0.07.
A more detailed view is given in the plot in Figure 3,
which shows these parameters for each individual image. Each
data point indicates one image, with the positions on the x-
axis (y-axis) representing the empirical values for pi (ni). The
plot shows our main result for the full dataset. To improve
comparability with previous findings, we printed our results
as an overlay on top of the plot from previous work [16]. One
might reason that the compared time frames are not the same
(20 days and 28 days). However, we show in Section V that
our Mooney image priming effect declines only moderately
over time allowing one to consider this a fair comparison.
The (diagonal) lines are intended to help in the comparison
of the results in the layered graph. The small solid line in the
top of the graph (pi = 0.07 + ni) indicates the average value
of the difference d of the previous work [16], it corresponds
to the bold solid line in the bottom of the graph. This line
represents the average for our system (pi = 0.43 + ni), while
the third solid line (pi = 0.5 + ni) indicates the line with
di = 0.5.
2) Response Time: A summary is given in Table II. The
average time to label an image is around 10 seconds with
a high standard deviation. (Maximum timing can be more
than 10 minutes). Median values are more robust to outliers.
They are closely grouped together (7.25− 7.89 seconds). The
only exception can be seen in the correctly labeled primed
images. These images were substantially faster (a median of
6.30 seconds).
Fig. 3. Priming effect comparison: pi versus ni plot for our scheme after
20 days (points, blue) and previous work [16] after 28 days (stars, black).
3) Strict vs. Relaxed Labeling: The way we use for testing
the labels for correctness may obviously affect the measured
values (and thus the performance of the scheme). To evaluate
if the strict labeling, as described in Section IV-C, gives
reasonable results, or whether more sophisticated measures
(e. g., a lexical database that includes synsets to find related
words) needed to be taken, we additionally assessed the quality
of the comparison by hand. We tested all labels that were
classified as “wrong” in the automatic test. In this manual
“clean up session”, we added some labels to the set of accepted
labels that were synonymous to existing labels, which we
missed in the original creation of the labels (e. g., we added
“carafe” for an image showing a “pitcher”), we added some
generalized terms (e. g., “animal” instead of “tiger”), and very
similar species that were easy to confuse in the images (e. g.,
“bee” and “ant”). We grouped those labels as “similar”, and
everything else as “wrong” as before.
Contrary to our expectation, relaxed labeling slightly wors-
ens the performance. While for strict labeling we have d =
0.43, for the relaxed labeling we have d = 0.42, a small
but noticeable difference. This might be explained by the fact
that some “similar” cases, in particular generalizations, are so
general that they can be guessed (e. g., 77 of the 120 images
were showing animals). Consequently, in all following studies
we used the strict labeling, which in addition is computable
without human intervention.
V. EXPERIMENT 2: LONG-TERM BEHAVIOR STUDY
It is well-known that, in principle, priming can last over
very long times [13]. However, this is not known for priming
on Mooney images. In a second experiment, we measured the
long-term effects of the priming.
A. Experimental Setup
This experiment is an extension of the first experiment.
It extends Experiment 1 in two aspects: first, we divided
the data gathered in Experiment 1 into two batches by the
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TABLE I. STATISTICS ON THE DURATION AND AVERAGE EVENT PROBABILITY PER EXPERIMENT.
Duration (in days) Results
Mean SD Median Average pi Average ni Average di
Experiment 1 18.0 8.8 20 0.648 0.219 0.429
Experiment 2
– Batch 1 8.7 2.2 9 0.726 0.226 0.500
– Batch 2 25.1 4.2 25 0.586 0.215 0.371
– Batch 3 264.3 3.8 264 0.499 0.252 0.247
Experiment 3 19.9 4.7 21 0.642 0.203 0.439
TABLE II. STATISTICS ON THE TIMING FOR THE LABELING
OPERATION, ALL VALUES ARE IN SECONDS.
Class Median Mean SD
Primed/correct 6.30 8.62 8.76
Primed/false 7.25 10.24 12.54
Non-primed/correct 7.89 11.17 24.83
Non-primed/false 7.30 9.55 15.38
time between enrollment and authentication; second, we re-
invited the participants of Experiment 1 after approximately
8.5 months again and measured the pi, ni decline over time.
Therefore, we can compare three different batches (9, 25, and
264 days), details are listed in Table I.
B. User Participation
People from the first batch were invited to authentication
approximately 10 days after the first invitation to the enroll-
ment, people from the second batch after about three and a half
weeks. For each participant, we measured the time between
priming and authentication. For the first batch, this difference
has a median of 9 days, for the second batch, it has a median
of 25 days. For the third batch, the median is 264 days. Further
details on the participants are given in the Appendix A.
C. Results
Detailed information is provided in Figure 4 and Table I.
We see a moderate decline of the priming effect over the first
couple of weeks: the average value of the di is 0.500 for
the first batch and 0.371 for the second batch, both for strict
labeling. However, over longer times, the decline becomes
much less pronounced; in fact, 264 days after the initial
priming we still measure an average di of 0.247.
This is shown in more detail in Figure 4, which shows
scatter plots for pi and ni, separated for the first batch
(top), second batch (center), and third batch (bottom). We
can additionally see that even in the third batch, there is a
substantial number of images with a di greater than 0.5 (dashed
line on the lower right).
Additionally, Table I shows the average pi and ni for each
batch. As expected, the values for ni do not vary over time
(as no priming took place), but the values for pi do change.
VI. EXPERIMENT 3: MOONEYAUTH STUDY
Based on the findings of our first study, we conducted
a third study with the estimated parameters pi and ni. This
experiment is designed as a realistic test of the overall perfor-
mance of the authentication scheme.
A. Experimental Setup
The experimental setup was very similar to the setup for
our first experiment as described in Section IV-A.
The main difference is the reduced set of images. We used
a subset of 20 images of the original image database, the
same subset for all users, and computed a random partition of
this reduced database for each participant. We selected those
images with the best performance in the first experiment, i. e.,
those images with the highest values di = pi−ni. The selected
images had values di between 0.79 and 0.57, on average 0.643.
For each user, we used 10 primed and 10 non-primed images,
i. e., |IP | = |IN | = 10.
There were no changes to the enrollment phase. The
authentication phase worked as before, but as we learned in
Experiment 1 that the strict labeling outperforms the relaxed
labeling, we only used the strict labeling. The goal of this
experiment was to evaluate the suitability of the authentica-
tion method, including potential cross-contamination of the
memory when several images with good priming effects were
learned by a single user (an effect we could not study in the
first experiment). Also, the measured and presented statistics
are tailored towards this goal.
B. User Participation
Participants were recruited via email distribution lists. We
took several measures to avoid that participants of the first
or second experiment also participated in the third: we used
(mostly) disjoint mailing lists, asked users in the questionnaire
if they participated before, filtered all emails used for the login
that have participated in the first, and placed a cookie that
allowed us to detect multiple participations. Participating in
both studies has to be prevented as the images in the third
experiment are a subset from the first experiment, so being
primed on some images in the first experiment can disturb the
results of the third experiment. However, the effect of duplicate
participants is small, as the overlap of primed images and the
20 images in the third experiment is less than two on average.
Again, we raffled gift cards to those who finished both phases.
About half of the 70 participants in this experiment were
between 20 and 30 years, but all age groups were represented.
About 3 out of 4 were male. Most participants were from
France and Germany, because of the mailing lists we used.
The results of the questionnaire are shown in Appendix B.
C. Results
The main result of this experiment is a precise estimation
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Fig. 5. Distribution of measured (bar, blue) and estimated (solid line, red)
scores for dynamic scoring (top) and static scoring (bottom).
In addition, we compare the static and the dynamic scoring
strategy.
1) Performance: The complete graphs illustrating the dis-
tribution of scores are shown in Figure 5, both for dynamic
scoring (top), and static scoring (bottom). The x-axes give the
scores assigned to a run (rounded to integers if necessary), and
the y-axes the relative frequency. The blue bars give the actual
measured distribution determined in the third experiment,
while the red solid line gives the estimated distribution of
score values for a legitimate user (see Section VI-C2, using
the estimated parameters pi and ni from above). The green
dashed line gives the distribution of an impostor using the
optimal strategy as described in Section III-F.
We measure the performance of the scheme in terms of the
false acceptance and false reject rates. The false acceptance
rate (FAR) is an indicator for the security of the protocol; it
gives the likelihood that an impostor is (falsely) classified as
a legitimate user, i. e., “accepted”. For fallback authentication
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TABLE III. PERFORMANCE OF THE SCHEME FOR PARAMETERS
|IP | = |IN | = 10.
Target Score Resulting FRR
FAR Thres. Sim. Meas.
Static 0.1 % 17 48.9 % 76 %
scoring 0.5 % 16 27.6 % 67 %
1.0 % 15 13.0 % 56 %
Dynamic 0.1 % -16 0.30 % 2.86 %
scoring 0.5 % -16 0.30 % 2.86 %
1.0 % -16 0.30 % 2.86 %
schemes (which can apply strict rate-limiting and other tech-
niques to limit the capabilities of an impostor) FARs in the
range of 0.01 and 0.001 can be considered acceptable (Denning
et al. [16] considered a FAR of 0.005). For a given FAR,
we can determine the threshold that meets this FAR, which
provides us with the false reject rate (FRR), i. e., the probability
that a legitimate user is denied access to the system. Denning
et al. [16] considered an FRR of 0.025 to be acceptable.
Figure 5 and Table III depict the basic performance of the
proposed scheme. We can see that for the dynamic scoring, the
scheme achieves simulated FRRs of 0.3% for FARs between
1% and 0.1%, and measured FRRs of 2.86%. (While it
may be surprising that the measured FRR are higher than
the simulated FRRs, please note that only two participants
achieved a dynamic score of −16, which are solely responsible
for the relatively high FRR.) Still, an FRR of 2.86% is pretty
much within the bounds of previous work.
Some statistics about the duration of the experiments and
the properties of the used Mooney images are summarized in
Table I. Some statistics about the duration of each phase is
given in Table IV. For example, it shows that the enrollment
phase took 5.0 min on average (including tutorial and ques-
tionnaire), and the authentication phase 3.5 min.
2) The Simulation: Besides the measured data from the
user experiment, we use simulated numbers to provide addi-
tional insights. These simulations are based on the estimated
parameters pi, ni determined in the first experiment, where we
selected the 20 best images and used those pi, ni. We simulated
100 000 authentication attempts as follows:
• Choose random subsets IP and IN from the available
images.
• Simulate a user (primed on IP ) logging in, based on the
collected probabilities pi, ni, and compute the score.
• Simulate an optimal adversary (as defined above), and
compute the score.
An interesting observation is that the simulation based
on the probability values from the previous experiment is
relatively accurate. We can see that the shape of the simulated
distribution (red solid line) closely resembles the shape of
the measured distribution (blue bars). The only substantial
difference is that the distribution is shifted towards lower
values, i. e., the mean changes from −8.45 to −9.6 (for the
dynamic scoring), and from 16.5 to 14.4 (for the static scor-
ing). In other words, the performance we measured is slightly
worse than predicted by the simulation, which can have several
plausible reasons: (i) The time difference between enrollment
and authentication for Experiment 1 (when estimating the di)
was slightly shorter than for Experiment 3 (mean duration of
TABLE IV. STATISTICS ON THE OVERALL TIMING (IN SECONDS) FOR
EXPERIMENT 3.
Mean Median Max Min SD Var
Enroll - Tutorial 24 23 58 13 8 58
Enroll - Priming 1 113 107 170 99 15 221
Enroll - Survey 51 47 143 23 20 390
Enroll - Priming 2 105 101 186 94 14 196
Total - Enroll 294 (5 minutes)
Auth - Tutorial 28 24 97 3 16 262
Auth - Labeling 177 163 472 70 75 5597
Total - Auth 206 (3.5 minutes)
approx. 18 days vs. 20 days). (ii) Being primed on several
images with good priming properties in parallel may cross-
contaminate the participant’s memory and thus worsen the
overall recall. However, from this experiment we see that even
if this effect plays a role, its influence is relatively small.
We can also see that the dynamic scoring substantially
outperforms the static scoring. Table III lists, for several
target FARs, the resulting FRRs, both for dynamic and static
scoring. We see that for all listed FARs, the resulting FRRs
are substantially better with dynamic scoring, both for the
measured data and for the simulated values.
VII. SECURITY ANALYSIS / DISCUSSION
In the proposed authentication scheme, the priming effect
of Mooney images is used to help users memorizing their au-
thentication secret, using implicit instead of explicit memory.
However, it is important to note that, similarly to graphical
authentication schemes based on explicit memory, the security
of this scheme relies on the subset IP only, and does not
depend on the properties of Mooney images. In fact, our
security model considers a powerful attacker who (artificially)
knows the solution (label) for every image and still fails to
authenticate. (There is an indirect dependency, however, as a
weak priming effect will typically be compensated by a lower
threshold to control the false acceptance rate and thus make
attacks easier.) Once a catalog of images with good priming
properties is used (e. g., di > 0.5, see Figure 6), the scheme is
resilient to rate limited guessing attacks. Note that all users of
the authenticating service share the same set I of such images
(IP , IN ⊂ I). Thus, selecting the images is a one-time task.
The secret used for authentication is the set of primed
images IP , which is a subset of all images presented to the
user in the authentication phase IP ∪ IN . Effectively, IP is
a randomly chosen subset, so there is no bias of user choice
involved (in contrast to passwords and many other schemes),
which facilitates the security analysis. The authentication score
computed by our scheme is not only based on the primed
images the user can identify, but also on the non-primed images
that an adversary is not able to determine. As a consequence,
an adversary that can decode Mooney images without going
through the priming phase has no advantage for breaking the
security of the proposed scheme, if it is unknown on which
images the victim was primed on. Also, a user connecting to
the server under a false username and obtaining the presented
images does not affect the security. To avoid intersection
attacks, it is mandatory that the same set of non-primed images
IN is presented at each login attempt.
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Fig. 6. Example images with longtime (264 days) low (top, blue) and high
(bottom, red) priming effects.
Just like most other schemes, our scheme is susceptible
to phishing attacks: An attacker can query the authentication
server for the images, present them to the legitimate user,
record the timings, and replay those to the server. All standard
measures to prevent phishing attacks apply here as well.
Furthermore, an active phishing attack is required, i. e., the
attacker needs to query the server to get the correct set of
images, which may be detected on the server’s side.
While passwords can be stored (relatively) secure on the
login server using iterated password hashes and random salts
to prevent guessing attacks, this is not feasible for a large range
of fallback authentication methods, e. g., as for knowledge
questions also approximate answers should be counted, which
typically requires storing the solution in plaintext. Similar,
there is no (obvious) way to store the secret information (i. e.,
the indices describing the set IP for our scheme).
Guessing attacks against our scheme can be avoided just
as for other fallback authentication schemes. For example,
by putting substantial limits on the guessing rate (e. g., one
attempt per day), and a lock-out period, i. e., if account
recovery is initiated, the original owner is notified, e. g., via
the stored mail, and has 24 hours to abort the recovery if
it was started by somebody else. All of these measures are
implemented for other schemes as well.
We did not study interference properties, i. e., how well a
user can remember a secret if the user is using the system
on several servers in parallel (with different sets of primed
images IP ). However, most smaller websites use fallback
authentication by email or use a single-sign-on solution. Thus
a more involved fallback authentication scheme like ours will
mostly be of interest to large email providers or social network
sites, and thus a user will only use very few parallel instances.
Our experiments are conducted on a limited set of
20 Mooney images out of which 10 were primed. This might
open the question whether retrieval of primed Mooney images
can get harder when more images are primed. An experiment
by Ludmer et al. has used Mooney images to explore memory
retrieval in the human brain by priming users with 30 randomly
selected images [28]. They have shown that if the solution to
a primed Mooney image is retained one week after priming,
it is essentially retained to the same degree also three weeks
afterward. This suggests that even when a larger sample size
of Mooney images is used retrieval of primed Mooney images
are likely to retain after longer periods of time.
VIII. CONCLUSION
Authentication schemes based on implicit memory relieve
the user of the burden of actively remembering a secret (such
as a complicated password). This paper presents a new im-
plicit memory-based authentication scheme that significantly
improves previous work by using a more efficient imprinting
mechanism, namely Mooney images, and optimizing the scor-
ing mechanism. We implemented a comprehensive prototype
and analyzed the performance and security of our proposal in
a series of experiments. Results are promising and show that
our scheme is particular suited for applications where timing
is not overly critical, such as fallback authentication.
Fig. 7. Mooney image and the corresponding original image.
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APPENDIX A
DETAILS OF THE PRE-STUDY (EXPERIMENT 1) AND THE LONG-TERM STUDY (EXPERIMENT 2)
(9 days) (25 days) (264 days)
1st batch 2nd batch 3rd batch
No. Percent No. Percent No. Percent
Age 97 100.0 % 129 100.0 % 124 100.0 %
20-30 61 62.9 % 66 51.2 % 69 55.6 %
31-40 27 27.8 % 40 31.0 % 38 30.6 %
41-49 6 6.2 % 14 10.9 % 12 9.7 %
50+ 3 3.1 % 9 7.0 % 5 4.0 %
Gender 97 100.0 % 129 100.0 % 124 100.0 %
male 81 83.5 % 101 78.3 % 97 78.2 %
female 16 16.5 % 27 20.9 % 27 21.8 %
other - - 1 0.8 % - -
Country 97 100.0 % 129 100.0 % 124 100.0 %
France 40 41.2 % 55 42.6 % 54 43.5 %
Germany 41 42.3 % 44 34.1 % 45 36.3 %
other 16 16.5 % 30 23.3 % 25 20.2 %
Native English speaker 97 100.0 % 129 100.0 % 124 100.0 %
Yes 6 6.2 % 4 3.1 % 7 5.6 %
No 91 93.8 % 125 96.9 % 117 94.4 %
Profession 97 100.0 % 129 100.0 % 124 100.0 %
Administration 4 4.1 % 3 2.3 % 4 3.2 %
Arts - - - - - -
Engineering 38 39.2 % 55 42.6 % 52 41.9 %
Humanities - - 2 1.6 % - -
Life science 1 1.0 % 1 0.8 % 1 0.8 %
Science 53 54.6 % 66 51.2 % 65 52.4 %
other 1 1.0 % 2 1.6 % 2 1.6 %
Heard of Mooney images 97 100.0 % 129 100.0 % 124 100.0 %
Worked with before - - - - - -
Heard of before 10 10.3 % 11 8.5 % 8 6.5 %
none 87 89.7 % 118 91.5 % 116 93.5 %
Passwords are easy to remember 97 100.0 % 129 100.0 % 124 100.0 %
Strongly agree 4 4.1 % 3 2.3 % 4 3.2 %
Agree 30 30.9 % 32 24.8 % 36 29.0 %
Neither agree nor disagree 33 34.0 % 46 35.7 % 38 30.6 %
Disagree 27 27.8 % 39 30.2 % 39 31.5 %
Strongly disagree 3 3.1 % 9 7.0 % 7 5.6 %
Passwords are secure 97 100.0 % 129 100.0 % 124 100.0 %
Strongly agree 2 2.1 % 2 1.6 % 2 1.6 %
Agree 29 29.9 % 35 27.1 % 37 29.8 %
Neither agree nor disagree 36 37.1 % 38 29.5 % 37 29.8 %
Disagree 25 25.8 % 42 32.6 % 38 30.6 %
Strongly disagree 5 5.2 % 12 9.3 % 10 8.1 %
Mooney images are interesting to work with 96 100.0 % 129 100.0 % 124 100.0 %
Strongly agree 8 8.3 % 5 3.9 % 9 7.3 %
Agree 46 47.9 % 70 54.3 % 57 46.0 %
Neither agree nor disagree 36 37.5 % 39 30.2 % 48 38.7 %
Disagree 6 6.3 % 13 10.1 % 9 7.3 %
Strongly disagree - - 2 1.6 % 1 0.8 %
Using Mooney images is funny 97 100.0 % 129 100.0 % 124 100.0 %
Strongly agree 6 6.2 % 7 5.4 % 7 5.6 %
Agree 37 38.1 % 52 40.3 % 42 33.9 %
Neither agree nor disagree 40 41.2 % 56 43.4 % 59 47.6 %
Disagree 13 13.4 % 10 7.8 % 14 11.3 %
Strongly disagree 1 1.0 % 4 3.1 % 2 1.6 %
14
APPENDIX B
DETAILS OF THE FINAL STUDY (EXPERIMENT 3)
(21 days)
No. Percent
Age 70 100.0 %
20-29 39 55.7 %
30-39 22 31.4 %
40-49 6 8.6 %
50-59 2 2.9 %
60+ 1 1.4 %
Gender 70 100.0 %
male 54 77.1 %
female 15 21.4 %
other 1 1.4 %
Nationality 70 100.0 %
France 29 41.4 %
Germany 12 17.1 %
USA 9 12.9 %
other 20 28.6 %
Country you completing this in 70 100.0 %
France 37 52.9 %
USA 16 22.9 %
Germany 13 18.6 %
other 4 5.7 %
Native English speaker 70 100.0 %
Yes 10 14.3 %
No 60 85.7 %
Profession 70 100.0 %
Arts 2 2.9 %
Business 2 2.9 %
Engineering 24 34.3 %
Humanities 1 1.4 %
Life science 6 8.6 %
Science 35 50.0 %
other - -
Heard of Mooney images 70 100.0 %
Worked with before 3 4.3 %
Heard of before 18 25.7 %
none 49 70.0 %
Mooney images are easy to remember 70 100.0 %
Strongly agree 1 1.4 %
Agree 25 35.7 %
Neither agree nor disagree 35 50.0 %
Disagree 9 12.9 %
Strongly disagree - -
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