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In applications spaning from image analysis and speech recognition, to energy dissipation in
turbulence and time-to failure of fatigued materials, researchers and engineers want to calculate
how often a stochastic observable crosses a specific level, such as zero. At first glance this problem
looks simple, but it is in fact theoretically very challenging. And therefore, few exact results exist.
One exception is the celebrated Rice formula that gives the mean number of zero-crossings in a
fixed time interval of a zero-mean Gaussian stationary processes. In this study we use the so-called
Independent Interval Approximation to go beyond Rice’s result and derive analytic expressions for
all higher-order zero-crossing cumulants and moments. Our results agrees well with simulations for
the non-Markovian autoregressive model.
Introduction. Imagine a stationary time series that
repeatedly crosses through its mean, say zero. Because
it is stationary, the crossings occur with a constant rate
r, which means that the ensemble-averaged number of
zero-crossings 〈m(n)〉 during a fixed time interval n is
〈m(n)〉 = nr. (1)
Although a simple formula, it is a challenge to derive
a closed-form expression for r in terms of the statisti-
cal properties of the time series. One exception is Gaus-
sian stationary time series X(0), . . . , X(n), where in 1945
Stephen Rice found that r = (1/pi)× arccos[〈X(k)X(k+
1)〉/〈X(0)2〉] [1].
To honour his work, Eq. (1) is referred to as the Rice
formula, and has over the last seven decades been ap-
plied to a variety of scientific and engineering problems
For example to calculate energy dissipation in turbulent
flows [2], time-to failure from material fatigue in struc-
tures exposed to random loads such as wind [3], and
to estimate occurrences of high ocean waves [4]. How-
ever, apart from Rice’s formula and a few special cases
[5, 6], there are no general analytical results for the zero-
crossing moments and cumulants. This limits the for-
mula’s predictive power because we cannot reliably cal-
culate error estimates and confidence intervals. Here, we
narrow this knowledge gap.
To estimate the zero-crossing cumulants, let us briefly
assume that the zero-crossing process is described by flip-
ping a skewed coin; the probability of ”heads” is r, and
”tail” is 1 − r. If we get heads, we cross zero between
times n′ − 1 and n′, and if we get tail we do not cross.
If the coin flips are independent, the distribution of m
zero-crossings during n time steps is given by the bino-
mial distribution Pm(n) =
(
n
m
)
rm(1−r)m−n. And just as
Rice formula, this process gives 〈m(n)〉 = nr. Moreover,
any cumulant κk(n) is linear in n
κk(n) = Kkn, (2)
where the first three pre-factors areK1 = r, K2 = r(1−r)
and K3 = r(1− r)(1− 2r).
However, the zero-crossing statistics for a general sta-
tionary process is not that of a coin-flip process – the
probability that X(n′) crosses zero between times n′ −
1 and n′ typically depends on the trajectory X(n′ −
1), X(n′ − 2), . . . that leads up to n′. How does Eq. (2)
change under these conditions? Using a generalisation of
the so-called Independent Interval Approximation (IIA)
[7], we find that the scaling with n holds for a general
Gaussian stationary time series. We also derive expres-
sions for the modified pre-factors Kk in terms of the pro-
cess’ autocorrelation function, and a recursion formula
for the sub-linear contributions to κk(n).
Zero–crossing probability density. To quantify
the zero-crossing statistics of a time series X(0), . . . X(n)
within IIA, we will need the probability ω(n|x0) that
X(n) < 0 given that x0 = X(0) > 0. If X(n) is
Gaussian with mean µ(n) and variance σ2(n), we have
ω(n|x0) = erfc(µ(n)/
√
2σ2(n)/2). In terms of the co-
variance γ(n) = 〈x(n + k)x(k)〉 and the normalised au-
tocorrelation function A(n) = γ(n)/γ(0), we may write
µ(n) = X(0)A(n) and σ2(n) = γ(0)
(
1−A(n)2) [8].
Averaging ω(n|x0) over the equilibrium density %(x0),
ω(n) =
∫∞
−∞ ω(n|x0 > 0)%(x0)dx0, leads to (see Ap-
pendix)
ω(n) =
1
2
+
arcsinA(n)
pi
. (3)
This is the probability that X(n) is below zero given the
thermalised initial position x0 > 0. Our expressions for
the cumulants κk(n) and moments 〈mk(n)〉 (k = 1, 2, . . .)
will be expressed in terms of ω(n).
Now we derive an expression for the zero-crossing prob-
ability Pm(n) in terms of ω(n) using the IIA framework.
To that end, consider X(n) illustrated in Fig. 1. As
time progresses, X(n) repeatedly goes through zero (its
mean), and we may divide the total observation time
into intervals where X(n) > 0 (T1, T3, . . .) and X(n) < 0
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FIG. 1: Stochastic time series X(n) of a continuous value x(n)
as a function of the discrete time n. Time intervals T1, T2, . . .
denote times spent above and below the origin.
(T2, T4, . . .). Now, the IIA’s main assumption is that the
length of these intervals are independent. The probabil-
ity density function of the first time interval (the first-
passage density) T1, is denoted by ρ(T1). Subsequent
interval lengths (T2, T3, T4, . . .) are random numbers, n,
described by the first-return density ψ(n).
Using the IIA, we can express Pm(n) in terms of ψ(n)
and ρ(n). To see this, consider the probability to make
a single zero-crossing up to n. This is the probability
that X first crossed at Tj multiplied by the probability
that it did not cross between n − Tj and n. That is
P1(n) =
∑n
j=1 ρ(Tj)(1−
∑n
j′=j ψ(Tj′)). Generalising this
argument to m crossings yields [10, 11]
Pm(n) =
n∑
j1=0
ρ(Tj1)
n∑
j2=j1
ψ(Tj2 − Tj1)
n∑
j3=j2
ψ(Tj3 − Tj2)
· · ·
n∑
jm=jm−1
ψ(Tjm − Tjm−1)
1− n∑
j′=jm
ψ(Tj′)
 .
(4)
To derive Eq. (4), we assumed that ψ(n) is the first-
return probability to zero, and that it is the same for
all crossings. While this is true in continuous-time, it is
an approximation in discrete-time because it is rare that
the process ends up exactly at zero (it rather over-shoots
zero, see Fig. 1). However, as discussed in [7], this only
weakly affect our IIA results.
To simplify Eq. (4) we take the z-transform f(z) =∑∞
n=0 f(n)z
−n. This gives
Pm(z) = ρ(z)ψ(z)
m−1 z [1− ψ(z)]
z − 1 . (5)
Next we eliminate ψ(z) and ρ(z) to express Pm(z) solely
in terms of ω(z). First, we demand that our equations
satisfy the Rice formula
∑∞
m=0mPm(n) = nr. This gives
ρ(z) = r
1− ψ(z)
z − 1 . (6)
Second, we use that the probability for X(n) to be below
zero given that X(0) started somewhere above zero, i.e.
ω(n), is the same as the probability that X(n) crossed
zero an odd number of times (Fig. 1). That is ω(n) =∑∞
m=1 P2m−1(n). Using Eq. (5) in the sum gives
ω(z) =
zρ(z)
z − 1
1
1 + ψ(z)
, (7)
and combining Eqs. (6) and (7) leads to
Pm(z) =
4rz(z − 1)2ω(z)2
r2z2 − (z − 1)4ω(z)2
(
2rz
rz + (z − 1)2ω(z) − 1
)m
.
(8)
This is an exact expression for the zero-crossing proba-
bility density within the IIA.
Zero-crossing cumulants. To calculate the cumu-
lants κk(n), we first use Eq. (8) to get the moments
〈mk(z)〉 = ∑∞m=0mkPm(z). The first four are
〈m(z)〉 = rz
(z − 1)2 , 〈m
2(z)〉 = 2r
2z
(z − 1)3q(z) ,
〈m3(z)〉 = 6r
3z
(z − 1)4q(z)2 −
rz
2(z − 1)2 , (9)
〈m4(z)〉 = 24r
4z
(z − 1)5q(z)3 −
4r2z
(z − 1)3q(z) ,
where
q(z) =
2(z − 1)ω(z)
z
. (10)
To invert these we must resolve the inverse∮
C
〈mk(z)〉zn−1dz/(2pii) [12]. Here the curve C is
outside the unit circle because the magnitude of the
largest pole is at most unity for stationary processes
[13]. From Eq. (9), we see that there is a pole at
z = 1, and possibly others that satisfy q(z) = 0.
To find out, we use Eqs. (3) and (10) to write
q(z) = 1 − [2(z − 1)/(piz)]∑∞i=0 arcsin[A(i)]z−i. From
this we see that z = 1 is not a root to q(z) because
q(1) = 1. This means that all zeros to q(z) must
be strictly inside the unit circle. This allows us to
decompose 〈mk(n)〉 into a leading and a sub-leading
part, 〈mk(n)〉a and 〈mk(n)〉s respectively, that dominate
the dynamics for asymptotically large and small n:
〈mk(n)〉 = 〈mk(n)〉a + 〈mk(n)〉s, (11)
This argument also holds for the cumulants κk(n) =
κ
(a)
k (n) + κ
(s)
k (n). Below we calculate the leading term
from the residue at z = 1, and derive a recursion relation
for the sub-leading part.
Asymptotic behaviours. We calculate 〈mk(n)〉a as
〈mk(n)〉a = Resz→1〈mk(z)〉zn−1. (12)
Although in closed form, the formulas for 〈mk(n)〉a are
tedious (see Supplementary material), but due to cancel-
lations, the cumulant expressions become much simpler.
Besides the Rice formula for κ1(n), we find to leading
order in n that
κ
(a)
2 (n) ' nr2 (−2q′(1)− 1) (13)
κ
(a)
3 (n) ' n
(
r3
(−3q′′(1) + 12q′(1)2 + 6q′(1) + 2)− r
2
)
(14)
3κ
(a)
4 (n) ' 2nr2
(
2q′(1)− r2(2q(3)(1)− 6q′′(1)
+ 60q′(1)3 + 30q′(1)2 − 6q′(1)(5q′′(1)− 2) + 3) + 1
)
(15)
where q(n)(1) is the n:th derivative of q(z) evaluated at
z = 1. Here we see that κk(n) ' Kkn as in Eq. (2), but
with non-trivial pre-factors.
Sub-leading behaviours. It is not convenient to use
residue analysis to calculate the sub-leading contribution
because q(z) is not on a suitable analytical form. We
therefore derived recursive relations for 〈mk(n)〉 (see Ap-
pendix). For k = 2 we have
〈m2(n)〉s = G(2)(n)− 1
r
n−1∑
k=0
〈m2(k)〉sω(n− k + 1)),
G(2)(n) = r
6
n(n+ 1)(n+ 2)
−r2
(
n(n− 1)− 2nq(1)(1) + 2q(1)(1)2 − q(2)(1)
)
−r
n−1∑
k=0
(
k(k − 1)− 2kq(1)(1) + 2q(1)(1)2 − q(2)(1)
)
×ω(n− k + 1). (16)
We give the k = 3 - case explicitly in the Appendix. In
fact, it is possible to invert all moments in Eq. (9) recur-
sively, but this is not convenient for asymptotic analysis.
Numerical results. Here we apply our expressions
to the autoregressive model of order p [13], denoted as
AR(p), that often appears in time series analysis [8, 13].
The key parameter p determines the time span of the
process memory (for p = 1 the model is Markovian), and
the general equation of motion for AR(p) is (n ≥ p)
x(n) = φ1x(n− 1) + . . .+ φpx(n− p) + η(n), (17)
where φ1 . . . φp are constants, η(n) is (Kronecker) delta-
correlated noise, and 〈η(n1)η(n2)〉 = Σ2δn1,n2 with am-
plitude Σ (below we set Σ = 1). To quantify how well
our expressions match real processes we compare them
to simulations. We use a computationally fast method
from [14] that uses the covariance γ(n) as input, rather
than simulating Eq. (17) directly. In the Appendix we
give γ(n) in terms of φ1 . . . φp for the relevant processes.
Example 1: AR(1). Also known as the discrete-time
Ornstein-Uhlenbeck process, AR(1) is the simplest au-
toregressive model. It has the autocorrelation A1(n) =
φn1 . In Fig. 2 (top), we show how the first three cu-
mulants grow with n when φ1 = 0.5. We compare the
asymptotic results κ
(a)
k (n), with results from the recur-
sion relations which are exact within IIA (see Appendix)
and results based on simulated AR(1) trajectories. To
better illustrate the long time behaviour, we scale κ
(a)
k (n)
by n. For comparison, we also included the cumulants for
the Binomial distribution [Eq. (2)].
FIG. 2: (top) Zero-crossing cumulants κk(n) (k = 1, 2, 3) for
the first-order autoregressive model x(n) = 0.5x(n − 1) +
η(n). (bottom) The cumulants’ absolute difference Dk(n
†)
between simulations and asymptotic results at time n† = 150.
Simulations are averaged over 107 realizations.
In Fig 2 we see that our expressions and simulations
agree very well when φ1 = 0.5. The agreement is sub-
stantially better than the binomial approximation. To
further quantify how much simulations and IIA results
deviate for other values of φ1, we varied φ1 and made
similar plots as Fig. 2 (top). From these we calculated
the the absolute error Dk(n
†) at some large time point
n†, between simulated and asymptotic values, that is
Dk(n
†) = |κ(Sim.)k (n†)− κ(a)k (n†)|/n†. In Fig. 2 (bottom)
we see that the errors are small, especially when φ goes to
zero (as it should because the correlations between time
points vanishes as φ1 → 0).
Example 2: AR(3). Next we study the non-Markovian
three step process x(n) = φ1x(n − 1) + φ2x(n − 2) +
φ3x(n− 3) + η(n), with autocorrelation function
A3(n) = C1λ
n
1 + C2λ
n
2 + C3λ
n
3 , (18)
where Ci are constants that depends on λ1, λ2 and λ3
which in turn depends on φ1, φ2 and φ3. We give these
explicitly in the Appendix.
Figure 3 is the same as Fig. 2 but for AR(3). In the
top panel we put λ1 = 0.5, λ2 = 0.2 and λ3 = 0.1.
4FIG. 3: (top) Zero-crossing cumulants κk(n) (k = 1, 2, 3) for
the non-Markovian third-order autoregressive model, AR(3),
with λ1 = 0.5, λ2 = 0.2 and λ3 = 0.1. (bottom) Absolute er-
ror Dk(n
† = 300) between simulations and asymptotic results
when λ2 = 0.2 and λ3 = 0.1. As λ1 grows from 0 to 0.9, φ1, φ2
and φ3 grows linearly: φ1 : 0.3 → 1.2, φ2 : −0.29 → −0.02,
and φ3 : 0→ 0.018. We averaged over 2× 107 trajectories.
Again we see good correspondence between simulations
and analytical results but the deviations grow for the
higher-order cumulants. In the lower panel we varied λ1
while fixing λ2 = 0.2 and λ3 = 0.1 Although larger than
for AR(1), the absolute errors for AR(3) are small.
Example 3: AR(p). The IIA is handy to derive closed
form expressions, but it is an approximation that ought
to break down when correlations span several consecu-
tive crossing intervals. We therefore ask: under what
conditions can our method make accurate predictions for
a general AR(p) process? To answer this, we consider
AR(11) that has the autocorrelation function A11(n) =
C1λ
n
1 + C2λ
n
2 + · · · + C11λn11 (see Appendix for details).
Guided by the results for AR(1) and AR(3), we antici-
pate that the IIA will work well for AR(p) as long as the
largest of λ1, . . . , λp is much larger than the 2nd largest
and so on. To test this, we set λ3 = 0.1, λk = λk−1/2 for
k = 4, . . . , 11 and varied λ1 and λ2 from 0.15 to 0.9. In
Fig. 4 we plot the absolute errors D2(n
†) and D3(n†) as
heat maps. As anticipated, we get accurate predictions
when λ1  λ2 (and λ1  λ2 because of symmetry). In
particular, we note that the errors are similar to AR(1)
and AR(3) (D2(n
†) . 0.005 and D3(n†) . 0.03) even
when λ1 ≈ λ2.
Discussion. The conditions for λ3, . . . λ11 in the
AR(11) example ensure that the core assumptions of the
IIA are not too violated. In other words, memory effects
do not extend over several zero-crossings. This means
that the IIA cannot in its present form handle strongly
correlated processes, such as fractional Gaussian noise
where A(n) ∼ n−β with β ∈ (0, 2). Generalising IIA to
these processes is a big challenge that goes beyond the
scope of this work.
The autoregressive model AR(p) that we used as
case study can be seen as a discrete-time version of
dpx(t)/dtp = η(t) in logarithmic time [15]. In [6], the
authors calculated the zero-crossing distribution Pm(n)
for this process as a series expansion in A(n) up to 10th
order with help of Mathematica. As an example, they
compared their results for x(n) = (η(n) + η(n − 1))/√2
with the asymptotically exact expression [5] and found
good correspondence. However, the method has con-
vergence problems when the crossings are too frequent
(m/n . 0.73). In addition to Pm(n), they also cal-
culated the variance κ2(n) up to 14th order in a simi-
lar way. They achieve best results for the AR(1) pro-
cess, but again there are convergence problems (when
φ & 0.75). Although in principle exact, their method has
a few shortcomings that we do not share in our work.
And, our approach provides closed-form, arguably sim-
pler, expressions.
Finally, even though we focused on time-series, where
the time between recordings is constant, all our results
can be extended to continuous time [16, 17]. If we put
tn = n, with  as the time between events, we get the
continuum case when  → 0, n → ∞ with t = n held
fixed. Also, in this limit we must replace the the zero-
crossing rate with
√−A′′(t0)/pi [15]. Overall, this means
that our expressions for κk(n) are approximations to the
continuum limit for smooth processes (were also the over-
shooting effect disappear). However, we point out that
some results for this limit already exists. For example,
the authors of [17, 18] show that the variance, κ2(n), of
any continuous Gaussian zero-mean process can be ex-
pressed as an integral that, however, must be evaluated
numerically.
Summary and outlook. How many times does a
Gaussian stationary process cross zero in a fixed time
interval? And how much does that number fluctuate?
To answer this, we used a generalisation of the Indepen-
dent Interval Approximation. With this we calculated
all zero-crossing cumulants in terms of the process’ au-
tocorrelation function. As our work extends the heav-
ily used Rice formula that only gives the average, we
look forward to application of our methods and results
in zero-crossing-based problems such as signal analysis
5FIG. 4: Absolute error between simulations and asymptotic
analytical results of the cumulants’ linear coefficient for the
autoregressive model AR(11). Top: D2(n
† = 300). Bottom:
D3(n
† = 300). Simulations are averaged over 107 realizations.
[19], wireless communication [20], image edge detection
[21], optics [22], biomedical engineering [23], neurophys-
iology [24] seismology [25], machine learning [26], and
speech recognition and processing [27–29].
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APPENDIX
PROBABILITY THAT AN ODD NUMBER OF
ZERO-CROSSINGS OCCUR
In the main text we gave the probability ω(n) for an
odd number of zero-crossings to occur, see Eq. (3). To
determine ω(n) we start with the conditional probability
that the number of zero-crossings m is odd given that
X(n = 0) = x0 > 0,
ω(n|x0 > 0) =
∫ 0
−∞
dxnP (xn|x0 > 0), (19)
where P (xn|x0 > 0) is the conditional probability density
function (PDF) that the Brownian particle is at x at time
n given the initial position x0 > 0. It is given by [8]
P (x, n|x0) =
exp
(
− (x−x0A(n))22γ(0)(1−A(n)2)
)
√
2piγ(0)(1−A(n)2) , (20)
where γ(n) = 〈x(n + k)x(k)〉 is the covariance and
A(n) = γ(n)/γ(0) is the (normalized) autocorrelator.
The stationary limit is
%(x) =
1√
2piγ(0)
exp
(
− x
2
2γ(0)
)
, (21)
since A(n → ∞) → 0. The derivation of the conditional
PDF is done in the following steps. Consider the covari-
ance matrix
C =
(
γ(0) γ(n)
γ(n) γ(0)
)
,
where C00 = Cnn = γ(0) and Cn0 = C0n = γ(n). The
joint PDF is given by,
P (xn, x0) =
1
2pi
√
det(C)
exp
−1
2
∑
j,k={0,n}
xjC
−1
jk xk
 ,
(22)
where the inverse covariance matrix reads
C−1 =
(
1
γ(0)(1−A(n)2) − A(n)γ(0)(1−A(n)2)
− A(n)γ(0)(1−A(n)2) 1γ(0)(1−A(n)2)
)
.
Thus,
P (xn, x0) =
exp
(
−x2n−2xnx0A(n)+x202γ(0)(1−A(n)2)
)
2piγ(0)
√
(1−A(n)2) . (23)
Using Bayes’ rule we get the conditional PDF via,
P (xn|x0) = P (xn, x0)
%(x0)
, (24)
which leads to Eq. (20).
Since we are considering stationary processes, the ini-
tial position is thermal and one must average Eq. (19)
over the initial distribution that is stationary and given
by Eq. (21). If one has the initial position x0 < 0 then
an odd number of zero–crossings would correspond to
x(n) > 0. In our case it does not matter if x0 is greater
or less than zero. There will be as many zero–crossings
in either case. Thus, we choose x0 > 0 without loss of
generality and find,
ω(n) =
∫ ∞
−∞
dx0%(x0)ω(n|x0 > 0)
=
1
2
+
arcsinA(n)
pi
,
(25)
where x0 > 0 should be interpreted as |x0|.
FORMAL INVERSION OF THE SECOND
MOMENT
In the main text, write 〈m2(z)〉 in Eq. (9) using Eq.
(10) as
〈m2(z)〉ω(z) = r
2z2
(z − 1)4 . (26)
Identify that products in z-space are due to convolutions
and that Z−1
{
z2
(z−1)4
}
= 16n(n
2 − 1) [30], therefore
n∑
k=0
〈m2(k)〉ω(n− k) = r
2
6
(n− 1)n(n+ 1). (27)
7Using that ω(0) = 0 and that ω(1) = r we pull out the
term 〈m2(n)〉 from the sum which yields the recursive
formula
〈m2(n)〉 = r
6
n(n+ 1)(n+ 2)− 1
r
n−1∑
k=0
〈m2(k)〉ω(n− k+ 1).
(28)
Higher order moments follows similarly, and below we
give the recursive formula for the sub-leading part of the
third moment.
EXPRESSIONS USED IN RECURSION
RELATION FOR THE SUB-LEADING
BEHAVIOR
The recursion equation for the sub-leading terms for
the third moment is (compare to Eq. (16) in the main
text):
〈m3(n)〉s = G(3)(n)− 1
r2
n−1∑
k=0
(
rk
2
+ 〈m3(k)〉s
)
×
n+2−k∑
j=0
ω(j)ω(n− k − j + 2),
G(3)(n) = rn
2
(
(n+ 1)(n+ 2)(n+ 3)(n+ 4)
40
− 2
)
−r3
[
n(n− 1)(n− 2)− 6(n− 1)nq(1)(1)− 24q(1)(1)3
+18q(1)(1)q(2)(1) + 3n
(
6q(1)(1)2 − 2q(2)(1)
)
− 2q(3)(1)
]
−r
n−1∑
k=0
{rk
2
+ r3
[
k(k − 1)(k − 2)− 6(k − 1)kq(1)(1)
−24q(1)(1)3 + 18q(1)(1)q(2)(1) + 3k(6q(1)(1)2 − 2q(2)(1))
−2q(3)(1)]}× n+2−k∑
j=0
ω(j)ω(n− k − j + 2) (29)
AUTOCORRELATOR AUTOREGRESSIVE
PROCESS OF ORDER P
The equation of motion of the AR(p) process is given
by [8]
x(n) =
p∑
k=1
φkx(n− k) + η(n). (30)
The derivation of the corresponding autocorrelator starts
by defining the backward operator B as: Bjx(n) = x(n−
j). Let
φ(B) = 1− φ1B − φ2B2 − . . .− φpBp, (31)
then the equation of motion can be written on the com-
pact form
x(n) = η(n)/φ(B). (32)
Next we set
φ(B) = (1− λ1B)(1− λ2B) · · · (1− λpB), (33)
such that by equating like powers of B in Eqs. (31) and
(33), each φk can be expressed in terms of the λ’s. Ac-
tually, for each λ = 1, the equation of motion reduces to
∆px(n) = η(n), where ∆ is a discrete derivative satisfy-
ing ∆x(n) = x(n) − x(n − 1). We make use of partial
fraction that gives
1
φ(B)
=
c1
1− λ1B +
c2
1− λ2B . . .+
cp
1− λpB . (34)
By writing on common denominator and match coeffi-
cients of like powers of B (in the numerators of the LHS
and RHS of Eq. (34)), one can show that the constants
can be written
ck =
λp−1k∏
j 6=k(λk − λj)
. (35)
Thus, for |λk| < 1 the equation of motion becomes after
expansion
x(n) =
∞∑
i=0
p∑
k=1
ckλ
i
kη(n− i), (36)
where we used that Biη(n) = η(n−i). Taking the expec-
tation value γ(n) = 〈x(n + k)x(k) 〉 and using that the
noise η(n) is Kronecker delta–correlated, 〈η(n1)η(n2)〉 =
Σ2δn1,n2 , gives
γ(n)
Σ2
= c1λ
n
1
[
c1
1− λ21
+
c2
1− λ1λ2 + . . .
cp
1− λ1λp
]
+ c2λ
n
2
[
c1
1− λ2λ1 +
c2
1− λ22
+ . . .
cp
1− λ2λp
]
+ . . .
+ cpλ
n
p
[
c1
1− λpλ1 +
c2
1− λpλ2 + . . .
cp
1− λ2p
]
,
(37)
which yields the autocorrelator via A(n) = γ(n)/γ(0).
8ASYMPTOTIC’S OF THE MOMENTS
We will need the following quantities to evaluate the
asymptotic behavior of the first four moments:
q(z) ≡ 2(z − 1)ω(z)
z
(38)
= 1− 2(z − 1)
pi
∞∑
n=0
sin−1(A(n))z−(n+1) (39)
q(1) = 1 (40)
q(1)(1) = − 2
pi
∞∑
n=0
sin−1(A(n)) (41)
q(2)(1) =
4
pi
∞∑
n=0
(n+ 1) sin−1(A(n)) (42)
q(3)(1) = − 6
pi
∞∑
n=0
(n+ 1)(n+ 2) sin−1(A(n)) (43)
q(4)(1) =
8
pi
∞∑
n=0
(n+ 1)(n+ 2)(n+ 3) sin−1(A(n)) (44)
Using the residue theorem for complex variables, see
Eq. (12) in the main text, we calculate the asymptotic
behavior of the first four moments from the pole at z = 1.
Second moment
〈m2(z)〉 = 2r
2z
(z − 1)3q(z) (45)
Pole of order three at z = 1:
〈m2(n)〉 ∼ lim
z→1
1
2!
(
d
dz
)2
(z − 1)3 2r
2zn
(z − 1)3q(z)
= lim
z→1
r2
(
d
dz
)2
zn
q(z)
= r2
(
n(n− 1)− 2nq(1)(1) + 2q(1)(1)2 − q(2)(1)
)
(46)
Third moment
〈m3(z)〉 = 6r
3z
(z − 1)4q(z)2 −
rz
2(z − 1)2︸ ︷︷ ︸
=Z{rn/2}
(47)
Pole of order four and two at z = 1:
〈m3(n)〉 ∼ lim
z→1
1
3!
(
d
dz
)3
(z − 1)4 6r
3zn
(z − 1)4q(z)2 −
rn
2
= lim
z→1
r3
(
d
dz
)3
zn
q(z)2
− rn
2
= r3
[
n(n− 1)(n− 2)− 6(n− 1)nq(1)(1)− 24q(1)(1)3
+ 18q(1)(1)q(2)(1) + 3n
(
6q(1)(1)2 − 2q(2)(1)
)
− 2q(3)(1)
]
− rn
2
(48)
Fourth moment
〈m4(z)〉 = 24r
4z
(z − 1)5q(z)3 −
4r2z
(z − 1)3q(z) (49)
Pole of order five and three at z = 1:
9〈m4(n)〉 ∼ lim
z→1
1
4!
(
d
dz
)4
(z − 1)5 24r
4zn
(z − 1)5q(z)3 − limz→1
1
2!
(
d
dz
)2
(z − 1)3 4r
2zn
(z − 1)3q(z)
= lim
z→1
r4
(
d
dz
)4
zn
q(z)3
− 2 lim
z→1
r2
(
d
dz
)2
zn
q(z)︸ ︷︷ ︸
see 〈m2〉
= r4
{
n(n− 1)(n− 2)(n− 3)− 12n(n− 1)(n− 2)q(1)(1) + 360q(1)(1)4
− 360q(1)(1)2q(2)(1) + 36q(2)(1)2 + 6n(n− 1)
(
12q(1)(1)2 − 3q(2)(1)
)
+ 48q(1)(1)q(3)(1)
+4n
(
−60q(1)(1)3 + 36q(1)(1)q(2)(1)− 3q(3)(1)
)
− 3q(4)(1)
}
− 2〈m2(n)〉
(50)
