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The problem of autonomous docking in space is difficult, open, and in-
creasingly important. In the case of this report, a chaser spacecraft attempting
to dock with the International Docking System Standard on a target craft is
analyzed. After motivating the need for augmenting the relative position and
orientation estimates with the estimates of their rates, an Extended Kalman
Filter is derived to estimate these states with LIDAR and accelerometer mea-
surements. The main assumptions for this report are that the target be in a
nearly circular orbit and that the chaser start in near proximity of the tar-
get and have access to its own orientation. The filter is shown to work along
a predetermined trajectory with both deadbeat control informed by the true
state and a closed-loop feedback controller informed by the estimated state.
vi
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Chapter 1
Introduction
When Gemini 6 became the first spacecraft to rendezvous with a target
in orbit, it was piloted by a human astronaut. This paradigm for manual
docking would reign supreme in the U.S. until March 3rd of this year, when
the Crew Dragon spacecraft docked autonomously with the ISS, although the
Russians have been doing it to one degree or another since the radar-based
system Igla onboard the Soyuz [11]. The reasons for this delay are clear.
First, autonomous docking is a hard problem, requiring knowledge of both
relative pose and pose rates, as well as the orbital mechanics of each spacecraft.
Second, the cost associated with failure is astronomical, as each craft is put at
risk of damage. So, rather than risk human capital and lives, space agencies
have opted to test these algorithms in labs and between CubeSats. Lab testing
is especially inviting, as it allows for the rapid development and deployment
of algorithms for docking in a variety of situations, at a many magnitudes
lower price. Indeed, NASA’s 2015 Robotics, Tele-Robotics and Autonomous
Systems Roadmap has Relative Navigation, Autonomous GNC, and Robot
Modelling and Simulation all as part of their technological roadmap [17].
Engineers and researchers have been examining the task of orbital ren-
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dezvous for a long time, and through that process two main types of docking
have emerged: cooperative and non-cooperative. Docking is cooperative when
the target spacecraft assists in docking in some way, stereotypically by dis-
playing easily recognized features to assist in navigation while maintaining a
constant attitude. A non-cooperative target could be one about which there
is little to no prior information, making navigation difficult, or which is either
uncontrolled or actively avoiding docking. The International Space Station is
equipped with an International Docking System Standard (IDSS) adapter [14],
thereby aiding the docking craft in navigation and providing a predetermined
interface for actually making the mechanical connection.
The IDSS has features optimized for LIDAR, infrared, and RGB vision
systems, which are the main sensors used in docking [18]. Other sensors include
RF-based systems and Differential and Carrier Phase Differential approaches
[20] [18]. LIDAR systems have the distinct advantage of incorporating range
measurements with their angle measurements. Angles-only navigation can be
much more difficult, as it requires more measurements to overcome the lack of
observability at even moderate distances [6]. Range-only measurements, or 1D
LIDAR, can run into observability issues as well [27], meaning that 2D LIDAR
is often necessary. 2D LIDAR requires extra data, such as corresponding RGB
or infrared 2D data, to determine which points are features from the object
model. As a result, a combination of LIDAR and infrared or RGB is often
best for docking procedures.
Coming back to the point of determining correspondence between im-
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ages of a spacecraft and its model, determining which features between the
image correspond to 3D points can range from computationally intensive to
intractible, and even in optimal cases is still difficult in orbit [24]. One method
for navigation that has taken hold on Earth is combining SLAM plus neural
networks to map an object and determine where to dock. This, however, is
even more computationally demanding, not to mention the difficulties asso-
ciated with training a neural net on simulated images [9], [22]. Luckily, the
IDSS has infrared markers at geometrically optimal locations for determin-
ing pose at multiple scales. This enables high-fidelity measurements for pose
acquisition. Once the correspondences are locked down, the process of deter-
mining pose from a single measurement is well-researched, if not necessarily
easy. Most solutions involve some form of ordinary or total least-squares [4],
although the EPnP method [23] and singular value decomposition method pre-
sented by Haralick et al. [13] is also viable. Note that these solutions do not
give a good understanding of the error covariance, relative velocity, or relative
angular velocity, thereby making them somewhat unfavorable for docking.
The desire to incorporate these states for control purposes leads to
the utilization of a Kalman Filter [16]. Indeed, a Kalman Filter is not only
approximately as accurate for determining pose as the full non-linear opti-
mzation solution, it also rejects noisy measurements and has a relatively low
computational complexity. For spacecraft attitude dynamics, a Multiplicative
Extended Kalman Filter is often used [7]. Indeed, the main motivation of this
paper is to show how to fuse IMU and LIDAR measurements in a MEKF for
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the purposes of docking.
Given knowledge of the docking spacecraft pose relative to that of the
ISS, plus knowledge of the ISS’s orbit, many docking tracjectories can be com-
puted. Of course, these trajectories must meet certain conditions for timeli-
ness, maximum thrust, total fuel consumption, and safety margins. This is
essentially a stochastic optimal control problem. If one assumes that the safety
margin, or knowledge of relative state, decreases as overall distance decreases,
since measurements would be more observable over time, then the stochastic
optimal control problem becomes one of optimal control alone. [12] and [25]
have shown how to obtain the analytical energy optimal and iterative fuel
optimal solutions in the Hill frame for trajectories with known start and end
positions and velocities. An extension of the algorithm given in [12] for 2D,
3-point energy optimal trajectories, enables the computation 3D, n-point en-
ergy optimal trajectories of arbitrary fidelity. This means that the docking
craft can move to a pose from which it can dock head on with the ISS while
still maintaining energy optimality, and, given sufficient computation time,
fuel optimality [12].
4
Chapter 2
Background
2.1 Problem Formulation
Beginning at some predetermined location, with some error, we would
like to dock with a craft carrying the IDSS adapter using a LIDAR, accelerom-
eter, and known orientation with respect to the ECI frame. The docking tra-
jectory need only maintain attitude such that the target is in view throughout
the process. Figure 2.1, below, may be referenced for a general understanding
of the geometry of the problem.
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Figure 2.1: Model Orbit
Here, the spacecraft are assumed to be in a counter-clockwise, near-
circular orbit. The target is the lead spacecraft, with ECI radius rEt/e. The
axes are fixed to the center of the target frame, with positive X in the radial
direction and positive Y in the velocity direction. The chaser spacecraft is in a
lag position along the same orbit, with ECI radius rEb/e, and is pointed toward
the target.
2.2 International Docking System Standard
The International Docking System Standard is a document which lays
out how docking adapters should be designed for compatibility between various
spacecraft, including the International Space Station [19]. The NASA Docking
6
System (NDS) is NASA’s implementation which is to be installed on Orion.
For this report, the pertinent components of the IDSS are the Naviga-
tion and Alignment Aids, pictured in Figure 2.2
Figure 2.2: IDSS Navigation Aids
The centerline docking target is given in more detail in Figure 2.3. The
central cross is in fact offset by .305 meters.
7
Figure 2.3: IDSS Centerline Docking Target
Table 2.2 provides the locations of the reflectors with respect to the
center of the IDSS. The axes are setup assuming it is in the lag position on a
spacecraft, with -Y facing outward and +X pointing up.
Table 2.1: IDSS Infrared Reflective Marker Locations
# X (m) Y (m) Z(m) Component
1 -1.1163 0 .0608 PRT
2 -.1162 0 1.1119 PRT
3 .6888 0 .8806 PRT
4 0 -.305 0 CDT
5 .169 0 .064 CDT
6 -.169 0 -.064 CDT
7 -.08 0 .226 CDT
8 -.08 0 -.226 CDT
9 -.432 0 -.795 PDT
10 -.754 0 -.575 PDT
Docking is performed by interfacing at -1.1 meters in the Y-axis, mean-
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ing that for most LIDAR’s the time-of-flight will be long enough to still operate
properly.
2.3 Clohessy-Wiltshire Equations
To linearize the dynamics, we make use of the Clohessy-Wiltshire ap-
proximation [8]. This involves introducing the Hill frame, shown here
iˆH/E =
rEt/e∥∥rt/e∥∥ (2.1)
kˆH/E = iˆH/E ×
rEb/e∥∥rEb/e∥∥ (2.2)
jˆH/E = kˆH/E × iˆH/E (2.3)
THE =
[ˆ
iH/E jˆH/E kˆH/E
]T
(2.4)
The rotation rate of the Hill frame for a prograde orbit is important
for computing relative velocities. Here, it is defined in the Hill frame and is
given as
ωHH/E =
 00
−n
 (2.5)
This approximation is known to be accurate only for relative frames
with small distances, typically under a kilometer. However, this is fine for
our flight regime, as a even the LIDAR onboard Orion, cannot differentiate
between fiducial markers at a range of a few hundred meters [5].
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2.4 Frames and Vectors
For the purpose of this report, estimated states will be the relative
position, relative velocity, target orientation, target angular velocity, and ac-
celerometer bias. This means our state vector will look like
x =

rHb/t
vHb/t
qH→T
ωTT/H
ba
 (2.6)
In this report, a superscript H denotes the Hill frame, superscript T
denotes the target’s body frame, superscript B denotes the Body frame, su-
perscript E denotes the ECI frame, and superscript L denotes the LIDAR
frame. The lowercase versions of each letter will denote the center of the
coordinate systems for each frame, respectively.
A vector contains a superscript with frame in which it is defined and
a subscript with the coordinate system it points to divided by the coordinate
system it originates in.
A transformation matrix is given by a capital T , a subscript for the
frame in which it is defined, and a superscript for the frame to which it trans-
forms vectors.
An angular velocity vector is defined similarly to a traditional vector,
with the added caveat that it relates frames and not coordinates, so the sub-
script contains capital letters.
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In general, quaternions are to defined by a q plus a subscript denoting
the rotation it may perform. For example, a quaternion defining the rotation
from the Hill to the Target frame is qH→T . Quaternions are assumed to be
vector component first, i.e. q1 =
[
q1v
q1s
]
. Quaternion multiplication is given by
the well known formula 2.7, and is denoted by the Hamilton Product, ~ [28].
q1 ~ q2 =
[
q1sq2v + q1vq2s + q1v × q2v
q1sq2s − q1v · q2v
]
(2.7)
The time evolution of a quaternion due to a constant angular rate is
q˙H→T (t) = −1
2
qH→T (t)~ ωTT/H(t) (2.8)
The discrete time solution to 2.8 for a small timestep ∆t = tk − tk−1
and constant angular velocity ωTH/T (tk−1) is
qH→T (tk) = qH→T (tk)~
[
sin(∆θ/2) ∆θ‖∆θ‖
cos(∆θ/2)
]
∆θ = ωTT/H(tk−1)∆t
(2.9)
For information on how to convert between quaternions and rotation
matrices, one may refer to [7] or a variety of other texts and websites.
2.5 Inertial Dynamics
Assuming no non-gravitational forces affecting the orbit of the chaser,
such as drag, solar-radiation pressure, or impacts by space debris, the ac-
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celerometer truth, a¯Bb (tk), will read only consist of a thrust term. However, a
physical acceloremeter also measures bias and white noise, leading to Equation
2.10.
aBb (tk) = a¯
B
b (tk) + ba(tk) + ν(tk) (2.10)
Here, the main terms we are neglecting are non-orthogonality, misalign-
ment, and scale factor matrices, although some models are known to contain
hundreds of terms.
The white noise is zero mean and has covariance σ2ν , which is a function
of both sampling time, ∆t, and noise density N0. This is typically called
velocity random walk.
σν = N0/sqrt(∆t) (2.11)
The accelerometer bias is also defined by a random walk model, but
typically the noise density is given as a combination of bias instability, σ∗bi and
the averaging time that minimizes the Allan Variance, t∗. Hence, the standard
deviation of the accelerometer bias white noise is
συ = sqrt(
t∗
∆t
)σ∗bi (2.12)
The accelerometer bias evolves via the following discrete time process.
ba(tk) = ba(tk−1) + υ(tk) (2.13)
where υ(tk) is the discrete time random walk for the bias.
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2.6 LIDAR
The LIDAR captures both a depth and intensity image. The intensity
image is used to find infrared reflectors and assign an elevation, α, and azimuth,
β. The depth image provides a range measurement, ρ.
Initially, it is impossible to determine which reflector in the image is
correlated to the reflectors in the reference model. For a small number of re-
flectors in both the image and the model, obtaining these correlations is merely
a problem of testing all geometrically feasible combinations and using the best
solution, similar to [24]. In the case of the IDSS, the perimeter reflector targets
create a scalene triangle, meaning that a best-fit search amongst the features
at the greatest distance from the center will yield a pose rather quickly. From
there,the rest of the reflectors can be identified and tracked.
13
Chapter 3
Theoretical Approach
3.1 Dynamics Model
The closed-form solution to the Clohessy-Wiltshire equations do not
include a control term. However, given that the control is separate from the
state, the following equation can be written via the continuous time CW equa-
tions
x˙r,v(t) = Axr,v(t) +Bu(t) (3.1)
where
A =

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
3n2 0 0 0 2n 0
0 0 0 −2n 0 0
0 0 −n2 0 0 0
B =
[
03x3
I3x3
]
(3.2)
and n is the mean rate of the spacecraft with respect to the ECI frame.
This style of linear system has a well known solution given by
xr,v(t) = Φ(t, t0)xr,v(t0) +
∫ t
t0
φ(t, τ)B(τ)u(τ)dτ (3.3)
TakingB(τ) and u(τ) to be constant between t0 and t and integrating, equation
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3.3 becomes
xr,v(t) = Φ(t, t0)xr,v(t0) + Ψ(t, t0)u (3.4)
where, given t− t0 = ∆t,
Φ(t, t0) =

4− 3cos(n∆t) 0 0 sin(n∆t)
n
2(cos(n∆t)−1)
n
0
6sin(n∆t) 1 0 2(cos(n∆t))
n
4sin(n∆t)
n
− 3∆t 0
0 0 cos(n∆t) 0 0 sin(n∆t)
n
3nsin(n∆t) 0 0 cos(n∆t) 2 ∗ sin(n∆t) 0
6n(cos(n∆t)− 1) 0 0 −2sin(n∆t) 4cos(n∆t)− 3 0
0 0 −nsin(n∆t) 0 0 cos(n∆t)

Ψ(t, t0) =

(cos(n∆t)−1)
n2
2(sin(n∆t)−n∆t)
n2
0
2(sin(n∆t)−n∆t)
n2
4(cos(n∆t)−1+3n2/2∆t2)
n2
0
0 0 (cos(n∆t)−1)
n2
sin(n∆t)
n
2(cos(n∆t)−1)
n
0
2(1−cos(n∆t))
n
(4sin(n∆t)−3n∆t)
n
0
0 0 sin(n∆t)
n

(3.5)
The dynamics governing the orientation of the target spacecraft are
assumed to be only partially known. The time evolution of angular velocity
of the target with respect to the ECI frame is assumed to be an exponentially
correlated random variable (ECRV) with time constant τω. The Hill frame
rotates with respect to the ECI frame with rate ωHH/E =
 00
−n
, meaning that
the discrete time solution for ωTH/T (tk) is
ωTH/T (tk) = e
−∆t
τω (ωTH/T (tk−1)− ωHH/E) + ωHH/E (3.6)
This assumes that the target is attempting to maintain a constant
orientation in the ECI frame. Other models, such as controlling to a constant
Sun or Earth heading could also be assumed.
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Finally, given constant time step, the discrete time propagation for the
accelerometer bias is given by 2.13
3.2 Measurement Model
The only measurements being used for the filter come from a LIDAR
mounted along the −x body axis. This means that the range, azimuth, and
elevation measurements from the LIDAR must be related to the Hill-frame
vector from the target to the body, rHb/t and the quaternion rotation from the
Hill frame to the target frame, qH→T .
First, the relationship between the measurement vector z =
ρα
β
 and
the vector from the LIDAR’s focal point to the i-th feature on the target, in
the LIDAR frame, rLi/l can be seen in Figure 3.1
Figure 3.1: Illustration of a LIDAR measurement
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From this, one can define
ρ =
√
x2 + y2 + z2
α = tan−1(y/z)
β = tan−1(x/z)
(3.7)
Recognizing that ρ =
√
z2tan2(α) + z2tan2(β) + z2(1), we find
rLi/l =
ρ√
tan(α) + tan(β) + 1
tan(β)tan(α)
1
 (3.8)
Now, the relationship between rLi/l and r
H
b/t can be found via Figure 3.2
Figure 3.2: Illustration of a LIDAR measurement in the Hill frame
Here, one notes that the both the rotation from the ECI to Body frame
and that from ECI to Hill are known, the former from a star tracker and the
latter from knowledge of the target’s ephemeris. Also, the positions of the
LIDAR in the Body frame and the feature in the Target frame are known,
17
meaning that the feature has already been processed and matched to a 3D
model. Initially, through basic geometry, one gets
rHb/t = −THB(TBLrLi/l + rBl/b) + T TTHrTi/t (3.9)
Through a bit of algebra, one can the relate the LIDAR measurement
vector back to the state by
rLi/l = T
T
BL(T
T
HB(T
T
THr
T
i/t − rHb/t)− rBl/b) (3.10)
Hence, with 3.7 and 3.10, the measurement equation z = h(x) is fully
defined.
3.3 Multiplicative Extended Kalman Filter
At a glance, one can see that, while some of the states have a linear
update step, the quaternion propagation is linearized. Furthermore, the mea-
surement update is fully nonlinear. As a result, the basic Kalman Filter is
not applicable. However, the Extended Kalman Filter is viable, given that
the system is sufficiently linear between measurements. In fact, the EKF is
known to be the most optimal linear filter in terms of using the maximum
amount of data from each measurement, as it maximizes the inverse of the
Fisher Information matrix (gets as close as possible to the Cramer-Rao lower
bound).
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Quaternions represent an interesting problem for filtering, as they have
a constraint state. Merely adding to and normalizing a quaternion does not
accurately represent the desired rotation, as resultant rotation, while along the
correct direction, will always be less than expected. The multiplicative EKF,
or MEKF, is considered to be superior in both computational complexity and
theoretical accuracy, as it only operates on the three rotational states and not
the fourth constraint state. In this case, the generic MEKF formula is
Propagate
x−k = Φ(tk, tk−1)x
+
k−1 + Ψ(tk, tk−1)uk−1 (3.11)
q−k = q
+
k−1 ~
[
sin(∆θ/2) ∆θ‖∆θ‖
cos(∆θ/2)
]
(3.12)
P−k = Φ(tk, tk−1)P
+
k−1Φ(tk, tk−1)
T +M(tk, tk−1)QM(tk, tk−1)T (3.13)
Update
Kk = P
−
k H
T
k (HkP
−
k H
T
k +Rk)
−1 (3.14)
x+k = x
−
k +Kk(yk − h(xk)) (3.15)
q+k = q
−
k ~
[
sin(‖δθ‖ /2)δθ/ ‖δθ‖
cos(‖δθ‖ /2)
]
(3.16)
P+k = (I −KkHk)P−k (I −KkHk)T +KkRkKTk (3.17)
where ∆θ was defined in 2.9, Kk is the Kalman gain, Q is the error
covariance, M(tk, tk−1) are the error partials, and Hk are the measurement
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partials. Note that while qk is part of the state, it is propagated and up-
dated separately. Also note that the MEKF covariance propagation operates
on error states, meaning that one cannot simply take partials of the dynam-
ics/measurements with respect to the states and expect the correct perfor-
mance.
3.4 Covariance Propagation
Given additive error in the estimate for each state, the propagation of
said error is captured by the covariance matrix. In the case of linear systems,
such as the position, velocity, angular velocity, and accelerometer bias, the
state transition matrix for the error states is the same as that used in state
propagation, and can be computed analytically. The same is not quite true for
the quaternion update, which has a normalization step. To derive the quater-
nion error propagation, we begin by defining the error state for quaternions
in the MEKF with respect to the estimated states, denoted by hats, and the
truth.
qk = qˆk ~ δq (3.18)
where
δq =
[
δθ/2
1
]
(3.19)
Rearranging 3.19 and taking the time derivative, one gets
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δq˙ = ˙ˆq
−1 ~ q + qˆ−1q˙ (3.20)
Note, the estimated state evolves through time in the same way as the
truth from Equation 2.8
δ ˙ˆq =
1
2
qˆ~
[
ωˆ
0
]
(3.21)
Combining 3.20, 2.8, and 3.21:
δ ˙ˆq =
1
2
[−ωˆ
0
]
~ qˆ−1 ~ q + 1
2
qˆ−1 ~ q~
[
ω
0
]
(3.22)
Now, using the definition for δq from Equation 3.19 and substituting,
we get
δ ˙ˆq =
1
2
[−ωˆ
0
]
~ δq + 1
2
δq~
[
ω
0
]
(3.23)
Using 2.7 to further break down 3.23, we find
δ ˙ˆq =
1
2
[−ωˆδqs − ωˆ × δqv + ωδqs + δqv × ω
ωˆ · δqv − ω · δqv
]
(3.24)
Defining δω = ω − ωˆ, 3.24 simplifies nicely to
δ ˙ˆq =
1
2
[
δω + δqv × (ω + ωˆ)
−δω · δqv
]
(3.25)
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The last row of 3.25 can be neglected as it is a second order term.
Similarly, δqs = 1 can be substituted in. Taking the derivative of 3.19 and
setting the vector term equal to that of 3.25, it follows that
δθ˙ = δω + δqv × (2ωˆ + δω) (3.26)
By dropping negligible terms and substituting, it follows that
δθ˙ = δω − δθ × ω (3.27)
Seeing that 3.27 is a 1st-order differential equation in δθ, we can solve
for the discrete time solution when the error states at time tk given those at
time tk−1:
δθ(tk) = e
[ωˆ×]∆tδθ(tk−1) (3.28)
Substituting this back into 3.18, we can take derivatives with respect
to the error states to get the following partials
∂δθ(tk)
∂δθ(tk−1)
= e[ωˆ×]∆t (3.29)
∂δθ(tk)
∂δω(tk−1)
= I (3.30)
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Note that each of these is a 3x3 matrix. This implies that the row-count
of the covariance matrix is one less than that of the state vector. All other
states are merely shifted up once.
Combining this result with Equation 3.5, we can construct Φ(tk, tk−1),
which is needed for Equation 3.13.
Φ(tk, tk−1) =

Φr,r(tk, tk−1) Φr,v(tk, tk−1) 03×3 03×3 −Ψr(tk, tk−1)TBH
Φv,r(tk, tk−1) Φv,v(tk, tk−1) 03×3 03×3 −Ψv(tk, tk−1)TBH
03×3 03×3 e[ωˆ×]∆t I3×3 03×3
03×3 03×3 03×3 I3×3e−∆t/τω 03×3
03×3 03×3 03×3 03×3 I3×3

(3.31)
The noise propagation matrix M(tk, tk−1), also needed for Equation
3.13, is
M(tk, tk−1) =

Ψr(tk, tk−1) 03×3 03×3 03×3
Ψv(tk, tk−1) 03×3 03×3 I3×3
03×3 03×3 03×3 03×3
03×3 03×3 I3×3 03×3
03×3 I3×3 03×3 03×3
 (3.32)
The Q matrix contains along its diagonal the accelerometer white noise
σ2ν , bias white noise σ
2
υ, unmodeled torque covariance σ
2
ω, and unmodeled
force covariance σ2v . These are defined in 4.5.
3.5 Measurement Jacobian
The partial derivative of the measurement equation with respect to
the state is called the Jacobian. Since the measurement equation in 3.2 is
nonlinear, the first order update is merely an approximation. Once again, the
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update step acts on error states, so the partials must be taken with respect to
the selfsame error states, which means we will once again need the small angle
update from 3.4. The Jacobian is defined as
H =
∂z
∂x
=
∂z
∂rLi/l
rLi/l
∂x
= HrHx (3.33)
Here, Hr is the partial of 3.7 with respect to the LIDAR measurement
vector, while Hx is the partial of 3.10 with respect to the error states.
Defining rLi/l as [rx ry rz]
T , one finds the following for Hr
Hr =

∂α
∂rx
∂α
∂ry
∂α
∂rz
∂β
∂rx
∂β
∂ry
∂β
∂rz
∂ρ
∂rx
∂ρ
∂ry
∂ρ
∂rz
 (3.34)
The partials are straightforward:
∂α
∂rx
= 0 (3.35)
∂α
∂ry
=
rz
r2z + r
2
y
(3.36)
∂α
∂rz
= − ry
r2z + r
2
y
(3.37)
∂β
∂rx
=
rz
r2z + r
2
x
(3.38)
∂β
∂ry
= 0 (3.39)
∂β
∂rz
= − rx
r2z + r
2
x
(3.40)
∂ρ
∂rLi/l
=
rLi/l∥∥∥rLi/l∥∥∥ (3.41)
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Getting Hz is slightly more complicated, as
∂TTTL
∂δθ
is not immediately
intuitive. However, the solution when the rotation matrix is multiplied by a
vector is well known, yielding the solution:
Hz =
[
∂rL
i/l
δrH
b/t
∂rL
i/l
δθ
]
=
[
TLBTBL
TLBTBL[(TTLr
T
i/t×]
]
(3.42)
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Chapter 4
Simulation Setup
4.1 Simulation Goal
The expressly written simulation goal is a subset of the problem out-
lined in 2.1 - follow docking trajectory from lag 20 meters out in LEO. There
are two trajectory cases. For the first trajectory, the chaser position, velocity,
and rotation are all assigned, while the target state is simulated via two-body
and rotational dynamics. For the second trajectory, the chaser position and
velocity are simulated via two-body as well, with control being prescribed by
a PD controller attempting to follow trajectory 1. This is meant to illustrate
that the estimate is sufficiently accurate for a feedback loop.
4.2 Dynamics
Truth is simulated via simplified force and torque models. The force
model is
F = m
(−µrE
rE
+ uF
)
(4.1)
where m is mass. Of course, for the target the control is zero. Also,
this only applies to the body in the case of Trajectory 2.
The torque model governs how the target is oriented and rotates at any
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given time. The torque model is
τ = J−1
(
uτ + ω × (Jω)
)
(4.2)
Then, the orientation quaternion is updated via Equation 2.8. For the
purpose of docking, the target keeps its body axis oriented with the Hill frame.
The Hill frame rotates with constant angular velocity, ωHH/E, defined in 2.5.
For a circular orbit, this is perfect, but for an orbit with low eccentricity, it is
merely an approximation, creating some small errors. This is how errors are
added into the system for angular rate and, by extension, orientation.
The chaser merely maintains pointing direction towards the center of
Hill frame. The DCM for the optimal pointing direction is generated by cal-
culating the following unit vectors
kˆ∗C/E =
(
rEb/e − rEt/e
)∥∥rEb/e − rEt/e∥∥ (4.3)
iˆ∗C/E =
rEb/e∥∥rEb/e∥∥ × kˆ∗C/E (4.4)
jˆ∗C/E = kˆ
∗
C/E × iˆ∗C/E (4.5)
These are then transposed and stacked into the DCM as such
TCE =
[ˆ
i∗C/E jˆ
∗
C/E kˆ
∗
C/E
]T
(4.6)
Finally, the optimal quaternion describing the rotation from the ECI
frame to the Body frame is
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qE→B = R(TBL T
L
E ) (4.7)
where the R(·) function converts a quaternion to an equivalent DCM
[7].
The state as prescribed by equation 2.6 is calculated from the states of
the body and target spacecraft. First, we get the rotation from the ECI frame
to the Hill frame with 2.4.
Then, rHb/t is simply
rHb/t = T
H
E
(
rEt/e − rEb/e
)
(4.8)
Recalling that the Hill frame is rotating with a constant rate, the ve-
locity, vHb/t, is
vHb/t = T
H
E
(
vEt/e − vEb/e
)
+ ωHH/E × rHb/t (4.9)
The quaternion relating the Hill frame to the Target frame is
qH→T = q(T TET
L
E ) (4.10)
where the equation to take a DCM to a quaternion is also given in
Crassidis [7].
The angular velocity of the target, defined in the Target frame, is simply
ωTT/H = T
H
E ω
T
T/E − ωHH/E (4.11)
Finally, the accelerometer bias is given by 2.13.
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4.3 Accelerometer Simulation
For Trajectory 1, the zero-order hold control input over the interval
[tk−1, tk), denoted by u(tk), is not precomputed and must be obtained indi-
rectly as ucw(tk) via the following equation
ucw(tk) = (Ψ
T (tk, tk−1)Ψ(tk, tk−1))−1ΨT (tk, tk−1)
([
rHb/t(tk)
vHb/t(tk)
]
−Φ(tk, tk−1)
[
rHb/t(tk−1)
vHb/t(tk−1)
])
(4.12)
where Φ(t, tk−1) and Ψ(t, tk−1) come from Equation 3.5. Note that the
system is overdetermined, which is why the least squares solution is used.
This approximation is valid for a discrete time trajectory, so long as the orbit
is nearly circular. This can be seen in Figure 4.1. Note that the nominal
control input is on the order 1e − 4. The differences are most likely due to
nonlinearities which are not accounted for by the CW equations.
Figure 4.1: Unnormalized Error in Specific Thrust
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This is then rotated into the Body frame with TBH to get the true
acceleration, a¯Bb (tk−1, tk).
For Trajectory 2, the control input is computed via a PD controller,
and as such needs only be rotated into the body frame by TBE , which is known
since we know what THE and T
B
H both are from equations 4.7 and 2.4.
Then, the discrete time white noise is computed with Equation 2.11
and the Cholesky decomposition discussed in Section 4.5. The accelerometer
bias random walk is computed from 2.13. Lastly, these are added together to
get the simulated accelerometer measurement, given by Equation 2.10.
4.4 Controller
Trajectory 1, is simply given a linear velocity trajectory discretized in
time.
For Trajectory 2, the controller is slightly more complicated. Initially,
I had tried to follow an optimal trajectory by calculating an optimal control
history. However, given an inaccurate initial state this was relatively difficult,
so I simply decided to try and track a linear trajectory, Trajectory 1. The
errors are first given in the Hill frame then cross correlated by using the control
matrix from Equation 3.5. Without the cross-correlation, this fails miserably.
Then, a simple PD controller is applied, where the gains were found via the
Ziegler-Nichols method [29]. While clearly suboptimal, I figure that if a hacked
together PD controller can follow a straight line in the Hill frame using the
30
estimated state as the input, then the estimated state is sufficiently accurate.
Note that an attitude controller is not used in this case for either the
target or chaser. The target is instead merely given an initial rotation rate. If
it had a true controller, then the chaser would need a true trajectory controller
to attempt to perform docking, which is outside the scope of this report. The
chaser does not need an attitude controller because its attitude is not being
estimated, so to create one would be unfruitful at best.
4.5 Simulation Parameters
Of course, there are many other parameters that go into a simulation
which can affect its performance. The values for some are merely reasonable
approximations of physical systems, while others have a well-reasoned behind
them. A short discussion of these parameters follows.
All simulations were run in MATLAB. The simulations for Trajectory
1 and 2 were both run with the same random number generator seed at 100
Hz. The Monte Carlo simulation began with the same seed, but of course all
subsequent runs had different random number generation, as the seed was not
reset.
The initial and process noise covariance matrices are diagonally popu-
lated with values as shown in Table 4.5, below
The process noise for position and orientation is zero because it is rea-
sonable to assume that all process noise is induced by unmodeled forces and
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Table 4.1: Initial and Process Noise Covariances for Simulation
State Initial Covariance Process Noise
rHb/t 1× 10−5 0
vHb/t 1× 10−2 2.2× 10−12
qH→T 1× 10−6 0
ωTT/H 1× 10−10 1× 10−12
ba 2.5× 10−3 4× 10−7
torques, which would act on the velocity and angular velocity states. The
values for the accelerometer-related covariances are taken from the datasheet
for the sensor used in the lab. Unlisted here is the white noise for the ac-
celerometer measurement, whose covariance is 2.5 × 10−4. To get the initial
error, one performs a Cholesky factorization of the covariance matrix, trans-
poses the result, and multiplies it by a random vector drawn from a normal
distribution. This gives a random vector drawn from a normal distribution
with the desired covariance. Conveniently, MATLAB provides functions to
perform both of these tasks.
Do note that the covariance for the orientation of the target is given in
the form of euler angles, not a quaternion. To get the initial error, one must
not only obtain the random vector of correct distribution, but then convert it
to an error quaternion, as in Equation 3.18.
Camera field of view is also rather important. The majority of runs,
including the Monte Carlo runs, were performed with a field of view of 60◦.
Initially, this was just to show that the estimation still worked as features
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dropped out upon approach, but it served the added benefit of neglecting
highly nonlinear measurements, as will be discussed later.
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Chapter 5
Results
5.1 Trajectory 1
A plot of Trajectory 1 and the estimate of it are given in 5.1. The out-
of-plane, or Z, component is not pictured here, but the truth is zero for the
whole trajectory. The plot of the required control to generate this trajectory,
5.2, as calculated by 4.12, belies the small radial thrust due to scale, but it is
indeed there.
Figure 5.1: Trajectory 1
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Figure 5.2: Specific Thrust Profile for Trajectory 1
Note that the final position is 1 meter away from the docking target,
as mentioned in 2.2.
The error in the position can be found in 5.3.
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Figure 5.3: Trajectory 1 Position Error
As can be intuited from 5.1, the estimates for radial and out-of-plane
position improve with nearness to the docking adapter. This is because the
horizontal dilution of precision is higher for a spread out constellation of mark-
ers than a clustered one. The errors in a clustered set of measurements tend
to require more measurements to average out than those in a spread out set.
This can be colloquially referred to as observability.
Less intuitively, the estimate for the along-orbit, or transverse, direction
has consistent error and confidence. This could be an artifact of the calculation
for noise in the range direction being constant, but also may be related to
the linearization not taking into account nonlinearities in the range equation
properly.
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At the end of the trajectory, all three states have some outliers outside
the 3-σ bounds. This is due to the EKF being overconfident in its estimate in
the presence of nonlinearities, and is discussed more in 5.4
The velocity estimation error, seen in Figure 5.4, lies more fully within
the bounds.
Figure 5.4: Trajectory 1 Velocity Error
The lack of outliers is most likely due to the low nonlinearities in dy-
namics and the fact that velocity is not directly dependent on the nonlinear
measurements, meaning it is smoothed a bit. It is unclear why the erros in the
radial direction seem to lie within a much smaller bounds than the covariance
suggests they should be in. One possible reason is that the nonlinearities in
the lag position of a nearly-circular orbit actually work in the favor of the
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Clohessy-Wiltshire approximation for the radial veloctiy, however this is just
a conjecture.
Orientation error is given by the euler angles representing the rotation
between the estimate and truth, and can be viewed in 5.5. The discontinuities
in covariance are caused by measurements leaving the field of view as the
chaser approaches the target.
Figure 5.5: Trajectory 1 Orientation Error
The angular velocity error, Figure 5.6, remains within its 3-σ bounds
and is zero mean and white.
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Figure 5.6: Trajectory 1 Angular Velocity Error
The errors do not fill the bounds because the only errors in angular
velocity caused by the dynamics are due to the slightly elliptical orbit of the
International Space Station and the resulting difference between mean rate and
true rotation rate of the Hill frame. However, the process noise is artificially
expanded to allow for controlling the space station attitude. When increased
by too much, the angular velocity process noise indirectly inflates the orien-
tation error covariance, which negatively affects the orientation estimate by
creating structure in the error residuals.
The bias estimation error is given in Figure 5.7. This appears to to
track the acceleromter bias, seen in Figure 5.8, rather well, although it is not
quite white. This could be due to the tendency for bias to absorb some of the
unmodeled dynamics and estimation nonlinearities. However, the fact that it
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remains within the 3-σ bounds is a positive.
Figure 5.7: Trajectory 1 Accelerometer Bias Error
Figure 5.8: Trajectory 1 & 2 Accelerometer Bias
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The innovation residuals and covariances are plotted in Figure 5.9. The
overlapping covariances are due to residuals from different markers all being
plotted on the same graph. These have been left in to better illustrate how
the covariances change with range to different markers. It will be concluded
in 5.4 that the outermost bound in both the azimuth and elevation plots is
actually marker #4 in 2.2.
Figure 5.9: Trajectory 1 Innovation Residuals
5.2 Monte Carlo
The fact that the residuals for Trajectory 1 are zero mean and white
is promising. To further validate these results, a Monte Carlo simulation was
performed with 150 runs. All plots contain the sample mean and unbiased
sample covariance. The hope is that the sample covariance will match the
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estimated covariance in 5.1 and that the sample mean is close to zero.
The position error plot is given in Figure 5.10.
Figure 5.10: Monte Carlo Position Error
Indeed, it can be seen that the sample covariance, red, matches the
estimated covariance, green, almost exactly. Also, the mean-square error of
the sample mean is 6 × 10−6 m2 for X and Z, and 3 × 10−6 m2, a ratio
which matches what would be expected given their relative covariances over
the trajectory.
The velocity error plot, 5.11, is equally as promising.
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Figure 5.11: Monte Carlo Velocity Error
Similar to 5.10, the sample and estimated covariances match, and the
mean-square error is approximately zero with the mean being distributed
about zero.
The orientation error plot, 5.12, has some interesting effects toward the
end when measurements start to drop out and nonlinearities begin to build
up. The outliers seen in 5.5 can be more clearly seen by the sample covariance
lying outside the estimated covariance. However, the error is still zero mean.
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Figure 5.12: Monte Carlo Orientation Error
Time did not permit an analysis of the residuals or bias, but based on
the orientation error plot, it can be reasonably assumed that the same trend
of repeatibility shown by the Monte Carlo simulation up to this point would
persist.
5.3 Trajectory 2
Ultimately, the goal for estimation in docking is to provide feedback for
a controller. To this end, Trajectory 2 does just that. It attempts to follow
Trajectory 1 with a PD controller.
The resultant trajectory and specific thrust are given in Figures 5.13
and 5.14. In this case, the plotted thrust is the zero-order hold command sent
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to the dynamics simulation.
Figure 5.13: Trajectory 2
Figure 5.14: Specific Thrust Profile for Trajectory 2
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Clearly, the final approach is sub-optimal. This is mainly due to a
poorly tuned, feedback-only controller operating linearly in a nonlinear space,
as feeding back the estimate or truth states gives the same trajectory. However,
because the pointing direction is maintaing the whole time, the docking should
still be successful. The hope is that the reader will forgive the small amount
of time spent optimizing the controller due to the quality of the estimation
along such a poor trajectory.
The position and velocity estimation errors are given in the following
plots, 5.15 and 5.16.
Figure 5.15: Trajectory 2 Position Error
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Figure 5.16: Trajectory 2 Velocity Error
The estimation error appears to be rather similar to that in 5.1, but
with slight variations in the covariance due to the shifting range as the chaser
moved laterally.
The orientation and angular velocity plots, seen in Figures 5.17 and
5.18 are also similar to Figures 5.5 and 5.6. Because the chaser maintains its
own orientation relative to the target, markers do not drop out of frame when
it moves laterally.
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Figure 5.17: Trajectory 2 Orientation Error
Figure 5.18: Trajectory 2 Angular Velocity Error
The bias estimate, 5.19, is actually a bit closer in this case, mainly
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due to the fact that its directly computed rather than backed out from the
Clohessy-Wiltshire equations.
Figure 5.19: Trajectory 2 Accelerometer Bias Error
Finally, the innovation residuals, given in Figure 5.20, maintain the
same trend as seen in Figure 5.9.
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Figure 5.20: Trajectory 2 Innovation Residuals
5.4 Field of View
The measurement equation is linearize in a few places, but a major one
is when the first derivative of the arctangent fuction is taken at the expected
value of the state. At small angles, this approximation is nearly linear, but
as the angle grows, small errors in the state will result in larger errors in
the calculated derivative. As is seen in 5.21, as the range decreases, the angle
between the perimeter elements, given in 2.2, grows. As far as the EKF knows,
the linear approximation is perfect, so it will have an overconfidence in its own
answer, leading to errors toward the end of the trajectory leaving their 3-σ
bounds, as seen in 5.3 and 5.15.
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Figure 5.21: Visibility of Marker #1
To examine how this affects the number and quality of measurements
on a macroscopic scale, we look to the total number of markers in view for
varying fields of view, 5.22, and the effects of field of view on the residuals,
5.23 and 5.24. All simulations were run with the same RNG seed to enable an
apples-to-apples comparison.
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Figure 5.22: Marker Visibility for Varying Fields of View
Figure 5.23: Trajectory 1 Innovation Residuals with FOV of 15o
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Figure 5.24: Trajectory 1 Innovation Residuals with FOV of 120o
The fact that these have essentially the same confidence is intriguing
to say the least. The expectation had been that that the estimator would be
less confident in measurements with larger angles, but indeed it seems that
the confidence for all three types of measurements is based mostly on range
alone. However, the mean square error of both the residuals and state tell a
different story.
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Figure 5.25: Trajectory 1 Mean Square Error of Innovations and Position
Estimate
While the incorporation of the wider field of view measurements re-
duces the mean square range error, as expected, it actually increases the mean
squared error for both azimuth and elevation. Furthermore, the mean square
error of the state tends to be lower for the reduced field of view simulations, as
originally predicted. Despite this, it is important to recall Figure 5.3 and the
fact that the estimate improves with nearness to the target, as the information
contained in even a few measurements with angles measurements around 20o
and different azimuths and elevations is far better than that contained in many
measurements with at 5o and similar azimuth and elevation.
Some other considerations for field of view, such as noise of the mea-
surement, are not considered here, but it tends to be the case that a smaller
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field of view will be better for localizing markers than a larger one for a fixed
focal plane array size.
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Chapter 6
Conclusion
The necessity to estimate relative position, relative velocity, target ori-
entation, target angular velocity, and accelerometer bias was motivated in
Chapters 1 and 2. In Chapter 3, the required mathematics to perform this
estimation with and EKF were either derived, as in 3.4 and 3.5, or provided
directly. The simulation process was discussed in detail in Chapter 4. Lastly,
Chapter 5 showed the that results of the simulation lent credence to the overall
approach insofar as the assumptions on dynamics and measurement model in
Chapter 4 are reasonable.
A main result is that the estimator can accurately and precisely es-
timate the state along the a specified trajectory. The repeatibility of this
estimation is validated by the Monte Carlo simulation in 5.2. Then, the esti-
mation is shown to be sufficient for a feedback controller in 5.3. A discussion
of the effects of field of view and nonlinearities occurs in 5.4.
A better estimation and control combination solution than Trajectory
2, seen in 5.3, would be an LQG controller which penalizes state errors later
in the trajectory higher than those early on in the trajectory. This is future
work for the lab, and such an LQG controller in a similar situation has already
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been shown to work for both positiion and orientation.
The inclusion of an RGB camera and the process of moving this algo-
rithm to a robot for hardware-in-the-loop simulation are the immediate next
steps for the author and lab.
A clear direction for future work would be to simultaneously estimate
the orientation and angular velocity of the chaser as well. This could either
include or exclude data from a star tracker, although it is unlikely that visual
odometry with respect to and unknown target a could add much information
to the estimate given by a star tracker. On the other hand, extending this
approach for estimating target and chaser states to the problem of SLAM
with an unkown reference would be interesting and use much of the same
theory from Chapter 3. In that case, both a star tracker and GPS could be
used without trivializing the problem.
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