ABSTRACT One-class classification (OCC) problem has drawn increasing attention in recent years. It expands the range of classification from pre-defined categories to undefined categories. Since the vast diversity of negative samples, it is hard to acquire complete knowledge of unknown classes and construct a negative set for training a one-class classifier, which remains a difficult problem. In this paper, we propose a new OCC model by modifying the generative adversarial network model to address the OCC problem. Taking the generator's outputs as outliers, the discriminator in our model is trained with these synthetic data and target training data, and it manages to distinguish them from each other. Moreover, a new evaluation protocol named classification recall index is put forward to indicate the classifier's performances on both positive and negative sets. The extensive experiments on the MNIST dataset and the Street View House Numbers (SVHN) dataset demonstrate that the proposed model is competitive over a variety of OCC methods.
I. INTRODUCTION
Optical cameras are ubiquitous in our daily life and have proved effective in numerous fields, such as entertainment, security, and medical monitoring. Taking advantage of the low cost, cameras are the most common sensors nowadays and help to capture numerous image and video resources, and thus accelerates the development in computer vision. Image classification is a fundamental problem of computer vision. With the development of deep learning, supervised learning makes the classification tasks more efficient among pre-defined categories [1] - [4] . With adequate training data driving the end-to-end learning procedure, clear semantics of images can be represented by non-linear mapping. Meanwhile, to accurately recognize the category of a sample, a well-trained deep model should be trained with enough training data and their corresponding labels. In this case, the classification results are restricted to the known categories.
However, image classification in the real world poses more challenges than in the ideal lab environment. The unknown categories continuously emerge, making it impossible to present complete knowledge in the training time.
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This promotes the research called 'one-class classification (OCC)'. Instead of allocating a test sample into existing categories, OCC is to decide whether the test sample belongs to the known classes (referred as targets or positive set) or novel classes (referred as outliers or negative set).
According to [5] , OCC classifiers have three broad categories: (a) trained with positive examples only; (b) trained with positive and unlabeled data; (c)trained with positive samples and some artificially generated outliers.
(a) Some published works train the one-class classifiers merely with target-set [6] - [9] . Given certain target samples, the classifier is trained with the purpose of setting an appropriate classification boundary for them. The fully-trained classifier is able to distinguish the targets, and the outliers will be allocated as 'unknown' at the same time. A typical example algorithm is support vector domain description (SVDD), which leads the field of OCC for quite a long time [7] . However, the distribution of target set in high-dimension space is hard to depict objectively without sufficient data. In this case, classifiers trained entirely with positive set should pay attention to underfitting or overfitting phenomena during the training process.
(b) In other OCC tasks, there are few labeled target samples, in contrast with plenty of unlabeled outlier data, this inspires the idea of solving OCC problem with positive-unlabeled (PU) learning methods [10] - [14] . Unlabeled data is converted to labeled data by a united distribution, by which means sufficient training data can be obtained for supervised learning. In [11] , two-step method with expectation maximization (EM) algorithm is adopted for training text classifiers, with the spy technique of unlabeled pre-processing. Li et al. [13] apply the PU learning to the one-class classification of remote sensing data. Nevertheless, this solution relies on high-quality hypothetical distribution construction.
(c) An additional idea to address OCC problem is constructing an outlier set to train a binary classifier [15] - [18] . In [17] , artificially generated outliers are used for training a one-class support vector machines (OSVM) and balancing overfitting and underfitting. However, without prior knowledge of the test set, establishing an outlier set is a difficult problem. Although the distribution of test set could be estimated in some cases, the semantics of outliers learned by the classifier is restricted to the distribution of the artificial test set, so the model is likely to lose the recognition ability when encounters a novelty [19] . In addition, because of the open nature of the world, it is almost impractical to construct an outlier set that provides a comprehensive characterization of everything that is 'not' the target and represents it with finite categories (even for the large-scale databases such as ImageNet, PASCAL VOC), or to fit the distribution of the outlier set [20] .
Generative adversarial networks (GAN) [21] have achieved many inspiring results in a variety of applications, such as visually realistic images generation [22] , [23] , superresolution [24] and style transfer [25] , etc. GAN models usually consist of a generator and a discriminator. The generator manages to construct samples that are similar to real images in vision, and the discriminator, on the contrary, is trained to distinguish the synthetics from real images. In the case of network non-convergence, training procedure of GAN is alternate and non-saturating [26] . Discriminators are followed by loss functions to calculate the distance between output values and corresponding labels [22] , [23] , [27] , [28] . For example, in [22] , the last layer of the discriminator is a convolutional layer, and the output is a single value followed by binary cross entropy (BCE) Loss. Although these works have achieved significant results, none of them explicitly present the possibilities of the samples being real or fake.
Convolutional neural network (CNN) is the most widely used fundamental classification model, and countless promising results are achieved by deepening the network. With the increasing of layers, gradient vanishing emerges, and many recent publications are related to this problem [3] , [4] , [29] . Among them, dense convolutional network (DenseNet) proposed in [4] obtains significant performance which could be attributed to dense block architecture. It effectively improves the model compactness by feature reuse.
Our research is mainly motivated by the third kind of oneclass classification method mentioned above and creatively applies GAN to addressing OCC problem. We name the GAN model in our work as one-class classification generative adversarial network (OCC-GAN). Two main elements make GAN suitable for the OCC problem: firstly, the discriminator is able to describe whether an input is real or fake, and this mode could also be used to indicate targets/outliers. Secondly, the generator in GAN could automatically produce artificial outliers during the training procedure, leaving out constructing the outlier set manually. To better take advantage of GAN model, we rebuild the last few layers of the discriminator and turn the output into category judgment. After mapping the original output to the possibilities on target and outlier by softmax function, discriminator calculates losses on these probabilities. Meanwhile, owing to the adversarial training strategy, the generator is also promoted to generate more realistic data, which further enhances the performance of discriminator.
Moreover, after a series of theoretical analyses, a new OCC index called classification recall index (CRI) is designed to overcome some deficiencies of existing criteria. Motivated by [4] , we replace CNN architecture with dense block structure in our model so as to prevent gradient vanishing and strengthen the feature connections. Experiments show that, the dense-network makes the model converge faster and smoother as well as improving the performance. After multiple tests, our model is demonstrated qualified in the OCC problem, and it performs well on the MNIST [30] dataset and the Street View House Numbers (SVHN) [31] dataset.
Our contributions can be summarized as:
• We propose a one-class classification model, which is called OCC-GAN, by combining GAN network with dense blocks.
• We design CRI for evaluating the performance of OCC classifiers, which is able to take both targets and outliers into account.
• We demonstrate that the proposed method gains improvements over other OCC techniques on standard datasets (MNIST and SVHN). The rest of the paper is organized as follows. The CRI is introduced in Sec. 2. Sec. 3 presents the implementation of OCC-GAN, including the description of the network architecture and several applicable training strategies. In Sec. 4, we evaluate the proposed method on two datasets and elucidate the results. Some discussions are presented in Sec. 5, followed by the conclusion in Sec. 6.
II. CLASSIFICATION RECALL INDEX FOR OCC PROBLEM
In this section, several previous indicators, which are used for evaluating OCC classifiers, are briefly reviewed at first. We aim at extending the scenario to bilateral-focused OCC problem and propose the CRI.
A. EXISTING CRITERIA a: ROC (RECEIVER OPERATING CHARACTERISTIC) CURVES
One of the commonly used indicators is the ROC curve. Existing solutions to OCC problem mainly determine to output the test sample's possibility of being a target, then true positive rates (TPRs) and false positive rates (FPRs) with different thresholds are shown to form a ROC curve. Performance of an OCC classifier can be evaluated by calculating area under the ROC Curve (AUC) [32] . Nevertheless, what we expect is that: the classifier filters the outliers accurately rather than only presenting the probability of a test sample being an outlier and thresholding it. Therefore, the ROC curve is not suitable for evaluation.
b: F1 SCORE & AVERAGE ACCURACY
F1 score and average accuracy are another two common statistical criteria. Confusion matrix for one-class classification is shown in Table 1 . Then the classification result C i could be described as:
where i donates the i-th input, and I refers to the sample space. Formally, F1 score and average accuracy are defined as:
where precision and recall are expressed as:
It can be perceived that the F1 score focuses on positive set and overlooks the performance on the negative set. In some cases, however, outliers are of vital importance and demand for more concerns. For instance, in anomaly detection problem, normal events are considered as the positive set, while the emphasis of this task is to recognize abnormal events [33] , namely negative samples. We define the recall of negative set as:
Equation (5) and (6) show that, with a definite quantity test set (i.e. TP+FN is a constant value), recall and neg_recall is totally determined by TP and TN . The average accuracy and F1 score can be represented with recall and neg_recall as follows:
According to Table 1 , the number of targets and outliers can be represented as:
For convenience, we define the ratio of outliers to targets (OTR) as:
By substituting (9) - (11) into (7) and (8) respectively, F1 score and average accuracy can then be represented as:
Equation 12 and 13 indicate that F1 score and average accuracy are easily affected by OTR when the number of test samples is fixed. As illustrated in Fig. 2 (a) -(f), F1 score and average accuracy of OCC model change dramatically with different OTRs. For instance, when the OTR is 0.1, F1 score achieves 0.9524 even if the classifier does not reject any inputs, and the average accuracy is still up to 0.9091.
B. CLASSIFICATION RECALL INDEX
To assess the classification result of both target and outlier samples more objectively, it is necessary to introduce a comprehensive index which is insusceptible to OTR. In this research, inspired by F1 score, we propose a more appropriate indicator named classification recall index for the OCC task. CRI is a harmonic mean of positive recall and negative recall, which is defined as:
CRI takes both positive and negative prediction into consideration in contrast with the criteria mentioned above. The value of CRI is between [0, 1], and higher values indicate more efficient OCC models. For the classifier that has no contribution to distinguishing targets and outliers (for example, all inputs are allocated to targets), the value will drop to 0 (Fig. 2 (g) ).
In this sense, CRI is more reasonable than the F1 score and average accuracy to evaluate OCC models. Toward this end, we adopt this index in the following experiments. 
III. OCC-GAN FOR ONE-CLASS CLASSIFICATION PROBLEM
The architecture of the proposed network is described in detail in this section. Firstly, the overall components and detailed parameters of OCC-GAN are illustrated. Secondly, dense block structure is introduced to enhance the connection of semantic characteristics. Then, modifications of the output layer in discriminator are explained. At last, some useful training strategies are put forward to further address gradient vanishing problem.
A. NETWORK ARCHITECTURE c: OVERVIEW
The OCC-GAN approach is based on the basic generative adversarial network [21] which can be described as:
where D θ D is the discriminator, G θ G is the generator, x represents input data and z represents latent variables. Early models based on this formula mostly make efforts to get a well-trained generator, in order to achieve the more visually realistic images. In one-class classification, however, the ultimate aim is to obtain an effective discriminator that can distinguish targets and outliers correctly, so the structure of the typical GAN network is altered to be suitable for one-class classification.
In general, both generator and discriminator of OCC-GAN can be divided into two parts: dense blocks and transition layers. Dense blocks are composed of bottleneck structures and will be explained subsequently. A transition layer refers to the stacked layers following each dense block. In the generator, a transition layer includes a 1 × 1 convolutional layer and a 2 × 2 deconvolutional layer to preserve the feature map resolution. As for discriminator, the transition layer follows the settings of DenseNet [4] , with a 1 × 1 convolutional layer and a 2 × 2 average pooling layer to operate downsampling. For all experiments in our work, OCC-GAN has three dense blocks and three transition layers in generator and discriminator respectively.
At the end of the network, feature maps are scaled to a column vector and then transferred into a binary vector by linear mapping. Values of the vector donate the possibilities on either class. Then, the category of the larger value is output as the classification result. The architecture of OCC-GAN is illustrated in Fig. 3 and Table 2 shows the parameters of the network in detail.
d: DENSE BLOCK FOR SEMANTIC ENHANCEMENT
For both generator and discriminator, dense block architecture is employed in OCC-GAN instead of traditional CNN architecture. Dense connectivity and layer-wise connection are used to obtain more compact models [4] . Feature maps are connected inside a dense block by bottleneck design. A bottleneck structure is composed of a 1 × 1 convolutional layer, a 3 × 3 convolutional layer and a concatenation layer to connect the feature flow from preceding layers. Each convolutional layer is followed by batch normalization (BN) [34] and a Rectified Linear Units (ReLU) [35] (for generator) or a Leaky ReLU (for discriminator) [36] . Fig. 4 illustrates bottleneck structure schematically. To reduce the parameters in a dense block, the output channel of the second convolutional layer in a bottleneck structure is fixed to 32. By connecting outputs from each bottleneck consecutively, dense blocks keep the feature map resolution constant from input to output and promote the process of feature extraction. After exploration experiments, we observe that dense block with one bottleneck structure reveals the best performance, a discussion of several variable network structures will be presented in Sec. 4.
e: SOFTMAX MAPPING WITH MSE LOSS
As typical discriminators rarely output the judgment of real or fake explicitly, we add a softmax layer at the end of the discriminator, so as to translate the output possibilities on both categories from latent to explicit. Moreover, mean square error (MSE) loss, instead of BCE loss, is used to avoid logarithm operation according to [23] . The MSE loss evolves to:
where x ∈ [0,1] is the predicted probability of the input on either class, l donates ground truth of the input, S(·) is the softmax layer mapping, and D(·) donates the operation of the discriminator.
B. TRAINING STRATEGY
During the training process of GAN, if the discriminator optimizes too fast, no reliable gradient information can be passed to the generator. This will cause a severe problem called 'gradient vanishing'. Numbers of training strategies are proposed to cope with this problem. After experimental exploration, we employ several valid training strategies:
f: MODIFIED GRADIENT PENALTY Gradient penalty [28] is a novel training method to enforce the Lipschitz constraint instead of weight-clipping, it constrains the gradient norms of discriminator with respect to the inputs, resulting in smoother decision boundaries of the discriminator and more stabilized training process. In our work, since softmax non-linear mapping limits the outputs to [0, 1], the gradient penalty will be slight when calculating MSE loss, especially in the late stage of training. To avoid the invalid gradient penalty, we adopt batch normalization of the gradient in further training.
g: EARLY STOPPING
Early stopping is usually used to prevent neural network from overfitting in early researches [37] . For OCC-GAN, the risk of overfitting derives from two aspects: (1) Quantity disparity between targets and outliers. While the quantity of target training data is fixed, synthetic outliers are constantly generated by the generator during the training process, so the model may overfit to the target set. (2) The alternative training procedure. Alternative training makes all the samples in a batch belong to either target set or outlier set, namely no shuffle is operated in this training strategy, and this may cause overfitting.
At the primary training stage of OCC-GAN, the generated data are far from the target set, so discriminator sets a broad limit to the target set, and most test samples are classified as target samples. As the training process goes on, the distribution of generated data becomes more similar to the targets', at the same time, the image quantities are getting imbalanced. As a result, the discriminator tends to be overfitted to target set and treats most test samples as outliers, which causes misclassification. Therefore, early stopping is recommended to seek an equilibrium point of the trade-off for the model.
h: IMPLEMENTATION DETAILS
All experiments were performed on an NVIDIA GeForce GTX 1080Ti GPU with 11 GB memory. We used PyTorch, a recently widely used framework provided by Facebook, as experiment framework. Training images were preprocessed by scaling to 32 × 32. Models were optimized by Adam optimizer with a mini-batch size of 256. For the parameter setting in training, the learning rate was set to 10 −4 . The momentum term β 1 remained as the suggested value of 0.9.
IV. EXPERIMENTS
We evaluate the effectiveness of the proposed approach on two benchmark datasets (MNIST and SVHN). Both of them are composed of numbers from '0' to '9'. MNIST dataset contains gray-scale images with 28 × 28 handwriting digits, the training set and test set have 60k and 10k images respectively. The SVHN dataset has 32×32 color images, and there are 73257 images in the training set and 26032 images in the test set. Our model is trained by image format data of one number each time and verified on the original test set of the aforementioned two datasets respectively.
For comparison, competing algorithms are introduced including SVDD [7] , KNN [38] , K-means [39] , PCA [40] , MST [41] , autoencoder, and ELM [42] with different kernels, all of them are implemented with MATLAB toolbox 'DD_tools' [43] . For all these methods, possibility threshold is set to be 0.1. The hyper-parameters are listed as follows: Gaussian kernel is employed in the SVDD algorithm with σ being 8. For KNN and K-means, K remains as 7 and 1 respectively. Dimension in One-class PCA is 1, and PCA retains 0.95 variance for the training set. MST adopts the minimum spanning tree for parameters-optimization. Hidden layers in autoencoder arrange five blobs, and MSE loss is also used for back propagation. In ELM algorithm, three kinds of kernels are chosen including Radial Basis Function (RBF) kernel with σ = 1.41, the polynomial kernel with coefficients of quadratic polynomial set as 2 and 5, random kernel which is activated by the sigmoid function, and the number of hidden layer units is 50. Regularization coefficients in these kernels are 10 8 . To avoid the fluctuation error, we repeat the experiments for seven times and report the results in forms of mean value. Experimental results are shown in Table 3 and  Table 4 . For convenience, we highlight the optimal results in boldface.
A. MNIST DATASET
To illustrate the performance of OCC-GAN, we take the training of number '0' as an example. Fig. 5 and Fig. 6 indicate the trade-off in OCC-GAN. As can be seen, the discriminator assigns most test samples to the target set at the early stage of training, TP and FP reach their peak values respectively, which means the discriminator has not been trained sufficiently and cannot separate targets and outliers. With the optimization of the generator, the discriminator becomes more efficient of distinguishing the target number '0' from other digits, so that TN raises up quickly while FP declines during the first 10 iterations. However, the distribution of generated samples still tends to agree with the training target set, this causes the overfitting problem, and results in a slight increase of FP, and TN starts to decrease after about 15 iterations. The curves become stable in the last few iterations, this illustrates that the GAN has been well-trained, and the trade-off between generator and discriminator has achieved a balance. Table 3 indicates that the ELM with RBF kernel is the most efficient among competing methods evaluated on MNIST dataset, followed by SVDD and PCA. Our OCC-GAN achieves state-of-the-art performance on MNIST. In most cases, OCC-GAN is superior to other methods by at least 10%, except for the number '1'. More concretely, when '6' is taken as the training set, our model surpasses ELM by about 48%. Fig. 7 illustrates the training processes of our model on diverse numbers. It is obvious that, in most cases, the curves keep rising before decline at about 15 iterations, so early stopping could be performed on about 15-th iteration. Every curve stabilizes after about 50 iterations, which proves that the proposed OCC-GAN is realizable and robust on the one-class classification problem. 
B. SVHN DATASET
SVHN dataset is captured in outdoor environments, so it is more variable than MNIST. Besides the disturbance from the background, different styles of numbers also make the classification task more difficult. As illustrated in Table 4 , the performances of all the algorithms on SVHN are weaker than those on MNIST. Among several existing one-class classifiers, SVDD outperforms others and reveals to be robust on various training data. While OCC-GAN performs relatively better on this dataset, and achieves a promising result about 10% higher than SVDD.
V. DISCUSSIONS
In this section, we first discuss the impact of network structure, and number '0' from MNIST is chosen as the target set for architectures variation experiments in Sec. V-A and V-B. Then in Sec. V-C, the robustness of our model is verified by altering the categories of training data by introducing more species from MNIST.
A. WITH/WITHOUT DENSE BLOCK
The dense block is a key strategy in the design of our network. To verify its effectiveness, we construct a comparison network by replacing dense blocks with a stack of convolutional layers, the network architecture is depicted by Fig. 8 .
During the training procedure, time complexity decreases obviously compared with the model using dense blocks. This is mainly because of the gradient penalty in OCC-GAN. Gradient penalty requires the second derivative in every iteration and the calculation of derivation is time-consuming. However, as shown in Fig. 9 , the convergence process of the dense-block-free network is unstable and hard to converge. In this sense, we confirm that our model, which is based on reused feature maps, is more robust than others.
B. VARIATIONS OF DENSE BLOCK
To assess the impact of interior structure, we conduct experiments on four variations of the dense block with different bottleneck numbers, and quantitative results are shown in Fig. 10 .
From the figure we can see, with the increase of bottlenecks, CRI reduces gradually. This is due to the fact that the bottleneck structure accelerates the process of distribution fitting, so that the discriminator is easy to converge in a relatively short time. Nevertheless, training a discriminator too fast is inadvisable to the alternative training strategy, because the discriminator will be well-trained before the generator is adequately optimized, so the content extension is not encouraged in the OCC-GAN model.
C. MORE CATEGORIES IN THE TRAINING SET
To further explore the performance of multi-category training, more numbers are introduced into the training set. Table 5 tabulates that the performance declines when more numbers are in the training set. Since the uniform semantics of different numbers is hard to define, OCC-GAN is not as effective as trained on a single number. However, our method still outperforms other algorithms, which indicates that OCC-GAN has great potential in solving multi-semantics one-class classification problem.
VI. CONCLUSION
In this paper, we propose an effective method, named OCC-GAN, to address the one-class classification problem. By introducing GAN architecture and modifying it with dense block structure, the proposed model is capable of concatenating and reusing multi-level features. In order to optimize the training process, several practical training strategies are applied in our work. Furthermore, as traditional evaluation metrics are unsuitable for measuring outliers, an index called CRI is designed to evaluate the performances on both targets and outliers. Experimental results demonstrate that our model is applicable on the MNIST dataset and the SVHN dataset, and it is superior to several other one-class classification algorithms. Further work is needed to improve multicategory training and to measure the performance of the proposed method on natural image datasets. 
