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Abstract. We study the alternating algorithm for the computation of the
metric projection onto the closed sum of two closed subspaces in uniformly
convex and uniformly smooth Banach spaces. For Banach spaces which are
convex and smooth of power type, we exhibit a condition which implies linear
convergence of this method. We show these convergence results for iterates
of Bregman projections onto closed linear subspaces. Using an intimate con-
nection between the metric projection onto a closed linear subspace and the
Bregman projection onto its annihilator, we deduce the convergence rate re-
sults for the alternating algorithm from the corresponding results for the
iterated Bregman projection method.
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1 Introduction
Let X be a Banach space and let M be a closed subspace. We denote by
PMx := {y ∈M : ‖x− y‖ = d(x,M)}
the set of points which realise the distance between the subspaceM and the point x ∈ X.
In general Banach spaces this set may be empty. On the other hand, it is well known
that for reflexive spaces the set PM is always nonempty. If X is, in addition, strictly
convex, i.e., the unit sphere SX of X does not contain any nontrivial segments, the set
PM (x) consists of one point only. Therefore, for reflexive strictly convex Banach spaces
and for every closed subspace M , we can consider the mapping
PM : X → X,x 7→ PMx. (1.1)
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In Hilbert spaces the mapping PM coincides with the orthogonal projection onto M .
In the context of the development of the theory of linear operators on Hilbert spaces,
J. von Neumann showed in [34] that given two closed subspaces M,N ⊂ H of a Hilbert
space H with orthogonal projections PM and PN , the sequence
x0 := x, x2n+1 := PMx2n and x2n := PNx2n−1 (1.2)
converges to PM∩N (x) for all x ∈ H. Algorithm (1.2) is called the von Neumann al-
ternating projection algorithm. An elementary and geometric proof of this result was
given by E. Kopecka´ and S. Reich in [19]. Von Neumann’s convergence result was gen-
eralised to the case of a finite number of orthogonal projections by I. Halperin in [14]. It
should be noted that here it is important that the iterations are cyclic, i.e., for subspaces
M1, . . . ,Mk the operator PMk · · ·PM1 is iterated. Although it is possible to weaken this
condition, it cannot be dropped altogether as has been shown in [18] where, strength-
ening a result from [22], the authors show that there is an iterative sequence of three
projections which does not converge in the strong operator topology. These results set-
tled in the negative a long standing conjecture of I. Amemiya and T. Andoˆ which was
stated in [4].
In addition to the iterative method for finding a projection onto the intersection of
subspaces, J. von Neumann also showed that for closed subspacesM,N ⊂ H the sequence
defined by
x0 := x, x2n+1 := x2n − PMx2n and x2n := x2n−1 − PNx2n−1 (1.3)
converges to P(M+N)⊥x for all x ∈ H; see [35, Corollary, p. 56]. In other words, the
sequence {((I − PM )(I − PN ))n}∞n=0 converges to the projection P(M+N)⊥ in the strong
operator topology.
Outside Hilbert spaces the situation is much more complicated. First of all the metric
projection need not be linear. In fact, R. A. Hirschfeld showed in [15] that ifX is a Banach
space which is at least three-dimensional and for every one-dimensional subspace M the
metric projection PM is additive, i.e., if it satisfies PM (x + y) = PM (x) + PM (y), then
X is an inner product space. In other words this means that having linear projections is
a property that characterises inner-product spaces.
Moreover, for general reflexive and strictly convex spaces the metric projection need
not be continuous; see [8]. On the other hand if X is a uniformly convex Banach space,
the metric projection is always continuous; see e.g. [13, Prop. 3.2]. Nevertheless, in
contrast to the situation in Hilbert spaces, where the metric projection even on closed
convex subsets C is nonexpansive, this is not the case even for subspaces of uniformly
convex spaces. In fact, J. Lindenstrauss showed in [20] that in many cases the existence
of a uniformly continuous projection already implies the existence of a linear projection.
Hence in these cases the metric projection on non-complemented subspaces cannot be
even uniformly continuous.
The analysis of the alternating approximation method in Banach spaces started when
in [15], R. A. Hirschfeld posed the problem whether the property that for every pair of
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subspaces M,N ⊂ X and all x ∈ X the sequence
((I − PM )(I − PN ))nx −→ (I − PM+N )x (1.4)
converges, characterises the Hilbert spaces among Banach spaces. The first negative
answer, in the two-dimensional case, was given by V. Klee in [17] but Klee also re-
marked that in higher finite dimensions the situation might be markedly different. In [32],
W. J. Stiles answered this question in the negative by showing that in finite dimensional
strictly convex spaces X the sequence in (1.4) converges for all pairs of subspaces. Al-
though his proof did not extend to the infinite dimensional setting, Stiles conjectured
in the aforementioned paper that convergence in (1.4) holds in every uniformly convex
and uniformly smooth Banach space. Note that (1.4) allows for an iterative algorithm
to compute the best approximation of x ∈ X in the space M +N , using only the metric
projections onto M and N . A generalisation of these results can be found in [12], where
also weak convergence of the sequence in (1.4) is considered. In 1979, F. Deutsch showed
in [11] that under the assumption that the sum M + N is a closed subspace of a uni-
formly convex and uniformly smooth Banach space, the sequence in (1.4) converges for
every x ∈ X. In the aforementioned paper, Deutsch raised the question of whether the
condition that the sum of the spaces has to be closed is necessary. Very recently, this
result was extended by A. Pinkus in [23] to finitely many subspaces of uniformly convex
and uniformly smooth Banach spaces. The question of the necessity of the closedness of
the sum remains open. Summing up, the currently known properties of the alternating
approximation method are the following.
Theorem 1.1 (Theorem 2.2 in [23]). Let X be a uniformly convex and uniformly smooth
Banach space, and let M1, . . . ,Mk be closed linear subspaces so that M1 + · · · + Mk is
closed. Then the sequence
{(I − PMk)(I − PMk−1) · · · (I − PM1)nx}∞n=0
converges to x− PM1+···+Mkx for all x ∈ X.
In [23], A. Pinkus poses the question of what can be said about the rate of convergence
of this sequence. One of the aims of this article is to give a partial answer to this question
for the case of two subspaces. Note that in the case where the metric projections are
linear, the assumption that M +N has to be closed can be dropped, see e.g. [11, 25]. A
similar result is true for any finite number of subspaces, see e.g. [26].
The Bregman distance and Bregman projections were introduced by L. Bregman in [37]
in the context of the common fixed point problem. These concepts turned out to be
very useful for different problems in nonlinear analysis, including the convex feasibility
problem and for the investigation of maximally monotone operators, see e.g. [3, 33, 21].
The properties of these projections have been studied in detail by many authors, see
e.g. [29, 30]. Algroithms including Bregman projections and iterated Bregman projections
can be found in for example in [1, 6]. A weak convergence theorem for Bregman strongly
nonexpansive mappings is given in [28]. Very recent results on Bregman distances in a
more general setting, can be found in [24].
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We will exhibit an intimate connection between the alternating approximation method
and iterations of Bregman projections. We give regularity conditions for closed linear
subspaces which ensure linear convergence of iterated Bregman projections. These con-
ditions can be translated to provide linear convergence of the alternating algorithm.
2 Preliminaries and Notation
Let X be a Banach space with norm ‖ · ‖. Recall that the modulus of convexity of X is
defined as
δX : [0, 2] → [0,∞), ε 7→ inf
{
1− ‖x+ y‖
2
∣∣∣∣ x, y ∈ SX , ‖x− y‖ ≥ ε
}
.
The space X is said to be uniformly convex if δX(ε) > 0 whenever ε > 0. Note that a
uniformly convex space is in particular strictly convex.
The modulus of smoothness of X is defined as
ρX : [0, 1] → [0,∞), τ 7→ sup
{ ‖x+ τy‖+ ‖x− τy‖
2
− 1
∣∣∣∣ x, y ∈ SX
}
and X is said to be uniformly smooth if
lim
τ→0
ρX(τ)
τ
= 0.
Note that the norm of a uniformly smooth space is in particular Fre´chet differentiable
away from the origin. The concept of uniform convexity and uniform smoothness are dual
to each other in the sense that the dual space of a uniformly convex space is uniformly
smooth and the other way round. Note that these spaces are in particular reflexive. We
also consider the following quantitive versions of the above definitions: A Banach space
X is called ρ-convex if there is a constant c > 0 such that
δX(ε) ≥ cερ
and σ-smooth if there is a constant C > 0 such that
ρX(τ) ≤ Cτσ
where σ > 1. Note that every ρ-convex space is uniformly convex and every σ-smooth
space is uniformly smooth. For more detailed information on uniformly convex and
uniformly smooth spaces, we refer the interested reader to [10, 13, 27].
Let X be a uniformly convex and uniformly smooth Banach space. We denote by
jp : X → X∗
the duality mapping defined by
jp(x) = D
(
1
p
‖ · ‖p
)
(x)
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which is well-defined since the norm of a uniformly smooth Banach space is in particular
Fre´chet differentiable. We will use thoughout the article that the mapping jp is bijective
and its inverse is the duality mapping jp∗ : X
∗ → X where 1p + 1p∗ = 1. For a detailed
examination of the properties of duality mappings, we refer the interested reader to
Chapters I and II of [10], cf. [27]. A brief overview of important properties of the duality
mapping can be found in Section 2.2 of [31].
Definition 2.1. Let X be a uniformly convex and uniformly smooth Banach space and
x, y ∈ X. We define by
Dp(x, y) =
1
p
‖x‖p − 1
p
‖y‖p − 〈jp(y), x− y〉
the Bregman distance of x and y.
Remark 2.2. The Bregman distance is well defined, since by assumption ‖ · ‖ is Fre´chet
differentiable, hence 1p‖·‖p is differentiable too. Moreover the convexity of this mappings
implies that Dp(x, y) ≥ 0 for all x, y ∈ X.
Note that some authors prefer to use the term Bregman divergence instead of Bregman
distance since it neither is symmetric nor does it satisfy the triangle inequality. It does
however satisfy the so called three point identity
Dp(x, y) = Dp(x, z) +Dp(z, y) + 〈jp(z) − jp(y), x− z〉, (2.1)
for x, y, z ∈ X, which can be thought of a substitute for the triangle inequality. Moreover
the Bregman distance from a point x to a point y is zero if and only if these points
coincide.
For the convenience of the reader, let us recall a few important properties of the
Bregman distance.
Proposition 2.3. Let X be a uniformly convex and uniformly smooth Banach space.
(i) The mapping
X ×X → [0,∞), (x, y) 7→ Dp(x, y)
is continuous.
(ii) A sequence (xn)
∞
n=0 converges to x ∈ X if and only if Dp(x, xn)→ 0.
(iii) A sequence (xn)
∞
n=0 is a Cauchy sequence in X if and only if for every ε > 0 there
is an N ∈ N such that
Dp(xm, xn) < ε
for all m,n ≥ N .
(iv) Let (xn)
∞
n=0 and (yn)
∞
n=0 be two sequences in X and assume that (xn)
∞
n=0 is bounded.
Then,
Dp(yn, xn)→ 0⇒ ‖xn − yn‖ → 0.
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(v) Denoting by Dp∗(·, ·) the Bregman distance on the dual space X∗ with respect to the
exponent p∗ satisfying 1p +
1
p∗ = 1, the Bregman distance satisfies
Dp(x, y) = Dp∗(jp(y), jp(x))
for all x, y ∈ X.
Proof. See e.g. Theorem 2.60 and Lemma 2.63 in [31, pp. 45–46]. Assertion (iv) is part
of Corollary 2.4 in [9].
Definition 2.4 (Bregman projection). Let M be a closed linear subspace of X. We
denote by
ΠpMx = arg min
m∈M
Dp(m,x)
the Bregman projection from x onto M . We denote by
Dp(M,x) := Dp(Π
p
Mx, x)
the Bregman distance of x to the subspace M .
Note that by Proposition 3.6 in [30] the Bregman projection satisfies
‖ΠpMx‖ ≤ ‖x‖ (2.2)
for all x ∈ X. In addition, we will need a few properties well-known of the Bregman
projection which we repear here for the convenience of the reader.
Proposition 2.5 (Proposition 3.7 in [30, p.10]). Let M ⊂ X be a closed linear subspace
and x, y ∈ X be given. Then the following assertions are equivalent:
(i) y = ΠpMx
(ii) y ∈M and jp(y)− jp(x) ∈M⊥
This characterisation in terms of the annihilator of M can be thought of as a gener-
alisation of the characterisation of the orthogonal projection by orthogonality of image
and kernel.
Proposition 2.6 (Corollary 2.2 in [3, p. 41]). Let C ⊂ X be a closed, convex subset.
The Bregman projection onto C is Breman strongly quasi-nonexpansive, i.e. it satisfies
Dp(z,Π
p
Cx) ≤ Dp(z, x)−Dp(ΠpCx, x). (2.3)
for all z ∈ C and all x ∈ X. In the case where C is not only convex but a linear subspace
the above is true with equality instead of inequality.
In [36], Z. B. Xu and G. F. Roach gave characterisations of uniformly convex and
uniformly smooth spaces in terms of inequalities including powers of the norm. Since we
make frequent use of these inequalities, we repeat them here for the convenience of the
reader.
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Theorem 2.7 (Theorem 1 and Theorem 2 in [36, p. 195 and p. 204]). Let X be a Banach
space and let 1 < p <∞. Then the following assertions are equivalent
(i) X is uniformly smooth,
(ii) the following inequality holds for all x, y ∈ X with ‖x‖+ ‖y‖ 6= 0:
‖x+ y‖p ≤ ‖x‖p + p〈jp(x), y〉 + σp(x, y), (2.4)
where
σp(x, y) ≤ p
∫ 1
0
(max{‖x+ ty‖, ‖x‖})p
t
KρX
(
t‖y‖
max{‖x + ty‖, ‖x‖}
)
dt,
for some K > 0.
The following assertions are also equivalent
(i) X is uniformly convex,
(ii) the following inequality holds for all x, y ∈ X with ‖x‖+ ‖y‖ 6= 0:
‖x+ y‖p ≥ ‖x‖p + p〈jp(x), y〉 + σp(x, y), (2.5)
where
σp(x, y) ≥ p
∫ 1
0
(max{‖x+ ty‖, ‖x‖})p
t
KδX
(
t‖y‖
2max{‖x+ ty‖, ‖x‖}
)
dt,
for some K > 0,
(iii) the following inequality holds for all x, y ∈ X with ‖x‖+ ‖y‖ 6= 0:
〈jp(x)− jp(y), x− y〉 ≥ (max{‖x‖, ‖y‖})pKδX
( ‖x− y‖
2max{‖x‖, ‖y‖}
)
, (2.6)
for some K > 0.
Remark 2.8. The equivalences given above are just two particular cases of the character-
isations given in [36].
The inequalities above can be use the obtain inequalities between the Bregman distance
and powers of the norm distance.
For the particular case of ρ = p and σ = p the following proposition is contained in
Theorem 2.60 in [31, pp. 45–46].
Proposition 2.9. Let X be a Banach space and R > 0. If X is ρ-convex, i.e. uniformly
convex of power type ρ, and p ≤ ρ, then the inequality
Dp(x, y) ≥ Cρ‖x− y‖ρ (2.7)
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holds for all x, y ∈ X with ‖x‖, ‖y‖ < R.
If X is σ-smooth, i.e. uniformly smooth of power type σ, and p ≥ σ, then the inequality
Dp(x, y) ≤ Cσ‖x− y‖σ (2.8)
holds for all x, y ∈ X with ‖x‖, ‖y‖ < R.
If X is both, ρ-convex and σ-smooth, and σ ≤ p ≤ ρ, then the inequality
Dp(x, y) ≤ Cσ
C
1
ρ
ρ
Dp(y, x)
σ
ρ (2.9)
holds for all x, y ∈ X with ‖x‖, ‖y‖ < R.
Proof. For x, y ∈ X set x¯ = x and y¯ = y − x and with X being σ-smooth, we conclude
from inequality (2.4) that
‖y‖p ≤ ‖x‖p + p〈jp(x), y − x〉+
+ p
∫ 1
0
K
t
(max{‖(1 − t)x+ ty‖, ‖x‖})pρX
(
t‖y − x‖
max{‖(1 − t)x+ ty‖, ‖x‖}
)
dt
≤ ‖x‖p + p〈jp(x), y − x〉+ p
∫ 1
0
KCRp−σtσ−1‖y − x‖σdt
= ‖x‖p + p〈jp(x), y − x〉+ p
σ
KCRp−σ‖y − x‖σ.
Rearranging the terms above, we obtain
pDp(y, x) = ‖y‖p − ‖x‖p − p〈jp(x), y − x〉 ≤ p
σ
KCRp−σ‖y − x‖σ,
where C > 0 is chosen so that ρX(t) ≤ Ctσ.
In the case that X is ρ-convex we obtain from inequality (2.5) that,
‖y‖p ≥ ‖x‖p + p〈jp(x), y − x〉+
+ p
∫ 1
0
K
t
(max{‖(1 − t)x+ ty‖, ‖x‖})pδX
(
t‖y − x‖
2max{‖(1 − t)x+ ty‖, ‖x‖}
)
dt
≥ ‖x‖p + p〈jp(x), y − x〉+ p
∫ 1
0
KC ′Rp−ρtρ−12−ρ‖y − x‖ρdt
= ‖x‖p + p〈jp(x), y − x〉+ p
ρ
KC ′2−ρRp−ρ‖y − x‖ρ.
Again, rearranging the terms yields
pDp(y, x) = ‖y‖p − ‖x‖p − p〈jp(x), y − x〉 ≥ p
ρ
KC ′2−ρRp−ρ‖y − x‖ρ,
where the constant C ′ > 0 is chosen so that δX(t) ≥ C ′tρ and we used the fact that
p− ρ < 0 in the second inequality.
The third inequality is a direct consequence of the first two.
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The above proposition holds for x, y in a bounded subset of X. In a special case, we
are able to get rid of this boundedness assumption.
Corollary 2.10. Let X be 2-convex and 2-smooth Banach space. Then the inqualities
D2(x, y) ≤ C‖x− y‖2 and D2(x, y) ≥ C ′‖x− y‖2
hold globally. Moreover, there is a constant C˜ > 0 such that
D2(x, y) ≤ C˜D2(y, x).
Proof. The constants Cσ, Cρ in Proposition 2.9 depend on R by a factor of the form
Rp−σ or Rp−ρ. Since we assume that p = ρ = σ = 2 this dependence vanishes and these
inequalities hold globally.
Remark 2.11. Note that every 2-convex and 2-smooth Banach space is isormorphic to a
Hilbert space, see e.g. Theorem 2.9 in [7, p. 43].
We can now use these inequalities to establish a connection between the norm distance
to a subspace and the Bregman distance to this subspace.
Lemma 2.12. Let X be uniformly convex of power type ρ, uniformly smooth of power
type σ and σ ≤ p ≤ ρ. Then for every R > 0 there are constants C1, C2 > 0, such that
the inequalities
C1Dp(Π
p
Mx, x)
1
ρ ≥ dist(x,M) (2.10)
and
dist(x,M) ≥ C2Dp(ΠpMx, x)
1
σ (2.11)
hold for all x ∈ X with ‖x‖ < R.
Proof. Let x ∈ X with ‖x‖ < R. Since ‖ΠpMx‖ ≤ ‖x‖, we also have ‖ΠpMx‖ < R. From
inequality (2.7) in Corollary 2.9 we may conclude that
dist(x,M) = ‖PMx− x‖ ≤ ‖ΠpMx− x‖ ≤ C1Dp(ΠpMx, x)
1
ρ .
The second equations follows analogously from inequality (2.8) in Corollary 2.9.
3 Bregman regularity properties of pairs of subspaces
Definition 3.1. We say the pair (M,N) is Bregman regular, if for every ε > 0, there is
a δ > 0, such that for all x ∈ X the implication
max {Dp(M,x),Dp(N,x)} < δ ⇒ Dp(M ∩N,x) < ε, (3.1)
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holds. The pair (M,N) is said to be boundedly Bregman regular, if for every bounded
set S ⊂ X and every ε > 0, there is a δ > 0 such that
max {Dp(M,x),Dp(N,x)} < δ ⇒ Dp(M ∩N,x) < ε, (3.2)
holds true that. (M,N) is called linear Bregman regular, if there is constant κ > 0 such
that
Dp(M ∩N,x) ≤ κmax{Dp(M,x),Dp(N,x)}, (3.3)
for all x ∈ X. Finally, (M,N) is called boundedly linear Bregman regular, if for every
bounded set S ⊂ X there is constant κ > 0 such that
Dp(M ∩N,x) ≤ κmax{Dp(M,x),Dp(N,x)} (3.4)
for all x ∈ S.
Proposition 3.2. For a pair (M,N) of closed linear subspaces the following assertions
are equivalent:
(i) (M,N) is Bregman regular,
(ii) (M,N) is linear Bregman regular,
(iii) (M,N) is boundedly linear Bregman regular.
The proof of this equivalences follows the ideas of the proof of equivalence of the
corresponding ordinary regularity properties given in [5, p. 196].
Proof. We first show that assertion (i) implies (ii). With this aim, let ε > 0. By assumtion
there is a δ > 0, such that
m(x) < δ ⇒ Dp(ΠpM∩Nx, x) < ε
where
m(x) := max{Dp(ΠpMx, x),Dp(ΠpNx, x)}.
Now let y ∈ X \ (M ∩N) and set
x :=
(
δ
m(y)
) 1
p
y.
Then, by using the homogeneity ΠpM (λy) = λΠ
p
M (y) and Dp(λx, λy) = λ
pDp(x, y), we
obtain
ε > Dp(Π
p
M∩Nx, x) =
δ
m(y)
Dp(Π
p
M∩Ny, y),
which is equivalent to
Dp(Π
p
M∩Ny, y) <
εm(y)
δ
=
ε
δ
max{Dp(ΠpMy, y),Dp(ΠpNy, y)}.
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Since the above is true for arbitrary ε > 0, we may set ε = 1 and κ :=
1
δ
which finishes
the proof of linear Bregman regularity.
Since (iii) is a weaker version of (ii) the implication (ii)⇒(iii) is immediate.
We are left to prove (iii)⇒(ii). Denote by Bp(0, 1) = {x ∈ X | Dp(x, 0) ≤ 1} and observe
that Bp(0, 1) is a Bregman bounded subset of X. From assertion (iii) we derive the
existence of a constant κ > 0 such that
Dp(A ∩B,x) ≤ κmax{Dp(A, x),Dp(B,x)} for all x ∈ Bp(0, 1)
Now for arbitrary nonzero y ∈ X we set
z :=
y
Dp(y, 0)
1
p
and obtain
Dp(M ∩N, z) ≤ κm(z)⇔ 1
Dp(y, 0)
Dp(M ∩N, y) ≤ κ
Dp(y, 0)
m(y)
which in turn implies Dp(M ∩N, y) ≤ κm(y) as required.
We will now show that there is a large class of pairs of spaces (M,N) which are
boundedly Bregman regular. In order to do so we use the following lemma.
Lemma 3.3. Let X be a uniformly convex and uniformly smooth Banach space and let
M ⊂ X be a closed linear subspace. Let {xn}∞n=0 be a sequence in X with Dp(M,xn)→ 0.
Then also the metric distance d(xn,M) converges to zero.
Proof. Setting y := ΠpMx− x in (2.6) allows us to conclude from Theorem 2.7, that the
inequality
Dp(Π
p
Mx, x) ≥ K
∫ 1
0
Rp
t
δX
(
t‖ΠpMx− x‖
2R
)
dt (3.5)
holds for all x ∈ X. Recall that δX(t) > 0 whenever t > 0 since X is uniformly convex.
This implies that the expression δX(t)R
p/t is strictly positive for every t > 0. Therefore
K
∫ 1
0
Rp
t
δX
(
t‖ΠpMxn − xn‖
2R
)
dt ≤ Dp(ΠpMxn, xn) −−−→n→∞ 0
imlies that the argument of the integral has to converge to zero and therefore also
‖ΠpMxn − xn‖ −−−→n→∞ 0.
Finally using ΠMxn ∈M , we conclude that
d(xn,M) ≤ ‖ΠpMxn − xn‖ −−−→n→∞ 0,
as claimed.
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Proposition 3.4. Let X be an uniformly convex and uniformly smooth Banach space
and let M,N ⊂ X be closed linear subspaces, such that M +N is closed. Then (M,N)
is boundedly Bregman regular.
Proof. Recall that by [5, p. 200, Corollary 4.5.], the pair (M,N) is linearly regular,
whenever the sum M +N is closed. Therefore there is a κ > 0 such that
dist(M ∩N,x) ≤ κmax{dist(M,x),dist(N,x)}
for all x ∈ X. Using Theorem 2.7, we now argue that the inequality
Dp(M ∩N,x) ≤ Dp(PM∩Nx, x) ≤ C
∫ 1
0
Rp
t
ρX
(
t‖PM∩Nx− x‖
‖(1− t)x− tPM∩Nx‖
)
dt (3.6)
holds for all x ∈ X. This can be seen by setting y := PM∩Nx− x in (2.4).
Now given a sequence (xn)n∈N satisfying
max{Dp(M,xn),Dp(N,xn)} −→
n→∞
0,
we may use Lemma 3.3 to obtain that dist(xn,M) → 0. Similarly, dist(xn, N) → 0 by
replacing M by N in the above argument. Using the linear regularity of (M,N) this
means that ‖PM∩Nx − x‖ −−−→
n→∞
0. Now combining this behaviour with (3.6), we may
conclude that Dp(M ∩N,x) −−−→
n→∞
0 which finishes the proof.
For Banach spaces X which are in a certain sense very close to Hilbert spaces, we
obtain an even stronger result.
Proposition 3.5. Let X be 2-convex and 2-smooth and set ρ = σ = p = 2. Given
two closed linear subspaces M,N ⊂ X with closed sum. Then the pair (M,N) is linear
Bregman regular, i.e. there is a constant κ > 0 such that
Dp(Π
p
M∩Nx, x) ≤ κmax{Dp(ΠpMx, x),Dp(ΠpNx, x)}. (3.7)
for all x ∈ X.
Proof. From [5, p. 200, Corollary 4.5.], we know that (M,N) is linear regular. We use
Corollary 2.10 in combination with Lemma 2.12 to conclude that
D2(Π
2
M∩Nx, x) ≤
(2.10)
C1 dist(M ∩N,x)2
≤ C1κ2 max{dist(M,x)2,dist(N,x)2}
≤
(2.11)
C1κ
2 max{C22D2(Π2Mx, x), C22D2(Π2Nx, x)}
= C1κ
2C22 max{Dp(Π2Mx, x),D2(Π2Nx, x)},
for suitable constants C1, C2 > 0.
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We conclude this section with two examples which show that the above conditions are
not vacuous.
Example 3.6. We consider the subspaces
M1 = 〈

10
0

 ,

01
0

〉 and M2 = 〈

10
0

 ,

00
1

〉
of ℓ3q, 1 < q < ∞, q 6= 2. Note that the intersection M1 ∩M2 is spanned by the first
standard basis vector e1. A direct computation shows that
ΠqM1

xy
z

 =

xy
0

 , ΠqM2

xy
z

 =

x0
z

 and ΠqM1∩M2

xy
z

 =

x0
0

 .
Setting
v =

xy
z

 ,
from the above we obtain
Dq(M1, v) =
(
1− 1
q
)
|z|q, Dq(M2, v) =
(
1− 1
q
)
|y|q
and
Dq(M1 ∩M2, v) =
(
1− 1
q
)
(|y|q + |z|q) .
Therefore,
Dq(M1 ∩M2, v) ≤ 2max{Dq(M1, v),Dq(M2, v)}
which means that (M1,M2) is linear Bregman regular. A similar computation (with an
additional factor) shows that it is also linear Bregman regular for p 6= q.
Example 3.7. We consider the subspaces
M1 = 〈

10
1
2

 ,

 11
99
100

〉 and M2 = 〈

10
1
2

 ,

 11
101
100

〉
of ℓ33. In addition, we use the points
vλ := (1− λ)

10
1
2

+ λ

11
1

 and v :=

10
1
2

 .
We obtain
D3(tv, vλ) =
2λ3
3
+
3t3
8
− t−
(
λ
2 +
1
2
)3
3
−
(
λ
2
+
1
2
)2(
−λ
2
+
t
2
− 1
2
)
+
2
3
(3.8)
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and hence
d
dt
D3(tv, vλ) =
9t2
8
−
(
λ
2 +
1
2
)2
2
− 1
which vanishes for
t =
√
λ2 + 2λ+ 9
3
since we may assume t ≥ 0. If we insert this value into (3.8), we obtain
D3(Π
3
M1∩M2vλ, vλ) =
3λ3
4
− λ
2
√
λ2 + 2λ+ 9
36
+
λ2
4
− λ
√
λ2 + 2λ+ 9
18
+
λ
4
−
√
λ2 + 2λ+ 9
4
+
3
4
(3.9)
In addition, setting
wλ =
(
1− 50
49
λ
)10
1
2

+ 50
49
λ

 11
99
100

 ∈M1
we obtain
D3(Π
3
M1vλ, vλ) ≤ D3(wλ, vλ) =
148λ3
352947
and similarly by setting
uλ =
(
1− 50
51
λ
)10
1
2

+ 50
51
λ

 11
101
100

 ∈M2
we get
D3(Π
3
M2vλ, vλ) ≤ D3(uλ, vλ) =
152λ3
397953
.
From these inequalities, we finally may conclude that
Dp(Π
p
M1∩M2
vλ, vλ)
max{Dp(ΠpM1vλ, vλ),Dp(Π
p
M2
vλ, vλ)}
≥
117649
(
27λ3 − λ2√λ2 + 2λ+ 9 + 9λ2 − 2λ√λ2 + 2λ+ 9 + 9λ− 9√λ2 + 2λ+ 9 + 27
)
1776λ3
which goes to infinity for λ → 0 as can be seen by using L’Hoˆpital’s rule twice. This
shows that the pair (M1,M2) is not linear Bregman regular.
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4 Convergence behaviour of iterated Bregman projections
As an important tool for the convergence analysis of sequenes we use the following concept
of Bregman monotone sequences.
Definition 4.1. A sequence (xn)
∞
n=0 in X is called Bregman monotone with respect to
a subset C ⊂ X, if
Dp(z, xk) ≤ Dp(z, xl)
for all k ≥ l and all z ∈ C.
Note that if a sequence (xn)
∞
n=0 is Bregman monotone with respect to a set containing
zero, in hence in particular with respect to a linear subspace, it has to be bounded since(
1− 1
p
)
‖xn‖p = Dp(0, xn) ≤ Dp(0, x0) (4.1)
for all n ∈ N. Observe that this argument also shows that in this case the norm of the
elements of the sequence satisfies ‖xn‖ ≤ ‖x0‖ for all n ∈ N.
The next proposition shows that in the case of Banach spaces which are uniformly
convex and uniformly smooth, Bregman monotonicity with respect to a closed linear
subspace M implies convergence if the distance to the subspace M converges to zero.
Proposition 4.2. Let X be a uniformly convex and uniformly smooth Banach space
and let (xn)
∞
n=0 be a sequence which is Bregman-monotone with respect to a closed linear
subspace M of X. If Dp(M,xn) −−−→
n→∞
0, the (xn)
∞
n=0 converges to a point in M .
Proof. Let us take a look at the case n ≥ m. Recall that Bregman monotonicity implies
that (xn)
∞
n=0 is bounded. Using the Bregman monotonicity and that the distance to M
is going to zero, we see that
Dp(Π
p
Mxm, xn) ≤ Dp(ΠpMxm, xm) −−−−→m→∞ 0 (4.2)
which allows us to conclude that
Dp(Π
p
Mxm, xn) +Dp(Π
p
Mxm, xm) −−−−→m→∞ 0.
We use the three-point identity
Dp(xn, xm) =Dp(xn,Π
p
Mxm) +Dp(Π
p
Mxm, xm)+ (4.3)
+ 〈jp(ΠpMxm)− jp(xm), xn −ΠpMxm〉
and observe that
|〈jp(ΠpMxm)− jp(xm),ΠpMxm − xn〉| ≤ ‖xn‖︸ ︷︷ ︸
≤C constant
· ‖jp(ΠpMxm)− jp(xm)‖︸ ︷︷ ︸
m→∞−−−−→0
→ 0,
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since
〈jp(ΠpMxm)− jp(xm), z〉 = 0
for all z ∈M . We are left to show that also the first summand converges to zero. Again
using the Bregman monotonicity, observe that
Dp(Π
p
Mxm, xn) ≤ Dp(ΠpMxm, xm)→ 0
form→∞. Since the involded sequences are bounded, we may use the sequential consis-
tency, i.e. assertion (iv) of Proposition 2.3, together with assertion (ii) of Proposition 2.3
to conclude that also Dp(xn,Π
p
Mxm) → 0 for m → ∞. Hence, for all ε > 0, we many
pick an N ∈ N such that Dp(xn, xm) < ε for all n ≥ m ≥ N .
In order to be able to deduce that (xn)
∞
n=0 is a Cauchy sequence with respect to the
Bregman distance, we need to show the corresponding inequality for the case m > n.
For this case we again make use of assertions (ii) and (iv) of Proposition 2.3 to exchange
the arguments of the Bregman distance and to arrive at the first case again.
This means that the sequence is a Cauchy sequence in the Bregman distance. Since
by Proposition 2.3 the above implies that (xn)
∞
n=0 is a Cauchy sequence for the norm
topology, it has a limit. The limit is contained in M = M , since M is a closed subspace
and by Lemma 3.3 the assumption Dp(M,xn)→ 0 forces the (norm) distance dist(xn,M)
to converge to zero as well.
Remark 4.3. If the space X is in addition ρ-convex and σ-smooth, the above proof
together with Lemma 2.12 gives us moreover some information on the convergence speed.
In the situation above, denote by x∗ the limit of the sequence (xn)
∞
n=0, then using the
three-point-identity we obtain
Dp(x
∗, xn) =Dp(x
∗,ΠpMxn) +Dp(Π
p
Mxn, xn) + 〈jp(ΠpMxn)− jp(xn), x∗ −ΠpMxn〉
=Dp(x
∗,ΠpMxn) +Dp(Π
p
Mxn, xn)
≤C Dp(ΠpMxn, x∗)α +Dp(ΠpMxn, xn)
≤C Dp(ΠpMxn, xn)α +Dp(ΠpMxn, xn)
(4.4)
where the constants C > 0 and α only depend on X and on the initial point x0. The
second equality follows from the characterisation of the Bregman projection in terms of
the annihilator of M , i.e. from the fact that
〈jp(ΠpMxn)− jp(xn), z〉 = 0
for z ∈M , see Proposition 2.5, and the fact that x∗ ∈M and ΠpMxn ∈M .
Now we will apply these tools the problem of convergence of sequences generated by
alternating Bregman projections. In order to do so, we first need to check that a sequence
generated this way is Bregman monotone with respect to the intersection of the ranges.
Lemma 4.4. Let X be a uniformly convex and uniformly smooth Banach space and let
M,N ⊂ X be closed linear subspaces. For every x ∈ X the sequence generated by
x0 = x, x2n+1 = Π
p
Mx2n, x2n = Π
p
Nx2n−1,
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is Bregman-monotone with respect to the closed linear subspace M ∩N .
Proof. Assume without loss of generality that xn ∈ N . Then by Proposition 2.6 for every
z ∈M ∩N the inequality
Dp(z,Π
p
Mxn) ≤ Dp(z, xn)−Dp(xn,ΠpMxn)
holds. Moreover, since Dp(xn,Π
p
Mxn) > 0, we get
Dp(z,Π
p
Mxn) ≤ Dp(z, xn).
The same holds true, if we switch the roles ofM andN . Therefore the generated sequence
(xn)
∞
n=0 is a Bregman-monotone sequence with respect to M ∩N .
Proposition 4.5. Let X be a uniformly convex and uniformly smooth Banach space and
M,N ⊂ X be closed linear subspaces whose sum is closed. For every x ∈ X the sequence
generated by
x0 = x, x2n+1 = Π
p
Mx2n, x2n = Π
p
Nx2n−1,
converges to ΠpM∩Nx.
Proof. The main idea of the proof is to use Proposition 4.2 and to show that the distance
to the intersection M ∩N is going to zero. Since Lemma 4.4 shows that the generated
sequence is Bregman-monotone we are left to show that the Bregman distance to the
intersection is going to zero. We prove this by contradiction. Without loss of generality
let xn ∈M . Assume the Bregman distance to the intersection is not going to zero, since
Dp(M ∩N,xn) is a decreasing sequence, there is an ε > 0, such that
Dp(M ∩N,xn) −−−→
n→∞
ε.
Recall that by Proposition 2.6 we obtain
Dp(z,ΠNxn) = Dp(z, xn)−Dp(ΠpNxn, xn)
for all z ∈ N . Rearranging the terms and using that xn+1 = ΠNxn, we obtain that
Dp(ΠNxn, xn) = Dp(z, xn)−Dp(z, xn+1)
for all z ∈M ∩N . We set z = ΠpM∩Nxn and observe that since ΠM∩Nxn minimises the
Bregman distance to xn we have
Dp(Π
p
M∩Nxn, xn)−Dp(ΠpM∩Nxn, xn+1) ≤ Dp(ΠpM∩Nxn, xn)−Dp(ΠpM∩Nxn+1, xn+1)
which implies
Dp(ΠNxn, xn) ≤ Dp(ΠpM∩Nxn, xn)−Dp(ΠpM∩Nxn+1, xn+1).
Since both terms on the right hand side converge to ε, we obtain that Dp(N,xn) has to
converge to zero. By the same reasoning, with switched roles of M and N , we get that
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also Dp(M,xn)→ 0. Now recall that by Proposition 3.4 the assumption that M +N is
closed implies that (M,N) is boundedly Bregman regular. This means that
lim
n→∞
max{Dp(M,xn),Dp(N,xn)} = 0⇒ lim
n→∞
Dp(M ∩N,xn) = 0,
which contradicts Dp(M ∩N,xn) −−−→
n→∞
ε > 0. So we have that
Dp(M ∩N,xn) −−−→
n→∞
0.
Hence we are able to apply Proposition 4.2 to conclude convergence of the sequence.
In order to finish the proof, we are left to show that its limit is the Bregman projection
of x0 = x onto the intersection M ∩ N . In order to do so, denote this limit by x∗ and
observe that
|〈jp(x∗)− jp(x), z − x∗〉| =
∣∣∣∣∣
〈
jp(x
∗)− jp(xN )−
N∑
k=1
jp(xk)− jp(xk−1), z − x∗
〉∣∣∣∣∣
=〈jp(x∗)− jp(xN ), z − x∗〉 N→∞−−−−→ 0,
where we used the characterisation of the Bregman projection onto M by
〈jp(ΠpMx)− jp(x), z〉 = 0,
for all z ∈M , see Proposition 2.5. Hence
〈jp(x∗)− jp(x), z − x∗〉 = 0
for all z ∈M ∩N , which implies that x∗ = ΠpM∩Nx again by Proposition 2.5
The assumption that M +N should be a closed subspace was used to obtain that the
pair (M,N) was boundedly Bregman regular. If we require (M,N) to satisfy stronger
regularity conditions, we are able to obtain some information on the rate of convergence
of the method of alternating Bregman projections.
Theorem 4.6. Let X be uniformly convex and uniformly smooth Banach space. Further-
more let M,N be closed linear subspaces such that (M,N) is (boundedly) linear Bregman
regular. Then for every x ∈ X the sequence defined by
x0 := x, x2n+1 := Π
p
Mx2n and x2n := Π
p
Nx2n−1
converges to ΠpM∩Nx. If in X is an addition ρ-convex and σ-smooth and p such that
σ ≤ p ≤ ρ, there are constants C > 0 and q ∈ (0, 1) such that the sequence satisfies
Dp(Π
p
M∩Nx, xn) ≤ Cqn (4.5)
and therefore also ∥∥ΠpM∩Nx− xn∥∥ ≤ C ′(q′)n (4.6)
for some other constants C ′ > 0 and q′ ∈ (0, 1), that is, it converges linearly.
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Proof. For a given n ∈ N we may assume without loss of generality that xn ∈ N and
therefore xn+1 = Π
p
Mxn. Since by Proposition 2.6 the Bregman projections onto M and
onto N are Bregman strongly quasi-nonexpansive, we have
Dp(z,Π
p
Mx) ≤ Dp(z, x)−Dp(ΠpMx, x) ∀z ∈M
Dp(z,Π
p
Nx) ≤ Dp(z, x)−Dp(ΠpNx, x) ∀z ∈ N
Setting z = ΠpM∩Nxn and x = xn and since Π
p
M∩Nxn+1 minimizes the Bregman distance
to xn+1 we obtain
Dp(Π
p
M∩Nxn, xn+1) ≤ Dp(ΠpM∩Nxn, xn)−Dp(ΠpMxn, xn) (4.7)
Dp(Π
p
M∩Nxn, xn+1) ≥ Dp(ΠpM∩Nxn+1, xn+1).
We denote by κ the constant in the inequality for the bounded linear Bregman regularity
of (M,N) over a suitably large ball containing all elements of the sequence (xn)
∞
n=0.
Note that by (4.1) it is sufficient to take a ball of radius ‖x0‖ around zero. Since
Dp(Π
p
Mxn, xn) > Dp(Π
p
Nxn, xn) = 0, using the linear Bregman regularity, we may deduce
that
Dp(Π
p
M∩Nxn, xn) ≤ κ ·Dp(ΠpMxn, xn),
which gives us in return
Dp(Π
p
Mxn, xn) ≥
1
κ
Dp(Π
p
M∩Nxn, xn).
Observe that κ ≥ 1, since M ∩N ⊂M . Using this in (4.7) we obtain
Dp(Π
p
M∩Nxn+1, xn+1) ≤
(
1− 1
κ
)
Dp(Π
p
M∩Nxn, xn).
Now using this argument inductively we may conclude that
Dp(Π
p
M∩Nxn+1, xn+1) ≤ (1− C)n+1Dp(ΠpM∩Nx0, x0).
Using that xn is a Bregman regular sequence since the Bregman projection is strongly
Bregman quasi-nonexpansive, we use Proposition 4.2 to conclude that xn converges to
some x∗ ∈ M ∩ N . Since the assumptions of Proposition 4.5 are satisfied, we may
conclude that the limit point x∗ is indeed the Bregman projection of x onto M ∩N .
We are left to show that quantitative part for the case where X is convex and smooth
of power type. Picking n sufficiently large so that the above expression is at most one,
we may plug it into (4.4) to obtain
Dp(Π
p
M∩Nx, xn) ≤ 2C ′Dp(ΠpM∩Nxn, xn)α ≤ Cqn
where
q := (1− C)α ∈ (0, 1) and C = 2C ′Dp(ΠpM∩Nx0, x0)α
which proves the first claim. Combining the above inequality with (2.8) yields the second
claim.
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Since in 2-convex and 2-smooth Banach spaces, the condition that M + N is closed
already implies that (M,N) is linear Bregman regular, we obtain the following corollary.
Corollary 4.7. Let X be a 2-smooth and 2-convex Banach space and let M,N ⊂ X be
closed linear subspaces, such that M +N is closed. Then for every x ∈ X the sequence
defined by
x0 := x, x2n+1 := Π
2
Mx2n and x2n := Π
2
Nx2n−1
converges to Π2M∩Nx. Moreover there are constants C > 0 and q ∈ (0, 1) such that the
sequence satisfies
D2(Π
2
M∩Nx, xn) ≤ Cqn (4.8)
and therefore also ∥∥Π2M∩Nx− xn∥∥ ≤ C ′(q′)n (4.9)
for some other constants C ′ > 0 and q′ ∈ (0, 1), i.e. the sequence converges linearly.
Proof. Since we have σ = p = ρ = 2 we use Proposition 3.5 to obtain that (M,N)
is linear Bregman regular with constant κ > 0. Now Theorem 4.6 implies the claimed
statement.
5 Convergence properties of the alternating algorithm
The main tool which we will be using in this section is the following decoposition theorem
which is due to Y. Alber.
Theorem 5.1. Let X be a uniformly convex and uniformly smooth Banach space and
let M ⊂ X be a closed linear subspace. Morover let 1 < p <∞ and 1p + 1p∗ = 1. Then,
x = PMx+ jp∗
(
Πp
∗
M⊥
jp(x)
)
.
for every x ∈ X.
Proof. See Theorem 1.3 in [2, p. 332].
Rearranging the terms in the decomposition given by the theorem above, we arrive at
(I − PM )x = jp∗(Πp
∗
M⊥
jp(x)). (5.1)
Using the fact that the duality mappings jp and jp∗ are inverse to each other, we may
conclude that
(I − PN )(I − PM )x = jp∗(Πp
∗
N⊥
Πp
∗
M⊥
jp(x)).
for every pair (M,N) of closed linear subspaces.
In order to use the results of the previous section for the problem of convergence
of the alternating algorithm, we need the following well-known connection between the
closedness of the subspace M +N and of M⊥ +N⊥.
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Proposition 5.2. Let X be a Banach space and M,N ⊂ X be closed linear subspaces.
The sum M +N is closed if and only if M⊥ +N⊥ is closed.
Proof. See, e.g. Theorem 4.8 in [16, p. 221].
Using this connection, we can now recover the known theorem on the convergence of
the alternating algorithm from our results on the iteration of Bregman projections.
Corollary 5.3 (Theorem 10 in [11, p., 93], cf. Theorem 2.2 in [23, p. 749]). Let X be a
uniformly convex and uniformly smooth Banach space. Moreover let M,N ⊂ X be closed
linear subspaces with closed sum M +N . Then for every x ∈ X the sequence defined by
x0 := x, x2n+1 = (I − PM )x2n, x2n = (I − PN )x2n−1
converges to (I − PM+N )x.
Proof. Note that by Proposition 5.2 the sum M⊥ + N⊥ is closed. Therefore we may
apply Proposition 4.5 to obtain that the sequence defined by
y0 = jp(x), y2n+1 = Π
p∗
M⊥
y2n, y2n = Π
p∗
N⊥
y2n−1,
converges to Πp
∗
M⊥∩N⊥
jp(x). Moreover note that by (5.1) we have xn = jp∗(yn) and hence
the continuity of the duality mapping implies that
lim
n→∞
xn = jp∗(Π
p∗
M⊥∩N⊥
jp(x)) = (I − P(M⊥∩N⊥)⊥)x
where the last equality follows again from (5.1). Noting that (M⊥ ∩ N⊥)⊥ = M + N
finishes the proof.
Using the result on the rate of convergence of the alternating Bregman projections, we
are also able to give a result on the convergence speed of the alternating algorithm.
Proposition 5.4. Let X be ρ-convex and σ-smooth and let σ ≤ p, p∗ ≤ ρ with 1p+ 1p∗ = 1.
Further let M,N ⊂ X be closed linear subspaces such that their sum is closed and for
every bounded subset S ⊂ X, there is κ ≥ 1 such that
min{d(x,M)p, d(x,N)p} ≤ κ− 1
κ
‖x‖p + 1
κ
d(x,M +N)p (5.2)
is satisfied for all x ∈ S. Then, for every x ∈ X the sequence defined by
x0 := x, x2n+1 := (I − PM )x2n and x2n := (I − PN )x2n−1
converges to (I − PM+N )x. Moreover there are constants C > 0 and q ∈ (0, 1) such that
the sequence satisfies
‖(I − PM+N )x− xn‖ ≤ Cqn, (5.3)
that is, it converges linearly.
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Proof. First, as in the proof of Corollary 5.3, observe that by setting
y0 = jp(x), y2n+1 = Π
p∗
M⊥
y2n, y2n = Π
p∗
N⊥
y2n−1,
we obtain xn = jp∗(yn) from (5.1). We now want to apply Theorem 4.6 to obtain the
desired convergence rate. In order to be able to do so, we show that (5.2) translates
to the pair (M⊥, N⊥) being boundedly linear Bregman regular. Observe first that for
y = jp(x) we obtain
Dp∗(M
⊥, y) = Dp∗(Π
p∗
M⊥
y, y) = Dp(jp∗(Π
p∗
M⊥
y), jp∗(y)) = Dp(x, x− PMx)
=
1
p
‖x‖p − 1
p
‖x− PMx‖p − 〈jp(x− PMx), PMx〉
=
1
p
‖x‖p − 1
p
‖x− PMx‖p = 1
p
‖x‖p − 1
p
d(x,M)p
(5.4)
from (5.1), Proposition 2.3 and the simple observation that
〈jp(x− PMx), PMx〉 = 〈Πp
∗
M⊥
jp(x), PMx〉 = 0
where we again used (5.1). Rearranging the terms in (5.2) leads to
‖x‖p − d(x,M +N)p ≤ κ (‖x‖p −min{d(x,M)p, d(x,N)p})
which we may further rearrange to
1
p
‖x‖p − 1
p
d(x,M +N)p ≤ κmax
{
1
p
‖x‖p − 1
p
d(x,M)p,
1
p
‖x‖p − 1
p
d(x,N)p
}
Inserting (5.4) and the corresponding relations for N and M +N we obtain
Dp∗(M
⊥ ∩N⊥, jp(x)) ≤ κmax
{
Dp∗(M
⊥, jp(x)),Dp∗(N
⊥, jp(x))
}
which is the inequality required for linear Bregman regularity. It remains to be shown
that every bounded subset of X∗ can be realised as the image of a bounded subset of
X via the duality mapping jp. With this aim, first recall that the duality mapping of a
reflexive space is bijective and that uniformly convex and uniformly smooth spaces are
reflexive. Since the duality mapping on uniformly smooth spaces is uniformly continuous
on bounded sets, it also maps bounded sets into bounded sets which finishes the proof
of the claim that (M⊥, N⊥) is boundedly linear Bregman regular.
Now, using Theorem 4.6 and Proposition 2.9, we obtain the existence of constants
C1, C2 > 0 and q
′ ∈ (0, 1) such that
‖(I − PM+N )x− xn‖ ≤ C1Dp(xn, (I − (PM+N ))x)1/ρ = C1Dp∗(Πp
∗
M⊥∩N⊥
y0, yn)
1/ρ
≤ C1C2(q′)n/ρ =: Cqn
as claimed since q = (q′)1/ρ ∈ (0, 1).
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Since the dual space of a 2-convex and 2-smooth space is also 2-convex and 2-smooth,
we obtain the following corollary.
Corollary 5.5. Let X be 2-convex and 2-smooth and let M,N ⊂ X be closed linear
subspaces such that their sum is closed. Then, for every x ∈ X the sequence defined by
x0 := x, x2n+1 := (I − PM )x2n and x2n := (I − PN )x2n−1
converges to (I − PM+N )x. Moreover there are constants C > 0 and q ∈ (0, 1) such that
the sequence satisfies
‖(I − PM+N )x− xn‖ ≤ Cqn, (5.5)
i.e. the convergence is linear.
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