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Mivel az optim¶alis munkak¶³n¶alat meglehet}osen bonyolult m¶odon fÄugg a re¶al-
b¶ert}ol ¶es a szoci¶alis ell¶at¶orendszer param¶etereit}ol, az inter- ¶es intratempor¶alis
redisztrib¶uci¶ot elemz}o modellek m¶eg a viszonylag egyszer}u, homotetikus hasz-
noss¶agi fÄuggv¶eny alkalmaz¶asa eset¶en is gyakran lemondanak az optim¶alis
munkak¶³n¶alat analitikus meghat¶aroz¶as¶ar¶ol, s kÄovetkeztet¶eseiket sz¶am¶³t¶og¶epes
szimul¶aci¶o seg¶³ts¶eg¶evel t¶amasztj¶ak al¶a. F}o eredm¶enyÄunk annak megmutat¶asa,
hogy az akt¶³v ¶es id}oskori fogyaszt¶as hat¶arhaszn¶at a munkak¶³n¶alat fÄuggv¶eny¶e-
ben fejezve ki az analitikus elemz¶es is viszonylag egyszer}uen elv¶egezhet}o. ¶Igy
kÄonnyen bel¶athat¶o, hogy a re¶alb¶er, a nyugd¶³jszorz¶o, a munkan¶elkÄuli ell¶at¶as,
vagy a r¶aszorults¶agi nyugd¶³j m¶ert¶ek¶enek megv¶altoz¶asa a munkak¶³n¶alat rugal-
mass¶ag¶anak jelent}os ingadoz¶asait eredm¶enyezheti, tov¶abb¶a kereseteltitkol¶asra
ÄosztÄonÄozhet. A bemutat¶asra kerÄul}o mikromodellt a makroszint}u egyens¶uly
elemz¶ese eg¶esz¶³ti ki, ahol az munkav¶allal¶oi preferenci¶ak heterogenit¶as¶at is
¯gyelembe vesszÄuk.
Bevezet¶es
Ismert, hogy a munkav¶allal¶o sz¶am¶ara maxim¶alis intertempor¶alis Äosszhasznot
biztos¶³t¶o munkak¶³n¶alat nagys¶aga meglehet}osen bonyolult m¶odon fÄugg a re¶al-
b¶ert}ol, illetve a nyugd¶³jrendszer ¶es munkan¶elkÄuli ell¶at¶as jellegzetess¶egeit meg-
hat¶aroz¶o param¶eterekt}ol. KÄulÄonÄosen ¶³gy van ez r¶aszorults¶agi nyugd¶³j eset¶en,
ahol a keresetar¶anyos nyugd¶³jat, ha az elmarad a r¶aszorults¶agi kÄuszÄobhÄoz
tartoz¶o ¶ert¶ekt}ol, erre a minim¶alis szintre eg¶esz¶³tik ki. Mivel ebben az esetben
az optimaliz¶al¶as sor¶an analitikus eszkÄozÄokkel nehezen kezelhet}o, szakad¶asos
fÄuggv¶enyek ad¶odnak, az elemz¶esek sor¶an gyakori az analitikus vizsg¶alatok
numerikus szeml¶eltet¶essel tÄort¶en}o helyettes¶³t¶ese.
Ebben a dolgozatban Simonovits (2012) modellj¶eb}ol kiindulva az akt¶³v
¶es id}oskori fogyaszt¶as hat¶arhaszn¶at a munkak¶³n¶alat fÄuggv¶eny¶eben fejezzÄuk
ki, ami lehet}ov¶e teszi a komparat¶³v statikus vizsg¶alatok egyszer}u analitikus
eszkÄozÄokkel tÄort¶en}o elv¶egz¶es¶et, tov¶abb¶a a gyakran alkalmazott2, ¶am megle-
1Jelen tanulm¶any a ,,T¶AMOP-4.2.2.C-11/1/KONV-2012-0005" p¶aly¶azati projekt t¶amo-
gat¶as¶aval k¶eszÄult. KÄoszÄonetemet fejezem ki Kov¶acs Erzs¶ebetnek, Simonovits Andr¶asnak
valamint Cseres-Gergely Zsombornak a dolgozat elk¶esz¶³t¶es¶ehez ny¶ujtott ¶utmutat¶as¶ert ¶es
seg¶³ts¶eg¶ert, mindazon¶altal az esetlegesen el}ofordul¶o hib¶ak¶ert a felel}oss¶eg a szerz}ot terheli.
Be¶erkezett: 2013. j¶ulius 11. E-mail: essenyei@ktk.pte.hu.
2Pl: Auerbach ¶es Kotliko® (1987), Feldstein (1987), Simonovits (2012), Vald¶es-Prieto
¶es Schwarzhaupt (2010)
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het}osen speci¶alis homotetikus munkav¶allal¶oi hasznoss¶agi fÄuggv¶eny helyett
egy ¶altal¶anosabb forma alkalmaz¶as¶at, ahol a b¶erjÄovedelem ceteris paribus
emelked¶es¶evel az akt¶³v ¶es id}oskori fogyaszt¶as ar¶anya is megv¶altozhat.
Megmutatjuk, hogy az ¶³gy kapott hat¶arhaszon-fÄuggv¶enyek szakad¶asi he-
ly¶enek elhelyezked¶ese az ad¶o- ¶es j¶arul¶ekkulcs, valamint a nyugd¶³jszorz¶o mel-
lett mind a re¶alb¶er, mind pedig a r¶aszorults¶agi kÄuszÄob nagys¶ag¶at¶ol fÄugg, s ez
az elhelyezked¶es dÄont}o szerepet j¶atszik a teljes ¶eletp¶aly¶an ¶ertelmezett munka-
k¶³n¶alat meghat¶aroz¶asa sor¶an. Megmutatjuk azt is, hogy munkan¶elkÄuli ell¶at¶as,
illetve r¶aszorults¶agi nyugd¶³jrendszer eset¶en a re¶alb¶er csek¶ely m¶ert¶ek}u emel-
ked¶ese az optim¶alis munkak¶³n¶alat v¶altozatlans¶ag¶aval ¶epp¶ugy egyÄutt j¶arhat,
mint annak ugr¶asszer}u emelked¶es¶evel. Vizsg¶aljuk tov¶abb¶a a munkan¶elkÄuliek-
nek ¯zetett j¶arad¶ek ¶es r¶aszorults¶agi nyugd¶³j munkak¶³n¶alatot csÄokkent}o, kere-
seteltitkol¶ast ÄosztÄonz}o ¶es makroszint}u egyens¶ulytalans¶agot el}oid¶ez}o hat¶as¶at.
Azonban Simonovits (2011) ¶es (2012) cikkeivel szemben nem foglalkozunk a
korm¶anyzat j¶ol¶et-maximaliz¶al¶asi feladat¶aval. Az¶ert nem, mert vizsg¶al¶od¶asa-
inkat a munkav¶allal¶oi preferenci¶ak heterogenit¶as¶anak eset¶ere is kiterjesztjÄuk,
¶es ekkor Arrow (1963) lehetetlens¶egi t¶etele szerint az egy¶eni hasznoss¶agi fÄugg-
v¶enyek demokratikus elvek alapj¶an nem aggreg¶alhat¶ok t¶arsadalmi hasznoss¶agi
fÄuggv¶enny¶e3. Ugyanakkor Arrow lehetetlens¶egi t¶etel¶eb}ol nem kÄovetkezik,
hogy az inter- ¶es intratempor¶alis redisztrib¶uci¶os rendszer m¶odos¶³t¶asainak
munkak¶³n¶alatra, illetve makroegyens¶ulyra gyakorolt hat¶asait hi¶abaval¶o lenne
vizsg¶alni. Dolgozatunk az ilyen jelleg}u vizsg¶al¶od¶asokhoz k¶³v¶an hozz¶aj¶arulni.
A cikk alapvet}oen neoklasszikus szeml¶elet}u, a keynesi t¶³pus¶u neh¶ezs¶egekre,
mindenekel}ott a k¶enyszer}u munkan¶elkÄulis¶eg probl¶em¶aj¶ara csak n¶eh¶any l¶ab-
jegyzetben tÄort¶enik utal¶as. Az els}o r¶esz¶eben ismertetjÄuk a modellt. A m¶asodik
r¶eszben azt vizsg¶aljuk, hogy mik¶ent reag¶al a munkak¶³n¶alat a re¶alb¶er v¶alto-
z¶as¶ara. A harmadik r¶eszben a kereseteltitkol¶as felt¶eteleit ¶es a munkav¶allal¶oi
preferenci¶ak heterogenit¶as¶anak egyens¶ulyra gyakorolt hat¶as¶at vesszÄuk szem-
Äugyre. A dolgozatot a legfontosabb kÄovetkeztet¶eseket Äosszegz}o, rÄovid szakasz
z¶arja.
1 A modell
A modell Simonovits (2012) ¶es (2011) cikkein alapul, ez¶ert ismertet¶ese sor¶an
ahol csak lehets¶eges, az ott alkalmazott jelÄol¶eseket kÄovetjÄuk. FeltesszÄuk, hogy
mindenki egys¶egnyi hossz¶us¶ag¶u ideig munkak¶epes ¶es ezt egy ¹ hossz¶us¶ag¶u
nyugd¶³jas id}oszak kÄoveti, ahol 0 · ¹ · 1. A munkak¶epes id}oszak potenci¶alis
munkak¶³n¶alata T , a t¶enyleges munkak¶³n¶alat pedig: l, ahol 0 · l · T . A
T ¡ l kÄulÄonbs¶eg a szabadid}o. A munkapiaci keresletet az id}oegys¶egre es}o
re¶alb¶er, w kÄozvet¶³ti a munkav¶allal¶ok fel¶e, a munkapiacr¶ol ¶erkez}o tov¶abbi
jelz¶esekt}ol eltekintÄunk4. Mindezek alapj¶an az egyes munkav¶allal¶ok teljes
3Az emiatt ad¶od¶o neh¶ezs¶egek kikÄuszÄobÄol¶ese c¶elj¶ab¶ol Feldstein (1987) egy paternalista
t¶arsadalmi j¶ol¶eti fÄuggv¶enyt vezet be, ¶es ezt az elj¶ar¶ast kÄoveti Vald¶es-Prieto ¶es Schwarzhaupt
(2010) cikke is a ,,j¶oindulat¶u tervez}o" feltev¶es¶et alkalmazva.
4KÄulÄonÄosen a keynesi t¶³pus¶u modellekben (pl: Benassy (1977), Malinvaud (1977))
gyakori m¶eg az l · ¹l mennyis¶egi jelz¶es szerepeltet¶ese. Ha nem k¶³v¶anjuk ¯gyelmen k¶³vÄul
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¶eletp¶aly¶ara sz¶am¶³tott Äosszes b¶erjÄovedelme: wl. Legyen a transzferkulcs, azaz
az ad¶o- ¶es j¶arul¶ekkulcs Äosszege t, ekkor a nett¶o b¶erjÄovedelem: (1 ¡ t)wl, a
keresetar¶anyos nyugd¶³j nagys¶aga pedig ¯wl, ahol ¯ a nyugd¶³jszorz¶o. Ha a
munkav¶allal¶o Äosszes b¶erjÄovedelme elmarad a °c r¶aszorults¶agi kÄuszÄob¶ert¶ekt}ol,
akkor jÄovedelm¶et e kÄuszÄob¶ert¶ekre eg¶esz¶³tik ki. Hasonl¶ok¶eppen, ha a kere-
setar¶anyos nyugd¶³j elmarad a °d r¶aszorults¶agi kÄuszÄob¶ert¶ekt}ol, akkor ennek
megfelel}o nyugd¶³jkieg¶esz¶³t¶est kap. Simonovits (2012) cikk¶et kÄovetve kiz¶ar¶olag
likvidit¶as korl¶atos h¶aztart¶asokkal foglalkozunk, ez¶ert a mag¶anmegtakar¶³t¶ast¶ol
eltekintÄunk. ¶Igy a munkav¶allal¶onak egyetlen dÄont¶esi v¶altoz¶oja marad: a
munkak¶³n¶alat, kÄovetkez¶esk¶epp az akt¶³vkori fogyaszt¶as ennek fÄuggv¶eny¶eben
fejezhet}o ki:
c = c(l) = max (¹twl; °c) =
½
°c; ha ¹twl < °c
¹twl; ha ¹twl ¸ °c ;
(1)
ahol ¹t = 1 ¡ t. A nyugd¶³jas kori fogyaszt¶as ugyanezen dÄont¶esi v¶altoz¶o
fÄuggv¶enye:
d = d(l) = max (¯wl; °d) =
½
°d; ha ¯wl < °d
¯wl; ha ¯wl ¸ °d :
(2)
Legyen tov¶abb¶a ± a lesz¶am¶³tol¶asi t¶enyez}o, mely az id}oskori fogyaszt¶as hasz-
noss¶ag¶anak akt¶³vkorihoz viszony¶³tott s¶uly¶at fejezi ki, ¶es legyen 0 < ± · 1.
ModellÄunkbe az irodalomban szok¶asos homotetikusn¶al ¶altal¶anosabb hasznos-
s¶agi fÄuggv¶enyt ¶ep¶³tÄunk be. M¶³g p¶eld¶aul Simonovits (2011) ¶es (2012) Cobb-
Douglas t¶³pus¶u munkav¶allal¶oi preferenci¶akat t¶etelez fel, Auerbach ¶es Kotliko®
(1987) pedig CES t¶³pus¶ut, addig cikkÄunkben a Gali (2008) kÄonyv¶eben is alkal-
mazott CRRA hasznoss¶agi fÄuggv¶enyt vesszÄuk alapul. ¶Igy az intertempor¶alis,
vagy ¶eletp¶alya-hasznoss¶ag c(l); d(l) ¶es T ¡ l al¶abbi fÄuggv¶enye:
U(l) =
c1¡¾





1 ¡ Á ; (3)
ahol » > 0 a szabadid}o hasznoss¶ag¶anak relat¶³v s¶uly¶at m¶eri. Hasonl¶o hasznos-
s¶agi fÄuggv¶enyt alkalmaz Davig ¶es Leeper (2011), b¶ar d n¶aluk a h¶aztart¶as
re¶al p¶enzvagyon¶at jelenti, ¶am ennek a munkak¶³n¶alat szempontj¶ab¶ol nincs
jelent}os¶ege. A (3) hasznoss¶agi fÄuggv¶eny el}onye, hogy nem felt¶etlenÄul ho-
motetikus, kÄovetkez¶esk¶epp a b¶erjÄovedelem megv¶altoz¶asa eset¶en az akt¶³v- ¶es
id}oskori fogyaszt¶as ar¶anya nem felt¶etlenÄul marad v¶altozatlan. Ha ¾; Á < 1,
akkor ¾ = Á eset¶en fÄuggv¶enyÄunk c-ben ¶es d-ben tov¶abbra is homotetikus, ¶³gy
a c=d h¶anyados konstans marad akkor is, ha a b¶erjÄovedelem nÄovekszik, ¾ > Á
eset¶en azonban a b¶erjÄovedelem nÄoveked¶es¶evel az akt¶³v- ¶es id}oskori fogyaszt¶as
ar¶anya csÄokken. ¾ < Á eset¶en pedig nÄovekszik.
Megjegyzend}o tov¶abb¶a, hogy a (3) hasznoss¶agi fÄuggv¶eny tov¶abbra is j¶ol
viselked}o preferenci¶akat reprezent¶al. RÄogz¶³tve p¶eld¶aul d nagys¶ag¶at, az akt¶³v-
hagyni az ebb}ol ad¶od¶o neh¶ezs¶egeket, akkor jelÄolje T a munkak¶epes id}oszak potenci¶alis
munkak¶³n¶alat¶anak ¶es a munkapiacon jelen lev}o mennyis¶egi korl¶atnak a minimum¶at!
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kori fogyaszt¶as ¶es szabadid}o s¶³kj¶aban ad¶od¶o kÄozÄombÄoss¶egi gÄorb¶ek negat¶³v
meredeks¶eg}uek, tov¶abb¶a ¾; Á > 0 eset¶en szigor¶uan konvexek5.
Az optimum els}orend}u felt¶etele:
MUc + MUd = c
¡¾c0(l) + ¹±d¡Ád0(l) = » (T ¡ l)v = MdUl ; (4)
mely szerint az akt¶³v ¶es nyugd¶³jas kori fogyaszt¶as hat¶arhasznainak Äosszege
meg kell, hogy egyezzen a munkav¶allal¶as hat¶ar¶aldozat¶aval, MdUl-lel6. A
hat¶arhaszon azonban a mikroÄokon¶omi¶aban megszokott¶ol elt¶er}oen itt nem a
tÄobbletfogyaszt¶asb¶ol ad¶od¶o hasznoss¶agnÄovekm¶eny, hanem a tÄobblet-munka-
k¶³n¶alatb¶ol ad¶od¶o tÄobbletjÄovedelem ¶altal lehet}ov¶e v¶alt akt¶³v (MUc) ¶es nyug-
d¶³jas kori (MUd) fogyaszt¶asnÄoveked¶es miatt bekÄovetkez}o tÄobblethaszon. A
hat¶arhaszon fÄuggv¶enyekb}ol a ¾, Á ¶es v param¶eterek kÄozgazdas¶agi tartalma
is egyszer}uen ad¶odik, ezek az adott hat¶arhaszon munkak¶³n¶alat szerint vett
konstans rugalmass¶agaik¶ent ¶ertelmezhet}ok. A munkav¶allal¶as hat¶ar¶aldozati
fÄuggv¶eny¶evel szemben °c > 0, illetve °d > 0 eset¶en az akt¶³v ¶es nyugd¶³jas kori




0; ha ¹twl < °c






0; ha ¯wl < °d
¹± (¯w)1¡Á l¡Á ha ¯wl ¸ °d :
(6)
E hat¶arhaszon-fÄuggv¶enyek szakad¶asos jelleg¶eb}ol kÄovetkezik az
1. tulajdons¶ag







) MUd(l) = 0.





¯w ¶altal meghat¶arozott intervallumon a munkav¶allal¶oi optimum
(4) els}orend}u felt¶etel¶eben csak az akt¶³vkori fogyaszt¶as hat¶arhaszonfÄuggv¶enye
meghat¶aroz¶o, az id}oskori fogyaszt¶as¶e nem. Megjegyzend}o, hogy l < lc eset¶en
az akt¶³vkori fogyaszt¶as hat¶arhaszna sem meghat¶aroz¶o, l > ld eset¶en pedig
a nyugd¶³jas kori fogyaszt¶as is meghat¶aroz¶ov¶a v¶alik. Hasonl¶o tulajdons¶agot
lehetne tov¶abb¶a meg¶allap¶³tani a ford¶³tott, °c=¹t > °d=¯ esetre, mivel azonban
meglehet}osen csek¶ely annak realit¶asa, hogy a munkak¶³n¶alat meghat¶aroz¶as¶at
az akt¶³v kori fogyaszt¶as nem befoly¶asolja, csak a nyugd¶³jas kori, ezen ford¶³tott
esettel a tov¶abbiakban nem foglalkozunk.
5Itt jegyezzÄuk meg, hogy a (3) hasznoss¶agi fÄuggv¶eny a param¶eterek egys¶egnyin¶el na-
gyobb ¶ert¶eke eset¶en is ¶ertelmezett, b¶ar nem felt¶etlenÄul ad pozit¶³v ¶ert¶eket. Ebben az esetben
azonban az eml¶³tett kÄozÄombÄoss¶egi gÄorb¶ek m¶ar nem felt¶etlenÄul konvexek.
6A jelÄol¶esben szerepl}o d utal arra, hogy itt negat¶³v hat¶arhaszonr¶ol, azaz hat¶ar¶aldozatr¶ol
(disutility) van sz¶o, az l als¶o index pedig arra, hogy ez a hat¶ar¶aldozat kÄozvetlenÄul a mun-
kav¶egz¶esb}ol ad¶odik.
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1. ¶abra. Munkak¶³n¶alat r¶aszorults¶agi j¶arad¶ek mellett
Az 1. ¶abra az optim¶alis munkak¶³n¶alat meghat¶aroz¶od¶as¶at mutatja be az el-
s}orend}u optimumkrit¶erium felhaszn¶al¶as¶aval, de a (¹tw)1¡¾ l¡¾ ¶es (¹tw)1¡¾ l¡¾+
(¯w)1¡Á l¡Á hat¶arhaszon-gÄorb¶eknek csak a relev¶ans darabjait tÄunteti fel.
Legyen lc < l < ld, ekkor az 1. tulajdons¶ag szerint MUd(l) = 0, ¶es ¶³gy:
MUc(l) = MUc(l) + MUd(l). Ebben az esetben teh¶at az optim¶alis munkak¶³-
n¶alat meghat¶aroz¶asa szempontj¶ab¶ol MUc k¶et szakad¶asi hely kÄozÄotti darabja
relev¶ans. Ha pedig l > ld, akkor az 1. tulajdons¶ag miatt az MUc + MUd
gÄorbe relev¶ans.
SzemÄugyre v¶eve az ¶abr¶at l¶athat¶o, hogy z¶erus munkak¶³n¶alat mellett a (4)
optimumfelt¶etel nem teljesÄul, azonban a (3) ¶eletp¶alya-hasznoss¶agnak lok¶alis
maximuma van. A param¶eterek ¶ert¶ek¶et}ol fÄugg, hogy ez a lok¶alis maxi-
mumhely egyben glob¶alis-e. ModellÄunkben teh¶at megjelenik a munkan¶elkÄuli
ell¶at¶as ¶es r¶aszorults¶agi nyugd¶³j munkav¶allal¶as ellen ÄosztÄonz}o hat¶asa, melynek
gazdas¶agi, t¶arsadalmi ¶es politikai jelent}os¶ege ismert. Amennyiben az egy¶en
¶ugy dÄont, hogy nem fejt ki munkak¶³n¶alatot, az akt¶³v ¶es nyugd¶³jas kori fo-
gyaszt¶as r¶ev¶en el¶ert intertempor¶alis Äosszhaszon:
U0 =
°1¡¾c
1 ¡ ¾ +
°1¡Ád
1 ¡ Á ;
tov¶abb¶a °c; °d > 0 eset¶en U0 > 0. Ez azt jelenti, hogy a munkan¶elkÄulieknek
¯zetett ell¶at¶as ¶es a r¶aszorults¶agi nyugd¶³j azok sz¶am¶ara is pozit¶³v intertempo-
r¶alis Äosszhasznot biztos¶³t, akik eg¶esz ¶eletÄukben nem dolgoznak. VegyÄuk ¶eszre
tov¶abb¶a, hogy ebben a helyzetben a munkak¶³n¶alat kism¶ert¶ek}u nÄovel¶ese nem
tesz lehet}ov¶e magasabb fogyaszt¶ast, s}ot az ¶eletp¶alya-hasznoss¶agot csÄokkenti,





(MUc(l) + MUd(l) ¡ MdU(l)) dl : (7)
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A (7) ÄosszefÄugg¶es felhaszn¶al¶as¶aval egyszer}uen meghat¶arozhat¶o, hogy a (4) op-
timumfelt¶etelt kiel¶eg¶³t}o munkak¶³n¶alatok kÄozÄul melyik eredm¶enyez maxim¶alis
hasznoss¶agot a teljes ¶eletp¶aly¶an.
Legyen T1 = ¡
R lc
0
MdUl dl. Ekkora hasznoss¶agveszt¶est szenvedne el az
egy¶en, ha z¶erus munkak¶³n¶alat helyett lc = °c= (¹tw) m¶ert¶ek}u munkak¶³n¶alatot
fejtene ki. Legyen tov¶abb¶a T2 =
R l¤1
lc
(MUc(l) ¡ MdU(l)) dl, ekkora tÄobblet-
haszonhoz jutna az egy¶en, ha z¶erus munkak¶³n¶alat helyett l¤1 m¶ert¶ek}u munk¶at
v¶egezne. L¶athat¶o, hogy ¡T1 < T2, teh¶at l¤1-n¶al az intertempor¶alis Äosszhaszon
fÄuggv¶eny¶enek nem csak lok¶alis maximuma van, hanem U(0) = U0 < U (l
¤
1).
Hasonl¶o m¶odon l¶athat¶o be, hogy a glob¶alis maximumhely l¤2-n¶al tal¶alhat¶o,
ekkora lesz teh¶at a munkak¶³n¶alat optim¶alis szintje7.
Azt, hogy a munkav¶egz¶es MdUl hat¶ar¶aldozati fÄuggv¶enye mellett a glob¶alis
optimum nem a l¤1-n¶al, hanem l
¤
2-n¶al ad¶odik, ¶ugy ¶ertelmezzÄuk, hogy a viszony-
lag magas b¶erjÄovedelem mellett, az ¶³gy el¶erhet}o nagyobb nyugd¶³j is magasabb
munkak¶³n¶alatra ÄosztÄonÄoz.
A tÄobb munkav¶egz¶es ¶altal el¶erhet}o magasabb akt¶³v ¶es id}oskori fogyaszt¶as
ÄosztÄonz}o hat¶as¶anak illusztr¶al¶asa c¶elj¶ab¶ol megvizsg¶aljuk, mik¶ent reag¶al az op-
tim¶alis munkak¶³n¶alat a szabadid}o relat¶³v fontoss¶ag¶anak, azaz a » param¶eter
¶ert¶ek¶enek a megv¶altoz¶as¶ara. Ez az ¶ert¶ek a 2. ¶abr¶an a munka jelz¶es n¶elkÄuli
MdUl hat¶ar¶aldozati fÄuggv¶enye eset¶eben a legalacsonyabb. Amennyiben ez a
fÄuggv¶eny fejezi ki a munkav¶allal¶o szabadid}ohÄoz val¶o viszony¶at, az optim¶alis
munkak¶³n¶alat: l¤2.
2. ¶abra. Munkak¶³n¶alat » kÄulÄonf¶ele ¶ert¶ekei eset¶en
7Ha az ¶abr¶an bemutatott helyzettel szemben l¤2 > T ¶es T nagys¶ag¶at a munkapiacon
megl¶ev}o mennyis¶egi korl¶at hat¶arozza meg, akkor k¶enyszer}u munkan¶elkÄulis¶egr}ol besz¶elÄunk,
m¶ert¶eke: l¤2 ¡ T . Nem biztos, hogy ebben az esetben az optim¶alis munkak¶³n¶alat nagys¶aga
T . Legyen p¶eld¶aul T = ld, ekkor az optim¶alis munkak¶³n¶alat: l
¤
1 < T . Azt kaptuk teh¶at,
hogy a r¶aszorults¶agi nyugd¶³j k¶enyszer}u munkan¶elkÄulis¶eg mellett is csÄokkentheti a munka-
k¶³n¶alatot.
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Ezzel szemben ha az egy¶en a munkav¶egz¶est kellemetlenebbnek ¶erz¶ekeli,
¶es szabadid}ohÄoz val¶o viszony¶at a » param¶eter magasabb ¶ert¶eke fejezi ki, a
munkav¶egz¶es ehhez tartoz¶o MdU+l hat¶ar¶aldozati fÄuggv¶enye ¶erv¶enyes. Ebben
az esetben a keresetar¶anyos nyugd¶³j elveszti ÄosztÄonz}o erej¶et, s csak a b¶erjÄove-
delem ÄosztÄonz}o hat¶asa marad. Az ¶abr¶an j¶ol kÄovethet}o, hogy munkak¶³n¶alat
az l¤+ szintre csÄokken, mert az l
¤
+-n¶al magasabb munkak¶³n¶alat ugyan maga-
sabb nyugd¶³jat, s ¶³gy magasabb nyugd¶³jas kori fogyaszt¶ast tenne lehet}ov¶e
az egy¶en sz¶am¶ara, ¶am ez nem kompenz¶aln¶a a tÄobb munka v¶egz¶es¶eb}ol ad¶od¶o
h¶atr¶anyokat. Az (5) ¶es (6) hat¶arhaszon fÄuggv¶enyekb}ol az is l¶atszik, hogy ¾ 6=
1 6= Á eset¶en a kompenz¶aci¶ohoz magasabb re¶alb¶erre, illetve nyugd¶³jszorz¶ora
lenne szÄuks¶eg, mert ekkor a hat¶arhaszon gÄorb¶ek fÄolfel¶e tol¶odn¶anak. De az
ld =
°d
¯w szakad¶asi hely ¾ ! 1 Ã Á eset¶en is balra tol¶odna, ez¶altal csÄokkentve
a kompenz¶aci¶o ig¶eny¶et, nÄovelve egy¶uttal a kompenz¶aci¶o ¶ert¶ek¶et. Hasonl¶o
m¶odon a munkak¶³n¶alat nÄovel¶es¶ere ÄosztÄonz}o hat¶ast fejt ki a r¶aszorults¶agi
nyugd¶³j elegend}o m¶ert¶ek}u csÄokkent¶ese a munkav¶allal¶oi preferenci¶akt¶ol fÄug-
getlenÄul.
Amennyiben az egy¶en a munkav¶egz¶est m¶eg er}oteljesebben diszprefer¶alja,
s ezt a » param¶eter m¶eg magasabb ¶ert¶eke mellett az MdU#l hat¶ar¶aldozati
fÄuggv¶eny fejezi ki, a b¶er is elveszti ÄosztÄonz}o erej¶et. Figyelembe v¶eve a (7)
ÄosszefÄugg¶est, a 2. ¶abr¶an j¶ol l¶athat¶o, hogy U (l#) < 0 < U0, ez¶ert l = 0 glob¶alis
maximumhelly¶e v¶alik, ¶es a munkak¶³n¶alat null¶ara csÄokken. Hasonl¶o meg-
gondol¶asok tehet}ok » v¶altozatlan ¶ert¶eke mellett a nyugd¶³jszorz¶o csÄokken¶ese
eset¶en. Ebben az esetben az MUd gÄorbe orig¶o fel¶e tÄort¶en}o elmozdul¶asa
csÄokkenti a munkak¶³n¶alatot, ¶am az ¯ = 0 eset¶en is megmarad az l¤1 pozit¶³v
szinten.
A r¶aszorults¶agi nyugd¶³jrendszer, illetve a munkan¶elkÄuli ell¶at¶as jelenl¶et¶et a
modellben °c; °d > 0 reprezent¶alja. A 2. ¶abra fenti elemz¶ese ut¶an nem neh¶ez
¶eszrevenni a r¶aszorults¶agi nyugd¶³jrendszer ¶es munkan¶elkÄuli ell¶at¶orendszer ¶altal
meghat¶arozott lc =
°c
¹tw ¶es ld =
°d
¯w pontok egy-egy ¶erdekes tulajdons¶ag¶at:
² A munkak¶³n¶alat optim¶alis szintje nem eshet az lc pont valamely pozit¶³v
sugar¶u kÄornyezet¶ebe,
² ¶es az ld pont valamely pozit¶³v sugar¶u jobb oldali kÄornyezet¶ebe sem.
Teh¶at a munkak¶³n¶alat v¶altoz¶asa nem folytonos. Ezt mondja ki a
2. tulajdons¶ag
JelÄolje l¤ az optim¶alis munkak¶³n¶alatot, ekkor




























(MUc(l) + MUd(l) ¡ MdUl(l)) dl = 0 :
A 2. tulajdons¶ag abb¶ol kÄovetkezik, hogy az (1) hasznoss¶agi fÄuggv¶enynek
lc-n¶el ¶es ld-n¶el lok¶alis minimuma van. Ez kÄonnyen ellen}orizhet}o a (7) Äossze-
fÄugg¶es felhaszn¶al¶as¶aval.
VegyÄuk ¶eszre, hogy °c = 0 eset¶en T1 = 0, ¶es ¶³gy ¢c = 0, tov¶abb¶a
°c = °d = 0 eset¶en lc = ld = 0, ¶es ez¶ert az MUc + MUd gÄorbe min-
den pozit¶³v munkak¶³n¶alati ¶ert¶ek mellett relev¶ans, kÄovetkez¶esk¶epp ¢d = 0
¶es ¶³gy az optim¶alis munkak¶³n¶alat nagys¶aga a [0; T ] intervallumon minden
pozit¶³v ¶ert¶eket fÄolvehet. Ha teh¶at sem r¶aszorults¶agi nyugd¶³jrendszer, sem
pedig munkan¶elkÄuli ell¶at¶as nem l¶etezik, a 2. tulajdons¶ag semmit nem mond.
2 Munkak¶³n¶alat a re¶alb¶er fÄuggv¶eny¶eben
¶Att¶erÄunk az optim¶alis munkak¶³n¶alat w megv¶altoz¶as¶ara val¶o ¶erz¶ekenys¶eg¶enek
vizsg¶alat¶ara Ezt c¶elszer}u a ¾ ! 1 ¶es Á ! 1 speci¶alis esettel kezdeni. Ha
m¶eg feltesszÄuk, hogy v ! ¡1, akkor a (3) hasznoss¶agi fÄuggv¶eny a gyakran
haszn¶alt
U(l) = ln (max (¹twl; °c)) + » ln(T ¡ l) + ¹± ln (max (¯wl; °d))
log-line¶aris form¶ara egyszer}usÄodik, tov¶abb¶a a relev¶ans tartom¶anyokban
max (¹twl; °c) = ¹twl ¶es max(¯wl; °d) = ¯wl ;
ez¶ert itt MUc(l) =
1
l , ¶es MUc(l)+MUd(l) =
1+¹±
l . Ebben az esetben teh¶at az
1. ¶abr¶an feltÄuntetett hat¶arhaszon-gÄorb¶ek helyzete w-t}ol fÄuggetlen. Mindazon-






szaggatott egyenesek, azaz a
munkak¶³n¶alat meghat¶aroz¶asa szempontj¶ab¶ol relev¶ans tartom¶anyok hat¶arai
jobbra tol¶odnak. Folytonosan csÄokkentve w ¶ert¶ek¶et, a glob¶alis optimum
eleinte az l¤2 ¶ert¶eken marad, majd l
¤
1-ba ugrik. M¶eg tov¶abb csÄokkentve a
re¶alb¶ert, egy darabig az l¤1 ¶ert¶eken marad, majd a ¡T1 < T2 rel¶aci¶o is meg-
fordul, ¶³gy az optim¶alis munkak¶³n¶alat a teljes ¶eletp¶aly¶an null¶ara csÄokken. Ez a
szitu¶aci¶o az Äonk¶entes munkan¶elkÄuli ¶eletforma v¶alaszt¶asak¶ent is ¶ertelmezhet}o.
Mindez azt jelenti, hogy az l = Sl(w) munkak¶³n¶alati fÄuggv¶eny ¶ert¶ekk¶eszlete a
f0; l¤1; l¤2g h¶aromelem}u halmaz. Enn¶el re¶alisabbnak t}unik egy olyan modell,
ahol a re¶alb¶er v¶altoz¶as¶aval a teljes ¶eletp¶aly¶ara sz¶am¶³tott optim¶alis munka-
k¶³n¶alat tov¶abbi ¶ert¶ekeket is fÄolvehet, ez¶ert visszat¶erÄunk a (3) hasznoss¶agi
fÄuggv¶enyhez.
¾;Á < 1 eset¶en n¶emileg bonyolultabb a helyzet, mert az (5) ¶es (6) Äossze-
fÄugg¶esek szerint ebben az esetben w csÄokken¶ese a hat¶arhaszon-fÄuggv¶enyek
relev¶ans darabjainak lefel¶e tÄort¶en}o elmozdul¶as¶at okozza, ¶es ezzel egyÄutt az






2(w) lok¶alis maximumhelyek is balra tol¶odnak,
teh¶at a munkak¶³n¶alat optim¶alis nagys¶aga csÄokken. Ugyanakkor a relev¶ans
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tartom¶anyok hat¶arait kijelÄol}o lc =
°c
¹tw ¶es ld =
°d
¯w szaggatott egyenesek jobb-
ra mozognak, ami azt jelenti, hogy a 2. tulajdons¶ag ¶altal meghat¶arozottakon
t¶ulmen}oen a glob¶alis maximumhely semmik¶epp nem eshet az (l¤1(w0); ld =
°d
¯w0
) intervallumba, ahol w0 a re¶alb¶er 1. ¶abr¶an felt¶etelezett kezd}o¶ert¶ek¶et jelÄoli.
Szint¶en a 2. tulajdons¶agb¶ol kÄovetkezik, hogy nem eshet a glob¶alis maximum-




Ez az eredm¶eny, mely szerint a munkak¶³n¶alat a re¶alb¶ernek szakad¶asos
fÄuggv¶enye, az¶ert ¯gyelemre m¶elt¶o, mert modellÄunkben a teljes ¶eletp¶aly¶ara
sz¶am¶³tott munkak¶³n¶alatot nem diszkr¶et v¶altoz¶onak t¶eteleztÄuk fel, hanem foly-
tonosnak. Hasonl¶o m¶odon l¶athat¶o be, hogy a munkak¶³n¶alat a nyugd¶³jszorz¶o-
nak, az ad¶o- ¶es j¶arul¶ekkulcsnak, tov¶abb¶a a r¶aszorults¶agi j¶arad¶ekok m¶ert¶ek¶enek
is szakad¶asos fÄuggv¶enye. Megjegyzend}o m¶eg, hogy az 1. ¶abra egy olyan
helyzetet mutat be, ahol a munkak¶³n¶alati fÄuggv¶enynek k¶et szakad¶asi helye
is van. KÄonny}u ¶eszrevenni, hogy » alacsonyabb ¶ert¶eke eset¶en az MdUl gÄorbe
lejjebb tol¶odna, s csak az MUc +MUd gÄorb¶evel lenne egyetlen metsz¶espontja.
A 2. tulajdons¶agb¶ol kÄovetkezik azonban, hogy a munkak¶³n¶alat fÄuggv¶enye
ekkor is szakad¶asos, mivel az optim¶alis munkak¶³n¶alat ebben az esetben is
vagy z¶erus, vagy az ld =
°d
¯w nagys¶agot meghalad¶o ¶ert¶ek. Hasonl¶o a helyzet
» eredeti ¶ert¶eke eset¶en, ha °c¹t =
°d
¯ .
Az 1. ¶abr¶an bemutatott hat¶arhaszon-fÄuggv¶enyek felhaszn¶al¶as¶aval tov¶abbi
komparat¶³v statikus elemz¶esek viszonylag egyszer}uen v¶egezhet}ok. Puszt¶an
eddigi fejteget¶eseink ellen}orz¶ese c¶elj¶ab¶ol, valamint a r¶aszorults¶agi nyugd¶³j
nagys¶ag¶anak munkak¶³n¶alati fÄuggv¶enyre gyakorolt hat¶as¶at illusztr¶aland¶o, a
3. ¶abr¶an m¶egis bemutatjuk a munkak¶³n¶alati fÄuggv¶eny n¶eh¶any sz¶am¶³t¶og¶epes
szimul¶aci¶o r¶ev¶en k¶esz¶³tett gÄorb¶ej¶et8. A szimul¶aci¶o param¶eter¶ert¶ekeit az 1. t¶ab-
l¶azatban foglaltuk Äossze, a re¶alb¶er ¶ert¶ek¶et 0;01-es l¶ep¶eskÄozÄonk¶ent v¶altoztattuk.
Ennek kÄovetkezm¶enye, hogy a 3. ¶abr¶an bemutatott k¶et gÄorbe nem szakad¶asos.
A sz¶am¶³t¶og¶epes szimul¶aci¶o a szakad¶asi helyeknek egy¶ebk¶ent is csup¶an kÄozel¶³t}o
meghat¶aroz¶as¶at teszi lehet}ov¶e, a pontos meghat¶aroz¶as a 2. tulajdons¶ag alap-
j¶an tÄort¶enik.
Az ¶abr¶an k¶et gÄorbe l¶athat¶o, az egyik a magasabb, °d = 0;2 r¶aszorults¶agi
nyud¶³j¶ert¶ek mellett, a m¶asik pedig az alacsonyabb, °d = 0;19-es ¶ert¶ekn¶el.
Mint l¶athat¶o, a k¶et gÄorbe csak a w 2 (0;32; 0;34) b¶ertartom¶anyban v¶alik
sz¶et9, teh¶at a r¶aszorults¶agi nyugd¶³j m¶ert¶ek¶enek csak ebben a b¶ertartom¶anyban
van hat¶asa a munkak¶³n¶alatra. Itt azonban ez a hat¶as jelent}osnek t}unik.
°c ¯ ¾ v Á t ¹ ± » T
0,15 0,4 0,9 -0,9 0,9 0,4 0,5 0,6 0,3 1,9
1. t¶abl¶azat. A 3. ¶abr¶an bemutatott szimul¶aci¶ok param¶eterei
8A nemline¶aris optimaliz¶al¶asi probl¶em¶ak megold¶as¶at a GAMS szoftver seg¶³ts¶eg¶evel
v¶egeztÄuk.
9Kisebb l¶ep¶eskÄoz v¶alaszt¶asa eset¶en az az intervallum rÄovidebb lenne.
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3. ¶abra. Munkak¶³n¶alat r¶aszorults¶agi j¶arad¶ek mellett
A re¶alb¶er szinte valamennyi ¶ert¶ek¶en¶el meg¯gyelhet}o, hogy a munkak¶³n¶alat
re¶alb¶er szerint vett rugalmass¶aga alig haladja meg a z¶erus ¶ert¶eket, kiv¶eve
°d = 0;19 eset¶en a re¶alb¶er w = 0;32-es szintj¶et, °d = 0;2 eset¶en pedig a
w = 0;33-as szintet10. Hasonl¶o m¶odon vizsg¶alhat¶o az akt¶³v korban ¶erv¶enyes
r¶aszorults¶agi kÄuszÄob¶ert¶ek, °c megv¶altoz¶as¶anak hat¶asa.
°c = °d = 0 eset¶en modellÄunk egyszer}u ar¶anyos nyugd¶³jrendszert repre-
zent¶al. Ebben az esetben nem fordulhat el}o, hogy a munkak¶³n¶alat optim¶alis
szintje teljes ¶eletp¶aly¶an z¶erus legyen, az MUc + MUd gÄorbe minden pozit¶³v
l-re relev¶ans, a munkak¶³n¶alat re¶alb¶er szerint vett rugalmass¶aga pedig kev¶esb¶e
v¶altoz¶ekony.
3 A modell k¶et kiterjeszt¶ese
Ebben a szakaszban az eddig t¶argyalt modell k¶et igen egyszer}u kiterjeszt¶es¶et
mutatjuk be, melyek ak¶ar tov¶abbi kutat¶asok alkalmas kiindul¶opontj¶aul is
szolg¶alhatnak. A jelen szakasz els}o pontj¶aban az eddig alkalmazott mikro-
szint}u elemz¶est folytatjuk. A m¶asodik pontban ¶att¶erÄunk makroszintre.
3.1 Kereseteltitkol¶as
ModellÄunk eddig t¶argyalt v¶altozat¶aban a h¶aztart¶asok egyetlen dÄont¶esi v¶alto-
z¶oja a munkak¶³n¶alat volt, ezzel reag¶altak a munkapiac ¶es szoci¶alis ell¶at¶orend-
szer ¶altal meghat¶arozott kÄornyezet v¶altoz¶asaira. Ebben a pontban feltesszÄuk,
hogy a munkav¶allal¶o egy tov¶abbi dÄont¶est is hozhat: munkav¶egz¶esb}ol sz¶armaz¶o
kereset¶et bevallhatja, vagy eltitkolhatja. Az egyszer}ubb t¶argyal¶as ¶erdek¶eben
feltesszÄuk, hogy a dÄont¶es a teljes ¶eletp¶aly¶ara vonatkozik, a r¶eszleges kere-
seteltitkol¶as eset¶et}ol teh¶at eltekintÄunk. Azt vizsg¶aljuk, hogy a kereseteltitkol¶as
10Itt term¶eszetesen ¶³vrugalmass¶agokr¶ol van sz¶o, b¶ar az ¶abra a pontrugalmass¶agok
elt¶er¶es¶et is szeml¶eletesen illusztr¶alja.
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bÄuntet¶es¶enek hi¶any¶at felt¶etelezve, puszt¶an a szoci¶alis ell¶at¶orendszer milyen
felt¶etelek teljesÄul¶ese eset¶en k¶epes a kereset bevall¶as¶at kik¶enyszer¶³teni.
FeltesszÄuk tov¶abb¶a, hogy a munkav¶allal¶o k¶et dÄont¶ese egym¶ast¶ol fÄuggetle-
nÄul szÄuletik, ez¶ert ebben a pontban munkak¶³n¶alat¶at adottnak vesszÄuk: l¤ > 0.
Amennyiben az egy¶en kereset¶et bevallja, ¶ugy akt¶³v ¶es nyugd¶³jas kori fogyasz-
t¶asa az (1) ¶es (2) ÄosszefÄugg¶esek ¶altal meghat¶arozott m¶odon alakul. Tov¶abbra
is eltekintve a mag¶anmegtakar¶³t¶as lehet}os¶eg¶et}ol11, kereseteltitkol¶as eset¶en az
akt¶³v kori fogyaszt¶as jelent}osen megn}o: c = wl¤ + °c. A nÄoveked¶es egyr¶eszt
abb¶ol ad¶odik, hogy a be nem jelentett jÄovedelem nem ad¶ozik, m¶asr¶eszt a °c
jÄovedelemkieg¶esz¶³t¶esb}ol. Ugyanakkor nyugd¶³jas kori fogyaszt¶as: °d. Re¶alis
feltev¶es, hogy ¯wl¤ > °d, ¶es ebben az esetben a nyugd¶³jas kori fogyaszt¶as
kisebb, mint a kereset bevall¶asa eset¶en.
Behelyettes¶³tve a (3) hasznoss¶agi fÄuggv¶enybe kapjuk, hogy akkor ¶erdemes
eltitkolni a keresetet, ha
(¹twl¤)1¡¾
1 ¡ ¾ + ¹±
(¯wl¤)1¡Á
1 ¡ Á <
(wl¤ + °c)
1¡¾
1 ¡ ¾ + ¹±
°1¡Ád
1 ¡ Á
teljesÄul. Bevezetve az ®c =
°c
wl¤ ¶es ®d =
°d
wl¤ v¶altoz¶okat, melyek a munkan¶elkÄuli
seg¶ely ¶es r¶aszorults¶agi nyugd¶³j b¶erjÄovedelemhez viszony¶³tott ar¶any¶at m¶erik,













A fenti felt¶etel alapj¶an a szoci¶alis ell¶at¶orendszer valamely param¶eter¶enek
megv¶altoztat¶as¶at akkor tekintjÄuk kereseteltitkol¶asra ÄosztÄonz}onek, ha a bal ol-
dali kifejez¶es ¶ert¶ek¶et nÄoveli, vagy a jobb oldalon ¶all¶o kifejez¶es ¶ert¶ek¶et csÄokkenti.
Mivel a (8) egyenl}otlens¶eg mindk¶et oldal¶an pozit¶³v a szÄogletes z¶ar¶ojelekben
szerepl}o kifejez¶esek ¶ert¶eke, azt mondhatjuk, hogy kereseteltitkol¶asra ÄosztÄonÄoz
a magasabb ad¶o- ¶es j¶arul¶ekkulcs (t), az alacsonyabb nyugd¶³jszorz¶o (¯), a
magasabb munkan¶elkÄuli seg¶ely (°c) ¶es r¶aszorults¶agi nyugd¶³j (°d). ¶Erdemes
tov¶abb¶a fel¯gyelni r¶a, hogy a b¶er megv¶altoz¶as¶anak hat¶asa az egy¶eni pre-
ferenci¶akat kifejez}o Á ¡ ¾ kÄulÄonbs¶egt}ol fÄugg. Ha azonban fÄoltesszÄuk, hogy
az id}oskori fogyaszt¶as hat¶arhaszn¶anak fogyaszt¶as szerint vett rugalmass¶aga
alacsonyabb, mint ezen rugalmass¶ag akt¶³v korra ¶erv¶enyes ¶ert¶eke, azaz Á < ¾,
tov¶abb¶a ¾ < 1, akkor az alacsonyabb b¶er (w) is kereseteltitkol¶asra ÄosztÄonÄoz.
Ez a hat¶as nem mutathat¶o ki ¾ = Á eset¶en, amikor is a munkav¶allal¶o akt¶³v
¶es nyugd¶³jas kori fogyaszt¶asa vonatkoz¶as¶aban ¶ertelmezett preferenci¶ai homo-
tetikusak.
A kereseteltitkol¶as teh¶at lehet racion¶alis dÄont¶es, m¶egis rÄovidl¶at¶o viselke-
d¶esnek tekinthet}o, mivel az akt¶³v kori fogyaszt¶ast a nyugd¶³jas kori rov¶as¶ara
nÄoveli. VegyÄuk ¶eszre ugyanakkor, hogy a (8) egyenl}otlens¶eg ± = 1 mellett is
teljesÄulhet, s a kereseteltitkol¶as r¶ev¶en nyerhet}o tÄobblethaszon ann¶al nagyobb,
min¶el nagyobb a ¾ ¡ Á kÄulÄonbs¶eg. Ez a kÄulÄonbs¶eg teh¶at ¶epp¶ugy a rÄovidl¶at¶o
viselked¶essel ¶all ÄosszefÄugg¶esben, mint a lesz¶am¶³tol¶asi t¶enyez}o.
11A mag¶anmegtakar¶³t¶as lehet}os¶eg¶et is ¯gyelembe v¶eve t¶argyalja a probl¶em¶at Simonovits
(2008).
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3.2 Makro szint}u egyens¶uly heterog¶en munkav¶allal¶oi
preferenci¶ak eset¶en
Egyens¶ulyinak azt a helyzetet tekintjÄuk, amikor az ad¶o- ¶es j¶arul¶ekbe¯zet¶esek
¶eppen ¯nansz¶³rozz¶ak az akt¶³v korban kapott r¶aszorults¶agi jÄovedelmet, tov¶abb¶a
az id}oskori fogyaszt¶ast. Uniform preferenci¶ak felt¶etelez¶ese helyett bontsuk
most a munkav¶allal¶okat k¶et szektorra oly m¶odon, hogy legyen ! a h¶aztart¶asok
azon r¶eszar¶anya, melyre »2 > »1. Ekkor a modell 1. tulajdons¶aga tov¶abbra
is v¶altozatlan form¶aban ¶erv¶enyes, a 2. tulajdons¶agban meghat¶arozott inter-
vallumok hat¶arai azonban szektoronk¶ent elt¶er}oek, ami elt¶er}o munkak¶³n¶alatot
eredm¶enyez, Legyen »2 elegend}oen nagy ahhoz, hogy a 2. szektorba tartoz¶o
egy¶eneket az akt¶³v kor teljes eg¶esze sor¶an visszatartsa a munkav¶allal¶ast¶ol!
Ekkor p¶eld¶aul a 2. ¶abr¶an bemutatott MdU#l hat¶ar¶aldozati fÄuggv¶eny ¶erv¶enyes.
A munkav¶allal¶ok 1¡! r¶esze pedig az alacsonyabb »1 param¶eter¶ert¶ekkel jelle-
mezhet}o, ez¶ert munkak¶³n¶alatuk: l¤2 > 0. Az egyens¶ulyi felt¶etelt most az
al¶abbi form¶aban ¶³rhatjuk fel:
(1 ¡ !)twl¤2 = (1 ¡ !)¹¯wl¤2 + !(°c + ¹°d) ;
ahol a bal oldalon az Äosszes ad¶o- ¶es j¶arul¶ekbe¯zet¶es ¶all, melyet a h¶aztart¶asok
1. szektora teljes¶³t. A jobb oldalon ¶all¶o els}o tag a h¶aztart¶asok ezen szek-
tor¶anak ki¯zetett nyugd¶³j, az utols¶o pedig a 2. szektornak akt¶³v ¶es nyugd¶³jas
korban ¯zetett transzfer. ¶Atrendezve az egyens¶uly fenti felt¶etel¶et, egyszer}ubb
formul¶ahoz jutunk:
(1 ¡ !)(t ¡ ¹¯)wl¤2 = !(°c + ¹°d) ; (9)
mely azt fejezi ki, hogy az ad¶o ¶es j¶arul¶ekbe¯zet¶esek, valamint a jÄovedelemmel
ar¶anyos nyugd¶³j kÄulÄonbs¶eg¶eb}ol kell ¯nansz¶³rozni az akt¶³v- ¶es nyugd¶³jas kori
r¶aszorults¶agi jÄovedelmet. Ebb}ol a fel¶³r¶asb¶ol m¶ar j¶ol l¶athat¶o, hogy t < ¹¯
eset¶en az egyens¶uly csak negat¶³v r¶aszorults¶agi jÄovedelem r¶ev¶en jÄohetne l¶etre.
ModellÄunkben ez egy olyan ¯x Äosszeg}u ad¶o lehetne, melyet a munkak¶epes
vagy nyugd¶³jas korban l¶ev}oknek kellene ¯zetniÄuk. Ezzel az esettel azonban a
tov¶abbiakban nem foglalkozunk, hanem feltesszÄuk, hogy t > ¹¯.
A munkak¶³n¶alatot meghat¶aroz¶o (4) optimumkrit¶erium ¶es a (9) egyens¶ulyi
felt¶etel ÄosszefÄugg¶es¶et a 4. ¶abra szeml¶elteti. A fels}o koordin¶atarendszer az
1. ¶abr¶at ism¶etli meg azzal az elt¶er¶essel, hogy a munkav¶egz¶es hat¶ar¶aldozati
fÄuggv¶eny¶et a munkav¶allal¶ok mindk¶et szektor¶ara feltÄunteti. Az als¶o koordin¶a-
tarendszerben az orig¶ob¶ol indul¶o egyenes a nett¶o ad¶o ¶es j¶arul¶ekbe¯zet¶esek ¶es
munkak¶³n¶alat kÄozÄott fenn¶all¶o egyenes ar¶anyoss¶agot reprezent¶alja. Meredek-
s¶eg¶et az (1¡!)(t¡¹¯) t¶enyez}o mellett a re¶alb¶er hat¶arozza meg. A v¶³zszintes
egyenes orig¶ot¶ol val¶o t¶avols¶aga a nyugd¶³jas id}oszak hossza mellett a szabad-
id}ot magasabbra ¶ert¶ekel}o, 2. szektor r¶eszar¶any¶at¶ol, valamint az akt¶³v ¶es nyug-
d¶³jas kori r¶aszorults¶agi jÄovedelem m¶ert¶ek¶et}ol fÄugg. A k¶et egyenes metsz¶es-
pontj¶aban ad¶odik az l¤2 egyens¶ulyi munkak¶³n¶alat, ami ¶abr¶ankon a t¶enyleges
munkak¶³n¶alattal egyezik meg.
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4. ¶abra. Egyens¶uly ¶es egyens¶ulytalans¶ag
Figyelembe v¶eve, hogy tov¶abbra is teljesÄulnek az 1. ¶es 2. tulajdons¶agok, a
komparat¶³v statikus elemz¶es a 4. ¶abra felhaszn¶al¶as¶aval viszonylag egyszer}uen
elv¶egezhet}o. Sz¶amunkra els}osorban a r¶aszorults¶agi j¶arad¶ekok °c ¶es °d meg-






szaggatott egyenes jobbra mozog, ami elegend}oen nagy m¶ert¶ek}u
nÄoveked¶es eset¶en a pozit¶³v munkak¶³n¶alat optim¶alis szintj¶enek l¤2-r¶ol l
¤
1-ra
tÄort¶en}o csÄokken¶es¶et eredm¶enyezi. Ez a csÄokken¶es az¶ert kÄovetkezik be, mert
a r¶aszorults¶agi Äoregs¶egi nyugd¶³j elegend}oen magas szintje eset¶en a magasabb
munkak¶³n¶alat r¶ev¶en el¶erhet}o ar¶anyos nyugd¶³j m¶ar nem ÄosztÄonÄoz l¤2 ¡l¤1 m¶ert¶e-
k}u tÄobbletmunka v¶allal¶as¶ara. Az alacsonyabb munkak¶³n¶alat eset¶en azonban
modellÄunkben m¶ar nem ¶all fenn egyens¶uly: a de¯cit m¶ert¶eke: !(°c + ¹°0d) ¡
(1 ¡ !)(t ¡ ¹¯)wl > 0, melynek nagys¶ag¶at az ¶abra als¶o r¶esz¶en feltÄuntetett
fÄugg}oleges m¶eretny¶³l reprezent¶alja.
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Fontos megjegyezni, hogy az im¶enti komparat¶³v statikus vizsg¶alat sor¶an
! ¶ert¶ek¶et mindv¶egig konstansnak tekintettÄuk, teh¶at az egyens¶uly nem az¶ert
bomlott meg, mert n}ott a szabadid}ot magasabbra ¶ert¶ekel}o munkav¶allal¶ok
r¶eszar¶anya, hanem az¶ert, mert a r¶aszorults¶agi nyugd¶³j emel¶es¶evel a tÄobblet-
munka a szabadid}ot alacsonyabbra ¶ert¶ekel}o, 1. szektorba tartoz¶o munkav¶al-
lal¶ok sz¶amra is elvesztette ÄosztÄonz}o hat¶as¶at.
Az egyens¶uly most tÄobbf¶elek¶eppen is helyre¶all¶³that¶o. P¶eld¶aul °c megfelel}o
m¶ert¶ek}u csÄokken¶ese eset¶en az lc =
°c
¹tw szaggatott egyenes balra tÄort¶en}o elmoz-
dul¶asa elegend}oen nagy lehet ahhoz, hogy a 2. szektor h¶aztart¶asai is munk¶at
v¶allaljanak. Munkak¶³n¶alatuk: l¤0 lesz, ami lehet}ov¶e teszi, hogy senki sz¶am¶ara
ne kelljen munkan¶elkÄuli ell¶at¶ast ¯zetni12, s ez jav¶³tja a rendszer egyens¶uly¶at.
Az l¤0 munkak¶³n¶alat azonban elegend}oen alacsony ahhoz, hogy az ez alapj¶an
¯zetett keresetar¶anyos nyugd¶³j elmarad a °d r¶aszorults¶agi kÄuszÄobt}ol, ¶³gy a
nyugd¶³jasok ! r¶esze eset¶eben a keresetar¶anyos nyugd¶³j kieg¶esz¶³t¶ese szÄuks¶eges.
Megjegyzend}o, hogy a nyugd¶³jrendszer egyens¶uly¶anak felt¶etele ebben az eset-
ben a (9) egyenlet helyett: !twl¤0 +(1¡!)twl¤2 = !¹°;d +(1¡!)¹¯wl¤2, ¶³gy a
4. ¶abra m¶ar nem haszn¶alhat¶o a makroszint}u egyens¶uly, illetve egyens¶ulytalan-
s¶ag szeml¶eltet¶es¶ere. Tov¶abb¶a twl¤0 < ¹°
0
d eset¶en a nyugd¶³jrendszer tov¶abbra
is a szabadid}ot magasabbra ¶ert¶ekel}o munkav¶allal¶ok jav¶ara v¶egez jÄovedelem-
¶atcsoportos¶³t¶ast.
Visszat¶erve a 4. ¶abr¶an bemutatott szitu¶aci¶ohoz, tov¶abbi ¶erdekes kÄovetkez-
tet¶esek vonhat¶ok le a modell egy¶eb param¶etereinek megv¶altoz¶as¶aval kapcso-
latban. N¶ezzÄuk p¶eld¶aul ! nÄoveked¶es¶enek eset¶et. Ekkor a teljes popul¶aci¶on be-
lÄul megn}o azoknak a r¶eszar¶anya, akik a szabadid}o nagyobb relat¶³v fontoss¶aga
miatt nem v¶allalnak munk¶at. A 4. ¶abra als¶o r¶esz¶en j¶ol leolvashat¶o, hogy ekkor
az !(°c +¹°d) egyenes magasabbra kerÄul, az (1¡!)(t¡¹¯)wl egyenes mere-
deks¶ege pedig csÄokken, ¶³gy a (9) egyens¶ulyi felt¶etel teljesÄul¶es¶ehez magasabb
munkak¶³n¶alatra lenne szÄuks¶eg. Ugyanakkor az 1. szakaszban azt l¶attuk, hogy
» magasabb ¶ert¶eke a munkak¶³n¶alatot csÄokkenti, ¶³gy a szabadid}onek nagyobb
relat¶³v fontoss¶agot tulajdon¶³t¶o munkav¶allal¶ok r¶eszar¶any¶anak nÄoveked¶es¶evel a
makroszint}u egyens¶uly nem tarthat¶o fenn.
ModellÄunkben a szabadid}o alacsonyabbra ¶ert¶ekel¶ese a munkak¶³n¶alat ma-
gasabb szintj¶et, ¶³gy magasabb jÄovedelmet eredm¶enyez, ez¶ert a munkav¶allal¶ok
k¶et szektorra bont¶as¶aval egyidej}uleg magasabb ¶es alacsonyabb jÄovedelm}u
egy¶eneket, szeg¶enyeket ¶es gazdagokat kÄulÄonbÄoztettÄunk meg. A munkan¶elkÄuli
ell¶at¶as ¶es a r¶aszorults¶agi nyugd¶³j teh¶at nem csak ¶ugy ¶ertelmezhet}o, hogy a
gazdagokt¶ol csoportos¶³t ¶at jÄovedelmet a szeg¶enyek fel¶e, hanem ¶ugy is, hogy
redisztrib¶uci¶o folyik a szabadid}ot alacsonyabbra ¶ert¶ekel}okt}ol a munkav¶egz¶est
er}oteljesebben diszprefer¶al¶ok sz¶am¶ara. Megjegyzend}o azonban, hogy amir}ol
itt sz¶o van, az nem az Augusztinovics - KÄoll}o (2007) ¶altal eml¶³tett ford¶³tott
(,,perverz") ¶ujraeloszt¶as. Ennek modellez¶es¶ehez a (2) fogyaszt¶asi fÄuggv¶eny
al¶abbi m¶odos¶³t¶asa lenne szÄuks¶eges:
12Ez a kÄovetkeztet¶es meglehet}osen ¶eletszer}utlen, ¶am a modell alapvet}oen neoklasszikus
jelleg¶eb}ol ad¶odik, mely a k¶enyszer}u munkan¶elkÄulis¶eget ¯gyelmen k¶³vÄul hagyja. De m¶eg e
neoklasszikus modell realit¶as¶at is jav¶³tan¶a, ha a munkav¶allal¶okat a » param¶eter alapj¶an
kett}on¶el tÄobb szektorra bontan¶ank.
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d = d(l) =
½
0; ha twl < ¹®
¯wl; ha twl ¸ ¹® ;
ahol ¹® nyugd¶³jjogosults¶ag megszerz¶es¶ehez minim¶alisan szÄuks¶eges ad¶o- ¶es j¶a-
rul¶ekbe¯zet¶es m¶ert¶eke. Az ¶³gy m¶odos¶³tott modell elemz¶ese azonban, sz¶amos
egy¶eb lehets¶eges kiterjeszt¶essel egyÄutt, k¶³vÄul esik a jelen dolgozat keretein.
4 KÄovetkeztet¶esek
Dolgozatunkban a r¶aszorults¶agi nyugd¶³jrendszer munkak¶³n¶alatra gyakorolt
hat¶as¶at vizsg¶altuk, nem hagyva ¯gyelmen k¶³vÄul a munkan¶elkÄuli ell¶at¶ast sem.
Megmutattuk, hogy a probl¶ema egyszer}u analitikus eszkÄozÄokkel is hat¶ekonyan
vizsg¶alhat¶o m¶eg abban az esetben is, ha a homotetikus munkav¶allal¶oi prefe-
renci¶akat megjelen¶³t}o Cobb-Douglas, vagy CES hasznoss¶agi fÄuggv¶eny helyett
az ¶altal¶anosabb CRRA fÄuggv¶enyt alkalmazzuk. A 4. ¶abra tanuls¶aga szerint
ez az egyszer}u elemz¶esi appar¶atus makroszintre is kiterjeszthet}o.
Megmutattuk azt is, hogy a r¶aszorults¶agi nyugd¶³j ¶es munkan¶elkÄuli seg¶ely
rendszere jelent}os ,,ingerkÄuszÄobÄot" gener¶al a munkav¶allal¶ok viselked¶es¶eben.
¶Igy el}ofordulhat, hogy a szoci¶alis ell¶at¶orendszer, illetve a re¶alb¶er m¶odosul¶asa
nem v¶alt ki ¶erz¶ekelhet}o reakci¶ot a munkav¶allal¶o r¶esz¶er}ol, de ¶epp¶³gy el}ofor-
dulhat az is, hogy szokatlan ¶erz¶ekenys¶eggel reag¶al. E kÄovetkeztet¶essel szem-
ben fÄol lehetne vetni, hogy a 3. ¶abr¶an bemutatott munkak¶³n¶alati fÄuggv¶eny
egyetlen munkav¶allal¶o eset¶eben ¶erv¶enyes lehet, de a munkav¶allal¶oi preferen-
ci¶ak heterogenit¶asa kÄovetkezt¶eben makroszinten m¶ar nem mutathat¶o ki a
re¶alb¶erre, vagy egy¶eb param¶eterre val¶o ¶erz¶ekenys¶eg hasonl¶o v¶altoz¶ekonys¶aga.
Ez minden bizonnyal ¶³gy is van. Ha azonban fÄoltesszÄuk a hasonl¶o szakk¶e-
pes¶³t¶essel, hasonl¶o munkakÄorÄokben, esetleg azonos r¶egi¶oban foglalkoztatott
munkav¶allal¶ok preferenci¶ainak homogenit¶as¶at, akkor c¶elszer}unek t}unik a cik-
kÄunkben kimutatott ,,ingerkÄuszÄob" jelenl¶et¶evel sz¶amolni.
Dolgozatunk alapvet}o m¶odszertani ¶uj¶³t¶asa az akt¶³v ¶es id}oskori fogyaszt¶as
hat¶arhaszn¶anak munkak¶³n¶alat fÄuggv¶eny¶eben tÄort¶en}o kifejez¶ese. Ez lehet}ov¶e
teszi az optim¶alis munkak¶³n¶alat egyszer}u, gra¯kus eszkÄozÄokkel tÄort¶en}o meg-
hat¶aroz¶as¶at, ami az analitikus elemz¶est jelent}os m¶ert¶ekben leegyszer}us¶³ti,
¶³gy tov¶abbi komparat¶³v statikus vizsg¶alatokra is k¶enyelmes lehet}os¶eg ny¶³lik.
Egyszer}uen elemezhet}o p¶eld¶aul az ad¶okulcs, vagy a nyugd¶³jszorz¶o nagys¶ag¶a-
nak munkak¶³n¶alatra gyakorolt hat¶asa csak¶ugy, mint a t¶arsadalom elÄoreged¶ese,
mely a ¹ param¶eter nÄoveked¶ese r¶ev¶en lenne a modellbe bevezethet}o. Ezek a
vizsg¶al¶od¶asok azonban a jelen dolgozat keretein t¶ulmutatnak.
L¶attuk, hogy a magasabb szint}u munkan¶elkÄuli ell¶at¶as, illetve r¶aszorults¶agi
nyugd¶³j csÄokkenti a munkak¶³n¶alatot, ugyanakkor kereseteltitkol¶asra ÄosztÄonÄoz,
s ¶³gy a makroszint}u egyens¶ulyt is rontja. Ebb}ol azonban nem felt¶etlenÄul kÄo-
vetkezik az ilyen jelleg}u ell¶at¶asok csÄokkent¶es¶enek szÄuks¶egess¶ege. Elegend}o
ezeket az ell¶at¶asokat egy alkalmas szint}u munkak¶³n¶alathoz, pl. minim¶alis
szolg¶alati id}ohÄoz kÄotni13. ModellÄunkben ez a munkak¶³n¶alat egy pozit¶³v als¶o
korl¶atj¶anak bevezet¶es¶et jelenti. P¶eld¶aul meghat¶arozva a munkak¶³n¶alatra az
13K¶enyszer}u munkan¶elkÄulis¶eg eset¶en azonban ez a minim¶alis szolg¶alati id}o nem lehet
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l ¸ °c¹tw als¶o korl¶atot, a 2. ¶abr¶an l¶athat¶o, hogy a szabadid}ot igen magasra
¶ert¶ekel}o MdU#l hat¶ar¶aldozati gÄorbe eset¶en is az als¶o korl¶atot meghalad¶o l#
optim¶alis munkak¶³n¶alat ad¶odik. Figyelembe v¶eve a (7) ÄosszefÄugg¶est az is
l¶athat¶o, hogy ez a munkak¶³n¶alat az als¶o korl¶at n¶emileg alacsonyabb szintje
eset¶en is el¶erhet}o. Ugyanakkor azt is l¶atni kell, hogy egy ilyen int¶ezked¶es az
¶erintett egy¶enek ¶eletp¶alya-hasznoss¶ag¶at jelent}os m¶ert¶ekben csÄokkenti.
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OPTIMAL LABOR SUPPLY WITH BASIC INCOME SYSTEM
We consider a linear transfer system, where workers pay pension contributions and
personal income taxes and pensioners receive proportional bene¯ts while workers
and pensioners enjoy basic income. Every worker maximizes his discounted lifetime
utility function, depending on young- and old-age consumption and leisure. Instead
of numerical illustrations the paper presents analytical results. We point out that
basic income system can cause considerable °uctuations in labor supply.
hosszabb, mint a munkapiacom fenn¶all¶o ¹l mennyis¶egi korl¶at. Ellenkez}o esetben ugyanis az
el}oz}o szakaszban eml¶³tett perverz ¶ujraeloszt¶as jÄon l¶etre.





A Szolvencia II szab¶alyoz¶as v¶arhat¶o bevezet¶es¶enek hat¶as¶ara az ut¶obbi ¶evek-
ben megnÄovekedett a kÄulÄonbÄoz}o kock¶azatok min¶el pontosabb modellez¶es¶enek
ig¶enye a biztos¶³t¶ok r¶esz¶er}ol. CikkÄunk c¶elja a biztos¶³t¶ok visszav¶as¶arl¶asi opci¶oval
¶erintett terÄulet¶en felmerÄul}o visszav¶as¶arl¶asi kock¶azat modellez¶esi lehet}os¶egei-
nek, valamint a szakirodalomban m¶ar egy ismert modell lehets¶eges fejleszt¶es¶e-
nek, tov¶abbgondol¶as¶anak bemutat¶asa. Ehhez el}oszÄor is rÄoviden bemutatjuk
Loisel-Milhaud [2012] eddigi eredm¶enyeit, kieg¶esz¶³tve azt a szerz}op¶aros vizs-
g¶alat¶anak f¶okusz¶aba nem kerÄul}o, saj¶at sz¶am¶³t¶asokon alapul¶o param¶eterbecsl¶es
eredm¶enyeivel. A k¶es}obbiekben megmutatjuk, hogyan lehet Grosen-J¿rgensen
[1999] modellj¶et egy elt¶er}o, vegyes biztos¶³t¶asi keretrendszerben kezelni ¶es ¶³gy
a visszav¶as¶arl¶ast, mint egy biztos¶³t¶asi term¶ekhez kapcsol¶od¶o opci¶ot be¶arazni.
Ezt kÄovet}oen pedig bemutat¶asra kerÄul, hogyan lehet a m¶odos¶³tott keret-
rendszerben t¶argyalt Grosen-J¿rgensen [1999] modellbe Loisel-Milhaud [2012]
eredm¶enyeit be¶ep¶³teni a stressz id}oszak sor¶an felmerÄul}o visszav¶as¶arl¶asi dÄon-
t¶esek kÄozÄotti korrel¶aci¶oval kapcsolatban. A cikkben azt ¶all¶³tjuk, hogy az
¶³gy tov¶abbfejlesztett, kombin¶alt modellel a visszav¶as¶arl¶assal, mint az Äugyf¶el
¶altal leh¶³vhat¶o opci¶oval rendelkez}o term¶ek aktu¶ariusilag korrekt ¶ar¶anak (ac-
tuarially fair price) meghat¶aroz¶as¶ara egy pontosabb, az ¶arat mozgat¶o kÄuls}o
t¶enyez}ok sz¶elesebb kÄor¶et megragad¶o eszkÄozhÄoz jutunk.
Kulcsszavak: visszav¶as¶arl¶asi kock¶azat, aktu¶ariusilag korrekt ¶ar, modellez¶es,
Szolvencia II
Journal of Economic Literature (JEL) k¶od: C15, C46, C63, G12, G22
Bevezet¶es
A biztos¶³t¶asi szektort a t}okepiacok eredm¶enye ¶es m}ukÄod¶ese egyre ink¶abb be-
foly¶asolja napjainkban, amelyet nagyr¶eszt a banki ¶es biztos¶³t¶asi tev¶ekenys¶e-
gek, term¶ekek egyre szorosabb Äosszefon¶od¶asa induk¶al. A biztos¶³t¶asi ¶agazat
ennek hat¶as¶ara egyre ink¶abb magasabb kock¶azati szintekkel szembesÄul, ame-
lynek kezel¶es¶et ¶es m¶er¶es¶et a biztos¶³t¶ok szavatol¶ot}ok¶ej¶ere vonatkoz¶o jelenlegi
szab¶alyoz¶as (Szolvencia I) egyre kev¶esb¶e tudja lefedni. Ennek hat¶as¶ara az
Eur¶opai Uni¶o elind¶³totta a Szolvencia II projektet, amelynek c¶elja, hogy a
1Ez¶uton szeretn¶em megkÄoszÄonni Dr. SzÄule Borb¶al¶anak ¶es Inzelt GyÄorgynek, hogy
idejÄuket nem k¶³m¶elve szakmai ¶es formai tan¶acsaikkal seg¶³tettek a cikk elk¶esz¶³t¶es¶eben.
Be¶erkezett: 2013. okt¶ober 6. E-mail: szinir@mnb.hu.
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biztos¶³t¶ok minimum t}okekÄovetelm¶eny¶enek szintje jobban tÄukrÄozze az ¶altaluk
v¶allalt kock¶azatokat.
A Szolvencia II keretrendszer m¶ar lehet}os¶eget ny¶ujt olyan kock¶azatt¶³pusok
jobb megragad¶as¶ara, sz¶amszer}us¶³t¶es¶ere is, amelyek nem kerÄultek lefed¶esre a
Szolvencia I ¶altal. A visszav¶as¶arl¶asi kock¶azat (surrender risk), azaz jelen
cikk t¶em¶aja pontosan ezen, az eredeti szab¶alyrendszer ¶altal m¶eg nem lefedett
kock¶azatt¶³pusok kÄoz¶e tartozik. A szakirodalomban a visszav¶as¶arl¶assal, mint
egy Äugyf¶el ¶altal leh¶³vhat¶o opci¶oval, valamint annak ¶araz¶as¶aval kapcsolatosan
sz¶amos cikk szÄuletett m¶ar, amelyek az ¶ar meghat¶aroz¶as¶ara kÄulÄonf¶ele m¶odsze-
reket javasolnak. Tak Kuen Siu [2005] p¶eld¶aul m¶asodrend}u, szakaszonk¶ent
line¶aris, kÄozÄons¶eges di®erenci¶alegyenletek seg¶³ts¶eg¶evel jut el az aktu¶ariusilag
korrekt ¶arhoz, m¶³g Bacinello [2003] CRR2 modell, valamint egy rekurz¶³v al-
goritmus alkalmaz¶as¶aval kapja a korrekt ¶arat. A szakirodalom azonban m¶eg
nem foglalkozott az aktu¶ariusilag korrekt ¶arat meghat¶arozni k¶epes modellek
kapcs¶an az ÄosszefÄugg}o (korrel¶alt) biztos¶³t¶asi kock¶azatokkal, valamint annak
modellbe tÄort¶en}o be¶ep¶³thet}os¶eg¶evel. A cikkÄunkben kÄozÄolt ¶uj eredm¶enyek
egyike viszont pontosan ezzel a t¶emakÄorrel kapcsolatos.
CikkÄunk els}o szakasz¶aban bemutatjuk a szakirodalom m¶eg viszonylag ¶uj-
nak tekinthet}o eredm¶enyeit a stressz id}oszak sor¶an felmerÄul}o visszav¶as¶arl¶asi
dÄont¶esek kÄozÄotti korrel¶aci¶oj¶aval kapcsolatban (Loisel-Milhaud [2012] nyom¶an),
majd a m¶asodik szakaszban egy m¶odos¶³tott keretrendszerben (vegyes biz-
tos¶³t¶as) t¶argyaljuk a visszav¶as¶arl¶asi opci¶oval ell¶atott term¶ekek aktu¶ariusilag
korrekt ¶ar¶anak meghat¶aroz¶as¶ara k¶epes Grosen-J¿rgensen [1999] modellt. A
harmadik szakaszban pedig bemutatjuk, hogyan is vehet}oek ¯gyelembe Loisel-
Milhaud [2012] eredm¶enyei a m¶odos¶³tott keretrendszer}u Grosen-J¿rgensen
[1999] modellben, amellyel kapcsolatosan kontrollsz¶am¶³t¶asokat is v¶egzÄunk.
1 A visszav¶as¶arl¶asi kock¶azat sztochasztikus
modellje
Az Äosszefoglal¶oban eml¶³tett kombin¶alt modell bemutat¶asa el}ott, mely jelen
cikk f}o t¶argy¶at k¶epezi, rÄoviden Äosszefoglaljuk Loisel-Milhaud [2012] modellj¶e-
nek eredm¶eny¶et, valamint annak a kombin¶alt modell matematikai h¶atter¶enek
meg¶ert¶es¶ehez felt¶etlenÄul szÄuks¶eges alapjait. A r¶eszletes l¶ep¶eseket ¶es alkal-
mazott ÄosszefÄugg¶eseket az ¶erdekl}od}o olvas¶o megtal¶alja Loisel-Milhaud [2012]
cikk¶eben.
Legyen adott egy tetsz}oleges biztos¶³t¶asi term¶ek, amelyet az Äugyf¶el a tel-
jes tartam alatt visszav¶as¶arolhat. JelÄolje a tov¶abbiakban ¢r a piacon, egy¶eb
befektet¶essel el¶erhet}o hozamnak, valamint az adott biztos¶³t¶asi term¶ekhez tar-
toz¶o szerz}od¶esben rÄogz¶³tett hozamnak a kÄulÄonbs¶eg¶et. Legyen Ki egy olyan
indik¶ator val¶osz¶³n}us¶egi v¶altoz¶o, amely 1 ¶ert¶eket vesz fel, ha az i-edik kÄot-
v¶enytulajdonos visszav¶as¶arol, 0-t pedig, ha nem v¶as¶arol vissza. Hasonl¶oan,
jelÄolje Mi azt az indik¶ator val¶osz¶³n}us¶egi v¶altoz¶ot, amely 1 ¶ert¶eket vesz fel,
2Cox, Ross, Rubinstein
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ha az i-edik kÄotv¶enytulajdonos piackÄovet}o magatart¶as¶u, 0-t pedig, ha nem,
tov¶abb¶a legyen az Mi val¶osz¶³n}us¶egi v¶altoz¶o param¶etere p0. Legyen tov¶abb¶a
K0 az az indik¶ator val¶osz¶³n}us¶egi v¶altoz¶o, amely a visszav¶as¶arl¶assal kapcso-
latos piaci v¶arakoz¶asokat tÄukrÄozi (1 ¶ert¶eket vesz fel, ha a piaci viszonyok a
visszav¶as¶arl¶ast dikt¶alj¶ak), valamint jelÄolje K?i az i-edik kÄotv¶enytulajdonos
minden, a piaci v¶arakoz¶asokon k¶³vÄuli inform¶aci¶oforr¶asa seg¶³ts¶eg¶evel megho-
zott dÄont¶es¶et a visszav¶as¶arl¶assal kapcsolatban (1 ¶ert¶eket vesz fel, ha vissza-
v¶as¶arl¶ast dikt¶al minden egy¶eb inform¶aci¶o). A kÄovetkez}okben tegyÄuk fel,
hogy K0 ¶es K?i (i = 1; . . .) fÄuggetlenek, ¶es legyenek azonos eloszl¶as¶uak p
param¶eterrel, tov¶abb¶a legyen fÄuggetlen Mi (i = 1; . . .) K0-t¶ol ¶es K
?
i -t}ol
(i = 1; . . .). Ezen felt¶etelez¶esek felhaszn¶al¶as¶at, valamint szÄuks¶egess¶eg¶et a
modell levezet¶ese sor¶an, a megfelel}o helyen kÄulÄon ismertetjÄuk. A visszav¶a-
s¶arl¶assal kapcsolatos dÄont¶est jelz}o Ki indik¶ator v¶altoz¶ot az eddigiek alapj¶an
a kÄovetkez}ok¶epp ¶³rhatjuk fel egy adott kÄotv¶enytulajdonosra:
Ki = MiK0 + (1 ¡ Mi)K?i : (1)
Az (1)-ben szerepl}o Ki v¶altoz¶or¶ol, azaz az egy¶eni visszav¶as¶arl¶asi dÄont¶esek
v¶altoz¶oj¶ar¶ol feltehet}o, hogy annak a val¶osz¶³n}us¶ege, hogy ¶ert¶eke 1, az ¢r
nÄovekv}o fÄuggv¶enye.
A kÄovetkez}okben bemutatjuk, hogy portf¶oli¶o szinten hogyan tudjuk a
fentieket alkalmazni, tov¶abb¶a a fenti param¶eterek felhaszn¶al¶as¶aval milyen
eloszl¶ashoz jutunk a kÄotv¶enytulajdonosok visszav¶as¶arl¶as¶at illet}oen (Loisel-
Milhaud [2012] alapj¶an). VegyÄunk egy n ¸ 2 kÄotv¶enytulajdonosokb¶ol ¶all¶o
portf¶oli¶ot. JelÄolje a visszav¶as¶arl¶as mellett dÄont}o szerz}od}ok sz¶am¶at Z, azaz
Z =
Pn
i=1 Ki. Tov¶abb¶a jelÄolje a piackÄovet}o magatart¶as¶u szerz}od}ok sz¶am¶at
Y , ¶³gy Y =
Pn
i=1 Mi. Most tegyÄuk fel, hogy a piaci v¶arakoz¶asok a visszav¶a-
s¶arl¶ast k¶epviselik, azaz K0 = 1. Ekkor Z egyenl}o k 2 [0; n] eg¶esszel, tov¶abb¶a
az Y · k felt¶etelnek is teljesÄulnie kell, hisz a piackÄovet}o magatart¶as¶uakon
k¶³vÄul m¶as is dÄonthet visszav¶as¶arl¶as mellett. Ehhez hasonl¶oan, ha K0 = 0,
akkor Y · (n ¡ k) fog teljesÄulni, hisz ekkor (n ¡ k) kÄotv¶enytulajdonos nem
fog visszav¶as¶arolni, akik kÄozÄul nem biztos, hogy mindenki piackÄovet}o maga-
tart¶as¶u. Ezek ¶es a teljes val¶osz¶³n}us¶eg t¶etele alapj¶an fel¶³rhatjuk a P (Z = k)
val¶osz¶³n}us¶eget minden 0 · k · n eset¶en:
P (Z = k) = P (Z = k j K0 = 0)P (K0 = 0) + P (Z = k j K0 = 1)P (K0 = 1) :
(2)
A fenti (2)-es kifejez¶est ¶altal¶anosabb alakra hozhatjuk a piackÄovet}o ma-
gatart¶as¶u kÄotv¶enytulajdonosok sz¶am¶anak ¯gyelembev¶etel¶evel, valamint ki-
haszn¶alva az alkalmazott v¶altoz¶ok fÄuggetlens¶eg¶et (a r¶eszletes ¶atalak¶³t¶asok¶ert
l¶asd Loisel-Milhaud [2012]), a keresett eloszl¶as alakja a kÄovetkez}o lesz:
P (Z = k) = p
kX
i=0


























pk(1 ¡ p)n¡j¡k (5)
Loisel-Milhaud [2012] cikkÄukben megmutatj¶ak, hogy amennyiben p0 = 0 ¶es
n ! 1, ¶ugy a fenti (3) eloszl¶as j¶ol kÄozel¶³thet}o norm¶alis eloszl¶assal, valamint
p0 6= 0 esetben a keresett eloszl¶as k¶etm¶odusz¶u lesz. A kor¶abbi felt¶etelez¶esÄunk
haszn¶at, mely szerint az alkalmazott K0 ¶es K
?
i (i = 1; . . .) v¶altoz¶ok nem
csak fÄuggetlenek, hanem azonos eloszl¶as¶uak, azonos param¶eterekkel, azt a
p0 = 0 eset mellett a (3) kifejez¶es ¶atalak¶³t¶asa kapcs¶an l¶athatjuk (a p0 = 0
eset¶en analitikusan is bel¶athat¶o, hogy a fenti (3) eloszl¶as j¶ol kÄozel¶³thet}o nor-
m¶alis eloszl¶assal3, m¶³g a p0 6= 0 esethez tartoz¶o k¶etm¶odusz¶u eloszl¶assal val¶o
kÄozel¶³t¶es helyess¶eg¶et csak a szimul¶aci¶o eredm¶enye alapj¶an tudjuk meg¶allap¶³-
tani). A k¶es}obbiekben ismertetett kombin¶alt modellben ezen eredm¶enyeket
fogjuk felhaszn¶alni, viszont a p0 6= 0 eset tov¶abbi vizsg¶alatokat k¶³v¶an, mivel a
szerz}op¶aros cikkÄukben kiz¶ar¶olag a hisztogram alakja alapj¶an vizsg¶alta ezt az
esetet, ¶es nem is k¶³s¶erelt¶ek meg a k¶etm¶odusz¶u eloszl¶as kÄozel¶³t¶es¶et valamilyen
kevert eloszl¶assal, ¶es annak param¶etereinek kisz¶am¶³t¶as¶ara sem t¶ertek ki. A
tov¶abbiakban teh¶at megmutatjuk, hogy a p0 6= 0 esethez kapcsol¶od¶o eloszl¶ast
k¶et norm¶alis eloszl¶as kever¶ese sor¶an el}o¶all¶o kevert eloszl¶as seg¶³ts¶eg¶evel lehet
kÄozel¶³teni, tov¶abb¶a megfelel}o m¶odszertan seg¶³ts¶eg¶evel sz¶amszer}us¶³tjÄuk a nor-
m¶alis eloszl¶asok ¹ ¶es ¾ param¶etereit, valamint a kever¶es sor¶an alkalmazott
s¶uly ¶ert¶ek¶et.
Az el}oz}oekben eml¶³tett feladatot az EM-algoritmus4 alkalmaz¶as¶aval oldot-
tuk meg, amely az ML becsl¶es iterat¶³v sz¶am¶³t¶as¶ara alkalmas. Bilmes [1988]
alapj¶an az algoritmusnak k¶et f}o felhaszn¶al¶asi terÄulete l¶etezik. Az egyik az
adathi¶any esete, amely p¶eld¶aul a meg¯gyel¶esek nem megfelel}o rÄogz¶³t¶es¶eb}ol
fakadhat, a m¶asik terÄulet pedig a likelihood fÄuggv¶eny optimaliz¶al¶as¶anak ne-
hezen kivitelezhet}o esete, amely sor¶an egy tov¶abbi, hi¶anyz¶o (l¶atens) v¶altoz¶o
l¶etez¶es¶et felt¶eve a likelihood fÄuggv¶eny tov¶abb egyszer}us¶³thet}o. Jelen esetben
mi az ut¶obbi probl¶ema kapcs¶an haszn¶aljuk majd az EM-algoritmust. Az ¶er-
dekl}od}o olvas¶o a cikk fÄuggel¶ek¶eben tal¶alhat egy rÄovid m¶odszertani Äosszefogla-
l¶ot a k¶erd¶eses algoritmus kapcs¶an. Az EM-algoritmus seg¶³ts¶eg¶evel meghat¶aro-
zott param¶eter}u eloszl¶asok illeszked¶es¶enek j¶os¶ag¶at Q-Q plotokkal ellen}oriztÄuk,
amelyek kÄozÄul egy kiv¶alasztott param¶eterk¶eszlethez tartoz¶o esetet a kÄovetkez}o
¶abra mutat5.
3Bel¶athat¶o, hogy az i; j = 0 esetben (4) ¶es (5) val¶osz¶³n}us¶egek, amennyiben p0 = 0,
B(n; p) binomi¶alis eloszl¶as¶uak, m¶³g i; j 6= 0 esetben az egyes ®i;k ¶es ¯j;k v¶altoz¶ok azonosan
0 ¶ert¶ek}uek. Ennek tudat¶aban a (3) kifejez¶es jelent}osen egyszer}usÄodik, ¶es eredm¶enyk¶ent a
B(n; p) eloszl¶ast kapjuk, amely n ! 1 esetben a de Moivre-Laplace t¶etel alapj¶an tart
a norm¶alishoz. A fenti egyszer}us¶³t¶esek a k¶erd¶eses v¶altoz¶ok azonos param¶eter}u eloszl¶a-
s¶anak felt¶etelez¶ese n¶elkÄul nem lenn¶enek elv¶egezhet}oek. Az azonos param¶eter}u eloszl¶as
felt¶etelez¶ese kÄozgazdas¶agilag is ¶ertelmes: hat¶ekony piacokon a piacon hozz¶a nem f¶erhet}o
inform¶aci¶o nem dikt¶alhat tart¶osan m¶ast, mint a piaci v¶arakoz¶as, mert annak szinte azon-
nal be kell ¶epÄulnie a v¶arakoz¶asokba az inform¶aci¶o adta el}ony els}o kihaszn¶al¶as¶at kÄovet}oen
(hat¶ekony piacok elm¶elete (EMH) alapj¶an).
4Expectation-Maximization algorithm
5A cikkben szerepl}o Äosszes sz¶am¶³t¶ast az R 3.0.1 szoftverrel v¶egeztÄuk el.
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n = 1000 p = 0:1, p0 = 0:05 n = 1000 p = 0:1, p0 = 0:05
1. ¶abra. Illeszked¶es vizsg¶alat
Egy¶eni vv. val¶osz¶³n}us¶eg Korrel¶aci¶o ¹1 ¾1 ¹2 ¾2 ®
p0=5% 7.66 0.84 12.64 1.12 0.92
p=8% p0=15% 6.88 0.79 21.95 1.22 0.91
p0=30% 5.65 0.72 35.63 1.51 0.91
p0=5% 14.23 1.08 19.21 1.30 0.85
p=15% p0=15% 12.76 1.05 27.73 1.42 0.84
p0=30% 10.50 0.98 40.56 1.56 0.84
p0=5% 23.77 1.32 28.72 1.51 0.75
p=25% p0=15% 21.25 1.30 36.27 1.55 0.74
p0=30% 17.48 1.20 47.44 1.57 0.74
1. t¶abl¶azat. A param¶eterbecsl¶es eredm¶enyei
Az 1. t¶abl¶azatban Äosszefoglal¶oan tal¶aljuk a p0 6= 0 esetekhez tartoz¶o, a
fenti elj¶ar¶asok seg¶³ts¶eg¶evel meghat¶arozott param¶etereket. A t¶abl¶azatb¶ol l¶at-
hatjuk, hogy a p param¶eter legink¶abb a kevert eloszl¶as els}o komponens¶enek
v¶arhat¶o ¶ert¶ek¶et befoly¶asolja, amely a p0 v¶altoz¶o, azaz a korrel¶aci¶o nÄoveked¶e-
s¶evel folyamatosan csÄokken. A korrel¶aci¶o nÄoveked¶es¶evel l¶athat¶o, hogy a m¶a-
sodik komponens v¶arhat¶o ¶ert¶eke is folyamatosan n}o, azaz a k¶erd¶eses eloszl¶as
egyre ink¶abb k¶etm¶odusz¶uv¶a v¶alik. A ¾1 param¶eterre p0 nÄoveked¶ese csÄokke-
n}oleg hat, amely azt jelenti, hogy az els}o komponens eloszl¶as egyre ink¶abb
cs¶ucsosabb¶a v¶alik. Az elmondottak a ¾2 param¶eterre ford¶³tva teljesÄulnek,
azaz p0 nÄoveked¶es¶evel n}o, ¶³gy a m¶asodik komponens eloszl¶as egyre laposab-
b¶a v¶alik. ¶Erdemes tov¶abb¶a megeml¶³teni, hogy mindk¶et k¶erd¶eses param¶eter
nÄoveked¶ese csÄokken}oleg hat az els}o komponens kever¶esi s¶uly¶ara, azaz egyre
hangs¶ulyosabb¶a v¶alik a m¶asodik komponens. A cikkÄunk harmadik fejezet¶eben
ismertet¶esre kerÄul}o kombin¶alt modellhez a fenti eredm¶enyeket, ¶es azok sz¶am-
szer}us¶³t¶es¶ehez szÄuks¶eges m¶odszereket a fentiek alapj¶an most m¶ar b¶atran al-
kalmazhatjuk.
2 A visszav¶as¶arl¶as, mint opci¶o
Ebben a szakaszban a bevezet}o r¶eszben eml¶³tett kombin¶alt modell alapj¶at
k¶epez}o, a visszav¶as¶arl¶ast, mint a kÄotv¶enytulajdonos sz¶am¶ara a szerz}od¶es tar-
tama alatt leh¶³vhat¶o opci¶o ¶araz¶as¶ara k¶epes modellt fogjuk bemutatni, azaz
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pontosabban annak csakis a kombin¶alt modell meg¶ert¶es¶ehez n¶elkÄulÄozhetetlen
r¶eszleteit, l¶ep¶eseit (az ¶erdekl}od}o olvas¶o Grosen-J¿rgensen [1999] cikk¶eben
tal¶alhatja meg a r¶eszletes modell bemutat¶ast, le¶³r¶ast). A modell bemutat¶asa a
cikk t¶em¶aj¶ahoz jobban illeszked}o vegyes biztos¶³t¶as keretrendszer¶eben fog meg-
val¶osulni, amelyhez a szÄuks¶eges, az eml¶³tett szakirodalomhoz k¶epesti plusz
felt¶etelez¶esekre, param¶eterekre r¶eszletesen ki fogunk t¶erni a kÄovetkez}okben.
Az el}oz}o szakasz eredm¶enyeinek ezen modellbe tÄort¶en}o be¶ep¶³thet}os¶egeire a
harmadik szakaszban t¶erÄunk ki, a kombin¶alt modell ismertet¶ese sor¶an.
TegyÄuk fel, hogy egy piaci szerepl}o ¶ev elej¶en V egyszeri d¶³jat ¯zet a biz-
tos¶³t¶onak, azaz V egyszeri Äosszeg¶ert v¶as¶arol egy biztos¶³t¶asi term¶eket. Ezt az
Äosszeget a biztos¶³t¶o azonnal j¶ov¶a¶³rja az Äugyfele sz¶aml¶aj¶an, azaz P (0) = V ,
ahol P (i) az i-edik ¶ev elej¶en az Äugyf¶el sz¶aml¶aj¶anak egyenleg¶et jelenti. Ezt
az Äosszeget a biztos¶³t¶o azonnal befekteti, azaz S(0) = V , ahol S(i) az i-edik
¶ev elej¶en a biztos¶³t¶o eszkÄozeinek piaci ¶ert¶eke. FeltesszÄuk, hogy a biztos¶³t¶o az
eszkÄozeib}ol egy j¶ol diverzi¯k¶alt portf¶oli¶ot ¶ep¶³t fel, viszont nem teszÄunk kikÄo-
t¶est annak Äosszet¶etel¶ere. Ehelyett feltesszÄuk, hogy az eszkÄozÄok piaci ¶ert¶eke
geometriai Brown-mozg¶ast kÄovet, azaz k¶eplettel megadva:
dS(t) = ¹S(t) dt + ¾S(t) dW (t) ; S(0) = V : (6)
A (6) ÄosszefÄugg¶esben a ¹ ¶es ¾ a drift ¶es volatilit¶as param¶eterei, a W (¢) pedig
egy standard Wiener-folyamat egy ¯ltr¶alt val¶osz¶³n}us¶egi mez}on ( ;F ; (Ft); P )
a [0; T ] v¶eges id}ointervallumon, ahol dW (t) = ²
p
dt, ² » N(0; 1). A kÄovet-
kez}okben jelÄolje T a szerz}od¶es tartam¶at, tov¶abb¶a tegyÄuk fel, hogy a biz-
tos¶³t¶o minden ¶ev elej¶en rp kamatot ¶³r j¶ov¶a a kÄotv¶enytulajdonos sz¶aml¶aj¶an







P (t ¡ 1) ¡ °
¶¾
(7)
A (7) k¶epletben az rg egy garant¶alt hozam, amelyet a biztos¶³t¶o mindenk¶epp
ny¶ujt, b¶arhogyan is alakul az eszkÄozeinek piaci ¶ert¶eke egy adott ¶ev alatt. A
B(t)-t a szerz}ok ,,pu®ernek" nevezik ¶es a kÄovetkez}ok¶epp de¯ni¶alj¶ak: B(t) =
S(t+1)¡P (t), azaz az eszkÄozÄok ¶ev eleji piaci ¶ert¶ek¶enek ¶es az el}oz}o ¶ev eleji, az
Äugyf¶el sz¶aml¶aj¶an l¶ev}o egyenleg kÄozti kÄulÄonbs¶eg. A ° az ¶ugynevezett ir¶anyad¶o
,,pu®er ar¶any", amely gyakorlatilag egy c¶elzott h¶anyad egy adott id}oszaki
pufferb}ol ¶es az adott id}oszak eleji sz¶amlaegyenlegb}ol k¶epzett h¶anyadosra vo-
natkoz¶oan ¶es ezt v¶egig konstansnak felt¶etelezÄunk a [1; T ]-n. A µ pedig azt az
ar¶anyt jelenti, hogy ha az adott id}oszaki pu®ernek az ¶ev eleji sz¶amlaegyenleg-
hez k¶epesti ar¶anya meghaladja a c¶elzott ar¶anyt, akkor ebb}ol mekkora r¶eszt
fog megkapni az Äugyf¶el. ÄOsszess¶eg¶eben teh¶at ez az ¶eves b¶onusz, amelyet em-
l¶³tettÄunk a fejezet elej¶en, hisz a garant¶alt hozam ¶es a befektet¶es j¶ol teljes¶³t¶ese
eset¶en a fenti m¶odon meghat¶arozott hozam kÄozÄul az Äugyf¶el mindig a nagyob-
bat kapja a (7) ÄosszefÄugg¶es alapj¶an. Ezek alapj¶an az Äugyf¶el sz¶aml¶aj¶an l¶ev}o
egyenleg alakul¶as¶ar¶ol pedig a kÄovetkez}ot mondhatjuk:
P (t) = (1 + rp(t))P (t ¡ 1); t 2 [1; T ] (8)
 
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P (t) = P0
tY
i=1
(1 + rp(i)); t 2 [1; T ] : (9)
A (9) ÄosszefÄugg¶est a (8) P0-ra tÄort¶en}o rekurz¶³v visszavezet¶es¶evel kaptuk. A
tov¶abbi vizsg¶alatokhoz helyettes¶³tsÄuk be a (7) ÄosszefÄugg¶est (8)-ba, ekkor a
kÄovetkez}ot kapjuk:







P (t ¡ 1) ¡ °
¶¾¶
(10)
= P (t ¡ 1)
µ




S(t) ¡ P (t ¡ 1)





A (11) ÄosszefÄugg¶esb}ol l¶atszik, hogy a garant¶alt hozam miatt van egy lehet}o
legkisebb ¶ert¶eke az Äugyf¶el jÄov}obeni sz¶amlaegyenleg¶enek, ha sohasem tudjuk
leh¶³vni a b¶onusz opci¶onkat. Ez pedig nem m¶as, mint P (T ) = (1 + rg)T P0.
M¶eg nem esett sz¶o a visszav¶as¶arl¶asr¶ol, mint az Äugyf¶el ¶altali leh¶³vhat¶o opci¶or¶ol.
TegyÄuk fel, hogy a biztos¶³t¶o portf¶oli¶oj¶aban olyan eszkÄozÄok vannak, amelyek
kÄolts¶egmentesen megbonthat¶oak ¶es azonnal ¶ert¶ekes¶³thet}oek. Ezen felt¶etelez¶es
mellett visszav¶as¶arl¶askor a kÄotv¶enytulajdonos a mindenkori aktu¶alis sz¶amla-
egyenleg¶et kapja vissza. De vajon mikor fog az Äugyf¶el visszav¶as¶arolni? A
k¶erd¶esre a v¶alasz az, hogy akkor, amikor a jÄov}obeli ki¯zet¶es v¶arhat¶o ¶ert¶ek¶e-
nek diszkont¶alt ¶ert¶eke kisebb az aktu¶alis sz¶amlaegyenlegn¶el. Azonban tudjuk,
hogy egy biztos¶³t¶asi szerz}od¶es kapcs¶an a biztos¶³t¶o oldal¶ar¶ol a kÄolts¶egek nagy
r¶esze a tartam elej¶en jelentkezik, ¶³gy ha az Äugyf¶el a tartam elej¶en v¶as¶arol visz-
sza, az a biztos¶³t¶o oldal¶ar¶ol n¶ezve semmik¶eppen nem el}onyÄos, mert a kezdeti
kÄolts¶egek ak¶ar magasabbak is lehetnek a befektet¶esen el¶ert tÄobblethozam
biztos¶³t¶on¶al marad¶o h¶anyad¶ahoz k¶epest. Ezt Grosen ¶es J¿rgensen [1999] cik-
kÄukben nem t¶argyalt¶ak, viszont az elv¶egzett sz¶am¶³t¶asaim sor¶an ¯gyelembe
veszem, azaz felteszem, hogy a kÄotv¶enytulajdonos az els}o m ¶evben nem v¶a-
s¶arolhat vissza. A sz¶am¶³t¶asokat ez annyiban befoly¶asolja, hogy az opci¶o ¶ert¶e-
k¶enek meghat¶aroz¶as¶ara szolg¶al¶o CRR6 modellben, azon belÄul is a binomi¶alis
f¶aban tÄort¶en}o visszafel¶e halad¶as sor¶an csak az m+1-edik ¶ev elej¶eig vesszÄuk a
v¶arhat¶o ¶ert¶ek diszkont¶alt ¶ert¶eke ¶es az aktu¶alis sz¶amlaegyenleg kÄozÄul a nagyob-
bikat, majd az ¶³gy kapott ¶ert¶eket a megfelel}o erm kifejez¶essel diszkont¶aljuk.
Az r a tov¶abbiakban a kock¶azatmentes hozamot jelenti.
Teh¶at amire k¶³v¶ancsiak vagyunk a kÄovetkez}okben, az a term¶ek val¶os
¶ert¶eke ¶es annak alakul¶asa kÄulÄonbÄoz}o param¶eterek mellett, valamint arra is
k¶³v¶ancsiak vagyunk, hogy az ¶³gy kapott ¶ert¶ek hogyan oszlik meg a garant¶alt
hozam, mint term¶ekkomponens, a b¶onusz opci¶o ¶es a visszav¶as¶arl¶asi opci¶o
kÄozÄott. Az el}obb eml¶³tett h¶arom komponens kÄozÄul az els}o kett}o ¶ert¶ek¶et ¶ugy
hat¶arozzuk meg, hogy feltesszÄuk, nincs visszav¶as¶arl¶as, azaz a sz¶amla egyen-
leg¶et csak a (T + 1)-edik ¶ev elej¶en kapjuk meg. Ez gyakorlatilag egy eur¶opai
opci¶onak felel meg, amelyet csak lej¶aratkor lehet leh¶³vni. Ennek az eur¶opai
opci¶onak az ¶ert¶ek¶eb}ol levonjuk a P (T ) = (1+rg)T P0 minim¶alis ¶ert¶eket, azaz a
garant¶alt hozam, mint term¶ekkomponens ¶ert¶ek¶et, ¶³gy rÄogtÄon kapjuk a b¶onusz
6Cox, Ross, Rubinstein
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opci¶o ¶ert¶ek¶et is. Ha van visszav¶as¶arl¶as, azaz b¶armikor hozz¶ajuthat a sz¶amla
egyenleg¶ehez az Äugyf¶el, akkor az ¶araz¶as egy amerikai opci¶o ¶araz¶as¶aval egyezik
meg, amely tetsz}oleges id}opontban leh¶³vhat¶o. Ha vesszÄuk az amerikai ¶es az
eur¶opai opci¶ora kapott val¶os ¶ert¶ek kÄulÄonbs¶eg¶et, akkor ¶epp a visszav¶as¶arl¶as,
mint opci¶o ¶ert¶ek¶et kapjuk.
Grosen ¶es J¿rgensen [1999] cikkÄukben egy megtakar¶³t¶asi t¶³pus¶u biztos¶³t¶as-
sal foglalkoztak, viszont a fejezet elej¶en eml¶³tett vegyes biztos¶³t¶as keretrend-
szer¶ehez tov¶abbi felt¶etelez¶esekkel kell ¶elnÄunk. Feltettem a tov¶abbiakban,
hogy a sz¶aml¶an l¶ev}o egyenleg csak akkor felvehet}o, ha az Äugyf¶el m¶eg ¶eletben
van, ha pedig id}okÄozben elhal¶alozik, akkor a vegyes biztos¶³t¶as kock¶azati kom-
ponense akkora biztos¶³t¶asi Äosszeget ¯zet, mint amennyi a szerz}od¶eskÄot¶eskor a
v¶arhat¶o jÄov}obeli sz¶amlaegyenleg a tartam v¶eg¶en. Ez a felt¶etelez¶es onnan jÄott,
hogy vegyes biztos¶³t¶asok eset¶en a kock¶azati ¶es el¶er¶esi komponensek biztos¶³t¶asi
Äosszegei az esetek t¶ulnyom¶o r¶esz¶eben megegyeznek. A modellben a hal¶aloz¶asi
val¶osz¶³n}us¶egekr}ol feltesszÄuk, hogy az ¶evek el}ore haladt¶aval, az egyszer}us¶eg
kedv¶e¶ert line¶arisan n}onek. Azt, hogy ezeket az eur¶opai ¶es amerikai opci¶ok
¶araz¶as¶an¶al mik¶ent vettÄuk ¯gyelembe, azt a kÄovetkez}okben t¶argyaljuk.
Az eur¶opai opci¶o megkÄozel¶³t¶es szerint az Äugyf¶el a szerz}od¶esben rÄogz¶³tett
tartam v¶eg¶en P (T ) ki¯zet¶esben r¶eszesÄul. A fentieknek megfelel}oen ezt az
¶ert¶eket kell megfelel}oen diszkont¶alni, amelyhez a kock¶azatmentes hozamot
fogjuk felhaszn¶alni. A tartam elej¶en a val¶os ¶ert¶ek meghat¶aroz¶asa a kÄovetkez}o
ÄosszefÄugg¶es alapj¶an tÄort¶enik7:
Y0 = E[qe
¡r(T ¡s)P (T ) j S(0); P (0)]; t ¡ 1 · s < t; t 2 [1; T ] : (12)
A fenti (12) ÄosszefÄugg¶es levezet¶es¶et az ¶erdekl}od}o olvas¶o megtal¶alja Grosen-
J¿rgensen [1999] cikk¶eben. A q param¶eter az adott kÄotv¶enytulajdonos t¶ul¶el¶esi
val¶osz¶³n}us¶eg¶et jelenti a teljes tartam alatt, azaz q =
QT
i=1(1 ¡ qi), ahol qi
(i = 1; . . . ; T ) az i-edik ¶evi haland¶os¶agi val¶osz¶³n}us¶eget jelenti, amelyr}ol az
el}oz}o fejezetben feltettÄuk az egyszer}us¶eg kedv¶e¶ert, hogy line¶arisan n}o az ¶evek
m¶ul¶as¶aval. A harmadik szakaszban a (12) sz¶amszer}us¶³t¶es¶et R 3.0.1 szoftverrel
v¶egeztem el Monte Carlo szimul¶aci¶o alkalmaz¶as¶aval. A kÄovetkezetess¶eg ¶erde-
k¶eben egy rÄovid, pontokba szedett Äosszefoglal¶ot is kÄozlÄunk a sz¶am¶³t¶as mene-
t¶er}ol, mivel egyr¶eszt elt¶erÄunk az eredeti modell keretrendszer¶et}ol, m¶asr¶eszt
az ¶³gy kapott eredm¶enyek Äosszevet¶esre kerÄulnek a kombin¶alt modell eredm¶e-
nyeivel a harmadik szakaszban:
1. S(0) = V kezd}o¶ert¶ek mellett szimul¶aljuk a befektetett eszkÄozÄok piaci
¶ar¶anak egy lehets¶eges alakul¶as¶at a T -edik ¶ev v¶eg¶eig
2. (opcion¶alis) ¯gyelembe vesszÄuk, hogy az eszkÄozÄok piaci ¶ara ¶evkÄozben is
v¶altozhat, nem csak ¶evente egy alkalommal (Grosen-J¿rgensen [1999]
eredeti modellj¶eb}ol ez a l¶ep¶es hi¶anyzik)
3. lej¶aratig minden ¶evben meghat¶arozzuk a pu®er nagys¶ag¶at, amelynek se-
g¶³ts¶eg¶evel meghat¶arozhat¶o az ¶eves rp kamat nagys¶aga, ebb}ol pedig kÄovet-
kezik a minden ¶ev elej¶en a sz¶aml¶an rendelkez¶esre ¶all¶o Äosszeg nagys¶aga
7Grosen-J¿rgensen [1999] alapj¶an, kieg¶esz¶³tve t¶ul¶el¶esi val¶osz¶³n}us¶eggel a kock¶azati
komponenshez.
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4. a fentieket megism¶eteljÄuk k-szor, ¶es minden alkalommal elt¶aroljuk a szi-
mul¶alt P (T ) ¶ert¶eket
5. kisz¶amoljuk az adott qi-k alapj¶an a T -edik ¶evre vonatkoz¶o t¶ul¶el¶esi val¶o-
sz¶³n}us¶eget
6. vesszÄuk a szimul¶alt P (T )-k ¶atlag¶anak exp(rT )-vel diszkont¶alt ¶ert¶ek¶et
¶es megszorozzuk q-val, ¶³gy megkapjuk az el¶er¶esi biztos¶³t¶as aktu¶ariusi
szempontb¶ol korrekt ¶ar¶at (actuarially fair price)
7. a kock¶azati r¶esz aktu¶ariusilag korrekt ¶ar¶anak kisz¶am¶³t¶as¶ahoz vettÄuk a
szimul¶alt P (T )-k ¶atlag¶at, mint biztos¶³t¶asi Äosszeget ¶es k¶epeztÄuk a kiad¶asok
jelen¶ert¶ek¶enek v¶arhat¶o ¶ert¶ek¶et
8. a kock¶azati ¶es el¶er¶esi komponensek Äosszege adja a term¶ek aktu¶ariusilag
korrekt ¶ar¶at
Az amerikai opci¶o megkÄozel¶³t¶es szerint van visszav¶as¶arl¶as, azaz a kÄot-
v¶enytulajdonos b¶armikor hozz¶ajuthat a sz¶aml¶aj¶an l¶ev}o aktu¶alis egyenleghez.
TegyÄuk fel tov¶abb¶a, hogy ha s id}opontban (t ¡ 1 · s < t, t 2 [1; T ]) jelenti
be az Äugyf¶el visszav¶as¶arl¶asi sz¶and¶ek¶at, akkor P (s) = P (t ¡ 1) Äosszegre tart-
hat ig¶enyt, azaz ha ¶ev kÄozben szeretne visszav¶as¶arolni, akkor az ¶ev elej¶en a
sz¶aml¶aj¶an l¶ev}o Äosszeget kapja meg. A (12) ÄosszefÄugg¶eshez hasonl¶oan az ak-
tu¶ariusilag korrekt ¶arat meghat¶aroz¶o k¶eplet ebben az esetben, az s id}opontra
vonatkoz¶oan a kÄovetkez}o:
Y (s) = sup
¿2Ts;T
E[qe¡r(¿¡s)P (¿) j Fs] : (13)
A (13) ÄosszefÄugg¶esben szerepl}o Ts;T az Fs-meg¶all¶asi id}ok oszt¶alya [s; T ]-n, az
Fs ¾-algebra pedig s-edik id}opontig felhalmozott inform¶aci¶ok Äosszess¶ege. A
meg¶all¶asi id}o nem m¶as, mint egy v¶eletlen id}opont, amelynek bekÄovetkez¶ese a
¯ltr¶aci¶oban szerepl}o inform¶aci¶o alapj¶an eldÄonthet}o. A (13) ÄosszefÄugg¶esben az
aktu¶ariusilag korrekt ¶ar meghat¶aroz¶as¶ara az alapÄotlet a Cox-Ross-Rubinstein
(CRR8) modell alkalmaz¶asa volt, amelynek l¶enyege, hogy az S ¶arfolyam g
val¶osz¶³n}us¶eggel vagy u-szoros¶ara n}o ¢t id}o alatt, vagy (1¡g) val¶osz¶³n}us¶eggel
d-szeres¶ere csÄokkenhet, ahol d = 1=u.
A fentiek ¶ertelm¶eben teh¶at az eszkÄozÄok ¶arfolyam¶anak alakul¶as¶at egy bi-
nomi¶alis f¶aval fogjuk modellezni. Mint azt m¶ar az el}oz}oekben eml¶³tettÄuk, a
kÄotv¶enytulajdonos akkor fog visszav¶as¶arolni, azaz akkor fogja leh¶³vni a vissza-
v¶as¶arl¶asi opci¶ot, amint az aktu¶alis sz¶amlaegyenleg nagyobb lesz a jÄov}obeni
sz¶amlaegyenleg v¶arhat¶o ¶ert¶ek¶enek diszkont¶alt jelen¶ert¶ek¶en¶el (term¶eszetesen
a vegyes biztos¶³t¶as keretrendszer miatt ¯gyelembe kell venni a hal¶aloz¶asi va-
l¶osz¶³n}us¶egeket is). A kÄovetkez}oben feltesszÄuk, hogy az S minden id}oszakban
g val¶osz¶³n}us¶eggel u-szoros¶ara n}o, vagy (1 ¡ g) val¶osz¶³n}us¶eggel d-szeres¶ere
csÄokken, azaz itt megtartjuk az eredeti cikkben szerepl}o CRR koncepci¶ot,
viszont az id}oben tÄort¶en}o ,,visszatekint¶es" (teh¶at mikor visszafel¶e haladunk
a f¶aban a diszkont¶al¶as sor¶an) v¶egett nem az eg¶esz f¶at fogjuk sz¶amszer}us¶³teni,
8A modellt r¶eszleteiben nem t¶argyaljuk, arr¶ol az ¶erdekl}od}o olvas¶o Sz¶az [2009] kÄotet¶eben
olvashat.
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hanem szimul¶aci¶oval mindig egy-egy utat fogunk el}o¶all¶³tani, amelyen kÄo-
vethet}ov¶e v¶alik, hogyan is alakul az egyes id}oszakok pu®er ¶ert¶eke, amib}ol
term¶eszetesen kÄovetkezik rp, majd P megfelel}o ¶ert¶eke. Ezt pedig k-szor meg-
ism¶eteljÄuk. Az eur¶opai opci¶o eset¶en bemutatott, pontokba szedett l¶ep¶esekhez
hasonl¶oan itt is kÄozÄoljÄuk a sz¶am¶³t¶as menet¶et, visszautalva az eur¶opai opci¶o
pontjaira, amennyiben az megegyezik az amerikai opci¶o ¶ar¶az¶as¶anak menet¶evel:
1. S(0) = V kezd}o¶ert¶ek mellett veszÄunk egy v¶eletlen sz¶amot, amely g
val¶osz¶³n}us¶eggel u, (1¡g) val¶osz¶³n}us¶eggel d ¶ert¶eket vesz fel, ¶es el}o¶all¶³tjuk
a kÄovetkez}o id}oszaki ¶arfolyam ¶ert¶eket (azaz a f¶aban egy l¶ep¶est megyÄunk
el}ore)
2. ezt kÄovet}oen az eur¶opai opci¶o ¶araz¶as¶anak 2. ¶es 3. pontja szerint j¶arunk
el
3. elindulunk a f¶aban szimul¶alt ¶utvonalon visszafel¶e, diszkont¶alva a t-edik
id}oszaki sz¶amlaegyenleget, ¯gyelembe v¶eve a t¶ul¶el¶esi val¶osz¶³n}us¶eget
4. az el}oz}o id}oszaki sz¶amlaegyenleg ¶es a fent k¶epzett ¶ert¶ek kÄozÄul vesszÄuk a
nagyobbat, ¶es ezzel haladunk tov¶abb visszafel¶e az ¶utvonalon
5. (opcion¶alis) feltettÄuk, hogy az els}o m ¶evben nem v¶as¶arolhat vissza az
Äugyf¶el, ¶³gy az ¶utvonalon a fenti elj¶ar¶assal a P (m + 1) ¶ert¶ekig fogunk
eljutni, amelyet erm-mel diszkont¶alunk
6. az eddig le¶³rtakat k-szor megism¶eteljÄuk
7. az el¶er¶esi komponens aktu¶ariusilag korrekt ¶ar¶at az egyes szimul¶alt ¶ut-
vonalakhoz tartoz¶o korrekt ¶arak ¶atlagak¶ent sz¶am¶³tjuk ki
8. a kock¶azati r¶esz aktu¶ariusilag korrekt ¶ar¶anak kisz¶am¶³t¶as¶ahoz vettÄuk a
tartam v¶egi szimul¶alt sz¶amlaegyenlegek ¶atlag¶at, mint biztos¶³t¶asi Äosszeget
¶es k¶epeztÄuk a kiad¶asok jelen¶ert¶ek¶enek v¶arhat¶o ¶ert¶ek¶et
9. a kock¶azati ¶es el¶er¶esi komponensek aktu¶ariusilag korrekt ¶arainak Äosszege
adja a term¶ek aktu¶ariusilag korrekt ¶ar¶at
A visszav¶as¶arl¶asra, mint az Äugyf¶el ¶altal leh¶³vhat¶o opci¶o ¶ert¶ek¶ere vonatkoz¶o,
kÄulÄonbÄoz}o param¶eterek melletti eredm¶enyeket a cikk kÄovetkez}o szakasz¶aban
bemutat¶asra kerÄul}o kombin¶alt modell ismertet¶ese ut¶an, annak eredm¶enyeivel
egyÄutt fogjuk kÄozÄolni.
3 A kombin¶alt modell
A bevezet}oben eml¶³tett kombin¶alt modell c¶elja, hogy az els}o szakaszban is-
mertetett Loisel-Milhaud [2012] eredm¶enyeit ¯gyelembe tudjuk venni a m¶aso-
dik szakaszban t¶argyalt, m¶odos¶³tott keretrendszer}u Grosen-J¿rgensen [1999]
modellben, ¶es ez¶altal kÄulÄonbÄoz}o param¶eterek melletti sz¶am¶³t¶asokat v¶egez-
hessÄunk a term¶ek aktu¶ariusilag korrekt ¶ar¶ara vonatkoz¶oan. Az ¶³gy kapott
modellr}ol ¶all¶³tjuk, hogy az egyes param¶eterekben bekÄovetkez}o v¶altoz¶as jobb
megragad¶as¶ara, tov¶abb¶a az ¶arat mozgat¶o kÄuls}o t¶enyez}ok sz¶elesebb kÄor¶enek
¯gyelembe v¶etel¶ere egy alkalmasabb eszkÄozt kaptunk.
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3.1 A modell elm¶eleti h¶attere
TekintsÄunk egy n Äugyf¶elb}ol ¶all¶o portf¶oli¶ot, akik a cikk el}oz}o szakasz¶aban is-
mertetett vegyes biztos¶³t¶asi term¶ekbe fektetnek be. A realisztikuss¶ag kedv¶e¶ert
feltesszÄuk, hogy az egyes Äugyfelek kezd}o be¯zet¶esei kÄulÄonbÄoz}oek ¶es N (100; 20)
norm¶alis eloszl¶ast kÄovetnek. A biztos¶³t¶o a be¯zetett Äosszeget azonnal befek-
teti, ¶es az el}oz}o modellhez hasonl¶oan feltesszÄuk, hogy az eszkÄozÄok piaci ¶ert¶eke
geometriai Brown-mozg¶ast kÄovet (6) szerint. Az ¶ev elej¶en j¶ov¶a¶³rand¶o rp ka-
mat m¶ert¶eke szint¶en az el}oz}o modellhez hasonl¶oan (7) alapj¶an tÄort¶enik. Teh¶at
egy¶eni, azaz Äugyf¶el szinten Grosen-J¿rgensen [1999] modellj¶et}ol csak a vissza-
v¶as¶arl¶ast tekintve t¶erÄunk el, azaz m¶³g a szerz}op¶aros szerint akkor v¶as¶arol
vissza egy Äugyf¶el, ha az aktu¶alis sz¶amlaegyenleg nagyobb lesz a jÄov}obeni
sz¶amlaegyenleg v¶arhat¶o ¶ert¶ek¶enek diszkont¶alt jelen¶ert¶ek¶en¶el, addig mi Loisel-
Milhaud [2012] eredm¶eny¶ere t¶amaszkodunk. FeltesszÄuk az el}oz}o modellhez
hasonl¶oan, hogy az els}o k¶et ¶evben az Äugyfelek sz¶am¶ara nem enged¶elyezett
a visszav¶as¶arl¶as. A tartam tov¶abbi r¶esz¶eben azt, hogy az n Äugyf¶el kÄozÄul ki
v¶as¶arol vissza, azt az (1) k¶eplet, avagy a Ki indik¶ator val¶osz¶³n}us¶egi v¶altoz¶o
fogja meghat¶arozni. Ehhez viszont szÄuks¶egÄunk van Äugyf¶elszinten egy megfe-
lel}o Mi, K?i , valamint portf¶oli¶oszinten egy K0 v¶altoz¶ora. Ezen v¶altoz¶okr¶ol
viszont tudjuk, hogy a K0 ¶es K?i v¶altoz¶ok p param¶eter}u, valamint az Mi
p0 param¶eter}u indik¶ator v¶altoz¶ok. Teh¶at a feladatunk reduk¶al¶odik megfelel}o
p ¶es p0 v¶altoz¶ok e}o¶all¶³t¶as¶ara. El}oszÄor is tekintsÄuk a p param¶etert. A szak-
irodalom (Loisel-Milhaud-Maume-Deschamps [2010], Loisel-Milhaud [2012])
a visszav¶as¶arl¶asok szeml¶eltet¶es¶ere ¶ugynevezett sigmoid-fÄuggv¶enyeket aj¶anl,
amelyek el¶egg¶e jellegzetes S alakot vesznek fel. Az S alak j¶ol le tudja ¶³rni
a visszav¶as¶arl¶asok alakul¶as¶at ¢r fÄuggv¶eny¶eben: m¶³g a ¢r 0 kÄozeli, vagy
minim¶alis, addig az Äugyfelek nem motiv¶altak a visszav¶as¶arl¶asra, ¶³gy az S
gÄorbe ,,als¶o sz¶ara" alacsony visszav¶as¶arl¶asi ar¶anyt mutat. Egy bizonyos
nagys¶ag¶u ¢r ¶ert¶ek ut¶an a fÄuggv¶eny hirtelen er}oteljesen nÄovekedni kezd,
majd egy maxim¶alis visszav¶as¶arl¶asi szint el¶er¶ese ut¶an ism¶et v¶³zszintes alakot
Äolt (val¶os felt¶etelez¶es, hogy a visszav¶as¶arl¶asi sz¶and¶ekot nem kiz¶ar¶olag a ¢r
nagys¶aga mozgatja, biztosan lesz olyan Äugyf¶el, aki egy¶eb megfontol¶asb¶ol,
de magas ¢r eset¶en sem v¶as¶arol vissza). A k¶erd¶eses fÄuggv¶eny tal¶an leg-
egyszer}ubb t¶³pusa a logisztikus fÄuggv¶eny. A sz¶am¶³t¶asaink sor¶an mi ett}ol
egy elt¶er}o alakot fogunk haszn¶alni a sz¶amos kedvez}o tulajdons¶aga miatt.
Ezen fÄuggv¶enyalakot Enz [2000] haszn¶alta cikk¶eben, de nem visszav¶as¶arl¶asok
szeml¶eltet¶es¶ere, hanem a biztos¶³t¶asi piac fejletts¶eg¶enek (biztos¶³t¶asi penetr¶aci¶o
(d¶³jbev¶etel/GDP)) vizsg¶alat¶ahoz. Az Enz [2000] cikk¶eben szerepl}o fÄuggv¶eny-
alakot ¶es Loisel-Milhaud [2012] aj¶anl¶as¶at kombin¶alva a tov¶abbiakban haszn¶alt
fÄuggv¶enyalak a kÄovetkez}o lesz:
h(¢r) =
1
C1 + C2 ¢ C¢r3
: (14)
A (14) alak param¶etereinek lehets¶eges ¶ert¶ekei, a fÄuggv¶eny alakj¶anak v¶altoz¶asa
kÄulÄonbÄoz}o param¶eterez¶es mellett mind megtal¶alhat¶oak Enz [2000] cikk¶eben.
Jelen cikkben a fenti alak csak azon kedvez}o tulajdons¶ag¶at emeljÄuk ki, amely
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miatt kiv¶alaszt¶asra kerÄult a k¶erd¶eses p ¶ert¶ek modellez¶ese kapcs¶an. A (14) alak
rendk¶³vÄul j¶ol testre szabhat¶o C1; C2 ¶es C3 ¶ert¶ekek megfelel}o megv¶alaszt¶asa
eset¶en, amelynek eredm¶enyek¶epp a fÄuggv¶eny maximuma, 0 helyen felvett
¶ert¶eke9 (h(0)), valamint az in°exi¶os pontja k¶³v¶ant nagys¶ag¶u lehet. Ehhez














Az el}oz}o egyenletrendszer C1; C2; C3-ra tÄort¶en}o megold¶asa sor¶an azt sze-
retn¶enk, hogy a minim¶alis p ¶ert¶ek 2%, a maxim¶alis p ¶ert¶ek pedig 10% legyen,
azaz b¶armilyen ¢r mellett legal¶abb 2% legyen annak az es¶elye, hogy a piaci
v¶arakoz¶asok visszav¶as¶arl¶ast dikt¶aljanaknak (K0) ¶es az egyes Äugyfelek piaci
v¶arakoz¶asokon k¶³vÄuli inform¶aci¶oforr¶asa seg¶³ts¶eg¶evel meghozott dÄont¶ese pozit¶³v
eredm¶enyt induk¶aljon a visszav¶as¶arl¶assal kapcsolatban (K?i ). Hasonl¶o ¶ervel¶es
igaz a maxim¶alis 10%-os ¶ert¶ekre vonatkoz¶oan. Az S-gÄorb¶ek speci¶alis tulajdon-
s¶aga miatt, (14) eset¶en az ¶ert¶ekk¶eszlet mindig 0 ¶es a be¶all¶³tott maximum kÄoz¶e
fog esni, ¶³gy a k¶³v¶ant minim¶alis ¶es maxim¶alis ¶ert¶ek felv¶etel¶et ¶ugy oldottuk
meg, hogy az egyenletrendszer megold¶asakor a maximumot 8%-ra ¶all¶³tottuk
be, majd a sz¶amszer}us¶³tett gÄorbe minden pontj¶at 2%-kal p¶arhuzamosan felfel¶e
eltoltuk, el¶erve ezzel, hogy a k¶³v¶ant ¶ert¶ekk¶eszlet ¶epp 2% ¶es 10% kÄoz¶e essen
(teh¶at az egyenletrendszer megold¶as¶ab¶ol C1 = 12:5). Azaz a (14) alak helyett
a kÄovetkez}o, m¶odos¶³tott fÄuggv¶enyalakot alkalmaztuk p modellez¶es¶ere:
h¤(¢r) = h(¢r) + 0:02 : (18)
Visszat¶erve az egyenletrendszer param¶eterez¶es¶ehez: a h(0) ¶ert¶ek¶et az
egyenletrendszer megold¶asa sor¶an 1%-ra ¶all¶³tottuk be (azaz C2 = 87:5),
amely v¶egÄul a 2%-os p¶arhuzamos felfel¶e eltol¶as miatt 3%-ot vesz fel (l¶asd
2a. ¶abra). Az in°exi¶os pontot 1.5%-ban rÄogz¶³tettÄuk, amelynek megfelel}oen
a keresett S-gÄorb¶enk ¡1% kÄorÄul kezd hirtelen er}oteljesen emelkedni, vagyis
amikor m¶ar a biztos¶³t¶asi term¶ek ,,el}onye" kezd minim¶aliss¶a v¶alni a piaci ho-
zamhoz k¶epest, majd 1.5%-n¶al v¶alt konvexb}ol konk¶avba, ¶es 3% fÄolÄotti szin-
tekn¶el, azaz jelent}os kÄulÄonbs¶egek eset¶en megkÄozel¶³ti a maximum¶at, azaz a
10%-ot (C3 = 4:57 ¤ 10¡57). A k¶erd¶eses gÄorb¶et a 2a. ¶abr¶an l¶athatjuk.
9Enz [2000] cikk¶eben minimumot eml¶³t a h(0) kapcs¶an, ami abban az ¶ertelemben mini-
mum, hogy a (14)-ben szerepl}o ¢r helyett egy f}ore es}o GDP-t haszn¶al, amely ¶ertelmezhe-
t}os¶eg szempontj¶ab¶ol csakis nemnegat¶³v lehet (ellent¶etben a ¢r-rel), ¶³gy a 0 helyen felvett
¶ert¶ek tekinthet}o a penetr¶aci¶o als¶o hat¶ar¶anak. Jelen esetben viszont az S-gÄorbe als¶o sz¶ar¶anak
is van jelent}os¶ege ¶ertelmez¶esi szempontb¶ol a ¢r lehets¶eges negat¶³v ¶ert¶eke kapcs¶an.
10MegjegyezzÄuk, hogy az egyenletrendszer megold¶asa kapcs¶an a C3 < 1 felt¶etel tel-
jesÄul¶es¶ere sz¶am¶³tunk, mivel ebben az esetben h ¢r monoton nÄoveked}o fÄuggv¶enye lesz.
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S-gÄorbe p param¶eterhez (h¤(¢r) alapj¶an) S-gÄorbe p0 param¶eterhez (h(¢r) alapj¶an)
2. ¶abra. A modellben alkalmazott S-gÄorb¶ek
Visszat¶erve a fenti S-gÄorbe felhaszn¶al¶as¶ara: a modellez¶es sor¶an minden
egyes Äugyf¶elhez egy p param¶eter}u indik¶ator v¶altoz¶o (K?i ) seg¶³ts¶eg¶evel gene-
r¶alunk egy ¶ert¶eket, amely meghat¶arozza, hogy az adott Äugyf¶el a piaci v¶arako-
z¶asokon k¶³vÄuli inform¶aci¶oforr¶asa alapj¶an hogyan dÄont a visszav¶as¶arl¶assal kap-
csolatban, tov¶abb¶a gener¶alunk szint¶en egy p param¶eter}u indik¶ator v¶altoz¶ot
(K0) portf¶oli¶oszinten, ami eldÄonti, hogy mi a piaci v¶arakoz¶as. A k¶erd¶eses p
param¶etert pedig a ¢r fÄuggv¶eny¶eben a fenti S-gÄorbe fogja megadni.
Az (1) sz¶amszer}us¶³t¶es¶ehez szÄuks¶egÄunk van m¶eg az Äugyf¶elszint}u, p0 para-
m¶eter}u Mi v¶altoz¶okra, amely azt adja meg, hogy az Äugyf¶el piackÄovet}u ma-
gatart¶as¶u-e. A p0 param¶eter meghat¶aroz¶as¶ahoz az alapÄotlet az el}oz}oekben
ismertetett S-gÄorbe koncepci¶o volt (ezzel is biztos¶³tva, hogy mindk¶et k¶erd¶eses
param¶eter a ¢r nÄovekv}o fÄuggv¶enyei legyenek), ¶³gy a kÄovetkez}okben csak a
(15)-(17) param¶eterez¶es¶et mutatjuk be. A modellez¶es sor¶an alkalmazott p0
¶ert¶ekek minimuma ¶es maximuma (azaz az alkalmazott S-gÄorbe ¶ert¶ekk¶eszlete)
Loisel-Milhaud [2012] cikk¶eben szerepl}o sz¶am¶³t¶asok alapj¶an kerÄultek kiv¶a-
laszt¶asra. Loisel-Milhaud [2012] cikkÄukben kÄulÄonbÄoz}o p ¶es p0 param¶eterekre
vonatkoz¶oan meghat¶arozt¶ak 99.5%-os kon¯dencia szint mellett a portf¶oli¶oban
l¶ev}o, visszav¶as¶arl¶ok ar¶any¶ara vonatkoz¶o VaR ¶ert¶ekeket, mi pedig azon p0 pa-
ram¶etereket v¶alasztottuk ki tov¶abbi felhaszn¶al¶as c¶elj¶ab¶ol, amelyekhez racio-
n¶alis m¶ert¶ek}u (¶es nem csak az illusztr¶aci¶o kedv¶e¶ert szerepeltetett igen magas
m¶ert¶ek}u) VaR-okat kap a szerz}op¶aros. Ezt ¯gyelembe v¶eve a maxim¶alis p0
¶ert¶eket 15%-ban (azaz (16)-ban C1 = 6:67), a minim¶alis ¶ert¶eket pedig term¶e-
szetesen 0%-ban (azaz ebben az esetben nem alkalmaztunk felfel¶e tÄort¶en}o el-
tol¶ast a gÄorbe pontjait illet}oen) ¶allap¶³tottuk meg. A h(0) ¶ert¶eket a p param¶e-
tern¶el eml¶³tett 1%-ban ¶allap¶³tottuk meg, mivel a biztos¶³t¶asi term¶ek hozama ¶es
a piaci hozam egyenl}o volta kapcs¶an re¶alis felt¶etelez¶es, hogy a kÄotv¶enytulaj-
donosok egy r¶esz¶enek a term¶ek hozam¶anak jÄov}obeli alakul¶as¶aval kapcsolatos
v¶arakoz¶asai hasonl¶oak (negat¶³v, azaz visszav¶as¶arl¶ast terveznek), ¶³gy alkal-
mazhat¶o a korrel¶aci¶ot tekintve nem 0 ¶ert¶ek (teh¶at a C2 = 93:33). Az in°exi¶os
pont eset¶en szint¶en megfelel}onek tal¶altuk a p param¶eter eset¶en alkalmazott
1.5%-ot, mivel ha tekintjÄuk a 2b. ¶abr¶at, l¶athatjuk, hogy a k¶erd¶eses S-gÄorbe ¶er-
t¶ekk¶eszlet¶enek maximum¶at 3% kÄorÄul ¶erheti el, ¶es egy 3%-os hozamok kÄozÄotti
kÄulÄonbs¶eg semmilyen kÄorÄulm¶enyek kÄozÄott nem tekinthet}o margin¶alisnak (¶³gy
C3 = 4:05 ¤ 10¡77). A fenti m¶odon meghat¶arozott p ¶es p0 param¶eterek se-

























g¶³ts¶eg¶evel m¶ar sz¶amszer}us¶³thet}o az (1) k¶eplet, ¶es ¶³gy eldÄonthet}o mindenkir}ol,
hogy visszav¶as¶arol-e az adott ¶ev elej¶en, vagy sem.
A biztos¶³t¶ok, amennyiben az Äugyf¶el visszav¶as¶arol, ¶altal¶aban nem a teljes
Äosszeget t¶er¶³tik vissza Äugyfeleik sz¶am¶ara. A modell ¶ep¶³t¶ese sor¶an ez a val¶os
felt¶etelez¶es is be¶ep¶³t¶esre kerÄult a kÄovetkez}ok¶eppen: visszav¶as¶arl¶as eset¶en az
Äugyf¶el nem a teljes sz¶aml¶aj¶an l¶ev}o Äosszeget kapja meg, hanem annak egy el}ore
meghat¶arozott r¶esz¶et, tov¶abb¶a a biztos¶³t¶on¶al marad¶o h¶anyadon a biztos¶³t¶o ¶es
a portf¶oli¶oban marad¶o Äugyfelek 50%-50%-ban osztoznak. Az Äugyfelek eset¶en
a visszamarad¶o r¶esz 50%-a term¶eszetesen a portf¶oli¶o elemsz¶am¶aval osztand¶o,
¶es a kapott Äosszeget minden Äugyf¶el sz¶aml¶aj¶an j¶ov¶a¶³rjuk (ez is egyfajta kv¶azi
,,b¶onuszk¶ent" ¶ertelmezhet}o). Ez az Äosszeg term¶eszetesen az rp kamatszintet
nÄoveli, teh¶at a Grosen-J¿rgensen [1999] modellj¶eben tal¶alhat¶o rp a kombin¶alt
modell rp param¶eter¶ehez k¶epest kisebb/egyenl}o lehet. A visszav¶as¶arl¶o Äugyf¶el
¶altal megkapott h¶anyad kezd}o ¶ert¶eke 95%-ban kerÄult meg¶allap¶³t¶asra, amely
minden m¶asodik ¶evben 1%-ot emelkedik a tartam sor¶an, eg¶eszen a 99%-os
maxim¶alis szintig.
Most m¶ar mindent tudunk, hogyan jutunk el a tartam v¶egi, portf¶oli¶oban
marad¶o Äugyfelek sz¶amlaegyenleg¶eig. Ezen egyenlegek diszkont¶al¶as¶at az el}oz}o
szakaszban bemutatott ,,eur¶opai opci¶o" eset¶ehez teljesen hasonl¶oan qe¡rT -vel
v¶egezzÄuk, ahol a q a m¶ar ismertetett (line¶arisan nÄov}o) hal¶aloz¶asi val¶osz¶³n}u-
s¶egek alapj¶an sz¶amolt teljes t¶ul¶el¶esi val¶osz¶³n}us¶eg, T a tartam, r pedig a piaci
hozam. Ezen diszkont¶alt sz¶amlaegyenlegeknek minden egyes szimul¶alt eset
sor¶an vesszÄuk az ¶atlag¶at, majd k¶epezve az egyes szimul¶alt esetekhez tartoz¶o
¶atlagos sz¶amlaegyenlegek ¶atlag¶at, megkapjuk a vegyes biztos¶³t¶as el¶er¶esi kom-
ponens¶enek aktu¶ariusilag korrekt ¶ar¶at. A hal¶aleseti komponens ¶araz¶as¶an¶al az
el}oz}o szakaszhoz hasonl¶oan feltettÄuk, hogy a vegyes biztos¶³t¶asok k¶et kompo-
nens¶ehez tartoz¶o biztos¶³t¶asi Äosszegek megegyeznek. Ehhez k¶epeztÄuk minden
egyes szimul¶alt eset sor¶an a tartam v¶egi sz¶amlaegyenlegek ¶atlag¶at, majd ezen
szimul¶alt ¶atlagos sz¶amlaegyenlegek ¶atlagak¶ent ¶allap¶³tottuk meg a hal¶aloz¶asi
komponens biztos¶³t¶asi Äosszeg¶et. Innen a komponens aktu¶ariusilag korrekt
¶ara az el}oz}o szakaszban ismertetett m¶odon ad¶odik. A garant¶alt hozam kom-
ponens aktu¶ariusilag korrekt ¶ar¶anak meghat¶aroz¶as¶ahoz szint¶en az el}oz}o sza-
kaszban ismertetett megkÄozel¶³t¶est alkalmazom: P0(1 + rg)T e¡rT q, ahol je-
len esetben P0 az egyes szimul¶alt esetekhez tartoz¶o N (100; 20) eloszl¶asb¶ol
sz¶armaz¶o kezd}o be¯zet¶esek ¶atlag¶anak az ¶atlaga.
3.2 A sz¶am¶³t¶asok eredm¶enyei
E szakasz keretein belÄul bemutatjuk sz¶am¶³t¶asaink eredm¶enyeit, amelyek a
bevezet}oben megfogalmazottaknak megfelel}oen al¶at¶amasztj¶ak, hogy az egyes
param¶eterek v¶altoz¶as¶anak hat¶as¶at a kombin¶alt modell jobban megragadja,
mint a cikkben ismertetett, vegyes biztos¶³t¶asi keretrendszerben t¶argyalt mo-
dell (Grosen-J¿rgensen [1999] eur¶opai ¶es amerikai opci¶o szerinti ¶araz¶as meg-
kÄozel¶³t¶essel). Ezt kÄovet}oen megmutatjuk, hogy az els}o szakaszban ismertetett
param¶eterbecsl¶es eredm¶enyeit hogyan lehet be¶ep¶³teni a kombin¶alt modellbe
abb¶ol a c¶elb¶ol, hogy bizony¶³tani tudjuk azt, hogy a visszav¶as¶arl¶ok sz¶am¶a-
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nak eloszl¶as¶at meghat¶aroz¶o (3) ÄosszefÄugg¶es nem csak, hogy j¶ol kÄozel¶³the-
t}o a param¶eterbecsl¶est bemutat¶o szakaszban szerepl}o eloszl¶asok seg¶³ts¶eg¶evel,
de ezen eloszl¶asok kombin¶alt modellben tÄort¶en}o felhaszn¶al¶as¶aval az eredeti
kombin¶alt modell ¶altal adott aktu¶ariusilag korrekt ¶ar is szint¶en j¶ol kÄozel¶³thet}o.
Sz¶am¶³t¶asaink eredm¶enyeit Äosszefoglaltuk a 2. t¶abl¶azatban, amelyben kÄulÄon
szerepeltettÄuk a garant¶alt hozam, a b¶onusz ¶es a visszav¶as¶arl¶asi komponensek,
valamint az el¶er¶esi ¶es kock¶azati Äosszetev}ok aktu¶ariusilag korrekt ¶arait.
gar. hozam b¶onusz visszav. el¶er¶esi kock¶azati d¶³j Äosszesen
72.66 0 0 72.66 0.88 73.54
0% 72.66 0 21.19 93.85 0.88 94.73
72.66 0 0.33 72.99 0.88 73.87
72.66 14.85 0 87.51 1.06 88.57
µ 25% 72.66 14.85 7.26 94.77 0.95 95.72
72.66 14.83 1.42 88.91 1.08 89.99
72.66 25.5 0 98.16 1.19 99.35
50% 72.66 25.5 3.99 102.15 1.08 103.23
72.66 25.4 1.81 99.87 1.22 101.09
108.39 14.06 0 122.45 0.99 123.44
4% 108.39 14.06 0 122.45 0.99 123.44
108.39 14.05 0.65 123.11 1.00 124.11
88.74 19.26 0 108.02 1.07 109.07
r 6% 88.74 19.26 0.56 108.58 1.05 109.63
88.74 19.26 0.31 108.33 1.07 109.4
72.66 25.5 0 98.16 1.19 99.35
8% 72.66 25.5 3.99 102.15 1.08 103.23
72.66 25.5 1.71 99.87 1.21 101.08
72.66 28.33 0 100.99 1.22 102.21
5% 72.66 28.33 4.57 105.56 1.13 106.69
72.66 28.33 2.53 103.52 1.25 104.77
72.66 22.71 0 95.37 1.16 96.53
° 15% 72.66 22.71 4.15 99.52 1.03 100.55
72.66 22.70 3.62 98.99 1.2 100.19
72.66 18.48 0 91.14 1.10 92.24
25% 72.66 18.48 4.74 95.88 0.96 96.84
72.66 18.46 2.83 93.95 1.14 95.09
72.66 18.87 0 91.53 1.11 92.64
10% 72.66 18.87 6.15 97.68 1.03 98.71
72.66 18.74 3.29 94.69 1.15 95.84
72.66 32.55 0 105.21 1.28 106.49
¾ 20% 72.66 32.55 1.39 106.60 1.13 107.73
72.66 32.53 3.53 108.72 1.32 110.04
72.66 47.48 0 120.14 1.46 121.60
30% 72.66 47.48 0 120.14 1.46 121.60
72.66 47.5 1.17 121.33 1.47 122.8
59.94 32.68 0 92.62 1.25 93.87
3% 59.94 32.68 7.43 100.05 1.13 101.18
59.94 32.62 3.91 96.47 1.31 97.78
79.88 22.13 0 102.01 1.17 103.18
rg 6% 79.88 22.13 1.42 103.43 1.07 104.50
79.88 20.32 3.32 103.52 1.19 104.71
105.60 13.23 0 118.83 1.17 120.00
9% 105.60 13.23 0 118.83 1.17 120.00
105.61 13.22 0.91 119.74 1.18 120.92
2. t¶abl¶azat. A term¶ekkomponensek ¶ert¶ekei
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A t¶abl¶azat utols¶o oszlopa adja a term¶ek teljes nett¶o ¶ert¶ek¶et. SzÄuks¶eges
eml¶³tenÄunk az ¶ertelmez¶es kapcs¶an, hogy a sz¶am¶³t¶asokhoz az indul¶o param¶e-
terek a kÄovetkez}ok voltak (z¶ar¶ojelben jelzem a kombin¶alt modellben szerepl}o
elt¶er¶eseket): S(0) = 100 (N (100; 20)), r = 8%, T = 10, ¾ = 15%, µ = 0:5,
° = 0:1, rg = 5%, N = 100, q = 0:0005, l¶ep¶eskÄoz=0:00005, szimul¶aci¶ok sz¶ama
100 ezer, amerikai opci¶o ¶es kombin¶alt modell eset¶en m = 2, kombin¶alt modell
eset¶en a portf¶oli¶o elemsz¶ama 1000. A 2. t¶abl¶azat kapcs¶an minden egyes eset-
ben a fenti param¶eterek az ir¶anyad¶oak ¶es a t¶abl¶azat megfelel}o r¶esz¶eben jelzett
param¶eter v¶altoztat¶as¶anak a modell eredm¶enyeire gyakorolt hat¶as¶at sz¶amsze-
r}us¶³tettÄuk. Ezen param¶eterek a t¶abl¶azat alapj¶an: µ, r, °, ¾, ¶es rg. Tov¶abb¶a
az egyes param¶eterek eset¶en a fels}o sor mindig az eur¶opai opci¶ohoz, a kÄo-
z¶eps}o sor az amerikai opci¶ohoz, az als¶o pedig a kombin¶alt modellhez tartoz¶o
eredm¶enyeket tartalmazza.
J¶ol l¶athat¶o a t¶abl¶azatb¶ol, hogy az amerikai opci¶ora jellemz}o ¶araz¶asi tech-
nik¶at ig¶enyl}o el¶er¶esi komponens ¶ert¶eke minden esetben nagyobb vagy egyenl}o
eur¶opai t¶ars¶ahoz viszony¶³tva, amely nem meglep}o, hisz ezt v¶artuk. Egyenl}o
term¶eszetesen akkor lehet, ha a visszav¶as¶arl¶asi lehet}os¶eg gyakorlatilag ¶ert¶ek-
telen a kÄotv¶enytulajdonos sz¶am¶ara. A 2. t¶abl¶azatb¶ol vil¶agosan l¶atszik, hogy
min¶el nagyobb µ ¶ert¶eke, ann¶al ¶ert¶ekesebb mindh¶arom t¶³pus¶u term¶ek. Ez ter-
m¶eszetes, hisz ha j¶ol teljes¶³t a befektet¶es, akkor nagyobb µ miatt nagyobb
h¶anyadot kap vissza az Äugyf¶el b¶onuszk¶ent, amelyet term¶eszetesen a b¶onusz
komponens ¶ert¶ek¶enek nÄoveked¶ese is jelez. Azonban ezt a nÄoveked¶est ellens¶u-
lyozza a visszav¶as¶arl¶asi komponens ¶ert¶ek¶enek csÄokken¶ese, hisz min¶el nagyobb
h¶anyadot kap vissza az Äugyf¶el a b¶onusz komponensn¶el, ann¶al kev¶esb¶e val¶o-
szer}u, hogy vissza fog v¶as¶arolni. A kombin¶alt modell eset¶en, a visszav¶as¶arl¶a-
si komponens ¶ert¶ek¶enek kisebb volta (amerikai opci¶o megkÄozel¶³t¶es megfelel}o
¶ert¶ek¶ehez k¶epest) ahhoz kÄothet}o, hogy enn¶el a megkÄozel¶³t¶esn¶el a visszav¶as¶arl¶o
Äugyfelek sz¶amlaegyenleg¶enek biztos¶³t¶on¶al marad¶o h¶anyad¶anak 50%-a a tÄobbi
Äugyf¶el sz¶aml¶aj¶an visszaoszt¶asra kerÄul. Ez, mivel extra hozamot ny¶ujthat
az Äugyfelek sz¶am¶ara az eur¶opai ¶es amerikai opci¶o megkÄozel¶³t¶esekhez k¶epest,
csÄokkentheti a visszav¶as¶arl¶as val¶osz¶³n}us¶eg¶et.
Az r kÄulÄonbÄoz}o ¶ert¶ekei mellett l¶athatjuk, hogy ahogy r nÄovekszik, ¶ugy egy-
re csÄokken a garancia ¶ert¶eke, amely term¶eszetes, hisz egyre nagyobb ¶ert¶ekkel
diszkont¶alunk. A b¶onusz komponens ¶ert¶eke viszont ezt ellens¶ulyozza, mivel
nagyobb r-hez nagyobb g tartozik, azaz nagyobb val¶osz¶³n}us¶eggel fog az eszkÄoz
piaci ¶ara nÄovekedni a CRR modellben. Az eur¶opai opci¶o eset¶en pedig el¶eg
a (6) ÄosszefÄugg¶esre vetnÄunk egy pillant¶ast. Az r = 4% mellett az amerikai
opci¶o eset¶en az¶ert l¶athatunk 0-¶at a visszav¶as¶arl¶asn¶al, mert a garancia, azaz
rg = 5%, vagyis gyakorlatilag semmilyen kÄorÄulm¶enyek kÄozÄott nem ¶eri meg
visszav¶as¶arolni, teh¶at ez a komponens ¶ert¶ektelen. A ° param¶eter nÄoveked¶ese
eset¶en ahogyan azt v¶artuk, a b¶onusz komponens ¶ert¶eke csÄokken, hisz csÄokken
annak a val¶osz¶³n}us¶ege, hogy b¶onuszhoz jutunk. Ezzel egyetemben pedig a ter-
m¶ek ¶ert¶eke is csÄokken. A volatilit¶as ¶ert¶ek¶enek nÄoveked¶es¶evel a b¶onusz ¶ert¶eke
term¶eszetszer}uen n}o, m¶³g a visszav¶as¶arl¶as ¶ert¶eke csÄokken, hisz egyre ink¶abb
nem ¶eri meg visszav¶as¶arolni. P¶eld¶aul ¾ = 30% mellett m¶ar egy¶altal¶an nem ¶eri
meg, azaz az ¶ert¶eke 0 (amerikai opci¶o megkÄozel¶³t¶es eset¶en). Az rg garant¶alt
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hozam nÄoveked¶ese drasztikusan emeli a garancia ¶ert¶ek¶et, a visszav¶as¶arl¶as¶et
pedig csÄokkenti, amelyek okai nem szorulnak magyar¶azatra.
A kombin¶alt modell eredm¶enyei alapj¶an elmondhatjuk, hogy mind az
el¶er¶esi Äosszetev}o ¶ert¶eke, mind a teljes d¶³j ¶altal¶aban az amerikai opci¶ok¶ent
be¶arazott el¶er¶esi Äosszetev}o ¶ert¶eke ¶es annak teljes d¶³j¶anak szintje alatt marad.
L¶athat¶o, hogy a µ ¶es ° param¶eter v¶altoz¶asa olyan szempontb¶ol nincs hat¶assal
a kombin¶alt modell eredm¶eny¶ere, hogy az elmozduljon az eur¶opai ¶es amerikai
opci¶o megkÄozel¶³t¶essel kapott komponensek ¶ert¶ekei kÄozÄul. Viszont az r, ¾ ¶es
rg param¶eterek eset¶en l¶athat¶o, hogy a kombin¶alt modell tÄobbre ¶ert¶ekel egy
adott konstrukci¶ot az amerikai opci¶o megkÄozel¶³t¶eshez k¶epest, amennyiben az
Äugyf¶el sz¶am¶ara el}onyÄos v¶altoz¶as kÄovetkezik be az el}oz}o h¶arom param¶eterben:
amennyiben csÄokken az r (teh¶at a vegyes biztos¶³t¶as adta lehet}os¶eg relat¶³ve
,,jobb" lesz m¶as piaci lehet}os¶eghez k¶epest), vagy amennyiben n}o a ¾ (n}o an-
nak a val¶osz¶³n}us¶ege, hogy nagyobb hozam is el¶erhet}o a biztos¶³t¶o befektet¶ese-
in), vagy n}o rg (azaz egyre nagyobb garant¶alt hozamot¶³g¶er a biztos¶³t¶o), ¶ugy a
kapott ¶ert¶ekek meghaladj¶ak az amerikai opci¶o megkÄozel¶³t¶essel kapott ¶ert¶eke-
ket. Azaz ¶altal¶anoss¶agban elmondhatjuk, hogy a sztochasztikus megkÄozel¶³t¶es
modellbe tÄort¶en}o be¶ep¶³t¶es¶evel az egyes param¶eterekben bekÄovetkez}o v¶altoz¶as
az Äugyf¶el szempontj¶ab¶ol tÄort¶en}o konstrukci¶o ¶ert¶ekel¶es sor¶an jobb megraga-
d¶asra kerÄul az amerikai opci¶o megkÄozel¶³t¶eshez k¶epest, azaz a param¶eterekben
tÄort¶en}o v¶altoz¶asokat jobban kiemel}o ¶es jobban megragad¶o modellt kaptunk.
A fentiek al¶at¶amaszt¶as¶at a kÄovetkez}okben tÄobbf¶ele gra¯konnal fogjuk elv¶e-
gezni. Ehhez el}oszÄor is tekintsÄuk a 3. ¶abr¶at . Ezen azt pr¶ob¶aljuk szeml¶eltetni,
hogy hogyan v¶altozik a visszav¶as¶arl¶asi opci¶o ¶ert¶eke (amerikai opci¶o meg-
kÄozel¶³t¶essel ¶es eur¶opai megkÄozel¶³t¶essel kapott korrekt ¶arak kÄozti kÄulÄonbs¶eg)
kÄulÄonbÄoz}o param¶eterek mellett. A 2. t¶abl¶azathoz k¶epest a sz¶am¶³t¶as teljesen
hasonl¶oan tÄort¶enik, ¶³gy teh¶at minden egyes fÄuggv¶eny a gra¯kon magyar¶aza-
t¶aban szerepl}o param¶eter v¶altoz¶asa kapcs¶an mutatja a visszav¶as¶arl¶asi opci¶o
¶ert¶ek¶et.
L¶athatjuk a 3. gra¯konon, hogy a folytonos gÄorbe a µ param¶eter ¶ert¶ek¶enek
nÄoveked¶ese eset¶en monoton csÄokken. Ahogy azt az el}oz}oekben m¶ar tiszt¶aztuk,
pont erre a monoton csÄokken¶esre sz¶am¶³tottunk, hisz µ nÄoveked¶es¶evel egyre
nagyobb h¶anyadot kap vissza az Äugyf¶el b¶onuszk¶ent. M¶³g µ = 0 mellett a
visszav¶as¶arl¶asi opci¶o ¶ert¶eke 20.8, addig µ = 30% eset¶en m¶ar csak 6.2 ¶ert¶ek}u.
3. ¶abra. Visszav¶as¶arl¶asi opci¶o ¶ert¶ek¶enek alakul¶asa
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A szaggatott gÄorb¶en¶el, azaz az r param¶eter eset¶en m¶ar tÄobb ¶ujat tudunk
mondani, mint amit tudtunk a t¶abl¶azat ¶ert¶ekei alapj¶an. Fent levontuk a kÄo-
vetkeztet¶est, hogy alacsony r eset¶en mi¶ert is 0 a visszav¶as¶arl¶asi opci¶o ¶ert¶eke,
tov¶abb¶a levontuk azt a kÄovetkeztet¶est is, hogy r nÄoveked¶es¶evel a b¶onusz
opci¶o ¶ert¶eknÄoveked¶ese ellens¶ulyozza a garancia komponens ¶ert¶ekcsÄokken¶es¶et.
Azonban a szaggatott gÄorb¶er}ol l¶athatjuk, hogy ez nem teljesen igaz, hisz
a t¶abl¶azatban 8%-ig vizsg¶altuk az r param¶eter v¶altoz¶as¶anak hat¶as¶at, ¶³gy
nem vehettÄuk ¶eszre (¶es az eredeti modell szerz}oi sem, mivel cikkÄukben csak
t¶abl¶azatos form¶aban vizsg¶alt¶ak modelljÄuket, gra¯kusan nem) a kÄovetkez}ot: a
gÄorbe a maximum¶at kb. r = 11%-n¶al veszi fel, onnan kezdve a visszav¶as¶arl¶asi
opci¶o ¶ert¶eke csÄokken. Ez azt jelenti, hogy a b¶onusz opci¶o ¶ert¶eke csak egy ideig
nÄovekszik jobban, mint ahogy a garancia komponens ¶ert¶eke csÄokken, 11%-n¶al
bekÄovetkezik a fordul¶opont ¶es 20%-t¶ol m¶ar ism¶et 0 a visszav¶as¶arl¶asi opci¶o
¶ert¶eke. A pont-vonal alap¶u szaggatott gÄorbe alakja abszol¶ut nem meglep}o,
hisz ahogy azt fent jeleztÄuk, rg nÄoveked¶es¶evel egy bizonyos szint ut¶an m¶ar
soha nem fogja meg¶erni a visszav¶as¶arl¶as. A volatilit¶as ¶ert¶ek¶enek nÄoveked¶es¶e-
vel a b¶onusz ¶ert¶eke, ahogy azt fent is jeleztÄuk, n}o, m¶³g a visszav¶as¶arl¶as ¶ert¶eke
csÄokken, hisz egyre ink¶abb nem ¶eri meg visszav¶as¶arolni. Ezt al¶at¶amasztja a
¾ param¶eterhez tartoz¶o gÄorbe alakja, amely kb. 24% kÄorÄuli ¾ ¶ert¶ekt}ol kezdve
0 ¶ert¶eket vesz fel, teh¶at a visszav¶as¶arl¶asi opci¶o ¶ert¶ektelenn¶e v¶alik.
Miel}ott elemezn¶enk a 4. ¶abr¶at, el}otte m¶eg valamit tiszt¶aznunk kell. Cik-
kÄunk els}o szakasz¶aban utaltunk r¶a, hogy Loisel-Milhaud [2012] eredm¶enyei
kapcs¶an v¶egzett param¶eterbecsl¶eseink a cikk eme szakasz¶aban felhaszn¶al¶asra
kerÄulnek. Ezt ¶ugy tettÄuk meg, hogy a m¶ar megismert kombin¶alt modellt ¶at-
alak¶³tottuk ¶ugy, hogy m¶ar nem egy¶eni szinten, (1) alapj¶an hat¶arozzuk meg,
ki v¶as¶arolt vissza ¶es ki nem, hanem az els}o szakaszban ismertetett param¶e-
terbecsl¶esi elj¶ar¶as seg¶³ts¶eg¶evel meghat¶arozott norm¶alis ¶es kevert eloszl¶asb¶ol
sz¶armaztatva. Ezzel az a c¶elunk, hogy bel¶assuk, a Loisel-Milhaud [2012] ¶altal
bemutatott, a visszav¶as¶arl¶ok sz¶am¶anak eloszl¶as¶at meghat¶aroz¶o (3) ÄosszefÄugg¶es
nem csak, hogy j¶ol kÄozel¶³thet}o a k¶erd¶eses eloszl¶asok seg¶³ts¶eg¶evel, de ezen el-
oszl¶asok kombin¶alt modellben tÄort¶en}o felhaszn¶al¶as¶aval az eredeti kombin¶alt
modell ¶altal adott aktu¶ariusilag korrekt ¶ar is j¶ol kÄozel¶³thet}o. A kombin¶alt mo-
dell ¶atalak¶³t¶asa a kÄovetkez}ok¶epp tÄort¶enik: vesszÄuk a p ¶es p0 param¶etereket a
m¶ar ismertetett S-gÄorb¶ek seg¶³ts¶eg¶evel ¶es n-et, azaz a m¶eg nem visszav¶as¶aroltak
sz¶am¶at. Ezen param¶eterek seg¶³ts¶eg¶evel, az els}o szakaszban ismertetett m¶odon
tudjuk szimul¶alni az n-b}ol visszav¶as¶arl¶ok sz¶am¶at, amelyre p0 = 0 ¶es p0 6= 0 e-
seteknek megfelel}oen norm¶alis ¶es kevert eloszl¶ast illesztÄunk, ¶es az ismertetett
m¶odon ML m¶odszerrel vagy EM-algoritmussal meghat¶arozzuk az illesztett
eloszl¶asok param¶etereit. A visszav¶as¶arl¶ok sz¶am¶at p0 = 0 esetben az illesztett
norm¶alis eloszl¶as v¶arhat¶o ¶ert¶ekek¶ent azonos¶³tjuk, azaz vesszÄuk a ¹ param¶etert.
A p0 6= 0 esetben a v¶arhat¶o ¶ert¶ek (kever¶esi s¶ulyokkal s¶ulyozott Äosszege a
¹1 ¶es ¹2 param¶etereknek) v¶etele nem el¶eg konzervat¶³v, mivel Loisel-Milhaud
[2012] cikkÄukben pont a k¶etm¶odusz¶u eloszl¶as v¶arhat¶o ¶ert¶ek¶enek kev¶esb¶e infor-
mat¶³v volt¶ara h¶³vja fel a ¯gyelmet, mivel a v¶arhat¶o ¶ert¶ekhez k¶epest nagyobb
visszav¶as¶arl¶oi sz¶am nagyobb val¶osz¶³n}us¶eggel fordul el}o, mint a sima norm¶alis
eloszl¶as eset¶en. ¶Igy ebben az esetben a k¶et becsÄult param¶eter ¶atlag¶at vettÄuk a
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visszav¶as¶arl¶ok sz¶am¶anak meghat¶aroz¶as¶ahoz. Az n-b}ol pedig pontosan ennyi
visszav¶as¶arl¶ot fogunk v¶eletlen kiv¶alaszt¶assal meghat¶arozni minden egyes szi-
mul¶alt esetben. TekintsÄuk a 4. ¶abr¶at .
Ezeken a gra¯konokon a n¶egy korrekt ¶ar meghat¶aroz¶asi m¶od seg¶³ts¶eg¶evel
kapott ¶arakat l¶athatjuk az adott param¶eter fÄuggv¶eny¶eben (a ,,Kombin¶alt mo-
dell 2" jelzi a fentebb ismertetett, ¶atalak¶³tott kombin¶alt modell eredm¶eny¶et).
A 4a eset¶en l¶athatjuk, hogy kis r param¶eterek mellett, teh¶at ahol nagyon
meg¶eri az adott konstrukci¶oba fektetni, v¶egig a kombin¶alt modell adja a
legmagasabb ¶arat, ¶es az eur¶opai opci¶o megkÄozel¶³t¶essel kapott ¶ar szint¶en az
amerikai opci¶o megkÄozel¶³t¶es}u felett tal¶alhat¶o. Majd v¶egÄul egy kell}oen nagy r
ut¶an a 2. t¶abl¶azat eset¶en tapasztalt jelens¶eg l¶ep fel: a kombin¶alt modell ¶altal
kapott ¶ar a m¶asik k¶et koncepci¶o seg¶³ts¶eg¶evel kapott ¶ar kÄozÄott tal¶alhat¶o. A 4b
gra¯kon ehhez teljesen hasonl¶oan ¶ertelmezhet}o. A 4c eset¶en pont ford¶³tott
helyzetet l¶athatunk: egy bizonyos ¾ ¶ert¶eken (21.2%) t¶ul ¶ert¶ekeli a kombin¶alt
modell legtÄobbre az adott konstrukci¶ot ¶es az eur¶opai opci¶o megkÄozel¶³t¶essel
kapott ¶arak is ekkor lesznek magasabbak az amerikai opci¶o megkÄozel¶³t¶essel
kapottn¶al. Ez azt jelenti, hogy ilyen magas ¾ param¶eterek eset¶en egy¶altal¶an
nem ¶erdemes visszav¶as¶arolni, ¶es mindenk¶epp rosszul j¶ar az, aki m¶egis ezt teszi
(kell}oen alacsony param¶eter eset¶en pedig szint¶en a 2. t¶abl¶azatn¶al tapasztalt
jelens¶eget l¶athatjuk). A 4d eset¶eben pedig csak a 2. t¶abl¶azatn¶al tapasztal-
takat kapjuk vissza, azaz µ param¶eter b¶armilyen ¶ert¶eke eset¶en a kombin¶alt
modell ¶altal kapott ¶ar mindig a m¶asik k¶et koncepci¶o seg¶³ts¶eg¶evel kapott ¶ar
kÄozÄott tal¶alhat¶o.
(a) Aktu¶ariusilag korrekt ¶ar (r) (b) Aktu¶ariusilag korrekt ¶ar (rg)
(c) Aktu¶ariusilag korrekt ¶ar (¾) (d) Aktu¶ariusilag korrekt ¶ar (µ)
4. ¶abra. Az aktu¶ariusilag korrekt ¶ar alakul¶asa kÄulÄonbÄoz}o modellek eset¶en
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Amit viszont m¶eg ¶eszrevehetÄunk az az, hogy az ¶atalak¶³tott kombin¶alt
modell v¶egig a sima kombin¶alt modell eredm¶eny¶et kÄoveti minden gra¯konon
(igaz, kicsit hektikusabban viselkedik a gÄorb¶ei alapj¶an, de ez betudhat¶o an-
nak, hogy az olyan iterat¶³v jelleg}u algoritmus, mint az EM eset¶en az ered-
m¶enyek term¶eszetszer}uleg kis m¶ert¶ek}u instabilit¶ast mutathatnak). L¶athat¶o,
hogy mind a 4. gra¯kon, mind a 2. t¶abl¶azat ¶ert¶ekei a szakasz elej¶en megfogal-
mazott ¶all¶³t¶asainknak megfelel}o eredm¶enyt, ¶ert¶ekeket mutatnak, al¶at¶amasztva
cikkÄunk c¶elkit}uz¶eseit.
ÄOsszefoglal¶as
CikkÄunkben megmutattuk Loisel-Milhaud [2012], a szerz}od}ok visszav¶as¶arl¶as-
sal kapcsolatos dÄont¶esei kÄozti korrel¶aci¶ot is ¯gyelembe vev}o modellje eset¶en
hogyan is lehet sz¶amszer}uleg (illesztett eloszl¶asok param¶etereinek meghat¶aro-
z¶asa norm¶alis ¶es kevert eloszl¶as eset¶en) elv¶egezni az eredeti cikkben szerepl}o
¶erz¶ekenys¶egvizsg¶alatot.
Ezt kÄovet}oen Grosen-J¿rgensen [1999] cikk¶eben szerepl}o modellt vizsg¶al-
tuk, amely lehet}os¶eget adott arra, hogy a visszav¶as¶arl¶ast, mint az Äugyf¶el ¶altal
leh¶³vhat¶o opci¶ot be tudjuk ¶arazni, illetve meg tudjuk mutatni a term¶ek ak-
tu¶ariusilag korrekt ¶ert¶ek¶eben k¶epviselt m¶ert¶ek¶et. Az eredeti modellt elt¶er}o
keretben (vegyes biztos¶³t¶as) vizsg¶altuk, mint azt a szerz}ok tett¶ek, valamint
n¶eh¶any ¶uj, gyakorlati jelleg}u felt¶etellel ¶es param¶eterrel ¶eltÄunk a modell¶ep¶³t¶es
sor¶an.
V¶egÄul megmutattuk, hogyan lehet ¯gyelembe venni ¶es be¶ep¶³teni Loisel-
Milhaud [2012] eredm¶enyeit az el}oz}o modellbe, valamint ennek seg¶³ts¶eg¶evel
Äosszehasonl¶³t¶ast v¶egeztÄunk a m¶odos¶³tott keretrendszerben t¶argyalt Grosen-
J¿rgensen [1999] modell ¶altal adott ¶es a kombin¶alt modell ¶altal adott aktu¶a-
riusilag korrekt ¶arak kÄozÄott. Ezen k¶³vÄul bel¶attuk, hogy Loisel-Milhaud [2012]
eredm¶enyeinek be¶ep¶³t¶es¶evel kapott aktu¶ariusilag korrekt ¶arak is kÄozel¶³thet}oek
egy olyan modell eredm¶enyeivel, amelybe a cikkÄunk els}o szakasz¶aban ismer-
tetett becsl¶esi elj¶ar¶asok kerÄulnek be¶ep¶³t¶esre. ÄOsszess¶eg¶eben az eredm¶enyek
alapj¶an azt l¶athatjuk, hogy a kombin¶alt modell k¶epes az Äugyf¶el szempontj¶ab¶ol
tÄort¶en}o konstrukci¶o ¶ert¶ekel¶es sor¶an az egyes param¶eterekben bekÄovetkez}o v¶al-
toz¶as jobb megragad¶as¶ara,¶³gy Äosszess¶eg¶eben egy, a param¶eterek v¶altoz¶as¶anak
a modell eredm¶eny¶ere gyakorolt hat¶as¶at jobban kiemel}o modellt kaptunk.
FÄuggel¶ek
EM-algoritmus
Legyen adott egy p(xj£) s}ur}us¶egfÄuggv¶eny £ param¶eter mellett, valamint le-
gyen egy, az el}obbi s}ur}us¶egfÄuggv¶eny ¶altal meghat¶arozott eloszl¶asb¶ol sz¶armaz¶o,
N elem}u adathalmazunk, azaz X = fx1; . . .xNg. TegyÄuk fel, hogy az el}obbi
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A (19) ÄosszefÄugg¶esben szerepl}o param¶eterek teh¶at £ = (µ1; . . . ; µN ; µ1; . . . ;
µN), amelyekre igaz, hogy
PM
i=1 µi = 1, tov¶abb¶a az egyes pi-k a µi-k szerint
parametriz¶alt s}ur}us¶egfÄuggv¶enyek. A fenti k¶epletb}ol l¶athatjuk, hogy itt M
sz¶am¶u komponens kever¶es¶er}ol van sz¶o µi kever¶esi s¶ulyok ment¶en. A para-
m¶eterbecsl¶eshez szÄuks¶eges loglikelihood fÄuggv¶eny erre a s}ur}us¶egfÄuggv¶enyre













A (20) loglikelihood fÄuggv¶eny optimaliz¶al¶asa neh¶ez feladat, mivel az Äosszeg
logaritmusa szerepel benne. Ha feltesszÄuk, hogy X eset¶en adathi¶any ¶all fenn
¶es l¶etezik egy Y = fyigNi=1 olyan l¶atens v¶altoz¶o, amelynek ¶ert¶ekei alapj¶an
eldÄonthet}o, hogy az adathalmazunk egyes elemei a kever¶es sor¶an felhaszn¶alt
eloszl¶asok kÄozÄul melyikb}ol sz¶armaznak, ¶ugy a k¶erd¶eses loglikelihood fÄuggv¶eny
jelent}osen egyszer}usÄodik, ¶³gy az optimaliz¶al¶as is j¶oval kÄonnyebb¶e v¶alik. Teh¶at
legyen yi 2 1; . . . M 8i-re, ¶es jelentse yi = k azt, hogy az i-edik meg¯gyel¶es
a k-adik eloszl¶as komponensb}ol sz¶armazik. Ekkor a loglikelihood fÄuggv¶eny a
kÄovetkez}o form¶ara egyszer}usÄodik:




Az EM-algoritmus l¶enyege, hogy (21)-b}ol kiindulva ¶ugy teszÄunk, mintha
ismern¶enk a param¶etereket (azaz kezd}o¶ert¶ek¶et adunk £-nak), majd az E-
l¶ep¶es sor¶an sz¶amszer}us¶³tjÄuk a pij = P (yj = i) i = 1; . . . ; M , j = 1; . . . ; N va-
l¶osz¶³n}us¶egeket (azaz minden egyes meg¯gyel¶eshez kisz¶am¶³tjuk, hogy mekkora
val¶osz¶³n}us¶eggel sz¶armazik az egyes komponensekb}ol). Az M-l¶ep¶es sor¶an k¶e-
pezzÄuk a l¶atens v¶altoz¶ok v¶arhat¶o ¶ert¶ek¶et (a fenti jelÄol¶esekkel
PM
i=1 P (Yj =
i) ¤ i, j = 1; . . . ; N), majd ezen v¶arhat¶o ¶ert¶ekek mellett megkeressÄuk azokat
a param¶etereket, amelyek maximaliz¶alj¶ak a loglikelihood fÄuggv¶enyt. Ezt az
elj¶ar¶ast a konvergenci¶aig ism¶eteljÄuk.
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VALUATION OF SURRENDER RISK WITH CORRELATED
INSURANCE RISKS
In recent years the claim of insurance companies arises to model di®erent risk
types more precisely which comes from the expected implementation of Solvency
II Directive. The purpose of this article is to describe the modelling possibilities of
surrender risk in surrender option concerned area and a possible way to improve a
model known in scienti¯c literature. First of all we introduce shortly the result of
Loisel-Milhaud [2012] so far complemented with parameter estimation results based
on own calculation which have not been the focus of the authors' investigation.
After this we describe how to handle the model of Grosen-J¿rgensen [1999] in
di®erent mixed insurance framework and calculate the option's price related to the
product. Next we show how can the result of Loisel-Milhaud [2012] be built into
the model of Grosen-J¿rgensen [1999] which is related to the increasing correlation
between surrender decisions in a stress period. This paper argues that this improved
model can calculate the actuarially fair price of a product with surrender option
more accurate and able to capture a wider range of external drivers.
Keywords: surrender risk, actuarially fair price, modelling, Solvency II. Journal of
Economic Literature (JEL) code: C15, C46, C63, G12, G22





A dolgozat azon probl¶em¶aval foglalkozik, hogy a klaszteranal¶³zis sor¶an l¶etre-
jÄov}o lehets¶eges megold¶asok (kÄulÄonbÄoz}o klasztersz¶amok) eset¶en melyiket fo-
gadjuk el az adatb¶azisban felt¶etelezett csoportok legjobb kÄozel¶³t¶es¶enek. Ilyen
m¶odszerek l¶eteznek, jelen dolgozat egy ilyen elj¶ar¶as kritikai vizsg¶alat¶aval,
valamint annak tov¶abbfejleszt¶es¶evel foglalkozik. Az elj¶ar¶as l¶enyege, hogy a
klaszterek kÄoz¶eppontja ¶es a kÄoz¶eppontok kÄozÄotti oszt¶opont kÄorÄuli elems}ur}u-
s¶egekkel de¯ni¶alt index seg¶³ts¶eg¶evel jellemzi a csoportos¶³t¶as pontoss¶ag¶at. Ez
olyan n¶epszer}u algoritmusok, mint pl. a K-means { ahol az algoritmus in-
putjak¶ent meg kell adni az elv¶art klasztersz¶amot { eset¶eben ad seg¶³ts¶eget a
dÄont¶es meghozatal¶aban.
1 Bevezet¶es
,,A klaszterelemz¶es az alakfelismer¶es tan¶³t¶o n¶elkÄuli tanul¶o algoritmusa. Egy-
szer}uen ¶ugy de¯ni¶aljuk, hogy a klaszterelemz¶es meg¯gyel¶esek egyedeit bontja
viszonylag homog¶en csoportokba p v¶altoz¶o ¶ert¶ekeinek hasonl¶os¶aga alapj¶an. A
klaszterelemz¶es az egyedek olyan csoportos¶³t¶as¶at keresi, amelyekre igaz, hogy
egy egyed egy ¶es csakis egy csoporthoz tartozik, ¶es azokhoz az egyedekhez
lesz hasonl¶o, amelyekkel egy klaszterbe kerÄult, m¶³g a tÄobbi klaszterbe tartoz¶o
egyedekt}ol kÄulÄonbÄozik." [6, 160. old.]
Klasszi¯k¶al¶o elemz¶esnek valamint numerikus taxon¶omi¶anak is nevezik,
mely az 1950-es ¶evekben indult fejl}od¶enek [15]. Az¶ota nagyon sokf¶ele m¶odszert
dolgoztak ki a fenti c¶elok megval¶os¶³t¶as¶anak ¶erdek¶eben. Az irodalmak kÄozÄott
megjelentek Äosszefoglal¶o jelleg}u ill. egy-egy szakterÄulet sz¶am¶ara¶³r¶odott m}uvek
[2, 9, 16]. Magyar szerz}ok toll¶ab¶ol sz¶armaz¶o kÄonyvek is tal¶alhat¶ok ezek kÄozÄott
[5, 6, 7]. Kimondottan a marketingkutat¶as terÄulet¶en tÄort¶en}o alkalmaz¶assal
foglalkozik Simon [14] cikke.
Dolgozatom kÄoz¶eppontj¶aban az a probl¶ema ¶all, hogy ha az elemz}onek kell
megadnia a keresett klaszterek sz¶am¶at (az algoritmus inputjak¶ent), akkor
a kÄulÄonbÄoz}o klasztersz¶am-be¶all¶³t¶asok eset¶en kapott eredm¶enyek kÄozÄul milyen
m¶odon v¶alaszthatja ki a ,,legjobbat". Ezt az angol nyelv}u irodalomban ,,clus-
ter validation" n¶even tal¶alhatjuk meg, amely alatt olyan kvantitat¶³v elemz¶est
¶ertenek, mely a klaszteranal¶³zis eredm¶enyek¶ent l¶etrejÄott csoportokat vizsg¶al-
ja [16]. Ennek megold¶as¶ara sok elj¶ar¶as szÄuletett, melyeket Theodoridis ¶es
1Be¶erkezett: 2013. janu¶ar 2. E-mail: ruff.ferenc@gtk.szie.hu.
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Koutroumbas [16] h¶arom t¶³pusba sorol: kÄuls}o krit¶erium alap¶u, bels}o krit¶e-
rium alap¶u valamint relat¶³v krit¶erium alap¶u. Egy kicsit m¶as csoportos¶³t¶ast
alkalmaz FÄustÄos et al. [6, 205. old.]: ,,A klaszterek ¶erv¶enyess¶ege (validit¶a-
sa) n¶egy krit¶erium alapj¶an vizsg¶alhat¶o. KÄuls}o kÄovetelm¶enyk¶ent ¶ertelmez-
het}o az, ha ismert csoportokba tartoz¶o egyedekb}ol veszÄunk mint¶at, ¶es arra
v¶egezzÄuk el a klaszterez¶est. Bels}o kÄovetelm¶enynek tekinthet}ok azok a muta-
t¶ok, amelyekkel az eredeti ¶es a sz¶armaztatott t¶avols¶agok illeszked¶es¶et m¶erjÄuk.
Harmadik megkÄozel¶³t¶est jelent a megism¶etelhet}os¶eg krit¶eriuma, amelynek l¶e-
nyege a kett¶eosztott meg¯gyel¶esek klaszterez¶ese ¶es a feloszt¶asok Äosszevet¶ese.
A klaszterek ¶erv¶enyess¶eg¶enek relat¶³v krit¶eriuma az adatm¶atrix tÄobb elj¶ar¶as
szerinti klaszterez¶es¶et ¶es a feloszt¶asok kÄozÄotti egyez¶es m¶er¶es¶et fogalmazza
meg."
Liu et al. [13] munk¶aj¶aban a klasztersz¶amok meghat¶aroz¶as¶aval kapcso-
latban v¶egrehajtott vizsg¶alat¶anak c¶elja az volt, hogy meg¯gyelj¶ek, hogy a
vizsg¶alt indexek pontoss¶ag¶ara (11 ilyen indexet teszteltek) { amelyek kÄuls}o
inform¶aci¶ot nem tartalmaztak { milyen hat¶assal van az adatok szerkezete (za-
jos adatok, s}ur}us¶eg kÄulÄonbs¶egek, alcsoportok, aszimmetrikus eloszl¶as). Ezek
kÄozÄul az alcsoportok felismer¶ese okozta a legtÄobb probl¶em¶at az ellen}orz¶es
sor¶an, ezen esetben a legtÄobb index nem adott helyes eredm¶enyt. Egy olyan
index { az ¶un. S Dbw index { volt a 11 kÄozÄott, mely mindegyik esetben helyes
dÄont¶est hozott. Az elj¶ar¶ast Halkidi ¶es Vazirgiannis [8] dolgozta ki, mely a
klaszterek kÄozÄotti s}ur}us¶egkÄulÄonbs¶egen alapszik. Ezt fejlesztette tov¶abb Kim
¶es Lee [10] valamint Tong ¶es Tan [17] abba az ir¶anyba, hogy robusztusabb2
legyen, valamint ne csak gÄombszimmetrikus klasztereket ismerjen fel. En-
nek fontoss¶ag¶ara kor¶abban felh¶³vta a ¯gyelmet Leg¶any et al. [12] is, akik
meg¯gyelt¶ek, hogy az ¶altaluk vizsg¶alt indexek (pl. az S Dbw is) csak j¶ol sze-
par¶alt, gÄombszimmetrikus klaszterek eset¶en ny¶ujtottak megfelel}o seg¶³ts¶eget
a klaszterek valid¶al¶as¶ahoz. Dolgozatomban ezen m¶odszerek vizsg¶alat¶aval ¶es
tov¶abbfejleszt¶es¶evel foglalkozom.
2 Az S Dbwnew index
Vizsg¶alatom kiindul¶opontja a Halkidi ¶es Vazirgiannis [8] ¶altal kidolgozott,
majd Kim ¶es Lee [10] valamint Tong ¶es Tan [17] ¶altal tov¶abbfejlesztett m¶odszer
{ alapja az S Dbw (Scatter and Density between clusters) index { mely a
s}ur}us¶egkÄulÄonbs¶egek ¶es a sz¶or¶asok alapj¶an rendel hozz¶a egy adott csopor-
tos¶³t¶ashoz egy val¶os sz¶amot. A kÄulÄonbÄoz}o csoportos¶³t¶asokhoz tartoz¶o ¶ert¶ekek
alapj¶an lehet a legjobban illeszked}o megold¶ast kiv¶alasztani. Itt most csak a
legutols¶o v¶altozattal foglalkozom, mert ez jobb eredm¶enyeket ¶ert el a tesz-
tel¶esek sor¶an, mint az els}o k¶et v¶altozat.
A m¶odszer alapja, hogy a klaszterek kÄozÄotti hasonl¶os¶agot ill. a klaszterek
kÄozÄotti kÄulÄonbs¶eget bizonyos pontok kÄorÄul kialak¶³tott tartom¶anyokon belÄul
tal¶alhat¶o meg¯gyel¶esi egys¶egek sz¶am¶anak (mint s}ur}us¶egnek) Äosszehasonl¶³t¶asa
2A kiugr¶o adatokra kev¶esb¶e ¶erz¶ekenyen hat¶arozza meg a klaszterek sz¶am¶at.
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alapj¶an hat¶arozt¶ak meg [17]. }Ok az indexet S Dbwnew-nak nevezt¶ek (meg-
kÄulÄonbÄoztet¶esÄul az el}ozm¶enyekt}ol), ¶es ezt a jelÄol¶est itt is megtartom.
Legyen adott egy adatb¶azis, amely N sz¶am¶u egyedet, mint meg¯gyel¶esi
egys¶eget tartalmaz. Az egyedek tulajdons¶agait k db v¶altoz¶oval ¶³rjuk le. Ezen
adatok egy N£k m¶eret}u m¶atrixba rendezhet}ok. Ezen adatb¶azison futtassunk
le egy klaszterez}o m¶odszert, ¶³gy kapjuk a meg¯gyel¶esi egys¶egeink egy csopor-
tos¶³t¶as¶at (c db klasztert). Ezen csoportos¶³t¶ashoz fogunk hozz¶arendelni egy
sz¶amot, amely az S Dbwnew index egy lehets¶eges ¶ert¶eke. Itt most az eml¶³tett
cikk [17] bemutat¶asa tÄort¶enik.3
Az indexnek k¶et Äosszetev}oje van: Densbw(c) { klaszteren belÄuli s}ur}us¶eg,




















xi: az i-edik meg¯gyel¶esi egys¶eg, m: egy tetsz}oleges meg¯gyel¶esi egys¶eg, nm:
a ¯gyelembe vett meg¯gyel¶esi egys¶egek sz¶ama.
f¤(xi;m) =
½
1; ha CIp¡ · d(xpi ;mp) · CIp+ ; 8p 2 f1; 2; 3; . . . ; kg
0; egy¶ebk¶ent
(3)













l , nl: a ¯gyelembe vett klaszter p-edik v¶altoz¶oj¶anak ¶atlaga ill. sz¶or¶asa,
valamint a klaszter elemsz¶ama. Legyen tov¶abb¶a mij az i-edik ¶es j-edik klasz-
ter kÄoz¶eppontj¶at ÄosszekÄot}o szakasz olyan oszt¶opontja, mely a k¶et klasztert
,,elv¶alasztja", ¶es melynek p-edik komponense:
mpij = 0:7 ¢
Ã










ni: az i-edik klaszter elemsz¶ama. Az mij sz¶am¶³t¶asakor ¯gyelembe veszi a k¶et
klaszter elemsz¶amait, valamint a k¶et klaszter kÄoz¶eppontja kÄorÄuli s}ur}us¶eget,
¶es a kett}o kombin¶aci¶oja4 adja az oszt¶opontot. E r¶eszindex (1. egyenlet) sz¶a-
m¶³t¶as¶anak elve teh¶at, hogy Äosszehasonl¶³tja a klaszterek kÄoz¶eppontja kÄorÄuli,
3Ahol az eredeti cikk jelÄol¶esrendszere nem volt eg¶eszen vil¶agos, ott ennek m¶odos¶³t¶as¶ara
kerÄult sor.
4A s¶ulyok (0.7 - 0.3) meghat¶aroz¶asa empirikus vizsg¶alatok tapasztalatai alapj¶an tÄort¶ent
[17].
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valamint a klaszterkÄoz¶eppontok kÄozÄott kiv¶alasztott pont (mij) kÄorÄul elhe-
lyezked}o egyedek sz¶am¶at.











ahol ¾2(vi): a vi kÄoz¶eppont¶u klaszter variancia vektora5, ¾2(S): az adatb¶azis
variancia vektora, k:k: vektor euklideszi norm¶aja.
Ezekb}ol a r¶eszindexekb}ol a kÄovetkez}o m¶odon ad¶odik az index:
S Dbw(c) = Densbw(c) + Scat(c) (7)
Legyen S olyan adatb¶azis, mely konvex klasztereket tartalmaz. Futtassunk le
ezen, kÄulÄonbÄoz}o klasztersz¶am be¶all¶³t¶as¶aval, egy klaszterez}o elj¶ar¶ast tÄobbszÄor.
Bel¶athat¶o, hogy az index akkor vesz fel minim¶alis ¶ert¶eket, ha a klaszterez}o
elj¶ar¶as a t¶enyleges klasztereket tal¶alta meg [8]. Term¶eszetesen nem garant¶alt,
hogy a klaszterek k¶epz¶ese sor¶an a t¶enyleges klaszterek (ha l¶eteznek) val¶oban
el}o¶allnak megold¶ask¶ent. Ekkor is az index minimum¶at fogadjuk el megold¶as-
k¶ent, mivel ez jelenti a legjobb szepar¶aci¶ot [8].
3 Az S Dbwnew index kritik¶aja
A 3. egyenlet megadja, hogy a ,,s}ur}us¶eg" sz¶am¶³t¶as¶an¶al mely egyedeket kell
¯gyelembe venni, ¶es melyeket nem. Az adott pont kÄornyezet¶enek de¯ni¶al¶asa
hat¶arozza meg ezt a sz¶amot. L¶athat¶o, hogy a CI hossza a klaszter sz¶am¶anak
(n) nÄoveked¶es¶evel csÄokken6 (4. egyenlet). Ez pedig azt jelenti, hogy a lecsÄok-
ken}o terÄuleten (m¶eg a nagy egyedsz¶am mellett is) kev¶es egyed tal¶alhat¶o, vagy
egy¶altal¶an nem is tal¶alunk egyedet. Ezzel pedig a m¶er¶es v¶alik lehetetlenn¶e,
hiszen nem lesz alkalmas a s}ur}ubb ¶es ritk¶abb tartom¶anyok elkÄulÄon¶³t¶es¶ere.
KÄovetkez}o ¶eszrev¶etelem, hogy az mij oszt¶opont (5. egyenlet) sz¶am¶³t¶as¶an¶al
k¶et szempontot vettek ¯gyelembe. Az els}o fele a k¶et klaszter- kÄoz¶eppontot
ÄosszekÄot}o szakaszt a klaszterek elemsz¶am¶anak ar¶any¶aban osztja, m¶eghozz¶a
¶ugy, hogy amelyik klaszternek nagyobb az elemsz¶ama, att¶ol t¶avolabb lesz az
oszt¶opont. A m¶asodik r¶esz pedig a klaszter-kÄoz¶eppontok kÄorÄuli s}ur}us¶egek
ar¶any¶aban osztja a szakaszt ¶ugy, hogy amelyik klaszter eset¶eben a s}ur}us¶eg
nagyobb volt, ahhoz kerÄul kÄozelebb az oszt¶opont. Ezen k¶et hat¶as konvex
line¶aris kombin¶aci¶oj¶ab¶ol ¶all¶³tott¶ak el}o mij -t, m¶eghozz¶a k¶³s¶erletekb}ol, tapasz-
talati ¶uton ¶all¶³tott¶ak be az egyÄutthat¶okat (0.7 - 0.3). K¶³s¶erleteim szerint az
¶³gy kialak¶³tott oszt¶opont a k¶et klaszter elt¶er}o elemsz¶ama eset¶en jelent}osen el-
tol¶odhat a kevesebb elemet tartalmaz¶o klaszter kÄozel¶ebe. Sz¶els}os¶eges esetben
a nagy elemsz¶am¶u klaszter ,,beletolja" az oszt¶opontot a kevesebb elemet tar-
talmaz¶o klaszterbe. Ez l¶athat¶o az 1. ¶abr¶an, amely eset¶eben az elemsz¶amok
ar¶anya 1:20. Az oszt¶opont eltol¶od¶as¶anak egyik oka, hogy a nagy elemsz¶am
5A koordin¶atatengelyek ir¶any¶aba sz¶amolt varianci¶akb¶ol k¶epzett vektor.
6A CI 0-hoz tart, ha n!1.
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miatt a CI ¶ert¶eke olyan kicsi lett, hogy abba nem kerÄult elem, ¶³gy a s}ur}us¶eg
¶ert¶eke 0, ami azt jelenti, hogy a m¶asodik r¶esze a k¶epletnek (5. egyenlet) nem
kompenz¶alja az els}o r¶esz hat¶as¶at (hiszen ezek itt ¶eppen egym¶as ellen hatn¶a-
nak). S}ot, mint ahogyan 1. ¶abr¶an l¶athat¶o eset h¶atter¶eben is meg¯gyelhet}o
volt, ha a kisebb s}ur}us¶eg}u klaszter eset¶eben az adott tartom¶anyba v¶eletlenÄul
belekerÄul egy pont, m¶³g a nagyobb s}ur}us¶eg}u eset¶eben nem, akkor az m¶eg
jobban nÄoveli a torz¶³t¶o hat¶ast (ld. 5. egyenlet).
1. ¶abra. Klaszterek kÄoz¶eppontja kÄozÄotti Tong ¶es Tan [17] f¶ele oszt¶opont
eltol¶od¶asa 2 v¶altoz¶o eset¶en. Forr¶as: saj¶at szerkeszt¶es.
Ezen ¶eszrev¶eteleket t¶amasztj¶ak al¶a a kÄovetkez}o gondolatmenetek. Az
1. ¶abra 1. klaszter¶enek adatai: v1 = (5; 5)
T , ¾ = (1; 2)T , n1 = 100, valamint
2. klaszter¶enek adatai: v2 = (0; 0)T , ¾ = (1; 2)T , n2 = 2000. Keresem annak
a val¶osz¶³n}us¶eg¶et, hogy egy meg¯gyel¶esi egys¶eg a klaszterkÄoz¶eppont megfelel}o
(ld. 3. ¶es 4. egyenlet) kÄornyezet¶ebe esik. Jelentse »1x ill. »1y az els}o klaszterbe
tartoz¶o pont x ill. y koordin¶at¶aj¶at (norm¶al eloszl¶as¶u val¶osz¶³n}us¶egi v¶altoz¶ok).
Tov¶abb¶a »2x ill. »2y a m¶asodik klaszterbe tartoz¶o pont x ill. y koordin¶at¶aj¶at.
Az 1. klaszter eset¶eben (x ¶es y ir¶anyban):
P
µ
5 ¡ 1:96 ¢ 1p
100













5 ¡ 1:96 ¢ 2p
100









¡ 1 = 0:155














A keresett val¶osz¶³n}us¶eg teh¶at p1 = 0:1552 = 0:0241. Legyen ´1 egy disz-
kr¶et val¶osz¶³n}us¶egi v¶altoz¶o, ¶es jelentse a kÄoz¶eppont megadott kÄornyezet¶eben
tal¶alhat¶o egyedek sz¶am¶at. Ennek v¶arhat¶o ¶ert¶eke (binomi¶alis eloszl¶as eset¶en):
M(´1) = n1 ¢p1 = 100¢0:0241 = 2:41. A 2. klaszter eset¶eben (x ¶es y ir¶anyban):
P
µ
0 ¡ 1:96 ¢ 1p
2000













0 ¡ 1:96 ¢ 2p
2000










A keresett val¶osz¶³n}us¶eg teh¶at p2 = 0:0342 = 0:0012. Legyen ´2 egy disz-
kr¶et val¶osz¶³n}us¶egi v¶altoz¶o, ¶es jelentse a kÄoz¶eppont megadott kÄornyezet¶eben
tal¶alhat¶o egyedek sz¶am¶at. Ennek v¶arhat¶o ¶ert¶eke (binomi¶alis eloszl¶as eset¶en):
M(´2) = n2 ¢ p2 = 2000 ¢ 0:0012 = 2:44. Vagyis a 2. klaszter 20-szor annyi
elemet tartalmaz, m¶egis, a kÄoz¶eppont megadott kÄornyezet¶eben tal¶alhat¶o ele-
mek sz¶ama kÄozel¶³t}oleg annyi, mint az 1. klaszter eset¶eben, ¶atlagosan 2.44.
Annak val¶osz¶³n}us¶ege pedig, hogy egy elem sem esik a megadott kÄornyezetbe:
P(´2 = 0) = (1 ¡ 0:0012)2000 = 0:0906. Az 1. ¶abr¶ahoz tartoz¶o eset (a nagy
klaszterben 0, a kicsiben nem 0 a kÄoz¶eppont meghat¶arozott kÄornyezet¶eben
tal¶alhat¶o elemek sz¶ama) val¶osz¶³n}us¶ege pedig 0:0906 ¢ (1 ¡ (1 ¡ 0:0241)100) =
0:088, ami nem elhanyagolhat¶o, teh¶at bekÄovetkez¶es¶evel sz¶amolni kell.
2. ¶abra. M(´) a klaszter elemsz¶am¶anak fÄuggv¶eny¶eben a Tong-f¶ele
kÄornyezet eset¶en. Forr¶as: saj¶at szerkeszt¶es.
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¶Erdekes kÄovetkezm¶eny tov¶abb¶a, hogy a fent sz¶am¶³tott k¶et val¶osz¶³n}us¶eg (p1
¶es p2) kÄozel azonos. Megvizsg¶altam teh¶at a M(´) ¶ert¶ek¶et az n (klaszterelemek
sz¶ama) fÄuggv¶eny¶eben. A gra¯kon (2. ¶abra) egy monoton nÄovekv}o fÄuggv¶eny




































































































































Vagyis nÄovelve a klaszterek elemsz¶am¶at, a kÄoz¶eppont adott kÄornyezet¶eben
tal¶alhat¶o elemek sz¶am¶anak v¶arhat¶o ¶ert¶eke l¶enyeg¶eben konstansnak tekinthet}o.
Ennek oka a kor¶abban m¶ar eml¶³tett terÄulet csÄokken¶ese, mely terÄulet a klaszter
elemsz¶am¶aval ford¶³tottan ar¶anyos.
V¶egÄul meghat¶aroztam az ´2 val¶osz¶³n}us¶egi v¶altoz¶o eloszl¶as¶at, ¶es annak egy
r¶eszlet¶et tartalmazza az 1. t¶abl¶azat (a v¶arhat¶o ¶ert¶ek kÄornyezete7). Ebb}ol is
l¶atszik, hogy az 1-3 objektum el}ofordul¶as¶anak legnagyobb a val¶osz¶³n}us¶ege,
a maximuma 2-n¶el van. Ez¶altal a fejezet elej¶en tett meg¶allap¶³t¶asaimat iga-
zoltam.











1. t¶abl¶azat. Az ´2 val¶osz¶³n}us¶egi v¶altoz¶o eloszl¶as¶anak
r¶eszlete. Forr¶as: saj¶at sz¶am¶³t¶as.
7yi az ´2 val¶osz¶³n}us¶egi v¶altoz¶o ¶altal felvehet}o ¶ert¶ekeket jelenti. Mivel binomi¶alis elosz-
l¶as¶u val¶osz¶³n}us¶egi v¶altoz¶or¶ol van sz¶o, ez¶ert yi 2 f0; 1; 2; . . . ; 2000g
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4 Az S Dbwnew index m¶odos¶³t¶asa
4.1 A m¶odos¶³tott index (S Dbw¤¤)
A kritikai r¶eszben megfogalmazott hib¶ak miatt a tartom¶any megv¶alaszt¶as¶anak
m¶odos¶³t¶as¶at javaslom. Az eredeti javaslat { 3. egyenlet { helyett a kÄovet-




1 ha mp ¡ ® ¢ Dp · xpi · mp + ® ¢ Dp; 8p 2 f1; 2; 3; . . . ; kg
0 egy¶ebk¶ent.
(8)
ahol m egy tetsz}oleges egyed; mp a tetsz}oleges egyed p-edik v¶altoz¶oj¶anak ¶er-
t¶eke; Dp = min
i
(¾pi ) ; i 2 f1; 2; . . . ; cg, a klaszterelemek p-edik v¶altoz¶oj¶anak
sz¶or¶asai kÄozÄul a minim¶alis; ® egy alkalmasan megv¶alasztott konstans.
A m¶odos¶³t¶as l¶enyege, hogy az az intervallum, amelyen belÄul a meg¯gyel¶esi
egys¶egeket keresem, m¶ar fÄuggetlen az n-t}ol (a klaszterelemek sz¶am¶at¶ol), ¶³gy
egy adott intervallumba es}o meg¯gyel¶esi egys¶egek sz¶ama (az adott t¶err¶eszben)
ar¶anyos lesz a klaszterek elemsz¶am¶aval. M¶asr¶eszt, az mij oszt¶opontok eset¶e-
ben a kor¶abban eml¶³tett torz¶³t¶o hat¶as is megsz}unik.
4.2 A klaszterek kÄozÄotti m¶er}osz¶am (Dens¤¤bw) elemz¶ese
Az 1. egyenlet adja meg a klaszterek kÄozÄotti s}ur}us¶egkÄulÄonbs¶eg alapj¶an, hogy
mely klasztereket tekintÄunk majd kÄulÄonbÄoz}onek, ¶es melyeket nem tudunk
megkÄulÄonbÄoztetni. A kÄovetkez}o elemz¶esben k¶et klaszter egym¶ashoz viszony¶³-
tott hely¶enek fÄuggv¶eny¶eben vizsg¶alom az index ¶ert¶ek¶et, k¶et v¶altoz¶o bevon¶asa
mellett.
Legyen adott k¶et klaszter (C1 ¶es C2). KÄoz¶eppontjaik: v1 = (0; 0)
T ¶es
v2 = (a; 0)
T . Mindkett}o legyen kÄor alak¶u, azonos ¶atm¶er}ovel (mindk¶et ir¶any¶u
sz¶or¶asuk legyen 1-1). Legyen ® = 0:5 (8. egyenlet). Az elm¶eleti megkÄozel¶³t¶es
eset¶eben nem konkr¶et elemekkel megadott klasztereket vizsg¶alok, hanem a
k¶et klasztert k¶et-k¶et norm¶al eloszl¶as¶u val¶osz¶³n}us¶egi v¶altoz¶oval jellemzem (»1x,
»1y, »2x, »2y). Ilyen felt¶etelek mellett vizsg¶alom az al¶abbi h¶arom val¶osz¶³n}u-
s¶eget:
p1 = P((0 ¡ 0:5 ¢ 1 < »1x < 0 + 0:5 ¢ 1) ^ (0 ¡ 0:5 ¢ 1 < »1y < 0 + 0:5 ¢ 1)) ;
mely ar¶anyos a C1 klaszter kÄoz¶eppontja kÄorÄuli ® ¢ D1, azaz 0:5 ¢ 1 sugar¶u
tartom¶anyba, valamint (y ir¶anyban) a C1 klaszter kÄoz¶eppontja kÄorÄuli ® ¢ D2,
azaz 0:5 ¢ 1 sugar¶u tartom¶anyba es}o pontok sz¶am¶aval (mely tartom¶any egy
t¶eglalap).
p2 = P((a ¡ 0:5 ¢ 1 < »2x < a + 0:5 ¢ 1) ^ (0 ¡ 0:5 ¢ 1 < »2y < 0 + 0:5 ¢ 1)) ;
mely ugyanaz, mint az el}obb, csak a C2 klaszterre vonatkoztatva.
pk = 2 ¢ P((
a
2
¡ 0:5 ¢ 1 < »1x <
a
2
+ 0:5 ¢ 1) ^ (0 ¡ 0:5 ¢ 1 < »1y < 0 + 0:5 ¢ 1)) ;
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mely jelent¶ese azonos az el}oz}oekkel, csak a k¶et kÄoz¶eppontot ÄosszekÄot}o szakasz
felez}opontj¶ara vonatkoztatva. A 2-vel val¶o szorz¶as a k¶et eloszl¶as azonoss¶aga






mely index ar¶anyos az 1. egyenletben megadott Densbw indexszel. ¶Ert¶ek-
k¶eszlete a [0; 2], hiszen maxim¶alis ¶ert¶eket akkor vesz fel, ha a k¶et klaszter
kÄoz¶eppontja egybeesik.
A de¯ni¶alt index vizsg¶alata sor¶an azt ¯gyeltem, hogy mik¶ent v¶altozik az
index ¶ert¶eke a kÄoz¶eppontok t¶avols¶ag¶anak fÄuggv¶eny¶eben. A t¶avols¶ag ¶ert¶ek¶et
0- t¶ol 7-ig v¶altoztattam (a sz¶or¶as ¶ert¶eke 1), azaz a 2 [0; 7]. A kapott
ind(t¶avols¶ag) fÄuggv¶enyt a 3. ¶abra els}o gra¯konja (® = 0:5) mutatja.
3. ¶abra. Az ,,ind" index a klaszterkÄoz¶eppontok kÄozÄotti t¶avols¶ag fÄuggv¶eny¶eben
kÄulÄonbÄoz}o alfa param¶eterek eset¶en. Forr¶as: saj¶at sz¶am¶³t¶as.





























































































A fÄuggv¶eny az 1-et, mint fÄuggv¶eny¶ert¶eket az x = 2:4 helyen veszi fel,
ami azt jelenti, hogy a k¶et kÄoz¶eppont ezen t¶avols¶aga eset¶en a k¶et kÄoz¶eppont
adott kÄornyezet¶eben (ld. ®) ugyanannyi meg¯gyel¶esi egys¶eg tal¶alhat¶o, mint
a k¶et kÄoz¶eppontot elv¶alaszt¶o oszt¶opont (jelen esetben felez}opont) ugyanazon
kÄornyezet¶eben. A h¶arom pont teh¶at a s}ur}us¶eg szempontj¶ab¶ol egym¶ast¶ol nem
megkÄulÄonbÄoztethet}o. A t¶avols¶ag tov¶abbi nÄovel¶es¶evel az index ¶ert¶eke (csÄok-
ken}o Äutemben) tov¶abb csÄokken.
A fenti k¶³s¶erletben az ® ¶ert¶ek¶et 0.5-nek v¶alasztottam. Hogy hogyan
v¶altoznak a fÄuggv¶eny ¶ert¶ekei m¶as ® param¶eter¶ert¶ekek eset¶en, a 3. ¶abra tov¶abbi
gra¯konjai mutatj¶ak. L¶athat¶o, hogy az ® ¶ert¶eket nÄovelve az ind = 1 egyen-
let megold¶asai { vagyis azon klaszterkÄoz¶eppont t¶avols¶agok, melyekre az ind
index ¶ert¶eke 1 lesz { is egyre nÄovekednek.
Vagyis c¶elszer}u min¶el kisebb ® ¶ert¶eket v¶alasztani. Azonban a norm¶al el-
oszl¶as eset¶eben az elm¶eleti val¶osz¶³n}us¶egek sz¶amolhat¶ok akkor is, ha ® nagyon
kicsi, addig a konkr¶et adatb¶azis eset¶en ezek a kicsi intervallumok nem tar-
talmaznak majd meg¯gyel¶esi egys¶egeket, vagyis nem lesznek alkalmasak az
Äosszehasonl¶³t¶asra. Ennek tov¶abbi vizsg¶alata c¶elj¶ab¶ol megrajzoltam egy fÄugg-
v¶enyt, mely azon klaszterkÄoz¶eppontok t¶avols¶ag¶at adja meg az ® fÄuggv¶eny¶eben,
melyek eset¶eben az ind index ¶ert¶eke 1 lett (4. ¶abra).
4. ¶abra. Az ind = 1 eredm¶enyt ad¶o klasztert¶avols¶agok az alfa param¶eter fÄuggv¶eny¶eben.
Forr¶as: saj¶at sz¶am¶³t¶as.
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A gra¯kon azt mutatja, hogy a v¶altoz¶o (®) nÄoveked¶es¶evel egyre nÄovekv}o
m¶ert¶ekben nÄovekszik a fÄuggv¶eny¶ert¶ek. M¶as sz¶oval, min¶el nagyobb ® ¶ert¶eket
v¶alasztunk, ann¶al t¶avolabbinak kell lennie a k¶et klaszternek, hogy meg tudjuk
kÄulÄonbÄoztetni }oket8. Mivel a fÄuggv¶eny monoton nÄovekv}o, ez¶ert az optim¶alis
¶ert¶eket az ¶ertelmez¶esi tartom¶any bal oldal¶an veszi fel. Itt bizonyos tar-
tom¶anyonk¶ent konstans ¶ert¶eket vesz fel (ezen a r¶esz¶en a nÄoveked¶es lass¶ubb),
vagyis ezen a r¶eszen kell egy alkalmas ® ¶ert¶eket kiv¶alasztani. A tov¶abbiakban
legyen ez az ¶ert¶ek ® = 0:4, ¯gyelembe v¶eve a kor¶abbi ¶erveket.
Tov¶abbi k¶erd¶es azonban, hogy a fenti k¶³s¶erlet eredm¶enye 2 gÄombszim-
metrikus klaszter eset¶eben lett ki¶ert¶ekelve. Van-e ennek hat¶asa a 4. ¶abra
gra¯konj¶anak jelleg¶ere? A k¶³s¶erlet kÄulÄonbÄoz}o sz¶or¶as param¶eterek mellett
megism¶etelve ugyanazt a jelleg}u gÄorb¶et adta.
4.3 A m¶odos¶³tott S Dbw¤¤ index szerkezet¶enek vizsg¶alata
A vizsg¶alat egyik c¶elja, hogy a teljes index ¶ert¶ek¶et a k¶et r¶eszindex v¶altoz¶as¶anak
fÄuggv¶eny¶eben ¯gyelhessÄuk meg. Ennek modellez¶es¶ere egy h¶arom klaszterb}ol
¶all¶o adatb¶azist k¶esz¶³tettem, amelyben k¶et klaszter hely¶et nem v¶altoztattam,
a harmadikat pedig kiindul¶ask¶ent az egyik ¯x klaszterre helyeztem, majd
t¶avol¶³tottam t}ole az x tengely ment¶en (mikÄozben a m¶asik klaszterhez sem
kÄozel¶³tettem). A k¶et egym¶ast ¶atfed}o klaszter egyszer egynek, majd k¶et
kÄulÄonbÄoz}o klaszternek tekintettem, ¶es vizsg¶altam az indexek ¶ert¶ek¶et mindk¶et
v¶altozat eset¶eben. A harmadik klaszterra az¶ert volt szÄuks¶eg, hogy minden
esetben legyen legal¶abb k¶et klaszter, amire az index sz¶amolhat¶o.
El}oszÄor mindh¶arom (C1; C2; C3) klaszter x ¶es y ir¶any¶u sz¶or¶as¶at azonosra
¶all¶³tom: ¾1x = ¾2x = ¾3x = ¾1y = ¾2y = ¾3y = 1. A v1 = (0; 0)
T ,
v2 = (d; 0)
T , ahol d 2 [0; 7], tov¶abb¶a v3 = (0; ¡7)T pedig az egyes klaszterek
kÄoz¶eppontjait hat¶arozz¶ak meg. Mindh¶arom klaszter 1000 meg¯gyel¶esi egys¶e-
get tartalmazott. El}oszÄor a C1 ¶es a C2 klasztert Äosszevontam egy klaszterr¶e,
majd pedig kÄulÄon klaszternek tekintettem }oket, ¶es mindk¶et esetben vizs-
g¶altam az indexek ¶ert¶ek¶et, mikÄozben az d ¶ert¶ek¶et 0-t¶ol 7-ig v¶altoztattam
bizonyos l¶ep¶eskÄozÄonk¶ent. Az eredm¶enyek a 2. t¶abl¶azatban l¶athat¶ok. Az egyes
r¶eszindexeket, valamint a teljes indexet is p¶arba ¶all¶³tottam a k¶et klaszteres
ill. a h¶arom klaszteres megold¶asok eset¶eben. A k¶et utols¶o oszlop Äosszeha-
sonl¶³t¶as¶ab¶ol l¶athat¶o, hogy az indexek nagys¶ag¶aban kb. 3.5-4 egys¶eg t¶avols¶ag
(3:5 < d < 4) eset¶en v¶alt¶as tÄort¶enik. Innent}ol kezdve teh¶at a h¶arom klasztert
tartalmaz¶o megold¶ast fogadjuk el a m¶asikkal szemben. Vagyis, ha a k¶et
klaszter sz¶or¶asa 1-1 egys¶eg, akkor kÄoz¶eppontjuk kb. 4 egys¶eg t¶avols¶agra kell,
hogy legyen, hogy k¶et kÄulÄonbÄoz}o klaszterk¶ent ¶ert¶ekelje }oket az index. Vagyis
nem szÄuks¶eges teljesen ¶atfed¶esmentesnek lenniÄuk (,,j¶ol szepar¶alt"), bizonyos
¶atfed¶es eset¶en is felismerhet}o a kett}o kÄulÄonbÄoz}os¶ege.
8Itt m¶eg nem kerÄult sor annak vizsg¶alat¶ara, hogy az index milyen ¶ert¶eke mellett
kÄulÄonbÄoztethet}o meg k¶et klaszter. Erre k¶es}obb kerÄul sor.
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T¶avols¶ag Dens bw¤¤ Dens bw¤¤ Scat Scat S Dbw¤¤ S Dbw¤¤
d nc = 2 nc = 3 nc = 2 nc = 3 nc = 2 nc = 3
0:0 0:0053 0:3281 0:0592 0:0776 0:0644 0:4057
0:5 0:0000 0:3076 0:0593 0:0790 0:0593 0:3866
1:0 0:0000 0:2266 0:0608 0:0770 0:0608 0:3036
1:5 0:0093 0:2336 0:0671 0:0792 0:0764 0:3128
2:0 0:0156 0:1911 0:0715 0:0782 0:0872 0:2693
2:5 0:0147 0:1774 0:0779 0:0792 0:0926 0:2566
3:0 0:0294 0:1188 0:0871 0:0776 0:1165 0:1964
3:5 0:0777 0:1004 0:0927 0:0744 0.1704 0 :1748
4:0 0:0437 0:0408 0:1046 0:0723 0.1483 0 :1131
4:5 0:0463 0:0383 0:1140 0:0725 0:1603 0:1108
5:0 0:0756 0:0146 0:1248 0:0693 0:2004 0:0838
5:5 0:1067 0:0099 0:1330 0:0660 0:2397 0:0759
6:0 0:0895 0:0045 0:1444 0:0618 0:2338 0:0662
6:5 0:0806 0:0036 0:1519 0:0600 0:2325 0:0637
7:0 0:1190 0:0056 0:1613 0:0569 0:2803 0:0625
nc : klaszterek sz¶ama
2. t¶abl¶azat. A r¶eszindexek ¶es a teljes index ¶ert¶ekei a t¶avols¶ag fÄuggv¶eny¶eben
2 ¶es 3 klaszter k¶epz¶ese eset¶en. Forr¶as: saj¶at sz¶am¶³t¶as.
A 2. t¶abl¶azat alapj¶an vizsg¶alhatjuk a k¶et r¶eszindexet is, melyek Äosszegek¶ent
¶all el}o az el}obb vizsg¶alt index. A Scat r¶eszindex m¶eri a klasztereken belÄuli
sz¶or¶as ¶ert¶ek¶et. L¶athat¶o, hogy a k¶et klaszteres sz¶am¶³t¶asn¶al nÄovekszik az
¶ert¶eke, ha nÄoveljÄuk a C1 ¶es a C2 klaszterek t¶avols¶ag¶at (ezt a k¶et klasztert
ugyanis egynek tekintjÄuk ekkor). A h¶arom klaszteres v¶altozat eset¶eben ez a
r¶eszindex egyre csÄokken. Magyar¶azata: m¶³g a h¶arom klaszter sz¶or¶asa kÄulÄon-
kÄulÄon v¶altozatlan, addig az Äosszes meg¯gyel¶esi egys¶eg ¶altal alkotott ,,nagy"
klaszter sz¶or¶asa nÄovekszik. A 6. egyenlet ¶ertelm¶eben a h¶anyadosuk csÄokken.
Ugyancsak a 2. t¶abl¶azat alapj¶an vizsg¶aljuk meg a m¶asik, a Dens¤¤bw r¶esz-
indexet. A h¶arom klaszteres v¶altozat eredm¶enyeit (3. oszlop) ¯gyelve meg-
¶allap¶³that¶o a csÄokken}o tendencia. Oka: a k¶et t¶avolod¶o klaszter kÄozÄott egyre
kevesebb meg¯gyel¶esi egys¶eg tal¶alhat¶o, ez¶ert a r¶eszindex sz¶aml¶al¶oja (ld. 1.
egyenlet) csÄokken, m¶³g nevez}oje v¶altozatlan marad. A k¶et klaszteres v¶altozat
(2. oszlop) eset¶eben, mivel C1 ¶es a C2 klaszter alkot egy klasztert, a k¶et klasz-
ter t¶avolod¶asakor a r¶eszindex nevez}oje csÄokken, vagyis a tÄort ¶ert¶eke nÄovekszik.
A k¶et r¶eszindex ¶ert¶eke 3 klaszter ¯gyelembev¶etel¶evel csÄokken (teh¶at Äossze-
gÄuk is csÄokken), 2 klaszter eset¶eben pedig nÄovekszik (teh¶at ÄosszegÄuk is). Ezen
hat¶asok eredm¶enyek¶ent egy bizonyos t¶avols¶agban a k¶et index (utols¶o k¶et osz-
lop) nagys¶ag¶anak viszonya megfordul. Innent}ol a h¶arom klaszteres megold¶ast
v¶alasztjuk a k¶et klaszteres megold¶as helyett.
A szimul¶aci¶ot tÄobbf¶elek¶eppen is elv¶egeztem. El}oszÄor a klaszterek minden
sz¶am¶³t¶as (d ¶ert¶ek) eset¶en ugyanazok voltak, ¶es csak az egyik klaszter (C2)
elemeinek els}o v¶altoz¶oj¶at nÄoveltem a megadott d ¶ert¶ekkel (,,A" v¶altozat). A
m¶asodik esetben minden egyes t¶avols¶ag eset¶en ¶uj klasztereket ¶all¶³tottam el}o
a megfelel}o patam¶eterek alapj¶an (,,B" v¶altozat). Mindk¶et esetben kÄulÄonbÄoz}o
sz¶or¶as-be¶all¶³t¶asok mellett is elv¶egeztem a szimul¶aci¶ot (¾1x-et ¶es ¾2x-et v¶altoz-
tattam, a tÄobbi ¶ert¶ek¶et konstansnak vettem), amint a 3. t¶abl¶azatban l¶athat¶o.
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K¶³s¶erlet ¾1x ¾2x Szimul¶aci¶ok sz¶ama az adott t¶avols¶ageredm¶enyekkel
3.5 4 4.5 5 5.5 6 6.5 7 7.5 8 8.5 9 9.5 10 10.5 11
A 1 1 2 8
A 1 2 4 6
A 1 3 2 5 2 1
A 2 2 1 2 6 1
A 2 3 2 2 3 3
A 3 3 1 2 3 3 1
B 1 1 3 7
B 1 2 2 7 1
B 1 3 1 7 2
B 2 2 1 3 4 2
B 2 3 3 6 1
B 3 3 1 2 3 3 1
¾ : sz¶or¶as
3. t¶abl¶azat. A szimul¶aci¶ok sz¶ama a h¶arom klaszter felismer¶es¶ehez szÄuks¶eges kÄoz¶eppontok kÄozÄotti
t¶avols¶ag legkisebb ¶ert¶eke szerint, kÄulÄonbÄoz}o sz¶or¶as¶u klaszterek eset¶en. Forr¶as: saj¶at sz¶am¶³t¶as.
A sz¶or¶asok nÄoveked¶ese miatt a klaszterkÄoz¶eppontok t¶avols¶ag¶anak is nagyobb
tartom¶anyt kellett megadni, ez 0{11 egys¶egig terjedt. A k¶et index ¶ert¶ekei
ism¶et a fent le¶³rtak szerint v¶altoztak (a k¶et klaszteres v¶altozat eset¶eben nÄo-
vekedett, a h¶arom klaszteres v¶altozat eset¶eben csÄokkent az index ¶ert¶eke d
nÄoveked¶ese eset¶en), term¶eszetesen a sz¶or¶asok ¶ert¶ek¶enek v¶altoz¶asa miatt m¶as-
m¶as t¶avols¶ag eset¶en kÄovetkezett be a v¶alt¶as.
Minden egyes param¶eterbe¶all¶³t¶as mellett 10-10 futtat¶ast v¶egeztem, ¶es
vizsg¶altam egyr¶eszt az index nÄoveked¶es¶et ill. csÄokken¶es¶et a t¶avols¶ag fÄugg-
v¶eny¶eben, m¶asr¶eszt azt a t¶avols¶agot kerestem, ahol a k¶etklaszteres eredm¶eny
helyett a h¶aromklaszteres eredm¶eny kerÄul elfogad¶asra. A 3. t¶abl¶azat adatai
azt mutatj¶ak, hogy 10 k¶³s¶erlet eset¶en melyik t¶avols¶ag eset¶en ismerte fÄol az
index a h¶arom klaszter jelenl¶et¶et.
A t¶abl¶azat adataib¶ol meg¶allap¶³that¶o, hogy a h¶arom klaszter felismer¶es¶enek
nem felt¶etele, hogy a klaszterek teljesen szepar¶altak legyenek. Az is l¶athat¶o
azonban, hogy a sz¶or¶asok nÄoveked¶ese eset¶en a bizonytalans¶ag is egyre nÄovek-
szik, teh¶at a felismer¶esi t¶avols¶ag sz¶or¶asa is nagyobb.9
A vizsg¶alatban haszn¶alt C3 klaszter szerepe annyi volt, hogy a C1 ¶es C2
Äosszevon¶asa eset¶en is legyen k¶et klaszterÄunk, amelyre az index sz¶amolhat¶o.
Ez¶ert ezt a C1-t}ol ¶es C2-t}ol szepar¶altan helyeztem el, a c¶el ugyanis a C1 ¶es
C2 kÄozÄotti ¶atfed¶es vizsg¶alata volt.
5 Az S Dbwnew ¶es S Dbw
¤¤ index Äosszehasonl¶³t¶asa
Az Äosszehasonl¶³t¶ashoz szintetikusan el}o¶all¶³tott adatb¶azisokat haszn¶alok, me-
lyeken klaszterez}o elj¶ar¶asokat futtatok le kÄulÄonbÄoz}o param¶eterbe¶all¶³t¶asok mel-
lett, ¶es a kapott klasztereken tesztelem a k¶et indexet. Ezt az elj¶ar¶ast kÄovett¶ek
mindh¶arom cikkben, amelyek ennek az indexnek kidolgoz¶as¶aval foglalkoztak.
Halkidi ¶es Vazirgiannis [8] valamint Tong ¶es Tan [17] elemz¶es¶eben, tÄobbek
9A vizsg¶alatok sor¶an a klaszterek elemsz¶ama nem v¶altozott.
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kÄozÄott, az ¶un. DBSCAN [1] algoritmust alkalmazt¶ak. Ez a m¶odszer a s}ur}u-
s¶egek vizsg¶alat¶an alapszik, ¶es nagyon hat¶ekony nem konvex, de j¶ol szepar¶alt
klaszterek elkÄulÄon¶³t¶es¶ere. Ezen vizsg¶alat f¶okusz¶aban azonban a konvex ¶es
nem felt¶etlenÄul teljesen elkÄulÄonÄul}o csoportok felismer¶ese ¶all, ez¶ert helyette az
¶un. MCLUST [3, 4] algoritmust v¶alasztottam. Ez egy modell alap¶u klasztere-
z¶esi elj¶ar¶as, amelynek l¶enyege, hogy az adott adatb¶azis alapj¶an meghat¶arozza
annak az eloszl¶asnak a param¶etereit, amelyb}ol legnagyobb val¶osz¶³n}us¶eggel ke-
letkezhetett egy ilyen adatb¶azis, ¶es ezen elm¶eleti modell alapj¶an, val¶osz¶³n}us¶e-
geket sz¶amolva, sorolja be a meg¯gyel¶esi egys¶egeket klaszterekbe. Mindh¶arom
cikkben alkalmazz¶ak a K-means agglomerat¶³v klaszterez¶esi elj¶ar¶ast. Ennek
ismertet¶es¶ere nem t¶erek ki, hiszen az egyik legsz¶elesebb kÄorben alkalmazott
algoritmus. Ez lesz a m¶asik klaszterez}o elj¶ar¶as, amit alkalmazni fogok.
7 db adatb¶azison tesztelem az indexeket, melyeket mintav¶etellel ¶all¶³tok
el}o adott param¶eter}u norm¶al eloszl¶asokb¶ol. A mint¶ak konvex csoportokat
tartalmaznak, melynek fÄolismer¶es¶eben mindk¶et algoritmus j¶o eredm¶enyeket
¶ert el. Ezen adatb¶azisok el}o¶all¶³t¶as¶anak szempontjai a kÄovetkez}ok voltak:
{ legyen kisebb ¶es nagyobb elemsz¶am¶u klasztereket is tartalmaz¶o adatb¶azis,
{ legyen s}ur}ubb ¶es ritk¶abb klasztereket is tartalmaz¶o adatb¶azis,
{ legyen j¶ol szepar¶alt ¶es kev¶esb¶e j¶ol szepar¶alt klasztereket is tartalmaz¶o
adatb¶azis.
Az adatb¶azisok k¶et v¶altoz¶ot tartalmaztak, hogy az eredm¶enyek ki¶ert¶eke-
l¶esekor legyen lehet}os¶eg annak szeml¶eltet¶es¶ere is, ¶³gy lehet}os¶eget teremtve an-
nak jobb meg¶ert¶es¶ere. Term¶eszetesen a tov¶abbiakban semmi akad¶alya annak,
hogy tÄobbv¶altoz¶os adatb¶azisok eset¶en is teszteljÄuk/alkalmazzuk az indexet,
azonban ekkor a szeml¶eltet¶es nehezebb, vagy nem megoldhat¶o.
A 4. t¶abl¶azat mutatja a l¶etrehozott adatb¶azisok param¶etereit (klaszterek
kÄoz¶eppontja, sz¶or¶asa, elemsz¶ama). Az els}o n¶egy esetben 4 klasztert ¶all¶³tottam
el}o, ¶es az els}o esetben olyan t¶avol helyeztem el }oket, hogy teljesen szepar¶altak
legyenek. A tov¶abbi 3 esetben kÄozelebb helyeztem }oket ill. v¶altoztattam az
elemsz¶amukat (egyr¶eszt ¶ugy, hogy egyszerre mindegyik kevesebb elemet tar-
talmazzon, m¶asr¶eszt ¶ugy, hogy kÄulÄonbÄoz}o legyen az elemsz¶amuk). Az 5. adat-
b¶azis egy h¶aromklaszteres elrendez¶es, melyben K1 ¶es K2 kÄozÄott ¶atfed¶es van,
m¶³g K3 egy t¶avolabb lev}o klaszter, s}ur}us¶egÄuk pedig kÄulÄonbÄoz}o. A 6. adatb¶azis
tartalmaz ellipszis alak¶u klasztereket is, ezenfelÄul a K1 kiv¶etel¶evel a tÄobbi
¶atfed¶eseket is tartalmaz, azaz ezen klaszterek kÄozÄotti elemsz¶am nagyobb,
mint az els}o n¶egy klaszter eset¶eben. Az utols¶o adatb¶azis eset¶eben a K3 el-
kÄulÄonÄul a tÄobbit}ol, a tÄobbi h¶arom pedig jobban ¶atfedi egym¶ast, mint az eddigi
p¶eld¶akban gener¶alt klaszterek eset¶eben.
Term¶eszetesen a szimul¶aci¶oval nem lehet minden lehets¶eges helyzetet ellen-
}orizni. Itt a c¶el annak vizsg¶alata volt, hogy az egym¶ashoz kÄozelebb lev}o klasz-
terek eset¶eben kimutathat¶o kÄulÄonbs¶eg van-e a k¶et index eredm¶enyei kÄozÄott.
Mindk¶et m¶odszer (K-means, Mclust) eset¶eben a klaszterek sz¶am¶at 2-t}ol
7-ig v¶altoztattam. Ezut¶an Äosszehasonl¶³tottam a besorol¶asokat a t¶enyleges
klaszterbesorol¶asokkal, ¶es a legtÄobb egyez¶est mutat¶o eredm¶enyt v¶alasztottam
legjobbnak. Ezut¶an azt vizsg¶altam, hogy a k¶et index melyik besorol¶ast
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fogja legjobbk¶ent ¶ert¶ekelni. Mindegyik esetben 10-10 mint¶at gener¶altam (a
megadott param¶eterek mellett, ld. 4. t¶abl¶azat), ¶es a kapott eredm¶enyeket
rendeztem az 5. t¶abl¶azatba.
K1 K2 K3 K4
v1 ¾1 N1 v2 ¾2 N2 v3 ¾3 N3 v4 ¾4 N4
1 (0,0) (1,1) 500 (7,0) (1,1) 500 (0,-7) (1,1) 500 (2,7) (1,1) 500
2 (0,0) (1,1) 500 (4,0) (1,1) 500 (0,-7) (1,1) 500 (2,5) (1,1) 500
3 (0,0) (1,1) 100 (4,0) (1,1) 100 (0,-7) (1,1) 100 (2,5) (1,1) 100
4 (0,0) (1,1) 500 (4,0) (1,1) 100 (0,-7) (1,1) 500 (2,5) (1,1) 250
5 (2,2) (1,1) 750 (6,0) (2,2) 500 (2,-7) (0.5,0.5) 500
6 (-4,0) (1,1) 500 (4,0) (2,2) 1000 (0,-7) (3,2) 500 (2,5) (2,1) 500
7 (0,0) (1,1) 500 (4,0) (1,1) 500 (0,-7) (1,1) 500 (2,2) (1,1) 500
K1, K2, K3, K4: klaszterazonos¶³t¶o
vi: az i-edik klaszter kÄoz¶eppontja
¾i: az i-edik klaszter elemeinek x ¶es y ir¶any¶u sz¶or¶asa
Ni: az i-edik klaszter elemsz¶ama
4. t¶abl¶azat. Az indexek Äosszahasonl¶³t¶as¶ahoz haszn¶alt adatb¶azisok param¶eterei.
Forr¶as: saj¶at Äossze¶all¶³t¶as.
Szimul¶aci¶o Klaszterek sz¶ama
sorsz¶ama KM T-KM S-KM MC T-MC S-MC
1 4 4 4 4 5 4
2 4 4 4 4 4 4
3 4 5 4 4 5 4
4 3 6 5 4 4 4
1. adatb¶azis 5 4 4 4 4 6 4
6 4 7 4 4 5 4
7 4 4 4 4 5 4
8 4 4 4 4 4 4
9 4 4 4 4 5 4
10 4 7 4 4 7 4
1 4 4 4 4 6 4
2 4 4 4 4 5 4
3 4 7 4 4 7 4
4 4 6 4 4 4 4
2. adatb¶azis 5 4 5 4 4 7 4
6 4 5 4 4 5 4
7 4 6 4 4 4 4
8 4 6 4 4 6 4
9 4 7 4 4 5 4
10 4 6 4 4 6 7
1 4 6 4 4 4 4
2 3 6 2 4 7 4
3 4 4 4 4 4 4
4 5 5 5 4 7 6
3. adatb¶azis 5 4 6 4 4 5 4
6 4 5 5 4 7 7
7 4 4 4 4 4 4
8 4 7 4 4 7 4
9 4 4 4 4 7 3
10 4 5 4 4 5 6
(a t¶abl¶azat folytat¶odik)
5. t¶abl¶azat. Az indexek Äosszehasonl¶³t¶as¶anak eredm¶enyei. Forr¶as: saj¶at sz¶am¶³t¶as.
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Szimul¶aci¶o Klaszterek sz¶ama
sorsz¶ama KM T-KM S-KM MC T-MC S-MC
1 3 4 3 3 6 3
2 4 5 4 4 5 4
3 4 4 3 4 5 4
4 4 5 4 4 4 4
4. adatb¶azis 5 3 6 3 3 6 6
6 4 5 4 4 4 4
7 3 7 3 3 7 6
8 4 4 4 3 3 3
9 4 5 4 4 6 4
10 4 7 6 4 3 4
1 3 4 3 4 5 2
2 3 6 3 3 5 2
3 3 3 3 4 2 2
4 3 7 2 3 2 2
5. adatb¶azis 5 3 3 3 2 3 2
6 3 5 3 3 2 2
7 3 5 3 4 2 2
8 3 4 3 4 4 2
9 3 3 3 4 2 2
10 3 5 3 3 5 2
1 4 5 6 4 7 4
2 4 7 6 4 7 5
3 4 6 6 4 7 4
4 4 7 7 4 7 7
6. adatb¶azis 5 4 7 7 4 6 7
6 4 4 4 4 7 4
7 4 6 7 4 6 7
8 4 7 7 4 7 7
9 4 5 5 4 6 7
10 4 6 6 4 5 4
1 4 6 2 4 6 2
2 5 5 2 4 4 2
3 3 5 2 4 5 2
4 4 7 2 4 7 2
7. adatb¶azis 5 4 4 2 4 3 3
6 4 6 2 4 6 2
7 3 6 2 4 5 2
8 4 6 2 4 7 2
9 5 7 2 4 7 2
10 4 4 2 4 3 2
KM, MC: Legjobb csoportos¶³t¶as klasztersz¶ama (K-means, Mclust)
T-KM, T-MC: Tong index eredm¶enye (K-means, Mclust)
S-KM, S-MC: saj¶at index eredm¶enye (K-means, Mclust)
5. t¶abl¶azat. Az indexek Äosszehasonl¶³t¶as¶anak eredm¶enyei (folytat¶as).
A kapott eredm¶enyeket olyan szempont szerint ¶ert¶ekeltem, hogy az egyes
indexek eltal¶alt¶ak-e az adott algoritmus ¶altal el}o¶all¶³tott megold¶asok kÄozÄul a
t¶enylegeshez legkÄozelebb ¶all¶o megold¶ast. Az 1. adatb¶azis tartalmazott j¶ol
szepar¶alt klasztereket, mindk¶et index ebben j¶o eredm¶enyt ¶ert el.
A 2., 3. ¶es 4. adatb¶azisok eset¶eben az 1. adatb¶azis klaszterei kÄozelebb
kerÄultek egym¶ashoz, ill. az elemsz¶amaik is v¶altoztak. Ezekben az esetek-
ben meg¯gyelhet}o, hogy a lecsÄokkentett elemsz¶am (3. adatb¶azis), valamint
az egyenl}otlen elemsz¶am eset¶en (4. adatb¶azis) a saj¶at index teljes¶³tm¶enye is
romlott. A Tong index viszont ezen klaszterelrendez¶esek eset¶en m¶ar nem
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tudott elfogadhat¶o eredm¶enyt adni. Az ¶altalam m¶odos¶³tott index a legjobb
csoportos¶³t¶asnak megfelel}o klasztersz¶amokat tÄobbszÄor tal¶alta el, mint a Tong
index. A tal¶alatok kÄulÄonbs¶ege jelent}os.
Az 5. adatb¶azis eset¶eben l¶enyeges kÄulÄonbs¶eg van az egyes klaszterek s}ur}u-
s¶ege kÄozÄott, tov¶abb¶a a K3 klaszter elkÄulÄonÄul a m¶asik kett}ot}ol. Az eredm¶enyek
tanulm¶anyoz¶as¶ab¶ol az derÄul ki, hogy a K-means algoritmus eset¶eben a h¶arom-
klaszteres elrendez¶es bizonyult a legjobbnak mind a t¶³z szimul¶aci¶o eset¶en, m¶³g
az Mclust algoritmus mindÄossze 4 esetben adott az eredetihez hasonl¶o megol-
d¶ast. Az indexeket vizsg¶alva, a K-means ¶altal el}o¶all¶³tott klaszterek eset¶eben
a saj¶at index jobb eredm¶enyt ¶ert el (a t¶³z szimul¶aci¶o Äosszes¶³t¶esek¶ent), mint a
Tong f¶ele. Ugyanakkor az Mclust ¶altal el}o¶all¶³tott klasztereken v¶egzett szimu-
l¶aci¶ok eset¶eben a saj¶at index mindig a k¶etklaszteres megold¶ast r¶eszes¶³tette
el}onyben, ¶es csak egyszer tal¶alta el a legjobb csoportos¶³t¶ast. Meg¯gyelhet}o
m¶eg, hogy ezen adatb¶azis eset¶en az Mclust algoritmus ¶altal el}o¶all¶³tott klasz-
terek sz¶ama v¶altoz¶ekony volt, 2, 3 ¶es 4 klaszteres megold¶as is el}o¶allt.
A 6. adatb¶azis el}o¶all¶³t¶asakor a sz¶or¶asok v¶altoztat¶as¶aval olyan klasztereket
is k¶epeztem, amelyek nem kÄor alak¶uak. Tov¶abb¶a elemsz¶amban ¶es s}ur}us¶egben
is van kÄozÄottÄuk kÄulÄonbs¶eg. A n¶egy klaszter nem teljesen szepar¶alt egym¶ast¶ol.
Mind a K-means, mind pedig az Mclust legjobb besorol¶asa a n¶egyklaszteres
megold¶as volt (az eredeti adatb¶azis is ennyi klasztert tartalmazott). Ennek
ellen¶ere mindk¶et index l¶enyeg¶eben rossz besorol¶ast hat¶arozott meg. A megol-
d¶asok v¶eletlenszer}unek t}unnek. Vagyis a m¶odos¶³tott index alkalmazhat¶os¶aga
ezen adatb¶azis eset¶eben m¶ar szint¶en megk¶erd}ojelezhet}o.
A 7. adatb¶azis eset¶eben a n¶egy klaszterb}ol h¶arom ¶atfedi egym¶ast, a ne-
gyedik kÄulÄon¶all¶o (K3). Ezen klaszterek felismer¶es¶eben az Mclust algoritmus
egyenletes teljes¶³tm¶enyt ny¶ujtott K-means-szel szemben. Az Tong-f¶ele index
ebben az esetben is sokf¶ele eredm¶enyt adott, szinte v¶eletlenszer}uen, m¶³g a
saj¶at index l¶enyeg¶eben a k¶etklaszteres megold¶ast mutatta legjobbnak. En-
nek az oka, hogy a h¶arom egym¶as mellett lev}o klaszter olyan kÄozel kerÄult
egym¶ashoz, hogy megkÄulÄonbÄoztet¶esÄuk a m¶odos¶³tott index haszn¶alat¶aval nem
lehets¶eges. Ugyanakkor a Tong-f¶ele index eredm¶enyein¶el jobban hasznos¶³that¶o
eredm¶enyt adott.
6 ÄOsszefoglal¶as
A vizsg¶alat al¶a vont index kritikai elemz¶ese ut¶an az index m¶odos¶³t¶as¶ara kerÄult
sor. A szimul¶aci¶os k¶³s¶erletek al¶at¶amasztott¶ak a 3. fejezetben Äosszefoglalt kri-
tikai megjegyz¶eseket, v¶egeredm¶enyben, hogy a Tong-f¶ele index csak j¶ol sze-
par¶alt klaszter-elrendez¶esek eset¶en ny¶ujt megfelel}o seg¶³ts¶eget a klasztersz¶am
megv¶alaszt¶as¶ahoz. Az 5. fejezetben v¶egrehajtott szimul¶aci¶ok megmutatt¶ak
az index tov¶abbfejlesztett v¶altozat¶anak alkalmazhat¶os¶ag¶at olyan esetekben
is, amikor a Tong-f¶ele index eredm¶enyeib}ol haszn¶alhat¶o inform¶aci¶o nem sz¶ar-
mazik. Mivel s}ur}us¶egkÄulÄonbs¶egek alapj¶an sz¶amoljuk az index ¶ert¶ek¶et, ez¶ert
olyan klaszterelrendez¶esek eset¶en, amikor a klaszterek annyira kÄozel vannak,
hogy a klaszterek kÄozÄott m¶ar nincs ritk¶abb terÄulet (ld. 6. adatb¶azis), az index
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m¶ar nem alkalmazhat¶o, vagy egy¶altal¶an nem tud bizonyos klasztereket meg-
kÄulÄonbÄoztetni, ¶es egy m¶asik, ugyanakkor j¶o megold¶ast eredm¶enyez (7. adat-
b¶azis).
A k¶et index vizsg¶alata azt mutatja, hogy a m¶odos¶³t¶as eredm¶enyek¶ent el}o-
¶allt index alkalmazhat¶os¶aga sz¶elesebb kÄor}u, ugyanakkor a korl¶atait is meg-
mutatta a szimul¶aci¶os k¶³s¶erlet. Egy adott adatb¶azis eset¶en, ahol a csoportok
megl¶et¶et, sz¶am¶at keressÄuk, az adatb¶azisb¶ol vett mint¶akon val¶o tesztel¶esek
eredm¶eny¶enek egyez}os¶ege vagy v¶altoz¶ekonys¶aga mutatja az index alkalmaz-
hat¶os¶ag¶at.
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A POSSIBLE SOLUTION OF THE DETERMINATION OF NUMBER
OF CLUSTERS
This paper deals with the problem that in the case of cluster analysis we can get
many solutions. Which is the best approximation of the { hypothetically existing {
groups in the database among these solutions? There are processes trying to answer
this question. On one hand this paper is a critical analysis of such a process, and
on the other hand tries to develop that. The essence of the method is creating
an index which contains the number of elements around the cluster centers and
around a dividing point between the cluster centers. By the help of this index the
classi¯cation accuracy can be characterized. In the case of popular algorithms, such
as K-means { where the desired number of clusters has to be given in advance {
this (modi¯ed) index provides assistance for the decision.






MTA-BCE ,,LendÄulet" Strat¶egiai Interakci¶ok Kutat¶ocsoport
A p¶aronk¶ent Äosszehasonl¶³tott alternat¶³v¶ak rangsorol¶as¶anak probl¶em¶aja egy-
ar¶ant felmerÄul a szavaz¶aselm¶elet, a statisztika, a tudom¶anymetria, a pszi-
chol¶ogia ¶es a sport terÄulet¶en. A nemzetkÄozi szakirodalom alapj¶an r¶eszletesen
¶attekintjÄuk a megold¶asi lehet}os¶egeket, bemutatjuk a gyakorlati alkalmaz¶asok
sor¶an fell¶ep}o k¶erd¶esek kezel¶es¶enek, a val¶os adatoknak megfelel}o matematikai
kÄornyezet fel¶ep¶³t¶es¶enek m¶odjait. Kiemelten t¶argyaljuk a p¶aros Äosszehasonl¶³t¶asi
m¶atrix megad¶as¶at, az egyes pontoz¶asi elj¶ar¶asokat ¶es azok kapcsolat¶at. A ta-
nulm¶any elm¶eleti szempontb¶ol vizsg¶alja a Perron-Frobenius t¶etelen alapul¶o
invari¶ans, fair bets, PageRank, valamint az ir¶any¶³tott gr¶afok cs¶ucsainak rang-
sorol¶asra javasolt internal slackening ¶es poz¶³ci¶os er}o m¶odszereket. A kÄozÄulÄuk
tÄort¶en}o v¶alaszt¶ashoz az axiomatikus megkÄozel¶³t¶est aj¶anljuk, ennek keret¶eben
bemutatjuk az invari¶ans ¶es a fair bets elj¶ar¶asok karakteriz¶aci¶oj¶at, ¶es kit¶erÄunk
a m¶odszerek vitathat¶o tulajdons¶agaira.
Kulcsszavak : preferenci¶ak aggreg¶al¶asa, p¶aros Äosszehasonl¶³t¶as, rangsorol¶as,
karakteriz¶aci¶o
1 Bevezet¶es
A sportrajong¶ok sz¶amtalanszor tal¶alkozhatnak azzal h¶³rrel, hogy a kÄovetkez}o
h¶etf}ot}ol ¶erv¶enyes vil¶agranglist¶at egy adott teniszez}o vezeti. De elgondol-
kodtunk-e m¶ar azon, vajon milyen sz¶am¶³t¶asok, megfontol¶asok ¶allhatnak a
,,hivatalos" sorrend mÄogÄott? A feladat megold¶asa meglehet}osen neh¶eznek
t}unik, amennyiben nem tal¶alunk olyan j¶at¶ekost, aki a vizsg¶alt id}oszakban
egy¶ertelm}u fÄol¶enyben volt, egyetlen ellenfel¶et}ol sem szenvedett veres¶eget,
m¶arpedig legtÄobbszÄor ez a helyzet. A rangsor fel¶all¶³t¶as¶ahoz tÄobb szempontot
1A kutat¶as a T¶AMOP 4.2.4.A/1-11-1-2012-0001 azonos¶³t¶o sz¶am¶u Nemzeti Kiv¶al¶os¶ag
Program { Hazai hallgat¶oi, illetve kutat¶oi szem¶elyi t¶amogat¶ast biztos¶³t¶o rendszer kidol-
goz¶asa ¶es m}ukÄodtet¶ese orsz¶agos program c¶³m}u kiemelt projekt keret¶eben zajlott. A projekt
az Eur¶opai Uni¶o t¶amogat¶as¶aval, az Eur¶opai Szoci¶alis Alap t¶ars¯nansz¶³roz¶as¶aval val¶osul
meg. A szerz}o kÄoszÄonetet mond az OTKA K-77420 p¶aly¶azat p¶enzÄugyi t¶amogat¶as¶a¶ert.
H¶al¶aval tartozom Boz¶oki S¶andornak a k¶ezirat elolvas¶as¶ert ¶es fontos ¶eszrev¶etelei¶ert, va-
lamint k¶et anonim b¶³r¶al¶onak hasznos tan¶acsaik¶ert. Be¶erkezett: 2013. j¶ulius 16. E-mail:
laszlo.csato@uni-corvinus.hu.
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szÄuks¶eges ¯gyelembe vennÄunk. Melyik m¶erk}oz¶esek eredm¶enyei alapj¶an dol-
gozunk? Ez egyszerre jelenthet id}obeli ¶es / vagy t¶erbeli (melyik torn¶akat
vizsg¶aljuk) lehat¶arol¶ast. A k¶erd¶esre adott v¶alasz megadja a vizsg¶aland¶o
teniszez}ok kÄor¶et: olyan sorrendet kell tal¶alnunk, melyben minden, az elemzett
m¶erk}oz¶esek valamelyik¶en r¶esztvev}o j¶at¶ekos szerepel. Az el}obbiek eredm¶enye
hordoz inform¶aci¶ot a k¶et teniszez}o egym¶assal val¶o kapcsolat¶ar¶ol, ez¶ert biz-
tosan sz¶am¶³t¶asba kell venni. R¶aad¶asul ez egy tÄobbdimenzi¶os v¶altoz¶o: egy-
szerre kÄulÄonbÄozhet a m¶erk}oz¶esek sz¶ama ¶es azok kimenetele. L¶enyeg¶eben egy
olyan fÄuggv¶eny de¯ni¶al¶asa v¶alik szÄuks¶egess¶e, amely tetsz}oleges, egym¶as el-
leni teniszmeccs alapj¶an k¶epes a j¶at¶ekosok teljes¶³tm¶eny¶enek ¶ert¶ekel¶es¶ere, azok
rangsorol¶as¶ara.
Az ehhez hasonl¶o komplex, tÄobbszempont¶u dÄont¶esek meghozatala sor¶an
gyakran nem lehets¶eges az alternat¶³v¶ak egyetlen, objekt¶³v sk¶al¶an tÄort¶en}o
¶ert¶ekel¶ese. Amennyiben m¶egis szÄuks¶eg van ezek rangsorol¶as¶ara, ez sokszor,
mint a fenti tenisz vil¶agranglist¶an¶al, p¶aronk¶enti Äosszehasonl¶³t¶asuk alapj¶an
tehet}o meg.
Az ut¶obbi id}oben hazai szerz}okt}ol tÄobb, hasonl¶o t¶em¶aj¶u cikk szÄuletett
(K¶oczy ¶es Strobel, 2010; Csendes ¶es Antal, 2010; London ¶es Csendes, 2013;
Telcs et al., 2013), ugyanakkor eddig nem szÄuletett magyar nyelv}u (ebben
a szerkezetben m¶asmilyen sem) t¶argyal¶as err}ol a terÄuletr}ol. Nem ismerÄunk
olyan ¶attekint¶est sem, amelyben egym¶as mellett szerepeln¶enek az itt t¶argyalt
invari¶ans, fair bets, internal slackening ¶es poz¶³ci¶os er}o m¶odszerek, valamint az
ezekkel kapcsolatos kritik¶ak. Az egys¶eges t¶argyal¶as kÄovetkezt¶eben lehet}os¶e-
gÄunk ny¶³lik n¶eh¶any, eddig nem formaliz¶alt gondolat megfogalmaz¶as¶ara: ilyen
Slutzki ¶es Volij (2005) Äotlete nyom¶an a m¶odszerek du¶alis v¶altozat¶anak beveze-
t¶ese, vagy az elj¶ar¶asok r¶eszletes elemz¶ese a K¶oczy ¶es Strobel (2010) ¶altal beve-
zetett monotonit¶as ¶es a megford¶³that¶os¶ag tekintet¶eben; el}obbi eset¶en n¶eh¶any
probl¶ema m¶eg megold¶asra v¶ar. V¶egÄul { tudom¶asunk szerint el}oszÄor { r¶amu-
tatunk az egyik elj¶ar¶as, a legkisebb n¶egyzetek m¶odszer¶enek tÄobb, egym¶as-
t¶ol fÄuggetlen ,,felfedez¶es¶ere": ¶Eltet}o ¶es KÄoves (1964) statisztikai, Gulliksen
(1956) pszichol¶ogiai vagy Boz¶oki et al. (2010) matematikai-dÄont¶eselm¶eleti t¶e-
m¶aj¶u tanulm¶any¶ara.
A cikk egyszerre tartalmaz irodalmi ¶attekint¶est ¶es bizonyos m¶odszerek
r¶eszletes t¶argyal¶as¶at, emellett n¶eh¶any alkalmaz¶asi lehet}os¶eget is bemutat.
Ez¶ert bizony¶ara lesznek olyan olvas¶ok, akik valamelyik r¶eszt t¶uls¶agosan hosz-
sz¶unak, unalmasnak tartj¶ak, m¶³g egy m¶asikban a r¶eszletes kifejt¶est hi¶anyolj¶ak;
az ebb}ol fakad¶o negat¶³v ¶erz¶eseket a megadott hivatkoz¶asok m¶ers¶ekelhetik. A
mindenre kiterjed}o t¶argyal¶as m¶ar terjedelmi okokb¶ol is lehetetlennek t}unik,
r¶aad¶asul a szerz}o sem ¶all¶³thatja mag¶ar¶ol, hogy mindegyik terÄuletnek szak-
¶ert}oje lenne. Ez¶ert a tanulm¶any egyik legf}obb c¶elja, hogy egyszerre ny¶ujtson
t¶ampontot a m¶odszertani h¶att¶er ir¶ant ¶erdekl}od}o elm¶eleti, ¶es a felhaszn¶al¶asra
tÄorekv}o, gyakorlati probl¶em¶akkal foglalkoz¶o kutat¶oknak.
T¶argyal¶asunk menete a kÄovetkez}o. A 2. fejezetben bemutatjuk a p¶aros
Äosszehasonl¶³t¶ason alapul¶o rangsorol¶as egy modellj¶et, de¯ni¶aljuk a feladat
megold¶as¶ara szolg¶al¶o pontoz¶asi elj¶ar¶ast, ¶es ezek bizonyos tulajdons¶agait. A
3. fejezet { axiomatikus megkÄozel¶³t¶esb}ol { ¶attekint¶est ad az irodalomban java-
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solt m¶odszerekr}ol, ¶es r¶eszletesen t¶argyalja az invari¶ans, fair bets, PageRank,
internal slackening, valamint a poz¶³ci¶os er}o elj¶ar¶asokat. Kit¶erÄunk az alkal-
maz¶asuk mÄogÄott megh¶uz¶od¶o gondolatokra, az ismert karakteriz¶aci¶okra, ¶es a
m¶odszerek vitathat¶o pontjaira. A modell felhaszn¶al¶as¶anak terÄuleteit a 4. fe-
jezet ismerteti, ahol n¶eh¶any tan¶acsot is megfogalmazunk a m¶odszertan gya-
korlati alkalmaz¶asa ir¶ant ¶erdekl}od}ok sz¶am¶ara. Eredm¶enyeinket ¶es a tov¶abbi
kutat¶asi ir¶anyokat az 5. fejezetben ÄosszegezzÄuk.
2 A rangsorol¶asi probl¶ema ¶es megold¶asa
A feladat megold¶as¶ahoz szÄuks¶egÄunk lesz a vizsg¶alt alternat¶³v¶ak (objektumok)
halmaz¶ara, azok p¶aros Äosszehasonl¶³t¶asainak eredm¶enyeire, illetve egy olyan
elj¶ar¶asra, mely a fentiek ismeret¶eben megadja az objektumok sorrendj¶et. Az
els}o alfejezet a probl¶ema de¯ni¶al¶as¶aval, a m¶asodik a rangsorol¶as v¶egrehajt¶as¶a-
val foglalkozik, m¶³g a harmadik az ut¶obbira haszn¶alt elj¶ar¶asokkal kapcsolatos
tulajdons¶agokat fogalmaz meg.
2.1 A p¶aros Äosszehasonl¶³t¶asi m¶atrix
Az alternat¶³v¶ak halmaz¶at jelÄolje N = fX1;X2; . . . ;Xng; n 2 IN . A ren-
delkez¶esre ¶all¶o inform¶aci¶okat egy R 2 IRn£n+ p¶aros Äosszehasonl¶³t¶asi m¶atrixba
tÄomÄor¶³tjÄuk.2 Ennek rij eleme az Xi alternativa Xj elleni teljes¶³tm¶eny¶et,
rij + rji pedig az Äosszehasonl¶³t¶asaik sz¶am¶at mutatja, ¶³gy rij=(rij + rji) egy
lehets¶eges ¶ertelmez¶ese, hogy az el}obbi ekkora es¶ellyel bizonyul jobbnak az
ut¶obbin¶al. A m¶atrix f}o¶atl¶oj¶aban szerepl}o elemek a feladat megold¶asa szem-
pontj¶ab¶ol l¶enyegtelenek. Ez a modell a kÄovetkez}o jelens¶egek le¶³r¶as¶ara alkal-
mas:
1. DÄontetlenek lehet}os¶ege (rij = rji): a dÄont¶eshoz¶o nem k¶epes kÄulÄonbs¶eget
tenni k¶et alternat¶³va kÄozÄott;
2. Elt¶er}o preferenciaintenzit¶as (rij ¸ 0 tetsz}oleges): a p¶aros Äosszehason-
l¶³t¶asok eredm¶enye nem bin¶arisan (jobb/rosszabb) adott, hanem p¶eld¶aul
gyakoris¶agi alapon { az Xi alternat¶³va az esetek 80%-¶aban bizonyult
jobbnak Xj-n¶el;
3. Hi¶anyz¶o Äosszehasonl¶³t¶as (rij + rji = 0): k¶et alternat¶³va egym¶as elleni
teljes¶³tm¶enye ismeretlen;
4. TÄobbszÄorÄos Äosszehasonl¶³t¶as (rij + rji > 1): egyes alternat¶³vap¶arok vi-
szonya tÄobb alkalommal kerÄult meghat¶aroz¶asra (p¶eld¶aul k¶et teniszez}o
tÄobb m¶erk}oz¶est j¶atszott egym¶assal), esetleg kÄulÄonbÄozhet az Äosszehason-
l¶³t¶asok megb¶³zhat¶os¶aga;
Ugyanakkor k¶et lehet}os¶eget nem k¶epes megjelen¶³teni:
2Ezt az angol terminol¶ogia a paired comparison matrix n¶evvel illeti, ami nem ugyanaz,
mint az AHP (Analytic Hierarchy Process) m¶odszertanban haszn¶alt p¶aros Äosszehasonl¶³t¶as
m¶atrix, azaz pairwise comparison matrix (Saaty, 1980).
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1. Nem szimmetrikus eredm¶enyek: k¶et alternat¶³va p¶aros Äosszehasonl¶³t¶asa-
kor nem lehet eltekinteni ennek ir¶any¶at¶ol.
2. ,, ÄOnmag¶aval" vett Äosszehasonl¶³t¶as.
A fenti esetek egy gr¶af seg¶³ts¶eg¶evel szeml¶eltethet}ok, melynek minden cs¶u-
csa egy-egy alternat¶³v¶anak, az ¶elek pedig a kÄoztÄuk lev}o Äosszehasonl¶³t¶asoknak
felelnek meg. Amennyiben az el}oz}oekben eml¶³tett komplik¶aci¶ok egyike sem
¶all fenn, olyan teljes ir¶any¶³tott gr¶afr¶ol besz¶elhetÄunk, ahol az ¶elek ir¶any¶³t¶asa a
szigor¶u preferenciarel¶aci¶ot ¶³rja le. DÄontetlenek eset¶en k¶et cs¶ucs kÄozÄott oda-
vissza ir¶any¶u ¶elek keletkezhetnek. KÄulÄonbÄoz}o intenzit¶asok mellett s¶ulyozott
ir¶any¶³tott gr¶afot kapunk. Hi¶anyz¶o p¶arok eset¶en a gr¶af nem teljes. TÄobbszÄorÄos
Äosszehasonl¶³t¶asokn¶al k¶et cs¶ucsot tÄobb (ak¶ar s¶ulyozott) ¶el is ÄosszekÄothet. Nem
szimmetrikus eredm¶enyek kÄovetkezt¶eben a k¶et cs¶ucs kÄozÄotti ¶elek s¶ulya elt¶er}o
lehet att¶ol fÄugg}oen, melyik ir¶anyba mutatnak, m¶³g az ,,Äonmag¶aval" vett
Äosszehasonl¶³t¶asok hurok¶elekk¶ent jelenhetnek meg.
A nem szimmetrikus eredm¶enyek be¶ep¶³t¶ese meglehet}osen neh¶ez ¶es ritka,
b¶ar j¶ol ismert, hogy p¶eld¶aul a sportban komoly jelent}os¶ege lehet. A fenti
keret szinte az Äosszes, szakirodalomban ismert p¶aros Äosszehasonl¶³t¶as de¯n¶³ci¶ot
mag¶aban foglalja, tal¶an az egyetlen kiv¶etel a s¶ulyozott ir¶any¶³tott gr¶af esete,
mely megengedi az egyes cs¶ucsokhoz tartoz¶o pozit¶³v s¶uly¶u hurok¶eleket (Her-
ings et al., 2005). A 4. fejezetben bemutatott tudom¶anymetriai probl¶em¶akra
ez nem felt¶etlenÄul igaz, ott az Äonhivatkoz¶asoknak is lehet jelent}os¶ege.
2.1. De¯n¶³ci¶o. A rangsorol¶asi probl¶ema egy (N;R) p¶ar, ahol N =
fX1; X2; . . . ; Xng az alternat¶³v¶ak halmaza, R 2 IRn£n pedig a p¶aros Äossze-
hasonl¶³t¶asi m¶atrix.
Bizonyos esetekben, els}osorban a kÄonnyebb ¶ertelmez¶es ok¶an c¶elszer}u lehet
a p¶aros Äosszehasonl¶³t¶asok sz¶am¶at ¶es kimenetel¶et egyar¶ant mag¶aba foglal¶o R
m¶atrix k¶et r¶eszre bont¶asa: ekkor azok kimenetele a ferd¶en szimmetrikus A
eredm¶enym¶atrixba (A> = ¡A) kerÄul az aij = 2(rij ¡ rji) transzform¶aci¶oval,
m¶³g az Äosszehasonl¶³t¶asok sz¶am¶at a szimmetrikus M m¶erk}oz¶esm¶atrix tartal-
mazza, teh¶at mij = rij+rji (Csat¶o, 2013b). Az¶³gy kapott A eredm¶enym¶atrix
azonos a Saaty-f¶ele p¶aros Äosszehasonl¶³t¶as m¶atrixszal (Saaty, 1980), amennyi-
ben az ut¶obbi elemenk¶enti logaritmusait vesszÄuk (Csat¶o, 2012). A 4. feje-
zetben t¶argyalt alkalmaz¶asok egy r¶esze ezt a formalizmust haszn¶alja (Csat¶o,
2012; Temesi et al., 2012).
Az M m¶erk}oz¶esm¶atrix kÄolcsÄonÄosen egy¶ertelm}uen megfeleltethet}o a rang-
sorol¶asi probl¶em¶ahoz tartoz¶o G = (V;E) Äosszehasonl¶³t¶asi (multi)gr¶a®al, ahol
a cs¶ucsok halmaza V = N , m¶³g az E ¶elhalmaz ¶ugy kaphat¶o, hogy az Xi ¶es
Xj cs¶ucs kÄozÄotti ¶elek sz¶ama mij = mji.
2.2 Rangsorol¶as
Az R p¶aros Äosszehasonl¶³t¶asi m¶atrix de¯ni¶al¶asa ut¶an a kÄovetkez}o feladatot az
alternat¶³v¶ak sorba rendez¶ese jelenti. A rangsor egy, az N halmazon ¶ertelme-
zett teljes, tranzit¶³v ¶es re°ex¶³v bin¶aris rel¶aci¶o. Egyfajta inform¶aci¶otÄomÄor¶³t¶es
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v¶alik szÄuks¶egess¶e: az n objektum n(n ¡ 1)=2 kÄolcsÄonÄos ,,t¶avols¶ag¶at" kellene
megfelel}oen le¶³rni a megold¶ask¶ent kapott rangsorb¶ol ad¶od¶o n¡1 kÄulÄonbs¶eggel.
Ez n = 2 eset¶en tÄok¶eletesen reproduk¶alhat¶o, k¶et alternat¶³va eset¶en a p¶aros
Äosszehasonl¶³t¶as kimenetele minden inform¶aci¶ot megad a sorrendr}ol. Ha vi-
szont ezek sz¶ama legal¶abb h¶arom, m¶ar felmerÄulhet a Condorcet-paradoxonb¶ol
ismer}os intranzitivit¶as probl¶em¶aja, amikor X1 jobbnak bizonyul X2-n¶el, X2
megveri X3-at, X3 viszont legy}ozi X1-et.
Moulin (1986) tan¶acs¶at kÄovetve c¶elszer}u elkÄulÄon¶³tve vizsg¶alni a gy}oztes
megad¶as¶anak, illetve egy teljes rangsor fel¶all¶³t¶as¶anak k¶erd¶es¶et. B¶ar Bouyssou
(2004) k¶³s¶erletet tett a k¶et megkÄozel¶³t¶es egyes¶³t¶es¶ere a legjobb alternat¶³va
kiv¶alaszt¶as¶anak sorozatos alkalmaz¶asa r¶ev¶en, eredm¶enyei arra utalnak, hogy
az ¶³gy de¯ni¶alt elj¶ar¶asok szinte mindig megs¶ertenek valamilyen monotonit¶asi
tulajdons¶agot, ez¶ert a probl¶ema megold¶as¶ara ink¶abb a kÄozvetlen rangsorol¶o
elj¶ar¶asok aj¶anlottak.
Ezek szint¶en k¶et csoportba sorolhat¶ok: egy f(R) 2 IRn fÄuggv¶eny form¶aj¶a-
ban adott pontoz¶asi m¶odszer , vagy a rangsorol¶as diszkr¶et optimaliz¶al¶asi prob-
l¶emak¶ent val¶o felfog¶asa (Kemeny, 1959; Slater, 1961). Az ut¶obbi megkÄozel¶³t¶es
gyakran matematikai szempontb¶ol sz¶ep ¶es m¶ely kombinatorikus k¶erd¶esekhez,
illetve bonyolult algoritmikus probl¶em¶akhoz vezet (Hudry, 2009), de tÄobb
szempontb¶ol kifog¶asolhat¶o:
1. Nem teljes (hi¶anyos) Äosszehasonl¶³t¶asok eset¶en a line¶aris rendez¶est gyenge
rendez¶essel c¶elszer}u felv¶altani, de m¶eg ez sem biztos¶³tja egyes elv¶arhat¶o
tulajdons¶agok, p¶eld¶aul az Äonkonzisztens monotonit¶as (self-consistent
monotonicity) teljesÄul¶es¶et (Chebotarev ¶es Shamis, 1997);
2. A kapott sorrend gyakran nem egy¶ertelm}u, tÄobbszÄorÄos optimumok l¶e-
tezhetnek. Ez nem csak a kism¶eret}u, kev¶es alternat¶³v¶at tartalmaz¶o
esetekben k¶epzelhet}o el, a gyakorlati alkalmaz¶asok sor¶an is komoly
probl¶em¶at jelent (Pasteur, 2010);
3. Neh¶ez az ilyen m¶odszerek normat¶³v tulajdons¶againak vizsg¶alata (Bouys-
sou, 2004).
A fenti probl¶em¶ak ellen¶ere k¶ets¶egtelenÄul vonz¶o egy valamilyen szempontb¶ol
optim¶alis megold¶as megad¶asa. A bin¶aris, csak gy}ozelmeket ¶es veres¶egeket
megenged}o esetben p¶eld¶aul k¶ezenfekv}o v¶alaszt¶as azon Äosszehasonl¶³t¶asok sz¶a-
m¶anak minimaliz¶al¶asa, ahol a rangsorban h¶atr¶ebb tal¶alhat¶o alternat¶³va jobb-
nak bizonyult egy n¶ala el}okel}obb helyen szerepl}on¶el; ez a minimum violations
n¶even ismert (Ali et al., 1986).
2.3 Pontoz¶asi elj¶ar¶asok tulajdons¶agai
2.3.1 Megoldhat¶os¶ag
Egyel}ore tekintsÄuk az ¶altal¶anos esetet, amikor az R p¶aros Äosszehasonl¶³t¶asi
m¶atrixra semmilyen megkÄot¶es sincs. JelÄolje R a v¶eges N µ IN objektumhal-
mazzal rendelkez}o rangsorol¶asi probl¶em¶ak oszt¶aly¶at.
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2.2. De¯n¶³ci¶o. A pontoz¶asi elj¶ar¶as egy f : R ! IRn fÄuggv¶eny.3
Az f : R ! IRn ¶es g : R ! IRn pontoz¶asi m¶odszerek ar¶anyosak, f(R) /
g(R), ha minden R 2 R eset¶en 9· > 0 : f(R)i = ·g(R)i minden Xi 2 N -re.
Bizonyos esetekben rem¶enytelennek t}unik egy teljes rangsor fel¶all¶³t¶asa:
amennyiben k¶et objektum kÄozÄott sehogyan sem tal¶alhat¶o kapcsolat, akkor
lehetetlen meg¶allap¶³tani sorrendjÄuket.4 A megold¶as egy¶ertelm}us¶ege az¶ert
k¶³v¶anatos, mert a dÄont¶eshoz¶ok nehezen tudn¶anak ¶ertelmezni tÄobb, egym¶ast¶ol
elt¶er}o sorrendet { b¶ar a fejezet elej¶en eml¶³tett inform¶aci¶otÄomÄor¶³t¶esi ¶ertelmez¶es
alapj¶an n nÄoveked¶es¶evel egyre nagyobb val¶osz¶³n}us¶eggel fordulhat el}o, hogy
az alternat¶³v¶ak teljes¶³tm¶enye nem m¶erhet}o egyetlen dimenzi¶oban. Ez az ¶erv
szint¶en a diszkr¶et optimaliz¶al¶asi probl¶emak¶ent tÄort¶en}o kezel¶es ellen sz¶ol.
A pontoz¶asi elj¶ar¶asok ¶altal szolg¶altatott egy¶ertelm}u megold¶as l¶etez¶ese te-
kintet¶eben alapvet}oen h¶arom el}ofelt¶etelt kÄulÄonbÄoztethetÄunk meg:5
1. Az R p¶aros Äosszehasonl¶³t¶asi m¶atrix irreducibilit¶asa. Ekkor az rij=(rij +
rji) h¶anyados val¶osz¶³n}us¶egi interpret¶aci¶oj¶aban egy tetsz}oleges objektum
pozit¶³v es¶ellyel gy}ozheti le a tÄobbiek b¶armelyik¶et, amennyiben a nem
Äosszehasonl¶³tottak kÄozÄott tetsz}oleges objektuml¶ancon keresztÄul teremt-
het}o kapcsolat. Ez a szÄuks¶eges ¶es el¶egs¶eges felt¶etel a maximum like-
lihood (Zermelo, 1929; Bradley ¶es Terry, 1952), az invari¶ans ¶es a fair
bets m¶odszer (Daniels, 1969; Moon ¶es Pullman, 1970) eset¶en.
2. Az M m¶erk}oz¶esm¶atrix irreducibilit¶asa, azaz k¶et tetsz}oleges objektum
kÄozvetlenÄul vagy kÄozvetve Äosszehasonl¶³that¶o. M¶as szavakkal, a G Äossze-
hasonl¶³t¶asi (multi)gr¶afnak ÄosszefÄugg}onek kell lennie. Ez az el}oz}on¶el
gyeng¶ebb felt¶etel szÄuks¶eges ¶es el¶egs¶eges a legkisebb n¶egyzetek m¶odszer
megold¶as¶anak egy¶ertelm}us¶eg¶ehez.
3. Az elj¶ar¶as az eg¶esz R halmazon j¶ol de¯ni¶alt. Ez a helyzet a pontsz¶am ¶es
az ¶altal¶anos¶³tott sorÄosszeg m¶odszerekn¶el, a maximum likelihood kiter-
jesztett v¶altozat¶an¶al (Conner ¶es Grant, 2000), vagy a PageRankn¶el
(Brin ¶es Page, 1998).
A h¶arom kÄozÄul intuit¶³v alapon a m¶asodik t}unik legvonz¶obbnak. Egyr¶eszt,
ha k¶et alternat¶³va egy¶altal¶an nem hasonl¶³that¶o Äossze, akkor alaptalannak
t}unik b¶armit is mondani a relat¶³v teljes¶³tm¶enyÄukr}ol. C¶elszer}ubb a G Äosszeha-
sonl¶³t¶asi (multi)gr¶af ÄosszefÄugg}o komponenseit kiv¶alasztani, ¶es a rangsorol¶ast
csak ezeken elv¶egezni. M¶asr¶eszt, az irreducibilit¶as megkÄovetel¶ese ar¶anytalanul
korl¶atozza az egym¶assal Äosszevethet}o elemek halmaz¶at. Bizonyos m¶ert¶ekben
az e halmazon ¶ertelmezett pontoz¶asi elj¶ar¶asok is ¶altal¶anos¶³that¶ok a kÄovetkez}o
szakaszban bemutatott elj¶ar¶assal (Zermelo, 1929).
3A meghat¶aroz¶as n¶emileg pontatlan, mert n ¶ert¶eke fÄugg a konkr¶et (N;R) rangsorol¶asi
probl¶em¶at¶ol, azonban nem akartuk tov¶abb bonyol¶³tani a jelÄol¶eseket.
4Gondoljunk p¶eld¶aul arra, hogyan hasonl¶³tan¶ank Äossze k¶et orsz¶ag labdar¶ug¶o bajnoks¶a-
g¶anak gy}ozteseit, ha nem lenn¶enek nemzetkÄozi versenysorozatok, a Bajnokok Lig¶aja ¶es az
Eur¶opa Liga.
5Nem eml¶³tve a j¶at¶ekelm¶eletben javasolt m¶odszereket, melyek ¶altal¶aban a digr¶afok D
halmaz¶an ¶ertelmezettek.
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2.3.2 A karakteriz¶aci¶ohoz szÄuks¶eges axi¶om¶ak
Az invari¶ans ¶es fair bets m¶odszerek t¶argyal¶as¶ahoz szÄuks¶eges az ¶ertelmez¶esi
tartom¶any megszor¶³t¶asa.
Azt mondjuk, hogy Xi kÄozvetve vagy kÄozvetlenÄul legy}ozi Xj-t, azaz Xi !
Xj, ha l¶etezik olyan Xi = Xk0 ; Xk1 ; . . . ;XkT = Xj v¶eges sorozat, melyreQT¡1
t=0 akt;kt+1 > 0. Xi ¶es Xj azonos lig¶aba tartozik , ha Xi $ Xj, vagyis Xi !
Xj ¶es Xj ! Xi is fenn¶all. $ ekvivalencia-rel¶aci¶o, az N alternat¶³vahalmaz egy
part¶³ci¶oj¶at adja (Slutzki ¶es Volij, 2005). Az ekvivalenciaoszt¶alyok lig¶ak , az Xi
objektumot tartalmaz¶o liga jelÄol¶ese [Xi]. Az (N;R) rangsorol¶asi probl¶ema
pontosan akkor ¶all egyetlen lig¶ab¶ol, ha az R m¶atrix irreducibilis. Az ilyen
probl¶em¶ak halmaza legyen RN .
Az Xi objektum lig¶aja er}osebb Xj-¶en¶el, teh¶at [Xi] ! [Xj], ha Xi ! Xj ,
mikÄozben Xj 6! Xi. K¶et liga Äosszehasonl¶³thatatlan, ha egyik sem er}osebb
a m¶asikn¶al, ¶³gy egy lig¶akon ¶ertelmezett irre°ex¶³v, tranzit¶³v, ¶es nem teljes
rel¶aci¶ot kapunk. A k¶es}obbiekben szÄuks¶eg lesz m¶eg egy oszt¶alyra, amikor a
probl¶ema tÄobb lig¶ab¶ol is ¶allhat, de ezek kÄozÄott l¶etezik egyetlen leger}osebb
(unique top cycle). Ezen feladatok halmaza legyen R1. Nyilv¶anval¶oan RN µ





, ahol R[Xi] az R m¶atrix [Xi]-beli objek-
tumokra korl¶atozott alm¶atrixa.
2.3. De¯n¶³ci¶o. Egy (N;R) rangsorol¶asi probl¶ema kiegyens¶ulyozott (bal-
anced), ha ri¤ = r¤i minden Xi 2 N -re (Slutzki ¶es Volij, 2006).
2.4. De¯n¶³ci¶o. Egy (N;R) kiegyens¶ulyozott rangsorol¶asi probl¶ema szab¶alyos
(regular), amennyiben ri¤ = rj¤ minden Xi; Xj 2 N-re (Slutzki ¶es Volij,
2006).
Teh¶at egy sportbajnoks¶ag kiegyens¶ulyozott, ha minden j¶at¶ekos gy}ozel-
meinek ¶es veres¶egeinek sz¶ama megegyezik. Ha ez az ¶ert¶ek mindegyikÄukn¶el
azonos, akkor a probl¶ema szab¶alyos. Slutzki ¶es Volij (2005) ezt a tulaj-
dons¶agot er}osen kiegyens¶ulyozott (strongly balanced) n¶even eml¶³ti.





0 1 1 1 0
0 0 2 0 0
0 1 0 3 0
0 1 2 0 0




A rangsorol¶asi probl¶ema h¶arom lig¶ab¶ol ¶all: [X1] = fX1g, [X2] = [X3] =
[X4] = fX2; X3;X4g, valamint [X5] = fX5g, teh¶at nem l¶etezik egyetlen
leger}osebb liga, a probl¶ema nem R1-beli. Az [X1] ¶es [X5] lig¶ak er}osebbek















ahol a p¶aros Äosszehasonl¶³t¶asi m¶atrix m¶ar irreducibilis. Az (fX2;X3; X4g;
R[X2]) rangsorol¶asi probl¶ema kiegyens¶ulyozott, hiszen minden objektum u-
gyanannyi gy}ozelemmel ¶es veres¶eggel rendelkezik, viszont nem szab¶alyos,
mert ezek sz¶ama (sorrendben) 2, 4 ¶es 3.
2.1. Lemma. Egy (N;R) rangsorol¶asi probl¶ema akkor ¶es csak akkor ki-
egyens¶ulyozott, ha minden lig¶aja kiegyens¶ulyozott ¶es nem Äosszehasonl¶³that¶o
(Slutzki ¶es Volij, 2005).
A kÄovetkez}okben az ¶ertelmez¶esi tartom¶anyt az irreducibilis R p¶aros Äossze-
hasonl¶³t¶asi m¶atrixszal jellemezhet}o rangsorol¶asi probl¶em¶ak RN oszt¶aly¶ara
sz}uk¶³tjÄuk.
2.5. De¯n¶³ci¶o. Egy f : RN ! IRn pontoz¶asi m¶odszer egys¶eges (uniform),
ha minden (N;R) 2 RN szab¶alyos rangsorol¶asi probl¶em¶ara fi(R) = 1=n
minden Xi 2 N eset¶en (Slutzki ¶es Volij, 2006).
Az egys¶egess¶eg szerint, amennyiben minden j¶at¶ekos ugyanannyi gy}oze-
lemmel ¶es veres¶eggel rendelkezik, akkor a rangsorban sem teszÄunk kÄoztÄuk
kÄulÄonbs¶eget.
2.6. De¯n¶³ci¶o. Egy f : RN ! IRn pontoz¶asi m¶odszer er}osen egys¶eges
(strongly uniform), ha minden (N;R) 2 RN kiegyens¶ulyozott rangsorol¶asi
probl¶em¶ara fi(R) = 1=n minden Xi 2 N eset¶en (Slutzki ¶es Volij, 2006).
Ez a felt¶etel szigor¶ubb, mint az egys¶egess¶eg. Az alternat¶³v¶ak megkÄu-
lÄonbÄoztethetetlens¶eg¶enek akkor is fenn kell ¶allnia, ha a pozit¶³v ¶es negat¶³v
kimenetelek ar¶anya azonosan egy.
2.7. De¯n¶³ci¶o. Egy f : RN ! IRn pontoz¶asi m¶odszer kÄozÄombÄos6 (neutral),
ha minden (N;R) 2 RN szab¶alyos rangsorol¶asi probl¶em¶ara ¶es olyan Q 2
IRn£n szimmetrikus m¶atrixra, amelynek minden diagon¶alis eleme 0 ¶es (N;R+
Q) 2 RN is rangsorol¶asi probl¶ema, fi(R) = 1=n fenn¶all¶asakor fi(R + Q) =
1=n (Slutzki ¶es Volij, 2006).
Vagyis, ha egy szab¶alyos feladatban az alternat¶³v¶ak ¶ert¶ekel¶ese teljesen
azonos, ¶es ezt ¶ugy m¶odos¶³tjuk, hogy az ¶uj Äosszehasonl¶³t¶asoknak minden ob-
jektum ¶eppen a fel¶et nyeri meg, akkor tov¶abbra is egyenl}oen lesznek rang-
sorolva.
2.1. ¶All¶³t¶as. Egy f : RN ! IRn pontoz¶asi m¶odszer akkor ¶es csak akkor
er}osen egys¶eges, ha egys¶eges ¶es kÄozÄombÄos (Slutzki ¶es Volij, 2006).
6A neutral kifejez¶es szok¶asos magyar ford¶³t¶asa semleges. Itt az¶ert nem ezt haszn¶alom,
mert a rangsorol¶asi irodalomban sz¶amos m¶as helyen kÄulÄonbÄoz}o jelent¶essel jelenik meg ez
a fogalom (Chebotarev ¶es Shamis, 1999), ¶es a magyarul c¶elszer}unek tartottam elt¶er}oen
elnevezni ezeket.
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2.8. De¯n¶³ci¶o. Egy f : RN ! IRn pontoz¶asi m¶odszer gyeng¶en addit¶³v
(weakly additive), ha minden (N;R) 2 RN szab¶alyos rangsorol¶asi probl¶em¶ara
¶es olyan Q szimmetrikus m¶atrixra, amelynek minden diagon¶alis eleme 0 ¶es
(N;R + Q) 2 RN is rangsorol¶asi probl¶ema, fi(R) ¶es (ri¤) ar¶anyoss¶ag¶ab¶ol
[fi(R) / (ri¤)] kÄovetkezik fi(R+Q) ¶es (ri¤ + qi¤) ar¶anyoss¶aga [fi(R+Q) /
(ri¤ + qi¤)] (Slutzki ¶es Volij, 2006).
A gyenge additivit¶as szerint, ha egy szab¶alyos rangsorol¶asi probl¶em¶aban
az alternat¶³v¶ak ¶ert¶ekel¶ese a gy}ozelmeik sz¶am¶aval azonos, ¶es n¶eh¶any p¶aros¶³-
t¶asban ¶uj, dÄontetlen kimenetel}u m¶erk}oz¶eseket j¶atszanak le, akkor azok relat¶³v
viszony¶at tov¶abbra is a gy}ozelmek ar¶anya hat¶arozza meg.
2.9. De¯n¶³ci¶o. Egy f : RN ! IRn pontoz¶asi m¶odszer invari¶ans a referencia
intenzit¶asra (invariant to reference intensity), ha minden (N;R) 2 RN rang-
sorol¶asi probl¶em¶ara ¶es ¤ 2 IRn£n pozit¶³v diagon¶alis elemekkel rendelkez}o
diagon¶alis m¶atrixra f(R) = f(R¤) (Slutzki ¶es Volij, 2006).
A referencia intenzit¶asra val¶o invariancia ¶ertelm¶eben az objektumok vere-
s¶egeinek ar¶anyos (de a vizsg¶alt alternat¶³v¶at¶ol fÄugg}o) v¶altoztat¶asa nem befo-
ly¶asolja azok sorrendj¶et. P¶eld¶aul weblapok rangsora nem v¶altozik, amennyi-
ben valamelyik oldal az Äosszes, ¶altala megadott referencia sz¶am¶at konstans-
szoros¶ara v¶altoztatja.
2.10. De¯n¶³ci¶o. Egy f : RN ! IRn pontoz¶asi m¶odszer ford¶³tottan ar¶anyos
a veres¶egekkel (inversely proportional to losses), ha minden (N;R) 2 RN
kiegyens¶ulyozott rangsorol¶asi probl¶em¶ara ¶es ¤ 2 IRn£n pozit¶³v diagon¶alis
elemekkel rendelkez}o diagon¶alis m¶atrixra fi(R¤)=fj(R¤) = ¸jj=¸ii minden
Xi;Xj 2 N eset¶en (Slutzki ¶es Volij, 2006).
A veres¶egekkel val¶o ford¶³tott ar¶anyoss¶ag azt kÄoveteli meg, hogy egy, az
alternat¶³v¶ak kÄozÄotti sorrend meghat¶aroz¶as¶ara alkalmatlan kiegyens¶ulyozott
rangsorol¶asi probl¶em¶aban a veres¶egek sz¶am¶at konstansszoros¶ara v¶altoztatva
az objektumok ¶ert¶ekel¶ese ezzel ford¶³tott ar¶anyban v¶altozik. Egyetlen pon-
toz¶asi elj¶ar¶as sem lehet egyszerre invari¶ans a referencia intenzit¶asra ¶es for-
d¶³tottan ar¶anyos a veres¶egekkel, hiszen a veres¶egek sz¶am¶anak ar¶anyos m¶o-
dos¶³t¶asa elt¶er}o kÄovetkezm¶enyekkel j¶ar a k¶et tulajdons¶ag eset¶en, b¶ar ut¶obbi
felt¶etelei szigor¶ubbak.
2.3.3 Az ¶ertelmez¶esi tartom¶anyt kiterjeszt}o tulajdons¶agok
A kÄovetkez}o tulajdons¶agok lehet}ov¶e teszik az irreducibilis p¶aros Äosszeha-
sonl¶³t¶asi m¶atrixot eredm¶enyez}o, RN -beli rangsorol¶asi probl¶em¶ak halmaz¶an
¶ertelmezett pontoz¶asi m¶odszerek kiterjeszt¶es¶et a teljes R oszt¶alyra.
Legyen PN az N -en ¶ertelmezett lehets¶eges rangsorok, azaz re°ex¶³v ¶es
tranzit¶³v (de nem felt¶etlenÄul teljes) bin¶aris rel¶aci¶ok halmaza. A rangsorol¶asi
m¶odszer egy º: R ! PN fÄuggv¶eny, minden (N;R) 2 R rangsorol¶asi probl¶e-
m¶ahoz egy N -en ¶ertelmezett ºR rangsort rendel. Az egyszer}us¶eg kedv¶e¶ert,
ha ez nem okoz f¶elre¶ert¶est, a feladatra utal¶o R als¶o indexet elhagyjuk. º
egyben meghat¶arozza az al¶abbi rel¶aci¶okat:
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1. Xi Â Xj , azaz Xi jobb Xj -n¶el, ha Xi º Xj ¶es Xj 6º Xi;
2. Xi » Xj , azaz Xi ¶es Xj azonos er}oss¶eg}u, ha Xi º Xj ¶es Xj º Xi;
3. Xi ? Xj , azaz Xi ¶es Xj nem Äosszehasonl¶³that¶o, ha Xi º Xj ¶es Xj º Xi
egyike sem ¶all fenn.
2.1. Megjegyz¶es. Minden f : R ! IRn pontoz¶asi elj¶ar¶as meghat¶aroz
egy ºf : R ! PN rangsorol¶asi m¶odszert az f(R)i ¸ f(R)j ) Xi ºf Xj
de¯n¶³ci¶oval. A kapott rangsor egy¶ertelm}u ¶es teljes, Xi ?f Xj nem lehets¶eges.
Ar¶anyos pontoz¶asi elj¶ar¶asok ugyanazt a rangsorol¶asi m¶odszert gener¶alj¶ak.
2.11. De¯n¶³ci¶o. Egy º2 PN rangsor egyenletes (°at), ha Xi » Xj minden
Xi;Xj 2 N -re (Slutzki ¶es Volij, 2005).
2.12. De¯n¶³ci¶o. Egy º2 PN rangsor kv¶azi egyenletes (quasi-°at), ha Xi »
Xj vagy Xi ? Xj minden Xi;Xj 2 N -re (Slutzki ¶es Volij, 2005).
2.13. De¯n¶³ci¶o. Egy º: R ! PN rangsorol¶asi m¶odszer domin¶ans (domi-
nant), ha minden (N;R) 2 R rangsorol¶asi probl¶em¶ara ¶es Xi; Xj 2 N objek-
tumra [Xi] ! [Xj] eset¶en Xi ºR Xj (Slutzki ¶es Volij, 2005).
Eszerint egy er}osebb lig¶aba tartoz¶o objektum biztosan megel}ozi az Äosszes
gyeng¶ebb lig¶aban szerepl}ot.
2.14. De¯n¶³ci¶o. Egy º: R ! PN rangsorol¶asi m¶odszer kv¶azi teljes (quasi-
complete), ha minden (N;R) 2 R rangsorol¶asi probl¶em¶ara ¶es Xi;Xj 2 N
objektumra Xi 6! Xj ¶es Xj 6! Xi akkor ¶es csak akkor, ha Xi ?R Xj (Slutzki
¶es Volij, 2005).
Vagyis k¶et objektum pontosan akkor nem hasonl¶³that¶o Äossze, ha k¶et, az
er}osebb rel¶aci¶o szerint egym¶assal kapcsolatban nem ¶all¶o lig¶aban tal¶alhat¶ok.
Amennyiben legal¶abb az egyik kÄozvetve legy}ozte a m¶asikat, m¶ar sorrendbe
kell ¶all¶³tani }oket. A dominancia ¶es a kv¶azi teljess¶eg megkÄovetel¶es¶evel a re-
ducibilit¶as¶ert felel}os lig¶ak rendez¶ese egy¶ertelm}uen elv¶egezhet}o.
A harmadik axi¶oma egy ¶ujabb l¶ep¶est tesz abba az ir¶anyba, hogy mik¶ent
kell rangsorolni egy adott liga szerepl}oit. Egy adott ºR rangsor eset¶en jelÄolje
ºR j [Xi] annak az [Xi] halmazra val¶o sz}uk¶³t¶es¶et.
2.15. De¯n¶³ci¶o. Egy º: R ! PN rangsorol¶asi m¶odszer sz¶etv¶alaszthat¶o
(separability), ha minden (N;R) 2 R rangsorol¶asi probl¶em¶ara ¶es Xi 2 N
objektumra ºR j [Xi] =ºR[Xi] (Slutzki ¶es Volij, 2005).
Teh¶at egyfajta fÄuggetlens¶eget t¶etelezÄunk fel: az adott lig¶aban ¶erv¶enyes
rangsor nem fÄugg a tÄobbi liga l¶et¶et}ol, elhelyezked¶es¶et}ol. Ennek megfelel}oen
egy domin¶ans, kv¶azi teljes ¶es sz¶etv¶alaszthat¶o rangsorol¶asi m¶odszert elegend}o
az irreducibilis rangsorol¶asi probl¶em¶ak R1 oszt¶aly¶an de¯ni¶alni, ezt kÄovet}oen
term¶eszetes m¶odon kiterjeszthet}o a teljes R halmazra (Slutzki ¶es Volij, 2005).
Adott (N;R) 2 R rangsorol¶asi probl¶ema ¶es ¾ : N ! N permut¶aci¶o eset¶en
legyen (N;¾R) az a rangsorol¶asi probl¶ema, melyben (¾R)ij = R¾(i);¾(j).
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2.16. De¯n¶³ci¶o. Egy º: R ! PN rangsorol¶asi m¶odszer n¶evtelen (ano-
nymity), ha minden (N;R) 2 R rangsorol¶asi probl¶em¶ara ¶es ¾ : N ! N
permut¶aci¶ora ¾(i) ºR ¾(j) eset¶en i º¾R j (Slutzki ¶es Volij, 2005).
A n¶evtelens¶eg vagy anonimit¶as a szavaz¶aselm¶eletben gyakran haszn¶alt
tulajdons¶ag, amely azt ¶³rja el}o, hogy a m¶odszer eredm¶enye ne fÄuggjÄon a
szavaz¶ok, alternat¶³v¶ak, j¶at¶ekosok stb. nev¶et}ol.
A kÄovetkez}o axi¶oma k¶et, azonos objektumhalmazzal rendelkez}o probl¶ema
aggreg¶al¶as¶aval kapcsolatos. Az (N;R) ¶es (N;Q) rangsorol¶asi probl¶em¶ak
Äosszeg¶et jelÄolje (N;R + Q).
2.17. De¯n¶³ci¶o. Egy º: R ! PN rangsorol¶asi m¶odszer teljes¶³ti kv¶azi egyen-
letess¶eg }orz¶es (quasi-°atness preservation) axi¶om¶at, ha minden (N;R) 2 R
¶es (N;Q) 2 R rangsorol¶asi probl¶em¶ara, ahol ºR kv¶azi egyenletes, ºQ akkor
¶es csak akkor kv¶azi egyenletes, ha ºR+Q kv¶azi egyenletes (Slutzki ¶es Volij,
2005).
Teh¶at, ha k¶et kÄulÄonbÄoz}o probl¶ema egyik¶eben sem tehet}o kÄulÄonbs¶eg az al-
ternat¶³v¶ak kÄozÄott (azaz egyenl}oen rangsoroltak vagy nem Äosszehasonl¶³that¶ok),
akkor ez az aggreg¶alt probl¶em¶ara is igaz. Megford¶³tva, amennyiben legal¶abb
az egyik rangsorol¶asi probl¶em¶aban l¶etezik szigor¶u rel¶aci¶o k¶et objektum kÄozÄott,
akkor ez a kett}o Äosszeg¶ere szint¶en teljesÄulni fog.
Az utols¶o, hatodik tulajdons¶ag m¶ar ismer}os lehet 2.3.2. alfejezetb}ol.
2.18. De¯n¶³ci¶o. Egy º: R ! PN rangsorol¶asi m¶odszer teljes¶³ti negat¶³v
reakci¶o a veres¶egekre (negative responsiveness to losses) axi¶om¶at, ha minden
(N;R) 2 R1 irreducibilis rangsorol¶asi probl¶em¶ara, ahol ºR egyenletes, ¶es
¤ = diag (¸i)i2N diagon¶alis m¶atrixra, ahol (¸i)i2N pozit¶³v ¶es (N;R¤) 2 R,
i ºR¤ j akkor ¶es csak akkor, ha ¸i < ¸j (Slutzki ¶es Volij, 2005).
A negat¶³v reakci¶o alapj¶an, ha egy egyenletes rangsort eredm¶enyez}o p¶aros
Äosszehasonl¶³t¶asi m¶atrixban az alternat¶³v¶ak veres¶egeit egy-egy pozit¶³v kons-
tanssal megszorozzuk, a kialakul¶o sorrendet ford¶³tott ar¶anyoss¶ag r¶ev¶en ennek
nagys¶aga fogja meghat¶arozni. Az Äotlet azon alapul, hogy a m¶odos¶³t¶as nem
befoly¶asolja sem egy objektum gy}ozelmeinek sz¶am¶at, sem pedig veres¶egeinek
eloszl¶as¶at. Azaz, amennyiben a m¶odszer egy adott objektum gy}ozelmeit az
}ot megver}o alternat¶³v¶ak kÄozÄott a veres¶egek ar¶any¶aban osztja sz¶et, akkor az
elszenvedett kudarcok ¸i-vel szorz¶asa nem befoly¶asolja a tÄobbi objektum re-
lat¶³v rangsor¶at. Ennek megfelel}oen csak az Xi objektum relat¶³v poz¶³ci¶oja
v¶altozik, m¶egpedig a szorz¶o konstanssal ford¶³tott ar¶anyban.
2.3.4 Manipul¶aci¶o ¶es megford¶³that¶os¶ag
Sz¶amos olyan helyzet van, ahol a rangsoroland¶o objektumok maguk is k¶epesek
befoly¶asolni a meg¯gyelt eredm¶enyeket. Ilyenkor ¶erdemes megvizsg¶alni, vajon
a rangsorol¶asi m¶odszer t¶enyleg min¶el jobb teljes¶³tm¶eny el¶er¶es¶ere ÄosztÄonzi-e a
r¶esztvev}oket. A sportban p¶eld¶aul szokatlan, ha egy j¶at¶ekos sz¶and¶ekosan vere-
s¶egre j¶atszik; elrettent}o p¶eldak¶ent szolg¶alhat a londoni olimpia n}oi p¶aros tol-
laslabdaversenye (Pauly, 2013). A tudom¶anyos ¶eletben szint¶en nemk¶³v¶anatos
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kÄovetkezm¶enyekkel j¶arhat, amikor egy kutat¶o vagy foly¶oirat a kedvez}obb
tudom¶anymetriai mutat¶ok megszerz¶ese ¶erdek¶eben befoly¶asolni pr¶ob¶alja az
¶altala megadott hivatkoz¶asokat vagy a cikkek terjedelm¶et. Itt is felmerÄult m¶ar
a manipul¶aci¶o gyan¶uja (Smith, 1997). Az Äonhivatkoz¶asokt¶ol eltekintve en-
nek legegyszer}ubb esete, a tov¶abbi, felesleges referenci¶ak elhelyez¶ese, melyek
ut¶olagos ellen}orz¶ese, felÄulvizsg¶alata meglehet}osen neh¶ezkesnek t}unik.
TekintsÄuk azt az R p¶aros Äosszehasonl¶³t¶asi m¶atrixot, ahol rij a Xj foly¶oirat
Xi-re val¶o hivatkoz¶asait adja meg (hiszen egy addicion¶alis referencia az Xi
¶ujs¶ag sz¶am¶ara kedvez}o). Az Äonhivatkoz¶asokkal nem foglalkozunk, a m¶atrix
f}o¶atl¶oj¶anak nincs jelent}os¶ege. Azt mondjuk, hogy egy rangsorol¶asi elj¶ar¶as
monoton, ha egy addicion¶alis hivatkoz¶as nem jav¶³tja az ezt megad¶o foly¶oirat
helyez¶es¶et ¶es a m¶asik¶et sem rontja.
2.19. De¯n¶³ci¶o. Legyen (N;R) 2 R ¶es (N;R0) 2 R k¶et rangsorol¶asi
probl¶ema, melyekre r0ij > rij valamely (Xi;Xj) p¶arra, de rk` = r
0
k` minden
(Xk; X`) 6= (Xi;Xj) eset¶en. Egy º: R ! [NµINPN rangsorol¶asi m¶odszer
gyeng¶en (er}osen) monoton, ha minden Xk 2 N -re Xi ºR Xk eset¶en Xi ºR0
Xk (Xi ÂR0 Xk) ¶es minden Xk 2 N-re Xk ºR Xj eset¶en Xk ºR0 Xj
(Xk ÂR0 Xj) (K¶oczy ¶es Strobel, 2010).
Ehhez hasonl¶o monotonit¶asi tulajdons¶agokat m¶ar kor¶abban is megfogal-
maztak, ezek azonban csak az els}o, Xi ºR0 Xk (Xi ÂR0 Xk) rel¶aci¶o fenn¶all¶as¶at
kÄovetelt¶ek meg az Äosszehasonl¶³t¶asok sz¶am¶anak v¶altozatlans¶aga, ¶alland¶o rij +
rji mellett (Rubinstein, 1980; Bouyssou, 1992).
Az ir¶any¶³tott gr¶afok eset¶en term¶eszetes m¶odon merÄul fel az a k¶erd¶es, hogy
mi tÄort¶enik a rangsorral, amikor minden p¶aros Äosszehasonl¶³t¶as ir¶any¶at meg-
ford¶³tjuk. Ekkor ¶erthet}o az al¶abbi felt¶etel megkÄovetel¶ese.
2.20. De¯n¶³ci¶o. Legyen (N;R) egy tetsz}oleges rangsorol¶asi probl¶ema. Egy
º: R ! PN rangsorol¶asi m¶odszer megford¶³that¶o (inversion), ha Xi ºR Xj
fenn¶all¶asakor Xi ¹R> Xj minden Xi;Xj 2 N -re (Chebotarev ¶es Shamis,
1998).
Teh¶at az Äosszes eredm¶eny megford¶³t¶as¶aval az alternat¶³v¶ak sorrendje pon-
tosan az ellenkez}oj¶ere v¶altozik. Chebotarev (1994, Property 7) ezt az axi¶om¶at
n¶emileg er}osebb form¶aban, pontoz¶asi elj¶ar¶asokra megfogalmazva, transzpo-
n¶alhat¶os¶ag (transposability) n¶even vezeti be.
A megford¶³that¶os¶ag r¶ev¶en megadhat¶o egy tetsz}oleges pontoz¶asi m¶odszer
p¶arja, amit a line¶aris programoz¶as anal¶ogi¶aj¶ara, Slutzki ¶es Volij (2005) nyo-
m¶an, az elj¶ar¶as du¶alj¶anak nevezÄunk.
2.21. De¯n¶³ci¶o. Egy tetsz}oleges f : R ! IRn pontoz¶asi elj¶ar¶as du¶al ja az
a g : R ! IRn pontoz¶asi m¶odszer, amire g(R)i = f(R>)i minden R 2 R
eset¶en.
Egy pontoz¶asi elj¶ar¶as du¶alj¶anak du¶alja ¶eppen az eredeti m¶odszer.
2.2. Megjegyz¶es. A g fÄuggv¶eny szempontj¶ab¶ol a kisebb ¶ert¶ek a kedvez}obb,
ez¶ert az ¶altala meghat¶arozott ºg : R ! PN rangsorol¶asi m¶odszer: g(R)i ·
g(R)j ) Xi ºg Xj .
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Vagyis egy pontoz¶asi elj¶ar¶as ¶altal meghat¶arozott ºf rangsorol¶asi m¶odszer
eset¶en ¶ertelmezhetjÄuk ennek ºg du¶alj¶at is.
2.1. KÄovetkezm¶eny. Egy f : R ! IRn pontoz¶asi elj¶ar¶as ¶altal gener¶alt
ºf : R ! PN rangsorol¶asi m¶odszer akkor ¶es csak akkor megford¶³that¶o, ha
minden (N;R) 2 R eset¶en a g : R ! IRn du¶al pontoz¶asi elj¶ar¶as ¶altal gener¶alt
ºg: R ! PN rangsorol¶asi m¶odszerrel azonos eredm¶enyt ad.
2.2. ¶All¶³t¶as. Az ºf : R ! PN rangsorol¶asi elj¶ar¶as akkor ¶es csak akkor
megford¶³that¶o, ha ºg: R ! IRn du¶al megfelel}oje is az.
Bizony¶³t¶as. Ha ºf megford¶³that¶o, akkor Xi ºfR Xj ) Xj ¹fR> Xi,
azaz f(R)i ¸ f(R)j ) f(R>)i · f(R>)j minden Xi;Xj 2 N ¶es R 2 R
mellett. Mivel f(R)i ¸ f(R)j , g(R)i · g(R)j ¶es f(R>)i · f(R>)j ,
g(R>)i ¸ g(R>)j, valamint g(R)i · g(R)j ) Xi ºg Xj, ebb}ol ¶eppen a
k¶³v¶ant Xi ºgR Xj ) Xj ¹gR> Xi implik¶aci¶o ad¶odik minden Xi; Xj 2 N ¶es
R 2 R eset¶en. A m¶asik ir¶any abb¶ol kÄovetkezik, hogy a du¶al du¶alja az eredeti
m¶odszer. 2
Egy pontoz¶asi elj¶ar¶as ¶altal gener¶alt rangsorol¶asi m¶odszer monotonit¶asa
kapcsolatba hozhat¶o annak du¶alis¶aval, ahogy azt az al¶abbi eredm¶eny szem-
l¶elteti.
2.3. ¶All¶³t¶as. Egy ºf : R ! PN megford¶³that¶o rangsorol¶asi elj¶ar¶as akkor ¶es
csak akkor gyeng¶en (er}osen) monoton, ha ºg: R ! [NµINPN du¶al megfele-
l}oje is az.
Bizony¶³t¶as. A 2.1. kÄovetkezm¶enyb}ol ad¶odik. A bizony¶³t¶asban kulcsszere-
pet j¶atszik ºf megford¶³that¶os¶aga, mert ez garant¶alja az
³








¶es a tÄobbi, hasonl¶o jelleg}u implik¶aci¶o fenn¶all¶as¶at. 2
2.3.5 ÄOnkonzisztens monotonit¶as
Az Äonkonzisztens monotonit¶as (self-consistent monotonicity) (Chebotarev ¶es
Shamis, 1997) azt kÄoveteli meg, hogy a rangsorban a nem rosszabb alter-
nat¶³v¶ak ne h¶atr¶ebb, a biztosan jobbak pedig szigor¶uan el}or¶ebb kerÄuljenek.
Mikor lehet k¶et objektum kÄozÄott ilyen kapcsolatot tal¶alni? El}oszÄor is, a velÄuk
Äosszehasonl¶³tott objektumok erej¶et kell Äosszevetni, amit ¶eppen a vizsg¶alt
rangsorol¶asi m¶odszer biztos¶³t (erre utal az Äonkonzisztens elnevez¶es). M¶asr¶eszt,
az egyik objektum akkor lesz legal¶abb olyan j¶o, mint a m¶asik, ha nem rosz-
szabb ellenfelei ellen legal¶abb olyan eredm¶enyes volt, mint a m¶asik. El}o-
fordulhat, hogy ellenfeleik egym¶assal val¶o Äosszehasonl¶³t¶asa nem szÄuks¶eges,
mert a p¶aros Äosszehasonl¶³t¶as kimenetele valamelyik extr¶emumot veszi fel,
azaz rij > 0 ¶es rji = 0 vagy ford¶³tva.
A kÄorÄulm¶enyes form¶alis de¯n¶³ci¶o helyett a r¶eszletek ir¶ant ¶erdekl}od}o olvas¶o
¯gyelm¶ebe aj¶anljuk a Chebotarev ¶es Shamis (1999) ¶es a Gonz¶alez-D¶³az et al.
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(2014) cikkeket. Csat¶o (2013c) magyar nyelven, r¶eszletesen t¶argyalja ezt
az axi¶om¶at. Az al¶abbi p¶elda illusztr¶alja az Äonkonzisztens monotonit¶as ¶altal
el}o¶³rt felt¶eteleket.
2.2. P¶elda (Chebotarev ¶es Shamis, 1999). A feladat jobb ¶attekinthet}os¶ege
¶erdek¶eben c¶elszer}u az eredm¶enyek vizu¶alis megjelen¶³t¶ese; az 1. ¶abr¶an sze-
repl}o gr¶afban az ir¶any¶³tott ¶elek a gy}oztest}ol a vesztes fel¶e haladnak. Ezt a
megold¶ast a k¶es}obbiekben is haszn¶alni fogjuk.
1. ¶abra. A 2.2. p¶elda rangsorol¶asi probl¶em¶aja
Az Äonkonzisztens monotonit¶as ¶altal megkÄovetelt n¶eh¶any felt¶etel:
1. X6 º X7 ) X2 º X3 ¶es X7 º X6 ) X3 º X2
X2 ¶es X3 egyar¶ant kikapott X1-t}ol, ¶es azonos m¶ert¶ekben gy}ozte le X6-
ot, illetve X7-et. Ez azt jelenti, hogy az ut¶obbi objektump¶ar rangsorbeli
viszonya egy¶ertelm}uen eldÄonti az el}obbi¶et.
2. X6 º X7 ) X4 Â X5
X4-nek k¶et legal¶abb olyan er}os ellenfele volt, mint X5-nek, mindket-
ten veres¶eget szenvedtek X1-t}ol, X4 viszont nem gyeng¶ebb alternat¶³v¶at
gy}ozÄott le, emellett X5-Äot is megverte.
3. (X2 º X3 ¶es X4 º X5) ) X6 º X7
X6 ¶es X7 egyar¶ant legy}ozte X1-et, ¶es kikaptak m¶asik k¶et objektumt¶ol,
ezek azonban X6 eset¶en (X2 ¶es X4) legal¶abb olyan er}osek voltak, mint
X7-n¶el (X3 ¶es X5).
4. A fenti implik¶aci¶ok szigor¶u form¶aban is fel¶³rhat¶ok:
X6 Â X7 ) X2 Â X3 ¶es X7 Â X6 ) X3 Â X2
(X2 º X3 ¶es X4 Â X5) ) X6 Â X7
(X2 Â X3 ¶es X4 º X5) ) X6 Â X7.
Vagyis X6 » X7, ez¶ert X2 » X3 sem lehets¶eges, mert X6 » X7 ) (X2 »
X3 ¶es X4 Â X5) ) X6 Â X7, ami ellentmond¶as. Az Äonkonzisztens mono-
tonit¶as ugyanakkor nem mond semmit X2 ¶es X3, X6 ¶es X7, vagy X2 ¶es X6
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Ennek oka, hogy a gr¶af k¶et izomorf r¶eszre bonthat¶o az fX1;X2;X4; X6g,
illetve fX1;X3; X5;X7g cs¶ucsokkal ¶es a kÄoztÄuk lev}o ¶elekkel, amib}ol csak
a X4 ! X5 ir¶any¶³tott ¶el marad ki, ez pedig az els}o r¶eszgr¶af, illetve az
egym¶asnak megfelel}o poz¶³ci¶oj¶u objektumok fÄol¶eny¶et (X2 Â X3, X4 Â X5
¶es X6 Â X7) sugallja.
3 N¶eh¶any pontoz¶asi elj¶ar¶as
3.1 Axiomatikus szempont¶u ¶attekint¶es
A 2.2. alfejezetben felsorolt ¶ervek alapj¶an Bouyssou (2004) tanulm¶any¶anak
v¶eg¶en azt aj¶anlja, ¶erdemes lenne elkezdeni a pontoz¶asi m¶odszerek alapos vizs-
g¶alat¶at. Az ez ir¶any¶u kutat¶asok egyel}ore kezdeti szakaszban vannak, semmi-
k¶eppen sem tekinthet}ok lez¶artnak. Leg¶³g¶eretesebbnek egyfajta axiomatikus
megkÄozel¶³t¶es alkalmaz¶asa t}unik: n¶eh¶any k¶³v¶anatos vagy elv¶art tulajdons¶ag
de¯ni¶al¶as¶aval j¶ol l¶athat¶ov¶a v¶alnak azok ellentmond¶asai, kÄolcsÄonÄos kapcsola-
tai, illetve az egyes m¶odszerek elt¶er¶esei. Ez hasonl¶³t a kooperat¶³v j¶at¶ekelm¶elet
eloszt¶asi koncepci¶oi eset¶en kÄovetett megkÄozel¶³t¶eshez: a 2012-ben kÄozgazdas¶a-
gi Nobel-d¶³jat nyert Lloyd S. Shapley nev¶ehez f}uz}od}o Shapley-¶ert¶ekre (Shap-
ley, 1953) m¶ar sz¶amos axiomatiz¶aci¶o szÄuletett, nem is eml¶³tve a kÄulÄonbÄoz}o
j¶at¶ekoszt¶alyokon meg¯gyelhet}o elt¶er¶eseket (Pint¶er, 2009).
Az els}o, kÄozvetlenÄul ad¶od¶o megold¶asi lehet}os¶eg a sorÄosszegek alapj¶an tÄor-
t¶en}o rangsorol¶as (Borda, 1781; Copeland, 1951). A m¶odszert Rubinstein
(1980) karakteriz¶alta bajnoks¶agokban (tournament), ahol minden Äosszeha-
sonl¶³t¶as kimenetele ismert ¶es az egyik alternat¶³va egy¶ertelm}uen jobbnak bi-
zonyult a m¶asikn¶al, nincsenek dÄontetlenek vagy elt¶er}o preferenciaintenzit¶a-
sok. Amennyiben az Äosszehasonl¶³t¶asok sz¶ama minden (Xi; Xj) alternat¶³va-
p¶ar eset¶en azonos, azaz rij + rji = rk` + r`k tetsz}oleges Xi; Xj ;Xk;X` 2 N
objektumn¶egyes mellett, akkor kÄorm¶erk}oz¶eses (round-robin) probl¶em¶ar¶ol be-
sz¶elhetÄunk. A szavaz¶asi modellekkel foglalkoz¶o irodalomban legal¶abb h¶arom
axiomatiz¶aci¶o l¶etezik a sorÄosszeg m¶odszerre ebben az esetben (Young, 1974;
Hansson ¶es Sahlquist, 1976; Nitzan ¶es Rubinstein, 1981; Bouyssou, 1992).
Ezek az itt t¶argyalt ¶altal¶anos esetben nem ¶erv¶enyesek, r¶aad¶asul hi¶anyz¶o ¶es
tÄobbszÄorÄos Äosszehasonl¶³t¶asok mellett alkalmaz¶asa er}osen vitathat¶o (Gonz¶alez-
D¶³az et al. 2014) de p¶eld¶aul a hi¶anyz¶o Äosszehasonl¶³t¶asok dÄontetlenk¶ent val¶o
kezel¶es¶evel ez a neh¶ezs¶eg elvileg feloldhat¶o (Telcs et al., 2013). Ezzel azonban
elt¶erÄunk az eredeti feladatt¶ol, ¶³gy kÄulÄonbÄoz}o megold¶asokat kaphatunk.
A p¶aros Äosszehasonl¶³t¶asi m¶atrix bizonyos transzform¶altjain ¶es a Perron-
Frobenius t¶etelen (mely szerint egy nemnegat¶³v, val¶os, n¶egyzetes ¶es irre-
ducibilis m¶atrixban a domin¶ans saj¶at¶ert¶ekhez tartozik az egyetlen, szigor¶uan
pozit¶³v saj¶atvektor) alapul az invari¶ans ¶es a fair bets (Daniels, 1969; Moon ¶es
Pullman, 1970), vagy az el}obbi egy perturb¶alt v¶altozat¶anak megfelel}o Page-
Rank m¶odszer (Brin ¶es Page, 1998). Ezeket az elj¶ar¶asokat, valamint Slutzki
¶es Volij (2005) ¶es Slutzki ¶es Volij (2006) karakteriz¶aci¶oit r¶eszletesen bemu-
tatjuk a 3.2. ¶es a 3.3. szakaszban, az invari¶ans m¶odszer gr¶afelm¶eleti, ordin¶alis
tulajdons¶agokon alapul¶o axiomatiz¶aci¶oj¶aval (Altman ¶es Tennenholtz, 2005)
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azonban nem foglalkozunk.
A j¶at¶ekelm¶eleti irodalomban hasonl¶o feladatk¶ent merÄul fel egy ir¶any¶³tott
gr¶af cs¶ucsainak rangsorol¶asa. Ebben a kÄornyezetben kÄonnyen ¶erthet}o a lok¶alis
¶es glob¶alis pontoz¶asi elj¶ar¶asok megkÄulÄonbÄoztet¶ese: el}obbiek az ir¶any¶³tott gr¶af
helyi strukt¶ur¶aj¶at vizsg¶alj¶ak (a cs¶ucsok ¶ert¶ekel¶es¶en¶el csak azok kÄozvetlen
kapcsolatait, a bemen}o ¶es kimen}o ¶elek sz¶am¶at veszik ¯gyelembe), ut¶obbiak
viszont az eg¶esz gr¶afot tekintik (Herings et al., 2005). Ez egy¶uttal egy j¶ol
ismert axi¶oma, az irrelev¶ans Äosszehasonl¶³t¶asokt¶ol val¶o fÄuggetlens¶eg megjele-
n¶es¶et induk¶alja (Rubinstein, 1980; Gonz¶alez-D¶³az et al., 2014). Rubinstein
(1980) eredm¶eny¶enek ¶altal¶anos¶³t¶as¶ara van den Brink ¶es Gilles (2003) tanul-
m¶anya tett k¶³s¶erletet. A sz¶amos megold¶asi javaslat kÄozÄul ¶erdemes megeml¶³teni
az invari¶ans ¶es fair bets m¶odszerekkel szoros kapcsolatban ¶all¶o ¸ elj¶ar¶ast
(Borm et al., 2002), ¶es a poz¶³ci¶os er}ot (positional power) (Herings et al.,
2005); ezeket a 3.4.1. ¶es a 3.4.2. alfejezetekben t¶argyaljuk.
A kÄulÄonbÄoz}o pontoz¶asi elj¶ar¶asokra de¯ni¶al¶asa mellett viszonylag kevesebb
az egyszerre tÄobb m¶odszert axiomatikus megkÄozel¶³t¶essel vizsg¶al¶o munka.
Laslier (1997), a lehets¶eges karakteriz¶aci¶okra is kit¶erve, sz¶amos megold¶asi
koncepci¶ot r¶eszletesen elemez, ugyanakkor vizsg¶alat¶at kÄorm¶erk}oz¶eses bajnok-
s¶agokra korl¶atozza, ez¶ert jelen cikk szempontj¶ab¶ol kev¶esb¶e relev¶ans. Chebo-
tarev ¶es Shamis (1998) cikke kiv¶al¶o ¶attekint¶est ny¶ujt az ismert axioma-
tiz¶aci¶okr¶ol, tÄobb szempont szerint csoportos¶³tja az ezekhez szÄuks¶eges tulaj-
dons¶agokat (Äosszesen tÄobb mint 40 m¶odszert t¶argyal). Altman ¶es Tennenholtz
(2008) pedig bel¶atja, hogy az ir¶any¶³tott gr¶afokra nem l¶etezik olyan pontoz¶asi
elj¶ar¶as, amely egyszerre rendelkezne j¶o lok¶alis ¶es glob¶alis tulajdons¶agokkal.
Chebotarev ¶es Shamis (1999) az Äonkonzisztens monotonit¶as (Chebotarev
¶es Shamis, 1997) szempontj¶ab¶ol vizsg¶alja a pontoz¶asi elj¶ar¶asok k¶et oszt¶aly¶at,
bizony¶³tva, hogy minden gy}ozelem-veres¶eg kombin¶al¶as¶an (win-loss combin-
ing) alapul¶o elj¶ar¶as megs¶erti azt. Ebbe a csoportba tartozik az invari¶ans
¶es fair bets elj¶ar¶as, illetve a j¶at¶ekelm¶eleti irodalomban haszn¶alt m¶odszerek
tÄobbs¶ege. Ugyanakkor tal¶alhat¶o n¶eh¶any olyan, gy}ozelem-veres¶eg egyes¶³t}o
(win-loss unifying) elj¶ar¶as, amely teljes¶³ti ezt a felt¶etelt. KÄozÄulÄuk kiemelkedik
az egyik klasszikus m¶odszer, a maximum likelihood (Zermelo, 1929; Bradley
¶es Terry, 1952). Az elj¶ar¶as sz¶eles kÄorben ismert ¶es elterjedt, az¶ota is szÄuletnek
ezzel kapcsolatos ¶uj eredm¶enyek: Conner ¶es Grant (2000) a m¶odszer kiter-
jeszt¶es¶ere tesz k¶³s¶erletet, m¶³g Conner ¶es Grant (2009) egy ¶uj monotonit¶asi
tulajdons¶agr¶ol mutatja meg, hogy az ¶altal¶anos¶³tott elj¶ar¶as teljes¶³ti azt.
Az axiomatikus megkÄozel¶³t¶es a pontoz¶asi elj¶ar¶asok ¶altal meghat¶arozott
rangsorol¶asi m¶odszerek Äosszehasonl¶³t¶as¶ara is alkalmazhat¶o (Gonz¶alez-D¶³az
et al., 2014). Az eredm¶enyek alapj¶an kiemelked}oen teljes¶³t a Zermelo-f¶ele
maximum likelihood, amely azonban egy bonyolult nemline¶aris egyenletrend-
szer megold¶as¶at k¶³v¶anja, ez¶ert sz¶am¶³t¶asi szempontb¶ol nem tekinthet}o tÄok¶eletes
v¶alaszt¶asnak. Egy m¶asik, elm¶eleti szempontb¶ol vonz¶o elj¶ar¶as az ¶altal¶anos¶³tott
sorÄosszeg (generalized row sum) m¶odszer (Chebotarev, 1989, 1994). Ez pon-
toz¶asi elj¶ar¶asok egy olyan parametrikus csal¶adja, mely egyik hat¶ar¶ert¶ekk¶ent a
sorÄosszeget, m¶asikk¶ent pedig a legkisebb n¶egyzetek (least squares) m¶odszer¶et
(Horst, 1932; Mosteller, 1951; Morrissey, 1955; Gulliksen, 1956; Kaiser ¶es
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Serlin, 1978) adja. Kisz¶am¶³t¶asa egy line¶aris egyenletrendszer megold¶as¶aval
tÄort¶enik, ennek kÄoszÄonhet}oen bizonyos esetekben egy megfelel}oen v¶alasztott
gr¶afon is ¶ertelmezhet}o (Shamis, 1994).
B¶ar a legkisebb n¶egyzetek m¶odszere szint¶en megs¶erti az Äonkonzisztens
monotonit¶as axi¶om¶aj¶at, egyszer}us¶ege ok¶an m¶egis sz¶eles kÄorben haszn¶alj¶ak.
Bel¶athat¶o, hogy az elj¶ar¶as ekvivalens a nem teljesen kitÄoltÄott p¶aros Äossze-
hasonl¶³t¶as m¶atrixok eset¶en alkalmazott LLSM m¶odszerrel (Boz¶oki et al.,
2010; Csat¶o, 2012), illetve a statisztik¶aban haszn¶alt EKS-elj¶ar¶assal.7 ¶Ugy
t}unik, a p¶arhuzamosan foly¶o kutat¶asok eddig nem nagyon ismert¶ek fel ezt az
azonoss¶agot, a megold¶as egy¶ertelm}us¶eg¶enek k¶et fÄuggetlen bizony¶³t¶asa is l¶ete-
zik (Kaiser ¶es Serlin, 1978; Boz¶oki et al., 2010). Ez azonban egy¶altal¶an nem
tekinthet}o rendk¶³vÄulinek. Az invari¶ans m¶odszer legal¶abb h¶arom kÄulÄonbÄoz}o
alkalommal kerÄult bevezet¶esre (Daniels, 1969; Moon ¶es Pullman, 1970; Pin-
ski ¶es Narin, 1976), a maximum likelihood eset¶en ugyancsak k¶et alapm}uvet
szok¶as eml¶³teni (Zermelo, 1929; Bradley ¶es Terry, 1952). K¶oczy ¶es Nichifor
(2013) sem eml¶³ti, hogy az invari¶ans m¶odszer hib¶ainak korrig¶al¶as¶ara javasolt
elj¶ar¶as azonos a kor¶abbr¶ol ismert fair bets m¶odszerrel, ¶³gy a szerz}ok val¶osz¶³-
n}us¶³thet}oen m¶as ¶uton jutottak erre a kÄovetkeztet¶esre. Hasonl¶o esetek m¶as tu-
dom¶anyterÄuleten sem ismeretlenek: a stabil h¶azass¶ag probl¶ema megold¶as¶ara
szolg¶al¶o Gale-Shapley algoritmust (Gale ¶es Shapley, 1962) a gyakorlati fel-
haszn¶al¶ok m¶ar a m¶odszer publik¶al¶asa el}ott felfedezt¶ek.
A kÄozelm¶ultban { Gonz¶alez-D¶³az et al. (2014) ¶uttÄor}o tanulm¶any¶at¶ol elte-
kintve { a legkisebb n¶egyzetek m¶odszere m¶egis viszonylag kev¶es ¯gyelmet ka-
pott, holott az ¶altal¶anos¶³tott sorÄosszeg m¶odszerrel val¶o szoros kapcsolata azt
sugallja, kedvez}o axiomatikus tulajdons¶agokkal b¶³rhat. KÄozeli rokons¶agban
van a j¶at¶ekelm¶eleti poz¶³ci¶os er}o fogalm¶aval is, emellett a sz¶am¶³t¶as menete, a
PageRank m¶odszerhez hasonl¶oan, szeml¶eletesen ¶ertelmezhet}o gr¶afokon (Csa-
t¶o, 2013b).
T¶em¶ank r¶eszben ¶erintkezik a tudom¶anymetri¶aban haszn¶alt elj¶ar¶asok iro-
dalm¶aval, noha Slutzki ¶es Volij (2006), illetve Gonz¶alez-D¶³az et al. (2014)
¶ovatoss¶agra int az eredm¶enyek egym¶asra tÄort¶en}o ¶atvihet}os¶ege tekintet¶eben
(l¶asd a 3.2.1. szakasz utols¶o bekezd¶es¶et). Mindenesetre ¶erdemes eml¶³t¶est tenni
Palacios-Huerta ¶es Volij (2004) karakteriz¶aci¶os eredm¶enyeir}ol, illetve K¶oczy
¶es Strobel (2010) axiomatikus t¶argyal¶as¶ar¶ol; az ut¶obbi ¶altal bevezetett egyik
tulajdons¶agot, a monotonit¶ast mi is haszn¶alni fogjuk.
3.2 Az invari¶ans ¶es fair bets m¶odszerek
3.2.1 Az elj¶ar¶asok matematikai h¶attere
JelÄolje az R p¶aros Äosszehasonl¶³t¶asi m¶atrix
P
j rij sorÄosszegeit ¶es
P
i rij osz-
lopÄosszegeit, vagyis az j objektum gy}ozelmeinek, illetve veres¶egeinek sz¶am¶at,
ri¤ ¶es r¤j . Legyen C az oszlopÄosszegekb}ol k¶epzett diagon¶alis m¶atrix.
3.1. De¯n¶³ci¶o. Az I(R) invari¶ans m¶odszer (Daniels, 1969; Moon ¶es Pull-
7Ut¶obbir¶ol b}ovebben a 4. fejezetben olvashatunk.
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vj minden Xi 2 N -re;
m¶atrixjelÄol¶esekkel v = RC¡1v egyenletrendszer (irreducibilis R m¶atrix mel-
lett normaliz¶al¶ast¶ol eltekintve egy¶ertelm}u) I(R) = v megold¶asa.












vj minden Xi 2 N-re;
azaz a Cv = Rv egyenletrendszer (irreducibilis R m¶atrix eset¶en normaliz¶a-
l¶ast¶ol eltekintve egy¶ertelm}u) F (R) = v megold¶asa.
L¶athat¶o, hogy mindkett}on¶el szÄuks¶eg van a v¶egs}o vi s¶ulyok normaliz¶al¶as¶ara,
erre leggyakoribb a
Pn
i=1 vi = 1 v¶alaszt¶as. Tetsz}oleges (N;R) rangsorol¶asi
probl¶em¶ara I(R) / CF (R), vagyis a k¶et vektor az alternat¶³v¶ak ugyanazon
sorrendj¶et eredm¶enyezi. Irreducibilis R mellett mindk¶et vektor pozit¶³v, I(R)
az RC¡1, m¶³g F (R) a C¡1R m¶atrix 1 saj¶at¶ert¶ek¶ehez tartoz¶o jobboldali
saj¶atvektor.
A fair bets m¶odszer neve a kÄovetkez}o megfontol¶asb¶ol ad¶odik. A v =
(v1; v2; . . . ; vn) ¶ert¶ekeket tekintsÄuk fogad¶asi t¶etek egy sorozat¶anak ¶ugy, hogy
az Xi alternat¶³v¶ara kÄotÄott fogad¶as eset¶en vj Äosszeg nyerhet}o, amennyiben Xi
legy}ozi Xj -t, ¶es vi Äosszeget kell ¯zetni akkor, ha Xi veres¶eget szenved Xj -t}ol
(teh¶at ez ut¶obbi fÄuggetlen a gy}oztes kil¶et¶et}ol). Ekkor az F (R) vektorral a
fogad¶as igazs¶agos, mert a v¶arhat¶o
Pn
j=1 rjivi ki¯zet¶es pontosan megegyezik
a v¶arhat¶o
Pn
j=1 rijvj vesztes¶eggel. Az invari¶ans m¶odszer eset¶en pedig vi az
az Äosszeg, amit ez az igazs¶agos fogad¶as ¯zet az Xi alternat¶³va gy}ozelmekor.
Tov¶abbi interpret¶aci¶ok tal¶alhat¶ok a Chebotarev ¶es Shamis (1999), illetve a
Slutzki ¶es Volij (2006) tanulm¶anyokban.
¶Erdemes m¶as szempontb¶ol is megvizsg¶alni a k¶et elj¶ar¶ast. Az invari¶ans
m¶odszern¶el az Xi alternat¶³va vi pontsz¶ama att¶ol fÄugg, mennyi juttat¶ast (p¶el-
d¶aul hivatkoz¶ast) kap a tÄobbit}ol. Ez weblapok, cikkek rangsorol¶as¶an¶al lehet
el}onyÄos, ahol a referenci¶ak megad¶asa ingyen van: ha egy foly¶oirat tÄobbet
hivatkozik egy m¶asikra, a r¶a val¶o hivatkoz¶asok sz¶ama nem csÄokken. Ezzel
szemben a fair betsn¶el az objektumok gy}ozelmeinek ¶es veres¶egeinek sz¶ama
kiegyens¶ulyozott, mint egy sportbajnoks¶agban, ahol a kett}o egym¶ast kiz¶ar¶o
lehet}os¶eg.
Ennek megfelel}oen Slutzki ¶es Volij (2006) az invari¶ans m¶odszer alkalma-
z¶as¶at aj¶anlja foly¶oiratok, weblapok ¶es cikkek rangsorol¶as¶an¶al (gyakorlatilag
a tudom¶anymetri¶aban), mivel ¶³gy az ¶ert¶ekel¶es csak az adott objektumra vo-
natkoz¶o hivatkoz¶asok sz¶am¶at¶ol fÄugg, tov¶abbi referenci¶ak megad¶asa nem ¶erinti
negat¶³van azt. Az Xi alternat¶³va Xj -vel szembeni jobb teljes¶³tm¶enye, azaz
rij nÄoveked¶ese biztosan kedvez}o Xi sz¶am¶ara, azonban a tudom¶anymetri¶aban,
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ahol ez a Xj ¶altal adott, Xi-re vonatkoz¶o hivatkoz¶asok sz¶am¶anak nÄoveked¶es¶et
jelenti, nem felt¶etlenÄul ¶erinti h¶atr¶anyosan Xj -t (Gonz¶alez-D¶³az et al., 2014).
Ezzel szemben a K¶oczy ¶es Nichifor (2013) ¶altal { tÄobbek kÄozÄott az invari¶ans
m¶odszer helyett { javasolt elj¶ar¶as ¶eppen a fair bets-szel azonos, b¶ar ezt a cikk
nem mondja ki.
3.2.2 Karakteriz¶aci¶o irreducibilis esetben
Az el}oz}o alfejezet alapj¶an m¶ar l¶athat¶o, mi¶ert jelent neh¶ezs¶eget a rangsorol¶asi
elj¶ar¶asok kÄozÄotti v¶alaszt¶as. Els}o r¶an¶ez¶esre ugyanis egy¶altal¶an nem vil¶agos,
mi alapj¶an tekinthet}o jobbnak az invari¶ans vagy a fair bets m¶odszer: mind-
kett}o egy-egy igazs¶agoss¶agi koncepci¶ot k¶epvisel, melyek kÄozÄul objekt¶³v szem-
pontb¶ol egyik sem t}unik a m¶asikn¶al rosszabbnak. Ilyen k¶erd¶esek eldÄont¶es¶eben
ny¶ujthat seg¶³t az axiomatikus t¶argyal¶as, melynek sor¶an olyan tulajdons¶agokat
keresÄunk, melyek lesz}uk¶³tik az el}o¶³r¶asuk mellett sz¶oba jÄohet}o elj¶ar¶asok kÄor¶et.
Ez a csÄokken¶es n¶eha olyan m¶ert¶ek}u, hogy v¶egeredm¶enyk¶ent az Äures halmazt
kapjuk, p¶eld¶aul az Arrow-f¶ele lehetetlens¶egi t¶etelben (Arrow, 1951). Opti-
m¶alis esetben ¶eppen egyetlen m¶odszer marad (karakteriz¶aci¶o).
Az invari¶ans ¶es fair bets m¶odszerek karakteriz¶aci¶oj¶aval kapcsolatos els}o
kih¶³v¶as az ¶ertelmez¶esi tartom¶any megv¶alaszt¶asa. A rangsorol¶asi probl¶em¶ak
egy adott oszt¶aly¶an ¶erv¶enyes axiomatiz¶aci¶o nem felt¶etlenÄul igaz egy sz}ukebb
vagy b}ovebb halmazon, a kiv¶alasztott tulajdons¶agok pedig kivezethetnek a
megengedett ¶ertelmez¶esi tartom¶anyb¶ol.
TekintsÄuk az RN halmazt; itt mind az invari¶ans, mind a fair bets m¶odszer
j¶ol de¯ni¶alt. A 2.3.1. szakaszban bemutatott tulajdons¶agok vonatkoz¶as¶aban
a kÄovetkez}oket tudjuk:
3.1. Lemma. Az invari¶ans ¶es a fair bets m¶odszer egys¶eges (Slutzki ¶es Volij,
2006).
3.2. Lemma. A fair bets m¶odszer er}osen egys¶eges (Slutzki ¶es Volij, 2006).
3.1. KÄovetkezm¶eny. A fair bets m¶odszer kÄozÄombÄos (Slutzki ¶es Volij, 2006).
3.3. Lemma. Az invari¶ans m¶odszer gyeng¶en addit¶³v (Slutzki ¶es Volij, 2006).
3.4. Lemma. Az invari¶ans m¶odszer invari¶ans a referencia intenzit¶asra
(Slutzki ¶es Volij, 2006).
3.5. Lemma. A fair bets m¶odszer ford¶³tottan ar¶anyos a veres¶egekkel (Slutzki
¶es Volij, 2006).
A fenti axi¶om¶ak m¶ar elegend}oek ahhoz, hogy mindk¶et elj¶ar¶ast karak-
teriz¶alhassuk. JelÄolje RN (N) a rÄogz¶³tett N alternat¶³vahalmazzal rendelkez}o
irreducibilis rangsorol¶asi probl¶em¶ak halmaz¶at.
3.1. T¶etel. Legyen n ¸ 2. Az invari¶ans m¶odszer az egyetlen olyan R ! IRn
pontoz¶asi elj¶ar¶as, ami egys¶eges, gyeng¶en addit¶³v ¶es invari¶ans a referencia
intenzit¶asra (Slutzki ¶es Volij, 2006).
3.2. T¶etel. Legyen n ¸ 2. A fair bets m¶odszer az egyetlen olyan R ! IRn
pontoz¶asi elj¶ar¶as, ami egys¶eges, kÄozÄombÄos ¶es ford¶³tottan ar¶anyos a veres¶egekkel.
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A t¶etelekben szerepl}o h¶arom-h¶arom tulajdons¶ag fÄuggetlen, azaz kÄozÄulÄuk
b¶armely kett}ot kiv¶alasztva tal¶alhat¶o olyan, az invari¶ans, illetve a fair bets
elj¶ar¶ast¶ol kÄulÄonbÄoz}o pontoz¶asi m¶odszer, ami mindkett}ot kiel¶eg¶³ti (¶³gy a har-
madikat ¶ertelemszer}uen megs¶erti).
A fair bets elj¶ar¶asnak l¶etezik egy alternat¶³v karakteriz¶aci¶oja is, melyben az
N alternat¶³vahalmaz nem rÄogz¶³tett. Ez azon alapul, hogy a tÄobb objektum-
mal rendelkez}o rangsorol¶asi probl¶em¶ak { alkalmas felt¶etelek megkÄovetel¶es¶evel
{ visszavezethet}ok a k¶etszerepl}os esetre, ahol a megold¶as trivi¶alis (Slutzki ¶es
Volij, 2006).
Az invari¶ans m¶odszer egy m¶asik, gr¶afelm¶eleti axi¶om¶akon alapul¶o karak-
teriz¶aci¶oj¶at adta meg Altman ¶es Tennenholtz (2005).
3.2.3 A fair bets m¶odszer alternat¶³v axiomatiz¶aci¶oja
Az el}oz}oekben l¶atott mindk¶et karakteriz¶aci¶oban szerepel az egys¶egess¶eg kÄo-
vetelm¶enye, ami intuit¶³van kev¶ess¶e vonz¶o, t¶uls¶agosan er}osnek t}un}o tulajdon-
s¶ag, mert egy¶ertelm}uen megmondja, milyen ¶ert¶ekel}ovektort kell kapni egy
szab¶alyos rangsorol¶asi probl¶ema eset¶en (Slutzki ¶es Volij, 2005). Ez egy sokkal
term¶eszetesebbnek t}un}o n¶evtelens¶egi kÄovetelm¶ennyel is kiv¶althat¶o, aminek
azonban ¶ara van: az axi¶oma erej¶enek kihaszn¶al¶ashoz ki kell b}ov¶³teni a vizsg¶alt
rangsorol¶asi probl¶em¶ak halmaz¶at, szÄuks¶egess¶e v¶alik a nem Äosszehasonl¶³that¶o-
s¶ag bevezet¶ese. Ez egyben azt is jelenti, hogy a rangsorol¶as a tov¶abbiakban
nem ¶³rhat¶o le egy f : R1 ! IRn ¶ert¶ekel}ofÄuggv¶ennyel, ez ugyanis nem teszi
lehet}ov¶e a nem Äosszehasonl¶³that¶o lig¶ak kezel¶es¶et.
3.3. De¯n¶³ci¶o. A ºfb: R1 ! PN fair bets rangsorol¶asi m¶odszert az F (R)
fair bets pontoz¶asi elj¶ar¶as gener¶alja: Xi ºfbR Xj , F (R)i ¸ F (R)j minden
(N;R) 2 R1 rangsorol¶asi probl¶em¶ara (Slutzki ¶es Volij, 2005).
A fair bets rangsorol¶asi m¶odszer karakteriz¶aci¶oj¶ahoz a 2.3.3. alfejezetben
bemutatott tulajdons¶agok szÄuks¶egesek.
3.3. T¶etel. ºfb az egyetlen º: R ! PN domin¶ans, kv¶azi teljes, sz¶etv¶alaszt-
hat¶o, n¶evtelen, kv¶azi egyenletess¶eg }orz}o ¶es a veres¶egekre negat¶³van reag¶al¶o
rangsorol¶asi m¶odszer (Slutzki ¶es Volij, 2005).
A hat axi¶oma egym¶ast¶ol fÄuggetlen, b¶armelyik ÄotÄot kiv¶alasztva tal¶alhat¶o
olyan m¶odszer, ami ezek mindegyik¶et kiel¶eg¶³ti, de nem azonos a fair bets-szel.
Ha a vizsg¶al¶od¶as kÄor¶et olyan probl¶em¶akra sz}uk¶³tjÄuk, ahol csak egyetlen vagy
tÄobb, nem Äosszehasonl¶³that¶o liga szerepel, teh¶at egyik csoport sem er}osebb
a m¶asikn¶al, akkor az elj¶ar¶as karakteriz¶aci¶oja a dominancia megkÄovetel¶ese
n¶elkÄul is ¶erv¶enyes (Slutzki ¶es Volij, 2005).
Legyen R> a transzpon¶alt p¶aros Äosszehasonl¶³t¶asi m¶atrix, ahol a kor¶abbi
gy}ozelmek veres¶egnek, a veres¶egek gy}ozelmeknek sz¶am¶³tanak.
3.4. De¯n¶³ci¶o. A ºdfb: R1 ! PN du¶al fair bets rangsorol¶asi m¶odszert a
du¶al fair bets pontoz¶asi elj¶ar¶as gener¶alja: Xi ºfbR Xj , F (R
>)i · F (R>)j
minden (N;R) 2 R1 rangsorol¶asi probl¶em¶ara (Slutzki ¶es Volij, 2005).
P¶aros Äosszehasonl¶³t¶asokon alapul¶o rangsorol¶asi m¶odszerek 175
Az elj¶ar¶asra Slutzki ¶es Volij (2005) ad egy lehets¶eges interpret¶aci¶ot. A
fair bets elj¶ar¶as { a jobb oldali saj¶atvektor haszn¶alata kÄovetkezt¶eben { na-
gyobb s¶ulyt ad az er}osebb j¶at¶ekosok elleni gy}ozelemnek, mint a gyeng¶ebbekkel







egyenletben v¶altozatlan r¤i =
Pn
j=1 rji mellett Xi sz¶am¶ara kedvez}o az rij
eredm¶enyek olyan ¶atcsoportos¶³t¶asa, amely a nagyobb vj ¶ert¶ekel¶es}u (jobb)
ellenfelekkel szemben jav¶³tja a Äosszehasonl¶³t¶asok kimenetel¶et. A du¶al fair







vagyis ¶alland¶o ri¤ =
Pn
j=1 rij mellett Xi-nek az rij eredm¶enyek olyan ¶at-
csoportos¶³t¶asa kedvez, amely az er}osebb, nagyobb vj ¶ert¶ekel¶es}u ellenfelekkel
szemben rontja a Äosszehasonl¶³t¶asok kimenetel¶et. Ilyen ¶ertelemben a fair bets
m¶odszer egyfajta szubjekt¶³v ¶ert¶ek¶³t¶eletet hordoz, melynek haszn¶alata el¶eg
nehezen indokolhat¶o, legfeljebb azzal ¶ervelhetÄunk, hogy ez¶altal { p¶eld¶aul a
sportban { nagyobb az ÄosztÄonz¶es a ,,meglep}o", a pap¶³rform¶at bor¶³t¶o ered-
m¶enyek el¶er¶es¶ere. Ezzel szemben a du¶al fair bets a kisz¶am¶³that¶os¶agot, j¶o
el}orejelezhet}os¶eget d¶³jazza.
A dominancia, kv¶azi teljess¶eg ¶es sz¶etv¶alaszthat¶os¶ag megkÄovetel¶es¶evel a
fair bets ¶es a du¶al fair bets (valamint az invari¶ans ¶es a du¶al invari¶ans)
m¶odszerek egy¶ertelm}uen kiterjeszthet}ok az Äosszes rangsorol¶asi probl¶em¶ara.
A 3.3. t¶etel bizony¶³t¶as¶ab¶ol l¶atszik, de intuit¶³v alapon is v¶arhat¶o, hogy a
veres¶egekre val¶o negat¶³v reakci¶o kÄozponti szerepet j¶atszik a karakteriz¶aci¶oban.
Anal¶og m¶odon de¯ni¶alhat¶o a gy}ozelmekre val¶o pozit¶³v reakci¶o.
3.4. T¶etel. ºdfb az egyetlen º: R ! PN domin¶ans, kv¶azi teljes, sz¶etv¶alaszt-
hat¶o, n¶evtelen, kv¶azi egyenletess¶eg }orz}o ¶es a gy}ozelmekre pozit¶³van reag¶al¶o
rangsorol¶asi m¶odszer (Slutzki ¶es Volij, 2005).
Teh¶at a m¶asik Äot tulajdons¶ag megkÄovetel¶ese eset¶en m¶ar nem ¶³rhat¶o el}o
egyszerre mindkett}o, a veres¶egekre tÄort¶en}o negat¶³v ¶es a gy}ozelmekre tÄort¶en}o
pozit¶³v reakci¶o teljesÄul¶ese kiz¶arja egym¶ast, kiv¶eve a trivi¶alis k¶etszerepl}os ese-
tet, ahol a fair bets ¶es du¶alja azonos.
3.3 A PageRank m¶odszer
A Google keres}omotor alapj¶at jelent}o PageRank algoritmus (Brin ¶es Page,
1998) a p¶aros Äosszehasonl¶³t¶ason alapul¶o rangsorol¶as irodalm¶aban is egyre
n¶epszer}ubb: el}obbire a GoogleScholar keres}o szerint tÄobb mint 10 ezer, ut¶ob-
bira pedig tÄobb mint 5 ezer hivatkoz¶as van.
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A PageRank m¶odszer ir¶any¶³tott (multi)gr¶afokon tÄort¶en}o interpret¶aci¶oja
igen szeml¶eletes. Az algoritmus egy ¶atlagos felhaszn¶al¶o viselked¶es¶et mo-
dellezi: kezdetben minden cs¶ucs azonos fontoss¶ag¶u, majd a szÄorfÄol}o a m¶as
cs¶ucsokba mutat¶o ir¶any¶³tott ¶elek ment¶en v¶eletlenszer}uen kattint a weblapon
tal¶alhat¶o linkekre. Ugyanakkor, el}ore megadott d 2 [0; 1] val¶osz¶³n}us¶eggel, az
is megtÄort¶enhet, hogy a linkek mell}oz¶es¶evel azonos val¶osz¶³n}us¶eggel v¶alaszt
egy ¶uj oldalt.
Legyen az ir¶any¶³tott gr¶af cs¶ucsainak halmaza N , G µ N £ N pedig
egy ezen ¶ertelmezett irre°ex¶³v bin¶aris rel¶aci¶o. A G gr¶af legal¶abb gyeng¶en
ÄosszefÄugg}o, vagyis a neki megfelel}o ir¶any¶³tatlan gr¶af ÄosszefÄugg}o. JelÄolje Pi =
fXj 2 N : (Xj ;Xi) 2 Gg az Xi cs¶ucs el}odeinek halmaz¶at, pi = jPij ezek
sz¶am¶at. Hasonl¶oan, legyen Si = fXj 2 N : (Xi;Xj) 2 Gg az Xi cs¶ucs










Pj minden Xi 2 N-re
egyenletrendszer megold¶as¶at keressÄuk, ahol n = jN j az ir¶any¶³tott gr¶af cs¶u-
csainak sz¶ama, wji a Xj cs¶ucsb¶ol Xi-be mutat¶o ¶el s¶ulya. Alapesetben nincs
sz¶o s¶ulyoz¶asr¶ol, k¶et cs¶ucs kÄozÄott legfeljebb egy ir¶any¶³tott ¶el lehet, azaz wij 2
f0; 1g. Ugyanakkor ennek bevezet¶ese semmilyen neh¶ezs¶eget sem okoz, ¶ugy
kell tekinteni, mintha a k¶et ¶erintett cs¶ucs kÄozÄott tÄobb ¶el lenne. Bizonyos
alkalmaz¶asokban a kimen}o ¶elekkel nem rendelkez}o cs¶ucsokb¶ol v¶eletlenszer}uen
v¶alasztva egy m¶asikba kerÄulÄunk, az egyenlet jobb oldal¶an m¶eg szerepel egy
tov¶abbi (1 ¡ d) Pj ±(Sj)Pj tag, ahol ±(Sj) = 1 , Sj = 0 ¶es ±(Sj) = 0
egy¶ebk¶ent (Radicchi, 2011).
A PageRank m¶odszer kÄonnyen visszavezethet}o az (N;R) rangsorol¶asi
probl¶em¶ara, egyedÄul arra kell ¯gyelni, hogy ennek de¯n¶³ci¶oj¶aban az (Xi;Xj)
ir¶any¶³tott ¶el l¶etez¶ese Xi-nek kedvez}otlen, m¶³g Xj-nek kedvez}o, azaz rij = wji
¶es rji = wij.
Ha eltekintÄunk az exog¶en param¶etert}ol, azaz d = 0, akkor a PageRank
pontosan megegyezik az invari¶ans m¶odszerrel. d > 0 eset¶en egyr¶eszt nincs
szÄuks¶eg a s¶ulyok normaliz¶al¶as¶ara, m¶asr¶eszt a megold¶as reducibilis R m¶atrixok
eset¶en is l¶etezni fog.
¶Erdemes megjegyezni, hogy m¶as pontoz¶asi elj¶ar¶asoknak is l¶etezik a Page-
Rank-hez hasonl¶o, b¶ar els}o r¶an¶ez¶esre tal¶an kev¶esb¶e vonz¶o gr¶a¯nterpret¶aci¶oja,
p¶eldak¶ent eml¶³thet}o az ¶altal¶anos¶³tott sorÄosszeg (bizonyos esetekben) (Shamis,
1994), vagy a legkisebb n¶egyzetek m¶odszere (Csat¶o, 2013b). Ut¶obbin¶al nem
tÄor}odÄunk az ¶elek ir¶any¶³t¶as¶aval, azok csak a cs¶ucsok kezdeti pontsz¶am¶aban
j¶atszanak szerepet, a PageRank-n¶el viszont ¶eppen ford¶³tva, a kezdeti ¶ert¶e-
kel¶esek lesznek azonosak, ¶es az iter¶aci¶o sor¶an vesszÄuk ¯gyelembe a p¶aros
Äosszehasonl¶³t¶asok kimenetel¶et.
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3.4 Ir¶any¶³tott gr¶afok cs¶ucsainak rangsorol¶asa
Most k¶et olyan elj¶ar¶ast mutatunk be, melyeket a s¶ulyozatlan ir¶any¶³tott gr¶afok
G oszt¶aly¶an de¯ni¶altak. A j¶at¶ekelm¶eleti irodalom jelÄol¶eseivel Äosszhangban {
a PageRank m¶odszer ¶ertelmez¶es¶evel szemben { ez¶uttal az (Xi; Xj) ir¶any¶³tott
¶el l¶etez¶ese az Xi cs¶ucsnak lesz kedvez}o, ¶es a Xj-nek kedvez}otlen, ¶³gy az R
p¶aros Äosszehasonl¶³t¶asi m¶atrix a G ir¶any¶³tott gr¶af szomsz¶eds¶agi m¶atrixa lesz.
A jelÄol¶esek egyszer}us¶³t¶ese ¶erdek¶eben kiz¶ar¶olag az el}obbit haszn¶aljuk. Ennek
megfelel}oen R 2 G akkor ¶es csak akkor, ha rij 2 f0; 1g minden Xi; Xj 2 N-
re. Hasonl¶ok¶epp, GN az irreducilis, G1 pedig az egyetlen leger}osebb lig¶aval
rendelkez}o s¶ulyozatlan ir¶any¶³tott gr¶afok oszt¶alya.
3.4.1 Internal slackening
Slikker et al. (2012) a gr¶af cs¶ucsainak rangsorol¶as¶ara egy iterat¶³v elj¶ar¶ascsa-
l¶adot javasol, a ¸® pontoz¶asi m¶odszer egy ® 2 (0;1) param¶eter fÄuggv¶enye.
Kezdetben minden cs¶ucs s¶ulya azonos, majd azok aktu¶alis pontsz¶ama sz¶et-
oszt¶asra kerÄul az Äosszes, 1 s¶ullyal szerepl}o el}odje (ahonnan ir¶any¶³tott ¶el megy
az adott cs¶ucsba), ¶es az ® s¶ullyal szerepl}o Äonmaga kÄozÄott.










minden Xi 2 N -re:
3.5. De¯n¶³ci¶o. A ¸® : G ! IRn internal slackening pontoz¶asi elj¶ar¶as ennek
a sorozatnak a hat¶ar¶ert¶eke, vagyis ¸®(R) = limt!1 ¯®;t(R).
® = 1 eset¶en ez a ¸ pontoz¶asi elj¶ar¶assal egyezik meg (Borm et al., 2002).














minden Xi 2 N; R 2 G-re:
A feladatnak nem minden ir¶any¶³tott gr¶af eset¶en l¶etezik egy¶ertelm}u megold¶asa,
ez csak akkor biztos¶³tott, ha R 2 GN , a p¶aros Äosszehasonl¶³t¶asi m¶atrix irre-
ducibilis. Ugyanakkor kÄonny}u kiterjeszteni az egyetlen leger}osebb lig¶aval ren-
delkez}o G1 oszt¶alyra; a gyeng¶ebb lig¶ak szerepl}oi automatikusan nulla ¶ert¶ekel¶est
kapnak (Slikker et al., 2012). A m¶odszer sz¶am¶³t¶as¶at seg¶³ti a kÄovetkez}o
eredm¶eny.




2 (pi + ®)




3.2. KÄovetkezm¶eny. Ha ¸1(R)i ¸ ¸1(R)j ¶es pi = pj az Xi;Xj 2 N
alternat¶³v¶akra valamilyen R 2 G1 p¶aros Äosszehasonl¶³t¶asi m¶atrix eset¶en, akkor
¸®(R)i ¸ ¸®(R)j tetsz}oleges ® 2 (0;1)-re.
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A 3.5. t¶etel r¶ev¶en lehet}ov¶e v¶alik az elj¶ar¶as kiterjeszt¶ese az ® = 0 ¶es ® !



















minden Xi 2 N; R 2 R1-re:
Ha az R szomsz¶eds¶agi m¶atrix irreducibilis (azaz a hozz¶a tartoz¶o G ir¶a-
ny¶³tott gr¶af er}osen ÄosszefÄugg}o), akkor az internal slackening m¶odszer szoros
kapcsolatban ¶all az invari¶ans ¶es fair bets elj¶ar¶asokkal.
3.6. T¶etel. Legyen R 2 GN . Ekkor ¸0(R) = I(R) ¶es ¸1(R) = F (R)
(Slikker et al., 2012).
A 3.2. kÄovetkezm¶enyb}ol ¶es a 3.6. t¶etelb}ol ad¶odik az al¶abbi eredm¶eny.
3.3. KÄovetkezm¶eny. Ha ¸1(R)i ¸ ¸1(R)j ¶es pi = pj az Xi;Xj 2 N
alternat¶³v¶akra valamilyen R 2 GN p¶aros Äosszehasonl¶³t¶asi m¶atrix eset¶en, akkor
I(R)i ¸ I(R)j ¶es F (R)i ¸ F (R)j .
A gr¶af interpret¶aci¶o seg¶³ts¶eg¶evel az internal slackening m¶odszer kiterjeszt-
het}o a teljes G oszt¶alyra, ahol tÄobb leger}osebb liga (multiple top cycles) is
l¶etezhet (Slikker et al., 2012). Ez¶altal kikÄuszÄobÄolhet}o a fair bets (¶es az in-
vari¶ans) m¶odszerek egyik jelent}os h¶atr¶anya, a nem Äosszehasonl¶³that¶o lig¶ak
megjelen¶ese.
A fair bets ¶es invari¶ans m¶odszerekhez hasonl¶oan itt is felmerÄulhet a k¶erd¶es,
mi¶ert az adott alternat¶³v¶at legy}oz}ok kÄozÄott osztjuk sz¶et a pontsz¶am¶at. Anal¶og
m¶odon bevezethet}o a ±¸® : G ! IRn du¶al internal slackening m¶odszer,














minden i 2 N; R 2 G-re;
hiszen az el}odÄok ¶es kÄovet}ok szerepe felcser¶el}odik.
Ez¶uttal is kimondhat¶o egy, a 3.5. t¶etelhez hasonl¶o ¶all¶³t¶as, amivel tetsz}o-
leges ®-ra kisz¶am¶³that¶o a du¶al internal slackening m¶odszer ¶ert¶ekel}ovektora.









Itt szint¶en a kisebb ¶ert¶eke kedvez}obb. A 3.6. t¶etel szerint ±¸0(R) =
DI(R) ¶es ±¸1(R) = DF (R), ezeken k¶³vÄul a du¶al lambda elj¶ar¶assal fogunk
foglalkozni (® = 1).
Az invari¶ans ¶es fair bets m¶odszerek anal¶ogi¶aj¶ara az internal slackening
m¶odszer szint¶en kiterjeszthet}o a s¶ulyozott ir¶any¶³tott gr¶afok R oszt¶aly¶ara,
b¶ar ennek lehet}os¶eg¶et Slikker et al. (2012) nem eml¶³ti.
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3.4.2 Poz¶³ci¶os er}o
Az internal slackening m¶odszer R-re kiterjesztett v¶altozata ugyan lehet}ov¶e
teszi a leger}osebb lig¶ak ¶ert¶ekel¶es¶et, a gyeng¶ebb lig¶akon belÄul azonban tov¶abbra
sem ad rangsort. Erre k¶³n¶al egy megold¶ast a poz¶³ci¶os er}o (positional power)
(Herings et al., 2005), ami egyszerre veszi ¯gyelembe az ir¶any¶³tott gr¶af lok¶alis
¶es glob¶alis strukt¶ur¶aj¶at: amennyiben az Xi cs¶ucs domin¶alja j-t, a rÄogz¶³tett
c ¶ert¶ekel¶es mellett az ut¶obbi erej¶enek 1=a h¶anyad¶at is megkapja. Egy kiv¶a-










minden Xi 2 N -re:
Az eddig t¶argyalt m¶odszerekkel ellent¶etben ez nem egy homog¶en egyenlet-
rendszer, nincs szÄuks¶eg normaliz¶al¶asra. JelÄolje s a kÄovet}ok, az egyes cs¶ucsok-
b¶ol kiindul¶o ¶elek sz¶am¶anak vektor¶at, ami a C m¶atrix f}o¶atl¶oj¶aban szerepl}o
elemekb}ol k¶epzett vektorral azonos. Ekkor a megoldand¶o feladat
(E ¡ (1=a)R) x = cs ;
ahol E 2 IRn£n; eii = 1 minden Xi 2 N-re. Az egyenletrendszernek mindig
l¶etezik egy¶ertelm}u megold¶asa, ha a > n¡1, ¶³gy c = 1 mellett a = n v¶alaszt¶asa
maximaliz¶alja a glob¶alis strukt¶ura, a kÄovet}ok ¶ert¶ekel¶es¶enek hat¶as¶at (a ! 1
eset¶en a megold¶as s-hez konverg¶al, ¶³gy csak a kÄovet}ok sz¶ama sz¶am¶³t) (Herings
et al., 2005).
3.6. De¯n¶³ci¶o. Az x : G ! IRn poz¶³ci¶os er}o az
x(R) = (I ¡ (1=n)R)¡1 s
egyenletrendszer x(R) megold¶asa.
Teh¶at a poz¶³ci¶os er}o minden s¶ulyozatlan ir¶any¶³tott gr¶afra egy¶ertelm}u.
A ±x : G ! IRn poz¶³ci¶os gyenges¶eg (positional weakness) az ir¶any¶³tott
gr¶af Äosszes ¶el¶enek megford¶³t¶as¶aval kapott gr¶afra kisz¶am¶³tott poz¶³ci¶os er}ovel
egyezik meg: ±x(R) = p(R>), ahol ism¶et a kisebb ¶ert¶ek lesz kedvez}obb (Her-
ings et al., 2005). Ez a kor¶abbiakhoz hasonl¶oan tekinthet}o a du¶al poz¶³ci¶os
er}onek. A kett}o kÄulÄonbs¶ege az xCp : R ! IRn Copeland poz¶³ci¶os er}o, azaz
xCp(R) = x(R) ¡ ±x(R).
A poz¶³ci¶os er}o kiterjeszthet}o olyan s¶ulyozott ir¶any¶³tott gr¶afokra, melyek-
ben tÄobbszÄorÄos hurok¶elek is el}ofordulhatnak (Herings et al., 2005). Ut¶obbiak
megenged¶ese egy ¶uj ir¶anyt jelentene a p¶aros Äosszehasonl¶³t¶asokon alapul¶o rang-
sorol¶asban, azonban a cikkben is csak eml¶³t¶es szintj¶en szerepel, ez¶ert mi sem
t¶argyaljuk.
3.5 P¶elda
Egy p¶eld¶an keresztÄul illusztr¶aljuk a bemutatott m¶odszereket.
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A rangsorol¶asi probl¶ema a 2. ¶abr¶an l¶athat¶o.
2. ¶abra. A 3.1. p¶elda rangsorol¶asi probl¶em¶aja
Az s pontsz¶am m¶odszer alapj¶an az alternat¶³v¶ak rangsora (X1 » X2) Â
(X3 » X4), mert az els}o kett}o 2-2, a tÄobbi pedig 1-1 gy}ozelemmel rendelkezik.
A fair bets ¶ert¶ekel}ovektor F (R1)> = (v1; v2; v3; v4) = (4; 3; 1; 2)=10, teh¶at
a rangsor X1 Â X2 Â X4 Â X3. A transzpon¶alt probl¶ema
P
j2N rijvi =P
j2N rjivj ; 8Xi 2 N egyenletrendszer¶enek megold¶asa v> = (v1; v2; v3; v4) =
(2; 1; 3; 4)=10, vagyis a du¶al fair bets rangsor X2 Â X1 Â X3 Â X4. Az
elt¶er¶es oka a kÄulÄonbÄoz}o megkÄozel¶³t¶es: a fair bets nagyobb s¶ulyt ad az er}osebb
ellenfelek felett aratott gy}ozelmeknek, mint a gyeng¶ebb ellenfelekkel szem-
beni veres¶egeknek, m¶³g a du¶al fair bets ¶eppen ennek ford¶³tottj¶at ¶³rja el}o.
A p¶eld¶aban a fair bets rangsor X3-mal szemben X4-nek kedvez, mert az X1
(er}os j¶at¶ekos) felett aratott gy}ozelem ¶ert¶ekesebb, mint az X3 (gyenge j¶at¶ekos)
elleni veres¶eg, m¶³g az X3-mal szembeni veres¶eg kev¶esb¶e s¶ulyos, mint az X2-t}ol
elszenvedett. Hasonl¶oan vezethet}o le az X1 Â X2 rel¶aci¶o. A du¶al fair bets
m¶odszer ¶eppen ennek az ellenkez}oj¶et csin¶alja, ott az azonos pontsz¶ammal
rendelkez}o objektumok viszonya az ellenkez}o ir¶anyba d}ol el.
Az invari¶ans m¶odszerrel kapott ¶ert¶ekel}ovektor I(R1)> = (4; 3; 2; 4)=13,
vagyis a rangsor (X1 » X4) Â X2 Â X3. Ez m¶eg jobban fel¶ert¶ekeli azt
az X4 objektumot, amelynek sikerÄult legy}oznie X1-et. P¶eld¶aul foly¶oiratok
rangsorol¶as¶an¶al gondolhatjuk azt, hogy X4-re az¶ert nem hivatkozik X2 ¶es
X3, mert el}obbi annyival magasabban ¶all a k¶epzeletbeli m¶erc¶en, miut¶an a
mindkettejÄukn¶el jobb X1 ¶ujs¶agban szerepel egy referencia X4-re. Ugyanez
a du¶al invari¶ans elj¶ar¶asn¶al DI(R1) = (4; 2; 3; 4)=13, teh¶at a sorrend X2 Â
X3 Â (X1 » X4). Itt X3 is megel}ozi X1-et annak eredm¶enyek¶ent, hogy az
ut¶obbi veres¶eget szenvedett a gyeng¶enek sz¶am¶³t¶o X4 objektumt¶ol: bizonyos
alkalmaz¶asokban c¶elszer}u lehet a du¶al fair betsn¶el jobban bÄuntetni az ilyen
teljes¶³tm¶enyt.
Az internal slackening pontoz¶asi elj¶ar¶as k¶et extrem¶alis pontja a 3.6. t¶etel
¶ertelm¶eben a fair bets ¶es az invari¶ans m¶odszer. ® = 1 eset¶en a ¸ m¶odszer
(Borm et al., 2002) ¶ert¶ekel}ovektora ¸1(R1) = (8; 6; 3; 6)=23, azaz a rangsor
X1 X2
X3X4
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X1 Â (X2 » X4) Â X3. A du¶al ¸ m¶odszer eredm¶enye (6; 3; 6; 8)=23, vagyis
a sorrend X2 Â (X1 » X3) Â X4. Mindkett}o indokolhat¶onak t}unik. A
fair bets-szel szemben a lambda m¶odszern¶el el}obbre kerÄult az X4 objektum,
azonban m¶eg nem ¶ert el az invari¶ans m¶odszerhez hasonl¶o kiemelked}o poz¶³ci¶ot.
Ugyan¶³gy, a du¶alis elj¶ar¶as jobban bÄunteti X1-et, mint a du¶al fair bets, de nem
annyira, mint a du¶al invari¶ans. Ez l¶athat¶o a tÄobbi, a 3.5. t¶etel seg¶³ts¶eg¶evel
sz¶am¶³that¶o ® ¶ert¶ekre is:
¸®(R1) /
³
8 ¢ 2 + 2®
2 + 2®
; 6 ¢ 2 + 2®
2 + 2®
; 3 ¢ 4 + 2®
3 + 3®






8; 6; 3 ¢ 4 + 2®
3 + 3®
; 6 ¢ 2 ¢ 4 + 2®
3 + 3®
´






(X1 » X4) Â X2 Â X3; ha ® = 0
X1 Â X4 Â X2 Â X3; ha 0 < ® < 1
X1 Â (X2 » X4) Â X3; ha ® = 1
X1 Â X2 Â X4 Â X3; ha 1 < ® :




6 ¢ 4 + 2®
3 + 3®
; 3 ¢ 4 + 2®
3 + 3®
; 6 ¢ 2 + 2®
2 + 2®






6 ¢ 4 + 2®
3 + 3®










X2 Â X3 Â (X1 » X4); ha ® = 0
X2 Â X3 Â X1 Â X4; ha 0 < ® < 1
X2 Â (X1 » X3) Â X4; ha ® = 1
X2 Â X1 Â X3 Â X4; ha 1 < ® :
V¶egezetÄul sz¶amoljuk ki a cs¶ucsok poz¶³ci¶os erej¶et ¶es gyenges¶eg¶et, valamint
a Copeland poz¶³ci¶os er}ot. Ez¶uttal csak a rangsorokat kÄozÄoljÄuk, melyek a
fenti sorrendben a kÄovetkez}ok: X1 Â X2 Â X4 Â X3, X2 Â X1 Â X3 Â X4,
valamint X2 Â X1 Â X4 Â X3. Ut¶obbi ¶ert¶ekel}ovektor¶aval kapcsolatban
¶erdemes megjegyezni, hogy { amint azt Herings et al. (2005) bizony¶³tja {
a Copeland poz¶³ci¶os er}ok Äosszege nulla, r¶aad¶asul a p¶eld¶aban xCp(R1)4 =
¡xCp(R1)1 ¶es xCp(R1)3 = ¡xCp(R1)2, ami egyfajta szimmetrikus viszonyra
utalhat. A poz¶³ci¶os er}o a fair betshez, a poz¶³ci¶os gyenges¶eg a du¶al fair betshez
hasonl¶oan ¶ertelmezhet}o. A kett}o ered}ojek¶ent alakul ki a Copeland poz¶³ci¶os
er}o, n¶emileg furcsa v¶egeredm¶ennyel. MikÄozben X2 jobbnak bizonyul X1-n¶el
a kiegyens¶ulyozottabb teljes¶³tm¶eny ok¶an, ugyanez a mez}ony alj¶an, X3 ¶es X4
viszony¶aban ¶eppen ellenkez}o kÄovetkezm¶enyekkel j¶ar. Ez a megkÄozel¶³t¶es a
sportban vonz¶onak t}unhet: a j¶o j¶at¶ekosokat akkor d¶³jazzuk, ha nem szenved-
nek el v¶aratlan veres¶egeket, m¶³g a gyeng¶ebbeket ink¶abb akkor, amikor sikerÄul
meglepet¶est okozniuk. A vizsg¶alt p¶eld¶ab¶ol kapott intuit¶³v benyom¶as elm¶eleti
al¶at¶amaszt¶asa term¶eszetesen m¶eg tov¶abbi kutat¶ast ig¶enyel.
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3.6 A bemutatott m¶odszerek n¶eh¶any probl¶em¶aja
Ahogy azt a 3.1. p¶elda mutatja, a rangsorol¶asi m¶odszerek kiv¶alaszt¶as¶aban
c¶elszer}u lehet az axiomatikus megkÄozel¶³t¶es alkalmaz¶asa, intuit¶³v alapon neh¶ez
kiv¶alasztani a megfelel}o elj¶ar¶ast. Az el}oz}oekben bemutattuk az invari¶ans ¶es
a fair bets m¶odszerek karakteriz¶aci¶oit, azonban az ehhez szÄuks¶eges tulaj-
dons¶agok { a monotonit¶assal, megford¶³that¶os¶aggal, vagy az Äonkonzisztens
monotonit¶assal szemben {, val¶osz¶³n}uleg ¶eppen az axiomatiz¶aci¶o c¶elj¶ab¶ol let-
tek kital¶alva.8
Ennek megfelel}oen az alfejezetben a 2.3.4. ¶es a 2.3.5. szakaszokban t¶argyalt
tulajdons¶agokkal foglalkozunk, melyek alapj¶an b¶armelyik bemutatott m¶od-
szer kritiz¶alhat¶o. A lista messze nem teljes, a t¶ema ir¶ant ¶erdekl}od}o olvas¶oknak
aj¶anljuk a Chebotarev ¶es Shamis (1998) ¶es a Gonz¶alez-D¶³az et al. (2014)
cikkeket.9 A t¶argyal¶as szinte kiz¶ar¶olag a negat¶³v eredm¶enyekre f¶okusz¶al, ami-
nek alapvet}oen k¶et oka van. Egyr¶eszt szeretn¶enk felh¶³vni a ¯gyelmet a m¶od-
szer korl¶ataira. M¶asr¶eszt ¶ugy v¶eljÄuk, a nem teljesen kitÄoltÄott esetre ismert
karakteriz¶aci¶os eredm¶enyek korl¶atozott sz¶ama miatt c¶elszer}ubb a m¶odszerek
hib¶ai alapj¶an v¶alasztani: amennyiben ezek mindegyik¶er}ol sikerÄul kimutatni,
hogy a konkr¶et alkalmaz¶asban nem okoznak probl¶em¶at, haszn¶alatuk megala-
pozottnak tekinthet}o.
3.6.1 Manipul¶aci¶o
3.1. ¶All¶³t¶as Az invari¶ans m¶odszer nem monoton (K¶oczy ¶es Strobel, 2009).
Bizony¶³t¶as. Ellenp¶eld¶at adunk.




0 1 1 1
1 0 0 2
1 1 0 0







0 1 1 3
1 0 0 2
1 1 0 0
1 0 1 0
3
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Az invari¶ans ¶ert¶ekel}ovektor I(R2) = (30; 24; 22; 21)=97, ¶³gy a rangsor
X1 Â X2 Â X3 Â X4, majd a X4 alternat¶³va k¶et ¶ujabb veres¶eget szenved
el X1 ellen. Amennyiben az elj¶ar¶as nem manipul¶alhat¶o, az els}o ¶es utols¶o
helyezetteknek nem szabad v¶altoznia. De I(R02) = (54; 32; 34; 35)=155, teh¶at
X1 Â X4 Â X3 Â X2, az X4 objektum a m¶asodik helyre ugrott el}ore. A
probl¶ema oka, hogy az X1 elleni veres¶egek sz¶am¶anak nÄoveked¶ese az ar¶anyoss¶ag
megtart¶asa miatt csÄokkenti a tÄobbi ¶ert¶ek¶et, a leger}osebb X1 objektum helyze-
t¶enek tov¶abbi javul¶asa pedig ,,mag¶aval h¶uzza" X4-et. S}ot, X4-nek nem csak
8Slutzki ¶es Volij (2005) a tanulm¶any bevezet¶es¶eben megeml¶³ti, hogy a fair bets m¶odszer
karakteriz¶aci¶oj¶aban ¶erdemes lenne a monotonit¶as Rubinstein (1980)-f¶ele, term¶eszetes kÄo-
vetelm¶enyt jelent}o v¶altozat¶at haszn¶alni, ez azonban a szerz}ok bevall¶asa szerint nem seg¶³t
a reprezent¶aci¶os t¶etel megfogalmaz¶as¶aban, ehelyett a n¶emileg k¶ets¶egesebb a nemnegat¶³v
reakci¶o a veres¶egekre tulajdons¶agot v¶alasztj¶ak.
9Terveim szerint k¶eszÄul}o doktori ¶ertekez¶esemben is r¶eszletesen ki fogok t¶erni erre a
t¶em¶ara.
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a relat¶³v ¶ert¶ekel¶ese javul, hanem az abszol¶ut is, mivel 21=97 < 35=155. En-
nek akkor lehet jelent}os¶ege, ha az ¶ert¶ekel¶eseket nem rangsorol¶asra haszn¶aljuk,
hanem valamilyen sz}ukÄos er}oforr¶as eloszt¶as¶ar¶ol sz¶ol¶o dÄont¶esn¶el. 2

















Az invari¶ans ¶ert¶ekel}ovektor I(R3) = (14; 16; 15)=45, ¶³gy a rangsor X2 Â
X3 Â X1, majd az X1 alternat¶³va egy ¶ujabb veres¶eget szenved el X2 ellen.
Amennyiben az elj¶ar¶as nem manipul¶alhat¶o, az els}o ¶es utols¶o helyezetteknek
nem szabad v¶altoznia. Ehhez k¶epest I(R03) = (21; 26; 20)=67, teh¶at X2 Â
X1 Â X3, az X1 objektum, rosszabb teljes¶³tm¶enye ellen¶ere, a m¶asodik helyre
ugrott el}ore. A probl¶ema oka hasonl¶o a kor¶abbihoz, ¶es 14=45 < 21=67 kÄovet-
kezt¶eben ism¶et javul X1 abszol¶ut ¶ert¶ekel¶ese is.
3.4. KÄovetkezm¶eny. A PageRank m¶odszer nem monoton.
Teh¶at Slutzki ¶es Volij (2006) aj¶anl¶as¶at ¶erdemes ¶ovatosan kezelni, er}osen
megfontoland¶o az invari¶ans (PageRank) m¶odszer tudom¶anymetriai alkalma-
z¶asa. Ez bizonyos sport¶agakn¶al is gondot okozhat, p¶eld¶aul egy tenisz ÄorÄok-
ranglista eset¶en megtÄort¶enhet az a furcsas¶ag, hogy valaki jobban j¶art volna,
ha tÄobb veres¶eget gy}ujt Äossze egy kiemelked}o j¶at¶ekos ellen (Radicchi, 2011).
Az invari¶ans m¶odszer nem monotonit¶as¶ara { v¶eletlen gener¶alt m¶atrixokkal
{ kÄonny}u ellenp¶eld¶at tal¶alni, a fair bets elj¶ar¶asra ¶es a k¶et du¶alra azonban nem
sikerÄult ilyet adnunk.
1. Sejt¶es. A du¶al invari¶ans, fair bets ¶es du¶al fair bets m¶odszerek mindegyike
monoton.
A monotonit¶as meglehet}osen szoros ÄosszefÄugg¶esben van a nemnegat¶³v re-
ag¶al¶as a gy}ozelemre (nonnegative responsiveness to the beating relation) tu-
lajdons¶aggal, amit a fair bets elj¶ar¶as teljes¶³t, ez is al¶at¶amaszthatja a fenti
sejt¶est (Gonz¶alez-D¶³az et al., 2014).
3.2. ¶All¶³t¶as. A lambda m¶odszer nem monoton.
Bizony¶³t¶as. Bemutatunk egy minim¶alis m¶eret}u, nem t¶ul nagy ¶ert¶ekeket
tartalmaz¶o ellenp¶eld¶at.
















A lambda m¶odszer ¶ert¶ekel}ovektora ¸1(R4) = (20; 16; 21)=57, ¶³gy a rangsor
X3 Â X2 Â X1, majd az X1 alternat¶³va egy ¶ujabb veres¶eget szenved el
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X2 ellen. Amennyiben az elj¶ar¶as nem manipul¶alhat¶o, a m¶asodik ¶es harmadik
helyezetteknek nem szabad v¶altoznia. Ehhez k¶epest ¸1(R04) = (25; 24; 24)=73,
teh¶at X1 Â (X2 » X3), az X1 objektum lett a gy}oztes: X1 gyeng¶ebb tel-
jes¶³tm¶eny¶enek hat¶as¶ara X2 helyzete javul, ami negat¶³van hat X3 ¶ert¶ekel¶es¶ere.
Itt azonban X1 abszol¶ut s¶ulya csÄokken, mert 20=57 > 25=73, b¶ar ennek
m¶ert¶eke nyilv¶anval¶oan kisebb, mint X3-¶e. 2
3.5. P¶elda. A 3.4. p¶elda alapj¶an az a gyan¶unk t¶amadhat, hogy a lambda
m¶odszer alkalmaz¶asakor a monotonit¶as r0ij > rij felt¶etele ¶altal (elvileg) ne-
gat¶³van ¶erintett Xi objektum abszol¶ut ¶ert¶ekel¶ese mindig csÄokken (szemben
az invari¶ans elj¶ar¶assal, l¶asd a 3.2. ¶es a 3.3. p¶eld¶akat), ez azonban nem igaz.
















Itt 2 = (r5)012 > (r5)12 = 1, de ¸
1(R4) = (78; 80; 85)=243 ¶es ¸1(R5) =
(91; 100; 90)=281, azaz X3 Â¸
1
R5
X1 ¶es X1 Â¸
1
R05
X3, valamint 78=243 < 91=281.
A 3.2. ¶all¶³t¶as bizony¶³t¶as¶aban ezt a p¶eld¶at is megadhattuk volna, de az ott
szerepl}o egyszer}ubb, kisebb sz¶amokat tartalmaz.
A 3.6. t¶etel szerint szoros kapcsolat ¶all fenn az invari¶ans, lambda ¶es
fair bets m¶odszerek kÄozÄott, ez¶ert az 1. sejt¶es tÄukr¶eben, ¶erdemes megn¶ezni
az eddig vizsg¶alt p¶eld¶akat internal slackening elj¶ar¶as minden ® 2 (0; 1)
param¶eter¶ert¶ek¶ere.
3.1. Megjegyz¶es. Az R3 ¶es R03 m¶atrixok mellett ¸
1(R3) = (7; 8; 6)=21 ¶es
¸1(R03) = (28; 39; 24)=91, vagyis p(R3)




7 ¢ 4 + 2®
3 + 3®
; 8 ¢ 4 + 2®
3 + 3®







28 ¢ 6 + 2®
4 + 4®
; 39 ¢ 4 + 2®
3 + 3®




Az elj¶ar¶as akkor nem er}osen monoton, ha X1 ¹¸
®
R3







X3, de X1 º¸
®
R3
X3, vagy X2 º¸
®
R3




7(4+2®)=(3+3®) · 8(4+2®)=(3+3®) minden ® ¸ 0 eset¶en teljesÄul a 3.2. ¶es a
3.3. kÄovetkezm¶enyek alapj¶an, m¶³g a 28(6+2®)=(4+4®) ¸ 39(4+2®)=(3+3®)
felt¶etel ® ¸ 0 mellett lehetetlen. Ugyanakkor 7(4 + 2®)=(3 + 3®) · 6(10 +
2®)=(6 + 6®), ha ® · 1=4, ¶es 28(6 + 2®)=(4 + 4®) ¸ 24(10 + 2®)=(6 +
6®) tetsz}oleges ® ¸ 0-ra, kÄovetkez¶esk¶epp ® · 1=4 fenn¶all¶asakor (p¶eld¶aul az
invari¶ans m¶odszern¶el) a ¸® pontoz¶asi elj¶ar¶as manipul¶alhat¶o. V¶egÄul 8(4 +
2®)=(3+3®) ¸ 6(10+2®)=(6+6®), amennyiben ® ¸ 1=5, de 39(4+2®)=(3+
3®) · 24(10 + 2®)=(6 + 6®) semmilyen ® ¸ 0 mellett sem teljesÄul.
A fentiek alapj¶an nyitott k¶erd¶es, hogy az internal slackening m¶odszer
pontosan milyen ® ¶ert¶ekek mellett nem monoton: ® = 0 (invari¶ans) ¶es ® = 1
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(lambda) mellett a 3.1. ¶es a 3.2. ¶all¶³t¶asok szerint biztosan nem az, ut¶obbi
viszont val¶osz¶³n}uleg nem ¶eles korl¶at. Az 1. sejt¶es alapj¶an a fair bets m¶odszer,
az ® ! 1 eset m¶ar monoton.
Az 1. sejt¶es alapj¶an logikusnak t}unik, hogy a du¶al fair bets ¶es du¶al in-
vari¶ans m¶odszerek ,,kÄozÄott" (l¶asd a 3.7. t¶etelt) elhelyezked}o du¶al lambda
m¶odszer is mentes a manipul¶aci¶ot¶ol; itt sem sikerÄult ellenp¶eld¶at tal¶alnunk.
2. Sejt¶es. A du¶al lambda m¶odszer monoton.
Az 1. ¶es a 2. sejt¶esek alapj¶an megfogalmazhat¶o egy ¶ujabb meg¶erz¶es.
3. Sejt¶es. A du¶al internal slackening m¶odszer tetsz}oleges ® ¸ 0 eset¶en
monoton.
Az internal slackening m¶odszert Slikker et al. (2012) kiz¶ar¶olag s¶ulyozatlan
ir¶any¶³tott gr¶afok eset¶en t¶argyalja, ez¶ert ¶erdemes megvizsg¶alni, az RN -n¶el
sz}ukebb GN halmazon tal¶alunk-e ellenp¶eld¶at.
3.3. ¶All¶³t¶as. A lambda m¶odszer az er}osen ÄosszefÄugg}o, s¶ulyozatlan ir¶any¶³tott
gr¶afok GN oszt¶aly¶an sem monoton.
Bizony¶³t¶as. n = 3-ra nem tal¶altunk ellenp¶eld¶at.
(a) Az (N; R6) rangsorol¶asi probl¶ema (b) Az (N; R
0
6) rangsorol¶asi probl¶ema
3. ¶abra. A 3.6. p¶elda rangsorol¶asi probl¶em¶ai




0 1 1 0
0 0 1 0
0 0 0 1







0 1 1 0
1 0 1 0
0 0 0 1
1 0 1 0
3
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A k¶et rangsorol¶asi probl¶ema a 3. ¶abr¶an l¶athat¶o. A lambda m¶odszer ¶ert¶eke-
l}ovektora ¸1(R6) = (2; 1; 2; 3)=8, ¶³gy a rangsor X4 Â (X1 » X3) Â X2, majd
X1 veres¶eggel z¶ar X2-vel szemben. Amennyiben az elj¶ar¶as nem manipul¶al-
hat¶o, X1 nem el}ozheti meg X3-at. Ehhez k¶epest ¸
1(R06) = (3; 3; 2; 3)=11,
teh¶at (X1 » X2 » X4) Â X3, az X1 objektum (holtversenyben) gy}oztes lett.
R¶aad¶asul X1 abszol¶ut s¶ulya is emelkedik, mert 1=4 < 3=11. 2
M¶ar csak a poz¶³ci¶os er}o monotonit¶as¶anak vizsg¶alata maradt h¶atra.
3.4. ¶All¶³t¶as. A poz¶³ci¶os er}o nem monoton.






(a) Az (N; R7) rangsorol¶asi probl¶ema (b) Az (N; R
0
7) rangsorol¶asi probl¶ema
4. ¶abra. A 3.7. p¶elda rangsorol¶asi probl¶em¶ai




0 1 0 1
0 0 1 0
0 0 0 1







0 1 0 1
1 0 1 0
0 0 0 1
1 0 1 0
3
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A k¶et rangsorol¶asi probl¶ema a 4. ¶abr¶an l¶athat¶o. A poz¶³ci¶os er}o ¶ert¶ekel}ovektora
x(R7) = (708; 324; 404; 724)=223 (ez a vektor nem 1-re normaliz¶alt), ¶³gy a
rangsor X4 Â X1 Â X3 Â X2, majd az X1 alternat¶³va veres¶eggel z¶ar X2 ellen.
Amennyiben az elj¶ar¶as nem manipul¶alhat¶o, X1 nem l¶ephet el}or¶ebb a rangsor-
ban. Ugyanakkor x(R07) = (48; 44; 24; 44)=13, azaz X1 Â (X2 » X4) Â X3,
az X1 objektum lett a gy}oztes. X1 gyeng¶ebb teljes¶³tm¶eny¶enek hat¶as¶ara X2
helyzete sokat javul, ez pedig negat¶³van hat X4 ¶ert¶ekel¶es¶ere.
Ez a rangsor el¶eg furcs¶anak t}unik, mert az X3 ! X2 ir¶any¶³tott ¶el be-
h¶uz¶as¶aval egy olyan probl¶em¶at kapunk, ahol az objektumok helyzete telje-
sen szimmetrikus. Val¶oban, ekkor p(R007 ) = (4; 4; 4; 4), ami azt sugallja,
hogy R07-ben X2-nek kellene els}onek, X3-nak pedig utols¶onak lennie. A po-
z¶³ci¶os gyenges¶egek ±x(R07) = (44; 24; 44; 48)=13 ¶es ±x(R
00
6 ) = (4; 4; 4; 4), ¶³gy
xCp(R07) = (4; 20; ¡20; ¡4)=13 ¶es xCp(R007) = (0; 0; 0; 0). Teh¶at intu¶³ci¶onk-
kal a Copeland poz¶³ci¶os er}o van Äosszhangban. 2
A m¶asik k¶et kapcsol¶od¶o elj¶ar¶as manipul¶alhat¶os¶ag¶at nem tudtuk bizony¶³-
tani.
4. Sejt¶es. A poz¶³ci¶os gyenges¶eg ¶es Copeland poz¶³ci¶os er}o m¶odszerek mono-
tonok.
ÄOsszess¶eg¶eben ¶ugy t}unik, a monotonit¶as miatt az invari¶ans (PageRank)
m¶odszer helyett c¶elszer}ubb a fair bets elj¶ar¶as, vagy a du¶alok haszn¶alata.
Amennyiben m¶egis az el}obbi mellett dÄontÄunk, c¶elszer}u kit¶erni arra, mik¶ent
lehet elkerÄulni az ebb}ol fakad¶o probl¶em¶akat.
3.6.2 Megford¶³that¶os¶ag
3.5. ¶All¶³t¶as. Az invari¶ans (PageRank), fair bets, ¸, internal slackening ¶es
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Bizony¶³t¶as. A 3.1. p¶eld¶aban szerepl}o ir¶any¶³tott gr¶afon egyik elj¶ar¶as sem
teljes¶³ti a megford¶³that¶os¶ag 2.1. kÄovetkezm¶enyben megkÄovetelt felt¶etel¶et, mi-
szerint a pontoz¶asi elj¶ar¶as du¶alja azonos rangsort eredm¶enyez. A fair bets
m¶odszerre ezt m¶ar Gonz¶alez-D¶³az et al. (2014, Example 4.4) is bel¶atta. 2
Ebb}ol a 2.2. ¶all¶³t¶as alapj¶an ad¶odik a kÄovetkez}o eredm¶eny.
3.5. KÄovetkezm¶eny. A du¶al invari¶ans, du¶al fair bets, du¶al ¸, du¶al in-
ternal slackening ¶es poz¶³ci¶os gyenges¶eg (du¶al poz¶³ci¶os er}o) m¶odszerek nem
megford¶³that¶ok.
3.6. ¶All¶³t¶as. A Copeland poz¶³ci¶os er}o megford¶³that¶o.
Bizony¶³t¶as. A m¶odszer de¯n¶³ci¶oj¶ab¶ol ad¶odik: xCp(R)i ¸ xCp(R)j ,
x(R)i ¡ ±x(R)i ¸ x(R)j ¡ ±x(R)j , x(R>)i ¡ ±x(R>)i · x(R>)j ¡
±x(R>)j , xCp(R>)i · xCp(R>)j . 2
A fair bets m¶odszer alkalmaz¶asa elleni egyik legjelent}osebb ¶erv a megfor-
d¶³that¶os¶ag hi¶anya Gonz¶alez-D¶³az et al. (2014). A Copeland poz¶³ci¶os er}ohÄoz
hasonl¶o Äotlettel ez kÄonnyed¶en kikÄuszÄobÄolhet}onek t}unik: el¶eg lenne bevezetni
a fair bets ¶es a du¶al fair bets ¶ert¶ekel}ovektorok kÄulÄonbs¶eg¶et.
3.6.3 ÄOnkonzisztens monotonit¶as
Alaposabban tanulm¶anyozva a 3.1. p¶eld¶aban kapott rangsorokat, felt}un}o,
hogy mindegyikben fenn¶all az X2 Â X3 ÄosszefÄugg¶es. Ez nem tekinthet}o
puszta v¶eletlennek, neh¶ez lenne a ford¶³tott sorrend mellett ¶ervelni. Ugyanis
mindk¶et objektum veres¶eget szenvedett X1-t}ol, viszont legy}ozte X4-et, ilyen
tekintetben tÄok¶eletesen azonos teljes¶³tm¶enyt mutatva. Ellenben X2 jobbnak
bizonyult X3-n¶al, ¶³gy logikusnak t}unik szigor¶uan el}or¶ebb rangsorolni. TÄobbek
kÄozÄott ez is egy, az Äonkonzisztens monotonit¶as ¶altal el}o¶³rt kÄovetelm¶eny egy
pontoz¶asi elj¶ar¶as ¶altal adott sorrendre vonatkoz¶oan.
Eszerint a t¶argyalt m¶odszerek bizonyos esetekben teljes¶³tik az Äonkonzisz-
tens monotonit¶ast. ¶Altal¶anosan azonban nem ez a helyzet.
3.8. T¶etel. Az invari¶ans, du¶al invari¶ans, fair bets, du¶al fair bets, lambda,
du¶al lambda, internal slackening, du¶al internal slackening, poz¶³ci¶os er}o, po-
z¶³ci¶os gyenges¶eg ¶es Copeland poz¶³ci¶os er}o m¶odszerek nem Äonkonzisztens mo-
notonok (Chebotarev ¶es Shamis, 1999).
Bizony¶³t¶as. A t¶etelben szerepl}o mindegyik m¶odszer gy}ozelem-veres¶eg
kombin¶al¶o pontoz¶asi elj¶ar¶as, ¶³gy nem teljes¶³thetik az Äonkonzisztens mono-
tonit¶ast (Chebotarev ¶es Shamis, 1999, Theorem 8). A 2.2. p¶eld¶aban az
(Xi;Xj) ir¶any¶³tott ¶elt rij = 1 reprezent¶alhatja, a p¶aros Äosszehasonl¶³t¶asi
m¶atrix tÄobbi eleme pedig 0. Ekkor az invari¶ans elj¶ar¶asra (X6 » X7) Â
(X2 » X3), du¶alj¶ara (X2 » X3) Â X6 Â X7, a fair betsn¶el (X2 » X3) »
(X6 » X7), du¶alj¶an¶al pedig (X2 » X3) Â X6 Â X7. A ¸ m¶odszer eset¶en
(X6 » X7) Â (X2 » X3), du¶alj¶ara (X2 » X3) Â X6 Â X7. p2 = p3 = 1 ¶es
s2 = s3 = 1 alapj¶an X2 ¶es X3 el}odeinek ¶es kÄovet}oinek sz¶ama azonos, valamint
X2 »¸
1
X3 ¶es X2 »±¸
1




¶es X2 »±¸® X3 tetsz}oleges ® > 0-ra. V¶egÄul a poz¶³ci¶os er}o alkalmaz¶asakor
(X6 » X7) Â (X2 » X3), a poz¶³ci¶os gyenges¶egn¶el (X2 » X3) Â X6 Â X7,
m¶³g a Copeland poz¶³ci¶os er}oben (X2 » X3) Â X6 Â X7. Ut¶obbi ¶es az
elj¶ar¶asok du¶al v¶altozatai valamivel jobban teljes¶³tenek, mert az X2 » X3 ¶es
X6 » X7 felt¶etelekb}ol csak az el}obbit s¶ertettek meg, az eredeti v¶altozatok
viszont mindkett}ot. 2
3.2. Megjegyz¶es. Az Äonkonzisztens monotonit¶asra adott ellenp¶elda n¶eh¶any
esetben a szÄuks¶egesn¶el bonyolultabb, p¶eld¶aul a fair bets m¶odszer m¶ar n = 5
eset¶en megs¶erti azt (Gonz¶alez-D¶³az et al., 2014).
A 3.8. t¶etel egyben azt is mutatja, hogy a 3.6.2. szakasz v¶eg¶en eml¶³tett ¶ut,
az eredeti ¶es du¶al ¶ert¶ekel}ovektorok kÄulÄonbs¶eg¶enek k¶epz¶ese csak a megford¶³tha-
t¶os¶ag megteremt¶es¶ere alkalmas, az Äonkonzisztens monotonit¶as megs¶ert¶es¶enek
kikÄuszÄobÄol¶es¶ere nem (ahogy a poz¶³ci¶os er}on¶el is l¶atszik), hiszen mindegyik
m¶odszern¶el fenn¶all az X2 » X3 dÄontetlen viszony.
3.6.4 Az ¶ertelmez¶esi tartom¶any k¶erd¶ese
A 3.2.3. alfejezetben bemutattuk a fair bets m¶odszer egy lehets¶eges kiter-
jeszt¶es¶et reducibilis R p¶aros Äosszehasonl¶³t¶asi m¶atrixokra, ami ¶ertelemszer}uen
megtehet}o az invari¶ans ¶es az internal slackening elj¶ar¶asok, illetve ezek du¶aljai
eset¶en is. Itt k¶et, ezzel kapcsolatos kritikus pontot t¶argyalunk.
A p¶arhuzamos lig¶ak nem Äosszehasonl¶³that¶os¶aga az¶ert vitathat¶o, mert ez
m¶eg nem jelenti azt, hogy a kett}o kÄozÄott semmilyen kapcsolat sem tal¶alhat¶o:
egy G ir¶any¶³tott gr¶af er}os ÄosszefÄugg}os¶eg¶enek hi¶any¶aban ir¶any¶³tatlan v¶altozata
m¶eg lehet ÄosszefÄugg}o. A 2.1. p¶eld¶aban ig¶eny mutatkozhat az [X1] ¶es [X5] lig¶ak
kÄozÄotti kÄulÄonbs¶egt¶etelre, amit az im¶ent t¶argyalt Äonkonzisztens monotonit¶as
kÄovetelm¶enye is t¶amogat, miszerint X1 egy¶ertelm}uen jobbnak tekinthet}o X5-
n¶el, ugyanis mindketten legy}ozt¶ek X3-at ¶es X4-et, de az el}obbi X2-t is. Slikker
et al. (2012) meg is mutatja, hogy az internal slackening m¶odszer kiterjeszt-
het}o az ilyen, tÄobb leger}osebb lig¶at tartalmaz¶o esetekre. Ugyanakkor ezen
¶altal¶anos¶³t¶asok mindegyike a kor¶abbin¶al bonyolultabb t¶argyal¶ast ig¶enyel, je-
lent}os m¶ert¶ekben rontja az ¶attekinthet}os¶eget. ¶Igy, amennyiben ilyen ir¶any¶u
ig¶eny merÄul fel, c¶elszer}u az ¶altal¶anosabb ¶ertelmez¶esi tartom¶anyt megenged}o
elj¶ar¶asokhoz, a poz¶³ci¶os er}ohÄoz, az ¶altal¶anos¶³tott sorÄosszeghez vagy a legkisebb
n¶egyzetek m¶odszer¶ehez fordulni.
A m¶asik k¶erd¶es, hogy minden esetben j¶o megold¶as jelent-e az, ha a gyen-
g¶ebb liga legjobb tagja is h¶atr¶ebb kerÄul, mint az er}osebb leggyeng¶ebb r¶eszt-
vev}oje?




0 99 0 1
1 0 0 0
0 0 0 99
0 0 1 0
3
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Vagyis X1 nagym¶ert¶ekben jobbnak bizonyult X2-n¶el (100-b¶ol 99-szer legy}oz-
te), X3 pedig a X4-n¶el. A k¶et halmaz kÄozÄotti ¶atj¶ar¶ast, az ÄosszefÄugg}os¶eget az
biztos¶³tja, hogy X1 egyszer X4-et is megverte. Ekkor a k¶et liga fX1;X2g ¶es
fX3; X4g, ebben a term¶eszetes sorrendben. Emiatt az X2 alternat¶³va X3 el¶e
fog kerÄulni a rangsorban, ez azonban egyedÄul X1 ¶es X4 Äosszehasonl¶³t¶as¶anak
a m¶asik kett}ohÄoz k¶epest kev¶ess¶e megb¶³zhat¶o kimenetel¶en alapul. Amennyi-
ben ¯gyelembe vesszÄuk az r14 elem er}os bizonytalans¶ag¶at, sokkal logikusabb-
nak t}unik az X1 Â X3 Â X2 Â X4 sorrend fel¶all¶³t¶asa. N¶eh¶any m¶odszern¶el
ez ¶erv¶enyesÄul is, p¶eld¶aul a legkisebb n¶egyzetek ¶altal szolg¶altatott, 0-ra nor-
maliz¶alt ¶ert¶ekel}ovektor (25; ¡24; 24; ¡25).
Chebotarev (1994) ugyancsak ezzel ¶ervel az ¶altal¶anos¶³tott sorÄosszeg hasz-
n¶alata mellett: irreducibilis p¶aros Äosszehasonl¶³t¶asi m¶atrixok eset¶en a kÄulÄon-
bÄoz}o lig¶ak kÄozÄott csak a kÄorm¶erk}oz¶eses esetben l¶etezik egy¶ertelm}u sorrend.
4 Alkalmaz¶asok
4.1 A p¶aros Äosszehasonl¶³t¶asok felhaszn¶al¶as¶anak n¶eh¶any
terÄulete
Orsz¶agok gazdas¶agi teljes¶³tm¶eny¶enek m¶er¶esekor elengedhetetlen az elt¶er}o ¶ar-
sz¶³nvonalb¶ol ad¶od¶o kÄulÄonbs¶egek kisz}ur¶ese. B¶ar az egyes fogyaszt¶asi javak ¶es
szolg¶altat¶asok ¶arai elvben j¶ol m¶erhet}ok, az aggreg¶aci¶o sor¶an nem egy¶ertelm}u,
milyen term¶ekszerkezettel kell azokat Äosszes¶ulyozni. TekintsÄuk a vizsg¶alt
orsz¶agok N = f1; 2; . . . ; ng ¶es a term¶ekek M = f1; 2; . . . ;mg halmaz¶at, legyen
a k 2 M fogyaszt¶asi j¶osz¶ag ¶ara a i 2 N orsz¶agban pik, mennyis¶ege pedig
qik. A leggyakrabban haszn¶alt Fisher-index (Fisher, 1922) az i ¶es j orsz¶ag

















Ez a mutat¶o rendelkezik a reciprocit¶asi tulajdons¶aggal (F pj=i = 1=F
p
i=j), ugyan-





m¶odon fel¶³rt p¶aros Äosszehasonl¶³t¶as m¶atrix inkonzisztens lehet. Ennek keze-
l¶es¶ere tÄobbnyire a legkisebb n¶egyzetek elj¶ar¶ast haszn¶alj¶ak, ami a v¶as¶arl¶oer}o-
parit¶as sz¶am¶³t¶as¶aban { kidolgoz¶oi nev¶eb}ol { EKS-m¶odszerk¶ent ismert (¶Eltet}o
¶es KÄoves, 1964; Szulc, 1964). Az az¶ota eltelt 50 ¶evben sem m¶odos¶³tottak
¶erdemben a kiindul¶asi alapokon. Itt az egyenl}o s¶ulyoz¶as m¶odos¶³t¶asa jelenthet
¶uj kutat¶asi ir¶anyt, miut¶an a magas szinten aggreg¶alt adatok megb¶³zhat¶os¶a-













h¶anyadosok elt¶er¶ese kÄulÄonbÄoz}o ¿2 N orsz¶agokra az egyes orsz¶agok term¶ek-
szerkezet¶enek hasonl¶os¶ag¶at is mutathatja (Rao ¶es Timmer, 2003).
A tudom¶anyos teljes¶³tm¶enyek sz¶amszer}us¶³t¶es¶ere felmerÄul}o ig¶enyek kiel¶eg¶³-
t¶ese gyakran foly¶oiratok / tudom¶anyos kutat¶ok / szakmai m}uhelyek egym¶asra
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val¶o hivatkoz¶asai alapj¶an tÄort¶enik. Ezek a referenci¶ak megadj¶ak egy kiv¶alasz-
tott objektump¶ar Äosszehasonl¶³t¶as¶anak eredm¶eny¶et, melyek seg¶³ts¶eg¶evel k¶epet
kapunk azok jelent}os¶eg¶er}ol. Ehhez m¶eg az sem szÄuks¶eges, hogy a kiv¶alasztott
foly¶oiratok azonos tudom¶anyterÄuletekr}ol sz¶armazzanak: elegend}o lehet, ha
b¶armely kett}o kÄozÄott tal¶alunk olyan l¶ancot, ami alapj¶an felt¶arhat¶o azok re-
lat¶³v fontoss¶aga. Itt azonban megjelenik egy ¶uj t¶enyez}o, a vizsg¶alt id}oszak
alatt megjelent cikkek sz¶ama: egy hosszabb foly¶oiratra ¶ertelemszer}uen na-
gyobb val¶osz¶³n}us¶eggel ¶erkeznek kÄuls}o hivatkoz¶asok.
A j¶ol ismert impakt faktor (Gar¯eld, 1955) egy¶altal¶an nem tesz kÄulÄonbs¶e-
get a hivatkoz¶asok kÄozÄott, amit tÄobben komoly hib¶anak tekintenek (R¶etall¶er
¶es Tasn¶adi, 2013). Pinski ¶es Narin (1976) az invari¶ans m¶odszer egy, a megje-
lent cikkek sz¶am¶aval korrig¶alt v¶altozat¶at vezette be a foly¶oiratok rangsorol¶a-
s¶ara, az ¶altaluk adott elj¶ar¶ast Palacios-Huerta ¶es Volij (2004) karakteriz¶alta.
K¶oczy ¶es Nichifor (2013) megmutatta, hogy mindkett}o ¶erz¶ekeny a cikkek
darabol¶as¶ara, ez¶ert egy ezt kisz}ur}o m¶odos¶³t¶ast javasolt, mely azonos a fair
bets m¶odszerrel. K¶oczy ¶es Strobel (2010) egy m¶asik elj¶ar¶ast, a tournament
m¶odszert aj¶anlja az invari¶ans m¶odszer hib¶ainak kikÄuszÄobÄol¶es¶ere. Ez nem veszi
¯gyelembe a megjelent cikkek sz¶am¶at, ez¶ert { sz¶amos m¶as, a 3.1. alfejezet-
ben eml¶³tett elj¶ar¶as mellett { egyszer}uen beilleszthet}o a mi t¶argyal¶asunkba.
Hasonl¶o k¶erd¶esek merÄulnek fel weblapok rangsorol¶as¶an¶al, ilyen elven alapul
a Google keres}omotorj¶anak m}ukÄod¶ese is (Brin ¶es Page, 1998).
A feladat nem ismeretlen a pszichol¶ogi¶aban sem, az els}ok kÄozÄott bukkant
fel a Thurstone (1927) cikkben. A k¶es}obbiekben tÄobb pszichol¶ogus j¶atszott
¶uttÄor}o szerepet a rangsorol¶asi m¶odszerek kidolgoz¶as¶aban (Gulliksen, 1956;
Kaiser ¶es Serlin, 1978). E terÄuleten az¶ert lehet hasznos a p¶aros Äosszehason-
l¶³t¶asok bevezet¶ese, mert a k¶³s¶erleti alanyok gyakran nem k¶epesek abszol¶ut
sk¶al¶an ¶ert¶ekelni az egyes t¶enyez}oket, csak azok relat¶³v viszony¶anak megb¶³z-
hat¶o le¶³r¶asa v¶arhat¶o t}olÄuk.
Hasonl¶o probl¶em¶ak jelentkezhetnek egy konferenci¶ara be¶erkezett absz-
traktok elfogad¶asakor: mivel egy-egy ¶ert¶ekel¶esre felk¶ert szakember csak az
¶altala kapott dolgozatokat l¶atja, nem tudja meg¶³t¶elni a teljes mez}ony erej¶et.
Ennek kÄovetkezt¶eben az ¶altala adott pontsz¶am nem ritk¶an er}osen szubjekt¶³v,
vannak szigor¶u ¶es enged¶ekeny b¶³r¶al¶ok, az ebb}ol ered}o torz¶³t¶asok kisz}ur¶es¶eben
pedig a p¶aros Äosszehasonl¶³t¶asi m¶odszertan ny¶ujthat seg¶³ts¶eget (Boz¶oki et al.,
2013). A megkÄozel¶³t¶est borszak¶ert}ok ¶ert¶ekel¶es¶ere is alkalmazt¶ak (London ¶es
Csendes, 2013). Ugyanez ¶erv¶enyes a napjainkban egyre n¶epszer}ubb inter-
netes term¶ek¶ert¶ekel}o ¶es -Äosszehasonl¶³t¶o oldalak eset¶eben. Jiang et al. (2011)
a Net°ix prize (http://www.netflixprize.com) adatb¶azist haszn¶alta ¯lmek
rangsorol¶as¶ara, a p¶aros Äosszehasonl¶³t¶asok kimenetel¶et egy-egy kiv¶alasztott
n¶ez}o ¶ert¶ekel¶esei alapj¶an meghat¶arozva, mi¶altal az elj¶ar¶as alkalmas a be¶erkez}o
v¶elem¶enyek kÄulÄonbÄoz}o sk¶al¶az¶as¶anak kikÄuszÄobÄol¶es¶ere.
Sok, tÄobb sz¶azas vagy ezres nagys¶agrend}u, egym¶ast¶ol tÄobb¶e-kev¶esb¶e fÄug-
getlen egy¶eni dÄont¶es alapj¶an nagy biztons¶aggal ¶all¶³that¶ok fel kÄulÄonbÄoz}o sor-
rendek. A m¶odszertant fels}ooktat¶asi int¶ezm¶enyek felv¶eteliz}oi preferenci¶ak
seg¶³ts¶eg¶evel tÄort¶en}o rangsorol¶as¶ara haszn¶alta Avery et al. (2013), egy nemr¶eg
megjelent hazai cikkben is hasonl¶o megkÄozel¶³t¶essel tal¶alkozunk (Telcs et al.,
P¶aros Äosszehasonl¶³t¶asokon alapul¶o rangsorol¶asi m¶odszerek 191
2013). Machado et al. (2012) pedig k¶orh¶azak ¶ert¶ekel¶es¶et javasolta az orvos-
rezidensek v¶alaszt¶asainak felhaszn¶al¶as¶aval.
Szavaz¶asi modellekben ezzel anal¶og feladatot jelent a preferenci¶ak aggre-
g¶al¶asa: itt a k¶et, egym¶assal verseng}o alternat¶³v¶ara leadott szavazatok megosz-
l¶asa k¶epviselheti a p¶aros Äosszehasonl¶³t¶as eredm¶eny¶et (Chebotarev ¶es Shamis,
1998).
V¶egÄul az egyik klasszikus alkalmaz¶asi terÄulet a sport. Zermelo (1929)
tanulm¶any¶at sz¶amos olyan cikk kÄovette, mely a gyakorlatban felmerÄul}o kÄu-
lÄonbÄoz}o probl¶em¶ak megold¶as¶ara tett k¶³s¶erletet: Radicchi (2011) p¶eld¶aul egy
tenisz ÄorÄokranglista fel¶all¶³t¶as¶at javasolta a PageRank-m¶odszer alkalmaz¶as¶aval.
M¶as megkÄozel¶³t¶essel ugyanerre tett k¶³s¶erletet Temesi et al. (2012). Csat¶o
(2013a) a sv¶ajci rendszerben10 lebonyol¶³tott 2010-es f¶er¯ (open) sakkolimpi¶an
r¶esztvev}o csapatok rangsorol¶as¶at v¶egezte el egy p¶aros Äosszehasonl¶³t¶asi modell
seg¶³ts¶eg¶evel, megmutatva, hogy az alternat¶³v sorrendek tÄobb szempontb¶ol
kedvez}obb tulajdons¶agokkal b¶³rnak, mint a hivatalos v¶egeredm¶eny. A sport-
beli alkalmaz¶asok el}onyei kÄozÄott eml¶³tend}o a hatalmas mennyis¶egben, kis
ut¶anaj¶ar¶assal el¶erhet}o, kev¶es szubjekt¶³v elemet tartalmaz¶o adatok felhaszn¶a-
l¶as¶anak lehet}os¶ege.
4.2 Megold¶asi keret a gyakorlatban felmerÄul}o probl¶e-
m¶akhoz
Az alkalmaz¶asok sor¶an gyakran k¶erd¶eses, hogy a p¶aros Äosszehasonl¶³t¶asok is-
mert kimenetelei pontosan milyen R m¶atrixot eredm¶enyeznek. TÄobbnyire
az Äosszehasonl¶³t¶asok sz¶am¶anak megad¶asa jelenti a kisebb probl¶em¶at: p¶eld¶aul
egy sv¶ajci rendszer}u versenyn¶el nyilv¶anval¶o, hogy a lej¶atszott m¶erk}oz¶esek
mindegyike azonosan egy s¶ullyal szerepel, m¶³g a tÄobbi alternat¶³vap¶ar eset¶en
az Äosszehasonl¶³t¶asok hi¶anyoznak (Csat¶o, 2013a).
A tÄobbszÄorÄos Äosszehasonl¶³t¶asok, a s¶ulyoz¶as sz¶amos megfontol¶asb¶ol ad¶od-
hat, p¶eld¶aul:
1. Egym¶asra val¶o hivatkoz¶asokn¶al: a vizsg¶alt id}oszak alatt b¶armennyi re-
ferencia szÄulethet egy adott cikkre vagy foly¶oiratra;
2. NemzetkÄozi ¶arsz¶³nvonal-Äosszehasonl¶³t¶asn¶al a k¶et orsz¶ag term¶ekkosar¶a-
nak elt¶er¶ese szolg¶altathat inform¶aci¶ot a Fisher-index megb¶³zhat¶os¶ag¶ar¶ol
(Rao ¶es Timmer, 2003);
3. A sportbajnoks¶agok, szavaz¶asok vagy pszichol¶ogiai vizsg¶alatok gyakran
m sz¶am¶u fordul¶ora bonthat¶ok, melyek mindegyik¶eben egy alternat¶³vap¶ar
legfeljebb egyszer kerÄul Äosszehasonl¶³t¶asra. Ilyenkor logikus v¶alaszt¶asnak
t}unik az ezek kimeneteleit le¶³r¶o R(p); p = 1; 2; . . . ; m m¶atrixok olyan
megv¶alaszt¶asa, hogy r(p)ij + r
(p)
ji = 1 teljesÄuljÄon, amennyiben az Xi ¶es




ji = 0, ha
10A sv¶ajci rendszer gyakori m¶odszere a versenyek lebonyol¶³t¶as¶anak olyan sportokban,
ahol nem kÄorm¶erk}oz¶eses rendszerben j¶atszanak ¶es valahogy Äossze kell p¶aros¶³tani a fordu-
l¶okban az egym¶as ellen j¶atsz¶o j¶at¶ekosokat vagy csapatokat.
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nem. TÄobbnyire azonban ekkor is az ¶altalunk haszn¶alt, aggreg¶alt R =Pm
p=1 R
(p) m¶atrixot szok¶as vizsg¶alni (Gonz¶alez-D¶³az et al., 2014). Ez
nem v¶eletlen: Chebotarev ¶es Shamis (1999) bizony¶³tja, hogy egyetlen,
az egy¶eni R(p) m¶atrixokon alapul¶o rangsorol¶o elj¶ar¶as sem el¶eg¶³ti ki a
2.3.5. alfejezetben bemutatott Äonkonzisztens monotonit¶as tulajdons¶agot,
ha az alternat¶³vap¶arok kÄozÄotti Äosszehasonl¶³t¶asok sz¶ama nem azonos.
Temesi et al. (2012) egy tenisz ÄorÄokranglista fel¶all¶³t¶as¶ara tett k¶³s¶erletet
a legjobb j¶at¶ekosok egym¶as elleni m¶erk}oz¶esei alapj¶an. Ut¶obbiak sz¶ama tÄuk-
rÄozheti a p¶aros Äosszehasonl¶³t¶as megb¶³zhat¶os¶ag¶at, a cikk azonban eltekintett
ennek kezel¶es¶et}ol. Az ok els}osorban az adatokban keresend}o: p¶eld¶aul egy
16 : 0-s egym¶as elleni m¶erleg azt jelenten¶e, hogy a s¶ulyozott esetben ¶ori¶asi
jelent}os¶ege lenne ennek a tÄok¶eletes, m¶as j¶at¶ekosok sz¶am¶ara l¶enyeg¶eben meg-
ism¶etelhetetlen dominanci¶anak. Ehelyett (az egyik k¶odol¶asban) az A ered-
m¶enym¶atrixon keresztÄul kerÄult be¶ep¶³t¶esre ez az inform¶aci¶o.
Az Äosszehasonl¶³t¶asok sz¶am¶anak meghat¶aroz¶asa ut¶an m¶eg mindig h¶atravan
azok kimenetel¶enek de¯ni¶al¶asa. Erre sz¶amtalan strat¶egia v¶alaszthat¶o, minden-
esetre c¶elszer}u tÄobb lehets¶eges k¶odol¶ast p¶arhuzamosan vizsg¶alni ¶es egym¶assal
Äosszevetni. Csat¶o (2013a) p¶eld¶aul megmutatja, hogy az eredm¶enyÄul kapott
sorrend nem ¶erz¶ekeny a kÄulÄonbÄoz}o intenzit¶as¶u gy}ozelmek matematikailag
elfogadhat¶o (monoton) transzform¶aci¶oira. Optim¶alis esetben, a rangsorol¶asi
elj¶ar¶asok axiomatikus tulajdons¶againak ¯gyelembev¶etel¶evel, lehet}os¶eg ny¶³lik
a gyakorlati p¶eld¶aban meg¯gyelt eredm¶enyek ¶atk¶odol¶as¶anak elm¶eleti al¶at¶a-
maszt¶as¶ara is (Csat¶o, 2012).
A KÄozgazdas¶agi Szemle m¶arciusi sz¶am¶aban Telcs et al. (2013) a felv¶eteliz}ok
preferenci¶ai alapj¶an v¶egezte el fels}ooktat¶asi int¶ezm¶enyek rangsorol¶as¶at: az
ezek kÄozÄotti p¶aros Äosszehasonl¶³t¶asok kimenetele a beadott jelentkez¶esi lapok
seg¶³ts¶eg¶evel adhat¶o meg. Azonban kor¶antsem egy¶ertelm}u, vajon mikor lehet
k¶et cs¶ucsot ÄosszekÄotni, mikor mondhatjuk azt, hogy az egyik egyetem egy¶er-
telm}uen jobb a m¶asikn¶al. A szerz}ok az al¶abbi felt¶etelez¶esekkel ¶eltek:
1. Nincs kÄulÄonbs¶eg a preferenci¶ak er}oss¶ege kÄozÄott;
2. A kÄozvetett preferenci¶ak is sz¶am¶³tanak (az els}o helyen megjelÄolt int¶ez-
m¶eny jobb a harmadikn¶al, negyedikn¶el stb.);
3. A megjelÄolt szakok prefer¶altak az Äosszes kihagyotthoz k¶epest (,,A nem
megjelÄolt szakok kev¶esb¶e prefer¶altak, mint b¶armelyik megjelÄolt");
4. A nem megjelÄolt szakok egyenrang¶uak, a kÄoztÄuk lev}o viszony dÄontet-
lennek min}osÄul.
Ezek kÄozÄul az els}o kett}o aligha vitathat¶o. A harmadik pont, a meg-
jelÄolt objektumok Äosszes kihagyotthoz k¶epesti el}onyben r¶eszes¶³t¶ese tekin-
tet¶eben m¶ar ink¶abb indokolt az ¶ovatoss¶ag. TÄobb dolog is visszatarthat
egy felv¶eteliz}ot az ¶altala legjobbnak gondolt szak megjelÄol¶es¶et}ol, p¶eld¶aul a
tov¶abbi szakokra tÄort¶en}o jelentkez¶es p¶enzbeli (¶es adminisztr¶aci¶os) kÄolts¶egei,
a magas ponthat¶arok miatt sz¶am¶ara eleve el¶erhetetlen helyek kihagy¶asa,
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vagy az egyetemre j¶ar¶as j¶arul¶ekos kÄolts¶egeinek (sz¶all¶as, ¶etkez¶es) nagys¶aga.
Ez indokolja, hogy Avery et al. (2013) hasonl¶o vizsg¶alata az int¶ezm¶enyek
kÄozÄotti preferenci¶akat csak a megadott v¶alaszt¶asi halmazon belÄul ¶ertelmezi,
valamelyik szakot akkor tekinti jobbnak egy m¶asikn¶al, ha el}or¶ebb szerepel a
felv¶eteliz}o jelentkez¶esi lapj¶an. V¶egÄul a negyedik feltev¶es, a nem megjelÄolt ob-
jektumok egyenrang¶uk¶ent besorol¶as¶at mell}ozve { a hi¶anyz¶o Äosszehasonl¶³t¶asok
megenged¶es¶evel { c¶elszer}u lehet a k¶et alternat¶³va Äosszehasonl¶³t¶as¶anak ered-




ji = 0;5 helyett az r
(p)
ij =
r(p)ji = 0 megold¶ast alkalmazni.
ÄOsszess¶eg¶eben a gyakorlati alkalmaz¶asok egyik kÄozponti k¶erd¶ese a val¶os¶ag-
b¶ol sz¶armaz¶o meg¯gyel¶esek matematikai nyelvre ford¶³t¶asa, ez¶ert a p¶aros Äosz-
szehasonl¶³t¶asi probl¶em¶ak megold¶asa sor¶an az al¶abbi l¶ep¶esek kÄovet¶es¶et aj¶anl-
juk:
1. A matematikai m¶odszerek alkalmazhat¶os¶ag¶anak ellen}orz¶ese: p¶eld¶aul,
ha a kiv¶alasztott objektumok k¶epesek befoly¶asolni a p¶aros Äosszehason-
l¶³t¶asok eredm¶eny¶et, ÄosztÄonÄozve voltak-e a min¶el jobb eredm¶eny el¶er¶es¶ere
(l¶asd a 3.6. alfejezetet);
2. Az egyes alternat¶³vap¶arokra elv¶egzett Äosszehasonl¶³t¶asok sz¶am¶anak meg-
ad¶asa;
3. A p¶aros Äosszehasonl¶³t¶asok kimenetel¶enek k¶odol¶asa;
4. A rangsorol¶asi elj¶ar¶as kiv¶alaszt¶asa, lehet}os¶eg szerint az axiomatikus
megkÄozel¶³t¶es tÄukr¶eben;
5. A kapott sorrendek ¶erz¶ekenys¶egvizsg¶alata a kiindul¶o hipot¶ezisek szem-
pontj¶ab¶ol;
6. Az eredm¶enyek elemz¶ese, Äosszehasonl¶³t¶asa a m¶ar ismert rangsorokkal,
megold¶asokkal.
A folyamat term¶eszetesen nem egyir¶any¶u, szekvenci¶alis. Az adatok elem-
z¶ese r¶amutathat a kiindul¶o feltev¶es vagy a matematikai k¶odol¶as ¶es a ki-
v¶alasztott rangsorol¶asi m¶odszerek korl¶ataira, r¶aad¶asul az Äosszehasonl¶³t¶asok
s¶ulyoz¶asa sem mindig fÄuggetlen¶³thet}o azok kimenetel¶enek meghat¶aroz¶as¶at¶ol
(Temesi et al., 2012). A keret n¶eha sz}uk¶³thet}o is, statisztikai jelleg}u vizsg¶a-
latokban p¶eld¶aul az els}o l¶ep¶es ¶ertelemszer}uen kimarad.
5 ÄOsszefoglal¶as
Tanulm¶anyunkban a p¶aros Äosszehasonl¶³t¶ason alapul¶o rangsorol¶as egy ¶altal¶anos
modellj¶et ¶es ennek gyakorlati alkalmaz¶asait tekintettÄuk ¶at. R¶eszletesen t¶ar-
gyaltunk n¶eh¶any pontoz¶asi elj¶ar¶ast, az invari¶ans (PageRank), fair bets, in-
ternal slackening ¶es poz¶³ci¶os er}o m¶odszereket. Bemutattuk az internal slack-
ening ¶altal az invari¶ans ¶es fair bets elj¶ar¶asok kÄozÄott teremtett kapcsolatot,
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illetve az ut¶obbiak egy karakteriz¶aci¶oj¶at. Ugyanakkor azt tal¶altuk, hogy m¶as
tulajdons¶agok szempontj¶ab¶ol bizonyos m¶odszerek alkalmaz¶asa vitathat¶o. A
monotonit¶as megs¶ert¶ese miatt az alternat¶³v¶ak ellen¶erdekeltek lehetnek a jobb
teljes¶³tm¶eny el¶er¶es¶eben, ami els}osorban akkor el}onytelen, ha lehet}os¶egÄuk van
a p¶aros Äosszehasonl¶³t¶asok kimenetel¶enek befoly¶asol¶as¶ara. A megford¶³that¶os¶ag
kÄovetelm¶enye szerint a rangsorol¶asi probl¶ema ,,ellentettj¶et" v¶eve, az alter-
nat¶³v¶ak rangsor¶anak is az ellenkez}oj¶ere kell v¶altoznia. Ezen axi¶oma alapj¶an
bevezettÄuk a pontoz¶asi elj¶ar¶asok du¶alis¶at, ¶es azt tal¶altuk, hogy azok jellem-
z}oen jobban teljes¶³tenek a monotonit¶as szempontj¶ab¶ol, b¶ar itt m¶eg maradt
n¶eh¶any nyitott probl¶ema. Ezt a k¶et tulajdons¶agot egyedÄul a Copeland poz¶³ci¶os
er}o teljes¶³ti, az Äonkonzisztens monotonit¶as ¶altal el}o¶³rt intuit¶³v felt¶etelt vi-
szont, az Äosszes tÄobbihez hasonl¶oan, megs¶erti. A poz¶³ci¶os er}o kiv¶etel¶evel a
tÄobbi m¶odszern¶el neh¶ezs¶eget jelenthet az ¶ertelmez¶esi tartom¶any korl¶atozott
volta is.
A terÄulet egyik legfontosabb k¶erd¶ese az ide¶alis pontoz¶asi elj¶ar¶as meg-
tal¶al¶asa, ebben az axiomatikus t¶argyal¶as k¶³n¶al seg¶³ts¶eget. Sz¶amos elj¶ar¶asnak
egyel}ore nem ismert a karakteriz¶aci¶oja, a meglev}o eredm¶enyek pedig tÄobb
szempontb¶ol vitathat¶ok. Ez¶ert ink¶abb normat¶³v alapon c¶elszer}u dÄonteni: ha
sikerÄul megindokolni, mi¶ert nem jelentenek probl¶em¶at az egyes kritikus tulaj-
dons¶agok, akkor a v¶alaszt¶as kev¶ess¶e kifog¶asolhat¶o. Az ¶ujabb reprezent¶aci¶os
t¶etelek megalkot¶as¶anak neh¶ezs¶ege miatt egyel}ore az elv¶art axi¶om¶ak Äossze-
gy}ujt¶ese, tov¶abbiakkal tÄort¶en}o kieg¶esz¶³t¶ese t}unhet¶³g¶eretesnek (Gonz¶alez-D¶³az
et al., 2014).
Az alkalmaz¶asok szempontj¶ab¶ol tanuls¶agos lehet a kÄulÄonbÄoz}o m¶odszerek
val¶os ¶es szimul¶alt p¶eld¶akon keresztÄul tÄort¶en}o Äosszevet¶ese, amib}ol adott eset-
ben kiderÄulhet, hogy k¶et, l¶atsz¶olag elt¶er}o elj¶ar¶as val¶oj¶aban nem is ¶all olyan
t¶avol egym¶ast¶ol. A rangsorol¶aselm¶elettel foglalkoz¶o kutat¶asok gyakran nem
titkolt c¶elja c¶elja az elm¶eletileg megfelel}oen al¶at¶amasztott m¶odszerek beveze-
t¶ese a napi gyakorlatba, a nem ritk¶an er}osen vitathat¶o heurisztikus elj¶ar¶asok
helyett vagy mellett. Erre ÄosztÄonÄozhet a laikusok sz¶am¶ara fekete dobozk¶ent
viselked}o matematikai formul¶ak kÄoz¶erthet}ov¶e t¶etele, ami p¶eld¶aul a gr¶afinter-
pret¶aci¶okon keresztÄul ¶erhet}o el (Shamis, 1994; Brin ¶es Page, 1998; Slikker
et al. 2012; Csat¶o, 2013b).
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RANKING METHODS BASED ON PAIRED COMPARISONS
The ranking of the alternatives or selecting the best one are fundamental issues
of social choice theory, statistics, psychology and sport. Di®erent solution con-
cepts, and various mathematical models of applications are reviewed based on the
international literature. We are focusing on the de¯nition of paired comparison ma-
trix, on main scoring procedures and their relation. The paper gives a theoretical
analysis of the invariant, fair bets and PageRank methods, which are founded on
Perron-Frobenius theorem, as well as the internal slackening and positional power
procedures used for ranking the nodes of a directed graph. An axiomatic approach
is proposed for the choice of an appropriate method. Besides some known charac-
terizations for the invariant and fair bets methods, we also discuss the violation of
some properties, meaning their main weakness.
Keywords: preference aggregation, paired comparison, ranking, characterization
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