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4RESUMEN
En esta Tesis se llega a resultados originales relacionados con las pro-
piedades dinámicas de los sistemas de mucnos cuerpos o grados de libertad. En
particular se estudian propiedades estocásticas y ergódicas de modelos con evo-
lución temporal que son relevantes en el estudio de ciertos problemas concretos
de la Mecánica Estadística.
Atendiendo a los diferentes métodos de análisis utilizados y a las distin-
tas propiedades investigadas, este trabajo na sido separado en dos partes. La
primera parte trata problemas relacionados con las soluciones exactas de la ecua-
ción de Fokker-Planck. En esta parte se caracteriza toda una clase de ecuacio-
nes de Fokker-Planck con difusión no constante y se determinan soluciones exactas
de ecuaciones de Fokker-Planck con arrastre (drift) no-lineal. Este tipo de so-
luciones es de interés actual en el estudio de inestabilidades como las que pue-
den dar lugar a una transición de fase.
En la segunda parte se realiza un experimento numérico para detallar las
propiedades cinéticas y ergódicas de un sistema unidimensional de varillas rígi-
das con masas y tamaños distintos. Se determinan las cracterísticas de la rela-
jación de este sistema, las funciones de correlación y distribución, las cons-
tantes de difusión, etc. . .. para establecer sus diferencias esenciales con el
sistema de masas y tamaños iguales. El sistema estudiado, que nunca ha podido
ser resuelto analíticamente, es interesante como paso intermedio en el tratamien-
to de mezclas binarias en un espacio tridimensional y para elucidar ciertos pro-
blemas fundamentales de la Mecánica Estadística del No-Equilibrio.
5PRIMERA PARTE
1.1. Introducción
El objetivo final de la Teoria de Muchos Cuerpos es el de poseer
una co-
nexión, y por tanto, una explicación completa, entre el comportamiento
micros-
cópico y el comportamiento macrosc6pico de cualquier sistema fisico
real.
La descripción del comportamiento macroscópico mediante ecuaciones
micros-
cópicas es un trabajo sumamente dificil, laborioso y en muchos
casos práctica-
mente inviable. Es por ello que se buscan ecuaciones dinámicas fenomeno16gicas
para las variables que describen el comportamiento macroscópico
del sistema en
( 1
v n)estudio, las llamadas "variables macroscópicas", q = q, .... q , .... ,q
En estas ecuaciones fenomenológicas se introducen las desviaciones, gene-
ralmente aleatorias, del comportamiento determinista. Las desviaciones
aleato-
rias que reciben los nombre alternativos de "fluctuaciones",
"ruido" o "térmi-
nos estocásticos", se han de tener en cuenta debido básicamente
al desconocimien-
to del conjunto de la dinámica microsc6pica del sistema o del proceso
fisico.
Las ecuaciones dinámicas en las que aparecen términos aleatorios, se de-
nominan ecuaciones estocásticas y su forma más usual es la dada por las
ecuacio-
nes estocásticas de tipo Langevin
(1)
. .)
t (t)
( 1. 1 )
(f) En todo este trabajo sumamos sobre indices griegos repetidos, pero no
sobre indices latinos repetidos, por ejemplo:
6Las funciones K (q) Y g (q) son funciones analiticas ordinarias de
las variables macroscópicas del sistema. Las funciones (t) ( = 1,2, ••. ,m)
son funciones fluctuantes o aleatorias del tiempo. Estas funciones sólo se pue-
den describir mediante sus propiedades estadisticas.
El primer término del segundo miembro de la eco (1.1) es un término de-
terminista y da cuenta de la "fuerza" aplicada al sistema, mientras que en el
segundo término aparecen las fluctuaciones como factores multiplicativos de
componentes g (q(t) ) .
Observemos que tanto q(t) como q(t) en la eco (1.1) no están bien de-
finidas, pues las funciones (t) no son funciones analiticas ordinarias sino
funciones estocásticas. Para resolver esta dificultad se supone que las q (t)
(que son continuas en t pero no diferenciables) se pueden aproximar por una
sucesión de funciones continuas y diferenciables q (t) , con lo cual se pueden
tratar las derivadas q (t) como la sucesión de q(t) en el sentido de una fun­
ción generalizada. Asi las q(t) obedecen las reglas formales del cálculo 1.
Desde un punto de vista teórico la ecuación de Langevin (1.1) se puede
deducir de la dinámica microscópica del sistema. En efecto, en un sistema cerra-
do la dinámica microscópica está determinada por un Hamiltoniano, de forma que
el conocimiento de todos los grados de libertad en un instante de tiempo es su-
ficiente para determinar la evolución temporal del sistema. Asi, en principio,
la ecuación de Langevin (1.1) se puede deducir de la ecuación de Liouville apli-
cando un proceso de "coarse graining". En esta descripción, las variables ma-
croscópicas q(t) son las magnitudes que se conservan y las fluctuaciones son
las manifestaciones de los grados de libertad suprimidos en el procedimiento de
7"coarse graining". Tal separaci6n de variables es posible siempre que haya dis-
tintas escalas de tiempo en la evoluci6n del sistema. La escala temporal corta
es la de las interacciones microsc6picas. La escala temporal larga es el tiempo
sobre el cual evolucionan las magnitudes que se conservan (energia7 impulso, .• ).
Esta es la descripci6n ffsica del origen de las fluctuaciones internas de un
sistema fisico.
En un sistema abierto hay que introducir en el Hamiltoniano la interacci6n
un campo externo, que puede ser fluctuante (fluctuaciones externas).
Resumiendo, las variables qY(t) en la eco (1.1) son. las que tienen una
evoluci6n lenta (en comparaci6n con los tiempos de las interacciones microsc6-
picas). En un sistema cerrado el efecto de las variables microsc6picas se mani-
fiesta en las funciones
o(
I (t) . En un sistema abierto las funciones aleato-
"
rias 1 (t) incluyen también a un posible campo exterior fluctuante.
Aunque muy sugestiva, esta deducci6n microscópica de la evoluci6n macros -
c6pica del sistema es inviable aún en los casos més sencillos. Siendo préctica-
mente imposible, para un sistema con muchos grados de libertad, empezar de la
ecuación de Liouville y usando un procedimiento de "coarse graining" obtener
c(
una ecuaci6n del tipo (1.1), donde las propiedades estadisticas de las 1 (t)
se siguen de la deducci6n. Ello justifica el que se postulen ecuaciones fenome-
nol6gicas adecuadas al sistema o proceso fisico en estudio.
Desde el punto de vista de la Mecénica Estadistica, la ecuaci6n de Lan-
gevin (1.1) representa un modelo matemético para la evoluci6n de un sistema que
es miembro de un conjunto de sistemas equivalentes desde el punto de vista di-
némico. A partir de un estado inicial, la evolución temporal de cada sistema
8del conjunto está caracterizada por una realización de la fuerza estocástica
1(t) . Luego las propiedades del conjunto en función del tiempo, están inclui-
das en p(q,tjq) , que es la densidad de probabilidad condicional de encontraro
al sistema, en el instante t dentro del intervalo (q(t), q(t) + dq(t) ) ,
sabiendo que el sistema comenzó en q(o) = qo .
Es por ello que una descripción de la dinámica del sistema paralela a la
dada por la ecuación de Langevin (yen muchos casos más ventajosa) consiste en
encontrar una ecuación, llamada ecuación maestra, para la evolución temporal de
la densidad de probabilidad p(q,�qo).
Para los procesos aleatorios, continuos y Markovianos esta ecuación maes-
tra es la ecuación de Fokker�Planck (EFP) que la escribimos de la forma:
( 1. 2)
siendo es el drift
y es la matriz de difusión.
Para deducir la EFP (1.2) a parti� de la ecuación de Langevin (1.1), es
necesario realizar las tres hipótesis siguientes sobre los promedios y las co-
rrelaciones de las fuerzas estocásticas
Cl(
I (t) :
(i) El promedio de las fluctuaciones l (t) sobre el conjunto de sistemas
macroscópicos idénticos es cero:
esto es, que en promedio, las fluctuaciones se anulan unas con otras.
9(ii) Las fluctuaciones estén delta-correlacionadas:
esta hipótesis denominada de "ruido blanco" significa que no existe co-
rrelación entre fluctuaciones correspondientes a instantes de tiempo di-
ferentes.
(iii) Las fluctuaciones están distribuidas según la ley de Gauss. Ello signi-
'"
fica que todos los momentos de orden superior de las lCt) se pueden
expresar en función de los momentos de orden dos. En este caso la ecua-
ción de evolución de la densidad del espacio fésico p(q,t), se reduce
a una ecuación diferencial de segundo orden, i.e., a la ecuación de Fokker-
Planck.
Aplicando estas hipótesis se deduce la EFP (1.2) a partir de la ecuación
de Langevin (1.1), resultando que [1]:
( 1. 3)
y
( 1. 4 )
Matemáticamente la EFP (1.2) esté mucho más fundamentada que la ecuación
de Langevin (1.1). También físicamente la EFP es mejor punto de partida para
el estudio macroscópico del sistema, ya que no contiene las fuerzas estocésticas
que son un remanente de las variables microsc6oicas y pertenecen a un espacio
fésico totalmente distinto al de las variables macroscópicas.
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Evidentemente obtener una expresi6n analitica explicita para la densidad
de probabilidad p(q,t/q )o es de gran utilidad de cara a conocer la evolución
temporal del sistema en estudio. Sin embargo, la mayor parte de las veces, o
bien sólo se conocen expresiones aproximadas de p(q,t/q ) , o bien nos hemoso
de conformar en el conocimiento parcial de la evolución del sistema que dan las
ecuaciones de transporte de los momentos de P(1,t/q) .o
Hasta la fecha tan solo se ha podido resolver exactamente la EFP para los
procesos de Orstein-Uhlenbeck, esto es, cuando la matriz de difusi6n es cons-
tante y el dirft es lineal:
( 1.5)
en este caso la solución de l� ecuación de Fokker-Planck (1.2) para la densi-
dad de probabilidad P(1,t/q )
o
con la condición inicial usual:
es ( (21, l3]):
P(1,tI1o) � (rr�Jáui,¡.lt)rll;t
X �f i - IJ ;� ( 1:) (i t'" - 1 r (t\ ) { t v - � y (t)} } ( 1.6)
con
_ I IV.- Cl-
r
b r
donde '6"r( t) esté definida por:
I
11
� �(t) = \'""" r; Lt)"-r IX
'( FLO) = rrr
y
El objetivo principal de la primera parte de este trabajo consiste en
encontrar más soluciones exactas de la ecuación de Fokker:Planck y en su aplíca-
ción física.
Desde un punto de vista matemático, una de las primeras dificultades con
que nos encontramos al intentar resolver una ecuación parabólica, como es la
EPF (1.2), es que la matriz de difusión, D �v (q) , no sea constante. Por ello
nos pregunta�os: ¿En qué condiciones existe un cambio de variables, q = q(q' ) ,
que transforme la matriz de difusión en una matriz constante? y, si es así,
¿cuál es este cambio? Bajo estas preguntas matemáticas subyacen cuestiones fí-
sicas de importancia: ¿Existe un sistema completo de variables macroscópicas para
el cual la evolución temporal del sistema se realiza con difusión constante?
¿Cómo tiene que ser la estructura física del sistema para que esto sea así?
La respuesta a estas preguntas la buscamos dentro del marco de las formu-
laciones covariante e intrínseca de la ecuación de Fokker-Planck ([4J, [SJ, [6J)
que desarrollaremos en la siguiente sección. En la Secc. 3 se dan las condicio-
nes necesarias y suficientes para que una EFP cualquiera se pueda transformar
en una EFP con difusión constante, caracterizándose toda una clase de EFP exac-
tamente resolubles [7].
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Sin embargo una EFP que se haya transformado en otra con difusi6n cons­
tante tendrá solución exacta -del tipo (1.6)- tan solo cuando el drift trans-
formado sea lineal. Sabido es que actualmente uno de los problemas de interés
para la Teoría de Muchos Cuerpos y para la Mecánica Estadística es el relacio-
nado con las no-linealidades de los procesos físicos (inestabilidades, cambios
de fase, etc .... ). Es por ello que en la Secc. 4 damos soluciones exactas de la
EFP para dos clases de drift no lineales.
1.2. Formulaciones covariante e intrínseca de la ecuación de
Fokker-Planck.
2.1. Formulación covariante
Una ecuación es covariante bajo las transformaciones de coordenadas si la
forma de la ecuación no varía por las transformaciones. Como el principio de la
covariancia afirma que todas las leyes de la Física se pueden poner de forma
covariante, tendré sentido escribir la ecuación de Fokker-Planck en
forma cova-
riante.
Aunque algunos aspectos de la covariancia de la ecuación de
Fokker-Planck
fueron estudiados en 1933 por A. Kolmogoroff [8], ha sido mucho más reciente
la obtención, por R. Graham L41 y L. Garrido [SJ, de una ecuación de Fokker­
Planck covariante bajo las transformaciones generales de coordenadas. La formu-
lación dada por R. Graham abarca también a la ecuación de Langevin (1.2). Ambas
formulaciones se basan en la elección de la matriz de difusión D tV (q) como
tensor métrico de la variedad M formada por los estados físicos del sistema y
estudian la covariancia de la EFP mediante los métodos de la Geometría Diferen­
cial de Riemann [9J.
Sin embargo, en la formulación dada por L. Garrido, se imponen menos con-
diones Sobre las derivadas covariantes de la matriz de difusión. Este hecho lle-
va a ver que es más económico basar la covariancia el1 el cálculo
diferencial
exterior que en la geometría riemanniana, lo cual desemboca en una formulación
mucho más potente de la EFP: la formulación intrínseca [6], que desarrollaremos
en el segundo apartado de esta Sección. Pasemos pues a estudiar la covariancia
de la ecuación de Fokker-Planck.
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Bajo una transformaci6n general de coordenadas q': qr(q) , tenemos:
(2. 1 )
En estas coordenadas, la ecuación de Fokker-Planck (1.2) es:
(2.2)
siendo y . De las ecuaciones (1.3)
y (1. 4) te nemos :
(2.3 )
con
(2.4)
Vemos que KY se transforma como un vector contravariante, mientras que la
y (9J.matriz �' el, no se transforma como un tensor 5ustituyendo
las expresiones
(2.4) en las ecuaciones (2.3) y volviendo a tener en cuenta las ecs. (1.3) y
(1.4) obtenemos la conexión entre y con f-> y Y¡!w\.O :
(2.5)
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Así, bajo una transformaci6n general de coordenadas,
el drift no se trans-
forma como un vector contravariante, mientras que la matriz de
difusi6n si se
transforma como un tensor.
De cara a relacionar P' con P, observemos que Pdq
= P'dq' es una
probabilidad y, por lo tanto, un número invariante y sin
dimensiones que se
transforma co�o un escalar. Por otra parte, los elementos de volumen dq y dq'
estén conectados por:
siendo el Jacobiano de la transformaci6n (2.1) y como:
�
con O:. det (O t") ([41, [51, [9J) , entonces la magnitud:
(2.6)
es una densidad de probabilidad que se transforma como un escalar.
Como ya hemos indicado el drift
�
f (q) no se transforma como un vector
contravariante; sin embargo, teniendo en cuenta que [4J:
-\ 1:/-'\ i�
,v
=
"2. ';) t,t ? '\).
'?
,,1 ;r-
_
'd r? ( i �D 2..
}{\\'" )A � !;)\ -'=. -2- '>1'1 ._¡t;i '77�A -;¡ 91t"" ¡D"
el drift transformado (2.5) queda:
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f< �([ -, � 0- C> 1)A\: () � \ _ D .11'" .Jo j'2.�
])' ?¡"4..
;\ �-;; ?+
..JDi
(2.7)
'Z 'df t'"
o sea:
y vemos claramente que la magnitud:
(2.8)
se transforma como un vector contravariante: el drift contravariante.
Sustitu-
yendo f
�
de la eco (2.8) y p(q,t) de la eco (2.6) en la EFP (1.2), esta
ecuación queda:
(2.9)
Siendo VI"" la derivada covariante respecto de q
f'
. Como S es un escalar,
su derivada covariante coincide con la derivada ordinaria: y S =r
Para obtener la forma covariante de la EFP, es necesario especificar las
derivadas covariantes de la matriz de difusión O �y y del tensor covariante
simétrico, o
1"''''
,
definido por:
(2.10)
estas derivadas son ( lS], [9])
'YA D � = dA "Dfv
- r� Í)
r
�
- l-f 1)
r-- f¡- r>- Y)I.
\Iv 1>\,,",\ = d v "Dt"/\
- 1\ b A - � Dfj
(2.11 )
�.( \
Vr- DA\) =- ') r i);..y
- r;.�"Di �
- rf D
y� ).. f
donde son los símbolos de Christoffel que determinan la conexión
afín.
Sumando las dos primeras ecuaciones (2.11) y restando la tercer, tenemos:
¡-f __ ti PI'"- \
Ay -;. 1)\ (?). D¡V + dy Dr>- -JI "D.>..v J
- � 1) \ r- (\j).. D�v + '\j -v D�/\
_
�_._ D_)I.y )
+ i D \ t (}) (1- f - 1 f \ -t I::> ( (- f - r /' ) 12. -? r Al 1"'" A ) ).! y r r (
+ 1 (-1 I - r ! \ .2 >'y y;..J
(2. 12)
Pero si o
�I
se toma como tensor métrico del espacio fásico, el primer suman­
J<;
,-\ r del espacio./ ido del segundo miembro de (2.12) es la conexión riemaniana
I�
�f : � l:>P'- (d,>-. 'J:)p.v + dy Dr>- -'),'D;q): (2. 13)
Por otra parte, el tensor de torsión es:
T f ,- f _/} --:-- ¡jJ I J l = j I
r"v'
-
�y 'Iv.. ¡? ""-v (
y si definimos:
(2. 14 )
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=
(2.15)
la eco (2.12) se puede escribir:
-f �f A :Dii (y).. ])rv + Y:? D¡--a.A
- 'Y
r D,>d) T¡¡\y = -Av 2-
A D\I ( yl)_ T AT¡ ) 1- 1 Tf+ -- 2 >.v (2.16 )'2 r r
Teniendo en cuenta que O rf es un tensor simétrico y que las magnitudes
?rot"�
- O DI) v y y O i} "\l\ O(�-1 son
antisimétricas res-
\" í t t"
,
de (2.16) se sigue que
-f
pecto de los índices 1"' )
la contracción I t �
es:
j- r
I�
tj- i\ D\� < 1) (2.17):: - -
iv II 2 1'" f/
siendo [9J:
I�
f d? (J�.n)¡- � 1)t'", ? ""b -¡;; :?Jy ()o ) I (2. 18):: :. =(t z ;¡ rr 2..
En función de la contracción r-! podemos escribir la divergencia cova-
r;
v
riante de cualquier vector contravariante¡ V
(2. 19)
De las ecuaciones (2.17) y (2.19) vemos que el tensor de torsión, contenido en
la conexión afín, ¡- t , no contribuye al valor de la divergencia de cualquiery ».
vector. Así pues, identificando el vector
o
V con la expresión:
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que aparece en la EFP (2.9) y teniendo en cuenta las ecuaciones (2.17) y (2.18),
llegamos a le expresi6n covariante de la ecuaci6n de Fckker-Planck:
_ J) r-� . y S) .2. I (2.20)
Oe este desarrollo hay que remarcar tres aspectos importantes. En primer
lugar se ha llegado a la eco (2.20) sin ninguna restricci6n sobre la derivada
covariante de la matriz de difusi6n. Esto significa un avance respecto del de-
sarrollo dado por R. Graham [4] en el que se impone la condici6n extra:
o , lo cual lleva a una ecuaci6n de Fokker-Planck ir.variante. Tam-
bién el desarrollo efectuado aqui es válido aunque los elementos de la conexión
r r , no sean simétricos en sus indices inferiores (o sea cuando el ten­
>..y
sor de torsi6n (2.14) no sea nulo).
afin,
En segundo lugar observemos que todo este desarrollo no es válido si la
matriz de difusi6n es un tensor singular. En este caso es necesario trabajar
con otro tensor métrico no singular que podria deducirse de la geometria del
problema fisico.
El �ltimo aspecto a remarcar es que para estudiar la covariancia de la
ecuaci6n de Fokker-Planck no es necesario conocer todas las componentes de La
conexi6n afin, siendo suficiente conocer el valor de la contracci6n pu-
diendo dejar el resto de los componentes de la conexi6n totalmente ir.determina-
dos. Asi para el estudio de la covariancia de la ecuaci6n de Fokker-Planck la
geometria diferencial riemaniana no es la técnica mas econ6mica.
Realmente para el estudio de la covariancia de la EFP ha sido suficiente
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introducir tan solo la covariancia de los tensores antisimétricosj pero el es-
tudio de los tensores antisimétricos y de sus derivadas esté
dentro del Cálculo
Diferencial Exterior [10J. Luego parece más conveniente escribir la ecuación
de Fokker-Planck usando los métodos y operadores del cálculo diferencial
exte-
r-í.cr-, Al ser la mayoría de estos operadores ir,dependientes del sistema de
coo r--
denadas elegido, de todo ello resultará que tendremos una formulación
més po-
tente de la ecuación de Fokker-Planck: la formulación intrínseca [6J.
2.2. La formulación intrínseca
Sea M la variedad formada por los estados del sistema físico
en estu-
dio. Consideremos las variaciones infinitesimales, dq�, de las variables ma-
croscópicas de M. El conjunto de estas variaciones infinitesimales empezando
desde un estado dado, q: �qY j V = 1,2, ... , n} , es un espacio vectorial
denominado espacio vectorial cotangente en q, y y = 1,2, ... ,n}
es una base de dicho espacio. Espacio que se identifica con el símbolo /\
1
M
q
está formado de todas las sumas:
a. 1 '1 l' {
» «
•
. c::1 '1 1\ c; 'i'
... t A . _ . 1\ a q
-<...---t,"(" 1 1
t
que se denominan 'Í-formas.
es el producto exterior [10J ce
los dos 1-formas dqi r- y . Los coeficientes a_:1
1
son antisimé­
i
..
tricos en sus índices •
-c
Por Á M (r> o) entendemos el conjunto de todas las r-formas diferen-
ciales -para cualquier valor de q - como una extensión de este definición lla-
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maremos �M al conjunto de todas las funciones escalares y regulares defi-
nidas en M.
La variedad M se convierte en una variedad riemaniana al definir un
producto escalar entre sus vectores y formas. En un sistema
concreto de varia-
bIes macroscópicas este producto escalar puede ser la matriz de difusión,
fJ .O (q), s�empre que sea definida positiva y no singular )c.f. eco (2.10) ):
En este caso el producto escalar .('X,/,,; ') de un par de 1-formas
(2.21)
este producto escalar en r-:
1
M determina un único producto escalar er
-("
AM
por:
<O<.I\' .. AcI.-"j" 1\ Al) <,, '(':> �
..• "
¡l 1" /
dc.t«o{. ;¡o,)- \, l, '�.¡ fl (2.22 )
con o(� J f j E 1\1 M • Mediante
la propiedad de la linearidad, el producto esca-
lar (2.22) se extiende al espacio total.
El producto escalar (2.22) permite definir un elemento de volumen
1<
lIél\M
con dos orientaciones, mediante la condici6n:
(" ?"l)\c... • ._"-'
En un sistema concreto de variables macroscópicas, el elemento de volumen es:
(2.24)
donde O(q) 3.
J
det(OI' (q) ).
El operador 8:::.trella de Hodge [10] es una aplicaci6n lineal que a cada
r-forma, o( (; /\'M I le hace cor-r-eeponder-una (n-r )-forma,
_ VI- <-
*'Q( é. 1\ 1'-1
tal que para cualquier , tenemos:
(2.25)
El operador *' ha sido definido independientemente de las ver-í.atil.as macros-
c6picas, es por lo tanto un operador intrinseco y tiene las siguientes prnpie-
dades:
(i) Si o(E
..,.
1\ M entonces
-c (�- y"")
* *' t>( :: (-" ') o<
(ii) Si t /'tfJl entonces:
(iii) * Q 1
El operador diferencial ex i:_eri o.E" d, existe y es único si está axiomati-
zado por:
(i) Si o< f A
<-
f.J\
('·H
,entonces - el o( E (\
(ii) d ( c< +i )
(iii) d(t<"� ) d<Xl\r + (-1( el" el?
(iv) d] d x ] = O, para cualquier f'orrna t('
(v) La di ferenci al exterior de cuel qui er- Funci6n, f ( ) r: (\0 �A •• dq C' 11'1 , COl nca 8
�"",,'_-:-',..--_ _-, ..
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con su diferencial ordinaria:
Se demuestra que el operador d es un operador intrínseco [10]. Al aplicar
los axiomas anteriores a una r-forma:
se obtiene:
(2.26)
El carácter intrfnseco de los operadores * y d es lo que permite cons-
truir una ecuación de Fokker-Planck intrínseca [6J. Con este fin partimos de la
EFP (1.2):
(2.27)
y definimos la (n-1) - forma dependiente del tiempo:
donde se suma so�re índices re�etidos, excepto cuando un índice está dentro de
un paréntesis. Por
/""-. .
dqY indicamos la ausencia de
-<
dq'Y en el lugar
La densidad de probabilidad intrínseca S, ur escalar bajo las trans-
formaciones generales de las variables macroscópicas, viene dada por la eco
(2.6):
(2.29 )
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Mediante el drift eontravariar.te h
y
(dfr. ee. (2.8) ), podemos definir
el drift intrinseco, l ' que es la 1-forma:
-1
1 é: Á M
(2.30)
Substituyendo estas definiciones en la eco (2.28) , tenemos:
:¡
pero cuando se usa la métrica O r ,de la definici6n (2.25) del operador es-
trella de Hodge, se deduce que:
(2.31 )
luego
Y de (2.30) tenemos:
(2.32)
La diferencial exterior de la (n-1 )-forma le. , es:
(2.33 )
que permite escribir la ecuación de Fckker-Planck como una ecuaci6n de continui-
dad (cfr.ec. (2.24) 1�) :
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(2.34 )
o bien como:
llegamos a la siguiente expresión para la ecuación de Fokker-Planck:
s ..¡. *d � (S 2
-
z. el S) .: O ) (2.35 )
que es una ecuación intrinseca pues tanto la diferencial exterior, d , como el
operador � son completamente independientes del sistema de coordenadas ele-
gido.
Terminamos esta Sección viendo cuál es el significado fisico de.' la (n-1)-
forma '1.Q • Hemos asociado a cada r-forma p( , una (r+ 1 )-forma d D( que es
la diferencial exterior de � . Esta definición se da de manera que sea váli-
do el Teorema de Stokes (10]:
(2.36)
donde � es una variedad orientada de dimensión r+1 y d L es su contorno.
Asi pues, integrando las n-formas s r y ei 1.f en la eco (2.34):
.
sr¡ s: - J d�
M
y aplicando el teorema de Stokes, tenemos:
(2.37 )
i_
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ques es la ley de conservación de la probabilidad para
la ecuación de Fokker­
Planck. Por lo tanto la (n-1)-forma � es la corriente de probabilidad in-
trinseca •
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I.3. Caracterización de ur.a clase de ecuaciones de Fokker�Planck exactamente
resolubles.
3.1. Transformación de una EFP en otra con matriz de difusión
En este apartado vamos a ver la forma de transformar la ecuación de Fokker-
Planck (1.2), correspondiente a un proceso de difusión generalizado, en una
EFP con difusión constante del tipo
� !,-Vo . Para ello escribimos la,ec. ( 1. 2)
en forma covariante (cfr. eco (2.20) ):
= -
(3. 1 )
Al ser covariante esta ecuación conservará su forma al realizar cualquier trans-
formación de coordenadas. Sea { q'?} un conjunto de nuevas variables macroscópi-
cas caracterizado por la transformación:
(3.2)
que obviamente verifica:
(3.31\ . ,
Supongamos que las nuevas variables, ql , son tales que la matriz de
difusión transformada 1)1t'"� es una matriz constante del tipo
(3.4)
en este caso la eco (3.1) queda:
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(3.5)
siendo (cfr. ecs. (2.6) y (2.8) ):
(3.6)
(3.7)
Petra la métrica dt'"v (métrica euclidea) los simbolos de Christoffel son
nulos (cfr. ecs. (2.13) y (2.16) ) y la derivada covariante coincide con la de-
rivada ordinaria (cfr. ec. (2.19) ) . Asi tenemos la ecuación de Fokk�r-Planck
transformada:
(3.8)
que es una ecuación con difusión constante del tipo sr,) .
Como , el drift transformado viene dado por:
(3.9)
¡-v
�f
de la métrica O IV (cfr. ec. (2.13) ) .
siendo los simbolos de Christoffel asociados a la conexión riemaniana
La ecuación de Fokker-Planck transformada, ec. (3.8), es exactemente re-
soluble si reprsenta a un proceso de Drstein-Uhlenbeck, es decir, si el drift
transformado f Ir es lineal:
en este caso la solución de (3.8) dada por las ecs. (1.6) (ver más adelante).
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3.2. Condiciones necesarias y suficientes para transformar cualquier
EFP en una EFP con difusión constante.
Evidentemente, para un proceso de difusión generalizado, caracterizado por
una matriz D\�(q) , no siempre existirá un cambio de variables, q = q(q') ,
tal que Vamos a demostrar que para que esto suceda es necesario
y suficiente que se anulen los tensores de curvatura, , y de torsión
T r ,asociados a la matriz de sifusión.
¡¡¡;e;
Supongamos que existe un conjunto de variables q':::;.. q' (q) , tal que la
matriz de difusión en estas coordenadas es:
en este caso los símbolos de Christoffel asociados a ella,
son nulos. Como la relación entre símbolos de Christoffel para distintos siste-
mas de coordenadas viene dada por 19J:
01. 1)\ �i -< 9�'f ?r'J"' d' �/\ �to(lv (\\ = ¡- (�\) - +r- f'" ?r" ?�r- '1,) C),¡ ?f' ?1
.»:
tendremos que:
,&�IA _o( -O' '11
A
1
j'V (t)
-::
'O 1'" ')'tt"df)
(3.10)
(3.12)
(3.1'1)
Sea J>-­
o(
la matriz del cambio de variables, la eco (3.11) se puede
escribir (cfr. eco (3�2) ) :
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Si existen unas variables {q\
1
J tales que o'f'-v(ql)=3rv ,oloque
es equivalente, que
-101
I
v
(q 1) = O, existiré una matriz de transformación
�
solución de la ec. (3.12) . Por ello debemos exigir que la ec. (3.12) sea in-
tegrable, esto es que cumple las condiciones de integrabilidad:
(3.13 )
que son condiciones necesarias y suficientes para que el sistema (3.12) sea
integrable.
Derivando la ec , (3.12) y sue+í.tuyerdo en (3.13) llegamos a que la matriz
/"-
J v existe si:
condición que se cumple si:
R � -f - ? \-f r f. -"( -(!> ro( (3.14)= ?\ \ rv + I I . -= o�� r r (1) la ¡"'" 1> roL fy)I
siendo RP el tensor de curvatura de la variedad [9J. La condición (3. 14 )�J i
es equivalente a que se anule el tensor de curvatura covariante:
-= O. (3.15)
Luego si R
¡V't\r
(3.12). Para que esta
= O , existe una matriz , solución del sistema
matriz corresponda a un cambio de variables continuo y
diferenciable es necesario que :
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(3. ':6)
e bien, mediante (3. 12):
rf
"'r )
= O (3. 17)
condición equivalente a que se anule el tensor de torsión de la variedad [9J
= O . (3.18)
Así pues las ecs. (3.15) y (3.18) nos dan las condiciones necesarias y
J
suficientes para poder transformar la matriz de difusión D� (q) en la matriz
identidad
Sin embargo en cualquier ecuación de Fokker-Planck, la difusión solo
aparece a través de la contracción representada por la Laplaciana:
(3. 19)
Teniendo esto en cuenta, vemos que para nuestros propósitos sería suficiente la
existencia de un sistema de variables en el cual la Laplaciana fuera de la
forma:
(3.20)
sin que necesariamente la métrica fuera constante. En otras palabras, "a priori"
parece que un EFP con difusión constante no implica que la métrica sea cons-
tante, ya que podría ser que dos métricas distintas dieran lugar a una misma
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Laplaciana. Asi para realizar un cambio de variables que diera una Laplaciana
del tipo (3.20) quizá no seria necesaria la anulación de todo el tensor de cur-
vatura, siendo tan solo necesario que se anulasen algunas. contracciones como,
por ejemplo, el tensor de Ricci, R � , o la curvatura escalar, R.
El siguiente teorema demuestra que esta primera impresión es falsa, sien-
do necesaria la anulación de todo el tensor de curvatura.
Teorema
"Si en algún sistema de coordenadas la Laplaciana que aparece en
cualquier ecuación de Fokker-Plar.ck se puede escribir de la forma
dada por la eco (3.20) entonces la métrica de la variedad, en estas
coordenadas, es necesariamente una constante".
Demostración
Partimos de la ecuación de Fokker-Planck escrita en lenguaje intrinseco
(cfr. eco (2.35) ) y que, sin pérdida de generalidad para nuestros propósitos,
podemos suponer sin drift:
el operador intrinseco * d *d (ver Secc. 2) coincide con la Laplaciana y
la ecuación anterior se puede escribir:
(� = (3.21 )
Supongamos que en algún sistema de coordenadas �q�� , la Laplaciana se
puede escribir de la forma dada por la eco (3.20):
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y sunpongamos que, en las coordenadas � q 't'} , el tensor métrico de la varie-
dad viene dado por una matriz
�O� (q) . En este caso la Laplaciana también se
puede escribir de la forma:
Vamos a demostrar que si estos dos operadores de Laplace dan lugar a
las mismas soluciones de la ecuaci6n de Fokker-Planck (3.21), esto es, que:
(3.22)
para cualquier soluci6n, S, de la EFP (3.21) , entonces el tensor métrico,
"v .
o' (q), de la var�edad es de la forma:
( � - � \ Si -z: O J (3.23 )
En efecto, desarrollemos (3.22) para dos tipos particulares de soluciones
de la EFP (3.21):
a) Como fécilmente se comprueba S q(V) es soluci6n de la eco (3.21),
aplicéndola a la eco (3.22) tenemos:
(3.24 )
o sea:
(3.25 )
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teniendo en cuenta que
(v)
q no es un vector sino una función y que
es un vector pues es el gradiente de una función; desarrollando (3.25) obtenemos:
(D) Y
¡- -::: O I
>-1 (3.26)
O
't"v (q) . La condici6nsiendo
(:0) Y
r:r
(3.26) se puede escribir [9J:
la conexión riemaniana de la métrica
(3.27)
�
con O = det (D� ) .
b) La funci6n:
(3.28)
siendo G\.
f iJ
una matriz constante, simétrica y de traza nula, también es 80-
luci6n de la EFP (3.21). En efecto, por una parte tenemos que:
o
5 =
y por la otra:
- ¡j Si ::: ..i. a r-v 'd d (�\�,f,v)1.. � Y"- J
=
_,( S \'� [cty¡ + "trv 12..
-::. J ri) ct vI
:: a... ::.0
tI I
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pues es simétrica y de traza nula. Sustituyendo la función dada por la
ec. (3.28) en la condición (3.22) y desarrollando, obtenemos:
� (o.., � tt� �) =
=
�\v ( \ r- � \
v ,. t
v
� t \ + 2. � 1 ;-. y t v) :: O
siendo 'Y
D
el operador gradiente en la métrica O r-
y
. Como:
:CfY", /\ t"- OI� í - � '\ I =
(cfr. ec. (3.24) ), tenemos:
o sea,
(3.29 )
Vamos a aplicar esta condición a dos tipos distintos de matriz constante, simé-
trica y de traza nula.
(i) Sea
a..
:¡r
sustituyendo en (2.29) tenemos:
Como O �O es, por definición, una matriz simétrica, esta �ltima igualdad
se verifica tan solo si:
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para cualquier i f j , (3.30 )
V
luego O f (q) tiene que ser una matriz diagonal.
(ii) En segundo lugar sea o...t-v una matriz diagonal, constante y de
traza nula:
0... -=
1.. 0, (3.31 )
y como de (3.30) vemos que O fV también es una matriz diagonal, de la condi-
ción (3.29) deducimos:
(3.22 )
con
�
Representemos por O el vector de componentes
""">
y por a el
vector de componentes a.:. a ... 5ea
� ��
�
u s (1,1, ... , 1), ento�ces las ecs.
(3.31) y (3.32) se pueden escribir de la forma:
-; �
a • u O
-? �
a . O O
�
Estas ecuaciones indican que el vector a es perpendicular a los vectores
�
u
-:}
y O simultáneamente, luego
-+
O y
�
u deben de tener la misma dirección:
� �
O O • u
o sea:
(para todo i, j)
Dt-VAsí pues es una matriz diagonal con todos los elementos iguales. Apli-
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cando a este resultado la condición (3.27) obtenemos:
Luego:
o sea
c) Sea S una solución no estacionaria (stO) de la EFP (3.21). De
la ec. (3.22) deducimos:
Como:
(cfr. ec , (3.21) ) , tenemos:
de donde:
o
.
ya que S f O . Asi pues:
Lo que demuestra que la métrica de la variedad es de la forma
dada por la ec.
(3.23) .
Luego si la Laplaciana que aparece en cualquier ecuación de Fokker-Planck
es de la forma dada por la ec. (3.20�, la métrica del sistema es constante, lo
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que implica la anulación de todos los elementos del tensor de curvatura.
3.3. Matriz del cambio de variables. Condiciones sobre el drift.
Las condiciones dadas por las ecuaciones (3.15) y (3.18) aseguran la exis-
tencia de un cambio de variables caracterizado por una matriz J"
,
, tal que
en las nuevas variables la matriz de difusión OI�Y (ql)
V
se corvierte en JI"-
Si trabajamos con la conexión riemaniana de O �v los símbolos de Christoffell
vienen dados por la ec. (2.13) Y la condición (3.18) se satisface id�nticamente.
La matriz de transformación J
A
del cambio de variables debe ser so-
i
lución de la ecuación (cfr. ec. (3.12) )
(3.33 )
o bien:
(3.33 ,)
estas ecuaciones admiten una solución formal del tipo:
(3.34)
con:
�
"�(\'1') • "'", lll--¡:: (x) d.(t' 1
i�
(3.35 )
Esta solución formal esta indeterminada pues no estan dadas las "condiciones
iniciales" que debe cumplir (3.33).
En las nuevas variables \ q I
V
1 ,la matriz de difusión se transforma
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en una matriz constante, por lo tanto la solución general de (3.33) o (3.331)
debe verificar que:
(3.36 )
o bien:
(3.37 )
siendo una matriz constante. Un caso especial de (3.36) o (3.37), que
se puede considerar una solución particular de la eco (3.33), es cuendo
��D ,en este caso la matriz de transformación verifica:
¡
(3.38 )
esto solución es la encontrada por M. San Miguel (11J para caracterizar a toda
una clase de ecuaciones de Fokker-Planck exactamente resolubles.
Obsérvese que la solución (3.37) está indeterminada, pues la matriz
está definida excepto transformaciones lineales regulares. Asi (3.37) presenta
el mismo grado de indeterminación que la solución general forma (3.34).
Una vez transformada una EFP cualquiera en una EFP con difusión constante
del tipo ��v , esta �ltima seré exactamente resoluble si el drift transforma-
do f'�(ql) es lineal (proceso de Orstein:Uhlenbeck):
(3.39 )
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En este caso la EFP original tiene la soluci6n exacta del tipo dado por (1.6)
en las variables q' •
En las variables originales la eco (3.39) implica que (cfr. eco (3.9) )
(3.40 )
y vemos que para comprobar la linealidad del drift transformado hace falta in-
tegrar el cambio de variables [llJ. La integraci6n de un cambio de variables
no es trivial, a parte de que puede resultar infructuosa si el drift transfor-
mado no es lineal. Asi pues resultaré muy interesante tener un método para com-
probar "a priori" la linealidad del drift, sin tener que recurrir a la integra-
ci6n del cambio de variables.
La condici6n de linealidad del drift se puede escribir:
(3.41 )
y como en las coordenadas q' la derivada covarianta '7/\ coincide con la deri-
vada ordinaria (cfr. eco (2.19) ) , la condici6n (3.41) se puede escribir
de la forma:
o J
(3.42 )
pues el drift f
I f'- (q') es igual al drift covariante h' r- (q')� (cfr. eco
(3.7) ) . Al ser (3.42) una ecuaci6n covariante, en las variables originales
tendremos:
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'\l \l �t"--o
O' A I
(3.43)
donde h f = h r- (q) viene dado por la eco (2.8) y �\ es la derivada cova-
riante en las coordenadas originales.
La condici6n (3.43) nos asegura que en las variables q I , para las cua-
les D' r-
v
(q') = ¿)"\,,-v , el drift es lineal. Obsérvese que tal condici6n no pre-
cisa la integraci6n del cambio de variables, siendo suficiente el conocimiento
de los símbolos de Christoffel, , que se obtienen derivando la difusión
Resumiendo, desde un punto de vista matemético, una EFP cualquiera se
puede someter a un "test" para ver si en algún sistema de coordenadas represen-
ta a un proceso de Orstein-Uhlenbeck (que es exactamente resoluble). Este "test"
consiste simplemente en comprobar que la matriz de difusi6n, D�v(q), verifica
la condici6n:
(-1
¡¡­
Ve{
-= 'Ó
) (3.44)
v
y el drift, f (q), la condición (3.43):
(3.45 )
En caso afirmativo se puede integrar el cambio de variables, que viene dado por
ur.a matriz del tipo (3.37) y la soluci6n de la EFP es la transformada de (1.6).
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Vemos pues que si la estructura física de un proceso de difusión genera-
lizado es tal que su espacio físico es plano (curvatura nula), existe un sis-
tema completo de variables macroscópicas para el cual la evolución del siste-
ma se realiza con difusión constante. Con ello damos por contestadas algunas de
las preguntas planteadas en la Introducción.
3�4. Algunos ejemplos
Terminaremos esta Sección dando ejemplos de aplicación del método desa-
rrollado a algunos modelos físicos relevantes.
Un caso particular importante de proceso de difusión generalizado lo
constituyen aquellos cuya matriz de difusión sea diagonal:
(3.46)
Sustituyendo (3.46) en la condición (3.44), vemoS que los Gnicos elementos no
nulos del tensor de curvatura son:
- 2 [0'-, \" "D lv) t '1(. y y 1) ( \") 1 }....------------------------� ( r- f
y ) (3.48)
Así pues, la matriz de difusión O ¡V (q) de la eco (3.46) se podrá trans­
J t"�
, si la función verifica simultá-formar en una matriz del tipo
neamente las condiciones:
-:: O (3.49 )
(3.50 )
Como es fácil de comprobar una matriz de difusión de la forma:
(3.51)
con �(f) (q\'I..) ) O y diferencíable, satisface simultáneamente las condicío-
nes (3.49) y (3.50).
Sustituyendo (3.51) en la eco (3.33'), tenemos que la matriz del cam-
bio de variables, , es cualquier solución de las ecuaciones:
(3.52 )
La solución general de (3.52) es (cfr. eco (3.37) ):
J /\ - A
'A. r .
]
1/1. � r
y
-
f L�lr)\tf) v
(3.53 )
siendo ur.a matriz constante y regular; evidentemente y, cemo caso par-
ticular, A � puede ser igual a
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(3.531)
Con la difusión (3.51) el drift covariante del proceso, en las variables
originales, es:
(3.54 )
y la condición (3.45) que debe cumplir el drift original
V
f (q) para que el
drift transformado sea lineal es:
(3.5.5 )
A la clase de modelos representada por la ec. (3.51), pertenecen los
modelos de Kubo y Gompertz. En efecto:
Sea la función de la forma:
(3.56 )
entonces, si el drift transformado es constante, lo que implica:
nos aparecen n modelos de Kubo unidimensionales ((1 � , 821 ' (131 ).
Análogamente, si en lugar de (3.56) tenemos:
(3.57 )
cuando el dríft transformado sea constante aparecerán n modelos de Gompertz
unidimensionalErs ((111, G21, [13]).
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otro caso particular de proceso de difusión ger.eralizado es aquél en el
cual la matriz de difusión es conformemente plana:
(3.58 )
con O(q) O y diferenciable. Sustituyendo (3.58) en las condiciones (3.49)
y (3.50) vemos que existirá un cambio de variables tal que Oir-V = �tV 'si
la función O(q) verifica simultáneamente las ecuaciones:
(3.59 )
Una solución a estas ecuaciones viene dada por la función:
(3.61 )
con a // O , b Y e constantes. La matriz de cambio de variables es:
(3.62 )
(cfr. ac , (3.53) ) .
I.4. Soluciones exactas a ecuaciones de Fokker-Planck no lineales.
Como señalábamos en la introducción el objetivo principal de esta prime-
ra parte del trabajo, consiste en encontrar soluciones exactas a las ecuaciones
de Fokker-Planck. En la Seco 3 hemos demostrado que si una EFP se puede trans-
formar, bajo ciertas condiciones, en otra EFP con difusión constante, la ecua-
ción tiene solución exacta si el drift transformado es lineal, que es una con-
dición bastante restrictiva. Es por ello que esta Sección la dedicaremos a en-
contrar soluciones exactas de ecuaciones de Fokker-Planck con difusión constan-
te y drift no lineal (14J. Los drifts no lineales aparecen al estudiar todo
tipo de problemas relacionados con las transiciones de fase, los estados esta-
cionarios lejos del equilibrio, las inestabilidades de los sistemas, etc, ... ,
problemas que actualmente son objeto de intensos estudios en el campo de la Fi-
sica y de otras ciencias [15J.
4.1. Una clase de soluciones exactas a una ecuación de Fokker-Planck
con difusión constante y drift no lineal.
V
Partimos de una EFP con difusión constante del tipo J�
(4. 1 )
Laplace en la métrica
y es el operador de
Sea � (q) :: {; (q.1"" ,qn) el potencial del cual deriva el drift f fV"(q):
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(4.2)
y sea 'f (q) una función definida por:
(4.3 )
con lo cual:
(4.4)
Evidentemente el cambio de función definido por (4.4) es válido excepto para
el conjunto de valores de q tales que i (q) = O .
Sustituyendo (4.4) en la ec. (4.1) tenemos:
y definiendo la función:
(4.6)
llegamos a la siguiente ecuación de Fokker-Planck:
(4.7)
Supongamos que r (q) es una función armónica definida positiva. En
es te caso � (q) '/ O y
(4.8)
con lo cual la EFP (4.7) queda:
(4.9 )
que tiene la misma forma que la ecuación homogénea de conducción del calor.
Imponiendo la condición inicial usual:
(4. 10)
donde qi (o) , la solución de la eco (4.9) es [16):
�
6(\�[- J.¡ (�i-1ol);¡-¡L¡tJ
c.
(��rrt)VI.
(4.11)
Fácilmente se comprueba que la expresión:
�
-'<\;, (- �, C'í'-1-o¿)7.jLlt]
( 2 JITt ) V\.
(4. 12)
coincide con la distribución delta de Oirac, JI'\.(q. - q .) . En efecto,l l
Ji (q qo) verifica las condiciones:
(i) 6 (q qo) O para todo q t qo
+OU
(ii) j 6l1' tO ).,\ t 4w. { TI J u\� I- (q..
-
'�",f /J1 t: ]
di¿ } d..:::. ==1:.-7 o "2 --Jm )
,'-'1 -p(J
las cuales permiten identificar .6.. (q qo) con la distribución delta de Oirac
C16J. Teniendo esto encuenta, la condición de normalización para la densidad de
probabilidad:
� i ) (4. 13)
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nos da directamente el valor de la constante C que aparece en la ec. (4.11):
(4. 14 )
con lo cual la solución normalizada de la ecuación de Fokker-Planck (4.1) es:
w
0<f [- L� ('\., -\f)� )?fLd:]
(2 "nt ) lo\.
(4. 15)
Como ya hemos indicado � (q) es cualquier función arm6nica definida
positiva. Un ejemplo de tal función viene dado por:
(4. 16)
siendo n la dimensión de la variedad M. El drift asociado a esta función es:
(4.17)
y presenta una singularidad en el origen.
otra condición que debemos ímponer a la funcíón �(q) ,para que la
solución dada por la eco (4.15) tenga sentido físico, es que las condicíones
iniciales, qo' no coincidan con los ceros de la funcíón f (q) , esto es que:
(4.18)
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4.2. Una segunda clase de soluciones exactas para una ecuaci6n de
Fokker-Planck no lineal.
Vamos a encontrar otra clase de soluciones exactas de la EFP (4.1) con
difusi6n constante y drift no lineal. Para ello comenzamos con las definiciones
dadas por las ecs. (4.2) y (4.3) del potencial del drift �(q) y de la funci6n
� (q) : � \"C\) = - ')f �(.,\-)
f(�) :: � [-+(,\)1 }
de estas dos ecuaciones se deduce que, en funci6n del drift, la Laplaciana de
� (q) es:
(4. 19)
Supongamos que la funci6n f (q) es soluci6n de la ecuaci6n:
(4.20)
que es equivalente a la ecuación:
(4.21)
con a y b constantes arbitrarias.
En el Apéndice A de esta Secci6n se demuestra que la soluci6n general
de la eco (4.20) se puede escribir de la forma:
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(4.22 )
donde e 12. .-- �\ "'-
son constantes que dependen de los parémetros.ti. (cfr. (4.25)
y (4.26) ) y:
(4.23)
con
(4.24)
siendo constantes arbitrarias y
(4.25)
F (li \ � \ aqi) es la f'uncf.ón hipergeométrica confluyente e17]. Los paré-
metros l. verifican la condición:
J.
= (4.26)
La suma sobre l. que aparece en (4.22) se extiende sobre todos los valores de
J.
los l. que verifiquen (4.26). Evidentemente las constantes
J.
Ce, __ o e",­
cumplir el drift del proceso (cfr. eco (4.52) ) .
vienen determj:nadas por las condiciones de contorno que
deba
Recordando que:
(= r
tenemos la solución de la eco (4.20) para 'f (q)
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(4.27)
con
q,Lq.) = 2..
e·
�
y el drift correspondiente es
(4.29 )
Sustituyendo (4.20) en la forma de la ecuaci6n de Fokker-Planck dada por
(4.7), se obtiene:
(4.30)
Siguiendo el proceso de reparaci6n de variables descrito en el Apéndice 8 , lle-
gamos a que la soluci6n de (4.30) compatible con la condici6n inicial usual
(cfr. eco (4.10) ):
(4.31 )
es:
(4.32)
y como (cfr. eco (4.6) ):
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(4.33 )
teniendo en cuenta (4.27) obtenemos finalmente que:
(4.34 )
Introduciendo la constante:
(4.35 )
la eco (4.34) se puede escribir en forma más compacta:
(4.36 )
I
Para hallar el valor de la constante � ,imponemos la condición de normali-
zación para la densidad de probabilidad (cfr. eco (4.13):
J ? (1. � f t Q ) d t = A
M
y teniendo en cuenta que la expresión
Ó(p {- (1,,12,) t - a. ;� ( 'f¿ - 'f" ( e ... ().. tt/ (�. e. ... 1.«- t) j
( 5' IV. � ti. t ) 'rlh
...
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se puede identificar con la distribución de Dirac:
j"" (q.-q .) (cfr. (4.12)
� �
y siguientes), encontramos que:
(4.37)
As! pues, si el drift ft"" (q) de la EFP (4.1) satisface la condición
(4.21) -o bien es de la forma dada por (4.29)- la solución normalizada de
la
eco (4.1), con la condición inicial (4.10), es:
(4.38 )
Veamos el comportamiento en el infinito de la densidad de probabilidad
p(q,t /q ). Pera ello sustituimos las ecs. (4.24) y (4.28) en (4.38), quedan­
o
do:
e- (k(z)t
x{Ie:
L
1-\. -
I: l ""¡ 1-1 Lt) (t¡ - O',Lt))'} X
X \ <>Il F(�; \ � \ "-'l-t ) tri. itFU,+ i I � \"-'\-:) \J J (4.39 )
siendo:
}
Tenier.dc en cuenta que [17]:
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(4.40)
fácilmente se deduce de (4.39) que:
(4.41)
para cualquier instante de tiempo y para cualquier valor permitido de los pa-
rámetros � .. A.sí la densidad de probabilidad (4.38) tiene buen comportamien­
J..
to en el infinito.
Terminaremos este Apartado considerando el caso a = o . En tal situa-
ción la eco (4.20) se reduce a�
(4.42)
o bien:
(4.42' )
Para resolver esta ecuación realizamos un proceso de separación de variables
análogo al descrito en el Apé�dice A. Así descomponemos la función
'f (q1'····' qn) / O en un producto de n funciones 0.(q.) O\ J.. J.
yt,
f (q) = !T fi (�.i )
t :: I
(4.43 )
y sustituyendo esta descompcsición en la eco (4.42'), tenemos el sistema de
ecuaciones independientes:
(4.44)
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con
(4.45)
Cada una de las ecuaciones del sistema (4.44) es una ecuaci6n lineal
y homogénea, cuya soluci6n se puede escribir de la forma:
(4.46)
esta soluci6n en forma de valor absoluto es posible debido a que la eco
(4.44) es invarianto por el cambio de signo de la funci6n �i(qi) (ver Apén-
dice A) . Asi pues la soluci6n general de la ec. (4.42) es:
(4.47)
siendo c< Z L 11 �
(4.45) .
constantes arbitrarias y los números b¿ deben verificar
la condici6n
Teniendo en cuenta (4.42) la EFP (4.7) se puede escribir de la forma:
(4.48)
resolviendo esta ecuaci6n de forma análoga a la descrita en el Apéndice B, te-
nemos que su solución compatible con la condición inicial usual (4.10), es:
"2:(1.i-) = e ,,-.1/> Uf' 1- (1,Il)t - _i( í¿-<[.¡)' I,.} (4.49]
t: ,
y la dersidad de probabilidad normalizada es:
1.
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íbt.? {·(�12) t -JL�¿-i�L)-¡/2tl
("2ftt) II\.l7.
(4.50)
con f (q) dada por (4.47).
Veamos, para finalizar, cuáles son las condiciones necesarias para que la
solución (4.50) sea un caso particular de la solución más general (4.38) cuando
a = O • Teniendo en cuenta que l18}:
(4.51)
siendo r (2"¡z) la función modificada de Bessel, y que
�-l
y pasando al límite -R.-71 OD , que es equivalente al limite
a -7 O
(cfr. eco (4.25) ), en la expresión (4.3B), encontramos fácilmente que este
limite coincide con (4.50) si:
e
"' ....
' L:, '"
(4.52 )(
� ... e
i '"
Luego si a las constantes e se les impone esta condición
limite, todo el proceso descrito en este Apartado es válido también cuando
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4.3. Soluciones no lineales con simetría esférica
Supongamos que el drift y su potencial poseen simetría esférica, esto
es, que su dependencia espacial se verifica sólo a través de la combinación:
En este caso la función � (q) definida en (4.2) también tiene simetría
esférica y su laplaciana se puede escribir de la forma:
= clzf(t.) + 1,-1
¡;;;1.,2. h
(4.53 )
siendo n la dimensión de la variedad M . Así la condición (4.20) de
solubilidad de la EFF, es:
(4.54)
El cambio de variable:
(4.55)
y la definición de la función:
(4.56 )
transforman la ec. (4.54) en una ecuación hipergeométrica confluyente:
i(�
p
I
T
el IJ <-
:
J
(4.57)
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cuya solución es:
(4.58 )
para cualquier valor de n y
si n = 1,3,5,7, ... v{ y t
l
son constantes arbitrarias.
Al ser (4.54) invariante bajo el cambio de sigr.o de la furción �(r) ,
su solución general viene dada por:
(4.60 )
con
(4.61 )
para cualquier valor de la dimensión n , y
(4.62)
para n 1,3,5,7, .... ; � y /3 son constantes arbitrarias y
/
(4.63 )
En ambos casos el drift viene dado por
i_
(4.64)
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y la solución normalizada de la EFP asociada viene dada por la eco (4.38) con
la función df(q) dada por (4.61) ó (4.62) según sea la dimensión de la va-
riedad.
Cuando a = O , la aplicación del limite (4.51) nos lleva directamente a
las expresiones:
(4.65)
para cualquier valor de n , y
(4.66 )
para n = 1,3,5,7, .••.. j en este caso la densidad de probabilidad normalizada,
p(q,tjq ) , viene dada por la eco (4.50) con
o 'f(r) dada por (4.65) ó
(4.66) .
4.4. Condiciones intrinsecas sobre el drift
En la Secc. 2 se ha demostrado que cualquier ecuación de Fokker-Planck:
(4.67)
donde ( \' = 1,2, ... , n)
son las variables macroscópicas, f r-- (q I )
O t'-v (ql) es la matriz de difusión (que se toma como métricaes el drift y
de la variedad), admite ur.a forma intri:íseca, que 8S (cfr. eco (2.25) ) :
.5 + el � V ( es 1 - � d S) == O I (4.68)
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siendo s == p( q f , t) / V O( q' ) (O(q') = det O fV (q') d es la diferen-
cial exterior, div = � d)fó; es el operador divergencia ("* es el operador
estrella de Hodge, eco (2.15) ), y [ es el drift intrínseco (dfr. eco (2.20)
y
= Dr-v V\-IJ t, (tI) d �\ f _
- br.;> ('1¡') (\
y
(�I) - ; -.j D(11) ) (4.69 )
En la Secc. 3 hemos demostrado que si se anulan los tensores de curvatu-
ra y de torsión asociados a la matriz de difusión -métrica plana- entonces exis-
cual la métrica es del tipo �t'-V', es decir:
l q r-i en el
\IA..= 1,2, •.. ,n
te una sistema completo de variables macroscópicas
y
(4.70)
(4.71)
En este caso la EFP (4.67) es exactamente resoluble si el drift transformado
f t"'(q) es lineal:
(4.72)
En los Apartados 4.1 Y 4.2 de esta Secci6n hemos comprobado que si el
drift transformado, f\'"""�q}, no 8S Lanea.l pero verifica o bien la condición
(4.8) (sobre la función f(q) } , o bien, la condición (4.21) , la ecuación de
Fokker-Planck "plana" (4.67) tiene solución exacta.
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Vamos a intentar escribir estas condiciones de resolución exacta de la
EFP En lenguaje intrínseco.
Comenzamos con la condición de linealidad del drift. Si el drift es
de la forma (4.72) se verifica que
(4.73 )
en las variables q � la métrica es ��v (las variables q son las
"coordenadas cartesianas" de la variedad) y en estas coordenadas la derivada
covariante y la derivada ordinaria son iguales (ver Secc. 2), luego (4.73) se
puede escribir:
(4.74)
esta ecuación nos lleva directamente a la condición intrínseca
(4-.75)
Sin embargo nos parece que esta condición es demasiado potente y que no es la
condición necesaria, siendo u�a condición suficiente de linealidad del drift.
Las otras condiciones de solubilidad de la EFP, sobre drifts no lineales,
sí que tienen una formulación más precisa en lenguaje intrínseco. En efecto, la
laplaciana de la función �(q) viene dada por (cfr. ee. (4.19) ):
(4.76)
en la métrica la expresión 'C>r-f\"(q) 85 la divergencia del drift y
f
\�
(q). f \ (q) es el producto escalar del drift por sí mismo. Así
generalizar la ec. (4.76) en la forma:
podemosl
I
I
¡
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(4.77)
Como hemos visto en el Apartado 4.1 (ec. (4.8) ) nos aparece una solución
exacta de la EFP si:
que nos lleva inmediatamente a la condición intrinseca
(4.78 )
Para escribir en forma intrinseca la condición de solubilidad dada por
la ec. (4.21), debemos introduicr algunas definiciones.
Sean q' 1 y q' dos puntos
de la variedad
2
M y sea
la curva geodésica que los une, de forma que t(o) = q'1 Y '0(-1.) = q'2
Se denomina "función universo" a la aplicación:
---_".I/�
definida por [191
...t
IV (f. J �',) - .,_ j <Tí ' Tr 7 d t
o
(4.79 )
Siendo T
Y
el campo de vectores tangentes a la geodésica r Evidentemente
la función universo solo está bien definida para pares de puntos q' l' q'2é M
que están unidos mediante una y sblo una curva geodésica. La función universo
es una magnitud intrínseca.
'r\ k
Para la variedad Euclidea iI� n , la función universo, t.v: I/� x /( � II�
viene dada por:
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si tomamos el gradiente de 1
.
1
�
ten as var�ab es a, enemos:
que no es más que la posición de
En general, diferenciando la función q' 1
ob-
tenemos la 1-forma que pertenece al dual del espacio tangente
a la variedad en q' 1 [ 6 J . Análogamente al caso Euclideo podemos
definir la aplicación:
M
(4.80)
Tal aplicación recibe el nombre de "posición respecto de q
'
1
11
, ya que gene-
raliza el concepto de posición relativa.
Volvamos a la condición de solubilidad dada por la eco (4.21), condición
que mediante la eco (4.77) podemos escribir:
(4.81 )
Como las magnitudes q r- son las "coordenadas cartesianas de la variedad
M , el tér!11ino q q r es el cuad�ado de la distancia al punto �ue se toma
i
como origen de coordenadas, esto ya es en sí un concepto intrínseco. Para poder
escribirlo de forma intrínseca recurrimos a las definiciones (4.79) y (4.80) y
en lugar de (4.81) escribimos:
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(4.82 )
condici6n intr1nseca que junto con la condici6n intr1nseca (4.78) da lugar a
dos clases de soluciones no lineales y exactas de la ecuaci6n de Fokker-Planck
con difusi6n "plana" (4.67).
La condici6n (4.82) se puede escribir de una forma más sencilla y algo
más operativa. Sea y la geodésica que une el origen con el punto q de la
variedad. La "distancia geodésica" entre estos dos puntos viene dada por
'\-
\ (O, � ) = I '" t, i r e": ,
CO
(4.83 )
donde es un parámetro que no es el tiempo y . As1 en lugar
de (4.82) podemos escribir la condici6n intr1nseca:
(4.84)
que quizás es más sencilla que su equivalente (4.82).
4.5. Casos especiales de drifts no lineales cuya ecuación de Fokker-Planck
es exactamente resoluble.
En el Apartado 4.2. hemos demostrado que una ecuaci6n de Fokker-Planck
con difusi6n del tipo
(4.85)
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tiene solución exacta si el drift es de la forma:
(4.86)
con
( e _., e1 k
(4.87)
siendo:
(4.88 )
los parémetros X� verifican la condicions:
i':l
(4.89 )
donde n es la dimensión de la variedad y a y b son parámetos conocidos.
El potencial del drift (4.86) es:
(4.90)
l :: I
Veamos algunos casos particulares de este potencial.
a) Sea ir = o , para todo i = 1,2, ... ,n. En este caso la función
.-l (q)
¡ �
'1
es:
J..t.
CP(\I" fet,e,· j"� )F(e;\�I";:11 (4.91 J
SL:¡:ongamos que L - m.
J. J.
(m.
J.
0,1,2,3, ... ), entorces teremos [18l
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1M- I� .
siendo los polinomiso de Hermite. Asi una realización particular
de (4.91) es:
(4.92 )
y el potencial (4.90) es de la forma:
h
� (,\ \ = <�� t t; � � 'l-i - X. \ H.,,-, (,,112,\-< ) \ } (4.93 )
Veamos algunas expresiones explicitas del potencial (4.93) para determinados
valores de m.
�
(i) Sea m. = 1 , para cualquier valor de i. Como:�
el potencial (4.93) queda:
(4.94 )
Para el caso unidimensional, el potencial (4.94) sólo tiene un máximo
situado en q o si el parémetro a es negativo (a < O) y tiene tres mini-
mos situados en
si el parámetro a es positivo (a,/o) , (ver Fig. 4.1).
(ii) Sea m.� 2 , para todo i en este caso:
:(
f(q) � 68
1
l.
:1 I
'\ /
I 1\
1
1\
11
:\
\ '1 i, /
\ I
\ I
\ ,i
\. ,!1 :
\
\
q
(a)
/
/
/
/
q
\
(b)
Fig. 4.1.- Gráfica del potencial unidimensional
dado por la ec , (4.94). (a) Cuando el
parámetro a es pcsi�ivo. (b) Cuando a
es negat.ivo.
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y el potencial (4.93) queda:
11.-
+ (,) = d. t- i� { � '\> �� \ l¡ "-''j.� - \2 ._ t> "5 \ } . (4.95)
En el caso unidimensional y para a < O este potencial s610 tiene un máximo
en q. = O • Para a> O el potencial tiene cuatro minimos en los puntos:
].
)
,
- 1/,
t = ±" .ol- a.
(Ver Fig. 4.2).
b) Supongamos que las constantes q. de (4.88) son todas nulas. Asi].
la funci6n c:f (q) es:
1\
� \ 1-� F (�L +-� \ � J ��:- ) \
'" =,
(4.96)
Sea , siendo m. = 0,1,2, .•• ,]. entonces [18J:
\1.\. • 'A. . I
z: (_'\)
L r"l. ••
( 2. �� f 1 ) !
y una realizaci6n particular de (4.96) es :
l-\..
cf l '1-) = e t\ ,{1/2 ¡·ti., (._'¡'i:) \ ' (4.97 )
con lo cual el potencial (4.90) queda:
(4.98 )
i1 :
1:
1:
, I
! I
¡ ,
1:
1:
111/� I1,--�I:-----l-�.¡--�, I i I
¡: \ I I ; II
• !I , I
I i I
I
I
I I
I i I I I
i\ 1, \'J:J,
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I
¡ :
I I
I
'\J(a)
(q)
I
r :1
11
I\.
q
\
\
\
\
(b)
Fig. 4.2.- Gráfica del potencial unidimensional
dado por la ec.(4.95) : (a) Cuando el
parámetro & e3 posi�ivo. (b) Cuando a
es nega.tivo.
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Veamos dos casos particulares de este potencial:
(i) Sea m. O , para todo i entonces como:J.
H� (a..�12't�) -= L. a..-\12 '\.l
tenemos:
+('4)
V\-
- � � \ �� \ �': c:.�Q. + L. t � \� (4.99 )i.::/
En el caso unidimensional, este potencial no tiene ningun extremos si a < O .
Cuando a) O el potencial tiene dos m1nimos situados en:
� = ± c(il-z_
(Fig.4.3).
(ii) Sea m.J. 1 , para todo i como:
se tiene
lI\.
L
(=/
(4.100)
En el caso unidimensional, este potencial tiene cuatro mínimos situados en:
,
J
si a es positivo. Cuando a es negativo este potencial no tiene ningún
extremo. (Fig. 4.4).
c) Cuando el parámetro a, que aparece en (4.86), es nulo el drift es
de la forma:
(4.101)
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l·
ji
r
li
/
1\
. \
1 \
----------�I-\--------t
I
(a.)
¡ \
/
/
/
,
/
/
\
\
\
\
\.
\
\
\
\
\
\
q
(b)
Fig. 4.3.- Gráfica del potencial unidimensional
dado por la ec. (4.99) : (a) Cuando el
parámetro a es positivo. (b) Cuando a
es negativo.
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I
id
1:'
1I
Ir
\
\
\
!
I •
,
(Il. )
�(q) 11\
I (I '
\
I
1
q
(b)
Fig. 4.4.- Gráfica del potencial unidimensional
dado por la ec. (4.100) : (a) Cuando el
parámetro a es positivo. (b) Cuando a
es negativo.
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con
\1\.
f ('\\: {. ( ',. 1,�. }"� \ �, ,",s h (�, 1;)=: � (r.,'} i ) 1,
(4. 102 J
�
(cfr. eco 4.47). Los números b. verifican que:J..
y el potencial del drift es:
(4.103)
5upongamos que en la eco (4.102) las constantes f i
una realizaci6n particular de 'f (q) es:
sean todas nulas. Entonces
lA
c. IT ! �i 0:. � ��,' 1-, \
(::1
(4.104)
y el potencial es:
(4.105 )
Para el caso unidimensional este potencial es de la forma
(4. 106)
si el parámetro b es positivo (b ) O � este potencial s610 tiene un máximo
si tuado en el origen, q = O . En cambio si b es negativo (b (O) , podemos
escribir:
y como:
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el potencial (4.106) queda:
(4.106 ,)
potencial peri6dico que tiene infinitos minimos situados en:
(ver Fig. 4.5).
d) En el Apartado 4.3 hemos visto que la ecuación de Fokker-Planck (4.85)
también tiene soluci6n exacta para un drift con simetria esférica de la forma:
(4.107)
siendo:
(4. 108)
para cualquier valor de la dimensión n, y
(4.109)
para n = 1,3,5,7, .•.. ¡¡( y � son constantks arbitrarias y 1 = +( 1+b/a).
i 't
,
En este caso el potencial es:
(4.110)
Veamos algunos casos particulares de este potencial.
(i) Para un sistema bidimensional (n = 2) , tenemos de (4.108) y (4.110) que
el potencial es:
\
: \
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Fig. 4.5.- (a) Gráfica del potencial periódico unidimen­
sional dado por la ea. (4.106').
(o) Gráfica del potencial unidimensional dado
por la ea. (4.106).
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Fig. 4.6.- Gráfica del potencial dado por la ec. (4.112)
para un sistema bidimensional con simetría es­
férica. (a.) Cuando a. es positivo. (b) Cuando a
es negativo.
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(4. 111 )
Supongamos que 1 =-m, con m = 1,2,3, ... , en este caso:
.
L (ar2)slendo los polinomios de Laguerre
m [18J. En particular, para m
tenemDs:
y el potencial es:
(4.112)
Cuando a> O este potencial tiene dos minimos situados en:
cuando a <O el potencial sólo tiene un maxímo en 'Yf" = O (Fig. 4.6).
(ii) Para un sistema tridimensional en 3) , y si f o ,
de (4.109) dedu-
cimos que
y el potencial es:
+ l-r) ::
Si 1 = - m , co n m 1,2,3, ... , entonces:
(4.113)
en particular, para m 1 , tenemos:
I..J
con lo cual:
H. 114 J
potencial del mismo tipo que el dado por la eco (4.94).
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4.6. Apéndice A
Vamos a demostrar que la solución de la ecuación diferencial (4.20),
para la función �(q), viene dada por las expresiones (4.12), (4.23) y (4.24).
Para ello escribimos la eco (4.20) de la forma:
(A. 1 )
y descomponemos la función f (q) :: f (q1"'" qn) )' O en el producto de n
funciones, f i (qi) ') O , de la forma:
(A.2)
""
como 9r- 'd� = ¿ 8�¿O-I ,
la sustitución de (A.2) en
(A. 1) nos da:
___........_
��(l,;)' " fn'h,,)=o (A.3)
donde indica la ausencia de la función W.(q.) .t s. ].
La solución de la eco (A.3) viene dada por el sistema de ecuaciones indepen-
dientes:
(A.4)
con la condición
o. (A.S)
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"'"
Definiendo el número b.
�
(A.6)
que satisface:
= 6
(A.7)
el sistema (A.4) queda:
v¡) . (A.8)
El cambio de variables:
y la definición de las nuevas funciones
transforman el sistema (A.8) en:
�-;¡ ,.... (4 1::.)�. (J. 8· + (l _ �. ) ? td· - _ - _, 8· = O J(. ." Lo 2. 1.. L L t.j L¡a. (. e {,. = 1 \ 2 J ' •• I L-t) ; (A.9 )
donde y . Cada una de las ecuaciones del
sistema (A.9) es una ecuación hipergeométrica confluyente, cuya solución ge-
neral es [17J:
CA. 10)
J..
�
y son constantes arbitrarias; F (a\c¡z ) es la función hipergeomé-
trica confluyente y:
€. - -
L
,",-,
S· \t.
)C¡_
(A. 11 )
i.
a2
(A. 12)
Deshaciendo los cambios de variables y de función, encontramos que la
solución de (A.a) viene dada por el conjunto de funciones:
((1.. 13 )
Como las ecuaciones del sistema (A.a) son invariantes por el cambio de
signo de la función uO.(q.) ,í J. J. tenemos que la función:
(A. 14)
con
(A.15)
también es solución de (A.a) excepto para el cor.junto de valores de q.:.l. tales
que:
el cual es un conjunto de medida nula.
Otsérvese que la solución (A.14) está en consonancia con el cambio dado
por la ec. (4.4):
y tiene la ventaja de que, aparte de ser una solución definida positiva, no
incluye los puntos singulares del potencial del drift (cfr, eco (4.2) ) .
Una demostración alternativa para comprobar que la solución con valor
absoluto (A. 14)-(A. 15) también es solución del sistema (A,a) -excepto para un
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conjunto de puntos de medida nula- consiste en aplicar la teoria de las distri-
buciones (1�. En efecto, hemos demostrado que la función:
con:
es solución de la ecuación (cfr. eco (A.1):
lo cual implica que la función �(q) varifica la ecuación:
(A.17)
(Para simplificar, y sin pérdida de generalidad, consideramos solo el caso uni-
dimensional) .
Vamos a demostrar que la función:
(A.17)
también es solución de (A.16), excepto para un conjunto de puntos de medida nula.
Para ello definimos la distribución:
{
,...{
-1
q:,C<:\.) '> O
c.pC1-} < O
(A.18)
y veamos cuál es su derivada (en el sentido de las distribuciones). Para cual-
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quier función g(q) infinitamente derivable y de soporte acotado tendremos
(si 1 (- 00 ) < O ) G6) :
< d E(�(�)) I t.l<t)) =. - < ECCP(.�)) / dj'�} '" :
�1 � d� I
+-00
= - í ¿ (q,(,\-)) d't(1) = 2
" :: I-00
siendo ai (i = 1,2, .•. , y) los ceros de la función cp (q) • Luego, en el
sentido de las distribuciones, tenemos que:
o bien, si
d é (�(�))
el +
q, (- CD ) )
:: "2
L= I
O , que:
y
.
-:: ¿ I (-{)
L
de,\- - �z) I (� (ce. �) = o ) I (A. 19' )
e:: ,
en ambos casos ¿; (q-a.) es la distribución de Oirac.�
Con la definición (A.18), la función (A.17) se puede escribir de la for-
ma:
(A.20)
Mediante las expresiones (A. 19) tenemos G6]:
c\ \-Pl,+)\ d E (q,L�l) .�(_'1-) + E C�(_í-) ) d{:(_�)::. c\'\-d\ d't
y � cPlí)
2· ¿ (- �)
l +1
c[> (i-) d (+ - (4..:) t E (q:,L,.))=
L';::I Ji
I
V
'1
+- ¿ (.jo l'\-)) �1>��) ,I
.(_ 1-
- 2- (-i) � (a..�)
c= 1
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y como �(a.) = O , obtenemos que:J.
E (�(.�) ) (A.21)
Anélogamente:
(
J L I
Ctl
"'\- 2 ;(!\-�. (:-\ ) s (_ 1 � a. ¿ )� ·-1L-
y
(A.22)
Sustituyendo las expresiones (A.22), (A.21) y (A.20) en la ec. (A.16),
vemos que la funci6n 14>(q)\ es solución de (A.16) , excepto para el conjun­
to de puntos q, tales que cP (q) = O (que es un conjunto de medida nula).
Finalizamos este Apéndice observando que, debido a la libertad de elec-
ci6n de los parémetros l. sólo restringida por la condici6n (A.12), la solu­J.
ci6n general de la ec. (A. 1) viene dada por:
(A. 23)
donde la suma se extiende a todos los valores de los l. permitidos por la
J.
condición (A. 12).
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4.7. Apendice 8
Vamos a demostrar que una solución de la ecuación diferencial (4.30) para
la función Z(q,t) = z(ql, •.. ,qn ; t) viene dada por la ec. (4.32). Escribi-
mos la ec. (4.30) de la forma:
y descomronemns la función Z(ql' .... ,qn t) en un producto de n funciones
de la forma:
11
t) = TI "2-¿Ci¡ i t-)
,= I
(8.2)
con lo cual (8. 1) se puede escribir como:
(8.3)
con
"l
b - I �.
• c..
,::. I
o , Y
1.
...............
Z.
1.
significa la ausencia de Z. . La solución de1.
la ec. (8.3) esté determinada por el sistema de ecuaciones independientes:
0t: t:¿ (1¿1 1:) - � a7.¡_ Ci (1�-/t) +� (4.2'Í;+-�¿) �¡ [:¡'¿Jt-) =
d"- � - CCi' t-)e t 1-' J (8.4)
con la condición:
L S- = O i
L (8.5)
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Introduciendo el número:
b· - d', � (8.6)
que verifica:
= b
J (S.7)
el sistema (s.4) queda:
(S.8)
Para resolver (S.8) hacemos una separación entre las variables especiales
y temporales análoga a la realizada por M.O. Hongler en la ref. [20J para el
caso unidimensional. As! suponemos que:
(S.9 )
La sustitución de (S.9) en (S.8) y la identificación de las potencias de q.l
iguales, conduce a tres ecuaciones, que con las condiciones iniciales
(S. 10)
compatibles con la condición inicial global (4.31) , conducen a las expresio-
nes de yo(. ( t) . El resultado final es:
l
La sustitución de (S. 11) en (S.2) nos lleva directamente a la solución
(4.32) buscada.
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II. 1. Motivación de esta parte del trabajo
El estudio de los sistemas físicos unidimensionales tiene gran impor-
tancia tanto desde el punto de vista teórico como práctico. Muchos problemas
tridimensionales actualmente insolubles, tienen un tratamiento más sencillo
cuando se tratan sobre modelos unidimensionales. Por otra parte existen al-
gunos problemas físicos reales que, a todos los efectos prácticos, pueden
considerarse unidimensionales. En todo caso, el estudio de un sistema uni-
dimensional contituye a menudo un primer paso para la investigación de pro-
blemas más realistas que necesariamente tienen un tratamiento más complicado.
Este es el caso, por ejemplo, de algunos problemas cinéticos y ergódicos
cuyo tratamiento preciso en tres dimensiones involucra un aparato matemático
extraordinario, frecuentemente por encima de los conocimientos actuales.
La bdsqueda de soluciones analíticas exactas para la evolución tempo­
ral de modelos unidimensionales se remonta al trabajo de Jepsen 8] que halló
una expresión exacta para la funci6n de autocorrelación de la velocidad de
un sistema lineal de N puntos materiales impenetrables de igual masa. Pos-
teriormente Lebowitz, Percus y 5ykes obtuvieron la evolución temporal de las
funciones de autodistribuci6n condicional [2J y de distrbuci6n condicional
total [3J para un sistema lineal de N varillas rígidas con igual masa y ta-
maño. La relevancia de estas funciones de distribución reside en el hecho de
que están relacionadas con las funciones de correlación de Van Hove (4J cuya
transformada de Fourier-Laplace, es, en principio medible mediante experimen-
tos de scattering de neutrones y rayos X. Este sistema lineal de N vari­
llas rígidas iguales ha sido también simulado en un ordenador (como una buena
alternativa a la realización de un experimento real) mediante dinámica mole-
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cular, primero por Bishop y eerr.e (51 y después por Haus y Ravaché [61 encon­
trando ambos un buen acuerdo de sus resultados "experimentales" con los re-
sultados exactos de Lebowitz, Percus y Sykes.
Otro sistema unidimensional resuelto exac tamerrte por Aizenman, Lebo­
witz y Marro (7,18} es el formado por una mezcla de varillas rígidas de igual
masa pero de distinto tamaño; la presencia de tamaños variables cambia algunas
de las características del sistema de varillas duras iguales, encontrando que
la disipación de información es más compleja afectando al comportamiento er-
gódico del sistema.
También se han encontrado soluciones ecactas a sistemas de variables
no rígidas, esto es, con un potencial de penetración. En este sentido cabe
destacar el trabajo de Sutherland [8}.
Los trabajos de Aizenman, Lebowitz y Marro, por una parte, y de Suther-
land, por otra parte, han mostrado la enorme dificultad matemática que puede
aparecer al intentar estudiar mediante métodos analíticos exactos otros sis-
temas más complicados que aquellos. Sin embargo, existen otros sistemas uni-
dimensionales de complejidad creciente que tienen gran interés tanto desde
puntos de vista teóricos como prácticos. Un buen ejemplo de éstos es el sis-
tema uddimensional mezcla de N varillas rígidas de distinta masa y tamaAo
(esto es, longitud). El interés por este sistema se entiende fácilmente te-
niendo en cuenta que se trata de un caso más realista que el tratado en las
Refs. [7,181 puesto que, generalmente, un distinto tamaño de las partículas
irá acompañado también por una masa distinta. Er, consecuencia, dados los in-
teresantes resultados del trabajo de Pdzenmann, Lebcwitz y Marro, en el que
91
se compara la evolución de varillas rígidas de distinta longitud (pero igual
masa) se hace evidente el inter�s por comparar estos sistemas con el de vari-
llas rígidas con masas y/o lor.gitudes distintas.
Esta es precisamente la motivación del trabajo que presentamos en esta
parte donde nos proponemos analizar las peculiaridades cin�ticas y ergódicas
de los sistemas de varillas rígidas con masas distintas. Puesto que la comple-
jidad extra introducida no parece permitir por ahora un tratamiento analítico
exacto, nosotros estudiamos este sistema mediante un procedimiento num�rico
basado en los m�todos Monte Carla y de dinámica molecular. Este procedimiento
de análisis está más que justificado en este caso puesto �ue se dan las condi-
ciones necesarias para ello: el sistema no puede tratarse exactamente, la apli-
cación de m�todos numéricos es, en principio, relativamente sencilla, económi-
ca y eficiente, y proporcionará información muy valiosa que, finalmente, puede
permitir el desarrollo de una teoría semifenomenológica para sistemas algo más
complicados que el que nosotros estudiamos aquí.
En particular, nos proponemos estudiar las características generales
de la evolución temporal del modelo unidimensional de varillas rígidas con
masas distintas, comparándolas con el caso de los sistemas más sencillos, con-
cluir acerca de la forma de la relajación hacia el equiliGrio, acerca de su
comportamiento ergódico, y acerca de la forma de las funcior.es de correlación
espacial y temporal y de los coeficientes de transporte.
Hemos organizado esta segunda parte de la forma siguiente: En la Seco 2
se realiza una breve exposición del modelo exacto de Lebowitz, Percus y Sykes.
En la Seco 3 se explican los detalles técnicos de la simulación dinámica de
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nuestro sistema. Las siguientes secciones dan cuenta de los resultados de esta
simulaci6n. En la Seco 4 concluimos acerca de la evoluci6n al equilibrio y de
las propiedades erg6dicas. En la Seco 5 acerca de la función de autocorrela-
ci6n de la velocidad. En la Seco 6 acerca de la funci6n de distribuci6n radial.
Por Qltimo, la Seco 7 está dedicada a las conclusiones finales.
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11.2. Solución exacta del sistema unidimensional de varillas rígidas de
i�ual masa y tamaño.
Como ya hemos indicado en la Seco 1, Lebowitz, Percus y Sykes ercontra-
ron la solución exacta para la evolución temporal de la autodistribución con-
dicional [2} y de la distribución condicional total l3] del sistema lineal de
N varillas rígidas iguales. Vamos a hacer un breve comentario de los resul-
tados de este trabajo que han de ser luego comparados con nuestros resultados
y, en particular, vamos a obtener predicciones num�ricas y figuras a partir
de las expresiones exactas de esos autores para luego compararlos con nuestros
resultados.
La autodistribuciór. condicional fs(q,v,t/vo) es la función de dis-
tribución de una partícula test del sistema que en t=O se encuentra en el
origen con velocidad v
o
La distribución condicional total f(q,v,t/v )o es
igual a la densidad de partículas que en el instante t se encuentran en la
posición q con velocidad v cuando una partícula, cualquiera, del sistema
se encontraba en el origen con velocidad v • También se define la función de
o
distribución "distinta" por:
(2. 1 )
Estas funciones de distribución se pueden escribir como promedios (2]:
t{
z < ?d()(i(t}-J-().S(J(�-/�))
t = I
(2.2)
=
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ba que para t=o
(2.3 )
con g(q) la función de distribución de la posición y h (v)o la distribución
de velocidades iniciales, \ es la densidad del
sistema (2] . Veamos cuál es
la evolución temporal de estas funciones.
En la deducción de fs(q,v,t/vo) que se hace en la ref. (2) se usa el
hecho de que f
s
depende de la densidad f y del tamaño a de las varillas
sólo a trav�s de la combinación n =f /(1-�a) , esto es,
la única longitud que
aparece en el problema es la distancia efectiva entre las partículas:
-1 (J -1n =
\
a • Con ello la autodistribución f
s
tiene la misma forma para
a finito que para a=o (puntos impenetrables). Teni�ndo en cuenta esta cir-
cunstancia se encuentra un simple algoritmo, ideado primero por Jepsen [1J,
para encontrar la autodistribución f . Este procedimiento se basa en susti­s
tuir en (2.2) las ecuaciones del movimiento:
��(t): �i. -rl/i. t )
V¿ ti:) = II)¿ .
(2.4)
Después de algunas manipulaciones se tiene que para a=o (cuando a � o solo
hay que sustituir por n=�/( 1- fa) ):
V1, v,i I Ir,) " A(u, t) $CH,) - ¡el vt.\ + r�. (v\ '2�
xlT(tr' \'l, il\-) . &d¡\l[t(t�t.) - f(V{-t \l J oltl,
(2.5)
siendo E: (z) la funci6n esca16n:
y las otras magnitudes indicadas vienen dadas par
F ( 10 (', e, 1/ \ = .uf {- !: r [(1- los d) Ilv) - ¿.si» tl] }
r-llJ) -: f \t-w\ �olw) J IN'
A(v,t) = z� JF(tí' e,V \
donde I es la función modificada de Bessel de primera clase y arden cera.
a
La magnitud A(v,t) nas da la probabilidad de que una partícula que
inicialmente tenga una velocidad v conserve esta velocidad en el
instante t,
bien parque na ha chocada, bien parque la última colisión le ha proporcionada
de nueva la velocidad v •
Integrando f (q,v,t/v )
s s
sobre las posiciones q , obtenemos la
funci6n de autodistribución cOlldicional de la ve laci::Jad :
+00
r:
ks (v, i-/V.) " j�, «:j,'J, t IV,) cl..:t
-ro
(2.6)
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La funci6n de autocorrelaci6n de la velocidad � (t) está definida por:
(2.7)
realizando estas integraciones para una distribuci6n maxwelliana de velocida-
des iniciales:
(2.8)
se encuentra que para tiempos pequeños la función de autocorrelación de la ve-
licidad tiene un decrecimiento exponencial tipo Langevin:
(2.9 )
(Ver Fig. (2.1a) ) y para tiempos grandes la func�6n de autocorrelaci6n es
del tipo (Long tails effects):
(2.10)
(Ver Fig. (2.1b) ). El tiempo de transición entre ambas realizaciones es:
"T "-' (2.11 )
Lebowitz, Percus y Sykes también han comprobado que para una distribución de
velocidades iniciales continua de la forma:
i_
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Fig. 2.1.- Para el sistema lineal de puntos
duros oon densidad y temperatura
unidad. (a) Comportamiento para
tiempos pequeños de la autocorre­
lación de la velocidad� (b) Com­
por-tamiento asintótico de la a.uto­
distribución de la velocidad. (En
ambos casos distribuciÓn inicial
ma.xwe liana) •
9(2.12 )
el comportamiento asint6tico de � (t) continúa siendo del tipo -3t • Sin
embargo para una distribuci6n de velocidades inciales discreta:
(2.13 )
en donde las particulas sólo pueden tener velocidades iniciales
+
- v ,la
o
funci6n r( t) exacta es:
(2.14 )
y su comportamiento asint6tico es exponencial no presentando "long tail
effects".
La función de autodistribución radial se define por la ecuación:
(2.15)
sustituyendo f por su expresión (2.5) se tiene después de algunas manipu­
s
laciones:
(rs (� I �) = � A (�I t ¡ t ) ll) (�I t) t
1- 1-1f Jel � F ( t r J\), +1-1:) �k<\ \i l�) . SI � l� -" ) J '5 (2. 16)
Se comprueba [ 2] que tanto para t-7 o como para t� 00 la autodistribución
G (q,t) viene dada por las gaussianas:s
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(2. 17)
con
(2.18 )
Una vez encontrados los resultados exactos de las funciones de autodis-
tribución vamos a comentar los resultados encontrados en la ref. [3J para la
evolución temporal de la función de distribución condicional total f(q,v,t/v )o
de una particula en el sistema unidimensional considerado.
Veamos primero el caso a=o (pL;rtos). En este caso la dinámica del
sistema total es id�ntica a la de un gas ideal donde no hay interacción entre
las particulas. En efecto cuando a=o, la dinámica del sistema sólo se dife-
rencia de la de un gas ideal en el hecho de que las colisiones intercambian
la "numeración" de las particulas y, en consecuencia, esta distribución será
igual a la de un gas ideal. Para un gas ideal fd(q,v,t/vo) es independiente
del tiempo y como g(r) = (1-1/N)-?1 cuando N � (]) , tenemos (ver ecs.
(2.31) ):
mientras que
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así pues para a=o la evolución temporal de la distribución total viene dada
por:
(2. 19)
Para a � o la situación es algo más compleja pues ahora se ha de te-
ner en cuenta que en un choque de partículas de diámetro a hay una disconti-
nuidad, por el desplazamiento
+
- a , en la localización de estas partículas.
Esto hace que la evolución de f(q,v,t/v)o sea distinta a la de un gas
ideal. Para analizar este sistema se hace una correspondencia biunívoca entre
él y el sistema de puntos impenetrables. Si qj es la posición de
la varilla
j y q� es la posición del "punto" j, esta correspondencia viene dada
J
por:
N'
11
I
G.... 2_ E ('\i-�Is)::: �.i +
5.:::1
donde
{
'\ -:¿") O
E (�) .:: � J, �=o
O l? < O
(2.20)
(2.21)
así las varillas están dentro de una caja de longitud L y los "puntos" en
una caja de longitud L-��
a
La función de distribución condicional total se puede escribir de la
forma (31
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(2.22)
Para encontrar la evolución temporal de f(q,v,t/v ) es más sencillo traba­o
jar con su transformada de Fourier de la posición:
(2.23 )
Sustituyendo en la eco (2.23) la eco (2.22) en la cual se han introdu-
cido las ecuaciones del movimiento de una partícula libre (ver ecs. (2.4) ) y
la correspondencia (2.20), se tiene finalmente la evolución temporal de
(2.24)
siendo
y
La transformada temooral de Lap Lace de f (k, v, t/vo) viene dada por:
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�n -1
Á(VI�) � ls-i f(k) \J + 6(C�) rlV)]
y
La función de distribución total de la posición G(q,t) viene dada
por:
(2.26)
su transformada espacial y temporal de Fourier nosda el factor de estructura,
también denominado "función de dispersión coherente"
(2.27)
La transformada de Fourier del espacio de la función de distribución radial
es:
Sustituyendo f(k,v,t/v ) por su expresión dada por la eco (2.24) se obtiene:o
(2.28 )
Análogamente la transformada de Fourier del espacio y de Laplace del
tiempo de la función de distribución radial:
co
I olt e - s t /(. ( k, t )
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1- (�, �) ::
o
:. fd� Fvo r (k 1 S j )jI Va ) � o (v) J
se puede escribir -sustituyendo � por su expresi6n (2.25)- de la forma:
-\-�
- k 1. 1�(l<,�) :_2¡;((� ) dv (2.29 )
En funci6n de ?((k,t)
,....,
Y de· 'x. (k, s ) el factor de estructura S(k,w) viene
dado por:
+<0
" 1� J J.U(icJt :X-(k, Itl)
-pO
� � 1(� i(�1 lW) (2.30 )
Para la distribuci6n discreta de velocidades iniciales (2.13):
'"V
las funciones 1( 1 � Y S toman la forma:
�2. e_-C{(k)'fot�(��1:) :--­
o{�(�) -\- (e k)
� k�}:(k��) ;; _
e(�(k) + �2(k)
(2.31 )
(2.32 )
(2.33 )
Para una distribuci6n maxwelliana de velocidades iniciales estas fun-
ciones no se pueden calcular analíticamente.
Fácilmente se comprueba de la eco (2.31) que la funci6n 1- (k, t) sa-
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tisface la ecuación de un oscilador armónico simple amortigOado:
=0
(2.34 )
con
.n?(k) :: Va' [c{Z[k) + f7(�) J
R (k) = 2 V) VO (1 - LoS k (. )
(2.35)
(2.36)
Este comportamiento de oscilador amortigOado se pone claramente de manifiesto
en la representación gráfica de � (k,t) dada en la Fig. (2.2a). En la Fig.
--
(2.2b) se tiene la representación gráfica de la función �(k,s) dada po� la
eco (2.32). En la Fig. (2.3) tenemos la gráfica del factor de estructura
S(k,w) dado por la eco (2.33). En estos gráficos los parámetros se han es-
cogido de la forma:
.:: 1 .
En el caso a=o (puntos impenetrables) y para una distribución de ve-
.......
locidades iniciales discontinua (ec. (2.13)) las funciones j( (k,t), JG(k,s)
y S(�,w) toman los valores
1..( k L t) � U S k Va t (2.37)
�(�IS);::
S (2.38 )
s 2 + 4-<' V" 1.
Se � I �)
(2.39 )
=0
Ots�rvese que en este caso no hay amortigOamiento en el comportamiento
osclatori� de)C (k,t) (el t�rmino R(k) de arncrtiga2miento -eco (2.35)- es
nulo en este caso) y que el factor de estructura es id�nticamente nulo (susti-
tuir (2.38) en (2.30)). Las gráficas de estas funcior.es para el caso vo=1
r »; ,1 \
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11.3. Dinámica Molecular del sistema
El sistema en estudio es unidimensional, con s componentes estando
formado por N varillas rígidas de masas m (J' y diámetros acr( Ú= 1,2, •• , s)
distribuidas inicialmente al azar (i.e. homogéneamente) en una línea de lon-
gitud L que determina la densidad del sistema. Nu es el número de varillas
de cada componente; evidentemente
(3. 1 )
Pera seguir la evolución temporal del sistema, este se "comprime" para
formar un sistema de puntos rígidos de distinta masa y tamaño nulo, distribui-
dos en una longitud reducida L que viene dada por:
r
S
L
,
=- \... - 2_ N(J Cl(J
v=/
(3.2)
(ver Secc. 2, concretamente la eco (2.20) ). Posteriormente, sólo cuando sea
necesario conocer el tamaño de cada varilla, se expandirá el sistema a la lon-
gitud y tamaños reales.
Las posiciones del sistema de puntos materiales se determinan inicial-
mente generando números aleatorios en el ordenador en el intervalo [0,1) que
luego se multiplican por L . Inicialmente también se atribuyen números de or­
r
den a las par-:ículas. Para ev
í
tar efectos de superficie se imponen condiciones
de contorno periódicas; así, si una partícula sale por un extremo, aparece
por el otro (lo que es equivalente a tener las partículas distribuidas en un
anillo de circunferencia Lr). A las partículas se les da una distri8ución
de velocidades iniciales h (v) (ver más adelante).o
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Básicamente la evolución temporal del sistema se realiza siguiendo el
esquema de Adler y Wainwraight [ 9J. Al interaccionar con un potencial de núcLeo
rígido, las partículas se mueven con movimiento rectilíneo y uniforme excepto
cuando chocan con otra partícula. Así la evolución del sistema puede dividirse
en intervalos de tiempo distintos que corresponden a los intervalos entre dos
colisiones sucesivas de cualesquiera dos partículas. En cada instante es nece-
sario conocer cuándo tendrá lugar el próximo choque y el par de partículas que
chocarán.
Sean x .. =x.-x.
�J � J
y v .. =v.-v.
�J � J
las posiciones y velocidades rela -
tivas de dos partículas del sistema. Para que estas partículas choquen es ne-
cesario que se aproximen, esto es que:
(3.3)
Si x ..
�J
y v ..
�J
son las posiciones y velocidades relativas iniciales, la po-
sición relativa un instante t posterior viene dada por
+ 1; .. 1:
'j
.
)
(3.4)
cuando las partículas chocan es x� . = o y el tiempo de colisión viene dado
�J
(3.5)
por
Las velocidades de las partículas que chocan cambian según las ecuaciones:
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- Vi
Vi,
J
=. - v·
J
(3.6)
que son consecuencia directa de la conservaci6n del impulso y de la energia.
El tiempo de cálculo se disminuye considerablemente al tener en cuenta
que, para el potencial considerado, s610 puede chocar una particula con sus
vecinas, lo que hace necesario ordenar las particulas, como ya se ha hecho
desde un principio. En nuestro caso calcularemos los tiempos de choque de cada
particula i con la siguiente i+1 asi en lugar de calcular la matriz sim¿-
trica t ..
lJ
s610 calculamos el vector t ..
l,l+1
t. (i=1,2, .•. ,N ; N+1 � 1) •l
En este caso la condici6n necesaria (3.3) para que las particulas se aproxi-
men es:
(3.7)
y el tiempo de colisi6n (3.5) viene dado por:
t. =
L
X'i.¿ti
\J�,¿f i
(x'C,L'H be) (3.8)
Si algQn tiempo t. sale negativo es que x. . l' Ol a , l+ I , o sea que
ello significa que choca la particula situada al final del recin-
to con la situada en el principio (condiciones peri6dicas, ver Fig. 3.1)
o
�__� ��,
Fig. 3.1
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En este caso el tiempo de colisión es:
-1:1•
L ( ¡(t, LH I O ) (3.9)� ---------------
Una vez calculado el vector t. (i=1,2, •.. ,N), todas las particulas�
se mueven un tiempo t , que es el menor de todos los calculados, y se cal­m
culan las nuevas posiciones:
(3.10)
Las particulas (i,i+1) cuyo tiempo de colisión sea igual a t
m
han chocado
entonces y cambian sus velocidades de acuerdo con las ecs. (3.6). El nuevo
vector de tiempos de colisión ti.
a (i=1,2, ••• ,N) se calcula restando tm
a todos los tiempos del vector, excepto a los tiempos de las particulas que
han chocado que se vuelven a calcular según (3.8) ó (3.9) . Se finaliza el
proceso cuando el total del número de choques realizados excede a un número
máximo de choques prefijado de antemano. Una vez terminado el proceso se cal-
cula el tiempo libre medio t del sistema que es igual al inverso de la fre­
o
cuencia de colisión (la cual representa el número medio de choques que expe-
rimenta una particula por unidad de tiempo).
En el esquema de Adler y wainwright, a partir de las posiciones y velo-
cidades del conjunto de las particulas del sistema, se calculan todos los
tiempos de colisión ordenándolos desde el tiempo menor t
s
al tiempo mayor
tl (esto se denomina ciclo largo). Después de cada choque entre el par de
particulas (i, i+1) se vuelven a calcular los tiempos de colisión de los pa-
res de particulas vecinas, (i-1,i) y (i+1, i+2). Si algunos de estos nuevos
tiempos son mayores que el tiempo mayor tI' se excluyen de la lista de tiem-
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pos. Este algoritmo, denominado ciclo corto, se itera hasta que se ha vaciado
la lista de tiempos de colisión, comenzando un nuevo ciclo corto.
El procedimiento empleado difiere algo del esquema de Adler y Wain-
wright basado en ciclos largos y ciclos cortos, ya que con nuestro procedi-
miento realizamos un solo ciclo corto, pues al volver a introducir en el vec-
tor t. los tiempos de las partículas que han chocado, este vector nunca se�
convierte en un vector vacio y no es necesario volver a generar un nuevo ci-
clo corto.
El grado de irreversibilidad introducido por el ordenador, debido a que
opera con número reales, cuyas últimas cifras son truncadas, se controla cons-
tantemente calculando el impulso total y la energía cinética total. En todos
los cálculos se ha verificado que las diferencias nunca sobrepasan un orden
de magnitud de 10-11 para el impulso y de 10-8 para la energía cinética,
lo cual es muy aceptable en términos relativos.
Las posiciones, velocidades, tiempos y partículas que chocan se alma-
cenan en cincas magnéticas ("el demonio de Maxwell") para su posterior aná-
lisis.
La simulación dinámica se ha realizado para mezclas binarias equimole-
culares (s=2 y N1 = N2 = N/2) . El número total de partículas ha sido
N = 1COO. En todos los casos la relación de tamaños ha sido a2/a1 2 Y
se han realizado cinco simulaciones para las siguientes relaciones de masas:
,
J ) J
) Wt.z.{LU..,::: � .
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Para comparar, también se ha rea]izado la simulación del sistema de 100C vari-
llas rigi�as igua!es:
,
J
La distribución de velocidades iniciales escogidas ha sido del tipo (2.13);
más concretamente
.: { 10{��olv) (3. 11 )
Es decir, todas las velocidades iniciales tienen el mi.=mo módulo, la mitad en
un sentido y la otra mitad en el otro. En la siguiente tabla se resumen las
principales características de las simuladas a que nos referimos en este tra-
bajo.
rn2/m1 a2/a1 d2/d1 L f n nQ choques to
1 1 1 200e 0.50 '1.0 ':60,000 2.00
-
1.05 2 0.525 2500 0.40 1. O 350,000 '; .9C
- - -
1.2 2 0.60 2500 0.40 1. ° 160,000 '1,7E
-----, .- �-- -
2 2 1 2500 0.40 i. O ',60,000 1.68
- -
,., 2 1 •.50 2500 0.40 '1.0 250,000 1.5E,_J
-- -
4 2 2 2500 0.40 �. O 1éO,000 1. LLt
,
En la tabla d _ m rr / El es la densidad asocd ada con las varillas
If rr
de la especie � • f! N/L es el n�mero de partículas por uni�ad de longitud
y n = N/L es la densidad total del si.=tema.r
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Las simulaciones fueron realizadas en las
instalaciones certrales del
Centro de Cálculo de Sabadell (C.C. S.) con un CYBER 173 de Control Data. El
tiempo total de C.P.U. requerido para las
simulaciones fué de 14.77 horas.
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11. 4. Rel�j��?n_al equi1ibrio: comportamiento ergódico del sistema
fvie.rro \J, 181 han demostrado que la relajación es algo más complicada cuando
Una vez simulada la evolución dirámica del sistema, podemos analizar
algunos de los problemas planteados en la sección 1 • La primera cuestión que
se plantea se refiere al mismo hecho de si nuestro modelo es capaz de presen-
tar una verdadera relajación hacia el equilibrio; es decir, si partiendo de
cualquier distribución inicial de velocidades y de cualquier configuración,
es capaz de alcanzar finalmente una distritución maxwelliana de velocidades y
una distribución espacial homog�nea. Esta duda, particularmente la de si se
alcanza una distribución de Maxwell, está lejos de ser trivial. En efecto, un
gas ideal de part1culas (sin interacción alguna entre ellas) es bien sabido que
nunca será capaz de mostrar tal relajación. Un sistema de varillas r1gidas
iguales difiere esencialmente de un gas i�eal pero, aQn as1, no es capaz de
mostrar una verdader relajación: el módulo de las velocidades iniciales se
serva (salvo por lo que respecta a ligeras "inestabilidades" que, como los
truncamientos de nQmeros reales en una simulación, parecen ser poco importan-
tes, como antes constatábamos) de modo que una distribución arbitraria no con-
ducirá en un tiempo "razonable" a la distribución de Maxwell. En este caso
ocurre que si la distribución inicial de velocidades contiene, como (3.11),
valores distintos distribuidos inhomogéneamente, éstos tenderán a distribuirse
uniformemente con el tiempo; pero este hecho no 8S suficiente, por su¡::uesto,
para aseguarar una verdadera relajación del sistema. Aizenman, Leocvzí tz y
varillas, aun teniendo todas la miema masa, tienen longitudes diversas. Se
plantea entonces el problema de determinar el tipo de relajación c;ue presenta-
rá nuestro sistema de varillas con masas distintas, propiedad que no ha podi-
do ser determinada hasta el momento "a priori", esto es, antes de realizar
el "experimento" correspondiente.
La misma discusi6� anterior sugiere c6mo no es fácil plantear estas
cuestiones en términos cuantitativos precisos. De hecho, es más conveniente
su discusi6n en el ccntexto de la teoría erg6dica. La conexi6n más general
entre los dos puntos de vista establece que un sistema capaz de evolucionar
hacia una distribuci6n maxwelliana es también un sistema con buen comportamien-
to erg6dico en el sentido de que "sufrírá" "con facilidad" el principio de
equipartici6n de la energía. La teoría ergódica, sin embargo, proporciona
una formulaci6n matemáticamente rigurosa de estos temas y una clasificaci6n
precisa de los sistemas atendiendo a su comportamiento erg6dico y, en defini-
tiva, atendiendo a la co�plejidad de su evoluci6n dinámica.
Hist6ricamente la ergodicidad surge de la denominada Hip6tesis Erg6-
dica formulada en 1871 por Bol tzmann y precisada en 1879 por Maxwell [10].
La formulaci6n dada por Boltzmann afirma que debido a la gran irregularidad
del movimiento térmico y a la multiplicdad de fuerzas �ue actQsn desde el
exterior sobre un cuerpo determinado, sus átomos en movimiento pasarán a tra-
vés de todas las posiciones y velocidades compatibles cor la ecuaci6n de la
energía. Esta hip6tesis permitía la igualdad entre los promedios espaciales
y temporales de las ver-í eb.Lee dinámicas, igualdad f'ur.damerrta.t para el desa-
rrollo de la Mecánica Estadística.
La formulaci6r dada por Maxwell es más precisa y afirma que para que
un sistema verifique el principio de equipartici6n de la energía es necesario
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que abandonado a si mismo pase, más pronto o más tarde, a trav�s de cueLcuí.er-
fase consistente con la conservación de la energia. Er: este sentido de
Maxwell, si el sistema se relaja a una distribución maxwelliana de veloci-
dades, y por lo tanto verifica el principio de equipartición de la energia
habrá pasado por todas las fases consistentes con la conservación de la
energia y por lo tanto tendrá buen comportamiento ergódico [111-
Hasta hace poco tiempo se tenia el convencimiento de que la ergodici­
dad sólo era patrimonio de los sistemas macroscópicos (12J. Sin embargo en 1962
Sinai demostró c¡ue un sistema bidimensional de N discos rigidos y un sistema
tridimensional de N esferas rigidas, encerrados en un volumen de paredes
reflejantes (Gas de 801tzmann-l"Gibbs) eran ergódicos y "mixing" (mezcla) para
N >t 2 [13]. Posteriormente Casati y Ford L14J comprobaron, mediante experi­
mentos en ordenador, que el sistema unidimensional de dos puntos rigidos de
(4.1)
distinta masa es ergódico y " mezcla " cuando la razón de las masas en la
expresión
es tal que � es un múltiplo irracional de l\ . También se ha demostrado
analiticamente que el sistema unidimensional de Varillas rfgidas de masa igua-
les pero de distinto tamaño tiene buen comportamiento ergódico, concr-e temerrte
es uro sistema K [7J. Por otra parte se ha comprobado r-ec'i.errtemerrte cue el
sistema tridimensional de cuadrados rfgidos y paralelos no es ergódico, er, el
sentido de que ur.a distribución arbitraria de velocidades iniciales no se
relaja a una distribución maxwelliana [11J.
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Esta situaci6n nos muestra claramente, en efecto, c6mo no se pueden
realizar afirmaciones a-priori sobre el carácter erg6dico de nuestro sistema
(ni de ningCn sistema real) y que tampoco los experimentos pueden ser con-
cluyentes sobre el tema, aur.que si arrojar informaci6n importante (Lebowitz
en 1971 ya observ6 que la ergodicidad del sistema de particulas rigidas de
distinta masa no está completamente decidida ni aCn en los casos más senci-
La moderna teoria erg6dica ha trascendido más allá de la cuesti6n de
si un sistema es erg6dico o no y, además, no s610 se ocupa de los sistemas
hamiltonianos; de hecho, se ocupa de los llamados sistemas dinámicos abstrac-
tos. Tales sistemas vienen caracterizados por la terna (r, Tt' 1""") donde
r es un espacio real cuyos puntos representan los estados del sistema (el
espacio fásico), Tt es un grupo uniparamétrico de automorfismos que
actCa
sobre r (la evoluci6n temporal del sistema) y � es una medida del espa-
cio r invariante frente a Tt (el teorema de Liouville). Entre paréntesis
se han citado las correspondencias cen los sistemas clásicos hamiltonianos.
Dos sistemas din'amicos abstractos
I
( r , TI, r-I) se
dicen isomorfos si existe una aplicaci6n biyectiva � de r
-¡I
sobre I tal
que:
t\ (�lA)1:: � lA)
TI = � T f-'
f""" � A e r } (4.2)
El considerar sistemas isomorfos es importante pues si se prueba la ergodici-
dad de un sistema, tal propiedad la verifican todos los sistemas isomorfos
con él.
Dada una fur.ción f definida en r su promedio espacial, si existe,
viene definido por:
d ( �J t l') el t
,1
(se supone c;ue \"'-- es finita y que 1 'rr
si existe, viene definido por:
)
x E r J (4.3 )
1). El promedio temporal de f,
+
t t (I? J (4.4)
siempre que el grupo de automorfismo sea cor.tinuo. Si el grupo uniparamétrico
es discreto se reemplaza en (4.4) la integral por un sumatorio [10].
Con estas definiciones es posible clasificar los sistemas dinámicos
desde el punto de vista de su posible carácter ergódico. Esta clasificación
es una jerarquia pues los sistemas de ur.a determinada clase son sistemas de
las clases inferiores. Mencionemos brevemente los elementos más importantes
en esta jerarquia.
Un sistema dinámico es un sistema ergódico si para cualquier función
\�-SUmable los promedios espaciales y temporales
son iguales, salvo, quizás,
para los puntos de un conjunto de medida nula:
(f) f(x) casi por doc;uier er: r
como puede verse para un sistema ergódico el promedio temporal f no depende
del punto inicial x.
otra forma de definir un sistema ergódico es la siguiente: si f es
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una función �-sumable e invariante bajo \, esto es, f lTt(X)]
para cualquier )( � r , entonces existe una cor:stante e tal que:
f(x)
f(x) c casi por doquier en r
[171. Para sistemas dinámicos hamiltonianos esta última definición significa
que si el sistema es ergódico sobre una superficie de energía SE cualquier
constante integrable del movimiento es constante en SE' Además, si la
ergodicidad aparece en cada superficie de energía SE' errtor-ces no hay otras
constantes del movimiento que las funciones de la energía E. En este caso
está justificado el uso de la distribuci6n microcan6nica.
Uno de los sistemas erg6dicos más sencillo es el del oscilador arm6ni-
ca simple, como uno se convence con facilidad [17J.
Un sistema dinámico es "mezcla" fuerte cuando para cualquier par A,
B de conjuntos medibles, se verifica que:
(4.5)
Fácilmente se demuestra que si un sistema es "mezcLe
" también es ergódico (16J.
La propiedad de "mezcla" fuerte es mucho más restricitva que la de
ergodicidad, existiendo una propiedad intermedia en la jerarquía dencminada
"mezcla" débil: un sistema es "mezcla" débil si para todo par de conjuntos r.le-
dibIes A y B de r , se verifica:
t;
-tUl � J [ l"- (T, A (l 8) - y- ( A) r-lt» ] .t 1: O (4.6).e-¿oo<:J z
o
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La propiedad (4.6) indica que después de transcurrir el tiempo, se tiene
"mezcla" excepto, quizás, er: alguros instantes de tiempo aislados. [10J.
Para sistemas clásicos hamiltonianos la propiedad "mezcla" dada por
(4.5) se puede enunciar de una forma más sencilla: un sistema clásico es
"mezcla" si para cualquier par de funciones f y g de cuadrado sumable
sobre una superficie de energia SE' se verifica que:
(4.7)
con esta definición fácilmente se demuestra que los sistemas hamiltonianos
que verifican la propiedad de "mezcla" evolucionan al equilibrio. En efecto,
supongamos que el sistema empieza en t = O con una furción de distribución
ó función densidad Fo (x) sobre SE ' la cual representa el estado inicial
del sistema, lejano del equilibrio. Para instantes de tiempo posteriores, la
función de distribución es fo t\(x)]
medio de cualquier variable dinámica f en el instante tes:
(Teorema de Liouville) y el valor
¡[(_x) ro [T, ("1 J do<
e
(4.8)
Si el sistema verifica la propiedad "mezcla" (4.7) entonces la integral (4.8)
se aproxima al valor de f en el equilibrio que es � f(x) dx¡'��.para elloSE fe
basta sustituir (o (x) por g(x) en la ecuación (4.7) [17J.
Un sistema dinámico abstracto ( r, T t. ,r-) es un sistema K (Kolmo­
gorov) cuando existe una particiór; medible el.. de j' , tal que (10J:
i_
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a) Tt o( :: d. 7( o<
\1 t /1' O
�
b) UTc\
- 'f-
t t
c) (\, o{ .: �
t
t
donde t es la descomposici6n puntual de r (la más fina que exite) y
� = tr} es la partici6n más gruesa. El simbolo de la condici6n o ] expresa
que t es la menor descomposici6n que contiene a todas las c( t ' y el sim-
bolo de la condici6n c) indica que \L es la mayor partici6n que está conte-
nida e n todas las c(
t
•
Todo sis tema K es "me zcLe " [16] Y por lo tanto es erg6dico; de hecho
la demostraci6n de Sinai [131 de que el gas de esferas duras es erg6dico y
"mezcla" consiste en demostrar que es un sistema K.
Un sistema dinámico abstracto (r I Tt, , f") es un sistema Bernouilli
[16J si es isomorfo al sistema (M'�I r-) dor:de: a) M es el producto
cartesiano M = Z
Z
n
, con Zn = i O, 1,2, .... , n-1} ; así los elementos de M
son series bilaterales infinitas de elementos de Z
n
.
J
•••
) CI.� I ) eto J Cl1 J
•
b) Pertiendo de una medida normalizada � en Zn
,
J r- ( \1\ --\) ::: 1'::>". t
A.j :
�
¡
)
se define, para los cilindros elementales
,
AJ¿:: i MEM I ó-¿=J}
la medida
c) El automorfismo � es la traslaci6n:
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lM: (_. J tl.t: I ._. ) ----�) ,,"':- e-- I a.i-4 t )
v·e
/
cf es invertible y conserva la medida [16J.
Pera un sistema dinámico hamiltoniano que s�Bernouilli es posible
definir una partición finita de la superficie SE de energia constante,
n
(R. (\ R. = r l;
� J Y
� .. ;
�J
U R. = SE ) de tal forma que las.
1
�
�=
observaciones sobre las R., realizadas en instantes de tiempo distintos,a
no están en absoluto correlacionadas (como los nQmeros que aparecen en una
ruleta) y si dos sistemas tienen distintos estados dinámicos en un mismo
instante de tiempo, entonces las observaciones que se vayan haciendo sobre
ellos no pueden dar resul tados Ldérrt.í.coa G 7J.
Un ejemplo usual de sitema Bernouilli es el constituido tomando como
espacio r el cuadrado de lado unidad y como operación de evolución la
"transformación del panadero" definida:
Si
Otro ejemplo de sistema Bernouilli lo constituye, con algunas
restric-
ciones sobre la distribución de velocidades, el sistema unidimensional e
infinito (en el sentido del limite termodinámico) de varillas rigidas igua-
les [1Sj.
Se demuestra que todo sistema Bernouilli es un sistema K [16]. Esta
jerarquia de propiedades ergódicas puede resumirse en el siguiente cuadro
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PROPIEDAD EJEMPLOS
Sistema de Bernouilli Transformación del panadero.
Gas unidimensional infinito de
esferas duras sin interacción.
Sistema K Sistema de esferas rígidas
Varillas rígidas de igual masa y
distinto tamaño.
Sistema mezcla
Sistema ergódico - -- - - - - - - - Oscilador armónico simple.
Vamos a exponer ahora los resultados de la simulación de nuestro siste-
ma en lo que concierne a este aspecto particular de su evolución dinámica.
En un principio la simulación se realizó para el sistema lineal bi-
nario de 1000 varillas rígidas, la mitad de ellas con masa y diámetro el
doble que la otra mitad,
Q¡ J 0..1 ::"2..
(4.9 )
y se comunicó al sistema una distribución inicial de velocidades f (v)o
fuertemente no-maxwelliana:
(4.10)
n� • Partículas
500
- f. o o. o
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Fig. 4.1 .- DistribucióD de velocidades iniciales.
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con v = 1 (Ver Fig. 4. 1. ).
o
Como puede observarse en la Fig. 4.2 este sistema ha alcanzado prác-
ticamente una distribución maxwelliana de velocidades cuando se han realizado
4000 colisiones en total ( 4 choques/partícula). La evolución se siguió en
este caso hasta un total de 160.0CC colisiones (160 choques/partícula).
Evidentemente, una vez alcanzado el equilibrio, el sistema se mantiene en �l.
En la Fig. 4.2c tenemos la distribución de velocidades cuando el sistema ha
realizado un total de 150.000 colisiones (150 choques/partícula). Tanto en
la Fig. 4.2b como en la Fig. 4.2c , la curva contínua es la gaussiana co-
rrespondiente a la media y desviación típica que presenta el sistema en este
instante de tiempo:
(4. 11 )
Podemos pues afirmar que el sistema mezcla con los parámetros (4.9) y la
distribución inicial (4.10) se relaja rápidamente al equilibrio y tiene buen
comportamiento ergódico.
En la Fig. 4.2a tenemos la distribución antes de alcanzarse el equi-
librio, cuando el sistema sólo ha realizado 3000 colisiones (3 colisiones/
partícUla). Esta figura muestra cómo desde los primeros tiempos en la evolu-
ción existe una dispersión de velocidades considerable. Esto es debido, fun-
hay una fuerte transferencia de impulso y energía; en definitiva, se produce
damentalmente, a que la diferencia de masa entre las partículas es grande y
una rápida di�persión de información por el sistema. Intuitivamente, es lógico
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Fig. 4.2.- Distribución de velocidades, con mglml = 2, cuando el
el sistema ha realizado: (a.) 3000 col. (h) 10000 col.
(e) 150000 col.
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esperar que si la diferencia de masas es mayor que la (4.9) el relajamiento
al equilibrio puede verse enmascarado por un aumento de las fluctuaciones.
De hecho, la intuición trivial sólo ha sido confirmada parcialmente por los
resultados experimentales. As1 hemos simulado tambi�n otros sistemas bina-
rios con
(4.12 )
y con
(4.13 )
En el primer caso se llega al equilibrio despu�s de un tiempo simi­
lar al del caso (4.9), osea, después de unas 4.000 colisiones (4 choques/
part1cula). En consecuencia, la relajación en este caso no más rápida, como
se pensó en un principio. Esto puede ser debido a que en el caso (4.12) exis-
te una gran diferencia de masa entre las varillas y el relajamiento al equi-
librio no es tan rápida como el esperado pues al tener ini8ialmente todas
las varillas, grandes y pequeñas, la misma velocidad en módulo, el cambio de
velocidad en una varilla de gran masa, producido por el choque de una vari-
lla de masa mucho menor, será pequeño, teniendo que transcurrir un tiempo
hasta que las varillas pequeñas tengan la suficiente energ1a para poder al-
terar apreciablemente la velocidad de las varillas grandes (ver Fig. 4.3b).
Sin embargo si que se observa una mayor dispersión en las velocidades (ver
Fig. 4.3a) y mayores fluctuaciones (comparar las Figuras 4.3b y 4.3c con
las Figuras 4.2b y 4.2c). Ambos efectos son imputables a la mayor transferen-
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Fig. 4.3.- Distribución de velocida�es, con mzlm1 2 4, cuando el
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cia de momento y energfa.
Para el sistema dado por los parámetros (4.13) la relajaci6n al equi-
librio es mucho más lenta, no alcanzándose éste hasta que el sistema ha rea-
lizado un total de unas 50.000colisiones ( 50 cOlisiones/partfcula) (Fig.
4.4c). Para este sistema hay una menor dispersi6n de las velocidades, encon-
trándose que durante bastante tiempo las velocidades se agrupan en torno a sus
valores iniciales (ver Fig. 4.4a y Fig. 4.4b) y parece que la evoluci6n tem-
poral se hace mediante dos gaussianas centradas en los valores iniciales
(ver Fig. 4.4a y Fig. 4.4b) y parece que la evoluci6n temporal se hace me-
diante dos gaussianas centradas en los valores iniciales de la velocidad.
Para poner más de manifiesto este hecho, se realiz6 la simulaci6n de un sis-
tema en el que la diferencia de masa fuese mucho menor:
,
) (4. 14 )
Este sistema que no llega a alcanzar el equilibrio ni aún después de 350.000
colisiones (350 choquesjpartfcula) presenta claramente el efecto señalado
anteriormente (ver Figuras 4.5a, 4.5b, 4.5c). Aunque, como puede intuirse de
las Figuras, este sistema muestra evoluci6n hacia el equilibrio, esta evolu-
ci6n se realiza muy lentamente, pudiendo afirmar que si la raz6n de masas
tiende a uno (m2/m1 -71) el tiempo de relajaci6n partiendo de una distribu-
ci6n de velocidades del tipo (4.10), se haría divergente.
Como ya hemos indicado al principio de esta secci6n, el sistema linGal
formado por � puntos rfgidos de distinta masa no es erg6dico si la raz6n
de masas en:
(a)
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Fig. 4.4.- Distribución de velocidades, con m2/m1 = 1.2 cuando el
sistema ha realizado: (a) 10000 col. �b) 20000 col.
(e) 150000 col.
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es un m�ltiplo racional de 7f [141. Nos ha interesado analizar hasta qué
punto esto podr1a seguir siendo cierto en nuestro sistema de muchos cuerpos.
Con este fin simulamos un sistema de 1000 puntos r1gidos con:
= 3
que corresponde a \:3 = � Tí , un mú.l tiplo racional de Ti: • Pues bien,
este sistema de muchos cuerpos, contrariamente a lo que sucede para N=2
presenta un buen comportamiento erg6dico, en el sentido de que se relaja con
facilidad al equilibrio. En la Fig. 4.6 tenemos la distribuci6n de velocida­
des cuando el sistema ha realizado un total de 150.000 colisiones (Fig. 4.6a)
y un total de 200.000 colisiones (Fig. 4.6b). En ambos casos se observa una
distribuci6n maxwelliana de velocidades. La diferencia en el comportamiento
del sistema cuando N=2 y cuando N») 2 se puede imputar al hecho de que
al aumentar considerablemente el número de part1culas tambi�n se aumenta la
posibilidad de que el sistema sea erg6dico (en el sentido dado por 801tzmann
a la Hip6tesis Erg6dica (ver el principio de esta Sección).
Vemos pues que los sistemas estudiados tienen buen comportamiento
erg6dico y parece que cuando la diferencia de masa es pequeña y la distribu-
ci6n de velocidades inciales es de la forma dada por la ecuaci6n (4.10), la
evoluci6n temporal se realiza mediante dos gaussianas que centradas en los
valores iniciales de la velocidad van evolucionando hacia una sola gaussiana
centrada en el valor medio de las velocidades iniciales (Fig. 4.7). Como
hemos comprobado la mayor1a de los sistemas estudiados se relajan al equili-
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brio, pues al transcurrir el tiempo la distribuci6n de velocidades tiene la
forma de una curva gaussiana (distribuci6n de Maxwell). Sir. embargo aparecen
fluctuaciones o desviaciones de la distribuci6n experimental de velocidades
respecto de la distribuci6n maxwelliana idéal. Estas fluctuaciones se pueden
medir con la magnitud:
V t (- r ( V· \ - r ('lo )fo. t lJM.l( J) t 2J(p � �J .: I \ (4.15')
siendo f (v.) la distribuci6n maxwelliana ideal dada por la eco (4.11)max �
y f (v.)
exp J
es la distribuci6n de velocidades dada por el ordenador. El
rango de velocidades escogido para calcular (4.15) ha sido desde v1 = -3.90,
hasta v = +3.80 , con incrementos de 0,1 , asi pues m = 78 •m
En la Tabla 4.1 tenemos los valores de las fluctuaciones Cl pera
los sistemas que alcanzan el equilibrio • t1 es la fluctuaci6n media para
cada valor de la velcodad: �= Ó/� . Tambi�n aparecen los valores de la
velocidad media y de la desviación tipica de los sistemas estudiados. La
velocidad media siempre sale negativa (aunque muy pr6xima a cero, que es el
valor te6rico) por el error sintomático introducido por el ordenador debido
al truncamiento de los nQmeros reales. Claramente se observa que la desvia-
ci6n tipica aumenta con la diferencia de masa, este hecho comprueba de for-
ma cuantitativa la mayor dispersión de velocidades ocservada en las figuras.
En la Tabla 4.2 tenemos el promedio temporal, en el equilibrio, de
las magnitudes anteriores. Hay que resaltar que el sistema con m2/m1 = 3
siempre presenta mayores fluctuaciones que los demás sistemas.
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-
103nQ colisiones m2/m1 velo media desv. típica � c::"x
1.2 -0.05 1.00 0.35 4.49
c:;
2 -0.04 1.07 0.27 3.46
10�
3 -0.04· 1. 14 0.32 4.10
4 -0.05 1.23 0.30 3.85
1.2 -0.05 1.00 0.39 5.00
5 2 -0.04 1.05 0.30 3.85
1.2x10
3 -0.05 1.14 0.39 5.00
4 -0.06 1.21 0.33 4.23
1.2 -0.05 1.00 0.30 3.85
5
2 -0.05 1.05 0.26 3.33
1.5x10
3 -0.06 1. 15 0.37 4.74
4 -o.oe 1.20 0.32 4.00
Tabla 4.1.- Valores, en el equilibrio, de la velocidad media, la desviaci6n tipica
las fluctuaciones � y la fluctuaci6n media � ,por cada valor de
la velocidad, de los sistemas estudiados.
,,_
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m2/m1 �V> Úl'/ < 4) <.6) x103
1.2 -0.05 1.00 0.35 4.45
2 -0.04 1.0é 0.28 3.55
3 -0.05 1.14 0.36 4.61
4 -0.06 1.21 0.32 4.0é
Tabla 4.2.- Promedio temporal, en el equilibrio, de la velocidad media,
desviaci6n tipica, fluctuaciones y fluctuaciones por velo­
cidad de los sistemas estudiados.
138
La función H de Boltzmann proporciona una forma cuantitativa de compro-
bar si un sistema físico evoluciona hacia el equilibrio. El teorema H afirma
[20J que un sistema evoluciona al equilibrio sí y sólo sí la función:
(4. 16)
satisface la condición:
dH(t) LO. (4.17)
Jt
Así pues un sistema evolucionará hacia el equilibrio, si la función H(t)
va decreciendo monótonamente con el tiempo hasta convertirse en una constante
cuando el sistema se encuentra en el equilibrio.
Con los datos de la simulación y mediante integración numérica hemos cal-
culado la función H(t) dada por la eco (4.16). En la Tabla 4.3 tenemos los
valores de H(t) para el sistema con m2/m1 = 1.05 en la Tabla 4.4 para el
sistema con m2/m1 = 1.02 y en la Tabla 4.5 para los sistemas con m2/m1 = 2 ,
t/t 10 20 30 40 50 60 70 80 90
o
H( t) -0.15 -0.16 -0.18 -0.19 -0.20 -0.21 -0.22 -0.23 -0.24
t/t 100 110 120 130 140 150 200 250 300
o
H( t) -0.24 -0.25 -0.25 -0.27 -0.27 -0.28 -0.30 -0.31 -0.33
Tabla 4.3.- Valores de la función H(t) para el sistema con
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t/t 1 2 3 4 5 6 7 8 9-
o
H( t) -0.21 -0.23 -0.25 -0.26 -0.27 -0.27 -0.28 -0.29 -0.29
t/t 10 20 30 40 50 60 70 80 150
o
H( t) -0.29 -0.33 -0.36 -0.37 -0.36 -0.37 -0.36 -0.37 -0.37
Tabla 4.4. - Valores de la funci6n H( t ) para el sistema con
m2/m 1 = 1.2 .
H(t)
tito m2/m1=2 m2/m1=3 m2/m1=4
1- -0.25 -0.23 -0.22
2 -0.33 -0.32 -0.31
3 -0.35 -0.35 -0.35
4 -0.37 -0.37 -0.37
5 -0.37 -0.37 -0.37
6 -0.37 -0.37 -0.37
8 -0.37 -0.37 -0.38
10 -0.37 -0.37 -0.37
150 -0.37 -0.37 -0.37
Tabla 4.5.- Valores de la función H(t) para los sistemas con m2/m1 2
m2/m1 = 3 y m2/m1 = 4 .
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En estas tablas observamos que la función H(t) disminuye con el tiempo
en todos los sistemas estudiados; vemos también que, a partir de un cierto valor
de t/t ,la función H(t) es constante lo que indica que se na alcanzado elo
estado de equilibrio (excepto para el sistema con m2/m1 = 1.05) . Hay que re-
saltar que el valor de H(t) en el equilibrio es prácticamente igual para to-
dos los sistemas estudiados:
H
"1equJ.
- 0.37 (4. 18)
Este hecho indica cómo el estado de equilibrio es independiente de la diferencia
de masa y cómo la función H(t) en el equilibrio es proporcional a la entropia
del sistema:
S : - k Jd V t ''j. (v) )" 1'1- (v)
:: - k \.\�v�\
de modo que todos los sistemas considerados tienen la misma entropia.
En la Fig. 4.8 tenemos las gráficas de H(t) para los sistemas estudiados.
En todos los casos la variación temporal de H(t) , antes de alcanzar el estado
de equilibrio, se ajusta bastante bien a una relación potencial decreciente de
la forma:
(4. 19 )
los valores de 105 parámetros a y b Y del coeficiente de determinación
están dados en la Tabla 4.6.
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Sustituyendo el valor común de H(t) en el equilibrio dado por (4.8)
en la eco (4.19) podemos estimar, de forma aproximada, el tiempo que tardan en
alcanzar el equilibrio (tiempo de relajación de f(v,t) ) los sistemas estudia-
dos. En la Tabla 4.7 tenemos los resultados de esta estimación. Todos estos
tiempos de relajación, calculados a partir de (4.18) y (4.19) coinciden, con bas-
tante aproximación, con los tiempos de relajación "experimentalee" de la simu-
lación. Observemos que el tiempo de relajación del sistema con m2/m1 = 1.05
(t/t
o 457.56) es superior al tiempo máximo de la simulación de este sistema
(t/t = 300) , lo que explica el necho de que su distribución de velocidadeso
no se haya relajado a una gaussiana (ver Fig. 4.5)
a b r
m2/m1=1.05 0.08 0.25 0.99
mim1=1.2 0.21 0.15 1. 00
m2/m1 = 2 0.26 0.28 0.98
m2/m1 = 3 0.24 0.35 0.98
m2/m1 = 4- 0.23 0.38 0.98
Tabla 4.6. - Valores de los parámetros a y b que aparecen en la eco (4. 19)
Y coeficiente de determinación r
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m2/m1 1.05 1.2 2 3 4
(t/to)eq 457.56 43.64 3.53 3.44 3.49
Tabla 4.7.- Tiempos de relajación al equilibrio de la función de distribución
f(v,t) para los sistemas estudiados.
También parece que existe una relación entre el exponente b que aparece
en la ecuación potencial (4.19) y el tiempo libre medio del sistema. En efecto,
como puede comprobarse en la Tabla 4.8., parece que la solución (t )b es in­
o
dependiente de los sistemas estudiados ya que es aproximadamente constante:
t
b
= cte. ,
o
este hecho parece que implicaría una relación logarítmica entre el exponente b
y el tiempo libre medio.(Notar, sin embargo, que falla apreciablemente para
m2/m1 t
b
o
1.05 1. 17
1.2 1.09
2 1. 16
3 1.17
4 1. 15
Tabla 4.8.- Relación prácticamente constante entre el tiempo libre medio
to y el exponente b de la ley dada por la eco (4.19).
Podemos concluir que, de forma tajante, todos los sistemas binarios evo-
lucionan hacia el equilibrio y que por lo tanto tienen buen comportamiento er-
g6dico.
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Fig. 4.8.- Gráfica. de la. función de Boltzmann H(t) para los sistemas
(a) mz'�l = 1.05 ; (b) mzlm1 = 1�2 ; (o) le.-grfica con •
corresponde e. m¡ml = 2 Y la. gráfica. con +a. ,m2/m1 :& 4.
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11.5. Función de Autocorrelación de la velocidad
La función de autocorrelación de la velocidad �(t) nos da la
correlación existente entre la velocidad de una particula en el instante t=O
y su velocidad en el instante t posterior:
+li)= c· 'V(o). V(t) > . (5. 1 )
El par'érrtesrí.s < ... '> indica un promedio canónico o, equivalentemente , en
el sistema y c es una constante de normalización que asegura t (o) = 1 :
(::: < V(o)2; (5.2)
con los datos de la simulación, calculamos la función de autocorrelación de
la velocidad mediante el algoritmo tradicional:
tú'
I. ViCo). I{:(t)
�(t) = _¿:'''1.--
I. �- (0)7
(5.3 )
l:' f
donde el promedio canónico se ha sustituido por el promedio sobre todas las
particulas del sistema.
En primer lugar, el cálculo de � (t) lo realizamos para el sistema
de N varillas rigidas iguales. La razón de ello es que para tal sistema
disponemos de resultados exactos con los cuales poder comparar los resultados
experimentales de la simulación, asegurando asi la bondad del procedimiento
seguido por nosotros en la simulación. Como ya indicamos en la Secc. 1, la
función de autocorrelación de la velocidad fue calculada exactamente por
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Fig. 5.1.- Funcián de autocorrelación de la velocidad
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Jepsen, para una distribuci6n inicial maxwelliana eD. Posteriormente, Le­
bowitz, Percus y Sykes calcularon exactamente �(t) para distintos tipos
de distribuci6n inicial L-2] , entre ellas la que hemos dado a nuestro siste-
ma;
(5.4)
El sistema lineal de varillas rígidas iguales, con esta distribuci6n inicial,
tiene la siguiente fur.ci6n de autocorrelaci6n de la velocidad (ver eco (2.14)):
(5.5)
en nuestro sistema de varillas iguales tenemos v =1, n=1, con lo cual (5.S)o
queda:
(s, 6)
con esta funci6n hemos comparado nuestros resultados, tanto para el sistema
de masas iguales como para los sistemas de masas distintas, pudiendo así
observar las desviaciones originadas por la diferencia de masa.
La función de autocorrelaci6n para el sistema de masas iguales aparece
en la Fig. 5.1., en donde la curva continua es la autocorrelaci6n exacta
(ec. (5.6)). El incremento de tiempo escogido ha sido (en todos los casos):
(5.7)
siendo t el tiempo libre medio. Como puede observarse existe un bueno
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acuerdo entre los resultados te6ricos exactos y los experimentales.
Para los sistemas binarios nos encontramos con dos autocorrelaciones,
una, �� (t) , correspondiente a las particulas de menor masa m1 ' y otra,
(V, (t) , para las particulas de masa mayor m2• En las Figuras 5.2, 5.3,
5.4 y 5.5 hemos representado estas autocorrelaciones para las razones
pectivamente. En todos los casos la curva continua representa la correlaci6n
exacta (5.6) de masas iguales. De estos resultados obtenemos varias observa-
ciones que pasamos a enumerar: (i) En todos los casos la autocorrelaci6n de
las particulas de menor masa decrece más rápidamente que la autocorrelación
exacta de masa iguales (ver gráfica de 'V (t)t en las Figs. 5.2, 5.3, 5.4 y
5.5), además este decrecimiento se hace más ráfido con la diferencia de masa.
Ello significa que cuanto mayor es la diferencia de masa las varillas de me-
nor masa pierden más rápidamente la correlaci6n de sus velocidades. (ii) La
autocorrelaci6n �� (t) de las particulas de mayor masa es más regular que
la autocorrelación de las particulas de masa menor � (t) , ya que las fluc-
tuaciones en las velocidades son mayores cuanto menor es la masa de las par-
ticulas. (iii) La autocorrelación t7. (t) de las particulas grandes decrece
más lentamente que la autocorrelación exacta de masas iguales. Este decreci-
miento se hace más lento al aumentar la diferencia de masa, as! las varillas
grandes pierden más lentamente su ccrrelaci6n.
Como veremos en (V) , las observaciones (i) y (iii) tienen una expli-
cación cuantitativa en el hecho de que al aumentar la diferencia de masa hay
una varia.ción en el tiempo de relajación del sistema.;_
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(iv) La variación temporal, tanto de \V{(t) como de 'P,(t) , es
exponencial, esto es:
(i:t,z) I (5.8)
si se cumple esta ecuación, entonces:
(5.9 )
o lo que es igual, la representación gráfica de en función
del tiempo debe ser, aproximadamente, una linea recta. En efecto así es; en
la Fig. 5.6 hemos representado \ln t i(t) l frente al tiempo, para el caso
m2/m1 = 4 , como vemos la curva que mejor aproxima los datos experimenta-
les es una recta (la recta de regresión). Esto queda confirmado al ser los
coeficientes de correlación lineal Y1 = -r2 = 0.996 que claramente corres-
ponden a una recta.
Vemos pues que, para todos los sistemas estudiados, la función de
autocorrelaci6n de la velocidad tiene el decrecimiento exponencial típico y
esperado.
(v) Teniendo en cuenta que la variación temporal de �1,2(t) es
exponencial decreciente podemos calcular el tiempo de relajación a partir
de los datos de la simulación. En efecto, sea Z el tiempo de relajación
de la correlación de la velocidad, entonces (ver eco (5.8)):
(5.10)
'l.0
154
/
. /�
.' ./'/ . /
. /
-i'/. /
;' /
t » •
--------.---.-------l).
o,ro Lo
� .... :lacta .. da regresión p4.l"a el logaritmo de la.
ro !!lutQr.orre l$,�iru.,. T0 loe idA.d (rr"j:t1, .....,1:) •
... .1.
i_
155
de donde:
l �� �.L+) t == �.
�
t -+ b·L. e -f.'::¡{,.!!.) J (5.11 )
vemos pues que la pendiente de la recta de regresión de ¡In � i (t) \ es
igual al inverso del tiempo de relajación del sistema. En la Tabla 5. 1 tene-
mos los tiempos de relajaci6n para los distintos sistemas estudiados. En la
Tabal �
1
es el tiempo de relajaci6n de las partículas de masa menor m1
y � 2
es el tiempo de relajaci6n de las partículas de mayor masa m,..,z;
Observamos que al aumentar la diferencia de masa, el tiempo de relajación
de las partículas pequeñas, �1 ' disminuye, mientras que el tiempo de rela-
jaci6n de las partículas grandes, (:. 2 ,aumenta. Esto
confirma cuantitati-
vamente las observaciones cualitativas (i) y (iii) .
m2/m1 � 1 "l:2
1 0.25 t 0.25 t
o o
1.05 0.30 t 0.21 t
o o
1.2 0.29 t 0.26 t
o o
2 0.25 t 0.33 t
o o
4 0.17 t 0.51
.j_.
L
o o
_i
Tabla 5.1.- Tiempos de relajaci6n de los sistemas simulados.
z:
1
de las partículas pequeñas j <:. 2 de
las
partículas grandes. t tiempo lib�e medio.o
En las figuras 5.7 y 5.8 ter.emos las rectqs de regresi6n de los sis-
temas estudiados. Er: estas gráficas también se pone de manifiesto la varia-
; o
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ci6n del tiempo de relajaci6n.
Al intentar buscar, con los datos de que disponemos, la relaci6n en-
tre el tiempo de relajaci6n �i y las masas de las varillas, encontramos
que l i se ajusta bastante bien a una relaci6n lineal con la masa reducida
\v-...
= m1.m2/(m1+m2) :
?:. = a.. . 't-'-- + �L'L L
\
I (t.'::: 1,2.) ) (5.12 )
para las partlculas grandes esta relaci6n es:
r2 = 1.12 r--
- 0.17 ('=0.99)
y para las part1culas pequeñas:
t.1 = -1.06 r- + 1. 11
r es el coeficiente de regresi6n lineal. Como puede observarse en la Fig.
5.9 , las dos rectas se cortan para el valor:
que es precisamente el tiempo de relajaci6n del sistema de varillas iguales.
Sin embargo la masa reducida para la cual t1 = Z 2 es �= 0.59 que es
algo distinta a la que corresponderla al sistema de varillas iguales: �= 0.50
(con m1 = 1) • Esta discrepancia puede ser debida a los pocos datos dispo-
nibIes para encontrar una relaci6n más exácta. Tampoco hay que descartar la
aparici6n de discontinuidades cuando
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(vi) A partir de los datos proporcionados por la simulación, también es posi-
ble calcular los coeficientes de difusión de los sistemas estudiados y ver cuál
es su relación con la masa. En efecto, el coeficiente de difusi6n viene dado por
D, • f f, (t.) ./1:
o
(5. 13)
En nuestro caso f·(t)'i:� o a partir de t/to 1.5 (ver Figs. 5.2, 5.3,
5.4 y 5.5), por lo tanto,
{[to
1>, 'lo f twdt
e
expresi6n calculada mediante integraci6n numérica (regal de Simpson). En la Ta-
(5.14 )
bla 5.2 tenemos los resultados de este cálculo, siendo 01 el coeficiente de di-
fusi6n de las particulas pequeñas y O2 el de las grandes.
m2/m1 01 °2
r 0.49 0.49
1.05 0.47 0.50
1.2 0.46 0.51
2 0.39 0.$
4 0.31 0.70
Tabla 5.2. - Coe"ficientes de difusión de los sistemas simulados.
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Sustituyendo la funci6n de autocorrelaci6n exacta dada por la eco (5.6)
(para el caso de masas iguales), obtenemos el coeficiente de difusi6n exacto pa-
ra el sistema con m2/m1 = 1 i este coeficiente es O 0.50 . Vemos que s610
hay una diferencia del �/o entre el coeficiente exacto y el coeficiente experimen-
tal (un dato mas que muestra la previsi6n numérica de la simulación). También
observamos en la tabla que mientras 01 disminuye con la diferencia de masa,
O2 aumenta con ella. Este resultado está de acuerdo con el hecho de que el
tiempo de relajación de las variables pequeñas, � 1 ' disminuye al aumentar la
diferencia de masa y el tiempo de relajación de las variables grandes, Z 2 '
aumenta (ver observaciones (i), (iii) y (v) ) .
Al intentar buscar, con los datos disponibles, una relaci6n entre O.
J.
y la masa de las variables, encontramos que, al igual que el tiempo de relaja-
ci6n �. , el coeficiente de difusión 0- se ajusta bien a una relaci6n li-J. J.
neal con la masa reducida r- = m 1 • m2 / (m 1 + m2) :
(5.15)
para las variables pequeñas esta relación es:
( .. :: 1- O�) I
y para las grandes:
( f'::: o. 'H) I
es el coeficiente de regresi6n lineal. En este caso no tenemos la dificul-
tad del tiempo de relajaci6n ya que las dos rectas se cortan para una masa redu-
cida:
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0.496
con el valor
0.482
lo cual casi coincide con los valores para masas iguales (Fig. 5.10) .
0.5
D.
1
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0.5 1.0
Fig. 5.10.- Coeficientes de difusión en
función de la musa reducida.
t.
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11.6. La funci6n de distribuci6n radial
otra funci6n de gran importancia para conocer las propiedades de un
sistema, en particular, su configuración espacial, es la funci6n de distri-
buci6n radial t (r) . Sea dn el número de partículas que hay en una celda
de volumen dV situada a una distancia r de una partícula dada. Así"el
número de partículas por unidad de volumen que se encuentran a una distancia
r de la partícula origen es:
fCí') =
ellA (6.1)-
�V
La función l (r) está definida de forma local. La
diferencia entre un
fluido con una estructura espacial definida y un fluido sin estructura espa-
cial definida se pone de manifiesto comparando la densidad local f (r) con
el n�mero medio de partículas por unidad de volumen r = N/V • El cociente
f(r) /f ,entre la densidad media y la densidad local, se llama funci6n
de distribuci6n radial:
) (6.2)
si suponemos la existencia de simetría esférica, podemos escoger la celda tal
que su volumen sea el de una corona esférica de anchura dv, así
dV = 4rrr2 dr y
(6.2' )
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En un líquido la distribución espacial de sus moléculas presenta or-
den de corto alcance, mientras que en un gas diluido tal ordenación es inexis-
tente [19J j consecuentemente, para un fluido tenemos la condición asintótica:
(6.3 )
Por otra parte como las moléculas son impenetrables:
�Li') = O . (6.4)
La desviación local de una distribución estadísticamente uniforme
viene dada por Definimos la función h(r) mediante p h(r) �
¡
, con lo cual:
(6.5)
Si r 7 ro entonces h(r) -7 o • Así h(r) refleja el rango del ordenamien-
to de un fluido. La desviación de h(r) del valor cero es una medida de la
La importancia de las funciones g(r) y h(r) reside en el hecho de
correlación entre las partículas pues g(r) = 1 sólo sí las partículas
estén lo suficientemente alejadas. Por ello la función h(r) recibe el nom-
bre de función de correlación radial. La forma típica de las funciones
g(r) y h(r) para un fluido esté dada en la Fig. 6.1.
que pueden medirse directamente mediante experimentos de difracción de �eu-
trones [4}, [19] o de rayos X Cl� .
-?
En efecto, si IoCk) es la intensidad de la radiación incidente y
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Fig. 6.1 .- Forma tipica para un fluido de:
(a.) lA funciÓn de distribución radial.
(b) La funci� de correl�cián radial.
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,+
i(k) es la parte relevante de la intensidad de la radiaci6n difractada
[121; se llama factor de estructura a:
(6.6)
A partir de Sk' la funci6n de correlaci6n radial se puede calcular
(6.7)
f6rmula que nos da h(r) a partir de los datos experimentales.
Veamos c6mo calculamos esta funci6n para nuestro sistema unidimen-
sional, partiendo de los datos de la simulaci6n dinámica.
En un sistema unidimensional el cálculo de la funci6n radial se reali-
za contando el número de particulas que se encuentran en un intervalo Óx
a una distancia
+
- x de una particula dada (Fig. 6.1)
I
I -x t X�I Ax �------------------- -------�--------�
I
I
y la definici6n (6.2) se puede escribir de la forma aproximada:
r
A�¿ (�) + ,C,H,-(- x)
2 dx
(6.8)::_ a
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con p NI L el número medio de particulas por unidad de longitud,
\
�n.( + x) es el número de particulas que se encuentran dentro del inter­�
valo � x a una distancia x de una particula i de referencia.
Para obtener mejores resultados estadisticos y simular un promedio
canónico, promediamos la ec. (6.8) para el conjunto de las N particulas:
(6.9)
El intervalo 6 x escogido ha sido
11 x = 0.05 a1
siendo el menor tamaño'del sistema binario. Al ser ó. x mucho menor
que el tamaño de cualquier particula del sistema, la contribución a
6. n. ( :!: x) en (6.9) es:�
(6.10 )
donde 111. ( :!: x) es el trozo de la varilla j de diámetro a(j) que�
cae dentro del intervalo L\ x (Fig. 6.3)
I
Lll( ,_­
I
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En la Fig. 6.4 tenemos la gráfica de la función g(x) para un siste-
ma lineal de 1000 varillas duras iguales. En esta figura se observa claramen­
te la gran probabilidad de encontrar una part1cula a una distancia algo mayor
que un diámetro de una part1cula dada. Esta probabilidad va tendiendo a 1
conforme aumenta la distancia (comparar con la Fig. 6.1).
En la Fig. 6.5_ �3.) Y (b ) tenemos las gráficas de g(x) para los sis­
temas con: (a) m2/m1 = 1.05 Y (b) m2/m1 = 1.2 • Vemos que existe una gran
similitud entre estas funciones radiales, que corresponden a sistemas con
pura diferencia de masas entre sus componentes. Aunque estas gráficas son
bastante parecidas al caso de masas iguales (Fig. 6.4), la probabilidad de
encontrar una part1cula a una distancia apr-oxí.medemer.te igual al diámetro
menor (de una part1cula dada) es más pequeña. También en ambos casos g(r)
tiende a 1 •
En la Fig. 6.6 cenemos las gráficas de la función radial para part1-
culas con gran diferencia de masa: (a) m2/m1 = 2 Y (b) m2/m1 = 4 . En
este caso se observa una disminución de la probabilidad de encontrar una
part1cula a una distancia del orden del menor diámetro a partir de una par-
ticula dada.
En todos los casos la tendencia al valor de g(x) , tarda en ma-
nifestarse, persistiendo un comportamiento oscilatorio con amortig�amiento
débil. Esto es debido a la elevada densidad de los sistemas estudiados.
Estas gráficas scn "inste.ntáneas", en el sentido de que nos muestran
la función de distribución radial en un instante dado de tiempo, sin que se
haya hecho ningún tipo de promedio. Por ello con gráficas poco regulares pues
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las fluctuaciones no están "matizadas". El momento escogido para hacer las
gráficas ha sido cuando los sistemas han realizado un total de 100.000 coli-
siones. En este instante todos los sistemas están en el equilibrio, excepto
el sistema para el cual m2/m1 = 1.05 (ver Secc. 4). Asi la gráfica de g(x}
para este sistema (Fig. 6.5a) no es relevante pues está basada en la eco (6.2)
que da la definici6n de la funci6n radial para sistemas que se encuentran
en el equilibrio. Para los demás sistemas y debido a la Hip6tesis Erg6dica
(Secc. 4), es posible realizar promedios temporales para dar gráficas más
relevantes de la funci6n radia] pues se podrán suavizar las fluctuaciones.
Esto tambi�n permite necer cálculos cuantitativos más fiables.
En la Fig. 6.7 tenemos el promedio temporal en el equilibrio de la
funci6n radial g(xJ para los sistemas: (a) m2/m1 = 2.2
m2/m1 = 4 . Se ha promediado sobre los valores de g(x) en 15 instantes de
tiempo distintos y no correlacioneados, pues entre dos instantes de tiempo
sucesivos el sistema ha realizado unas 10.000 colisiones en total. En estas
gráficas promediadas se ven con mayor claridad las observaciones dadas an-
teriormente.
De los datos numéricos necesarios para la construcci6n de estas grá-
ficas se pueden obtener alguras observaciones cuantitativas de irterés. Una
de ellas es la distancia promedio al origen a la que se encuer-tran los máxi­
mos de la funci6n radiaL. Esto nos indicará la distancia promedio a la cual es
más probable encontrar una partícula (a partir de una partícula dada que
está en el origen). En efecto, la probabilidad de encontrar una partícula en
una corona esférica de espesor dr a una distancia r de otra que se en-
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cuentra en el origen, es:
4rr¡yZ �(-r) cA", I
as! pues los máximos de g(r) indicarán los máximos de esta probabilidad.
Como el primer máximo de g(r) es el máximo absoluto de esta función (ver
Figs. 6.1, 6.6 y 6.7'), la distancia más relevante de cara a encontrar unat
partícula será la distancia al primer máximo.
En la tabla 6.1, tenemos la distancia promedio a la que se encuentran
el primer y segundo máximos de g(x) , para los sistemas de la Fig. 6.7.
Como puede observarse estas distancias son muy similares para los sistemas
estudiados, pudiendo afirmar que a una distancia del orden de 1.5 a1
(a1 = menor diámetro), desde una particula dada, se tiene la máxima proba-
bilidad de encontrar otra particula.
m2/m1
Distancia al origen Distancia al origen
del primer máximo. del segundo máximo.
1.2 1.4 a1 4.2 a1
2 1.5 a1 4.0 a1
4 1.5 a1 4.4 a1
Tabla 6.1.- Distancia promedio al origen de la fun. de distri­
bución radial en el equilibrio (a1 = menor diáme­
tro ).
Este valor de 1.5 a1 es significativo pues
en los sistemas binarios
estudiados el diámetro medio es precisamente 1.5 a1
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Como podemos observar en la Tabla 6.1., parece que la función de distri­
bución radial es independiente de la razón de masas m2/m1 . Esta observación
viene confirmada por la Fig. 6.8 en donde las gráficas de la función radial
para distintos valores de m2/m1 son prácticamente iguales.
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g(x)
1.00 o
0.90
1.00 5.00
Fig 6.8.- Gráficas de los promedios temporales
de la función de distribución radial
en el equilibrio. o = mzlm1 = 1.2 ;
• = m 1m = 2 ; x = m 1m! = 4.2 1 Z
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CONCLUSIONES
En esta parte resumimos las principales conclusiones de este trabajo:
1. Para un proceso de difusión generalizado, caracterizado por una matriz
de difusión O r--3 (q) y por un drift f r (q) ,la correspondiente
ecuación de Fokker-Planck admite u� cambio de variables, que la trans-
�
forma en una ecuación con difusión constante del tipo S r- sí y solo
sí se anulan los tensores de curvatura, R r-..) � i
T r- ,asociados a la matriz de difusión.
� 1(
, y de torsión,
2. La matriz, J
r
(q) , del cam cí.o de variables de be verificar la re­?-
lación:
( 1 )
cuya solución formal es:
J�:C¿¡) :: �o(cc; q ) J>--ca )v '1" ViL 10 o( "1<) •
donde:
't
- 6<.¡ [ J �: (» d,('J
�"
Si la matriz de difusión, en las nuevas variables, es la matriz cons-
tante , la solución general de (1) debe verificar que:
= (2)
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3. La EFP transformada representa a un proceso de Orstein-Uhlenbeck,
que tiene soluci6n exacta, si el drift transformado, f' i (q'), es
lineal. Pa.ra que esto suceda es suficiente que, en las variables ori-
ginales, i q t'"} , se verifique:
(3 )
siendo h r- (q ) el drift covariante y la conexión riemaniana
de la variedad.
4. Como caso particular de este formalismo, tenemos matrices de difusión
de la forma:
(4)
con fe \(q )) o y diferenciable. En este ca.so el cambio de varia-)' r-
bles viene caracterizado por la matriz:
siendo una matriz regular y constante. En la matriz (4) están
incluidos los modelos de Kubo y de Gompertz.
5. Si en algún sistema de coordenadas la Laplaciana que aparece en cual-
quier ecuación de Fokker-Planck:
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se puede escribir de la forma:
entonces la métrica de la variedad, en estas coordenadas, es necesa-
riamente una constante.
6. Con el método presentado podemos comprobar, sin necesidad de integrar
ningQn cambio de va�iables, si cualquier EfP representa, en algQn sis-
tema de coordenadas, un proceso de Orstein-Uhlenbeck. Para ello basta
comprobar si ot'-V' (q) verifica las condiciones Rt'-""¡� = O ,
= O y si el drift f�(q) verifica la condición (3). En caso
afirmativo podemos integrar, con seguridad de éxito, el cambio de va-
riablescaracterizado por una matriz J
A
del tipo (2) y la soluciónv
exacta de la EFP es la transformada de la solución de Orstein-Uhlenbeck.
7. Una EFP con difusión constante del tipo st"V , también tiene solu-
ción exacta para drifts no lineales que verifiquen alguna de las condi-
ciones:
'di� t'-( 1. \ -+ {r-(';) . � r (t ') = O
r()r\t"Ú,) -+ � r (,). { r ( \) ::: � �l ,r- {- 6
(5)
(6 )
8. La clase drifts que verifican la ecuación (5) son de la forma:
1S2
siendo f (q) cualquier función armónica definida positiva.
En este caso la solución exacta y normalizada de la EFP, compa-
tibIe con la condición inicial usual:
(7)
es:
::.
1'\,
�\::> [- I. t1�-�,,¿)�/L¡t 1
l 2 YITt )
1-\
9. Una de las clases de drifts que verifican la condición (6), tienen la
forma:
= -
siendo:
(S)
con
La suma que aparece en (S) se extiende a todos los valores de los pa-
rámetros l. que verifican la condición:
a
= � (�+ L{",-)4�= I
También verifican la condición (6) una clase de drifts con simetria
esférica, de la forma:
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siendo:
(9 )
para cualquier valor de la dimensión h, y:
si n 1,3,5,7,... En ambos casos:
En este caso la solución exacta y normalizada de la EFP, compatible
con la condición inicial (7), es:
x
con t (q) dada por (8). En el caso de simetría esférica, vale esta
misma solución con � (r) dada por (9) ó (10).
10. La condición (5) de solubilidad de la ecuación de Fokker-Planck, se
puede escribir intrínsecamente de la forma:
siendo el drift intrínseco, definido en este caso por:
r..
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La condición (6) tiene la forma intrínseca:
siendo �(o,q) el valor de la función universo en el origen y en el
punto q • El operador d es la diferencial exterior y el producto es-
calar:
< - d" W\( 01 �) I - c\ o iN L o I 't) I
es igual al cuadrado de la distancia del punto q al origen.
11. Como conclusión general de la primera parte de este trabajo, podemos
pues afirmar que:
Hemos encontrado algunas clases de soluciones ecactas para ecua-
ciones de Fokker-Planck cuya matriz de difusión D�V (q) tiene los ten-
sores de curvatura y torsión nulos. En esta caso la matriz de difusión
es constante en algún sistema de coordenadas. La primera de estas cla-
ses de soluciones exactas corresponde a un drift lineal (ver conclu-
sión nº 3). Las otras dos clases que hemos estudiado corresponden a
drifts no lineales. Las condiciones que deben verificar los drifts de
estas clases escritas en lenguaje intrínseco son:
y
donde a y b son números reales cualesquiera.
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Del estudio dinámico-molecular de sistemas unidimensionales con dos cam-
ponentes, extraemos las siguientes conclusiones:
12. Todos los sistemas estudiados con m2 � m1 evolucionan hacia una dis­
tribuci6n maxwelliana de velocidades, partiendo de una distribuci6n
inicial no-maxwelliana. Por lo tanto tienen buen comportamiento erg6-
dico, al contrario que el caso m2 m1.
13. La evoluci6n hacia el equilibrio se hace tanto más lentamente cuanto
menor es la diferencia de masas entre las particulas del sistema. Po-
demos afirmar que si m2/m 1 � 1 ,el tiempo de relajaci6n tiende a
infinito.
14. En un sistema aqui molecular contadas las velocidades iniciales igua-
les en m6dulo, al aumentar la raz6n de masa, m2/m1, el tiempo de
relajaci6n disminuye. Sin embargo, a partir de un cierto valor de
m2/m1 este tiempo no disminuye indefinidamente, ya que hay una menor
transferencia de energia en el choque de una particula de gran masa
con una particula de masa mucho menor, lo cual retarda el proceso de
relajamiento.
15. Conforme aumenta la diferencia de masa entre las particulas del sistema,
aumentan la dispersi6n de velocidades y las fluctuaciones.
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16. Cuando la razón de masa esté muy próxima a la unidad (m2/m1 � 1) ,
partiendo de una distribución inicial de la forma:
( 11 )
la evolución temporal se realiza mediante dos gaussianas, que centra-
das en los valores iniciales de las velocidades, van evolucionando ha-
cia una sola gaussiana centrada en el valor medio de las velocidades
iniciales.
17. Parece no existir el mismo comportamiento ergódico para sistemas bi-
narios con N = 2 , que con N » 2 (N = 1000) . En concreto para el
sistema binario con m2/m1 3 resulta que para N = 2 el sistema es
periódico (no es ergódico) ( l14J ' D6)) mientras que para N 1000
el sistema tiene un buen comportamiento ergódico.
18. Todos los sistemas binarios estudiados verifican el Teorema H de
Boltzmann, lo cual da una comprobación cuantitativa de que evoluciona
al equilibrio.
19. El valor de la función H(t) en el equilibrio es précticamente igual
para todos los sistemas .estudiados; lo que esté de acuerdo con la rea-
lidad, pues el valor de H(t) En el equilibrio es proporcional a la
entropia del sistema y la entropia no depende de la diferencia de masa.
187
20. En todos los sistemas binarios estudiados la variación temporal de
H(t) , antes de alcanzar el equilibrio, se ajusta bastante bien a
una relación potencial decreciente de la forma:
H (t;) ( 12)
Además parece que la relación t
b
es constante para todos los sis­
o
temas estudiados.
21. Los tiempos de relajación al equilibrio calculados a partir de la eco
(12) coinciden apreciablemente con los tiempos de relajación reales.
Confirmando cuantitativamente la conclusión nº 13 en el sentido de que
el tiempo de relajación aumenta apreciablemente con la diferencia de
masa.
22. La función de autocorrelación de la velocidad de las partículas de masa
menor, t 1 (t) , decae más rápidamente que la función de autocorrela­
ción exacta de masas iguales , � exac(t) . Este decrecimiento se
acentúa al aumentar la diferencia de masa.
23. La función de autocorrelación de la velocidad de la? partículas de
masa mayor t 2(t) , decae más lentamente que
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24. En todos los sistemas binarios estudiados, la variaci6n temporal de la
funci6n de autocorrelaci6n de la velocidad es exponencial decreciente:
( 13 )
tanto para las partículas grandes como pequeñas.
25. En todos los sistemas estudiados la relaci6n entre el tiempo de relaja-
ci6n
i
de la funci6n de autocorrelaci6n de la velocidad y la masa
reducida �= parece ser una relación lineal de
la forma:
( 14)
con a1» O, b1 � O y a2" O, b2...., O . La masa reducida para la cual
c::
1
= �
2 (masas iguales) es \'- = 0.59, algo distinta a la que corres-
pondería al sistema de masas iguales: � = 0.50 (con m1 = 1). Esta
discrepancia puede ser debida a la aparici6n de discontinuidades cuando
26. Con las datos disponibles parece que la relación entre el coeficiente
de difusi6n Di (i = 1,2) y la masa reducida, \' ' tambien es lineal:
'D' :: C( ....... + f.>.(. L I 1
L
( 15)
con c(
1
{ O , � 1
..., O
(
y ti. 2» O, (�2 < O . En este caso se tiene que
189
01 = 02 (masas iguales) cuando � = 0.496 , que prácticamente
coincide co n el valor de r- para masas iguales (0.5).
27. En todos los sistemas binarios estudiados la función de distribución
radial �(x) presenta el tipico comportamiento"oscilatorio amorti-
g�ado".
28. También en todos los casos se observa la tendencia a los valores asin-
tóticos:
29. En los sistemas que están en el equilibrio, a una distancia del orden
de un diámetro medio desde una particula dada, se tiene la máxima pro-
babilidad de encontrar otra particula. En cualquier caso, g(x) y, por
tanto, el estado de equilibrio, es independiente de m2/m1 .
