Abstract. Three interior point methods are proposed for sufficient horizontal linear complementarity problems (HLCP): a large update path following algorithm, a first order corrector-predictor method, and a second order corrector-predictor method. All algorithms produce sequences of iterates in the wide neighborhood of the central path introduced by Ai and Zhang. The algorithms do not depend on the handicap κ of the problem, so that they can be used for any sufficient HLCP.
(with q = log n) when applied to a P * (κ) linear complementarity problem is O((1 + κ) log n √ nL). Interior point methods for sufficient linear complementarity problems based on neighborhoods defined by so-called eligible kernel functions, which are not necessarily self-regular, are considered in [3, 13] . The algorithms from [3, 13] depend explicitly on κ and have O((1 + κ) log n √ nL)-iteration complexity for appropriate choices of kernel functions.
In the present paper we describe and analyze three interior point methods for sufficient horizontal linear complementarity problems (HLCP) acting in the wide neighborhood N − 2,γ (α) of the central path proposed by Ai and Zhang [1] . This neighborhood is wide in the sense that for appropriate choice of the parameter γ it contains any given l − ∞ neighborhood of the central path. Our results extend in a nontrivial way the interior point methods developed in [1] for monotone, i.e., P * (0), linear complementarity problems. The algorithms do not depend on the handicap κ of the problem, so that they can be used for any sufficient HLCP. They have O((1 + κ) √ nL) iteration complexity, the best iteration complexity obtained so far by any interior point method for solving sufficient linear complementarity problems. This improves the best previously known O((1 + κ) log n √ nL) iteration complexity result for interior point methods acting in a wide neighborhood of the central path that use only a fixed number (independent of n) of backsolves per iteration.
We first present a large update path following algorithm that generalizes the corresponding algorithm from [1] . The algorithm requires the solution of a two-dimensional optimization problem. We also give a variant of this algorithm with the same iteration complexity which uses a simple numerical scheme for finding an approximate solution of the two-dimensional optimization problem. We note that Ai and Zhang also propose a practical implementation of the corresponding two-dimensional optimization problem [1, Algorithm 4.3.] . Their approach cannot be generalized directly to sufficient HLCP without explicit use of the handicap κ. Ai and Zhang [1] also describe a predictor-corrector method for solving monotone LCP that is Q-quadratically convergent for problems admitting a strict complementarity solution. Since the predictorcorrector approach cannot be generalized to sufficient HLCP without explicit use of the handicap, we employ the corrector-predictor approach originally introduced in [18] . Our first order corrector-predictor method is Q-quadratically convergent for problems that have a strict complementarity solution. Finally, we propose a second order corrector-predictor method that is superlinearly convergent with Q order 1.5 for problems that do not have a strict complementarity solution and with Q order 3 for problems that have a strict complementarity solution. We note that the interior point methods from [1] use the neighborhood N √ v denotes the vector with components √ v i , and 1 − v denotes the vector with components 1 − v i . Traditionally the vector 1 − v is written as e − v, where e is the vector of all ones. Inequalities are to be understood in a similar fashion. For example, if v ∈ R n , then v ≥ 3 means that v i ≥ 3, i = 1, . . . , n. Traditionally this is written as v ≥ 3 e. If . is a vector norm on R n and A is a matrix, then the operator norm induced by . is defined by A = max{ Ax ; x = 1}. As a particular case we note that if U is the diagonal matrix defined by the vector u, then U 2 = u ∞ . The positive and negative parts of a vector v ∈ R n are defined by v + = max{v, 0}, v − = min{v, 0}, so that v + ≥ 0, v − ≤ 0, and v = v + + v − . We use the notation O(·), Ω(·), Θ(·), and o(·) in the standard way to express asymptotic relationships between functions. The most common usage will be associated with a sequence {x k } of vectors and a sequence {τ k } of positive real numbers. In this case
n , then the vector z ∈ R 2n obtained by concatenating x and s will be denoted by [ x ; s ], i.e.,
Throughout this paper the mean value of xs will be denoted by
2. The P * (κ) HLCP. Given two matrices Q, R ∈ R n×n and a vector b ∈ R n , the HLCP consists in finding a pair of vectors z = [ x ; s ] such that (2.1)
The standard (monotone) linear complementarity problem is obtained by taking R = −I and Q positive semidefinite. Let κ ≥ 0 be a given constant. We say that (2.1) is a P * (κ) HLCP if
where
If the above condition is satisfied we say that (Q, R) is a P * (κ) pair and we write (Q, R) ∈ P * (κ). In case R = −I, (Q, −I) is a P * (κ) pair if and only if Q is a P * (κ)-matrix in the sense that
is then called a P * (κ) linear complementarity problem and it is extensively discussed in [12] . If (Q, R) belongs to the class
then we say that (Q, R) is a P * pair and (2.1) is a P * HLCP. Downloaded 03/23/16 to 130.85.145.71. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
The class of sufficient matrices was defined by Cottle, Pang, and Venkateswaran in [5] . The appropriate generalization to sufficient pairs [25, 26] is in terms of the null space of the matrix
and its orthogonal space
and row sufficient if
(Q, R) is a sufficient pair if it is both column and row sufficient. The corresponding results of row and column sufficient matrices in [4] can be extended to row and column sufficient pairs (see, for example, [24] ): (Q, R) is a sufficient pair if and only if HLCP (2.1) has a convex (perhaps empty) solution set for any b, and every KKT point of
is a solution of (2.1). Väliaho's result [27] states that a matrix is sufficient if and only if it is a P * (κ) matrix for some κ ≥ 0. The result can be extended to sufficient pairs by using the equivalence results from [2] (see also [24] ): (Q, R) is a sufficient pair if and only if there is a finite κ ≥ 0 so that (Q, R) is a P * (κ) pair. By extension, a P * HLCP will be called a sufficient HLCP and a P * pair will be called a sufficient pair.
Let us note that if (Q, R) is a sufficient pair, then the matrix [Q R] has full rank. This is a consequence of the following slightly stronger result proved in [14] .
Theorem 2.1.
If the pair (Q, R) is column sufficient, then the matrix [Q R] has full rank.
A simple example given in [14] shows that row sufficiency alone does not imply the full rank property. We also note that in [24, 26, 25 ] the full rank property was given as an assumption, which in fact always holds because of the above theorem.
We denote the set of all feasible points of HLCP by
and its solution set by (2.5)
The relative interior of F , which is also known as the set of strictly feasible points or the set of interior points, is given by [12] ) that if F 0 is nonempty, then the nonlinear system xs = τe, Qx + Rs = b with sufficient (Q, R) pair has a unique positive solution for any τ > 0 . The set of all such solutions defines the central path C of the HLCP, that is,
If F τ (z) = 0, then it is easily seen that τ = μ = μ(z), where μ(z) is given by (1.2). The wide neighborhood of the central path
where 0 < α < 1 is a given parameter and
is a proximity measure of z to the central path. Alternatively, if we denote
It is well known (see, for example, [18] ) that
In this paper we will work with the following neighborhood considered in [1] :
It is easily verified that δ
Therefore we have
Since D(γ) is a wide neighborhood, so is N − 2,γ (α). We note that the interior point methods from [1] use the neighborhood N 
For any θ = (θ 1 , θ 2 ) we consider the vector
whose components satisfy the linear system
and we denote
The two-dimensional vector θ + of steplengths along the directions w 1 , w 2 is obtained by solving the two-dimensional optimization problem (3.6) minimize
It turns out that the constraint z(θ) ∈ N − 2,γ (α) from the above optimization problem is equivalent to μ(θ) > 0 and δ − 2,γ (z(θ)) ≤ α. This fact follows from the results of [1] , but for the sake of completeness we will give a short proof.
Proposition 3.1. If
Proof. By denoting r = su + xv + xs, we have
If there is i and t ∈ (0, ρ] such that either xs 
, which is also positive. It follows that the optimization problem (3.6) is equivalent to
) is the solution of the above minimization problem, then according to Corollary 3.2 the point
belongs to the wide neighborhood N − 2,γ (α) and the process can be iterated. We have thus obtained the following iterative procedure.
Algorithm 1.
Given parameters α ∈ (0, 1), γ ∈ (0, 0.5], and starting point z
, from (3.1) and (3.2); Consider the notation from (3.3) and (3.5); Compute steplength θ + as the solution of (3.
In the next subsection we will analyze the properties of the large update path following algorithm described above. For simplicity we will assume that θ + is the exact solution of the minimization problem (3.8). However, in practice it is possible to implement the algorithm by using an approximate solution of this two-dimensional nonlinear programming problem with preservation of all properties of the algorithm, as shown in subsection 3.2. 
Polynomiality of the
Proof. We only give the proof of the last statement. Assume that u ≥ 0 and v ≥ 0. We denote, just for this proof,
is empty there is nothing to prove. Therefore we may assume that card(J − ) ≥ 1 and we can write
We will also use different bounds for the solution of a linear system of the form
Let us introduce the notation
Using Lemma 3.1 of [7] and its proof we obtain the following bounds. 
[uv]
Corollary 3.5. The solutions of (3.1), (3.2), and (3.4) satisfy the following inequalities: 
, then according to (2.9) we can write
Therefore, using the orthogonality of (γμe − xs) − and (γμe − xs) + we have
The desired inequalities are then obtained by using Lemma 3.4.
In the next lemmas we give upper and lower bounds for the normalized duality gap μ(θ) and for the norm of the vector x(θ)s(θ) (see (3.5) ). We first note that
Proof. Since
From (3.17) and the above inequalities we obtain 
The required inequalities then follow from (3.14).
there holds
Proof. From the identity
and (3.22) we deduce the following relation:
On the other hand we have
Therefore we obtain the relation 
Proof. We first note that under the hypothesis of our corollary we have
Using Lemmas 3.6 and 3.7 we deduce that
In deducing the above inequality we have used the fact that (3.27) max
, Downloaded 03/23/16 to 130.85.145.71. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php which can easily be proved by realizing that the function to be maximized is convex in γ and hence the maximum is attained for γ = 0 or γ = 0.5. It turns out that for t in the specified range the maximum is attained for γ = 0 and α = 1. Thus under the hypothesis of our corollary we have μ(θ) > 0 and δ − 2,γ (z(θ) ) ≤ α. To complete the proof we invoke Corollary 3.2.
In the remainder of this paper we will use the notation (3.28) 
and κ is the handicap of the HLCP. Proof. The first part of the theorem follows from the definition of Algorithm 1 and Corollary 3.8. Let us denote
so that according to (3.18) we have μ(θ) ≤ φ 1 (θ)μ. It is easily verified that
If θ 2 satisfies (3.24), then by taking t = √ 2 and proceeding as in the proof of Corollary 3.8 we obtain 
3.2.
A simplified large update algorithm. Algorithm 1 requires the solution of the two-dimensional optimization problem (3.8) . In this section we will show that we can preserve polynomial complexity by using a simple numerical scheme for finding an approximate solution of this problem. We first note that the objective function of (3.8) is a quadratic function in θ. If HLCP is monotone, then μ(θ) is convex, but this property does not hold for general sufficient HLCP. For monotone linear complementarity problems, Ai and Zhang [1] proposed a numerical scheme involving just a one-dimensional optimization problem for approximately solving the corresponding two-dimensional optimization problem and implemented this scheme in an algorithm [1, Algorithm 4.3] that proved to be very efficient in practice. It is possible to adapt that algorithm for the case of a P * (κ) HLCP provided the handicap κ is known. Since this is in general not the case, in what follows we will devise a numerical scheme that does not use κ explicitly and has polynomial computational complexity. We know that the choice (3.28) ensures computational complexity, but the expressions in (3.28) depend on κ and the corresponding algorithm would be a short step method with poor practical performance. In contrast the algorithm described below is adaptive and has shown good practical performance on our preliminary tests.
Let us denote
nμ .
Minimizing ψ(θ) over a line segment in R 2 reduces to minimizing a scalar quadratic function on the interval [0, 1], which is trivial. In our algorithm we will minimize ψ(θ) over a region E ⊂ R 2 , where E is either a rectangle of the form 
with vertices
Our next algorithm is based on the observation that minimizing the quadratic function ψ from (3.31) over E is very inexpensive. If the Hessian of ψ is positive definite and if
then the minimizer of ψ over E is y * . Otherwise the minimizer of ψ over E is found by minimizing ψ over the sides of E, which is trivial. The proof of the complexity of the algorithm will be based on the following lemma.
Lemma 3.11. Assume that HLCP is P * (κ) and consider the notation form (3.28) .
Proof. The first part of the lemma follows from Corollary 3.8 and the second part of the lemma follows from the proof of Theorem 3.9. Procedure 1. Given z ∈ N − 2,γ (α), and parameters α, γ, ρ 1 , ρ 2 ∈ (0, 1), with γ ≤ 0.5: Consider the notation from (3.1)-(3.5), (3.17), (3.32), and (3.33). We note that τ 2 is modified only in the outer iteration. At the beginning of the inner iteration we have τ 1 = τ 2 so that one minimizes μ(θ) over the square R(τ 1 , τ 2 ). If the corresponding point fails to belong to N − 2,γ (α) the value of τ 1 is reduced by a factor of ρ 1 and the procedure is repeated until either we obtain a point in N − 2,γ (α) or τ 1 becomes smaller than ωτ 2 . In the latter case we switch from minimizing over the rectangle R(τ 1 , τ 2 ) to minimizing over the triangle T (τ 2 ). This is done in order to ensure that the procedure terminates in a finite number of steps, as shown in the following proposition.
Lemma 3.12. Procedure 1 terminates after at most O ((n log n) log(1 + κ)) arithmetic operations, and upon termination we have
Proof. We first analyze the case when Procedure 1 does not terminate at (i2). Then each inner iteration terminates as soon as τ 1 ≤ ωτ 2 , i.e., in O(| log ω|) = O(log n) steps (cf. (i3)). If the outer iteration terminates at (o2) with τ 2 > θ 2 , then θ ∈ T (τ 2 ), and we have
Otherwise, according to Lemma 3.11, the outer iteration terminates at (o2) as soon as τ 2 ≤ θ 2 , i.e., in O(| log θ 2 |) = O(log(1 + κ)) steps. Upon termination we have τ 2 ≤ θ 2 < τ 2 /ρ 2 , which implies τ 2 = ρ θ 2 for some ρ ∈ (ρ 2 , 1]. Hence, in this case,
Now let us assume that Procedure 1 terminates at (i2) during outer iteration i and inner iteration j . If i = 1, then τ 2 = 1. If i > 1, then we must have ρ 2 θ 2 < τ 2 since otherwise Procedure 1 would have terminated at (o2) in the previous outer iteration.
. It follows that for any values of i and j we must have ρ 2 θ 2 < τ 2 and τ 1 > ρ 1 ωτ 2 , so that τ 2 ) and by applying Lemma 3.11 we obtain
Each outer iteration requires O(n) arithmetic operations plus at most O(log n) inner iterations. Each of the inner iterations requires O(n) arithmetic operations. Therefore the total number of arithmetic operations is at most O((n log n) log(1 + κ)). By replacing the two-dimensional optimization problem from Algorithm 1 with the simplified two-dimensional search outlined in Procedure 1 we obtain the following interior point method. 
, from (3.1) and (3.2); Compute (θ + , z + ) by using Procedure 1;
continue Using Theorem 3.9 and its proof, together with Lemma 3.12, we can easily prove the following result. 
where c(α, γ) is defined in (3.29) and κ is the handicap of the HLCP.
Each iteration of Algorithm 2 requires the solution of two linear systems with the same system matrix, which can be obtained with at most O(n
3 ) arithmetic operations, and a two-dimensional search procedure that involves at most O ((n log n) log(1 + κ)) arithmetic operations.
Corollary 3.14. Under the hypothesis of Theorem 3.13, Algorithm 2 produces
where L is defined in (3.30).
4.
A first order corrector-predictor algorithm. Ai and Zhang [1] proposed a predictor-corrector method using N − 2,γ (α/2) as the "small neighborhood" and N − 2,γ (α) as the "large neighborhood," where 0 < γ ≤ 1/4 and 0 < α ≤ 1/2. If the handicap of the HLCP was known, we could generalize their method for sufficient HLCP by defining appropriate "small" and "large" neighborhoods. (See [19] for a predictor-corrector method using N − ∞ neighborhoods.) Since we want to devise an algorithm that is independent of the handicap of the problem, we use the ideas of [18, 14] and construct an analogous corrector-predictor method that requires only one neighborhood, N − 2,γ (α). We only assume that 0 < α < 1 and 0 < γ < 0.5, which allows for very large neighborhoods of the type N − 2,γ (α) (with α close to 1 and γ close to zero).
The corrector. The purpose of the corrector step is to improve both centrality and optimality. At a typical iteration of the algorithm we are given a point z ∈ N − 2,γ (α) and we compute the vectors w 1 , w 2 by solving the linear systems (3.1) and (3.2). Then we consider the point z(θ) defined in (3.5) . In the corrector step we compute the two-dimensional steplength θ = (θ 1 , θ 2 ) along the directions w 1 , w 2 as
According to Corollary 3.2, the corresponding "corrected point" satisfies For any ξ ∈ (0, 1) we define
We have
The stepsize ξ + along the affine scaling direction is obtained as
As a result of the predictor step, we obtain a point
According to (4.3) s u + x v + x s = 0, so that we can use Proposition 3.1 and the proof of Corollary 3.2 to show that z + ∈ N − 2,γ (α). Therefore, a new corrector step can be applied and we obtain the following iterative procedure.
Algorithm 3. Given parameters α ∈ (0, 1), γ ∈ (0, 0.5], and starting point z
, from (3.1) and (3.2); Consider the notation from (3.3) and (3.5); Compute steplength θ from (4.1); Therefore the latter inequality is satisfied if
For any θ 1 , θ 2 satisfying (3.24) we have
In deducing the inequality above we have used (3.27) . In particular it follows that
Using the techniques used in deducing (3.25) and (3.26) we obtain that for any θ satisfying (3.24) there holds
By taking θ 2 = θ 2 and σ = σ = θ 2 /7 it follows that 
and κ is the handicap of the HLCP. Proof. From (4.5) we have
Assume that
and n ≥ 2, this implies
so that according to Lemma 3.4 we can write
It follows that μ (ξ) > 0 and δ
On the other hand, using again Lemma 3.4 and ξ < 1/7, we obtain 
Quadratic convergence.
In this subsection we prove that the first order corrector-predictor algorithm is quadratically convergent on problems that are nondegenerate in the sense that HLCP has a strict complementarity solution, i.e., the set (4.10) 
Proof. From the results on the analyticity of the central path [25, 23] it follows that there is a constant χ independent of k so that the predictor directions computed by Algorithm 3 satisfy
Since lim k→∞ μ k = 0 we may assume that μ is small enough and let ς be a constant such that
where σ is defined in Lemma 4.1. Using (4.5) and the inequalities u Conclusions. In the present paper we have considered several interior point methods for solving sufficient HLCPs in the wide neighborhood of the central path introduced by Ai and Zhang [1] in the context of monontone linear complementarity problems. To our knowledge this is the first time that this wide neighborhood is used in conjunction with sufficient linear complementarity problems. Moreover we use the neighborhood N − 2,γ (α) for any value of α ∈ (0, 1), while in [1] this neighborhood is used only for α ∈ (0, 1/2]. Our algorithms do not use explicitly the handicap κ of the problem, and they can solve any sufficient HLCP problems in at most O ((1 + κ) √ nL) iterations, where L is defined in (3.30 ). This improves the best previously known O((1 + κ) log n √ nL) iteration complexity result for interior point methods acting in a wide neighborhood of the central path that use only a fixed number (independent of n) of backsolves per iteration. Algorithm 1 uses one matrix factorization and two backsolves, plus the solution of the two-dimensional optimization problem (3.6) per iteration. If the handicap κ is known, then a short step variant of Algorithm 1, where θ + is set equal to θ defined in (3.28), would also have O((1 + κ) √ nL) iteration complexity and would require only one matrix factorization and two backsolves at each iteration. Algorithm 2 is a practical variant of Algorithm 1 where this optimization problem is solved approximately by means of an efficient two-dimensional search procedure requiring at most O((n log n) log (1 + κ) ((1 + κ) log n √ nL) iteration complexity translates into O((1 + κ) log n n 3.5 L) computational complexity. Algorithm 2 has a better computational complexity when log κ = o(n 2 ). The example given in [6] has log κ = Ω(n). We are not aware of any examples where log κ = Ω(n 2 ), although this possibility cannot be excluded. Algorithm 3 uses two matrix factorizations, three backsolves, plus the solutions of the two-dimensional optimization problem (4.1) and the one-dimensional optimization problem (4.6) per iteration. Algorithm 4 uses one additional backsolve. Algorithm 3 is Q-quadratically convergent for nondegenerate problems, while Algorithm 4 is superlinearly convergent with Q order 1.5 for general problems and with Q order 3 for nondegenerate problems. It appears that Algorithm 4 is the first interior point method acting in the wide neighborhood of the central path introduced by Ai and Zhang to achieve superlinear convergence for degenerate problems even in the case of monotone linear complementarity problems. It is possible to construct a practical procedure for solving the two-dimensional optimization problem (4.1) while maintaining the same iteration complexity. Because of space limitations this procedure will be described elsewhere, together with some numerical results. Also, using the ideas from [18, section 6] it is possible to construct efficient line search procedures for solving the one-dimensional optimization problems (4.6) and (5.6) with preservation of the superlinear convergence of the corresponding algorithms.
