Abstract Almost all organisms in nature show nonrandom mating to different degrees. Two extreme results of nonrandom mating are speciation and sexual differentiation. Heterostyly is a form of sexual differentiation considered to have evolved to resolve conflicts between male and female functions of hermaphrodite flowers. Our study examines necessary and sufficient conditions for establishment of heterostyly using a configuration individual-based model. Previous models assume invasion of a mutant phenotype into a population with monomorphic wild phenotype. In contrast, our model demonstrates that heterostyly can be established from a population with continuous phenotypic variation, a proposition that requires simpler assumptions than the previous hypotheses. Results of our simulation show that genetic linkage between stigma and anther heights is essential for establishment of heterostyly. Dominance effects on the genes for stamen or stigma heights are not necessary, but they promote evolution of heterostyly. Probability of evolution of heterostyly also depends on the functional relationship between stigma-anther distance and strength of sexual interference, and the distance and probability of pollen deposition success. Parallelity and difference between speciation and sexual differentiation are also discussed.
Introduction
Almost all organisms in nature show nonrandom mating to different degrees. Two extreme results of nonrandom mating are speciation and sexual differentiation. Preference for mates with characteristics similar to those of themselves (assortative mating) promotes differentiation within species, which may result in break-ups into two or more reproductive groups or ''species'' (e.g. Higashi et al. 1999) . Tendency to mate with dissimilar individuals, on the other hand, may lead to sexual differentiation. However, the continuum from speciation to sexual differentiation, the underlining theme of this paper, has rarely been discussed. Bolnick and Doebeli (2003) gave attention to the continuum, and argued that sexual dimorphism and adaptive speciation are two sides of the same ecological coin. Their study showed that disruptive selection due to frequency-dependent interactions can lead to either speciation or sexual dimorphism depending on the genetic independence of male and female traits and the potential strength of assortative mating. Our model is qualitatively different from Bolnick and Doebeli's (2003) , in which male and female already existed at the start, in that in our study, populations with no sexual differentiation diverge into two sexual morph types under certain conditions. The difference is partly because Bolnick and Doebeli (2003) presumed sexual dimorphism of animals with rather clear ''male'' and ''female'' distinction, while we discuss that of flowering plants, most of which are hermaphroditic (Richards 1997) .
In contrast to dioecious plants and animals, outcrossing hermaphroditic plants suffer significant conflicts between male and female function of their flowers to disperse and to receive pollen (Barrett 2002b) .
Although the principal cost of hermaphroditism is selffertilization and the reduced fitness of offspring resulting from inbreeding depression, male-female interference within an individual or ''sexual interference'' can occur through different mechanisms (Barrett 2002b) . Increasing evidence suggests that the presence of selfpollen on stigmas physically and/or physiologically interferes with cross-pollen tube growth and cross fertilization (due to pollen clogging) in self-incompatible plants (e.g. Bertin and Sullivan 1988; Waser and Price 1991; Broyles and Wyatt 1993) . Late-acting self-incompatibility with self-rejection in the ovary after fertilization, or inbreeding depression in self-compatible plants also causes wastage of ovules and seeds (ovule and seed discounting) (Waser and Price 1991; Broyles and Wyatt 1993; Seavey and Carter 1993) . Deposition of pollen on stigmas of the same flower or within the individual reduce pollen available for outcrossing (pollen discounting; ''pollen saving'' in Charlesworth and Charlesworth 1979) (Hareder and Barrett 1995; Harder and Wilson 1998) . As a compromise between the two inconsistent functions or male and female, hermaphroditic flowers have evolved different mechanisms including the separation of stigma receptivity and pollen release within a flower in space (herkogamy) and time (dichogamy), which are very common characteristics among hermaphroditic plants. Although such mechanisms are often interpreted to be against selfing, it has been recognized that reduction of sexual interference is a more complete explanation (Barrett 2002b) .
Heterostyly is a form of sex differentiation considered to have evolved to resolve conflicts between male and female functions of hermaphroditic flowers (Barrett 2002a) . In heterostylous plants, populations are composed of two (in the case of distyly) or three morphs (tristyly) that differ in the height at which stigmas and anthers are positioned in flowers (Fig. 1) . The floral morph with stigmas exerted above the stamens is called ''pin,'' and the other morph with lower stigmas and higher anthers is ''thrum.'' Distyly is inherited simply with a single diallelic Mendelian locus with dominance, while two diallelic loci both with dominance with epistatic interaction between them govern tristyly. The stigma-anther height polymorphisms are usually accompanied by a sporophytically controlled, diallelic self-incompatibility system that prevents self and intramorph fertilizations (Barrett 1992 (Barrett , 2002a . Since general properties of the diallelic sporophytic incompatibility system are fundamentally distinct from those of the gametophytic multiallelic incompatibility found in most self-incompatible plants, the former is believed to have a different origin from the latter (Barrett 2002a) . This supports the view that heterostyly has arisen from selfcompatible plants.
Heterostyly has evolved independently in at least 28 animal-pollinated angiosperm families (Barrett 2002a ), but heterostylous plants are not distributed randomly (Lloyd and Webb 1992a) and are still the minority within the angiosperms. Ganders (1979) lists 155 genera of heterostylous species, which are 1-2% of the genera of flowering plants, and more than half of the heterostylous genera are in Rubiaceae (Bawa and Beach 1983) . Researchers, however, have so far not adequately examined what the necessary and sufficient conditions for establishing heterostyly may be. Theoretical studies to date have postulated an evolutionary scenario of heterostyly a priori and then attempted to explain the scenario by recourse to an analytical argument (see Discussion). This is partly due to limitations of the analytical approach in dealing with a system in which reproductive success of an individual is strongly dependent on not only its own phenotype but also the phenotypes of other individuals within the population. In a similar case of speciation, the individual-based model has been proven to be a strong tool (e.g. Dieckmann and Doebeli 1999; Higashi et al. 1999; Bolnick and Doebeli 2003) , although it has rarely been used to examine evolution of plant breeding systems. With the individual-based model we can more simply and directly express dependency of an individual's reproductive success on the phenotypes of potential mates through pollination success and through phenotype of offspring than is possible through analytical approaches. Besides, the model enables us to explicitly define expression and inheritance of genes, and evaluate the effects of genetic systems qualitatively and quantitatively. Those evaluations are indispensable for linking molecular genetics of phenotypic traits and evolution of sexual systems.
In this study, we examine conditions for establishment of heterostyly using a configuration individualbased model (Kawata and Toquenaga 1994) . Our model assumes that reproductive success of an individual depends on its own stigma and anther heights and those of potential mates: stigma and anthers close to each other Fig. 1 The heterostylous genetic polymorphism (distyly). Compatible pollinations are indicated by the arrows. The dimorphism is controlled by a single locus with two alleles. Usually the pin morph (right) with higher stigma is of genotype ss and the thrum morph (left) is of genotype Ss within one's own flower decrease reproductive success due to sexual interference, and flowers are more successfully pollinated when the anther height of the pollen donor is close to the stigma height of the recipient. We use two function sets chosen arbitrarily to express the dependency (see Model). For simplicity, we do not consider mutation or crossing over in this model. Instead, the initial populations are constituted of individuals with stigma and anther heights of unimodal distribution, and their combinations are random. Our analyses demonstrate that the presence of sexual interference and higher pollination success between anthers and stigmas of similar heights does not always bring about evolution of heterostyly. It depends on functional relationships between stigma and anther heights and reproductive success. In addition, we conducted simulations under three different assumptions of genetic systems of the phenotypes: (1) without genetic linkage between stigma and anther height or dominance effects, (2) with linkage effects but without dominance effects, and (3) with linkage and dominance effects on genes for stigma and anther heights. The results show that genetic linkage between stigma and anther heights is essential for the establishment of heterostyly, but dominance effects on the genes for stamen or stigma heights are not necessary.
Model
We conducted simulations using a configuration individual-based model to investigate conditions for establishment of heterostyly from a population with anther and stigma heights of unimodal distribution (see below). Our models assume discrete generations, and random visitation of pollinators to each plant. Neither variation in plant size nor special structure is considered. The initial populations have 300 individuals, and the numbers are maintained to be equal to or below the initial ones by randomly removing excess individuals. We conducted 200 replicate simulations each, under six different conditions (Table 1 and see below). All programs were written in Ruby ver. 1.6 (Matsumoto and Reynolds 2001; Matsumoto 2002 ) running on a MacOS X 10.2 machine.
Sexual interference and pollen deposition success: two conditions
Reproductive success through pollen and seeds mediated by pollinators depends on two phenotypic values, the stigma and anther heights (H s and H a , both range [0,1)) of the plant itself and of potential mates. Each individual has the potential to produce S seeds, while the number can be lower due to sexual interference on female function, which depends on stigma-anther separation within a flower (x self =|H s ) H a |), or pollen limitation (see below). We assume monotonous increase In this case runs were continued until the 5,000th generation in seed production (when pollen does not limit seed set) with x self (Fig. 2 ). Pollen donors (P) are randomly chosen for each maternal plant (pollen recipient), while success of pollination depends on stigma-anther separation (x self ) of the pollen donor and the difference between anther height of the pollen donor and stigma height of the recipient (x mate ). First, we again assume a monotonous increase in the probability of successful pollen removal with x self of pollen donor (Fig. 2) , because a small stigma-anther separation (x self ) in the pollen donor interferes with pollen removal by pollinators. Second, pollen deposition on the recipient stigma tends to succeed when the difference between the anther height of the pollen donor and the stigma height of the recipient (x mate =|H s (recipient) ) H a (donor) |) is small, because pollen is deposited only on particular parts of the pollinator body (Fig. 1) . Thus, probability of pollen deposition success decreases with x mate (Fig. 2) . A single successful pollen transfer deposits a single pollen grain on the stigma, and pollen grains on the stigma fertilize ovules to produce seeds in a random order until the seed number reaches the maximum determined by the potential seed production S and x self of the recipient as described above.
For relationships between x self and sexual interference in female (decrease in seeds) and male (decreased pollen removal) functions, and between x mate and the probability of successful pollen deposition, we adopted two sets of functions. Although it was not necessary, we used the same function to express (1) increase in probability of pollen removal with x self , and (2) increase in seed set with larger x self (Fig. 2a1, b1 ) and increase in the failure of pollen deposition (=1 ) successful pollen deposition) with x mate (Fig. 2a2, b2 ). In the linear assumption (Fig. 2a ), an individual with x self produces SAEx self seeds when pollination does not limit seed set, and the probability of successful pollen removal is x self . Probability of successful pollen deposition is 1 ) x mate . Under the square-root assumption (Fig. 2b) , which assumes stronger effects of distances when the distances are smaller, an individual with x self produces S Á ffiffiffiffiffiffiffi ffi x self p seeds when pollination does not limit seed set, and the probability of pollen removal is ffiffiffiffiffiffiffi ffi x self p : Probability of successful pollen deposition is 1 À ffiffiffiffiffiffiffiffiffi ffi x mate p : Parameters S and P were chosen so that population size rarely dropped below the initial one and so that durations of simulations were as short as possible: S=10 and P=10 for the linear assumption, and S=6 and P=6 for the square-root assumption.
Genetic system: three conditions
We employed a diploid genetic system. In the most simple genetic system (conditions 1 and 2 in Table 1) , each of the two phenotypic values, stigma and anther heights, is an average of two genetic values (s 1 and s 2 for stigma height and a 1 and a 2 for anther height) ranging [0,1) (Fig. 3a) . Random real numbers were assigned to the four genetic values of individuals in the initial populations, therefore stigma and anther heights of the initial population became unimodal distributions (cf. the central limit theorem). One of the two genetic values for stigma and anther height of a parent is randomly transmitted to offspring. Each of those real values emulates additive effects of multiple genes on a single chromosome.
Stigma-anther separation (xself)
Difference between anther height of pollen donor and stigma height of recipient (xmate) (2) Probability of successful pollen deposition:
(1) Seed production: probability of pollen removal:
Optimal height difference for monomorphic population
(2) Probability of successful pollen deposition: (1) Seed production or probability of pollen removal increases monotonously with stigmaanther separation within a flower. (2) Probability of successful pollen deposition decreases monotonously with the difference between anther height of the pollen donor and stigma height of the recipient. Combined effects of (1) and (2) predict relative reproductive success of the individual through pollen or seeds depending on expected stigma-anther separation when the combination between anther and stigma within a flower is random (3). Optimum height difference, which provides the highest reproductive success is indicated by arrows
In the second genetic system (conditions 3 and 4 in Table 1 ), we incorporated associated transmission of anther and stigma genes (linkage). We proposed an additive genetic system for linkage as well as dominance (see below). Probability of associated inheritance of genetic values for stigma and anther heights is defined as an average of two additional genetic values for linkage strength (l 1 and l 2 ) of the individual. When l 1 =l 2 =1, genetic values for stigma (s 1 ) and anther heights (a 1 ) from the father (or s 2 and a 2 from the mother) are always transmitted together to the offspring. When l 1 =l 2 =0, genetic values for stigma and anther heights from parents are transmitted randomly. When the value is between 0 and 1, the genetic values show associated inheritance with the probability depending on the linkage strength values. If the linkage strength (l 1 +l 2 )/2 is 0.2, the values are transmitted together in 20% cases, and randomly in 80% of the cases (s 1 may be transmitted together with a 1 or a 2 with the same probability). Random real numbers [0-1) were assigned to the two genetic values for linkage of individuals in the initial populations, and the values themselves were randomly inherited by the offspring.
In the third system (conditions 5 and 6 in (Fig. 3b) . Dominance effect on anther height is defined in the same way using the other two genetic values d a 1 and d a 2 ð Þ : Random real numbers [0,1) were assigned to the four genetic values for dominance of individuals in the initial populations, and the values were randomly inherited by the offspring.
Classification of resulting populations
During simulations we examined the status of the populations every 20 generations, and stopped the run when variation of genetic values for stigma and anther heights became too low to establish heterostyly (''low variation''), or when heterostyly was established (''heterostyly''). Otherwise, the run was continued until it reached the 5,000th generation. When either of the following two conditions was satisfied, the population was classified as ''low variation'': (1) the range of genetic values for stigma or stamen height was less than 0.025, or (2) the maximum genetic value for anther (stigma) height was smaller than the minimum genetic value for stigma (anther) height. To judge establishment of heterostyly, we examined the distribution of combinations of stigma and anther heights on a two-dimensional 20·20 histogram. When the two cells including the most and the second most individuals represent two morphs with stigmas and anthers arranged reciprocally, in other words when the locations of the two cells (H s 1 , H a 1 ) and (H s 2 , H a 2 ), met the conditions (H s 1 -H s 2 ) Â (H a 1 -H a 2 )\0 and Cov(H s , H a )<0 in five consecutive examinations (Fig. 4) , the population was judged to be heterostylous. When heterostyly was established, differences in stigma and anther heights between the two morphs were calculated as jH s 1 À H s 2 j and jH a 1 À H a 2 j; respectively. (Fig. 5a ). Under the squareroot assumption (condition 2), loss of genetic variation occurred more slowly, and runs were continued to the 5,000th generation with significant genetic variation maintained in the replications of 18% of the populations. Phenotypic values of individuals of the final populations were concentrated on the line |H s ) H a |=0.25 (Fig. 5b) . When the linkage effect was incorporated, variation was quickly lost again within 160 generations when the functions were assumed to be linear (condition 3). However, heterostyly was established in 62% of populations under the square-root assumption (condition 4). In the heterostylous populations, linkage was always selected for (Table 1, Fig. 6 ). Individuals of one morph were heterozygous in genetic values for both anther and stigma heights, and those of the other were homozygous (Fig. 6) . Differences in stigma and anther heights between the two morphs in the heterostylous populations were 0.40±0.06 (mean±SD and hereafter) and 0.29±0.07, respectively. Dominance effects greatly improved the probability of establishment of heterostyly. Even under the linear assumption (condition 5), 65% of the populations evolved to be heterostylous. Under the square-root assumption, the proportion reached as high as 87%, and time to reach heterostyly was shorter than in simulations without dominance effects (Table 1, P=0.0017, t-test, two-sided, hereafter) . Differences in stigma and anther heights between the two morphs in the heterostylous populations were much larger under the linear assumption (stigma 0.85±0.06; anther 0.82±0.09) than under the square-root assumption (stigma 0.64±0.09; anther 0.59±0.11) (for both stigma and anther heights, P<0.0001). In heterostylous populations, dominance effects enhanced selection for anther and stigma heights in opposite directions (Fig. 7) .
Discussion
Two major gaps in our knowledge seriously restrict understanding of the evolution of heterostyly (Barrett 2000) . First, we know nothing about molecular and developmental genetics of polymorphism. Despite the rapid increase in studies on genetic controls of phenotypic traits, we know little about the evolution of quantitative traits of flowers. A few available studies using the quantitative trait locus (QTL) mapping approach indicate that variation in quantitative floral characteristics is controlled by different genes with different magnitudes of effects. Genetic correlations between traits are usually positive and high, suggesting either pleiotropy or tight linkage (Juenger et al. 2000; Hodges et al. 2002) . Phenotypic differences in closely related species can be explained by a few QTLs or have a highly polygenic basis (e.g. Bradshaw et al. 1995; Fishman et al. 2002; reviewed in Orr 2001) . In addition, it is very difficult to clearly determine the ancestral condition even with the cladistic approach without examining the genes responsible for differences among related species and their changes through evolution and speciation. In such a case, it is a fruitful approach to construct a model with as few assumptions as possible.
We examine whether the two genetic effects characterizing the genetic system of heterostyly, i.e., strong linkages among genes related to the heteromorphy (often called the super gene) and dominance of one of the two alleles of the super gene, are necessary for the establishment of heterostyly. Results of the simulations show that linkage between genes for stigma and anther Table 1 ). The brightest white corresponds to the highest frequency. The white dotted lines indicate optimal combinations of stigma and anther heights in monomorphic populations under the two conditions heights are necessary conditions for the evolution of heterostyly, but dominance effects are not. In the case of the speciation, genetic association between preference and a marker trait to select a mate may be formed and strengthened through assortative mating. Disruptive selection can be caused by the preference and the marker themselves (Higashi et al. 1999) , or by other ecological traits (Dieckmann and Doebeli 1999; Kondrashov and Kondrashov 1999) . In heterostyly, on the other hand, the cause of disruptive selection is sexual interference (Table 2) , and individuals prefer to mate with the opposite phenotype. Due to this disassortative mating, a mating pair has opposite preferences and marker traits. Therefore, some mechanism, such as linkage, is required to distribute appropriate combinations of the mating pair's preference and marker genes to offspring. With the linkage effect, heterostyly was established when the square-root function existed between stigmaanther separation and sexual interference, and between the difference in anther height of pollen donor and stigma height of recipient and pollen deposition success (condition 4, Fig. 6 ), but not when the two functions were linear (condition 3). The most important difference between the two functional models may be optimal stigma-anther distances. When there was no linkage, a population tended to converge to a morph with an optimal difference between stigma and anther heights. The optimal difference is 0.5 under the linear assumption, since the product of effects of sexual interference and pollen deposition success, both of which are functions of stigma-anther height difference, is maximized when the difference is 0.5 (Fig. 2a) . Thus individuals at the final generation under the linear assumption are concentrated on the line of |H s ) H a |=0.5 (Fig. 5a ). On the other hand, the optimal distance is 0.25 under the square-root assumption (Fig. 2b) , and individuals at the final generation under the square-root assumption are concentrated on the line of |H s ) H a |=0.25 (Fig. 5b) .
A genetic system of heterostyly without dominance effects sets some limits on stigma-anther distance. Let us consider a heterostylous population with genetic values for stigma height s l and s s and values for anther a l and a s , which have size relationships as follows:
Assuming that pin morph is heterozygous and thrum homozygous, and that stigma and anther height of pin are (s l +s s )/2 and (a l +a s )/2, those of thrum should be s s and a l , since stigma of pin morph is higher than that of thrum, and the reverse is true for anther height. From the assumption of heterostyly that stigma height of pin morph is equal to anther height of the thrum morph and vice versa, the values have the following relationships:
From the inequalities and Eqs. 1, 2, 3 and 4, the genetic values should satisfy an inequality s l >a l >s s >a s . Let s l =1 and a s =0 in order to maximize stigma-anther Table 1) . The upper two graphs show temporal changes in the distribution of stigma and anther heights in a run. The brightest white corresponds to the highest frequency. Linkage between stigma and anther genes is selected for and grows stronger during the establishment of dimorphy, as shown in the graph second from the bottom. After 400 generations, the populations are dominated by two morphs, which have stigma and anthers reciprocally arranged. In this case homozygotes have higher stigmas and lower anthers (pin) and heterozygotes have lower stigmas and higher anthers (thrum) distance. Then we get stigma and anther height of pin flowers 2/3 and 1/3, and the opposite for thrum flowers. The same is true if we assume thrum to be heterozygous instead of pin. Therefore, maximum stigma-anther distance is 1/3. Because the optimal distance under the linear assumption, 0.5, is out of the range that the genetic system allows, dominance of a single morph with the optimal stigma-anther distance is not followed by a counterbalancing increase in the other morph with anther and stigma in reciprocal arrangement, and heterostyly does not evolve. On the contrary, under the squareroot assumption, dominance of a single homozygous morph is promoted to build up a complementary heterozygous morph, which shares one of the two alleles with the homozygous morph, resulting in heterostyly. The difference between the two assumptions is caused by different optimal distances rather than differences in the shape (linear or square-root) of the functions themselves.
Introduction of dominance effects enables the establishment of heterostyly under the linear assumption (condition 5). In this case, stigma and anther heights of extreme values (anther and stigma heights close to 0 or 1) are selected for, because the initial populations have anther and stigma heights with peaks at 0.5. The shift to a bimodal distribution is quickly followed by selection for dominance effects and linkage strength, and by the establishment of heterostyly (Fig. 7) . On the other hand, the first selection under the square-root assumption (condition 6) drives stigma and anther heights to be around 0.25 and 0.75, since optimal stigma-anther distance is 0.25. Therefore heterostylous populations that result under the square-root assumption have shorter stigma-anther distances than those under the linear assumption.
Our model is fundamentally different from previous ones in that we do not assume invasion of a mutant with drastically different phenotype from normal ones (Fig. 8) . Ganders (1979) and Lloyd and Webb (1992a) presumed that ancestors of heterostylous species had flowers of approach herkogamy (flowers with stigmas above and separate from anthers, morphologically similar to pin in heterostylous plant but monomorphic) (Fig. 8a) , partly because stigmas and anthers with little spatial separation are usually found in self-pollinated plants, in which selection to promote outcrossing is unlikely to be strong enough to establish heterostyly. In addition, compared to reverse herkogamy (flowers with anthers above and separate from stigmas), approach herkogamy is widespread among outcrossing angiosperms. Lloyd and Webb (1992a, b) propose a sequence of establishment of heterostyly from approach herkogamy to style polymorphism to reciprocal herkogamy (heterostyly) (Fig. 8a) , and mathematically show that a mutant can spread into a uniform normal-type population when the proficiency of pollen transfer between a normal type and the mutant is higher than that between two normal types. Interestingly, they argue that heteromorphic incompatibility is due to intramorph failure arising incidentally from specialization for intermorph pollinations as Darwin postulated, in addition to active selection restricting self-fertilization. The process may be almost identical to the putative establishment of an interspecific barrier in speciation. (Table 1) . The upper two graphs show temporal changes in the distribution of stigma and anther heights in a run. The brightest white corresponds to the highest frequency. Strong linkage between stigma and anther genes, and stronger dominance (for higher value for stigma, for lower value for anther in this run) are selected for during the establishment of heterostyly, as shown in the graph second from the bottom. After 400 generations, the populations are dominated by two morphs, which have stigma and anthers arranged reciprocally. In this case the heterozygote has higher stigmas and lower anthers (pin) and the homozygote has lower stigmas and higher anthers (thrum) It is possible to examine previous models by incorporating additional parameters or changing initial population characters. This study provides a platform for developing inclusive models rather than opposing the previous ones. For example, the effect of different distributions of stigma and anther heights in initial populations on establishment of heterostyly is clearly one of the important subjects of future studies. In this paper, we randomly assigned genetic values to initial individuals. Therefore, averages of both stigma and anther heights are equal to 0.5, and in contrast to the argument of Lloyd and Webb (1992a) . However, we do not think it is unreasonable to postulate that ancestral plants had stigmas and anthers of the same height, as is found in many selfing plants, considering that heterostyly arose from self-compatible plants (see Introduction) that had likely lost self-incompatibility due to selection favoring selfing. Besides, during simulations, populations experience many different conditions such as dominance of approach or reverse herkogamy before they reach heterostyly.
If Lloyd and Webb's (1992a) model (Fig. 8a) is examined with our assumptions, the results should not be very positive. This is because with linear or squareroot assumptions (Fig. 2) , style dimorphism (middle stage of Fig. 8a) is not favored when stigma-anther distances between flowers of the different morphs (connected with arrows in Fig. 8a ) are equal to those within the same morph and thus the probability of inter-and intramorph pollen deposition is equal. If we find different functions to justify the Lloyd and Webb model, we can experimentally examine the different functions and evaluate different hypotheses.
As far as we know this study is the first to examine evolution of heterostyly using an individual-based model. The model demonstrated that heterostyly could be established from a population with continuous phenotypic variation, a hypothesis that requires simpler assumptions than previous ones. The only essential genetic effect is linkage between genes for stigma and anther heights. This simple model shows clear parallelity between sexual differentiation and speciation, and again supports the view that speciation and sexual dimorphism are different ends of the same evolutionary line. Fig. 8a, b The postulated scenarios for the evolution of heterostyly. a Lloyd and Webb (1992a) assume approach herkogamy as the ancestral condition (left), subsequent invasion and spread of a mutant with higher anthers (middle), and establishment of reciprocal herkogamy (right). b This study assumes ancestral populations with stigmas and anthers with some variations (left), which evolve into dimorphic stigma and anther heights and heterostylous population (right)
