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ON DELOCALIZATION OF EIGENVECTORS OF RANDOM
NON-HERMITIAN MATRICES
ANNA LYTOVA AND KONSTANTIN TIKHOMIROV
Abstract. We study delocalization of null vectors and eigenvectors of random matrices with
i.i.d entries. Let A be an n× n random matrix with i.i.d real subgaussian entries of zero mean
and unit variance. We show that with probability at least 1− e− log
2 n
min
I⊂[n], |I|=m
‖vI‖ ≥
m3/2
n3/2 logC n
‖v‖
for any real eigenvector v and any m ∈ [logC n, n], where vI denotes the restriction of v to I .
Further, when the entries of A are complex, with i.i.d real and imaginary parts, we show
that with probability at least 1− e− log
2 n all eigenvectors of A are delocalized in the sense that
min
I⊂[n], |I|=m
‖vI‖ ≥
m
n logC n
‖v‖
for all m ∈ [logC n, n].
Comparing with related results, in the range m ∈ [logC
′
n, n/ logC
′
n] in the i.i.d setting and
with weaker probability estimates, our lower bounds on ‖vI‖ strengthen an earlier estimate
min
|I|=m
‖vI‖ ≥ c(m/n)
6‖v‖ obtained in [M. Rudelson, R. Vershynin, Geom. Func. Anal., 2016],
and bounds min
|I|=m
‖vI‖ ≥ c(m/n)
2‖v‖ (in the real setting) and min
|I|=m
‖vI‖ ≥ c(m/n)
3/2‖v‖ (in
the complex setting) established in [K. Luh, S. O’Rourke, arXiv:1810.00489].
As the case of real and complex Gaussian matrices shows, our bounds are optimal up to
the polylogarithmic multiples. We derive stronger estimates without the polylogarithmic error
multiples for null vectors of real (n− 1)× n random matrices.
Contents
1. Introduction 2
1.1. Main definitions and earlier results 2
1.2. Existing methods: singular value analysis, comparison to Gaussians, test projection 3
1.3. Main results 4
1.4. Overview of the proof of Theorems A, B and C 6
2. Preliminaries 7
3. An estimate for the smallest singular value of real rectangular matrices 10
4. No-gaps delocalization of null vectors in the real setting. Proof of Theorem A 13
5. Eigenvectors of non-Hermitian matrices 18
5.1. No-gaps delocalization in terms of test projections and ellipsoids 18
5.2. Biorthogonal systems, dual ellipsoids, and discretizations 21
5.3. Probabilistic properties of the perturbed dual basis 29
5.4. The cumulative estimate for a fixed coordinate subset 35
5.5. Proof of Theorems B and C 40
6. Acknowledgments 42
References 42
1
2 ANNA LYTOVA AND KONSTANTIN TIKHOMIROV
1. Introduction
1.1. Main definitions and earlier results. We say that a random variable ξ is subgaussian
(K-subgaussian) if (E|ξ|p)1/p ≤ K√p for all p ≥ 1 and some fixedK > 0. For any real or complex
vector X = (x1, . . . , xn), we define its non-increasing rearrangement X
∗ = (x∗1, x
∗
2, . . . , x
∗
n) as
follows: x∗i = |xσ(i)|, i ≤ n, where σ is a permutation of [n] such that |xσ(1)| ≥ |xσ(2)| ≥ . . . ≥
|xσ(n)|. Equivalently,
x∗i = min
I⊂[n]: |I|=n−i+1
max
j∈I
|xj| for all i = 1, 2, . . . , n,
where the minimum is taken over all subsets I of [n] = {1, 2, . . . , n} of cardinality n− i+ 1. In
this paper, we are concerned with lower bounds for x∗i (i ≥ n/2), when X is a unit eigenvector
of a random square matrix with i.i.d subgaussian entries or is a null vector of a rectangular
m× n matrix (for m < n). Following [46], we will occasionally refer to those bounds as no-gaps
delocalization estimates.
Delocalization of eigenvectors of random matrices has been actively studied, especially in the
setting of Wigner (and generalized Wigner) matrices. The term delocalization usually refers
to sup-norm (ℓn∞–norm) delocalization or, more generally, to upper bounds for inner products
|〈Y,v〉| for any fixed unit vector Y and normalized eigenvectors v. With the ℓn∞–delocalization,
no single coordinate of the eigenvector carries a significant mass. In comparison, the no-gaps
delocalization is the property of having few small coordinates, so that every subset of vector
components carries a non-negligible mass. Both notions provide a way to measure how close
distribution of an eigenvector is to the uniform distribution on the sphere. A related concept of
quantum unique ergodicity provides another viewpoint to this phenomenon. Among many others,
we refer to papers [6, 7, 8, 17, 18, 24] for eigenvectors of Wigner and band random matrices, as
well as to surveys [34, 38, 5] for overview of some of existing results on delocalization for various
models of randomness and for further references.
No-gaps delocalization has found applications in both Hermitian and non-Hermitian settings.
The Braess paradox on random networks asserts that under certain assumptions removing an
edge in the random network can decrease the traffic congestion (see, in particular, [54, 11]).
A closely related phenomenon is a decrease in the spectral gap of the normalized Laplacian of
a random graph when adding a new edge (see [15, 38]). The probability of the decrease can
be bounded using no-gaps delocalization estimates for the second eigenvector of the Laplacian
[15, 38]. In particular, the no-gaps delocalization estimates obtained in [46] allowed to strengthen
the main result of [15] and to show that randomly adding a new edge to a graph decreases the
spectral gap with probability at least 1/2−O(n−c) [38]. Further, in the non-symmetric setting,
a weak form of no-gaps delocalization for unit normals to linear spans of columns of d–regular
random matrices has been recently used in [28, 29] to establish the circular law for the limiting
spectral distribution of sparse random d–regular directed graphs (see also [12, 2]).
In this paper, we consider non-Hermitian random matrices. Before stating the main theorems,
let us discuss several existing results on delocalization of eigenvectors of such matrices, including
no-gaps and sup-norm delocalization.
In the non-Hermitian setting, the sup-norm delocalization for the eigenvectors was studied, in
particular, in [45], where it was shown that for an n×n random matrix A with i.i.d subgaussian
entries, with probability close to one every unit eigenvector v of A satisfies ‖v‖∞ ≤ C
√
log9 n
/
n.
Further, in [33] the bound ‖v‖∞ ≤ C
√
log n
/
n w.h.p was derived for unit eigenvectors of A
corresponding to eigenvalues of small absolute value (of order O(1)). The primary object of
interest in [33] was a unit vector v in the kernel of an (n − 1) × n random matrix B with i.i.d
subgaussian entries. It was shown that P{‖v‖∞ ≥ t/
√
n} ≤ e−ct2 for all t ≥ C√log n, with
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C, c > 0 depending only on the subgaussian moment. It is not difficult to see, by considering
the Gaussian matrix, that, disregarding the values of C, c, this latter result is optimal.
No-gaps delocalization was considered in [46] in a very general setting, including symmetric,
skew-symmetric matrices and matrices with i.i.d entries. In particular, the main result of [46]
implies that, given an n×n random matrix A with i.i.d K–subgaussian entries of zero mean and
unit absolute second moment, with probability at least 1 − e−c(n−i), for every unit eigenvector
v of A and every i ∈ [n/2, n − Cn−1/7], one has v∗i ≥ c(n− i)11/2/n6. The results of [46] easily
imply no-gaps delocalization of null vectors of an (n−1)×n matrix B with i.i.d entries. Recently,
developing the approach from [46], in work [32] a stronger bound for the order statistics was
established in the non-Hermitian case; namely, it was shown in [32] that v∗i ≥ c(n − i)3/2/n2
(in the real case) and v∗i ≥ c(n− i)/n3/2 (in the complex case) for every i ∈ [1, n − log2 n] and
every unit eigenvector of A with high probability. Moreover, the authors of [32] obtained lower
bounds for v∗i in the regime i ∈ [n − log2 n, n], i.e. for smallest order statistics. We note here
that a variant of the no-gaps delocalization was considered in [33] where the magnitude of the
smallest component of the null unit vector was estimated.
If G is an n × n Gaussian matrix with i.i.d real standard normal entries, strong estimates
for components of the non-increasing rearrangements of the real eigenvectors are immediately
implied by the orthogonal invariance of the matrix distribution. Indeed, conditioned on the
event that G has at least j real eigenvalues, the unit eigenvector v corresponding to the j-th
largest real eigenvalue is uniformly distributed on the unit sphere Sn−1(R). In particular, with
probability close to one all unit real eigenvectors v = (v1, . . . , vn) of G satisfy c(n − i)/n3/2 ≤
v∗i ≤ C(n− i)/n3/2 for all n/2 ≤ i < n − C log n, for some universal constants C, c > 0 (see
e.g. [13]). A similar argument for a complex n×n matrix with i.i.d standard complex Gaussian
entries implies that with probability close to one every unit eigenvector v of such matrix satisfies
c
√
n− i/n ≤ v∗i ≤ C
√
n− i/n for all n/2 ≤ i < n−C log n.
Having in mind the Gaussian case, it is natural to formulate the following conjecture: for an
n× n matrix A with i.i.d subgaussian entries of zero mean and unit second absolute moment,
• In the real case, all real unit eigenvectors v of A should satisfy
v∗i ≥
c(n− i)
n3/2
, i ∈ [n/2, n − C log n]
with probability close to one;
• In the complex case, all unit eigenvectors v of A should satisfy
v∗i ≥
c
√
n− i
n
, i ∈ [n/2, n − C log n]
with high probability.
1.2. Existing methods: singular value analysis, comparison to Gaussians, test pro-
jection. Comparing the aforementioned estimates in [46, 32] with the above conjecture, one
can see that they are suboptimal in the considered range of i. Moreover, without significant new
ingredients, the approach of [46, 32] cannot produce the sharp bounds in that range for reasons
explained further.
Consider a simpler setting of no-gaps delocalization estimates for a unit null vector u =
(u1, . . . , un) of (n− 1)×n random matrix B with i.i.d real subgaussian entries of zero mean and
unit variance. Given i ∈ [n/2, n− 1] and any (n− i)–element subset I ⊂ [n], one has
smax(BI)
∥∥∥∑
j∈I
ujej
∥∥∥
2
≥
∥∥∥∑
j∈I
ujColj(B)
∥∥∥
2
=
∥∥∥∑
j∈Ic
ujColj(B)
∥∥∥
2
≥ smin(BIc)
∥∥∥∑
j∈Ic
ujej
∥∥∥
2
,
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where BJ is the (n − 1) × |J | matrix with columns Colj(B), j ∈ J , and smax, smin denote the
largest/smallest singular values of respective matrices. This immediately implies
max
I⊂[n], |I|=n−i
smax(BI)
√
n− i u∗i+1 ≥ c min
I⊂[n], |I|=n−i
smin(BIc),
whence for any t > 0, we have
P
{
u∗i+1 ≥ t
} ≥ 1− P{c min
I⊂[n], |I|=n−i
smin(BIc) ≤ t max
I⊂[n], |I|=n−i
smax(BI)
√
n− i
}
≥ 1−
∑
I⊂[n], |I|=n−i
P
{
c smin(BIc) ≤ tsmax(B)
√
n− i}
= 1−
(
n
n− i
)
P
{
c smin(B[i]) ≤ tsmax(B)
√
n− i},(1)
where [i] = {1, 2, . . . , i}. The relation (1) is the starting point of the argument of [46] (and also
[32]) and is used to derive the main results of those papers (see [46, Proposition 4.1]). But,
while smax(B) = O(
√
n) with probability close to one, the small ball probabilities for smin(B[i])
are too weak to derive the optimal bound for u∗i+1 from the last relation. Indeed, it can be
verified that when B is Gaussian, we have for all i in [n/2, n − 1] and τ > 0: P{smin(B[i]) ≤
τ(n − i)/√n} ≥ (cτ)n−i. But this implies that the probability bound in (1) is non-trivial only
when t ≤ c′(n− i)3/2/n2, i.e. (1) can only be used to show that u∗i+1 ≥ c′(n− i)3/2/n2 with
high probability, which falls short of the optimal lower bound c′(n− i)/n3/2. In a similar way, it
can be argued that lower bounds for order statistics of eigenvectors of square random matrices
produced using this approach, are suboptimal.
An alternative approach to delocalization is considered in [33]. Let, as before, u be a null
unit vector of an (n− 1)×n random matrix B with i.i.d entries of zero mean and unit absolute
second moment. In [33], it is shown that there is a coupling of u and a random vector w =
(w1, . . . , wn) uniformly distributed on the unit sphere, such that with probability at least 1−n−c,
|u∗i − w∗i | ≤ n−1/2−c
′
, where i is in the range [n1−c, n − n1−c] for a small constant c > 0 (see
formula (36) in [33]). The proof of the result is based on the Berry–Esseen theorem for frames
used earlier in [48]. This result of [33] provides much sharper estimates for u∗i compared to [46],
though with much weaker probability bounds. However, it is not clear how the approach can be
adapted to studying delocalization of eigenvectors rather than null vectors, and how to extend
the range [n1−c, n−n1−c] for the components of the non-increasing rearrangement for which the
estimates are available. We also note that a development of this approach to delocalization is
considered in [32], where sharp asymptotics for min
I⊂[n], |I|=δn
‖vI‖ and max
I⊂[n], |I|=δn
‖vI‖ is derived
(for any constant δ) for the null unit vectors.
Another argument in [33], dealing with the sup-norm delocalization and estimates for the
smallest component of the null vector, is based on using test projections — projections onto
orthogonal complements to spans of some matrix columns. The basic idea is that if a realization
of the matrix B admits a null unit vector with a “large” ℓ∞–norm then necessarily the test
projections of some columns of B are much smaller than average. Estimating probability of the
latter event amounts to application of known concentration or small ball probability inequalities
for norms of subgaussian random vectors. Test projections were employed earlier in [48] and
[45] in a related context, and are an important element of the present paper.
1.3. Main results. In this paper, we follow a geometric approach to random matrices in our
study of the eigenvectors. Our main motivation is to establish the optimal no-gaps delocalization
estimates for real and complex non-Hermitian random matrices, as well as for null vectors of
real rectangular matrices. The treatment of null vectors is significantly simpler, and we start
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by discussing the corresponding result first. The following theorem is a simplified version of
Theorem 4.3 in the text.
Theorem A. For any K ≥ 1 there are C, c > 0 depending only on K with the following property.
Let n ≥ C, let B be an (n − 1) × n random matrix with i.i.d K–subgaussian real entries with
zero mean and unit variance. Further, let u = (u1, . . . , un) be a random unit vector in ker(B).
Then for any i ∈ [n− cn, n− C log n] and t ≥ e−c(n−i) we have
P
{
u∗i+1 ≤
(n− i)t
n3/2
}
≤ (Ct)n−i + e−cn.
Note that a unit random vector w uniformly distributed on the sphere Sn−1(R) (i.e. the null
vector of a standard (n − 1) × n Gaussian real matrix), satisfies two-sided estimates (ct)n−i ≤
P
{
w∗i+1 ≤ (n−i)tn3/2
} ≤ (Ct)n−i for all t ∈ (0, 1] and i ≥ n/2. Thus, our result recovers both the
correct order of magnitude for the (i + 1)–st largest component of the null vector of B and
the optimal probability estimates (in a restricted range for t). Moreover, considering discrete
distributions with atoms, one can easily see that the additive term e−cn in our estimate is
in general not removable; for example, the (n − 1) × n Bernoulli matrix admits null vector
(1, 1, 0, 0, . . . , 0) with probability 21−n.
The generalized version of the above theorem— Theorem 4.3 — deals with almost null vectors.
As simple corollaries of Theorem 4.3, we obtain no-gaps delocalization bounds on eigenvectors
corresponding to small real eigenvalues and on singular vectors corresponding to small singular
values of square random matrices; see Corollaries 4.4 and 4.5.
In the second part of the paper we consider eigenvectors of non-Hermitian square random
matrices. The first main result here concerns eigenvectors of real matrices corresponding to
real eigenvalues. Note that existence of real eigenvalues, hence real eigenvectors, of random real
non-symmetric matrices with i.i.d entries was established in [50] under the assumption that the
first four moments of the matrix entries match those of the standard Gaussian variable; statistics
of real eigenvalues of Gaussian matrices were studied earlier in [14]. We have:
Theorem B. Let n > 2, let A be an n×n random matrix with i.i.d K–subgaussian real entries
with zero mean and unit variance. Then with probability at least 1− e− log2 n we have
(2) v∗i+1 ≥
n− i
n3/2 logC n
for every real unit eigenvector v = (v1, . . . , vn)
for every i ∈ [n/2, n − logC n], where C > 0 may only depend on K.
The second main result of the second part of the paper concerns eigenvectors of non-Hermitian
matrices with complex entries:
Theorem C. Let n > 2, let A be an n × n random matrix with i.i.d K–subgaussian complex
entries with zero mean, unit second absolute moment and i.i.d real and imaginary parts. Then
with probability at least 1− e− log2 n we have
(3) v∗i+1 ≥
√
n− i
n logC n
for every unit eigenvector v = (v1, . . . , vn)
for every i ∈ [n/2, n − logC n], where C > 0 may only depend on K.
In view of the above discussion, the estimates are optimal up to the polylogarithmic multiple
logC n. The probability estimate can be strengthened to 1−e− logC
′
n for any constant C ′ > 2, at
expense of increasing the constant C in the theorems (we would like to note here that the weaker
lower bounds on v∗i+1 obtained in [46, 32] hold with higher probability than in our paper).
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Theorem B can be restated as follows: with probability at least 1−e− log2 n any real eigenvector
satisfies
min
I⊂[n], |I|=m
‖vI‖2 ≥ m
3/2
n3/2 logC˜ n
‖v‖2 for every m ≥ logC˜ n,
where vI = (vi)i∈I denotes the restriction of v to I. Similarly, Theorem C implies that with
probability 1− e− log2 n we have
min
I⊂[n], |I|=m
‖vI‖2 ≥ m
n logC˜ n
‖v‖2 for every m ≥ logC˜ n.
Remark 1.1. Theorem B provides no-gaps delocalization estimates only for real eigenvectors.
For complex eigenvectors of real matrices with i.i.d entries, the situation is not clear to us.
Analysis of simple cases, in particular, eigenvectors of real Gaussian matrices corresponding to
eigenvalues with big imaginary and small real parts, shows that such an eigenvector v is more
delocalized in our sense, so that a much stronger lower bound for v∗i than c(n− i)/n3/2 can be
verified. It is reasonable to expect similar phenomenon for any random non-symmetric matrix
with normalized i.i.d real entries, that is, sharp no-gaps delocalization estimates should depend
on the magnitudes of the real and imaginary parts of the eigenvalues. It is not clear if the method
of this paper can be adapted to catch this property.
Remark 1.2. It is natural to expect that the method of this paper can be developed to treat
the case of matrices with non-identically distributed entries and without a bounded subgaussian
moment. We have not explored that direction.
1.4. Overview of the proof of Theorems A, B and C. Our proof of Theorem A uses
test projections (mentioned when discussing [33]) as a basic tool. Additionally, we employ an
averaging procedure which, in a different form, was used earlier in [33], as well as in [53]. The
third ingredient of the proof of Theorem A is a small ball probability estimate for the smallest
singular value of certain auxiliary rectangular matrices with a special structure. Those estimates
are given in Section 3.
The study of eigenvectors of random matrices with help of test projections, compared to
the null vectors, is significantly more involved. The main difficulty consists in estimating the
magnitude of projections of the coordinate vectors −zei which arise when considering matrices
A − z. A strategy for estimating the projections was proposed earlier in [45], and was based
on studying certain biorthogonal systems of random vectors and a special choice of the kernel
of the projection operator. While some elements of that argument turn out extremely useful
in our context, certain aspects of the proof, in particular, selection of the spectral window [45,
Section 5], do not seem applicable. In this paper, we develop a geometric approach based on
studying dimensions of the ellipsoids generated by projected columns of the matrix A − z, as
well as the dual ellipsoid. We conclude the introduction with a brief description of the method.
Let v = (v1, . . . , vn) be a unit eigenvector of A corresponding to an eigenvalue z. It can be
shown that with a high probability v is incompressible and, in particular, for some β = Θ(n−1/2)
and ℓ a small constant proportion of n, we have v∗ℓ ≥ β (see [40]). Our goal is to show that for
i ∈ [n/2, n − polylog(n)] with a high probability v∗i+1 ≥ θ for θ = θ(i) given by the theorems.
Thus, we need to estimate from above the probability of “bad” events of the form
|vj | ≥ β and |vj1 |, |vj2 |, . . . , |vjk | ≤ θ
for a fixed collection of distinct indices j; j1, j2, . . . , jk. The last condition deterministically
implies that the orthogonal projection PF (Colj(A− z)) of Colj(A− z) onto F = span {Colq(A−
z) : q ∈ [n] \ {j; j1, j2, . . . , jk}}⊥ is contained in the ellipsoid{ k∑
ℓ=1
aℓPF (Coljℓ(A− z)) : ‖(a1, . . . , ak)‖2 ≤
θ
√
k
β
}
.
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This elementary observation reduces the no-gaps delocalization estimates to bounding proba-
bilities of events of the form
{
X ∈ E}, where X is an appropriate random vector and E is
an appropriate random ellipsoid. The actual reduction procedure that we use replaces no-gaps
delocalization with two conditions of that form:
(a) PF (−zej) ∈
{ k∑
ℓ=1
aℓPF (−zejℓ) : ‖a‖2 ≤ θ
√
k
β
}
+B and;
(b) PF (Colj(A− z)) ∈
{ k∑
ℓ=1
aℓPF (−zejℓ) : ‖a‖2 ≤ θ
√
k
β
}
+B′,
where B,B′ are appropriate dilations of the Euclidean ball in F (see Lemma 5.1). The two
conditions are treated using different techniques. The first one can be restated in terms of the
dual basis for PF (−zej),PF (−zejℓ), ℓ = 1, 2, . . . , k in F as a statement about magnitudes of
inner products of the dual basis vectors with a specially chosen vector in F (see Lemma 5.14
giving a “raw” deterministic statement). That relation is one of basic elements of the proof and
essentially taken from [45], although not stated there explicitly. Bounding probability of (a) is
then reduced to estimating probability of the event of the form{∃Y ∈ F : ‖Y ‖2 ≤ T , 〈Yj , Y 〉 = 1 and |〈Yjℓ , Y 〉| ≤ δ},
where Yj, Yj1 , . . . , Yjk is the dual basis for PF (−zej),PF (−zej1), . . . ,PF (−zejk), and T, δ > 0
are appropriate parameters. In fact, for technical reasons, we work with perturbations of the
dual basis, but here we consider a simplified scheme. Estimating probability of the last event
is challenging, first, because the random vectors Yj , Yj1 , . . . , Yjk do not have to be isotropic
(i.e. the covariance structure may be not a multiple of identity) and, second, since existence
of a vector Y satisfying the conditions is not easy to restate in terms of anti-concentration
properties of Yj , Yjℓ’s. The first difficulty — treatment of anisotropic random vectors — was
addressed in [45], and we reuse some of the estimates from [45], while adding new relations
(see Subsection 5.3). The second difficulty — a reduction of the condition for Yj , Yjℓ and Y to
anti-concentration estimates for Yj, Yjℓ ’s — is resolved by constructing a special discretization
of the set of admissible vectors Y , and taking the union bound over the set. The principal
issue in this part of the proof is to find a decoupling that would allow to resolve probabilistic
dependencies between the admissible vectors Y and vectors Yj, Yjℓ ’s (otherwise, applying small
ball probability estimates for |〈Yjℓ , Y 〉| would be impossible in a direct way). This is the central
part of our argument (see Lemmas 5.17 and 5.23).
To bound the (conditional) probability of the event (b), given a realization of the ellipsoid
E =
{∑k
ℓ=1 aℓPF (−zejℓ) : ‖a‖2 ≤ θ
√
k
β
}
, we utilize independence of Colj(A) from F and E. A
straightforward argument estimating the probability in terms of the volume of E turns out too
rough for our purposes. The volume of E may be large because of few long semi-axes, while the
probability of PF (Colj(A− z)) ∈ E+B′ is still small. In our estimate, we use that PF (Colj(A))
has relatively small Euclidean norm (of order
√
k or slightly greater) with large probability,
and replace the ellipsoid E with its “truncation” obtained by intersecting with a Euclidean ball
centered at PF (−zej) (see Lemma 5.25).
Our proof uses several discretizations — of the family of ellipsoids; of basic sequences; of
vectors in a given linear subspace (see Definitions 5.4, 5.11, 5.16 of classes C(R,b), D(r,p),
and Υ(WN , δ′, T )). Some other aspects of the proof not mentioned here are discussed at the
beginning of Section 5.
2. Preliminaries
Let us start by introducing notation. Given a finite set I, we denote by |I| its cardinality.
For a positive integer k, we write [k] for the set {1, 2, . . . , k}. By 1A we denote the indicator of
an event or a subset A. Everywhere in the text, Θ denotes either the field of real numbers R,
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or complex numbers C. For a complex number z, we denote by z¯ the conjugate of z; i stands
for imaginary unit. The canonical inner product in Θn is denoted by 〈·, ·〉, and the standard
Euclidean norm in Θn — by ‖ · ‖2. We denote the sup-norm (or ℓ∞–norm) by ‖ · ‖∞. For an
m× n matrix B, its columns are denoted by Coli(B) ∈ Θm, i ∈ [n]. When the matrix is clear
from the context, we simply write Coli instead of Coli(B). The spectral norm of B is denoted by
‖B‖, and its Hilbert–Schmidt norm — by ‖B‖HS . The conjugate transpose of a matrix B will
be denoted by B∗. For a linear subspace E of Θk, we write E⊥ for its orthogonal complement.
We will write PE : Θ
k → Θk for the orthogonal projection operator onto E. Given two subsets
S1, S2 of Θ
n, we write dist(S1, S2) for the Euclidean distance between S1 and S2. Further, we
write S1+S2 for the Minkowski sum of S1 and S2 defined as S1+S2 := {x+y : x ∈ S1, y ∈ S2}.
Let Bk2 (Θ) (resp., S
k−1(Θ)) be the unit Euclidean ball (resp., Euclidean sphere) in Θk. We also
write BE2 := B2 ∩ E for the unit Euclidean ball in a linear subspace E.
Given a real random variable ξ, let L(ξ, ·) be its Le´vy concentration function defined by
L(ξ, t) := sup
a∈Θ
P
{|ξ − a| ≤ t}, t > 0.
More generally, for a random vector X in Θm let
L(X, t) := sup
W∈Θm
P
{‖X −W‖2 ≤ t}, t > 0.
Following [46] for any complex vectorW ∈ Cm we define real(W ) as a vector in R2m of the form
ℜ(W ) ⊕ ℑ(W ), where ℜ(W ) and ℑ(W ) is the real and imaginary part of W , respectively, and
⊕ denotes vector concatenation. Further, for any complex subspace E ⊂ Cm let real(E) ⊂ R2m
be the subspace defined as real(E) := {real(W ) : W ∈ E}. The following relation, taken from
[46], holds:
Preal(E)(real(Y )) = real(PE(Y )) for any complex subspace E ⊂ Cm, Y ∈ Cm.
The next lemma will be useful
Lemma 2.1. Let E be a k–dimensional ellipsoid in Cn defined as
E :=
{ k∑
i=1
aiXi : ‖(a1, . . . , ak)‖2 ≤ 1
}
,
where {X1, . . . ,Xk} is a collection of pairwise orthogonal vectors in Cn. Then real(E) is a
2k–dimensional ellipsoid in R2n with semi-axes real(X1), real(iX1), . . . , real(Xk), real(iXk).
Given a random vector X in Θm, we say that X is isotropic if any one-dimensional projection
〈X,w〉 (w ∈ Sm−1(Θ)) has zero mean and E|〈X,w〉|2 = 1. In particular, a complex vector
with independent coordinates of zero mean and unit absolute second moment (with i.i.d real
and imaginary parts) is isotropic. A variable ξ in Θ is K–subgaussian if (E|ξ|p)1/p ≤ K√p for
all p ≥ 1. The definition of a K–subgaussian variable admits several equivalent formulations;
see, for example, [55, Section 5.2.3].
Throughout the text, we deal with two models of random vectors X:
(*) X is real isotropic with i.i.d. K–subgaussian coordinates, if Θ = R,
and
X is complex isotropic with i.i.d. K–subgaussian coordinates,
each coordinate with i.i.d. real and imaginary parts, if Θ = C.
(**)
Following [40, 42], for any δ, ρ > 0, we define the set of incompressible unit vectors
Incomp n(δ, ρ) :=
{
X ∈ Sn−1(Θ) : dist(X, {Y ∈ Θn : |suppY | ≤ δn}) > ρ}.
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The incompressible vectors naturally appear in kernels of “almost square” random matrices with
independent entries. The next standard lemma can be verified with help of an ε–net argument
(see [30, 40, 42]) and elementary properties of incompressible vectors [40, Lemma 3.4]:
Lemma 2.2. For any M ≥ 1 and K ≥ 1 there are ζ > 0, c > 0 depending only on M and K
with the following property. Let m ≤ n ≤ 2m and let W be an m× n random matrix with i.i.d.
rows satisfying (*) or (**). Further, let M ∈ Θm×n be any fixed matrix of spectral norm at
most M√n. Then with probability at least 1− 2e−cn
‖(W +M)Y ‖2 ≥ c
√
n for any Y ∈ Sn−1(Θ) \ Incomp n(ζ, ζ),
and, in particular,
‖(W +M)Y ‖2 ≥ c
√
n for any Y ∈ Sn−1(Θ) with ∣∣{i ≤ n : |Yi| ≥ ζ/√n}∣∣ < ζn.
The next notion and two theorems are taken from [40, 42]. Given a real vector X ∈ Rn, and
parameters α > 0 and γ ∈ (0, 1), the least common denominator (LCD) of X is given by
LCDα,γ(X) := inf
{
θ > 0 : dist(θX, Zn) < min(γ‖θX‖2, α)
}
.
Moreover, if E is a linear subspace of Rn, then the LCD of E is defined as follows:
LCDα,γ(E) := inf
{
LCDα,γ(X) : X ∈ E ∩ Sn−1(R)
}
= inf
{‖Y ‖2 : Y ∈ E, dist(Y, Zn) < min(γ‖Y ‖2, α)}.
Theorem 2.3 (Distance to a subspace, [42, Theorem 4.2]). Let X be a random vector in Rn
satisfying (*) with a parameter K. Let E be a subset of Rn with m := codimE < n. Then for
every Y ∈ Rn, any α > 0, γ ∈ (0, 1) and for all t ≥ m/LCDα,γ(E⊥), we have
P{dist(X, E + Y ) ≤ t} ≤
(
Ct
γ
√
m
)m
+Cme−cα
2
,
where c, C > 0 depend only on K. In particular, for any unit vector Z ∈ Rn and any t > 0 we
have
P{|〈X, Z〉| ≤ t} ≤ Ct
γ
+ Ce−cα
2
+
C
γ LCDα,γ(Z)
.
Theorem 2.4 (Structure of a random subspace, [42, Theorem 4.3]). For any K,M ≥ 1 there
exist c2.4, C2.4 > 0 depending only on K and M with the following property. Let n ≥ C2.4,
n > m ≥ n − c2.4n. Let X1, . . . ,Xm be mutually independent random vectors in Rn satisfying
(*) with parameter K. Further, let Y1, . . . , Ym be fixed vectors in R
n such that the spectral
norm of the n ×m matrix with columns Y1, . . . , Ym is bounded above by M
√
n. Then for E :=
span {X1 + Y1,X2 + Y2, . . . ,Xm + Ym} we have
P
{
LCDc2.4
√
n,c2.4
(E⊥) ≤ √nec2.4n/(n−m)} ≤ e−c2.4n.
The next result is essentially proved for centered matrices in [40]; see [40, Lemma 5.8] and [42,
Lemma 4.8]. For non-centered matrices, the statement follows by a straightforward modification
of the argument.
Theorem 2.5. For any K,M > 0 there are C2.5, c2.5 > 0 depending only on K,M with the
following property. Let m ≥ C2.5 and let B be an m×m random matrix with i.i.d K–subgaussian
real entries of zero mean and unit variance. Further, let M be any fixed m×m real matrix with
‖M‖ ≤M√m. Then with probability at least 1− e−c2.5m we have
‖(B +M)Z‖2 ≥ c2.5m
max(
√
m,LCDc2.5
√
m,c2.5
(Z))
for any Z ∈ Sm−1(R).
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The next theorem provides small ball probability estimates for projections of complex ran-
dom vectors in the absence of strong structural assumptions on the range of the projection.
In one-dimensional setting, those are reformulations of Erdo˝s–Littlewood–Offord and Le´vy–
Kolmogorov–Rogozin inequalities [27, 16, 25, 37, 19, 22]; high-dimensional versions are studied,
in particular, in [41, 31, 46]. The statement below can be proved by a reduction to the real
setting via the relation L(PF (X),
√
kt) = L(Preal(F )(real(X)),
√
kt) (see [46]) and applying the
above anti-concentration estimates from [42].
Theorem 2.6. For any ζ > 0 there is C > 0 depending only on ζ with the following property.
Let X be a random vector in Cm satisfying assumption (**). Further, let Y be a fixed vector in
Incompm(ζ, ζ). Then
L(〈X,Y 〉, t) ≤ (Ct+ Cm−1/2)2 for all t > 0.
More generally, if F is a fixed subspace in Cm of dimension k such that F ∩ Sm−1(C) ⊂
Incompm(ζ, ζ) then
L(PF (X),
√
kt) ≤ (Ct+ Cm−1/2)2k for all t > 0.
3. An estimate for the smallest singular value of real rectangular matrices
Let M be a d × r real random matrix with independent isotropic columns. In this section,
we are concerned with estimating the smallest singular value of M (assuming certain small
ball probability estimates and concentration for individual matrix columns). The problem of
estimating smin(M) is a standard question within the random matrix theory, due to its relevance
to questions in statistics, convex geometric analysis, computer science. We refer, among others,
to surveys and books [1, 43, 55, 34, 56] for more information and further references. For a
tall matrix (for example, with d ≥ 2r) with i.i.d subgaussian entries, a basic ε–net argument
gives smin(M) ≥ c
√
d with probability at least 1 − e−cd, with c > 0 depending only on the
subgaussian moment; with more elaborate arguments, similar estimates are available for “almost
square” matrices and under more general assumptions on the matrix columns (see, in particular,
[30, 42, 26, 52, 60]). This estimate is close to optimal in general: for example, the random
Bernoulli matrix is of deficient rank with probability e−c′d. However, with some additional
assumptions on anti-concentration of the matrix columns, the singularity probability is much
smaller.
To obtain satisfactory quantitative estimates for smin, we modify the basic ε–net argument by
replacing the spectral norm of the matrix with the Hilbert–Schmidt norm: due to much better
concentration properties of the latter, we get strong small ball probability estimates for smin,
provided that such estimates exist for arbitrary linear combinations of the matrix columns. We
start with a simple lemma obtained as a consequence of the Hanson–Wright inequality [21, 44].
Lemma 3.1. Let m, r, d ∈ N, K > 0, and let X1, . . . ,Xr be i.i.d vectors in Rm satisfying (*).
Further, let M be an m× r random matrix such that Colℓ(M) = PF (Xℓ), ℓ = 1, . . . , r, with F
being a d–dimensional fixed subspace of Rm. Then
P
{‖M‖HS ≥ C3.1√rd} ≤ exp(−c3.1rd),
for some C3.1 > 1, c3.1 > 0 depending only on the subgaussian moment K.
Remark 3.2. The above lemma can be viewed as a special case of [44, Theorem 2.1], in which
we take A as the mr ×mr block-diagonal matrix with r identical blocks representing orthogonal
projection onto F , and consider a concatenated mr–dimensional random vector composed of
Xℓ’s.
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In the following statement we construct the required net inside the Euclidean ball. The
construction is a direct application of the probabilistic method, and was previously used in
other contexts in high-dimensional convex and discrete geometry. As a classical illustration of
this method we refer to Rogers’ paper [36]. Among recent applications, see [20] for randomized
coverings of convex sets and paper [23] where a statement similar to the one below is proved.
Lemma 3.3. Let r ≥ C3.3, and let m satisfy m ≤ 2r. For every t ∈ (2−2r , 1], there exists a
non-random subset N ⊂ 32Br2(R) \ 12Br2(R) of cardinality at most (C3.3/t)r with the following
property: For every real m× r matrix A with the Hilbert–Schmidt norm at most √r, and every
X ∈ Sr−1(R) there is X ′ ∈ N satisfying ‖A(X − X ′)‖2 ≤ t. Here, C3.3 > 0 is a universal
constant.
Proof. For brevity, we write Sr−1, Br2 instead of Sr−1(R), Br2(R). The proof involves a covering
of the set of matrices with uniformly bounded Hilbert–Schmidt norms, and a standard covering
of Sr−1.
We start with constructing a net of matrices. Let HS be the set of all real-valued m × r
matrices having the Hilbert–Schmidt norm at most
√
r. Since the absolute values of coordinates
of matrices from HS are bounded by
√
r, any 1√
mr
–net in the parallelotope [−√r,√r]m×r (with
respect to the ℓ∞–metric) is also a 1–net for HS (with respect to the Hilbert–Schmidt norm).
Thus, there is a 1–net NHS ⊂ HS of cardinality at most (2
√
mr)mr.
Further, let N˜ be a Euclidean t
2
√
r
–net on Sr−1 of cardinality at most (6
√
r/t)r.
Given positive real numbers t1, t2 and a random r–dimensional vector X = (x1, . . . , xr) uni-
formly distributed in the Euclidean ball t1B
r
2, for any fixed matrix A ∈ HS we have
(4) P
{‖AX‖2 > t2} ≤ (t1/t2)2.
Indeed, we have Ex2ℓ = t
2
1/(r + 2) for all ℓ ≤ r, and, applying the singular value decomposition
to A, obtain P
{‖AX‖2 > t2} = P{∑rℓ=1 s2ℓ x2ℓ > t22}, where s1, . . . , sr are the singular values of
A. Since
∑r
ℓ=1 s
2
ℓ ≤ r, Markov’s inequality implies
P
{‖AX‖2 > t2} ≤ t−22 r∑
ℓ=1
s2ℓ Ex
2
ℓ ≤ (t1/t2)2.
Now, define S as a collection of mutually independent random vectors uniformly distributed
in the shell 32B
r
2 \ 12Br2 , of cardinality ⌈
(
C
t
)r⌉, where the constant C > 1 is to be chosen later.
Note that in order to prove the lemma, it is enough to show that
P
{∀A ∈ HS ∀X ∈ Sr−1 ∃X ′ ∈ S : ‖A(X −X ′)‖2 ≤ t} > 0,
and then take N as an appropriate realization of S. Note that for any X ∈ Sr−1 there is X ′′ ∈ N˜
with ‖X −X ′′‖2 ≤ t2√r , so that for any matrix A ∈ HS we have ‖A(X −X ′′)‖2 ≤ t2 . Thus, the
above estimate holds if
1− p0 := P
{∀A ∈ HS ∀X ∈ N˜ ∃X ′ ∈ S : ‖A(X −X ′)‖2 ≤ t/2} > 0.
By the union bound,
p0 ≤
∑
X∈N˜
P
{∃A ∈ HS ∀X ′ ∈ S : ‖A(X −X ′)‖2 > t/2}
≤
∑
X∈N˜
∑
A∈NHS
P
{
∀X ′ ∈ S ∩
( t
8
Br2 +X
)
: ‖A(X −X ′)‖2 > t/4
}
.
Fix for a moment any A ∈ NHS and X ∈ N˜ , and denote by E the event that the Euclidean ball
t
8B
r
2 +X contains at least (C/48)
r points from S. Observe that t8B
r
2 +X is entirely contained
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in 32B
r
2 \ 12Br2 ; thus, the probability that a random vector uniformly distributed on 32Br2 \ 12Br2
falls into t8B
r
2 +X is greater than (t/12)
r. Hence, using the definition of S, we get
P(Ec) ≤
( |S|
⌊(C/48)r⌋
)(
1−
( t
12
)r)|S|−⌊(C/48)r⌋ ≤ (eC/t)r⌊(C/48)r⌋e−(C/12)r/2 ≤ exp(−er),
as long as the constant C is chosen sufficiently large. Further, conditioned on E , we can estimate
the probability P{∀X ′ ∈ S∩( t8Br2+X) : ‖A(X−X ′)‖2 > t/4} using relation (4) and conditional
independence; specifically,
P
{
∀X ′ ∈ S ∩
( t
8
Br2 +X
)
: ‖A(X −X ′)‖2 > t/4
∣∣ E} ≤ 2−2(C/48)r .
Finally, combining the estimates and taking the union bound, we obtain
p0 ≤ |N˜ | |NHS |
(
2−2(C/48)
r
+ exp(−er)) < 1,
and the result follows. 
As a consequence of the above lemmas, we obtain the main statement of the section.
Proposition 3.4. For any M,K ≥ 1 there is C3.4 > 1 depending only on K,M, with the
following property. Let r ≥ C3.4, m ≤ 2r, d ≥ r. Further, let M be an m × r random matrix,
where each column Colℓ(M) is the orthogonal projection of a random isotropic vector Xℓ in
R
m with i.i.d K–subgaussian coordinates, onto a d–dimensional fixed subspace F ; X1, . . . ,Xr
are mutually independent. Assume that for any unit vector a = (a1, . . . , ar) ∈ Rr, the linear
combination
∑r
ℓ=1 aℓColℓ(M) satisfies
L
( r∑
ℓ=1
aℓColℓ(M),
√
dt
)
≤ (δt)d + ν, t > 0,
for some numbers δ ≥ 1 and ν > 0. Then for all t ≥ (e−c3.1r + ν1/d)/δ and any fixed m × r
matrix W with ‖W‖HS ≤M
√
rd we have
P
{
smin(M +W ) ≤ C3.1
√
dt
} ≤ Cr+d3.4 δdtd−r.
Proof. Fix any t ≥ (e−c3.1r+ν1/d)/δ. By Lemma 3.3, there exists a discrete set N ⊂ 32Br2 \ 12Br2 ,
|N | ≤ (C3.3/t)r, such that for every X ∈ Sr−1 there exists X ′ = (x′1, . . . , x′r) ∈ N satisfying
‖(M +W )(X −X ′)‖2 ≤ t‖M +W‖HS/
√
r. Hence,
P
{
smin(M +W ) ≤ C3.1
√
dt
}
= P
{
min
X∈Sr−1
‖(M +W )X‖2 ≤ C3.1
√
dt
}
≤ P{ min
X′∈N
‖(M +W )X ′‖2 ≤ C3.1
√
dt+ t‖M +W‖HS/
√
r
}
.
Also, since ‖X ′‖2 ≥ 1/2, by the assumption of the Proposition we have
L
( r∑
ℓ=1
x′ℓColℓ(M), (2C3.1 +M)
√
dt
)
≤ ((4C3.1 + 2M)δt)d + ν.
Taking the union bound over all X ′ ∈ N and applying Lemma 3.1, we get
P
{
smin(M +W ) ≤ C3.1
√
dt
} ≤ P{‖M‖HS ≥ C3.1√rd}
+ P
{
min
X′∈N
‖(M +W )X ′‖2 ≤ (2C3.1 +M)
√
dt | ‖M‖HS ≤ C3.1
√
rd
}
≤ (C3.3/t)r
[(
(4C3.1 + 2M)δt
)d
+ ν
]
+ e−c3.1rd.
The result follows. 
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Remark 3.5. Let us compare the above estimate with the standard ε–net argument, involving
the spectral norm of the matrix. Assume for concreteness that d = 2r and ν = 0. The standard
ε–net argument then gives
P
{
smin(M) ≤ C ′t
√
d
} ≤ ( 3
t′
)r
sup
X∈Sr−1
P
{‖MX‖2 ≤ 2C ′t√d}+ P{‖M‖ ≥ C ′t√d/t′},
where we optimize over t′ ∈ (0, t] — the parameter of the net on Sr−1. Under the assumptions
on M , the best possible estimate for ‖M‖ is P{‖M‖ ≥ τ} ≤ e−cτ2 for all τ ≥ C√d (it is not
difficult to see that the reverse estimate holds with a different constant, say, when X1, . . . ,Xr
are Gaussians). For all t ≤ 1
C˜δ2
the optimization over t′ then gives
P
{
smin(M) ≤ C ′t
√
d
} ≤ C¯dδdtd−r(√log(t−1δ−2))r,
producing the extra logarithmic factor.
4. No-gaps delocalization of null vectors in the real setting. Proof of
Theorem A
In this section, we consider delocalization of almost null vectors for rectangular matrices with
i.i.d subgaussian entries. As we have discussed in the introduction, our goal is not only to get
optimal bounds for the smallest coordinates of the vectors but also to derive optimal deviation
estimates. We combine the well known technique of test projections used in [33] with additional
ingredients: an efficient averaging procedure and small ball probability estimates for the smallest
singular values of matrices of projections, which were considered in the previous section.
Lemma 4.1. Given τ ≥ 0 and m ≤ n, let B be an m× n matrix with entries in Θ, and let u
be a unit vector in Θn such that ‖Bu‖2 ≤ τ . Given β > θ > 0, take any two sets
Iθ ⊂
{
i ≤ n : |ui| ≤ θ
}
and Jβ ⊂
{
i ≤ n : |ui| ≥ β
}
and assume that k := |Iθ| 6= 0 and r := |Jβ | 6= 0. Let
F := span {Coli(B) : i ∈ (Iθ ∪ Jβ)c}⊥.
Define an m× k matrix M and an m× r matrix M ′ as
M :=
(
PF (Coli(B))
)
i∈Iθ and M
′ :=
(
PF (Colj(B))
)
j∈Jβ .
Then we have
β
√
r smin(M
′) ≤ θ
√
k smax(M) + τ.
Proof. Denote by E1 the ellipsoid
E1 :=
{∑
i∈Iθ
aiPF (Coli(B)) : ‖(ai)i∈Iθ‖2 ≤ θ
√
k
}
,
and by E2 — the ellipsoid (hypersurface)
E2 :=
{∑
i∈Jβ
a′iPF (Coli(B)) : ‖(a′i)i∈Jβ‖2 = β
√
r
}
.
Then E2 ∩ (E1 + τBm2 (Θ) ∩ F ) is non-empty. Indeed, setting
v :=
β
√
r
‖(uj)j∈Jβ‖2
∑
j∈Jβ
ujPF (Colj(B)),
by construction we get v ∈ E2. On the other hand, since β
√
r/‖(uj)j∈Jβ‖2 ≤ 1 and∑
j∈Jβ
ujPF (Colj(B)) +
∑
i∈Iθ
uiPF (Coli(B)) = PFBu,
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where PFBu ∈ τBm2 (Θ) ∩ F and
∑
i∈Iθ
uiPF (Coli(B)) ∈ E1, we have v ∈ (E1 + τBm2 (Θ) ∩ F ).
Now, since E2 ∩ (E1 + τBm2 (Θ) ∩ F ) is non-empty, there exist vectors
a ∈ θ
√
kBk2 (Θ) and a
′ ∈ β√rSr−1(Θ) such that ‖M ′a′ −Ma‖2 ≤ τ,
and it remains to note that the l.h.s. is at least β
√
r smin(M
′)− θ√k smax(M). 
In what follows, this lemma allows to reduce the problem of estimating coordinates of u to
comparing largest and smallest singular values of auxiliary random matrices. The probabilistic
estimate on the singular values is obtained as a combination of Proposition 3.4 and structural
results of [40, 42] stated in Section 2.
Proposition 4.2. Let m,d ∈ N and let F be a subspace of Rm of dimension d. Further, let
k, r < d, and let X1, . . . ,Xr, Y1, . . . , Yk be i.i.d random vectors in R
m satisfying (*) with a
parameter K. Let M and M ′ be m× r and m× k random matrices with columns PF (Xℓ), ℓ ≤ r
and PF (Yℓ), ℓ ≤ k, respectively. Finally, assume that W and W ′ are fixed m × r and m × k
matrices with spectral norms at most M√d. Then for any ε1, ε2 > 0, τ ∈ [0, ε2
√
d] and α > 0,
γ ∈ (0, 1) we have
P
{
ε1smin(M +W ) ≤ ε2smax(M ′ +W ′) + τ
}
≤ (C ′4.2/γ)d
( √
d
LCDα,γ(F )
+ γe
−c′
4.2
α2/d
+ e−c3.1r +
ε2
ε1
)d−r
,
where C ′4.2, c′4.2 > 0 may depend only on K,M. In particular, if LCDγ√m,γ(F ) ≥
√
meγm/d,
then the r.h.s. is less than Cd4.2
(
e−c4.2m/d+ e−c3.1r+ ε2/ε1
)d−r
, where C4.2, c4.2 > 0 depend only
on K,M and γ.
Proof. Fix for a moment any (a1, . . . , ar) ∈ Sr−1(R), and let
Z :=
r∑
ℓ=1
aℓPF (Xℓ) = PF
( r∑
ℓ=1
aℓXℓ
)
, so that ‖Z‖2 = dist
( r∑
ℓ=1
aℓXℓ, F
⊥
)
.
Clearly,
∑r
ℓ=1 aℓXℓ is an isotropic random vector in R
m with i.i.d coordinates. Moreover,
each coordinate is CK–subgaussian, with C > 0 being a universal constant (see, for exam-
ple, [55, Lemma 5.9]). Now, by Theorem 2.3, we have for any α > 0, γ ∈ (0, 1) and for all
t ≥ √d/LCDα,γ(F ):
L(Z,√dt) ≤ (C˜t/γ)d + C˜de−cα2 ,
where C˜, c > 0 depend only on the subgaussian moment K. Setting
t0 :=
√
d/LCDα,γ(F ) + (e
−c3.1r + C˜e−cα
2/d)γ/C˜
and applying Proposition 3.4 with δ = C˜/γ and ν = C˜de−cα2 , we get
P
{
smin(M +W ) ≤ C3.1
√
dt
} ≤ Cr+d
3.4
δdtd−r, t ≥ t0.
Further, it follows from the Hanson–Wright inequality (see Theorem 3.2 of [44]) that
(5) P
{
smax(M
′ +W ′) ≥ C ′′h√d+ k} ≤ e−h2(d+k), h ≥ 1,
where C ′′ ≥ 1 may only depend on K,M.
Note that for any two independent real-valued random variables ξ1, ξ2,
P{ξ1 ≤ ξ2} ≤ P{ξ1 ≤ a}+
∞∑
ℓ=1
P{ξ1 ≤ 2ℓa}P{ξ2 ≥ 2ℓ−1a}, ∀a ∈ R.
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Using this relation together with the inequality τ ≤ ε2
√
d, we get
P
{
ε1smin(M +W ) ≤ ε2smax(M ′ +W ′) + τ
} ≤ P{smin(M +W ) ≤ C3.1√dt0}
+
∞∑
ℓ=1
P{smin(M +W ) ≤ C3.1
√
d 2ℓt0}P{smax(M ′ +W ′) ≥ (C3.1(ε1/ε2)2ℓ−1t0 − 1)
√
d}.
Let ℓ0 > 0 be the smallest positive integer satisfying C3.1(ε1/ε2)2
ℓ0t0
√
d ≥ 2C ′′√d+ k, so that
2ℓ0−1t0 < C(t0 + ε2/ε1),
where C > 0 is an absolute constant. Applying the above estimates for smin and smax and using
a trivial probability bound for smax for all ℓ ≤ ℓ0 (this corresponds to h < 1 in (5)), we get
P
{
ε1smin(M +W ) ≤ ε2smax(M ′ +W ′) + τ
}
≤
ℓ0∑
ℓ=0
Cr+d
3.4
δd(2ℓt0)
d−r +
∞∑
ℓ=ℓ0+1
Cr+d
3.4
δd(2ℓt0)
d−r exp
(− (C3.1(ε1/ε2)2ℓ−1t0 − 1)2d(C ′′)−2)
≤ 2Cr+d
3.4
δd(2ℓ0t0)
d−r + 2Cr+d
3.4
δd(2ℓ0+1t0)
d−r exp
(− (C3.1(ε1/ε2)2ℓ0t0 − 1)2d(C ′′)−2)
≤ 4Cr+d
3.4
δd(2ℓ0+1t0)
d−r
≤ 4Cr+d
3.4
δd(4C(t0 + ε2/ε1))
d−r,
where to estimate the value of the series we used that, by our assumption on ℓ0,
2d−r exp(−(C3.1(ε1/ε2)2ℓ+1t0 − 1)2d(C ′′)−2)
exp(−(C3.1(ε1/ε2)2ℓt0 − 1)2d(C ′′)−2) ≤
1
2
, ℓ ≥ ℓ0 + 1.
The result follows.

Now, we can prove the main result of this section, which gives Theorem A from the introduc-
tion for an appropriate choice of parameters.
Theorem 4.3. For any K ≥ 1 there are C4.3, c4.3 > 0 depending only on K with the following
property. Let n ≥ C4.3, let 1 ≤ n −m ≤ n/log n, and let B be an m × n random matrix with
independent columns satisfying (*). Then for any
C4.3(n−m) log n ≤ k ≤ c4.3n, e−c4.3k/(n−m) ≤ t ≤ 1, 0 ≤ τ ≤ k2t/n3/2
and any m× n fixed matrix W with ‖W‖ ≤ √k we have
P
{
∃u ∈ Sn−1(R) : ‖(B +W )u‖2 ≤ τ and u∗n−k+1 ≤
kt
n3/2
}
≤ (C4.3t)k + e−c4.3n.
Proof. The constants C4.3, c4.3 can be recovered from the proof below. Given n ≥ C4.3 and
1 ≤ n−m ≤ n/log n, take any k, t, τ satisfying
k ∈ [C4.3(n−m) log n, c4.3n], t ≤ 1, and τ ≤ k2t/n3/2 ≤ c24.3
√
n,
and a fixed matrix W with ‖W‖ ≤ √k. Let u = (u1, . . . , un) be a unit random vector such that
‖(B +W )u‖2 ≤ τ everywhere on the probability space. It follows from [42, Lemma 2.6] that
there is c˜ = c˜(K) > 0 such that if c4.3 ≤ c˜,
β := c˜/
√
n and Jβ :=
{
i ≤ n : |ui| ≥ β
}
then P{|Jβ | < c˜n} < e−c˜n. Set
θ := kt/n3/2 and Iθ := {i ≤ n : |ui| ≤ θ}
and note that
u∗n−k+1 ≤ θ if and only if |Iθ| ≥ k.
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Thus we need to estimate probability of the event
{|Iθ| ≥ k}. Using Markov’s inequality, we get
P
{|Iθ| ≥ k} ≤ k−kE(|Iθ|k1{|Iθ|≥k})
≤ (c˜nk)−kE(|Iθ|k|Jβ |k1{|Iθ|≥k}1{|Jβ |≥c˜n})+ (n/k)ke−c˜n,(6)
and we need to get a bound for E
(|Iθ|k|Jβ |k1{|Iθ|≥k}1{|Jβ |≥c˜n}).
Let Erk be the event that all m×m submatrices of B +W are of full rank. The main result
of [40] implies that, as long as n−m ≤ c′n for a sufficiently small c′ > 0 (depending on K), we
have
P(Erk) ≥ 1− e−c′n
(as we already mentioned, [40] deals with centered random matrices, however, adding a non-
random shift with an appropriately bounded spectral norm does not in any way change the
argument). Given any two distinct subsets of indices I := {i1, . . . , ik}, J := {j1, . . . , jk} ⊂ [n],
denote
F = F (I, J) := span {Coli(B +W ), i ∈ (I ∪ J)c}⊥.
Conditioned on Erk, we have
(7) dimF = m− (n − 2k) =: d ∈ (k, 2k).
Further, assuming that c4.3 ≤ c2.4/2, by Theorem 2.4 we get
P
{
LCDc2.4
√
m,c2.4
(F ) ≤ √mec2.4m/d} ≤ e−c2.4m.
Let M , M ′ be the m×k matrices with columns PF (Colj(B+W )), j ∈ J and PF (Coli(B+W )),
i ∈ I, respectively. Set
ε1 := β
√
k = c˜
√
k/n, ε2 := θ
√
k = t(k/n)3/2.
Note that with this choice, ε1 > ε2 ≥ τ/
√
d. By Proposition 4.2 we have
P
{
ε1smin(M) ≤ ε2smax(M ′) + τ
∣∣ {dimF = d} ∩ {LCDc2.4√m,c2.4(F ) ≥ √mec2.4m/d}}
≤ Cd
4.2
(
e−cn/k + e−ck + ε2/ε1
)d−k
,(8)
where C4.2 and c = min{c4.2/2, c3.1, c′} depend on K and c2.4, and we used that m/d ≥ n/(2k).
Let χj1,...,jk,i1,...,ik(ε1, ε2) be the indicator of the event
ε1smin(M) ≤ ε2smax(M ′) + τ.
It follows from (7) – (8) that for all ε2/ε1 ≥ e−cn/k + e−ck we have
E(χj1,...,jk,i1,...,ik(ε1, ε2)) ≤ Cd4.2
(
2ε2/ε1
)d−k
+ e−c
′n + e−c2.4m ≤ Cd(ε2/ε1)d−k
with C > 2C4.2, so that
(9) E
(∑
χj1,...,jk,i1,...,ik(ε1, ε2)
)
≤ Cdn2k(ε2/ε1)d−k,
where the sum is taken over all ordered 2k–tuples (j1, . . . , jk, i1, . . . , ik) with distinct components.
Now for any distinct i1, . . . , ik ∈ Iθ and j1, . . . , jk ∈ Jβ (whenever |Iθ|, |Jβ | ≥ k) by Lemma 4.1
we have χj1,...,jk,i1,...,ik(ε1, ε2) = 1, hence deterministically∑
χj1,...,jk,i1,...,ik(ε1, ε2)(10)
≥ |Iθ|(|Iθ| − 1) . . . (|Iθ| − k + 1)|Jβ |(|Jβ | − 1) . . . (|Jβ | − k + 1)1{|Iθ |≥k}1{|Jβ |≥c˜n}
≥ 9−k|Iθ|k|Jβ |k1{|Iθ|≥k}1{|Jβ |≥c˜n}.
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Let t0 := c˜nk
−1(e−cn/k + e−ck/(n−m)). Note that t0 < 1 provided that c−14.3 , C4.3 > c−1 are big
enough. For t ≥ t0 we have (c˜n/(kt))n−m ≤ eck and
ε2
ε1
=
kt
c˜n
≥ e−cn/k + e−ck/(n−m) ≥ e−cn/k + e−ck,
which together with (9) – (10) yield
E(|Iθ|k|Jβ |k1{|Iθ|≥k}1{|Jβ |≥c˜n}) ≤ 9kn2kCd(ε2/ε1)d−k ≤ (9C2/c˜)kn3k−d(kt)d−k.
Hence, plugging this in (6), we get for t ≥ t0
P
{|Iθ| ≥ k} ≤ (3C/c˜)2k(n/k)2k−dtd−k + (n/k)ke−c˜n
=
(
(3C/c˜)2k(n/(kt))n−m + (n/(kt))ke−c˜n
)
tk ≤ (Ĉt)k
for some Ĉ > 1. Thus, for any t ≥ t0 and τ ≤ k2t/n3/2, any unit random vector u with
P{‖(B +W )u‖2 ≤ τ} = 1 satisfies
P
{
u∗n−k+1 ≤ kt/n3/2
} ≤ (Ĉt)k.
Also, P
{
u∗n−k+1 ≤ kt/n3/2
} ≤ (Ĉt0)k for t ≤ t0. Note that there exists c > 0 such that
t0 ≤ max(e−cn/k, e−ck/(n−m)).
Hence, for all t ≥ e−c¯k/(n−m) we get from the above
P
{
u∗n−k+1 ≤ kt/n3/2
} ≤ (Ĉmax(t, t0))k ≤ (Ĉmax(t, e−c¯n/k))k ≤ (Ĉt)k + Ĉke−c¯n.
The result follows. 
As an illustration of the above result, we consider no-gaps delocalization of eigenvectors of
non-Hermitian random matrices corresponding to real eigenvalues of small absolute value.
Corollary 4.4. For any K ≥ 1 there are C4.4, c4.4 > 0 depending only on K with the following
property. Let n ≥ C4.4, let B be an n × n random matrix with independent columns satisfying
(*). Then for any integer k ∈ [C4.4 log n, c4.4n] we have
P
{
∃v ∈ Sn−1(R) : Bv = λv for some −
√
k ≤ λ ≤
√
k and v∗n−k+1 ≤
c4.4k
n3/2
}
≤ e−k.
Proof. Applying a simple discretization procedure for the interval [−√k,√k], we get that the
probability under consideration is less then
c−1
4.4
(n/k)3/2P
{
∃v ∈ Sn−1(R) : ‖Bv− λ0v‖2 ≤ c4.4k
2
n3/2
and v∗n−k+1 ≤
c4.4k
n3/2
}
for some −√k ≤ λ0 ≤
√
k. Evidently, here B can be replaced with any its submatrix of the size
(n− 1)× n without increasing the probability. Hence, choosing c4.4 being sufficiently small and
applying Theorem 4.3 with m = n− 1 and W = λ0I, we get the result. 
As another simple corollary, let us consider no-gaps delocalization for singular vectors corre-
sponding to small singular values. We note that sup-norm delocalization of singular vectors is
well studied in literature; see, in particular, section 8 of survey [34] and references therein, as
well as papers [49, 9, 35, 3, 4, 57, 58].
For a square n× n matrix B with i.i.d K–subgaussian entries, Wei [59] showed that the ℓ–th
smallest singular value sn−ℓ+1(B) satisfies sn−ℓ+1(B) ≤ Ctℓ√n with probability 1 − e−cℓt for all
t ≥ 1, where C, c > 0 may only depend on K (we refer to [33, 39, 51] for upper bounds for
smin(B)). Combining this result with the above theorem, we immediately get
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Corollary 4.5. For any K ≥ 1 there are C4.5, c4.5 > 0 depending only on K with the following
property. Let n ≥ C4.5 and let B be an n×n random matrix with independent columns satisfying
(*). Then for any ℓ ∈ [n] and any C4.5
√
nmax(ℓ, log n) ≤ k ≤ c4.5n we have
P
{
v∗n−k+1 ≤
c4.5k
n3/2
, for a unit vector v satisfying BTBv = sn−ℓ+1(B)2v
}
≤ n−1.
Remark 4.6. The estimates in the above corollary are non-trivial for ℓ = o(n).
5. Eigenvectors of non-Hermitian matrices
In this section, we study no-gaps delocalization of eigenvectors of non-Hermitian random
matrices with i.i.d entries. The basic tool, as in the case of almost null vectors, is a test projection
onto the orthogonal complement F of n−N columns of the random matrix (where N is chosen
polylogarithmic in n). The major difficulty in working with eigenvectors rather than null vectors
of the matrix is the necessity to control magnitudes of projections of rescaled coordinate vectors
−zei. When z is small by absolute value, a trivial upper bound ‖PF (−zei)‖2 ≤ |z| for the norm
of the projection is already sufficient (see Corollary 4.4). However, when |z| is of order n1/2,
such trivial estimate becomes useless.
A similar problem was considered earlier in [45] where the sup-norm delocalization was stud-
ied. The authors of [45] have developed a strategy based on comparing the magnitudes of
projections of −zei with each other rather than estimating their “absolute” magnitudes. The
bound on the ℓ∞–norm of an eigenvector was reduced to estimating probabilities of the form
(11) P
{‖P (ColN (A)− zeN )‖2 ≤ ε max
i≤N−1
‖P (Coli(A)− zei)‖2
}
,
where P was a specially constructed test projection with ker(P ) ⊃ F . It was shown that, for
N polylogarithmic in n and for ε = log−C(n) for a sufficiently large constant C > 0, the above
probability is very close to zero implying the upper bound polylog(n)√
n
for the ℓ∞–norms of unit
eigenvectors of A [45, Section 5].
The upper bound for (11) obtained in [45] with the above choice of ε is exp(−cN/ log n) [45,
Theorem 5.1], which is sufficient for ℓ∞–delocalization. However, studying no-gaps delocalization
with the same method requires much stronger estimates, as they need to be able to survive the
union bound over a very large number of combinations of coordinates. In particular, in the real
case, for any β > θ > 0, the probability of the event{∃v ∈ Sn−1(R) : ‖(A− z)v‖2 ≤ n−2 and |vi| ≤ θ, i < N ; |vN | ≥ β}
has to be bounded from above by
(
NCθ/β
)N
, so that the averaging argument, similar to that
in the proof of Theorem 4.3, would imply the desired lower bound for the order statistics of
eigenvectors. The procedure of selecting spectral window developed in [45] and applied to bound
(11), does not seem applicable to get the stronger bounds needed in our context.
5.1. No-gaps delocalization in terms of test projections and ellipsoids. An alternative
procedure developed in this paper is based on a careful analysis of the ellipsoid
E′ :=
{N−1∑
i=1
aiPF (−zei) : ‖(a1, . . . , aN−1)‖2 ≤ 1
}
as well as the dual ellipsoid. Rather than comparing the lengths of PF (−zei), we consider the
geometric problem of estimating probability of events of the form
PF (−zeN ) ∈ εE′ + τBF2 .
A simple but important observation is the following deterministic lemma:
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Lemma 5.1. Given n ∈ N, let A be an n × n matrix with entries in Θ, and let z ∈ Θ. For
N < n, let
F := span {Coli(A− z) : i ∈ [n] \ [N ]}⊥.
Let v = (v1, . . . , vn) ∈ Sn−1(Θ) and let τ > 0, β > θ > 0 be parameters such that
‖(A− z)v‖2 ≤ τ, |vi| ≤ θ, i ≤ N − 1, and |vN | ≥ β.
Assume also that for some T > 0 we have ‖PFColℓ(A)‖2 ≤ T , ℓ ∈ [N ]. Then
(a) PF (−zeN ) ∈ θ
√
N
β
E′ +
( τ
β
+
TNθ
β
+ T
)
BF2 and
(b) PFColN (A− z) ∈ θ
√
N
β
E′ +
( τ
β
+
TNθ
β
)
BF2 .
Proof. Let X := PFColN (A − z). Applying the argument from the proof of Lemma 4.1 with
B = A− z, Jβ = {N}, Iθ = [N − 1], we obtain
X ∈ θ
√
N
β
{N−1∑
ℓ=1
aℓPFColℓ(A− z) : ‖(aℓ)‖2 ≤ 1
}
+
τ
β
BF2 .
On the other hand, by the conditions on vectors Colℓ(A), we have{N−1∑
ℓ=1
aℓPFColℓ(A− z) : ‖(aℓ)‖2 ≤ 1
}
⊂
{N−1∑
ℓ=1
aℓPF (−zeℓ) : ‖(aℓ)‖2 ≤ 1
}
+ T
√
N BF2 .
Together with the previous inclusion, this gives
X ∈ θ
√
N
β
E′ +
( τ
β
+
TNθ
β
)
BF2 ,
proving assertion (b). To get (a) it remains to note (again) that ‖PFColN (A)‖2 ≤ T . 
The above lemma reduces the proof of Theorems B and C to computing the probability of
conditions (a) and (b) on the test projections. Probabilistic analysis of (a) is relatively harder,
and constitutes most part of the section. The condition (b) is considered in Subsection 5.4 (see
discussion at the beginning of the subsection and Lemma 5.25).
In what follows, rather than working with the sequence
(
PF (−ze1), . . . ,PF (−zeN )
)
we will
consider a dual basis in F . We will need some definitions. For brevity, we use capital calligraphic
letters to denote sequences of vectors of a given length, for example, UN = (U1, . . . , UN ). Cor-
respondingly, span (UN ) = span {U1, . . . , UN} is the linear span of U1, . . . , UN . Further, given a
sequence of vectors UN in a Euclidean space E (over Θ) we use notation
(12) E(UN ) :=
{ N∑
i=1
aiUi : a1, . . . , aN ∈ Θ, ‖(a1, . . . , aN )‖2 ≤ 1
}
for the ellipsoid generated by UN .
Definition 5.2 (Biorthogonal system). We say that a pair UN , YN ∈ EN forms a biorthogonal
system in E if
span (UN ) = span (YN ) = E and 〈Ui, Yj〉 = δij , 1 ≤ i, j ≤ N.
The next observation is essentially taken from [45]; we provide its proof for Reader’s conve-
nience:
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Lemma 5.3 ([45]). Let A = (aij)i,j, z 6= 0, and subspace F be as in Lemma 5.1. Assume
that the (n − N) × (n − N) principal submatrix A˜ of A obtained by crossing out first N rows
and N columns, is invertible. Let e′1, . . . , e′N be the coordinate vectors in R
N . Define (n −N)–
dimensional vectors
qi = qi(A,N) := (a¯iℓ)ℓ∈[n]\[N ], i ≤ N,
and (n−N)× (n−N) matrix D := z¯−1(A˜∗ − z)−1. Finally, construct n–dimensional vectors
(13) Vi = Vi(A, z,N) := (−z¯−1e′i)⊕Dqi, i ∈ [N ],
where the direct sum “⊕” should be understood as a concatenation of N–dimensional vectors
−z¯−1e′i with (n − N)–dimensional vectors Dqi’s. Then Vi, i ∈ [N ] form a basis of the space
F and, moreover, the sequences PF (−ze1), . . . ,PF (−zeN ) and V1, . . . , VN form a biorthogonal
system in F .
Proof. With the notation introduced above, we have
(A− zIn) =
[
· · ·
∣∣∣ColN+1(A− zIn) . . . Coln(A− zIn)] =
[
· · ·
∣∣∣∣∣ Q(A˜− zIn−N )
]
,
where
Q =
 a1N+1 . . . a1n... ...
aN N+1 . . . aN n
 =
 q1...
qN
 .
Clearly, [
IN
∣∣ −Q(A˜− zIn−N )−1] · [ Q
(A˜− zIn−N )
]
= 0,
Hence, the columns of the matrix[
IN
∣∣ −Q(A˜− zIn−N )−1]∗ = [ IN−(A˜∗ − zIn−N )−1Q∗
]
are orthogonal to Coli(A−zIn), i = N+1, . . . , n, so that multiplying by−z−1 we get 〈Vj ,Coli(A−
zIn)〉 = 0, j = 1, . . . , N , i = N + 1, . . . , n. Hence, V1, . . . , VN ∈ F and
〈PF (−zei), Vj〉 = 〈ei, e′j ⊕−(A˜∗ − zIn−N )−1qj〉 = δij, i, j ∈ [N ].
This finishes the proof of the lemma. 
In [45] it was observed that working with the dual basis V1, . . . , VN has significant advantages
compared to the “original” basic sequence PF (−ze1), . . . ,PF (−zeN ). Indeed, in our random
model, upon conditioning on a realization of D, vectors V1, . . . , VN are mutually independent
and, moreover, are linear images of the random vectors with i.i.d. components. On the other
hand, expressing the geometric condition on the test projections from Lemma 5.1 in terms of
the dual sequence, and a decoupling procedure to estimate probabilities, are quite non-trivial
problems. It will be convenient for us to study probabilities of events corresponding to (a) and
(b) in Lemma 5.1 separately. This requires us to introduce a splitting of ellipsoids, as well as
possible realizations of the dual basis V1, . . . , VN , into a finite number of classes, which will be
employed in a decoupling argument.
The text below is split into four parts. In Subsection 5.2, we study the geometric condition
(a) from Lemma 5.1 in an abstract (deterministic) setting. More precisely, having in mind the
decoupling procedure briefly mentioned above, we are concerned with studying a condition of
the form
E(UN ) ∈ C(R,b) and UN ∈ δE(UN−1) + TBE2 ,
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where UN = (U1, . . . , UN ), YN = (Y1, . . . , YN ) is an arbitrary biorthogonal system in a Euclidean
space E, and C(R,b) is a class (a subset) of ellipsoids parametrized by a number R and a vector
b (see Definition 5.4, as well as the beginning of Subsection 5.4 where the splitting into classes
is discussed in detail). Our goal is to express the condition in terms of the dual sequence YN .
In fact, for technical reasons instead of YN we work with its δ-perturbation WN , i.e. a sequence
of vectors such that ‖Yi−Wi‖2 ≤ δ, i ∈ [N ]. As the first step, we show that the above condition
on UN implies that
∃Y : ‖Y ‖2 ≤ T ′ and |〈Wℓ, Y 〉| ≤ δ′, ℓ ≤ N − 1; |〈WN , Y 〉| = 1
for certain δ′ = δ′(T, δ) and T ′ = T ′(T ) (see Corollary 5.15). Probabilistically, the latter
condition is very difficult to work with. To be able to apply a union bound argument later, we
need to discretize the domain for Y and represent the last condition as a statement about a
finite number of vectors. For this reason, we define the set Υ(WN , δ′, T ′) (see Definition 5.16)
which can only contain vectors having a special structure (at most (CN)CN vectors) and show
that the last condition implies that Υ(WN , δ′, T ′) 6= ∅. This implication is verified in the main
technical element of the section — Lemma 5.17, while Proposition 5.19 summarizes the results.
In Subsection 5.3 we consider the results of the previous subsection from the probabilistic
viewpoint. The main goal there is to estimate probability of the event {Υ(V˜N , δ′, T ′) 6= ∅}, where
V˜N is a δ–perturbation of VN (see (13) and formula (27)). We start by analyzing properties of
anisotropic random vectors of the form DX, where D is a fixed matrix and X is a random vector
with i.i.d. components. A systematic treatment of anti-concentration properties of anisotropic
random vectors was given earlier in [45]. We reuse some of the estimates from [45] while adding
some new ones. Further, we apply the obtained relations together with a special decoupling
procedure to treat the event in question. The central technical element of the subsection is
the decoupling argument in the proof of Lemma 5.23, while the results of the subsection are
summarized in Proposition 5.24.
In Subsection 5.4, using results from Sections 5.2, 5.3, we estimate probability of the event
given (in a deterministic form) by Lemma 5.1. Thus, we are able to estimate probability of an
event of the form{∃v ∈ Sn−1(Θ) : ‖(A− z)v‖2 ≤ n−2 and |vℓ| ≤ θ, ℓ ≤ N − 1; |vN | ≥ β}.
We use the estimate, together with an averaging argument similar to that in the proof of The-
orem 4.3, to obtain the main statements of this paper in Subsection 5.5.
5.2. Biorthogonal systems, dual ellipsoids, and discretizations. Throughout this sub-
section we use notation UN = (U1, . . . , UN ) for a sequence of linearly independent vectors in a
Euclidean space E over Θ and YN = (Y1, . . . , YN ) for the dual sequence.
Let E(UN ) be the ellipsoid generated by UN (see (12)). Clearly, the ellipsoid is the linear image
of the unit Euclidean ball in ΘN under the action of the linear operator L : ℓN2 (Θ) → E with
L(ei) = Ui, i = 1, 2, . . . , N . Denote by s1(UN ) ≥ s2(UN ) ≥ · · · ≥ sN (UN ) the singular values of
L. Note that by the definition of a biorthogonal system we have si(UN ) = s−1N−i+1(YN ), i ≤ N.
Definition 5.4 (Class C(R,b)). Given any number R > 1 and a non-increasing sequence of
integers
(14) b = (b1, . . . , bN ) ∈ ZN , b1 ≥ b2 ≥ · · · ≥ bN , such that 1/2 ≤ 2bi ≤ R, i ≤ N,
we say that E(UN ) belongs to the class C(R,b) if
min
(
max(si(UN ), 1), R
) ∈ [2bi , 2bi+1), i ≤ N,
i.e. if max(si(UN ), 1) ≥ 2bi and min(si(UN ), R) < 2bi+1.
Given R > 1, the classes C(R,b) for all b satisfying (14) form a partition of the set of ellipsoids
E(UN ), UN ∈ EN . The next lemma is immediate:
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Lemma 5.5. For any R > 1, the total number of classes C(R,b) (for all admissible b) is
bounded above by
(
log2R+ 2
)N
.
The classes C(R,b) provide a discretization of the set of ellipsoids of not-too-large complexity,
and allow us (in a probabilistic context) to condition on the event that a random ellipsoid
generated by the test projections of vectors −zei, belongs to a given class, without seriously
affecting the probability estimates. The definition of the classes “truncates” large semi-axes of
the ellipsoid (those exceeding R) and does not record information about the magnitude of small
semi-axes (of length less than 1): the probabilistic argument proceeds in such a way that both
large and very small semi-axes do not significantly affect the estimates.
Let T, δ > 0 be some parameters. In what follows, we are interested in describing the condition
(15) E(UN ) ∈ C(R,b) and UN ∈ δE(UN−1) + T BE2
in terms of the sequence YN , where UN−1 denotes the sequence (U1, . . . , UN−1).
For technical reasons, we will work with perturbations of YN .
Definition 5.6 (δ–perturbation WN ). Let δ > 0. We say that a sequence of vectors WN is a
δ–perturbation of YN if ‖Yi −Wi‖2 ≤ δ for all i ≤ N .
Note that we do not requireW1, . . . ,WN to be contained in span (YN ). We have the following
elementary consequence of perturbation inequalities for singular values (see, for example, [10,
Theorem 1.3]):
Lemma 5.7. LetWN be a δ–perturbation of YN , and let s1(YN ) ≥ · · · ≥ sN (YN ) and s1(WN ) ≥
· · · ≥ sN(WN ) be as above. Then si(WN ) ≤ si(YN ) + δ
√
N , i ≤ N.
In the probabilistic setting considered later, we will not have a “direct access” to the singular
values si(WN ) but instead will be able to measure the distances from Wj’s to spans of some
otherWi’s. The ordering of the vectorsWj ’s will be quite important, which justifies the following
definition:
Definition 5.8 (Permutation σW , distances di). Given WN ∈ EN , we define σW as a permu-
tation of [N ] such that for all 1 ≤ i ≤ N ,
di := dist
(
WσW(i), span {WσW (j) : j < i}
)
= max
ℓ≤N
dist
(
Wℓ, span {WσW (j) : j < i}
)
;(16)
in particular d1 = ‖WσW (1)‖2 = maxi≤N ‖Wi‖2.
Note that the permutation may be not unique; in what follows for any WN we fix some σW
satisfying (16). The role of the permutation σW in the proof is twofold. First, the rearrangement
of vectors in WN provides a simple relation between the distances of WσW(i) to span {WσW (j) :
j < i} and the singular values si(WN ) (see Lemma 5.9 below). Second, the order ofWσW (i)’s will
be used in the crucial Lemma 5.17, which, in turn, “prepares” a decoupling argument employed
later in Subsection 5.3.
It is easy to check that d1 ≥ s1(WN )/
√
N and d1 ≥ d2 ≥ · · · ≥ dN . Moreover, we have
Lemma 5.9. Let WN ∈ EN and let s1(WN ) ≥ s2(WN ) ≥ · · · ≥ sN (WN ) be as above. Then,
with di’s defined by formula (16), we have di ≥ si(WN )/
√
N − i+ 1, i ≤ N.
Proof. It is convenient to regard si(WN )’s as the singular values of the m × N matrix Q with
columns Wi, i ≤ N . Fix any 2 ≤ i ≤ N , and set F := span {WσW (j) : j < i}⊥. The min-max
formula for singular values of Q (see, for example, [10, Theorem 1.2]) implies that
si(WN ) ≤ max
QX∈F,‖X‖2=1
‖QX‖2 ≤ ‖PFQ‖,
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where PF denotes the orthogonal projection onto F . On the other hand, by the definition of
σW be have
‖PFWℓ‖2 = dist
(
Wℓ, span {WσW (j) : j < i}
) ≤ di
for all ℓ ≤ N . Hence, ‖PFQ‖ ≤ di
√
N − i+ 1, and the result follows. 
It follows from the definition of C(R,b) that for any R > 1, b satisfying (14), and any sequence
UN , if E(UN ) ∈ C(R,b) then
(17) 2
∑N
i=1 bi ≤
N∏
i=1
min
(
max(si(UN ), 1), R
)
< 2N+
∑N
i=1 bi ,
where the quantity in the middle serves as a measure (“truncated volume”) of E(UN ). Lemma
5.9 allows to relate this measure to characteristics of a perturbation of a dual basis:
Proposition 5.10. Let δ > 0, N ≥ 1, and 1 < R ≤ δ−1N−1/2. Let UN ,YN be a biorthogonal
system in E, where E(UN ) ∈ C(R,b) for some b ∈ ZN . Let also WN be a δ–perturbation of YN ,
and di, i ≤ N , be defined by (16). Then
N∏
i=1
min(di, 1) ≤ (4N)N/2 2−
∑N
i=1 bi .
Proof. Fix for a moment any t > 0, and let I ⊂ [N ] be the set of all indices i ∈ [N ] with
si(WN ) ≤ t. Then for every i ∈ Ic := [N ] \ I we have min(di, t) ≤ t ≤ min(si(WN ), t), so that∏
i≤N
min(di, t) ≤
∏
i∈I
di
∏
i∈Ic
min(si(WN ), t).
Next, since di ≥ si(WN )/
√
N by Lemma 5.9, and in view of the standard identity∏
i≤N
di =
∏
i≤N
si(WN )
(see, for example, formula (3) in [10]), we get∏
i∈I
di =
∏
i≤N
si(WN )
∏
i∈Ic
d−1i ≤ NN/2
∏
i∈I
si(WN ) = NN/2
∏
i∈I
min(si(WN ), t).
Hence
N∏
i=1
min(di, t) ≤ NN/2
N∏
i=1
min(si(WN ), t).
Further, in view of Lemma 5.7 and the duality relation between UN and YN , we have
min(si(WN ), t) ≤ min
(
s−1N−i+1(UN ) + δ
√
N, t
)
≤ 2max (min(s−1N−i+1(UN ), t),min(δ√N, t)),
where, as before, s1(UN ) ≥ · · · ≥ sN (UN ) are the singular values of the linear operator L :
ΘN → E with L(ei) = Ui, i = 1, 2, . . . , N .
Now, choosing t = 1, we get from the above and our assumption on R
min(si(WN ), 1) ≤ 2max
(
min(s−1N−i+1(UN ), 1), δ
√
N
) ≤ 2/min (max(sN−i+1(UN ), 1), R),
24 ANNA LYTOVA AND KONSTANTIN TIKHOMIROV
and by (17),
N∏
i=1
min(di, 1) ≤ NN/2
N∏
i=1
min(si(WN ), 1)
≤ (4N)N/2
N∏
i=1
min
(
max(si(UN ), 1), R
)−1 ≤ (4N)N/2 2−∑Ni=1 bi .
This finishes the proof. 
Returning to formula (15), we can now describe the condition E(UN ) ∈ C(R,b) in terms of
a perturbation of YN . It will be convenient to introduce a classification of sequences of vectors
based on statistics of distances.
Definition 5.11 (Class D(r,p)). Given 0 < r < 1, let p := (p1, . . . , pN ) ∈ Zn satisfy
(18) p1 ≥ · · · ≥ pN and r/2 ≤ 2pi ≤ 1, i ≤ N.
We say that a sequence of vectors WN in a Euclidean space E belongs to the class D(r,p) if
min
(
max(di, r), 1
) ∈ [2pi , 2pi+1) ∀i ≤ N,
where the numbers di, i ≤ N , are defined by (16).
The following observation is immediate:
Lemma 5.12. For any 0 < r < 1, the total number of classes D(r,p) for all p satisfying (18)
does not exceed
(
2− log2 r
)N
.
Note that, for every 0 < r < 1, we have r ≤ min (max(di, r), 1) ≤ 1, i ≤ N . Thus, for anyWN
there exists a sequence p satisfying (18) such that WN belongs to D(r,p), i.e. the classes form
a partition of the N–sequences of vectors from E. We have the following formal consequence of
Proposition 5.10, describing the condition E(UN ) ∈ C(R,b) in (15):
Corollary 5.13. Given δ > 0, N ≥ 1, let UN ,YN be a biorthogonal system in E and WN be a
δ–perturbation of YN . Further, let r < 1, 1 < R ≤ δ−1N−1/2, and let a vector b satisfy (14).
Assume that
E(UN ) ∈ C(R,b) and di = di(WN ) ≥ r, i ≤ N.
Then
WN ∈ D(r,p) for some p satisfying 2
∑N
i=1 pi · 2
∑N
i=1 bi ≤ (4N)N/2 .
Proof. For every i ≤ N , we define pi as the (unique) integer satisfying min
(
di, 1
) ∈ [2pi , 2pi+1).
Then Definition 5.11 and Proposition 5.10 imply the result. 
Crucially, the above corollary relates quantity 2
∑N
i=1 bi , which serves as a measure of the size
of E(UN ) in our computations, with the quantity 2
∑N
i=1 pi which can be thought of as a measure
of “spreadness” of the sequence WN . The inequality 2
∑N
i=1 pi · 2
∑N
i=1 bi ≤ (4N)N/2 can be viewed
as an “approximation” of the natural duality relation
∏N
i=1 si(UN ) ·
∏N
i=1 si(YN ) = 1 between
the semi-axes of ellipsoids generated by the biorthogonal system. We will return to discussing
the relation between the parametric vectors b and p at the beginning of Subsection 5.4.
In the second part of this subsection, we investigate the second condition in (15).
Lemma 5.14 (Inclusion into ellipsoid via biorthogonal system). Let UN , YN be a biorthogonal
system in E. Assume further that for some T, δ > 0 we have
UN ∈ δE(UN−1) + TBE2 .
Then there is Y ∈ E with ‖Y ‖2 ≤ T such that
N−1∑
ℓ=1
|〈Yℓ, Y 〉|2 ≤ δ2, and |〈YN , Y 〉| = 1.
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Proof. Let B be a matrix with columns U1, . . . , UN . Then Y1, . . . , YN are the rows of the complex
conjugate of the inverse B¯−1. Conditions of the lemma can be rewritten as Ba = Y , for some
a = (a1, . . . , aN ) with aN = −1 and ‖(a1, . . . , aN−1)‖2 ≤ δ and ‖Y ‖2 ≤ T . Equivalently,
a = B−1Y , and the result follows. 
Corollary 5.15. Let T, δ, UN , YN be as in the lemma above, and let WN be a δ–perturbation
of YN . Assume additionally that Tδ ≤ 12 . Then there is a vector Y ∈ E with ‖Y ‖2 ≤ 2T such
that |〈Wℓ, Y 〉| ≤ 2δ + 2δT , ℓ ≤ N − 1, and |〈WN , Y 〉| = 1.
Proof. It follows from Lemma 5.14 that there exists Y ′ ∈ E with ‖Y ′‖2 ≤ T such that
|〈Wℓ, Y ′〉| ≤ δ + δT , and |〈WN , Y ′〉| ≥ 1 − δT ≥ 1/2. Hence, there is a number 0 < c ≤ 2
such that Y = cY ′ satisfies the conclusion of the corollary. 
As it follows from Corollary 5.15, in probabilistic setting, in order to estimate probability of
the event UN ∈ δE(UN−1) + TB2 it is sufficient to bound probability of the event of the form
(19)
{∃Y : ‖Y ‖2 ≤ T ′ and |〈Wℓ, Y 〉| ≤ δ′, ℓ ≤ N − 1; |〈WN , Y 〉| = 1}.
Estimating probability of the latter by taking the union bound over all possible choices of Y
would lead to summation over a continuum. To resolve this issue we use Lemma 5.17 below,
which allows to associate with a sequence WN a finite collection Υ(WN , δ′, T ) of vectors in E
which can be reconstructed from WN using certain relations for scalar products.
Definition 5.16 (Set Υ(WN , δ′, T )). Given a sequence of linearly independent vectors WN
in E (over Θ = C) and parameters δ′, T > 0, define Υ(WN , δ′, T ) as the set of all vectors
Z ∈ span (WN ) such that
• ‖Z‖2 ≤ T ;
• 〈Z,WN 〉 = 1;
• for any i ∈ [N ] \ {σ−1W (N)}, we have |〈Z,WσW (i)〉| ≤ 2
√
2(N + 1)δ′, and
either
〈Z,WσW (i)〉/δ′ ∈ Z+ iZ
or
〈Z,WσW (i)〉 = 〈Z,Pspan {WσW (j), j<i}WσW(i)〉.
Here, σW is the permutation of [N ] defined via relations (16). When Θ = R, the definition
of the vector collection is modified by replacing the lattice Z+ iZ with Z.
For example, in a simplest case when Wi =WσW(i) = ei, i ∈ [N ], and δ′ = 1, we have
Υ(WN , 1, T ) =
{
y ∈ TBN2 (C) : |yi| ≤ 2
√
2(N + 1) and yi ∈ Z+ iZ ∀i ∈ [N − 1]; yN = 1
}
.
The collection Υ(WN , δ′, T ) can be viewed as a discretization of the set of vectors Y from
Corollary 5.15, up to some adjustment of parameters. In particular, we allow the scalar products
〈Z,WσW (i)〉 (for Z ∈ Υ(WN , δ′, T )) to take only discrete values from a rescaled lattice Z +
iZ, unless Z is orthogonal to the vector Pspan {WσW (j), j<i}⊥WσW (i). The “unless” part in the
last statement is important: in the regime when a vector WσW (i) is “almost contained” in the
linear span of WσW(j), j < i, i.e. the projection of WσW(i) onto the orthogonal complement of
span {WσW (j), j < i} is very small, simultaneously fulfilling the requirements 〈Z,WσW (j)〉 ∈ δ′Z+
δ′iZ, j ≤ i, and ‖Z‖2 = O(T ′) may not be possible even if a vector Y in (19) does exist. Having
“simplified” the definition of Υ(WN , δ′, T ) leaving only conditions 〈Z,WσW (j)〉 ∈ δ′Z + δ′iZ,
j ∈ [N ] \ {σ−1W (N)}, we would not be able to prove the crucial Lemma 5.17 below. The special
role of the scalar product 〈Z,WN 〉 is naturally related to the fact that Z should serve as an
“approximation” of a vector Y from (19).
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Note that given a sequence of linearly independent vectors WN , a permutation σ, a subset
J ⊂ [N ] \ {σ−1(N)}, and numbers (kj)j∈J from Θ, the conditions
〈Z,WN 〉 = 1, 〈Z,Wσ(i)〉 =
{
kiδ
′, if i ∈ J,
〈Z,Pspan {Wσ(j), j<i}Wσ(i)〉, if i ∈ [N ] \ (J ∪ {σ−1(N)}),
(20)
uniquely determine a vector Z = ZWN ,J,(kj),σ ∈ span (WN ). Thus we can say that if Υ(WN , δ′, T )
is not empty then there exist a permutation σ, a subset J ⊂ [N ] \ {σ−1(N)}, and complex
numbers with integer real and imaginary parts,
(21) ki ∈ {z ∈ C : |z| ≤ 2
√
2(N + 1)} ∩ (Z+ iZ), i ∈ J,
such that vector Z = ZWN ,J,(kj),σ defined in (20) satisfies
(22) |〈Z , Wσ(i)〉| ≤ 2
√
2(N + 1)δ′, i ∈ [N ] \ {σ−1(N)} and ‖Z‖2 ≤ T.
(If Θ = R then ki ∈ (−2
√
2(N + 1), 2
√
2(N + 1)) ∩ Z.) We will return to discussing the set
Υ(WN , δ′, T ) in Remark 5.18.
The key statement below shows that every vector satisfying relations from (19) can be per-
turbed into a vector satisfying conditions (20), without increasing its length.
Lemma 5.17. LetWN be a sequence of linearly independent vectors in E. Assume that δ, δ′ > 0
and Y ∈ E are such that
|〈Y,WN 〉| = 1 and |〈Y,Wi〉| ≤ δ′, 1 ≤ i ≤ N − 1.
Assume further that dist(WN , span {Wi, i 6= N}) ≥ δ. Then the set Υ(WN , δ′, ‖Y ‖2+
√
2Nδ′/δ)
defined above is non-empty.
Proof. We will prove the statement when Θ = C; the real case follows by a straightforward
adaptation of the argument. Without loss of generality, 〈Y,WN 〉 = 1. For brevity, we will use
notations
W ′i := WσW(i), i ≤ N, and q := σ−1W (N).
Assuming conditions of the lemma, we will construct a vector ZN ∈ Υ(WN , δ′, ‖Y ‖2+
√
2Nδ′/δ)
in N steps via an inductive argument. At each step, the vector given by the induction hypothesis
will be perturbed in a special way, which will not increase its Euclidean norm, except for the
step q which has to be treated differently due to the special role of the inner product of the
vector with W ′q =WN .
Set Z0 := Y and F0 := {0}. For any m = 0, . . . , N , denote Fm := span {W ′1, . . . ,W ′m}. For
every m ∈ [N ], at the m-th step of the induction argument, we assume that there exists a vector
Zm−1 ∈ E satisfying conditions:
a) ‖Zm−1‖2 ≤ ‖Y ‖2 + 1{m−1≥q}
√
2qδ′/δ,
b) for any i ∈ [N ], |〈Zm−1,W ′i 〉 − 1{i=q}| ≤
√
2((m− 1) + 1)δ′ + 1{m−1≥q}
√
2qδ′, and
c) for any i ∈ [m− 1] \ {q}, either
〈Zm−1,W ′i 〉/δ′ ∈ Z+ iZ or 〈Zm−1,W ′i 〉 = 〈Zm−1,PFi−1W ′i 〉,
d) if m− 1 ≥ q then 〈Zm−1,W ′q〉 = 〈Zm−1,WN 〉 = 1,
and then construct vector Zm satisfying (a)–(d) with m− 1 replaced with m. Then, evidently,
after N steps we get ZN ∈ Υ(WN , δ′, ‖Y ‖2 +
√
2Nδ′/δ) and finish the proof.
Since Z0 satisfies all of the above conditions with m = 1, this allows us to start the inductive
procedure.
Note that Zm−1 satisfies all conditions for Zm except, possibly, (c) for i = m and (d). Hence
to obtain Zm from Zm−1, we need to perturb 〈Zm−1,W ′m〉 in a way which does not “spoil”
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conditions on 〈Zm−1,W ′i 〉 for i 6= m. To this end it is convenient to separate the projection of
Zm−1 on W ′m from the rest of projections and represent Zm−1 in the form
Zm−1 = Z ′m−1 + Z
′′
m−1,
where
Z ′m−1 = PFm−1
⊕
F⊥m
Zm−1 and
Z ′′m−1 = PPF⊥
m−1
(W ′m)
Zm−1 = 〈Zm−1,PF⊥m−1W
′
m〉
PF⊥m−1
W ′m
‖PF⊥m−1W ′m‖
2
2
.
In words, we decompose Zm−1 as a sum of orthogonal projections onto two orthogonal subspaces:
Fm−1
⊕
F⊥m and the (complex) one-dimensional subspace generated by the vector PF⊥m−1W
′
m.
Clearly, such representation is unique.
Let us first treat the special case m = q. In this case we set
Zq := Z
′
q−1 −
(〈Z ′q−1,W ′q〉 − 1)PF⊥q−1W
′
q
‖PF⊥q−1W ′q‖22
= Zq−1 −
(〈Zq−1,W ′q〉 − 1)PF⊥q−1W
′
q
‖PF⊥q−1W ′q‖22
,
so that 〈Zq,W ′q〉 = 1. Note that the inner products of Zq with W ′1, . . . ,W ′q−1 remain the same as
they were for the vector Zq−1. Thus, Zq satisfies (d) and (c) with m− 1 replaced with m = q.
Further, the norm of the vector Zq can be estimated as
‖Zq‖2 ≤ ‖Z ′q−1‖2 +
|〈Z ′q−1,W ′q〉 − 1|
‖PF⊥q−1W ′q‖2
≤ ‖Y ‖2 +
√
2qδ′
δ
,
where we have used the induction hypothesis for Zq−1 and the assumption on the distance of
W ′q =WN to the linear span of the rest. Thus, Zq satisfies (a), and it remains to check condition
(b) for i > q. Here is where our choice of the permutation σW becomes crucial. Note that, by
the definition of σW , the distance of W ′q to Fq−1 is at least as large as the distance from W ′i
to Fq−1 for any i > q. Hence, from the above formula for Zq and the induction hypothesis we
obtain
|〈Zq,W ′i 〉| ≤ |〈Zq−1,W ′i 〉|+ |〈Zq−1,W ′q〉 − 1| ≤ 2
√
2qδ′, i > q,
and (b) is verified.
For the rest of the proof, we will consider the case m 6= q. We will look for Zm of the form
Zm = Zm(ζ) := Z
′
m−1 + ζ Z
′′
m−1 = Zm−1 + (ζ − 1)Z ′′m−1, ζ ∈ D1 := {ζ ∈ C : |ζ| ≤ 1},
Our goal is to show that we can choose parameter ζ ∈ D1 so that Zm satisfies (a)–(d) with m−1
replaced with m. The above representation and the inductive hypothesis (conditions (a)–(d) for
Zm−1) guarantee that for any choice of ζ ∈ D1 we have
1. ‖Zm‖2 ≤ ‖Zm−1‖2 ≤ ‖Y ‖2 + 1{m−1≥q}
√
2qδ′/δ,
2. for i < m, 〈Zm,W ′i 〉 = 〈Zm−1,W ′i 〉,
3. for i = m, 〈Zm,W ′m〉 = 〈Zm,PFm−1W ′m〉+ ζ〈Zm−1,PF⊥m−1W
′
m〉,
4. for i ≥ m, |〈Zm,W ′i 〉 − 1{i=q}| ≤
√
2mδ′ + 1{m−1≥q}
√
2qδ′ + |ζ − 1||〈Z ′′m−1,W ′i 〉|,
so that, in particular, Zm(ζ) satisfies (a), (d); (b) for every for every i ≤ m − 1, and (c) for
every i ∈ [m− 1] \ {q}. Thus, it remains to provide (b) for i ≥ m and (c) for i = m, i.e. to find
ζ ∈ D1 such that
(23) |〈Zm,W ′i 〉 − 1{i=q}| ≤
√
2(m+ 1)δ′ +
√
2qδ′ for every i ≥ m
and
(24) either 〈Zm,W ′m〉/δ′ ∈ Z+ iZ or 〈Zm,W ′m〉 = 〈Zm,PFm−1W ′m〉.
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Again, the definition of σ(WN ) (see (16)) plays a crucial role. Namely, since by (16),
|〈PF⊥m−1W
′
m,W
′
j〉| ≤ ‖PF⊥m−1W
′
m‖2‖PF⊥m−1W
′
j‖2 ≤ d2m = |〈PF⊥m−1W
′
m,W
′
m〉|, ∀j ≥ m,
we have
|〈Z ′′m−1,W ′j〉| ≤ |〈Z ′′m−1,W ′m〉|, ∀j ≥ m.
This will allow us to “adjust” the inner product 〈Zm(ζ),W ′m〉 while not affecting 〈Zm(ζ),W ′j〉
(j > m) too much. In particular, now we can write instead of 4 above
(25) |〈Zm,W ′i 〉 − 1{i=q}| ≤
√
2mδ′ + 1{m−1≥q}
√
2qδ′ + |ζ − 1||〈Z ′′m−1,W ′m〉|, ∀i ≥ m.
To get (23) – (24) choosing appropriate ζ, and so to finish the proof, we consider three cases.
Case 1: 〈Zm−1,PF⊥m−1W
′
m〉 = 0. In this case Zm = Zm−1 (for any choice of ζ) and (23) follows
from (b) for Zm−1, while (24) is provided by the assumption.
Case 2: |〈Z ′′m−1,W ′m〉| ≤
√
2δ′. In this case we set ζ := 0, so Zm = Zm(0). Now (23) follows
from (25) and (24) follows from 3 above.
Case 3: 〈Zm−1,PF⊥m−1W
′
m〉 6= 0 and |〈Z ′′m−1,W ′m〉| >
√
2δ′ . Setting
Γ :=
{
z ∈ C : 〈Zm(z),W ′m〉 ∈ δ′Z+ δ′iZ
}
,
observe that necessarily Γ 6= ∅ and every Zm(ζ), ζ ∈ Γ, satisfies (24). So it remains to find
ζ0 ∈ Γ ∩D1 such that Zm(ζ0) satisfies (23).
Note that for every ζ1, ζ2 ∈ Γ we have
τi :=
〈Zm(ζi),W ′m〉
|〈Z ′′m−1,W ′m〉|
∈ δ
′
|〈Z ′′m−1,W ′m〉|
(Z+ iZ), i = 1, 2,
and |ζ1 − ζ2| = |τ1 − τ2|. Hence, Γ is a distance-preserving transformation of the lattice
(δ′/|〈Z ′′m−1,W ′m〉|)(Z + iZ), and, in particular, any disc in C of radius greater than or equal to
δ′/(
√
2|〈Z ′′m−1,W ′m〉|) contains at least one point from Γ. Thus, the condition |〈Z ′′m−1,W ′m〉| >√
2δ′ guarantees that the intersection of the discs
D1 and D := {ζ ∈ C : |1− ζ| ≤
√
2δ′/|〈Z ′′m−1,W ′m〉|}
contains a disk of radius δ′/
√
2|〈Z ′′m−1,W ′m〉| which, in turn, contains at least one point, say ζ0,
from Γ. Choose Zm = Zm(ζ0), ζ0 ∈ Γ∩D1∩D. Since ζ0 ∈ D, we have |ζ0−1||〈Z ′′m−1,W ′j〉| ≤ 2δ′.
This and (25) yield (23).
The above procedure produces a sequence of vectors Z0, Z1, . . . , ZN satisfying (a)–(d). Clearly,
ZN ∈ Υ(WN , δ′, ‖Y ‖2 +
√
2Nδ′/δ). This finishes the proof. 
Remark 5.18. We would like to note that some aspects in our definition of Υ(WN , δ′, T ) are
rather arbitrary. In particular, in the condition that for any Z ∈ Υ(WN , δ′, T ), the inner product
〈Z,WσW (i)〉 belongs to δ′Z+δ′ iZ (unless Z is orthogonal to Pspan {WσW (j), j<i}⊥WσW (i)), the lattice
δ′Z+ δ′ iZ could be replaced with some other (appropriate) discretizations of C without affecting
the argument.
The properties of Υ(WN , δ′, T ) of actual importance are dictated by its role in estimating
probabilities of events of the form (19) when WN is a collection of independent random vectors.
The three key elements in the estimation procedure are discretization, decoupling and a union
bound argument. As we noted above, the event {Υ(WN , δ′, T ) 6= ∅} (hence the event (19), in view
of Lemma 5.17), implies that for some parameters J , (kj), and σ, the vector Z = ZWN ,J,(kj),σ
defined by (20) satisfies (22). The crucial property of the vector is that for any i ≤ N , the
projection of ZWN ,J,(kj),σ onto span {WN ;Wσ(j), j ≤ i} is measurable with respect to the sigma-
field generated by WN and Wσ(j), j ≤ i. This property will be used in the proof of Lemma 5.23
as a basis for the decoupling procedure. The cardinality of the parametric space (J, (kj), σ) can be
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easily bounded from above by (C˜N)C˜N , which will enable us to apply a union bound in probability
estimation.
Summarising results of this section and combining Lemma 5.17 with Corollaries 5.13 and 5.15
we get:
Proposition 5.19. Let UN , YN be a biorthogonal system in E over C and WN be a δ–
perturbation of YN (for some δ ∈ (0, 1]), such that dist(WN , span {Wi, i 6= N}) ≥ δ. Assume
that for some b satisfying (14) and some R ≥ 1, T > 0 with Tδ ≤ 1/2 and R ≤ δ−1N−1/2 we
have
E(UN ) ∈ C(R,b) and UN ∈ δE(UN−1) + TBE2 .
Let r < 1 be such that di(WN ) ≥ r, i ≤ N , where di’s are defined in (16). Then there exists p
satisfying (18) and 2
∑N
i=1 pi ≤ (4N)N/2 2−
∑N
i=1 bi such that
(26) WN ∈ D(r,p) and Υ(WN , 2δ(T + 1), 2T + 2
√
2N(T + 1)) 6= ∅.
In particular, the second condition in (26) implies that there exist a permutation σ of [N ], a
subset J ⊂ [N ] \ {σ−1(N)}, numbers
ki ∈ {z ∈ C : |z| ≤ 2
√
2(N + 1)} ∩ (Z+ iZ), i ∈ J,
such that vector Z = ZWN ,J,(kj),σ defined in (20) with δ
′ = 2δ(T + 1) satisfies
|〈Z , Wσ(i)〉| ≤
√
2(N + 1)δ′, i ∈ [N ] \ {σ−1(N)} and ‖Z‖2 ≤ 2T + 2
√
2N(T + 1).
Note that ifΘ = R, then the statement remains valid with ki ∈ (−2
√
2(N+1), 2
√
2(N+1))∩Z.
In what follows we will take
UN =
{
PF (−zei)
}N
i=1
, YN =
{
Vi
}N
i=1
, and WN =
{(− z¯−1ei − z¯−1|z−1|δei)⊕Dqi}Ni=1
(see Lemma 5.3 and Lemma 5.26).
5.3. Probabilistic properties of the perturbed dual basis. The purpose of this section is
to estimate probability of occurence of (26) for vectors V˜1, . . . , V˜N defined below.
Let m,n,N satisfy m = n−N . Let X1, . . . ,XN be i.i.d. random vectors in Θm satisfying (*)
or (**). Given an m×m matrix D and a parameter κ ∈ Θ \ {0}, define n–dimensional random
vectors
(27) V˜i := κ ei ⊕DXi, i ≤ N.
(In what follows we will take V˜i = Vi− (z¯−1/|z−1|) δ ei (see (13)), so that V˜N is a δ-perturbation
of VN .) Here we want to estimate probability of the event that V˜N falls into a given class D(r,p)
and that Υ(V˜N , δ′, T ′) 6= ∅ for appropriately chosen parameters δ′, T ′. The importance of such
an event is explained by Proposition 5.19, where relations of the form
V˜N ∈ D(r,p) and Υ(V˜N , 2δ(T + 1), 2T + 2
√
2N(T + 1)) 6= ∅
are shown to be necessary for the geometric condition
E(UN ) ∈ C(R,b) and UN ∈ δE(UN−1) + TBE2
to hold.
We distinguish two cases: first, when many singular values of D are relatively large, in which
case DX is well spread, and, second, when D has only a few large singular values in which case
DX is essentially contained in a fixed low-dimensional subspace. The corresponding two main
statements are Lemmas 5.21 and 5.23, which we finally summarise in Proposition 5.24.
Let us start with the following corollary of the Hanson–Wright inequality proved in [45] which
will be applied to matrices D of the first type.
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Lemma 5.20 ([45, Theorem 4.1(i)]). Let D be an m×m fixed matrix, let m ≥ h > p ≥ 1, and
let X1, . . . ,Xp be i.i.d random vectors in Θ
m satisfying (*) or (**) with a parameter K. Then
with probability at least 1− 2pe−c(h−p) we have
dist
(
DXi, span {DXj : j ∈ [p] \ {i}}
) ≥ c( m∑
ℓ=h
sℓ(D)
2
)1/2
for all i ∈ [p].
Here, c > 0 may only depend on K.
Lemma 5.21. Let m,N ∈ N, let D be an m×m matrix with∑mℓ=N2 sℓ(D)2 ≥ (NT ′)−2, T ′ ≥ 1,
and let V˜N be defined by (27) for some κ ∈ Θ \ {0}. Fix any 0 < r < 1 and any p satisfying
(18). Then
P
{V˜N ∈ D(r,p)} ≤ (CN)CN N∏
i=1
(
2piT ′
)U
+ 2e−cN
2
,
with U = 1 for Θ = R and U = 2 for Θ = C, for some C, c > 0 depending only on K.
Proof. In view of the assumptions on the singular values of D and in view of Lemma 5.20, we
get that with probability at least 1− 2e−c1N2
(28) dist
(
V˜i, span {V˜j : j 6= i}
) ≥ dist(DXi, span {DXj : j 6= i}) ≥ c1/(NT ′)
for all i ≤ N for some constant c1 ∈ (0, 1] which may only depend on K. Note that if 2pi+1 ≥
c1/(NT
′) for all i ≤ N then, for sufficiently large C ′, we get (C ′N)C′N
N∏
i=1
(
2piT ′
)U ≥ 1, and
the required probability estimate is trivial. On the other hand, if 2pi+1 < c1/(NT
′) for some
i ≤ N then, conditioned on (28), we get min (max(di, r), 1) > 2pi+1 (where di’s are defined for
the sequence V˜N by (16)). Hence, V˜N /∈ D(r,p), and probability of the corresponding event is
bounded from above by probability of the complement of the event (28), i.e. by 2e−c1N2 . The
result follows. 
The next lemma will be used while dealing with matrices of the second type (with few large
singular values).
Lemma 5.22. Let D be an m×m fixed matrix, and let X be a random vector in Θm satisfying
(*) or (**) with a parameter K. Let R > 0, m ≥ h ≥ 1, and assume that (∑mℓ=h sl(D)2)1/2 ≤ ψ
for some ψ > 0. Then with probability at least 1− 2me−cψ−2R−2 we have
‖D∗Y ‖2 ≥ ψR/h for all vectors Y ∈ Θm with ‖Y ‖2 ≤ R and |〈DX,Y 〉| = 1.
Here, c > 0 may only depend on K.
Proof. Let D =
m∑
i=1
si(D)ui v
∗
i be the singular value decomposition of D (with ui and vi being
the normalized left and right singular vectors, respectively). Applying a concentration inequality
for sums of subgaussian random variables (see, for example, [55, Proposition 5.10]), we get
P
{|〈X,vi〉| ≥ t} ≤ 2e−c1t2 , t > 0,
for some c1 = c1(K) > 0. Taking the union bound over all i, we obtain that for any t > 0 the
event
Et :=
{|〈X,vi〉| ≤ t for all i ≤ m}
has probability at least 1−2me−c1t2 . If we denote by P the orthogonal projection onto the span
of vectors vh,vh+1, . . . ,vm then, on the event Et, we have ‖DPX‖2 ≤ ψt.
Let Y be any vector in Θm with ‖Y ‖2 ≤ R. Then
|〈DX,Y 〉| ≤ R‖DPX‖2 + |〈D(Im − P)X,Y 〉|.
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Setting t := 1/(2ψR), we obtain from the above that everywhere on Et we have
|〈D(Im − P )X,Y 〉| ≥ 1/2 for all vectors Y ∈ Θm with ‖Y ‖2 ≤ R and |〈DX,Y 〉| = 1.
Note that condition |〈D(Im − P)X,Y 〉| ≥ 1/2 immediately implies
si(D)|〈X,vi〉 〈ui, Y 〉| ≥ 1/(2h) for some i = i(Y ) < h.
On the other hand, everywhere on Et we have |〈X,vi〉| ≤ t for all i < h. Thus, we get that,
conditioned on Et (with the above choice of t), we have
si(D)|〈ui, Y 〉| ≥ ψR/h for some i = i(Y ) < h whenever ‖Y ‖2 ≤ R and |〈DX,Y 〉| = 1.
But the leftmost condition immediately gives ‖D∗Y ‖2 ≥ ψR/h. The result follows. 
The above lemma emphasizes an important property of anisotropic vectors with few principal
components. Consider first the opposite situation, when all singular values of D are roughly
comparable. Say, if D = Im then the relation 〈DX,Y 〉 = 〈X,Y 〉 = 1 holds for vector Y = X‖X‖22
which has Euclidean norm of order O(m−1/2) with large probability. Thus, in this case there is
no strong lower bound for ‖D∗Y ‖2. On the other hand, when DX has few principal components,
that is, when most singular values of D are small, the condition 〈DX,Y 〉 = 〈X,D∗Y 〉 = 1 does
guarantee (with large probability) that ‖D∗Y ‖2 is large. This happens because DX is almost
contained in a fixed low-dimensional subspace, and therefore no dependence on m appears in
the lower bound for ‖D∗Y ‖2.
In the next lemma we estimate probability of an event of type (26) (with WN replaced with
V˜N ) in the case when the matrix D from the definition of V˜N has only few principal components.
It encapsulates the decoupling procedure which was briefly mentioned in Remark 5.18, and
in itself is the central (technical) element of the subsection. Let us describe the essence of
the argument leaving out all details. The condition that the random set Υ(V˜N , δ′, T ′) is non-
empty implies that for some choice of (admissible) parameters J , (kj) and σ, the random vector
Z = ZV˜N ,J,(kj),σ defined by (20), satisfies (22). In certain sense, those conditions tell us that
while the norm of Z is well bounded from above, its scalar products with V˜i, i 6= N , are “small”.
Denoting by P the coordinate projection of Z onto the last n−N coordinates, we may restate the
conditions by saying that |〈PZ,DXN 〉| is “sufficiently large” while 〈PZ,DXi〉 = 〈D∗PZ,Xi〉,
i 6= N , are “relatively small”. However, in view of Lemma 5.22, the former implies (with very
large probability) that ‖D∗PZ‖2 is well bounded from below. Thus, we get that for vector
D∗PZ of not-too-small norm, the inner products of D∗PZ with the i.i.d. vectors Xi, i 6= N ,
are small. This would immediately imply a satisfactory upper bound on the probability of
the event {Υ(V˜N , δ′, T ′) 6= ∅} via standard anti-concentration estimates, however, the principal
problem here is that the vector D∗PZ depends on Xi’s (in fact, is an explicit function of
Xi’s given by our choice of parameters). The decoupling procedure is designed to deal with
this issue. In the actual proof, we will consider a collection of vectors D∗PPiZ, where Pi is
the projection onto span {V˜N ; V˜σ(j), j < i}. The property of the vector Z which we use is
that PiZ is measurable with respect to the sigma-field generated by V˜N ; V˜σ(j), j < i, for every
i ≤ N . The probability estimate for the event in question will be obtained by sequentially taking
〈D∗PPiZ,Xσ(i)〉 after conditioning on a realization of V˜N ; V˜σ(j), j < i. The relations between the
scalar products 〈D∗PPiZ,Xσ(i)〉 and 〈Z, V˜σ(i)〉 are determined, in particular, by the magnitudes
of the distances from V˜σ(i) to the span of V˜σ(j), j < i, which are in turn “encoded” within the
condition “V˜N ∈ D(r,p)”. This way, our probability bounds will be expressed in terms of the
parametric vector p.
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Lemma 5.23. Let n ∈ N, let N ≥ log n, m = n − N ; let D be an m × m matrix with∑m
ℓ=N2 sℓ(D)
2 < (NT ′)−2, and let κ ∈ Θ, |κ|, δ′ ≥ n−1, T ′ ≥ 1 be some parameters such that
(29) |κ|T ′ ≤ 1/2.
Fix any 0 < r < 1 and any p satisfying (18) and consider the event
E := {V˜N ∈ D(r,p) and Υ(V˜N , δ′, T ′) 6= ∅}.
Then for some C, c > 0 depending only on K we have
P(E) ≤ 2e−cN2 + (CN)CN
N−1∏
i=1
sup
Yi
P
{
min(|〈X1,D∗Yi〉|, T ′) ≤ ηi
}
,
where ηi := 2
√
2(N +1)δ′+2pi+1T ′+ |κ|T ′, and for each i ≤ N − 1 the supremum is taken over
all vectors Yi ∈ Θm with ‖Yi‖2 ≤ T ′ and ‖D∗Yi‖2 ≥ N−3.
Proof. Set h := N2. It follows from the definition of Υ(V˜N , δ′, T ′) (see (20) – (22)) that there
exists a universal constant C˜ > 0 such that
P(E) ≤ (C˜N)C˜N max
σ
max
J⊂[N ]\{σ−1(N)}
max
(kj)j∈J
P
(EJ,(kj),σ),
where
EJ,(kj),σ :=
{V˜N ∈ D(r,p) and ZV˜N ,J,(kj),σ satisfies (22) and σV˜ = σ},
vectors ZV˜N ,J,(kj),σ are defined by (20) and the maximum is taken over all deterministic permu-
tations σ of [N ], all subsets J ⊂ [N ]\{σ−1(N)}, and all sequences of numbers (kj)j∈J satisfying
(21).
Fix any admissible σ, J and (kj)j∈J . We have:
EJ,(kj),σ =
{V˜N ∈ D(r,p) and ‖Z‖2 ≤ T ′ and
|〈Z, V˜σ(i)〉| ≤ 2
√
2(N + 1)δ′, i ∈ [N ] \ {σ−1(N)}, and σV˜ = σ
}
,
where Z = ZV˜N ,J,(kj),σ is the random vector uniquely defined by the conditions
Z ∈ span (V˜N ), 〈Z, V˜N 〉 = 1,
〈Z, V˜σ(i)〉 =
{
kiδ
′, if i ∈ J,
〈Z,Pspan {V˜σ(j), j<i}(V˜σ(i))〉, if i ∈ [N ] \ (J ∪ {σ
−1(N)}).
Now to prove the lemma it is enough to show that
P(EJ,(kj),σ) ≤ (C ′N)C
′N
N−1∏
i=1
sup
Yi
P
{
min(|〈X1,D∗Yi〉|, T ′) ≤ ηi
}
+ 2e−cN
2
.
Let P : Θn → Θm be the coordinate projection onto the last m coordinates and for each
i ≤ N let Pi : Θn → Θn be the orthogonal projection onto span {V˜N ; V˜σ(j), j < i}. Define the
events
E ′ := {‖Z‖2 > T ′ or |〈Z, V˜σ(i)〉| > 2√2(N + 1)δ′ for some i ∈ [N ] \ {σ−1(N)}} and
E ′′ := {‖D∗PPiZ‖2 ≥ N−3 for all i 6= σ−1(N)},
so that on (E ′∪E ′′)c we have ‖Z‖2 ≤ T ′, |〈Z, V˜σ(i)〉| ≤
√
2(N+1)δ′ for all i ∈ [N ]\{σ−1(N)} and
there exists a (random) index i0 6= σ−1(N) such that ‖D∗PPi0Z‖2 < N−3. Since PV˜i = DXi
and 〈PiZ, V˜N 〉 = 〈Z, V˜N 〉, we have
〈PPiZ,DXN 〉 = 〈Z, V˜N 〉 − κ¯(PiZ)N ,
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and by the above conditions and (29), everywhere on (E ′)c we have
|〈PPiZ,DXN 〉| ≥ |〈Z, V˜N 〉| − |κ| ‖Z‖2 ≥ 1− |κ|T ′ ≥ 1/2.
Hence, everywhere on (E ′ ∪ E ′′)c the vector y := PPi0Z/〈PPi0Z,DXN 〉, satisfies
‖y‖2 ≤ 2T ′, |〈y,DXN 〉| = 1, and ‖D∗y‖ < 2N−3.
Now Lemma 5.22 with ψ = 1/(NT ′) and R = 2T ′ implies
P
(
(E ′ ∪ E ′′)c) ≤ 2e−c2N2
for some c2 > 0 depending only on the subgaussian moment. Thus,
P(EJ,(kj),σ) ≤ P(EJ,(kj),σ ∩ E ′) + P(EJ,(kj),σ ∩ E ′′) + P
(
(E ′ ∪ E ′′)c) ≤ P(EJ,(kj),σ ∩ E ′′) + 2e−c2N2 .
On EJ,(kj),σ, in view of Definition 5.11 of the class D(r,p), we have
‖Z‖2 ≤ T ′, |〈V˜σ(i), Z〉| ≤ 2
√
2(N + 1)δ′, and
min
(
dist
(
V˜σ(i), span {V˜N ; V˜σ(j) : j < i}
)
, 1
) ≤ 2pi+1, ∀i ≤ N.(30)
Also by the definitions of V˜σ(i), P , and Pi we have
〈Xσ(i),D∗PPiZ〉 = 〈PV˜σ(i), PiZ〉 = 〈V˜σ(i), PiZ〉 − κ(PiZ)σ(i)
= 〈V˜σ(i), Z〉 − 〈(I− Pi)V˜σ(i), Z〉 − κ(PiZ)σ(i).
Hence by (30), for all i 6= σ−1(N),
|〈Xσ(i),D∗PPiZ〉| ≤ 2
√
2(N + 1)δ′ + dist
(
V˜σ(i), span {V˜N ; V˜σ(j) : j < i}
)
T ′ + κT ′
and
min
(|〈Xσ(i),D∗PPiZ〉|, T ′) ≤ 2√2(N + 1)δ′ + κT ′
+min
(
dist
(
V˜σ(i), span {V˜N ; V˜σ(j) : j < i}
)
T ′, T ′
) ≤ ηi.
Introducing events
Ei :=
{
min(|〈Xσ(i),D∗PPiZ〉|, T ′) ≤ ηi and ‖D∗PPiZ‖2 ≥ N−3 and ‖PiZ‖2 ≤ T ′
}
,
we get from the above
EJ,(kj),σ ∩ E ′′ ⊂
⋂
i 6=σ−1(N)
Ei.
The following observation is crucial:
Claim. For every i ∈ [N ] \ {σ−1(N)}, the event Ei is measurable with respect to the sigma-field
generated by {XN ;Xσ(j), j ≤ i}.
Indeed, it is obvious that Ei is measurable with respect to the sigma-field generated by Xσ(i)
and PiZ. Further, the vector PiZ satisfies 〈V˜σ(j), PiZ〉 = 〈V˜σ(j), Z〉, j ∈ {1, . . . , i − 1;σ−1(N)},
whence, by the definition of Z,
〈PiZ, V˜N 〉 = 1, 〈PiZ, V˜σ(j)〉 =
{
kiδ
′, if j ∈ J ∩ [i− 1],
〈PiZ,Pspan {V˜σ(ℓ), ℓ<j}(V˜σ(j))〉, if j ∈ [i− 1] \ (J ∪ {σ
−1(N)}).
These conditions, together with the linear independence of V˜j ’s, imply that PiZ is uniquely
determined by {XN ;Xσ(j), j < i}, and the claim follows.
Applying the above claim, we get
P(EJ,(kj),σ ∩ E ′′) ≤ P
( ⋂
i 6=σ−1(N)
Ei
)
≤
∏
i 6=σ−1(N)
ess supP
(Ei | XN ;Xσ(1), . . . ,Xσ(i−1)).
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Finally, we estimate
ess supP
(Ei | XN ;Xσ(1), . . . ,Xσ(i−1)).
Fix any realization of XN ;Xσ(1), . . . ,Xσ(i−1). If ‖PiZ‖2 > T ′ then the conditional probability of
Ei given this realization of XN ;Xσ(1), . . . ,Xσ(i−1), is equal to zero. Otherwise, the conditional
probability can be bounded from above by
sup
Yi
P
{
min(|〈Xσ(i),D∗Yi〉|, T ′) ≤ ηi
}
,
where the supremum is taken over all vectors Yi ∈ Θm with ‖Yi‖2 ≤ T ′ and ‖D∗Yi‖2 ≥ N−3.
The result follows. 
The next proposition is the main result of the subsection, obtained by combining the above
Lemmas 5.21 and 5.23 with anti-concentration statements for random vectors with independent
components.
Proposition 5.24. Let n ∈ N, let N ≥ log n, m = n −N ; let D be an m×m matrix, and let
κ ∈ Θ \ {0}, δ′ ≥ n−1, T ′ ≥ 1 be some parameters such that
|κ|T ′ ≤ 1/2.
Assume that for any vector Y ∈ Θm with ‖Y ‖2 ≤ T ′ and ‖D∗Y ‖2 ≥ N−3, we have
• LCDc2.5√m,c2.5
(
D∗Y
‖D∗Y ‖2
) ≥ c2.5mNT ′ , if Θ = R;
• D∗Y‖D∗Y ‖2 ∈ Incompm(ζ, ζ) for some ζ > 0 if Θ = C.
Fix any 0 < r < 1 and any p satisfying (18) and consider the event
E := {V˜N ∈ D(r,p) and Υ(V˜N , δ′, T ′) 6= ∅}.
Then
P(E) ≤ (CN)CN
N∏
i=1
(
δ′ + |κ|T ′ + 2piT ′ +m−1/U)U + 2e−cN2 ,
where U = 1 for Θ = R and U = 2 for Θ = C, and C, c > 0 depend only on the subgaussian
moment K and (in the complex case) the parameter ζ.
Proof. We consider two cases. First, if
∑m
ℓ=N2 sℓ(D)
2 ≥ (NT ′)−2 then the statement immedi-
ately follows from Lemma 5.21.
Otherwise,
∑m
ℓ=N2 sℓ(D)
2 < (NT ′)−2. Then, applying Lemma 5.23, we get
P(E) ≤ (CN)CN
N−1∏
i=1
sup
Yi
P
{
min(|〈X1,D∗Yi〉|, T ′) ≤ ηi
}
+ 2e−cN
2
,
where ηi := 2
√
2(N + 1)δ′ + 2pi+1T ′ + |κ|T ′, and each supremum is taken over all Yi ∈ Θm
satisfying ‖Yi‖2 ≤ T ′ and ‖D∗Yi‖2 ≥ N−3.
Fix any i ≤ N − 1. If T ′ ≤ ηi then we have
sup
Yi
P
{
min(|〈X1,D∗Yi〉|, T ′) ≤ ηi
} ≤ 1 ≤ (ηi/(T ′))U ≤ (Nηi)U .
If T ′ ≥ ηi then for every admissible Yi we have
P
{
min(|〈X1,D∗Yi〉|, T ′) ≤ ηi
} ≤ P{|〈X1,D∗Yi〉| ≤ ηi}.
We will bound the latter using anti-concentration estimates for isotropic vectors.
In the case Θ = R, by the assumptions of the proposition, for every admissible Yi the vector
D∗Y
‖D∗Y ‖2 has LCD of order at least
m
NT ′ . Hence, applying Theorem 2.3,
P
{|〈X1,D∗Yi〉| ≤ ηi} ≤ C˜ ηi‖D∗Yi‖2 + C˜NT ′m−1.
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In the case Θ = C, the vector D
∗Y
‖D∗Y ‖2 is incompressible. Hence, applying Theorem 2.6, we
get
P
{|〈X1,D∗Yi〉| ≤ ηi} ≤ C˜( ηi‖D∗Yi‖2
)2
+ C˜m−1
for some C˜ > 0 depending only on ζ and the subgaussian moment K.
It remains to recall in both cases that ‖D∗Yi‖2 ≥ N−3. The statement follows. 
5.4. The cumulative estimate for a fixed coordinate subset. In this subsection we esti-
mate probability of the geometric relations (a) and (b) from the conclusion of Lemma 5.1, using
the results of the previous subsections. Our goal is to bound probability of the event
(31)
{∃v ∈ Sn−1(Θ) : ‖(A− z)v‖2 ≤ n−2 and |vℓ| ≤ θ, ℓ ≤ N − 1; |vN | ≥ β},
given as an assumption of Lemma 5.1 (taking τ = n−2). The estimate for (31) is obtained in
Proposition 5.27.
Here, we finalize the decoupling procedure whose objective was to separate analysis of condi-
tions (a) and (b) in Lemma 5.1. In Subsection 5.2, we introduced a splitting of ellipsoids into
classes C(R,b), and thus reduced analysis of an event of the form
{(a) and (b) from Lemma 5.1 hold}
to estimating probabilities of events
{(a) and (b) from Lemma 5.1 hold, and E(UN ) ∈ C(R,b)}
for all admissible vectors b, where UN =
(
PF (−ze1), . . . ,PF (−zeN )
)
. The advantage of this step
is that it allows us to bound the latter by the product of probability of {(a) and E(UN ) ∈ C(R,b)}
and the conditional probability of (b) given that E(UN ) ∈ C(R,b).
We start by computing probability for event (b) conditioning on a realization of the ellipsoid
E(UN ) (see Lemma 5.25). This part does not depend on the previous two subsections, our proof
of Lemma 5.25 is based on standard anti-concentration estimates which allow to represent the
probability bound in terms of the “measure” of E(UN ) given by the parameteric vector b for
which we have E(UN ) ∈ C(R,b) (see also discussion in Subsection 1.4 of the introduction). It is
natural to expect that the probability should be roughly proportional to the “size” of ellipsoids
from C(R,b); in fact, disregarding small additive error terms, the estimate obtained in Lemma
5.25 is proportional to the quantity 2U
∑N
i=1 bi , where U = 1 in the real and U = 2 in the complex
case.
At the second step, we bound probability of “(a) and E(UN ) ∈ C(R,b)”. Significant prepara-
tory work has been done in the previous two subsections to handle this event. In Subsection 5.2,
the condition was expressed in terms of a perturbation of the dual basis in Proposition 5.19; in
particular, it was shown that the condition implies that the perturbed dual basis belongs to a
class D(r,p) for a parametric vector p satisfying 2
∑N
i=1 pi ≤ (4N)N/2 2−
∑N
i=1 bi . The latter condi-
tion was further analyzed in the probabilistic setting in Subsection 5.3, and, for fixed parametric
vector, probability bounds roughly proportional to 2U
∑N
i=1 pi (disregarding error terms) were ob-
tained in Proposition 5.24. Essentially by combining Proposition 5.19 and Proposition 5.24 with
some simple computations, we obtain a bound for the event in question in Lemma 5.26, which
is roughly proportional to 2−U
∑N
i=1 bi .
The culminating point of the subsection — Proposition 5.27 — combines the estimates from
Lemma 5.25 and Lemma 5.26. The product of the probability bounds from those lemmas
then cancels the terms depending on b. This cancellation, which is crucial in obtaining optimal
delocalization results, is a consequence of the trivial duality relation
∏N
i=1 si(UN )·
∏N
i=1 si(YN ) =
1 between semi-axes of ellipsoids of an arbitrary biorthogonal system. Indeed, our definition of
classes D(r,p) for dual sequences is based on distances di and a special permutation of the
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perturbed dual sequence (see Definitions 5.11 and 5.8). Those distances, in turn, are directly
related to magnitudes of the semi-axes for the dual ellipsoid (see Lemma 5.9). The fact that we
are working with a perturbed dual sequence and that we “truncate” very large and very small
semi-axes of ellipsoids in our analysis, inevitably introduces error multiples to our variant of the
duality relation. However, these error multiples can be controlled so that the resulting no-gap
delocalization bound stays within a polylogarithmic range of optimal estimates.
Lemma 5.25. Given n ∈ N and log2 n ≤ N , let F be a fixed N–dimensional subspace of Θn,
and UN be a fixed sequence of vectors in F . Let n ≥ R ≥ 1. Let the N–dimensional ellipsoid
E = E(UN ) ⊂ F be defined by (12). Assume that E ∈ C(R,b) for some admissible sequence
of integers b. Further, let Z be a random vector in Θn satisfying (*) or (**). Then for any
δ ≥ (RN)−1, t > 0 and any fixed vector Y we have
P
{
PF (Z + Y ) ∈ δE + tBF2
} ≤ NCN( t+ δ
δ
)UN
2U
∑N
i=1 bi L(PF (Z), δ) + 2e−cN2
for some C, c > 0 depending only on K, where U = 1 for Θ = R and U = 2 for Θ = C.
Proof. Denote by B the Euclidean ball in F of radius N centered at PF (Y ). Applying the
Hanson–Wright inequality [21, 44], we get that
P{PF (Z + Y ) ∈ B} ≥ 1− 2e−c1N2
for some c1 > 0 depending only on K, whence
P
{
PF (Z + Y ) ∈ δE + tBF2
} ≤ P{PF (Z + Y ) ∈ (δE + tBF2 ) ∩B}+ 2e−c1N2 .
To estimate P
{
PF (Z + Y ) ∈ (δE + tBF2 ) ∩ B
}
, note that for any τ > 0 and any covering of
(δE + tBF2 ) ∩B by L translates of τBF2 (Θ), we have
P
{
PF (Z + Y ) ∈ (δE + tBF2 ) ∩B
} ≤ LL(PFZ, τ).
The cardinality of a minimal covering of (δE+tBF2 )∩B in the real case Θ = R can be estimated
from above with help of a standard volumetric argument by the ratio
VolN (δE ∩B + (t+ τ2 )BF2 (R))
VolN (
τ
2B
F
2 (R))
,
which in turn is bounded above by (CN)N/2τ−N
N∏
i=1
(
min(δsi(UN ), N) + t+ τ2
)
. In the complex
case Θ = C, applying Lemma 2.1, we reduce the problem to estimating cardinality of a minimal
covering of (δreal(E) + treal(BF2 (C))) ∩ real(B) by translates of τreal(BF2 (C)). Repeating the
above argument, we get at upper bound
(CN)Nτ−2N
N∏
i=1
(
min(δsi(UN ), N) + t+ τ
2
)2
.
Thus, for any τ > 0
P
{
PF (Z + Y ) ∈ (δE + tBF2 (Θ)) ∩B
}
≤ (C ′
√
N/τ)UNL(PFZ, τ)
N∏
i=1
max
(
τ + t,min(δsi(UN ), N)
)U
,
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where U = 1 for Θ = R and U = 2 for Θ = C. Take τ := δ. Then by condition δ ≥ (RN)−1
and Definition 5.4, we have
max
(
δ + t,min(δsi(UN ), N)
) ≤ δmax ((δ + t)/δ,min(si(UN ), RN2))
≤ δmax ((δ + t)/δ,N2min(si(UN ), R))
≤ δmax ((δ + t)/δ,N22bi) ≤ (δ + t)N22bi ,
thus
P
{
PF (Z + Y ) ∈ (δE + tBF2 (Θ)) ∩B
} ≤ N C˜N( t+ δ
δ
)UN
2U
∑N
i=1 bi L(PFZ, δ).
The result follows. 
Now we turn to estimating probability of event (a) in Lemma 5.1.
Lemma 5.26. Let n > 2, M≥ 1, log2 n ≤ N ≤ n1/4,
100N2 ≤ |z| ≤ M√n and
√
Nn−1/U ≤ δ ≤ N−1/2,
where U = 2 for Θ = C and U = 1 for Θ = R. Set T := 3N and R := δ−1N−1/2 ≥ 1. Let A be
an n×n random matrix with i.i.d columns satisfying (*) or (**) with a parameter K and with
a bounded distribution density of the entries. Let
F := span {ColN+1(A− z), . . . ,Coln(A− z)}⊥.
Denote UN :=
(
PF (−ze1), . . . ,PF (−zeN )
)
, and let ellipsoids E = E(UN ) and E′ = E(UN−1) be
defined by (12). Then for any fixed (non-random) integer sequence b satisfying (14), we have
P
{
PF (−zeN ) ∈ δE′ + TBF2 (Θ) and E ∈ C(R,b)
}
≤ NCN 2−U
∑N
i=1 bi ,
where C > 0 may only depend on M and K.
Proof. Without loss of generality, we can assume that n is large. Further, since by Definition
5.11, 2−U
∑N
i=1 bi ≥ R−N then adjusting the constant C we can make the right hand side of the
relation greater than one for any choice of C ′ such that R ≤ NC′ . Hence, we can assume that
R ≥ N2, so that δ ≤ N−5/2. It follows from the conditions on δ, N , and z, that
for κ := − z¯
−1
|z−1|(|z
−1|+ δ) we have (7N)−2 ≥ |κ| ≥ δ ≥ 1/n.
Let V˜N ⊂ Θn be defined as in (27):
V˜i = κe
′
i ⊕Dqi =
(− z¯−1 − z¯−1|z−1|δ)e′i ⊕Dqi, i ∈ [N ].
Here D = z¯−1(A˜∗ − z¯)−1, and A˜ denotes the (n − N) × (n − N) submatrix of A obtained by
crossing out the first N rows and columns (see also (13)). Note that with probability 1, matrix
D is well defined since in view of the assumption on the distribution density of the entries all
square submatrices of A − z are non-singular almost everywhere. Let the vector sequence VN
be defined by (13). Clearly, ‖V˜i − Vi‖2 ≤ δ, i ∈ [N ], so that V˜N is a δ–perturbation of VN .
Moreover, by the construction we have dist(V˜i, span {V˜j : j 6= i}) ≥ |κ|, ∀i ∈ [N ], whence
di ≥ |κ| ≥ δ, i ∈ [N ]
almost everywhere on the probability space, with di = di(V˜N ) defined according to Definition 5.8.
Hence, applying Proposition 5.19 with r = δ we get that everywhere on the event under con-
sideration the set Υ(V˜N , 2δ(T + 1), 2T + 2
√
2N(T + 1)) is non-empty and there is a (random)
non-increasing sequence of integers p satisfying (18) such that V˜N ∈ D(δ,p) and
(32) 2
∑N
i=1 pi ≤ (4N)N/2 2−
∑N
i=1 bi .
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By Lemma 5.12, the total number of possible realizations of p is bounded above by
(
2 −
log2 δ
)N
. Hence, to prove the lemma, it is enough to show that for every choice of a non-random
sequence p satisfying (32), the event
Ep :=
{V˜N ∈ D(δ,p) and Υ(V˜N , 2δ(T + 1), 2T + 2√2N(T + 1)) 6= ∅}
has probability at most NC
′N2U
∑N
i=1 pi . Let us check the conditions of Proposition 5.24. To this
end set
T ′ := 2T + 2
√
2N(T + 1) ≤ 24N2 and δ′ := 2δ(T + 1) ≤ 8N−3/2
and note first that |κ|T ′ ≤ 1/2. Also, it follows from the lower bounds for δ and N that δ′ ≥ 1/n.
Take now any vector Y ∈ Θm such that ‖D∗Y ‖2 ≥ N−3, and ‖Y ‖2 ≤ T ′. Let
Z := D∗Y /‖D∗Y ‖2 ∈ Sm−1(Θ), m := n−N.
Since D∗ = z−1(A˜− z)−1, using conditions on z we get
‖(A˜ − z)Z‖2 = ‖(A˜− z)z−1(A˜− z)−1Y ‖2/‖D∗Y ‖2 = |z−1|‖Y ‖2/‖D∗Y ‖2 ≤ NT ′.
Consider two cases: 1. Θ = R. It follows then from Theorem 2.5 with B +M = A˜ − z that
with probability at least 1− 2e−cn we have
LCDc2.5
√
m,c2.5
(Z) ≥ c2.5m/‖(A˜ − z)Z‖2 ≥ c2.5m/NT ′.
2. Θ = C. Since by the condition onN , ‖(A˜−z)Z‖2 ≤ NT ′ ≤ 6
√
n, then in view of Lemma 2.2
with probability at least 1 − 2e−cn we have Y ∈ Incompm(ζ, ζ), where ζ > 0 depends only on
K and M.
Now it follows from Proposition 5.24, that
P(Ep) ≤ (C1N)C1N
N∏
i=1
(
δ′ + |κ|T ′ + 2piT ′ + n−1/U)U + 2e−cN2 ,
for some c, C1 > 0 depending only on K and M. In view of Definition 5.11 and above remarks,
2pi+1 ≥ min(di, 1) ≥ |κ| ≥ δ′/8N, i ∈ [N ].
Also 2−U
∑N
i=1 bi ≥ R−UN ≫ e−cN2 . Summarising we get that P(Ep) ≤ NC2N2U
∑N
i=1 pi for some
C2 > 0 depending only on K,M, and the result follows. 
In the next proposition, using Lemma 5.1 and previous two lemmas we get a probability
bound for the event given by (31).
Proposition 5.27. Let M ≥ 1, n > 2, and consider an n × n random matrix A with i.i.d
columns satisfying (*) or (**) with a parameter K. Let log2 n ≤ N ≤ n1/4, z ∈ Θ with
100N2 ≤ |z| ≤ M√n, and let β, θ > 0 be such that
n−1/U ≤ θ/β ≤ 1 and β ≥ 1/n,
where U = 1 for Θ = R and U = 2 for Θ = C. Consider the event
E := {∃v ∈ Sn−1(Θ) : ‖(A− z)v‖2 ≤ n−2 and |vℓ| ≤ θ, ℓ ≤ N − 1; |vN | ≥ β}.
Then P(E) ≤ (NCθ/β)UN for some C > 0 depending only on K and M.
Proof. Without loss of generality, by adding an arbitrarily small Gaussian perturbation to the
matrix entries, we can assume that the distribution density of the entries is bounded. We can
also assume that θ/β ≤ 1/N4 (see the proof of Lemma 5.26).
Let UN , E = E(UN ), E′ = E(UN−1), T , and F be as in Lemma 5.26. Observe that, by the
Hanson–Wright inequality [21, 44],
P
{‖PFColℓ(A)‖2 ≤ T for all ℓ ∈ [N ]} ≥ 1− 2e−c1N2
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for some c1 > 0 depending only on K. Hence, in view of Lemma 5.1, it is sufficient to show that
the event
E ′ :=
{
PF (−zeN ) ∈ δE′ + 3NBF2 and PFColN (A− z) ∈ δE′ + 2N3/2δBF2
}
with δ = θ
√
N/β, has probability at most
(
NC
′
θ/β
)UN
, for some C ′ > 0 depending only on
K,M.
Set R := β/(θN) = (δ
√
N)−1. Let Q be a subset of N–dimensional linear subspaces of Θn
which will be defined later. We have
P(E ′) ≤
∑
b
P
(E ′ ∩ {E ∈ C(R,b)} ∣∣ F ∈ Q)P{F ∈ Q}+ P{F /∈ Q},
where the summation is taken over all integer sequences b satisfying (14). Further, applying
Lemma 5.5, we obtain
P(E ′) ≤ (2− log2(√Nδ))N sup
b
P
(E ′1(b) ∩ E ′2(b) ∣∣ F ∈ Q)+ P{F /∈ Q},
where
E ′1(b) :=
{
PF (−zeN ) ∈ δE′ + 3TNBF2
} ∩ {E ∈ C(R,b)},
E ′2(b) :=
{
PFColN (A− z) ∈ δE′ + 2N3/2δBF2
} ∩ {E ∈ C(R,b)}.
Let us fix for a moment any admissible sequence b. Note that the event E ′1(b) is measurable
with respect to the sigma-field generated by F . Hence,
P
(E ′1(b) ∩ E ′2(b) ∣∣ F ∈ Q) = E(1E ′1(b) 1E ′2(b) ∣∣ F ∈ Q)
= E
(
1E ′1(b) E(1E ′2(b) | F )
∣∣ F ∈ Q)
≤ P(E ′1(b) ∣∣ F ∈ Q) sup
F0∈Q
P
(E ′2(b) ∣∣ F = F0).
By Lemma 5.25, there exists some C˜ = C˜(K,M) > 0 such that conditioned on any realization
F0 of F , we have
P
(E ′2(b) ∣∣ F = F0) ≤ N C˜N sup
Y ∈F0
P
{‖PF0Z − Y ‖2 ≤ δ} 2U ∑Ni=1 bi ,
where Z is a random vector equidistributed with columns of A. On the other hand, in view of
Lemma 5.26,
P(E ′1(b)) ≤ NC
′
1N2−U
∑N
i=1 bi .
Summarising, we get for some C ′′ > 0,
P(E ′) ≤ NC′′N sup
F0∈Q
sup
Y ∈F0
P
{‖PF0Z − Y ‖2 ≤ δ}+ P{F /∈ Q},
assuming that, say, P{F ∈ Q} ≥ 1/2.
It remains to define the subset Q depending on whether we are in the real or the compex
setting.
If Θ = R then we set
Q := {F0 ⊂ Rn : dimF0 = N and LCDc2.4√n,c2.4(F0) ≥ √nec2.4n/N}.
Note that, by the definition of F and by Theorem 2.4, we have
P{F ∈ Q} ≥ 1− e−c2.4n.
On the other hand, for every F0 ∈ Q we get, by Theorem 2.3:
sup
Y ∈F0
P
{‖PF0Z − Y ‖2 ≤ δ} ≤ (C4δ/√N)N + CN4 e−c4n,
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whence
P(E ′) ≤ N C˜5N(θ/β)N .
In the case Θ = C, in view of Lemma 2.2, with probability at least 1− 2e−c′n all unit vectors
in F are (ζ, ζ)–incompressible, for some c′, ζ > 0 depending only on M,K. Define
Q := {F0 : F0 ∩ Sn−1(C) ⊂ Incomp n(ζ, ζ)}.
Applying Theorem 2.6, we get that whenever F0 ∈ Q, we have
sup
Y ∈F0
P
{‖PF0Z − Y ‖2 ≤ δ} ≤ CN6 (δ + n−1/2)2N .
Hence,
P(E ′) ≤ N C˜1N(θ/β)2N .
The result follows. 
For complex matrices, the following lemma supplements Proposition 5.27 covering the case of
small eigenvalues. We have:
Lemma 5.28. Let Θ = C, and let n, N , β, θ,M be as in Proposition 5.27. Then for z ∈ C with
|z| ≤ 100N2, the probability of the event E defined in Proposition 5.27 is less than (NCθ/β)2N
for some C > 0 depending only on K and M.
Proof. Everywhere on E , by applying Lemma 4.1 with k = N − 1, r = 1, B = A − z, τ = n−2,
Iθ = [N − 1], Jβ = {N}, F = span {Coli(B) : i > N}⊥, M :=
(
PFColi(B)
)
i∈[N−1], M
′ :=
(PFColN (B)), we get
β‖PFColN (B)‖2 = βsmin(M ′) ≤ θ
√
N − 1 smax(M) + n−2.
Further, the Hanson–Wright inequality (see (5) with h =
√
N) implies that
P
{
smax(M) ≥ C ′N
} ≤ e−N2
for some C ′ depending only on K,M. Hence,
P(E) ≤ P{‖PFColN (B)‖2 ≤ C ′θN3/2/β + n−1}+ e−N2 .
Further, Lemma 2.2 implies that with probability at least 1 − e−cn we have F ∩ Sn−1(C) ⊂
Incomp n(ζ, ζ) for some ζ, c > 0 depending only on K,M. On the other hand, for any N–
dimensional subspace F0 such that F0 ∩ Sn−1(C) ⊂ Incomp n(ζ, ζ), we have, by Theorem 2.6,
that
P
{‖PF0ColN (B)‖2 ≤ 2C ′θN3/2/β} ≤ C˜N(2C ′θN3/2/β + n−1/2)2N ,
and the result follows. 
5.5. Proof of Theorems B and C.
Proof. Here we prove Theorem C, the proof of Theorem B follows the same lines with appropriate
modifications (see Remark 5.29 below). Without loss of generality, we can assume that n is large.
For a random n × n matrix A with i.i.d columns satisfying (**), there is M depending only
on K such that ‖A‖ ≤ M√n with probability at least 2−n (see, for example, ε-net argument
in [30]). Thus, it is sufficient to consider only eigenvectors corresponding to eigenvalues z with
|z| ≤ M√n. It is enough to prove the following statement:
There exists constant C > 0 depending only on K and M such that for any k ∈ [log2C n, n/2]
the event
Ek :=
{
∃z ∈ C with |z| ≤ M√n and v ∈ Sn−1(C) s.t. Av = zv and v∗n−k+1 <
√
k
n logC n
}
,
has probability at most n−1e− log
2 n.
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A standard ε-net argument (a discretization of the disc {w : |w| ≤ M√n} in the complex
plane) implies that P(Ek) ≤ 8M2n5max|z|≤M√n P(Ek(z)), where
Ek(z) :=
{
∃v ∈ Sn−1(C) : ‖(A− z)v‖2 ≤ n−2 and v∗n−k+1 <
√
k
n logC n
}
.
In what follows, we fix any z with |z| ≤ M√n. Let v = (v1, . . . , vn) ∈ Sn−1(C) be any random
vector. We will estimate probability of the event
{|Iθ| ≥ k and ‖(A − z)v‖2 ≤ n−2}, where,
similarly to the argument in the proof of Theorem 4.3, we define
θ :=
√
k
n logC n
and Iθ := {i ≤ n : |vi| ≤ θ}.
It follows from Lemma 2.2 that there is ζ > 0 depending only on K and M such that, setting
β := ζ/
√
n and Jβ :=
{
i ≤ n : |vi| ≥ β
}
,
we get P{|Jβ| < ζn} < e−c2.2n. Fix N = ⌈log2 n⌉. Let E ′ := {‖(A − z)v‖2 ≤ n−2}. Using
Markov’s inequality we obtain
P
{|Iθ| ≥ k and ‖(A− z)v‖2 ≤ n−2} = E(1{|Iθ|≥k}1E ′)
≤ k−NE(|Iθ|N1{|Iθ|≥k}1E ′1{|Jβ |≥ζn})+ (n/k)Ne−c2.2n
≤ (ζnkN )−1E(|Iθ|N |Jβ |1{|Iθ|≥k}1E ′1{|Jβ |≥ζn})+ (n/k)Ne−c2.2n,(33)
so we need to estimate E
(|Iθ|N |Jβ |1{|Iθ|≥k}1E ′1{|Jβ |≥ζn}).
Given a set of distinct indices {i1, . . . , iN}, let χi1,...,iN be the indicator of the event
|vi1 | ≤ θ, . . . , |viN−1 | ≤ θ and |viN | ≥ β.
Since for any distinct i1, . . . , iN−1 ∈ Iθ and iN ∈ Jβ we have χi1,...,iN = 1, we get a deterministic
relation valid on the entire probability space:∑
χi1,...,iN ≥ |Iθ|(|Iθ| − 1) . . . (|Iθ| −N + 1)|Jβ |1{|Iθ|≥N} ≥ 3−N |Iθ|N |Jβ |1{|Iθ|≥k},
where the sum is taken over all ordered N–tuples (i1, . . . , iN ) with distinct components. Hence,
E
(|Iθ|N |Jβ |1{|Iθ|≥k}1E ′1{|Jβ |≥ζn}) ≤ 3N ∑E(χi1,...,iN1E ′)
and, by (33),
P
{|Iθ| ≥ k and ‖(A− z)v‖2 ≤ n−2} ≤ (ζnkN )−13N ∑E(χi1,...,iN1E ′)+ (n/k)N e−c2.2n.
Consider two cases. First, assume that 100N2 ≤ |z| ≤ M√n. If k ≥ ζ2 log2C n then θ/β ≥
n−1/2, and Proposition 5.27 implies that for any sequence (i1, . . . , iN ) of distinct indices
E
(
χi1,...,iN1E ′
) ≤ (NC′θ/β)2N = ( N2C′k
ζ2n log2C n
)N
,
where C ′ depends only on K and M. Hence,
P
{|Iθ| ≥ k and ‖(A − z)v‖2 ≤ n−2} ≤ (ζn)−1(3/ζ2)NN2C′N (log n)−2CN + (n/k)Ne−c2.2n.
Taking C > 2C ′ big enough we get that the right hand side is less than e−2 log
2 n. Since v was
arbitrary, this implies P(Ek(z)) ≤ e−2 log2 n, and the result follows.
Now, assume that |z| ≤ 100N2. Then we repeat the above argument, replacing Proposition
5.27 with Lemma 5.28. This finishes the proof of Theorem C.
To strengthen the result and get probability estimate 1 − e− logC
′
n for any constant C ′ > 2,
one can repeat the argument above taking N := [logC
′′
n] with sufficiently large C ′′. 
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Remark 5.29. The proof of Theorem B in the case of real eigenvalues λ such that 100 log4 n ≤
|λ| ≤ M√n follows the same scheme and is based on Proposition 5.27 with U = 1. For |λ| ≤
100 log4 n the statement follows from Corollary 4.4.
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