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The fractal growth of clusters adsorbed on crystal surfaces has been studied by Monte Carlo simulations.
Elastic interactions between the atoms through the substrate have been included. Attractive and repulsive
interaction potentials 1/r3 have been used, including a varying cutoff for the range of interaction. As an
important result we find that there exists a crossover radius beyond which the fractal dimension of the cluster
corresponds to the fractal dimension of conventional two-dimensional diffusion limited aggregation. The
crossover radius itself and the properties of the cluster inside that radius depend sensitively on the details of the
interaction. The results have been analyzed by a scaling theory. Furthermore, we have implemented a multigrid
scheme which allows for very efficient simulation of a large number of mobile atoms with long-range inter-
action on the surface. @S1063-651X~99!09404-0#
PACS number~s!: 68.10.Et, 68.55.2aI. INTRODUCTION
The formation of monatomic layers of atoms adsorbed on
a substrate of different atoms or molecules is a process of
great interest in crystal growth @1–3#, and for the manufac-
turing of semiconductor devices. Under low deposition rates
clusters are formed on flat substrates. If the surface
diffusivity—and in particular the edge diffusivity—is suffi-
ciently low, the clusters will show a ramification during
growth. This process has been studied in great detail under
the title ‘‘diffusion limited aggregation’’ ~DLA! @4#.
This so-called epitaxial growth of a new layer on a sub-
strate of different material leads generally to a deformation
of the substrate lattice because of a mismatch of the lattice
constants of the substrate and the adsorbed material. A single
adsorbed cluster up to some limiting size will acquire the
lattice structure of the substrate apart from a small local
change in the lattice parameter. This ‘‘coherent’’ lattice de-
formation causes elastic stress in both the adsorbate and the
substrate, leading to effective long-range interactions be-
tween the adsorbate atoms mediated by the substrate defor-
mations. This effective elastic interaction potential between
any two adsorbed atoms is typically repulsive, and depends
on their distance r like 1/r3 @5–8#. The total interaction en-
ergy in an adsorbed cluster is then obtained by the summa-
tion of the individual contributions from any two pairs of
atoms, as long as the cluster remains coherent with the sub-
strate.
A number of recent investigations have looked at DLA
with interactions @9,10#. Some investigations even deal with
long-range interactions @11–13# of the type discussed here,
but we are not aware of any attempts to study the asymptotic
behavior of the structures for large cluster sizes. In addition,
we have varied the range of interaction systematically by
introducing a sharp cutoff which limits the 1/r3 potential at
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also were considered for comparison. As a main result we
find a change of properties of the growing cluster when the
radius exceeds a crossover radius rX . This crossover radius
depends on the strength and the range of interaction, but
remains finite even for the long-range elastic interaction
without finite cutoff.
The paper is organized as follows. First we describe the
algorithms schematically. This concerns the simple algo-
rithm for DLA with vanishing density of adsorbate atoms far
away from the cluster and also the multigrid algorithm for a
finite density of atoms at infinity, both algorithms, of course,
being effective for long-range potentials. Then we give the
numerical results, and finally we present our scaling concept
and show that it is consistent with the numerical results
within the present numerical accuracy.
II. ALGORITHMS FOR LONG-RANGE POTENTIALS
The basis for our cluster-growth algorithm is the original
method of Witten and Sander @4,14# for diffusion limited
aggregation without interaction, in the version of Meakin
@15# for a reduced start radius rs . With interaction between
particles the probability for starting a particle on the start
radius is no longer isotropic over the circle, but depends,
through a Boltzmann weight exp(2Us /T), upon the local po-
tential on the start circle @12#. The process is now described
in some detail.
The substrate is represented as a square lattice of at least
20002 sites. One adatom is fixed at the center. Two circles
are defined, an outer one with a capture radius rcap'1000
lattice site and an inner one with a start radius rs'100 lattice
site. The lattice sites carry the potential from the initial cen-
tral adatom approximately equal to U0 /r3. A new particle is
then released from the start circle, the position chosen in
proportion to the Boltzmann weight, as mentioned above. In
principle one should choose the probability according to a
first passage-time calculation, assuming that the particle
starts originally from the outer capture radius. The Boltz-
mann weight introduces an error which is small when the
potential energy close to the cluster is large, and when the5600 ©1999 The American Physical Society
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saves computing time. For different values of the prefactor
U0 of the interaction potential, we have checked that the
error introduced by a small start radius, which is very close
to the most prominent point of the cluster, is not detectable
within our available accuracy. Practically, start radii with
distances between four and 100 lattice units from the cluster
were used.
After the particle is started, it performs diffusion jumps in
a potential field. Several Monte Carlo algorithms were
tested; the results presented here were largely obtained by a
Metropolis algorithm. This algorithm states @16# that a new
trial state is accepted, if either the energy difference DU to
the old state is negative or else if exp(2DU/T).Xr , where
Xr is a random number evenly distributed in the interval
between 0 and 1, and T is the temperature of the system. In
each diffusion jump we pick one of four nearest-neighbor
sites at random as a trial site, and then make a Metropolis
decision for acceptance.
This diffusion process continues until either the particle
wanders outside the capture radius, or until it hits the central
cluster ~one adatom, at first!. When it exceeds the capture
radius it is removed, and a new particle is inserted at the start
radius. When it hits the central cluster at a nearest-neighbor
position, it becomes immobilized and is added to the cluster.
Then the potential from this particle is added to all lattice
sites inside the capture radius. After this a new particle is
inserted at the start radius, and so forth. The computing time
is not exorbitantly larger than for DLA without interaction,
since a full diffusion process on a lattice with diameter L
takes 'L2 steps, and so does the updating of the two-
dimensional lattice after incorporating one atom into the
cluster. This process works well as long as there is only one
moving particle in the system.
If we have a nonzero density of moving particles with
long-range interaction in the system, this direct procedure is
too time consuming. We therefore introduced a multigrid
algorithm which we now describe in somewhat sketchy
form. Most of the following results, however, have been ob-
tained with the simpler algorithm described here above.
The multigrid algorithm starts from the idea that the long-
range interaction potential is sufficiently smooth, like a
power-law interaction. In this case the relative variation of
the interaction, depending upon the distance of the two par-
ticles, decreases with the distance. Instead of evaluating the
interaction between all pairs of particles explicitly, one can
first average over some region of space containing a group of
particles, and then take the interaction between one specific
particle and the group average only. This, of course, is an
approximation which, however, can be systematically im-
proved by subsequent multipole expansions @17,18# of the
spatial distribution of the respective group of particles.
The multigrid algorithm employed here groups the lattice
sites on every level of a hierarchy into blocks which cover a
linear dimension larger by a factor 2 on each successive
level. To be explicit let us assume that we have a linear
lattice of L52N sites. We then construct N different grids
each one representing a different ‘‘level.’’ Every particle ap-
pears on every grid, but the grids on the higher ‘‘levels’’
contain the particles as groups only, on a grid with a larger
mesh size. On level 0 we have the original lattice with 2Nsites. On level 1 we have performed a coarse graining by a
factor of 2, so that we have 2N21 sites. The mesh size ac-
cordingly is also increased by a factor 2. On level 2 another
coarse graining takes place, so that we have 2N22 sites, and
so on. If there is a particle on level 0 at position i0, this
particle will also appear in the next higher level at position
i15Int(i0/2), where im(m50,1,2,3, . . . ,N) are all truncated
integers. Note that in principle there may be an arbitrary
number of particles at each site im(m.0). For example, if
there are two particles sitting at sites 2 and 3 on level 0, they
both will appear on site 1 on level 1 and on site 0 on level 2
and higher levels.
The interaction between one particle and all other par-
ticles in this one-dimensional lattice is now computed as
follows. We assume that all particles have been put already
in all the log2(L) levels of our multigrid system. As an ex-
ample we are discussing now specifically a particle on site
i0510, the counting of lattice-sites on each level m starting
at im50,1,2, . . . ~see Fig. 1!.
We first look at the nearest-neighbor interaction of par-
ticle 10, with particle 11 on level 0. Note that on level 1
particle i0510 would be in site i155 together with its neigh-
bor i0511, the interaction between those particles has al-
ready been treated on level 0. We now can directly treat the
interaction between sites i155 and i154 on level 1, and
then proceed to the next higher level. Note that in site i1
54 we find particles which were originally on sites i058
and 9.
This simple process, however, introduces a somewhat
strong asymmetry into the treatment of the neighbors i0
511 and 9. We therefore treat also the nearest-neighbor in-
teraction between particles 10 and 9 directly on level 0, and,
even more, also treat the interaction between particles 10 and
8 on level 0 explicitly. The reason for the latter is, that both
particles 9 and 8 on level 0 will appear in site i154 on level
1. If we only take the interaction between particles 10 and 9
on level 0, leaving out the interaction between particles 10
and 8 on level 0, obviously we would have a problem on
level 1 in the treatment of the interaction between the sites
FIG. 1. Schematic structure of successive levels of coarseness in
our multigrid method. The reference site on each level is marked by
an open circle. The other circles and the diamond mark nearest and
next-nearest neighbors on each level, interacting with the reference
particle. The diamond corresponds to a box, whose interactions
have already been taken into account on the level just below. For
further details, see the text.
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level we accordingly consider two nearest-neighbor interac-
tions, one of which has been accounted for already on the
level below, and one next-nearest-neighbor interaction.
The generalization to two and higher spatial dimensions is
obvious. As soon as one site is included in an interaction on
level m, all sites have to be included in the same way on this
level, if they belong to the same block site on level m11.
The other steps of the process are straightforward, and will
not be discussed here further. This multigrid process substan-
tially reduces the computing effort for the long-range inter-
actions, since instead of ;Ld interactions, where d is the
dimension of the system, we have to consider only ;log2(L)
interactions. The efficiency decreases, of course, with the
decreasing average density of particles in the system.
The approximations introduced here lead to some errors
in the results; an overlayer structure, for example, is intro-
duced by this multigrid process. These errors are largest in
an intermediate range of interactions. The nearest neighbors
are treated exactly, and—for a nonzero average density of
particles—the asymptotic contributions for very distant par-
ticles are also treated increasingly accurately with increasing
distance. The precision of the calculation can be systemati-
cally improved at the cost of more operations on each level.
For example, instead of only storing the total number of
particles in each coarse-graining box and taking the center of
the box as their average position, one can explicitly store the
average position of the particles in the box and higher mo-
ments of their spatial distribution, in order to improve the
calculation of relative distances. This is systematically done
by a usual multipole expansion @17,18#. For our purposes we
did not exploit these possibilities since we are more inter-
ested in basic qualitative results. For those the correct treat-
ment of short-range interactions and the correct treatment of
the long-range tails seemed to be sufficient.
III. NUMERICAL RESULTS FOR CLUSTERS
WITH ELASTIC INTERACTION
We first present our basic results on the growth of fractal
clusters with elastic interaction between particles under a
conventional DLA process where only one particle is mov-
ing at a time. Afterwards we describe some first results on
the propagation of a fractal front growing out of a back-
ground of finite density of adsorbed atoms.
The effective elastic interaction 1/r3 between a diffusing
particle and each atom of an immobilized cluster still leads
to the formation of overall fractal clusters, as far as this can
be demonstrated by our numerics. When the interaction is
repulsive, as is usually the case for elastic forces mediated
over the substrate, the resulting cluster looks generally
denser than a cluster without long-range repulsive interac-
tion. This is shown in Fig. 2. When the interaction is artifi-
cially set to be negative, the cluster looks sparser than with-
out interaction. This was already qualitatively found in
previous investigations @12#.
The fractal dimension—at least for clusters up to some
40 000 particles—seems to depend upon the interaction. This
can be seen in Fig. 3, where a log-log plot of the radial
density of particles versus the radius is shown. The slope of
the fitted curve is equal to 22D f , here giving D f'1.94 asthe fractal dimension for the cluster grown at a relative po-
tential strength of U0 /T52.8284. Note that the absolute po-
tential value is irrelevant, since the particle sticks with infi-
nite strength to the cluster once it has made nearest-neighbor
contact with it, and so there is no other energy scale present.
In order to see whether these potential effects were already
caused by short-range interactions, or whether this is typical
of the long-range 1/r3 potential, we have introduced a sharp
cutoff at varying distance. In Fig. 4 we show an effective
fractal dimension evaluated as in Fig. 3 for clusters of up to
about 43104 particles. The fractal dimension seems to de-
pend on the strength of the repulsive potential, but not so
much on its range. This is a somewhat surprising result,
since one would generally not expect a ‘‘critical’’ quantity
like the fractal dimension to depend on local forces, as long
as they do not change the symmetry of the system.
The influence of our potential cutoff upon the density of
the system @to be precise, upon the prefactor r0 of the radius-
dependent density r(r)# seems to be more pronounced, as
can be seen in Fig. 5. Again there is a rather strong depen-
FIG. 2. Comparison of two structures growing via DLA without
~a! and with ~b! repulsive interaction. Both figures show a central
section of 100 lattice units in the radius of a much larger cluster.
FIG. 3. Radial particle density of a medium-size DLA cluster
with repulsive elastic interaction. The effective fractal dimension
seems to be close to D f'2.
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the range of the potential now enters more significantly.
For attractive interaction the effect is rather similar, but
the change of the fractal dimension goes in the other direc-
tion. For a maximal attractive value of U0 /T524 the frac-
tal dimension of clusters up to some 20 000 particles changes
to the value of D f'1.55, which is significantly below the
value of about 1.7 for DLA without interaction @15,19#.
The overall appearance of the clusters with attractive in-
teraction is much more feathery or thinner than for conven-
tional DLA, while for repulsive interactions the structures
look bushier or thicker.
In order to elucidate the dependence of the fractal dimen-
sion upon the strength of the interaction, we made some
large-scale clusters with relatively strong repulsive potential
and with practically an infinite-range cutoff. Such a cluster
of some 200 000 (23105) particles is shown in Fig. 6. The
arms of the cluster look somewhat ‘‘fat,’’ but still indicate
conventional fractal behavior. A quantitative analysis is
shown in Fig. 7, where, as in Fig. 3, a log-log plot of the
radial density depending upon the radius is given. The data
represent an average over eight independently grown clus-
ters. What one clearly now sees is an inner region inside a
radius of about 140 lattice units, where an effective fractal
dimension of D f'1.85 can be defined, and an outer region
between 140,r,500 where a DLA value of D f'1.74 not
significantly different from the conventional value of '1.71
is recovered.
These results ~Figs. 6 and 7! indicate that even the long-
range interaction of (U0 /T) 1/r3 does not change the
asymptotic value of the fractal dimension, but only affects
FIG. 4. Effective fractal dimension D f in the central region of
the cluster as a function of the repulsive energy U0 /T and of the
potential cutoff, given in lattice units.
FIG. 5. Prefactor r0 of the radial density in the central region of
the cluster as function of the repulsive energy U0 /T and of the
potential cutoff.the center of the cluster and the fine structure of the growing
arms of the cluster. This also gives an explanation of why the
results with and without cutoff in Figs. 4 and 5 do not differ
significantly, since even for infinite cutoff the interaction
stays in some sense finite, as will be further discussed in Sec.
IV. It is not yet clear, if the different effective fractal dimen-
sion observable near the center of the cluster should really be
interpreted as a fractal dimension or only as a crossover to a
compact cluster of dimension 2. In our scaling analysis be-
low we will also leave this point open.
A first result of growth structures obtained from the mul-
tigrid growth algorithm is shown in Fig. 8. The observed
fractal dimensions on length scales shorter than the effective
diffusion length ~see Ref. @20# for comparison! scales in
agreement with Figs. 4 and 5. Note that in contrast to the first
intuition, the effective fractal dimension on the right side of
Fig. 8 is larger than on the left. Further details will be pub-
lished elsewhere.
FIG. 6. Cluster of 23105 particles grown by a DLA process.
There is a repulsive elastic 1/r3 interaction between each two par-
ticles, the relative interaction strength being U0 /T52.0. The size of
the cluster is approximately 16002 lattice units.
FIG. 7. Log-log plot of radial density vs radius of clusters like
the one seen in Fig. 6, with elastic repulsion between particles. The
data show an average over eight independently grown clusters. A
crossover in the slope of the plot around a radius of rX'140, from
an effective fractal dimension of D f'1.85 near the center to a
lower value D f'1.74 at large sizes, is clearly seen.
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WITH ELASTIC INTERACTION
The qualitative effect of an interaction between the diffus-
ing particle and a cluster of aggregated particles can be un-
derstood as follows. Assume that the interaction is repulsive
and decaying with distance and, of course, apart from an
infinite attractive force acting to keep the particle fixed at its
cluster site, as soon as it has made contact with the cluster.
Assume, for the moment, that a large dense cluster exists
of approximately circular shape which has a baylike opening
of appreciable depth and a width of several lattice sites at
some place on its periphery. A particle near the opening of
that bay will ‘‘feel’’ a less pronounced repulsive potential on
the axis of that ‘‘fjord’’ or bay, and will with increased prob-
ability enter the fjord.
On the axis of the fjord, the repulsive potential relative to
the walls of the fjord is a minimum. To be explicit, we as-
sume that the potential barrier to be overcome by the particle
in order to move from the axis of the fjord to one of its sides
be Uˆ . It is now obvious that the probability of the particle to
jump from a position on the axis of the fjord to one of its
sides is reduced by a factor of ;exp(2Uˆ /T) compared to a
jump of similar distance in direction along the axis of the
fjord. In other words, the particle will make on the order of
exp(1Uˆ /T) more jumps of equal length in a direction along
the axis of the fjord than in a direction toward the walls.
Consequently, a particle can be expected to travel a distance
of exp(12Uˆ /T) into such a fjord before it is captured at one of
the walls. This explains qualitatively why under repulsive
interaction the resulting fractal structures look in some sense
denser than without interaction. Furthermore, this explains
that a new length scale rX appears in the process,
rX'rwexp~ 12 Uˆ /T !, ~1!
which we will interpret just below as a crossover length. The
prefactor rw on the right-hand side stands for the width of
FIG. 8. Growth fronts growing in the upward direction from a
two-dimensional gas of nonvanishing density r50.15. There is a
repulsive 1/r3 interaction U0 /T51.0 between the atoms in the right
figure, and no interaction in the left figure. Note that the effective
fractal dimension is lower on the left and higher on the right.that fjord. Its minimal value must be larger than about 2, in
order for a particle to enter the fjord without being captured
at the entrance. A reasonable value, still of the order of unity
but large enough that the potential in the center of the fjord
can be neglected, would give rw'5 as a rough estimate.
Obviously one can relate this energy scale Uˆ with the
interaction energy U0 introduced above. A particle which
comes from a distant point to a large dense cluster has to
overcome a potential barrier of
Uˆ 5pE
1
r0
dr rU0 /r3, ~2!
which gives simply
Uˆ 5C0 U0 ~121/r0!. ~3!
This representation already contains our artificially intro-
duced cutoff radius r0. The constant C0'3.3 contains a cor-
rection for the discreteness of our square lattice instead of the
continuous integral ~2!.
Inserting numbers, one quickly finds that the crossover
radius of rX'140 observed in Fig. 7 is also within the same
order of magnitude as obtained from the scaling results @Eqs.
~1! and ~3!#. Unfortunately it is not easy to study the varia-
tion of the crossover radius with the interaction strength nu-
merically with satisfactory precision: if the relative potential
U0 /T is significantly smaller than the value of 2, the effec-
tive dimension near the center is not significantly different
from the value '1.7 of the asymptotics, and the crossover
point cannot be located without ambiguity. If the interaction
potential is much stronger, the repulsion leads to an enor-
mous slowing down of the aggregation process, and the sta-
tistics over available computing times become very poor.
Our central argument, therefore, comes from the results
for the numerical parameters given in Figs. 6 and 7, which
are in good agreement with the scaling formulas. A few cor-
rections could have been included into these formulas—for
example, that, of course, the aggregating cluster is not really
dense—but this would have been too much analytical detail
in comparison to numerical evidence. In any case the data
give strong support for the concept that even for this long-
range potential of 1/r3 the asymptotic scaling of the growing
fractal cluster is not changed from the behavior observed
without additional interaction.
In summary we have studied the growth of two-
dimensional fractal adsorbate clusters growing by a DLA
process with effective long-range elastic 1/r3 interaction be-
tween the adsorbate atoms. We find, as a central result, that
there exists a crossover radius rX ~depending exponentially
upon the strength of the interaction!, outside of which the
cluster grows with the same fractal dimension of about D f
'1.7 as observed in conventional DLA. Inside that cross-
over radius the fractal dimension of the cluster torso seems to
be increasing toward a value of D f52 for increasing repul-
sive interaction, and decreasing smoothly toward D f'1.5 for
an increasingly attractive 1/r3 interaction. One can finally
speculate that the fractal dimension would change even
asymptotically if the interaction potential were to decay only
with 1/r2, as was recently found for the Eden model @21#;
however, this is beyond the scope of the present investiga-
PRE 59 5605FRACTAL GROWTH OF EPITAXIAL SURFACE . . .tions. Our results indicate that for practical applications, e.g.,
in molecular-beam epitaxy, the cluster properties will depend
in a rather sensitive way upon the lattice mismatch between
the adsorbate and substrate since this directly affects the in-
teraction parameter which enters exponentially into the
crossover radius.ACKNOWLEDGMENTS
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