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Abstract
Last years have witnessed a considerable interest in research dedicated to show that
solutions to challenges in autonomous robot navigation can be found by taking inspi-
ration from biology.
Despite their small size and relatively simple nervous systems, insects have evolved
vision systems able to perform the computations required for a safe navigation in dy-
namic and unstructured environments, by using simple, elegant and computationally
efficient strategies. Thus, invertebrate neuroscience provides engineers with many
neural circuit diagrams that can potentially be used to solve complicated engineering
control problems.
One major and yet unsolved problem encountered by visually guided robotic plat-
forms is collision avoidance in complex, dynamic and inconstant light environments.
In this dissertation, the main aim is to draw inspiration from recent and future find-
ings on insect’s collision avoidance in dynamic environments and on visual strategies
of light adaptation applied by diurnal insects, to develop a computationally efficient
model for robotic control, able to work even in adverse light conditions.
We first present a comparative analysis of three leading collision avoidance models
based on a neural pathway responsible for signing collisions, the Lobula Giant Move-
ment Detector/Desceding Contralateral Movement Detector (LGMD/DCMD), found
in the locust visual system. Models are described, simulated and results are compared
with biological data from literature.
Due to the lack of information related to the way this collision detection neuron
deals with dynamic environments, new visual stimuli were developed. Locusts Lo-
custa Migratoria were stimulated with computer-generated discs that traveled along
a combination of non-colliding and colliding trajectories, placed over a static and two
distinct moving backgrounds, while simultaneously recording the DCMD activity ex-
tracellularly.
Based on these results, an innovative model was developed. This model was tested
in specially designed computer simulations, replicating the same visual conditions used
for the biological recordings. The proposed model is shown to be sufficient to give rise
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to experimentally observed neural insect responses.
Using a different approach, and based on recent findings, we present a direct ap-
proach to estimate potential collisions through a sequential computation of the image’s
power spectra. This approach has been implemented in a real robotic platform, show-
ing that distant dependent variations on image statistics are likely to be functional
significant.
Maintaining the collision detection performance at lower light levels is not a trivial
task. Nevertheless, some insect visual systems have developed several strategies to
help them to optimize visual performance over a wide range of light intensities. In
this dissertation we address the neural adaptation mechanisms responsible to improve
light capture on a day active insect, the bumblebee Bombus Terrestris. Behavioral
analyses enabled us to investigate and infer about the spatial and temporal neural
summation extent applied by those insects to improve image reliability at the different
light levels.
As future work, the collision avoidance model may be coupled with a bio-inspired
light adaptation mechanism and used for robotic autonomous navigation.
Os últimos anos têm testemunhado um aumento progressivo da investigação dedicada
a demonstrar que possíveis soluções, para problemas existentes na navegação autónoma
de robôs, podem ser encontradas buscando inspiração na biologia.
Apesar do reduzido tamanho e da simplicidade do seu sistema nervoso, os insectos
possuem sistemas de visão capazes de realizar os cálculos necessários para uma navegação
segura em ambientes dinâmicos e não estruturados, por meio de estratégias simples,
elegantes e computacionalmente eficientes. Assim, a área da neurociência que se debruça
sobre o estudo dos invertebrados fornece, à area da engenharia, uma vasta gama de
diagramas de circuitos neurais, que podem ser usados como base para a resolução de
problemas complexos.
Um atual e notável problema, cujas plataformas robóticas baseadas em sistemas
de visão estão sujeitas, é o problema de deteção de colisões em ambientes complexos,
dinâmicos e de intensidade luminosa variável.
Assim, o objetivo principal do trabalho aqui apresentado é o de procurar inspiração
em recentes e futuras descobertas relacionadas com os mecanismos que possibilitam
a deteção de colisões em ambientes dinâmicos, bem como nas estratégias visuais de
adaptação à luz, aplicadas por insectos diurnos.
Numa primeira abordagem é feita uma análise comparativa dos três principais mod-
elos, propostos na literatura, de deteção de colisões, que têm por base o funcionamento
dos neurónios Lobular Gigante Detector de Movimento/ Detector de Movimento Descen-
dente Contralateral (LGMD / DCMD), que fazem parte do sistema visual do gafanhoto.
Os modelos são descritos, simulados e os resultados são comparados com os dados bi-
ológicos existentes, descritos na literatura.
Devido à falta de informação relacionada com a forma como estes neurónios detec-
tores de colisões lidam com ambientes dinâmicos, foram desenvolvidos novos estímulos vi-
suais. A estimulação de gafanhotos Locusta Migratoria foi realizada usando-se estímulos
controlados, gerados por computador, efectuando diferentes combinações de trajectórias
de não-colisão e colisão, colocados sobre um fundo estático e dois fundos dinâmicos.
t
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extracelulares do neurónio DCMD.
Com base nos resultados obtidos foi possível desenvolver um modelo inovador.
Este foi testado sob estímulos visuais desenvolvidos computacionalmente, recriando as
mesmas condições visuais usadas aquando dos registos neuronais biológicos. O modelo
proposto mostrou ser capaz de reproduzir os resultados neuronais dos gafanhotos,
experimentalmente obtidos.
Usando uma abordagem diferente, e com base em descobertas recentes, apresenta-
mos uma metodologia mais direta, que possibilita estimar possíveis colisões através de
cálculos sequenciais dos espetros de potência das imagens captadas. Esta abordagem
foi implementada numa plataforma robótica real, mostrando que, variações estatísticas
nas imagens captadas, são susceptíveis de serem funcionalmente significativas.
Manter o desempenho da deteção de colisões, em níveis de luz reduzida, não é uma
tarefa trivial. No entanto, alguns sistemas visuais de insectos desenvolveram estraté-
gias de forma a optimizar o seu desempenho visual numa larga gama de intensidades
luminosas. Nesta dissertação, os mecanismos de adaptação neuronais, responsáveis
pela melhoraria de captação de luz num inseto diurno, a abelha Bombus Terrestris,
serviram como uma base de estudo. Adaptando análises comportamentais, foi-nos
permitido investigar e inferir acerca da extensão dos somatórios neuronais, espaciais e
temporais, aplicados por estes insetos, por forma a melhorar a qualidade das imagens
captadas a diferentes níveis de luz.
Como trabalho futuro, o modelo de deteção de colisões deverá ser acoplado com
um mecanismo de adaptação à luz, sendo ambos bio-inspirados, e que possam ser
utilizados na navegação robótica autónoma.
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Chapter 1
Introduction
This thesis presents the work developed during the past four years in the Control,
Automation and Robotics (CAR) group of the ALGORITMI Center from University
of Minho, with the additional collaboration of two foreign research groups: the Gray
Lab (at University of Saskatchewan, Canada) and the Lund Vision Group (Lund
University, Sweden).
This work addresses the field of collision detection and light adaptation though the
analysis and implementation of bio-inspired concepts. The ultimate goal of this work
is to develop a biologically-inspired, comprehensive computational model of complex
motion detection that could be used for motor control.
1.1 Motivations, scope and problem statement
Vision is an extraordinarily powerful sense. The ability to perceive the surroundings
allows for movement to be regulated by the world. Many researchers, from psychol-
ogists to engineers, have been working on this complex problem of visual perception.
Unfortunately, the understanding of how perception works remains unclear.
Due to their relatively simple nervous system, insects are an excellent way through
which we can investigate how visual information is acquired and processed in order to
trigger specific behaviours, as collision avoidance responses. These behaviors are, by
necessity, fast and robust, making them excellent systems to study the neural basis of
behavior.
On the other hand, extraction and throughput of critical information required to
local maneuvering is a fundamental challenge for vision-based navigation on miniatur-
ized, compact and agile platforms. Current research in autonomous visual navigation
has being focused on several useful, but complex algorithms that, not being limited
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to, involve feature selection, extraction and classification.
Thus, one can seek bio-inspiration in nature, using simple vision systems to exploit
effective machine implementations. Effectively, the fundamental principles inherent to
insect navigation are both elusive and promising candidates for closing the consider-
ably large gap in performance and robustness that exists between biological systems
and their robotic counterparts. These visual systems has survived and evolved over
hundreds of millions of years and provides us with highly optimized neuronal algo-
rithms that can be used as an inspiration to design new architectures for autonomous
navigation.
As the important details of the biology are uncovered through neurophysiological
and behavioral studies, the challenge is not only to develop appropriate mathemat-
ical models of these processes but also to understand how information is processed
at the vision system level, in order to control behavior. This thesis, through neuro-
physiological and behavioral studies, coupled with modeling tools, is a dedicated effort
to unravel some of the mechanisms behind insect visual processing, more specifically
those responsible for collision detection in complex and dynamic environments and for
light intensity adaptation strategies.
1.2 Overview of the research
The choice of a model system for study is often difficult, as the complexity of a behavior
is quite often related to the complexity of an animal’s nervous system. Nevertheless,
some animals have been pressured by natural selection to obtain very complex be-
haviors, while maintaining a relatively simple nervous system. Insects are a perfect
example. They are able to display many complex behaviors, yet their nervous systems
are relatively simple and understood. One advantage of studying the nervous system
of insects is based on the fact that they have fewer neurons than other animals such
as vertebrates. In addition, the properties of a single identified neuron can often yield
general properties and mechanisms that are applicable to other systems.
One insect in particular, the locust, has evolved a dedicated and well-studied col-
lision avoidance neural pathway that is responsible for generating collision avoidance
behaviors to avoid predation and continual inflight collisions with conspecifics[77].
The visual system of the locust is paramount to its survival, and acts as a great model
system for study.
Therefore, this thesis aims, in a first stage, to study and model visually evoked
escape responses in locusts. These are natural, robust, probabilistic, and often mul-
1.2 Overview of the research 3
tistaged planned behaviors, providing an excellent context for studying the neural
mechanisms of sensory-motor integration, leading to the development of more natu-
ral, flexible and computationally efficient solutions [59]. In locusts, the corresponding
escape behavior correlates with the activity of the Lobula Giant Movement Detector
(LGMD) neuron, which responds selectively to approaching threats.
The first bio-inspired model for the Lobula Giant Movement Detector (LGMD)
neural network was developed in[150]. The model continued to evolve [16, 195, 229,
234] and was used in mobile robots and automobiles for collision detection. These
models have shown the LGMD neuron looming sensitivity and selectivity when stim-
ulated with approaching, translating or receding objects. However, further work is
needed to develop models that can account for complex aspects of visual motion and
to increase the final robustness to cluttered environments. Recent findings have shown
that stimulus properties of single or paired objects approaching from different regions
of the visual field [77, 80] and objects that change its course during an approach [119]
are manifested in modulation of the LGMD firing rate. Combining information based
on LGMD responses to complex motion with analytical tools will permit the develop-
ment of a more appropriate model that could be implemented for devices that require
flexible responses to visual information in real time.
Additionally, many animal species, such as dung beetles, locusts and bees[213,
214], have also developed efficient night vision systems able to work well in low light
conditions. Unfortunately, not so much is known about how these insects are able to
extend their visual capabilities to lower light levels. Therefore, in a second stage of this
thesis, by using a behavioral approach, we expect to infer about the neural adaptations
applied by these insects to optimize sensitivity at low light intensities. On literature,
there is already described a multitude of sensitivity optimization techniques that apply
spatio-temporal filtering processes for noise reduction purposes [116]. However, none
have addressed the shaping of visual input dynamics through a behavioral action,
thus enabling different extents of neural summation. This strategy is innovative and
relevant, involving behavioral experiments with bees to establish a computational
paradigm for the light adaptation mechanism.
In fact, the research here described lies at the intersection of several scientific
disciplines, such as biology, computer vision and robotics. Therefore, one of the main
challenges lies in the integration of the knowledge from various disciplines in order
to develop an efficient system that will eventually be capable of autonomous collision
avoidance in the presence of obstacles in dynamic environments, even at low light
conditions.
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The main motivation relies on the number of possible applications in service tasks,
ranging from the automobile industry, personal transportation devices for physically
impaired humans or motor control of prosthetic devices.
The expected impact on science and engineering is significant and wide-ranging.
The proposed computational model built on the principles of information processing in
nature can be expected to enable processing applications for which conventional com-
puters are reaching their limits. Results will lead to significant advances in robotic
active-security and other similar applications in many diverse fields where performance
and cost are critical. Applications areas include service tasks, ranging from automo-
bile industry, co-manipulation systems in medicine (as minimally invasive surgical
interventions, which would highly benefit from a navigation system able to work un-
der low light conditions found inside the body), autonomous robot navigation, robot
engineering, real-time autonomous processing, embedded systems, and many more.
1.2.1 Goals and research questions
The ultimate goal of this thesis is the development of a collision detection mechanism
that combines two relevant biological concepts: collision detection and light adapta-
tion.
To achieve this final goal, new ideas related with biological concepts in insect
vision have to be learned, several goals will be achieved and research questions will be
answered.
Goal 1: The first step is to conduct an extensive survey on the state of the
art related with the biological basis of collision detection, with particular focus in the
locust visual system. Specifically, by adopting a systematic review approach, we expect
to describe the different hypothesis and subsequent mathematical models, existent on
literature, that explain the main working principles of the locust’s collision detection
system. This goal will enable us to identify the principles behind each model, the
robustness and aspects that require modification.
Existent LGMD models will be submitted to standard stimulation protocols, in
order to compare and validate each model’s plausibility. For that, the development
and implementation of a Matlab® [118] simulator will enable to challenge the models
with the same controlled visual inputs, repeatedly. The output of each model will
be directly compared to data obtained from experiments with real animals, already
documented on literature.
Chapter 2 addresses this first goal, which led to a book chapter publication [180].
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Goal 2: The second goal is to extract input-output knowledge, relating dynamic
visual stimulus parameters with modulation of the LGMD neuron’s firing rate. Several
visual stimuli will be created, including different background complexities combined
with distinct trajectory complexities. Neurophysiological techniques will be applied to
access and record the LGMD neural activity when stimulated with those visual stim-
uli. In order to understand how complex motion parameters shape LGMD response
profiles, statistical analysis will be used.
Chapter 3 addresses this second goal, which led to a journal paper publication
[178].
Goal 3: The development of a new LGMD model is the next step. This model has
to be capable of generating similar responses as the ones recorded in the experiments
performed with the real locusts in goal 2. An improved neural network, consistent
with the physiology and anatomy of the insect visual processing hierarchy, will be
proposed.
Chapter 4 addresses the third goal of this dissertation.
Goal 4: In order to understand, in a more complete way, how the locust brain
estimates collisions, it is also important to understand the statistics of the environment
relevant to this task.
Characterizing the statistics of motion that occur when navigating in distinct en-
vironments and exploring the implications of those statistics for collision detection is
the fifth goal of this thesis. A deep analysis of image statistics, using both artificial
and real video recordings showing collision scenarios, will be performed.
Chapter 5 addresses the fourth goal of this dissertation, which led to a conference
paper publication [179].
Goal 5: The new goal is to analyze how bumblebees modify their flight character-
istics at decreasing light intensity levels so that, in the future, the collision detection
model could be coupled with a bio-inspired light adaptation mechanism, enabling a
reliable detection of potential collisions even in low light levels. In a first stage, bum-
blebees flying in different conditions of spatial frequency and light intensity will be
video recorded. The main effects of light intensity and spatial frequency on the cen-
tering position and flying speed of bumblebees will be deeply analyzed. In a second
stage, by merging the behavioral results with modeling strategies, we will be able infer
about the optimal neural summation strategies applied by these flying bumblebees to
improve image reliability at each condition tested.
Chapter 6 addresses this fourth goal.
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The following research questions (RQ) are expected to be answered:
RQ1: Is the LGMD neuronal response affected by different levels of background
complexity?
RQ2: How does the LGMD neuron code trajectory changes?
RQ3: It is possible to design a LGMD neural model capable of generating similar
responses to the ones obtained with the biological LGMD neuron?
RQ4: What can the spatiotemporal statistics of the image sequences tell us about
the proximity of obstacles on a scene?
RQ5: Does the bumblebee’s behavioral adaptations reflect neural adaptations
applied to improve image reliability at low light conditions?
1.3 Contributions to knowledge
This thesis approaches two distinct but complementary studies: collision avoidance
and light adaptation. New knowledge was obtained from either neurophysiological,
behavioral and modeling experiments.
The following statements point out the main contributions of this work:
• Findings predicting that the LGMD/DCMD neural circuitry in locusts encodes
changes in trajectories (described on Chapter 3);
• Findings verifying that background complexity affects the response of a looming-
sensitive neuron to object motion (described on Chapter 3);
• An innovative LGMD model able to detect potential collisions even in highly
dynamic environments. This model showed a way of combining and evolving
directionally and non-directionally selective neurons, proving that inhibition has
a predominant role in eliminating non-colliding objects (described on Chapter
4);
• An innovative methodology to detect potential collisions using a direct evaluation
of variations on the image’s power spectra (described on Chapter 5);
• Findings showing that day-active bumblebee’s flying speed is affected both by
the spatial frequency and by the light intensity available in the environment
(described on Chapter 6);
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• Findings concluding that day-active bumblebees are able to extend their vision
into dim light conditions, possibly by applying adaptive spatial and temporal
neural summation strategies. This could be the basis of the development of a
new algorithm for image noise reduction purposes (described on Chapter 6);
Generally, the main outcomes of this work include a more dynamic and flexible model
for collision avoidance in artificial systems. Using this approach one obtains a more
robust, flexible, effective, efficient and simple in implementation model, considering
collision detection for devices moving in dynamic environments.
In the long run, the acquired insights could be used to develop high-performance
intelligent sensors, focusing on adding sensing and actuation to the devices and net-
works.
1.4 Publications
The work here described allowed the publication of one journal articles, two book
chapters and conference papers.
Journal Articles
• Ana C. Silva, G. A. McMillan, Cristina P. Santos and J. R. Gray, Background
complexity affects the response of a looming-sensitive neuron to object motion,
Journal of Neurophysiology, 2014.
Book Chapters
• Ana C. Silva and Cristina P. Santos, A bio-inspired model reliably predicts the
collision of approaching objects under different light conditions, From Animals
to Animats 12, Lecture Notes in Computer Science, Vol. 7426, pp. 85-95, 2012.
• Ana C. Silva, Jorge B. Silva and Cristina P. Santos. A Modified LGMD Based
Neural Network for Automatic Collision Detection. Informatics in Control, Au-
tomation and Robotics. Lecture Notes in Electrical Engineering, Vol. 283, pp.
217-233, 2014.
Conference Papers
• Ana C. Silva, Jorge B. Silva and Cristina P. Santos. LGMD Based Neural Net-
work For Automatic Collision Detection, 9th International Conference on Infor-
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matics in Control, Automation and Robotics (ICINCO 2012), Rome, Italy, July
28th-31th, 2012.
• Ana C. Silva and Cristina P. Santos, A bio-inspired model reliably predicts the
collision of approaching objects under different light conditions, 12th Interna-
tional Conference on Adaptive Behaviour, Odense, Denmark, August 27th-30th,
2012.
• Ana C. Silva and Cristina P. Santos, Computational model of the LGMD neu-
ron for automatic collision detection, 3rd Portuguese BioEngineering Meeting,
Braga, Portugal, February 20th-23th, 2013.
• Ana C. Silva and Cristina P. Santos, Modeling disinhibition within a layered
structure of the LGMD neuron, The 2013 International Joint Conference on
Neural Networks (IJCNN), Dallas, Texas, USA, August 4th-9th, 2013.
• Ana C. Silva and Cristina P. Santos, A Time-analysis of the Spatial Power
Spectra Indicates the Proximity and Complexity of the Surrounding Environ-
ment, 11th International Conference on Informatics in Control, Automation and
Robotics (ICINCO 2014), Vienna, Austria, September 1st-3rd, 2014.
Poster communications
• Robot Vision based on the Locust Visual System, International Workshop on
Bio-inspired Robots, Ecole des Mines de Nantes, April 6th to April 8th, 2011.
1.5 Thesis outline
The thesis is organized in seven chapters, as illustrated in figure 1.1.
Chapter 1 (current chapter) introduces the topic of this thesis, through the presen-
tation of the insect vision based strategies for robotic applications. The overview of
the research work is described together with the goals, main contributions and outline
of the thesis.
Chapter 2 presents a systematic review of the main different approaches that have
been proposed to explain the LGMD selectivity to approaching objects. A description
and critical analysis of selected LGMD model’s response to specific stimulation pro-
tocols, the convergence or divergence in results obtained with each one of the models,
as well as the applicability of each model in the robotic field, are described in detail.
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Chapter 3 presents the neurophysiological experiments performed with real locusts.
Its is demonstrated how distinct visual pattern’s complexities can be directly linked to
LGMD neural responses, and how robustly LGMD responses are in different scene’s
contexts.
Chapter 4 presents an innovative LGMD model, able to account with environments
with distinct complexity levels. Results of the technical validation of the model are
presented and discussed in detail.
Chapter 5 presents a different approach for the collision detection problem, based
on simple motion statistics. The method is described and tested with distinct visual
inputs, showing its potential to be used and further developed as a potential collision
detection mechanism.
Chapter 6 describes the behavioral experiments performed with bumblebees, show-
ing how flying behavior is affected at different light levels.
Finally, Chapter 7 provides a general conclusion on the achievements of the thesis
and the perspectives for future research.
Chapter 2
Collision Avoidance: a systematic
review
2.1 Introduction
Based on an improved understanding of the biological basis of adaptive behavior,
neurorobotic models may provide a foundation for the development of more effective
and autonomous models for robots [47]. These models must be inspired in simple
neural systems, requiring a small amount of neural hardware to perform complex
behaviors, which also leads to an easier understanding of the mechanisms behind
particular behaviors being studied [217, 220]. From an engineering point-of-view,
flying insects, as bees, flies, locusts, among others, have been viewed as attractive
sources of inspiration due to the complexity and efficiency of their behaviors, allied
with the simplicity of a reduced neural system. In particular, invertebrate neuroscience
research is, across the last years, providing different neural circuit diagrams that can
be easily modeled as sensorimotor controllers for robotic applications [217].
Many insects rely on vision for triggering a range of different behaviors, as flight
stabilization [189, 193], collision avoidance[28, 59, 60, 70, 159], regulation of flight
speed [147, 192, 194], among others, making their vision system to be highly tuned to
perform well these tasks. In particular, the ability to detect and avoid approaching
objects is important for survival, serving both to prevent collisions with conspecifics
and obstacles as the animal moves, as well as to evade capture by predators[16, 152].
The psychophysics of these visually evoked collision-avoidance responses have been
studied in different animal species [28, 29, 59, 126, 130, 142, 146, 148, 174, 184], with
particular focus in the locust visual system [4, 58, 59, 70, 78, 79, 150, 156, 159, 170].
The locust visual system has a neural structure called Lobula Giant Movement De-
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tector (LGMD) [59, 69, 70, 77–79, 93–95, 131, 155–159, 163] that selectively responds
to looming objects approaching on a collision course. The LGMD neuron makes a
strong synapse with the Descending Contralateral Movement Detector (DCMD) neu-
ron, whose large axon travels down the animal’s contralateral nerve cord [185] and
contacts inter and motor neurons involved in generating jumps and flight steering
[37, 59, 82, 120, 184]. Consequently, this neural framework provides an excellent model
for studying the sensory-motor transformations that occur during looming evoked
collision-avoidance behaviors.
The past two decades have witnessed a growing interest in understanding the molec-
ular and morphological processes underlying the LGMD response’s selectivity [59].
However, making sense of the voluminous data has been a challenging undertaking. A
model is a powerful way to combine and summarize data that may be gathering piece-
meal [218]. Therefore, theoretical analysis and computational modeling have been
viewed as important tools to characterize what this neuron does, determine how it
functions and understanding why it operates in a particular way.
In the present chapter, a survey of the three main different approaches [15, 71, 154]
that have been proposed to model the LGMD neuron are presented. These approaches
use different principles and perspectives to explain the LGMD selective responses to
looming objects. Two approaches are focused on having a simple and highly paral-
lelizable architecture [15, 154], which may lead them to be efficiently implemented on
hardware. The other LGMD approach [71] proposes biophysical and phenomenologi-
cal models that can closely describe the LGMD firing rates, experimentally obtained
to different visual stimuli.
Unfortunately, the precise projection from photoreceptors to LGMD remains un-
characterized.
Due to the divergence between the different approaches, in this chapter we propose
to discuss the behavior of LGMD-based models, with three main objectives in mind:
(1) To provide a description and critical analysis of selected LGMD model’s re-
sponse to specific stimulation protocols used in biology to test the LGMD neural
response;
(2) To highlight the convergence or divergence in results obtained with each one
of the models;
(3) To analyze the applicability of each model, in the robotic field.
In the sections that follow, it is firstly surveyed the most important characteristics
and properties of the visual neurons that make up the locust visual system, paying a
special attention to the LGMD neuron. Following, the principles of selected LGMD
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models, as well as its computational formulation are described. The methodology
adopted to make a full comparison between selected LGMD models, as well as its
implementation and subsequent results are then described and performed. Finally, a
comparison between these models is discussed in detail.
2.2 Collision-warning responses: the LGMD neu-
ron
The first and foremost visual interface of the locust with the surrounding world is
performed through the compound eyes, which, as the name suggests, have multiple
light gathering units called ommatidia. Each ommatidium has its own lens, that forms
an image onto the tip of the rhabdom, which is a light guiding structure of the pho-
toreceptor cells [19, 51, 64, 87, 110, 111, 222] (see figure 2.1). In the photoreceptor
cells, the visual information is transduced into electrical signals. Following the trans-
duction, the signal is processed by different neuropiles located below the compound
eye [108, 185]. These neuropiles are build up by interneurons, responsible for pro-
cessing the visual information in different ways, showing a very particular hierarchical
structure where the receptive fields progressively expand.
The different neuropiles of each optic lobe are disposed in a retinotopic way [19, 20,
137, 165], and the information tends to flow sequentially through the different layers.
Nevertheless, some circuits establish lateral connections within a neuropile [133, 144].
Each optic lobe of the locust pair can be divided in four main layers: the first is
the photoreceptor layer. The second layer is the Lamina (see figure 2.1). The Lamina
is mainly composed by Large Monopolar Cells (LMCs) [10, 86, 97, 111, 209], which
are specialized in signaling changes in the luminosity of the captured image. Some
axons of the LMCs located in the lamina, project into the next neuropile, the Medulla.
The Medulla is mainly characterized by the presence of lateral connections between its
neurons. These connections are disposed in particular ways, in order to detect specific
movements. By this reason, these neurons are called Elementary Motion Detectors –
EMDs [20, 23, 55, 91, 147, 235].
The next layer in the locust optic lobe is the Lobula, where some retinotopic organi-
zation is lost due to neuronal convergence [144, 185]. Research studies have concluded
that Lobula neurons, excited by movement, can be divided in two distinct categories:
directional movement sensitive neurons and non-directional movement sensitive neu-
rons (table 2.1).
Intensive research concerning different neurons located in the third layer of the
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Figure 2.1: Representation of the visual system of a day-active insect. In the optic lobe
of the insect, the main regions of organized neuropiles are represented. Additionally,
diagrammatic representations of the synaptic connections of the DCMD neuron with
motor neurons that control the muscles of the hindleg are shown. Adapted from:
[26, 31, 185].
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locust optic lobe, the Lobula, identified a particular neuron that belongs to the non-
directional movement sensitive category neuron, showing a selective response to ap-
proaching objects: the LGMD neuron (Fig. 2.2). The LGMD neuron is linked to its
counter-partner, the DCMD neuron, via a mixed electrochemical synapse in the locust
brain, [102, 153]. The spikes produced by the LGMD neuron are sent to the DCMD
neuron in an one-to-one way [102, 153]. From the brain, each DCMD axon transports
the final commands to the contra-lateral motor centers located in the locust thoracic
ganglia, where it excites neurons controlling leg and wing movements[131, 182] (figure
2.1).
The next subchapter gives an overview of the behavioral implications of the LGMD
neural response.
2.2.1 Behavioral implications of the LGMD neural response
Flying insects show a degree of behavioral robustness and flexibility that even the
most sophisticated robots can not match. The relatively compact nervous system of
many invertebrates, as locusts, provides a useful and unique opportunity to investigate
and model the contribution of single sensory neurons, as LGMD/DCMD neurons, to
natural behaviours, as collision avoidance.
Extensive research has been performed across the last years, in order to relate the
LGMD neural responses and the final motor/behaviour modeling. Different escape
behaviours have been studied, including: a) flight steering, including climbs and dives;
b) gliding and c) jumping.
Past research [25] demonstrated that the DCMD neuron mediates excitatory post-
synaptic potentials in the fast motor neuron which innervates the extensor tibiae
muscle of each locust hind leg. Following this line of though, [25] proposed that the
DCMD neurons are involved in initiating the jumps that locusts often make when
submitted to a dangerous situation.
In 1980, [182] described that each DCMD neuron mediates excitatory postsynaptic
potentials in the ipsilateral flight motor neuron (more specifically, the mesothoracic
second tergosternal motoneurone, m84), with a comparatively larger amplitude than
those evoked in other motor neurons.
Then, following the same line of previous research, [166] shown that tethered flying
locusts respond to a side-approaching object by interrupting the flight with a glide,
which is characterized by a stereotyped position of the wings, which are elevated and
held in a swept back dihedral position above the body, and can be seen as an escape
response. This gliding behaviour is consistent with a burst of spikes in the motor
2.2 Collision-warning responses: the LGMD neuron 17
0
50
100
150
Time to collision (s)
-1.0 -0.5 0.0 0.5
0
15
30
10 mV LDCMD
RDCMD
S
p
ik
e 
ra
te
(s
p
ik
es
/s
)
θ
 (
o
)
l{
v θ 
A
B
Figure 2.2: Example DCMD response to a looming stimulus. A) A disc with l/|v| =
12ms was presented to the locust. The Left (L) and Right (R) DCMD activity was
recorded (top traces). Pooled mean DCMD responses to a looming black disc ap-
proaching is presented in the middle graph (continuous black line). The bottom trace
shows the evolution of the stimulus size, on the locust retina, across approaching time.
B) In monocular vision, looming stimuli can be described simply by the angle (θ) sub-
tended by the object on the retina. For an object approaching at a fixed velocity v (v
< 0 for approaching) and having a half-size l, the retinal angle at time t (t < 0 prior
to collision) can be described by θ(t) = 2 · tan−1(l/vt).
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neuron (m84). However, receding or stimuli expanding at a constant rate, did not
elicit glides. Based on these results, it was concluded that the stimuli types that
elicit glides are the same ones that are more effective at exciting the LGMD/DCMD
neuron. In fact, additional research has found an interesting correlation: the strength
of the DCMD response, when evaluated in terms of spike number, highly matches the
occurrence of gliding behaviors. Thus, due to the DCMD preference for approaching
objects and due to its role in exciting a motor neuron’s muscle involved in gliding, the
DCMD neuron is a neuron suitable for triggering this escape behavioral response.
In [167], a deeper study was performed in order to unveil the role of the DCMD
in triggering escape glides. The work presented in this paper [167] provided evidences
that high frequency DCMD spikes (>150 Hz) are involved in triggering glides in teth-
ered flying locusts. Similarly to the research developed in [182], it was shown that the
DCMD neuron is the unique looming-excited input to the m84 motor neuron, which
is involved in gliding responses. Then, in [168], behavioral responses to simulated bird
attacks were characterized and studied. According to the results obtained, the peak
DCMD spike rate, as well as gliding responses are strong to stimuli with l/|v| ratios
similar to the ones verified in real bird attacks (between 4 and 17 ms).
Focusing its attention in another type of escape responses, the jumping [58], and
by comparing electrophysiological and high speed video recordings, interesting rela-
tionships between the DCMD spike rate profile and the different phases of the locust
leg flexors and extensors activation were obtained. According to the results, the ini-
tial preparatory phase of the locust jump occurs, on average, during the rising phase
of the DCMD firing rate profile. Additionally, the period used to store the energy
required for the jump coincides with the peak firing rate time of the DCMD neuron.
Then, the final preparatory phase occurs after the DCMD peak (tpeak) and the takeoff
happens when the firing rate of the DCMD neuron decays to 10% of its peak. Based
on these results, it was concluded that the different preparatory phases and the subse-
quent takeoff are triggered when the approaching object reaches successive threshold
angular sizes on the locust retina, respectively [58, 59].
Additional research [82], conducted through the development of a telemetry system,
led to the conclusion that three different features are multiplexed in a single neuron’s
sensory response in order to prevent collisions: the DCMD firing rate threshold, its
peak firing time (tpeak) and the number of spikes produced. These different features
can be involved on the control of three different motor aspects involved in escaping
jumps.
By enlarging the behaviours studied, in [30] a wide range of collision avoidance
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behaviours were analyzed in minimally restrained flying locusts, including climbs and
dives away and towards the visual stimuli used. According to the results obtained, it
was demonstrated that a wide range of different escape strategies were performed by
the insects. Taking this into consideration, it was shown that glides may not be used
as the last maneuver applied by the insect to escape. Additionally, and based on the
fact that the DCMD peak firing rate (fpeak), for the l/|v| value used[30], occurs around
100 ms before the time predicted to collision, it seems unlikely that fpeak contributes to
the collision-avoidance behaviours studied, since those happened substantially earlier
during the experiments.
In [120], by using a combination of electromyographic recordings and motion anal-
ysis - using video recordings - relationships between forewing depressor muscle activity
(m97 - which is often used as a convenient indicator of steering), wing kinematics and
3-dimensional body orientation, when flying locusts were subjected to lateral looming
visual stimuli, were extracted. The results obtained for looming discs include cessation
of flight, glides and active steering during sustained flight, in addition to a decrease
and increase in wing beat frequency prior and during an evasive turn, respectively.
The number and relative spike timing, in the forewing depressor muscle (m97), can
predict wing kinematics and 3-dimensional body orientation in locusts stimulated with
looming visual stimuli, showing its importance at modeling the locust behaviour.
All the research previously described demonstrates that, in fact, LGMD/DCMD
neural response’s properties are responsible for modeling distinct collision avoidance
and escape behaviours.
In the next sub-chapter, previous research efforts related to explain the selective
responses of the LGMD neuron to objects in a collision route are described.
2.2.2 Biological basis of LGMD neural selectivity
During the last years, extensive experimental studies have been made in order to find
out:
a) the correlation between stimulus characteristics and the obtained LGMD re-
sponse (measured in terms of number of spikes, spike frequency, peak time, among
other variables) ;
b) the mechanisms behind the LGMD neural selectivity;
c) the correlation between the output from a) and the effect on the final behavioral
response.
However, the precise computation which is carried out by the LGMD neuron has
been and continues to be a matter of research debate. Three distinct hypothesis
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proposed in literature, aiming to unveil the LGMD selective response, will be described
and analyzed in detail in the following.
2.2.2.1 The critical race hypothesis: feed-forward excitation versus lateral
inhibition (H1)
After an extensive and deep study of the LGMD neural response to difference visual
stimuli, Rind and her colleagues have found that the LGMD neuron produces its
strongest responses, measured as either total spike number or as spike frequency, to
objects approaching on a direct collision course. When the presence of a looming
stimulus, the LGMD neuron produces a spike train that increases in frequency as
the looming stimulus expands over the locust eye [181]. On the other hand, when
stimulated with a receding or translating object, the LGMD generates a short and
transient spike burst[183].
Based on these results, a research question had emerged: which are the critical
image cues used for the LGMD selective response?
In order to answer that research question, new stimulation protocols were applied.
When stimulated with an uniformly increasing object (constant angular velocity),
the LGMD response consists in a peak followed by a rapid firing rate decrement. If
compared to the neural response obtained with looming objects, the response, to an
edge expanding at a constant linear rate, is very brief [181].
Object edges must move with an increasing velocity over the locust eye so that
the LGMD neural response follows the object movement. Additionally, it was found
that an increase in the object’s edge amount contributes to an increase in the LGMD
spike rate. Thus, the velocity of the boundary edges of the visual stimuli, combined
with a rapid increase in object’s edge amount, are the most important cues used by
the neuron to distinguish approaching from receding or translating objects.
When performing a time analysis of the neural responses obtained, this team [157,
181] has found that, when presented with a looming stimulus, the LGMD spike rate
increases throughout the object’s approach, and, in the case of small or very fast
approaching objects, without peaking prior to collision. Observing that locusts were
able to trigger escape behaviors even in these situations, it was considered, by this
research team, that the peak in LGMD response is not the essential function variable
to trigger these escape responses [155].
After uncovering the correlations between the visual stimulus and the LGMD neu-
ral responses, Rind and her colleagues [32, 66, 149, 150, 154–156] proposed a critical
race hypothesis: the way through which LGMD neuron extracts an approaching object
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can be seen as a pre-synaptic competition between excitation and lateral inhibition
[157]. The excitation is produced by the photoreceptor units, which are sequentially
excited by the image edges expansion as the object approaches, being transmitted
downstream to the neuropiles located below the photoreceptive layer. At the Medulla,
each neuron that establishes a synapse with the LGMD neuron, also establishes a
synapse with its neighbor neuron, providing a route to the spread of lateral inhibi-
tion. As the number of excited medullar units increases as the object approaches,
the strength of the lateral inhibition also increases, being temporally limited by the
underlying delay of inhibitory synapses [149, 185]. Consequently, the number of ex-
cited medulla units should increase across time, so that excitation is sufficiently high
to overcome inhibition. In fact, this is verified when there is an increment on the im-
age edges as the object approaches the eye, or when the speed of the edges increases.
Both situations will make the excitation to win the race, and the LGMD neuron will
respond with an increasing spike rate.
Rind and her colleagues also defends the existence of a second type of inhibition
that acts directly on the LGMD neuron, post-synaptically. This type of post-synaptic
inhibition (named feed-forward inhibition) is triggered when a high number of pho-
toreceptor units is suddenly activated within a short time interval. This processing
step acts to reduce the LGMD neural responses when the whole background moves,
when overall light intensity changes, as it happens, for example, during a saccade [48],
or at the end of an object approach [154].
According to these findings, the LGMD neuron is seen as a linear summing unit,
directly converting inputs from its presynaptic circuitry into a firing rate output.
2.2.2.2 The feed-forward excitation versus feed-forward inhibition hypoth-
esis (H2)
Across the last few years, in order to find out the mechanisms behind the LGMD re-
sponse selectivity, Gabbiani and his colleagues [59, 67, 68, 70, 71, 83] started to investi-
gate the LGMD neural responses to different visual stimuli trajectories: approaching,
receding and translating [70, 83]. The obtained results showed the preference of the
LGMD neuron to approaching trajectories, by the production of higher firing rates
when compared to receding and/or translating trajectories.
Additionally, electrophysiological recordings from LGMD postsynaptic target’s ac-
tivity, the DCMD neuron, to combined visual stimuli characteristics, showed a very
interesting relationship: as the ratio between the looming visual stimuli half-size (l)
and velocity (v) - denominated l/|v| - (see equation 5.7) varies over one order of
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Figure 2.3: Approximation of the LGMD responses to looming stimuli with different
l/|v| ratios. Left panel : LGMD peak firing rate (fpeak) as a function of the stimulus
ratio between size and speed (fitted by a logarithmic regression, indicated by the
dashed line: fpeak = −82.14log(l/|v|) + 404.5, r = 0.95). Right Panel : Plot of the
LGMD peak time relative to collision (tpeak) versus the l/|v| ratio (fitted by a linear
regression line: tpeak = −4.7 · l/|v| + 27, r = 0.981). The values here plotted were
extracted from [71].
magnitude (from 5 to 50 milliseconds), the LGMD firing rate profile remains highly
unchanged, consisting in a small increase, then a peak and finally a decay towards the
end of the approach. However, as l/|v| varies, systematical changes occur.
Firstly, the responses of the DCMD neuron are brisker for lower l/|v| values, leading
to a more defined and higher peak in the LGMD firing rate profile (left panel on figure
2.3). Secondly, as shown on the right panel of figure 2.3, the peak time on the LGMD
firing rate consistently shifted towards collision as the l/|v| ratio decreased (which
corresponds to small and/or fast-moving visual stimuli).
A linear regression analysis between the Time-To-Collision of the peak firing rate
(named astpeak) versus l/|v| ratio (see figure 2.3, left panel) [70] revealed that these
two variables are linearly related, being represented as:
|tpeak| = −α · l/|v|+ δ (2.1)
where tpeak is the LGMD peak time relative to collision, α represents the regression
slope and δ the intercept (see figure 2.3).
Through this regression, it was mathematically shown that it is the angular thresh-
old size (θthreshold) computation that characterizes the LGMD peak response, which
can be determined through the linear regression slope, by:
θthreshold = 2. tan
−1 (1/α) (2.2)
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Comparing equations 2.1 and 2.2 with the linear regression values on figure 2.3,
we conclude that the LGMD firing rate peak time (tpeak) occurs 27 millisseconds after
the object reaches an angular size of 24 degrees.
In a behavioral perspective, tpeak has been related to a preparatory phase of col-
lision avoidance and escape behaviors triggering [58]. Additionally research, aiming
to investigate the dependence of this angular threshold computation - and subsequent
behavioral adaptation - on several stimulus parameters, as changes in visual stim-
uli shape, texture or approaching angle [68, 72], concluded that LGMD is a reliable
neuron, because tpeak remained invariant to such stimuli variations.
Although the preferential response of LGMD and DCMD to looming objects has
been so far recognized, the neural computation performed by the LGMD during ap-
proaching remained unclear. Additional experimental and theoretical analysis, aiming
to understand the computation and the algorithm used to perform it, were conducted.
Each LGMD neuron receives visual inputs through three different dendritic fields.
The biggest one receives excitatory retinotopic inputs from the entire visual field, being
named as Field A (Fig. 2.4). Field A receives angular speed signal’s inputs from local
movement detectors located on the Medulla layer. The other two smaller dendritic
fields, named B and C, receive non-retinotopic feed-forward inhibitory inputs, whose
activation depends on the visual stimulus’s size, being maximally activated by large
and transient luminance changes [71] (see Fig. 2.4).
In response to a looming stimuli, the firing rate of the LGMD neuron increases as
the stimulus angular size increases, starting to decline at a fixed delay after the stim-
ulus reached a specific angular threshold on the locust compound eye (see equation
2.2). This decline is, according to Gabbiani [71], caused by the feed-forward inhibitory
inputs onto the LGMD dendritic fields B and C, which are activated concurrently
with the feed-forward excitation from dendritic field A, during the approaching of a
looming stimulus, with excitation slightly leading inhibition. Gabbiani also defends
the existence of a pre-synaptic lateral inhibitory process, but, unlike the critical race
hypothesis previously described, this research defends that it becomes ineffective af-
ter the looming stimuli had reached an angular threshold [73]. After reaching this
threshold, feed-forward inhibition becomes significantly activated, leading to a fast
and pronounced LGMD spike rate decrement [69, 73].
According to the obtained results, it has been was proposed that the postsynaptic
inhibition has a predominant role in shaping the LGMD neural responses to different
stimuli, suggesting the existence of a post-synaptic multiplication, which is imple-
mented within the LGMD neuron itself [71].
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In order to discover the processing stream prior to the LGMD neuron, leading to
its selectivity for approaching objects, additional morphological, electrophysiological,
among others techniques, were required. In [95], it is described that the LGMD’s
selectivity arises partially from presynaptic mechanisms that synchronize a large pop-
ulation of inputs during a looming stimulus. Further, a decrease in the latency of
the excitatory inputs, as the instantaneous angular speed of the edges sweep across
individual photoreceptors increases, also contributes to the LGMD neural selectivity
[95]. In [69, 138] it is defended that spike frequency adaptation also mediates LGMD
looming stimulus selectivity: stimuli with temporal profiles with increasing strength
(as the case of looming) are able to overwhelm spike frequency adaptation. Stimuli
with temporal profiles of near constant strength (as in the case of a translating stim-
uli) suffer the effects of spike frequency adaptation, which shuts off synaptic excitation
when it is not maximally activated.
A further discussion related to the implications of these findings and its mathe-
matical modeling, will be approached in the current chapter.
2.2.2.3 Integration of distributed computation hypothesis (H3)
Based on the biological results obtained by the two previously described research
teams, and due to the divergence between the hypotheses proposed, Sergi and his
colleagues [15] proposed an alternative explanation for the LGMD selective response.
In a relevant publication [71] it has been defended that the response of the LGMD
neuron can not be explained in terms of the interaction between pre and post-synaptic
excitation and inhibition, as defended by the critical race hypothesis [154]. On the
other hand, unlike the feed-forward excitation versus feed-forward inhibition hypoth-
esis, [15] defend that non-linear responses of the LGMD neuron can be explained in
terms of an emergent non-linear operation that results from the integration of dis-
tributed computations performed by the neurons of the locust optic lobe processing
architecture, as a whole, and not as a multiplicative operation that is local to a single
neuron. In other words, the morphology of the optic lobe embeds the overall control.
As a consequence of these three different hypothesis, distinct LGMD models were
proposed along the last few years [4, 16, 70]. In the following, it is presented a
deep description of the most relevant and representative models of each hypothesis,
according to literature.
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2.3 LGMDmodels: Mathematical formulation and
description
In order to retain information about modeling of LGMD neurons, multidisciplinary
fields, ranging from 1995 until 2012, have been analyzed, including: Computational
Biology, Neuroscience, Neurophysiology, Biosystems, Artificial Life, Neurocomputing,
Computer Vision and Image Understanding, Neural Networks, Robotics and Automa-
tion, Robotic Research.
Table 2.2 summarizes selected papers described in literature where LGMD neuron
modeling, based on one of the three previously mentioned hypothesis, was addressed.
One LGMD model proposed by Gabbiani [70], three LGMD models proposed by
Rind [121, 176, 233] and one LGMD model proposed by Sergi [15], were the ones that
better suited our aims and were in agreement with the three hypothesis. Thus, were
chosen to computational implementation and comparison, being highlighted on table
2.2.
Table 2.2: Summary of published LGMD neuron models. P) Photoreceptive layer; L) Lamina layer; M) Medulla layer; LGMD) LGMD neuron.
Dim Model Reference
Model components
Extra-layers / Processing mechanisms Robotic implementation
P L M LGMD
1D
Gabbiani 1995 [83] " No No
Gabbiani 1999 [70] " No No
Gabbiani 2002 [71] " No No
Gabbiani 2004 [72] " No No
2D
Rind 1996 [150] " " " " No No
Rind 1999 [17] " " " " No Yes
Rind 2000 [160] " " " " No Yes
Gabbiani 2001[68] " " No No
Rind 2002 [154] " " " " No Yes
Sergi 2004 [4] " " " Expansion and Prediction Yes
Rind 2005 [176] " " " " No Yes
Sergi 2005 [14] " " " Two LGMD models Yes - UAV
Rind 2006 a[228] " " " " TSNN No - Real images of collision scenarios
Rind 2006 b [229] " " " " G layer/ FFM cell Yes
Rind 2006 c [233] " " " " GAs for optimization No - Real images of collision scenarios
Gabbiani 2007 [137] " No No
Rind 2007 [195] " " " " EMDs No - Real images of collision scenarios
Sergi 2007 [13] " " " Two LGMD models Yes - UAV
Gabbiani 2009 a [138] " No No
Gabbiani 2009 b [139] " No No
Gabbiani 2009 c [136] " No No
Rind 2010 a[121] " " " " Additional Depth Movement Feature No
Rind 2010 b [234] " " " " Two LGMD models to drive left and right motors Yes
Sergi 2010 [15] " " " " Coupled with a stability system based on EMDs Yes
Gabbiani 2012 a [94] " " No No
Gabbiani 2012 b [93] " No No
Rind 2012 [231] " " " " Two LGMD models to drive left and right motors Yes
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Figure 2.4: Schematic illustration of the LGMD neuron and the core computation
performed when the presence of an approaching visual stimuli. Excitatory (A, green)
and inhibitory (B and C, red) dendritic fields of the LGMD neuron are highlighted on
the image. Adapted from: [35]
2.3.1 LGMD modeled as a η-function
According to the data recorded from the LGMD neuron [70, 71, 83], H1 defends that
the responses of this neuron can be explained in terms of the product of two high-
level features of the visual stimuli: (1) the object angular size (l) and (2) the object
angular speed (v). These two variables are directly conveyed into the LGMD neuron
via separated inhibitory and excitatory pathways (see Fig. 2.4) respectively, with
excitation undergoing a logarithmic compression in the dendritic tree of the LGMD
neuron [94].
The excitatory and inhibitory signals are then combined and power-law trans-
formed by the spike generation mechanism [71], at the spike initiation zone (Fig. 2.4),
through a non-linear transfer function of the LGMD neuron, which is close to an ex-
ponentiation. The output result signals the angular threshold size through its firing
rate peak.
According to this, the LGMD firing rate to a looming object could be fitted by the
so-called η-function:
η(t)=Ψ(t− δ). exp(−αθ(t−δ))
η(t) = exp[ln(Ψ(t− δ)− αθ(t− δ)] (2.3)
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where,
α =
1
tan(θthreshold/2)
(2.4)
and θthreshold specifies the angular size subtended by the approaching object (in
the simulations, we considered it as 23 degrees, which implies α = 4.9) δ milisseconds
(here considered as zero) before the LGMD spike rate profile reaches its peak. The
angular expansion of the object increases as it is getting closer, leading the LGMD
response to increase along with it. Although, when the object’s angular size exceeds
the threshold value θthreshold, which is an animal and species dependent parameter, the
exponential term of η(t) decays fast towards zero, leading to an exponential decay of
the firing rate,η(t). It was experimentally demonstrated that θthreshold is invariant to
the actual size, speed, shape, texture or approaching angle of the moving object [68].
Equation 2.3 has already proven to be an excellent fit for the LGMD responses
to a looming stimuli [68, 83]. However, this model makes some strong assumptions.
For example, it assumes that the insect is able to compute the size and velocity of
a looming object. Besides, it overlooks the role of the neurons pre-synaptic to the
LGMD.
From an engineering point-of-view, this demands a visual system capable to extract
the exact size of the approaching object, as well as its rate of change along the time.
This would be computationally expensive.
2.3.2 LGMD modeled as an artificial neural network
Unlike the previous η-function model, LGMD neural network’s models [121, 229, 233]
are strongly based on the overall morphology of the insect visual system. Highly
supported by the anatomy and physiology of the locust optic lobe, the neural network
developed by Rind and her colleagues was, initially, composed by three principal layers
[17]:
1. The entrance layer (Layer 1 on figure 2.5), also named the photoreceptive layer,
representing the ommatidia array and the lamina layer, responding to changes in
luminance of the captured image, being able to detect the borders of a moving object.
2. The processing layer (Layer 2 on figure 2.5), where the excitation is transmitted
retinotopically through the neural network, while the inhibition is delayed and trans-
mitted laterally between adjacent elements that compose this layer, representing the
medulla.
3. The output layer (Layer 3 on figure 2.5), which represents the LGMD neuron,
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Figure 2.5: Parallelism between the locust visual system and the equivalent neural
model.
where the excitation and the inhibition are combined in order to obtain the final
response.
Additionally it has been introduced a neural pathway of feed-forward inhibition,
in order to inhibit the LGMD output when substantial changes occur in the captured
image, such as luminance variations caused by the locust movement in the environ-
ment. A graphical representation of the parallelism between the LGMD model based
on neural networks and the locust visual system is shown on figure 2.5.
Despite the good results obtained with the first LGMD neural network model [17],
the model continued to evolve [16, 154, 160, 176, 229] and it was used in mobile robots
and deployed in automobile scenarios for collision detection. These connectionists
models have shown that the integration of lateral and feed-forward inhibition can
account for aspects of the LGMD neuron looming sensitivity and selectivity when
stimulated with approaching, translating and receding objects.
In this section, we will describe three selected relevant LGMD models, all based
on the critical race hypothesis, H2 [157]. They were named as LGMD model 1 [233]
(table 2.2, Rind 2006 c) , LGMD model 2 [229] (table 2.2, Rind 2006 b) and LGMD
model 3[121] (table 2.2, Rind 2010 a).
The next sub-sections describe in detail the mathematical modeling of each model.
2.3.2.1 LGMD model 1
The LGMD neural network proposed in [233] has the same functional processing struc-
ture as the one described in [17]. It is composed by three groups of cells (see figure
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Figure 2.6: Schematic illustration of LGMD model 1. It is composed by three groups
of cells (layers) and two single cells: P layer: photoreceptor cells; I layer: inhibitory
cells; S layer: summing cells; FFI cell: feed-forward inhibition cell; and LGMD cell:
that represents the LGMD biological neuron.
2.6): photoreceptor cells, forming the photoreceptive layer (P layer) , inhibitory cells
(I layer) and summing cells (S layer). Additionally, it is composed by two single cells:
the feed-forward inhibition cell (FFI cell) and the LGMD cell.
Overall, this model executes an image sequence processing. A grayscale image
of the camera current field of view, represented has a matrix of values, is the input,
at each time step, to a matrix of photoreceptor units (P layer). The output of each
photoreceptor unit is the difference of the pixels’ luminance observed in successive time
steps. This process tries to mimic the one that happens in the Large Monopolar Cells
(LMCs) located in the insects’ lamina, which main goal is to eliminate information
about mean levels of illumination and enhance changes in illumination, across time.
This process can be formally written as:
Pij(t) = |Lij(t)− Lij(t− 1)| , (2.5)
where Lij is the luminance of pixel at position i, j.
The neural network of the LGMD model detects eminent collisions responding to
the edges expansion of the captured image, a computational strategy that substitutes
the ones based on object identification. The output excitation that comes from the
P cells, passes directly to two different layers of cells retinotopically arranged: the
Inhibitory layer (I) and the Summing layer (S).
At the inhibitory layer (I layer), the excitation produced at the photoreceptor layer,
at two successive instants of time, is converted into inhibition. The resultant inhibition
is laterally transmitted between adjacent units at the inhibitory layer. Thus, the lateral
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transmission diffuses the incoming excitation. Mathematically, lateral inhibition is
represented by a low-pass filter:
Iij(t) = {{Pij(t− 1) + Pij(t)} ⊗Kpq} , (2.6)
where Iij is the inhibition value at the (i, j) position, ⊗ denotes the convolution
operation and Kpq is a 3 by 3 kernel:
Kpq =
1
9

1 1 1
1 1 1
1 1 1
 (2.7)
The excitatory (P layer) and inhibitory (I layer) outputs are combined at the
Summing layer (S layer). However, based on the conduction delay associated with in-
hibitory synapses, the output of I layer is delayed one time step before being combined
with the actual excitation from the P layer,
Sij(t) = Pij(t)− IstrenghtIij(t− 1) (2.8)
where Sij(t) ≥ 0 and Istrength is a tuning parameter of this model. The excitation
is only limited by the image expansion rate. Therefore, the S layer combines the
excitation of the current time step (t) and the inhibition of the previous time step
(t − 1). Istrenght represents the inhibition weight over the excitation, which value was
chosen such that, if the captured object, between t− 1 and t, increases only one pixel
per side, the produced excitation will be pretty much eliminated by inhibition. Thus,
Sij(t) is higher than zero if two successive frames have an object with a minimum
expansion rate of two pixels per side. This is the minimum expansion rate to occur
excitation.
The excitation resultant of the Summing layer is combined to form the membrane
potential of the LGMD cell, which is the output of the neural model:
LGMD(t) =
m∑
i=1
n∑
j=1
Sij(t), (2.9)
where m and n are the number of columns and rows of the captured image. In
order to obtain the LGMD output in terms of spike rate - so that the model output
be compared with biological results - the LGMD(t) value is divided by the number of
cells on the S layer (defined by n×m).
At a given time step t, if the LGMD value exceeds a threshold (LGMDthresh),
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Table 2.3: Parameter values of the LGMD model 1. [233]
Parameter Value
Istrenght 7
LGMDthresh 5000
FFIthresh 2.000.000
FFIdelay 3
spiken 2 or 3
spikeN 5
a spike is produced. If a given number of successive spikes (spiken), within a pre-
speficied interval of time steps (spikeN), is observed, a collision detection alarm will
be triggered.
The feed-forward inhibition cell (FFI) is very similar to the LGMD cell, but it cell
receives the output from the P layer, and is given by:
FFI(t) =
∑m
i=1
∑n
j=1 |Pij(t− 1)|
ncell
, (2.10)
where ncell represents the number of pixels in the captured image. If the value
of the FFI cell overcomes a certain threshold (FFIthresh), it will act over the LGMD
cell, inhibiting it. The FFI response is delayed by a number of timesteps (defined
by FFIdelay). So, the final response of the LGMD neuron is defined by the following
conditions:
LGMD(t) =
 LGMD(t), if FFI ≤ FFIthresh0, otherwise (2.11)
All the LGMD model 1 optimal parameter values were determined through the
application of a Genetic Algorithm (GA) described in [233]. Through the mean and
the standard deviation of 12 replicate sets of parameters optimized by the GA, the
values listed on table 2.3 were used.
2.3.2.2 LGMD model 2
Model 2 [229] surged as an attempt to overcome the limitations observed in the pre-
vious models based on neural networks, in what concerns its range of applicability.
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Figure 2.7: Schematic illustration of the proposed LGMD model 2. It is composed by
four groups of cells and two single cells: P layer: photoreceptor cells; I layer: inhibitory
cells; E layer: excitatory cells; S layer: summing cells; FFI cell: feed-forward inhibition
cell. LGMD cell: represents the LGMD biological neuron.
A new mechanism was added to the basic structure of the LGMD neural network, in
order to filter out irrelevant visual details, such as noise, aiming to avoid false collision
detections.
The new mechanism here introduced makes the excited cells, surrounded by other
excited cells, located in the P layer, to have a higher contribution to the membrane
potential of the LGMD cell, relatively to isolated excited cells (which would represent
noise in the captured image). The isolated excitations will be filtered out by a filter
that is able to select the excitation from groups of cells, only enabling image sections
with large excitated spatial areas to contribute to the LGMD cell final excitation,
leading to a reduction on the image noise.
Comparing the structure of the neural network from LGMD model 2 [229] (figure
2.7) to the LGMD model 1 [233] (see figure 2.6), it can be concluded that they are
quite similar.
The output of the P layer is the input to two different layers: the excitatory (E)
and the inhibitory (I) layer, similarly to model 1. Relatively to the excitatory cells of
the E layer, the excitation produced at the P layer is passed directly to the retinotopic
counterpart at the S layer. And the inhibition layer (or I layer) receives the output of
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the P layer and applies a blur effect on it, using:
If (x, y) =
1∑
i=−1
1∑
j=−1
Pf−1(x+ i, y + j) · wl(i, j), i, j 6= 0 (2.12)
[wl] =

0.10 0.25 0.10
0.25 0 0.25
0.10 0.25 0.10
 (2.13)
where If(x, y) is the inhibition relative to the cell in (x, y) position at frame f ,
wl(i, j) represents the local inhibition weight. The main difference to LGMD model
1, is that the inhibition from the (x, y) cell only spreads to the nearest neighbors and
does not condition itself (central pixel of kernel wl is zero, contrary to kernel Kpq on
equation 2.6).
Analyzing the kernel values (equation 2.13), we conclude that the inhibition value
of a particular cell is given by the distance at which a neighboring cell is located. Note
that the nearest cells have a higher contribution to the inhibition value of a central cell
(0.25), whereas the cells located in the diagonal of the kernel have a smaller contribu-
tion to the final inhibitory value of the central cell (0.10). This value’s distribution is
based on a biological principle: distant neurons inhibit with less intensity a particular
neuron than those closer to a neuron, since the strength of a neural signal decreases
with increasing distance.
Finally, the excitatory flux from the E cells and the inhibition from the I cells are
summed as follows [229]:
Sf (x, y) = Pf(x, y)−Wi.If (x, y), Sf (x, y) > 0, (2.14)
where Pf is the output of the P layer at frame f , If the output of the I layer at
frame f and Wi (a scalar) that represents the final inhibition strength.
Herein, a new mechanism was added to the LGMDcell to filter out background
noise. This mechanism allows clusters of excitation in the S units to provide a greater
individual input to the membrane potential of the LGMDcell than individual inputs
of isolated S units, as in Model 1. At each time step, the excitatory output from each
S unit is multiplied by a passing coefficient Ce, calculated by the cell’s surrounding
neighbors, as:
Cef (x, y) =
1∑
i=−1
1∑
j=−1
Sf(x+ i, y + j) · we(i, j), (2.15)
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where we(i, j) represents the influence of the neighboring cells in the central cell
coefficient, being simplified as a convolution kernel:
[we] =
1
9

1 1 1
1 1 1
1 1 1
 . (2.16)
Therefore, if a cell is surrounded by excited neighboring cells, its Cef value will be
higher.
The final value for each S cell is given by:
Sef (x, y) = |Sf(x, y).Cef(x, y).w−1|, (2.17)
where w is a scalar computed at each frame by:
w = max|Cef |C−1w +△c, (2.18)
Cells with higher coefficients will have its excitation raised, relatively to the initial
excitation value that particular cell holds. On the other hand, cells with smaller
coefficients will have its excitation reduced.
At each time step, the LGMD value is obtained by summing all the excitation that
comes from each S cell.
LGMDf =
n∑
x=1
m∑
y=1
Sef (x, y) (2.19)
The membrane potential of the frame, LGMDf (or Sef), is normalized with the
following sigmoid function, that keeps the output within certain intervals:
lgmdf =
1
(1 + e−Sef/ncell)
, (2.20)
where ncell is the total number of summing cells. As Sef value is always greater
than or equal to zero, the normalized membrane potential lgmdf ∈ [0.5, 1]. Collision
detection is decided by a spiking mechanism, using an adaptable threshold Ts. The
threshold is initially set to a predefined value,Tin, and is actualized every frame as
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follows:
Ts =

Ts +△t, if lgmdav > Π and (Ts +△t) ∈ [Tin, Tsu]
Ts −△t, if lgmdav < Π and (Ts −△t) ∈ [Tin, Tsu]
Ts, others
. (2.21)
[Tin, Tsu] define the upper and lower limits for adaptation process, △t is the incre-
ment value with which Ts is updated; Π, a defined constant value, limits the average
membrane potential lgmdav, from frame f − l to frame f − k (l and k specify the
average interval size), defined as:
lgmdav =
1
l − k + 1
l∑
i=k
lgmdf−i (2.22)
If the average membrane potential lgmdav exceeds Ts, a spike is produced. A
collision is considered detected when there are four successive neural spikes in five
timesteps.
During a deviation maneuver made by a robot, for example, the membrane poten-
tial could drastically increase due to the rapid change of the visual scenario caused by
the turning movement. This fact could lead to the production of false collision alerts.
In order to prevent this particular type of situations, a feed-forward inhibition cell
(FFI) was also added to model 2. Its value is computed as:
FFIf =
m∑
x=1
n∑
y=1
Pf−1(x, y) · ncell−1 (2.23)
If FFIf exceeds a predefined threshold value (FFIthresh) the LGMDf is inhibited.
The used LGMD model 2 parameters are based on the ones used in [229], and are
listed in table2.4.
2.3.2.3 LGMD model 3
LGMD model 3 [121], was proposed as an attempt to overcome limitations observed
in previous developed models, including the distinction between approaching and re-
ceding objects. The model here proposed [121] is able to provide additional depth
direction information about the movement captured by the camera.
The LGMD model 3 is composed by the same layers as the two previous models,
having three additional cells: two grouping cells (J and H) and one depth movement
direction cell (D cell), making up a direction selective system.
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Table 2.4: Parameter values of the LGMD model 2.[229]
Parameter Value Parameter Value
Wi 0.5 △t 0.001
Cw 4 Π 0.72
△c 0.01 l 5
ncell n×m k 2
Tin 0.88 FFIthresh 75
Tsu 0.9
1
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FFI
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I layer
LGMD cell
Dcell
Jcell
Hcell
Figure 2.8: Graphical representation of the LGMD model 3.
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The first layer in model 3 is the Photoreceptive layer. The output of this layer is
given by equation 2.5.
Each excitatory cell from E layer (Ef (x, y)) receives directly the excitation value
from each photoreceptive cell (Pf (x, y)) from P layer.
The inhibitory layer (I layer) works similarly to the one of model 2, being described
by equations 2.12 and 2.13.
The output of the I layer is directly sent to the summing layer. The summing
layer (or S layer) receives the output from E and I layers, performing the following
operation:
Sf (x, y) = Ef (x, y)−Wi.If(x, y) (2.24)
where Ef is the output of the E layer at frame f (see equation 2.14). If is the
output of the I layer at frame f and Wi(a scalar) represents the inhibition strength.
If the excitation of each S cell exceeds a threshold value (Tthresh), it is able to reach
the LGMD cell. This process is given mathematically by:
Sf(x, y) =
 Sf(x, y), if Sf (x, y) ≥ Tthresh0, if Sf(x, y) < Tthresh (2.25)
The new mechanism added to this model, introduced in [121], is here described
in detail. Two of the new added cells, cell J and H, are used for depth movement
recognition. J cell holds the same value as the LGMD cell (equation2.19), having the
same spatio-temporal structure. H cell has the same spatial structure as the LGMD
cell, however including a temporal difference.
Jf =
n∑
x=1
m∑
y=1
Sf(x, y) (2.26)
Hf = Jf−1 = LGMDf−1 (2.27)
The depth direction movement cell (D cell) is used to calculate the excitation
difference between two successive frames, being given by:
Df = |Jf | − |Hf | (2.28)
By adding the previously described processing step, model 3 is able to estimate the
movement direction in depth, being based on the concept that a looming object gets
larger across time and a receding object gets smaller. If an object is approaching, |Jf |
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is higher than |Hf |. If the object is receding, |Jf | is smaller than |Hf |. However, in a
biological perspective, there is no parallelism between this direction selective system
and a correspondence in the insect biology.
Additionally, in order to filter out small movements, a threshold mechanism was
added to the depth direction movement cell D (namedTD).
Df =

1, if Df ≥ TD
0, if TD < Df < TD
−1, if Df ≤ TD
(2.29)
Variable Df can hold three different values: 1 represents an approaching object;
0 represents an object that is moving slowly; -1 represents a receding object. The
threshold TD depends on the image size and it is set apriori. Afterward, the membrane
potential is transformed into a spiking output using a sigmoid transformation:
LGMDf = (1 + e
−Jf ·ncell
−1
)−1, (2.30)
Where ncell is the total number of cells on the S layer and LGMDf ∈ [0.5, 1].
The collision alarm is decided by the LGMD cell spiking. If the membrane potential
LGMDf exceeds the threshold Ts and D is equal to one (denoting an approaching
object), a spike is produced.
Sspikef =
 1, if LGMDf ≥ TS and Df = 10, others (2.31)
Finally, a collision is detected when there are nsp spikes in nts time steps (nsp ≤ nts),
as follows:
SLGMD =
 1, if
∑f
f−nts S
spike
f ≥ nsp
0, others
, (2.32)
where SLGMD is 1 when a collision is detected.
When implemented in a robotic platform, the robot escape behavior would be
initialized when a collision is detected. Besides that, the spikes can be suppressed by
the FFI cell when whole field movement occurs. If it is not suppressed during the
tuning of the animal or the robot, the network may produce spikes and even false
collision alerts due to sudden changes in the visual scenario.
The feed-forward inhibition cell (FFI cell) is obtained through the mathematical
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Table 2.5: Parameter values of the LGMD model 3.[121]
Parameter Value Parameter Value
Wi 0.35 nsp 3
Tthresh 3 nts 5
TD 0.25·100·100 TFO 10
TS 0.8 αffi 0.01
computation previously mentioned in equation 2.23.
In the case that FFIf exceeds a threshold TFFI,spikes produced by the LGMD cell
are inhibited. The threshold is given by:
TFFI = TF0 + αffiTFFIf−1 (2.33)
where TFOis the initial value of TFFI. As we can observe in the previous equation,
the adaptable threshold depends on the previous TFFI and on a coefficient, αffi.
All the parameters used by LGMD model 3 are the ones used on [121] and are
listed on table 2.5.
2.3.3 LGMD connective model
An alternative model was proposed in[15].
LGMD connective model (Fig. 2.9) proposes that the non-linear transfer function
of the LGMD neuron can be explained by the physiological and anatomical properties
of its afferent visual processing hierarchy. Similarly to models 1, 2 and 3, the LGMD
connective model [15] is based on the structure of the locust visual system. Figure
2.9 divides the model into three sequential processing steps. Firstly, at the Lamina, a
centre-excitation/surround-inhibition connectivity between the signals received by the
photoreceptors is proposed, providing an edge enhancement. The second processing
step, at the Medulla layer, occurs through neurons interaction, producing onset and
offset sensitive responses. The third one, the Lobula, has a specific connectivity map-
ping that contributes to the transformation of the signals generated in the Medulla
into the LGMD neural response.
These processing steps were simplified and modeled through mathematical ap-
proaches.
In the Photoreceptor layer (figure 2.9, A), the mean layer activity is obtained
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Figure 2.9: LGMD connective model. It is based on the anatomical organization of the
LGMD neural pathway. (A) Photoreceptive layer; (B) centre/surround architecture
in the Lamina cells; (C) the on-off neurons in the Medulla; (D) neurons connected to
the excitatory pathway of the LGMD; (E) LGMD/DCMD output.
Similarly to models 1, 2 and 3, the LGMD connective model [15] is based on the struc-
ture of the locust visual system. Figure 2.9 divides the model into three sequential
processing steps. Firstly, at the Lamina, a centre-excitation/surround-inhibition con-
nectivity between the signals received by the photoreceptors is proposed, providing an
edge enhancement. The second processing step, at the Medulla layer, occurs through
neurons interaction, producing onset and offset sensitive responses; The third one, the
Lobula, has a specific connectivity mapping that contributes to the transformation of
the signals generated in the Medulla into the LGMD neural response.
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through the excitation generated by the visual input, being represented as:
Meanphotoreceptor(t) =
1
n ·m
n∑
x=1
m∑
y=1
aphotoreceptor(x, y, t) (2.34)
where aphotoreceptor(x, y, t) represents the activity of the photoreceptor unit at po-
sition (x, y), at the time instant t. n and m represent the number of neurons making
up this layer, disposed by n rows and m columns. The value of each photoreceptor
cell is equal to the value of each pixel in the captured image.
At the Lamina level, a specific configuration on the connectivity between Lamina
neurons leads to an edge enhancement of the image captured and transmitted by the
photoreceptors. The Lamina neurons have a center-excitation/surround-inhibition
disposition. This specific distribution was modeled as a convolution operation of the
visual input with a Difference of Gaussians (DoG) kernel:
alamina(x, y, t) = aphotoreceptors ∗DoGkernel
=
∑n
x=1
∑m
y=1 aphotoreceptor(x, y, t)×DoGkernel(i− x, j − y)
(2.35)
where alamina(x, y, t) represents the activity of the lamina neuron at position (x, y)
and at the time instant t. DoGkernel is a difference of Gaussians kernel. The result of
this mathematical operation corresponds to an edge enhancement and, consequently,
the mean activity of the lamina layer is directly proportional to the edges of the visual
stimulus:
Meanlamina(t) =
1
n ·m
n∑
x=1
m∑
y=1
[aphotoreceptors ∗DoG] (2.36)
Then, the onset/offset responses on the Medulla are obtained through the combi-
nation of the activity of one excitatory and one inhibitory neuron, onto a third neuron.
The inhibition is time delayed relative to the excitation in the case of the onset de-
tection, and time advanced relative to the excitation in the case of offset detection.
The aggregation of on-off neurons will only fire when the motion produced is on the
preferred direction (see figure 2.10). In other words, at Medulla, neuron’s are modeled
as Elementary Motion Detectors (EMDs) [20, 147].
As a consequence, image edges moving in a radial outward fashion will be detected
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Figure 2.10: Neural connectivity of the neurons responsible for the on-off sensitive
responses, which make up the Medulla layer.
in the Medulla, whereas still edges will not elicit responses.
Meanon−off(t) =
1
n·m
∑n
x=1
∑m
y=1 [aphotoreceptors ∗DoGKernel]
= 1
n·m
∑n
x=1
∑m
y=1 aon−off(x, y, t) =
 (A) k.θ(t) if looming(B) 0(t) if no motion
(2.37)
where k is a constant and θ(t) is the area of the object in the retina. The com-
putation of the on-off neurons result in a null response (equation 2.37, (B)) when the
visual stimulus is not moving (the object can be stopped or it is bigger than the field
of view). On the other hand, when the object is approaching, the response directly
follows the input (equation 2.37, (A)).
The connectivity mapping of the on-off neurons, allied with the threshold mecha-
nism of their postsynaptic neurons (named Linear Threshold - LT- neurons), have a
crucial role in this model, forming the excitatory input to the LGMD neuron. These
LT neurons have lateral interactions with their neighboring cells, via a lateral excita-
tion that spreads and smooths their activity over the pre-synaptic excitatory fan of
the LGMD neuron.
Consequently, the mean activity of the excitatory pathway to the LGMD neuron,
linearly follows the input activity for object sizes up to the angular threshold (θthreshold).
This phenomena only occur for looming stimuli due to the specific connectivity pattern
with the on-off aggregations that are tuned to respond to specific oriented motion:
radial outward motion. After reaching θthreshold, the size of the object becomes bigger
than the surrounding connectivity pattern, leading to a plateau at the excitatory level,
and then to a decaying, when the object covers the whole visual field. This mechanism
2.3 LGMD models: Mathematical formulation and description 44
Table 2.6: Parameter values of the LGMD connective model.[15]
Parameter Value
m× n 10000
Thr 0.3
gainExc 0.2
gainInh 0.005
LGMDMeanfiringratethreshold 50
can be modeled as:
LGMDExc(t) =
n∑
x=1
m∑
y=1
Thr(aon−off(x, y, t) ∗ ConnecKernel(x, y)), (2.38)
where the excitatory input to the LGMD neuron, named LGMDExc results from
the application of a threshold operation (named Thr) to the convolution of the on-off
neurons activity with the connectivity kernel (ConnecKernel).
In the last processing stage, the LGMD receives post-synaptic inhibition from the
medulla neurons. The role of this inhibition is to bring the LGMD neuron activity
back to a baseline, after the looming visual stimuli reaches the angular threshold size.
Therefore, the difference between the excitation and the inhibition will approxi-
mate the membrane potential of the LGMD neuron (LGMDVm), which will be then
converted into a firing rate output:
LGMDInh(t) = Meanon−off(t) (2.39)
LGMDVm(t) = gainExc · LGMDExc(t)− gainInh · LGMDInh(t) (2.40)
LGMDFiring = exp(LGMDVm) = exp(LGMDExc − LGMDInh) (2.41)
where gainExc and gainInh determine the excitation and inhibition contribution to
the final response of the LGMD neuron (see table 2.6).
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2.3.4 LGMD models: qualitative evaluation and predicted
results
Before performing a quantitative evaluation and validation of the selected LGMD
models, and according to the model’s description and respective mathematical for-
mulation previously described, the summary of the most important characteristics of
each hypothesis formulated are gathered on table 2.7, showing:
• The main properties that explain the selective response of the LGMD neuron to
looming objects;
• The models formulated to explain this particular selectivity;
• Model’s qualitative evaluation: in terms of explanatory adequacy (EA - whether
the theoretical account of the model helps make sense of collected LGMD data)
and interpretability (IP - whether the components of the model, particularly its
parameters, are understandable and linked to known processes)[125];
• The predicted responses when stimulating the LGMDmodels with distinct visual
stimuli.
2.4 Methods
In order to analyze the quality and acceptance of any computation model, evaluation
and validation are important and fundamental steps that need to be taken (for a better
understanding, see figure 2.11).
Our main interests are to:
1. Compare the results obtained with the models associated with each hypothe-
sis formulated, with the biological results - evaluated in terms of Descriptive
Adequacy (DA) [125];
2. Show that the hypothesized mechanism can actually perform collision detec-
tion, and subsequently investigate how each model behaves under a range of
situations/conditions not necessarily foreseen - evaluated in terms of Complex-
ity/Simplicity (CS) and Generalizability (Ge) [125].
In order to achieve that, a wide range of environmental conditions, conventional and
additional stimulation protocols were adopted.
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Table 2.7: Summary of the different hypothesis here addressed (H1, H2 and H3),
the selective basis of each hypothesis, the described models for each hypothesis and
the results expected at each particular situation. LI: Lateral Inhibition; FFE: Feed-
forward excitation; FFI: Feed-forward inhibition; EA: Explanatory adequacy; IP: In-
terpretability; -N: noise absence; +N: noise presence. Green cell color: model is able to
correctly detect an emmiment collision . Red color: model wrongly detect a collision.
": we expect it to behave in agreement with biology; $: we expect it to not behave
in agreement with biology; 4: Not enough information available to predict results;
Hypothesis H1 H2 H3
Selectivity basis: LI versus FFE FFI versus FFE Synaptic organization
Model Model 1 Model 2 Model 3 η- function model LGMD Connective model
Model evaluation: EA IP EA IP EA IP EA IP EA IP
Qualitative measures " " " $ " $ " $ " "
Expected response to -N +N -N +N -N +N -N +N -N +N
Approaching " $ " " " $ " $ " $
Receding $ $ $ $ " $ " $ " $
Real images " 4 " 4 " 4 4 4 " 4
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Figure 2.11: Schematic illustration of the process used in the LGMDmodels evaluation
stage. Adapted from: [216, 219]
2.4.1 Stimulation Protocols
A looming object, with a specific half lenght l and moving at a constant speed v, shows
a typical rate of expansion, with a slow initial angular speed that rapidly increases
as the object is getting closer to the camera (see figure 2.2, B). The angular size
subtended at the retina by an approaching object is given by:
θ(t) = 2 · tan−1(l/vt) (2.42)
t denotes the Time-To-Collision (TTC) of the object in relation to the eye, conven-
tionally chosen to be negative prior to collision. Velocity (v) is negative for an object
approaching and positive to a receding object.
In a looming approach, both the angular size (θ(t)) and the angular expansion
rate (dθ/dt) are non-linear functions of time (equation 5.7), whose temporal dynamics
solely depend on l/|v| ratio.
Taking this into account, and following the stimulation protocols used in biology
(see figure 2.3) [70, 71], the first step in model evaluation process, is to analyze the
relationship between the responses of each LGMD model and the visual stimulus
properties, including the relation between the :
1. DA_f : LGMD model peak firing rate value (named as fpeak) and the l/|v| ratio:
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A B C D
Figure 2.12: Artificial visual stimuli, developed in MATLAB®.
typically on biology, LGMD neural responses are brisker for small or fast-moving
objects (corresponding to lower l/|v| values) leading to higher peak firing rates
(fpeak)
2. DA_t: The TTC of the LGMD model peak firing rate (named as tpeak) and the
l/|v| ratio: [70] defends that the timing of the peak firing rate is independent of
the object approaching size or speed, being an indicator of the angular threshold
computation. Despite the effective relation of this threshold computation on
triggering escape and collision avoidance behaviors not be consensual in litera-
ture [30, 58], it is important to analyze the relation between these two variables
.
For that, looming stimuli with l/|v| ratios ranging from 5 to 95 milliseconds (ms),
with a 10 ms step size interval, were created in MATLAB® [118]. Responses will be
evaluated in terms of:
Descriptive adequacy (whether the model fits the biological data): measured in
terms of fpeakmean difference and standard deviation between biological and model
data points, as well as tpeak function difference between biological and model data.
Further, invariance of neuronal responses is a key aspect of sensory processing
and should be guaranteed by its subsequent artificial modeling. Changing parameters
of objects directly affect the time course of the spatially distributed excitatory and
inhibitory inputs impinging onto the model. Thus, we investigate the extent to which
the tpeak of LGMD models change as the parameters of the approaching object are
modified.
Thus, the invariance of the LGMD model’s responses to looming stimulus charac-
teristics, as shape, texture and approaching angle, was tested.
This implied the use of the following visual stimuli (depicted on figure 2.12):
1. S_L: Looming back square, with different l/|v| ratios;
2. S_L_I : Looming objects, with the same l/|v| ratio’s range, owing different
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shapes (square (Fig.2.12 C) versus circle (Fig.2.12 A) ), textures (without tex-
ture (Fig. 2.12 C) and with a checkerboard pattern texture (Fig. 2.12 B), and
different approaching angles (0º (Fig. 2.12 C) and 75º (Fig. 2.12 D) deviated
from the camera center).
In addition to a biological validation, an analysis relative to the model’s suitability
from an engineering perspective, was adopted. This neuron behavior could be seen as
a novel solution to difficult and persistent problems on the development of collision
avoidance algorithms. Consequently, the model’s performance/ behaviour was ana-
lyzed in more realistic and complex visual scenarios. In order to evaluate the LGMD
models response, four different conditions were created and tested:
1. S_A_R: Different object motion trajectories: approaching and receding objects,
for two different l/|v| ratios. In case of approaching objects, the initial size
subtended by the object at the beginning of approach was< 2 degrees in visual
angle, and the full final angle subtended at the end of approach was equal to
60 degrees, independently of the l/|v| value. Subsequently, uniquely the time
course of the visual stimulation differed as l/|v| changed.
2. S_U_L: Model response dependence on different image cues: uniformly in-
creasing object size (approaching visual stimuli with constant angular velocity
(∂θ/∂t)) versus looming object. This protocol was previously used to stimulate
the LGMD neuron in biology, in order to find out critical cues used by LGMD
neuron to detect looming objects [136, 151]. The initial size subtended by the
object at the beginning of approach was < 2 degrees in visual angle. Then, the
angular size increased linearly (one degree at each simulation step), reaching a
final subtended angle of 60 degrees. In biology, LGMD firing rate profile consists
in a fast increase of the firing rate, followed by a peak and then a slower decrease
of the excitation level.
3. S_N: Different noise conditions. Attention was focused in verifying if models are
capable of correctly detecting a collision, when the images are corrupted by salt-
and-pepper noise with increasing noise ratios. Salt-and-pepper noise was chosen
due to its intensity spiking characteristic, which may lead to the production of
false collision alarms. In a robotic perspective, this is a commonly verified noise
form, caused by malfunctioning camera’s sensor cells, by memory cell failure or
by synchronization errors in the image digitization and transmission. For that,
a sequence showing a looming square, approaching at two different l/|v| ratios
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(25 and 50ms) was used. Then, increasing percentages of salt-and-pepper noise,
ranging from 0.1% to 100% (with an increment step that can be observed on the
x-axis of figure 2.21), were added to the images sequence.
4. S_Re: Real environment.
For each of these condition tested, models response will be evaluated in terms of: Firing
Rate Profile (FRP - through a visual analysis of graphical displays), Correctly/Missed
detected collisions (CD, measured in terms of correct collisions/(correct+missed col-
lisions)), Distance (D - a safety distance is considered, between 3 and 25 cm from the
camera) at which a collision was detected.
Finally, according to the results obtained, each model will be evaluated in terms
of its:
b) Complexity/Simplicity (whether the model’s description of observed data is
achieved in the simplest possible manner): evaluated in terms of the number of model
parameters.
c) Generalizability (whether the model provides a good predictor of future obser-
vations): the model that provides the best fitting in replications of experiments when
noise has changed has a higher generalizability.
A simulation environment was developed in MATLAB® ([118]), in order to assess
the response of the chosen models. Objects were simulated according to their move-
ment and corresponding data was acquired by a simulated camera and processed by
the respective LGMD model. In order to mimic the locust visual system, the image
sequences were generated by a simulated camera, with a field of view of 60º in both
x and y axis and with 100 × 100 pixels of resolution, and a sampling frequency of
100 Hz. Both intrinsic characteristics of the visual stimuli, as the object size, veloc-
ity, shape, texture, as well as extrinsic characteristics, such as noise level in the image
background, trajectory or object approaching angle, can be specified in real time. This
allows the creation of a wide variety of different visual scenarios.
In order to access the effectiveness of the models in a realistic visual scenario,
with real-world luminance and contrast values, and environmental complexity, a real
video sequence of a black approaching ball, using a Sony Cyber shot digital camera
7.2 megapixels, was recorded. The resolution of the video images is 640 × 480 pixels,
with an acquisition frequency of 30 frames per second. The relation between real ball
half size (l ⋍ 3.35cm) and approaching speed (v ⋍ 1.7 m/s) was 30 ms.
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Figure 2.13: Left axis: Relation between the model peak firing rate versus the l/|v|
ratio (gray stars, logarithmic regression as fpeak = −124.2 log(l/|v|) + 557.2, r = 0.90).
Right axis: Relation between the TTC of the peak firing rate versus l/|v| ratio (green
squares). Dashed line indicates the linear regression.
2.5 LGMDmodels: computational implementation
and results
2.5.1 LGMD η-function: model validation in comparison to
biology and a robotic perspective analysis
2.5.1.1 LGMD η-function: model evaluation in terms of descriptive ad-
equacy
Results obtained for S_L protocol are shown on figure 2.13. Note that the relation
between the fpeak and the l/|v| ratio is near exponential, following the results obtained
with biological data (see figure 2.3, right panel) [70, 71]. For l/|v| values between 5
and 50 ms, the mean difference between fpeakvalues obtained in biology and using the
η−function model obtained is 55 spikes, with a standard deviation of 67 spikes.
Analyzing the regression line represented on figure 2.13 (tpeak = −4.9 · l/|v| − 3.7,
r = 0.99) and comparing it to the linear regression, represented on the top left panel
of figure 2.3 - modeled by equation 2.1 - we conclude that α= -4.9 and the δ = -3.7
milliseconds. Consequently, we conclude that the peak on the LGMD model firing
rate occurred 3.7 milliseconds before the object had reached a full angular size of 24
degrees on camera, for all l/|v| values tested.
As a next step, the invariance of the LGMD model response, in terms of tpeak, to
shape, texture and approaching angle of the visual stimuli should be tested (protocol
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S_L_I ). Although, as it was said before, this model computation only takes into
account the angular size and speed of the visual stimuli. Consequently, all the other
properties of the visual stimuli are not taken into account by the Gabbiani [70, 71]
model and, consequently, will not influence its final response.
2.5.1.2 LGMD η-function: biological and robotic model performance eval-
uation
After the model descriptive adequacy evaluation and in order to perform a deeper
analysis about the performance of the LGMD model previously described, and looking
at its response as a possible robotic solution perspective, we subject it to different
visual stimuli, as described in section 2.4.1.
Protocol: S_A_R
The initial size subtended by the object at the beginning of the approach was < 2
degrees in visual angle. Then, the angular size increased linearly (one degree at each
simulation step), reaching a final subtended angle of 60 degrees.
Analyzing figure 2.14, LGMD model here addressed shows a typical biological FRP
to an approaching stimulus: as the angular size of the retinal projection of the stimulus
increases, the firing rate increases, peaks and decays, which, with this model, happens
before the time predicted to collision. The response of this model has shown to peak
when the angular size of the approaching object reaches a specific angular size, known
as the angular threshold, θthreshold = 24 degrees, whose importance, on timing the
escape behaviors in locusts, remains controversial.
In the case of receding objects, the initial size subtended by the object at the
beginning of approach was 60 degrees in visual angle, and the full final angle subtended
at the end of approach was < 2 degrees.
Figure 2.15 presents the results from the model when stimulated with an object
showing a receding trajectory, implying a negative angular speed. When compar-
ing both results, from figure 2.14 and figure 2.15, we verify that the FPR, either for
l/|v| =25 or 50 ms, are the reverse of the response obtained for approaching trajecto-
ries. These responses are not in agreement with the LGMD biological response when
stimulated with similar trajectories. For receding trajectories, the biological LGMD
neuron response is very brief when compared with the response obtained for the same
approaching object.
A possible explanation for the responses obtained is based on the fact that η -
function model does not take into account some constrains on the excitation and
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Figure 2.14: Responses of the LGMD model proposed by Gabbiani [70, 71] , to an ap-
proaching looming stimulus with l/|v| equal to 25 (top) and 50 (bottom) milliseconds.
Top graphs: output of theη - function. Bottom graphs: time-course of the angular size
(θ, dashed blue line) and angular speed (∂θ/∂t, solid green line) of the approaching
stimulus. The time predicted to collision is defined as zero. Red vertical doted line
indicates the moment when the object angular size is equal to θthreshold = 24 degrees.
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Figure 2.15: Similar to figure 2.14 to a receding stimulus, with l/|v| equal to: Top
panel: 25 ms; Bottom: 50 ms.
feed-forward inhibition dynamics across time [136, 139].
This model does not include any processing stage for the production of collision
alerts to signal approaching objects. Subsequently, CD and D variables are null for
the η - function model.
Protocol: S_U_L
Taking as a term of comparison the biological response to the same simulation protocol
[181], and taking into account that η - function output depends on the angular velocity
of the approaching object, a completely different response profile when comparing
looming and uniformly approaching visual stimuli should be expected. Observing
the FPR obtained to an object linearly approaching at 1 degree per time-step (Fig.
2.16,top graph), a peak at the onset of the visual stimuli, followed by an exponential
decrease in the firing rate is noticed.
Analyzing the spike rate profile obtained for this model, when stimulated with a
looming stimulus (Fig. 2.14) and comparing it to the results obtained for the uniformly
approaching object, we notice that the peak at the preferred angular size (θthreshold = 24
degrees) disappeared under the last stimulation protocol (figure 2.16).
In terms of behavioral transduction of the model response, the absence of a peak
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Figure 2.16: Response of the LGMD model to an approaching stimuli under the
conditions of a constant angular velocity. t=-0.7 at the onset of stimulus
can imply the non existence of an escape response.
Protocol: S_N
As a neural pathway specialized in the detection of potential collisions, the LGMD
neuron must be reliable in all the environmental conditions. Thus, it is especially
important, for this neuron, to remain undisrupted by noise.
As previously mentioned, theη - function model only depends on the object angular
size and velocity. The application of reliable computer vision techniques to extract the
object angular size and velocity from the captured video, is needed. Consequently, the
noise impact on the final response of this model will depend on the computer vision
techniques used to extract the object, and not in the model response per se.
Table 2.8 summarizes all the results obtained during the evaluation process of the
η - function model.
2.5.2 LGMD model 1: model validation in comparison to bi-
ology and a robotic perspective analysis
2.5.2.1 LGMD model 1: model evaluation in terms of descriptive ade-
quacy
Figure 2.17 shows, on the top panel, the relation between LGMD model 1 peak firing
rate (fpeak) and the l/|v| stimulus ratio. Observing the results obtained, we can
conclude that they are consistent with the ones observed on the biological systems
(see figure 2.3). The mean difference between fpeak values obtained with this model,
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Table 2.8: Summary of the η - function model evaluation results obtained for each of
the simulation protocols tested. The nomenclature here used is described on section
2.4.1. ": behaves as expected; $: behaves in an opposite way as expected; 4:
No results were obtained; µ(fpeak): average of the absolute difference value between
fpeak values obtained with the model and fpeak values obtained in biology, for 5-50
ms l/|v| values; std: standard deviation; △θthreshold: difference between θthresholdvalues
obtained with the model and biological data; A: approaching; R: receding; L: looming;
U: uniformly approaching.
Model evaluation: Descriptive Adequacy
η-function
S_L S_L_I
DA_f DA_t DA_t
µ(△fpeak) std(△fpeak) △θthreshold △θthreshold
55 67 0.4o 0.4o
Model evaluation: biological (FRP) and behavioral perspective (CD and D)
S_A_R S_U_L S_N S_Re
FRP CD D FRP CD D FRP CD D FRP CD D
A:" R:$ 44 44 L:" U:" 44 44 4 4 4 4 4 4
for l/|v| values between 5 and 50 ms, and the results obtained in biology is 42 spikes,
with a standard deviation of 39 spikes.
Taking into account the regression line presented on the bottom graph of figure
2.17 (tpeak = −1.8 · l/|v| + 7.5, r ≃ 0.99) and comparing it to the linear regression
represented on figure 2.3, we conclude that, for all l/|v| values, the LGMD model 1
peak firing rate always occurred 7.5 msec after the object reached a final angular size
of 60 degrees on the camera. Unlikeη-function model, the LGMD model 1 output only
reaches its maximum peak when the object reaches its full angular size that is, in this
case, 60 degrees.
Tests for S_L_I showed that the linear relation between the TTC of peak firing
rate and the l/|v| ratio was not affected by the shape, texture or approaching angle
of the visual stimuli (r ≈ 0.99).
According to these results, we conclude that the intrinsic linear dependence be-
tween the peak firing time and the l/|v| ratio remains preserved by LGMD model 1.
This emphasizes the fact that the feature extraction performed by the LGMD model
1 is independent of the image context.
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Figure 2.17: Relation between fpeak and tpeak on the l/|v| ratio, obtained with LGMD
model 1. Top panel: The LGMD Peak firing rate (fpeak) is plotted as a function of
l/|v| (logarithmic regression represented by: fpeak = −47.26log(l/|v|) + 294.4, r ≃ 0.89
. Bottom panel: Peak firing time (tpeak) is plotted as a function of l/|v| (indicated by
black squares). Linear regression line is indicated by the black dashed line.
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2.5.2.2 LGMD model 1: biological and robotic model performance eval-
uation
As the LGMD neuron’s output from model 1 is given as a membrane potential, the re-
sponse of this model will be evaluated in amplitude (represented as LGMD membrane
potential) and not in frequency (LGMD spike rate).
Protocol: S_A_R
A deep and comparative analysis of the model 1 response to for protocol S_A_R was
done as depicted on figure 2.18 and 2.19. The activity of the LGMD model 1 was
analyzed in order to identify the relationship between simulated approaching stimuli
and the LGMD FRP response.
Figure 2.18 shows the LGMD model 1 FRP, which is similar to the typical one of
the LGMD neuron to an approaching stimulus: as the retinal projection’s angular size
of the stimulus increases, the membrane potential increases, peaks and decays before
the collision occurs (figure 2.18, top panel of a) and b)).
Analyzing the obtained results, we observed that the time interval (or delay, indi-
cated byδ) between the instant at which the first spike occurred and the time instant
at which the membrane potential peaked, was the same for both situations tested,
taking a value of 50 ms. However, for l/|v| = 25 ms, the first spike (which signals
collision) occurred when the object reached an angular size equal to 32 degrees (being
the approaching object located at D = 5.2 cm from the camera); for l/|v| = 50 ms,
the spike was produced when the object reached an angular size of 42 degrees (being
the approaching object located at D = 4.2 cm from the camera). For both l/|v| val-
ues, LGMD model 1 was able to correctly detect a collision. Based on these two case
studies, we can conclude that this model is able to detect approaching objects in a
simple environment.
Figure 2.19 depicts results when a receding object is used as the input to the model.
The LGMD membrane potential peaks when the object starts moving and then slowly
decreases as the object recedes from the camera. In this situation, no collision alerts
should be produced, as there is no risk of collision if the object is receding. However,
a spike was produced 0.05 seconds after the object started to recede (Fig. 2.19 ,
middle graph). This represents a limitation of model 1, since it could not be correctly
deployed as a collision detector in mobile devices, since it does not respond properly
to receding objects.
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Figure 2.18: LGMD model 1 responses to an approaching looming stimulus with
l/|v| equal to: a) 25 ms and b)50 ms. Top graphs: Red Dots represent the LGMD
membrane potential, computed at each timestep. The dashed black line represents the
LGMDthresh value. Middle graphs: the first spike produced, representing the collision
alert, occurred at -0.087 and -0.133 seconds before collision (for l/|v| =25 and 50 ms,
respectively). Bottom graphs: time-course of the stimulus angular size (θ). In all
graphs, the time predicted to collision is defined as zero.
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Figure 2.19: Responses of LGMD model 1 to a receding stimulus with l/|v| equal to
25 milliseconds. Legend similar to figure 2.18.
Protocol: S_U_L
To analyze the behavior of the LGMD model 1 to protocol S_U_L, objects simulated
show an uniform increase in size. The obtained results are depicted on figure 2.20.
Two objects were considered. One object approaches such that it linearly increases
one degree per time-step. In this case, the LGMD membrane output is very low due to
the inhibitory layer that spreads its inhibition to the neighboring pixels. As the image
increases only one degree per time-step (corresponding to one pixel per side at each
time-step), the inhibition wins the competitive race over the excitation and almost
all the excitation produced by the photoreceptive layer is canceled out by inhibition.
Consequently, and observing the m for this situation (dots), no spikes were produced
by the LGMD model 1 in this situation case (see Fig. 2.20, middle graph).
The second simulated object has a higher linear increase (two pixels per side, at
each time-step). Observing figure 2.20 (gray solid lines), a great difference is noticed
when comparing it to the previous result (dots). There is an almost linear increase
in the LGMD membrane potential (Fig.2.20, top graph, gray continuous line), being
directly related to the linear increase of the object. As the simulated object increases
uniformly at two pixels per side, the inhibitory layer only affects one pixel in each
side of the image growth. Therefore, excitation is higher than inhibition, leading
to an almost linear increment on the LGMD membrane potential, which follows the
increase of the stimulus size. A spike (or collision alert) was produced at 0.05 seconds
(Fig.2.20, middle panel), when the object’s position was still very distant from the
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Figure 2.20: LGMD model 1 response to an object that approaches at one pixel per
side (red dots) and two pixels per side (red continuous line). The object approaches
at one degree and two degrees per time step, respectively. Legend similar to figure
2.18. Zero time represents the stimuli onset instant.
camera.
When compared to the biologic response [181], LGMD model 1 FRP is not con-
sistent to the verified in the biological LGMD neuron.
Protocol: S_N
In here, we pretend to verify if LGMD model 1 response remains undisrupted to noise
increment. Figure 2.21 summarizes the results obtained for each situation tested.
According to these results, the noise added to the image sequences has a high
effect on the obtained results. It could be inferred that, for a percentage equal or
higher than 0.25% and lower than 50%, the excitation produced by noise was not
eliminated by any form of inhibition (as lateral and feed-forward inhibition). By this
reason, noise acts as an “extra” excitation that raises the LGMD membrane potential
to a level superior than LGMDthresh value. Thus, for these situations, the first spike
was produced prematurely when the object was still far away from the camera (at
D ranging from 0.9 to 1 meter). For situations tested in which the noise level was
equal or higher than 50%, LGMD model 1 did not spike. That happened due to
the activation of feed-foward inhibition (FFI, equation2.23), which was higher than
FFIthresh, eliminating all the excitation produced by the approaching object.
With these results we can conclude that the LGMDmodel 1 response is not immune
to noise. In fact, it’s response is highly affected even by small noise amounts.
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Figure 2.21: Distance (D) at which a collision was detected, by the LGMD model 1, at
increasing noise levels for two different l/|v| ratios tested: 25 (front) and 50 ms (rear).
Table 2.9: Summary of the LGMD model 1 evaluation results obtained for each of the
simulation protocols tested. Legend is equal to the one on table 2.9.
Model evaluation: descriptive adequacy
Model 1
S_L S_L_I
DA_f DA_t DA_t
µ(△fpeak) std(△fpeak) △θthreshold △θthreshold
42 39 36o 36o
Model evaluation: biological (FRP) and behavioral perspective (CD and D)
S_A_R S_U_L S_N S_Re
FRP CD D FRP CD D FRP CD D FRP CD D
A:" R:$ "$ "$ L:" U:$ $$ $$ $ $ $ " " "
Protocol: S_Re
Figure 2.22 shows the output of the LGMD model 1 when feeded with a real image
sequence. For this situation, LGMD model 1 detected a collision when the ball was
located at D = 19 cm relatively to the camera, which corresponds to the moment
when the ball reaches 21 degrees in its angular size.
However, the model is not robust to noise and does not work well for receding
objects. In order to overcome the problem here described, a different LGMD neural
network was proposed in literature. This model, here named LGMD model 2, will be
described in detail and profoundly analyzed in the next sub-chapter.
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Figure 2.22: LGMD model response when stimulated with a real video sequence.
Top: points represent the LGMD membrane potential at each timestep. Dashed line
represents the LGMDthresh value. Bottom: the first spike produced, representing
the collision alert, occurred at -0.16 seconds, being the simulated object situated at,
approximately, 0.19 meters relatively to the camera.
2.5.2.3 LGMD model 2: model evaluation in terms of descriptive ade-
quacy
In the validation step, when evaluating the regression analysis performed with the peak
firing rate results obtained with LGMD model 2, in relation to different l/|v| ratios,
those can be represented by the following equation: fpeak = −91.68 log(l/|v|) + 491.8,
r ≃ 0.88, in which fpeak represents the LGMD model 2 Peak firing rate. The mean
difference between fpeak values obtained with this model, for l/|v| values between 5
and 50 ms, and the results obtained in biology is 75 spikes, with a standard deviation
of 21 spikes.
Comparing these results with the ones obtained with LGMD model 1, we observe
that fpeakobtained with LGMD model 2, for all l/|v| values tested, is almost the double
of the one obtained for model 1. This increment on the LGMD model 2 peak firing
rate can result from the decrement on the inhibitory weight contribution for the final
value of the LGMDcell.
Evaluating the regression line obtained for the correlation between the tpeak and
the l/|v| ratio (tpeak = −1.8 · l/|v|+7.1, r ≃ 0.9984), it is concluded that LGMD model
2 peak firing rate always occurred 7.1 ms after the object reached a final angular size
of 60 degrees on the camera.
Tests for protocol S_L_I proved that the LGMD model 2 response independence
from the visual stimuli shape, texture and approaching angle.
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Since model 1 and 2 share a similar architectural basis, the achieved results, for
the delineated and same protocols, are similar.
2.5.2.4 LGMD model 2: biological and robotic model performance eval-
uation
In section 2.5.2.2, we verified that, in order to improve the reliability of LGMD model
1 over a wide range of visual scenarios, a new model was proposed in literature. With
the integration of new computational processes, it was expected that LGMD model
2 became a more faithful model of the LGMD neural response. Additionally, from a
robotic perspective, the improvement on the LGMD model 2 architecture leaded us
to predict that it could be used as an effective collision detector in a wider range of
visual scenario’s conditions.
To verify the improvement in the performance of the LGMD model 2 to different
visual scenarios, this model was submitted to the same simulation protocols described
in the section 2.4.1.
Protocol: S_A_R
The activity of the LGMD model 2 was evaluated in order to identify the relationship
between simulated stimuli and model FRP response, which visually is highly similar
to the FRP verified on the LGMD biological response.
The spike that signals the detection of a collision, was produced at -0.12 seconds
(Fig. 2.23, bottom panel, red dots,), when the object was located at D = 7 cm
relatively to the camera, fulfilling an angular size of 28 degrees. In the second situation
tested,l/|v| =50 ms, a collision was correctly detected when the simulated approaching
square reached 24 degrees of angular size, being located at D = 6.1 cm.
The next step consisted on testing LGMD model 2 to a receding object. When an
object is receding and is very close to the camera, it will feed the LGMD neural network
with high excitation. This fact can lead the LGMD model 2 to produce false collision
alerts. Firstly, we fed LGMD model 2 with a receding square with l/|v| =25ms.
Figure 2.24 shows that a false collision was detected 0.07 seconds after the object
started to recede. This happened because LGMD model 2 responded, with equally
high excitation levels, to the approaching and receding object. We also fed the LGMD
model 2 with a receding object with l/|v| =50 ms. Likewise the results obtained for
the smaller l/|v|, a false collision was detected for the new situation tested. Therefore,
this model is not able to distinguish movement direction.
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Figure 2.23: LGMD model 2 response to an approaching object, with l/|v| = 25ms.
Top panel: continuous line represent the LGMD membrane potential, computed at
each time-step. Middle panel: green dots represent the spikes produced before thresh-
old application (Tsand FFI). Bottom panel: dashed line represents all the spikes pro-
duced, and red dots are collision alerts, which are the final output of this model. The
first collision detected occurred at -0.12 seconds, being the simulated objected located
at, approximately, 7 cm to the camera.
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Figure 2.24: LGMD model 2 response to a receding object, with l/|v| =25 ms. The
legend is similar to the previous one (see figure 2.23). The first collision detected
occurred at -0.07 seconds, being the simulated objected located at, approximately, D
= 5.2 cm to the camera.
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Figure 2.25: LGMD model 2 response to an uniformly approaching object. The object
approaches one degree at each time step. The legend is similar to the previous images.
Zero time represents the stimuli onset instant.
Protocol: S_U_L
Results obtained to an uniformly approaching object, increasing linearly at one degree
per timestep, are shown on figure 2.25.
LGMD model 2 has a different response when compared to LGMD model 1 to
this protocol. This happens due to the considerable decrease on the weight given to
lateral inhibition in LGMD model 2, when compared to the lateral inhibition weight
in LGMD model 1. An almost linear increase in the LGMD membrane potential (Fig.
2.25, top panel) can be directly related to the edge’s linear increase of the captured
image. A collision was detected 0.08 seconds after the object started to increase its
angular size, corresponding to an object angular size of 9.7 degrees.
In terms of comparison with the biologic response, the results obtained are not
similar to the ones verified in the LGMD neuron [181], similarly to model 1.
Protocol: S_N
According to figure 2.26, for a noise percentage between 0.1% and 5%, LGMD model
2 was effectively able to correctly detect collision scenarios (the “collision detection”
spikes were produced when the approaching square was near to the camera, at D
values between 7 - for l/|v| =25 ms - and 6 cm - for l/|v| =50ms). For this range
of salt-and-pepper noise, the extra excitation produced by noisy pixels was properly
eliminated by the new mechanism integrated into the model. However, when the noise
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Figure 2.26: Distance at which a collision was detected, by the LGMD model 2, at
increasing noise levels, for two different l/|v| ratios tested: 25 and 50 ms.
percentage increased to values between 10 and 30%, the noise reduction mechanism
was not able to eliminate all noisy pixels, leading to premature collision detections
(D> 60 cm). When image corruption level increases to this range, the noisy pixels
tend to group in small clusters, leading to a less effective noise reduction by the
mechanism proposed. The passing coefficient of clustered pixels (see equation 2.15)
tend to increase, leading to a subsequent increment in the summing cells excitation
level. Thus, the first spike was produced prematurely when the object was still far
away from the camera - located, for both l/|v| values tested, at, approximately, 90 cm
to the camera.
For noise levels equal or higher than 40%, LGMD model 2 did not produce any
spike. That happened due to the inhibition of the LGMD cell (computed by equation
2.19) by the feed-foward inhibition cell (FFI which was higher than FFIthresh), which
cancel out all the excitation produced, either by the approaching object, either by the
noisy pixels.
These simulated environments showed a robustness improvement of the LGMD
model 2 over LGMD model 1, as this new model is able to deal with colliding objects,
even when the image is corrupted with considerable noise levels.
Protocol: S_Re
In order to test the LGMD model 2 capability to detect a collision in a real visual
scenario, we fed it with the real image sequence previously described.
Figure 2.27 shows the LGMDmodel 2 response to a real video sequence. A collision
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Figure 2.27: LGMD model 2 response to a real video sequence (legend is similar to
the one on figure 2.23).
was detected at -0.16 seconds, when the ball was located at, approximately, D = 19
cm relatively to the camera (corresponding to a ball angular size of 21 degrees).
2.5.2.5 LGMD model 3: model evaluation in terms of descriptive ade-
quacy
The regression analysis performed with the results obtained with LGMD model 3 is
represented by the following equation: fpeak = −44.45 log(l/|v|) + 253.1, r ≃ 0.88.
This regression equation is similar to the one obtained with the previous LGMD
model 1 and 2, and consistent with biological results. The mean difference between
fpeak values obtained with this model, for l/|v| values between 5 and 50 ms, and the
biological results (from figure 2.3, left panel), is 37 spikes, with a standard deviation
of 35 spikes.
Evaluating the regression line obtained, correlating tpeak and l/|v| ratios ( tpeak =
−1.8 · l/|v| + 7.1, r ≃ 0.99), it can be conclude that for all values of l/|v|, the peak
firing rate always occurred 7.1 msec after the object reached a final angular size of 60
degrees on the camera. This result is consistent with the one obtained for the LGMD
model 2.
LGMD model 3 shared the independence of its response from the visual stimuli
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Table 2.10: Summary of the LGMD model 2 evaluation results obtained for each of
the simulation protocols tested. Legend is equal to the one on table 2.9.
Model evaluation: descriptive adequacy
M
o
d
e
l
2
S_L S_L_I
DA_f DA_t DA_t
µ(△fpeak) std(△fpeak) △θthreshold △θthreshold
75 21 36o 36o
Model evaluation: biological (FRP) and behavioral perspective (CD and D)
S_A_R S_U_L S_N S_Re
FRP CD D FRP CD D FRP CD D FRP CD D
A:" R:$ "$ "$ L:" U:$ "$ "$ 1"/1$ 1"/1$ 1"/1$ " " "
shape, texture and approaching angle already verified on model 1 and model 2, when
subjected to protocol S_L_I.
2.5.2.6 LGMD model 3: biological and robotic model performance eval-
uation
This model has an additional capability to discriminate approaching and receding
objects. However, the mechanism introduced in the LGMD model 2 to favor grouped
excitations was discarded in the present model. As a consequence, LGMD model 3 is
expected to be able to distinguish approaching from receding objects, by producing
collision spikes only in the situation of an approaching object. However, it is needed
to verify if this capability remains robust even in the presence of noisy environments.
Protocol: S_A_R
The results obtained for an approaching object, with l/v =25ms, are represented in
figure 2.28, a) panel. According to the results, LGMD model 3 FRP is consistent
with biology. A collision was detected when the object was located at D = 7 (for
l/|v| =25ms, corresponding to an object angular size of 24 degrees) and D = 5.5 cm
(for l/|v| =50ms, object angular size equal to 31 degrees) relatively to the camera.
Results on figure 2.28 panel b) show that no collisions were detected when LGMD
model 3 was stimulated with an object showing a receding trajectory, with l/|v| =25
ms. The experiment was repeated, but now for an object receding atl/|v| =50 ms.
Similarly, no collisions were detected for this second test.
However, analyzing the “D cell” output on figure 2.28, we notice that, in situation
a), at some time instants, it takes the value -1 (which is an indicator of a receding tra-
jectory) and, in situation b), assumes value 1 (indicating an approaching trajectory)
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Figure 2.28: LGMD model 3 response to an approaching (a) and to a receding object
(b), both withl/|v| =25ms. Membrane Potential: output of the J (continuous line)
and H (dashed line) cell. D cell: output of the D cell. 0 - insignificant movement;
-1 - receding movement; 1 - approaching movement. Spikes: output of equation 2.31
; Collision Detected: red dots represent collision alerts which are the final output of
model 3. a) A collision was detected for t = −0.1833, being the approaching object
located at 5.5 cm to the camera. b) no collisions were detected.
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Figure 2.29: LGMD model 3 response to an object approaching at one degree at each
time step. Legend similar to figure 2.28.
at, for example, t =0.03 s. This happens because the simulated camera has a limited
resolution of 100 pixels, both in vertical and horizontal directions. Consequently, be-
tween successive frames, the object’s size does not grow in a continuous and smooth
way. The image’s simulation algorithm has to perform an average about the object’s
size, computing it in an approximate way. Thus, at some looming instants, Hf be-
comes higher than Jf (the object keeps its size between successive frames, leading to
a decrease in the excitation level).
Despite the previously discussed problem, as a conclusion of the obtained results,
we point out the LGMD model 3 capacity in distinguish different directions of move-
ment, by the introduction of a new direction selective system.
Protocol: S_U_L
According to this simulation protocol results, LGMD model 3 showed the same FRP
to an uniformly increasing object, when compared to the LGMD model 2 response.
As the object increased linearly one degree per time step, the output of the D cell was
kept at “one” during all the experimental course time (see Fig. 2.29, “D cell” graph).
The LGMD model 3 detected a collision 1.2 seconds after the object started to
move, corresponding to an angular size of 13.72 degrees.
Through the previous analysis and similarly to the behavior of the LGMD model
1 and 2 when subjected to the same situation, the LGMD model 3 responds too early
to an uniformly approaching object.
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Figure 2.30: Distance at which a collision was detected, by LGMD model 3, at in-
creasing noise levels and for two different l/|v| ratios tested: 25 and 50 ms.
Protocol: S_N
According to figure 2.30, for a noise percentage between 0.1% and 0.5%, LGMD model
3 was effectively able to detect collision scenarios correctly (the “collision detection”
spikes were produced when the approaching square was near to the camera). For
l/|v| =25ms, a collision was detected at an average distance of D = 7cm. For l/|v| =
50ms, collisions were detected at an average of D = 4.3 cm.
However, for noise percentages between 1 and 5%, the model wrongly detected a
collision when the object’s position was far away from the camera (approximately at
86 cm, for both ratios tested). These premature collision detections result from the
excitation increment produced by noisy pixels.
For image corruption’s percentages between 10 and 100%, no collisions were de-
tected. That happened due to the inhibition of the LGMD excitation (given by equa-
tion 2.26) by the feed-foward inhibition cell (FFI exceeded TFFI).
When compared to LGMD model 2, LGMD model 3 response is highly affected by
the presence of noisy synthesized environments.
Protocol: S_Re
After the previous situations tested, the LGMD model 3 was subjected to the real
recorded data used to stimulate the previous models.
For the present situation, LGMD model 3 detected a collision at a ball’s position of
D = 19 cm relatively to the camera (t =-0.16 seconds), corresponding to the moment
when the ball reaches an angular size of 21 degrees.
Observing the obtained results it is concluded that LGMDmodel 3 works efficiently
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Figure 2.31: LGMD model 3 response to a real image sequence showing an approaching
ball (legend is similar to the one on figure 2.28).
in almost all the situations tested. Unfortunately, model 3 is highly affected by images
corrupted even with small noise quantities. However, the direction selective system
introduced in LGMD model 3 solved the main problem observed in LGMD model 2.
This new model is able to distinguish an approaching from a receding object, producing
collision alerts only in the first situation.
Table 2.11: Summary of the LGMD model 3 evaluation results obtained for each of
the simulation protocols tested. Legend is equal to the one on table 2.9.
Model evaluation: descriptive adequacy
M
o
d
e
l
3
S_L S_L_I
DA_f DA_t DA_t
µ(△fpeak) std(△fpeak) △θthreshold △θthreshold
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2.5.2.7 LGMD connective model: model evaluation in terms of descrip-
tive adequacy
Fitting the peak firing rate of the LGMD connective model [15] versus l/|v| stimulus’s
ratio, the following correlation was obtained: fpeak = −84.62 log(l/|v|)+359.9, r ≃ 0.85.
For all l/|v| values tested, the mean difference between the biological and model peak
firing rate is 49 spikes, with a standard deviation of 18 spikes.
Relative to the relation between tpeak and l/|v| ratio, similarly to what happened
with the previous models, a linear correlation was noticed (tpeak = −3.1 · l/|v|+ 7, r ≃
0.99 ). According to this, the peak firing rate always occurred 7 ms after the object
reached a full angular size of 36 degrees on the camera.
After this first analysis, at protocol S_L_I, as the model shown the same linear
relationship between the peak firing rate and the l/|v| ratio, it was proved that LGMD
connective model responses are largely independent on the stimulus intrinsic variables.
So, the extraction of features by the LGMD model proposed by Sergi [15] is highly
independent of the image context.
2.5.2.8 LGMD connective model: biological and robotic model perfor-
mance evaluation
In this step, we will evaluate the mathematical equations that integrate the LGMD
connective model by analyzing the contribution of each neural layer of the model
represented on figure 2.9. The capability to detect an approaching versus a receding
object, as well as the detection of an uniformly approaching object will be analyzed.
Additionally, the detection of collision scenarios at different noise levels also integrates
this analysis. Finally, in order to access the real time properties of this model, we will
use the real video sequence showing an approaching ball.
Protocol: S_A_R
In order to test the behavior of the LGMD connective model and to compare it with
the other models, we subjected this model to the same object trajectories previously
described.
In the first experiment, for the sequence showing an approaching square with
l/|v| =25ms, the LGMD model outputs are represented in figure 2.32, top panel.
Applying a LGMDMeanfiringratethreshold = 50 to the LGMD mean firing rate output
from figure 2.32, a collision was detected when the object was located at 4.6 cm
relatively to the camera. In the second experiment, we used an object with a ratio
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Figure 2.32: LGMD connective model response to an approaching object (top panel)
and to a receding object (bottom panel), both with l/|v| = 25ms. (A) mean activity of
the Photoreceptive layer; (B) mean activity of the Lamina layer; (C) mean activity of
the Medulla layer; Final firing rate of the LGMD model; Object angular size through
time.
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Figure 2.33: Distance at which a collision was detected, by the LGMD connective
model, at increasing noise levels and for two different ratios tested: 25 and 50 ms.
l/|v| =50 ms. In this case, and using the same LGMDMeanfiringratethreshold value, a
collision was detected exactly when the object was located at the 4.9 cm to the camera.
In relation to the LGMD model stimulation with receding objects (l/|v| =25 and
50 ms), wrong collision scenarios were detected after the object started to recede. We
have also noticed that the LGMD firing rate peak, for receding trajectories, depends
on the weighting of the post-synaptic inhibition strength.
Protocol: S_U_L
In here, LGMD connective model response was evaluated by using objects showing an
uniform size increment, between successive time-steps.
The results obtained for this stimulation protocol showed a peak in the LGMD FRP
at the preferred angular size (i.e., when the object reached the angular size thresh-
old, corresponding to 36 degrees). This response profile do not match the biological
response for the same simulation protocol.
Protocol: S_N
As observed on figure 2.33, the LGMD connective model correctly detected collision
scenarios only for situations when the noise level was inferior than 2.5%. For higher
percentages of noise added to the image sequences, premature collisions scenarios were
detected by the connective model.
The results obtained for different noise conditions prove the non-robustness of this
model to correctly behave in highly corrupted environments.
2.6 Model Comparison and Discussion 77
The nomenclature here used is described on section 2.4.1and legend is similar to
table 2.8.
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Figure 2.34: LGMD connective model response to a real image sequence showing an
approaching ball (legend is similar to the one on figure 2.32).
Protocol: S_Re
In order to evaluate the connective model in a more realistic visual scenario, we used
as the visual stimuli, the real recorded video sequence previously described.
For this protocol, the first spike was produced when the ball was located at D =
9.3 cm relatively to the camera (for t=-0.08 seconds, LGMD mean firing rate is higher
than LGMDMeanfiringratethreshold = 50 adopted).
Observing the obtained results, it can be concluded that the LGMD connective
model works efficiently in almost all the situations tested, but it is highly affected
by images corrupted even with small quantities of noise (even below 5%). Besides,
this model is not able to distinguish distinct object trajectories (approaching versus
receding).
2.6 Model Comparison and Discussion
The analysis described along this chapter, enabled us to test each hypothesis formu-
lated on literature about the LGMD selective mechanism for looming objects, both
from a biological and robotic solution perspective. Our main targets are to:
a) compare different hypothesis described on literature about the process behind
the LGMD selectivity to looming objects, through computational implementations of
different LGMD models, stimulating each model with known visual stimuli, generating
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Table 2.12: Summary of the LGMD model 3 evaluation results obtained for each of
the simulation protocols tested. Legend is equal to the one on table 2.9.
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outputs and comparing the outputs obtained against our original target specification;
b) to find a good method for generalization in a collision detection recognition
system, with its mechanism’s source in biology.
However, a central and inherent problem is that drawing any conclusions from this
strategy, is not straightforward.
Resultant data from performed stimulations are compacted on tables: 2.8, 2.9,
2.10, 2.11 and 2.12. Unfortunately, data by itself does not directly provide specific
and precise information about model’s Generalizability (whether the model provides
a good indicator of future observations), which is considered as the best criterion on
which models should be compared.
In order to compute each of the tested model’s Generalizability (Ge) value, a
sequence of steps have to be taken.
• The first step consists on computing, for each model, the mean between µ(△fpeak)
values and △θthreshold obtained (see figure 2.35, top panel ), as:
GOF1,M =
µ(△fpeak) +△θthreshold
2
(2.43)
the value obtained corresponds to the Goodness Of Fit (GOF1,M, which M stands
for model) between the model and biological data (the lower the difference value,
the best is the GOF between the biological and the model output data).
• Compute the Proportion Index of correct choices, through:
GOF2,M = Ntotal observations−
∑
cr (2.44)
where cr stands for the number of correct responses (the lower is the value, the
2.7 Conclusion 79
higher number of situations were the model output was in accordance to the
biology - see figure 2.35, middle panel).
• Calculate the complexity of each model, which is directly given by the number of
model parameters (MP), which is attractive as a measure of model complexity
since it is very easy to calculate (see tables 2.3, 2.4, 2.5 and 2.6, and figure
2.35 - middle panel): the lower the complexity the less sensitive the model is to
parameter variations, becoming more flexible.
• Compute model’s Ge, through the computation of the adapted Akaike’s Infor-
mation Criterion (AIC, [125]) (see figure 2.35, bottom panel), trough:
AIC = 2× ln((GOF1 +GOF2)/2 × n)+2×MP+(2×MP× (MP+1))/(n−MP−1)
(2.45)
where n stands for the number of data observations. Results obtained from model
comparison can be seen on figure 2.35.
It is important to notice that the AIC is not a model’s test in the sense of hypothesis
testing; rather it is a tool for model selection. Given a data set, several competing
models may be ranked according to their AIC, with the one having the lowest AIC
being the best. So, model’s Generalizability is estimated such that the lower the AIC
value, the better the model is expected to generalize, ie, the smaller the AIC value,
the closer the model is to the “truth”.
According to this, LGMD connective model has the higher Generalizability, fol-
lowed by Model 1 and Model 3 (which have very similar values), η-function model
and, finally, Model 2. In fact, LGMD connective model’s working merges principles
of both critical race (H1) and feed-forward excitation versus feed-forward inhibition
(H2) hypothesis, possibly taking advantages of the processing embedded on the model
structure. When compared to the LGMD biological data, this model presented the
second lower mean difference value, being also the second lower complex model, which
is inferred from its low number of model parameters, as well as the model with the
third best overall performance when subjected to protocols S_A_R, S_U_L, S_N
and S_Re.
2.7 Conclusion
As evident from this survey, simulations of LGMD neuron responses have a wide-
ranging set of goals, from conceptual proof of concept, to biological comparisons, as
well as to possible robotic applications.
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Figure 2.35: Top Panel: Blue diamonds: Mean difference between fpeakobtained in
biology and with each model tested, averaged over l/|v| values used, and respective
standard deviation. Red dots: θthresholddifference between biological and model data,
averaged over all l/|v| values tested. Green squares and dashed line: GOF1values,
obtained for each model tested. Middle panel: GOF2values obtained for each tested
model, as well as number of parameters for each model (MP). Bottom panel: Model’s
Akaike’s Information Criterion (AIC). The lower the AIC value, the better the model
is expected to generalize.
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Along this chapter, a deep analysis of the main neural models of the Lobula Giant
Movement Detector (LGMD) neuron proposed in literature was made, covering differ-
ent hypothesis about theoretical explanations of the neuron functioning. All models
here presented have proven to be useful on helping to understand and explain the
locust neural response to different visual scenarios.
In order to analyze the difference between selected LGMD models [15, 83, 121,
229, 233] responses to different experimental conditions, five different LGMD models
were implemented and tested: the first model is based on the Gabbiani approach [83];
three of them are based on the approach made by Rind [121, 229, 233]; and one based
on the model proposed by Sergi [15]. These models were subjected to different visual
protocols, consisting in distinct visual scenarios. Through this profound analysis,
the limitations and the advantages of each LGMD model have been described and
discussed.
The first model analyzed was the one proposed by Gabbiani [83]. According to the
results obtained in the validation and stimulation protocols used, this model has proven
to be an excellent fit of the LGMD neural responses to looming stimuli. However,
the implementation of this model as a real collision detection is quite limited, since
the input to this model consists on the angular speed and angular size computation
of the approaching object. In a real implementation, the computation of these two
variables requires the implementation of complex algorithms to extract the object from
its background, and then calculate its the angular speed and size. Accordingly, the
logical adequacy of this hypothesis to account for the data, revealed to be incomplete
when formalized for modeling.
Two additional and distinct approaches were developed by different research teams
[15, 121, 229, 233]. Distinct neural network models have been proposed, along the last
years, by Rind and her colleagues [121, 229, 233], in order to explain the LGMD
neuron’s responses to different visual stimuli. These models take into account all the
processing steps done in the different layer of the locust visual system [185], prior
to the LGMD neuron itself. Due to its simplicity, the first neural network model -
LGMD model 1 [233] - presented some limitations. Model 1 was not able to work
in corrupted environments. The noise added to the image sequence worked as an
extra excitation, leading the excitation level, in the LGMD neuron, to increase and,
consequently, producing premature collision alerts. Besides that, model 1 produced
the same excitation level, either for approaching and receding objects. In the case
of receding objects, the high excitation of the LGMD neuron lead it to produce false
collision alerts.
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Due to the limitations presented by the LGMD model 1, two new models were pro-
posed in literature: the LGMD model 2 [229], which has the capability to eliminate
noise; and the LGMD model 3 [121], which is able to detect the object’s direction of
movement. After the computational implementation of these two models, and accord-
ing to the analysis of their performance to different visual scenarios, the limitation of
the LGMD model 2 in distinguish approaching versus receding objects was verified, as
well as the limitation of the LGMD model 3 to work within noisy environments. As a
future direction, we proposed the integration of these two LGMD models, in order to
create a more robust and effective LGMD model [180].
Finally, a new approach was proposed by Sergi[15]. This model goes a step beyond
Rind’s models [121, 229, 233], making clear anatomical predictions on how specific
properties of the LGMD arise, showing that the multiplication between the object’s
angular size and angular speed is not needed to account for the known properties of
the LGMD neuron. This model was able to correctly detect potential collisions in a
high range of situations tested, being only negatively affected by noisy environments.
Besides that, we also verified a linear relationship between the peak firing time and
the l/|v| ratio for objects with different textures, shapes and approaching angles.
According to these results, the three main goals of this chapter were achieved: (1)
we were able to provide a critical analysis of the different LGMD models; (2) Along the
paper, we highlight the convergence or divergence in results obtained with each one of
the models; (3) According to the results obtained with each model when stimulated
with a real video sequence, we were able to test the applicability of each model.
As future directions, we propose the application of new simulation protocols, with
objects showing complex trajectories (as translation combined with approaching), as
biologically tested by [38, 119]. Besides that, the response of these LGMD models in
cluttered environments is unknown. Should the LGMD model choose a single object
from a cluttered environment? Is the locust able to select a main object from the
cluttered environment? There are still many biological questions to answer.
Further, responses of these models to dim light levels is also unknown. In decreasing
light levels, both image contrast decreases and image noise increases radically. On
these conditions, the reliability of the images is highly corrupted, which can affect the
LGMD neural spike rate and, subsequently, the correct detection of potential collisions.
Following this line of thought, as a future work, we should try to predict the
biological response to these type of complex visual stimuli when inserted in dynamic
environments, for different light levels, using, for that, the principles behind the LGMD
models presented and discussed in this chapter, but improved such as to bridge some
2.7 Conclusion 83
limitations.

Chapter 3
LGMD neural responses to
complex visual motion with
increasing background complexity 1
Investigation of the principles of visual processing in insects is offering novel, com-
putationally elegant solutions to challenges in machine vision and robot navigation.
However, a significant drawback with vision is the complex relationship between the
raw signal produced and processed by the sequential neural layers in the insect optic
lobe, and the corresponding 3D environmental layout.
While there have been extensive research efforts focused on understanding the re-
sponse of the LGMD neuron to simple visual stimuli, little attention have been given
to comprehend the way this control system works when inserted in more realistic visual
scenarios, including different background complexities, multiple approaching objects,
as well as objects performing trajectories including translation and approaching com-
ponents.
This chapter aims at demonstrating how distinct visual pattern’s complexities can
be directly linked to LGMD neural responses, and how robustly LGMD responses are
in different scene’s contexts.
Grounded on the results obtained with the experiments described in this chapter,
more robust and effective LGMD models could be futurely developed.
1The work presented in this chapter has been published in: Background complexity affects the
response of a looming-sensitive neuron to object motion, by Ana C Silva , Glyn A McMillan , Cristina
P. Santos , John R Gray. Journal of Neurophysiology Oct 2014, DOI: 10.1152/jn.00478.2014.
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3.1 Introduction
Flying animals are continuously challenged with different forms of visual motion, in-
cluding self-produced flow field motion (self motion in a stationary environment) and
motion produced from an object moving within a stationary environment or in a di-
rection opposite to a predicted one. The discrimination between these types of motion
is paramount to an animal’s survival, for example predator avoidance. Flying through
complex visual environments requires the detection of relevant salient visual cues for
successful navigation. Looming objects, for example, provide critical information re-
garding an oncoming collision or perhaps an approaching predator. While stationary,
an approaching visual stimulus is clearly interpreted as noxious, thus detection, and
subsequent avoidance behaviour, may be relatively straightforward. However, while
generating self-generated optic flow during movement or, in the case of swarming
animals, surrounded by conspecifics moving at often unpredictable velocities and di-
rections, detection of noxious stimuli is challenging.
The migratory locust, Locusta migratoria, is an established neuroethological model
system for studying collision avoidance due to its long research history, easily tractable
nervous system, and well-identified looming sensitive neurons (LSNs). During flight, a
locust’s visual environment is dynamic. Within a swarm, individual locusts may fly at
~3 m/s and in close proximity with each other, while maintaining flight elevations from
1 – 1000 m above ground [207]. Neighboring locusts approach from different angles
and at different velocities while land geography changes below. However challenging
the environment, flying locusts are capable of avoiding collisions with conspecifics [211]
and aerial attacks of diving birds while swarming [168]. Indeed, experimental studies
on free flying [36] and loosely tethered flying locusts [30, 120] show that locusts use a
relatively unpredictable range of avoidance behaviours in response to noxious stimuli.
Successful navigation within such a complex environment is, in part, related to a well-
developed visual network of movement sensitive neurons, specifically and most widely
studied are the lobula giant movement detector (LGMD) and its postsynaptic partner
the descending contralateral movement detector (DCMD).
Excitation of the LGMD begins when movement within a locust’s visual field stim-
ulate retinotopically arranged fibers within the ommatidia, which produce excitatory
input to one of the three large dendritic fields of the LGMD [153]. During a loom-
ing approach, the number of spikes produced by the LGMD is directly related to an
approaching object’s angular velocity and subtense angle and is thus referred to as
an angular threshold detector [70]. As an object approaches the retina, the LGMD
firing rate increases to a peak and then decays once object motion stops and before a
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collision would have occurred [38, 68, 70, 71, 77, 80, 119].
Presynaptic lateral inhibition and postsynaptic feed-forward inhibition from the
other two dendritic fields control excitation and thus define the peak firing rate of the
LGMD [63, 68, 70]. Each LGMD synapses onto a DCMD within the protocerebrum,
generating a one-to-one spike ratio [131]; for the ease of access, many studies record
from the DCMD axon within the contralateral side of the ventral nerve cord. The
LGMD/DCMD pathway is part of a relay system that tracks the approach and signals
an impending collision of visual objects to motor centers within the thoracic ganglia
[182]. Phases of an avoidance jump have been linked to phases of this pathway’s
firing rate [58] in addition to a possible role in modifying wing beat rhythm during
flight [167]. While the DCMD habituates to repetitive stimuli [77, 84, 134], it remains
sensitive to a simple looming stimuli following translatory motion within a locust’s
field of view and also responds to the transition to and from a looming trajectory
[38, 119]. Although it remains unknown if the DCMD is responsible for avoidance
behaviours in complex environments (such as those found while flying in a swarm),
these studies suggest that the DCMD is capable of responding to important aspects
of a complex visual environment (see [151]). The interest in answering the question of
complexity reaches beyond neurobiology and into robotics.
Outdoor micro air vehicles (MAVs) and other robotic control systems are often
engineered based on the physiology and circuitry of insect models [57, 237, 238]. To
understand how visual neurons respond in natural environments, it is important to
balance quantifiable stimulus parameters (i.e. object motion) with aspects of com-
plex scenes (i.e. optic flow). In addition to a simple looming stimulus, we presented a
combination of bilaterally paired non-looming and looming stimuli (i.e. compound tra-
jectories) at varying velocities. All stimuli were presented in a 3-dimensional environ-
ment on a specialized dome projection screen using either a simple white background,
a scattered background with hundreds of randomly translating dots to represent a
“swarm”, or a progressive flow field background representing optic flow produced by
forward motion. Consistent with previous work using compound approach trajectories
[38, 119], the DCMD responded to a transition to looming with a quantifiable drop
in firing rate (valley) that was relatively consistent for all trajectory types, velocities
of object approach, and background environment. Response time from transition to
DCMD valley was also consistent with previous work [38, 119] and remained relatively
invariant across all stimulus combinations. Moreover, within each stimulus background
the DCMD firing rate was capable of tracking and responding to the motion of each
stimulus. However, many of the measured response parameters of the DCMD response
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differed depending on the type of trajectory, velocity, and background. We show that
although background complexity affects DCMD responses to looming and transitions
to looming stimuli, the collision associated peak response is, in general, remarkably
invariant.
3.2 Materials and Methods
Animals
We used 14 adult male Locusta Migratoria for experimentation. All animals, at least
3 weeks past the imaginal molt, were obtained from a crowded colony maintained
in the Department of Biology at the University of Saskatchewan (25-28°C, 12hr:12hr
light:dark). Experiments were carried out at ~25°C during similar times of the animals’
light cycle to avoid potential variations in responsiveness when locusts fly at night [74].
Preparation
After the legs were removed and the wings were clipped, a rigid tether was attached
to the ventral surface of the thorax using low melting point bee wax. A small patch
of ventral cervical cuticle was removed to expose the underlying paired connectives of
the ventral nerve cord anterior to the prothoracic ganglia. Locust saline (147 mmol
NaCl, 10 mmol KCl, 4 mmol CaCl2, 3 mmol NaOH, 10 mmol Hepes, pH 7.2) was
applied to the exposed tissue (see figure 3.1) and the preparation was moved to the
recording stage where two silver wire electrodes were hooked around the left and right
ventral nerve connectives; the left and right recording sides are herein referred to as
the left and right DCMDs. A mixture of Vaseline and mineral oil was used as an
insulator around the recording site once we observed distinct neural responses from
each connective to local motion (hand waving). A silver wire was also inserted into
the locust’s abdomen and connected to ground. Each locust was oriented dorsal-side
up and aligned with the azimuthal and elevation axes of the apex of a rear projection
dome screen 10 cm away. In this orientation 0° was directly in front of the locust at
the dome apex, −90° was the center of the left eye and 90° was the center of the right
eye. To allow the animal to acclimate to the experimental setup, the preparation was
left for ~10 minutes in front of each background before presenting any visual stimuli.
Once experimentation began, we maintained a presentation-to-presentation interval of
3 minutes to prevent confounding effects of neural habituation.
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Left LGMD
Right LGMD
Figure 3.1: Real image of the LGMDs nerve cords, during preparation stage.
Visual Stimuli
The procedure used for visual stimulus generation and data acquisition was similar
to that described in [119]. Briefly, visual stimuli were created using Vision Egg [196]
on a Python programming platform and represented as 1024 x 1024 pixel portable
network graphics (png) files. Each pixel on screen subtended approximately ~0.4° of
the locust’s eye (well below the 1° resolution of individual ommatidia [85]). Two 7 cm
diameter black discs traveling at different velocities and trajectories were presented
simultaneously to the left and right side of the locust. Expansion properties associated
with different velocities were described as a ratio of the half size of the disc (l = 3.5
cm) divided by the absolute velocity (|v|). All stimuli were scaled in real-time at 85
frames/sec (fps) and projected in 3 dimensions onto a rear projection dome screen
using an InFocus Depth Q LCD data projector. A TTL pulse that was included in
each video frame and the vertical refresh synchronization pulse from the video card
(NVIDIA GeForce4 Ti4200 128 MB) were used to align neuronal recordings with the
stimuli (see below).
All primary visual stimuli (7 cm diameter black disc) were presented at 0° elevation
and modified within the azimuthal plane. The initial and final approach trajectory
within each background type (see below) was a frontal (i.e. 0° azimuth) looming single
disc travelling at 3 m/s (l/|v| = 12 ms) (figure 3.2A). Following the initial frontal loom,
we presented a randomized series of compound trajectory types consisting of two 7
cm black discs that travelled simultaneously along one of three bilaterally-matched
trajectories that transitioned from non-looming to looming (Trajectory 1 (T1), Tra-
jectory 2 (T2), and Trajectory 3 (T3)) (figure 3.2A). The compound trajectory discs
also travelled at one of three different velocities: 0.875 m/s (l/|v| = 40 ms), 0.5833
m/s (l/|v| = 60 ms), or 0.4375 m/s (l/|v| = 80 ms). Each series of compound ap-
proaches was followed by a final frontal loom of a single disc. T1 consisted of a disc
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that travelled orthogonal to the long axis of the locust’s body 50 cm anterior to the
eyes, transitioned at 45° azimuthal angle and loomed toward the eye ipsilateral to the
visual field of motion; T2 started in front of the locust, offset from direct center by 5
cm, approached to 90° azimuthal angle and transitioned to a looming approach; and
T3 approached from behind the locust and transitioned to a 90° looming approach.
All frontal looms and compound trajectories were presented onto three stimulus
backgrounds (figure 3.2B). The simple background (S) was a white background with
no other object motion other than the 7 cm disc. The scattered background (SC) was
projected over the entire screen and consisted of 600 black discs (0.8 cm diameter;
angular size = 4.6°) moving randomly in straight trajectories along a single plane
orthogonal to the long axis of the locust at 400 pixels/s (0.028 m/s, or an l/|v| = 143
ms). For the flow field background (FF), we used a modified vertical grating pattern
that consisted of vertical bars (width of each bar = 2 cm; angular size = 11.42°) moving
outwards in the azimuthal plane from the dome apex. Each bar moved at 0.138 m/s
across the dome and extended across the entire length of the dome screen before
disappearing from the field of view at the edge of the dome screen. Each background,
and stimuli presented within each background, maintained a similar contrast ratio,
with the exception of the FF, where the edges of the vertical bars faded from black
to white. The luminance values and Michelson contrast ratio (0.48) of the white
background and black discs were similar to those used previously [38, 80, 119].
Within a randomized background type (S, SC, or FF), each animal was presented
with a randomized set of stimuli based on the trajectory (T1, T2, or T3) and stimulus
velocity (l/|v| = 40 ms, 60 ms, or 80 ms); each different stimulus combination was
presented only once per animal. There was a 10-minute interval between each different
background and 3-minute interval between each stimulus presentation. We did not
randomize background changes with stimulus trajectory and velocity, since we were
not concerned with the effect of switching from one background to another. Moreover,
with the exception of a few sporadic DCMD spikes, when the only visual stimulus
present was the SC or FF backgrounds type, no DCMD responses were generated.
In total, there were 11 presentations per background per animal (33 presentations
total). For each presentation the 7 cm disc remained on the screen for 1 second before
disappearing within one frame and for all presentations with a trajectory change, the
change occurred over one frame.
3.2 Materials and Methods 91
B 
Simple (S) Scattered (SC) Flow field (FF) 
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Figure 3.2: Computer-generated stimuli. A) Following an initial and preceding a final
frontal looming stimulus using a single 7 cm black disc, each locust was presented, in
random order, with 3 compound trajectories (T1, T2, and T3) consisting of a bilateral
pair of non-looming transitioning to looming 7 cm black discs traveling at 3 different
velocities at two azimuthal angles (T1, 45°; T2 and T3, 90°). B) Each trajectory was
presented onto one of three stimulus backgrounds (simple, scattered, or flow field).
Arrows in panel A and B represent the relative direction of object motion.
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Spike sorting and quantification of DCMD firing properties
For each presentation, neuronal activity from the left and right cervical connective,
pulses synchronized with each frame of the stimulus, and vsync pulses from the video
card were recorded continuously and stored for future analysis. All neural activity
was amplified with a differential AC amplifier (A-M Systems, model No. 1700, gain
= 10,000) and sampled at 25 kHz. We used an RP2.1 enhanced real-time processor
(Tucker-Davis Technologies, Alachua, FL) with Butterworth filter settings of 100 Hz
(high pass) and 5 kHz (low-pass) to store the data. Subsequent neuronal activity
was analyzed using Off-line Sorter (Plexon, Dallas, TX) and DCMD activity was
isolated using threshold analysis. Spike times were exported to Neuroexplorer (NEX
Technologies, Littleton MA) and transformed into peri-stimulus time histograms using
a 1-ms bin width and smoothed with a 50 ms Gaussian filter. We used a similar method
described in [119] to characterize different DCMD firing properties. These included
the firing rate (f) and time (t) of firing rate relative to time of collision (TOC) or time
of transition (TOT) associated with each peak (fp, tp) or valley (fv,tv) firing rate as
well as the peak width at 1/2 max firing rate, total spike number during the entire
stimulus presentation, the response time (δ) and change in firing rate (fTOT - fv) from
each TOT to the associated valley, and durations of the rise and fall phases for each
TOC and TOT-associated peak.
The rise phase of each DCMD response was calculated from the point at which the
DCMD firing rate exceeded a 99% confidence interval (sampled from data for the entire
stimulus presentation) to the peak of the DCMD firing rate (TOC or TOT-associated).
The TOC-associated fall phase duration was calculated from the time of the frame
when the stimulus stopped expanding to the time of the last spike following when the
firing rate decreased to 15% of the peak DCMD firing rate (see [73, 80]). The TOT-
associated falling phase duration was marked from the maximum firing rate prior to
the time of the valley to the time of the valley; we used this measure rather than the
time of TOT to valley since we defined this parameter as δ. We normalized the change
in firing rate (f ’) for our 2D Gaussian fit by dividing the response to a transition (i.e.
fv) by the time of stimulus change (i.e. fTOT), such that values between 0 and < 1
represented a relative decrease in firing rate and values > 1 represented an increase in
firing rate (see [119]).
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Statistical Analysis
Statistical analysis was performed using SPSS 21.0 (Chicago, IL) and SigmaStat 3.5
and plotted using SigmaPlot 12.5 (Systat Software Inc., Richmond, CA). The statis-
tical treatment of data depended on the number of effects we analyzed and whether
the data were parametrically or non-parametrically distributed. In the case of frontal
looms, parametric data were tested with one-way repeated measures (RM) ANOVA
(reported by F statistic) whereas non-parametric data were tested with Friedman RM
ANOVA on ranks (reported by χ2 statistic). All pairwise multiple comparisons for
head on looming data were performed using a Tukey Test and significant results (i.e.
P < 0.05) were described using the q statistic and difference of ranks. For the 27
compound trajectories, if the data followed a normal distribution, a three-way RM
ANOVA was performed (with factors: Trajectory (with levels: initial approach from
the side (T1), front (T2), back (T3)); background (with levels: S, SC, FF); and ve-
locity (with levels: l/|v| = 40 ms, 60 ms, 80 ms). An aligned rank transformation
[223] was applied to the data if it was not normally distributed. In cases where the
data failed Mauchly’s Test of Sphericity (i.e. P < 0.05), the test statistic and d.f.
were corrected using the Greenhouse-Geisser estimate of sphericity. All compound
trajectory statistics were reported with their F statistic (with subscripted d.f. and
error d.f.) and associated P value. To refrain from excessive statistical reporting, only
the statistics for the main effects and interaction effects of each factor are described.
In all cases, n = 14 animals (28 neurons) were sampled and significance was assessed
at P < 0.05. Descriptive statistics are reported as the mean +/- standard deviation
(SD).
There were several instances where no TOT-associated DCMD response was de-
tected so we used the SPSS single imputation method for 7 of the dependent variables
(n =216/756 missing values for fv, tv, TOC peak rise phase, TOT peak rising and
decay phases, δ, and fTOT - fv). Based on trajectory type, a total of 122/252 = 48%,
21/252 = 8%, and 73/252 = 29% of recordings in T1, T2, and T3, respectively, did
not show TOT-associated responses; FF accounted for most non-responses in T1 and
T3.
3.3 Results
Regardless of stimulus background or recoding side, DCMDs generated a characteristic
rapid rise to a peak firing rate in response to a frontal loom (figure 3.3A). Although the
DCMD response from different recording sides within the same animal were variable
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(for example, see figure 3.3A), we found no significant differences between the left
and right DCMD responses or between the initial and final frontal looms within each
background when comparing fp, number of spikes, peak width at 1/2 max, and tp
(n =14 recordings, 1 presentation per animal, data not shown). Thus, responses were
not affected by DCMD location (left or right) or the length of the experiment.
Frontal looms – effects of increasing background complexity
All data were pooled for a total of n =56 recordings per background (14 animals,
2 recording sides, 2 looms per background type). We found a significant effect of
background on fp ( χ2= 18.3, P < 0.001, figure 3.3B) and tp ( χ2= 40.8, P< 0.001,
figure 3.3C). SC and FF resulted in a significantly lower (q27 = 3.6 and q45 = 6.0,
respectively) and later (q67= 8.9 and q25 = 3.3, respectively) peak relative to S. The
peak also occurred significantly later in the presence of FF than SC (q42 = 5.5) and
the median was slightly after time of collision (TOC). The number of spikes were also
affected by different backgrounds ( χ2= 8.6, P = 0.02, figure 3.3D) with the highest
number occurring in SC, which was significantly higher than in the presence of S (q31
= 4.1).
Although we found no significant effect of background on peak width at 1/2 max
(F3 = 2.7, P = 0.07, figure 3.3E), the rise and fall phases of the peak firing rate were
strongly affected by the type of background (rise phase: = 76.1, P< 0.001 and fall
phase: = 59.3, P < 0.001, figure3.3F).
While SC resulted in a significantly shorter rise phase and longer fall phase relative
to S (q59 = 7.9 and q48 = 6.4, respectively), FF resulted in the shortest rise phase (FF
vs S: q91 = 12.2; FF vs SC: q32 = 4.3) and longest fall phase (FF vs S: q81 = 10.8; FF vs
SC: q33 = 4.4). Overall, these results show that background strongly affected DCMD
firing patterns in response to a frontal looming stimulus. More specifically, increasing
background complexity resulted in delayed peak firing, lower peak firing rates, higher
spike numbers as well as shorter rise and longer fall phases.
Compound trajectories
Similar to the frontal looming results, simultaneously presented bilateral compound
stimuli resulted in no differences between individual left and right DCMD responses for
the same trajectory. We subsequently pooled the left and right responses for statistical
analysis. Following a transition to a looming trajectory, the DCMD exhibited a brief
drop in the firing rate that created a local valley followed by a TOC-associated firing
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Figure 3.3: Looming disc (l/|v| = 12 ms) were presented head on to each locust (n
= 14) within three background types (n = 56 recordings per background). A) Pooled
mean DCMD responses (continuous lines) to a looming black disc approaching from
the three visual backgrounds (simple [top, orange line], scattered [middle, green line],
and flow field [bottom, blue line]), and change in subtense angle aligned to the time of
collision (TOC; dashed, red vertical line). Labeled points on the mean DCMD response
panels (t99 , tp and t15 ) and tLF on the subtense angle panel represent specific times
used for the LF calculation of the rise and fall phases (see figure legend and Methods).
B-F represent, respectively, the statistical comparisons of the TOC-associated firing
rate (fp), time of peak firing (tp), number of spikes, peak width at 1/2 max, and phase
duration for each background type. Different letters above bars represent significant
differences between parameters. Significance assessed at P < 0.05.
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rate increase (figure 3.4), which occurred regardless of background type and approach
velocity and is consistent with previous findings (see [119] and [38]). We also observed
lower peak amplitudes, later peak times, shorter rise and longer fall phases in the more
complex backgrounds (figure 3.4). In some trajectories (such as T1 - FF, figure 3.4),
TOT-associated responses were masked by the presence of a flow field. Statistical
comparisons can be found in Table 3.1 and valuations of effect weight were based on
the resulting F statistic. All TOC-associated parameters are summarized in figure 3.5,
TOT-associated parameters in figure 3.6, and the rise and fall phases in figure3.7.
Table 3.1 summarizes the statistical analysis of all 13 response variables for all
three factors and their interactions (n =28). Trajectory affected all measured DCMD
response variables, changes in stimulus velocity affected all variables except the peak
width at 1/2 max, δ, and TOT fall phase whereas the background type affected all
variables except the fTOT−v, tv, and δ. Interactions between stimulus variables also
affected DCMD responses. The interaction between trajectory and velocity affected
all variables except fp, the interaction between trajectory and background affected all
variables except peak width at 1/2 max and δ, and the interaction between velocity
and background affected all variables except peak width at 1/2 max,fTOT, and the
TOC fall phase. The combined effect of all three factors (trajectory, velocity and
background) resulted in significant differences in all variables except peak width at
1/2 max, fp,fTOT, and tv.
TOC-associated response parameters are affected by trajec-
tory, velocity, and background
Regardless of trajectory or background, higher l/|v| values (lower velocities) evoked a
higher number of spikes (80 ms > 60 ms > 40 ms, figure 3.5A). For T1, more spikes
were evoked depending on the background (SC > S > FF). The background type had
variable effects on responses to the different trajectory types, where there was little
effect of trajectory type in S, while in SC and FF there was an effect of trajectory
type (T1 > T3 > T2). Overall, velocity had the strongest effect on the number of
spikes produced; however the interaction between trajectory and background had the
strongest interaction (Table 3.1). With the exception of trajectory (where T3 > T1 >
T1) and background (where S > SC and FF), we found few differences in peak width
at 1/2 max (figure 3.5B).
Table 3.1 shows that the type of trajectory had the greatest effect on peak width
at 1/2 max followed by the type of background. Although changes in velocity did not
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Figure 3.4: Example DCMD responses (pooled left and right) to three compound
trajectory types (columns: left, T1; middle, T2; and right, T3) at an l/|v| = 40 ms
presented in three visual backgrounds (rows: top, simple (S); middle, scattered (SC);
and bottom, flow field (FF)). The grey shading in each panel represents the looming
phase of the stimulus. The blue line in each panel represents the change in subtense
angle, relative to the eye of the locust, over each frame and three seconds prior to
the end of stimulus. The vertical red dotted line in each panel represents TOC. Each
DCMD response was averaged from n = 28 recordings. With but a few exceptions
(see RESULTS), transitions to looming caused a valley in the firing rate followed
by a TOT-associated rise and peak firing around the time of collision. Irrespective
of background, the most robust response was found for T2, when the non-looming
component of the moving disc travelled in the opposite direction, the DCMD response
to a transition was quite subtle (i.e. T1). In general, DCMD peak firing rates were
diminished and delayed in the presence of either SC or FF. In addition, the rise and
fall phases were greatly affected by background in all trajectories.
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Figure 3.5: Associated peak response variables. A) Higher number of spikes were
present in the SC and lower numbers in FF relative to S. Higher l/|v| values also
generated more spikes, as did T1 and T3. B) The peak width at half 1/2 max was
generally unaffected by trajectory type, velocity, or background. C) Higher peak firing
rates (fp) were observed at lower l/|v| values, in S, and in T2 and T3. D) Delays in
the time of peak (tp) were observed in FF, at higher l/|v| values, and for T2 and T3.
Each column represents the mean (+SD) for each response (n = 28 recordings) to one
of 27 stimulus combinations (see METHODS)). The bars are colour coded based on
the velocity of the 7 cm disc (blue (l/|v| = 40 ms), green (l/|v| = 60 ms), and orange
(l/|v| =80 ms)) and grouped based on trajectory type (1, 2 and 3) on the z-axis and
background (S = simple, SC = scattered, and FF = flow field) on the x-axis. See
Table 3.1 and Results for statistical comparisons.
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affect the peak width at 1/2 max, we did find an interaction effect with trajectory,
which is likely related to the strong effect of trajectory.
Generally, regardless of trajectory or background, lower l/|v| values (higher veloci-
ties) evoked a higher fp (40 ms > 60 ms > 80 ms, figure 3.5C). The type of background
also affected fp within each trajectory and velocity (S > SC > FF). Although there
was not as great of an effect, trajectory type also influenced fp(T2 and T3 > T1). Re-
gardless of trajectory type FF resulted in the lowest fp. The main effects of velocity
and background appear to have caused the greatest change in fp(Table 3.1).
For any given trajectory or background, higher l/|v| values (lower velocities) evoked
an earlier tp (80 ms > 60 ms > 40 ms, figure 3.5D) and for any given trajectory or
velocity, FF generated the latest tp. We also found that trajectory had some effect
on tpoccurring earlier for T1, relative to T2 and T3. The velocity of approach had
the greatest effect on the time of tp, although all main effects and their interactions
influenced tp (Table 3.1). In summary, we found that more spikes were produced
in response to T1 and T3 relative to T2, at lower velocities, and for SC. Increasing
stimulus velocity evoked a higher fp and earlier tp. Relative to S, the SC and FF
backgrounds caused lower fp and later tp. In general, T2 and T3 evoked a higher fp
and earlier tp relative to T1. With the exception of T1 generating a wider peak width
at 1/2 max relative to T2 and T3, we found little other differences in peak width.
TOT-associated response parameters are affected by trajec-
tory, velocity, and background
Different stimulus trajectories evoked clearly different fTOT (T2 > T3 > T1, figure
3.6A) and higher l/|v| values (lower velocities) evoked lower fTOT (80 ms < 60 ms <
40 ms, figure 3.6A). Overall, background had a strong effect on fTOT (FF < SC <
S), although several recordings showed no TOT-associated response, specifically when
the stimulus followed T1 within FF, and the data were quite variable (see error bars
in figure 3.6A). Although there was an effect of velocity and significant interactions,
the type of trajectory and background had the greatest effects on fTOT (Table 3.1).
Trajectory (T1 < T2 and T3), velocity (80 ms < 60 ms < 40 ms), background (FF <
SC < S), and their interactions affected fv (figure 3.6B). Trajectory and velocity were
the strongest main effects on fv and their interaction yielded the strongest interaction
effect (Table 3.1).
Different trajectories significantly affected fTOT−v (T2 and T3 > T1, figure 3.6C).
Although there was a significant effect of velocity, no clear trends were observed.
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Response
variable
Trajectory Velocity Background Trajectory ×
Velocity
Trajectory ×
Background
Velocity×
Background
Trajectory ×
Velocity×
Background
No. of
spikes
F(2,54) = 42.9
P < 0.001
F(1.4,40.4) = 135.6
P < 0.001
F(2,54) = 34.9
P < 0.001
F(4,108) = 8.4
P < 0.001
F(2.8,77.7) = 21.6
P < 0.001
F(4,108) = 18.1
P < 0.001
F(8,216) = 3.12
P < 0.001
Peak width
at 1/2 max
F(2,54) = 25.9
P < 0.001
F(1.4,39.3) = 2.5
P = 0.106
F(2,54) = 4.2
P = 0.02
F(4,108) = 3.2
P = 0.02
F(4,108) = 1.855
P = 0.124
F(4,108) = 2.2
P = 0.076
F(8,216) = 1.1
P = 0.407
fp
F(1.6,42.3) = 17.1
P < 0.001
F(1.6,44.4) = 118.2
P < 0.001
F(2,54) = 58.9
P < 0.001
F(4,108) = 1.3
P = 0.244
F(4,108) = 3.7
P = 0.006
F(4,108) = 4.2
P = 0.003
F(8,216) = 1.6
P = 0.124
tp
F(2,54) = 68.3
P < 0.001
F(2,54) = 1361.1
P < 0.001
F(2,54) = 175.1
P < 0.001
F(4,108) = 7.1
P < 0.001
F(4,108) = 7.1
P < 0.001
F(4,108) = 4.6
P = 0.002
F(8,216) = 3.3
P < 0.001
fTOT
F(2,54) = 125.6
P < 0.001
F(1.4,40.4) = 14.6
P < 0.001
F(1.6,44.3) = 24.6
P < 0.001
F(2.9,79.3) = 2.9
P = 0.04
F(2.9,78.6) = 4.1
P = 0.01
F(4,108) = 0.4
P = 0.793
F(4.8,128.2) = 2.1
P = 0.080
fv
F(2,54) = 426.5
P < 0.001
F(2,54) = 205.2
P < 0.001
F(2,54) = 113.4
P < 0.001
F(4,108) = 94.4
P < 0.001
F(4,108) = 63.9
P < 0.001
F(4,108) = 29.9
P < 0.001
F(8,216) = 17.3
P < 0.001
fTOT−v
F(2,54) = 113.6
P < 0.001
F(2,54) = 25.5
P < 0.001
F(2,54) = 0.3
P = 0.681
F(4,108) = 9.3
P < 0.001
F(4,108) = 36.1
P < 0.001
F(4,108) = 10.4
P < 0.001
F(8,216) = 9.4
P < 0.001
tv
F(2,54) = 873.3
P < 0.001
F(2,54) = 4038.4
P < 0.001
F(2,54) = 0.3
P = 0.696
F(4,108) = 620.9
P < 0.001
F(4,108) = 4.6
P = 0.002
F(4,108) = 4.2
P = 0.003
F(8,216) = 1.1
P = 0.341
δ
F(2,54) = 41.6
P < 0.001
F(2,54) = 0.4
P = 0.662
F(2,54) = 2.1
P = 0.133
F(4,108) = 8.7
P < 0.001
F(4,108) = 2.1
P = 0.087
F(4,108) = 4.3
P = 0.003
F(8,216) = 2.3
P = 0.03
TOT peak
rise phase
F(2,54) = 133.3
P < 0.001
F(2,54) = 452.6
P < 0.001
F(2,54) = 439.6
P < 0.001
F(4,108) = 72.5
P < 0.001
F(4,108) = 135.3
P < 0.001
F(4,108) = 48.7
P < 0.001
F(8,216) = 54.1
P < 0.001
TOT peak
fall phase
F(2,54) = 27.9
P < 0.001
F(2,54) = 1.4
P = 0.250
F(2,54) = 95.1
P < 0.001
F(4,108) = 9.9
P < 0.001
F(2.9,77.8) = 42.1
P < 0.001
F(2.9,80.2) = 3.5
P = 0.019
F(8,216) = 2.9
P = 0.004
TOC peak
rise phase
F(1.5,39.8) = 838.3
P < 0.001
F(2,54) = 2561.2
P < 0.001
F(2,54) = 70.5
P < 0.001
F(4,108) = 179.9
P < 0.001
F(4,108) = 3.5
P = 0.01
F(4,108) = 9.2
P < 0.001
F(5.7,154.9) = 2.8
P = 0.02
TOC peak
fall phase
F(1.6,43.2) = 37.8
P < 0.001
F(2,54) = 5.7
P = 0.006
F(2,54) = 438.9
P < 0.001
F(4,108) = 4.7
P < 0.001
F(4,108) = 34.3
P < 0.001
F(4,108) = 2.3
P = 0.066
F(8,216) = 5.1
P < 0.001
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Figure 3.6: TOT-associated peak and valley response variables. The firing rate at
TOT (fTOT ) (A) and at the valley (fv) (B) were higher for lower l/|v| values, in S,
and for T2 and T3. C) The change in firing rate from TOT to valley (fTOT−v ) was
unaffected by background type, although the smallest change was observed for T1 FF.
Although individually significant differences were found, no trend was observed for
the effect of trajectory type or velocity. D) The time of valley (tv ) was clearly related
to when the disc transitioned to looming in each trajectory; higher l/|v| values and
T1 had earlier times. E) Although variation existed between the different trajectories
(particularly for T1), the response time (δ) was relatively invariant of background and
velocity. Similar labeling and colouring scheme as in Fig. 3.5.
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We found very similar fTOT−v for different backgrounds (S = 43 ± 27, SC = 42 ±
21, and FF = 44 ± 32 spikes/s), although T1 in FF showed very little change, likely
contributing to this result as T2 and T3 in FF had the highest fTOT−v. All interactions
affected fTOT−v with the interaction between trajectory and background resulting in
the greatest effect. Overall, it was the type of trajectory that resulted in the greatest
differences in fTOT−v (Table 3.1).
Regardless of velocity or background, T1 evoked an earlier tv than T2 and T3
(figure 3.6D). Higher l/|v| values (lower velocities) also evoked earlier tv (80 ms > 60
ms > 40 ms). Velocity and trajectory had the greatest effect on tv followed by the
interaction between trajectory and velocity (Table 3.1).
We found that δ was only affected by trajectory (T1 > T2 > T3, figure 3.6E).
However, we also found significant interactions between velocity and background, tra-
jectory and velocity and a three way interaction (Table 3.1). For stimuli that followed
T1, the highest velocity (l/|v| = 40 ms) generated the longest δ relative to T2 and T3,
where as for T2 and T3, the longest δ was at an l/|v| = 60 ms. Moreover, in T1 only,
lower velocities caused shorter δ. Thus, although we did find significant interaction
effects, trajectory type appears to be the greatest determining factor in affecting δ
(Table 3.1).
In summary, we found that T2 and T3 generated a higher fTOT, fv, and fTOT−v
relative to T1. The tv also occurred later in T2 and T3 relative to T1 and the δ was
longest in T1, followed by T2 and then T3. Lower velocities evoked lower fTOT and
fv amplitudes and earlier tv in all trajectories. Background only affected fTOT and fv
with S and FF resulting in the highest and lowest amplitudes, respectively.
TOT- and TOC-associated DCMD peak rise and fall phases
depend on the trajectory and velocity of object approach and
type of background
Trajectory type significantly affected TOT peak rise phase (T1 > T3 > T2, except for
FF, figure 3.7A) and fall phase (T1 > T2 > T3 in S and SC, Fig. 3.7B). Generally,
faster object velocities resulted in shorter TOT peak rise phases (particularly for T1
and T3, S and SC), but did not affect the fall phases. FF resulted in shorter TOT
peak rise and fall phases regardless of trajectory or velocity. Although the type of
background and velocity of object motion had the greatest effect on the rise phase of
the TOT peak, all interactions showed an effect (Table 3.1). For the TOT fall phase,
the type of background had the greatest effect followed by the type of trajectory and
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interaction between the trajectory and background (Table 3.1).
Regardless of background or velocity, T1 evoked a much longer TOC peak rise
phase than T2 and T3 and slightly longer TOC peak fall phase relative to T2 and T3
in FF (figure 3.7C, D). Within each trajectory and background, higher l/|v| values
caused longer TOC peak rise phases (80 ms > 60 ms > 40 ms). Regardless of trajectory
or velocity, background affected both the TOC peak rise phase (FF > SC > S) and
TOC peak fall phase (FF > SC > S). Whereas velocity and trajectory most strongly
affected the TOC rise phase, the strongest effect on TOC fall phase was background
type (Table 3.1).
In summary, changes in trajectory, velocity, and background strongly affected
TOT- and TOC-associated peak rise and fall times. T1 typically had the longest
TOT and TOC peak rise and fall phases of all three trajectories. While T2 and T3
shared similar TOC peak rise and fall phases, T2 resulted in shorter TOT peak rise
phases and longer TOT peak fall phases. Slower stimulus velocities caused longer
TOT and TOC peak rise phases and shorter TOC fall phases. In general, S caused
the longest TOT peak rise phase and shortest TOC fall phase, while FF caused the
shortest TOT peak rise phase and longest TOC fall phase; SC evoked intermediate
values.
Expansion properties at the time of transition predict changes
in the DCMD firing rate
Transitions to looming causes a decrease in firing rate (i.e. f ′ < 1) that is correlated to
unique expansion properties of the stimulus ([38, 119]). During a transition to looming,
there is an increase in subtense angle velocity (θ’) and decrease in leading edge velocity
(ψ’) (figure 3.8A). This decrease in ψ’ (which is related to where the transition occurs in
3-dimensional space and speed of approach) ([38, 119]) is responsible for the observed
TOT response. However, DCMD responses to approaching objects are better matched
to changes in angular acceleration of the image rather than velocity ( [119, 151]). To
confirm that a decrease in f ′ is correlated to a positive change in the acceleration of
the subtense angle (θ”) and a negative change in the acceleration of the leading edge
(ψ”), data were pooled from ([119]) and ([38]) and those presented here. Data failed to
converge when we attempted to fit our data set to predetermined constraints from the
previous model (i.e. ([38, 119]), and thus the data did not satisfy tolerances of the 2D
Gaussian model. Given that this current data set only included transitions to looming
and the original model included values from transition to and away from looming,
3.3 Results 104
0.0
0.1
0.2
0.3
0.4
0.5
S
SC
FF
T
O
T
 p
ea
k
 f
al
l 
p
h
a
se
 (
s)
Trajectory type
Backgroun
d type
1
2
3
0
1
2
3
4
S
SC
FF
T
O
T
 p
ea
k
 r
is
e 
p
h
a
se
 (
s)
Trajectory type
Backgroun
d type
1
2
3
0.0
0.1
0.2
0.3
0.4
S
SC
FF
T
O
C
 p
ea
k
 f
al
l 
p
h
as
e 
(s
)
Trajectory type
Backgroun
d type
1
2
3
0.0
0.2
0.4
0.6
0.8
1.0
1.2
S
SC
FF
T
O
C
 p
ea
k
 r
is
e 
p
h
a
se
 (
s)
Trajectory type
Backgroun
d type
1
2
3
A B
C D
l/|v| = 80 ms
l/|v| = 60 ms
l/|v| = 40 ms
Figure 3.7: Rise and fall phases of the TOT and TOC-associated peak firing rates. A)
Longer TOT peak rise phases were observed in T1 and for higher l/|v| values, while
the FF caused significantly shorter TOT rise phases. B) The FF also caused shorter
TOT fall phases, as did T3. C) The TOC peak rise phase was longest in T1 and
for higher l/|v| values. D) The FF and SC resulted in significantly longer TOC peak
fall phases, while the trajectory and velocity had little effect. Similar labeling and
colouring scheme as in Fig. 3.5.
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there could be a weighted effect of data points falling below a f ’ = 1. Subsequent
fitting of an unconstrained 2D Gaussian model resulted in a good fit to the pooled
data (r2 = 0.75, Equation 3.1, figure 3.8B):
f ′ = 3.0e
−0.5
[(
θ′′+6.6
−32.3
)2
+
(
ψ′′+157.7
136.1
)2]
(3.1)
While the mean normalized f ’evoked by S (0.31 0.18), SC (0.27 0.16), and FF
(0.27 0.17) backgrounds were relatively invariant for each background, we wanted to
determine if there was an effect of background using the new constraints established in
equation 3.1. When isolating the data based on background but using previous data
we found that all backgrounds had similar r2 values (S = 0.77, SC = 0.75, FF = 0.73),
suggesting that background type does not have an affect on f ’ at TOT for the same
values of θ” and ψ”. Although f ’ changed according to unique stimulus parameters
(velocity, angle of transition, and also stimulus background), the response time (δ)
was relatively invariant and weakly fit a 2D Gaussian model using the same stimulus
parameters (θ” and ψ”) with an r2 = 0.24 (Equation 3.2, figure 3.8C):
f ′ = 0.1e
−0.5
[(
θ′′+4.0
43.2
)2
+
(
ψ′′−378.1
728.7
)2]
(3.2)
With the addition of background complexity, unique stimulus trajectories and ve-
locities to previous data, we confirm that at TOT an increase in θ” and decrease in
ψ” correlates to a decrease in f ’. The relative changes in θ” and ψ” are related to the
point of transition in 3- dimensional space ([119]) and velocity of approach ([38]) but,
as our results suggest, not background complexity. Consistent with previous work, we
also confirm that δ remains relatively invariant regardless of stimulus complexity and
is only weakly correlated to changes in θ” and ψ” (however, see above regarding the
effect of trajectory on δ).
3.4 Discussion
We show that the type of visual background influences DCMD responses to different
object motion. We characterize typical TOT-associated drops in firing rate and sub-
sequent rises to peak firing prior to TOC that are affected by the object’s velocity,
trajectory, and type of presentation background. Irrespective of trajectory or back-
ground, increasing stimulus velocity generally evoked higher spike numbers, larger
peak firing rates, later peak firing and longer TOT- and TOC-associated peak rise
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Figure 3.8: Correlation of DCMD firing modulation with selected expansion param-
eters of a disc during a transition to looming. A) An example illustrating the rela-
tionship between a decrease in subtense angular velocity (θ’, blue line), increase in
rotational velocity of the leading edge of the disc (ψ’, red line) and resulting drop in
DCMD firing rate (f, black line) at the time of transition; sample data represents a
7-cm disc travelling along Trajectory 2 at an l/|v| = 40 ms within a simple background
(see Fig. 3.2). The grey shaded area indicates when the disc is on a looming trajectory;
the first transition from white to grey represents TOT and the second transition rep-
resents when object motion stops. B) 3-dimensional scatter plot representing simple
(blue), scattered (green), and flow field (red) data plotted with previous data (black;
[119] and [38]) and fit to a 2D Gaussian equation (mesh plot). Data represent the
mean firing rate change (f’) in response to a transition plotted against the subtense
angular acceleration (θ”) and the rotational acceleration of the leading edge (ψ”); data
fit with an r2 = 0.75. C) Correlation of mean response time (δ) to θ” and ψ”; data
weakly fit to a Gaussian equation with an r2 = 0.24 (mesh plot).
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phases. Although each trajectory was unique, T2 and T3 shared identical looming
components, which accounts for similarities in some response parameters. Overall,
the type of trajectory had a large, and varying, impact on both TOT and TOC-
associated responses. More complex backgrounds delayed peak firing, evoked lower
peak firing rates and generated shorter TOT-associated peak rise phases and longer
TOC-associated peak fall phases. The strong correlation between relative increases in
θ”, decreases in ψ”, and decreases in f ’ at TOT (figure 3.8) was invariant to back-
ground types. Moreover, δ remained relatively invariant to all stimulus parameters.
Although we attribute no biophysical mechanism by which this process operates, our
data support the hypothesis that the LGMD/DCMD pathway is capable of convey-
ing information regarding unique expansion properties of a moving object ([38, 119])
regardless of background complexity.
Although our stimuli and background environments were relatively slow when con-
sidering the natural flight speed of Locusta migratoria or predatory bird attacks ([168]),
they were designed to increase the level of visual complexity compared to our previous
studies ([38, 119]) and to coincide with background velocities used in a developing
computational ([180]) and real world robot ([180]) model of object motion detection.
Additionally, although the LGMG/DCMD pathway responds preferentially to monoc-
ularly presented small objects ([62, 151]), we simultaneously presented all compound
stimuli bilaterally, a situation which locusts could conceivably encounter in a swarm
or during flight ([62]). However, contralateral DCMD stimulation may affect ipsi-
lateral responses; an affect which may originate from the optic lobe or within the
thoracic ganglia ([62]). Thus, each DCMD may have produced a different response if
presented with unilateral stimuli. Given the relatively small area of stereoscopic over-
lap in locusts ([163]), in the case of the compound trajectories, the discs would have
moved out of the contralateral eye’s field of view before affecting ipsilateral DCMD
responses, with any overlap early on (such as in T2, figure 3.3) only marginally affect-
ing the responses. However, in the case of our frontal looming presentation, object
expansion would spread equally across each eye. [78], who recorded the activity from
each DCMD simultaneously, also reported relatively low peak firing rates to head-on
looms but attributed the weaker response to relatively low ommitidial density in the
anterior portion of the eye.
Based on comparisons with previous work (i.e. [119] and [38]), we found no quali-
tative evidence to suggest that simultaneous bilateral stimulation greatly affects uni-
lateral and contralateral responses. For example, the looming component of our T2 (a
lateral loom) generated comparable TOC-associated peak firing rates as did the 40 ms
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lateral loom used in [38]. Moreover, our intention was not to compare the effect of one
side of the pathway on the other but to test more complex stimuli based on previously
used types of stimuli within the working confines of a robot model. Our progressive
FF pattern reliably suppressed DCMD responses (see also [72]) regardless of record-
ing side, our compound and frontal looming stimuli generated DCMD responses that
are similar to those previously described. We did not compare the putative effect of
switching backgrounds that, in the case of the FF, would occur as the animal begins
moving forward. However, [155] found no response to the start of motion of their
drifting grating stimuli. Moreover, we were primarily concerned with comparing dif-
ferences between the same type of object motion within a different background and
not direct comparisons of the backgrounds themselves (although we anecdotally noted
more spiking in the SC background). We also did not provide any feedback from the
locust, which may have altered the perceived approach of the object (or motion of the
background, such as a turn).
Whereas previous studies have tested the locust LGMD/DCMD pathway to com-
pound approaches [119] varying in velocity [38], looming approaches combined with
optic flow [71, 151], other moving periodic patterns [63, 132, 140], or examined steer-
ing torques using pseudo-swarm and progressive flow field stimuli [143], this study
is unique in a few ways. First, we used bilaterally presented stimuli and recorded
from both ventral nerve cords (isolated right and left DCMD axonal responses), which
allowed us to test the effect of simultaneous DCMD stimulation spiking between op-
posite sides: a situation that a locust may experience while flying in a swarm. Second,
during forward motion, a more realistic flow field would have motion parallax with
translating motion in a single, predictable direction, and stationary objects expanding
at different rates and directions [226]. Our compound approach trajectories trav-
eled at different velocities and were presented in multiple background environments,
including a progressive flow field. Finally, we had the advantage of presenting in vir-
tual 3-dimensional space, encompassing a large area of the visual field (270°). [143]
presented simulated gratings and spotted patterns to the longitudinal body axis of
Schistocerca gregaria, yet their stimuli did not cover the entire visual field. [151] used
moving gratings presented laterally to a single eye and [71] used a background flow
that consisted of constantly expanding concentric rectangles presented 2-dimensionally
and perpendicular to a single eye. Our stimuli further represented motion in depth
that simulated translational gaze shift and rotational gaze shift [46].
Although typical LSN responses show little to no activity within optic flow, they
remain sensitive to objects that approach the eye ([71, 72, 151, 197, 225]). However,
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the responses are generally suppressed [63, 71, 72, 151]. Figure 3.5 A illustrates that
relatively fewer spikes are generated in response to FF, which has been shown to be
related to the velocity of a flow field [151]. While some studies have indicated that flow
fields have little effect on time of peak firing [151], other findings and ours reported
here, showed a slight delay in peak firing time [71, 225]. In the FF background, longer
lasting feed-forward inhibition would delay the build up of excitation, thus delaying
peak firing. We also found a significantly shorter TOT-associated peak rise phase and
longer TOC-associated fall phase in the presence of a flow field (figure 3.7 A and D).
Without the presence of a background, feed-forward inhibition terminates the DCMD
response to object approach [149] by controlling excitation [72]. Although [151] did not
measure DCMD peak firing rise and fall phases, their Figure 8A is consistent with our
results, where the rise phase is shorter in the presence of a flow field. However, their
fall phase is not longer. In addition, [71] also found a shorter rise phase, although the
fall phase seemed unaffected. This result, however, is likely related to differences in our
visual background stimuli, since our FF covered a larger field of view. Several studies
have shown that higher velocity looming stimuli result in fewer spikes, and narrower,
larger amplitude peak firing rates that occur later [38, 68, 70, 77, 78, 80, 117, 149, 156],
which is consistent with our findings in all backgrounds.
Activation and termination of the DCMD response is strongly affected by the
kinematics of the stimuli. For example, higher l/|v| values (slower velocities) may
cause a longer and weaker activation of excitation that is overcome earlier by feed-
forward inhibition [72], since the edges of the approaching object are increasing more
slowly. Indeed, we found that higher l/|v| stimuli resulted in longer rise phases (TOT
and TOC) and shorter TOC peak fall phases (figure 3.7). Differences in the trajectory
leading up to a transition also affected some TOT and TOC response parameters.
For example, T2 was the shortest trajectory and thus had the fewest spikes. T2 also
contained the greatest change in angle of transition, which occurred closer to the
animal and from the anterior, thus generating the highest level of excitation and the
largest drop in firing rate (i.e. fv); this result may be related to the relative optical
density across [107] the retina in addition to the relative differences in object expansion
at TOT. Consistent with [38] who reported little difference between theirfTOT and fv
for any angle or l/|v| they tested (see their figure 3.7), we found similar results with
the exception of the FF background, which generated the largest fTOT−v (except for
T1).
Optic flow direction is known to affect LSN responses in pigeons; when flow and
direction of object motion are opposite, no looming response is detected [225]. In
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our study, the non-looming, translational component of the compound trajectories
originated from different locations around the locust and the presence of FF decreased
DCMD responses to the translational component in all trajectories. However, the
reduction was much more pronounced in the trajectories where object motion traveled
opposite to the flow field (overall, T2 generated the highest fTOT). Moreover, the
looming component of all compound trajectories traveled in a different direction of
FF and all peak firing rates were substantially reduced. In fact the most robust
translational response was from T2 (figure 3.4), where translational motion was in the
same direction as FF.
The different rates of object expansion (i.e. relative and values) at TOT for each
trajectory affected the relative timing and amplitude of DCMD responses. Although δ
was relatively variable among all animals and stimuli, they are consistent and within
the range of δ in previous studies using different compound trajectories, object sizes,
and object velocities [38, 119].
The LGMD/DCMD pathway responds to more than simple looming objects/shapes:
directionality [119, 138], near-miss trajectories [38, 78, 96, 119], compound shapes [80],
proximity and direction of non-looming, translatory trajectories, and changes to and
from a direct collision course [119], and different stimulus velocities during a transition
to looming [38]. Locusts, particularly in flight and in a swarm, are not likely to only
encounter simple objects that move in a predictable direction and whose edges expand
uniformly across the retina. Moreover, locusts generate collision avoidance behaviours
in response to objects that approach along non-looming trajectories [162] and thus
an object does not need to approach on a direct collision course to be important in
collision detection. Although our backgrounds do not replicate all aspects of complex
natural motion within a swarm, DCMD responses within our SC and FF backgrounds
still provide valuable insights into how it may encode aspects of an emulated swarm
or during forward flight. We found that the DCMD was still remarkably responsive
to object motion (both to transitions and to a loom) within SC and FF, even though
the LGMD receives wide field inhibition [132] and habituates to stimuli repeatedly
presented in the same area of the retina [77, 84, 134]. However, the DCMD is not sup-
pressed during walking [163], which would produce a progressive flow field and is only
strongly suppressed during a saccade in the optomotor response [236]. The optic flow
generated from rotation (such as a saccade) and translation (such as objects moving
in the context of a single reference point, i.e. the moving animal) is quite different.
The LGMD is inhibited if the entire field of view shifts at once, such is the case in
a rotational gaze shift which would cause all objects to appear to move at the same
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angular velocity, whereas during straight flight, objects in the flight path would ex-
pand at different rates[105]. Since the LGMD/DCMD response is related to a balance
between excitation and lateral inhibition [63], during forward flight with translational
optic flow, the DCMD may remain sensitive since the objects in the flight path have
varying expansion rates, thus the spread of excitation is faster than the corresponding
inhibition. Indeed, the DCMD response to a moving object is suppressed with an
increase in temporal frequency of periodic vertical bars [63, 155]. The LGMD remains
responsive to new movements since recovery from habituation is not only rapid, but it
is localized to the area on the retina that was repetitively stimulated [132]. Thus, an
habituated DCMD is still responsive to the approach of the same object on a different
approach trajectory (i.e. different part of the visual field) or a larger object on the
same trajectory [77]. This would explain how the DCMD was still able to respond
to trajectory changes within the complex backgrounds and generate a relatively large
peak firing rate. Interestingly, although we found a lower fp in the SC relative to the
S background, there were higher overall spike numbers. Perhaps the lower fp within
SC is simply related to a reduced number of stimulated ommatidia, since part of the
visual field would expectedly be shadowed by the moving dots. Meanwhile, the moving
dots in other parts of the visual field would be stimulating corresponding ommatidia
in that particular region, leading to a higher spike number over a wider time window.
Considering edge expansion alone may explain why we observed lower fp in both
complex backgrounds. Thus, with similar contrasts, when a looming object exceeds the
size of moving objects around it (in this case, the subtense angle of the dots in SC (~5°)
or bars in FF (~12°)) we should observe a DCMD response. Indeed, relative to S and
SC where the TOT- associated rise phase of the DCMD response begins before the 7 cm
disc subtends either 5° or 12° (figure 3.4), the FF background resulted in a much later
TOT-associated rise phase that began closer to 12°. The lateral inhibition network
presumably prevents fatigue of individual small- field elements [63], thus during the
SC background, more spikes were produced and the DCMD was still able to respond
robustly to the moving visual stimuli while in the FF background, fewer spikes were
produced due to relatively larger cover area of the bars. Summation of responses to
multiple looming stimuli are sublinear [80] and controlled by postsynaptic mechanisms,
such as the absolute refractory period within the LGMD spike initiating zone (see
[80]), that compensate for the afferent inputs onto the LGMD [106]. Regardless of
the background we used, the type of trajectory, and thus the motion of the disc
and not the background, had the largest main effect on DCMD response parameters,
significantly affecting all 13 measured variables (Table 3.1 and figs 4, 5, and 6). Thus,
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one of our major findings is that while DCMD responses are sensitive to background
complexity, they are more sensitive to object motion complexity, i.e. trajectory changes
and velocity.
We found that DCMD responses within FF had a delay in peak firing. As suggested
regarding pigeons [225], locusts would benefit from a timing delay since in flight they
need to react faster to avoid a predator. Moreover, while in flight (emulated, in part,
by our FF) and potentially surrounded by conspecifics (emulated, in part, by our SC),
locusts would have difficulty isolating approaching visual stimuli and may respond
later to ensure that the predator is on a collision course and that the animal does
not continually perform emergency avoidance responses to conspecifics. However, the
DCMD may also assist in subtle course deviations while in swarming flight, which may
be related to the relatively lower firing rates in the presence of FF compared to S. Yet
the importance of peak firing remains unclear, since it often occurs after the initiation
of behavioural responses during flight [24, 78, 117, 120] and before looming-evoked
jumps [82]. The DCMD response leading up to the peak is likely quite important and
has been related to phases in an avoidance jump [58, 155, 167]. However, if this was
the case for avoidance responses during flight, our observed short rise phase within the
FF relative to S also suggests that locusts would still need to respond more rapidly to
an approaching predator while flying.
We show how responses of a single neuron are modulated by approach velocity,
trajectory, and background type. Since relative object motion can represent differ-
ent visual stimuli, the rapid detection and performance of appropriate responses are
paramount. Many animal groups use different aspects of the same sensory stimuli
to extract behaviourally relevant information, such as velocity, contrast, texture, and
more [101]. For example, flies use flow field motion to provide cues regarding self
motion, discriminate objects from background and estimate the relative distance of
objects [199]. Nevertheless, it is likely that several LSNs in the locust’s visual sys-
tem (e.g. LDCMD [79]) are also involved in detecting salient stimuli and responsible
for producing appropriate avoidance responses. In fact, in studies where the DCMD
neuron has been ablated, animals are still capable of performing avoidance responses
[82, 167].
Chapter 4
LGMD model development and
responses to complex object motion
in increasing complex backgrounds
In this chapter, we explore the way the type of visual background influences LGMD/DCMD
model responses to different object motion.
On Chapter 3, the proposed approach used additional stimulation protocols, which
were able to independently manipulate different motion parameters (e.g. angular size,
speed, trajectory changes and background complexities). These experiments provided
new data on more realistic, dynamic environments, which could be seen as a first step
to build a more flexible model able to deal with more realistic visual environments.
A new insect-based model is here proposed, emphasizing the different processing
layers that build up the hierarchical locust visual system. This model will try to achieve
similar results to the ones obtained in biology, by proving its robustness when subjected
to complex environments. For that, the conclusions achieved with the biological results
from the previous chapter will be included in the model.
4.1 Introduction
Nowadays, unmanned vehicles, as mobile robots, offer great perspective in a high range
of different applications, as industrial, search and rescue, surveillance, agricultural
automation, among others [171]. In all the potential applications cited, navigation
involves a range of common problems, being collision avoidance the most universally
needed [88]. In fact, collision avoidance still remains a focus of active research in the
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autonomous navigation research field [13, 50, 61, 238]. For an autonomous vehicle
to operate properly in an uncontrolled environment, safety must be ensure under a
broad range of conditions. Reliably recognizing objects approaching on a collision
course is extremely important, which becomes a more difficult task when the presence
of dynamic environments.
Concerning the perception of the surrounding, information can be provided by
active and passive sensors. Active sensors, as laser, sonar, infra-red, have significant
drawbacks as their need to send energy into the environment, their vulnerability to
be interfered by other radiation sources as well as the complicated analysis required
to extract salient information. On the other hand, passive sensors, as cameras, do not
need to send energy into the environment, have low electrical power requirements, have
a smaller size and, typically, are less costly [177, 238]. However, real-time collision de-
tection in dynamic scenarios is a hard task if the algorithms used are based on conven-
tional techniques of computer vision, based on a sequence of pre-processing, segmen-
tation, object extraction, and pattern recognition of each captured frame, since these
are computationally complex and, consequently, time-consuming techniques [88, 238].
On the other hand, bio-inspired visual sensors are suitable candidates for mobile robot
navigation in unknown environments, since biological systems are highly efficient, re-
liable and refined. Distinct animals, as mammals, birds or even insects, have been
pressured by natural selection to obtain very complex behaviors while using simple,
local motion control rules [59].
In fact, research performed at the robotic navigation field has been finding much
inspiration from biological systems, with a particular focus in insects. Insects are a
perfect example of complex behaviors allied with a relatively simple nervous system,
making them very attractive as sources of inspiration. As previously mentioned on
chapter2 and 3, locusts have been seen as an important animal model by researches
seeking to comprehend collision-avoidance neural responses. The neural structure that
responds vigorously to a looming object, the LGMD neuron, has been the basis of the
development of different models (chapter 2 , table 2.2).
While extensive research efforts have been focused on understanding and modeling
the response of the LGMD neuron to simple visual stimuli [68, 96, 151, 156], little
attention has been given to comprehend the way this control system behaves when
inserted in more dynamic and realistic visual scenarios, as would happen in real world
situations. Experiments described on chapter 3 provided additional LGMD data on
more realistic environmental conditions. Given the presence of continuous background
movements, the fundamental task of detecting object’s approaching motion within a
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scene becomes a significant computational problem. Thus, the way that colliding ob-
jects are filtered out by the neural structure is still not well understood. In fact, one
of the central questions that neuroscience tries to explain is how particular compu-
tations, or tasks, are implemented by neural networks to generate a specific output:
are translation components filtered out by directionally selective neurons? How is this
filtering process achieved? Does it adapt to different types of translation movements?
The combination of several feature selective neurons may be in the basis of a robust
collision detection system, as the one found at the locust visual system, for example.
In fact, it is believed that different specialized visual neurons act together to extract
and fuse distinct cues from dynamic scenes. Besides looming detecting neurons, as
the LGMD neuron, directionally selective neurons constitute a type of visual neurons
specialized in the response to certain direction motion cues (up, down, left and right
movement), which have been found in different animals, including both vertebrates
and insects [56, 135].
In order to find out how this directional selectivity is achieved at the neural level,
in a first stage it has been demonstrated that spatial asymmetries have important
roles in creating basis building blocks of neural processing [11]. Particularly, in [65],
it was found that asymmetric inhibition is on the basis of the direction selectivity ver-
ified in the rabbit’s retina ganglion cells. Additional research has demonstrated that
inhibition is stronger for movements that happen in a particular direction, being itself
directionally selective [227]. Physically, this asymmetry could be implemented at the
structural level, in the wiring of the direction-selectivity circuitry, or could result from
unequal synaptic strengths in an otherwise structurally symmetric circuit. In order to
unveil the asymmetric origin, [21] work enabled to conclude that a structural asymme-
try between neurons contributes to the direction selectivity. In fact, the suppression
of non-approaching stimuli responses only occurs if asymmetric inhibition acts suffi-
ciently fast to cancel out excitation [124]. However, the way that looming neurons act
together with directional selective neurons to extract relevant information, remains a
subject of speculation.
Seen as a research tool, modelling may provide chances to explore possible mech-
anisms of information processing at and between motion sensitive neurons, belonging
to the locust visual system.
According to literature, a possible technical use of a model is, in fact, understanding
a physical system by using knowledge of its inputs and outputs in order to infer about
the system characteristics. In the present work, the physical system being modeled
is the entire LGMD neural structure, by using information about the visual stimuli
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characteristics (input) and the neural response (output). The proper connectivity
between model’s neurons is essential for the implementation of the algorithms used in
the neural computations that lead to the detection of approaching obstacles when in
the presence or absence of other types of movement. So, by using a modeling strategy,
we expect to understand how information is processed at the different layers of the
locust optic lobe, by exploring several possible organizations of the directional selective
neurons in order to produce the responses obtained in biology. These could also be
used as a robust collision detection system for robotic applications
The model is expected to respond to imminent collisions in dynamic scenes, but
not to respond to objects performing translational movements.
4.2 Methods and Materials
At insect level, it is known that the interneurons that process visual information are
arranged in a serie of neuropiles, distributed beneath the compound eye, making up
the optic lobe [185]. The visual information flows within and through different layers in
the optic lobe, either sequentially (forward or feedfoward) or laterally (through lateral
connections). Based on that and similarly to previous studies [228, 230, 232, 234], in
this work an innovative model is proposed as an artificial neural network. This model
merges principles of direction-selective and approach sensitive neurons. Four types of
direction-selective neurons, including left, right, up and down, were included in the
model. Asymmetrical lateral inhibition yields the directional selectivity of these four
neuron types. For example, the right selective neuron spreads lateral inhibition to
the neighbor neurons located on its right direction, being sensitive to all movement
directions excluding the inhibited right direction.
The model here proposed is insect based and, consequently, includes several pro-
cessing steps performed at the different layers of the insect visual system. It is com-
posed by seven different groups of neurons: Photoreceptor neurons (P layer), Lamina
neurons (L layer), Medulla neurons (M layer, witch includes the four direction-selective
neurons ) and by one single neuron: the LGMD neuron.
Simulations were performed on a set of computer generated stimuli.
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Figure 4.1: LGMD model: schematic illustration of the different layers that make up
the model here proposed.
4.2.1 The LGMD model
The Photoreceptive layer (P)
The first processing in the locust visual system is done by photoreceptors, which
convey a representation of the environment[222] to the first neuropile, Lamina.
A grayscale image of the camera current field of view, represented as a matrix of
values (from 0 to 255), is the input to a matrix of photoreceptor units (P layer), being
represented as:
Pf (x, y) = If(x, y) (4.1)
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Pf(x, y) is the output from the Photoreceptor cell at position (x, y) for frame f and
If (x, y) is the intensity of each pixel in the input image, at position (x, y), for frame f.
Lamina layer (L)
Based on [89, 190], the role of early sensory processing, performed by neurons located
in the lamina, is to reduce redundancy and recode the sensory input into an efficient
form. This should be done because natural signals are highly redundant, due to the
tendency towards spatial and temporal uniformity of these signals[86]. So, a neural
direct representation of the raw image would be inefficient. An important way to
achieve this goal is to perform predictive coding. According to this approach, neural
networks learn the statistical distributions inherent in images and reduce redundancy
by removing the predictable components of the input, transmitting just what is not
predictable [186]. This is a possible explanation to the centre-surround antagonism in
the receptive fields of visual interneurons found in very different animals species [190].
The antagonistic surround takes a weighted mean of the signal in the neighboring
receptors to generate a statistical prediction of the signal at the center. Then, the
predicted value is subtracted from the actual center signal, minimizing the range of
outputs transmitted. This process decorrelates the input signals by flattening the spa-
tial and temporal power spectra, leading to a reduction of the output redundancy[89].
This kind of inhibition in sensory system is known as lateral inhibition. Difference of
Gaussians (DoG) filter is usually used to simulate such process [15]
Based on this, lamina cells receive the output of the photoreceptive cells and, as
previously mentioned, model the spatial predictive coding strategy, through:
Lf (x, y) =
3∑
i=−3
3∑
j=−3
|Pf(x+ i, y + j) ·DoG(i, j)| (4.2)
where Lf (x, y) represents the absolute activity of the lamina neuron at position
(x, y), at frame f. DoG is a difference of Gaussians kernel, being mathematically
represented as:
DoG(i, j) =
1
2piσe
exp
(
−i
2 + j2
2σe
)
− 1
2piσi
exp
(
−i
2 + j2
2σi
)
(4.3)
where σe = Filter Size/18 and σi = Filter Size/9 represent the excitatory and
inhibitory distributions widths, respectively. The DoG filter size adopted, by trial
and error, holds 7 pixels. The result of this mathematical operation leads to an edge
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detection and enhancement.
Medulla layer (M)
The output from the L cells form two types of inputs to the cells in the Medulla layer,
which is composed by two sequential computations.
One type of Medulla cells are excitatory (Me), whose excitation value is received
directly from the retinotopically arranged counterpart cells in the L layer, at each
frame f, being represented as:
Mef (x, y) = Lf (x, y) (4.4)
The other type of Medulla cells are inhibitory (M i). For simplicity,M i directionally
selective cells can be divided in four types: left , right, up and down inhibitory cells.
As an example, in relation to the left directional inhibitory cell, the excitation from
a L cell passes to its retinotopic counterpart’s on the M i directionally layer, being
directly converted into inhibition which is spread to its left side neighboring cells. In
this situation, this neuron will be less sensitive to left-moving edges.
The directionally selective cells serve to evaluate and adapt the inhibitory filter
set by default, by varying inhibition strength and spreading area accordingly to the
spatial and temporal frequency contents captured by the camera.
Mathematically, left directionally selective inhibitory neurons transmit inhibition
to its retinotopic counterpart’s left side neighbouring cells, through:
M ileft,f(x, y) =
ninh left,f∑
i=1
Lf(x+ i, y)wI(i) (4.5)
where M ileft,f(x, y) is the inhibition that will be combined with the excitatory
Mef (x, y), ninh left,f is the spread of lateral inhibition to the left direction, wI(i) = 1
is the local inhibition weight, controlling the neighboring inhibition strength. When
inhibition is strong (for example, wI(i, j) = 1) from the right side, excitation produced
by left moving edges will be eliminated or highly attenuated. For example, for this
directionally selective cell, with a lateral inhibition spread = 10 pixels, the vision
system can deal with image motion slower than 5 pixels per frame, being equivalent to
100 degrees/second, using a camera acquisition frequency of 100 frames/second, with
a resolution of 300× 300 pixels and 60 degrees field of view.
Additionally to the spatial dimension, adaptations to different types of environment
can lead to substantial changes in the temporal response function of the medulla cells.
4.2 Methods and Materials 120
Thus, at the final processing at the Medulla level, each neuron combines the actual
excitatory level with a weighted linear combination of the past inhibitory history of
each pixel. So, for each frame f, the value of each Medulla neuron is given by:
Mleft,f(x, y) = h0.Mef (x, y) +
f−b∑
a=1
ha.M ileft,f−a(x, y) (4.6)
where f indicates the current sample and the set of temporal coefficients is {ha :
a = 0, 1, f − b}, being (f − b+1) the number of samples included in the filter, which
was set to 10, by trial and error. M ileft,f−a are the values of left Lamina inhibitory
neurons during the last (f − b + 1) frames. The temporal coefficients are modeled
through a Gaussian function, being computed through:
ha =
1
σet
√
2pi
exp
(
− a
2σet
)
− 1
σit,f
√
2pi
exp
(
− a
2σit,f
)
(4.7)
where σet is the temporal spread of excitation, being constant and equal to 0.5. σit,f
is the temporal spread of inhibition and can be variable, accordingly to the temporal
characteristics of the visual stimuli. Adaptation to one environment or the other can
produce substantial changes in the temporal response function of the Medulla cells,
becoming more or less biphasic (see figure 4.2).
1 2 3 4 5 6 7 8 9 10
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
a
h
a
 
 
σ
it
=5
σ
it
=2.5
σ
it
=1.25
Figure 4.2: Temporal coefficients used in the modelation of the Medulla layer.
However, due to the direct relationship between the number of frames taken for
temporal inhibition and the increment of the computational cost, during these exper-
iments, σit,f was kept low and constant (figure 4.2, σit,f = 1.25).
The final excitations from the Medulla directionally selective cells (Mleft,f(x, y))
that exceed a threshold (set to zero), are averaged by theM left,f cell, and the negative
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excitations will be ignored by the summing operation. This process is mathematically
defined as:
M left,f =
∑nh−30
x=30
∑nv−30
y=30 Θ(Mleft,f(x, y))
2 ∗ (nh − 30) + 2 ∗ (nv − 30) (4.8)
where nh and nvare the number of cells counted in a row and a column, respectively.
Cells located in the edge of a layer (within a neighborhood of 30) have been discarded
due to the border distortions resultant from the convolutions performed in the layers
above. In this work, the input images were 300 by 300 pixels. Therefore, nh = nv =
300. Θ denotes the threshold operation, being defined as:
Θ =
 10
if Mleft,f (x, y) > 0
others
(4.9)
Additionally, the remainder right, up, and down movement detecting neurons share
the same working principles as the left moving detecting neurons. These four direction
selective neuron’s output is then combined and the information extracted is used as a
feedback to adapt the inhibition spreading area (ninhvalue), as well as to decide which,
if any, directionally selective neurons will be active (figure 4.3).
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Figure 4.3: Directionally selective neuron and respective connections between them.
First, a comparative analysis will be performed between left and right selective
neurons, as well as between up and down selective neurons. For right and left the
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procedure is:
Mhorizontal,f =
∣∣∣∣∣M left,f −M right,fM left,f +M right,f
∣∣∣∣∣ (4.10)
In the case that Mhorizontal,f ≥ 0.1, (0.1 was taken as a significant difference value)
it means that the activity of the right detecting and the left detecting neuron is
significant.
If the activity of the right detecting neuron is lower than the left detecting neuron,
the inhibition should be spread into the right direction (for an example, see figure 4.4),
through:
ninh right,f =

ninh right,f−1 + 1
0,
if (
Mhorizontal,f ≥ 0.1 ∧
M right,f < M left,f
)
if Mhorizontal,f < 0.1
(4.11)
When the left detecting neuron activity is significantly lower than the right detect-
ing neuron, the inhibitory spreading of the left detecting neurons will be increased.
Following the same line of thought, a comparative analysis between the up and
down selective neurons will also be performed. That determines Mvertical,f .
However, in the particular situation where no significant horizontal (Mhorizontal,f)
and vertical (Mvertical,f) differences are found (both are < 0.1), an extra compara-
tive analysis will be performed between, for example, the right and the up detecting
neurons, through:
Mhorizontal/vertical,f =
∣∣∣∣∣M right,f −Mup,fM right,f +Mup,f
∣∣∣∣∣ (4.12)
If, for example, the activity of the right detecting neuron is lower than the up
detecting neuron, the inhibition should be spread into the left and right direction,
through:
ninh right,f , ninh left,f =

ninh right,f−1 + 1,
ninh left,f−1 + 1
0,
if (
Mhorizontal/vertical,f ≥ 0.1 ∧
M right,f < Mup,f
)
if Mhorizontal/vertical,f < 0.1
(4.13)
The same though is applied when the activity of the up detecting neuron is lower
than the left detecting neuron.
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The second type of inhibitory cells, the medullar uniformly lateral inhibitory cells
(M i, which is non-directional), receive excitation from the L cells, convert it into
inhibition, which is spread to all its neighboring cells. The way that inhibition is
passed to the retinotopic counterpart’s neighbouring cells, in terms of space dimension,
is dynamically adaptable to the environment, depending on the directionally selective
values previously computed. There is a spatially uniform inhibitory kernel, set by
default (M idef ,f), that spreads inhibition into the nearest neighboring cells, being
defined as:
M idef ,f(x, y) =
 ninh,f/2∑
i=−ninh,f/2
ninh,f/2∑
j=−ninh,f/2
Lf (x+ i, y + j)wI,def(i, j)
 (4.14)
where Lf (x, y) is the excitation that comes from the Lamina layer, ninh,f is the
spread of the non-directionally lateral inhibition, which by default is set to be 3.
wI,def(i, j) = 1 is the local inhibition weight, controlling the neighboring inhibition
strength.
In case no significant differences are found on the horizontal, vertical and horizon-
tal/vertical directions, but M excitation value of the directionally selective neurons
is >5, the default uniformly spreading inhibition, ninh (equation 4.14), is increased
at each time step through: ninh,f = ninh,f−1 + 1, leading to an increment on the uni-
formly spread inhibition, until the resultant excitation is decreased to a minimum
value. When the M excitation value of the directionally selective neurons is <5 (value
considered as low enough to not produce any significant response, by trial and error),
the adaptation process stops and the values found are used during the next frames,
until a sudden variation on the captured image happens and all the inhibitory adap-
tation process restarts again. However, this restart process was not considered in the
present work.
The total inhibition on the medulla layer becomes:
M i,f (x, y) = M idef ,f(x, y)+M ileft,f(x, y)+M iright,f(x, y)+M iup,f(x, y)+M idown,f(x, y)
(4.15)
Based on this, we expect that when driven by multiple spatially uniform stimuli
(SC environment), the receptive field of inhibition (M if ) strengths into all directions
of its surround, suppressing sensitivity to any translational movement. When driven
by a vertical grating (FF environment), the receptive field is expected to develop a left
4.2 Methods and Materials 124
horizontal spreading that will suppress sensitivity to translational moving bars. When
driven by an uncorrelated stimulus (S), the receptive field would become uniformly
attenuated.
Thus, and similarly to the directionally uniformly cells, the resultant excitation in
each neuron of the Medulla layer is computed as:
M,f (x, y) = h0.Mef (x, y) +
f−b∑
a=1
ha.M if−a(x, y) (4.16)
where the temporal coefficients ({ha : a = 0, 1, f−b}) are computed as represented
on equation 4.7.
LGMD cell
Finally, the LGMD cell value is given by:
LGMDf =
∑nh−30
x=30
∑nv−30
y=30 Θ(Mf(x, y))
2 ∗ (nh − 30) + 2 ∗ (nv − 30) (4.17)
where the threshold operator, Θ, is computed as indicated by equation 4.9. nh and
nv are the same constants used on equation 4.8.
Additionally, a temporal summation is performed, being modeled as a temporal
Gaussian integration. This temporal summation depends on the activity verified on
the output of equation 4.2. The more activity on the Lamina layer, the more inhibition
will be applied on the medulla layer and, consequently, it will be needed to apply a
temporal integration in order to reach similar peak LGMDf values. Thus, the temporal
integration will be modeled as[5]:
∆ta = exp
(
− a
2σti,f
)
(4.18)
where {∆ta : a = 0, 1, f − b}, being (f − b + 1) the number of samples included
in the filter, which was set to 10, by a trial and error process. σti,f is the temporal
integration extent, being variably dependent on the mean activity of the lamina layer.
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For simplification, σti,f can take three distinct values, being defined as:
σti,f =

10/8, if
(∑300
x=1
∑300
y=1
Lf (x,y)
300∗300
)
≤ 83
10/6, if 83 <
(∑300
x=1
∑300
y=1
Lf (x,y)
300∗300
)
≤ 166
10/4, if 166 <
(∑300
x=1
∑300
y=1
Lf (x,y)
300∗300
)
≤ 250
(4.19)
These three discrete stages of temporal integration were chosen using multiple sim-
ulation experiments. This division in three discrete stages can lead to an inappropriate
summation extent for Lamina excitation mean values close to the limits here used.
Using this strategy, the temporally integrated LGMD excitation becomes:
LGMDt,f(x, y) =
f−b∑
a=0
∆ta.LGMDf−a (4.20)
where LGMDt,f (x, y) is the LGMD value after temporal integration and ∆ta defines
the temporal integration coefficient values.
Directional selective cells: information extraction and adaptive
processing example
As mentioned previously, the output of the four directional selective neurons is com-
bined in order to extract information about the movement of the visual stimuli cap-
tured by the camera. A square located at 1 meter to the camera, performing a transla-
tion route in relation to the camera (moving from left to right), at 2 m/s, is equivalent
to a square moving at ≃ 6 pixels/frame. Using that visual stimuli, the output of the
four directional selective neurons, for a spreading of lateral inhibition equivalent to 4
pixels to each of the directions tested, is depicted on figure 4.4.
Using the Mf values obtained for each directional selective neurons type, it is
noticeable that, for the right directional selective neuron (figure 4.4, b) panel, red
dashed line), the excitation value obtained at each time step is significantly different
from that of the remainders selective neurons (left, right and up, respectively). For
this situation, Mhorizontal,f was close to 0.15. However, when computing Mvertical,f , it is
null. Therefore, one can infer which type of movements are happening on the captured
image and use this visual information for further processing.
In order to achieve a complete adaptation of the visual system to this type of
translational square, so that the collision detector output, LGMDf , would produce its
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Figure 4.4: a) Sample images of the computer generated visual stimuli, with a 300
by 300 pixels and 60 degrees of field of view. The black square (20×20 pixels), with
a translating speed of 4 pixels per frame to the right, showing different frames of
the square performing a translation route (the arrow is indicating the visual stimuli
moving direction). b) M right,f (red dashed line), M left,f (green solid line), Mup,f and
Mdown,f (back dotted and orange dot-dashed lines, respectively) computed at each
frame of the image sequence shown above.
minimum value (≃ 0) when stimulated with this type of visual stimuli, the right detec-
tion neuron’s inhibition should be extended into more neighboring neurons. Through
an iterative process of minimizing theMright,f value through an increment on the right
inhibition spreading, we found that the vision system can eliminate the image motion
when using a right lateral inhibition that is spread to 8 or more pixels (ninh right,f = 8).
4.2.2 Materials
Visual stimuli
In order to reproduce some of the conditions described in the previous chapter, a simu-
lated visual environment was developed using Vision Egg [196] on a Python program-
ming platform, merged with Matlab software [118]. Objects were simulated according
to their movement and the corresponding data was acquired by a simulated camera
and processed by the proposed model. Image sequences were generated by a simulated
camera with a field of view of 60º in both x and y axis, a sampling frequency of 100
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Hz, and a resolution of 300 by 300 pixels.
Three different environments were created. One of the environments (Simple, S)
is composed by a simple white background. The second environment (SC) is com-
posed by multiple black discs (40 disks, each covering 10 pixels, corresponding to an
angular size = 2 degrees), moving randomly in translation trajectories (at ≃ 4 pix-
els/frame, corresponding to 400 pixels/second, for a frame rate of 100 frames/second).
The third visual scenario (FF) is composed by a vertical sinusoidal grating (each bar
covering approximately 10 degrees), moving at 600 pixels/second (corresponding to
120 degrees/second).
A B C
Figure 4.5: Computer-generated stimuli samples of the three distinct environments
created. A) Simple environment (S). B) Scattered environment (SC). Black dots:
position of the gray dots, in the preceding frame. C) Flow-field environment (FF).
The top arrows indicate the direction of the flow field motion.
After a period of adaptation to the environmental condition (S, CS or FF), a single
7 cm looming disc, moving at 3 m/s (l/|v| = 12 ms) was superimposed to the static
(figure 4.5, A) and moving (figure 4.5, B and C) backgrounds. The disk continuously
approaches the camera, until it reaches a final angular size of 40 degrees.
The model output (LGMDt,f , equation 4.20) was analyzed in terms of: LGMDt,f
peak firing rate, time of peak firing rate (tp) and phase duration (rise phase and fall
phase, respectively). The rise phase of the model response was calculated from the
point at which the LGMDt,f firing rate exceeded a 99% confidence interval (sampled
from data for the entire stimulus presentation) until the LGMDt,f peak. The associated
fall phase duration was calculated from the time of the frame when the stimulus
stopped expanding to the time of the last spike following when the firing rate decreased
to 15% of the peak firing rate.
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4.3 Results
Simple Environment (S): Frontal Looming and effects on the
LGMDf response
In the first stage of this analysis, we presented our model with a simple white back-
ground. During this condition, all the photoreceptor cells and, subsequently, the
neurons located below, are being stimulated with a spatially uniform white stimulus.
Consequently, the LGMDf values obtained for this white background are zero when ac-
tivating sequentially each of the directional selective cells (by default, we have started
with ninh,f = 3, leading to an uniform inhibition spreading). Due to the nonexistence
of LGMDf excitation when presented with the uniform and static white background,
the default kernel applied in the inhibitory layer (M idef ,f) was a 3× 3 kernel, fulfilled
with 1 values.
Then, the looming black object (l/|v| = 12 ms) was inserted on the image sequence
feeding the model here proposed. The output obtained is represented on the top panel
of figure 4.6.
Relatively to the temporal integration, due to the low activity on the Lamina layer
(computed as represented on equation 4.19), the minimum temporal summation took
place.
Following the results obtained in biology (see previous chapter, results section),
LGMDt,f generated a characteristic rapid rise to a peak firing rate in response to the
frontal loom ( figure 4.6, top panel).
Scattered Environment (SC): Frontal Looms and effects on the
LGMDf response
In the second stage, a scattered background, with dots moving into all directions,
feeded the model here presented. On this condition, all the photoreceptors cells, as well
as the neurons from the lamina and medulla layers, are being stimulated with multiple
stimuli, moving in randomly translation routes. Consequently, in order to suppress
the excitation produced by all this moving stimuli, the inhibition at the Medulla cells
should be spread uniformly until the excitation produced by the movement of those
multiple dots is minimum.
In fact, observing the top panel on figure 4.7, we can verify that M f responses ob-
tained for each directional selective cell are quite similar (as previously done, we have
started with directional ninh right,f = ninh left,f = ninh up,f = ninh down f = 3). By comput-
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Figure 4.6: Top panel:LGMDf responses (continuous line) to a looming black disc
approaching from the white visual background. Labeled points on the LGMD response
panels (t99 , tp and t15 ) represent: t99 : time when response exceeds a 99% confidence
interval (start of rise phase); tp : time of peak firing rate (end of rise phase); t15 : time
of nearest spike to 15% of peak firing rate (end of fall phase). Bottom panel: change
in subtense angle during object approach.
ing theMhorizontal,f (using the values of the right and left directional detectors, plotted
on figure 4.7, top panel), a value of ≃ 0.04 was obtained. On the other hand,Mvertical,f ,
was ≃0.03. As both differences were smaller than 0.1,Mhorizontal/vertical,f was computed
and the result was also lower than the significance value considered. This fact leads us
to the conclusion that, in fact and as previously predicted, inhibition should be spread
uniformly in order to decrease excitation produced by those multiple moving dots.
According to this, a ninh,f=5, spreading inhibition uniformly into all directions, was
considered optimal to suppress the excitation produced by the moving dots. By using
this non-directional inhibition spread, the LGMDt,f spike rate profile, represented on
the bottom panel of figure 4.7, was obtained.
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In terms of temporal integration, as the mean activity of the Lamina layer (com-
puted as represented on equation 4.19) was lower than 83, the minimum temporal
summation was activated.
M
f
Time (seconds)
−0.25 −0.2 −0.15 −0.1 −0.05 0
20
40
60
80
100
120
140
 
 
Right directional
Left directional
Up directional
Down directional
−0.25 −0.2 −0.15 −0.1 −0.05 0 0.05
0
50
100
150
200
X: −0.09285
Y: 41.84
L
G
M
D
t,
f
Time to collision (seconds)
X: −0.03285
Y: 177.9
X: −0.01285
Y: 12.41
t
99
t
p
t
15
Figure 4.7: Top panel: Output of the M right,f (red dashed line), M left,f (green solid
line), Mup,f and Mdown,f (back dotted and orange dot-dashed lines, respectively) dur-
ing adaptation to the scattered environment, for each of the directional selective cells.
Bottom: LGMDt,f response (continuous green line) to a looming black disc approach-
ing, when inserted in a dynamic scattered environment, after inhibitory adaptation.
Legend is similar to the one of figure 4.6.
Flow Field Environment (FF): Frontal Looms and effects on
the LGMDf response
In the third stage, our model was stimulated with the moving flow field background.
During this condition, all the photoreceptor cells and, subsequently, the neurons lo-
cated below, are being stimulated with a vertical grating, moving horizontally, both
to the left (the left half of the image) and to the right direction (the other half of
the image). Consequently, at the medulla inhibitory layer, an horizontally oriented
4.3 Results 131
inhibition should be developed, suppressing sensitivity to those horizontally moving
bars.
As previously done, by default, we have started with ninh right,f = ninh left,f =
ninh up,f = ninh down f = 3, leading to an inhibition of 3 pixels/frame in right, left, up
and down direction, respectively. Due to the movement of the bars to both horizontal
directions (see figure 4.5, C), right and left selective neurons shared the same mean
values (≃ 70), as well as the up and down selective neurons (≃ 222.17). Despite
the mean difference between left and right (Mhorizontal,f ), up and down (Mvertical,f
) selective neurons being close to zero, the mean difference between right and up
selective neurons (Mhorizontal/vertical,f ), was ≃ 0.52. This leaded to an increment on the
right and left inhibition spread extension (ninh right,f = ninh left,f = 7), in order to bring
the excitation close to zero, inducing a total adaptation to the horizontally moving
sinusoidal gratings.
Additionally, temporal integration was increased too. As the mean activity of the
Lamina layer (computed as represented on equation 4.19) was higher than 200, the
maximum temporal summation was activated.
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Figure 4.8: LGMDt,f responses (continuous blue line) to a looming black disc ap-
proaching, when inserted in a dynamic flow field environment. Legend is similar to
the one of figure 4.6.
Adaptation to different environments: spatial and temporal
model parameter’s summary
The best spatial and temporal parameters, found for each of the environments tested,
are listed on table 4.1. Using these model parameter’s values, at the different condi-
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tions tested, the model is capable of distinguish between real collisions from those of
non-directional rapid translations (SC) and directional translations (FF).
4.3
R
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3
Table 4.1: Summary of the optimal spatial and temporal parameters found for each environment tested (S, SC and FF,
respectively).
Spatial inhibition Temporal inhibition Temporal integration
Environment
Horizontal Vertical Uniformly distributed
σit σti
Left ninh left Right ninh right Up ninh up Down ninh down ninh
Simple (S) $ 0 $ 0 $ 0 $ 0 " 3× 3, default σit = 1.25 σti = 10/8
Scattered (SC) $ 0 $ 0 $ 0 $ 0 " 5× 5 σit = 1.25 σti = 10/8
Flow Field (FF) " 7 " 7 $ 0 $ 0 " 3× 3, default σit = 1.25 σti = 10/4
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Comparative analysis between the model and the biological
data
In chapter 3 We have presented the biological LGMD responses obtained in the pres-
ence of similar similar situations. Similarity, we have decide to evaluate the model here
proposed according to three main distinct characteristics: the peak of the LGMDt, and
both the rise and fall phases of the peak firing rate. According to the results shown on
figure 4.9, panel A), the LGMD peak was affected by the image background. Peaks
obtained at the SC and FF backgrounds were lower relative to S.
The rise phase duration was also affected (figure 4.9, B) by the background char-
acteristics. S has the higher rise phase duration, followed by the SC and, finally, the
FF background. On the other hand, the fall phase duration (figure 4.9, C), was larger
for the FF condition, being equal for both S and SC backgrounds.
When comparing these results with the ones obtained in biology, we conclude that
there is a high degree of accordance between the model output and the insect responses.
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Figure 4.9: A) Comparisons of the LGMD peak values obtained for each of the con-
ditions tested (S: simple, SC: scattered; FF: flow-field). B) Rise phase duration and
C) Fall phase duration obtained for each background type.
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4.4 Discussion
LGMD model here presented, structured as a neural network, has proven to be a very
useful tool in linking the biological theory and the data recorded and analyzed in the
previous chapter. However, as a model it should be kept in mind it provides for a
simplification and approximation of the real LGMD neuron.
Taking into account the obtained results, the LGMD model provided non-trivial
insights in the multitudes of experimental observations previously done, link seemingly
unrelated data to each other.
The way that the different visual backgrounds influences the model response to
approaching objects has been presented, leading to a possible explanation for the
biological results obtained at the same visual conditions. In order to achieve that
goal, a systematic characterization of the model output, for each of the backgrounds
used, has been performed, leading to a series of conclusions that will be described in
the following.
Approach sensitivity relies upon a rapid and effective inhibi-
tion
We analyzed the effect that adaptable inhibitory neurons (both directional and non-
directional ones) have on reducing and even eliminating the excitation caused by
moving non-looming stimuli at the Lamina layer (verified on conditions SC and FF).
At SC condition, the multiple dots, moving randomly in all translation directions rel-
atively to the camera, lead to an initial increment on the excitation of the Medulla
excitatory cells. This high excitation level (figure 4.7, top panel) could even be con-
sidered as a “false positive” signal of a potential collision scenario. However, after
adaptation, and due to an uniform increment on inhibitory spreading area at the
Medulla inhibitory layer, all the excitation produced by the moving dots was elimi-
nated. However, LGMD model keeps its sensitivity to the looming object, producing
a very similar response to the one obtained for the same looming object approaching
over a white static background.
Using the FF condition, we have tried to replicate the flow field typically produced
by the forward movement of, for example, a locust or a robot moving in an environ-
ment. Similarly to the inhibitory adaptation verified in the SC condition, the adapted
directionally inhibitory neurons (left and right, respectively) were able to eliminate
the excitation produced by those laterally moving bars. Consequently, the LGMD
model was able to reliably detect the approaching object.
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Based on these experiments, we can conclude that inhibition prevents model re-
sponses to undesired stimuli, such as lateral moving stimuli or others.
A key-aspect of the approach sensitivity mechanism pertains to dynamics: sup-
pression of the response to non-approach stimuli occurs if inhibition acts sufficiently
rapidly to cancel out excitation.
Adaptation to different background complexities: a network
plasticity hypothesis
The three environments here tested differ substantially in their spatial frequency con-
tent (figure 4.5). Subsequently, the medulla directionally inhibitory neurons will be
driven differently by those three background conditions, leading to the hypothesis
that, probably, these local neurons need to adapt their receptive field in the neural
circuit to prevent false collision detections.
In fact, the qualitative function of the model here proposed has a simple interpre-
tation: one can view each directionally selective medulla cell as “trying to predict”
the response of the lamina cell in the next time instant, from stimulus information
in its own directionally spatial receptive field. Those neurons that are successful get
“rewarded” with a highly spread inhibitory receptive field. As a result, the successful
predictions are subtracted from the lamina cell’s output and, by a continuous adap-
tation of its spreading inhibitory area, the model literally performs a dynamic version
of predictive coding.
Filtering behaviorally relevant stimuli
Biological organisms continuously select and sample information used by their neural
structures for perception and action, and for creating coherent cognitive states guiding
their autonomous behavior.
In fact, and based on the results obtained, the goal of the visual system is not
to reconstruct internally a veridical reproduction of the intensity pattern that falls
on the insect retina. Instead, the system must reduce the onslaught of raw visual
information and extract the few bits of information that are relevant for behavior. In
this case study, visual information related with collision detection and avoidance have
been successfully extracted. The remainder information, related with background
movement, has been eliminated in an effective way, showing the effectiveness and
possible applicability of this model as, for example, a collision detector that could be
use to drive generic actuators in the robotic area.
Chapter 5
Statistics of Motion
Approaches described so far are based on a progressive reconstruction of the visual in-
put from local computations, successively integrated into different layers of increasing
complexity, in order to extract salient information of the captured scene.
In contrast, some experimental studies have suggested that world scene’s recogni-
tion may be initiated from the encoding of the global configuration, ignoring most of
the object information and details.
In the present chapter, a different approach, based on the study of image statistics,
is addressed.
5.1 Introduction
The ecological approach to visual perception developed, at first, by Gibson [76] and
then defended by Duchon et al. [42], “views animals and their environments as “in-
separable pairs” that should be described at a scale relevant to the animal’s behavior”,
being named as Direct Perception. According to this view, the animals perceive the
layout of surfaces and not the coordinates of points in space, as well as not merely
the three-dimensional structure but what the layout affords for action. A main dogma
of the ecological approach is that the pattern of light reflected from the surround-
ing surfaces, provides adequate information for controlling behavior without further
inferential processing or model construction.
The impression of a deterministic connection between perception and environment
is an illusion [75, 206]. Most perceptual capabilities depend upon a combination of
many different sources of stimulus information - as lighting/shading, texture, occlu-
sion, motion, among others - each of which is merely probabilistically predictive in
the task the organism is performing. Besides, all visual measurements are inher-
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ently noisy, due to the randomness of both light absorption and phototransduction’s
chemical events. Consequently, the appropriate way to characterize visual stimuli is
through a statistical approach [75, 205]. In fact, a very promising and recent approach
for solving some difficult problems in vision, is based on the study of image statistics
[90].
Even from a casual inspection of natural images, which are image scenes captured in
a natural environment, it can be noticed that neighboring spatial locations are strongly
correlated in intensity. According to literature [186], the standard measurement for
summarizing these dependencies is the intensity autocorrelation function, which com-
putes the correlation of the image pixel’s intensity at two locations as a function of
their spatial separation. A closely related measurement is its Fourier transform, in
particular, the Image Power Spectrum. Expressing the autocorrelation function by its
Fourier transform is convenient for several reasons. It connects the statistics of images
with linear systems models of image processing.
Furthermore, the two-dimensional image power spectrum can be reduced to a one-
dimensional function of spatial frequency, through a rotational average on the two-
dimensional Fourier plane [200]. Extensive experimental analysis has led researchers
to find out that the power spectrum of natural images falls with frequency of 1/fα.
The slope of the energy spectrum α, provides a description of the spatial correlation
found in natural images [52, 53, 208]. Additional research has shown that different
environmental types exhibit distinctive power spectrum slopes [3, 129, 198], being 1.0,
1.4, 1.8 and 2.3 for sky, road, vegetation and man-made scenes, respectively. [164] has
argued that it is the particular distribution of sizes and distances of objects on images
that governs the spectral falloff.
In fact, during the last years, there has been a great deal of interest on the im-
ages statistic’s study, both from a computational and biological vision perspective.
Considering the computational perspective, this interest emerged from: 1) the need
for better redundancy reduction/image compression and image/video coding strate-
gies [22]; 2) the pursuit for better image restoration algorithms (including denoising,
inpaiting, among others) [127]; 3) the necessity to estimate surfaces (depth map) from
stereo, texture, motion, shading [202]. From a biological perspective, most research
has been focused on studying how neural properties (from photoreceptors to higher
level’s neurons) are adapted to the statistics of the visual environment [33, 75]. Addi-
tionally, artificial models of biological image processing have been developed and used
to verify the influences of ecological niches on the characteristics of neural receptive
fields [9, 39, 52].
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While the majority of the research in this scientific field has been focused in eval-
uating the spatial frequency of images, a full consideration of image statistics must
certainly include time [40, 210]. Images falling on the retina have important temporal
structures arising from self-motion of the observer, as well as from the motion of ob-
jects in the world [18, 48, 49, 172]. Despite the complexity of daily image sequences
captured by the biological systems, natural vision systems appear to work well in com-
plex 3D scenes. Many fast moving animals, either simple as flies and bees, or more
complex biological systems as birds, seem to have little trouble navigating through the
environments. A biological system provided with vision needs to be able to survive
within a dynamical world, one that appears to be constantly changing when viewed
over extended periods of time.
Looking at these findings from an engineering point-of-view, in this chapter it is
illustrated how simple statistics of simulated and real images vary as a function of
the interaction between the world and the observer. A methodology that highlights
those changes on the statistical properties, being successfully implemented in a simple
robotic platform, is here proposed. Results show how simple image statistics can
be used to predict the presence or absence of colliding objects in the scene, before
exploring the image/environment.
5.2 Related work
The statistical properties of static images, consisting on a frame taken from a film,
have been studied for many years [27], seeking to describe the spatial regularities and
correlations of such images. However, during those years, the regularities in time-
varying images had been studied in a very limited way, mainly due to the high cost
associated with the technology to capture and analyze motion pictures on computers,
by then.
Posteriorly, in 1992, van Hateren [209] directed the first research aiming to charac-
terize, indirectly, the spatio-temporal structure of visual stimuli. This was determined
by the spatial power spectrum of the natural images, combined with the distribution of
velocities perceived by the visual system, when moving in the environment. Through
this, van Hateren was able to infer about the joint spatio-temporal spectrum obtained
for the situations tested and, subsequently, about the optimal neural filter which max-
imized the information rate in the photoreceptive channels of the eye. This analysis
enabled van Hateren to verify the high correlation between the temporal response
properties of biological visual neurons and the optimal neural filter derived from this
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study.
In 1995, Dong and Attick [40] measured the spatio-temporal correlations for a
group of motion pictures segments, through the computation of the three-dimensional
Fourier transform on these movie segments and then by averaging together their power
spectra. In Dong and Attick work [40], it was shown that the slope of the spatial power
spectrum becomes more flat at higher temporal frequencies. At the temporal frequency
spectrum domain, the slope becomes more flat at higher spatial frequencies. These
results had shown that the dependence between spatial and temporal frequencies is, in
general, non-separable. A theoretical derivation of this scaling behavior was proposed,
being demonstrated that it emerges from objects appearing at a variety of depths and
moving at different velocities relative to the observer. Additionally, and similarly to
the methodology implemented by van Hateren [209], Dong and Attick computed the
optimal temporal filter to remove time correlations. The filter proposed was proved
to closely match the lateral geniculate neurons’ frequency response function.
Some years later, Rivait and Langer [161] examined the spatiotemporal power spec-
tra of image sequences depicting dense motion parallax, namely the parallax seen by
an observer moving laterally in a cluttered environment. A parametrized set of syn-
thesized image sequences were used and the structure of its spatiotemporal spectrum
was analyzed in detail. This work specifically addressed lateral translation. However,
the proposed analysis could be generalized to more complex types of motion, including
components of rotation or forward translation [161].
Controversially to the results obtained by Dong and Attick [40], in 2008 Tver-
sky and Geisler [205] measured scene spatiotemporal statistics from real and artificial
movies of first-person translation through a forest environment. Power spectrum ob-
tained at higher temporal or lower spatial frequencies differed dramatically from the
translational model’s predictions proposed by [40]. A possible explanation is that the
expansion motion present in the used scenes breaks the Dong and Attick model’s scal-
ing behavior. Conclusions had shown that the dynamic power spectrum of first-person
motion is, in fact, not scale invariant [204, 205] (meaning that we should be able to
zoom in and out of an image, or travel through a natural scene, and expect that the
statistics will not remain roughly constant), as previously though).
In order to summarize related works that have been developed in the computer
vision field, in [200] a deep and detailed review relative to the state of the art of image
statistics was performed. Additionally, its potential applications on the computer
graphics field, as well as in related areas, was also addressed in the cited paper [200].
Looking at the potential use of the image power spectra in a different perspective,
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Dror et al. [41] and Wu et al. [224] addressed the problem of motion/velocity es-
timation, by coupling the output of the well-known bio-inspired Elementary Motion
Detector (EMD) [20, 147] with a real-time computed image power spectra. According
to the results obtained with this methodology [224], the real-time reliability of velocity
estimation was highly improved with a real-time response look-up table based on the
input signal’s power spectral analysis.
Recently, [172] performed a systematical analysis of the spatiotemporal statistics of
image sequences generated during the two distinct behavioral strategies performed by
flying insects [48]: saccadic and intersaccadic behaviours, when inserted on cluttered
environments. Results have shown that rotational movements of the environment,
obtained during saccades, elicit high fluctuations on image parameters, as brightness,
contrast and spatial frequency (measured in terms of α). On the other hand, during
intersaccadic intervals, which result in translational movements on the insect retina,
similar fluctuations on image parameters are only caused by nearby objects. Conse-
quently, those changes could be the basis for the detection of behaviorally relevant
objects on the surrounding environment, without any need for further image segmen-
tation.
As mentioned so far, image statistics have attracted the attention in a high and
different variety of research fields, ranging from biology processing comprehension to
computer vision purpose, leading to very important conclusions on both research fields.
Giving specifically attention to the fact that:
a) the dynamic power spectrum of first-person motion is not scale invariant, as
previously thought [40];
b) in fact, the expansion motion present in the scenes used on [204, 205] breaks
the Dong and Attick model’s scaling behaviour;
c) during flying insect’s forward translation, spatiotemporal statistical fluctuations
are caused by nearby objects, probably leading to the detection of relevant objects
[172];
a new methodology, based on a sequential real-time computation of the image’s
power spectra, is here proposed. Through a direct image’s spatiotemporal analysis,
we expect it to give an indication about the proximity of obstacles on the captured
images. The methodology will be tested in a variety of distinct visual scenarios before
being applied in a robotic platform, as a collision detection system.
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5.3 Methods and Materials
Figure 5.1 summarizes the algorithm proposed in this chapter and depicts the connec-
tion among the different parts that integrate it. It is mainly composed by two distinct
parts, I and II, which will be described in detail in the following.
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Figure 5.1: Schematic illustration of the proposed algorithm divided in the different
parts that integrate it.
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5.3.1 Part I: Power spectrum estimation through polynomial
curve fitting
At first, an image is acquired, converted to a gray scale, and the algorithm here
proposed starts by computing the Discrete Fourier Transform (DFT) of each image
(which should previously be set squared through zero pad if needed), through:
DFTt(fx, fy) =
∑N−1
x=0
∑N−1
y=0 I t(x, y) g(x, y) e
−j 2pi
N2
(fxx+fyy)
= A(fx, fy)ejΦ(fx, fy)
(5.1)
where It(x, y) denotes the intensity of the pixel in the (x, y) position, at time
instant t; fx and fy denote the spatial frequencies in x and y directions; g(x, y) is a
Gaussian window used to reduce boundary effects. N ×N indicates the image size.
The complex function DFT(fx, fy) is the discrete Fourier transform that can be
decomposed into two real terms: A(fx, fy) = |DFTt(fx, fy)| ,the amplitude spectrum
of the image, and Φ(fx, fy) is the phase function of the discrete Fourier transform.
Φ(fx, fy) represents the information relative to the local properties of the image,
containing information about the form and position of image components. On the
other hand, A(fx, fy) contains unlocalized information about the image structure,
representing the spatial frequencies spread all over the image. Information about
smoothness, length, orientation and width of the contours contained on the image
scene is given by A(fx, fy).
The squared magnitude of the DFT, or power spectrum (PS), gives the distribution
of the energy of the signals at different spatial frequencies, being represented as:
PSt(fx, fy) = A(fx, fy)
2 (5.2)
providing a scene representation invariant to object arrangements or object iden-
tities. PS encodes only information about the dominant structural patterns on the
image [1, 9].
By unfolding the square amplitude of the DFT from Polar to Cartesian coordinates,
and performing a rotational average within the two-dimensional Fourier plane, the PS
from equation 5.2 is reduced to a one-dimensional function of spatial frequencies,
fr =
√
f 2x + f 2y . Then, using the polyfit function, from MATLAB®[118] curve fitting
toolbox, the relationship between the power obtained for each spatial frequency can be
approximated by a polynomial function, of degree one, that minimizes the sum of the
squares of the difference between the observed data and the fitting function obtained.
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The fitting obtained can be described as:
log(PSt,r) ≈ log(O)− αt log(fr) (5.3)
where PSt is computed by a least square fit of a linear function to log(fr), with
slope equal to −α, and offset O, which is an arbitrary constant that depends on scene
log contrast [169].
According to literature, α value depends on many factors, as image depth, image
blurring, sparseness of local structures, among other characteristics [54, 114, 164, 203].
In some situations tested, the function that describes the relationship between the
power spectra for each spatial frequency is not perfectly linear. The overall quality
of the linear fit, measured through the correlation coefficient R, was calculated for all
the experiments here described. Notice that R was superior to 0.7 for the entire set
of experiments performed.
5.3.2 Part II: Processing α-value and Information Extraction
Image’s power spectra is expected to vary during movement on the scenery, over time.
In order to understand how the power spectrum varies in time in the scenery, the
power spectrum slope α is observed and processed as follows.
To extract α-value variations, the bias must be removed through:
α˜t =
∣∣∣∣∣∣αt − 1n
t−1∑
i=t−n
αi
∣∣∣∣∣∣ (5.4)
where n is the number of samples used to compute the α mean value over n time
steps, being set as: n = camera frame rate/5 (value computed by a trial and error
process).
The α˜t value is then transformed into a spiking (or pulse) output using an Hyper-
bolic Tangent transformation, through:
htf = tanh (WI × α˜t) (5.5)
in which WI is the weight factor for the α-value computed at each frame, and is
set to 5, by trial and error, in our experiments. Since α˜t is always greater than, or
equal to zero, the Hyperbolic Tangent htf ∈ [0, 1] .
The spiking mechanism1 output works as a collision alarm. If the Hyperbolic
1spiking mechanism could be replaced by pulse mechanism, but due to the biological mechanisms
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Tangent transformation value htf exceeds the threshold Ts , a spike is produced:
sf =
 1 if htf ≥ Ts0 if htf < Ts (5.6)
If a spike is produced, a collision alarm will be triggered. For instance, in case of a
collision detection mechanism for a robot, the collision alarm would result in a motor
command to control the robot, making it to stop. In the experiments, Ts is 0.7.
5.3.3 Experimental setup
Both simulated and real image sequences have been used in this work. For simplifi-
cation, we have decided to divide the experiments performed on three different sets,
being named as condition 1, 2 and 3. In all conditions, the computer used is a Laptop
(Toshiba Portégé R830-10R) with 4 GHz CPUs and Windows 7 operating system.
Condition 1 (C1): Artificial image sequences captured by an artificial camera
In a first stage, artificial image sequences were created using MATLAB® [118].
The simulated environment created enables the adjustment of several parameters,
such as: image noise level; number, size, shape, texture, distance of objects; contrast;
among other characteristics. Additionally, movement (at different speeds), as well as
trajectories with different complexity levels could be added to the objects present on
the artificial image sequences created. Image sequences were captured by a simulated
camera with 60º field of view in both vertical and horizontal direction, an image size
of 100× 100 pixels and a sampling frequency of 100 frames per second.
A looming object, with a specific half length l and moving at a constant speed
v, shows a typical rate of expansion, with a slow initial angular speed that rapidly
increases as the object is getting closer to the camera. The angular size subtended at
the camera by an approaching object is given by:
θ(t) = 2 · tan−1(l/vt) (5.7)
in which t denotes the Time-To-Collision (TTC) of the object in relation to the
camera, conventionally chosen to be negative prior to collision. Velocity is negative
for an object approaching and positive to an object receding. In a looming approach,
typical in collision scenarios, both the angular size (θ(t)) and the angular expansion
rate are non-linear functions of time, whose temporal dynamics solely depend on l/|v|
involved we kept this nomenclature
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ratio. Based on this physical principle, looming, receding and translating trajectories
were created, for different l/|v| ratios of the visual stimuli.
Each frame of the video sequence created is read on MATLAB® [118], where all
the operations described on subsections 5.3.1 and 5.3.2 were sequentially performed.
In a first stage (C1-1 ), it was analyzed how α value depends on the size that the
object occupies on the image. A simulated approaching square, moving at a speed (v)
of 2 m/s, was created.
In a second stage (C1-2 ), using artificial images, we aim to verify α value immunity
to: image contrast (ranging from 0.1 (low contrast) to 0.9 (high contrast) ) and image
noise level (ranging from 1 to 50% of image salt-and-pepper noise pixels). Salt-and-
pepper noise was chosen due to its intensity spiking characteristic, which may lead
to the production of false collision alarms. Considering a robotic perspective, this
is a commonly verified noise form, caused by malfunctioning camera’s sensor cells,
by memory cell failure or by synchronization errors in the image digitization and
transmission. For that, a sequence showing a looming square, approaching at two
different l/|v| ratios (25 and 50ms) was used. Then, increasing percentages of salt-and-
pepper noise (here named No), ranging from 1% to 50% of figure pixels were added
to the images sequence. A combined noise level increment and subsequent image
contrast (named Co) decrement, as what happens when light level on the environment
decreases, was used to prove the effectiveness of the proposed algorithm to work at
different light intensities.
Then, keeping a high contrast (Co = 1) and a low noise level (No = 0%), and by
using distinct object’s approaching speed (1, 2 and 5 m/s) and sizes (4 and 6 degrees
of object initial angular size), through a trial and error iterative process, n, WI and
Tsparameter’s values, able to fit all situations tested, were obtained.
Condition 2 (C2): Realistic artificial image sequences and real image sequences
captured by a simulated and a real camera
In order to analyze the variation of parameters α˜, ht and s in more realistic visual
scenarios, in an initial phase (C2-1 ), shadow effects, as well as a 3D perspective view
was added to the simulated video sequence. But in stage C2-1, image sequences were
only composed by foreground objects, being the background uniform.
In a second phase (C2-2 ), a complex background was added to one of the image
sequences developed on C2-1. The background complexity (ct) was measured in terms
of the standard deviation of the brightness of all pixels on the image, through:
ct =
√
1/N2
∑
(x,y)
(It(x, y)− 1/N2
∑
(x,y)
It(x, y))2 (5.8)
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that results in a value of 39.2. Additionally, in this situation, the camera moves
on the environment, approaching the static object (foreground) over a complex envi-
ronment (background). The video sequence generated was captured by an artificial
camera with an original 320× 180 resolution, and a sampling rate of 30 frames/s.
In order to analyze the variations on the algorithm parameters α˜t, ht and s, as
well as the time of computation required, in C2-3 both simulated (C2-3-1) and real
video sequences (C2-3-2) of collision scenarios were projected on a screen (LG Fatron
E2441), being captured by the PlayStation Eye camera, located at 5 cm away from
the screen, at 10 frames/s (see figure 5.2).
5 cm
Screen
PlayStation Eye
Camera
Figure 5.2: Setup used on condition C2-3.
Condition 3 (C3): Camera mounted on the robot captures images of the real envi-
ronment
Using robotic experiments, we wanted to determine if the method here proposed
could serve as a useful collision avoidance system for a robot running autonomously.
For that, a Pioneer 3-DX robot was placed in a real lab environment. A PlayStation
Eye digital camera was used to capture the visual information from the environment.
The resolution of the captured images was 320 × 240 pixels, a field of view of 75
degrees, with an acquisition frequency of 10 frames per second. Each captured image
was read on MATLAB [118], in real time. According to the final output value, sf , a
respective command was sent to the Pioneer robot’s wheels via a serial port through
an RS232 cable: if sf = 0 the robot keeps its linear velocity; if sf = 1, the linear
velocity is set to zero, and the robot stops immediately.
Table 5.1 summarizes all the conditions previously described.
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Table 5.1: Summary of the conditions created to test the proposed algorithm.
Condition Nomenclature Visual scenery Goal Part
1
C1 Artificial image
sequences captured
by an artificial
camera
Analyze how α value varies
according to the image
sequence.
I, II
C1-1+C1-2
A simulated
approaching square
moving at 2 m/s
α value dependence on square
size. I
Different noise
levels (No)
α value immunity to noise (No)
and image contrast (Co).
Different image
contrast (Co)
Find values for parameters:
n, WI and Ts.
II
2
C2 More realistic and
real image
scenarios captured
by a static and a
moving artificial
and real camera.
C2-1 Only foreground
objects artificial
camera
C2-2 Add complex
backgrounds
moving artificial
camera
Verify if the methodology can
work as a collision detection
mechanism in a high range of
different scenarios.
I and II
C2-3-1 Use artificial
images captured by
a static real camera
C2-3-2 Use real images
captured by a real
camera
3 C3 Camera mounted
on a real robot,
capturing online
visual scenes.
Test the methodology as a
collision detector applied to a
real robot.
I and II
5.4 Results and Discussion 150
5.4 Results and Discussion
Results to Condition 1:
In order to analyze how α-value changes as an object approaches to the camera,
stimulus C1-1 was used.
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Figure 5.3: Spectral analysis of a looming square, when its dimension is 7 by 7 pixels
(top, left) and 27 by 27 pixels (top, right). Bottom graph: Plus signal blue line:
results from the 27 × 27 pixels object size, fitted with the linear function log(PS) =
−2.8 × log(fr) + log(14), with α = −2.8, and a correlation coefficient R=0.8626;
Crossed green line: results from the 7 × 7 pixels object size, fitted with the linear
functionlog(PS) = −2.3× log(fr) + log(11) , with α = −2.3 and R=0.8092.
Analyzing figure 5.3, we verify that the absolute value of the averaged power spectra
(α) follows the increment on the angular size of the visual stimuli, taking absolute
higher values as the object approaches the camera (|α| = 2.3 for object area equal to
7× 7 pixels and |α| = 2.8 when the object covers an area of 27× 27 pixels).
Additionally to the approaching situation, objects performing receding and trans-
lation trajectories have been created. According to the obtained results, α−value
tends to increase as the object approaches, being an indicator of object proximity. On
the other hand, for the receding situation tested, α value tends to decrease, directly
following the decrement on object angular size.
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Finally, a square performing a translation was created. The simulated object per-
formed a translational trajectory at 1 meter to the camera, moving at a speed of 1m/s.
Results show that, the α−value’s standard deviation across the entire translation was
≃ 0.0078, being much more constant for a translation than for an approaching (stan-
dard deviation≃ 0.19), as expected.
At condition C1-2, attention was focused in verifying if the algorithm here pro-
posed is capable of correctly detecting an approaching object, when the images are
corrupted by salt-and-pepper noise with increasing noise ratios and decrements on
image contrast. Results on figure 5.4 shows that absolute α values are highly immune
to noise increment and contrast decrements, following the object approach by an in-
crement on α value, being highly similar to the results obtained for the maximum
contrast (C=1) and when no noise is present on the image sequence (N=0%) (figure
5.4, green continuous line).
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Co=1; No=0%
Co=0.5; No=25%
Co=0.04; No=50%
Figure 5.4: Absolute slope value |α| obtained for each frame of the image sequence,
at condition C1-2, as the object is approaching the camera. Green continuous line:
α value obtained, at each time step, for the square approaching the camera, at 2
m/s (C1-1), when image contrast Co=1 and when noise is absent in the entire image
(No=0%), representing, respectively, the optimal conditions of contrast and noise.
Yellow dashed line: same configuration, but Co decreased to half (0.5) and 25% of
the image is composed by noisy pixels. Red pointed line: same configuration, but Co
decreased to very low values (0.04) and noise increased to 50% of the image pixels.
Based on the results obtained for the simulated images, we conclude that, in fact,
α value is a good indicator of object proximity.
Results to Condition 2:
C2-1 : One approaching ball was introduced in the green visual scene, with a 5 cm
size, and approaching at 0.36 m/s, approximately (fig. 5.5, top snapshots).
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Figure 5.5: Slope variation value (α˜t, top graph), hyperbolic tangent transformation
value (ht, middle graph) and spike output (s, bottom graph) obtained for each frame
of the C2-1 image sequence. Three important frame numbers are pointed out on the
graph, and the correspondent video frames are sequentially disposed on the image top.
Figure 5.5 shows the obtained values of α˜t , ht and s for each frame of the image
sequence previously described. Important time instants were highlighted in the hyper-
bolic tangent transformation output graph. As observed on the first two graphs, the
increment on object size as it approaches the camera leads to a subsequent increment
on both α˜t and ht values.The bottom graph shows us that a spike was produced for
frame f = 133, signaling the moment at which the approaching ball was already close
to the camera (third video frame, on figure 5.5).
Then, all values suddenly decreased (for f ≥ 153) when the ball passed the camera
virtual position, disappearing from its field of view. The results obtained enabled us
to verify the feasibility of the proposed algorithm, as a good indicator of the proximity
of the objects in more realistic scenery (shadow inclusion).
C2-2: Two conditions were modified: motion of the artificial camera and back-
ground complexity (fig. 5.6).
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Figure 5.6: Hyperbolic Tangent transformation (ht, left axis, blue dots) and spike
(s, right axis, dashed red line) values obtained for the images captured by a camera
approaching a car located inside a complex environment (C2-2). Four important
frame instants are pointed out on the graph, and the correspondent video frames are
sequentially disposed on the image top.
Figure 5.6 shows, that even when movement type (the environment is static and
the camera is moving) and and complexity conditions were changed (inclusion of a
non-uniform background), a spike is produced (at frame 63) when the moving camera
position is very close to the stationary car.
C2-3-1: This condition verifies acquisitions with a real camera. Images were cap-
tured at 10 frames per second (fps), meaning that a frame is captured within 0.1
seconds after the previous frame had been obtained. In this case, all computations
required for the collision estimation must also be completed within 0.1 seconds.
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Figure 5.7: Top Panel: Hyperbolic Tangent transformation (ht, left axis, blue dots)
and spike (s, right axis, dashed red line) values obtained for the images projected on
a screen and captured by the PlayStation Eye camera, showing two balls approaching
the camera (C2-3-1). The video frames relative to the moments when the first spikes
(f = 21 and 40) for the first and second approaching ball, were produced, are shown.
The illustration presented on the right side of the top panel represents the experimental
setup used on the experiment. Bottom panel: representation of the computation time
required to run the proposed algorithm at each frame of the video sequence.
Top panel of figure 5.7 shows the effectiveness of the proposed method in detect-
ing collision of both approaching balls (at f = 21 and f = 40). Additionally, the
computation times of the operations computed for each frame are presented on the
bottom panel of figure 5.7. As the computation time required is always lower (≃ 0.075
seconds) than the camera acquisition frequency, the proposed algorithm is able to run
in real-time.
C2-3-2: In a second stage, the real image sequence showing a car approaching
to the camera, was recorded by the PlayStation Eye camera, with the configuration
previously used and represented on figure 5.8.
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Figure 5.8: Hyperbolic Tangent transformation (ht, left axis, blue dots) and spike (s,
right axis, dashed red line) values obtained for the real images projected on a screen
and captured by the PlayStation Eye camera, showing a real car approaching the
stationary camera (C2-3-2). The first spike was produced at frame 108.
Observing figure 5.8, the first spike was produced at frame 108, when the moving
car reached an angular size of 29 degrees on the camera image, being a good indicator
of an eminent collision.
This experiment proves the efficiency of the algorithm here proposed to work in a
real environment, at real time.
Results to Condition 3:
The environment where the robot was placed was relatively simple, composed by a
uniform wall where three different paper squares, with different textures (striped and
uniformly colored) and colors, were attached. Figure 5.9 shows the results obtained
for the mentioned situation.
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Figure 5.9: Hyperbolic Tangent transformation (ht, left axis, blue dots) and spike (s,
right axis, dashed red line) obtained for the images captured by a camera placed on a
Pioneer robot, moving forward in a real lab environment. The continuous line repre-
sents the Ts value (0.7). On the top of the graph, two instantaneous frames represent
the images captured at 0.1 and 2.2 seconds, respectively. A spike was produced at 2.2
seconds, when the object was located at approximately 10 cm to the wall, leading the
robot to stop. The illustration presented on the left side of the top panel represents
the experimental setup used on the experiment.
Similarly to previous results, figure 5.9 shows that the hyperbolic tangent trans-
formation value, and the subsequent spike output, is a good indicator of a potential
collision. Along the time interval between 0 and 1 seconds, ht amplitude (equation
5.5) started to slowly increase as the robot was getting closer to the objects attached
on the viewing wall. For time instants between 1 and 1.5 seconds, there is a small
decrement on the ht value, because the blue object located initially inside the cam-
era field-of-view, started to continuously laying outside the camera visual range as
the robot was moving forward. Then, for time instants superior to 2 seconds, the ht
amplitude started to increase rapidly as the robot was getting closer to the objects
attached on the wall. Finally, a spike was produced when the robot was located at,
approximately, 10 cm away from the wall. Subsequently, the robot linear velocity was
immediately set to zero, being sent to the robot wheels, making it to stop at a safe
distance from the obstacle.
Besides the robotic experiment performed inside a relatively simple environment,
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an additional experiment was performed. In this second situation, the robot was
located inside a completely random environment.
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Figure 5.10: Hyperbolic Tangent transformation (ht, left axis, blue dots) and spike
(s, right axis, dashed red line) obtained for the images captured by a camera placed
on a Pioneer robot, moving forward in a real complex environment. The continuous
line represents the Ts value (0.7). On the top of the graph, two instantaneous frames
represent the images captured at 0.1 and 1.5 and 2.7 seconds, respectively. A spike
was produced at 2.7 seconds, when the object was located at approximately 15 cm to
the objects.
Figure 5.10 shows the effectiveness of the proposed algorithm in avoiding collisions,
even in situations where the complexity of the experiment is clearly high. In the present
experiment, the robot was moving directly to a table with multiple and non-uniform
objects located below it. Despite the non-uniformity of the objects, as well as the
high complexity on its shapes, a collision was correctly detected when the robot was
located at 15 cm to the obstacle.
According to these results, the method proposed in this work can be definitely
useful in providing information about the safety of the robot trajectory path.
5.5 Conclusions
In this chapter, a simple method of visual sensory processing is proposed and de-
scribed, being easily applied to a mobile platform. For that, a detailed analysis of
the spatiotemporal variation of the image’s power spectra, computed for a high range
of different image sequences, have been performed. Distinct visual scenarios were
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constructed - simulation - and recorded - in real environments. Based on the results
obtained, we have demonstrated that our approach is able to correctly detect any
obstacle or approaching object, regardless of the color, shape or physical characteris-
tics of these objects. The algorithm is very general and when applied to a real robot
demonstrated its capability to work in real-time and to correctly decide when the
robot should stop.
As future work, we will continue to investigate the response of the method proposed
for a range of robot speeds, environment complexities and objects moving inside the
camera’s field of view. Additionally, we will try to enlarge the robot behavioral adap-
tions, by controlling the robot speed accordingly to the Hyperbolic Tangent Trans-
formation values. Finally, we would like to integrate the algorithm here proposed in
different fields of research, as car safety, exploratory mission, among others.
Chapter 6
Vision at low light intensity
As a neural pathways specialized in the detection of potential collisions, it is highly
important to maintain its reliability apart of the environmental conditions, or at least
for a certain niche. Thus, it is especially important for its function to remain undis-
rupted by noise increment, as it happens when day light decreases. The LGMD is an
integrating neuron, which output depends on the signals produced at each layer of the
locust optic lobe: the photoreceptive layer, the lamina layer, and the medulla layer.
When corrupted, signals produced at different neural stages can affect and compromise
the final response of the LGMD neuron.
As locusts have apposition compound eyes, highly tuned to activity during day
light, one should expect these insects to be inactive at low light levels. The scarcity of
light and consequent increment of visual noise, would make locust vision unreliable. As
a consequence, the detection of potential collisions or obstacles would be highly fallible
at night. However, it was found that locusts are able to perform migrations at low level
intensities, taking advantages of the benefits of night foraging . As a consequence, an
inevitable question arose: How are locusts able to improve their visual capabilities in
dim light? In order to function efficiently at low light levels, the visual signal captured
has to be maximized and, simultaneously, the noise necessarily needs to be minimized.
A deep research focused on insect vision adaptation to lighting conditions[214]
found that, to see at night, the visual system should capture as much light as possible.
In order to accomplish this, two strategies can be performed. Optical apparatus adap-
tations, which enables the collection of more photons within the eye. Unfortunately,
this solution alone is not sufficient for improving the reliability of vision at very low
light conditions. The ultimate solution is to optimize sensitivity at low light intensities
via neural adaptations.
Being interested in the development of a real-time light adaptation system, and
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taking into consideration that actual digital cameras still rely on a single exposure
time, as well as on image sensors with photo elements of uniform sensitivity, the second
strategy should be adopted. However, since there is not a well-established paradigm
for this light adaptation mechanism via neural adaptations, verified in some flying
insect, behavioral experiments/assessment should be performed in order to establish
it.
However, due to the difficult problem of performing behavioral tests with animals as
inconstant as locusts, a different animal model, having similar physiological and neural
characteristics, was chosen: bumblebees. In fact, bumblebees Bombus Terrestris have
become increasingly common as a model organism in behavioral studies. Particularly
because it is easier to train these insects to fly in a specific and controlled environment,
and, subsequently, to relate the environmental conditions to their flying characteristics
and, through this, infer about potential adaptations at the neural level.
6.1 Introduction
It is well known that diurnal, as well as nocturnal insects, use information from self-
induced image motion, or optic flow, to control ground speed and position during
flight [7, 12, 43, 48, 141, 193]. When flying in an enclosed space, bees tend to fly
through the center by balancing the rate of image motion perceived by each one of the
compound eyes, . This “centering response” acts to guide the bee down a safe path
in, for example, a narrow flight tunnel [103, 173, 191, 193].
In bumblebees, the precision of this centering response is dependent on the spatial
frequency of the visual stimulus [43]. At low spatial frequencies, bees that are allowed
to fly through a tunnel with one wall lined with a black and white, sinusoidal pattern
of a specific spatial frequency, and the other wall lined with a gray uniform pattern,
will fly closer to the gray wall. However, as the spatial frequency is increased, the bias
towards the gray wall decreases, probably because the bees can no longer resolve the
gratings [43].
As the light intensity decreases, the precision of the centering response in bum-
blebees will be negatively affected and the bees can be observed to slow down. The
decrease in flight speed is most likely a behavioral adaptation that allows them to
fly in dim light. However, the decreased centering performance suggests that a lower
flight speed is not sufficient to support a faultless flight in dim light [145].
The transition to a dim-light environment is a complex phenomenon for insects
with apposition compound eyes that typically has a low absolute sensitivity to light.
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The decreased photon capture rate experienced at lower light levels will uncondition-
ally result in a noise level increment, reducing the ability to resolve contrast [214, 215].
However, the sensitivity of the system can be increased by increase in photon-catch
area [221]. Therefore, nocturnal insects feature larger ommatidial facets compared to
their diurnal relatives of similar size [92, 99, 100, 122, 123]. These differences also
exist within a single species: large individuals of the bumblebee Bombus Terrestris
have larger eyes with wider facets and wider rhabdoms compared to their small con-
specifics and also forage at lower light levels [98]. However, this documented difference
in optical lens and rhabdom diameter cannot fully account for the higher light sen-
sitivity observed in bigger individuals. It has therefore been suggested that neuronal
modifications should also be present, enabling day active bumblebees to extend their
activity to low light conditions [212, 214].
A neural solution to enhance sensitivity of an eye is to extend the integration time,
during which a sample of photons is counted by the visual system. This neuronal
process, termed “temporal summation” acts to increase the signal-to-noise ratio of
lower temporal frequencies, but comes at a price: it reduces the capacity of the animals
to detect fast moving objects. A recent study shows that bumblebees compensate for
this by a reduction in flight speed as the light level falls, making the world to move
more slowly across the retina of the bee [145].
A second neural possible solution to extend the sensitivity of the visual system is
to sum output of neighboring ommatidia [128, 201, 212, 214]. This process termed
“spatial summation” increases photon capture and image brightness, but will unavoid-
ably make the visual scene blurrier and coarser. The higher the spatial summation,
the lower the spatial resolution. For maximum sensitivity at each light intensity level,
the relative amount of spatial and temporal summation depends, at least theoretically,
on the image velocity experienced by the animal [104].
For example, increased image motion decreases the gain from temporal summa-
tion, and to counteract this, the eye has to sum more extensively in space, and vice
versa. Thus, at each light level, it appears to be a trade-off between spatial and
temporal summation, which depends on the spatial (pattern) and temporal (speed)
characteristics of the captured images. However, nothing is known about the relative
contributions of spatial and temporal integration at different light levels. According
to this, the aim of this investigation is to infer the trade-offs between spatial and tem-
poral neural summation strategies, applied by the visual flight-control system of the
day-active bumblebee Bombus Terrestris.
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6.2 Materials and Methods
Animals and Environment
A bumblebee hive (Bombus Terrestris), from a commercial breeder (Natupol Beehive,
Koppert B.V., The Netherlands) was placed close to the entrance of a 200 cm long,
30 cm wide and 30 cm high flight tunnel, covered with insect netting (see fig.6.1).
The walls and the floor of the tunnel were dressed with black and white sinusoidal
gratings of different spatial frequencies (0.05, 0.1, 0.4, 0.8, 1.2 and 1.6 cycles/cm) or
with uniform gray patterns (corresponding to a spatial frequency of 0 cycles/cm). For
a bee flying through the center of the tunnel, the spatial frequency of the sinusoidal
gratings would appear as 0.01, 0.03, 0.1, 0.21, 0.31 and 0.42 cycles/deg, respectively.
The bees were kept in a 18h:7h light:dark cycle in a controlled laboratory environ-
ment (22° C, 44% air humidity, 994 hPa ambient pressure) and trained to fly through
the tunnel to a sugar and pollen feeder at the end of the tunnel (indicated on figure
6.1).
Each bee was marked with a numbered and colored tag, which was attached to
their thorax, for identification. This enabled us to identify the individuals in the
experiments, as well as to count the number of individual bees recorded during a
specific combination of light intensity and spatial frequency pattern.
Dimmable fluorescent lamps (BIOLUXr, OSRAM GmbH, Munich, Germany) cov-
ered with white diffusion filters (LEE 252 Eight White Diffusion, LEE Filters, UK)
illuminated the tunnel from above. All experiments were performed under three light
conditions: 600, 60 and 6 lux (as measured from the center of the tunnel). In order
to reach the lowest light intensity (6 lux), the lamps were fitted with a neural density
filter (210 0.6 ND, LEE filters, UK). Each experimental trial lasted for one hour, and
before recording commenced, the bumblebees were allowed to adapt to the test light
intensity for 30 minutes. Bumblebee flight towards the feeder were recorded at 60 Hz
(1281 × 306 pixels) with a high-speed digital video camera (MotionBLITZ EoSens®
mini, Miktron GmbH, Unterschleisheim, Germany), mounted above the tunnel. At
6 lux, two infrared illuminators (IR Illuminator silver, TV6700, Abus, Elfa Distralec
AB, Järfälla, Sweden) were used to improve the signal to noise ratio in the images
captured by the camera.
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Figure 6.1: Experimental setup.
Experimental procedures
Experiment 1: To analyze the effect of light intensity and spatial frequency on ground
speed control, we recorded bumblebees flying in a tunnel (see above) with walls and
floor lined with sinusoidal grating patterns of different spatial frequencies (ranging
from 0.05 to 1.6 cycles/cm). In each condition, the same pattern lined both walls and
the floor.
Experiment 2: To analyze the effect of light intensity and spatial frequency on
position control, we recorded bumblebees flying in a tunnel (see above), in which one
of the walls (left or right) was lined with a black and white sinusoidal grated pattern
of a specific spatial frequency (ranging from 0.05 to 1.6 cycles/cm). The other wall
and the floor were covered with uniform gray patterns (corresponding to a spatial
frequency of 0 cycles/cm).
All experimental conditions in experiment 1 and 2 were presented at three different
light intensities (ranging from 6 to 600 lux), being randomized over the days to avoid
circadian influences on the results.
Data analysis
In each video frame, the centre of mass (in x- and y- coordinates) of the bumblebee
was determined using an automated tracking program [113].
The flight trajectories were analyzed over a distance of 80 cm: 40 cm before and
40 cm after the midsection of the tunnel. Position data was converted from pixels
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to millimeters using a reference pattern placed at 15 cm above the tunnel floor (the
approximate height of the flight trajectories). Ground speed was calculated by dividing
the two dimensional distance traveled between successive frames (including the forward
and lateral components) by the frame duration (1/60 s). The centering response was
analyzed by finding the distance from the midline of the bee in each frame. For both
ground speed and centring, an average value or standard deviation for each flight of
each bee was calculated and used in the analyzes.
All statistical tests were performed in Matlab® [118]. The Shapiro-Wilk test [175]
verified that the data was normally distributed. Parametric one-way and two way
ANOVA comparisons with light intensity (three levels) and spatial frequency (six lev-
els) as two factors and flights (evaluated in terms of speed and position) as repeated
measurements were carried out to determine the effect of these two factors on speed
and position control. The Tukey-Kramer method was used to perform multiple com-
parisons between experimental trials. A linear regression of the mean ground speed
against spatial frequency was performed (Curve Fitting Toolbox ™ [118]).
The comparison between the response, in terms of speed, and an Elementary Mo-
tion Detector (EMD) model output was made taking into account the mean-square
error (MSE, [118]).
Estimation of angular spatial frequency, image angular velocity
and temporal frequency
It was of interest to estimate the angular spatial frequency (in cycles/deg), the angular
velocity of the image (the speed of the image on the retina) and the temporal frequency
(Hz) of the periodic stimulus conditions here used. First, we estimated the apparent
spatial frequencies, in the lateral field of view (90 degrees) through:
fang = arctan
(
1
2d
)
× f (6.1)
where fangis the angular spatial frequency (in cycles/deg), f is the spatial frequency
in cycles/cm and d is equal to the distance between the bee’s position and the tunnel
wall (left or right) (in cm).
The image angular velocity ( ν, in deg/s) was computed using the following rela-
tionship:
ν =
(
360
2pi
)
×
(
Vx
d
)
(6.2)
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where Vx is the linear ground speed of the bee (in cm/s), and d is the variable
previously described.
The temporal frequency (cycles/s or Hz) is then computed through:
ω = ν × fang (6.3)
giving the information of how many complete stimulus periods have been seen by
the bumblebee, for each second.
6.3 Results
Experiment 1: effect of light intensity and spatial frequency
on bumblebee ground speed and position
To analyze the effect of light intensity and spatial frequency on ground speed con-
trol, we recorded bumblebees flying through a narrow tunnel at three different light
intensities: 6, 60 and 600 lux. The walls and the floor of the tunnel were lined with
patterns of different spatial frequencies (ranging from 0.05 to 1.6 cycles/cm). In each
condition, the same pattern lined both walls and floor (see Methods, experiment 1).
In the first stage of this experiment, we compared the position and ground speeds
of bees flying in the experimental tunnel, with the configuration shown on the left
panel of figure 6.7, when its walls and floor were covered with sinusoidal patterns with
spatial frequencies ranging from 0 to 1.6 cycles/cm, at the maximum light intensity
level (600 lux). The number of flights (n), as well as the number of different bees (N )
for the conditions tested are summarized on table 6.1.
For the tunnel configuration used on Experiment 1 (figure 6.7, left panel), we would
expect bumblebees to fly through the center of the tunnel, independently of the pat-
tern’s spatial frequency. However, for the highest light intensity tested, our results
show a statistical difference (F=12.15, P<0.0001) of the mean centering position ac-
cording to the tunnel’s spatial frequency. For 0.8 < f ≤ 1.2 cycles/cm, bumblebees
tend to deviate from the tunnel center, probably due to the difficulty on seeing the
high frequency of visual patterns covering the tunnel wall, leading them to deviate
to a preferred side (figure 6.2). Following this strategy, and as the apparent spatial
frequency is inversely proportional to the distance to the tunnel walls (see equation
6.1), bumblebees will be able to decrease the apparent spatial frequency of the wall
they tend to fly closer, restoring the visual information to the insect so that it is able
to control its flight in a more precise way. This shift to one preferred wall side can be
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Table 6.1: Number of animals, per experimental condition.
Light intensity (lux)
Spatial frequency (f ) 600 60 6
(cycles/cm) Flights (n) Nº bees (N ) Flights Nº bees Flights Nº bees
E
x
p
er
im
en
t
1
0 (gray) 23 9 13 5 9 7
0.05 39 27 28 20 7 7
0.1 36 25 44 22 15 5
0.4 33 17 42 18 17 9
0.8 26 15 29 18 2 1
1.2 15 11 19 9 2 2
1.6 37 18 30 16 2 2
E
x
p
er
im
en
t
2 0.05 29 10 23 9 4 4
0.1 18 7 16 3 8 5
0.4 36 10 22 15 3 3
0.8 16 9 12 5 22 7
1.2 35 10 23 11 9 7
1.6 22 7 20 3 24 5
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Figure 6.2: Effect of spatial frequency and light intensity on lateral position. The
mean position at 600 lux (blue squares), 60 lux (green diamonds) and 6 lux (red dots)
is plotted against spatial frequency. Error bars indicate mean standard errors.
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the result of some type of visual lateralization, already reported on literature as being
present on some invertebrate animals ([112]).
Similarly, for the other two light intensities tested, the mean lateral distance to
the tunnel midline of flying bumblebee dependence on the tunnel spatial frequency is
also statistically significant (P<0.0001 for 60 lux and P=0.008 for 6 lux), probably a
as a result of the large deviation verified for spatial frequency values superior than 0.8
cycles/cm. Additionally, we verified that, for each tunnel’s spatial frequency config-
uration of 0.05, 0.1, 0.4 and 1.6 cycles/cm, decrements on light intensity does affect
significantly bumblebee’s mean centering position (P<0.02). On the other hand, the
effect is not statistically significant for spatial frequencies of 0, 0.8 and 1.2 cycles/cm
(P>0.05).
Due to the lateral deviation verified, the apparent spatial frequencies seen by bum-
blebee’s left and right eye are different, being computed using equation 6.1.
As previously seen, individual flies seem to deviate from the tunnel midline (see
figure 6.3, both panels). The standard deviation of each bumblebee gives an indication
of how straight individual bees are flying for a given combination of spatial frequency
and light intensity. According to the results obtained for the spatial frequencies rep-
resented on figure 6.3, individual bees flight straighter for the higher light intensities
(the standard deviation is lower at 600 lux). As light intensity decreases, a higher
number of distinct positions are taken by individual bees across flight. This leads to
the conclusion that bees tend to decrease its position control at lower light levels.
Additionally, individual flies seem to have a preferred range of speed (see figure
6.4) in specific spatial and light intensity tunnel’s characteristics. This mean preferred
ground speed varied to a larger extent between individuals for higher tunnel’s spatial
frequency (figure 6.4, bottom panel).
Our results also show that ground speed is affected by the spatial frequency of the
patterns covering the tunnel walls (N=113, F=9.94, P<0.0001), but not in such a
way that simply decreases or increases with a rise in spatial frequency (figure 6.5).
We also find that the ground speed for each spatial frequency decreases with de-
creasing light intensity. This result is consistent with the results of earlier studies
[8, 145]. Interestingly, the effect of light intensity on ground speed strongly depended
on the spatial frequency presented to the bee (F=4.67, P<0.0001, multi-way ANOVA,
see figure 6.5).
Based on these results, we were able to compute the temporal frequencies experi-
enced by the flying bumblebees (using equation 6.3), at each experimental condition
of combined tunnel’s spatial frequency and light intensity. For 600 lux, temporal
6.3 Results 168
Flight number
A
b
so
lu
te
 m
ea
n
 d
ev
ia
ti
on
 f
ro
m
 t
h
e 
tu
n
n
el
 m
id
li
n
e 
(c
m
)
0 1 2 3 4 5 6 7 8
0
1
2
3
4
5
6
7
8
9
Spatial frequency = 0.05 cycles/cm
 
 
600 lux
60 lux
6 lux
A
b
so
lu
te
 m
ea
n
 d
ev
ia
ti
on
 f
ro
m
 t
h
e 
tu
n
n
el
 m
id
li
n
e 
(c
m
)
Flight number
0 1 2 3 4 5 6 7 8
0
2
4
6
8
10
12
Spatial frequency =1.6 cycles/cm
 
 
600 lux
60 lux
6 lux
Figure 6.3: Examples of absolute mean (±standard deviation) deviation from the
tunnel midline, for a tunnel’s spatial frequency of 0.05 cycles/cm (top panel) and 1.6
cycles/cm (bottom panel), at: Blue squares: 600 lux; Green diamonds: 60 lux; Red
dots: 6 lux.
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Figure 6.4: Examples of absolute mean (±standard deviation) ground speed, for a
tunnel’s spatial frequency of 0.05 cycles/cm (top panel) and 1.6 cycles/cm (bottom
panel), at: Blue squares: 600 lux; Green diamonds: 60 lux; Red dots: 6 lux.
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Figure 6.5: The effect of spatial frequency on bumblebee flight speed, at 600 (top), 60
(middle) and 6 lux (bottom). Red squares: mean ground speed, for spatial frequen-
cies seen by the bumblebee’s right eye. Green dots: mean ground speed, for spatial
frequencies seen by the bumblebee’s left eye. Error bars indicate mean standard errors.
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Figure 6.6: The effect of light intensity on mean ground speed, when both tunnel walls
and floor are covered with uniform gray patterns.
frequency (ω) values ranged between 3 (f = 0.05 cycles/cm) and 100 Hz (f = 1.6
cycles/cm). For 60 lux, 2 ≤ ω ≤ 95 Hz and, for the lowest light intensity tested,
1.5 ≤ ω ≤ 50 Hz.
To understand how light intensity affects ground speed in the absence of visual cues,
we recorded bumblebees when flying along tunnels with gray patterns on the walls and
floor. Even in the absence of strong visual cues, the flight speed of bumblebees was
affected by light intensity (figure 6.6).
For an object moving with an angular velocity ν (deg/s, equation 6.2), during one
integration time Δt (s), the image is displaced an angular distance of ν∆t degrees on
the retina [188, 214]. Assuming that the temporal response function of the bumblebee’s
photoreceptors is modeled as a Gaussian of half width ν∆t , and considering the results
when the tunnel was lined with gray patterns (figure 6.6), where the application of
spatial summation strategies will not compromise the spatial properties of the tunnel
(it is null), the spatio-temporal resolution of the bumbelee’s visual system can be
uniquely modeled by the temporal summation applied. Taking into consideration that,
through a behavioral adaptation, bumblebee’s are trying to keep the image displaced
on its retina constant at different light intensity levels, and, knowing that for a normal
light intensity level the bee acquisition frequency is ≈100 Hz (leading to a temporal
integration of ∆t = 1/100 = 0.01 seconds), then:
(ν∆t)600 = (ν∆t)60 ⇔
⇔ 306× 0.01 = 122.23×∆t60 ⇔
⇔ ∆t60 = 0.014 seconds
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The same procedure was repeated for the 6 lux, resulting in ∆t6 = 0.025 seconds.
Through a combination of flying speed adaptation, merged with the application of
temporal summation strategies, bumblebees are able to keep the level of image blur
constant at the different light levels here tested.
Experiment 2: effect of light intensity and spatial frequency
on bumblebee centering response and speed
In Experiment 2, we recorded the flight trajectories of bumblebees flying through the
experimental tunnel when only one wall displayed a sinusoidal pattern (ranging from
0.05 to 1.6 cycles/cm, depending on experimental condition). The other wall and the
floor were uniform gray. When the sinusoidal pattern displayed low spatial frequencies,
the bees flew closer to the uniform gray wall, a result that is consistent with earlier
investigations into bumblebee centring behaviour [43] (N=54, F=4.92, P<0.0001, see
figure 6.7). Furthermore, this response was consistent across all three light intensities.
At higher spatial frequencies, the bees flew closer to the midline of the tunnel. This is
what we expect if the bees can no longer resolve the gratings due to the limitation of
the spatial resolution of their eyes [109, 115] and thus perceive the grating pattern as
being uniformly gray [43]. This provides us with a tool to investigate the resolution
limit of the visual system of the flying bees under different light intensities.
Following this line of though, results plotted on figure 6.8 were used to compute
the resolution of the bee’s eyes at different light levels. By computing the higher
angular spatial frequency (fsang) that can be accurately detected by the mosaic of
photoreceptors, through:
fsang =
1
2×∆φ (6.4)
where △φ represents the interommatidial angle (angle between two photorecep-
tors), we conclude that, for different light intensities, the resolution limit of the bee
visual system for flight control decrease with falling light levels. For 600 lux, the
lowest difference value plotted on figure 6.8, being directly correlated to fsang, is lo-
cated for apparent spatial frequency values between 0.2 and 0.4 cycles/deg, resulting
in 1.2 ≤ ∆φ ≤ 2.5. At 60 lux, 0.1 ≤ fsang ≤ 0.3, resulting in 1.7 ≤ ∆φ ≤ 5 and,
finally, for 6 lux 0.04 ≤ fsang ≤ 0.1, leading to 5 ≤ ∆φ ≤ 12.5.
Through this behavioral performance at different light intensities, we can infer that
the applied spatial summation does affect the spatial characteristics of the visual scene
viewed by flying bumblebees.
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Figure 6.7: Representations of distinct tunnel configurations on: Panel A) Experiment
1 (Left panel) and Experiment 2 (Right panel). Flight trajectories when the tunnel
walls and floor are covered with 0.05 cycles/cm sinusoidal gratings (left panel - Ex-
periment 1) and when the tunnel floor and one of the walls are covered with uniform
gray patterns (right panel - Experiment 2), recorded at three different light intensities
(top-down: 600, 60, and 6 lux, respectively). Panel B) Flight trajectories recorded
when tunnel walls and floor were covered with uniform gray patterns, at 600 lux (left)
and 60 lux (right), respectively.
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Figure 6.8: The effect of spatial frequency on lateral position. The absolute difference
between the mean position for each condition of spatial frequency and light intensity,
and mean position obtained when both walls were lined with uniform gray patterns,
recorded at the each of the light intensities tested, are plotted. Error bars indicate
mean standard errors.
On the other hand, different tunnel spatial frequencies had no significant effect on
the mean ground speed of flying bumblebees (see figure 6.9, P>0.05), at the different
light intensities tested, when subjected at Experiment 2.
Modeling the effect of light intensity and spatial frequency on
bumblebee flight control
There is strong evidence that biological motion detectors function by correlating the
time-delayed outputs of adjacent photoreceptors [19]. The outputs of these detectors,
while motion sensitive, are generally dependent on the spatial and temporal frequency
of the stimulus.
In fact, the average response, R, of an Elementary Motion Detector (EMD) or
Reichardt correlator [147], which is a motion sensitive detector present on the insect’s
visual system, is a function of the input pattern’s angular velocity (ν, degrees/s)
and spatial wavelength (λ=1/fang, degrees), and three detector variables: the angular
separation of input elements (∆φ, degrees), the width of the angular sensitivity (∆ρ,
degrees) of the input elements, and the time constant (τ, seconds) [23, 44, 81, 147]:
R ≈
1√
(1 + (2piτν/λ)2)
× sin
(
arctan(
2piτν
λ
)
)
× sin(2pi∆φ
λ
)× 1√
(1 + (∆ρ/λ)2)
(6.5)
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Figure 6.9: Median ground speed in tunnels with Experiment 2 configuration, for light
intensities of 600 lux (top), 60 lux (middle) and 6 lux (bottom).
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The first term of the equation represents the amplitude factor of the EMD first-order
low-pass filter, which depends on the temporal frequency (ω) of the input signal,
i.e., the number of luminance cycles that pass an EMD input element, per second:
ω = ν/λ. sin(arctan(2piτν
λ
) is the temporal frequency term, being responsible for tun-
ing the EMD to an optimal temporal frequency. The interference term, sin(2pi∆φ
λ
),
provides a quantitative prediction of the EMD response variation with λ. When pat-
terns have wavelengths in the range ∆φ < λ < 2∆φ, the sign of the EMD response
will be inverted, being referred as spatial aliasing (or geometric interference). The last
term, 1√
(1+(∆ρ/λ)2)
is a spatial low-pass filter, being responsible to modulate the EMD
response.
First, we have tried to determine the temporal and spatial properties of the bum-
blebees visual system, at the highest light intensity tested. In relation to the spatial
properties, the model response R represents a low-pass filtered version of the geomet-
ric interaction between the bumblebee’s sampling array and the periodic sinusoidal
pattern. By varying the angular separation ∆φ between the range values previously
indicated through the results obtained on Experiment 2 (1.2 ≤ ∆φ ≤ 2.5, increment
steps of 0.1 degrees), using angular sensitivity values determined by: ∆ρ = 2∆φ, and,
finally, through a comparison of the model output with the biological responses (fig-
ure 6.5), the spatial parameters which output gives the best fitting to the biological
results, were found (see table 6.2).
The temporal terms of the EMD model (equation 6.5), which together generate
a characteristic output, resembling a symmetric band-pass filter, with a maximum
amplitude at a specific temporal frequency whose value depends on the time constant
τ, were then analyzed. The τ value was systematically varied, in steps of 1 millisecond,
until the response optimum corresponded to that of the maximum biological response,
obtained for the highest light intensity tested.
As represented in figure 6.10, the biological response is best fitted by: ∆φ = 1.4
degrees, ∆ρ = 2.8 degrees and τ = 10 ms, values that are consistent with values that
have previously been proposed [81, 115].
We then performed the same procedure for the data at 60 lux. Figure 6.11 shows
that, in this condition, the model values that best fit the biological response, are
different. As expected [104, 213, 214], both “optimal” spatial and temporal parameters
increased leading to an increment on the ommatidial acceptance angle, ∆ρ = 5.6
degrees and a higher integration time τ = 15 ms.[81, 115].
At the lowest light intensity, spatial and temporal parameters increased even more
when compared to the values obtained at 600 and 60 lux: the acceptance angle in-
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Figure 6.10: Experimental biological data, recorded at 600 lux, and predicted EMD
model response (R), as a function of: Top: spatial wavelength (λ) and temporal
frequency (ω). Bottom: spatial wavelength (λ). In both graphs, R model output,
as well as mean ground speed values - biological data - have been normalized. Top
panel: both λ and ω values, used to find the model parameters (∆φ, ∆ρ and τ) that
best fits the biological response, ranged from 0.02 to 100, in steps of 0.1 degrees (λ)
or Hz (ω). Bottom panel: both λ and ω values used to compute model response (R)
were computed using the data from the biological experiments (using equations 6.1,
6.2 and 6.3). Mean square error (MSE) between model response (R) and biological
data is 0.0441.
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Figure 6.11: Experimental biological data, recorded at 60 lux, and EMD model re-
sponse (R), as a function of: Top: spatial wavelength (λ) and temporal frequency (ω).
Bottom: spatial wavelength (λ). Legend similar to the one of figure 6.10. MSE=0.1096.
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Figure 6.12: Experimental biological data, recorded at 6 lux, and EMD model response
(R), as a function of: Top: spatial wavelength (λ) and temporal frequency (ω). Bot-
tom: spatial wavelength (λ). Legend similar to the one of figure 6.10. MSE=0.0180.
creased to ∆ρ = 24.2 degrees, and the integration time to τ = 25 ms.[81, 115] (figure
6.12).
These results provide evidence that both spatial and temporal summation are
exponentially related to the logarithmic decrement on light intensity.
6.4 Discussion
Many flowers accumulate nectar and pollen during the night. Consequently, bees that
are able to forage early in the morning can gather larger nectar and pollen loads
while only needing to visit a small number of flowers [34]. Additionally, by becoming
more nocturnal, bees would be able to avoid day-active predators [99]. However,
two main environmental factors limit the behavioral capabilities of bees: ambient air
temperature and, the main focus of the present research, light availability [98]. Even
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Table 6.2: Best parameters achieved by comparing the Biological response with the
EMD model output.
Light Intensity (lux) ∆φ (degrees) ∆ρ (degrees) τ (ms)
600 1.4 2.8 10
60 2.8 5.6 15
6 11.2 22.4 25
in poor light conditions, bees require visual information to navigate through their
environment [8] and this is made more difficult by their apposition compound eyes,
which are poorly suited for vision in dim light due to their low sensitivity. In order
to overcome this problem, it has been suggested that diurnal bees must use neuronal
modifications to extend their activity into low light conditions [213, 214].
In this work, we have presented an experimental analysis of bumblebee’s flight
behavior, in terms of speed (Experiment 1) and position with respect to nearby ob-
stacles (Experiment 2), for different combinations of environmental spatial frequency
and light intensity. Using this strategy, we were able to infer about the neural sum-
mation strategies applied by bumblebee’s visual system to improve vision reliability,
at declining light levels.
The bumbleee’s ground speed tuning to spatial frequency
Experiment 1 indicates that speed, and by extension the underlying optic flow system,
depends on the spatial frequency of the surrounding environment. In previous studies,
it has been observed that bees use optic flow information from both lateral and ventral
visual fields [6, 141]. Particularly, in [141] it has been demonstrated and highlighted
the role and importance of ventral optic flow in the control of ground speed. Unlike
the experiments performed by Dyhr in[43], where a blank white pattern was used to
line the tunnel floor leading to a weak measure of the perceived optic flow through
the bumblebee’s flying speed response, the tunnel configuration used in experiment 1
does effectively affect the bumblebee’s mean speed.
The structure of the Elementary Motion Detector (EMD) allows one to predict
several aspects of behavioral reactions to wide-field image motion, as the ones experi-
enced by the bumblebees in the experiments addressed in the present work. The limit
of the spatial resolution is merely dependent on the EMD sampling base (∆φ) and on
the width of the angular sensitivity function of the input elements (∆ρ), determin-
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ing the EMD response’s dependency on the spatial configuration of the surroundings.
Additionally, the EMD response peaks at a certain temporal frequency of the moving
stimulus, independently on the spatial wavelength of the pattern. So, the optimum
velocity of the EMD response is related to the spatial sampling base and the time
constant of the temporal filter. By measuring the goodness of fit, through an iter-
ative process, between the model output (R, equation 6.5) and biological data (Vx),
we were able to find the spatial and temporal parameters that best fit the results
obtained for different spatial frequencies tested, and that are in accordance with the
results obtained on experiment 2. For the highest light level, the result of modeling the
behavioral response measured on Bombus Terrestris suggest that the sampling base
(∆φ) must lie close to 1.4 deg and the width of the angular acceptance function of the
input elements (∆ρ) must be 2.8 deg. In what concerns the temporal response of the
input elements, results suggest that it must be close to 10 milliseconds. This level of
spatial and temporal resolution is consistent with that of most insects [108, 115, 187].
The bumbleee’s ground speed tuning to light intensity
By analyzing the speed of flying bumblebees, in particular the case where spatial
details are absent (gray tunnel configuration), at decreasing light levels, we found that
flying speed decreased almost linearly in response to a logarithmic decrease in light
intensity (figure 6.6). This effect was in accordance with recent findings described in
[145].
Using a mathematical analysis, we found that, by decreasing flight speed, bumble-
bees are able to decrease image motion on the retina, which enables the application
of a higher temporal integration τ without sacrificing and losing important temporal
information. τ values obtained are also in accordance with values cited in [104, 187].
The bumbleee’s position adaptation at different light intensity
levels
Experiment 2 indicates that the bumblebee’s centering response is dependent on the
spatial frequency of the stimulus. These results are in agreement with conclusions of
previous studies [43].
We also attempted to identify the resolution limit of the optic flow system, as
well as the way it was affected by light intensity. The first stage of the analysis was
done by comparing different sinusoidal gratings to a uniform gray pattern. Results
obtained suggest that the maximum spatial frequency that can be reliably transmitted
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by an array of input elements is located in the range 0.2-0.4 cycles/deg. EMD model
simulations (equation 6.5, figure 6.10) enabled us to find the sampling base value of
the detector, leading to the conclusion that the higher spatial frequency resolvable by
the bumblebee visual system is ≈ 0.357 cycles/deg. Higher spatial frequencies will
suffer from spatial aliasing. A previous study [115] reported that the best angular
acuity of bumblebees, for vertical gratings, was 0.36 cycles/deg, which is consistent
with our results.
By decreasing the light intensity, we predicted that bumblebee’s vision system
would apply neural strategies to improve the signal-to-noise ratio of the visual signal.
However, the improvement of visual reliability comes by sacrificing the signal-to-noise
ratio at higher frequencies. By increasing the amount of spatial summation, we ex-
pected that the cut-off frequency would be shifted towards lower spatial frequencies,
and this was supported by our results. The higher spatial frequency resolvable by the
bumblebee visual system, at 60 lux, is ≈ 0.18 cycles/deg and, at the lowest light level
tested, ≈ 0.045 cycles/deg.
Inferring the extent of spatial and temporal summation at de-
creasing light levels
Our behavioral results, taken together with the implementation and analysis of an
EMD model, raise a number of relevant hypothesis about the extent of spatial and
temporal summation strategies applied by a day-active insect, the bumblebee Bombus
Terrestris. We found that the spatial and temporal summation applied is strongly
influenced by the light intensity. Decreases in light intensity led to increases in both
spatial and temporal summation.
The application of spatial and temporal summation reduces both spatial and tem-
poral resolution. To avoid decreasing temporal resolution, bumblebees compensate
behaviorally by flying slower as light intensity decreased. Decreasing image velocity
at low light levels enables a strong increase of temporal integration (10 ms (600 lux),
15 ms (60 lux) and 25 ms (6 lux)).
The application of spatial summation strategies lead to an unavoidable decrement
on spatial resolution which was also reflected on the obtained results (0.357 (600 lux),
0.18 (60 lux) and 0.045 (6 lux) cycles/deg). Finer details (higher spatial frequencies)
will be lost due to spatial summation. In fact, in typical biological environments,
as forests, behaviorally relevant objects, as tree trunks, are defined by lower spatial
frequencies [172], being preserved even when spatial summation strategies are applied.
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Therefore, the trade-off between spatial and temporal summation extent must be
influenced both by behavioral and ecological constraints.

Chapter 7
Conclusions
The research addressed in this dissertation is multidisciplinary, gathering expertise
and knowledge from different fields, such as neurophysiology, behavioral analyses,
computer vision, robotics, and both theoretical and experimental approaches.
LGMD–DCMD network is well adapted for mediating an efficient escape response.
Earlier work on this topic has proposed several artificial models to explain the selective
response of the LGMD neuron to approaching objects. Firstly, existent models [15,
70, 121, 176, 233] were computationally implemented and results were compared with
real, bio-experimental data.
Further, it was needed to learn more about the properties of of the LGMD firing
system, in particular in response to different stimuli, such as compound trajectories
(non-looming transitioning to looming) and dynamic backgrounds. Thus, in the second
stage of this work, neural recordings were performed from locusts (Locusta Migratoria)
and it has been researched how these stimuli properties are coded by the LGMD firing
rate.
In the third stage, tacking into account the results obtained in this work, an inno-
vative model has been proposed. This model is innovative in its ability to self-adapt to
different dynamic environments, by the introduction of directional and non-directional
selective neurons, eliminating the excitation produced by non-approaching visual stim-
uli that could lead to false collision detections. We have experimentally shown, by
implementing the model under the same conditions used on the second stage, the per-
formance and effectiveness of a biologically-based collision detection model in dynamic
environments.
An additional and innovative approach, based on simple measurements of varia-
tions of image statistics, was addressed in this fourth stage of this dissertation. Simu-
lations and real experiments proved the effectiveness of this new approach on collision
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detection.
A limiting factor of any visual system is its dependence on lighting conditions.
Since low lighting conditions may impact the collision detection model performance,
in the fifth stage we used behavioral analyses to investigate how insects adapt their
flight at different light levels. Using a behavioral approach, we intent to infer the
neural strategies applied by those insects to improve image reliability at the different
light levels.
Unfortunately, one of the problems about locusts is the unpredictability of their
behavior. Thus, it is difficult to correlate the environmental conditions with the effect
that it has on the insect behavior. In order to overcome this problem, bumblebees
(Bombus Terrestris) were used as our second model animal. These are easily trained,
are readily obtained and use visual information to flight control even in dim light
conditions [8].
This chapter summarizes the contributions of this thesis and future directions of
research.
7.1 Summary of contributions
In order to achieve our final goals, we have started this dissertation by describing,
implementing, testing and analyzing three representative collision avoidance models:
the Gabbiani [70], Rind [121, 176, 233] and Sergi [15] based models. More specifically,
we provided: A description and critical analysis of selected LGMD model’s response to
specific stimulation protocols used in biology; An analysis of each model applicability
in the robotic field; And the main reasons behind model’s failure in the different
collision scenarios used were pinpointed.
However, the computational properties of LGMD neurons have mainly been char-
acterized in tethered locusts with simplistic visual stimuli, so far. Simple, artificial
stimuli have been crucial tools for identifying the neural computations in the visual
motion pathway of collision detection in locusts, but for a number of reasons, they
do not easily allow to predict and model the performance of this collision detection
neuron in more natural, dynamic contexts.
Some insects, as locusts, have the capacity to detect and track small approaching
objects, often against cluttered moving backgrounds. Determining how this task is
performed is an intriguing challenge, both from a physiological and from a computa-
tional perspective.
Recent studies [38, 119], where locusts were presented with compound visual stim-
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uli, suggested that firing properties of the LGMD neurons were more complex than
previously thought, not only signaling a potential collision, but also codifying changes
in the object trajectory. Despite this important finding, it remained unclear how this
collision detection visual system copes with highly dynamic stimuli, as encountered,
for instance, by the locust during free flight. It is by no means easy to predict the
signals of the LGMD neuron under such natural conditions. Another problem is that
LGMD neuron cannot be expected to be sensitive to optic-flow components induced
by movements that are their own preferred self-motion. Which computational strate-
gies allow these insects to perform so extraordinarily well in visually guided collision
detection when inserted in complex and dynamic environments?
In order to answer this biological research question, in chapter 3 of this thesis, new
visual stimuli were built up and computationally developed. Those integrated three
types of visual backgrounds: simple (uniform white), a moving flow-field and a mov-
ing scattered background, over which different foreground stimuli were superimposed.
Those were compound visual stimuli, combing translation trajectories with transitions
to looming.
Regardless of stimulus background, DCMD responses to looming were characteris-
tic and related to previously described effects of azimuthal approach angle and velocity
of object expansion. However, increasing background complexity caused reduced fir-
ing rates, delayed peaks, shorter rise phases and longer fall phases, responding to the
first research question (RQ1) stated on chapter 1. DCMD responded to transitions to
looming with a characteristic drop in a firing rate that was relatively invariant across
most stimulus combinations and occurred regardless of stimulus background (answer
to RQ2). We show that DCMD response time to a transition depends on unique
expansion parameters of the moving stimulus irrespective of background complexity.
Our results show how background complexity shapes DCMD responses to looming
stimuli, proving that neuronal codification depends on their contextual significance.
However, a fundamental question remained open: how are these higher-order sen-
sory neurons (ie, the LGMD/DCMD) able to generate looming selectivity from their
complex inputs?
Focused on answering this research question, as well as to propose an innovative
computational model for collision detection in dynamic environments, that could be
implemented in an autonomous robot, a neural network was developed from the elec-
trophysiological results previously described.
The model, proposed on chapter 4, was tested in specially designed computer
simulations, replicating the visual conditions created for the experiments with real
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locusts. Using this strategy, we were able to identify: which components of the visual
scene are important for collision detection; which components are filtered out; and
the way this is achieved at the neural level. The integration, in the model, of self-
adaptable inhibitory neurons, both directional and non-directional ones, have reduced
and even eliminated the excitation caused by moving non-looming stimuli. This model
was able to extract visual information related with the approaching stimuli, being able
to respond to the RQ 3 formulated. Model results have also shown the effectiveness
and possible applicability of this model as a collision detector for autonomous robotic
navigation.
A distinct approach to collision detection was addressed on Chapter 5. A new
methodology, based on a sequential real-time computation of the image’s power spec-
tra, is here proposed. It has been implemented in a real robotic platform, showing that
distant dependent variations on image statistics are likely to be functional significant.
Thus, RQ 4 has been answered
In the fourth stage, a deep characterization of the statistics of motion that occur
when navigating in distinct environments, as well as the study of the implications of
those statistics for collision detection have been performed. Based on simple mea-
surements of image statistics’ variations (α), and through the implementation of the
methodology developed as a reliable collision detector in a real robotic platform, we
can conclude that α variations can have a behavioral role, signaling the presence of
potential hazard situations.
For autonomous robots moving at twilight or at night levels, collision avoidance is
not a trivial problem, as vision and visually based control systems become less reliable
and more noisy the darker it gets. Interesting solutions to how this loss in precision
can be avoided by modelling the remarkably light sensitive visual system adaptations
of a diurnal bumblebee able to forage even in low light conditions.
Following this line of thought, we set up a controlled environment, where environ-
mental conditions, as spatial frequency and light intensity of the environment, could
be changed. Real behavioral experiments were performed using bumblebees (Bombus
Terrestris). The effect of spatial frequency and light intensity on bumblebee’s posi-
tion and speed control was analyzed. These behavioral results, taken together with
the implementation and analysis of an EMD model, raised a relevant hypothesis about
the extent of spatial and temporal summation strategies applied by these day-active
insects at decreasing light levels. We inferred that the spatial and temporal summa-
tion applied at bumblebee’s neural level is strongly influenced by the light intensity
available, leading to the conclusion that decreases in light intensity lead to increases
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in both spatial and temporal summation. These results constitute the answer to RQ5.
The inclusion of this light adaptive system within the LGMD model here proposed
is hoped to improve the performance of this collision detection model, by introducing
spatial and temporal summation strategies, making the detection of potential collisions
more reliable in dim light conditions.
Overall, the work developed in this dissertation represents an important step in the
development of bio-inspired visual strategies, addressing concepts of collision detection
and light adaptation. Such an approach is duly justified with biological evidences,
which show that, the combination of both these approaches seems to be required in
order to achieve robotic vision systems capable of dealing with several situations of
the real world. Analyses at both the neuronal and behavioral levels enabled us to
unveil some principles behind particular extraordinary capabilities of insects. In fact,
one of the most exciting developments in modern biology has been the vigorous and
renewed interest in studying complex problems, such as visual information processing,
by using approaches that integrate different research methods, as electrophysiological
and behavioral recordings. Additionally, combining the results from multiple insect
model systems is likely to yield critical insights into the function of vision systems.
7.2 Future directions
Even if the experiments provided promising results, there are still some aspects that
need to be uncovered, modeled and improved .
Due to the interdisciplinarity of the work addressed in this dissertation, it has
future implications in a number of distinct research areas. Thus, this section will
divide the future work in four different areas: electrophysiological investigation of the
collision avoidance behavior; Behavioral studies; Modeling strategies and hardware
development; and image statistics.
7.2.1 Electrophysiological investigation of the collision avoid-
ance behavior
There are several interesting electrophysiological experiments suggested by the results
from chapter 3 of this dissertation.
Since our moving disc and dots in scattered and vertical gratings in flow-field back-
grounds were similar in contrast, it is possible that there was a shadowing effect of
the moving disc each time it overlapped with the background. In addition, although
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the FF and the 7 cm looming disc were distinct stimuli, looming objects should con-
tribute to increased translational flow, if the object travelled in the same direction
and irrespective of its velocity. Therefore, it would be interesting to determine how
DCMD responds to a disc traveling slower or at the same velocity as the flow field.
The relative velocity and trajectory of objects in an animal’s visual environment may
represent very different things. If the looming object was designed to travel slower
than the flow field it would appear to the locust that it was catching up to a slower
moving object and we would expect a weakened DCMD response compared to an ob-
ject that was traveling faster than the flow, which may indicate the trajectory of a
predator. Conversely, we would expect that no response would be detected if the disc
was traveling the same velocity, as it would appear as a stationary part of the flowing
environment. In addition, we only presented a flow in one direction, so it would be
interesting to see what happens if presented in opposite direction or if the flow stopped
during the approach of an object. Visual gratings that simulate progressive motion
causes landing responses in flies when the change in expansion velocity of the pattern
occupies a large enough area of the retina [45], which has also been suggested to occur
in locusts [2]. Categorizing the LGMD/DCMD pathway as being simply looming sen-
sitive may underestimate what this and potentially other similarly responding neurons
encode.
Ultimately, an interesting future experiment would be to record, simultaneously,
the locust wing kinematics, electromyographic recordings from the locust’s flight mo-
tor neuron and the correspondent DCMD responses, to these types of stimuli. This
will elucidate the importance of different aspects of complex stimulus environments.
Using this strategy, it would help to identify many important features of the visual
environments that affect behavioural responses. How does the change in object tra-
jectory, from translation to looming, affect the behavior of a flying locust? Does it
hold any behavioral implication?
7.2.2 Behavioral studies
There are a variety of possible future research extending the behavioral analysis from
Chapter 6, in which bumblebee’s flight speed was found to decrease with decreas-
ing light intensity levels. One incremental research project would be to unveil how
bumblebee’s flight is controlled within environments containing even weaker, noisier
or subthresholded visual stimuli, combined with different odor stimuli concentration
gradients. In fact, the sensory input from different sensory modalities can be inte-
grated in order to improve the performance of the flight control in an insect. Does the
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bumblebee’s brain integrate multisensory information by weighting each modality in
proportion to its reliability?
This knowledge could lead to the development of a better way to achieve bio-
inspired solutions in the robotic control field, by placing information from various
sensory modalities into context, or learning to substitute one stimulus for another in
guiding a specific action.
7.2.3 Modeling strategies and hardware development
Chapter 6 provide us with information about how behavioral adaptations can reflect
the neural strategies applied by day-active insects to improve image reliability at night.
Hereafter, and taking inspiration from these behavioral adaptations, an innovative
dynamic computational model of temporal and spatial summation could be proposed.
For each combination of light intensity, spatial frequency of the sinusoidal grating
and image motion, the spatio-temporal filter would evolve in order to give the best
denoised image for that particular condition.
Further, it would be of interest to implement, on hardware, an analog VLSI chip,
integrating both the data acquisition sensor, as well as the processing circuitry in
the same die. Using this strategy, problems of data communication and analog-to-
digital conversion are avoided, making the neuromorphic system faster and more power
efficient.
7.2.4 Image statistics
Chapter 5 examined extensively the time variations of the Fourier power spectra for
different image sequences. Image sequences used were either developed artificially, as
well as real recordings of movements in indoor environments. Future analyses should
include measurements of the spatiotemporal statistics of image sequences as the ones
captured during the translatory displacement of flying insects (as bumblebees), when
moving in natural environments. Then, by stimulating tethered bumblebees with those
image sequences, while recording the correspondent behavioral response, a correlation
could be performed between image statistical variations and the effect that it has on
bumblebee’s behavior. Using this strategy, we might be able to verify if pattern and
distant dependent spatiotemporal fluctuations have a functional meaning for insect
flying control.
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