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Introduction
This thesis is the result of a Ph.D. study carried out in the framework of a CIFRE indus-
trial training and research agreement between the Datasio company and the University of
Toulouse, Laboratory of Statistics and Probabilities. The aim of this work, naturally in-
fluenced by these dual auspices, is divided into two studies focusing on machine learning.
The first study deals with the development of urban tra c prediction methods using taxi
GPS data, with the purpose of improving road tra c flow monitoring. The fundamental
results achieved led to the publication of a scientific paper in the IEEE Transactions on
Intelligent Transportation Systems journal (Chapter 1), and a second article is under re-
view by this same journal (Chapter 2). In the future, it would be interesting to explore
possible industrial applications of this work. The second study (Chapter 3) focuses on a
comparison of di erent technologies enabling the application of machine learning methods
to massive volumes of industrial data. This comparison is based on lessons drawn from
contracted client studies realised for Datasio. As the company’s original client data is
strictly confidential, the comparisons were made on datasets whose size and characteris-
tics correspond to those of the original. This work will be published as part of the book
[Besse P., 2016]. This thesis is written in the form of publications and is organised as
follows :
In Chapter 1, we tackle the issue of finding the main paths taken by road network users.
By looking for the most suitable method for clustering vehicle trajectories. We first provide
a thorough review of the major existing clustering methods, before studying the relevant
literature dealing with their application to trajectories. This investigation leads us to use
distance-based clustering methods, which appear to be the most appropriate for reaching
our objectives. We extend this approach by analyzing the di erent existing distances
between trajectories and we propose a new distance which addresses the limitations of
these distances. A hierarchical clustering is then applied on this distance, producing the
partitioning of a set of trajectories and thus enabling the capture of the main behaviour
pattern of the drivers. Finally, we produced experimental results comparing the di erent
distances showing that our distance produces the best clustering.
In Chapter 2, we present the model we developed to capture user movement, and the
di erent applications we derived from this model. We modeled each cluster of trajectories
obtained in the previous chapter with a Gaussian mixture model. This enables us to
XIII
XIV INTRODUCTION
describe the space with a set of Gaussian densities that can be interpreted as states.
We can therefore describe a trajectory as a succession of states instead of a succession
of locations. Moreover, the evaluation of a Gaussian density function is simple and thus
enables quick conversion of the trajectory to its state representation, as well as quick
attribution for a new trajectory to the trajectory cluster where it most likely belongs.
Hence this model enables us to learn the way users are moving in space and to extract
characteristics of trajectories that can be used as features for predictive application. To
prove that, we developed three methods in order to predict the final time and location of
a trip, and its next location. The experimental results confirmed that our model enables
us to describe the way the users are moving within each cluster of trajectories and that
it is an excellent tool for predictive application.
The second problem was to determine the best environment for the application of
machine learning methods on massive amounts of data. Today, technology produces an
enormous amount of data. Accordingly, numerous tools have been developed to manage
and analyse this volume of data. In the context of machine learning, the objective is to
use a large amount of data in order to furnish the algorithm with a maximum amount
of information, and all this, within a reasonable execution time. The model and the pre-
dictive applications presented within the first chapters were developed using the Python
programming language and especially the machine learning algorithms within the Scikit-
Learn library. We wanted to compare the performance of these machine learning algorithm
implementations, to those implemented with technologies especially designed to handle
massive amounts of data, such as the cluster computing framework, Spark. However, we
decided against attempting this performance comparison on the machine learning algo-
rithms we established within the predictive application presented in the first chapter.
The data transformations required of the original taxi trajectory data were too complex
to make the sought after comparison reliable, and thus we decided to retain the use of
the most well known machine learning algorithms already implemented and optimised
in the python libraries that we used. We did however, have the opportunity to pursue
the comparison study as part of several industrial projects undertaken for Datasio clients
on data other than our taxi data. In line with the goals of our second problem, it is
of major importance for companies to find the best solution for applying machine lear-
ning algorithms on large data volumes, in a reasonable amount of time and with good
performance. We therefore present in Chapter 3 the lessons drawn from three di erent
use cases encountered during Datasio client projects. These three use cases concern the
application of algorithms (Linear Regression, Random Forest, NMF) on various type of
data (textual, images, ratings of movies). For confidentiality reasons, equivalent neutral
datasets were used in our research. We then compared the implementations of the studied
algorithms in three di erent technologies, R, Python and Spark, in terms of computation
time and performance, leading to the conclusion that the machine learning tools in Spark
are currently immature and their use should be undertaken with caution.
Résumé
La découverte de connaissances géographiques (Geographic knowledge discovery) a émergé
ces dernières années comme un des axes centraux de la recherche scientifique. L’étude et la
compréhension de comportements liés à la position géographique et le déplacement dans
l’espace d’individus sont des enjeux majeurs dans de nombreux domaines d’applications :
compréhension des flux de migration humaine ou animale, détection des comportements
anormaux pour les systèmes de vidéo surveillance, évitement des collisions en robotique
ou encore compréhension du comportement des consommateurs dans des centres commer-
ciaux. Cette liste est non exhaustive et il existe de nombreuses autres applications pour
lesquelles l’étude de données géolocalisées est nécessaire.
Nous nous concentrons dans cette thèse sur un sujet spécifique car basé sur des don-
nées géolocalisées publiques donc facilement accessibles et publiables. L’étude porte sur
des trajets de taxis de di érentes métropoles. L’étude et la compréhension du compor-
tement des utilisateurs du réseau routier urbain recèlent de multiples enjeux tels que
l’organisation du système de transports en commun d’une ville, la localisation des zones
où des nouveaux services sont nécessaires, l’anticipation de problèmes de congestion du
trafic, etc... En ce qui concerne les taxis et autres services de transports personnalisés,
la prédiction de la destination et du temps d’arrivée des véhicules lors d’une course re-
présente une information centrale. En e et, il est primordial de pouvoir anticiper où et
quand un véhicule va finir sa course afin d’optimiser la distribution des futures courses.
Ce problème a notamment été le sujet de concours Kaggle : "ECML/PKDD 15 : Taxi
Trajectory Prediction (I)" et "ECML/PKDD 15 : Taxi Trip Time Prediction (II)" [kaggle,
2015]
Ces problèmes existent depuis un certain temps. Cependant l’émergence des nouvelles
technologies apporte aujourd’hui des solutions nouvelles afin de les résoudre, notamment
grâce à l’explosion du volume de données numériques. A titre d’exemple, le nombre de
smartphones utilisés dans le monde était estimé à 2 milliards à la fin de l’année 2015.
La plupart des ces appareils étant équipés de GPS ou autres systèmes de localisation,
ils représentent une base de données considérable sur les déplacements humains, et sont
le socle de nombreux travaux de recherche visant à la résolution des problématiques dé-
crites ci-dessus. Ensuite, le coût de stockage des ces données à considérablement chuté
ces dernières années. Si le prix d’un gigabyte était estimé à 100$ en 1997, il était dix
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fois plus faible en 2000 et mille fois plus faible en 2010, facilitant le stockage, le partage
et l’exploitation des données. Enfin la puissance de calcul est désormais accessible au
grand public, permettant l’exécution d’algorithmes complexes sur les données, en parti-
culier en ce qui concerne la classification supervisée et non-supervisée de ces données. Ces
algorithmes sont aujourd’hui divers et variés et permettent de répondre à de nombreuses
problématiques. Dans la dernière partie de cette thèse nous abordons le problème sui-
vant : comment pouvons-nous utiliser ces avancées, à la fois en termes technologiques de
puissance de calcul et algorithmiques à travers la diversité des solutions existantes pour
traiter et analyser des données géolocalisées ? Nous faisons face à deux problèmes pour
résoudre cette question.
• Premièrement, la plupart des algorithmes appliqués à la classification (supervisée ou
non) nécessitent des données dans un format particulier : les individus doivent être
de même dimension pour pouvoir être comparés les uns aux autres. Cette condition
est limitante dans le cas des données géolocalisées. En e et, et nous le verrons plus
en détail par la suite, ces données n’ont de valeur que si l’on considère leur aspect
temporel. Lorsqu’un trajet est en cours de réalisation, il fournit des informations sur
sa localisation de manière progressive, et en nombre indéterminé à l’avance. Com-
ment pouvons nous alors appliquer des algorithmes sur ce type de données ? Quelles
transformations doivent être appliquées sur ces données, issues d’observations d’un
véhicule en mouvement, afin de les rendre exploitables et d’en extraire les bonnes
informations ?
• Secondement, nous traitons, tout au long de cette thèse, des volumes de données
considérables. Quelles sont alors les outils technologiques les plus adaptés pour la
gestion de tels volumes de données ?
Le but principal de cette thèse est de construire un outil capable de résoudre la pre-
mière problématique. Comment structurer les données géolocalisées issues de trajectoires
afin de pouvoir en extraire les informations utiles à la résolution de problèmes de prédic-
tion et/ou d’analyse ? Dans le challenge Kaggle [kaggle, 2015], par exemple, de nombreux
algorithmes ont été proposés afin de résoudre un problème de prédiction de la destination
d’un taxi au cours de son trajet. La solution victorieuse, [de Brébisson et al., 2015] utilise
des réseaux de neurones dont l’apprentissage est e ectué sur des vecteurs de tailles fixes.
Chaque vecteur correspond à une trajectoire du jeu d’apprentissage et est constitué par
les premières localisations du trajet et par des variables contextuelles. Cependant, cette
solution possède une limitation majeure. Elle a été développée dans le but de prédire les
destinations finales de véhicules à un instant t de leurs trajets où ils avaient atteint un
point précis de leur parcours. Les vecteurs correspondant aux trajectoires du jeu d’ap-
prentissage ont été construits en ce sens. Ainsi, si de nouvelles informations sur le trajet
apparaissent au cours du temps, cela implique de reconstruire les vecteurs, et d’e ectuer
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un nouvel apprentissage afin d’intégrer ces informations à la prédiction. Ceci empêche
d’étendre l’application aux cas pour lesquels les informations doivent être intégrées en
temps réel afin d’améliorer la qualité de la prévision.
Pour pallier à ce problème, nous avons établi une méthode data-driven, construite à
partir des caractéristiques des données de géolocalisation, qui permettent de capturer les
informations sur la façon dont se déplacent les véhicules. Cette méthode a été développée à
partir de jeux de données géolocalisées issues de trajets de taxis. Cependant, comme cette
méthode est data-driven, elle ne requiert pas d’informations sur le réseau routier sous-
jacent et peut ainsi être appliquée à tout type de trajectoire (bateaux, avions, tortues,
etc...) . Cette méthode permet de structurer les données de façon à les rendre aisément
manipulables et d’en extraire les informations nécessaires à la résolution de di érentes
problématiques et ce, indépendamment des caractéristiques des données à prédire. Dans
la Section I nous expliquons comment nous avons obtenu cette nouvelle structure. Nous
présentons également des applications de prédiction, définies à partir de cette structure,
et les résultats de ces applications sur di érents jeux de données.
Le second problème consiste à déterminer les technologies les plus adaptées pour trai-
ter ces volumes de données massives et y appliquer les meilleures techniques d’appren-
tissage. Les applications de prévision établies dans la première partie de cette thèse ont
été développées avec le langage de programmation Python et, en particulier, à l’aide des
algorithmes d’apprentissage statistique de la librairie Scikit-Learn. Nous avons souhaité
comparer la performance de ces algorithmes aux performances d’algorithmes implémen-
tés avec des technologies spécialement conçues pour gérer de grands volumes de données,
tels que Spark. Cependant, cette comparaison n’a pas été e ectuée directement sur nos
applications de prévision. Afin de rendre cette comparaison plus fiable, nous avons dans
un premier temps décidé de nous concentrer sur des algorithmes d’apprentissage déjà
implémentés et bien optimisés dans les di érentes librairies de science des données. De
plus, dans le cadre de prestations contractuelles au sein de l’entreprise Datasio pour dif-
férents clients, nous avons eu à appliquer diverses méthodes d’apprentissage connues. Ces
expériences, e ectuées sur des types de données variées, nous ont permis de tirer des
conclusions sur l’état de l’art actuel des di érentes mises en oeuvres de techniques d’ap-
prentissage face à des données massives. Il est en e et très important, pour une entreprise,
de sélectionner les solutions qui produisent les meilleurs résultats avec un temps de calcul
acceptable. Pour des raisons évidentes de confidentialité, nous ne présenterons pas les cas
d’applications exactes traités dans le cadre des prestations contractuelles en Datasio et
ses clients. Cependant, nous avons e ectué une comparaison sur trois cas d’applications
à l’échelle industrielle, nécessitant la mise en œuvre de trois techniques d’apprentissage
di érentes (Régressions linéaires, forêts aléatoire, NMF), entre trois environnements tech-
nologiques : deux langages de programmation, Python et R et une structure logicielle de
calculs distribués, Spark. Les résultats de cette comparaison sont présentés Section II.
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I Données géolocalisées
Par commodité, les données analysées dans cette thèse sont des localisations GPS de taxis
mais les méthodes développées s’applique à tout type de données.
I.1 La structure des données
Des données GPS sont enregistrées sous forme de vecteurs dans R4, (lon, lat, t, i), où t est
le temps auquel l’observation a été réalisée, lon et lat sont respectivement la longitude et
la latitude auxquelles le taxi i a été observé au temps t.
Pré-traitement des données
Le pré-traitement des données, ou preprocessing, est une étape primordiale de l’exploita-
tion des données, qui consiste à transformer des données dans une forme appropriée à leur
exploitation. Dans le cas des données géolocalisées, chaque observation prise individuelle-
ment ne contient que peu d’informations. Au contraire, le niveau d’information apportée
par ces données augmente si l’on sait pour chaque observation par quel taxi elle a été pro-
duite et quelles sont ses observations précédentes et suivantes. L’étape de pré-traitement
des données consiste alors à convertir les données brutes, un ensemble de vecteurs dans
R4, en ensemble de trajectoires.
Definition 1. Trajectoire Continue. Une trajectoire continue, Tc, est une fonction définie
sur un intervalle de temps fixe,  j = [tjs, tje]. Pour chaque temps t au sein de cet intervalle,
cette fonction retourne la localisation correspondante. Elle est définie ainsi :
Tc : R+ æ Rn
t ‘æ Tc(t) .
Notation : | j| = tje ≠ tjs est la durée de la trajectoire et njc =
s tje
t=tjs
T jc (t)dt est la longueur
de la trajectoire continue T c.
Ici, la localisation est Tc(t) œ R2 et correspond à la longitude et la latitude du taxi
observé au temps t. Les jeux de données étudiés ne contiennent pas les localisations des
taxis à chaque temps t car les observations sont produites à intervalle de temps régulier.
La localisation exacte des taxis entre chaque intervalle de temps est donc inconnue. Nous
considérons ainsi les trajectoires comme une séquence d’observation pour un même taxi i
dans un intervalle de temps fixé.
Definition 2. Trajectoire Discrète. Une trajectoire discrète, T i, est définie ainsi :
T i : ((T i1, ti1), . . . , (T ini , T ini)),
où T ik œ Rn est la taille de la trajectoire T j, et ni est le nombre d’observations dans T i.
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Dans la suite de nos travaux, nous considérons également la notion de trajectoire li-
néaire par morceaux (piece wise linear trajectory.) Dans le cas des trajectoires discrètes,
la localisation exacte de la trajectoire entre les temps tij et tik+1 est inconnue. La re-
présentation linéaire par morceaux de cette trajectoire permet d’estimer les observations
par un segment entre deux observations consécutives. Dans cette représentation, aucune
hypothèse n’est faite sur l’indexation temporelle des segments.
Definition 3. Trajectoire Linéaire par morceaux Une trajectoire linéaire par morceaux,
T ipl est définie comme :
Tpl : ((s1), . . . , (sn≠1)),
où sk œ R4 est la taille de la trajectoire et npl est la somme des longueurs des segments
qui la composent npl =
q
iœ[1...n≠1] Îpipi+1Î2.
Une autre étape de pré-traitement communément appliquée aux données géolocalisées
sur réseaux routiers consiste à utiliser les informations de ce réseau routier pour améliorer
la qualité des observations. Cette étape, appelée map-matching, présente deux avantages.
Il permet tout d’abord de réduire les erreurs de mesure du GPS et donc améliorer la
précision de l’estimation de la localisation réelle du taxi en utilisant la localisation exacte
du réseau routier. Le map-matching peut également servir à estimer les localisations d’un
véhicule entre deux localisations e ectivement observées. Cette tâche peut-être e ectuée
en estimant le chemin qui a été le plus probablement emprunté par un véhicule entre ces
deux localisations.
Cependant, nous avons fait le choix de ne pas appliquer ces transformations à nos
données car elles requièrent de posséder la carte et la géolocalisation précise du réseau
routier. Or, nous souhaitons que notre modèle soit facilement duplicable, et ne nécessite
pas d’autres données que les données brutes issues de parcours de véhicules. De plus, ne
pas considérer le réseau routier nous permet d’appliquer notre modèle à di érents types
de données qui ne sont pas soumises à ce type de réseau. Nous n’utiliserons donc que les
définitions des trajectoires définies ci-dessus dans la suite de ce document.
Classification non-supervisée de trajectoires
Après avoir défini la notion de trajectoire, nous souhaitons déterminer quels sont les prin-
cipaux profils de trajectoires, i.e., les principales routes empruntées par les utilisateurs du
réseau routier. La connaissance de ces routes représente une information précieuse pour
l’analyse du trafic. Dans cette optique, nous avons alors appliqué une méthode de clas-
sification non-supervisée sur un ensemble de trajectoires. La classification non-supervisée
consiste à regrouper des individus similaires par groupe, tout en veillant à ce que chaque
groupe soit bien di érent les uns des autres. Il existe de multiples façons d’évaluer la si-
milarité entre deux individus, et donc de multiples algorithmes de classification, pouvant
produire des partitions très di érentes. De plus, la complexité des trajectoires, de tailles
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et d’indexations temporelles di érentes, en fait une tâche compliquée. Afin de trouver
la méthode de clustering la plus adaptée à notre objectif : relever les principales routes
empruntées par les utilisateurs du réseau routier , nous avons mené une étude approfon-
die des algorithmes de classification présentés dans la littérature, qu’ils soient spécifiques
aux trajectoires ou non. Cependant, nous n’avons pas trouvé de méthodes dans la litté-
rature correspondante, permettant de produire la classification désirée. De cette revue,
nous tirons néanmoins deux conclusions :
• Définir une méthode de classification spécifique aux trajectoires apparaît comme
une tâche complexe pour atteindre notre objectif. Nous préférons les méthodes de
classification basées sur des mesures de distance entre trajectoire. Cela implique de
définir une nouvelle distance capable de comparer deux trajectoires en fonction de
la route qu’elles ont parcouru.
• Pour obtenir la classification désirée, nous ne devons pas prendre en compte l’indexa-
tion temporelle des trajectoires. En e et, les groupes obtenus doivent être représen-
tatifs des principales routes empruntées par les utilisateurs. L”indexation temporelle
n’étant pas significative pour cette tâche, seules la la forme et la position géogra-
phique des trajectoires seront considérées.
Afin de satisfaire cet objectif, nous proposons une nouvelle distance, la Symmetrized
Segment-Path Distance (SSPD).
Definition 4. La distance SPD est définie ainsi :
DSPD(T 1, T 2) =
1
n1
n1ÿ
i1=1
Dpt(p1i1 , T
2),
où Dpt(p1i1 , T 2) = mini2œ[0,...,n2≠1]Dps(p1i1 , s2i2).
Sur la Figure 1, nous pouvons observer un exemple de la distance SPD entre une
première trajectoire, T 1 comparée à une seconde, T 2. À di érentes observations de la
localisation de la trajectoire T 1, nous mesurons la distance entre cette observation et la
représentation linéaire par morceaux de la seconde trajectoire. En évaluant la moyenne de
la distance SPD d’une distance à une autre, et sa réciproque, nous obtenons la distance
"Symmetrized Segment-Path Distance", SSPD.
Definition 5. Symmetrized Segment-Path Distance
DSSPD(T 1, T 2) =
DSPD(T 1, T 2) +DSPD(T 2, T 1)
2 .
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Figure 1 – Distance SPD de la trajectoire T 1 à la trajectoire T 2
La distance SSPD permet de comparer des trajectoires de tailles di érentes. Elle ne
compare pas des trajectoires uniquement à partir des localisations observées, mais leur
attribue un poids plus important, permettant ainsi de considérer comme similaires deux
trajectoires empruntant le même chemin, mais avec des indexations temporelles di é-
rentes. Sur la Figure 1, nous pouvons observer que la distance SSPD discerne à la fois
des trajectoires qui sont physiquement éloignées l’une de l’autre mais également celles de
formes di érentes. La distance SSPD permet également de comparer deux trajectoires
dans leur globalité, évitant de considérer comme similaires une trajectoire, et une de ses
sous-trajectoires. Enfin, elle ne nécessite aucun paramètre additionnel, et peut donc être
appliquée sans étude préalable sur n’importe quel couple de trajectoires.
Une fois ces distances calculées pour chaque couple de trajectoires, il reste à choisir
l’algorithme de clustering le plus adapté. Ce choix est limité par les caractéristiques propre
aux trajectoires et à la distance SSPD. Les algorithmes retenus sont la classification
ascendante hiérarchique (CAH) et la Propagation d’a nité (AP) car ils prennent en entrée
des matrices de distance et/ou de similarité qui ne sont pas nécessairement soumises à
l’inégalité triangulaire, ce qui est le cas de la distance SSPD. Nous retiendrons finalement
la classification ascendante hiérarchique, utilisant la distance ou saut de Ward comme
mesure de dissimilarité inter-classe. Cet algorithme est préféré à la propagation d’a nité
pour sa capacité à produire des partitions plus parcimonieuses. Il permet en outre de
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produire facilement un nombre de classe désiré, ce qui n’est pas le cas de la propagation
d’a nité.
La partition de l’espace obtenue par la méthode CAH avec la distance, ou saut, de
Ward sur la matrice de distance SSPD produit ainsi des groupes de trajectoires décrivant
les principaux flux de déplacements. Il révèle ainsi les principales routes empruntées par
les utilisateurs du réseau routier.
La prochaine étape consiste à structurer les données au sein de chacun de ces groupes
de trajectoires afin de comprendre comment les utilisateurs se déplacent sur chacun des
chemins décrits par ces groupes.
Modèle de mélange gaussien.
Nous souhaitons, dans un premier temps, modéliser et comprendre le mouvement des
utilisateurs au sein de chacun des groupes de trajectoires. Afin de pouvoir utiliser les
informations extraites de cette modélisation, nous souhaitons également pouvoir associer
une nouvelle trajectoire n’ayant pas servi à la classification, au groupe de trajectoires
auquel elle appartient le plus probablement.
Pour satisfaire ces objectifs, nous utilisons le modèle de mélange gaussien, que nous
appliquons sur chacun des ensembles de points constitués de tous les points des trajectoires
d’un même groupe de trajectoire. Ainsi, ces di érentes partitions vont permettre de créer
des zones data-driven qui prennent en compte le mouvement des utilisateurs.
Definition 6. Un modèle de mélange gaussien est un modèle probabiliste dont la den-
sité est une somme pondérée de K densités de loi gaussienne. Elle est donnée par cette
équation :
 (p) =  (p| ) =
Kÿ
k=1
Êk · „k(p),
ou Êk est le poids de la composante k, i.e. la probabilité a priori pour chaque point p
d’appartenir à la kème composante du mélange , tel que qKk=1 Êk = 1, et „k(p), i = 1, . . . , k
est une fonction de densité de loi gaussienne.
Le modèle de mélange gaussien peut être considéré à la fois comme un modèle de clas-
sification supervisée ou non. Interprété comme un modèle de classification non-supervisée,
il permet de modéliser l’ensemble des points issus des trajectoires d’un même groupe de
trajectoire, par un ensemble d’états, chacun de ces états est modélisé par l’une des densi-
tés du mélange gaussien. Cette modélisation permet d’associer chaque observation à l’un
de ces états, et ainsi d’introduire une nouvelle définition de trajectoire. En e et, les tra-
jectoires peuvent désormais être interprétées comme une suite d’états, plutôt que comme
une suite d’observations. Ce qui nous amène à la définition de trajectoire d’états :
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Definition 7. Trajectoire d’états. Une trajectoire d’états TSi, correspondant à la trajec-
toire discrète, T i, est définie comme suit :
TSi[(li1, ti1), . . . , (lini , tini)],
où lij est l’état associé à l’observation pij, ni est la taille de la trajectoire TSi.
Cette nouvelle représentation d’une trajectoire en trajectoire d’états possède plusieurs
avantages. En e et, elle permet :
• une comparaison rapide entre trajectoires en considérant, par exemple, deux locali-
sations appartenant à un même état comme similaires.
• de révéler des profils de déplacement en comparant des séquences d’enchaînement
d’états.
• d’extraire facilement di érentes statistiques en comparant notamment les observa-
tions appartenant aux mêmes états.
Interprété comme un modèle de classification, le modèle de mélange gaussien permet
d’associer à chaque nouvelle observation une probabilité d’appartenir à chacun des états
des di érents mélanges gaussiens. Ces probabilités permettent alors d’assigner à chaque
nouvelle trajectoire une probabilité d’appartenir à chaque groupe de trajectoires. Nous
pouvons alors utiliser les informations et caractéristiques de chacun de ces groupes de
trajectoires pour prédire le comportement de cette nouvelle trajectoire. Ces probabilités
d’appartenance sont évaluées à partir d’estimations des densités de loi gaussienne, ce qui
permet des calculs rapides, et ainsi, des évaluations en temps réel. Nous expliquons plus
en détail, Section I.2, comment ces probabilités sont calculées.
Nous avons ainsi établi un modèle qui permet de décrire l’espace en plusieurs zones
appelées états, chacune d’entre elles étant modélisée par une loi gaussienne. Cette dis-
crétisation de l’espace peut s’apparenter à une grille obtenue de façon data-driven. En
e et, chacun de ces états est issu d’un partitionnement d’un ensemble de points, tous
issus de trajectoires empruntant la même route, contrairement à un partitionnement de
l’espace en grille orthogonale. Ce partitionnement, qui permet donc de modéliser le dé-
placement des véhicules sans avoir besoin des informations sur la structure réseau routier,
s’applique donc aux enregistrements GPS de tout type de mobiles. Il permet également
de modéliser le déplacement des véhicules sans avoir besoin des informations du réseau
routier utilisé par les véhicules. Nous présentons, dans la partie suivante, le résultat de
cette modélisation sur deux jeux de données publiques.
Exemple de modélisation des données sur deux jeux de données publiques.
Tout au long de cette thèse, nous avons utilisé deux jeux de données di érents pour tester
notre méthodologie.
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• Le premier jeu de données est composé d’observations issues de Taxi à San-Francisco
aux États-Unis [Piorkowski et al., 2009]. Il contient plus de 11 millions de coordon-
nées GPS auxquelles s’ajoutent l’heure à laquelle les coordonnées ont été observées
ainsi que l’identité du taxi qui a produit ces observations. Cinq cents taxis ont pro-
duit ces observations durant 30 jours avec un intervalle de 60 secondes entre chaque
observation. Nous avons extrait deux sous-ensembles de ces jeu de données. Ces nou-
veaux jeux de données sont composés de trajectoires ayant en commun leur point
de départ : la gare Caltrain de San-Francisco. Le premier contient 2.574 trajectoires
de taxis terminant tous leurs courses dans le centre ville de San-Francisco. Ces don-
nées sont notamment utilisées dans le Chapitre 1 de cette thèse. Le second dataset
contient 4.127 trajectoires dont le point de départ est également la gare Caltrain de
San-Francisco, mais dont la zone d’arrivée est élargie. Dans le chapitre 2, ainsi que
dans les prochaines sections, nous appellerons ce jeu de données, le jeu de données
Caltrain (Caltrain dataset).
• Le second jeu de données a été fourni dans le cadre de la compétition Kaggle
"ECML/PKDD 15 : Taxi Trajectory Prediction (I)"[kaggle, 2015]. Ce jeu de don-
nées est composé de plus de 83 millions d’observations GPS sur une année complète
(Du 01/07/2013 au 30/06/2014) provenant de 442 taxis circulant dans la ville de
Porto au Portugal. L’intervalle de temps entre chacune de ces observations est de 15
secondes. Nous étudions dans cette thèse un sous-ensemble de ce jeu de données que
nous appelons jeu de données Sao Bento (Sao Bento dataset). Ce jeu de données
est composé de 19423 trajectoires, ayant en commun le même point de départ : la
gare Sao Bento de Porto.
Ces deux jeux de données di èrent l’un de l’autre par l’intervalle de temps entre
chaque observation : 60 secondes pour le jeu de données Caltrain et 15 secondes pour
le jeu de données Sao Bento. La densité des points disponibles est beaucoup plus élevée
pour le second jeu de données et contient donc des informations plus précises. Ensuite
le réseau routier des villes de San Francisco et de Porto sont également très di érents.
À San Francisco, la plupart des routes sont parallèles ou perpendiculaires entre elles,
tandis qu’à Porto le réseau routier est beaucoup plus désordonné. Ces di érences vont
nous permettre de tester la capacité de notre modèle à s’adapter à des jeux de données
aux caractéristiques di érentes, de façon data-driven et sans nécessiter de paramètres
spécifiques sur les réseaux routiers.
Sur les Figures 2 et 3, nous pouvons observer des illustrations de la procédure mise en
place pour structurer les donnés appliquées respectivement aux jeu de données Caltrain
et Sao Bento.
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Figure 2 – Caltrain Dataset - Structured Data
I.2 Application et prédictions
De nombreux problèmes sont liés aux données géoréférencées. Nous traitons ici des don-
nées GPS issues de trajets de taxis. On peut imaginer que pour une société de taxi, savoir
où et quand ses taxis vont finir leur courses en cours, lui permettra de sélectionner le
meilleur taxi pour une nouvelle demande de trajet en fonction de la position du futur
client et de l’heure à laquelle il souhaite e ectuer cette course. La prédiction de la desti-
nation de l’utilisateur est également essentielle pour certaines applications de téléphone
permettant de recommander des sites à visiter où encore d’améliorer le ciblage publici-
taire. En e et, ces applications ont pour la plupart accès aux données GPS du smartphone
de l’utilisateur mais n’ont pas forcément accès à l’information sur sa destination lorsqu’il
est en mouvement. Certaines recherches sont également e ectuées afin d’initialiser auto-
matiquement la destination souhaitée dans le système de navigation de certains modèles
de voitures. La prédiction est alors e ectuée à partir des habitudes du conducteur et des
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Figure 3 – Sao Bento Dataset - Structured Data
di érents trajets qu’il a emprunté. Ces applications sont nombreuses et variées.
Dans cette section, nous présentons tout d’abord la manière dont nouvelles trajectoires
peuvent être intégrées au modèle afin d’obtenir leur représentation en trajectoires d’états.
Nous étudions ensuite di érents types d’applications de prédiction réalisables à partir de
ce modèle.
Classification de Trajectoires
Nous souhaitons associer à une nouvelle trajectoire T c son profil de mouvement le plus
approprié. Le profil est choisi parmi ceux obtenus par la classification non supervisée de
trajectoires. Cette tâche peut-être e ectuée facilement en calculant la vraisemblance de
chacune des observations qui composent la trajectoire selon les paramètres des di érents
modèles de mélanges gaussiens associés au di érents groupes de trajectoires. Ces vrai-
semblances peuvent être interprétées comme des scores, ou, une fois normées, comme des
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probabilités d’appartenir à chacun des groupes de trajectoires. Ainsi, le score de la tra-
jectoire T c associée au mème groupe de trajectoires, modélisé par le mélange gaussien de
densité  m(pcj| mML), est calculé de la manière suivante :
sm(T c) = L( mML|T c) = P (T c| mML)
=
Ÿ
pcjœT c
 m(pcj| mML), (1)
avec  m(pcj| mML) la densité du mélange gaussien définie Equation (6). Ce score présente
l’avantage d’être rapidement mis à jour. En e et, lorsqu’une nouvelle observation d’une
trajectoire apparaît en cours de réalisation, il su t de calculer la fonction densité de
chaque mélange gaussien pour cette observation, et de l’ajouter au calcul du score. Ces
évaluations sont rapides et permettent de faire évoluer la prédiction de la classification de
trajectoire en temps réel.
La trajectoire, T c est alors associée au groupe de trajectoires, m, pour lequel son
score, sm(T c), est le plus grand. Chaque observation, pcj, de cette trajectoire peut alors
être assignée à un état (m,n) correspondant à l’une des densités de loi gaussienne, „mn (p),
qui compose le mélange gaussien. Une observation est alors associée à la densité pour
laquelle le calcul de sa vraisemblance est la plus forte. Ainsi on note, lcj = (m,n) l’état
auquel est assigné le point pcj, où n est estimé de la façon suivante :
n = max
kœ[1...km]
„mk (pij). (2)
En appliquant cette équation à chaque observation de la trajectoire T c, on obtient
sa représentation en trajectoire d’états, TSc. Cette conversion va permettre de comparer
cette trajectoire aux autres trajectoires ayant servi à la construction du modèle.
Nous avons testé cette méthode de classification sur les deux jeux de données Caltrain
et Sao Bento. Nous avons pour cela utilisé la méthode de validation croisée. Les jeux
de données sont d’abord divisés en 10 échantillons de taille égale. Le modèle est ensuite
généré sur un ensemble de données composé de 9 des 10 échantillons, et nous avons e ectué
divers tests sur l’échantillon restant. Cette procédure est répétée 10 fois, de manière à ce
que chaque échantillon serve d’échantillon test au moins une fois.
Résultats Expérimentaux : Les résultats de ces expériences démontrent l’e cacité de
notre méthode de classification. Les tests ont été e ectués sur di érents partitionnements
de l’ensemble des trajectoires des di érents échantillons test. Le nombre de groupes pro-
duits pour chacun de ces partitionnements varie de 5 à 100 et par intervalle de 5. Pour
chacun de ces tests, nous avons pu démontrer que le pourcentage de trajectoires bien
classées est toujours supérieur à 85% pour le jeu de données Caltrain et supérieur à 91%
pour le jeu de données Sao Bento. De plus, cette méthode permet de ne pas assigner une
trajectoire à un groupe unique de trajectoires mais une probabilité d’appartenir à chacun
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des groupes. Ainsi si l’on regarde les 3 groupes de trajectoires auxquels les trajectoires
testées appartiennent le plus probablement, le pourcentage de trajectoire pour lequel le
groupe correct fait partie de ce top 3 est supérieur à 96% pour Caltrain et supérieur à
99% pour Sao Bento, et ce quelque soit le nombre de groupes produits par la classification
non-supervisée de trajectoire.
Applications
A partir du modèle défini Section I.1, et de la méthode de classification définie dans la
Section précédente, nous avons défini 3 applications, permettant de résoudre di érents
problèmes de prédiction. Nous présentons, de manière succincte, dans cette partie, ces
di érentes méthodes et les principaux résultats obtenus suite à l’application de ces mé-
thodes sur les jeux de données Caltrain et Sao Bento en suivant systématiquement la
procédure de validation croisée.
• Prédiction de la destination Finale : Nous avons défini deux méthodes de pré-
diction de la destination finale d’une trajectoire en cours de réalisation. La première
méthode consiste à assigner la nouvelle trajectoire à un groupe de trajectoires se-
lon la méthode de classification décrite précédemment. Nous pouvons alors prédire
la localisation du point d’arrivée de cette trajectoire en calculant la moyenne des
localisations des arrivées des points d’arrivée des trajectoires composant ce groupe.
La seconde méthode prend en compte la moyenne des localisations des arrivées des
trajectoires de chaque groupe. La localisation d’arrivée de la trajectoire en cours
est alors prédite en calculant la somme pondérée de ces di érentes moyennes de
localisation d’arrivée de chaque groupe. Les poids servant à la pondération sont les
scores calculés grâce à la méthode de classification supervisée.
Résultats Expérimentaux : La seconde méthode de prédiction de la destination finale
de trajectoires donne les meilleurs résultats pour les jeux de données Caltrain et Sao
Bento. Par ailleurs, cette méthode Cette peut également aider à choisir le nombre
optimal de groupe pour le partitionnement. Il existe en e et une limite après laquelle
l’ajout de nouveaux groupes de trajectoires n’améliore pas la qualité de la prévision.
Ainsi, pour un partitionnement en 25 groupes de trajectoires du jeux de données
Caltrain, nous pouvons prédire la localisation de la destination finale des trajectoires
avec une erreur de 1km en moyenne lorsqu’elles ont accompli 50% de leur parcours et
avec une erreur de 0.6km lorsqu’elles ont accompli 75%. Ces valeurs sont d’environ
0.75km et 0.45km pour le jeu de données San Francisco.
• Prédiction du temps d’arrivée : Nous avons établi une méthode permettant
la prédiction du temps d’arrivée des trajectoires à partir de modèles de régression
linéaire avec pénalisation Lasso. Pour chaque état obtenu grâce aux modèles de mé-
langes gaussiens, nous construisons un modèle de régression où le jeu de données
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d’apprentissage est constitué des observations appartenant à cet état. La valeur à
prédire est le temps d’arrivée de la trajectoire à laquelle appartiennent les observa-
tions. Les variables sont : le temps associé à l’observation, le nombre d’observations
d’une même trajectoire déjà observée dans ce même état, l’heure de la journée, la
journée de la semaine, etc...
Résultats Expérimentaux : Avec cette méthode, nous sommes capables de prédire le
temps d’arrivée des trajectoires avec une erreur de 110 secondes en moyenne lorsque
la trajectoire est à la moitié de sa réalisation et avec une erreur moyenne de 70
secondes lorsque la trajectoire est à 75% de sa réalisation pour le jeu de données
Caltrain. Ces erreurs sont de respectivement 90 et 50 secondes pour le jeu de données
Sao Bento.
• Prédiction de la prochaine localisation : Nous avons défini deux méthodes pour
prédire la prochaine localisation en cours de réalisation. Ces deux méthodes sont
basées sur des modèles de Markov (Chaîne de Markov du premier ordre et modèle
de Markov Cachés) pour lesquelles les états sont issus des modèles de mélanges
gaussiens. Une fois le prochain état prédit, à l’aide de ces modèles, la localisation
est prédite soit en prenant la moyenne des localisations des observations de ces
états, ou en considérant cette localisation moyenne comme la direction vers laquelle
la trajectoire va se déplacer.
Résultats Expérimentaux : Les meilleurs résultats sont obtenus à l’aide du modèle
de chaîne de Markov du premier ordre et avec la seconde méthode d’estimation
de la localisation. Avec ces méthodes nous pouvons prédire la prochaine localisation
observée d’une trajectoire, 60 secondes plus tard, avec une erreur comprise entre 450
et 325 mètres pour le jeu de données Caltrain. Pour le jeu de données Sao Bento, la
prédiction est réalisée 15 secondes plus tard. L’erreur de prévision est alors comprise
entre 50 et 75 mètres.
Ces méthodes et les résultats de leurs applications sur les jeux de données tests sont
développés plus en détails dans le Chapitre 2.
Le principal enseignement délivré par résultats, est la simplicité avec laquelle nous
pouvons établir de nouvelles méthodes à partir du modèle défini. En e et, la nouvelle
structure des trajectoires permet de rapidement en extraire di érentes caractéristiques.
Les di érentes méthodes de prédiction sont définies de façon générique. Par exemple,
les résultats exprimés ici assument que nous ne connaissons pas le vrai groupe auquel
appartiennent les trajectoires lorsque sont e ectuées les di érentes prédictions. Or, cette
information est parfois connue à l’avance. Ces informations peuvent facilement s’intégrer
à la prédiction, sans nécessiter de ré-apprentissage. Les di érentes prédictions peuvent
également être réalisées en temps réel, et les modèles appris ne nécessitent pas de ré-
apprentissage à mesure que la trajectoire progresse dans sa réalisation.
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Nous avons également pu tester l’influence de di érentes variables contextuelles (l’heure
de la journée, le jour de la semaine) sur la qualité de ces di érentes prédictions pour des
résultats variables. Ainsi nous avons pu constater que ces variables semblaient avoir une
influence positive sur la qualité de la prédiction de la destination finale, mais une influence
inexistante sur la prédiction du temps d’arrivée. De même cette influence varie d’un jeu
de données à l’autre.
Ce type d’information peut-être très intéressant pour un analyste du trafic routier, qui
pourra s’appuyer sur notre modèle pour définir des méthodes de prédiction et d’analyse
du trafic.
Nous soulignons également le fait que nous avons cherché à développer des applications
liées au trafic routier du fait que nous possédions deux jeux de données publiques de taxis.
Ces applications sont cependant transposables à d’autres types de données, telles que les
trajectoires de bateau, d’avion ou d’animaux. Des applications spécifiques à ce type de
trajectoires peuvent en découler, notamment pour l’étude de comportement anormaux de
port à port pour les flottes commerciales.
Future direction de travail
Sur la base de cette thèse, deux directions de recherche, en particulier, peuvent faire l’objet
de futurs travaux.
• Nous avons analysé dans cette thèse deux sous-jeux de données, issus de deux jeux de
données di érents, que nous avons extraits de façon data-driven. Nous avons repéré
pour cela les zones de forte densité des points de départs des trajectoires et extrait
di érents groupes de trajectoires en fonction de ces zones. Ainsi, on peut diviser
l’ensemble des trajectoires et appliquer notre méthode sur chacun des sous-jeux de
données obtenus. Ce partitionnement peut être amélioré en recherchant les couples
principaux d’origines-destinations, et en appliquant notre méthode sur des jeux de
données encore plus précis.
• Le second objectif consiste à intégrer des informations de l’environnement au modèle,
comme des commerces, des services ou des lieux d’interaction. Ces points d’intérêt
peuvent facilement être intégrés au modèle grâce à leur localisation en les associant
à un ou plusieurs états. Ainsi, à partir des habitudes des individus vis-à-vis de
ces points d’intérêt, de leurs caractéristiques et de leur popularité, nous pouvons
conseiller à ces individus une place où s’arrêter ou acheter ce dont ils ont besoin en
fonction, par exemple, de l’heure de la journée.
Outre ces deux objectifs, de nombreuses applications peuvent être imaginées, telles
que la détection de trajets anormaux dans le temps et/ou l’espace ou la recommandation
de parcours. Le modèle peut également être d’utiliser pour aider à la compréhension du
trafic à l’intérieur d’une ville en mettant en évidence les principaux flux de circulation,
les zones de congestion, et aider à régler ces di érents problèmes.
II Apprentissage sur données massives XXXI
II Apprentissage sur données massives
La seconde partie de cette thèse traite du choix des meilleurs environnements technolo-
giques pour l’application de techniques d’apprentissage sur des données massives.
Dans la première partie, nous avons utilisé le langage de programmation Python et
en grande partie la librairie Scikit-Learn pour l’utilisation de di érents algorithmes de
classification supervisée et non-supervisée (propagations d’a nité, modèles de mélanges
gaussiens, régression linéaire) mais également pour implémenter nos méthodes originales
(distance SSPD, méthodes de prédictions) ainsi que pour organiser l’architecture de nos
modèles.
Or, comme énoncé précédemment, nous produisons une quantité considérable de don-
nées. En conséquence, de nombreux produits et services technologiques sont développés
aujourd’hui afin de pouvoir exploiter ces volumes de données en les stockant et en les
traitant de façon distribuée. Nous souhaitons donc étudier les performances de ces nou-
velles technologies afin de choisir l’environnement le mieux adapté à notre modèle. Si
les avantages de l’utilisation de ces technologies sont évidents pour certaines opérations
simples, notamment pour le pré-traitement des données où les transformations sont ap-
pliquées sur les individus indépendamment les uns des autres, l’adaptation d’algorithmes
plus complexes peut poser des problèmes. Ainsi, avant d’adapter directement le modèle
et ses applications de prédictions développés dans la partie précédente à ces nouvelles
technologies, nous avons souhaité étudier les performances de ces technologies sur des
problèmes d’apprentissage statistique bien connus.
Ce problème est complexe car il dépend de nombreux paramètres. On peut définir
un volume de données comme massif lorsque ces données ne peuvent plus être stocé"
et/ou traité à partir d’un ordinateur. Mais cette définition dépend alors des nombreuses
caractéristiques de l’ordinateur (taille du disque dur, de la mémoire vive, nombre de
processeurs ou de cartes graphiques). Lorsque le stockage et les calculs se font sur un
environnement distribué, le nombre de paramètres explose. Cette complexité empêche
une comparaison exhaustive de toutes les technologies en combinant tous les di érents
paramètres. L’objectif a donc été réduit à la comparaison de di érentes implémentations
d’algorithmes connus dans trois environnements di érents : R, logiciel bien connu des
statisticiens et proposant de nombreuses méthodes d’apprentissage statistique ; la librairie
Scikit-Learn dédiée à l’apprentissage machine du langage Python et les librairies SparkML,
MLlib du framework Spark dédiées au calcul sur données distribuées.
Applications
Afin de réaliser cette comparaison, nous avons tiré profit d’expériences réalisées dans le
cadre d’applications contractuelles au sein de l’entreprise Datasio. À travers ces applica-
tions, nous avons utilisé di érentes méthodes d’apprentissage statistique sur des jeux de
données aux caractéristiques di érentes. Il est également nécessaire pour une entreprise
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de travailler avec les meilleurs outils technologiques. Ainsi di érentes solutions ont été
testées afin de déterminer la meilleure option. Pour des raisons de confidentialité, ces
applications ne peuvent être publiées dans cette thèse. Cependant, nous présentons dans
cette partie les conclusions tirées sur trois cas d’apprentissage statistique appliqués sur
des jeux de données publiques dont la taille et les caractéristiques correspondent à celles
rencontrées sur ces applications industrielles :
Reconnaissance de caractères (MNIST)
La reconnaissance de caractères manuscrits est un problème commun à de nombreux
domaines et applications de reconnaissance de documents informatisés (passeport, do-
cuments bancaires ou postales). Le jeu de données étudié (MNIST [Lecun et al., 1998])
est composé de 60000 images de chi res manuscrits. Les niveaux de gris de chacun des
784 pixels de chaque image sont utilisés comme variable prédictive. Un jeu de données
de 10.000 images est utilisée comme jeu test. Les performances des di érentes implémen-
tations de l’algorithme des forêts aléatoires dans les trois environnements étudiés sont
comparés.
Résultats Expérimentaux : Les implémentations de R et Scikit-Learn de l’algorithme
des forêts aléatoires sont similaires et conduisent à des résultats analogues. En revanche,
les temps d’exécution sous R dépendent fortement de la librairie utilisée. La librairie
ranger[Wright and Ziegler, 2016] concurrence l’implémentation en Python et Cython de
Scikit-Learn. Avec Spark, nous n’avons pas réussi à obtenir des résultats similaires. Le
paramètre de profondeur des arbres influence fortement la qualité de prévision, or ce
paramètre dépend directement de la mémoire allouée, et il aurait fallu disposer de clusters
plus conséquents pour obtenir des résultats comparables en précision. Nous avons obtenus
de meilleurs résultats sur une architecture intégrée de 8go de mémoire avec Python Scikit-
Learn ou R ranger plutôt qu’avec une architecture distribuée de 6 fois 7Go.
Recommandation de films
Ce cas d’application concerne la recommandation de films par filtrage collaboratif. La
méthode consiste à prédire la note qu’un utilisateur attribuerait à un produit, en l’occur-
rence un film, en fonction des goûts de cet utilisateur et des notes attribuées par d’autres
utilisateurs ayant des préférences similaires pour ce film. Le jeu de données étudié pour ce
cas d’application est composé de 4 matrices creuses provenant du site movielens.org. Ces
matrices représentent les notes attribuées par des utilisateurs (lignes) à di érents films
(colonnes). La plus petite matrice contient 100.000 notes de 1.000 utilisateurs sur 1.700
films, tandis que la plus grande contient 22.000.000 notes de 138.000 utilisateurs sur 27.000
films. Deux implémentations d’algorithmes de complétion de matrices ont été comparées.
Celui de la librairie softImpute de R et celui par factorisation non négative (NMF) de la
librairie MLlib de Spark. L’implémentation de NMF proposée par Scikit-Learn n’est pas
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adaptée à la complétion de matrice.
Résultats Expérimentaux : Pour ce cas d’application, la méthode provenant de la librai-
rie MLlib de Spark donne de bien meilleurs résultats que celle provenant de la librairie de
softImpute. Les résultats obtenus avec MLlib concurrencent les meilleurs résultats trouvés
dans les blogs de discussion, à la fois en temps et en précision. L’algorithme implémenté
dans cette librairie s’avère ainsi e cace et bien adapté à l’architecture distribuée.
Catégorisation de produits :
La catégorisation de produit est un problème bien connu des sites d’e-commerce. Pour un
gérant de site e-commerce, il est en e et très utile de pouvoir classer automatiquement un
produit à vendre dans la bonne catégorie parmi toutes celles composant l’arborescence du
site. Cette catégorisation peut être e ectuée à partir des descriptions des produits déjà
classés sur le site. Le jeu de données étudié est composé de plus de 15.000.000 de produits.
Il a été publié dans le cadre du concours proposé par Cdiscount et hébergé par le site
datascience.net. Nous avons comparé deux implémentations di érentes de l’algorithme de
régression logistique sous Python et Spark pour la procédure de classification supervisée.
Plusieurs étapes de pré-traitements (nettoyage et vectorisation) sont nécessaires afin de
pouvoir exploiter correctement ces données textuelles. Ces étapes ont également fait l’objet
d’une comparaison entre ces deux environnements.
Résultats Expérimentaux : Les résultats de l’étape de nettoyage des données sont ceux
attendus en fonction du nombre de cœurs ou du nombre d’exécuteurs et nettement en
faveur de l’architecture distribuée de Spark. Ainsi, une architecture distribuée avec Spark
est plus e cace pour l’étape de nettoyage qu’une architecture intégrée. L’étape de vecto-
risation, en revanche, pose rapidement des problèmes de mémoire avec Spark. En e et en
sélectionnant plus de 75.000 features, une erreur mémoire apparaît, ce qui n’est pas le cas
pour Python qui accepte des valeurs nettement plus grandes. De plus, le temps d’exécu-
tion de cette étape est toujours plus rapide en Python, quelque soit le nombre de variable
sélectionnées. Enfin, pour la prévision, l’architecture intégrée sous Python se montre plus
e cace en temps et en précision que l’architecture distribuée sous Spark qui nécessite,
globalement, des ressources mémoires importantes pour éviter des erreurs à l’exécution.
Conclusion
Les comparaisons réalisées sur ces trois cas d’usage permettent de tirer quelques conclu-
sions sur les environnements comparés. D’une part, pour la gestion (munging) de volumes
et/ou de flux de données importants, les fonctionnalités déjà opérationnelles de SparkSQL,
et Spark Streaming, utilisant une architecture distribuée, se montrent plus e caces que
l’utilisation d’architecture intégrée. En revanche, lorsque l’on considère les méthodes d’ap-
prentissage statistique, le recours àMLlib ou SparkML, n’est pas une priorité. Les librairies
de Python Scikit-Learn et de R utilisé sur une machine avec su samment de mémoire et
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de processeurs o re de meilleures performances. La distribution des algorithmes sur plu-
sieurs machines soulève d’avantages de problèmes, notamment de gestion de la mémoire,
qu’elle n’en résout pour des algorithmes complexes. L’utilisation de ces technologies n’est
à tenter que mûrement réfléchie et justifiée. Cependant la validité de ces résultats est li-
mitée dans le temps avec le niveau de maturité de ces technologies. Ainsi Spark, dont une
di usion stable n’est disponible que depuis 2014, est en plein développement ; la version
2 est annoncée pour septembre 2016 de même que la version stable 0.18 de Scikit-Learn.
III Conclusion
Tout au long de cette thèse, nous avons étudié l’application de méthodes d’apprentissage
statistique sur des jeux de données plus ou moins massifs afin d’extraire de l’information
de ces données.
Nous avons établi dans un premier temps une méthodologie originale permettant l’ap-
plication de méthodes de prévision sur des données de géolocalisation. Cette méthodologie
consiste à structurer la donnée de manière à pouvoir en extraire les informations sur le
trafic et le comportement des utilisateurs. Cette nouvelle structure permet ainsi de modé-
liser les données de manière à les rendre facilement utilisables et exploitables. A partir de
ce modèle, nous avons défini trois méthodes de prévisions, soit le temps d’arrivée, la des-
tination finale et la prochaine localisation. Les résultats de l’application de ces méthodes
sur deux jeux de données di érents prouvent que notre modèle est adapté à l’extraction
rapide de caractéristiques nécessaires à ces prévisions. De plus, le modèle défini ne né-
cessite pas de paramètre additionnel en entrée, et peux s’adapter à tout type de jeux de
données géolocalisées. Enfin les méthodes définies peuvent être appliquées en temps réel.
Dans un second temps nous avons chercher le meilleur environnement technologique
à utiliser pour manipuler des gros volumes de données et appliquer notre méthode. Nous
avons pour cela comparé des implémentations d’algorithmes du framework Spark de cal-
culs sur données distribués, à celles présentes dans des librairies Scikit-Learn de Python
ou R sur trois cas d’usage. Ces expériences nous ont permis de conclure que l’utilisation
du framework Spark dépend fortement du contexte et doit être prise avec précaution. Si
certaines fonctionnalités sont pleinement opérationnelles, particulièrement pour la ges-
tion des données et la parallélisation d’opérations simples, les librairies d’apprentissage
statistique ne sont pas encore fiables vis-à-vis des problèmes de gestion de la mémoire et
su samment optimisées.
Ainsi, dans le cadre de notre méthode, certaines opérations de pré-traitement comme
la conversion des données en trajectoires) ou encore le calcul de la distance (SSPD) entre
trajectoires peuvent tirer bénéfice de ces nouvelles technologies. En e et ces étapes sont
réalisées indépendamment des trajectoires ou par couple de trajectoires, et sont ainsi
facilement parallélisables.
Cependant pour les étapes suivantes, l’utilisation de ces technologies est peu indi-
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quée. Pour l’étape de classification non-supervisée des trajectoires, nous avons retenu la
classification ascendante hiérarchique, (CAH) avec la distance ou saut de Ward comme
mesure de dissimilarité entre les classes. Nous avons vu que cette méthode était la plus
adaptée car elle permet de prendre en compte des distances qui ne sont pas soumises à
l’inégalité triangulaire. Cet algorithme ne peut cependant pas être facilement implémenté
de façon distribuée. En e et, il nécessite le calcul de la matrice symétrique d’une dis-
tance entre n individus, qui est potentiellement très grande (n(n ≠ 1)). Or l’algorithme
nécessite également un accès à cette matrice de distance à chaque itération, ce qui rend
sa parallélisation di cile. Plusieurs algorithmes implémentés de façon distribuée ont été
proposé [Wang and Dutta, 2011], [Jin et al., 2015], [Tang et al., 2010] afin de limiter
les calculs et le coût de stockage ou les répartir. Ces adaptations se présentent souvent
comme des problèmes d’optimisation sur graphe, [Jin et al., 2015], ou de parallélisation
sur des sous-ensemble de données [Wang and Dutta, 2011], [Tang et al., 2010] avant de
fusionner les résultats et ne permettent pas d’obtenir la qualité de classification recher-
chée. Ces algorithmes sont en outre souvent exclusivement réservés à une utilisation de
la méthode CAH avec la distance ou saut de minimum comme mesure de dissimilarité
entre les classes. Enfin aucune implémentation n’est aujourd’hui disponible au sein des
di érentes librairies Spark. On privilégiera donc la stratégie d’une CAH, implémentée sur
une architecture classique et appliquée sur un ensemble de données réduit, en fonction
des points de départ/destination. Une fois le partitionnement réalisé, l’application des mo-
dèles de mélanges Gaussiens se fait sur des ensembles de données encore une fois réduit
et ne nécessite pas d’être distribuée.
Enfin, comme nous l’avons vu précédemment, les implémentations distribuées des
di érentes méthodes d’apprentissage statistique ne sont pas encore mûres. La nouvelle
structure que nous avons définie permet d’extraire facilement les bonnes caractéristiques
nécessaires à nos méthodes de prédiction. Or, nous avons également pu tirer la conclusion,
dans la deuxième partie, qu’ajouter toujours plus de données au jeu d’apprentissage, ne
permet pas d’améliorer indéfiniment la qualité de la précision. En e et, dans les trois cas
d’usage étudiés, nous avons pu constater qu’il existe un seuil pour lequel ajouter des don-
nées n’améliore que légèrement la qualité de la prédiction, mais fait également exploser le
temps de calcul. Ces conclusions sont à nuancer, du fait du degré de maturité des solutions
étudiées. Cependant, il apparaît que, si la prolifération des données a motivé le dévelop-
pement de nouvelles méthodes et nouveaux algorithmes, une analyse préalable fouillée est
indispensable avant toute étape de prévision, afin d’extraire les bonnes caractéristiques
(features). Dans le cas des données géolocalisées, nous avons montré que, même si les jeux
de données initiaux sont de volumes très conséquents (11 et 83 millions de localisations
GPS), leur préparation initiale et la recherche de structures et caractéristiques spécifiques
conduit à des volumes raisonnables qui ne nécessitent pas une architecture distribuée
pour obtenir des résultats de prévision très encourageants. La stratégie optimale, dans
l’état actuel de développement des librairies de calcul et d’apprentissage, semble donc
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bien de distribuer la préparation des données avant d’utiliser une librairie plus fiable (e.g
Scikit-Learn) sur une architecture intégrée.
Chapter 1
Trajectory - Distance & Clustering
Knowing the main routes followed by people or vehicles during the day can represent pre-
cious information for mobility analysis. For example, a group of trajectories may highlight
the presence of important routes not adequately covered by the public transportation ser-
vice, representing information on how it can be improved. Indeed, knowing which routes
have not only high density but also high continuity helps optimize bus line and terminal
arrangement. It could also be beneficial for local stores in order to send advertisements,
special o ers or discounts, or for mobile devices representing people passing by their stores.
The discovery of groups of "similar" trajectories can be solved by "clustering". In cluster
analysis, the goal is to partition a data set into groups representing closely related objects,
while the objects belonging to di erent groups are not. There are several ways to define
how close objects are from one another, hence many di erent clustering algorithms have
been established. Depending the group we want to obtain and the type of the data, the
choice of a good clustering method is an important question.
In this chapter, we tackle the problem of finding the best clustering method for vehicle
trajectories. We have seen that using criteria such as moving in the same way at the same
time is sometimes too restrictive for discovering useful information, and thus the temporal
constraint is removed in our data. Hence we are looking for groups of objects that follow
the same route (i.e. the temporally oriented spatial projection of a trajectory) but at any
given moment in time.
For that, we will discuss first the main known methods for clustering objects and their
particularities. We then study the di erent existing proposals to apply these methods
to trajectory data as well as the original method developed for trajectory data. In the
first case, it requires that the semantics of trajectory data is completely encapsulated
in a distance function, while in the second case, it is exploited in the whole clustering
algorithm. We will show that the former gives the best results and we propose then a
review of the existing distances for trajectory. Based on the limitations of these distances,
we also establish a new distance: Symmetrized Segment Path Distance.
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1.1 Clustering of trajectories
1.1.1 Clustering methods
Clustering is the process of dividing a set of objects into groups called clusters, in such a
way that objects which are in a same group are more similar to each other than objects
which are in di erent groups. There are plenty of ways of defining similarity between
singular objects and even more between groups of objects. Hence, there are many di er-
ent notions of what constitutes a cluster: small distances between cluster members, small
distance to the representative object of the cluster, object in dense areas or objects follow-
ing the same statistical distribution etc... Hence, many algorithms have been established
according to the desired type of clusters and how to obtain it e ciently. How exactly
each cluster is composed, then is decided by the choice of the (generic) clustering algo-
rithm adopted. For instance, centre-based algorithms like K-Means will yield a flat set of
spherical clusters; hierarchical methods will organize clusters in a multi-level structure of
clusters and sub-clusters and density-based methods will form maximal, crowded groups
of objects, thus not limiting the group size and, in some cases, also putting together pairs
of very dissimilar objects. It is essential to understand how these algorithms work, which
parameter settings they require in order to use them correctly. In this section, we present
the most important algorithms used in cluster analysis. We study their particularities in
order to choose the best algorithm regarding type of clustered data and the type of cluster
desired. To accomplish this, we use the notation defined in Table 1.1
Table 1.1 – Notation for clustering algorithm
X Set of individuals to be clustered
N Size of X
xi ith individual
C Set of clusters
K Size of C
Ck kth cluster
µk mean of all object in cluster Ck
Xk Representative object of cluster Ck
ci(= k) label of ith individual (belonging to cluster k)
1.1.1.1 Representative clustering
The representative clustering methods create clusters around a representative object,
which can be a member of the cluster to which it belongs (K-medoids, CLARA, CLARANS,
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AP) or a created object such as the mean of the objects belonging to the same cluster
(K-Means).
• Partitioning methods. K-means organizes clusters around the means object. It
assumes that the objects have the same dimensions. The number of clusters desired,
k, is fixed. K-means algorithm seeks to minimize an objective function called the
Within-Cluster Sum of Squares (WCSS):
WCSS(X ) =
Kÿ
k=0
ÿ
{i|ci=k}
(xi ≠ uk).
K-Means then uses the Llyod algorithm, which is an approximation method which
aims to minimize the WCSS function. The means of each cluster are first chosen
randomly. In a stepwise fashion, all objects are assigned to their closest mean and
new means are then computed from all individuals belonging to the same group.
This step is repeated until no change appears between clusters and the computed
means are the same. K-mean is e cient for large data sets, but very sensitive to
outliers, which can influence the mean value of a cluster.
Figure 1.1 – Example of K-means clustering result
The K-Medoid method is very similar to K-Mean. It is applied when a mean object
can not be defined. Clusters are built around a representative object selected among
all objects in the set called a medoid. The objective function to be minimised is
then:
cost(X ) =
Kÿ
k=0
ÿ
{i|ci=k}
(xi ≠Xk).
The most commonly used algorithm to minimise this objective function is the Par-
tition around medoid algorithm, PAM [Kaufman and Rousseeuw, 1987]. This algo-
rithm starts by randomly selecting k medoids in the set of individual objects. Each
object is then assigned to its closest medoid. At each step, a medoid and a non-
medoid individual are swapped and the new cost is computed. If the cost increases,
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the swap is canceled, otherwise, a new label is computed. This algorithm can handle
small datasets, but it becomes too costly for large values of K and N .
The CLARA[Rousseeuw, 2009] and CLARANS [Ng and Han, 2002] have been de-
veloped in order to solve this problematic. Instead of finding representative objects
for the entire data set, CLARA draws a sample of the data set, applies PAM on
the sample, and finds the medoids of the sample while CLARANS [Ng and Han,
2002] doesn’t take into account all neighbors of a medoid. But it does not restrict
its search of medoid to a particular subset. While CLARA draws a sample of nodes
at the beginning of a search, CLARANS draws a sample of neighbors in each step of
a search. With CLARA, the best medoids may not be selected during the sampling
process. CLARANS avoids this problem by considering all nodes, and by sampling
neighbors it handles the outliers problem.
These algorithms require the number of clusters, K, as a parameter. They also
create clusters of approximately similar size and form, as in Figure 1.1, which is not
suitable for discovering clusters with non-convex shapes or clusters of very di erent
sizes.
• Message Passing method. Frey et al. [Frey and Dueck, 2007] propose a method
based on message-passing called a nity propagation. Its goal is to maximize the net
similarity, Snet, which is the negative energy plus a constraint function that enforces
valid configurations:
Snet(X ) = ≠E(X ) +qKk=1 ”k(Xk) (1.1)
= qNi=1 s(xi, Xci) +qKk=1 ”k(Xk) (1.2)
where ”k(Xk) =
I ≠Œ if ck ”= k but ÷i s.t. ci = k
0 otherwise
Here, ”k(ck) is a penalty term which assures that, if some data point xi has chosen xk
as its exemplar, xk has to be correctly labeled as its own exemplar. s is an arbitrary
similarity measure, which does not have to respect the triangular inequality. A nity
propagation does not require the number of clusters to be prespecified. It takes as
input a real number s(k, k) for each data point k so that data points with larger
values of s(k, k) are more likely to be chosen as exemplars. These values are referred
to as preferences. The number of clusters is influenced by the values of the input
preferences. The greater the value of the preference is, the bigger the number of
clusters is.
To maximize the net similarity, Frey et Al. developed an algorithm based on message
passing.
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Figure 1.2 – Illustration of a message passing algorithm for a nity propagation. Taken
from [Frey and Dueck, 2007]
Two kind of messages are exchanged between data points, the responsibility and
the availability. The availabilities are first initialized to zero, a(i, k) = 0. Then the
responsibilities, r(xi, xk) are updated:
r(xi, xk) = s(xi, xk)≠ max
kÕ s.t. kÕ ”=k
{a(xi, xÕk) + s(xi, xÕk)}
This responsibility r(xi, xk), sent from xi to xk, reflects how much point xk could be
an exemplar for point xi compared to other potential exemplars. The availability is
updated as:
a(xi, xk) =
Y___]___[
min
Ó
0, r(xk, xk) +
ÿ
iÕ s.t. iÕ /œ{i,k}
max{0, r(xiÕ , xk)}
Ô
if i ”= kÿ
iÕ s.t. iÕ ”=k
max{0, r(xiÕ , xk)} otherwise
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The availability a(xi, xk), sent from point xk to point xi, reflects how appropriate it
would be for point xi to choose point xk as its exemplar, taking into account the sup-
port from other points for which point xk could be an exemplar. The message-passing
procedure may be terminated after a fixed number of iterations, after changes in the
messages fall below a threshold, or after the local decisions stay constant for some
number of iterations.
Unlike clustering algorithms such as K-Means or k-medoids, AP does not require
the number of clusters to be predetermined. But it requires us to know beforehand
the preference parameters which will influence this number. Moreover, it is slow to
run on a large dataset.
1.1.1.2 Hierarchical clustering
Hierarchical clustering creates a hierarchical decomposition of a dataset X . This decom-
position is based on a distance d between individuals of this dataset. A partition of the
clustering for every level, from 1 to K clusters is obtained from matrices between all ob-
jects to be classified. These partitions can be obtained following two di erent strategies:
• Agglomerative or Bottom-Up: First, each object is represented as a cluster of size 1.
At each step, two clusters are merged until there is just one cluster left.
• Divisive or Top-Down: First, the entire set of objects form one cluster of size |X |. At
each step, a cluster is selected and split into two clusters until each object represents
a cluster.
The choice of merging or splitting a cluster is made according to a given linkage crite-
rion. A linkage criterion, dcl defines a distance between two sets of clusters. Agglomerative
methods are easier to run. At each step, clusters with the shortest criterion linkage are
combined into a single cluster. With the divisive method, we have to determine which
cluster will be split and how it will be split, which is more costly. Hierarchical cluster
results in meaningful results which are easily interpretable with dendogram representa-
tion. Indeed these methods will not produce a unique partitioning of the data set, but a
hierarchy of partitioning. They are not very robust to outliers, which will either appear
as additional clusters or even cause other clusters to merge.
1.1.1.3 Model-based clustering
Model-based methods assume that individuals of dataset X have been generated from the
same statistical distribution. This implies that it compares individuals within the same
dimension. The Gaussian mixture model is the most often used Model-Based Clustering
method. In this model, each individual xi is assumed to be generated from a mixture of
Gaussian, i.e a sum of a given number K of normal distributions „k, multivariate or not :
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 (xi, ) =
Kÿ
k=0
wk„k(p|µk, k),
where µk, k are the mean and the covariance of normal distribution „k. For a fixed
number of clusters, K, the parameters (  = (µ1, . . . , µK , 1, . . . , K) are estimated using
the expectation-maximization algorithm(EM). The expectation step creates a function for
the expectation of the log-likelihood evaluated using the current estimate for the param-
eters, and the maximization step, which computes parameters maximizing the expected
log-likelihood found on the E step. A label is assigned for each individual in the distribu-
tion k having the greatest likelihood:
ci = max
kœ[1,...,K]
„k(xi|µk, k)
The main problem with these methods is that the likelihood will increase by adding
parameters. But this will lead to over-fitting. Information criteria like AIC or BIC solve
this problem by penalizing the number of parameters in the model, helping to establish
the right number of cluster.
This method is fast, and works well as long as it is applied on data defined from a
mathematical model, which is not always the case in real value data.
1.1.1.4 Density-based clustering
Density methods have been mainly designed to cluster data of arbitrary forms. It is based
on the concept that the density of points inside a cluster is higher than outside a cluster.
DBSCAN [Ester et al., 1996] is the first algorithm designed to find density-based clusters.
The main idea is that if an individual, xi, has at least a given number of neighbors
MinPts inside a given radius ‘, this point is defined as a core object and all the points in
its ‘≠neighborhood belong to the same cluster. For a point xj of the ‘≠neighborhood of
xi, if xj is a core object, all the points are also added to the cluster and the same study
is applied to these points. Otherwise, only xj is added to the cluster. The algorithm stops
once all individuals have been visited.
Figure 1.3 – Exemple of a DBSCAN clustering result. Taken from [Ester et al., 1996]
DBSCAN e ciently discovers clusters of uniform density with arbitrary shape (Figure
1.3). If the clusters have di erent density, DBSCAN will fail. OPTICS [Ankerst et al.,
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1999] algorithm deals with this problem by fixing only the MinPts parameter. The ‘ is
not fixed. The distance at which each individual xi will be considered as a core object is
computed. This algorithm, as in hierarchical clustering, does not result in fixed clustering.
It produces hierarchical clusters, which are illustrated with a reachability-plot, Figure 1.4.
A cluster can be obtained by selecting a threshold on the y-axis as seen in the lower part
of the reachability plot. The result will then be similar to a DBSCAN clustering result
with the same ‘ and MinPts parameters.
Figure 1.4 – Exemple a reachability plot
OPTICS is more costly and slower compared to DBSCAN. But the ‘ parameter no
longer needs to be set. However, OPTICS will not produce strict partitioning. This is
a visual method requiring study of the reachability plot results. OPTICS makes limits
between density cluster more flexible. But, for both DBSCAN and OPTICS, the limit
has to clearly exist and can be applied only on clearly separable clusters. Density based
methods will result in unique cluster if they are applied on the dataset in Figure 1.1.
1.1.2 Application to trajectory
As seen section I.1, trajectory objects are particular objects. They can be of di erent sizes,
and can have several definitions. The visual information give by vector data, can sometimes
lead us to a good intuition of the best method to be used in determining trajectories. But
K-means or Gaussian Mixture can not be directly used because of the di erent sizes of the
trajectory objects. A density based-method needs clear limits between cluster. Trajectories
do not respect these conditions. We will explain here, di erent methods that have been
developed in order to adapt these di erent clustering techniques to trajectory objects.
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1.1.2.1 Model-based methods
The work of Ga ney et al.[Ga ney and Smyth, 1999] was the first attempt to cluster a
set of trajectory data T j where the number of measurements nj of each trajectory data
is di erent and also measured at di erent time indexations tj. The goal of this work is
to look for individuals of a population moving together where the deviation between the
trajectories in a cluster is expressed as noise in a probabilistic formulation: every object
is assumed to be drawn according to a mixture of k components. Assuming we know the
parameter of a model ◊ and the time indexation tj, the probability that trajectory T j has
been drawn from this model is
P (T j|◊k, tj) =
ÿ
k
wkfk(T j|◊k, tj) =
ÿ
k
wk
njŸ
i=1
fk(T ji |◊k, tji )
where wk is the prior assumption for an object T j to belonging to cluster k. The
conditional density function fk(T ji |◊k, tji ) assumes a relation between T ji and tji , e.g,
T ji = gk(tji ) + epsk
where gk is a deterministic function with parameter ◊k, and epsi,k a Gaussian noise. In
[Ga ney and Smyth, 1999], this function is a simple linear regression, but later [Ga ney,
2004] this model will be applied to more complex models such as polynomial regression,
splines, kernel, etc... In a successive work [Chudova et al., 2003], spatial and (discrete) tem-
poral shifting of trajectories within clusters is also considered and integrated as parameters
of the mixture model. All the parameters,   = (◊1,...k, eps1,..k, w1,..k) are estimated with an
EM algorithm. This solution permits clustering trajectories of di erent sizes. In [Ga ney
and Smyth, 1999], this algorithm is successfully applied to video stream clustering. These
data can be easily fit with a simple model such as polynomial regression, splines, etc...
because they are really smooth. Trajectories are network constrained objects. We can not
fit a trajectory with a simple regression of a polynomial curves. Another model-based ap-
proach is presented in [Jonathan et al., 2003], where the representation of a cluster is not
a trajectory but a Markov model that tries to explain the transitions between a position
and the next, positions being discretized a priori. More exactly, Hidden Markov models
(HMMs) are used to model clusters, and a mixture model approach and the Baum-Welch
algorithm, in particular, is adopted for the parameter estimation task. Here again, this
solution is limited by the temporal properties of vehicle trajectories which make time
progression very irregular. Moreover, the performance of this method is strongly related
to the precision of discretization of the space.
1.1.2.2 Density-based methods
Density-based methods appear like a natural choice when clustering network constrained
trajectories because of the possibility of their intuitive geographical interpretation. How-
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ever, algorithms such as DBSCAN or OPTICS can’t directly be used on points that
form a trajectory, there is no obvious density area which can be interpreted as being
well delimited cluster. These algorithms have to be adapted to trajectories topology, i.e,
find another variable which enables to delimit clusters. We present here three di erent
frameworks which have been designed to cluster trajectory data based on density-based
methods.
In [Lee et al., 2007], Lee et al. built a method called TRACLUS. They adapted the
DBSCAN aglorithm to be applied to segments instead of points. Segments are objects
more easily separable than points. The first step of the TRACLUST method is to make
the segments that build a trajectory even more delimited. Each trajectory is modelled by
its trajectory partition.
Figure 1.5 – Exemple of a trajectory (full-line) and its trajectory partition (hashed-line).
Taken from [Lee et al., 2007].
The distance between segment, Ds is defined as a combination of three distances,
Ds(si, sj) = w‹D‹(si, sj) + w||D||(si, sj) + w◊D◊(si, sj),
where D‹, D|| and D◊ are respectively the perpendicular, the parallel and the angular
distance between two segments as defined in Figure 1.6.
Figure 1.6 – Segment distance. Taken from [Lee et al., 2007].
An adapted DBSCAN algorithm is then applied on segments from the trajectory parti-
tion according to the segment distance Ds. The TRACLUS algorithm produces clusters of
segments. A representative trajectory of a cluster is then produced for all the clusters. But
it represents the overall movement of trajectory partitions an not the all of the trajectory.
Its main advantage is the discovery of common sub-trajectories. Moreover, TRACLUS
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supposes that the trajectory partition is well delimited, and that characteristic point is
easily detectable, which is dependent on the trajectory’s frequency.
Kalnis et al.[Kalnis et al., 2005] considered the problem of discovering density-based
spatial clusters that persist along several contiguous time slices. Persistence of a cluster
means that the locations contained in a cluster at a given time interval are the same to
those that appear in a cluster in the next time interval.
In [Nanni and Pedreschi, 2006], Nanni et al. looked for groups of objects that move
together within some time interval. Here, trajectories are clustered by the OPTICS algo-
rithm where the distance is the mean of the Euclidean distance between the trajectories
within a given time interval. Then, for each time interval T, a clustering is produced, on the
subtrajectory laying within T. This algorithm aimed at supporting e cient range queries
which are the core operation of the OPTICS algorithm. Rinzivillo and al. [Rinzivillo et al.,
2008] describe a visually–driven analysis also based on the characteristics of the OPTICS
algorithm. They first define several basic distance functions that compare the trajectories
according to various spatial and spatio-temporal data. For example, the distance between
the origin, the destination, or the average of the origin and the destination of the locations
of two trajectories. Spatio-temporal distances compare distance at di erent check-points,
or look for the closest pair of positions in two trajectories at given time. Then, a progres-
sive clustering is applied. No strict framework is given. A user can, for example, start by
clustering trajectories based on their origins, and after by their destinations and finally
by their time index. Each of these clustering steps needs a visual analysis before going
further. Both these methods, [Nanni and Pedreschi, 2006] and [Rinzivillo et al., 2008] seem
a natural choice when dealing with density-based methods. Indeed, this method enables
us to delimit data according to a give parameter one by one, which enables us to find
clearly delimited clusters. But the choice of MinPts and ‘ are strongly dependent on the
dataset we explore. And their choice requires us to know the dataset we are dealing with.
But it is impossible to apply this method to di erent datasets in a generic way.
Kim et al. [Kim and Mahmassani, 2015] propose a four steps framework to cluster
trajectory determination and classification of new trajectories. The two first steps enable
one to cluster trajectories. First, similarities are measured between all trajectory. An
adapted Longest Common Subsequence ( LCSS ) is used. LCSS is a warping distance,
which counts the number of overlap in a given area limit (see section 1.2.3.1). The distance
defined by Kim et al. returns a percentage of common coverage between two trajectories.
If the trajectories are going to opposite directions, their coverage is zero. DBSCAN is then
applied to this distance. DBSCAN clusters points based on their density area. DBSCAN,
based on this adapted LCSS distance, clusters trajectory based on the portion on route
they share together. The results of this approach is a few spatially distinct tra c clusters
which represent the main tra c stream in a given area. They have clearly separable origins
from one another. Once again, the results of this cluster are strongly dependant of the
parameters of the limit distance for both LCSS distance and DBSCAN cluster algorithm.
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The density-based methods presented above, used to cluster trajectories share common
characteristics. They define a new way, di erent from the points density method, to clearly
delimit clusters, based on segment distance [Lee et al., 2007], percentage coverage[Kim
and Mahmassani, 2015] , common origin [Rinzivillo et al., 2008] etc... These methods
are e ective because they respect the geometry characteristic of the trajectory. However,
they require a prior knowledge of the studied dataset for the choice of the ‘ parameter.
They are hardly adjustable to di erent datasets with di erent characteristics, without
preliminary study.
1.1.2.3 Distance-based method
We have seen in the previous section methods that attempt to adapt existing clustering
methods to fit the characteristics of trajectory data. Another solution is to directly apply
the clustering methods detailed in section 1.1.1 without any modifications. This requires
that the distance characteristics of trajectory data has to be completely encapsulated
in the distance function. Therefore, the choice of the distance function is primordial.
Defining a distance between trajectories implicitly determine which trajectory should be
part of the same cluster and hence, which kind of clusters we are going to discover.
For example [Vasquez and Fraichard, 2004] and Hu et al. [Hu et al., 2006] both apply
classical clustering techniques, hierarchical clustering [Vasquez and Fraichard, 2004] or
fuzzy k-means algorithm [Hu et al., 2006]. For that they use simple distance. Hu et al.
use euclidean distance. Vasquez et al. use partial distance:
dpartial(T jc , T kc ) =
A
1
 i,j
⁄  i,j
t=0
ÎT jc (t)T kc (t)Î2dt
B 1
2
,
where  i,j = max( i, j) This distance suppose that trajectories are continuous, or at
least that both have the same indexation. In both [Vasquez and Fraichard, 2004] and [Hu
et al., 2006], these clustering methods are applied on video stream clustering, with high
frequency indexing and smooth trajectories, for the same reason as that for model base
clusters approach, can hardly be adapted to network constrained trajectories. Taking into
account both the time and the space in the same definition of a distance is impossible
due to to the strong inconsistency of the trajectory data from vehicle trip.
For theses reasons we focus on distances which can compare the shape of the trajectory
in order to be able to cluster together the trajectories with similar behaviour on the same
road. This problematic is tackle in the following Section, "Review and Perspective for
Distance Based Clustering of Vehicle Trajectories". This work has been published in the
IEEE Transactions on Intelligent Transportation Systems journal [Besse et al., 2016]
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1.2 Review and perspective for distance based clus-
tering of vehicle trajectories
1.2.1 Introduction
A trajectory is a set of positional information for a moving object, ordered by time. This
kind of multidimensional data is prevalent in many fields and applications, for example,
for understanding migration patterns through studying trajectories of animals, predicting
meteorology with hurricane data, improving athletes performance, etc. Our study con-
centrates on vehicle trajectories within a road network. The growing use of GPS receivers
and WIFI-embedded mobile devices equipped with hardware for storing data enables the
collection of an enormous amount of data that can be used to extract relevant informa-
tion in order, for instance, to find the optimal path to go from point A to point B, detect
abnormal behavior, optimize the tra c flow in a city, predict the next location or final
destination of a moving object etc. This aims actually to build from the data the di erent
features that characterize the di erent daily movement of the vehicles on the road net-
work. For this, we consider clustering methods for trajectories. Clustering techniques aim
to regroup similar trajectories together into groups that are di erent from one another.
The complexity of trajectory makes this a challenging task as objects can move along
many di erent paths in a given area, moreover the road network of a highway does not
have the same complexity as that of a city, and finally the road network in a city di ers
between the suburbs and downtown. In addition, the speed of an object varies between
regions, and between paths taken within a single region. Even within the same path the
speed depends on exogenous variables such as the time of day, or whether it is a weekday
or the weekend.
Several methods can be used to cluster trajectories. We will focus on distance based
trajectory clustering but other specific methodologies have been investigated. Dealing
with the functional properties of trajectories considered as continuous function of time
Ga ney (2009, [Ga ney and Smyth, 1999]), Vasquez et al. (2004[Vasquez and Fraichard,
2004]), Hu et al. (2006[Hu et al., 2006]) successfully apply trajectory clustering methods
on video-stream trajectories. Gariel et al. [Gariel et al., 2011] also use the continuous defi-
nition of trajectory to re-sample the trajectories and obtain time series of equal length. A
principal components analysis is then applied on these new trajectories to obtain principal
components and finally cluster them. This method is applied to airplane routes. All these
methods take into account both the spatial and the temporal aspect of the trajectory,
they are not adapted to the vehicle trajectories constrained to a road network whose time
progression is very irregular. Rinzivillo et al. (2008,[Rinzivillo et al., 2008]) and Kim et
al.[Kim and Mahmassani, 2015]) propose density-based methods. Both require the def-
inition of a density parameter and a minimum cluster size which implies an extensive
knowledge of the studied area or a precise question to obtain good results. Hence, these
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methods are hard to automatically adapt from one dataset to another. Finally Lee et al.
(2007,[Lee et al., 2007]) and Wu et al. (2014[Wu et al., 2013]) propose to use clustering
methods on trajectory line segments to enable the detection of important areas of flow,
though this does not consider the trajectory as a whole path. Our main objective here is
to detect the main path and tra c flow which can later be used to study the di erent
behaviors along these paths.
In this context, the goal of this work is to construct, in a data driven way, a collection
of trajectories that model the behaviors of car drivers. These models are learned from a
data set of car locations. In this work we focus on clustering trajectories having similar
paths. This clustering is based on the comparison between trajectory objects, and as such
a new definition of distance between the studied trajectory objects is required.
A large amount of work has been done to give new definitions of trajectory distance.
Tiakas et al.(2009[Tiakas et al., 2009]) , Rossi et al. (2012[El Mahrsi and Rossi, 2012]),
Han et al.(2015[Han et al., 2015]) or Hwang et al.(2005[Hwang et al., 2005a]) propose road
network based distances. They assume that the trajectories studied are perfectly mapped
on the road network. However, this task is strongly dependent on the precision of the GPS
device. When the time interval between two GPS locations is significant, several paths on
the graph are possible between locations, especially when the network is dense. Moreover
it requires the knowledge of the road network. Here, we focus on entirely data driven
methods without any a priori information. Several methods have been used to cluster
data set of trajectories. Clustering methods using Euclidean distance lead to inaccurate
results mainly because trajectories have di erent lengths. Hence, several methods based
on warping distance have been defined , Berndt (1994[Berndt and Cli ord, 1994]), Vlachos
et al. (2002[Vlachos et al., 2002]), Chen et al. (2004[Chen and Ng, 2004]), and Chen et
al. (2005 [Chen et al., 2005]). These methods reorganize the time index of trajectories
to obtain a perfect match between them. Another approach is to focus on the geometry
of the trajectories, in particular their shape. Shape distances like Hausdor  and Fréchet
distances can be adapted to trajectories but fail to compare them as a single entity. Lin
et al. (2005[Lin and Su, 2005]) proposed a method based exclusively on the shape of the
trajectory but at high computational cost.
In section 1.2.2 the paper’s definitions, notations and problem statement are intro-
duced. In section 1.2.3 several distances on trajectory are studied and compared. A new
distance will be presented in section 1.2.4: the Symetrized Segment-Path Distance (SSPD).
SSPD is a shape-based distance that does not take into account the time index of the
trajectory. It compares trajectories as a whole, and is less a ected by incidental varia-
tion between trajectories. It also takes into account the total length, the variation and
the physical distance between two trajectories. For all these di erent distances, we ob-
tain di erent clusterings. So we can compare the distance on these results. The choice of
clustering used is detailed section 1.2.5. The SSPD and the other studied distances were
implemented in a python package, trajectory_distance available on github. The presenta-
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tion of this package and the experimental evaluation of these distances with the chosen
clustering techniques on some trajectory sets are analyzed in section 1.2.6.
1.2.2 Model for trajectory clustering
1.2.2.1 Trajectory
A continuous trajectory is a function which gives the location of a moving object as a
continuous function of time. In our case we will only consider discrete trajectories defined
here after.
Definition 8. A trajectory T is defined as
T : ((p1, t1), . . . , (pn, tn)),
where pk œ R2, tk œ R ’k œ [1 . . . n], ’n œ N and n is the length of the trajectory T .
The exact locations between time ti and ti+1 are unknown. When these locations are
required, a piece wise linear representation is used between each successive location pi and
pi+1 resulting in a line segment si between these two points. This new representation is
called a piece wise linear trajectory. In this representation, no assumption is made about
time indexing of segment si.
Definition 9. A piece wise linear trajectory is defined as Tpl : ((s1), . . . , (sn≠1)) , where
sk œ R4 and npl is the length of the trajectory.
The length of the trajectory npl is the sum of the lengths of all segments that compose
it : npl =
q
iœ[1...n≠1] Îpipi+1Î2.
The notation used in this paper are summarized in Table 1.2.
1.2.2.2 Distance
There are many ways to define how close two objects are from one another. Beyond the
notion of mathematical distance, many functions can be used to qualify this dissimilarity.
The terminology used in literature to define them is not completely standardized. There-
fore we will use the definition established in Deza et al. (2009[Deza and Deza, 2009]) as a
reference.
Definition 10. Let T be a set of trajectories. A function d : T ◊ T ‘æ R is called a
dissimilarity on T if for all T 1, T 2 œ T :
• d(T 1, T 2) Ø 0
• d(T 1, T 2) = d(T 2, T 1)
• d(T 1, T 1) = 0
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If all of these conditions are satisfied and d(T 1, T 2) = 0 =∆ T 1 = T 2 d is considered
to be a symmetric. If the triangle inequality is also satisfied, d is called a metric. These
notations are summarized in Table 1.3.
X indicates the required properties for each distances, while ú indicates properties
that are automatically satisfied (by the presence of the other required properties for the
metric).
1.2.2.3 Desired properties of clustering and distances
Our aim is to regroup trajectories sharing similar behaviour. We want that trajectories in
the same cluster, take similar paths. Hence our goal is to define a clustering method that
will regroup trajectories
• with similar shape and length
• which are physically close to each other
• which are similar as a whole with more than just similar sub-parts
• all of these properties should be considered without regard to their time indexing
Moreover we want to design a very general procedure which is able to treat all trajec-
tories data, without prior knowledge of the particular geographical location where they
are collected. To obtain such clustering, the goal of this work is to find a distance that
respects such properties and to succeed in extracting these features. Actually, the desired
distance should have the following properties,
Table 1.2 – Notation for the study of trajectory distance.
T The set of trajectories
T i The ith trajectory of set T
T ipl The piece wise linear representation of T i
ni Length of trajectory T i
nipl Length of the T ipl
pik The kth location of T i
pipl The set of continuous points that compose T ipl
sik The line segment between pij and pik+1
tik The time index of location pik
ÎpkplÎ2 The Euclidean distance between pk and pl
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Table 1.3 – Metric Definition
Property
Metric Name
dis
sim
ila
rity
sym
me
tric
me
tric
Non-Negativity D(T 1, T 2) Ø 0 X X ú
Symmetry D(T 1, T 2) = D(T 2, T 1) X X X
Reflexivity D(T 1, T 1) = 0 X ú ú
Triangle Inequality D(T 1, T 3) Æ D(T 1, T 2) +D(T 2, T 3) X
Identity of indiscernible D(T 1, T 2) = 0 =∆ T 1 = T 2 X X
• it compares trajectories as a whole
• the compared trajectories can be of di erent lengths,
• the time indexing can be very di erent from one trajectory to another
• the trajectories can have similar shapes but can be physically far from each other
and vice versa
• extra parameters should not be required.
1.2.3 Distance on trajectories: a review
Three main kind of distances have been introduced in the literature. The first uses the
underlying road network, Network-Constrained Distance. These distances will not be
detailed in this paper. They assume that the road network is known and that trajectory
data are perfectly mapped on it. Distances that do not use the underlying road network
can also be classified into two categories: those who only compare the shape of the trajec-
tory, Shape-Based Distance and those who take into account the temporal dimension,
Warping based Distance.
Performance of clustering algorithms using these distances will be compared in section
1.2.6, as well as their computation cost and their metric properties.
1.2.3.1 Warping based Distance
Euclidean distance, Manhattan distance or other Lp-norm distances are the most obvious
and the most often used distances. They compare discrete objects of the same length.
They can be used to look for common sub-trajectories of a given length but they cannot
be used to compare entire trajectories. Moreover, these distances will compare locations
with common indexes one by one. At a given index i, location p1i of trajectory T 1 will be
compared only to location p2i of trajectory T 2. However, these locations can be strongly
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di erent according to the speeds of the trajectories. Hence, it makes no sense to compare
them without taking this into account. This problem is also common in time series analysis
and not restricted to trajectory analysis.
Warping distance aims to solve this problem. To accomplish this, they enable matching
locations from di erent trajectories with di erent indexes. Then, they find an optimal
alignment between two trajectories, according to a given cost ” between matched location.
Several warping based distances have been defined. DTW (Berndt et al., (1994 [Berndt
and Cli ord, 1994])) and later LCSS (Vlachos et al., 2002[Vlachos et al., 2002]), EDR
(Chen et al., 2005[Chen et al., 2005]) and ERP (Chen et al., 2005[Chen and Ng, 2004]).
These distances are defined the same way, but they use di erent cost functions.
In order to define a warping distance, two compared time series trajectories, T i, T j,
are arranged to form a ni ◊ nj grid G. The grid cell, gk,l, corresponds to the pair (pik,pjl ).
Definition 11. A warping path, W = w1, . . . , w|W |, crosses the grid G such that
• w1 = g1,1,
• w|W | = gni,nj ,
• if wk = gki,kj , then wk+1 is equal to gki+1,kj , gki,kj+1 or gki+1,kj+1.
The order of the locations in a trajectory are maintained but they can be repeated,
deleted or replaced by an arbitrary value, a gap, along the warping path. The distance is
then computed by minimizing or maximizing the sum of a given cost ” between all pair
of locations that make a warping path W , for all existing warping paths.
Definition 12. A warping distance is defined as
D(T i, T j) = minW
5q|W |
k=1 ”(wk)
6
,
or = maxW
5q|W |
k=1 ”(wk)
6
,
(1.3)
where ”(wk) = ”(gki,kj) = ”(piki , p
j
kj), is the cost function and W is a warping path.
They are generally computed by dynamic programming. Table 1.4 displays the cost
functions as well as the dynamic formulation of these distances.
Contrary to the three other distances, LCSS is a similarity. The exact similarity used
in Vlachos et al., 2002[Vlachos et al., 2002] is S(T i, T j) = LCSS(T i,T j)min{ni,nj} , which is between 0
and 1. We will then use the distance
DLCSS(T i, T j) = 1≠ S(T i, T j),
to compare distances to each other.
The metric types of these distance functions, and computational cost for the four
methods are summarized in table 1.5.
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Table 1.4 – Re-Indexing based distance definition
Cost function Distance
”NAME(p1, p2) = NAME(T i, T j) =
D
TW Îp1p2Î2 =
Y________]________[
0 if ni = nj = 0
Œ if ni = 0 or nj = 0
”DTW (pi1, pj1)+
min
I DTW (rest(T i), rest(T j)),
DTW (rest(T i), T j),
DTW (T i, rest(T j))
Z^
\ otherwise
NA
M
E L
CS
S Y_]_[
1 if Îp1p2Î2 < Ád
0 if p1 or p2 is a gap
0 otherwise
=
Y_____]_____[
0 if ni = 0 or nj = 0
LCSS(rest(T i), rest(T j)) + ”LCSS(pi1, pj1) if ”LCSS(pi1, pj1) = 1
max
I
LCSS(rest(T i), T j) + ”LCSS(pi1, gap),
LCSS(T i, rest(T j)) + ”LCSS(gap, pj1)
Z^
\ otherwise
ED
R Y_]_[
0 if Îp1p2Î2 < Ád
1 if p1 or p2 is a gap
1 otherwise
=
Y_________]_________[
ni if nj = 0
nj if ni = 0
EDR(rest(T i), rest(T j)) if ”EDR(pi1, pj1) = 0
min
I EDR(rest(T i), rest(T j)) + ”EDR(pi1, pj1),
EDR(rest(T i), T j) + ”EDR(pi1, gap),
EDR(T i, rest(T j)) + ”EDR(gap, pj1)
Z^
\ otherwise
ER
P Y_]_[
Îp1p2Î2 if p1, p2 are not gaps
Îp1gÎ2 if p2 is a gap
Îgp2Î2 if p1 is a gap
=
Y_______]_______[
qni
k=1 ÎpikgÎ2 if nj = 0qnj
l=1 Îpjl gÎ2 if ni = 0
min
I ERP (rest(T i), rest(T j)) + ”ERP (pi1, pj1),
ERP (rest(T i), T j) + ”ERP (pi1, gap),
ERP (T i, rest(T j)) + ”ERP (gap, pj1)
Z^
\ otherwise
Comparisons
• All of these distances handle local time shifting.
• The cost function ” uses the Euclidean distance. Some of these distances have been
defined using a L1-norm, but Euclidean distance is more adapted for real values.
• LCSS and EDR’s cost function count the number of occurrences where the Eu-
clidean distance between matched location does not match a spatial threshold, Ád.
The former counts similar locations, the latter the di erence. This threshold makes
the distance robust to noise. However, it has a strong influence on the final results.
If the threshold is large, all the distances will be considered similar and if low, only
those having very close locations will be considered similar.
• In comparison, ERP and DTW add a weighting to these di erences by computing
the real distance between the locations. In this sense they can be viewed as more
accurate.
• ERP is the only distance which is a metric regardless of the Lp norm used, yet
it works better for normalized sequences, especially for defining the gap value g. It
does not apply for vehicle trajectories.
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Table 1.5 – Re-Indexing based distance properties
Name Metric Types Computation
Cost
DTW symmetric O(n2)
LCSS distance O(n2)
EDR symmetric O(n2)
ERP metric O(n2)
• In addition, these distances may include a time threshold, Át. Thus, two locations
will not be compared if the di erence between their time indexing is too large.
However, it is very hard to estimate the value of this threshold when comparing
trajectories due to the presence of noise.
Pros and Cons The main advantage of these distances is that they enable compar-
ison of sequences of di erent lengths.
The two main limitations of warping based distance are the following
• Warping methods are based on one-to-one comparison between sequences. Hence,
it often requires the choice of a particular series that will be used as a reference,
onto which all other sequences will be mapped. The index of two sequences being
compared should be well balanced in order to best capture the variability, for in-
stance, in order to detect if there were accelerations and decelerations during the
measurement of the time series. Hence the choice of the reference sequence is very
important.
• The performance of the usual methods based on warping techniques is hampered by
the large amount of noise inherent to road tra c data, which is not the case when
examining time series.
Instead of correcting the time index, the solution is to use distances that have the e ect
of time removed.
1.2.3.2 Shape-based distance
These distances try to catch geometric features of the trajectories, in particular, their
shape. Among Shape-Based Distances, the Hausdor  distance (Hausdor , 1914 [Haus-
dor , 1914]), and the Fréchet distance (Fréchet, 1906[Fréchet, 1906]) are likely the most
well known.
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Hausdor  The Hausdor  distance is a metric. It measures the distance between
two sets of metric spaces. Informally, for every point of set 1, the infimum distance from
this point to any other point in set 2 is computed. The supremum of all these distances
defines the Hausdor  distance.
Definition 13. The Hausdor  distance between two sets of metric spaces is defined as
Haus(X, Y ) = max{sup
xœX
inf
yœY ÎxyÎ2, supyœY infxœX ÎxyÎ2}.
This distance is complicated and resource intensive to compute when applied to most
existing sets. But in the case of polygonal curves like trajectories, some simplification can
be made due to the monotonic properties of a segment. Distance from a point p to a
segment s is defined as follows.
Definition 14. Point≠ to≠ Segment distance.
Dps(p1i1 , s
2
i2) =
I
Îp1i1p1proji1 Î2 if p1proji1 œ s2i2 ,
min(Îp1i1p2i2Î2, Îp1i1p2i2+1Î2) otherwise.
Where p1proji1 is the orthogonal projection of p1i1 on the segment s2i2 .
Hence, the Hausdor  distance between two line segments is
DHaussdorf (s1i1 , s2i2) = max{ suppœs1i1 Dps(p, s
2
i2),
suppœs2i2 Dps(p, s
1
i1)}
= max{Dps(p1i1 , s2i2), Dps(p1i1+1, s2i2),
Dps(p2i2 , s1i1), Dps(p2i2+1, s1i1)}.
Indeed, a segment is monotonic. As seen in Fig. 1.7, the supremum of the Point ≠
to≠Segments distance from any point of a segment s1i1 to a segment s2i2 occurs at one of
the end points of the segment s1i1 . The Hausdor  distance between two trajectories can
then be computed with the following formula.
Definition 15. Hausdor  distance between two discrete trajectories.
DHaussdorf (T 1, T 2) = max
)
max i1œ[1...n1]
j2œ[1...n2≠1]
{Dps(p1i1, s2j2)},
maxj1œ[1...n1≠1]
i2œ[1...n2]
{Dps(p2i2, s1j1)}
*
.
The Hausdor  distance can then be computed in a O(n2) computational time.
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Figure 1.7 – Supremum of Point ≠ to ≠ Segment distance from point of segment s11 to
segment s21.
Frechet and discrete Fréchet The Frechet distance measures similarity between
curves. It is often known as the "walking-dog distance". Imagine a dog and its owner
walking on two separate paths without backtracking from one endpoint to one other. The
Fréchet distance is the minimum length of leash required to connect a dog and its owner.
While the Hausdor  distance takes distance between arbitrary points, the Fréchet metric
takes the form of the two curves into account.
Definition 16. The Fréchet distance between two curves is defined as
DFrechet(A,B) = inf
–,—œX
max
tœ[0,1]
;
ÎA
1
–(t)
2
, B
1
—(t)
2
Î2
<
.
Similar to the Hausdor  distance, the Frechet distance is a metric. It is also resource
intensive. Alt et al. (1995[Alt and Godau, 1995]) developed an algorithm measuring the
exact Fréchet distance for polygonal curves based on the free space definition.
Definition 17. The free space F‘(T 1, T 2) between two trajectories is the set of all pairs
of points whose distance is at most ‘.
F‘(T 1, T 2) := {(p1, p2) œ (T 1, T 2)}|Îp1, p2Î2 Æ ‘}.
The Fréchet distance between two trajectories T 1 and T 2 is the minimum value of ‘
for which a curve exists within the corresponding F‘ from (p10, p20) to (p1n1 , p2n2) with the
property of being monotone existing in both trajectories. Computing the Fréchet distance
means finding the minimum value of ‘. By exploiting the monotonic property of the
segments and the definition of free space, this task can be accomplished more e ciently.
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Indeed, the Frechet distance between segments is equal to the Hausdor  distance
between segments, i.e.
DFrechet(s1i1 , s2i2) = max{ Dps(p1i1 , s2i2),
Dps(p1i1+1, s2i2),
Dps(p2i2 , s1i1),
Dps(p2i2+1, s1i1)}
= ‘i1,i2 .
To compute the Frechet distance between trajectories T 1 and T 2 , we need only look
among the set E of Frechet distances between all pairs of segments of T 1 and T 2. E =
{‘i1,i2 for (i1, i2) œ ([1 . . . n1≠1]◊[1 . . . n2≠1])}. This simplification enables us to compute
the Frechet distance between trajectories T 1 and T 2 in O(n2log(n2)). We highlight that
this computational cost is higher than all the other calculation methods of the studied
distances.
Eiter et al. (1994[Eiter and Mannila, 1994]) describes an approximation of this distance
for polygonal curves called the discrete Fréchet distance. This distance is close to the
definition of the warping based distance.
Definition 18. The discrete Fréchet distance is defined as
DFrechetDiscr(T 1, T 2) = minW { maxkœ[1...|W |] ÎwkÎ2}.
with W being the warping path defined in definition 12. The discrete Fréchet distance
can be computed in O(n2) time.
This distance is bounded as follows.
Theorem 1. For any trajectories T i and T j [Eiter and Mannila, 1994]
DFrechet(T i, T j) Æ DFrechetDiscr(T i, T j) Æ DFrechet(T i, T j) + ‘
Where, ‘ = max{ max
kœ[1...ni≠1]
{Îpikpik+1Î2}, max
lœ[1...nj≠1]
{Îpjl pjl+1Î2}}.
OneWay Distance Lin et al. 2005[Lin and Su, 2005] defines theOne-Way-Distance,
OWD, from a trajectory T i to another trajectory T j as the integral of the distance from
points of T ipl to trajectory T jpl divided by the length of T ipl
Definition 19. The OWD distance is defined as
DOWD(T i, T j) =
1
nipl
⁄
piœT ipl
Dpoint(piT j)dpi,
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Table 1.6 – Shape based distance properties
Name Metric Types Computation
Cost
Hausdor  metric O(n2)
Frechet metric O(n2log(n2))
discrete Fréchet symmetric O(n2)
OWD symmetric O(n2log(n))
OWDgrid symmetric O(mn)
where Dpoint(p, T ) is the distance from the point p to the trajectory T so that
Dpoint(p, T ) = min
qœTpl
ÎpqÎ2.
TheOWD distance is not symmetric, butDSOWD(T i, T j) = (DOWD(T i, T j)+DOWD(T j, T i))/2
is. This distance is a symmetric because it does not satisfy the triangle inequality.
Lin et al.[Lin and Su, 2005], have defined two algorithms to compute the OWD in case
of piecewise linear trajectories.
• The first consists of finding the parametrized OWD function DOWD(sik, T j) from a
segment sik of T ipl to all segments sj of T jpl and for all segments of T ipl
DOWD(T i, T j) =
1
nipl
ni≠1ÿ
k=1
DOWD(sik, T j).Îpikpik+1Î,
with a complexity of O(n2log(n)).
• The second uses a grid representation of the trajectory. As we see in Fig. 1.8, the
space is discrete Trajectories are defined as the succession of grids they have crossed.
Definition 20. A grid representation trajectory is defined as
Tgrid := (g0, . . . , gngrid),
where gn are cells of the discrete space.
This representation simplifies the computation and reduces the complexity toO(nm)
where m is the number of local min points. Local min points of a grid cell g are the
grids with distances to g shorter than those of their neighbors’ grid cell.
Table 1.6 displays the metric types and the computational cost of these distances.
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Figure 1.8 – Grid representation of a segment
Pros and Cons
• Frechet and Hausdor  distances are both metrics, meaning they satisfy triangular
inequality. With clustering algorithms like dbscan or K-medoid this is a necessary
property of the distance used if we want the clustering algorithm to be e cient. They
have been widely used in many domains where shape comparison is needed. But
they can fail to compare trajectories as a whole. Indeed both Fréchet and Hausdor 
distance return a maximum distance between two objects at given points within
the two objects. As we can see in Fig. 1.9, despite the fact that the trajectories T 1
and T 2 are well separated at the maximum value of x, they are clearly more similar
to each other than to T 3. But with a Hausdor  calculated distance, there are no
strong di erences between DHaussdorf (T 1, T 2) = 3.26, DHaussdorf (T 1, T 3) = 3.02
and DHaussdorf (T 2, T 3) = 3.5. With Frechet, DFrechet(T 1, T 2) = 6 is even bigger
than both DFrechet(T 1, T 3) = 4.19 and DFrechet(T 2, T 3) = 4.17.
• The Discrete Fréchet distance requires considerably less computing time compared
to the Frechet distance. But Discrete Frechet is not a metric. Moreover, due to its
similarity with the warping distance it shares the same inconveniences.
• The distance present in Lin et al. (2005[Lin and Su, 2005]) is by far the one that
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Figure 1.9 – Frechet And Hausdor  Computation between three trajectories
best meets our requirements. It compares trajectories as a whole, taking into ac-
count their shapes and their physical distances, the required features for our dis-
tance. However, its complexity makes it computationally slow. The algorithm for
grid representation is faster. Its computational time is O(mn). Yet it does not take
into account the computation time required for matching the trajectory to the grid.
Moreover, the size of the grid chosen strongly influences the final result and makes
it imprecise. Furthermore, the distance gives the same "weight" to all points defining
the trajectory: points directly issued from the GPS location, and points which com-
pose the piece wise linear representation. The greater the length of the segment s
is, the stronger its influence on the trajectory is. The more separated the endpoints
of a segment s are, the less confident the interpolation between them is.
In the following section, a new distance will be established inspired from both the
OWD and the Hausdor  distances.
1.2.4 A new distance : Symmetrized Segment-Path Distance
(SSPD)
In this section, we define a new shape based distance, the Symmetrized Segment-Path
Distance, and we compare it to other shape based distances. We propose SSPD in order
to fulfill the desired properties defined in section 1.2.2.3.
Like the Hausdor  distance (Definition 15), the definition of SSPD is based on the
Point≠ to≠ Segment distance (Definition 14), Dpt, from a point p to a trajectory T . It
is the minimum of distances between this point and all segments s that compose T . The
Segment-Path distance from trajectory T 1 to trajectory T 2 is the mean of all distances
from points composing T 1 to the trajectory T 2
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Figure 1.10 – Distance from point p21 to trajectory T 1
Definition 21. SPD distance is defined as
DSPD(T 1, T 2) =
1
n1
n1ÿ
i1=1
Dpt(p1i1 , T
2).
where, Dpt(p1i1 , T 2) = mini2œ[0,...,n2≠1]Dps(p1i1 , s2i2).
Figure 1.11 – SPD Distance from trajectory T 1 to trajectory T 2
Proposition 1. If the points that compose the trajectory T 1 lie in the set of points p2pl that
compose the piece wise linear representation, T 2pl, of trajectory T 2, then DSPD(T 1, T 2) = 0.
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Proof. If the points that compose the trajectory T 1 lie in the set p2pl that compose the
piece wise linear representation, T 2pl, of trajectory T 2, all points of T 1 lie within one of the
segments, that compose T 2pl. By definition Dps(p1i1 , s2i2) = 0 ’p1i1 œ T 1, s2i1 œ T 2pl. It follows
that Dpt(p1i1 , T 2) = 0 ’p1i1 œ T 1 and finally DSPD(T 1, T 2) = 0
This distance is not symmetric. If T 1 is a very small sub-trajectory of T 2,DSPD(T 1, T 2) =
0, DSPD(T 2, T 1) can be very large. By taking the mean of these distances, the "Sym-
metrized Segment-Path Distance", SSPD, is defined and is symmetric.
Definition 22. Symmetrized Segment-Path Distance
DSSPD(T 1, T 2) =
DSPD(T 1, T 2) +DSPD(T 2, T 1)
2 .
In definitions 21 and 22, distances SPD and SSPD are computed by taking the mean of
the Point-to-Trajectory distance and the SPD distance. If the maximum is used instead
of the mean, one recovers the Hausdor  function between two trajectories. Computing
only one distance between two locations makes it very sensitive to noise. Yet our method
computes the mean of such quantities which makes it less so. For example, for the tra-
jectories in Fig. 1.9, the SSPD distance between T 1 and T 2 is smaller than the distance
between T 1 and T 3 or T 2 and T 3 (D(T 1, T 2) = 0.58, D(T 1, T 3) = 1.5, D(T 2, T 3) = 2.03).
Proposition 2. SSDP is a symmetric.
Proof. SSDP is a sum of Euclidean distances. By definition SSDP is greater or equal to 0.
By definition 22, SSDP is symmetric. Finally theorem 1 states that, if DSDP (T 1, T 2) = 0,
T 1 is a sub trajectory of T 2. Therefore if DSSDP (T 1, T 2) = 0, both DSDP (T 1, T 2) = 0 and
DSDP (T 1, T 2) = 0, and T 1 = T 2. SSDP is then a symmetric.
SSDP is quite similar to OWD but its definition resolves most of the problems of
OWD regarding the desired properties defined in section 1.2.2.3
• The points coming from the interpolation of two observed locations of a trajectory
are less trustworthy that the real observations. Hence, it is natural to give more
weight to the observed points.
• SSPD distance does not require any additional parameters such as a threshold or a
grid to be computed.
• Its computation cost is O(n2). It only depends on the number of locations.
1.2.5 Clustering
To evaluate these di erent distances, we will study di erent clustering methods obtained
with the same algorithm but with distances computed using all previous distances. The
di erent selected clustering methods and the quality of cluster criterion are examined in
this section.
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1.2.5.1 Methods
The choice of the clustering method is restricted by the characteristics of the trajectory
object. Indeed, trajectories have di erent lengths which complicates an easy definition
of a mean trajectory object. The k-means method cannot be used on our trajectory set,
nor spectral clustering method. k-medoid can be used but an e cient algorithm, like
partitioning around medoids, or dbscan method, require a valid metrics. Indeed, these
algorithms are based on nearest neighbor and require the distance used to be known in
order to satisfy the triangular inequality. Most of the studied distances, SSPD, LCSS,
DTW, are not metrics. In this way, dbscan or partitioning around medoids algorithms will
not be used. Moreover, dbscan depends on two extra parameters that are hard to estimate
in this case.
To perform the clustering of the trajectories, we will focus on two methodologies :
hierarchical cluster analysis (HCA) and a nity propagation (AP). As a matter of fact,
HCA and AP can use distance/similarity which does not satisfy the triangle inequality.
We point out that the choice of the clustering method is restricted to the trajectory object
we deal with. Actually, trajectories have di erent lengths. HCA and AP are both methods
which only require the distance/similarity matrix, and thus can cluster objects of di erent
lengths. Both of these methods will be used to evaluate our distance.
1.2.5.2 Quality criterion of cluster result
A clustering algorithm aims to gather objects into homogeneous groups that are far one
from another. Hence, the quality of a clustering is usually evaluated by looking at the
between and within variance of the obtained clusters. On the one hand, the within variance
shows the spread of elements belonging to the same groups. Because we want the elements
of the same groups to be as similar as possible, we want the within variance to be as small
as possible. On the other hand, we want objects that belong to di erent groups to be as
far as possible from one another. Hence, the between variance, which shows the spread
between clusters, should be as big as possible. The definition of within group variance and
between group variance require the definition of a mean object. In our case, they cannot
be computed here because of the impossibility of computing the mean of the trajectory
object. Therefore, we approximate this mean by considering an exemplar, T ex, of a set of
a trajectory T of length nT , defined as:
T exT = min
T i
iœ[0...nT ]
; nTÿ
j=1
j ”=i
D(T i, T j)
<
.
By using the exemplar definition, we can define new criteria to approximate the be-
tween and within variance : the Between-Like and theWithin-Like Criteria. Let C1, . . . , CK
be a set of clusters of T , the Between-Like and the Within-Like criteria are defined as:
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Definition 23. Between-Like and Within-Like
BC =
Kÿ
k=1
D(T exT , T exCk ),
WC =
Kÿ
k=1
1
|Ck|
ÿ
T iœCk
D(T exCk , T
i).
The Within-Like criterion shows the spread of elements belonging to the same cluster
while the Between-Like criterion shows the spread between clusters. As for the variance,
for a given number of clusters, we want the Within-Like criterion to be as small as possible,
and the Between-Like criterion to be as big as possible.
These quality criteria can also be used to select the number of clusters. Indeed, the
Within-Like criterion decreases with the number of clusters, while the Between-Like cri-
terion increases with the number of clusters. Hence, we are looking for a trade o  between
these criteria and the number of clusters. We choose the number of clusters so that adding
one more cluster does not decrease significantly the Within-Like criteria.
1.2.6 Experimental evaluation
In this section, we evaluate and compare 7 distances LCSS, DTW, Hausdor , Fréchet,
Discrete Fréchet, OWD grid and the SSDP. We present the python package trajec-
tory_distance where the distances have been implemented. We compare their compu-
tational cost and the results of the application of di erent clustering techniques for each
of them. We also use python for the implementation of the chosen clustering algorithms,
the sklearn library for a nity propagation and scipy library for hierarchical clustering
analysis. For the latter, weighted, average, ward, complete and single linkage criteria are
compared.
1.2.6.1 A python package : trajectory_distance
All distances have been implemented in python and are available in the trajectory_distance
package available on github from this url : https://github.com/bguillouet/traj-dist.
Distances have also been implemented in Cython for 2-D trajectories. Cython is a lan-
guage which enables the declaration of static variables and to use the C math library.
All distances but OWD grid are based on Euclidean distance for point to point com-
putation. To compute OWD grid, we implemented the grid algorithm defined in [Lin
and Su, 2005]. The trajectories need to be mapped in a grid space. We use the Geohash
system to accomplish this task. It is based on a hash function which subdivides the geo-
graphical space into a grid. Di erent precision parameters of this grid are available from
1 (5009.4km ◊ 4992.6km cell) to 12 (3.7cm ◊ 1.9cm). The hash function enables quick
mapping of latitude/longitude coordinates to the appropriate grid. Once the trajectory
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Figure 1.12 – Trajectories subset
locations have been mapped to a grid, we implemented a algorithm to find all grids they
crossed between two locations and to obtain the grid representation of the trajectory as
defined in Definition 20.
1.2.6.2 The data
The data we used are GPS data from 536 San-Francisco taxis over a 24-day period. These
data are public and can be found on [Piorkowski et al., 2009]. We extracted a subset of
this data as shown Fig. 1.12.
This subset is a blend of 2574 trajectories. All have the same pickup location, the
Caltrain station, and all have a drop-o  location in downtown San-Francisco.
1.2.6.3 Computation cost
In Table 1.7 we can observe the computation time needed to compute the matrix distance
for a subset of 100 taxis trajectories of the studied subset described in section 1.2.6.2.
Trajectories are composed of 3 to 39 locations, most having around 10.
Fréchet distance is the distance that requires the most computation time. It is the
only method that runs in O(n2log(n2)). DTW, LCSS and Discrete Fréchet distances are
the fastest computed methods, all having the same order of computation time. This three
methods require computing the Euclidean distance between each pair of points that com-
pose the two trajectories. They only di er by their cost function. As explained in section
1.2.4, Hausdor  and SSPD distance also are computed in the same way. Hausdor  uses
the maximum of the Point-to-Trajectory distance and SSPD the mean, which explains
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Table 1.7 – Computation Time in seconds
Distance Computation time
Fréchet 268.32
Discrete Fréchet 0.58
Hausdor  2.47
DTW 0.66
LCSS 0.60
SSPD 2.46
OWD Grid 5 1.88
OWD Grid 6 7.44
OWD Grid 7 52.96
why they have almost the same computation time. If they both have the same complex-
ity as that of DTW, LCSS and Discrete Fréchet, log(n2), they require more operations,
which explains their relative slowness. The time computation of the OWD grid is strongly
dependent on the precision we choose. Indeed, a precision of 5 resolves the studied space
into a 3◊3 grid space, while precisions of 6 and 7 resolve a grid space of 10◊5 and 34◊25
respectively. This implies that the number of cells required to represent the trajectory is
very di erent from one precision to another. With precision 5, 1 to 3 cells are needed to
represent the trajectory. With precision 7, the shortest trajectory is represented with only
1 cell but the longest needs 47 cells to fully describe it. Therefore, with precision 5, OWD
grid is faster than SSPD, but with precision 6 and 7, OWD grid is 3 times and more
than 20 times faster than SSPD distance. A good trade-o  needed to be found to have
a precision which enabled to adequately describe the trajectories in the new grid space,
within a reasonable time computation.
1.2.6.4 Analysis of the clustering method
In Fig. 1.13 we observe the evolution of the Within- and the Between- like criteria de-
scribed in section 1.2.5 for the distance SSPD and for the selected methods AP and HCA.
Both the Between-Like and the Within-Like criteria are shown because the sum of these
two criteria is not constant as opposed to the sum of the between and within variance.
The HCA single method gives much worse results than the other methods, regardless
of the number of clusters. All other HCA methods display the same evolution of the
studied criteria with respect to the cluster size. A plateau can be observed starting at
cluster sizes between 10 and 20. Adding more clusters does not decrease significantly the
Within-Like Criterion. We can see Figure 1.13-c, that the HCA ward give better results
than the other HCA method for all the di erent number of clusters. The same conclusions
can be made regardless of the distance used.
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Figure 1.13 – Evolution of the Between-Like (a) and Within-Like (b) criteria depending on
cluster size for clusterings obtained using SSPD. On (c), Within-Like criterion is displayed
with a reduced HCA30.
AP give the best results. However the latter does not achieve clustering using any less
than 36 clusters, a potentially large number, given that HCA ward achieves clustering
around 15, and with good Within-Like criterion results. Moreover, the minimum cluster
size found by the AP method di ers significantly according to the distance used. No less
than 21 clusters are found with the DTW distance and 54 with Hausdor . This is the
main inconvenient of this method.
The HCA Ward method and the AP method with the preference parameter fixed
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to the minimum of the computed matrix distance will be used to compare the studied
distances in more details.
1.2.6.5 Analysis of the distances
We can observe the evolution of the Within-Like and the Between-Like criteria for the two
selected clustering methods as well as for all studied distances. The HCA WARD results
are display in Fig. 1.14, and the AP results in Fig. 1.15.
Figure 1.14 – Evolution of the Between-Like (a) and Within-Like (b) criteria depending
on cluster size for all distances using the HCA-WARD method
In Figure 1.14, the evolutions of the two criteria when the number of cluster increase is
similar for all the distances but LCSS. For instance, the curves which represent the Within-
Like criterion decrease quickly when adding more cluster for a low number of cluster.
Then they all reach a point when adding more clusters does not decrease significantly the
Within-Like criterion. Theses point vary from one distance to another. It is reached around
10 clusters for the OWD grid and around 25 clusters for the Discret Frechet distance.
The minimum cluster size found by the AP method di ers significantly according to the
distance used. No less than 21 clusters are found with the DTW distance, 36 with SSPD
and 54 with Hausdor . However, the same conclusion can be made in terms of Within-Like
and Between-Like criteria regardless of the number of cluster.
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Figure 1.15 – Evolution of the Between-Like (a) and Within-Like (b) criteria depending
on the cluster size for all distances using the AP method
The Warping-based distances, LCSS and DTW, give the poorest results with LCSS
being significantly worse than DTW. The two shape-based distances Frechet and Haus-
dor  give better results. The evolution of their criteria is very similar to one another.
The Discrete Fréchet distance is between these two types of distances. These results con-
firm that shape-based distances are better adapted than warping-based distances for our
objectives.
OWD grid gives the best results. It has the lowest value of Within-Like Criterion
for all cluster sizes using both HCA WARD and AP clustering methods. The results for
precision 5 are not displayed here. The discretization of the space is too inaccurate and
did not provide good clustering. Precision 7 gives slightly better results than precision 6.
This shows that increasing the precision parameter yields better results. However, when
there are more than 15 clusters found, the within and Between-Like criteria are almost
the same. In section 1.2.6.3 we have seen that the computation time to compute the
distance with precision 7 is seven times higher than the computation time with precision
6. Hence, we need to look for the optimal criteria to find a good trade o  between good
clustering results, and reasonable computational time. The choice of this criteria is a
strong disadvantage of the OWD method, because it implies to look for the best precision
parameter for each data set.
Finally, the new distance SSDP is the distance which best approaches the results found
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with OWD grid, regardless of the number of cluster. But unlike with OWD grid, we do
not need to look for the optimal precision parameter, in order to compute it, nor to map
the trajectory to a new space. This enables our distance to be more easily adapted to
di erent subsets of trajectories.
We observe the visual results for this distance and both AP and HCA ward clustering
methods, in Fig. 1.16, and the isolated clusters, in Fig. 1.17. For the HCA ward method,
we display the clustering result obtained with 15 clusters because we have seen Section
1.2.6.4 that a plateau can be observed on the evolution of the Within-Like criteria with
respect to the number of cluster starting at cluster sizes between 10 and 20 for the SSPD.
For the AP, clustering results with 36 clusters is displayed since no less cluster can be
obtained with this method.
Figure 1.16 – Clustering results with SSPD distance
We observe that trajectories are well classified according to their path. In Fig. 1.17,
clusters found using HCA WARD seem to be consistent. The cluster size with AP method
is 36. This is a large number according to the Within-Like criterion computed with HCA.
In fact, the Within-Like criterion does not decrease much between 15 and 36. However,
we can see that the number of clusters found with AP are still consistent.
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Figure 1.17 – The isolated clusters
A cluster computed with the HCA WARD method based on a matrix distance com-
puted with SSPD gives the best result. The Between-Like and Within-Like criteria show
that this method is best used to regroup cluster around exemplar. We obtain a partition
of the trajectories subset, such as each cluster represents a path taken by the drivers. We
obtain a partition of tra c based on the taxi drivers’ behavior leaving the Caltrain station
in San Francisco. The number of trajectories in each cluster gives us a representation of
the importance of each network tra c stream.
1.3 Conclusion
Clustering of non Euclidean objects deeply relies on the choice of a proper distance.
For trajectories analysis, we presented di erent distances focusing on di erent features
of such objects. To cope with their di erent weaknesses we propose a new distance, the
Symmetrized Segment-Path Distance. This distance is time insensitive, and compares the
shape and the physical distance between two trajectory objects. It does not require any
additional parameters nor mapping trajectories in a di erent space. Hence, It can be ap-
plied on any set of trajectories, regardless of the area they come from. It enables us to
obtain good clustering using either hierarchical clustering and a nity propagation meth-
ods. In this way, the clusters obtained are homogeneous with regard to shape and seem
to properly capture the behaviours of the drivers. We have thus obtained a partition of
the network based on the drivers’ usage that can still be interpreted as vehicle trajec-
tories. This partition can be used to solved di erent problem. Many applications which
recommend places to visit, or which target advertising based on our destination need to
forecast the final destination of drivers or predict the travel time of driver trips. Cities
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which wish to organize trip distribution of a city, also need to know the behaviours of
the cars drivers. Some of these problems will be tackled in a following work, based on the
partition obtained with our method to cluster trajectories.
1.A Appendix
1.A.1 More results
1.A.1.1 Analysis of the number of clusters selection
Figures 1.18 and 1.19 show the evolution of the Whithin-Like Criterion and Between-Like
Criterion for the selected methods AP and HCA and for the distances DTW, Frechet and
OWD grid with a precision parameter equal to 7. As stated in section 1.2.6.5, results
for these distances are the same as that for the SSPD distance: the HCA method with
single linkage criterion method gives the worst results, while the textitHCA method with
ward and AP appear to give the best results. For all methods a plateau can be observed
starting from a clusters size between 10 and 20? Adding more clusters does not decrease
significantly the Within-Like Criterion. This confirms that twenty is a good cluster size.
We can also see that with AP methods, we can not find less than 20 clusters with DTW,
43 with Frechet and 30 with OWD grid. This confirms the main drawback of the AP
method and prevents a complete comparison of the performance of the studied distances
using this clustering method.
Figure 1.18 – Evolution of the Between-Like (a) and Within-Like (b) criteria depending
on cluster size for clusterings obtained using DTW and Hausdor . In (c), Within-Like
criterion is displayed with a reduced scale of 0 to 30.
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Figure 1.19 – Evolution of the Between-Like (a) and Within-Like (b) criteria depending
on cluster size for clusterings obtained using OWD grid with precision equal to 7. In (c),
Within-Like criterion is displayed with a reduced scale of 0 to 30.
1.A.1.2 Analysis of the distance
In figure 1.20 we can observe the evolution of the Within-Like and the Between-Like
criteria for the two best clustering methods, the HCA WARD and the AP for the Cal-
train city center dataset. Once again, the same conclusion can be made on this dataset
compared the Caltrain downtown dataset, whose results are discussed on Section 1.2.6.5.
The Warping-based distances, LCSS and DTW, give the poorest results with LCSS be-
ing significantly worse than DTW. The two shape-based distances Frechet and Hausdor 
give better results. The evolution of their criteria is very similar to one another. The
Discrete Frechet distance obtained is between these two types of distances. These results
confirm that shape-based distances are better adapted than warping-based distances for
our objectives. The OWD grid still gives the best results.
1.A.1.3 Visual results
On Figures 1.22 and 1.23 we can observe more visual results of the clustering of trajectories
with CAH WARD clustering applied on a distance matrix computed with SSPD methods
for both the Caltrain city center and Porto Sao Bento datasets. The number of clusters
are 25 and 45 respectfully.
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Figure 1.20 – Evolution of the Between-Like (a) and Within-Like (b) criteria depending
on cluster size for all distances using the HCA-WARD and the AP method on the Caltrain
city center dataset
Figure 1.21 – Evolution of the Between-Like (a) and Within-Like (b) criteria depending
on cluster size for all distances using the HCA-WARD and the AP method on the Sao
Bento city center dataset
1.A.2 A python package : trajectory distance
Nine distances have been implemented in python and are available within a Python mod-
ule :trajectory_distance. These distances have all been implemented in both Python and
Cython. The Python implementation handles all trajectories, whatever their dimensions
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Figure 1.22 – Clustering results with SSPD distance and the isolated clusters for Caltrain
city center dataset
Figure 1.23 – Clustering results with SSPD distance and the isolated clusters for Caltrain
city center dataset
are. Distances have also been implemented in Cython. Cython is a language which enables
the declaration of static variables and the use of the C math library. Hence the imple-
mentation handles only 2-D trajectories. For 2-D trajectories the default implementation
use is the cython one, unless the implementation parameter is set to python.
The implementations of the warping distances, DTW, LCSS, EDR and ERP, follow
the same template. These distances are computed recursively, starting from the first points
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Table 1.8 – Python Package
Distance Euclidean Haversine Cell Parameters
DTW X X None
LCSS X X ‘
EDR X X ‘
ERP X X g
Discret_Frechet X None
Frechet X None
Hausdor  X X None
SOWD grid X Converted, Precision
SSPD X X None
of the trajectories, and for all combinations of sub-trajectories. They are then computed
according to their recurrence formula and the cost function detailed in Table 1.4. DTW
does not require any parameters. LCSS and EDR require ‘ parameter, which is the dis-
tance threshold for which locations are considered equal or not, while for ERP the g is
a zero vector œ Rn, where n is the trajectory dimension. All these distances have been
implemented using the Euclidean Distance. But they can be also be computed using the
Haversine distance (see Definition 38) which compare distances in meters. When trajec-
tories are built with longitude and latitude coordinates, it is easiest to select and ‘ values
in meters.
The Discret_Frechet distance and the Frechet distances have been implemented ac-
cording to the algorithms described in [Alt and Godau, 1995] and [Eiter and Mannila,
1994] respectively. These algorithms are defined on an Euclidean space. Hence, their im-
plementation is not available with the Haversine Distance
The SSPD distances implementation follows the definition presented in section 1.2.4.
Due to their similarity, the Hausdor  distance follows almost the same implementation.
They are both implemented using Euclidean and Haversine distances.
Finally, the OWD grid is the only distance not implemented using the neither with
Euclidean nor Haversine distances. The trajectories need to be mapped in a grid space,
then a distance between cell is computed knowing that the distance between two adjacent
cells is equal to 1. The trajectories then need to be mapped in a grid space. We use the
Geohash system to accomplish this task. It is based on a hash function which subdivides
the geographical space into a grid. Di erent precision parameters of this grid are available
from 1 (5009.4km x 4992.6km cell) to 12 (3.7cm x 1.9cm cell). The hash function enables
quick mapping of latitude/longitude coordinates to the appropriate grid. This implies that
the OWD grid implementation is limited to longitude/latitude coordinates so far, except
if the trajectory coordinates are already mapped to a grid space. Once the trajectory
locations have been mapped to a grid, we implemented a algorithm to find all grids they
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crossed between two locations in order to obtain the grid representation of the trajectory
as defined in Definition 20. Once the trajectory has been mapped to a grid, we compute
the OWD grid, with the grid algorithm defined in [Lin and Su, 2005].
The based distances and the parameters required for all the distances are detailed in
Table 1.8.
1.A.3 Newtork constrained clustering
Vehicles on roads, cannot move freely. Their trajectories are constrained by the underlying
spatial network. The main advantages of this type of method are obvious. If we can match
the GPS data of the trajectory to the road network, we can improve its precision. Also, It
can be possible to retrieve the exact path between two locations, taking into account the
available roads. However, matching GPS data to a road network requires a considerable
amount of work. We did not consider these distances in our review, because it implies
knowing the road network of each studied area. Hence, it prevents a quick application
from one dataset to another. However, methods based on the underlying road network
also have been widely studied, and we present here some of these methods.
Instead of defining trajectories on Euclidean spaces as a set of successive locations,
trajectories are defined on graph G(V,E) and can be defined as a set of successive vertexes
or edges:
Definition 24 (Vertex Trajectory). Tv: ((v1, tv1), . . . , (vnT , tvnvT )) , where vk œ V , and nv
is the length of the vertex trajectory.
Definition 25 (Edge Trajectory). Te: ((e1, te1), . . . , (enT , tene )) , where ek œ E, and ne is
the length of the edge trajectory.
New distances can then be established based on graph theory.
1.A.3.1 NETSCAN (Han et al., [Kharrat et al., 2008]) 2008
Han et al. proposed the NETSCAN algorithm based on the density based algorithms DB-
SCAN. It is a two-step clustering algorithm, which takes advantage of the road network
to estimate the object density. The first step in NETSCAN is to find the network paths
that are the densest in terms of moving objects transiting on them, using a transition
matrix relative to the road network. This step requires the definition of the same param-
eters used in DBSCAN: density threshold MinPts and similarity threshold ‘seg. In the
next step, NETSCAN groups the trajectories according to their similarity to each dense
path generated in the first step. The similarity measure used in this step compares two
trajectories where one is the reference. This measure reflects the resemblance to an object
and it is not symmetric. The similarity is computed as the ratio between the common
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length among trajectories and the length of the reference trajectory
Sim_traj = Lenghth(commonpart)
Lengt(reftraj)
For each dense path, hNETSCAN computes the similarity for each trajectory. If the
similarity is above a user defined threshold value, ‘traj, then the trajectory is kept in the
cluster.
1.A.3.2 Network distance measure (Tiakas et al.,2009[Tiakas et al., 2009])
Tiakas et al. established a Network distance measure between two vertex trajectories T iv
and T jv as the sum of a given cost d between vertexes that compose them.
Definition 26 (Network Distance Measure).
Dnet(T iv, T jv ) =
1
nvm
vvmÿ
k=1
d(vik, vjk).
The cost distance d between vertexes could be defined as d(vk, vl) = c(vk,vl)+c(vk,vl)2DG or
d(vk, vl) = Îvk,vlÎ22DG where c(vk, vl) is the shortest path distance from source node vk to a
destination node vl and DG is the maximum value of the shortest path distance over all
pair of vertexes (i.e. DG = max{c(vk, vl)},’vk, vl œ V (G)).
On the other hand, time information is independently computed. A distance with
respect to time, Dtime is given by incorporating time information.
Dtime(T i, T j) =
1
nvm≠ 1
nvm≠1ÿ
k=1
|(tivk+1k + 1≠ tivkk)≠ (tjvk+1k + 1≠ tjvkk)|
max{(tivk+1k + 1≠ tivkk), (tjvk+1k + 1≠ tjvkk)}
. (1.4)
Finally, the total distance can be expressed as follows:
Dtotal(T i, T j) = Wnet ·Dnet(T i, T j) +Wtime ·Dtime(T i, T j), (1.5)
where Dtotal is a true distance.
This distance assumes that the compared trajectories have the same length nvT . If
the trajectories do not have the same lengths, the sub-trajectory of the longest trajectory
which matches the most the shortest one is used. But the trajectories are never compare as
a whole. It makes this distance use full for query processing, but not for global comparison.
Moreover no information is provided regarding the choice of Wnet and Wtime.
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1.A.3.3 NNCluster [Roh and Hwang, 2010] 2010
Roh et al. adapt the Hausdor  distance to network-constrained category.
Definition 27. Road segment distance The road segment between ek and el is defined as
follows:
DRoadSeg(vi, vj) = max
Y___]___[
min{dsp(vk,s, vl,s), dsp(vk,s, vl,e)}
min{dsp(vk,e, vl,s), dsp(vk,s, vl,e)}
min{dsp(vl,s, vk,s), dsp(vl,s, vk,e)}
min{dsp(vl,e, vk,s), dsp(vl,s, vk,e)}
Z___^
___\
Definition 28. Trajectory distance The Trajectory distance between T i and T j is defined
as follows:
DRoadTraj(T i, T j) = max
Y][ maxeikœT i minejlœT j{DroadSeg(e
i
k, e
j
l )}
maxejlœT j mineikœT i{DroadSeg(e
j
l , e
i
k)}
Z^
\
This distance inherits the advantage of the SSPD distance listed in section 1.2.4.
Moreover it respects the real topology of the trajectory and is a metric. The NNCluster is
based on this given distance. The idea of the NNCluster is to cluster trajectories together
if they have a common nearest neighbour. Clusters are first initialized based on nearest
neighbour. Then each cluster is extended based on a distance between clusters which is
the trajectory distance between exemplars of each cluster.
1.A.3.4 NEAT (Han et al., [Han et al., 2012]) 2012
The NEAT algorithm is a density-Based algorithm with respect to the network. The
trajectory Tf j is defined as a sequence of t-segments, tf ji , which are consecutive points of
the same trajectory linked to the same edge.The Neat Algorithm is a three step algorithm:
• Base cluster: T-fragments from all trajectories are grouped into base clusters, S,
according to their edge identifier. Se = {tf ji | tf ji œ T , tfi.edge = e}.
• Flow cluster formation: Starting from the base Cluster Se with the highest density
do build a flow cluster. Base clusters are then iteratively merged to the flow cluster
according to three parameters which are the flow factor q, the density factor k and
the speed limit factor v which are merged into a unique criterion called the merging
selectivity SFj = wq.q + wk.k + wv.v. The base cluster having the highest merging
selectivity value is merged with the flow cluster. The iterations stop when the last
base cluster merged to the flow cluster has no neighbor.
• Phase 3 - Flow cluster refinement: Cluster Flow cluster with DBSCAN according to
an adapted Hausdor  distance on trajectory mapped on Graph.
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Given two flow clusters Fi and Fj with endpoints {vi1, vi2} and {vj1, vj2} respectively,
the Hausor  distance on a graph is defined as:
DHausGraph(Fi, Fj) = maxaœ{vi1,vi2}minbœ{vj1,vj2}(Dsp(a, b))
Figure 1.24 – The NEAT algorithm
According to the value of the weight, wq, wk, wv we choose, di erent clustering can be
found using the NEAT algorithm. Increasing wk results in clusters where tra c is highly
concentrated while increasing wv will produce flow clusters that describe the routes where
objects can travel the fastest. This method is e ective in finding roads with high density.
But it clusters t-segments in one and only one cluster which is really restrictive if we want
to cluster all trajectories in an area.
1.A.3.5 Bag-of-Segments similarity (Rossi and El Mahrsi, [El Mahrsi and
Rossi, 2012])Rossi 2012
Rossi and El Mahrsi compare trajectories on a segment-basis. They do not take into
account the order of the segments composing a trajectory. Rossi and El Mahrsi [El Mahrsi
and Rossi, 2012] consider trajectories as a set of edges. They assign first a weight to each
segment (edges) e for every trajectory T i. This weight, Êe,T is assigned in a TF-IDF (Term
Frequency - Inverse Document Frequency) way..
1.A Appendix 47
Êe,T =
length(e)ÿ
eÕœT i
length(eÕ)
· |T
Õ|
|{T Õ : e œ T Õ}| , (1.6)
where length(e) is the spatial length of the segment e, |T | is the cardinal of the data
set T and |{T Õ : e œ T Õ}| the cardinal of the subset of trajectories containing the segment
e.
First Term of the product defines the importance of segment e in the trajectory t as
the ratio of the length of e over the total length of the trajectory. The second term is
the inverse of the importance of the segment over the all set of trajectory. The less the
segment is present over all trajectory, the more significant he is for the trajectory T . This
weight is inspired by the TF-IDF weight, widely used in text mining.
Then the cosine similarity measure as follows:
similarity(T i, T j) =
ÿ
eœE
Êe,T i · Êe,T jÛÿ
eœE
Ê2e,T i ·
Ûÿ
eœE
Ê2e,T j
. (1.7)
1.A.3.6 Conclusion
Due to the precision of the road network, numerous methods can be established regarding
of the final objective. Instead of using nodes of the graph, Hwang et al. (2005[Hwang et al.,
2005a]) only use the point of interest (POI) of the graph (important intersections of roads
or places), while Han et al. (2012[Han et al., 2012]) cluster trajectories based on tra c
flows. All these methods are e cient, precisely because they are based on a constrained
network. But they assume that GPS data and their situation are perfectly mapped on the
road network, which is not always an easy thing, and strongly dependent on the precision
of the GPS device. Tiakas et al., (2009[Tiakas et al., 2009]) and Hwang et al.(2005,[Hwang
et al., 2005a]) even assume that each nodes where the trajectories go through are known.
Often this information is not sure. When the time interval between two GPS locations
is significant, several path on the graph are possible to link the locations. The path can
go trough di erent nodes. Moreover, the road network can be really dense, and the GPS
data is not accurate enough to place them on the graph.

Chapter 2
A new model for road tra c
modelling and predictive application
In the previous Chapter, we presented a clustering method producing clusters of trajectory
which represent the main pattern of the behaviours of the drivers. The partition obtained
contains then information about how the drivers used the network than can be used in
order to solved di erent problems. However Two questions remains in order to be able to
solve these problems:
• The clustering of trajectory regroups trajectories according to their spatial proper-
ties. Hence the partition obtained describes the main paths used by the drivers, but
does not describe how the driver are moving within each of these paths. However,
the way the drivers are moving along a path can be really di erent from one another.
It is necessary to be able to compare them according to the way they are moving,
but also according to more local features, such as their transit time at a given point,
their arrival location, etc... Hence, the first question is: How to model the space in
order to catch the movement of the drivers within each of the clusters of trajectory
?
• Assuming the first question is solved, and we are able to describe the way vehicles
are moving within each cluster and to compare them. To take advantage of this
modelling for a trajectory, it implies that this trajectory belong to one of the cluster.
The trajectories that belong to the dataset used for the clustering are assigned to
their cluster. But a new trajectory, for which prediction method are needed, is not
linked to any of theses clusters. Hence, the second question is: How to link a new
trajectory, which is not part of the dataset used for the clustering, to the cluster he
belongs the most likely ?
We present in this chapter, a method enabling to solved both of these problems.
We model for that each of the clusters of trajectories with a Gaussian Mixture Model.
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This probabilistic model provides two significant advantages. First it divides the space
into states. The trajectories can therefore be interpreted as succession of state enabling to
extract features and quick comparison between them. Secondly, the space is then modeled
by several Gaussian distributions, it enables then quick evaluation of the probability for
a location to belong to one of these Gaussian distributions. Hence this will enable us
to both assign a new trajectory to the cluster it belong the most likely and therefore,
develop and apply prediction methods. The Section 2.1, is a paper, submitted in IEEE
Transactions on Intelligent Transportation Systems magazine, in which we describe in
detail how we establish the model. We also describe in this paper how we assign new
trajectories to cluster of trajectory. Finally we develop a method on this model enables
to predict the final destination of a vehicle trips. Experimental results are provided for
both these methods. In Section 2.2 two other methods are develop, based on the model,
in order to predict the arrival time of a vehicle trip, and its next location during the
accomplishment of this trip. We then prove in this Section that the way we model the
space enables to easily define new methods to compare trajectories to each other and then
application to solved di erent tra c problems.
2.1 Destination prediction by trajectory distribution
based model
2.1.1 Introduction
Monitoring and predicting road tra c is of great importance for tra c managers. With
the increase of mobile sensors, such as GPS devices and smartphones, much information is
at hand to understand urban tra c. In the last few years, a large amount of research has
been conducted in order to use this data to model and analyze road tra c conditions. The
aim of this paper is to tackle the issue of predicting the destination of vehicles given a prefix
of their trajectory. It is useful to predict the final destination for several reasons. Some
applications focus on recommending sightseeing places or targeting advertising based on
a destination. These applications and advertising appear on our smartphone. They are
not necessarily aware of the final destination of the user if he uses a cab or if he uses
a know route previously taken and does not have indicated his final destination on his
personal device. The prediction of the final destination is essential for these applications.
Some research are also ongoing to automatically set destination in navigation systems
based on our daily ride habits. Finally for cabs, predicting the final destination of a taxi
has become an essential task. Cab companies, recently adopt electronic dispatch systems
instead of VHF-radio systems. In most cases, taxi drivers operating with an electronic
dispatch system do not indicate the final destination of their current ride. Hence, it is
extremely di cult for dispatchers to know which taxi to contact. in order to improve
the e ciency of electronic taxi dispatching systems it is important to be able to predict
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the final destination of a taxi while it is in service. Particularly during periods of high
demand, there is often a taxi whose current ride will end near or exactly at a requested
pick up location from a new rider. If a dispatcher knows approximately where their taxi
drivers will be ending their current rides, they would be able to best identify which taxi
to assign to each pickup request. This problem has been the subject of a Kaggle challenge
entitled "ECML/PKDD 15: Taxi Trajectory Prediction (I)"[kaggle, 2015].
The observations are time-stamped locations that correspond to the di erent positions
of vehicles moving within a city monitored at di erent observation times. When dealing
with a dataset composed of trajectories, the di culty lies in the fact that the data convey
both spatial information (locations of the vehicles on the map of the city) and temporal in-
formation (for each vehicle, the locations are indexed by time, which creates a sequence of
locations that compose a full trajectory). Hence the data have a spatio-temporal structure
that must be taken into account in order to model their evolution while the trajectories
of the destination points to be predicted are unknown. Vehicle trajectories are also con-
strained to a road network which makes their time progression very irregular. Locations
of vehicles can be seen as two-dimensional data in R2, that have to be compared to one
another, taking into account characteristics of the trajectories they belong to, such as
origin and destination.
In this paper, we propose a method that relies on a distribution based model for the
trajectories. We first focus on the temporal structure of the data and gather the locations
into clusters of points that belong to similar trajectories. For this, we rely on a distance
that takes into account the geometric properties of trajectories which was developed in a
previous work [Besse et al., 2016]. Then, we model the observations within each obtained
cluster by the realisation of a random variable that must be estimated with a distribution
on R2. This estimation step is achieved by considering a mixture of 2-dimensional Gaussian
distributions fitted to the data by a maximum likelihood procedure. Thus, each cluster
of trajectories corresponds to a parametric distribution model obtained by a mixture of
Gaussian distributions. Using this procedure, we obtain a distribution model for points
based on the assumption that they belong to a cluster of trajectories. Forecasting the
destination of vehicles is a two step procedure :
• we first attribute the observed path of these vehicles to a cluster of trajectories and
• then extract from the trajectories within the cluster a feature that stands for the
final destination point.
Hence using the learning set, we obtain a density classification method based on prelimi-
nary trajectories clustering. In addition to the forecast properties of this model that will
be analysed on the taxis data set, this methodology provides a probabilistic model for
spatio-temporal analysis of vehicle flows. It enables the extraction of distribution mobility
patterns in an vehicle transportation system in order to understand urban mobility and
flow.
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The paper is organised into the following sections. Section 2.1.2 is devoted to the
presentation of the data and the related work. In Section 2.1.3 we present how we obtained
trajectories clustering by using a proper distance that takes into account the spatial
properties of vehicle trajectories. Section 2.1.4 describes the issue of clustering points into
clusters of trajectories with a mixture of Gaussian distributions and how to use these
models to predict the final destination of taxi trip. Finally, in Section 2.1.5, we present
the experimental results and the performance of our models.
2.1.2 Presentation of the forecast problem and related work
Consider vehicles’ location data that consist of locations p(t) œ R2 observed at several
observation times t that may di er for each vehicle’s path. As an example of such data,
through the paper we will test our procedure using two di erent datasets. The first con-
tains over 11 million taxi-GPS samples of approximately 500 taxis collected over 30 days
in the San Francisco, United-States[Piorkowski et al., 2009]. The second contains more
than 83 millions taxis-GPS data points describing July 2013 to June 2014 for all 442 taxis
in circulation in Porto, Portugal. This dataset has been provided for a Kaggle Competi-
tion [kaggle, 2015]. This dataset is also composed of metadata associated to the taxi trips,
such that client, taxi stand or taxi identification but the dataset in San Francisco only
got the taxi identification. Hence, we deliberately do not use these attributes because we
want our method to be easily adapted from one dataset to another. We only use locations
in R2 and the associated timestamp.
Our goal is to be able to determine the final destination point by observing the be-
ginning of a trajectory. This issue is common to various area and data, animal migrations
[Ga ney and Smyth, 1999], VideoFrames applied on Robotic [Kruse et al., 1997], Human
[Vasquez and Fraichard, 2004] Vehicle on crossroads [Hu et al., 2006], or GPS data to
study behaviour in Urban Commercial Complexes [Kim et al., 2011]. But vehicle trajec-
tories are very di erent objects, they are constrained to a road network and have very
irregular time progressions. The study of destination prediction requires comparing the
information of previous trajectories with the current location of trajectories in order to
identify the destination. Many authors have already discussed this issue. In the winning
solution of the Kaggle-ECML/PKDD discovery challenge on taxi destination prediction,
De Brebrisson et al. [de Brébisson et al., 2015] used a multi-layer perceptrons neural net-
work on features vector composed of coordinates of beginnings of trajectories, and diverse
context information, such as the departure time, the driver id and client information.
Their training set has been built to match the trajectories in the test set’s competition.
If this solution can easily be adapted to other datasets, it implies a new training for some
tested trajectories using more location information. Moreover, neural network scores are
hard to interpret and can not be used to better understand the characteristics of the
dataset. Krumm et al. [Krumm and Horvitz, 2006] and Ziebart et al. [Ziebart et al., 2008]
also used external information, in addition to historical trajectories, such as travel time,
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trajectory length, accident reports, road condition, and driving habits. They incorporate
this information into Bayesian inference to compute the probabilities of predicted desti-
nations. Parteson GRAPH et al. [Patterson et al., 2003] also used a Bayesian method to
predict destination but for specific individuals based on their historical transport modes.
The main idea of these studies is to use the external information to enhance the quality
of the prediction. It then becomes dependent on the presence of this information and is
inapplicable without them.
Monreale et al [Monreale et al., 2009] built a decision tree, named T-pattern Tree based
on extracted movement patterns and predicted the next location of a new trajectory
finding the best matching path in the tree. Tiesyte and Jensen [Tiesyte and Jensen,
2008] proposed a nearest-neighbour trajectory method that utilised distance measures to
identify the historical trajectory most similar to the current partial trajectory.
Finally, most of the work dealing with destination prediction issue uses probabilistic
methods based on the location to identify the most probable location after creating the
probability model. Among them, the Markov model has been widely applied in predicting
destinations. Ashbrook et al. [Ashbrook and Starner, 2003] find potential destinations by
clustering GPS data, then predicting destinations from these candidates based on Markov
models trained to find the next most likely destination based on those recently visited.
Gambs et al. [Gambs et al., 2012] determined the destination by using the mobility Markov
chains from the sequence of the POI (Point of Interest) to create the model. Simmon et
al. [Simmons et al., 2006] also built the probabilistic model through observation of the
drivers’ habits. All these studies build prediction based on habits of one or a group of
specific individuals based on their historical trips. But they require knowing the identity of
the driver. Xue et al. [Xue et al., 2013] proposed a method which decomposes all available
patterns into subtrajectories of neighboring locations. The subtrajectories are assembled
into synthesized trajectories. Then, they build the Markov model, which quantifies the
correlation between adjacent locations. The main drawback of both bayesian inference
and the Markov model is in establishing how well they discretize the space. Either they
use the true road network, [Patterson et al., 2003, Ashbrook and Starner, 2003, Simmons
et al., 2006], which requires significant amount of extra work to map the GPS data to
the graph network, or they use a grid of square cells [Krumm and Horvitz, 2006, Ziebart
et al., 2008, Xue et al., 2013] which is a rough representation of the space and produces
results dependent on the choice of the discretization of the grid.
Choi and Hebert [Choi and Hebert, 2006] present a Markov model based on segments
of the trajectories, where latent segments are obtained by clustering segments of past
trajectories. New trajectories are then modelled as a concatenation of segments, which
are assumed as noisy realisations of the latent segment. One of the major drawbacks of
this method is that it is used for short term prediction (at most 10 seconds ahead). Wiest
el al. [Wiest et al., 2012] proposed a probabilistic trajectory prediction based on two types
of mixture models. They also predict the vehicles trajectories only several seconds into
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the future.
2.1.3 Model to Cluster Trajectories
In this section we describe how we cluster trajectories. We first recall the definition of
trajectory used in this paper.
Definition 29. A trajectory T i is defined as
T i : [(pi1, ti1), . . . , (pini , tini)],
where pik œ R2, is composed of the longitude and the latitude of the observation, tk œ R is
the time at which the observation has been made ’ k œ [1, . . . , ni], and where ni œ N is
the length of the trajectory T i.
To cope with the sampling issues of trajectories, we first complete, when required,
the locations between pij (at time tij) and pij+1 (at time tij+1) by the piece wise linear
representation between each successive location pij and pij+1 resulting in a line segment sij
between these two points. This new representation is called the piece wise linear trajectory.
In this representation, no assumption is made about time indexing of segment sij.
Definition 30. A piece wise linear trajectory is defined as T ipl : (si1, . . . , sini≠1) , where
sij = [pij, pij+1] œ R4 and nipl is the length of the piece wise linear trajectory.
The length of the PL-trajectory nipl is the sum of the lengths of all segments that
compose it : nipl =
q
jœ[1...ni≠1] Îpijpij+1Î2.
In a previous paper[Besse et al., 2016], we proposed a method to cluster trajectories
based on the behaviours of the users. This clustering is obtained by hierarchical clustering
with the ward linkage criterion based on a distance between trajectories, the Symmetrized
Segment-path-Distance.
Definition 31. Symmetrized Segment-Path Distance
DSSPD(T 1, T 2) =
DSPD(T 1, T 2) +DSPD(T 2, T 1)
2 .
where
DSPD(T 1, T 2) =
1
n1
n1ÿ
i1=1
Dpt(p1i1 , T
2).
and where Dpt(p, T ) is the minimum distance from the point p to the piecewise represen-
tation of the trajectory T .
This distance compares trajectories as a whole, regardless of their time indexing or the
number of locations that compose them. It enables us to produce clusters of trajectories
describing the tra c flow of the trajectory set T . The partition, C(T ) of T shows the
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Table 2.1 – Notation
T The set of trajectories
T i The ith trajectory of set T
ni Number of locations in trajectory T i
pij The jth location of T i
tij The time index of location pij
li Label of the ith Trajectory
T m = {T i|li = m} Set of trajectories in cluster m
Pm = {pij|li = m} Set of points in cluster m
C(T ) = {T 1, . . . , T K} Set of cluster of trajectories
K Number of clusters of trajectories in C(T )
lij Label of the location pij
Pmn = {pij|lij = m, li = n} Set of points in cluster (m,n)
C(Pm) = {Pm1 , . . . ,Pmkm} Set of points cluster
km Number of clusters of points in C(Pm)
#S Number of elements in the set S
K main paths taken by the users. The number of clusters K, is not fixed. It depends on
the dataset, or the precision we want to use in order to described it. In Section 2.1.5, we
discuss the choice of K for both datasets according to the values of the di erent quality
criteria described in the same Section.
2.1.4 A Probabilistic Model for Trajectory Classification
After obtaining clusters of trajectories that discriminate the main patterns of the tra c
flow in the city, we aim to predict the final destination of a vehicle for which we only
observe the beginning of its path. Hence, We observe a succession of locations in R2. To
assign these points to a cluster of trajectories, we model the clusters by a mixture of 2d
Gaussian distributions. Thus, for each cluster, we obtain a Gaussian likelihood estimated
using only the data belonging to this cluster. The observed locations will then be assigned
to the most likely cluster according to these di erent likelihoods.
2.1.4.1 Points Partitioning within Clusters of Trajectories
In the previous Section we have obtain K clusters of trajectories, T m, for m œ [1 . . . K].
For a new trajectory, we want to be able to predict its final destination. We only observe
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Figure 2.1 – Structure of the Learning and Prediction steps of the system
the beginning of its path, which is represented as a succession of locations in R2, and we
want to evaluate its probability to belong to the each cluster of trajectory. For that we
will then consider the set of points Pm which is composed of all the points that composed
the trajectories within the mth cluster of trajectories, T m. We build a Gaussian mixture
model for each of this set of points, Pm. The Gaussian mixture model will then produce
a partitioning of each set of point Pm, to km subsets: Pmn for n œ [1, . . . , km]. Hence we
denote by m the mth cluster of trajectory and by (m,n) the nth cluster of point within the
set of point, Pm. These notations are resumed in Table 2.1, and we can observed Figure
2.1, the diagram of the di erent steps of methodology.
A Gaussian mixture model assumes that all points from Pm are generated from the sum
of km Gaussian distributions „ , which are, in our case, 2-variate Gaussian distributions.
Definition 32. A Gaussian Mixture Model is a weighted sum of km component Gaussian
densities as given by the equation,
 m(p) =  (p| m) =
kmÿ
k=1
Êmk · „mk (p),
where Êmk is the mixture weight, i.e. the prior probability for any point p belonging
to the kth cluster, such that qkmk=1 Êmk = 1, and „mk (p), i = 1, . . . , km are the component
Gaussian densities.
Each component density is a Gaussian density on R2.
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Definition 33. The density function of a normal distribution, „mk , is defined as,
„mk (p) = „(p|µmk , mk )
= 1Ò
(2ﬁ)2| mk |
e
Ë
≠ 12 (p≠µmk )tr·( mk )≠1·(p≠µmk )
È
,
where µmk œ R2 and  mk œ R2x2 are respectively the location and the covariance matrix
of „mk , and | mk | is the determinant of the matrix  mk .
 m = {Êm1 , µm1 , m1 , . . . ,Êmkm , µmkm , mkm} is the list of parameters of the GMM distribu-
tion  m.
To evaluate the parameters  m, we use the maximum likelihood estimation. Its aim is
to find the parameters which maximise the likelihood function of  m, given the training
set Pm. The GMM likelihood, can be defined as,
L( m|Pm) = Ÿ
pœPm
 m(p). (2.1)
The maximum likelihood estimators,  mML, are the parameters which maximise the
GMM likelihood function.
 mML = argmax
 
L( m|Pm). (2.2)
For each GMM, this maximum likelihood estimators,  mML, is estimated for di erent
values of k, from 1 to 20. The number of components km is then set to the value which
maximise the criterion information BIC = ≠2 lnL( m|Pm) + k ln(|Pm|).
km = argmax
kœ[1,...,20]
BIC(k). (2.3)
We used the BIC criterion instead of the AIC criterion because it enabled to produc-
ing models using fewer parameters while producing similar results. The complete set of
trajectories is then modelled by the set of K GMM ’s, one for each set of points, Pm. Each
of these sets has been partitioned into km groups : C(Pm) = {Pm1 , . . . ,Pmkm}. Using this
modelling procedures, we obtain several cluster of locations, each one corresponding to a
mode of the estimated Gaussian mixture distribution. We got a density based clustering
of the cloud points, which produces a data driven grid of similar points within a cluster
of trajectories.
Now that we have described the space, we want to use the model to predict the final
destination of a new trajectory in progress: T c. We consider this trajectory at a given time
tcn at which the trajectory is composed of n locations, i.e., T c : [(pc1, tc1), . . . , (pcn, tcn)].
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For that, we want to be able to assign the new trajectory to the cluster of trajectories
it most likely belongs. For this purpose we compute the simple score, sm(T c) for all the
GMM s  m. The score is the value of the likelihood function of  m given the points that
compose the trajectory T c. It represents how likely the trajectory T c belongs to the cluster
m.
Definition 34. The simple score, sm(T c), for a trajectory, T c, to be assigned to the cluster
m is defined as:
sm(T c) =L( mML|T c)
=P (T c| mML) (2.4)
=
nŸ
j=1
 m(pcj| mML)
In this way, we can assigned the trajectory to the cluster with the highest simple score.
lcguess = max
mœ[1...K]
sm(T c). (2.5)
We highlight the fact that this method enables us to compute a score for the trajectory
and for each cluster. The trajectory is not attributed to one cluster and one cluster
only. This is relevant because when only a few points of the trajectory are known, we
cannot always be totally certain of the final destination. Several destinations are possible.
Hence the score computed is a probability that the trajectory belongs to the cluster of
trajectories. We also emphasise that this simple score can easily be updated if we have
more information about the trajectory in progress T c. Hence if we consider the simple
score, sm(T c), computed at time tn at which the trajectory is composed of n locations,
and a new location pcn+1 of the trajectory T c observed at time tcn+1, we can estimate the
updated value smú (T c) of the simple score according to this equation:
smú (T c) =
n+1Ÿ
j=1
 m(pcj| mML) (2.6)
=sm(T c) ·  m(cj+1| mML)
It is then quite easy to update the simple score between a trajectory in progress and the
di erent cluster of trajectories. This characteristic will allow us to then apply prediction
in real-time.
2.1.4.2 Complete Model
We want to test the influence of auxiliary variables on the quality of our classification
method, such hour of the day, or day of the week, during which the trip takes place.
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The likelihood score as defined in Definition 34 does not take into account contextual
information. However, we can assume that prior knowledge may help to discriminate the
trajectories. Indeed, a path may more likely be taken than an other at a given hour of the
day or day of the week. We look forward to verifying this hypothesis by including auxiliary
weights. For this we define a new complete score taking into account the following weights.
Definition 35. The complete score, smc (T c), for a trajectory, T c, to be assigned to the
cluster m is defined as:
smc (T c) = Lap( mML|T c, Ec)
= P (Ec| mML)P (T c| mML)
= –(m,hc, dc)
Ÿ
pcjœT c
 m(pcj| mML)
The definition of the complete score(35) is generic. hc œ [0, . . . , 23] and wc œ [1, . . . , 7]
are respectively the hour of the day and the day of the week at which the trajectory T c
begins. This information can be interpreted in di erent manners which will result in a
di erent value for the auxiliary weight –(m,hc, wc) according to the information we are
taking into account. We define three di erent weights:
• The Empirical weight describes the distribution information of the trajectory cluster.
aemp(m) =
#T m
#T .
• The Weekday weight describes the distribution information of the trajectory cluster
at a given day of the week,
awd(d,m) =
#{T c | T c œ T m, dc = d}
#{T c | T c œ T , dc = d} .
• The Hours weight describes the distribution information of the trajectory cluster at
a given hour of the day,
ah(h,m) =
#{T c | T c œ T m, hc = h}
#{T c | T c œ T , hc = h} .
The auxiliary weight –(m,hc, wc) is the product of any combination of these weights.
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2.1.4.3 Model for Final Destination Prediction
We present here how our model can be used to predict the final destination of the user
trips. We have defined, in the previous sections, a simple score and a complete score for
each trajectory to belong to a cluster of trajectory. Hence we can assign the new trajetory
to the clusters it most likely belongs. We can then use the information from the trajectories
that compose these clusters to predict the final destination of the new trajectory. From
this, we define two di erent methods for predicting final destination.
On the one hand, we consider only the trajectories from the cluster m with the highest
score.
dpred1(T c) =
1
#T m
ÿ
i s.t.
li=m
pini
= dm, s.t. m = lcguess,
(2.7)
where dm is the mean of the locations of all final destinations of the trajectories in cluster
T m, and lcguess is determined according to Equation 2.5.
On the other hand, in order to take advantage of the fact that the trajectory T c is not
strictly assigned to one and only one cluster, we define, dpred2 , as a weighted sum of the
mean final destination of every cluster.
dpred(T c) =
Kÿ
m=1
sm(T c)qK
k=1 s
k(T c) · d
m
=
Kÿ
m=1
smw (T c) · dm,
(2.8)
where smw (T c) is the weighted a nity score of sm(T c) The complete score can be used
instead of the simple score to take into account the e ect of the auxiliary variable in the
final destination prediction. Both final destination formulas are computed using the mean
of the locations of all final destinations dm which is a constant, and the simple score,
sm(T c), which, as we have seen Equation 2.6.
2.1.5 Experimental Results
In this section we present experimental results to evaluate both classification and final
destination’s prediction methods. To evaluate prediction error, we use the Haversine Dis-
tance (see Definition 38), which is the evaluation metric used in the Kaggle competition
[kaggle, 2015]. The Haversine Distance measures distances between two points on a sphere
based on their latitude and longitude. We use a 10-cross validation method to calculate
this error by learning on 90% the data: the training set Ttrain, and forecasting the remain-
ing 10%: the test set Ttest. The error forecast is the average for all the training sets. We
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Figure 2.2 – Caltrain Station, San Francisco Dataset and its Partitioning in 25 clusters
repeat this operation ten times, such that every set has been considered as the test set,
to ensure a more accurate estimation of model prediction performance.
To evaluate our method during trajectory completion, we introduce the definition of
a partial trajectory, below. A p-trajectory, T i(p) of a trajectory T i is a subset of this
trajectory such that the length of the piecewise representation of T i(p) is at most p times
the size of the length of the piecewise representation of T i.
Definition 36. The p-trajectory T i(p),’p œ [0, . . . 1] is defined as the trajectory:
T i(p) = ((pi1, ti1), . . . , (pini(p), tini(p))) s.t.
nipl(p)
nipl
Æ p
where ni(p) is the number of locations that compose the p-trajectory T i(p).
2.1.5.1 Data And Clustering Results
To analyse our result and test its scalability, we test our model on two di erent subsets.
The first one is a subset of taxi trajectories from San Francisco[Piorkowski et al., 2009]. It
is composed of 4, 127 trajectories, all starting from the Caltrain Station and ending in an
area of size 6.327◊ 6.827 km in the center of the city. The second is composed of 19, 423
trajectories from taxis in the center of Porto [kaggle, 2015], leaving from the Sao Bento
Station and ending in a delimited area of size 8.116 ◊ 8.068 km. These two datasets are
displayed on the left in Figure 2.2 and Figure 2.3.
These two datasets are quite di erent. In San-Francisco, the road network looks like
a grid, most of the streets are either parallel or perpendicular to each other. In Porto the
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Figure 2.3 – Sao Bento Station, Porto Dataset and its Partitioning in 45 clusters
network is more irregular. These di erences will enable us to test the scalability of our
method and its capacity to be adapted on di erent datasets.
On figure 2.2 and 2.3 we can see the results of the clustering described in section 2.1.3
on the data sets from San Francisco and Porto. We can see that the clustering obtained
results in a group of trajectories tracing the same path from the selected departure points.
2.1.5.2 Trajectory Classification
To evaluate the quality of our classification, we observe the percentage of trajectories that
have been assigned to their true cluster.
Definition 37. The quality criterion, Qclass, for the classification, is the percentage of
well classified p-trajectories , ’p œ [0, . . . 1], defined as:
Qclass(p) =
#{T i(p)|liguess = li, T i œ T }
#T
In Figure 2.4, we can observe the percentage of well classified trajectories, Qclass ,
for p = 1, i.e, when the trips are completed, with respect to the number of clusters of
trajectories. These values are represented with a triangle in the Figure. We could have
expected that the quality of the classification decreases when the number of clusters
increases. But we can see that we obtain better results with 20 clusters than 5 clusters for
both the San Francisco and Porto dataset. When the number of clusters of trajectories
is low, the points that compose the trajectory are scattered. Hence the clusters of points
found with the Gaussian Mixture have covariance matrices with high values resulting in
low likelihoods and low scores. This means that a trajectory can have a low score with
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Figure 2.4 – Percentage of Trajectories Correctly Classified According to Number of Clus-
ters. Compare Best-3 Prediction.
respect to its correct cluster. This explains the behavior of the quality criterion Qclass, for
a number of clusters of trajectories between 5 and 25. The behavior of the quality criterion
is more intuitive between 25 and 100 clusters for both datasets. We can observe that the
percentage of well classified trajectories is always higher than 85% for the San Francisco
dataset and higher than 91% for the Porto dataset between 10 and 100 clusters . Moreover,
we have displayed in Figure 2.4 the percentage of trajectories for which the cluster they
belong to appears among the first two cluster predictions (represented with the circle)
and among the first three cluster predictions (represented with the square) according to
our classification method. For the San Francisco dataset the percentage of trajectories
for which the correct cluster of trajectories appears among the first two prediction is at
least 95% when the number of clusters is below 55 and at least 93.5% otherwise. This
percentage is greater than 96% when we looked at the best three predictions. For the
Porto dataset the percentages is greater than 97.5% for the best two predictions and
greater than 99% regardless of the clusters size. To asses this results it is relevant to look
at the behavior of the simple sore of the correct cluster to see if in addition to being
among the best predictions, the values of the scores of the correct cluster is high. For this
reason, we consider a one-vs-all classification for every cluster of trajectories produced by
our method.
In Figure 2.5, we can observe the ROC curves for these one-vs-all classifications and
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Figure 2.5 – ROC Curves and AUC for every clusters of trajectories.
for both datasets. We have selected a number of 25 clusters for the San Francisco dataset
and a number of 45 clusters for the Porto dataset according to the results described in
the following section. The legends of these plots indicate the AUC (Area Under Curves).
All AUC are greater than 0.90, and 17 are greater than 0.95 for the San Francisco dataset
while all but three are greater than 0.90 and 28 are greater than 0.95 for the Porto dataset.
These results show that even if some trajectories are not assigned to the correct clusters,
the simple scores for their correct cluster is always elevated. Hence we have seen that the
classification procedure, which is the first step of our prediction method (c.f Figure 2.1),
is e ective and enables us to associate a trajectory to the cluster of trajectories it most
likely belongs.
2.1.5.3 Final Destination Prediction
In this section, we present the results of our method for the prediction of taxi trips
destination. To evaluate our method we used the mean of the Haversine Distance, which
measures distances between two points on Earth based on their latitude and longitude.
Definition 38. The Haversine Distance, DH between two locations d1, d2 œ R2 is defined
as:
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Figure 2.6 – Mean Error of Final Destination Prediction According to Trajectory Com-
pletion. Compare Method 1 and 2.
DH(d1, d2) = 2 · r · arctan
AÛ
a
1≠ a
B
a = sin2
A
y2 ≠ y1
2
B
+ cos(y1) cos(y2) sin2
A
x2 ≠ x1
2
4
where (x1, y1) and (x2, y2) are the longitude and latitude of d1 and d2 respectively and
R = 6, 371(km) is the radius of the Earth. Hence, the Haversine distance returns the
distance in Km between two locations on Earth.
We can then define the quality criterion for the prediction of the final destination as
the mean of the Haversine distance between the true location of the final destination, pcnc ,
of the trajectory, T c, and the location of the prediction, dpred(T c).
Definition 39. The quality criterion, Qpred, is defined as :
Qpred(p) =
q
T cœT DH(dpred(T c(p))≠ pcnc)
#T
In figure 2.6 we can observe the results of the quality criterion, Qpred, according to
the trajectory completion. We compare the results of the two prediction methods, pred1
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Figure 2.7 – Mean Error of Final Destination Prediction According to Trajectory Com-
pletion. Compare Number of Cluster for Method 2
and pred2. Both datasets are displayed, San Francisco(a), on the left and Porto(b), on the
right, for a number of clusters of 25 and 45 respectively. For San-Francisco, we can observe
that the second method gives best results especially at the beginning of the trajectories
where Qpred is 400 meters better using pred2. As the trajectories progress, the results
continue to be better with pred2 but the di erence between the two methods decreases
and after 50% of trajectory completion, the di erence is less than 50 meters. This is
expected because the more locations we know for a trajectory, the more confidently we
can assign the trajectory to one cluster and one cluster only. Hence, the more locations
we know for a trajectory, the more closely the results are using the two methods. For
trajectories in Porto, if Qpred also gives better results with pred2, the di erence between
the method is insignificant. Nevertheless, we will still use the pred2 to compare results
according to the number of clusters.
In Figure 2.7, we can look at the same quality criterion, Qpred, according to trajectory
completion. We display these results for di erent numbers of clusters from 0 to 100.
For dataset in San Francsico (a), and for trajectory completion between 0% and 50% the
bests results are found for 5 and 10 clusters. At these completion rates, the trajectories are
more easily assigned to their correct cluster, leading to best results. For completion rates
between 50% and 100% the results found with 5 and 10 clusters are the worst, because
these numbers of clusters do not well enough describe the space. The same conclusion
can be made for 15 and 20 clusters. Up until 70% of trajectory completion, there is no
strong di erences for a number of clusters between 25 and 100. When all the trajectories
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Figure 2.8 – Mean Error of Final Destination Prediction According to Trajectory Com-
pletion. Compare Length of Trip
are completed, the more clusters we have, the more precise the prediction is. However,
we have a gain of precision of only 200 meters between 25 and 100 clusters. The more
clusters of trajectories we have, the more Gaussian Mixture we need to estimate. Hence
25 clusters of trajectories is the best compromise to well describe the space and to do so
within a reasonable computation time. For Porto dataset(b), the worst results are found
for a number of 5 clusters, for trajectory completions between 0% and 15% and between
40% and 100%. For trajectory completions from 35% to 55%, the best results are for a
number of clusters of 10 and 15, but they yield bad results after 65% and 80% trajectory
completions. The same conclusion can be made for a number of clusters between 20 and
40. We can observe that the results stabilise when the number of clusters increases from a
number of cluster of 45. The di erence of Qpred value for a number of clusters between 45
and 100 does not exceed 40 meters for trajectory completions from 0% to 80%. Similarly
to San-Francsico, when all the trajectories are completed, the more clusters we have, the
more precise the prediction is, but the gain of precision is low, only 100 meters between
45 and 100 clusters. Hence, 45 is the best choice for the Porto dataset.
In Figure 2.8, we can observe the evolution of the Qpred criterion according to the
trajectory completion for the number of clusters of trajectories selected and for di erent
groups of trajectories within both datasets. Trajectories are grouped together according
to the length of their piecewise representation. The legend color is displayed on the right
of each plot along with the percentage of trajectories which composed each group. First
of all, we can see some di erences of the repartition of the total length of the trajectories
between both datasets. For the San Francisco Dataset, there are more than 55% of the
trajectories that have a length above 2.5km and more than 25% above 4km. For the Porto
Dataset, more than 60% trajectories are below 2.5km while only 12% are above 4km. This
value, along with the di erences of sampling rate, can explain the di érence between the
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Figure 2.9 – Percentage of Trip under di erent distance error according to trajectory
completion
mean values of the Qpred criterion for both datasets. The major conclusion that we can
draw from these plots is that the behavior of the Qpred criterion is similar for a group
of trajectories with same length for both datasets except for the two groups with length
between 0 and 0.5km and between 0.5 and 1km. For these two groups, the performance
of the prediction for the San Francisco dataset is worse than the prediction for the group
of trajectories with lengths between 1 and 1.5km. These results can be explained by the
small number of trajectories that compose these two groups (below 100). However, for all
other groups the evolution of the Qpred criterion is similar for both datasets. For these
groups we can observe that the shorter the trajectories are, the better the prediction is.
These result prove that as soon as there are enough representative trajectories within
the learning set (about 500 trajectories) of a given type of trajectory, our algorithm is
able to adapt to datasets with di erent characteristics and to provide similar results. We
can also observe that the di erence of error prediction is quite large from one group to
another at the beginning of the trajectory, and is directly related to the total length of
the trajectories. This is expected because at the beginning of the trajectories, we have
little information about them, and the prediction of the final destination is almost the
same for all trajectories. But this di erence reduces quickly as trajectory progress. For
example, if we compare the group of trajectories between 1km and 1.5km and the group of
trajectories between 3km and 4km for both datasets, the di erence of the Qpred criterion
between these two groups is about 1.2km when p = 5%. This di erence is about 0.85km
for p = 45% and about 0.6km for p = 65%. These results prove the capacity of our
algorithm to adapt to di erent types of trajectories with di erent characteristics.
In Figure 2.9, we can see in detail the performance of the final destination prediction
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Figure 2.10 – Improvement of Trajectory Classification With auxiliary Information
for the number of clusters selected for both datasets. For di erent percentages of trajectory
completion, we can observe which percentage of trajectories is below a given error distance
between the final destination prediction and the true destination of the trajectories. We
can observe that the prediction results do not evolve much for trajectory completion
between 0% and 15% for the San Francisco dataset and between 0% and 20% for the
Porto dataset, which means that at this point we do not have enough information fo
improve the quality of the prediction. After these intervals, we can see that the prediction
is regularly improved as the trajectory progress.
2.1.5.4 E ect of Auxiliary Information on Classification and Prediction
In Figure 2.10 and Figure 2.11, we observe the e ect of di erent auxiliary weights described
in Section 2.1.4.2 on both the quality criteria Qclass and Qpred. We display the di erences
of these criteria with the di erent weights and the same criteria with no weights according
to trajectory completion. For San-Francisco, we display the results for 25 clusters. We can
observe that all weights result in an improvement on both the quality of the classification
and the prediction of the final destination in the first part of the trajectories, for trajectory
completion between 0% and 35% ≠ 45%. The mix of all the weights is yields the best
results. The improvement of classification continues until 8% when trajectory completion
is at 25% and the improvement of the Qpred criteria is 225 meters when the trajectory
starts and 100 meters at 25% of trajectory completion. The curves of both quality criteria,
Qclass and Qpred are not perfectly correlated. This is expected because Qclass shows the
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Figure 2.11 – Improvement of Prediction of Final Destination With auxiliary Information
rate of correct classification, while Qpred displays the prediction quality found with pred2,
which uses information of di erent clusters and not only the first predicted cluster for the
prediction. Beyond these completion rates, the auxiliary weights deteriorate according
to the di erent quality criteria values. This means that when we have little information
about the location of the trajectory, context information help to improve the destination
prediction. Whereas when we have su cient information about the trajectory location, we
can confidently predict the correct clusters of trajectories the new trajectory most likely
belongs to. Hence, adding auxiliary weight information deteriorates the result.
The results obtained are di erent using the Porto dataset. The results for Porto
datasets are displayed for 45 clusters. The di erent weights improve the prediction, and
the mix of all weights yields the best results, but the improvement is always less than 30
meters which is much less significant than with the San-Francisco dataset. Similarly, the
classification is never improved more than 3%. Taxi trips in Porto are less influenced by
auxiliary variables than taxi trips in San Francisco.
2.1.6 Discussion
2.1.6.1 Kaggle
We have tested our method on the test dataset from the Kaggle challenge. This competi-
tion is over but we can still submit an entry to see our score. We have applied our models
on two di erent subsets of the learning datasets.
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• The first has been build to match the trajectory within the test dataset. For that we
have selected top 100 nearest neighbors of each trajectory within the test dataset
according to the SPD distances from the test trajectories, to the trajectories within
the original learning dataset. With this subset of the learning dataset, our final
destination prediction method produces a mean error of 2.36623 kilometres on the
test dataset and would have ranked us 38 out of 381 submissions.
• The second is a random subset taken within trajectories whose starting points are
within an area including all starting points of the test trajectories. With this subset
of the learning dataset, our final destination prediction method produces a mean
error of 2.82021 kilometres on the test dataset and would have ranked us 242 out of
381 submissions.
We have drawn two conclusions from these results. First of all, if we prepare our
learning datasets to match most of the the trajectories within the test dataset, as the
other methods did, we proved that our method is very competitive with a ranking among
the first deciles. Of course our method does not compete with the winning solution,
which uses deep learning and produces an error of 2.03489 kilometres. However, once our
model has been learned, our methodology can take into account new location of the test
trajectories during its completion without needing to produce a new learning, which it is
not the case withe the wining solution. Secondly, our method also produced good results
considering that the learning dataset has not been developed to match the test dataset,
which is the case in real applications where we cannot a ord to fit the learning dataset to
the trajectory we want to predict. Hence our model can be re-used directly for a di erent
test dataset, and can also be used to predict the destination within the same trajectory,
without requiring a new training, something which other methods do not allow.
2.1.6.2 Advantages of our models
Our method was designed to provide a forecast based on rigid models learnt using clusters
of trajectories. It provides a deep understanding of the main streams and paths of vehicles
in a city that reflect the behavior of drivers. We used this model as a prediction model
and compared it to one used in one of the most competitive competitions in the ma-
chine learning field. We were not surprised to be outperformed by deep learning methods.
Yet our forecast can be easily used to provide models of road behavior that explain the
prediction obtained, as we have shown in the di erent Figures, Section 2.1.5. In Figure
2.12, one can observe an example of how our model for final destination prediction works
for a trajectory selected randomly among the San Francisco Dataset. The probability of
di erent final destination points for a trajectory at 6 di erent rates of trip completion
is displayed in this figure. At each moment, we can observe the probability of belonging
to each cluster of trajectories and their corresponding final destinations. The more likely
72
CHAPTER 2. A NEW MODEL FOR ROAD TRAFFIC MODELLING AND
PREDICTIVE APPLICATION
that the trajectory belongs to a cluster, the more visibly this cluster is displayed on the
plot.
This Figure shows that at each trip completion, we are able to associate a trajectory, to
the group of trajectories it ressembles. We have used these associations to predict the final
destination of the trajectory, but many others features can be used for di erent objectives.
Moreover we have seen that our method gives similar results in trajectory classification,
Section 2.1.5.2, and in prediction of final destination, Section 2.1.5.3, for both studied
datasets of trajectories in San Francisco and Porto. Taking into account the di erences
between the structure of the road network of theses two cities proves that our method can
be adapted to di erent datasets, without requiring prior study of the dataset. However,
the e ect of auxiliary variables is di erent from one dataset to one another. These results
show that the behavior of the drivers di ers from one city to another. It could help tra c
managers to better understand the tra c flow of a city.
2.1.7 Conclusion
In this paper, we proposed a data-driven method to predict the final destination of vehicle
trips using a statistic learning procedure. Vehicle trajectories di er from other trajectories
in that they are constrained to a road network, which di ers from one place to another,
and directly influences the behaviour of the users. The learning step of our method follows
a two-step procedure which enables to capture the behaviour of the user. It first models the
main paths taken by the users by clustering their complete trajectories. Then, it models
main tra c flow patterns within each trajectory’s cluster by a mixture of 2d-Gaussian
distributions. This yields a data driven grid of locations which describes the all space.
This model is finally used to predict the final destination of vehicle trips, by assigning
the trajectory to the path to whom it belongs the most likely and extracting information
from trajectories who follow this path. This prediction is based on the initial location
of the trajectory. Since we model the whole path, the prediction can be accomplished at
any time during trajectory completion. Such method is applied on two di erent datasets:
trajectories of taxi trip moving on two di erent road networks from San-Francisco, United-
State and from Porto, Portugal and proves that such predictions based on the structures
of the paths, compete with methods very complex and not easily tractable such as deep
learning methods. Hence we propose a new description of road tra c that can be used
for other research. For example, we can use di erent information from trajectories inside
the clusters to short term prediction, estimate arrival time, or detect abnormal behaviour.
Our model provide a better understanding of behaviours of the cars drivers by pointing
out the main paths. Hence it can help organise trip distribution of a city.
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Figure 2.12 – Example of final destination prediction for a taxi trip In San Francisco
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2.2 More prediction applications from this Model
The main goal of this section is to demonstrate how easily new methods can be defined,
based on the model defined in the previous section. The model we defined, enables to
structure the data in order to catch the main patter of the movement of the user of the
road network. We already established a method, based on this new structure of the data,
in order to predict the final destination of a taxi trajectory.
In this section, we present two new examples of how methods can be adapted on the
model to solve two new problematics: predict the arrival time of a new trip, and the next
location of a trip. The methods presented in this Section can still be improved. But they
demonstrated how easily the model enables to define them.
2.2.1 New structure of the data
2.2.1.1 Clustering of locations
The notations are the same that the one used in the previous section, define in Table 2.1.
In Section 1.2, we defined a method to cluster a set of trajectories, producing K cluster
of trajectories where the mth cluster is defined as T m = {T i|li = m}. We denoted li as
the label of the ith trajectory, i.e. li = m implies that trajectory T i œ T m.
From these clusters, we defined Pm = {pij|li = m}, ’m œ [1 . . . K] which is the
set of all the points composing the trajectories within cluster T m. On section 2.1.4, we
modelled each set of points Pm with a mixture of Gaussian. Hence, every point, p œ Pm,
is assumed to be generated from a weighted sum of km Gaussian densities „mk (p), as
described Definition (32):
 m(p) =  (p| m) =
kmÿ
k=1
Êmk · „mk (p).
One can think of mixture models as a clustering method, which from the set of points
Pm, produces a partition of the set in km set of points: C(Pm) = {Pm1 , . . . ,Pmkm} where
each cluster of points, Pmn is assumed to be generated by one of the Gaussian density, „mn ,
composing the mixture.
Given the Gaussian Mixture  m(p), composed of km components, the clustering pro-
cedure assigns a point pij to the nth component yielding the highest posterior probability,
according to its density function, among all the density functions composing the Gaussian
mixture :
nˆ = max
kœ[1...km]
„mk (pij) (2.9)
We denote then lij = (m,n) as the label of the point pij, where m denotes the cluster
in which the trajectory T j belongs to , and n the cluster of points at which the point pij
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has been assigned according to Equation (2.9).
(a)
(b)
Figure 2.13 – (a) Locations from a cluster of Trajectory in San Francisco. (b) Evolution
of the BIC criterion
In Figures 2.13a and 2.14a we can observe the partition obtained on two di erent
clusters of trajectories. The first one is a cluster of trajectories from the partition of the
Caltrain dataset in 25 clusters. This cluster contains 156 trajectories. The second one is a
cluster of trajectories from the partition of the Porto dataset in 45 clusters. This cluster
contains 62 trajectories. The locations that composed the trajectories are then partition
in clusters according to the method described above. In Figures 2.13b and 2.14b we can
see the behaviour of the BIC criterion according to the number of cluster from 0 to 75
clusters. The minimum value is obtained for 27 clusters for the trajectory cluster in San
Francisco and 33 clusters in Porto. Until the end of Section 2.2, we will use these two
clusters and the trajectories which belong to it to illustrate some of our methods and
results.
2.2.1.2 A new trajectory representation
This clustering of location method, desribed above, ebables to describe the all space with
a set of states, where a state is a cluster of location. Once that all its points have been
assigned to a state, with the Equation (2.9), a trajectory can be seen as a succession of
states, rather than a succession of locations in R2. This enables us to define the state
trajectory.
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(a) (b)
Figure 2.14 – (a) Locations from a clus-
ter of Trajectory in Porto. (b) Evolution
of the BIC criterion
Definition 40. A state trajectory TSi is defined as
TSi : [(li1, ti1), . . . , (lini , tini)],
where lij = (m,n) s.t. T m is the cluster of trajectories at which T i has been assigned and
Pmn the cluster of point at which pij has been assigned. ni is the length of the trajectory T i.
In Figures 2.15 and 2.16, we can see the state representation of the trajectories obtained
of the trajectory from the cluster display in Figures 2.13a and 2.14a. The trajectory are
displayed according to the hour at which they happened. Every horizontal lines represent
a trajectory. These lines are composed of di erent colors. Each of these colors represent
a unique state.
These Figures enable to understand the benefits of the state representation of the
trajectory. We can see the time spend within the di erent state for di erent trajectories.
It gives new features to compare each trajectory to one another. For example, we can
extract the transit time and the time spend within each state or the main transition
from one state to another. We can also detect main pattern by studying the of state the
trajectories went through.
2.2.1.3 Assigning new trajectory to the new structure
In the previous Section, we defined a new representation for trajectory, the state trajec-
tory, Definition 40. This new representation is built in a data-driven way. Indeed, the
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Figure 2.15 – State representation of the Trajectories from the trajectory cluster in Figure
2.13a
Figure 2.16 – State representation of the Trajectories from the trajectory cluster in Figure
2.14a
states of the new representation are generated with a a two-step clustering procedure
(trajectories and locations) based on a given dataset. However, one of the main advantage
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of this procedure, is that it enables to quickly convert a new trajectory, T c, to its state
representation, TSc.
First, the trajectory classification procedure, defined section 2.1.4.1, enables to as-
signed the trajectory T c, to the cluster of trajectories it belongs the most likely by com-
puting the simple score, sm(T c), define Equation (34), for all the cluster of trajectory. The
trajectory is assigned to the cluster with the highest a nity score.
Âlc = max
mœ[1...K]
sm(T c) (2.10)
Once the trajectory T c has been assigned to a cluster of trajectory m, i.e. Âlc = m, we
assigned each of its point, pcj to a state, (m,n), thanks to the Equation (2.9). We denote
then Âlcj = (m,n) as the label of the point pcj.
Now that we have explained how to convert a new trajectory to its state representa-
tion, we will present, in the next sections, how this model can be used for two di erent
objectives: arrival time prediction and next location prediction.
2.2.2 Arrival time prediction
In this section, we tackle the problem of predicting the arrival time of a taxi trip know-
ing the departure time which will give the travel time. For that, we remind first, some
definition that will be used in this Section.
Based on the definition of a trajectory, Definition 29, let pij be the jth location of a
Trajectory T i, tij the time at which pij has been observed and tinj , the arrival time of
the trajectory T ij . We define lij the label of the point pij, and Âlcj the predicted label of
a point pcj. Finally we introduce the definition of the number of occurrence, occij, of a
trajectory within a state at a given location, as the number of consecutive appearance of
the trajectory within the current state:
Definition 41. The number of occurrence, occij, of a trajectory, T i within a state at the
jth observation is defined as:
occij =
Y][1, if lij≠1 ”= lijmin{k | lij≠(k≠1) = lij, lij≠k ”= lij} otherwise
2.2.2.1 Data exploration
On Figures 2.17 and 2.18, we can observe on each subplot, the arrival time of taxi trips,
according to the time at which the taxi have been observed within a given state for
respectively the Caltrain Dataset and the Sao Bento Dataset. The colors of the di erent
points in the plot represent the number of occurrence of a taxi within the state according to
definition 41. For each dataset, three di erent states from the same cluster of trajectories
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have been chosen at di erent mean time of trajectory completion. In Figure2.17, the mean
time of observation within the state are 64, 489, 699 seconds from the left to the right,
while the arrival time for the trajectories within this cluster goes from 186 to 1850 seconds
for a mean time of 785 seconds. In Figure2.18 the mean time of observation within the state
are 90, 315, 540 seconds from the left to the , while the arrival time for the trajectories
within this cluster goes from 360 to 885 seconds for a mean time of 623 seconds.
For each cluster of Locations, and for each number of occurrence in the state, we fit a
linear model computed with Ordinary Least Square between the time in the state and the
arrival time in order to get an overview of the linear relation between the time at which
the taxis have been observed within a state and the arrival time.
(a) (b) (c)
Figure 2.17 – Arrival time of the trip according to the transit time in the cluster for three
di erent cluster.
(a) (b) (c)
Figure 2.18 – Arrival time of the trip according to the transit time in the cluster for three
di erent cluster.
In figure 2.18a, the mean time of the observation within the state is 90 seconds. In this
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state, there is clearly no linear relation between the time of the observation within the
state and the arrival time. This state is one of the first state the taxi crossed during their
trip. The end of their trip, and hence their arrival time, will be strongly influenced by the
density of the tra c. In Figure 2.18c, the mean time of the observation within the sate is
540 seconds, and it is one of the last state cross by the taxi. At this moment, the trip of the
taxi has been influenced by the tra c. Hence the time at which it is observed within the
state gives a good information to predict the arrival time. We can even observed that the
relation between the time within the state and the arrival time seems to be linear. We can
also observed that the number of occurence seems to have an e ect on the linear relation.
The observation for the Caltrain Dataset, Figure 2.17 are similar. Hence we can assume
that it is possible to predict the arrival time of the taxi trips, based on the time they
have been observed within the di erent state and the number of occurrence parameter.
The more the trip is closed to its end, the more information about the tra c we get.
Based on this observations, we propose, in the next section, to predict the arrival time
of the trajectories with a linear model and we test di erent context variable to check
if they can help anticipate the lack of information about tra c at the beginning of the
trajectory.
2.2.2.2 Model for arrival time prediction
We propose in this section a method to predict the arrival time of the trip of a taxi,
tinj , based on variables which changes at each step of the taxi’s trajectory. The predicted
values is hence the arrival time of a taxi, that we will denote as yi.
Given the observation made in Section 2.2.2.1, we expected a linear combination be-
tween the arrival time of a trajectory and the input features within each state such as
the time, tij, at which the trajectory has been observed within the state or the number of
occurrence, occij, of the trajectory within the state and context variable such at the hour
of the day hi or the day of the week di.
Considering xij = {tij, occij, hi, di}| as the feature vector, this relation between xij and
yi can be formulated as :
yi = xi|j — + ‘ (2.11)
where ‘ is a random error and — œ R4 is the vector of the regression coe cients. We
use Lasso regression method to estimate the coe cients. This solution promotes sparsity
in the sense that models with few coe cients are preferred to large models. It used a
L1 penalty on the parameters. Hence for every state (m,n), we build a Lasso model by
solving the following objective function:
min
Ê
1
|Nm,n| ||Xm,n—m,n ≠ Ym,n||
2
2 + –||—m,n||1 (2.12)
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where Nm,n is the number of observation within the state, Xm,n œ RNmn ◊4 is the
features matrix in which each vector correspond to a features vector of an observation,
and Ym,n œ RNmn is the answer vector composed of the arrival time of all the observation.
– is the regularization parameter, optimized with the BIC criterion.
For a new trajectory, T c, whose pcj is the last observed location. We assume that we
have assigned this location to the state (m,n) according to the method describe Section
2.2.1.3, i.e. Âlci = (m,n). We can then predict the arrival time of the taxi trip, yˆcj with the
following formula:
yˆcj = xc|j .—Âlci (2.13)
where xc|j is the features vector, and —Âlci the estimated coe cients of the model linked
to the state Âlci = (m,n).
2.2.2.3 Experimental results
To test the performance of our method, we use the same procedure that the one described
in Section 2.1.5: a 10-cross validation method to calculate this error by learning on 90%
the data, the training set Ttrain, and forecasting the remaining 10%, the test set Ttest.
We refer the di erent models build within the di erent state described in the previous
Section at the Lasso HD Model. Because it takes into account both, hours of the day, and
day of the week, context variable. In the next Section, we compare this model to slightly
di erent models where only the hours of the day is taking into account for the context
features(Lasso H Model) , and where no context features are taking into account (Lasso
Model).
We evaluate our method by looking at the quality criterion, Qat which is the mean
value of all the absolute di erences between the prediction of the arrival time and the
true arrival time of every trajectory T c in the set T .
Definition 42. The Quality criterion Qat is defined as:
Qat(p) =
q
T cœT |atpred(T c(p))≠ tcnc|
#T
In Figure 2.19 we can observe the evolution of the quality criterion Qat for the Caltrain
dataset (a), and the Porto, Sao Bento dataset (b) according to trajectory completion for
the prediction method of the arrival time described in the previous Section. We can observe
that when the trajectory are at 40% of they completion the mean error of the predicted
arrival time is 120 second. The minimum Qat values reached by our prediction method is
70 seconds at 80% of trajectory completion for the Caltrain Dataset and 50 seconds also
at 80 of trajectory completion for the Sao Bento Dataset. However we can see that taking
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(a) (b)
Figure 2.19 – Mean Error of Arrival Time Prediction According to Trajectory Completion.
into account the hour of the day and the day of the week have no e ect on the quality of
the prediction.
(a) (b)
Figure 2.20 – Mean Error of Arrival Time Prediction According to Trajectory Completion
when Tc is known.
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In Figure 2.20 we can observe the evolution of the quality criterion Qat for the Caltrain
dataset (a), and the Porto, Sao Bento dataset (b) for the prediction method described in
the previous Section but where the correct cluster of trajectories of each tested trajectories
is supposed to be known. For trajectory completion between 0% and 40%, the results are
naturally better than results where the correct cluster is not known. After 40% cluster
the di erence of between the value of the quality criterion Qat when the correct cluster is
know or not is less than 20 seconds. We can on see on Figure 2.20a that context variable
seems to depreciate the results for the Caltrain Dataset. But the influence is slight and no
strong conclusion can be drawn from this results. On the contrary, we can see on figure
2.20b that context variable seems to improve the results, especially at the beginning of
the di erent trips. However, the improvement is never bigger than 15 seconds.
Theses results proves that the new structure we defined for the data enables us to
define this method using easily understandable machine learning tools such that Linear
Regression. They also help the exploration of the data. Moreover, we lack knowledge about
tra c management to draw lessons from these explorations, but the results we get show
that the model can be used as usefull tool for tra c data exploration.
2.2.3 Following location and state prediction
In this section, we propose a method in order to predict the following location of a vehicle
during its trip.
We we will consider for that the state representation of the trajectory of its trip
as defined, Definition 40. Hence for a trajectory T i, its related state trajectory, TSi is
defined as: TSi : [(li1, ti1), . . . , (lini , tini)]. The states, (m,n) in which the trajectory lies,
are obtained according to the clustering of locations procedure defined in Section 2.2.1.1.
Hence lij = (m,n) implies that the trajectory T i belong to the mth cluster of trajectories,
T m, such that m œ [1, . . . , K] and that the location pij has been assigned to the state
Pmn , such that n œ [1, . . . , km]. The set of state, S is Hence the total number of states is
defined by Ks and is equal to :
Ks =
Kÿ
m=1
km
2.2.3.1 First-order markov chain
To fulfill our objectives of predicting the following location of the trajectory, we want to
predict first the following state of its state representation. For that, we consider modeling
this trajectory, TSi, by a first-order discre-time Markov chains having Ks states. This
first-order discrete-time Markov chain satisfies the following relationship:
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P (lij+1 = (m,n)|lij = (m,nÕ), lij≠1 = (m,nÕÕ), . . . , li0 = (m,n0))
= P (lij+1 = (m,n)|lij = (m,nÕ)), (2.14)
The transition probabilities (or conditional probabilities),
amnÕ,n = P (lij+1 = (m,n)|lij = (m,nÕ)) (2.15)
are called the one-step transition probabilities of the Markov Chain from the state
(m,n) to the state (m,nÕ). These probabilities are written as amnÕ,n. We note that these
probabilities satisfy the following two properties:
0 Æ amnÕ,n Æ 1, ’(m,n), (m,nÕ) œ S and
kmÿ
n=1
= 1
We also consider that this Markov Chain, is time-homogeneous implying that it follow
this property:
amnÕ,n = P (lij+1 = (m,n)|lij = (m,nÕ)) = P (lij = (m,n)|lij≠1 = (m,nÕ)), (2.16)
for all j œ [0, . . . , ni]. The probability of the transition is independent of the index j of
the location of the trajectory.
At a first sight, the choice we made to model the state trajectory with a first-order
Markov Chain is not intuitive. Indeed, for a vehicle trip, the next state of its trajectory
does not depend only of its current location. For example it will unlikely come back to
its previous state and more likely continue its way along the same direction. It is then
necessary to take into account its previous state to know its direction and where he is
going.
However, we suppose that within each cluster of trajectory, the first-order property of
the Markov Chain is respected. Indeed, the cluster of trajectories we defined Section 1.2,
regroups trajectories according to the path taken by the users. These path share common
start location and final area. Hence the direction along these path is known and we can
assume that the following state a vehicle will go through along this path depends only of
its current state. Accordingly, we consider that the Markov property is respected for the
transition between state within a trajectory cluster. We can then model the observation
using a Markov Chain.
2.2.3.2 Estimation of the transition probabilities
We present in this section how we estimate the transition probabilities, defined in the
previous Section, Equation (2.15). We consider the set, T S composing of N state trajec-
tories, TSj, where, nj is the number of state that composed the trajectories. we infer the
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transition probabilities empirically by simply counting how many times we saw a transi-
tion between two state. Hence the transition probability, amnÕ,n, from a state (m,n) to a
state (m,nÕ) is estimated as follow:
amnÕ,n =
#{(lij, lij+1)|lij = (m,nÕ), lij+1 = (m,n)}
#{lij|lij = (m,nÕ)}
, (2.17)
For all i œ [1, . . . , N ] and for all j œ [1, . . . , ni]. We note that, according to this
estimation, the transition between state is possible only if the state are generated from
the same cluster of trajectories. Indeed, within the set,T S, the cluster of trajectory are
supposed to be known and a trajectory belongs to one cluster only. Hence, the transition
probability between the states (m,n) and (mÕ, nÕ) are equal to zero if m ”= mÕ.
By creating Markov chain within cluster of trajectory, we solve the fact that the
transition between the current state to the following state of a vehicle trip depends only
on the current state, and does not not depend on the previous state. But we can suppose
that the transition probability depends on some context variable such as the number of
occurrence, occij, of a trajectory within a state at the jth observation as defined Definition
41, or the hours at which the trip takes place. To take these variables into account,
we define two new ways to compute approximate the transition probability taking into
account theses variables.
We denote as, a(h)mnÕ,n, the hours estimation, at the hth hours of the day, of the tran-
sition probabilities defined Equation (2.15). It is empirically estimated by counting how
many times we saw a transition between two state at hour h for h œ [0, . . . , 23]:
a(h)mnÕ,n =
#{(lij, lij+1)|lij = (m,nÕ), lij+1 = (m,n), hi = h}
#{lij|lij = (m,nÕ), hi = h}
, (2.18)
For all i œ [1, . . . , N ] and for all j œ [1, . . . , ni] and where hi is the hour at which the
trajectory TSi takes place.
In the same way, a(occ)mnÕ,n, the occurrence estimation, where the number of occurrence
is equal to occ, of the transition probabilities defined Equation (2.15). It is empirically
estimated by counting how many times we saw a transition between two state where the
number of occurence for the trajectory within the state (m,nÕ) is equal to occ for occ œ N:
a(occ)mnÕ,n =
#{(lij, lij+1)|lij = (m,nÕ), lij+1 = (m,n), occij = occ}
#{lij|lij = (m,nÕ), occij = occ}
(2.19)
For all i œ [1, . . . , N ] and for all j œ [1, . . . , ni] and where occi is the number of
occurrence of the trajectory,TSi within the state at (m,nÕ) at its jth observation.
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2.2.3.3 Models for following state prediction
In this section we present the method to predict the following state of a given trajectory,
TSi during its completion using the Markov model we define Section 2.2.3.1. This method
will enable us to use the Markov chain properties to guess its most likely following state,Âlij+1, assuming that its current state lij = (m,nÕ), is supposed to be known. According
to the estimation we made for the transition probability, Section 2.2.3.2, the following
state of the trajectory, will be a state generated from the same cluster of trajectories, T m.
Hence , the predicted following state Âlij+1 will be the state (m, Ân) such that Ân is estimated
as:
Ân = argmax
nœ[1...km]
P (lij+1 = (m,n)|TSi0:j)
= argmax
nœ[1...km]
P (lij+1 = (m,n)|lij = (m,nÕ))
= argmax
nœ[1...km]
amnÕ,n
(2.20)
The equation (2.20) requires that we get the state representation TSi of the trajec-
tory T i for the observation available. Hence the first task, when we want to predict the
following state of a trajectory T i is to convert it to its corresponding state representation
TSi for the observation that are known. At a given time tij, we get the di erent locations
of the trajectory T i0:j : [(pi1, ti1), . . . , (pij, tij)]. To convert this trajectory to its state repre-
sentation we propose two di erent methods. The first method, (that we denote as V1 in
the Experimental results, Section 2.2.3.5) , attributes the most likely state to a location
observation among all existing states. As reminded Section 2.2.1.1, the di erent states are
generated with Gaussian mixtures and each state is assumed to be generated by one of
the Gaussian density, „mn ,composing the mixtures. We can then assigns a point to the
state yielding the highest posterior probability, according to its density function, among
all the density functions. Hence for all location pij of T i, its state lij is determined by the
equation:
(m,nÕ) = max
mœ[1,...,K]
nÕœ[1...km]
„mk (pij) (2.21)
The main drawback of this first method, is that several clusters of locations can overlap
in a given area, given that clusters of locations are generated for each set of points that
form cluster of trajectory. Hence a location can easily be assigned to its wrong state.
To overcome this problem, we use for that the methodology defined Section 2.2.1.3,
that we denote as V2 in the Experimental results, Section 2.2.3.5. It consists at first
assigning the new trajectory, to the cluster of trajectories it belongs the most likely and
then assigned each of its point to a the state it belong the most likely among the state
generate from the cluster of trajectory the trajectory has been assigned.
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Hence, once that the trajectory T i has been converted to its state representation
according to either method V1 or V2, we can predict its following state using the Equation
2.20.
2.2.3.4 Following prediction location
The methods established in the previous Section enable to predict the most likely following
state of a vehicle trip during its accomplishment. Once we have predicted the following
state, Âlij+1 = (m,n), we want to predict the next location. For that we test two di erent
methods. The first method, predicts the next location Âpij+1, as the mean of the location
within the predicted next state:
Âpij+1 = p¯mn = 1#Pmn
ÿ
p s.t.œPmn
p (2.22)
The second methods, predicts the next location Âpij+1, by taking into account the real
current location, pij and the speed, vij, at which the vehicle is moving from location pij≠1 to
location pij. We assume that the vehicle keeps the same speed vji until the next location,
which means that it will move along a distance of dij+1 = vji · ”t, where ”t is the time
between two locations. We also assume that the vehicle is moving in the direction on the
mean location of the next state p¯mn = ( ¯lon
m
n , ¯lat
m
n ). Taking into account that we know the
distance until the next location and the direction taken, we can predict the next locationÂp2ij+1 = (Álon2ij+1, Êlat2ij+1) using this formula:
Êlat2ij+1 = arcsin(sin(latij) · cos(”rij+1) + cos(latij) · sin(”rij+1) · cos(◊))Álon2ij+1 = lonij
+ arctan 2
1
sin(◊) · sin(”rij+1) · cos(latij), cos(”rij+1)≠ sin(latij) · sin(Êlat2ij+1)2
(2.23)
where ”rij+1 = dij+1/R is the angular distance, R being the earth’s radius. ◊ is the
bearing, s.t:
◊ = arctan 2
1
sin( ¯lonmn ≠ lonij) · cos( ¯latmn ),
cos(latij) · sin( ¯latmn )≠ sin(latij) · cos(, ¯latmn ) · cos( ¯lonmn ≠ lonij)
2
2.2.3.5 Experimental results
To test the di erent methods, we use one more time a 10-cross validation to learn the dif-
ferent transition probability. We test it on the two same datasets: Caltrain and Sao Bento
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Dataset. It is useful to recall that, these two datasets di er by their sampling time rate be-
tween two locations, ”t. For the Caltrain dataset, ”t = 60seconds, while ”t = 15seconds for
the Sao Bento Dataset. Predicting the next state of trajectory within these two datasets
mean to predict the next state, 60 seconds forward for the Caltrain dataset and only 15
seconds forward for Sao Bento. These characteristics have two consequences. First, the
number of locations that composes a trajectory and thus, the cluster of trajectories, are
bigger within the Sao Bento dataset than the Caltrain Dataset, which implies a bigger
number of clusters of locations within each cluster of trajectories. Knowing that we have
retained a number of 25 clusters of trajectories for the Caltrain Dataset and a number of
45 cluster of trajectories for the Porto Dataset, we obtain a total number of 364 clusters
of locations to describe the all space of the Caltrain Dataset and 1311 cluster of Locations
for the Porto Dataset. Secondly, the quality of the next location prediction, will of course
be simpler for the Porto Dataset, because its time interval between two observations is
shorter than with within the Caltrain Dataset.
To evaluate the quality of our prediction, we define two new criteria. The first one,
QNextState(p), measures the ability of our di erent methods, to guess the correct following
state of the trajectory of the vehicle trip during its completion. It is defined as the per-
centage of well predicted next state Âlini(p)+1, at a given rate, p of trajectory completion for
all the tested trajectories.
Definition 43. The quality criterion, QNextState is defined as
QNextState(p) =
#{T i(p)|Âlini(p)+1 = lini(p)+1, T i œ T }
#T .
We also defined the quality criterion QNextLoc(p) which evaluates the capacity of our
method to predict the next location of the vehicle trip during its completion. It is defined
at the mean of all the distances between the predicted location Âpini(p)+1 and the true
location pini(p)+1, at a given rate, p of trajectory completion for all the tested trajectories.
Definition 44. The quality criterion, QNextLoc, is defined as
QNextLoc(p) =
q
T cœT DH(Âpini(p)+1 ≠ pini(p)+1)
#T
These two new quality criteria enable us to test the di erent methods defined based
on Markov model.
On Figures 2.21, 2.22 and 2.23, the results for the two quality criteria are displayed.
For each dataset we observe three di erent methods based on the Equation 2.20. In red,
the current state has been estimated among all location’s states according to the method
V1 defined Section 2.2.3.3. In green, the trajectory cluster is first estimated, then the
current cluster is estimated among the cluster of location within the cluster of trajectory
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according to the method V2 defined Section 2.2.3.3. Finally in yellow, we can observe the
results, where the true cluster of the trajectory is assumed to be known. The ‘solid’ line
shows the results obtain with the basic transition probability, Equation 2.15. The e ect
of the hours, and the time spent in the current state are displayed with respectively a
‘dashed’ line and a ‘dashdot’ line.
(a) (b)
Figure 2.21 – Evolution of the quality criterion QNextState according to the trajectory
completion and for the di erent Markov Chain Methods. (a) Caltrain, (b) Sao Bento.
On Figures 2.21a and 2.21b we can observe the evolution of the quality criterion
QNextState according to the trajectory completion for respectively the Caltrain dataset
and the Sao Bento Dataset. For both datasets the quality of the next state prediction
is better when the cluster of trajectory is first predicted. This results is intuitive. At a
given location, several clusters of location from di erent clusters of trajectory may over-
lap. Hence, a location can easily be attributed to the wrong cluster of location. Predicting
first the cluster of trajectory enables to best estimated the current location, given that
there are fewer clusters of locations which overlap within the same cluster of trajectory.
This also confirms the quality of our method of trajectory classification. We can observe
that for both methods, the quality criterion, QNextState, increases according to the tra-
jectory. This can be explained by the characteristics of the generated datasets which are
composed of trajectories which share a common start area. Hence, the clusters of tra-
jectories they belong appear to be increasingly well-separated when their trips progress.
On the contrary, we can see that when the cluster of trajectory associated to the trajec-
tory is known, QNextState remains constant during the trajectory completion for the Sao
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Bento dataset, and are even decreasing for the Caltrain dataset. This results let us thinks
that for di erent dataset, i.e., with di erent origins and destinations or, on the contrary,
with same origins and destinations, the quality criterion QNextState may remain constant
according to trajectory completion.
According to the e ects of the di erent transition probabilities studied, we can con-
clude that taking into account the hours at which the trip takes place does not improve
the quality of the next state prediction. We have seen above, that knowing the hour at
which the trip takes places influences the repartition of the trips within trajectory clus-
ters. But the way the vehicles are moving within clusters of trajectories are not influenced
by the hours at which the trip takes place. On the contrary, we can see that taking into
account the time spent into the cluster, improves the prediction of the next state. This
results seems reasonable, indeed, for a location within a state, the probability to stay in
the same state at the next time is higher is the time spend in the current state is small.
The more the time spend in the cluster increase, the more high the probability to move to
another state is. This result is especially visible on the yellow curves, i.e., when the good
trajectory is known. The improvement is less meaningful for the two method for which
the trajectory is unknown. This can be explained by the fact, that it is harder to be sure
of the time spend within a cluster of locations in this case because the estimation of the
current state is not constant. Hence if the time spend within a trajectory can improve the
quality of the next state prediction, it is not easy to applied it.
We can see that the value of the QNextState state, is more or less the same for both
datasets. Caltrain has 3 times fewer clusters of location that Porto Dataset. But the
prediction of the next state is made 60 seconds ahead for Caltrain Dataset, and only
15 seconds ahead for Porto Dataset. This explains why the values are more or less the
same for both datasets. Hence it is hard to adress some conclusions based on this quality
criterion. To complete this analysis, we look at the results of the second quality criterion,
QNextLoc.
On Figures 2.22 and 2.23 we can observe the evolution of the QNextLoc according to
the percentage of trajectory completion for respectively the Caltrain Dataset, and the Sao
Bento Dataset. We compare here the results with both the di erent methods of next state
prediction and the two di erent methods of next location prediction. The color code for
the next state prediction is the same that the one described above. The darker colors show
the results obtained with the firs method of next location prediction, and the lighters the
second method. First of all, we can see that the order of magnitude of QNextLoc di ers
from one dataset to another. The values of QNextLoc are contained between 175 meters and
575 meters for the Caltrain Dataset and between 50 and 225 meters, for the Sao Bento
datasets. This di erence is due to the di erent sampling rates for the two datasets.
We compare first the values of the QNextLoc criteria obtained with the first method of
next location prediction, i.e. when the predicted location is the mean of the locations that
composed the next state. We first can seen that the values of QNextLoc are not improved
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Figure 2.22 – Evolution of the quality criterion QNextLoc according to the trajectory com-
pletion and for the di erent Markov Chain Methods, Caltrain.
Figure 2.23 – Evolution of the quality criterion QNextLoc according to the trajectory com-
pletion and for the di erent Markov Chain Methods, Sao Bento.
where the trajectory of cluster if first guessed. This means that for a short term prediction,
to be in the right state does not necessarily improved the prediction of the next location.
Once again, this result depends of the dataset studied. The di erent cluster of trajectories
all start from the same origin. Hence this result may di ers for trajectory of cluster with
opposite directions. This result is enhanced by the result obtained here the cluster of
trajectory is supposed to be known. If the results are better, they do not significantly
improve it. As for the QNextState criteria, taking into account the hours of the trip, does
not improve the result. The QNextLoc criteria appears to be slightly worst. On the contrary,
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taking into account the time spend in the stat enables to improve the value of the QNextLoc
criteria of about 100 meters for the Caltrain dataset, and about 25 meters for the Sao
Bento dataset.
The results obtained with the second method of next prediction location, when the
mean of the locations of the next state are considered as the direction taken by the vehicle
and not directly as the next location considerably improve the quality of the prediction.
These results are especially visible on the Sao Bento Dataset. However with this method,
both the e ect of the hours and the time spend within the current state do not e ect the
quality of the result.
We can see that the behaviours of the QNextLoc criterion di ers according to the next
prediction location method. With the first method, the QNextLoc criterion increases ac-
cording to trajectory completion, while it remains constant with the second method. This
is due to the fact that the state have various length, according to the density of the loca-
tions of the clusters they represent. When we move away from the origin, the density of
the locations are sparser. Hence a point in a state far from the origin can be far from the
mean of this state. This shows the limit of the first method of next location prediction.
On the contrary the second method is not subject to this constraint.
2.3 Conclusion
We proposed in this Chapter, a data-driven method which enables to capture the be-
haviour of the user. Based on the partition of the trajectories obtained Chapter 1, we
model the main tra c flow patterns within each trajectory’s cluster by a mixture of
2d-Gaussian distributions. This yields a data driven grid of locations which enables to
consider the trajectory as a succession of state instead of a succession of location. This
new way to represent the data enables to easily compare the trajectory between them but
also to extract various kind of features. We show in this chapter, how this new structure
enables to use machine learning and prediction methods in a generic way, which is im-
possible by considering the data in their original form. In fact the applications defined in
this Chapter, are not establish to deal with a given test dataset where the progress of the
trajectories is fixed but for any trajectory with any characteristics. Based on well-known
mathematical tools such as Linear Regression or Markov Model, the model enables us to
solve various problems linked to road tra c such as: final destination prediction, arrival
time prediction or next location prediction. These applications are quite simple, but they
demonstrate how easily the model enables the used of well known algorithm.
Obviously, this list of applications is not exhaustive. There are several objectives that
we did not achieve due to lack of time but which can be developed by taking advantage of
the characteristics of the model. We propose here some application that could be developed
based the model.
• Interaction with the environment. We did not use, in the application developed in
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this chapter, information of the environment. These kind of information are precious
for advertiser. Town centers of city such as San Francisco or Porto are full of places
of interest such that store, restaurant, or commercial center. We have seen that our
model can easily assign a location to a state and thus assign one of this point of
interest to a state. Hence by predicting the future state of a vehicle trip and by
learning the habits of the individual, we can propose personal interaction with this
commercial center. T
• Anomaly detection. In fleet management, for example, One of the issue is to detect
anomaly in the trajectory of their driver, i.e. if a driver takes a wrong direction. We
have shown that the model is able to assign to a new trajectory a probability to
belong to cluster of trajectory and then to a path. Hence if we knew the right cluster
the trajectory is supposed to belong, we can detect is its probability to belong to
its cluster is high, or if there is a anomaly.
• Tra c management. Finally, by detecting the main tra c flow and congestion area,
the model can serve the development of trip distributions and then propose solution
for tra c manager and public services.
All this development has been made with the Python language. The amount of data
we deal with (see Section I.1) leads us to consider new technologies like Spark developed in
order to handle big volume of data. However this technology is recent and no benchmark
are yet been realized in order to compare it to the one commonly used by the statistician
community such as Python or R. Hence before adapting the model and their applications
on Spark we would rather test it on simpler applications. Accordingly, we have tested
this technology on three di erent use case consisting of the application of a machine
learning algorithm on dataset whose size and characteristic match industrial case. The
development of these comparison, and their results are the subject of the next Chapter.
2.A Appendix
2.A.1 Hidden markov model for next state and location predic-
tion
In the Section 2.2.3, we presented di erent methods to predict the next location of a
vehicle during its trip based on first-order Markov models. We considered for that the
state representation of the trajectory of its trip as defined, Definition 40. Hence for a
trajectory T i, its related state trajectory, TSi is defined as: TSi : [(li1, ti1), . . . , (lini , tini)].
The states, (m,n) in which the trajectory lies, are obtained according to the clustering
of locations procedure defined in Section 2.2.1.1, where m œ [1, . . . , K], n œ [1, . . . , km]
and Ks =
qK
m=1 k
m is the total number of states. The conversion from a trajectory to its
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state trajectory, is carried out according to the method described Section 2.2.3.3, where
one observation is assigned to a state which is considered as its true state.
The main drawback with this assumption is that we loose the information of the
probability for current location to belong to the other cluster. Hence we may want to take
advantage of all the probability distribution of the current state in order to predict the
following state. To accomplish this task we present new models, based on the properties
of the Hidden Markov model.
2.A.1.1 Hidden markov model
A Hidden Markov model is a Markov chain for which the state is only partially observable.
Its mathematical fundation has been developed by Baum [Baum and Petrie, 1966]. This
model is required when observations are related to the state of the system, but they are
typically insu cient to precisely determine the state.
Hence we model a trajectory T i, with a Hidden Markov Model, where the locations,
pij, ’j œ [0, . . . , ni] are the observations of the model, and where the states of the system,
are the state (m,n) described above. The parameters of the model are denoted as ⁄ =
{A,B, }, where A is the state transition matrix, B is the emission probability matrix,
and   is the vector of initial state probabilities. This model follow the first order property,
Equation (2.14) as well as the time-homogeneous property, Equation (2.16). Hence the
definition of the transition probabilities, amnÕ,n are the same that the one described Equation
(2.15). The Hidden Markov Model di ers from the first-order Markov model described
Section 2.2.3.1 by the fact that the state are not directly visible. We defined for that
the emission probability, bmn (pij), which is the probability for the observation pij to be
generated by the state (m,n):
bmn (pij) = P (pij|lij = (m,n)) (2.24)
Hence, given the observation, [pi0, . . . , pij] and the parameters, ⁄ = {A,B, } of the
Hidden Markov Model enables us to first computing the optimal state sequences, [li0, . . . , lij]
of the trajectory and to predict its most likely following state. In the following Section, we
describe first how the parameters have been estimated, and how we solve these prediction
problems
2.A.1.2 Estimation of the the parameters
We present in this section how we estimate the parameters, ⁄ = {A,B, }, of the Hidden
Markov Model. We consider the set, T S composing of N state trajectories, TSj, where,
nj is the number of state that composed the trajectories.
The transition probabilities are inferred as described in Section 2.2.3.2. The simple,
hours and occurrence estimation of the transition probability we defined will enable us to
test the e ect of di erent context variables.
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We recall that the di erent states of our model are generated with Gaussian mixtures
and each state is assumed to be generated by one of the Gaussian density, „mn ,composing
the mixtures. Hence we use the property of this Gaussian density to estimate the emission
probability, bmn (pij), for the observation pij to be generated by the state (m,n). Hence we
consider that this probability is equal to the probability of the observation given the
parameter of the Gaussian density, „mn , divided by the sum of the probability of the same
observation given the parameter of all the others Gaussian density :
bmn (pij) =
„mn (pij)q
mÕœ[1...K]
q
nÕœ[1...km] „m
Õ
nÕ (pij)
(2.25)
For the estimation of the initial state probability, we have considered that it follows a
discrete uniform distribution. This assumption is made in order to make the computation
simpler.
2.A.1.3 Models for following state and location prediction
Now that we have estimated the parameters of the Hidden Markov Model, The objective
is then to predict the next state Âlij+1, given the observation T i0:j:
Âlij+1 = argmax
mœ[1...K]
nœ[1...km]
P (lij+1 = (m,n)|T i0:j) = argmax
mœ[1...K]
nœ[1...km]
“mn (T i0:j) (2.26)
To compute this probability, we used the forward algorithm which will enables us to de-
termine the the optimal states sequence, given sequence of observations. This probability
is estimated as follow:
for all couple (m,n) , s.t. m œ [1, . . . , K], n œ [1, . . . , km] :
P (lij+1 = (m,n)/T i0:j) =
ÿ
P (lij+1 = (m,n), lij = (m,nÕ)/T i0:j)
=
ÿ
nÕœ[1...km]
P (lij+1 = (m,n)/lij = (m,nÕ))¸ ˚˙ ˝
Markov Assumption
P (lij = (m,nÕ)/T i0:j)
=
ÿ
nÕœ[1...km]
amnÕ,n
P (lij = (m,nÕ), T i0:j)
P (T i0:j)¸ ˚˙ ˝
Bayes
Ã ÿ
nÕœ[1...km]
amnÕ,n P (lij = (m,nÕ), T i0:j)¸ ˚˙ ˝
Forward Likelihood
Ã ÿ
nÕœ[1...km]
amnÕ,n–
m
nÕ(T i0:j) = Â“mn (T i0:j)
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The Ã symbol means "proportional to". Indeed, the value of P (T i0:j), is the same for all
state (m,n) for which the value of P (lij+1 = (m,n) is estimated. Hence it is not necessary
to compute it.
The "forward likelihood", can be computed as follow:
–mnÕ(T i0:j) = P (lij = (m,nÕ), T i0:j)
=
ÿ
nÕÕœ[1...km]
P (lij = (m,nÕ), lij≠1 = (m,nÕÕ), T i0:j)
=
ÿ
nÕÕœ[1...km]
P (lij≠1 = (m,nÕÕ), T i0:j≠1)P (lij = (m,nÕ), pij/lij≠1 = (m,nÕÕ), T i0:j≠1)
=
ÿ
nÕÕœ[1...km]
–mnÕÕ(T i0:j≠1)P (lij = (m,nÕ)/lij≠1 = (m,nÕÕ), T i0:j≠1)
◊ P (pij/lij = (m,nÕ), lij≠1 = (m,nÕÕ), T i0:j≠1)
=
ÿ
nÕÕœ[1...km]
–mnÕÕ(T i0:j≠1)P (lij = (m,nÕ)/lij≠1 = (m,nÕÕ))¸ ˚˙ ˝
Markov Assumption
P (pij/lij = (m,nÕ))¸ ˚˙ ˝
Assuming that current observation
depends only of current state
=
5 ÿ
nÕÕœ[1...km]
–mnÕÕ(T i0:j≠1)amnÕÕ ,nÕ
6
bmnÕ(pij)
= Â“mnÕ(T i0:j≠1)bmnÕ(pij)
Hence, with this recurrence relationship, we can compute, Â“mn (T i0:j) with the algorithm
1
Algorithm 1 Forward prediction
INITIALISATION
Data := pi0
–mnÕ(T i0) = ﬁmnÕbmnÕ(pi0) ’(m,nÕ) , s.t. m œ [1, . . . , K], nÕ œ [1, . . . , km]Â“mn (T i0) = ÿ
nÕœ[1...km]
anÕn–
m
nÕ(T i0) ’(m,n) , s.t. m œ [1, . . . , K], n œ [1, . . . , km]
Âli1 = argmax
mœ[1...K]
nœ[1...km]
Â“mn (T i0)
for j from 1 to ni do
Data := T i0:j
–mnÕ(T i0:j) = Â“mnÕ(T i0:j≠1)bmnÕ(pij)’(m,nÕ) , s.t. m œ [1, . . . , K], nÕ œ [1, . . . , km]Â“mn (T i0:j) = qnÕœ[1...km] amnÕ,n–mnÕ(T i0:j)’(m,nÕ) , s.t. m œ [1, . . . , K], n œ [1, . . . , km]Âlij+1 = argmax
mœ[1...K]
nœ[1...km]
Â“mn (T i0:j)
end for
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In the same way as for the markov chain, we propose another method to compute
the next state prediction. Instead of computing the forward likelihood for all cluster of
trajectory. We first guess the trajectory cluster, Âli, thanks to the classification rules define
equation 2.5. After that we use the Algorithm 1 but we do not compute the forward
lielihood for all m œ [1, . . . K] but only for m = li and we use the conditional emission
probability bmn (pij|li = m) rather bmn (pij).
li = argmax
mœ[1,...K]
sm(T i0:j)
Âlij+1 = argmax
nœ[1...kli ]
P (lij+1 = (li, n)|T i0:j) = argmax
nœ[1...kli ]
“l
i
n (T i0:j) (2.27)
Once the next state of a vehicle has been predicted. We use the di erent methods
established Section 2.2.3.4 to predict the next location of the trajectory.
2.A.1.4 Experimental results
On Figures 2.24, 2.25 and 2.26, the results for the two quality criteria, QNextState and
QNextLoc, are displayed for the di erent methods established from the Hidden Markov
model theory. In red we can see the results of the first method, where all states are
considered at each step according to the Equation 2.26. In green, the trajectory cluster is
first estimated, then the next state is estimated among the clusters of location within the
cluster of trajectory according to the Equation 2.27. Finally in yellow, we can observe the
results, where the true cluster of the trajectory is assumed to be known.
On Figures 2.24a and 2.24b we can observe the evolution of the quality criterion
QNextState according to the trajectory completion for respectively the Caltrain dataset
and the Sao Bento Dataset. These plots confirm two results found with the Markov Chain
model. First, the QNextState criterion gives better results when we first predict the cluster
of trajectory. Secondly, taking into account the hours at which the trips take place does
not improve the quality of the prediction. The results are di erent regarding the e ect of
the number of occurence within the current state. If the results found on the Sao Bento
dataset confirm that taking into account this variable enables to improve the quality, the
results are worse for the Caltrain dataset.
On Figures 2.25 and 2.26,we can observe the evolution of the QNextLoc according to
the percentage of trajectory completion for respectively the Caltrain Dataset, and the Sao
Bento Dataset. Here again, these results confirm the results found with the Markov Chain
model. The benefits of first predicting the cluster of trajectory are less visible looking at the
QNextLoc criteria than the QNextSate criteria. Taking into account the number of occurrence
within the state enables to improve the value of the QNextLoc criteria of approximately 50
meters for the Sao Bento dataset. On the contrary and as for the QNextSate criterion, it
degrades the values of the QNextLoc criteria. Finally it confirms that the results obtained
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(a) (b)
Figure 2.24 – Evolution of the quality criterion QNextState according to the trajectory
completion and for the di erent Hidden Markov Model Methods. (a) Caltrain, (b) Sao
Bento.
Figure 2.25 – Evolution of the quality criterion QNextLoc according to the trajectory com-
pletion and for the di erent Hidden Markov Model Methods, Caltrain.
with the second method of next prediction location improve the quality of the prediction.
These results are especially visible on the Sao Bento Dataset. However with this method,
both the e ect of the hours and the time spenr within the current state do not e ect the
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Figure 2.26 – Evolution of the quality criterion QNextLoc according to the trajectory com-
pletion and for the di erent Hidden Markov Model Methods, Sao Bento.
quality of the result.
But the main conclusion here is that, for both dataset, and for both criteria, the results
obtained with the methods established from the Hidden Markov theory are worse that
the one found with the Markov Chain theory. Hence we can think that idea of taking into
account the probability distribution of the current state among all the existing state is
not a good solution and that we better should consider the most likely current state at
the true current state of the trajectory. But this conclusion should be qualified by two
important idea. First of all, the Hidden Markov Theory is more di cult to be tested.
We choose here the "forward algorithm" to estimate the hidden state of the variable.
In this section we compute the di erent transitions probabilities empirically, and the
emission probabilities are computed using the distribution of the di erent GMM models
from which the di erent cluster has been generated. But another solution consists of
estimating these parameters according to the Baum–Welch algorithm. This algorithm
adapts the well known EM algorithm to find the maximum likelihood estimate of the
parameters of a hidden Markov model given a set of observation. Secondly, the main idea
of the Hidden Markov is to take into account the probability distribution of the current
state across all the existing state to predict the next state. However, in our case, the cluster
of location has been defined within each trajectory cluster. Hence it is impossible to move
from a cluster of location to another if they come from di erent clusters of trajectories.
This reduces significantly the benefits of the Hidden State models. A solution to overcome
this limitation should be to generate state which could be common to di erent clusters
of trajectory. This implies to either:
• Apply a clustering method on the set of all the observations that composed all the
trajectories of the set T , regardless of the clusters of trajectories the trajectories
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belong. The cluster of observation obtained would then be composed of observation
from trajectories which belongs to di erent cluster of trajectory.
• Or we can merge clusters of locations obtained with the di erent Gaussian Mixtures,
according to the parameter of their Gaussian Density.
Hence, the are several possible directions of work to improve the results obtained for
the Hidden Markov methods, which required to find a new way to cluster the location. We
have performed some work in order to accomplish the cluster of the all set of locations.
Some notions are presented in the next Section.
2.A.2 Clustering of locations
In this section, we present some work accomplished in order to perform the clustering of
locations. We want that the clustering produces cluster of locations which catch the flow
of the vehicle. For example if two locations are physically close to each other, but the
trajectories they belong to are moving in opposite directions, we want these locations to
belong to di erent clusters.
2.A.2.1 Distance base clustering
The first way consist in applying some well-known clustering algorithms, among the one
described Section 1.1.1. For this purpose we need to define a distance between the locations
that composed the trajectories, able to taking into account the direction of this locations.
We defined for that do di erent distances:
• Euclidean Distance on R4. This methods consist to apply the Euclidean distance
on Vector x œ R4. For every location, pij œ R2 which belongs to a trajectory T i as
defined in Section 29, we associate to this locations a vector xij which is equal to:
xij = (lonij, latij, dlonij, dlatij),
where, lonij and latij are respectively the longitude and the latitude of the locations
pij, and dlonij and dlatij are the di erences according to the longitude and the latitude
to the next location of the trajectory, i.e., dlonij = lonij+1≠ lonij and dlatij = latij+1≠
latij
• Spin Distance. We define the spin distance as:
DSpin(pij, pi
Õ
jÕ) =
5
||pij ≠ piÕjÕ||2 ≠ cos(dpij, dpiÕjÕ).
||dpij||2 + ||dpiÕjÕ||2
2
6
+
where pij = (lonij, latij) and dpij = (dlonij, dlatij). This distance enables to taking both
into account the physical distance between the location, and the direction of this
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locations. Indeed, The greater the angle between the two directions of the locations,
the smaller the value of cos(dpij, dpi
Õ
jÕ). Hence the physical distance between the
locations is penalized if their direction are too di erents
We applied di erent clustering algorithms such that, K-means, Hierarchical Clustering
and A nity propagation on the distance matrices, computed on the set of locations with
these two distances. But the results we obtained were not satisfying for di erent reasons.
Indeed for both distance the clusters obtained where not enough separated according to
the direction of their locations.
2.A.2.2 DBSCAN algorithm
We encountered some di culties to define a metric which enables to compare both physical
distance between locations and direction of these locations. Hence we decide to look for
an algorithm enables to deal with this objectives separately.
We propose for that a new algorithm that is a modification of the DBSCAN algorithm
established by Ester and al. [Ester et al., 1996]. This algorithm enables to group points
according to two criteria which are their density and their physical reachability. We propose
to adapt this algorithm by adding a third criteria, which is the direction reachability.
To explain our methods, we remind the definitions in [Ester et al., 1996] that enables
to define the DBSCAN algorithm.
• eps : is the maximum distance for which two locations are considered in the same
neighbourhood.
• MinPts : if the minimum number of points required to form a cluster.
.
Definition 45. The eps-neighborhood of a point. The Eps-neighborhood of a point p,
denoted by Neps(p), is defined as:
Neps(p) = {q œ D|p, q Æ eps}
Definition 46. directly density-reachable. A point p is directly density-reachable from a
point q wrt. eps, MinPts if
• p œ Neps(p)
• |Neps(p)| ØMinPts
Definition 47. density-reachable. A point p is density- reachable from a point q wrt. eps
and MinPts if there is a chain of points p1, . . . , pn, p1 = q, pn = p such that pi+1 is directly
density-reachable from pi.
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Definition 48. density-connected. A point p is density-connected to a point q wrt. eps
and MinPts if there is a point o such that both, p and q are density-reachable from o wrt.
eps and MinPts.
Definition 49. Cluster. Let P be a set of points. A cluster Pm wrt. eps and MinPts is a
non-empty subset of P satisfying the following conditions:
• ’p, q: if p œ Pm q is density-reachable from p wrt. eps and MinPts, then q œ Pm.
• ’p, q œ Pm p is density-connected to q wrt. eps and MinPts).
The clusters are then formed by propagation. A cluster stop extending where there is no
point density-reachable from any points within the cluster. Hence this cluster algorithm is
perfectly designed for partitioning where the desired cluster are well physically separated
as in the example Figure 1.3.This is obviously not the case for locations. Indeed, we can
see on the top left of the Figures 2 and 3 that there is no group of locations correctly well
physically delimited. This is logic because according the road network, all the road are
density-reachable through the other road.
Hence, the idea of was to add a third criterion in order to define a cluster. Beside that
the cluster have to fulfil a density threshold and a Phyisical reachability, we also want
that locations within a cluster have the same direction. Hence we define a new direction
criteria, epsd, which is the maximum angle between two directions of locations in order
to consider that these locations have the same direction.
This allows us to give a new definition of epss-neighborhood, where epss comprises
both eps and and epsd criteria.
Definition 50. epss-neighborhood. The epss-neighborhood of a point p, Nepss(p) wrt epss =
eps,epsd is defined ad :
Nepss(p) = {q œ D|p, q Æ eps &\Dp, Dq Æ epsd}
The others definitions remind the same except that we use the definitions of the epss-
neighborhood, Definition 50 instead of the definition of the eps-neighborhodd, Definition
45.
This modification of the DBSCAN algorithm su er the same limitations that the
original. It performs good clustering as long as the desired cluster are well delimiter in
both physical distance and directions. Hence, this algorithm did not provide result on the
dataset Caltrain and Sao Bento because the direction of the locations are not precise
enough. Indeed, we estimate these directions according to the next locations of these
points, thus according to the speed of these locations, the estimations of the directions
of two locations can be really di erent event if they are moving in the same direction at
a given time. Moreover, the choice of the value of the di erent criteria is subjective and
depends of the density of the road network.
Chapitre 3
Apprentissage sur données massives :
Trois cas d’usage avec R, Python et
Spark
3.1 Introduction
3.1.1 Objectif
L’objectif de cet article est d’ouvrir une réflexion sur le choix des meilleures mises en
œuvre de techniques d’apprentissage face à des données massives. Cet objectif ambitieux
se heurte à de nombreuses di cultés : il présuppose une définition de ce que sont des
données massives, donc les spécificités de l’environnement de travail et le choix de critères
de comparaison.
De façon triviale, des données deviennent massives lorsqu’elles excèdent la capacité de
la mémoire vive (RAM) de l’ordinateur (quelques giga-octets), puis réellement massives
lorsqu’elles excèdent celle du disque dur (quelques tera-octets) et doivent être distribuées
sur plusieurs disques voire machines. Cette définition dépend évidemment de l’environ-
nement matériel mais les principaux problèmes méthodologiques et algorithmiques sont
soulevés lorsque les données sont e ectivement distribuées sur plusieurs machines. Le
principal objectif est alors d’éviter des transferts coûteux de données entre ordinateurs
ou même entre disques et unités centrales ; analyse et calculs sont déportés sur le lieu de
stockage et doivent se limiter à une seule lecture des données.
L’environnement de travail peut-être un poste de travail personnel avec plus ou moins
de mémoire, de processeurs, de cartes graphiques (GPU), l’accès à un puissant serveur de
calcul intensif ou encore, c’est la caractéristique originale de la prise en compte de données
massives, à un cluster de calcul réel ou virtuel, privé ou loué. Pouvoir transférer les calculs
d’un poste personnel utilisé pour la réalisation d’un prototype, au déploiement, passage à
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l’échelle, d’un grand cluster à l’aide du même code est un élément essentiel d’e cacité car
le coût de développement humain l’emporte largement sur celui de location d’un espace
de calcul.
Les évaluations et comparaisons classiques de performances en apprentissage sur des
données de faible taille se compliquent encore avec l’explosion combinatoire du nombre
d’implémentations des algorithmiques ainsi qu’avec la diversité des technologies de pa-
rallélisation et celle des architectures matérielles. Le nombre de paramètres à considérer
rend ces comparaisons beaucoup trop complexes ou soumises à des choix bien arbitraires.
Face à cette complexité, l’objectif est nécessairement réduit. Loin de pouvoir discuter la
réelle optimalité des technologies d’analyse de données massives, on se propose d’aborder
les intérêts respectifs de quelques stratégies autour de trois cas d’usage devenus classiques
afin d’illustrer, ne serait-ce que la complexité des problèmes et la pertinence de certains
choix.
L’objectif est donc réduit à la comparaison des implémentations, dans trois environ-
nements très répandus ou en pleine expansion : R, Python (Scikit-learn) et Spark-MLlib,
de trois méthodes parmi les plus utilisées : les forêts aléatoires ([Breiman, 2001]) en clas-
sification supervisée, la factorisation non négative de matrices (NMF) pour apprendre
des recommandations et enfin la régression logistique faisant suite au pré-traitement d’un
corpus volumineux de textes.
D’autres approches, d’autres technologies, d’autres méthodes, certes importantes et
faisant par exemple appel à l’apprentissage profond (deep learning) pour l’analyse d’images,
à des méthodes d’optimisation stochastique ou de décision séquentielle... nécessiteraient
des développements spécifiques conséquents ; elles sont volontairement laissées de côté.
Il s’agit simplement d’illustrer, sur des cas d’usage, le choix qui se pose au statisticien
de passer, ou non, à un environnement technologique plus complexe : Python Scikit-
Learn ([Pedregosa et al., 2011]), Spark ([Zaharia et al., 2012]) que celui : R ([R Core
Team, 2016b]) qu’il maîtrise depuis de longues années.
Tous les scripts des programmes utilisés en R, Python et Pyspark sont disponibles sur
le site github/wikistat.fr sous la forme de notebooks ou calepins Jupyter.
Les auteurs tiennent à remercier l’équipe de la société Hupi de Bidart et son directeur
M. Moréno qui ont mis à notre disposition la plateforme matérielle (cluster) utilisée pour
aborder l’environnement Spark Hadoop et qui ont également assuré un support e cace
pour exploiter au mieux les technologies pour données distribuées.
3.1.2 Nouvelle Science des Données
La fouille de données (data mining) des années 90 a largement promu de nouveaux métiers
et surtout de nouvelles suites logicielles commerciales intégrant gestion, transformations
et analyse statistique des données pour s’adresser à de plus vastes marchés, principalement
le marketing. L’objectif était déjà la valorisation (gestion de la relation client) de don-
nées acquises par ailleurs et sans planification expérimentale spécifique à une démarche
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statistique traditionnelle. Une deuxième étape, en lien avec l’accroissement du volume et
la complexité des données, fut l’explosion de leur très grande dimension avec la multi-
tude des omiques (génome, transcriptome, protéome...) produite par les technologies de
séquençage. Ce fut l’expansion de la Bioinformatique et, pour le statisticien confronté au
fléau de la dimension, la nécessaire recherche de modèles parcimonieux. Une troisième
étape est liée au développement d’internet, du commerce en ligne et des réseaux sociaux.
Ce sont les principales sources de production et d’analyse de données massives (big data
analytics). Comme pour la fouille des données des années 90, mais avec une ampleur sans
commune mesure, l’histoire se répète avec l’explosion du marché des espaces publicitaires
(advertasing) en ligne (Google, Facebook...) et celles des services (Amazon Web Service...)
associés.
[Friedman, 1997] soulevait déjà la question : Is data mining an intellectual discipline ?
Les enjeux actuels font changer d’échelle pour s’interroger sur la naissance plus presti-
gieuse d’une « nouvelle» Science, des Données, accompagnée d’un considérable battage
médiatique. Celui-ci glorifie les exploits de la ruée vers le nouvel eldorado des investis-
sements et emplois mais stigmatise aussi les risques éthiques, juridiques ou les fiascos
annoncés. Cette évolution, tant historique que méthodologique, et son influence sur les
programmes académiques est décrite par [Besse and Laurent, 2016b]. Elle n’est pas re-
prise ici mais nous en retenons le principal élément. Celui-ci s’apparente à l’émergence
d’un nouveau paradigme provoquée par les changements d’échelles de volume, variété,
vélocité des données qui bousculent les pratiques, tant en Statistique qu’en Apprentissage
Machine.
L’estimation d’un modèle prédictif, qu’il soit statistique ou d’apprentissage supervisé,
est la recherche d’un compromis optimal entre biais (erreur d’approximation) et variance
(erreur d’estimation) donc d’un modèle parcimonieux évitant le sur-ajustement. À cette
question centrale en Apprentissage, vient s’ajouter un nouveau problème d’Optimisation
sous la forme d’un troisième terme d’erreur. Les ressources (mémoire, temps) sont contraintes ;
comment minimiser le terme d’erreur d’optimisation dû, soit à un sous-échantillonnage
pour satisfaire aux contraintes de mémoire, soit à la limitation des calculs ou méthodes
utilisables sur une base d’apprentissage très volumineuse et distribuée ? Une fonction ob-
jectif globale à minimiser pourrait être définie à la condition d’évaluer le coût induit par
des erreurs de prévision dues à l’échantillonnage, à mettre en balance avec le coût de
l’estimation avec données massives sur des serveurs les supportant. Le problème général
étant bien trop complexe, nous nous restreignons à des comparaisons plus qualitatives.
3.1.3 Contenu
La section 2 introduit l’environnement technologique de référence Spark ([Zaharia et al.,
2012]) associé à la gestion de données massive Hadoop distributed file system. L’importance
de la notion de résilience des bases de données est illustrée par l’exemple de l’algorithme
élémentaire de [Forgy, 1965] modifié pour satisfaire aux contraintes des fonctionnalités
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MapReduce d’Hadoop. Sont introduites également les librairies MLlib, SparkML dévelop-
pées pour exécuter les méthodes de modélisation et apprentissage dans ce contexte.
Les sections suivantes abordent trois cas d’usage sur des données publiques ou ren-
dues publiques : reconnaissance de caractères (MNIST), recommandation de films (Movie-
Lens), catégorisation de produits (Cdiscount) avec l’objectif de comparer les performances
(temps, précision) des environnements R, Python et Spark sur ces exemples de taille rai-
sonnable.
Les comparaisons ont été opérées sur des machines de faible taille / coût : Lenovo X240
(Windows 7) avec processeur 4 cœurs cadencé à 1,7 GHz et 8Go de RAM, MacBook Pro
(OS X Yosemite) avec processeur 4 cœurs cadencé à 2,2 GHz et 16Go de RAM, cluster
(Linux, Spark) avec au plus 1 nœud maître et 8 nœuds excécuteurs de 7Go de RAM.
Ces configurations ne sont pas très réalistes face à des données massives. Néanmoins les
résultats obtenus, sont su samment explicites pour illustrer les contraintes du compromis
taille des données vs. précision pour une taille de mémoire fixée.
La dernière section conclut sur l’opportunité des choix en présence.
3.2 Principaux environnements technologiques
Les choix de méthodes o ertes par les librairies et les performances d’une analyse dé-
pendent directement de l’environnement matériel et logiciel utilisé. La profusion des pos-
sibilités rendent ces choix di ciles. Il serait vain de chercher à en faire une synthèse, mais
voici quelques éléments de comparaison parmi les environnements les plus pratiqués ou au
mois les plus médiatisés et accessibles car sous la licence de l’Apache Software Fondation.
3.2.1 Nouveau modèle économique
Rappelons tout d’abord que le déluge des données, conséquence de la datafication de notre
quotidien, entraîne un profond changement des modèles économiques en lien avec l’ana-
lyse de ces données. Changement qui impacte directement les développements et donc
disponibilités des environnements accessibles aux entreprises et aux établissements acadé-
miques. Les équipements trop chers sont loués, les langages et logiciels sont libres mais les
concepts et méthodes complexes à assimiler et mettre en œuvre sont des services (forma-
tions, plateformes) monnayables. Plus généralement, tout un ensemble de ces services et
une nomenclature associée se développent avec l’industrialisation, la commercialisation du
cloud computing : software as a service (SaaS), infrastructure as a service (IaaS), platform
as a service (PaaS), desktop as a service (DaaS)...
À titre d’illustration, citons seulement quelques entreprises surfant sur la vague des
nouvelles technologies : Enthought (Canopy) et Continuum analytics (Anaconda) pro-
posent des distributions libres de Python et, c’est important, faciles à installer ainsi que
des environnements plus élaborés payants et de la formation associée. Horthonworks et
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Cloudera di usent des environnements de Hadoop incluant Spark. Les créateurs ([Zaharia
et al., 2012]) de Spark ont fondé databricks : Data science made easy, from ingest to pro-
duction, pour principalement vendre de la formation et une certification. Trevor Hastie
et Ron Tibshirani conseillent Oxdata qui développe (H20 ) avec notamment une forme
d’interface entre R et le système Hadoop.
Dans le même mouvement ou cherchant à ne pas perdre trop de terrain par rapport à
Amazon Web Services, les grands éditeurs ou constructeurs intègrent, avec plus ou moins
de succès, une o re de service à leur modèle économique d’origine : Google Cloud platform,
IBM Analytics, Microsoft Azure, SAS Advanced Analytics...
3.2.2 Hadoop, MapReduce, Spark
Hadoop (distributed file system) est devenu la technologie systématiquement associée à
la notion de données considérées comme massives car distribuées. Largement développé
par Google avant de devenir un projet de la fondation Apache, cette technologie répond
à des besoins spécifiques de centres de données : stocker des volumétries considérables en
empilant des milliers de cartes d’ordinateurs et disques de faible coût, plutôt que de mettre
en œuvre un supercalculateur, tout en préservant la fiabilité par une forte tolérance aux
pannes. Les données sont dupliquées et, en cas de défaillance, le traitement est poursuivi,
une carte remplacée, les données automatiquement reconstruites, sans avoir à arrêter le
système.
Ce type d’architecture génère en revanche un coût algorithmique. Les nœuds de ces
serveurs ne peuvent communiquer que par couples (clef, valeur) et les di érentes étapes
d’un traitement doivent pouvoir être décomposées en étapes fonctionnelles élémentaires
comme celles dites de MapReduce. Pour des opérations simples, par exemple de dénom-
brement de mots, d’adresses URL, des statistiques élémentaires, cette architecture s’avère
e cace. Une étape Map réalise, en parallèle, les dénombrements à chaque nœud ou exé-
cuteur (workers) d’un cluster d’ordinateurs, le résultat est un ensemble de couples : une
clef (le mot, l’URL à dénombrer) associée à un résultat partiel. Les clefs identiques sont
regroupées dans une étape intermédiaire de tri (shu e) au sein d’une même étape Reduce
qui fournit pour chaque clef le résultat final.
Dans cette architecture, les algorithmes sont dits échelonnables de l’anglais scalable si
le temps d’exécution décroît linéairement avec le nombre d’exécuteurs dédiés au calcul.
C’est immédiat pour des dénombrements, des calculs de moyennes, ce n’est pas nécessai-
rement le cas pour des algorithmes itératifs complexes. La méthode des k plus proches
voisins n’est pas échelonnable au contraire des algorithmes de classification non-supervisée
par réallocation dynamique (e.g. Forgy, k-means) qui opèrent par itérations d’étapes Ma-
pReduce.
L’exemple de l’algorithme de [Forgy, 1965] est très révélateur.
• Initialisation de l’algorithme par définition d’une fonction de distance
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et désignation aléatoire de k centres.
• Jusqu’à convergence :
– L’étape Map calcule, en parallèle, les distances de chaque observa-
tion aux k centres courants. Chaque observation (vecteur de valeurs)
est a ectée au centre (clef) le plus proche. Les couples : (clef ou
numéro de centre, vecteur des valeurs) sont communiqués à l’étape
Reduce.
– Une étape intermédiaire implicite Shu e adresse les couples de
même clef à la même étape suivante.
– Pour chaque clef désignant un groupe, l’étape Reduce calcule les
nouveaux barycentres, moyennes des valeurs des variables des indi-
vidus partageant la même classe c’est-à-dire la même valeur de clef.
Principal problème de cette implémentation, le temps d’exécution économisé par la
parallélisation des calculs est fortement pénalisé par la nécessité d’écrire et relire toutes
les données entre deux itérations.
3.2.3 Spark
C’est la principale motivation du développement de la technologie Spark ([Zaharia et al.,
2012]) à l’université de Berkeley. Cette couche logicielle au-dessus de systèmes de gestion
de fichiers comme Hadoop introduit la notion de base de données résiliente (resilient dis-
tributed dataset ou RDD) dont chaque partition reste, si nécessaire, présente en mémoire
entre deux itérations pour éviter réécriture et relecture. Cela répond bien aux principales
contraintes : des données massives ne doivent pas être déplacées et un résultat doit être
obtenu par une seule opération de lecture.
Techniquement, ces RDDs sont manipulées par des commandes en langage Java ou
Scala mais il existe des API (application programming interface) acceptant des commandes
en Python (PySpark) et en R. Spark intègre beaucoup de fonctionnalités réparties en
quatre modules : GRAPHX pour l’analyse de graphes ou réseaux, streaming pour le
traitement et l’analyse des flux, SparkSQL pour l’interrogation et la gestion de bases de
tous types et la librairie MLlib pour les principaux algorithmes d’apprentissage. En plein
développement, cet environnement comporte (version 1.6) des incohérences. SparkSQL
génère et gère une nouvelle classe de données DataFrame (similaire à R) mais qui n’est
pas connue deMLlib qui va progressivement être remplacée par SparkML dans les versions
à venir...
Dans la présentation qui en est faite, Spark apparaît donc comme un cadre général
(framework) permettant de connecter la plupart des technologies développées sous forme
de projet Apache. Tous types de fichier (JSON, csv, RDDs...) et types de données structu-
rées ou non, tous types de flux de données (objets connectés, tweets, courriels...) peuvent
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ainsi être gérés, agrégés par des opérations classiques de sélection, fusion à l’aide de com-
mandes utilisant une syntaxe dérivée de SQL (structured querry language) avant d’être
utilisés pour des modélisations.
3.2.4 Librairie MLlib
Cet article est focalisé sur l’utilisation de quelques méthodes de transformation et mo-
délisation sous Spark dont celles de MLlib décrites par [Pentreath, 2015]. Cette librairie
regroupe les algorithmes d’apprentissage adaptés à des bases de données résilientes et
qui supportent donc le passage à l’échelle du volume des données. Un programme mis au
point sur de petits échantillons et un poste de travail personnel peut en principe s’exécuter
en l’état sur un cluster de calcul (e.g. Amazon Web Service) pour analyser des données
massives même si la scalabilité n’est pas strictement atteinte.
Pour cette librairie en plein développement et aussi en migration vers SparkML, seule
la documentation en ligne, malheureusement fort succincte, est à jour concernant la liste
des méthodes disponibles et leurs options d’utilisation. En voici un rapide aperçu (version
1.6) :
Statistique de base : Univariée, corrélation, échantillonnage stratifié, tests d’hypothèse,
générateurs aléatoires, transformations (standardisation, quantification de textes
avec hashage et TF-IDF pour vectorisation), sélection (‰2) de variables (features).
Exploration multidimensionnelle Classification non-supervisée (k-means avec version en
ligne, modèles de mélanges gaussiens, LDA (Latent Dirichlet Allocation), réduction
de dimension (SVD et ACP mais en Java ou Scala pas en Python), factorisation
non négative de matrice (NMF) par moindres carrés alternés (ALS).
Apprentissage Méthodes linéaires : SVM, régression gaussienne et binomiale ou logistique
avec pénalisation L1 ou L2 ; estimation par gradient stochastique, ou L-BFGS ; clas-
sifieur bayésien naïf, arbre de décision, forêts aléatoires, boosting (gradient boosting
machine en Scala).
Les sections qui suivent proposent une étude comparative des environnements R, Py-
thon (Scikit-Learn) et Spark MLlib sur trois cas d’usage de données publiques. Les données
ne sont pas excessivement volumineuses mais sont considérées comme telles en mettant en
œuvre des technologies d’algorithmes distribués capables en principe de passer sans modi-
fication à des échelles plus importantes. Elles le sont pas ailleurs su samment pour mettre
en défaut des implémentations pas ou mal optimisées comme la librairie randomForest de
R.
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Figure 3.1 – Quelques exemples d’images de caractères de la base MNIST.
3.3 Reconnaissance de caractères (MNIST)
La reconnaissance de caractères manuscrits, notamment les chi res de codes postaux, est
un vieux problème de classification supervisée qui sert depuis de nombreuses années de
base de comparaison entre les méthodes (cf. figure 3.1). Le site MNIST DataBase fournit
des données ([Lecun et al., 1998]) et une liste de références, de 1998 à 2012 proposant
des stratégies d’analyse avec des taux d’erreur de 12% à 0,23%. Les méthodes les plus
récentes s’a rontent toujours sur ce type de données : [Bruna and Mallat, 2013] ... [Lee
et al., 2016] ainsi que dans un concours Kaggle se terminant en décembre 2016.
De façon très schématique, plusieurs stratégies sont développées dans une vaste litté-
rature sur ces données.
• Utiliser une méthode classique : k plus proches voisins, forêt aléatoire... sans trop
ra ner mais avec des temps d’apprentissage rapides conduit à un taux d’erreur
autour de 3%.
• Ajouter ou intégrer un pré-traitement des données permettant de recaler les images
par des distorsions plus ou moins complexes.
• Construire une mesure de distance adaptée au problème car invariante par rotation,
translation, homothétie, puis l’intégrer dans une technique d’apprentissage adaptée
comme les k plus proches voisins. [Simard et al., 1998] définissent une distance dite
tangentielle entre les images de caractères possédant ces propriétés d’invariance.
• D’autres pistes peuvent être explorées notamment celles des machines à noyaux par
[Müller et al., 2001] qui illustrent ce type d’apprentissage par les données de MNIST
sans semble-t-il faire mieux que la distance tangentielle.
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• Les réseaux de neurones, renommés apprentissage profond (deep learning), et im-
plémentant une architecture modélisant une convolution (convolutional neural net-
work) impliquant les propriétés recherchées d’invariance, sont les algorithmes les
plus compétitifs et les plus comparés ([Wan et al., 2013]). Noter le coût de calcul
assez prohibitif pour l’estimation et l’optimisation de ces architectures complexes
qui nécessitent des moyens matériels et des librairies sophistiquées reprenant toutes
ce même jeu de données dans leur tutoriel. C’est le cas de torch en langage Lua
ou de Lasagne (Theano) en Python. Même chose pour H2O, dont le tutoriel, très
commercial, optimise les paramètres à partir de l’échantillon test malgré un risque
évident de sur-apprentissage, ou encore pour Tensor Flow rendu récemment (12-
2015) accessible par Google.
• Toujours en connexion avec le deep learning et illustrée par les mêmes données,
[Bruna and Mallat, 2013] utilisent une décomposition, invariante par transforma-
tions, des images sur des bases d’ondelettes par scattering.
• ...
Attention, l’objectif de cette section n’est pas de concourir avec les meilleures solutions
publiées. Les données sont simplement utilisées pour comparer les performances des im-
plémentations de solutions élémentaires dans l’objectif d’un passage à l’échelle volume.
3.3.1 Les données
Les données représentent 60 000 images en niveaux de gris de chi res manuscrits écrits par
plusieurs centaines de personnes sur une tablette. Un ensemble de pré-traitements restreint
les dimensions des images à 28 ◊ 28 = 784 pixels. Celles-ci ont ensuite été normalisées
par des transformations élémentaires. L’ échantillon test indépendant est constitué de la
même manière de 10 000 images.
Ces données ne sont pas réellement massives, elles tiennent en mémoire, mais leur
volume su t à montrer les limites, notamment en temps de calcul ou occupation mémoire,
de certains algorithmes.
3.3.2 Solutions
Trois environnements sont comparés : R, Python (Scikit-learn) et Spark (MLlib). Une
simple classification non supervisée (k-means) a également été testée sur les données.
Les résultats sont équivalents entre les environnements à quelques remarques près. L’im-
plémentation de R signale une di culté à converger mais fournit avec le même temps
d’exécution des résultats similaires à ceux de Scikit-learn. En revanche, l’algorithme des
k plus proches voisins de R a des temps d’exécution rédhibitoires sur ces données alors
que l’implémentation de Scikit-learn est lente mais raisonnable. Comme cet algorithme ne
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s’adapte pas au le passage à l’échelle, il est abandonné les comparaisons pour se focaliser
sur celui des forêts aléatoires ([Breiman, 2001]).
Les implémentations de R et Scikit-learn de ce dernier algorithme sont très voisines en
terme de paramétrages et de valeurs par défaut. Des forêts de 250 arbres sont comparées.
En prendre plus n’améliore pas notablement la qualité de prévision, 200 su sent en fait.
Les autres valeurs par défaut des paramètres, notamment le nombre (racine carrée du
nombre de pixels) de variables tirées aléatoirement : mtry de ranger, max_features de
Scikit-learn, featureSubsetStrategy de MLlib, sont satisfaisantes.
Pour satisfaire aux contraintes de MapReduce l’implémentation de MLlib est basée sur
un algorithme de construction d’arbres issu du projet Google PLANET ([Panda et al.,
2009]). Ce dernier dispose d’un nouveau paramètre : maxBins (= 32 par défaut) qui
contrôle le nombre maximal de divisions prises en compte pour la recherche d’un nœud
optimal. Ce paramètre provoque le regroupement des modalités d’une variable qualitative
qui en comporte trop ou la transformation d’une variable quantitative en une variable
ordinale. Il permet de contrôler les temps d’exécution de la construction de chaque arbre
et leur complexité. Les données MNIST étant finalement assez "binaires" (présence ou non
d’un pixel), ce paramètre n’a quasiment aucun e et sur ces données à moins de lui donner
une valeur très faible.
Cette implémentation de random forest dans MLlib, soulève des problèmes concrets
plus délicats. Alors qu’en principe pour réduire le biais, les arbres sont estimés sans
limitation ni élagage, des problèmes de gestion de mémoire liés à la configuration maté-
rielle, imposent de contrôler la profondeur maximum des arbres ou (maxDepth). En cas de
manque de mémoire, Python (sous Windows, Mac OS ou Linux) gère ce problème par une
extension (swapping) de ma mémoire, certes coûteuse en temps de calcul, sur le disque.
En revanche ce même problème provoque une erreur et un arrêt intempestif de Spark.
C’est donc par essais / erreurs successifs qu’il est possible de déterminer les valeurs des
paramètres : nombre et profondeurs des arbres, acceptables sans erreur par chacun des
nœuds du cluster. Des forêts de cent arbres de profondeur maxDetph = 15 sont estimées.
3.3.3 Discussion
La précision des prévisions entre R et Python est analogue (cf. figures 3.2, 3.3), en re-
vanche, les temps d’exécution, dépendent fortement du choix de la librairie R. Celle his-
torique (randomForest), et intégrant le programme fortran de Breiman et Cutler interfacé
avec R par [Liaw and Wiener, 2002], s’avère très lente (facteur 20) en comparaison à
d’autres implémentations écrites en C. La dernière en date (ranger de [Wright and Ziegler,
2016]) concurrence l’implémentation en Python et Cython de Scikit-learn. La di érence
entre les deux, au profit de Pyhton, vient de ce que cette dernière implémentation sait gé-
rer la parallélisation (4 cœurs pour l’ordinateur utilisé) en fixant le paramètre n_jobs=-1,
même sous Windows, contrairement à ranger qui ne peut le faire que sous un système issu
d’Unix.
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Figure 3.2 – MNIST : forêts aléatoires avec R (ranger). Évolution du temps d’apprentis-
sage et de l’erreur estimées sur l’échantillon test en fonction de la taille de l’échantillon
d’apprentissage
Figure 3.3 – MNIST : forêts aléatoires avec Python (Scikit-learn). Évolution du temps
d’apprentissage et de l’erreur estimées sur l’échantillon test en fonction de la taille de
l’échantillon d’apprentissage.
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Figure 3.4 –MNIST : forêts aléatoires avec Spark (MLlib). Évolution du temps d’appren-
tissage et de l’erreur estimées sur l’échantillon test en fonction de la taille de l’échantillon
d’apprentissage.
Figure 3.5 – MNIST : Forêts aléatoires avec Spark (MLlib). Évolution du temps d’ap-
prentissage pour plusieurs versions du cluster Spark avec 2, 4 ou 6 exécuteurs.
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Les contraintes dues à la gestion de la mémoire de l’environnement Spark rendent dif-
ficiles l’obtention de résultats strictement similaires en terme de qualité de prévision (cf.
figure 3.4). La profondeur maximum des arbres influence fortement la qualité des estima-
tions pour l’implémentation de MLlib. Le réglage de ce paramètre dépend directement de
l’espace mémoire alloué à chaque exécuteur au moment de la déclaration du cluster par
la commande spark_context ; une valeur de mémoire trop faible engendre une erreur qui
arrête brutalement l’exécution. Seuls 100 arbres de profondeur maximum 15 sont estimés
afin d’être sûr d’une exécution sans erreur. C’est une remise en cause de la tolérance aux
pannes visées par Spark dans la version utilisée qui permet certes de gérer des données
volumineuses mais pas, avec l’algorithme proposé, de mémoriser le modèle si celui-ci est
trop complexe (nombre d’arbres, profondeur). Il aurait fallut disposer d’un cluster plus
conséquent (plus de mémoire par exécuteur) pour obtenir des résultats comparables en
précision et en temps. D’autre part, le temps d’exécution décroît bien avec le nombre
d’exécuteurs (cf. figure 3.5) mais pas avec le facteur attendu pour atteindre la scalabilité
de l’algorithme.
Enfin, remarquons que la croissance du temps d’apprentissage est linéaire en fonction
de la taille de l’échantillon mais qu’au delà d’une taille d’échantillon de 50000, 55000
la précision des résultats semble arriver à un plateau (cf. figure 3.3), surtout avec un
nombre (250) relativement élevé d’arbres. Il aurait sans doute été utile de tester un sous-
échantillonnage sans remise plutôt que le bootstrap classique des forêts aléatoires. Ceci doit
permettre en principe de construire des modèles d’arbres encore moins corrélés entre eux
et donc de réduire la variance des prévisions mais cette option d’échantillonnage n’est pas
prévue dans les implémentations utilisées. Sans cette dernière possibilité, considérer des
échantillons d’apprentissage encore plus volumineux n’est pas une priorité pour améliorer
la précision de ce problème de reconnaissance de caractères, ce sont d’autres types de
modélisation, possédant des propriétés d’invariance, qu’il faut déployer.
En résumé, les expérimentations élémentaires réalisées sur ces données montrent qu’une
architecture intégrée avec 8Go de mémoire et exécutant les implémentations Python Scikit-
learn ou R ranger de random forest donne finalement de meilleurs résultats (temps, pré-
cision) qu’une architecture distribuée de 6 fois 7Go.
3.4 Recommandation de films
3.4.1 Marketing et systèmes de recommandation
Commerce en ligne
La rapide expansion des sites de commerce en ligne a pour conséquence une explosion des
besoins en marketing quantitatif et gestion de la relation client (GRC) spécifiques à ce
type de commerce. Ce domaine d’application est le principal moteur de développement des
technologies liées au traitement des données massives et le premier fournisseur d’exemples.
116 CHAPITRE 3. APPRENTISSAGE SUR DONNÉES MASSIVES.
La GRC en marketing quantitatif traditionnel est principalement basée sur la construction
de modèles de scores : d’appétence pour un produit, d’attrition (churn) ou risque de
rompre un contrat. Le commerce en ligne introduit de nouveaux enjeux avec le marché
considérable de la publicité en ligne ou recommandation.
Systèmes de recommandation
La sélection ou recommandation automatique d’articles dans des approcches appelées
encore systèmes de recommandation fait appel à des algorithmes dit de filtrage. Certains
concernent des méthodes adaptatives qui suivent la navigation de l’internaute, son flux
de clics, jusqu’à l’achat ou non. Ces approches sont basées sur des algorithmes de bandits
manchots et ne font pas l’objet de cet exemple. D’autres stratégies sont définies à partir
d’un historique des comportements des clients, d’informations complémentaires sur leur
profil, elles rejoignent les méthodes traditionnelles de marketing quantitatif. D’autres enfin
sont basées sur la seule connaissance des interactions clients◊ produits à savoir la présence
/ absence d’achats ou un ensemble d’avis recueillis sous la forme de notes d’appréciation de
chaque produit consommé. On parle alors de filtrage collaboratif (collaborative filtering).
Filtrage collaboratif
Ce dernier cas a largement été popularisé par le concours Netflix où il s’agit de proposer
un film à un client en considérant seulement la matrice très creuseX : clients ◊ films, des
notes sur une échelle de 1 à 5. L’objectif est donc de prévoir le goût, la note, ou l’appétence
d’un client pour un produit (livre, film...), qu’il n’a pas acheté, afin de lui proposer celui
le plus susceptible de répondre à ses attentes.
Le filtrage collaboratif basé sur les seules interactions client ◊ produits : présence /
absence d’achat ou note d’appréciation fait généralement appel à deux grandes familles
de méthodes :
Méthodes de voisinage fondées sur des indices de similarité (corrélation linéaire ou des
rangs de Spearman...) entre clients ou (exclusif) entre produits :
• Basée sur le client avec l’hypothèse que des clients qui ont des préférences simi-
laires vont apprécier des produits de façon similaire. Trouver un sous-ensemble
Si de clients qui notent de manière similaire au client i ; prévoir la note man-
quante : produit j par client i, par combinaison linéaire des notes de ce sous-
ensemble Si sur le produit j.
• Basée sur le produit avec l’hypothèse que les clients préfèreront des produits
similaires à ceux qu’ils ont déjà bien notés. Trouver un sous-ensemble Sj de
produits notés de façon similaire par le client i ; prévoir la note manquante :
produit j par client i, par combinaison linéaire des notes de ce sous-ensemble
Sj du client i.
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Modèle à facteurs latents basé sur une décomposition de faible rang avec une éventuelle
contrainte de régularisation, de la matrice très creuse X des notes ou avis clients ◊
produits. La note du client i sur le produit j est approchée par le produit scalaire
de deux facteursWi et Hj issus de la décomposition.
Complétion de matrice . À la suite du succès du concours Netflix, [Candes and Tao, 2010]
ont formalisé de façon plus générale le problème de la recherche de facteurs latents
comme celui de la complétion d’une matrice. Notons P (X) la "projection" de la
matrice X qui consiste à remplacer toutes les valeurs inconnues (absence de note)
par des valeurs nulles.
min
M
1
||P (X ≠M)||22 + ⁄||M ||ú
2
(3.1)
où ||.||2 désigne la norme de Froebenius et ||.||ú celle nucléaire (somme des valeurs
singulières) qui introduit une pénalisation afin de réduire le rang mais avec des
propriétés de convexité. Le rôle de P (X) est important, l’ajustement n’est calculé
que sur les seules valeurs connues de X.
La littérature est très abondante sur le sujet qui soulève plusieurs questions dont :
• l’évaluation d’un système de recommandation car il n’est pas possible de savoir si
le client a acheté sous l’e et de la proposition commerciale. Seul le montage com-
plexe d’expérimentations (dites AB testing) permet de comparer deux stratégies sous
forme de deux sites distincts auxquels sont aléatoirement adressés les internautes.
• Initialisation (cold start problem) des termes de la matrice avec l’arrivée de nouveaux
clients ou la proposition de nouveaux produits.
Par ailleurs, des systèmes hybrides intègrent ces données d’interaction avec d’autres in-
formations sur le profil des clients (âge, sexe, prénom...) ou encore sur la typologie des
produits (genre, année...).
3.4.2 Complétion de matrices
La littérature sur ce sujet a connu un développement trop important pour espérer en faire
une revue synthétique en quelques lignes. Nous nous limitons volontairement aux seules
méthodes implémentées dans des librairies facilement accessibles des environnements R,
Python et Spark considérés.
sofImpute
[Mazumder et al., 2010] puis [Hastie et al., 2015] proposent deux algorithmes de complé-
tions implémentés dans la librairie softImpute de R pour résoudre le problème d’optimi-
sation (3.1).
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Le premier ([Mazumder et al., 2010]) itère des décompositions en valeurs singulières
(SVD) seuillées pour reconstruire les valeurs manquantes. Le seuillage de la SVD consiste
à annuler les valeurs singulières de la décomposition inférieure à une valeur ⁄ forçant ainsi
des solutions de plus faible rang. Des astuces permettent de réduire les temps de calcul. Il
n’est pas nécessaire de calculer tous les termes de la SVD et la faible densité des matrices
permet des économies substantielles de mémoire. D’autre part les SVD successives peuvent
bénéficier de l’itération précédente comme initialisation.
Le deuxième algorithme est basé sur une MMMF (maximum margin matrix factori-
zation) de [Srebro et al., 2005]. La matrice X à compléter est de dimension (n ◊ p). Le
critère à optimiser est donc
min
An◊r,Bp◊r
||P (X ≠ABT )||22 + ⁄
1
||A||22 + ||B||22
2
,
où r < min(n, p) désigne le rang des matrices A et B. Le critère n’est pas convexe mais
dont la minimisation est résolue au moyen d’un algorithme de moindres carrés alternés
(ALS). La minimisation est recherchée itérativement et alternativement en A puis B.
Si A est fixée, chercher la meilleure matrice B revient à résoudre p régressions ridge :
chaque colonne Xj est expliquée par les r colonnes de A et pour les valeurs inconnues
de Xj, les lignes correspondantes de la matrice A sont ignorées de la jème régression.
La procédure équivalente est mise en place en fixant B et calculant n régressions ridge.
La décomposition obtenue sous la forme X = ABT est donc une approximation à partir
des seules valeurs observées comportant des valeurs manquantes. Ces valeurs à compléter
sont obtenues alors par le résultat du produit ABT . Bien entendu cela suppose que les
valeurs manquantes ne sont pas des colonnes ou des lignes entières.
L’algorithme proposé par [Hastie et al., 2015] hybride les deux précédents : moindres
carrés alternés et décomposition en valeurs singulières. Les expérimentations sur des don-
nées simulées et celles de MovieLens montrent une convergence plus rapide de la fonction
objectif.
Malheureusement, les auteurs ne donnent pas de résultats (RMSE) sur la précisions de
la recommandation pour les données MovieLens et ceux fournis pour les données Netflix
ne sont pas très convaincants. Une amélioration du score de base (baseline) de 0,1%, à
comparer avec les 10% obtenus par la solution gagnante du concours.
Complétion par NMF
L’option ALS de softImpute approche finalement le problème de complétion par une facto-
risation. Malheureusement, [Hastie et al., 2015] n’introduisent pas dans leur comparaison,
ni dans leurs références, d’autres approches de factorisation bien que la NMF (non nega-
tive matrix factorisation) soit largement citée et utilisée en filtrage collaboratif pour la
recherche de facteurs latents sous la contrainte que toutes les valeurs soient positives ou
nulles.
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Problème d’optimisation. Comme la décomposition en valeurs singulières (SVD),
la factorisation non négative de matrice (NMF) décompose une matrice rectangulaire
(n◊ p) en le produit de deux matrices de faible rang. La solution de la SVD est unique,
obtenue par des algorithmes e caces et génère des facteurs orthogonaux permettant des
représentations graphiques. En revanche la NMF fournit des résultats mieux adaptés à
des notes, des e ectifs, mais plusieurs algorithmes sont en concurrence qui convergent vers
des optimums locaux voire même peuvent se bloquer sur une solution sous-optimale sur
le bord du cône.
Soit X une matrice (n ◊ p) ne contenant que des valeurs non négatives et sans ligne
ou colonne ne comportant que des 0 ; r un entier choisi relativement petit devant n et p.
La factorisation non-négative de la matrice X est la recherche de deux matricesWn◊r et
Hr◊p ne contenant que des valeurs positives ou nulles et dont le produit approche X.
X ¥WH .
Le choix du rang de factorisation r << min(n, p) assure une réduction drastique de dimen-
sion et donc des représentations parcimonieuses. Évidemment, la qualité d’approximation
dépend de la parcimonie de la matrice initiale.
La factorisation est résolue par la recherche d’un optimum local au problème d’opti-
misation :
min
W,HØ0 [L(X,WH) + P (W,H)] .
L est une fonction perte mesurant la qualité d’approximation et P une fonction de péna-
lisation optionnelle ; L est généralement soit un critère de moindres carrés (LS ou norme
de Frobenius des matrices ou norme trace), soit la divergence de Kullback-Leibler (KL) ;
P est une pénalisation optionnelle de régularisation utilisée pour forcer les propriétés re-
cherchées des matricesW etH ; par exemple, la parcimonie des matrices ou la régularité
des solutions dans le cas de données spectrales.
Non seulement la solution est locale car la fonction objectif n’est pas convexe enW et
H mais en plus la solution n’est pas unique. Toute matriceDr◊r non négative et inversible
fournit des solutions équivalentes en terme d’ajustement :
X ¥WDD≠1H .
Algorithmes. De nombreuses variantes algorithmiques et sur la forme des pénalisations
ont été publiées et implémentées généralement en Matlab, parfois en C, quelques unes
spécifiques en R ; [Berry et al., 2007] proposent un tour d’horizon de certaines tandis que
[Gaujoux and Seoighe, 2010] en ont implémentées dans R pour rendre facilement possible
la comparaison des résultats. Trois familles d’algorithmes sont généralement citées :
• Standard NMF algorithm with multiplicative update,
• Alternate Least Square (ALS) algorithm,
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• Descente du gradient.
Chacun de ces algorithmes peut par ailleurs être initialisé de di érentes façons :
• plusieurs initialisations aléatoires deW et H , le meilleur ajustement est conservé,
• non-negative double singular value decomposition (NNSVD),
• une classification (k-means) des lignes ou des colonnes,
• parts positives de matrices issues d’une analyse en composantes indépendantes
(ACI),
• ...
Entre le choix de la fonction objectif : fonction perte (LS ou KL) et l’éventuelle péna-
lisation (L1, L2, régularité), le choix de l’algorithme ou d’une de ses variantes, le choix
de l’initialisation... cela fait beaucoup d’options à comparer, tester. Comme toujours avec
une nouvelle méthode et la pression de publication, de très nombreuses variantes appa-
raissent avant qu’une sélection naturelle n’opère pour aboutir à des choix plus e caces et
consensuels d’options en fonction du type de données traitées.
[Berry et al., 2007] décrivent très brièvement les principes de ces di érents algorithmes
et commentent leurs propriétés : convergence, complexité.
L’algorithme initial de [Lee and Seung, 1999] (Multiplicative update algorithms) peut
converger vers un point stationnaire pas nécessairement minimum local, voire un point
de la frontière même pas point stationnaire. Ces cas sont heureusement rares en pra-
tique mais la convergence est considérée comme lente, demandant plus d’itérations que
ses concurrents alors que chaque itération nécessite de nombreux calculs (O(n3)). Les al-
gorithmes de descente du gradient posent des questions délicates concernant le choix des
deux pas de descente. La dernière famille d’algorithmes : moindres carrés alternés (ALS),
exploite le fait que si le problème n’est pas à la fois convexe en W et H , il l’est soit en
W soit en H . Il suit le principe ci-dessous et possède de bonnes propriétés (convergence,
complexité).
NMF par ALS
• W =random(n, r)
• FOR i = 1 à Maxiter
– Résoudre en H :W ÕWH =W ÕX
– Mettre à 0 les termes négatifs de H
– Résoudre enW : HH ÕW Õ =HX Õ
– Mettre à 0 les termes négatifs deW
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L’un des inconvénients du (Multiplicative update algorithms) originel est que si un
élément des matricesW ou H prend la valeur 0, il reste à cette valeur, n’explorant ainsi
pas de solutions alternatives. L’ALS est lui plus souple en permettant d’échapper à de
mauvaises solutions locales.
Critères de choix. Les auteurs proposent di érents critères pour aider aux choix des
méthodes, algorithmes et paramètres, notamment celui du rang r de factorisation, pouvant
intervenir au cours d’une étude. L’évaluation de la “stabilité” de plusieurs exécutions de
NMF repose sur des critères (silhouette, consensus, corrélation cophénétique) issues des
méthodes de classification non supervisée. Pour adapter ces critères à la NMF, la notion de
classe d’une observation (resp. d’une variable) est remplacée par la recherche du facteur,
ou élément de la base (colonne de W resp. de H), pour laquelle l’observation (resp.
la variable) a obtenu la plus forte contribution. Comme pour le choix d’une dimension,
d’un nombre de classes, seules des heuristiques sont proposées dans la littérature pour le
di cile choix de r pour lequel il n’y a pas de critère nettement tranché.
En revanche, dans l’exemple traité de recherche d’une recommandation par facteurs
latents, une approche de type supervisée est possible. Il su t d’extraire de la matrice
initiale un sous-ensemble de notes, nombre d’achats, qui constituera un sous-échantillon
de validation pour optimiser le rang des matrices et l’éventuel paramètre de pénalisation.
Plusieurs méthodes, plusieurs approches peuvent également être comparées sur un échan-
tillon test construit de la même façon. Le concours Netflix était construit sur ce principe
avec une fonction perte quadratique (RMSE).
Implémentations. La librairie NMF de R implémente 11 méthodes ; 9 sont basées
sur l’algorithme initial de [Lee and Seung, 1999] (Multiplicative update algorithms) avec
di érentes options de perte (LS, KL) et de pénalisation ou d’arrêt, deux sont basées
sur les moindres carrés alternés (ALS) avec contrainte de parcimonie sur les lignes ou
les colonnes. Systématiquement, l’option est o erte, et encouragée, de lancer plusieurs
exécutions à partir de plusieurs initialisations aléatoires pour sélectionner les options
“optimales” puis, une fois les choix opérés, pour retenir la meilleure parmi un ensemble
d’exécutions.
Un algorithme spécifique (projection du gradient) et principalement utilisé pour de la
décomposition d’images par NMF est accessible dans la librairie Scikit-learn pour matrices
denses ou creuses.
Attention, ces algorithmes ne sont pas adaptés à la complétion de matrice. Appliqués à
une matrice creuse de notes, ils visent à reconstruire précisément les valeurs manquantes
considérées comme nulles et n’atteignent pas l’objectif recherché de compléter les valeurs
manquantes.
MLlib implémente l’algorithme NMF par ALS avec deux options. Dans celle par défaut,
la fonction objectif est une norme L2 (Froebenius) entre la matrice et sa reconstruction
122 CHAPITRE 3. APPRENTISSAGE SUR DONNÉES MASSIVES.
mais cette norme, comme dans le problème (3.1) de complétion, n’est calculée que sur les
valeurs (notes) observées. Des contraintes (L1 et L2) introduisent une régularisation pour
renforcer la parcimonie de la factorisation qui opère donc une complétion. Les paramètres
sont à optimiser par validation croisée. La documentation n’est pas explicite sur le dé-
roulement précis de l’algorithme mais cite [Koren et al., 2009] qui le sont un peu plus.
La deuxième option concerne des e ectifs de ventes, de chargements de films. Les valeurs
nulles ne sont pas des données manquantes.
3.4.3 MovieLens
Les données
Des données réalistes croisant plusieurs milliers de clients et films, sont accessibles en
ligne. Il s’agit d’une extraction du site movielens.org qui vous aide à choisir un film.
Quatre tailles de matrices très creuses sont proposées contenant seulement les apprécia-
tions connues d’un client sur un film.
100k 100 000 évaluations de 1000 utilisateurs de 1700 films.
1M Un million d’évaluations par 6000 utilisateurs sur 4000 films.
10M Dix millions d’évaluations par 72 000 utilisateurs sur 10 000 films.
20M Vingt deux millions d’évaluations par 138 000 utilisateurs sur 27 000 films.
Complétion
Les programmes ont été testés, sur la matrice de 100 000 notes puis directement appliqués
à celle de 22 millions de notes. Les notes sont stockées dans une matrice de format creux
ou sparse. Il s’agit simplement de mémoriser la liste des triplets contenant le numéro de la
ligne (usager), de la colonne (film) pour lesquels la note est connue. La plus grande matrice
se réfère donc à des dimensions de 138k lignes pour 27k colonnes (3, 7109 éléments) mais
comme moins de 1% des notes sont connues, elle tient en mémoire avec format creux.
L’évaluation de la complétion de matrice se ramène à un problème, ou tout du moins
à la même démarche d’évaluation, qu’un problème d’apprentissage. La fonction perte
utilisée pour mesure les reconstructions des notes est la racine de l’écart quadratique
(RMSE). Un sous-ensemble de notes est extrait (10 % soit près de deux millions de notes)
pour jouer le rôle d’échantillon test. L’optimisation du rang de la factorisation et celle de
la pénalisation peut être calculée par validation croisée mais compte tenu des tailles des
matrices, l’extraction préalable d’un échantillon de validation est préférable. Seules deux
approches ont été testées car Scikit-learn ne propose pas d’algorithme de complétion.
La première approche a consisté à utiliser la librairie softImpute (option ALS) de R
pour plusieurs valeurs des paramètres (rang et pénalisation) afin de compléter l’échantillon
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Table 3.1 – SoftImpute (ALS) appliqué aux données MovieLens. Temps (minutes) de
calcul et RMSE en fonction du rang maximum de la factorisation et du paramètre de
régularisation.
Rang Max ⁄ Temps RMSE
4 1 5.6 1.07
10 10 12.6 1.020
10 20 12.2 1.033
15 10 19.4 1.016
20 1 26.9 1.020
20 10 26.1 1.016
20 15 24.4 1.018
20 20 27.0 1.016
30 20 40.1 1.020
test puis calculer le RMSE. Les résultats (processeur 4 cœurs séquencé à 1,7GHz, 8Go de
RAM sous Windows) sont résumés dans le tableau 3.1.
La deuxième approche met en œuvre la NMF de la librairie MLlib. Une procédure
sommaire de validation croisée sur les données 100k a montré qu’un faible rang, entre 4
et 8 était préférable alors que le paramètre de pénalisation (L1) est simplement laissé à
sa valeur par défaut (0.01).
Discussion
Même avec une démarche qui pourrait conduire à du sur-apprentissage, la librairie de R
softImpute conduit à des résultats décevants sur les données MovieLens (cf. tableau 3.1)
alors que la fonction NMF de MLlib conduit, sans e ort d’optimisation élaboré, à des
résultats satisfaisants (RMSE de 0,82), parmi les meilleurs trouvés dans les blogs de
discussion sur le sujet.
La figure 3.6 représente le RMSE et le temps de calcul pour la factorisation en fonction
du nombre de notes prises en compte dans la matrice concernée. Il apparaît que le temps
de calcul croît approximativement un peu plus vite que linéairement avec ce nombre de
notes tandis que l’erreur continue de décroître mais de moins en moins rapidement.
La figure 3.7 montre par ailleurs que le temps de factorisation décroît avec le nombre
d’exécuteurs du cluster. Ce ne sont pas les facteurs attendus pour une décroissance linéaire
du temps en fonction de ce nombre d’exécuteurs mais le gain est significatif.
En résumé, la librairie Scikit-learn ne propose pas d’algorithme de complétion et est
absente de la comparaison alors que Spark MLlib conduit aux meilleurs résultats, bien
meilleurs en temps et précision que l’implémentation réalisée dans softImpute de R. Parmi
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Figure 3.6 – MovieLens : complétion par NMF (MLlib). Évolution du temps d’exécution
de la factorisation et de l’erreur de complétion (RMSE) de l’échantillon test de notes
en fonction du nombre de notes (taille de la matrice creuse) prises en compte dans la
factorisation.
Figure 3.7 – MovieLens : complétion par NMF (MLlib). Évolution du temps d’exécution
de la factorisation en fonction du nombre de notes (taille de la matrice creuse) pour
plusieurs versions du cluster avec 2, 4 ou 6 exécuteurs.
3.5 Catégorisation de produits 125
une littérature déjà importante, ce n’est sans doute pas le meilleur algorithme qui est
implémenté dans MLlib mais celui-ci (NMF par ALS) s’avère e cace et surtout bien
adapté à l’architecture distribuée en association à Spark pour archiver, manipuler des
matrices très creuses.
3.5 Catégorisation de produits
3.5.1 Objectifs
Fouille de texte
Il s’agit d’un problème récurrent du commerce en ligne qui se présente sous la forme
suivante. Un commerçant partenaire d’un site en ligne souhaite proposer l’ensemble d’un
catalogue d’articles à la vente, chacun décrit par un court texte en langage naturel. Pour
assurer le maximum de visibilité des produits, ce site doit assurer une catégorisation
homogène des produits malgré leurs origines très variées : les commerçants partenaires.
A partir de la liste des articles déjà présents sur le site (base d’apprentissage), il s’agit
de déterminer la catégorie d’un nouvel article, c’est-à-dire permettre de l’introduire dans
l’arborescence des catégories et sous-catégories du site ; c’est donc encore d’un problème
de discrimination ou classification supervisée mais appliquée à de la fouille de textes.
Étapes
Le traitement se décompose en trois étapes bien distinctes. La première est un pré-
traitement ou nettoyage des données. La deuxième est une vectorisation ou quantification
des textes, de façon à remplacer les mots par des nombres d’occurrences ou plutôt par
les valeurs prises par une liste de variables (features) mesurant des fréquences relatives
d’une liste déterminée de regroupements de mots. Enfin, une fois construite une matrice,
généralement creuse, di érentes méthodes d’apprentissage sont testées dans la 3ème étape
afin de prévoir, au mieux, la catégorie des articles d’un échantillon test.
La préparation des données (data munging) est très souvent l’étape la plus délicate et
la plus chronophage de la Science des Données de la vraie vie, par opposition à des données
rendues publiques et souvent exploitées pour illustrer ou comparer des méthodes. Ces der-
nières, comme celles de l’exemple de reconnaissance des caractères, sont très « propres » :
pas de données manquantes, ou trop atypiques, d’erreur de codage... Souvent négligé des
présentations pédagogiques, le pré-traitement est néanmoins primordial pour assurer la
qualité et le pouvoir prédictif des nouvelles variables ainsi construites et qui influent di-
rectement sur la pertinence des modèles. D’autre part, ces phases d’extraction, nettoyage,
recodage, transformation... des données, conduisent très souvent à une réduction dras-
tique de leur volume. Des données initialement massives, il ressort une matrice souvent
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adaptée à la mémoire d’un plus ou moins gros ordinateur et ces pré-traitements peuvent
rendre inutile une architecture distribuée pour la suite des analyses.
3.5.2 Préparation des textes
Voici la liste des traitements généralement opérés sur des données textuelles.
Nettoyage Suppression des caractères mal codés et de ponctuation, transformation des
majuscules en minuscules, en remarquant que ces transformations ne seraient pas
pertinentes pour un objectif de détection de pourriels.
Suppression des mots vides (stop words) ou mots de liaison, articles qui n’ont a priori pas
de pouvoir discriminant.
Racinisation ou stemming. Les mots sont réduits à leur seule racine afin de réduire la
taille du dictionnaire.
Hashage Une fonction de hashage est appliquée pour transformer chaque mot en un index
unique en ajoutant une astuce ou hashing trick. Le nombre de valeurs possibles
(modulo une division entière) prises par la fonction de hashage est un paramètre
n_hash. Ainsi, les mots sont automatiquement et arbitrairement regroupés pour
aboutir à un nombre prédéterminé de codes possibles. Plus précisément, la fonction
de hashage h est définie sur l’espace des entiers naturels et à valeurs i = h(j)
dans un ensemble fini (1, . . . , n_hash) des variables ou features. Ainsi le poids de
l’indice i, du nouvel espace, est l’association de tous les poids d’indice j tels que
i = h(j) de l’espace original. Ici, les poids sont associés d’après la méthode décrite
par [Weinberger et al., 2009]. La fonction h n’est pas générée aléatoirement. Ainsi
pour un même fichier d’apprentissage (ou de test) et pour un même entier n_hash,
le résultat de la fonction de hashage est identique.
Xgram La fonction de hashage est appliquée aux mots (unigram) ou aux couples (bigram)
de deux mots consécutifs. Ce deuxième choix permet de lever beaucoup d’ambiguïté
du langage mais risque de faire exploser le volume du dictionnaire. C’est encore un
paramètre à optimiser.
TF-IDF Il permet de faire ressortir l’importance relative de chaque mot m (ou couples
de mots consécutifs) dans un texte-produit ou un document d, par rapport à la liste
entière des documents. La fonction TF (m, d) compte le nombre d’occurrences du
motm dans le document d. La fonction IDF (m)mesure l’importance du terme dans
l’ensemble des documents ou descriptifs en donnant plus de poids aux termes les
moins fréquents car considérés comme les plus discriminants (motivation analogue
à celle de la métrique du ‰2 en analyse des correspondances). IDF (m) = log D+1f(m)+1
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(version smooth adoptée dans Scikit-learn et MLlib) où D est le nombre de docu-
ments, la taille de l’échantillon d’apprentissage, et f(m) le nombre de documents
ou descriptifs contenant le mot m. La nouvelle variable ou features est Vm(d) =
TF (m, d)◊ IDF (m).
Comme pour les transformations des variables quantitatives (centrage, réduction), les
mêmes transformations, c’est-à-dire la même fonction de hashage et le même ensemble de
pondérations (IDF), sont calculés, appliqués sur l’échantillon d’apprentissage puis appli-
qués sur celui de test.
Il s’agit finalement d’évaluer distinctement ces trois étapes au regard des technologies
disponibles. De façon schématique, la première (nettoyage) est très facilement paralléli-
sable et peut se décomposer en séquences de traitements ou d’étapes fonctionnelles Map
tout à fait adaptées à une architecture distribuée et donc des données très massives. En
revanche, les étapes suivantes (vectorisation, modélisation) nécessitent des comparaisons
plus fouillées.
3.5.3 Cdiscount
Il s’agit d’une version simplifiée du concours proposé par Cdiscount et paru sur le site
datascience.net. Les données d’apprentissage sont accessibles sur demande auprès de
Cdiscount dans le forum de ce site et les solutions gagnantes ont été présentées aux
journées de Statistique de Montpellier par [Goutorbe et al., 2016]. Comme les solutions de
l’échantillon test du concours ne sont pas et ne seront pas rendues publiques, un échantillon
test est donc extrait pour l’usage de cet exemple. L’objectif est de prévoir la catégorie d’un
produit à partir de son descriptif. Seule la catégorie principale (1er niveau de 47 classes)
est modélisée au lieu des trois niveaux demandés dans le concours (5789 classes). L’objectif
n’est pas de faire mieux que les solutions gagnantes basées sur des pyramides complexes
de régressions logistiques programmées en Python mais de comparer les performances
des méthodes et technologies en fonction de la taille de la base d’apprentissage ainsi que
d’illustrer, sur un exemple réel, le pré-traitement de données textuelles. La stratégie de
sous ou sur-échantillonnage des catégories très déséquilibrées qui permet d’améliorer la
prévision n’a pas été mise en œuvre.
Les données se présentent sous la forme d’un fichier texte de 3.5 Go. Il comporte quinze
millions de lignes, un produit par ligne contenant sa catégorie et le descriptif. La nature
brute de ces données, leur volume, permet de considérer toute la chaîne de traitement et
pas seulement la partie apprentissage.
R, peu adapté à une fouille de textes d’un tel volume, n’a pas été testé, seules sont
comparées deux séquences d’analyses identiques réalisées avec Python Scikit-learn et Spark
Mllib.
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Figure 3.8 – Cdiscount : nettoyage des données. Évolution du temps de nettoyage pour
plusieurs versions du cluster Spark avec 2, 4 ou 6 exécuteurs et avec Scikit-learnet en
Python (Scikit-learn) avec 1, 2, 4 processeurs.
Nettoyage
La première étape opère une série de traitements élémentaires (suppression des caractères
mal codés et de ponctuation, transformation des majuscules en minuscules) puis certains
adaptés à l’objectif : suppression des mots vides (stop words) et racinisation ou stemming
des mots.
Ces traitements ont été exécutés avec di érentes configurations du cluster (2, 4, 6 exé-
cuteurs de 7Go) ainsi qu’en contrôlant le nombre de cœurs (1,2 ou 4) actifs d’un Macbook
Pro (2,2 GHz) avec 16Go de RAM. L’échelle des abscisses (figure 3.8) est logarithmique
mais le temps d’exécution croît approximativement linéairement avec le volume des don-
nées à nettoyer. Les résultats de scalabilité sont ceux attendus en fonction du nombre
de cœurs ou du nombre d’exécuteurs et nettement en faveur de l’architecture distribuée.
Intuitivement, une architecture physiquement plutôt que virtuellement distribuée devrait
encore conduire à de meilleurs résultats sur de très gros volumes avec une parallélisation
plus e cace des opérations de lecture.
En résumé, une architecture distribuée avec Spark est plus e cace pour l’étape de
nettoyage qu’une architecture intégrée.
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Figure 3.9 – Cdiscount : vectorisation. Évolution du temps de la vectorisation (hashage et
TF-IDF) pour plusieurs versions du cluster Spark avec 2, 4 ou 6 exécuteurs et en Python
(Scikit-learn) avec n_hash = 60 000 variables.
Vectorisation
Les étapes de hashage puis de calcul des fréquences (TF) et des pondérations (IDF) sont
nécessairement associées avec la gestion d’un dictionnaire commun dont le cardinal est
la valeur du paramètre n_hash. Le résultat de cette étape est une matrice de fréquences
relatives comportant autant de lignes que de textes et n_hash colonnes. Les documenta-
tions ne sont pas très explicites sur les implémentations de ces traitements mais, de toute
façon, plusieurs étapes (au moins 3 ?) Mapreduce sont nécessaires avec Spark MLlib. Des
valeurs plus grandes (100k, 500k, 1M) de n_hash ont été testées mais comme
• la précision (erreur de classement) obtenue avec Scikit-learn n’est pas meilleure au
delà de n_hash =60 000 variables,
• Spark Mllib provoque une erreur mémoire à partir de n_hash =100 000 variables
dans l’étape suivante d’apprentissage,
seuls les résultats pour des valeurs plus faibles car utiles de n_hash (10k, 35k, 60k) sont
considérés. D’autre part, les graphiques ne sont pas superposés par souci de lisibilité mais
la valeur du paramètre n_hash n’influe pas très sensiblement sur le temps d’exécution.
La figure 3.9 montre des temps d’exécution en faveur d’une architecture intégrée (Mac-
book pro, 16Go), à moins sans doute de traiter des données très volumineuses car dans
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ce cas, la gestion de la mémoire virtuelles(swapping) pénalise l’exécution. Mais, il su rait
alors de renforcer la RAM au niveau, par exemple, de celle globale du cluster pour les
temps concurrentiels.
En résumé, une architecture intégrée, en renforçant éventuellement la mémoire, est
préférable à une architecture distribuée pour l’étape de vectorisation de documents.
Apprentissage
Plusieurs méthodes d’apprentissage (arbres, random forest) ont été testées sur ces données
pour finalement choisir une ou plutôt un ensemble de 47 régressions logistiques. En e et,
par défaut, Scikit-learn, comme MLlib, estiment une version multimodale de la régression
logistique en considérant des modèles prévoyant l’occurrence d’une classe contre celle des
autres. Il est important de noter que, pour le problème initial, l’objectif est de prévoir le
troisième niveau de catégorie qui comporte 5789 classes. Les solutions gagnantes, estimées
avec des valeurs de n_hash = 500k, produisent donc un ensemble de modèles de régressions
logistiques nécessitant 20Go de mémoire rien que pour l’archivage des paramètres. Bien
sûr la pénalisation Lasso engendre des solutions creuses mais il n’est pas sûr que l’espace
mémoire des paramètres mis à 0 soit bien économisé et il ne l’est de toute façon pas an
début d’exécution.
Par ailleurs, les deux algorithmes d’optimisation (LBGFS et Liblinear) proposés pour
estimer une régression logistique ont été comparés sans mettre en évidence de di érence ;
les résultats ne sont pas présentés.
la figure 3.10 compare les temps d’exécution pour l’estimation des modèles en fonc-
tion de la taille de l’échantillon. Le comportement est assez identique à celui de l’étape
(vectorisation) précédente. L’architecture intégrée s’avère plus performante à condition
de disposer de su samment de mémoire.
Les figures 3.11 et 3.12 représentent les évolutions du taux d’erreur et du temps d’exé-
cution de l’estimation des modèles en fonction de la taille de l’échantillon d’apprentissage
et ce pour plusieurs valeurs du paramètre n_hash. La croissance du temps est plutôt li-
néaire avec la taille de l’échantillon tandis que ce temps est assez insensible au nombre de
variables (n_hash) pour Scikit-learn contrairement à MLlib.
Le taux d’erreur décroit avec la taille de l’échantillon d’apprentissage mais ne semble
pas encore stabilisée avec 15M de produits. Il décroît également avec le nombre de variables
mais se stabilise au delà de 60 000. Sans explication claire, les régressions logistiques
estimées par MLlib stagnent à des taux d’erreur supérieurs à celles estimées par Scikit-
learn même en limitant ces dernières au même nombre de variables. Enfin ajouter plus
de variables (75k) pour Spark MLlib provoquent des erreurs d’exécution pour défaut de
mémoire, contrairement à Python Scikit-learn qui accepte des valeurs de n_hash nettement
plus grandes (1M) en précisant que cette fois (swapping) les temps d’exécution deviennent
nettement plus importants.
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Figure 3.10 – Cdiscount : apprentissage. Évolution du temps d’apprentissage pour plu-
sieurs versions du cluster Spark avec 2, 4 ou 6 exécuteurs et en Python (Scikit-learn) avec
n_hash = 60 000 variables.
Figure 3.11 – Cdiscount. Évolution du temps d’exécution de l’apprentissage avec Scikit-
learn et du taux d’erreur sur l’échantillon test en fonction de la taille de l’échantillon et
du nombre n_hash de variables ou mots du dictionnaire.
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Figure 3.12 – Cdiscount. Évolution du temps d’exécution de l’apprentissage avec Spark
MLlib et du taux d’erreur sur l’échantillon test en fonction de la taille de l’échantillon et
du nombre n_hash de variables ou mots du dictionnaire.
En résumé, pour cette étape de modélisation par un ensemble de régressions logis-
tiques, l’architecture intégrée se montre plus e cace en temps et en précision que l’archi-
tecture distribuée qui nécessite, globalement, des ressources mémoires importantes pour
éviter des erreurs à l’exécution.
3.6 Conclusion
Finalement la comparaison s’établit principalement entre deux types d’architecture de
parallélisation pour l’analyse de données massives ; celle intégrée du calcul à haute perfor-
mance avec un serveur opérant de nombreux processeurs et beaucoup de mémoire (RAM)
ou celle des données et calculs distribuées sur des nœuds physiquement distincts. Pour
ajouter à la confusion, les architectures "distribuées" testées le furent virtuellement avec
la définition de nœuds virtuels au sein d’une architecture intégrée. C’est d’expérience très
souvent le cas et ce qui est alors recherchée est plus la capacité de Spark à gérer des données
hétérogènes, qu’une réelle parallélisation des entrées / sorties de données excessivement
massives.
La mise en œuvre de solutions Hadoop Spark ajoute une couche de complexité sup-
plémentaire. Cet investissement n’est à tenter que mûrement réfléchi et justifié. Les com-
paraisons réalisées sur ces trois cas d’usage amènent quelques réflexions dont la validité
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reste limitée dans le temps avec le niveau de maturité de ces technologies et même avec
leur simple existence. Ainsi Spark dont une di usion stable n’est disponible que depuis
2014 est en plein développement ; la version 2 est annoncée pour septembre 2016 de même
que la version stable 0.18 de Scikit-learn.
La pression académique de publication conduit à la production de méthodes ou va-
riantes de méthodes dont les performances ne sont montrées que sur des exemples sélec-
tionnés. Parallèlement, la pression commerciale engendre des battages médiatiques met-
tant exagérément en valeur les avantages de nouvelles technologies. Même limitées et sans
doute assez naïves, les quelques expérimentations conduites ici permettent de relativiser
certains jugements.
• Pour la gestion (munging) de volumes et/ou de flux de données importants, com-
plexes, hétérogènes, la parallélisation e cace de traitements élémentaires, les fonc-
tionnalités déjà opérationnelles de SparkSQL, streaming, pipeline sont des atouts à
prendre en compte.
• En revanche, le recours à MLlib ou SparkML pour la phase d’apprentissage ou de
modélisation (TF-IDF incluse) n’est pas, en l’état du développement de ces librai-
ries, une priorité. Les librairies de Python (Scikit-learn), R, éventuellement celles
en développement de Julia, répondent aux besoins en utilisant une machine avec
su samment de mémoire et de processeurs. La distribution des algorithmes (Ma-
pReduce) sur plusieurs machines soulève plus de problèmes, notamment de gestion
de la mémoire, qu’elle n’en résout pour des algorithmes complexes.
• Il ne faut pas perdre de vue que des big data peuvent engendrer des big modèles de
régression, de forêts aléatoires... sans même aller jusqu’à la complexité des solutions
gagnantes de concours Kaggle. Il ne su t plus de gérer les données, il faut aussi
mémoriser ces modèles lors de leur estimation puis en exploitation. Une architecture
intégrée de calcul haute performance (HPC) semble plus adaptée à l’utilisation de
modèles complexes qu’une architecture distribuée.
• Néanmoins, utiliser SparkML, MLlib en modélisation si la mise en œuvre d’un al-
gorithme distribué reste simple, sans risque de dépassement mémoire ; c’est le cas
des problèmes de recommandation par complétion de matrice. L’algorithme de fac-
torisation non négative (NMF) par moindre carrés alternés (ALS) MLlib se montre
simple et e cace pour gérer des grandes matrices creuses et produire des matrices
de facteurs latents de faible rang donc de volume accessible.
• Ne pas perdre de vue que les comparaisons de cet article se limitent aux méthodes
implémentées dans les libraires librement accessibles les plus en vogue. Il y a un
fossé avec des développements académiques récents ([Genuer et al., 2015]) pas ou
pas encore implémentés dans ces librairies. Le temps et une forme de sélection
naturelle fera le tri des approches les plus e caces afin de combler ce fossé.
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• Entre R et Python, le choix est assez facile et dépend de l’objectif, de la complexité
des flots de traitement. Schématiquement, R propose beaucoup plus d’outils et de
méthodes permettant de comprendre, interpréter, donner du sens aux modèles. En
revanche Python se montre plus e cace dans les phases de traitements et exploita-
tions, pour la prévision brute. Les deux environnements sont, en l’état actuel, plutôt
complémentaires.
En définitive, les conclusions de ces expérimentations ne présentent rien d’extraor-
dinaire ; elles sont fidèles à une forme de bon sens et correspondent aux pratiques in-
dustrielles présentées dans di érents forums et conférences (Cdiscount, Critéo, Deepky,
Tinyclues...) ; il est néanmoins utile de le vérifier concrètement, indépendamment de la
pression commerciale des éditeurs de logiciels ou de celle, de publication, des chercheurs
académiques. Une architecture distribuée (Hadoop Spark) est adaptée à la gestion de gros
volumes et flux de données en ligne, alors que la modélisation ou l’apprentissage peut se
faire hors ligne sur des sous-ensembles des données avec une architecture parallèle et une
mémoire importante intégrée. Les besoins en calcul priment alors sur les entrées / sorties.
D’autres approches d’apprentissage en ligne, notamment par des algorithmes de gradient
stochastique, soulèvent d’autres questions d’indépendance du flux de données.
Il est nécessaire de rappeler que la qualité de la Science des Données dépend direc-
tement de leur fiabilité (garbage in garbage out), de leur représentativité. L’exemple des
données MNIST montre bien qu’au delà d’un seuil, la taille des données n’améliore pas
la précision. En revanche, la construction d’une base d’apprentissage en insistant éven-
tuellement sur les zones de l’espace plus di ciles à prédire, tout en allégeant celles plus
faciles, reste un défi majeur à relever dans chaque cas étudié. Enfin ce travail n’aborde
pas les algorithmes d’apprentissage profond nécessitant des moyens de calcul et bases
d’apprentissage d’une autre nature pour faire le choix, par exemple en analyse d’images,
entre construction de variables caractéristiques (features) discriminantes puis apprentis-
sage classique et analyse brutes des images ou signaux par deep learning.
Conclusion
This thesis deals with the application of machine learning methods in two particular
situations.
First we tackled the problem of applying prediction methods to road tra c data.
The main di culty we encountered during this undertaking, was in dealing with the
particular structure of the data. Indeed, the observed locations of a vehicle trip are all
of the same dimension. They are then correctly fitted to be used as input to a machine
learning algorithm. However these locations can be interpreted only if we consider their
time aspect, i.e., a succession of locations from the same vehicle which form a trajectory.
Trajectory objects are of di erent sizes and can not be used directly for machine learning
algorithms. We overcame this problem by defining a model enabling us to give the data
a new structure in order to capture user behaviour and to develop prediction methods
based on this structure.
The model we developed followed a two step procedure. It first models the main paths
taken by users by applying hierarchical clustering on a new distance between trajectories
(Symmetrized Segment-Path Distance). Then, it models main tra c flow patterns within
each cluster of trajectories by a mixture of 2d-Gaussian distributions. This yields a data
driven grid of locations thereby enabling the structuring of the trajectory as a succession
of states.
The advantages of this model are numerous. The characteristics of the Gaussian dis-
tribution enable quick evaluation of new trajectory locations belonging to di erent states
of the model. Hence it enables quick conversion of a trajectory to its new state-structure
and thus real-time evaluation. The new state representation also enables quick extraction
of characteristics and features of the trajectory in order to compare a trajectory to others
and to develop predictive applications. We also developed this model in order for it to be
entirely data driven. It does not require any additional parameters to function properly.
Therefore, it can be applied on di erent datasets, with di erent characteristics.
We have elaborated three methods based on this model which enable the prediction
of the final destination, the arrival time, and the next location of a vehicle during its trip.
For each of theses methods, we provide the methodology and the experimental results on
two datasets with di erent characteristics, with special attention paid to the properties
of the model to enable easy extraction of the desired features required for prediction. We
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also emphasised that these applications were developed in order to perform predictions
for any trajectory at any given completion time. We paid special attention to this aspect
in order to avoid over-fitting on a dataset taken at a given timestamp.
We also tackled the problem of choosing the right technology when applying machine
learning algorithms on massive volumes of data. For that, we compare three di erent
use cases concerning di erent datasets and applied di erent machine learning algorithms
to each. The tests performed on these three datasets lead to the same conclusions. The
choice of using the Spark cluster computing framework for machine learning applications
should be undertaken with caution. The machine learning library, MLlib and SparkML,
are currently underdeveloped though some functionalities are fully operational, especially
for data management and munging. The python library, Scikit-learn, and some of the
R libraries are preferable. Their implementations lead to better results in terms of the
quality of prediction and sometimes in terms of the time required for learning. In the case
of our method, the preprocessing step of converting the set of locations to their trajectory
forms, as well as the computation of the distance between trajectories for example, can
take advantage of the Spark framework, because it implies simple calculations and that
are easily parallelizable. However, for the following steps, and especially for predictive
application, the use of the Spark framework is not recommended according to the conclu-
sions drawn from the Chapter 3. Moreover, we conclude that continuously augmenting
the amount of data in the training dataset does not indefinitely increase the quality of
precision. In the three use cases we studied, we observed a threshold beyond which adding
more data not only improved very slightly the quality of the precision but also increased
considerably the computation time required for the learning step.
The amount of data readily available today yields more information and enables the
development of new applications and solutions, but the correct study and analysis of the
data is a necessary precursor step before applying predictive methods. We have demons-
trated in the case of road tra c, that we can achieve good results with a reasonable
amount of data, as long as the data are well structured.
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