Introduction
Lately, there has been an interest in the possible uses of recurrent neural networks for nonlinear system identification and control. For instance, Matthews and Moschytz [4] suggest that just as multilayer perceptrons have been shown to be good approximators for nonlinear feedforward systems, so can recurrent neural networks for nonlinear feedback systems. In particular, they first suggested the use of the Extended Kalman Filter (EKF) algorithm for training neural networks [4] . Later Livstone, Farrell, and Baker showed how to localize the EKF algorithm to make the learning more computationally efficient [3] . The Spatially Localized Extended Kalman (SLEK) algorithm of [3] forms the basis of this paper.
We will first discuss the SLEK algorithm for training a neural network to approximate a nonlinear feedback system. We next give a dynamic programming-based method of deriving near optimal control inputs for the real plant based on this approximation and a measure of its error (covariance). Combining these methods leads to a hierarchical algorithm for identification and control of a class of uncertain, unknown systems.
Identification of Uncertain Nonlinear Systems
The algorithm in this paper handles the case where
are uncorrelated white Gaussian noise sequences with covariances The nonlinear state equation will be approximated by the network
where θ[k] are to be learned and
T . We will refer to this R n+m vector space as the state-input space. In this paper we consider Gaussian radial basis functions (RBFs) of the form
where the covariance matrix S = diag(s 1 , s 2 , . . . , s n+m ) and c j is the jth mean or center. Implicitly, we have assumed that the state-space is really S ⊂ R n and the input space is C ⊂ R m , where S and C are compact sets surrounding the region of interest in state and input space, respectively. For many applications-e.g., motor control or robotics-the state space is inherently compact (e.g., angles, velocity saturation, kinematic constraints). In practice, one would use a safety net controller (usually based on that portion of dynamics that is known a priori) to insure that the state remains within S.
One could now use the EKF algorithm to simultaneuously approximate the state and learn the parameters (here, weights) [4] . However, this requires O(n 3 + (nN ) 3 ) operations per step (assuming no cross-correlation between the state and the parameters). Instead, we will use a localized version of the EKF to update at each step only those parameters which are significant to the model at that point. The so-called Spatially Localized Extended Kalman Filter (SLEK) algorithm of [3] implements such a strategy and can lead to an algorithm which is more computationally tractable.
In particular, we will consider the two closest centers in each dimension:
where k = 1, . . . , n, j = 1, . . . , N , i = 1, . . . , n + m, d i is the spacing of the centers of the RBFs in dimension i of the state-input space, and c j is the center vector of the jth RBF.
With this notation, we have
Next, we construct an augmented state vector with the local parameters of θ:
where
Now, we linearize the above, augmented dynamics and proceed with the usual EKF algorithm [1] . 
Near Optimal Control with an Approximate Model
Now we proceed with the control problem. At every discrete point in time we have an estimate of where the system will go if we were to apply a specific input. This estimate is provided to us by the SLEK algorithm along with a measure of its uncertainty, the covariance (Σ 1 [k|k] ). Let
be a (non-negative) cost function. For a discount factor α ∈ (0, 1) we define
to be the penalty function for the infinite horizon problem. So we want to
where |A| is the determinant of matrix A and K(n, δ) is a constant that normalizes the truncated Gaussian pdf to integrate to unity and δ comes from discretizing the state space. In particular, if S ⊂ R n was the state space before, we now consider the δ-lattice that spans S, called S δ . We will use dynamic programming to solve the above control problem. In particular, we will choose:
whereĴ(y) is the estimated cost-to-go.
The above problem has two components: the estimation of the cost-to-go function and the solution of the corresponding minimization problem. The former is accomplished using the contraction mapping developed in [2] . Given an estimate of the cost-to-go function, we use localized gradient searches to approximate the desired input. Computationally, the estimate of the cost-to-go is calculated at an upper D. P. level; the nonlinear search is done in parallel at a number of lower-level units.
The Hierarchical Algorithm
We now describe the overall algorithm: 0. Initialize the algorithm (at k = 0) with some cost-to-go estimate at someĴ 0 . There are some points we wish to make about this algorithm. In practice, we suggest that the SLEK algorithm be run first, with random inputs, for a number of iterations in order for the network to begin converging. Then, the search for u min can be further localized (refine the scale of the lower-level units) after a limited number of D. P. iterations. These implementation issues are analyzed and experimental results are given in the full-length paper.
