Abstract. In this paper, we consider intrinsic Diophantine approximation in the sense of K. Mahler (1984) on the Cantor set and similar fractals. We begin by obtaining a Dirichlet type theorem for the limit set of a rational iterated function system. Next, we investigate the rigidity of this result by applying a random affine transformation to such a fractal and determining the intrinsic Diophantine theory of the image fractal. The final two sections concern the optimality of the Dirichlet type theorem established at the beginning. The first of these seeks to show optimality in the sense that any proof using the same method as ours cannot prove a better approximation exponent, in a precise sense. This is done by introducing a new height function on the rationals intrinsic to the fractal and studying the Diophantine properties of points on the fractal with respect to this new height function. In the final section, we use a result of S. Ramanujan to give a lower bound on the periods of rationals which could cause exceptions to the optimality of the approximation exponent (this time with the usual height function). We give a heuristic argument suggesting that there are only finitely many rationals with periods so large; if this is true, then the approximation exponent is optimal for the Cantor set.
Introduction
In 1984, K. Mahler published a paper entitled "Some suggestions for further research" [10] , in which he writes the following moving statement: "At the age of 80 I cannot expect to do much more mathematics. I may however state a number of questions where perhaps further research might lead to interesting results". One of these questions was regarding intrinsic and extrinsic approximation on the Cantor set.
1 In Mahler's words, "How close can irrational elements of Cantor's set be approximated by rational numbers (1) In Cantor's set, and (2) By rational numbers not in Cantor's set?"
2
In contrast to intrinsic approximation on the Cantor set in particular and on fractals in general, the Diophantine approximation theory of the real line is classical, extensive, and essentially complete as far as characterizing how well real numbers can be approximated by rationals ( [13] is a standard reference). The basic result on approximability of all reals is Theorem (Dirichlet's Approximation Theorem). For each x ∈ R and for any Q ∈ N there exists p/q ∈ Q with 1 ≤ q ≤ Q, such that x − p/q < 1 qQ .
Corollary. For every irrational x ∈ R,
x − p/q < 1 q 2 for infinitely many p/q ∈ Q.
The optimality of this approximation function (up to a multiplicative constant) is demonstrated by the existence of badly approximable numbers, i.e. reals x such that for some c(x) > 0 x − p/q > c(x) q 2 for all p/q ∈ Q.
2010 Mathematics Subject Classification. Primary 11J04, 11J83. 1 In this paper, the phrase "Cantor set" always refers to the ternary Cantor set. 2 Our paper is mainly concerned with the first question; we will consider the second in [4] .
It is well known that the set of very well approximable numbers, i.e. the set of all reals x satisfying for some positive ε(x)
x − p/q < 1 q 2+ε(x) for infinitely many rationals p/q, is null. This fact demonstrates that this approximation function cannot be improved for almost all irrationals. We remark that the subject of approximating points on fractals by rationals has been extensively studied in recent years; see for example [3, 7, 8] for badly approximable numbers and [6, 14] for very well approximable numbers. In [2] , elements of the Cantor set with any prescribed irrationality exponent were explicitly constructed.
Recently in [1] , R. Broderick, A. Reich, and the first named author made what could be considered as a first step towards answering Mahler's question: Proposition 1.1 ([1, Corollary 2.2]). Let C be the Cantor set and d = dim C. Then for all x ∈ C, there exist infinitely many solutions p ∈ Z, q ∈ N, p/q ∈ C to x − p/q < 1 q(log 3 q) 1/d .
The proof of the above proposition crucially depends on the ×3 invariance of the middle third Cantor set, and a similar result was proven in [1] for any ×d-invariant totally disconnected Cantor-like set.
The main motivation of this paper is to provide a better understanding of intrinsic Diophantine approximation on fractals. We do this by first generalizing Proposition 1.1 by removing the ×d constraint (Theorem 2.1): Definition 1.2. Let J be a subset of R and let ψ : N → (0, ∞) be any function. We will say that a point x ∈ J is intrinsically approximable with respect to ψ if there exist infinitely many rationals p/q ∈ Q ∩ J such that |x − p/q| ≤ ψ(q) q .
We will say that x is badly intrinsically approximable with respect to ψ if there exists ε > 0 such that x is not intrinsically approximable with respect to the function εψ. Otherwise, we will say that x is intrinsically well approximable with respect to ψ. Definition 1.3. Let E be a finite set. An iterated function system (IFS ) on R is a collection (u a ) a∈E of contracting similarities u a : R → R satisfying the open set condition: there exists an open set W ⊆ R such that the collection (u a (W )) a∈E is a disjoint collection of subsets of W (see [5] for a thorough discussion). The limit set of (u a ) a∈E is the image of the coding map π : E N → R defined by π(ω) = lim n→∞ u ω1 · · · u ωn (0), and will be denoted J. We will call the IFS (u a ) a∈E rational if for each a ∈ E, u a preserves Q, i.e.
(1.1) u a (x) = p a q a x + r a q a with p a , r a ∈ Z, q a ∈ N.
Theorem 2.1. Suppose that (u a ) a∈E is a rational IFS and let J be the limit set of this IFS. Let δ denote the Hausdorff dimension of J. Let
where p a , q a are as in (1.1). There exists K < ∞ such that for each x ∈ J and for each Q ≥ q max := max a q a there exists p/q ∈ Q ∩ J with q ≤ Q such that
In particular, if x is irrational then x is intrinsically approximable with respect to the function
Notice that the Dirichlet-type theorems in [1] are immediate consequences of Theorem 2.1 as γ = 0 whenever p a = ±1 for all a ∈ E.
Let J be a ×d-invariant limit set, i.e. the set of all points x ∈ [0, 1] such that the digits of the base d expansion of x are contained in some fixed set E ⊆ {0, . . . , d − 1} (e.g. the Cantor set). The algebraic structure makes it easy to find rationals in J, but in Section 3 we consider what happens when we lose (most of) the algebraic structure and keep only the geometric structure when considering random translations and dilations. Specifically, we wish to investigate how "generic" the approximation function in Theorem 2.1 is with respect to random translations and dilations.
We begin by showing that if f is an affine transformation, then it is unlikely that f (J) intersects Q densely in the following senses:
We remark that the third of these assertions is the only one which is difficult to prove. Formally, we have the following: Observation 3.1. Let λ be Lebesgue measure on R, and define µ = H δ ↿ J. For each x, y ∈ R, let f x,y be the unique simiarity so that f x,y (x) = 0 and f x,y (y) = 1. Then:
In particular, in each of these cases f x,y (J) does not intersect the rational numbers densely.
In particular, f x,y (J) does not intersect densely with Q.
Next, we consider the case where f is not just an affine transformation but a translation. In this case, if f is random, then f (J) still does not intersect Q (Observation 3.5), but if f (J) does intersect Q, then it does so densely. In fact, we can prove more: Lemma 3.6. Suppose that J is a ×d-invariant limit set. For each x ∈ R, let f x (t) = t − x, and let J x = f x (J). Suppose that x ∈ R is such that Q ∩ J x = . Then Q ∩ J x is dense in J x . Furthermore, there exists K < ∞ such that every point y ∈ J x is intrinsically approximable with respect to the constant function
A natural question is whether the approximation function is optimal. In order to answer this question we will assume that i) d is prime, and ii) the set E of allowable digits contains no two adjacent integers, and contains both 0 and (d − 1).
These assumptions are satisfied, for example, if J is the Cantor set. As before, let δ be the Hausdorff dimenson of J, and let µ = H δ ↿ J.
Theorem 3.9. Suppose that J satisfies (i)-(ii), and let x ∈ J be a µ-random point. Then the set of numbers y ∈ J x which are badly intrinsically approximable with respect to the approximation function ψ(q) = K is of Hausdorff dimension δ.
In addition, we demonstrate a correspondence between the above case and the case considered by Levesley, Salp, and Velani [9] , who approximated points in the Cantor set by the left endpoints of the Cantor set. By translating their results into our setting we can prove the following theorem: Theorem 3.10. Let J satisfy (i)-(ii), and let x ∈ J be a µ-random point. Fix any function ψ : N → (0, ∞). Let f be a dimension function such that t → t −δ f (t) is monotonic. If we denote the set of ψ-intrinsically well approximable points by WA ψ,int , then
where H f is Hausdorff f -measure.
Corollary 3.11. If ψ(q) = log(q) −1/δ , then almost every point is intrinsically well approximable with respect to ψ; if ψ(q) = log(q) −(1+ε)/δ , then almost every point is badly intrinsically approximable with respect to ψ.
In Sections 4 and 5 we discuss the question of whether the approximation function of Theorem 2.1 is optimal. The starting point is the observation that the method of Theorem 2.1 produces only rational numbers of a particular form. Specifically, if we let π : E N → J be the coding map (see Definition 1.3 above), then Theorem 2.1 produces rationals of the form π(ω), where ω ∈ E N is an eventually periodic word.
Secondly, when Theorem 2.1 does produce a rational number then it does not produce it in reduced form. For example, the fraction 1/4 in the Cantor set C would be represented as 2/8. Consequently, we will call the number 8 the intrinsic denominator of 1/4 with respect to the fractal C (defined precisely in Section 4). Note that a rational can only have an intrinsic denominator if it has a preimage which is an eventually periodic word. We denote the intrinsic denominator of p/q given by the IFS by q int , whereas the denominator of p/q in reduced form will be denoted q red . (Following our above example, q int = 8 while q red = 4). It is easily observed that for every p/q ∈ J we have q red | q int .
As a result of this analysis, the question of whether Theorem 2.1 is optimal can now be split into three sub-questions:
(i) Does every rational in J have a preimage under π which is eventually periodic? In other words, are the rationals in J that have intrinsic denominators the only ones that exist? (ii) If p/q is a rational in J that has an intrinsic denominator, what is the ratio between its intrinsic denominator q int and its reduced denominator q red ? (iii) Is the approximation function (2.2) optimal if we only consider rationals in J which come from periodic words, and if we consider the intrinsic denominator to be the true denominator of the rational? In Section 4 we will consider questions (i) and (iii), and in Section 5 we will consider question (ii). In each case we have only partial results. In appears that all three questions are hard when considered in full generality, although it seems (ii) is the hardest.
Question (i) is the easiest to deal with. In the case of the Cantor set (or more generally of a ×d-invariant set), the answer is already well-known. The fact that every rational in J has a preimage under π which is eventually periodic is merely a restatement of the fact that every rational number has an eventually periodic base d expansion. We slightly generalize this result with the following lemma: Lemma 4.2. Suppose that p a = ±1 for all a ∈ E, where p a are given by (1.1). Then every rational in J is the image of an eventually periodic word (and therefore has an intrinsic denominator).
We next consider question (iii):
Definition 4.7. Let ψ : (0, ∞) → (0, ∞) be a nonincreasing function. A point x ∈ J is said to be badly symbolically approximable with respect to ψ if there exists ε > 0 such that for all p/q ∈ Q ∩ J we have
Otherwise, x is said to be symbolically well approximable with respect to ψ.
It thus follows that badly intrinsically approximable implies badly symbolically approximable, but not vice-versa.
Rather than attempting to demonstrate the existence of numbers which are badly symbolically approximable with respect to the Dirichlet function (2.2), we instead prove a Khinchin-type theorem. Our motivation for this is that it seems less likely that the intrinsic denominator differs greatly from the denominator in reduced form for the rational approximations of almost every point, than that it differs greatly for the approximants of a single point.
An immediate corollary of Theorem 4.12 is the following:
Corollary 4.13. Let C be the Cantor set and µ the Hausdorff measure in the Cantor's set dimension restricted to C. Then for µ-almost every x ∈ J, x is badly symbolically approximable with respect to ψ(q) = log(q) −(2/δ+ε) and is symbolically well approximable with respect to ψ(q) = log(q) −2/δ .
In Section 5, we restrict ourself to the case where the limit set is the Cantor set C. We begin by recalling the following conjecture from [1] :
This conjecture is immediately relevant to intrinsic approximation as it implies (see [1, Corollary 3.4] ) that µ(VWA C ) = 0, where
In particular, this would imply that C \ VWA C = and so the approximation exponent is optimal in Theorem 2.1.
We cannot prove Conjecture 5.1 at this time, but we will reduce it to a simpler conjecture which a heuristic argument suggests is true. Suppose that p/q is a rational number. The period of p/q is the period of the ternary expansion of p/q, and will be denoted P (p/q).
The first step we make is proving the following theorem (using a result of Ramanujan [12] concerning the number-of-divisors function):
We then provide a heuristic argument to support the following conjecture:
= S n for all n sufficiently large. In particular 
A Dirichlet-type theorem for fractals
We consider a finite set (alphabet) E and denote by E r the set of all words of length r formed using this alphabet and by E * the set of all words, finite or infinite, formed using this alphabet. If ω ∈ E * , then we denote subwords of ω by ω
We denote the concatenation of ω and τ by ω * τ . Furthermore, we define the shift map
is a finite word then we define
We define the map π :
and we define the limit set J to be the image of this map. Let δ be the Hausdorff dimension of J, and let µ be the δ-dimensional Hausdorff measure restricted to J, normalized to be a probability measure.
Theorem 2.1 (Dirichlet for fractals).
Suppose that (u a ) a∈E is a rational IFS and let J be the limit set of this IFS. Let
Proof. Recall [ [11, Theorem 4.14] ] that the measure µ :
where x ∈ J and 0 < r ≤ 1.
n=0 are disjoint and so
Thus there exists K 1 < ∞ depending only on J such that N r δ ≤ K 1 . Taking the contrapositive gives
is any finite sequence in J, then there exist distinct integers 0 ≤ n, m ≤ N such that
Now suppose we have x ∈ J and Q ≥ q max . Fix N ∈ N to be determined. Let ω ∈ E N be a preimage of x under π. We consider the iterates of ω under the shift map σ. We apply the fractal pigeonhole principle to the sequence (π • σ n (ω)) N n=0 to conclude that there exist two integers 0 ≤ n < n + m ≤ N such that if
3 Here and from now on the symbols , , and ≍ denote multiplicative asymptotics; an addition of the subscript + denotes an additive asymptotic. For example, A + B means that there exists a constant C > 0 such that A ≤ B + C.
. Then x = u (1) (y), and y = u (2) (z). Let
The unique fixed point F 2 of the contraction u (2) is given by the equation
and after solving for (2) .
In particular,
Here, we mean that p ∈ Z, q ∈ N are the result of adding the fractions in the usual way, without reducing.
We next want to bound the distance between x and p/q. For convenience of notation let
|z − y|.
Applying u (1) gives
and on the other hand q ≤ q (1) q (2) . Expanding and taking logarithms
Now for every i = 1, . . . , m we have log(λ i ) ≤ (γ − 1) log(q i ) where γ is as in (2.1). Thus
Finally, recalling that q max := max a q a , we have
and so letting N = ⌊log qmax (Q)⌋ gives q ≤ Q. Now since Q ≥ q max , we have
for some K 3 sufficiently large. Letting K = K 2 K 3 completes the proof. Such a set J is called a ×d-invariant set.
Random translations and dilatations
In this section, we consider the image of J under a random affine transformation f . We ask whether this set intersects densely (f (J) ∩ Q = f (J)) with the rational numbers, and if so what the Diophantine properties of the set are. For each x, y ∈ R, let f x,y be the unique affine map such that f x,y (x) = 0 and f x,y (y) = 1. Observe that f
Here λ is Lebesgue measure on R. In particular, in each of these cases f x,y (J) does not intersect the rational numbers densely.
Proof. Since Q is countable, it is enough to fix α ∈ Q and to show that (i) For λ × λ-almost every (x, y) ∈ R 2 , we have f
Now (i) follows from the fact that f −1
x,y (α) is λ-random, and λ(J) = 0. (ii) follows by Fubini's theorem since for x fixed, f −1
Philosophically, (i) says that the image of J under a random similarity does not intersect Q, and (ii) says that if the image of J under a similarity does intersect Q, then the probability that it does so a second time is zero. Next, we consider the question of whether an image of J which intersects the rationals twice is likely to intersect them a third time. We will assume that the pair of points where J intersects the preimage of Q is a µ × µ-random pair (x, y). Then the similarity must be of the form T • f x,y , where T preserves the rationals. In particular, T • f x,y (J) intersects the rationals a third time if and only if f x,y (J) does, so we will consider only the set f x,y (J) for simplicity. Theorem 3.2. Let J be a ×d-invariant set. Then for µ × µ-almost every x, y ∈ J, f x,y (J) ∩ Q = {0, 1}.
Proof. It is enough so show that for a fixed α ∈ R \ {0, 1}, for µ × µ-almost every x, y ∈ J we have α / ∈ f x,y (J), or equivalently
Proof. If 0 < α < 1, let (x 0 , y 0 ) be a maximal interval contained in the complement of J. Then x 0 , y 0 ∈ J, The case α > 1 is similar to the case α < 0.
Let
Let N be large enough so that
In particular, the iterated function system generated by the maps (u ω ) ω∈E N together with the map
satisfies the open set condition (the open set is any sufficiently small neighborhood of [0, 1]). Let M be large enough so that
Let ω, τ ∈ E N be µ-random, and let
. To prove the claim, we need to show that there exists (ω i , τ i ) ] can intersect any of these intervals. There are at most 2#(E MN ) such intervals, so by (3.2), one of these intervals is disjoint from every M N n-level interval of J, which implies that it is disjoint from J. ⊳ By the Borel-Cantelli lemma, for µ × µ-almost every pair (x, y), we have
for infinitely many n ∈ N. In particular, z = (1 − α)x + αy is contained in this interval, so z / ∈ J.
Although the image of J under a random affine transformation does not have dense intersection with Q, the story is different if we consider only translations. For each x ∈ R, let f x be the unique translation so that f x (x) = 0, i.e. f x (t) = t − x, and let J x = f x (J).
Observation 3.5. For λ-almost every x ∈ R, J x ∩ Q = .
Proof. It suffices to show that for each α ∈ R, the probability that f −1
x (α) ∈ J is zero; this is obvious since λ(J) = 0.
However, unlike the situation with a random similarity, if a translation of J intersects Q in at least one point, then it intersects Q densely: Lemma 3.6. For all x ∈ R, if Q ∩ J x is nonempty, then Q ∩ J x is dense in J x . Furthermore, there exists K < ∞ such that every point y ∈ J x is intrinsically approximable with respect to the constant function
Proof. Fix y ∈ J x and p 0 /q 0 ∈ Q ∩ J x . For each n ∈ N, let z n be the number whose base d expansion is found by concatenating the first n digits of x + y ∈ J with the remaining digits of x + p 0 /q 0 ∈ J, starting from the (n + 1)st. We observe that z n ∈ J, since the digits of the base d expansion of z n lie in E. Then
since z agrees with (x + y) up to the first n digits. Thus
proving the lemma with K = q 0 .
For the remainder of this section, we will consider a set of the form J x where x ∈ J. Such a set is representative of a translate of J intersecting Q, because any intersection of Q with J can be translated to 0.
We now discuss optimality of the approximation function (3.4). We consider the following case:
The set E of allowable digits contains no two adjacent integers, and contains both 0 and (d − 1).
We remark that (ii) implies that the coding map π : E N → J is injective. Let J satisfy (i)-(ii), and let x ∈ J be a µ-random point. Then the approximation function (3.4) is optimal in the following two senses:
• The set of badly intrinsically approximable numbers is of full Hausdorff dimension (Theorem 3.9)
• A Khinchin-type theorem holds (Theorem 3.10)
To prove these results, we begin with the following theorem: Theorem 3.7. Suppose that J is a ×d-invariant limit set satisfying (i)-(ii). If x ∈ J is a µ-random point, then
iii) Every rational in J x is of the form p/d n for some p, n ∈ N.
Proof. Suppose that x ∈ J is a µ-random point, and let x = ∞ i=1 a i d −i be the base d expansion of x. Then the sequence (a i ) i is an independent and identically distributed sequence of random variables whose common distribution is the uniform distribution on E. By the Law of Large Numbers, every finite word in E * is a subword of the infinite word (a i ) i . By way of contradiction, suppose that there exists a rational p/q ∈ Q ∩ J x whose denominator is not a power of d. Without loss of generality assume p/q > 0; the case p/q < 0 is similar. Let p/q = 
) By assumption τ is a substring of (a i ) i . Thus we can find a0 m as a substring of (a i ) i such that the a corresponds to an occurence of k in p/q, i.e. there exists i ∈ N such that a n+mi = a a n+mi+j = 0 for all j = 1, . . . , m. Now since q is not a power of d, we have b n+j = d − 1 for some j = 1, . . . , m. Thus the zeros (a n+mi+j ) m j=1 are sufficient to ensure that there is not a carry in the (n + mi)th place, implying c n+mi = a n+mi + b n+mi = a + k / ∈ E, a contradiction. Thus p/q does not exist.
Lemma 3.8. Suppose that J satisfies (i)-(ii)
, and let x = π(ω) ∈ J be a µ-random point. Then for every ψ : N → (0, ∞), a point y = π(τ ) − x ∈ J x is badly intrinsically approximable with respect to ψ if and only if there exists K < ∞ such that for every pair (n, r) ∈ N 2 satisfying ω n+r n+1 = τ n+r n+1 , we have r ≤ K + Ψ(n).
Here we use the notation
Proof. Suppose that y is intrinsically well approximable with respect to ψ. Then for all ε > 0 there exist infinitely many rational approximations p/q = π(η)−x ∈ Q∩J x satisfying |y−p/q| ≤ εψ(q)/q. By condition (iii), p/q can be written in the form p/d n for some p, n ∈ N. On the other hand, since d is prime, it follows that the reduced form of the fraction p/d n is also of the form p/d n (possibly with different p, n). In other words, q red = d n for some n ∈ N. Now since π(η) − π(ω) = p/q, we have that η agrees with ω except for the first n digits. On the other hand, we have |π(τ ) − π(η)| ≤ εψ(d n )/d n , which implies that τ and η agree on the first ⌊log 1/d (εψ(d n )) + n⌋ − 1 digits (here we are using condition (ii)). Thus ω
Thus for all K < ∞, there exist infinitely many pairs (n, r) ∈ N 2 such that ω
). On the other hand, suppose that for all K < ∞, there exist infinitely many such pairs. For each pair (n, r), if we define η to be the string which agrees with τ for the first n digits but then agrees with ω, we find that the rational approximation p/q := π(η) − x ∈ Q ∩ J x satisfies |y − p/q| ≤ εψ(q)/q.
As an immediate consequence, we get the optimality of the Dirichlet function ψ(q) = 1: Theorem 3.9 (Optimality). Suppose that J satisfies (i)-(ii), and let x ∈ J be a µ-random point. Then the set of numbers y ∈ J x which are badly intrinsically approximable with respect to the approximation function ψ(q) = K is of Hausdorff dimension δ.
Proof. We have Ψ(n) = 0, so y = π(τ ) − x ∈ J x is badly approximable with respect to (3.4) if and only if the length of the strings on which ω and τ agree is uniformly bounded. Thus for every k ∈ N, the set
is contained in the set of badly approximable points. On the other hand, it is readily computed (using e.g. Hutchinson's formula [5] ) that the Hausdorff dimension of S k tends to δ as k tends to infinity.
Finally, using a theorem of Levesley, Salp, and Velani [9] , we are able to prove the following theorem, which incorporates both a Khinchin-type and a Jarnik-Besicovitch-type theorem: Theorem 3.10. Suppose that J satisfies (i)-(ii), and let x ∈ J be a µ-random point. Fix any function ψ : N → (0, ∞). Let f be a dimension function such that t → t −δ f (t) is monotonic. If we denote the set of ψ-intrinsically well approximable points by WA ψ,int , then
Proof of Theorem 3.10. We will use the following theorem from [9] : Theorem 3.12 ([9, Theorem 1]). For any approximation function ψ, consider the set
i.e. the set of all points which are ψ-approximable with respect to the rationals with terminating base d expansions. Now suppose that J is a ×d-invariant limit set satisfying
In [9] the theorem is stated in the case d = 3, J the Cantor set, but the proof clearly generalizes. Let us call a point y ∈ J badly terminally approximable with respect to ψ if y / ∈ WA εψ,term for some ε > 0. Clearly, the proof of Lemma 3.8 generalizes to the following statement: Lemma 3.13. Suppose that J is as above. Then for every ψ : N → (0, ∞), a point y = π(τ ) ∈ J is badly terminally approximable with respect to ψ if and only if there exists K < ∞ such that for every pair (n, r) ∈ N 2 such that τ n+r n+1 is all 0s or all 1s, we have r ≤ K + Ψ(n).
Now let x = π(ω) ∈ J satisfy (iii). Define an automorphism Φ : E N → E N by the following procedure:
• For each n ∈ N, choose a permutation Φ n of E such that Φ n (ω n ) = 0.
•
Clearly, Φ is an isometry of E N , and so the map φ : J x → J defined by
is bi-Lipschitz. Furthermore, Φ sends rational points of J x to left endpoints of J, whose denominator is the same up to a constant. Observe now that a point y ∈ J x is badly intrinsically approximable with respect to an approximation function ψ if and only if both Φ(y) is badly terminally approximable with respect to q → qψ(q) (the factor comes from a difference in notation between our paper and [9] ). Thus, the Hausdorff measure of the badly intrinsically approximable points agrees up to a constant with the Hausdorff measure of the badly terminally approximable points. Applying Theorem 3.12 completes the proof.
The intrinsic denominator
In this section we assume that J is a limit set of a rational IFS satisfying the open set condition. Suppose that p/q ∈ Q ∩ J is the image of the eventually periodic word ω ∈ E N . Fix n ∈ N so that σ n (ω) is periodic, and let m be a period of σ n (ω), so that
Based on ω, n, and m, we can define p (i) , q (i) , r (i) , i = 1, 2 as in the proof of Theorem 2.1 and we define the intrinsic denominator of p/q ∈ J with respect to the triple (ω, n, m) to be the denominator of (2.3), i.e. the intrinsic denominator is the number q (1) (q (2) − p (2) ).
Observation 4.1. If ω is fixed, then the intrinsic denominator is minimized when n and m are minimal. Furthermore, this intrinsic denominator divides the intrinsic denominator of p/q with respect to any other pair ( n, m).
Thus, we define the intrinsic denominator of p/q with respect to ω to be the intrinsic denominator with respect to (ω, n, m), with n and m minimal. The intrinsic denominator of p/q with respect to ω represents "everything that the symbolic representation p/q = π(ω) can tell us about the denominator of p/q".
In general, a fixed rational number could have more than one eventually periodic symbolic representation, or it could have none at all. However, we do not know of any examples of rationals with symbolic representations which are not eventually periodic. Furthermore, in most of the cases that we care about, this is impossible: Lemma 4.2. Suppose that p a = ±1 for all a ∈ E, where p a are given by (1.1). Then every rational in J is the image of an eventually periodic word (and therefore has an intrinsic denominator).
Remark 4.3.
In the case where J is ×d-invariant, then this lemma is well-known (it asserts that every rational has an eventually periodic d-ary representation). However, the lemma does not appear to be well-known e.g. for the IFS "1/3, 1/4"
Proof of Lemma 4.2. For each a ∈ E, since p a = ±1 we can write
In particular, if x is rational then the denominator of u −1 a (x) divides the denominator of x. Thus if ω ∈ E N is a preimage of x under π, then the forward orbit (σ n (ω)) n lies in the set π −1 {p/q : q divides the denominator of x}, which is finite by the open set condition. Thus ω is eventually periodic.
For the remainder of this section, we will restrict ourselves to the case where p a = ±1 for all a ∈ E, so that every rational in J has at least one intrinsic denominator. We will also impose the following condition which guarantees that no rational can have more than one intrinsic denominator: For example, the IFS for the Cantor set satisfies the strong separation condition. Note that the strong separation condition implies the open set condition, since we can take our open set to be (c, d) .
From now on, we will assume that our IFS satisfies the strong separation condition. Since this condition implies that every element of J has exactly one symbolic representation, it follows that every rational in J has exactly one intrinsic denominator. Notation 4.5. The intrinsic denominator of p/q ∈ J will be denoted q int , whereas the denominator of p/q in reduced form will be denoted q red . Observation 4.6. We have q red | q int . Definition 4.7. Let ψ : (0, ∞) → (0, ∞) be a nonincreasing function. A point x ∈ J is said to be badly symbolically approximable with respect to ψ if there exists ε > 0 such that for all p/q ∈ Q ∩ J we have
So, badly intrinsically approximable implies badly symbolically approximable, but not vice-versa.
Notation 4.8. If ω ∈ E r is a finite word, we define the pseudolength of ω to be the number
log(q ωi ).
In the case where the set J is ×d-invariant for some d, the pseudolength of ω is just equal to log(d) times the length of ω.
Lemma 4.9. Suppose that i) ψ is slowly varying i.e. ψ(Kq) ≍ ψ(q) for all K > 0 ii) ψ is bounded Then for all x = π(ω) ∈ J, x is badly symbolically approximable with respect to ψ if and only if there exists K < ∞ such that for every finite word η of length r which occurs twice (possibly overlapping) in the initial segment ω ℓ 1 , 4 we have
Note that if ψ(q) = log(q) −s/δ then Ψ(t) = s log(t)/δ.
Proof. Suppose that x ∈ J is symbolically well approximable with respect to ψ. Then for all ε > 0 there exist infinitely many rational approximations p/q ∈ Q ∩ J satisfying |x − p/q| ≤ εψ(q int )/q int . Fix such a p/q, and let τ ∈ E N be its preimage. Let n, m ∈ N be minimal such that
According to (2.3), the intrinsic denominator of p/q is equal to
On the other hand, if ℓ is the largest integer for which ω ℓ = τ ℓ , then
Here we have used the strong separation condition to get the lower bound. Thus we have
Here we have used the slowly varying condition (i).
Since ψ is bounded, by choosing ε small enough we can force
(1/q τi ), which implies ℓ > n + m. Thus we have On the other hand, suppose that for all K < ∞ there exist infinitely many words η which are repeated in ω but do not satisfy (4.1). For each such η, let r be the length of the η, and let 0 ≤ n < n + m be the places where it occurs, so that η = ω n+r n+1 = ω n+m+r n+m+1 . Let τ be defined by (4.2), and let p/q = π(τ ). Then ω and τ agree up to at least ℓ := n + m + r places, and a reverse calculation yields that |x − p/q| e −K ψ(q int )/q int . Thus x is symbolically well approximable with respect to ψ.
We now discuss the approximability of a µ-random number x ∈ J. In the following discussion x will always denote a µ-random number, and ω will denote its preimage under π. We write P for probability and E for expected value, so that P(x ∈ S) = µ(S) and E [f (x)] = f (t)dµ(t). In particular, the sequence (ω i ) i is a sequence of independent and identically distributed random variables, whose distribution is given by P(ω n = a) = q Then for any η ∈ E m , we have φ(η) = 1, and for any η ∈ E m+N , we have
A simple induction therefore yields E [φ(ω diverges, then for µ-almost every x ∈ J, x is symbolically well approximable with respect to ψ.
In particular, if ψ(q) = log(q) −(2/δ+ε) , then case (i) holds, and if ψ(q) = log(q) −2/δ , then case (ii) holds.
Corollary 4.13. Let C be the Cantor set and µ the Hausdorff measure in the Cantor's set dimension restricted to C. Then for µ-almost every x ∈ J, x is badly symbolically approximable with respect to ψ(q) = log(q) −(2/δ+ε) and µ-almost every x ∈ J, x is symbolically well approximable with respect to ψ(q) = log(q) −2/δ .
Proof of Theorem 4.12.
i) Fix K to be determined. For each n, m ∈ N let ℓ n,m = K + Ψ(n + m). By Lemma 4.10 we have
If (4.3) converges, then the series
also converges. Thus for all ε > 0 there exists K < ∞ such that the right hand side of (4.5) is at most ε. In particular, the probability that ω ∈ n,m∈N E n,m,ℓn,m can be made arbitrarily small. By Lemma 4.9, this implies that if x is µ-random, then x is badly intrinsically approximable with respect to ψ. ii) Let α and β be the maximum and minimum pseudolengths of a single letter, respectively.
Fix K < ∞. Choose a random ω ∈ E N . Fix t ∈ N. For each N ∈ N, we denote by s(N ) the smallest integer such that
We note that for each N ∈ N, the string ω s(N )−1 N lies in the set
Consider the event
. We note that if (4.1) holds, then E t must hold for all t ∈ N, due to our choice of ℓ t . Furthermore, the event E t depends only on the string ω
, and therefore the events (E t ) t are independent. In what follows, we will prove an upper bound on P(E t ).
We begin by dividing ω ) i is independent and identically distributed with distribution P(ω
) ≤ 2 2t β, and so N t,Nt − 2 2t ≤ 2 2t i.e. N t,Nt ≤ 2 2t+1 . It follows that the sequence (ω
depends only on the string ω
. Fix a string τ of length 2
2t+1 . We will prove an upper bound on E t conditioned on the event ω 2 2t+2 −1 2 2t+1 = τ , which will then yield the unconditional bound we desire.
If τ contains two identical substrings which are members of E ℓt , then the event ω
Otherwise, for each i = 0, . . . , N t − 1, the probability of the event E t,i : ω
is not equal to any substring of τ is given by
and is therefore bounded above by
By independence, it follows that the probability that E t,i holds for all i = 0, . . . , N t − 1 is bounded above by
On the other hand, if E t holds, it is evident that E t,i holds for all i = 0, . . . , N t − 1. Thus the probability of E t given ω
= τ is bounded above by (4.6). Since this conclusion holds for all τ ∈ E 2 2t , it follows that the unconditional probability of E t is bounded above by (4.6). As noted above, if (4.1) holds for every repeat η, then E t holds for all t. Since the sequence (E t ) t is independent, we have
In particular, if the sum
diverges, then the probability that (4.1) holds for every repeat η is zero. Since the divergence of the sum will be shown to be independent of K, it follows that if the sum diverges, then µ-almost every point x is intrinsically well approximable with respect to ψ.
so if (4.4) diverges then (4.7) diverges as well.
Optimality of the bound
In this section, we will restrict ourselves to the case where J is the Cantor set C. We begin by recalling the following conjecture and proposition from [1] :
Proposition ([1, Corollary 3.4]). Conjecture 5.1 implies that µ(VWA C ) = 0, where
As mentioned in the Introduction, we cannot prove Conjecture 5.1 at this time, but we will reduce it to a simpler conjecture which a heuristic argument suggests is true. Definition 5.2. Suppose that p/q is a rational number. The period of p/q is the period of the ternary expansion of p/q, and will be denoted P (p/q). .
Our method is to estimate reality using a probabilistic model, and then show that (5.1) holds with probability one. We will not specify our model exactly, but we will assume that it has the following property: For each p/q ∈ Q, the digits of p/q are independent and identically distributed until they start repeating. We do not assume any independence of the digits of p/q from the digits of any other rational, nor any estimate of the distribution of the periods.
Based on this assumption, if p/q ∈ [0, 1] is fixed then the probability that p/q ∈ C given that P (p/q) = m is (2/3) m . It follows from standard probability theory that P(p/q ∈ C and P (p/q) ≥ m) ≤ (2/3) m .
Fix ε > 0. We have P(p/q ∈ C and P (p/q) ≥ (2 + ε) log 3/2 (q)) ≤ q −(2+ε) .
For each Q, the probability that there exist p, q with q ≥ Q p/q ∈ C P (p/q) ≥ (2 + ε) log 3/2 (q)
is at most Thus with probability one, there exists Q such that for all p, q with q ≥ Q and p/q ∈ C, we have P (p/q) ≤ log 3/2 (q)(2 + ε). Rearranging yields (5.1).
Remark 5.7. The weakest part of this heuristic argument is the fact that the randomness is not open to a statistical interpretation. We are not saying "If you pick a rational at random, this should happen" but rather "If you pick a random mathematical universe, then this should happen" (which of course makes no sense as a logical statement). In fact, the former statement would be insufficient to support Conjecture 5.6 (or even Conjecture 5.5), since we need that the size of the set of exceptions in proportion to the set of all rationals in a given range tends to zero exponentially fast.
Proof of Theorem 5.3. Let K 4 = K log(3). We have
{p/q ∈ C : gcd(p, q) = 1, q < 3 n , and P (p/q) = m}.
For each q < 3 n , we have #{p = 0, . . . , q : p/q ∈ C} ≤ K 5 2 n by the fractal pigeonhole principle. Thus
#{q < 3 n : ∃p gcd(p, q) = 1, P (p/q) = m}.
Fix q ∈ N, and suppose that there exists p with gcd(p, q) = 1 and P (p/q) = m. Write q = 3 r q where 3 does not divide q. Then gcd(p, q) = 1 and P (p, q) = m. Furthermore the ternary expansion of p/ q is (immediately) periodic. A simple calculation shows that p/ q = i/(3 m − 1) for some i = 0, . . . , 3 m − 1. Since p/ q is in reduced form, this implies that q divides 3 m − 1. To summarize:
#{q < 3 n : ∃p gcd(p, q) = 1, P (p/q) = m} ≤ #{(r, q) : 0 ≤ r < n, q divides 3
where τ is the number-of-divisors function.
The following result concerning the number-of-divisors function was proven by Ramanujan [12] : lim sup N →∞ log(τ (N )) log(N )/ log log(N ) = log(2).
Thus for every ε > 0, we have τ (N ) ≤ N (log(2)+ε)/ log log(N )
for all N sufficiently large. In particular, if we fix ε 2 > 0 to be determined, then if ε 2 is chosen small enough so that 3 K4ε2 < 2 ε1 .
