At a meeting for reviewers, participants asked if the most frequently used statistical tests found in FAI could be defined and briefly explained. Very few clinicians are comfortable with statistical methods and tests. At best, most of us have a surface understanding of frequently used statistical methods. Descriptive statistics reduce random error in studies designed around a hypothesis or null hypothesis. The following five statistical "tests" were collected from the fourth quarter (three issues) of FAI articles in 2006. If the terms Eigenvalue, Bayesian inference, multicolinearity, and hypergeometric distribution do not cause your eyes to glaze over, this information is probably too basic for you; if you, like most of us, have little familiarity with statistical applications, perhaps it will be helpful.
STUDENT T-TEST
This test allows the researcher to draw valid statistical conclusions (within a very small range of probability) from small samples of large populations. Before the Student ttest was described (1908) , the data sample had to be so large to accumulate sufficient data to calculate the means of random error that few research facilities could produce descriptive statistical data to reach significance. Therefore, when the reviewer of a manuscript for FAI reads the "t-test or Student t-test," two thoughts should arise. This test allows very small samples (fewer than 30) to be used to collect data from which, when the test is properly applied and executed (this requires a statistician), conclusions can be drawn that have statistical validity. The probability that the means of random error will account for the results is very small. The second thought is that the t-test is applicable to statistical comparisons between two sample populations. The standard deviations from the mean of two samples can be determined, and the t-test can give statistical validity to the effect so that within one or two standard deviations from the mean, a high percentage of the data will be represented. If the two samples are closely matched, it is called a paired t-test, and if they are not it is called an unpaired t-test. However, it is not important for the statistically impaired reviewer (or editor) to delve deeper into the t-test than these two thoughts when reviewing materials and methods of a study.
For example, the t-test could be used to determine in an adult flexible planovalgus foot if changes in the American Orthopaedic Foot and Ankle Society (AOFAS) preoperative and postoperative scores and the changes in radiographic measurements are statistically significant. The statistician could use a paired t-test to determine if differences between preoperative and postoperative data were statistically significant, and the clinician could infer that these changes were also clinically significant.
History: William Sealy Gosset, an Oxford trained chemist and mathematician, was hired in 1899, by the Guinness Brewing Company to determine from many samples of beer the number of yeast counts in each sample (and therefore the extent of fermentation) at varying stages of fermentation and ultimately to determine how the yeast counts influence the taste of the final product. He very laboriously made thousands of calculations from very large populations (on his own time) and finally determined a method to calculate a range of statistical validity applicable to most research using small samples. Since Guinness prohibited any employee from publishing any materials relating to the brewing of their product, Dr. Gosset published his paper under the pen name, Student.
ANOVA (ANALYSIS OF VARIANCE)
The statistical technique called Analysis of Variance (ANOVA) allows the t-test to be expanded to three or more samples of a population, whereas the t-test gives statistical significance to the means (of data) of only two groups.
For example, if an FAI author wished to analyze the effect of a calcaneal slide and flexor digitorum longus tendon transfer, lateral column lengthening and flexor digitorum longus tendon transfer, and flexor digitorum longus tendon transfer alone on the lateral talo-first metatarsal angle in patients with posterior tibial tendon insufficiency, an ANOVA would be the statistical method or test most applicable. If another variable, such as using only a molded arch support with a 3-degree medial heel wedge were added, the ANOVA would be the statistical method to see if the means of the various groups differed from one another enough to reach statistical significance. ANOVA also can be used for two groups, but this is unnecessary and a Student paired or unpaired t-test usually is used.
History: Ronald Aylmer Fisher (Fisher's Exact Test and many others) was hired to make some sense of data accumulated over 80 years on many variations of agricultural crop growth at an experimental agricultural station north of London. It was the spring of 1919, and Fishers' assignment as a mathematician and statistician was to make some sense out of close to a century of meticulously accumulated data collected on variations in agricultural crop rotations and treatments. The variables and distribution of variables were almost endless -temperature, rain, fertilizers, location in different fields, weeds, etc. When Fisher published his "Studies in Crop Variation" (a six-part study), the ANOVA, the co-analysis of variance, and degree of freedom were all introduced. In many ways this work was fundamental to modern statistical methods used daily in medicine, economics, sociology, chemistry, etc. because it established the relative effects of a large number of interconnected cases.
CHI SQUARE
The third most frequently encountered statistical test used for significance testing found in FAI during the fourth quarter of 2006 was the chi-square significance tests. The Student t-test and ANOVA aid us in comparing the means of two or more sample groups. However, to compare proportions (or percentages) of patients in two sample (treatment) groups, the chi-square (x 2 ) test is used. Are the proportions (several patients within each sample group) really different as a result of an effect (surgery, orthoses exercise, medication, no intervention)? The Pearson chi-square test is used most often in reference to tabulated data (rows and columns), with the data displayed in tables, graphs, or charts. The goal is to take proportions or percentages and statistically verify or partially verify the role that that proportion has on the whole hypothesis being tested. The test is designed to reject the null hypothesis, i.e. the rows and columns (variables) are not related and do not withstand statistical scrutiny. The chi-square is best used when the sample size is large and the relationship between variables is strong.
For example, a proportion of type II diabetic patients who have peripheral neuropathy are compared to a proportion of patients with type II diabetes mellitus who do not have neuropathy as to the chance of developing a forefoot ulcer. These patients are part of a large sample of type II diabetic patients being studied for complications. The chi-square test can aid in finding statistical significance in differences (or no differences) between the two proportions. Although the chi-square test serves best dealing with large sample sizes and percentages or proportions, the actual mathematical calculations are done with numbers, because percent implies a sample size of 100. Any sample size of fewer than 30 (some say fewer than 50) should be suspect for use of this test. Small sample size increases the rate of type II errors (i.e. null hypothesis is accepted when it is actually false). The chi-square test cannot be used to test correlated data, i.e. before-after or matched pairs (t-test). Also, remember the chi-square test does not assume that the data have normal distributions such as a bell-shaped curve. The t-test does assume this.
History: The chi-square test usually refers to Pearson's chi square. Karl Pearson (1851 -1936), or Carl Pearson before he met Karl Marx and changed the spelling of his first name out of admiration, was English and studied (graduate studies) in Germany, majoring in political science. Many consider him the father of modern, scientific statistics, which greatly influenced modern scientific methods. The chi-square test measures the likelihood that an observed relation is in fact only due to chance and extends to determine the significance of the statistical difference between groups and probability distribution. This simply means that the test, with certain limitations in population size, can determine the statistical significance of differences between groups. This is a very broad definition of what Pearson discovered mathematically but suffices for our purposes. It was this discovery that Ronald Fisher used to step much further (by finding flaws in Pearson's mathematics) to what we now know as hypothesis testing and probability values, the foundation of much of modern medical clinical research. Pearson also gave us the terms standard deviation as well as normal distribution curve (bell-shaped curve) which shows distributions, and he is best known for the measure of the strength of the relationship between variables, the Pearson r or r 2 correlation. He also laid the mathematical foundations for regression analysis.
PEARSON CORRELATION COEFFICIENT
This was the fourth most commonly used statistical method in FAI over the fourth quarter of 2006. The Pearson correlation coefficient is a parametric statistic, i.e. assumes normal distribution of data and measures the strength and direction of a linear relationship between the X and Y variables. It is denoted by r or by r 2 (r 2 is the proportion of variance in Y that is contained in X). We usually "talk" about the correlation coefficient by saying "the correlation (co-relation) between X and Y is. . ." The r will equal ±1 only when all the data points of a scattergram lie along a straight line (bottom left to top right of the graft, unless there is an exactly −1 correlation, i.e. nothing in "X" is contained within "Y"). A strong correlation between the two variables that describe multiple data points of normally distributed data would be ≥ 0.8, a moderate correlation would be 0.5 to 0.8, and weak correlation would be ≤ 0.5. A weak correlation (r) would mean that it is likely that chance alone could explain the correlation value. It is very important not to think of correlation implying causation (particularly in a clinical setting). An experiment must be done with a tight study design, particularly regarding appropriate collection and evaluation of data. Then, perhaps, one of the two variables may cause the other variable. Remember the r value must be tested for statistical significance, and this is done by the t-test.
