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Introduction
De nos jours, communiquer de n’importe quel lieu et avec n’importe qui n’est plus conside´re´
comme un luxe mais fait partie courante de notre vie. Depuis l’ave`nement de l’e`re des transmissions
nume´riques, ces communications sont devenues accessibles a` tous.
Les transmissions nume´riques
Une transmission nume´rique permet de transmettre une information nume´rique, c’est-a`-dire une
suite de “0” et de “1”, d’un e´metteur a` un re´cepteur via un canal de transmission. Le sche´ma de
principe d’une chaˆıne de communication nume´rique est pre´sente´ sur la figure 1. Un signal nume´rique
n’existant pas d’un point de vue physique, il est ne´cessaire de le transformer en un signal analogique
afin de le transmettre via le canal. Ce canal de transmission permet de transmettre un signal d’un
point A a` un point B, mais comme tout canal de transmission il va engendrer des erreurs sur
le signal. Le signal qui sera rec¸u au point B ne correspondra pas exactement au signal qui a e´te´
e´mis en A. Afin de lutter contre ces erreurs de transmission, l’e´metteur est e´quipe´ d’un bloc de
codage canal et le re´cepteur d’un bloc de de´codage. Au niveau de l’e´metteur, ce bloc a pour roˆle
de rajouter de la redondance au message qui doit eˆtre e´mis. Cette redondance va permettre, au
niveau du re´cepteur, de de´tecter et/ou de corriger d’e´ventuelles erreurs qui seraient intervenues lors
de la transmission du message. De`s lors, toute transmission nume´rique moderne, qu’elle soit filaire,
terrestre ou satellitaire, est e´quipe´e d’un bloc de codage de canal afin de lutter contre les erreurs
de transmission.
Message
Codeur
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Codeur 
de canal
ModulateurSource
    1 3 4
Emission
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Canal de 
Transmission
6
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7
Démodulateur
8
Décodeur
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9
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Figure 1 — Synoptique d’une transmission nume´rique
1. La source : ge´ne`re l’information a` transmettre (0 et 1) ;
2. Le codage de source : comprime les donne´es en supprimant les redondances intrinse`ques au
message ;
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3. Le codage canal : introduit de la redondance controˆle´e, qui permettra de prote´ger la transmis-
sion contre les erreurs ;
4. Le modulateur : transforme le train binaire en une suite de symboles complexes ;
5. L’e´mission : transforme la suite de symboles en un signal physique qui pourra se propager ;
6. Le canal de transmission : repre´sente le support permettant la propagation du signal (la trans-
mission sur le canal perturbe le signal) ;
7. La re´ception : transforme le signal rec¸u en une suite de symboles ;
8. Le de´modulateur : retraduit la suite de symboles en message binaire ;
9. Le de´codeur de canal : de´tecte et/ou corrige les erreurs binaires e´ventuelles en exploitant la
redondance introduite a` l’e´mission ;
10. Le de´codeur de source : de´comprime les donne´es pour restituer le message d’origine ;
Contexte et objectif
Lors d’une transmission classique, ou en contexte dit coope´ratif, le re´cepteur connaˆıt les pa-
rame`tres des blocs de traitement utilise´s a` l’e´mission, et peut donc aise´ment retrouver le message
qui a e´te´ transmis. Or, si l’on se place dans un contexte dit non-coope´ratif, le re´cepteur ne connaˆıt
pas les parame`tres utilise´s a` l’e´mission : il devra retrouver par lui-meˆme ces parame`tres avec la
seule connaissance des donne´es rec¸ues. Dans le cadre de cette the`se, nous nous placerons dans ce
contexte et l’objectif sera d’estimer en aveugle les parame`tres du bloc de codage canal qui a e´te´
utilise´ a` l’e´mission.
Le contexte non-coope´ratif est, de manie`re naturelle, celui du domaine militaire ou de la sur-
veillance du spectre. Cependant, les travaux de´crits dans ce document pre´sentent e´galement un
inte´reˆt dans le domaine civil, dans le contexte du de´veloppement re´cent de la radio cognitive et des
re´cepteurs dits “intelligents”. En effet, la popularite´ des communications sans fil et l’e´volution des
technologies radio engendrent une prolife´ration des normes ou standards permettant de transmettre
l’information. De ce fait, il devient inte´ressant de concevoir des re´cepteurs auto-configurants et/ou
intelligents, c’est a` dire des re´cepteurs qui seraient capables d’identifier en aveugle les parame`tres
des blocs utilise´s du coˆte´ e´metteur avec la seule connaissance des donne´es rec¸ues.
Le fait de pouvoir identifier en aveugle les parame`tres du bloc de codage canal avec pour seule
connaissance le train binaire rec¸u du cote´ re´cepteur permettrait d’une part d’augmenter le´ge`rement
le de´bit utile puisqu’il devient inutile de transmettre les parame`tres de l’e´metteur, mais surtout,
d’autre part, de rendre la chaˆıne de transmission beaucoup plus souple et e´volutive en terme de
changement de standard, puisque le re´cepteur s’adapte automatiquement a` celui de l’e´metteur par
lui meˆme sans intervention humaine de reconfiguration et sans ne´cessiter de changement de mate´riel.
Au dela` du domaine des te´le´communications, la reconnaissance aveugle de codes pre´sente un
inte´reˆt dans des domaines tels que la recherche du codage cache´ dans l’ADN [Sic06] et la cryp-
tographie a` cle´s publiques. Dans ce dernier domaine, on peut noter que toute la cryptographie
a` cle´s publiques actuelle repose sur la complexite´ de la factorisation de grands nombres entiers
en facteurs premiers. Une avance´e mathe´matique significative dans le domaine des algorithmes de
factorisation mettrait en pe´ril toute la cryptographie a` cle´s publiques, avec les conse´quences que
l’on peut imaginer dans le domaine de la se´curite´ des transactions bancaires, de la se´curite´ de
l’identification/authentification sur Internet (protocole https), etc. Ce risque majeur a conduit cer-
tains chercheurs a` envisager d’autres me´thodes de cryptographie a` cle´s publiques. Ainsi, du fait de
la tre`s grande difficulte´ a` identifier, en aveugle, un code correcteur d’erreurs, McEliece a propose´
dans [McE78] une me´thode de cryptographie a` cle´s publiques base´e sur les codes correcteurs d’er-
reurs. Les travaux de´crits dans le pre´sent document pourront eˆtre utilise´s pour mettre a` l’e´preuve
la se´curite´ de telles me´thodes, meˆme s’il ne s’agit pas de l’objectif premier recherche´.
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Organisation du me´moire
Le document est organise´ de la manie`re suivante :
Le chapitre 1
Ce chapitre pre´sente tout d’abord le contexte de l’e´tude. Puis, une e´tude sur la the´orie alge´-
brique des codes line´aires est propose´e. Notre objectif e´tant de reconnaˆıtre en aveugle un code
convolutif, cette the´orie permettra d’obtenir les proprie´te´s indispensables pour le de´veloppement
de nos me´thodes de reconnaissance.
Le chapitre 2
Dans ce chapitre, nous nous inte´ressons a` la reconnaissance aveugle de codes convolutifs. Un
premier algorithme permettant l’identification de ces codes avec la seule connaissance d’une trame
de mots de code non-entache´e d’erreur est de´veloppe´. Puis, une seconde me´thode permettant l’iden-
tification d’un code convolutif lors d’une transmission bruite´e est pre´sente´e. Enfin, une analyse de
ce dernier algorithme est propose´e.
Le chapitre 3
Dans ce chapitre, nous pre´sentons tout d’abord une e´tude the´orique sur une technique bien
connue permettant d’augmenter le de´bit d’une transmission. Cette technique, nomme´e poinc¸onnage,
consiste simplement a` ne pas transmettre tous les bits des mots de code. A partir des proprie´te´s
the´oriques mises en e´vidence, une me´thode capable d’identifier en aveugle l’ensemble des parame`tres
d’un code convolutif poinc¸onne´ est de´veloppe´e lorsque le train binaire rec¸u a e´te´ code´ et poinc¸onne´.
Cette me´thode est de´veloppe´e dans le cas d’une transmission non-bruite´e puis d’une transmission
bruite´e. Enfin, une analyse sur les performances d’identification de cet algorithme est propose´e.
Le chapitre 4
Dans le but d’ame´liorer les performances de correction, de nouveaux sche´mas de codage ont
e´te´ de´veloppe´s ces dernie`res anne´es : il s’agit notamment des codes concate´ne´s et des turbocodes.
Dans ce chapitre, une e´tude visant a` mettre en e´vidence les proprie´te´s (utiles pour notre objectif)
de ces nouveaux sche´mas de codage est pre´sente´e. D’apre`s les diffe´rentes proprie´te´s de ces sche´mas
de codage, des me´thodes d’identification sont propose´es afin de reconnaˆıtre en aveugle ces sche´mas
de codage lors d’une re´ception pre´sentant une plage non-bruite´e. L’extension au contexte fortement
bruite´ fait partie des perspectives.
La conclusion et les perspectives cloˆtureront le document.

CHAPITRE1 Contexte de l’e´tude etthe´orie alge´brique des
codes line´aires
1.1 Introduction
L’objectif de ce chapitre est d’introduire le principe d’une chaˆıne de transmission nume´rique et
les ge´ne´ralite´s qui serviront a` la bonne compre´hension de ce manuscrit. Dans un premier temps,
nous allons de´crire le principe d’une chaˆıne de transmission et le principe d’une transmission non-
coope´rative. Une bre`ve analyse des canaux de propagation les plus utilise´s sera faite et enfin les
principales proprie´te´s alge´briques des codes line´aires, en particuliers des codes convolutifs, seront
expose´es.
1.2 Chaˆıne de transmission nume´rique
Une chaˆıne de transmission nume´rique permet de transmettre une information nume´rique, soit
une suite d’e´le´ments binaires, d’une source a` un ou plusieurs destinataire(s). Cette information
est transmise via un support physique qui peut-eˆtre filaire, terrestre ou satellitaire. L’information
nume´rique qui est transmise est, soit d’origine nume´rique comme dans les re´seaux informatiques,
soit d’origine analogique comme la parole, le son, etc, et convertie ensuite en un signal nume´rique.
La conversion d’un signal analogique en un signal nume´rique est re´alise´e par un CAN (Convertis-
seur Analogique Nume´rique). Le sche´ma 1.1 repre´sente le synoptique d’une chaˆıne de transmission
nume´rique standard.
de canal
Codage Modulation
Démodulationde canal
Décodage
Transmission
Canal de 2
Codage 
de source
Décodage
de source
1
Message
Message
3
Figure 1.1 — Chaˆıne de transmission nume´rique
L’objectif d’une chaˆıne de transmission e´tant de transmettre une information d’une source a`
un destinataire avec le plus de fiabilite´ et le plus rapidement possible, l’e´metteur re´alise diffe´rentes
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ope´rations. Ces diffe´rentes e´tapes sont mode´lise´es sur le sche´ma 1.1 par diffe´rents blocs distincts
ayant chacun un roˆle bien spe´cifique. La premie`re e´tape h1 , nomme´e codage de source, consiste a`
augmenter l’efficacite´ de la transmission et a` optimiser l’utilisation des ressources du syste`me en
compressant les donne´es. L’e´tape suivante h2 , appele´e codage de canal, permet de lutter contre les
erreurs introduites lors de la transmission du signal en ajoutant de la redondance au message. Un
signal nume´rique n’existant pas d’un point de vue physique, il faut le transformer en un signal
physique afin de pouvoir le transmettre, c’est le roˆle du modulateur h3 . Ce signal physique pourra
ensuite eˆtre transmis via un canal de propagation. A la re´ception de ce signal, le re´cepteur effectue
les ope´rations inverses afin d’obtenir le message source.
1.2.1 Le contexte non-coope´ratif
Le roˆle du re´cepteur est d’obtenir le message e´mis en effectuant les ope´rations inverses de l’e´met-
teur. Afin de pouvoir remonter jusqu’a` ce message, il est e´vident que le re´cepteur doit avoir connais-
sance des ope´rations qui ont e´te´ effectue´es par l’e´metteur. Dans une communication classique, dite
coope´rative, le re´cepteur connaˆıt la norme utilise´e par l’e´metteur, il peut aise´ment remonter jusqu’au
message e´mis. Conside´rons maintenant le cas plus de´favorable dit contexte non-coope´ratif. Dans
cette configuration le re´cepteur n’aura aucune connaissance sur la norme utilise´e par l’e´metteur.
Comment, dans ce contexte, le re´cepteur peut-il obtenir le message e´mis ? Cette proble´matique,
issue dans un premier temps de la guerre e´lectronique, a pour unique solution de concevoir des
re´cepteurs capables de reconnaˆıtre en aveugle (i.e. avec la seule connaissance des donne´es rec¸ues en
sortie du canal) les parame`tres de l’e´metteur. Ces dernie`res anne´es, afin de re´pondre a` un besoin
re´el (que ce soit dans le domaine militaire ou civil) de nombreux travaux de recherche ont porte´
sur la reconnaissance aveugle des parame`tres de l’e´metteur.
En effet, la popularite´ des communications sans-fil et l’e´volution des technologies radio ont
engendre´ ces dernie`res anne´es une prolife´ration des normes et/ou des standards permettant de
transmettre une information. Ces nouvelles normes pouvant entraˆıner des proble`mes d’incompati-
bilite´ avec les anciennes, il devient ne´cessaire de concevoir des re´cepteurs auto-configurants. Il s’agit
de re´cepteurs qui seraient capables d’estimer les parame`tres de la norme utilise´e par l’e´metteur avec
la seule connaissance des donne´es rec¸ues en sortie du canal. De tels re´cepteurs permettraient d’une
part d’augmenter le´ge`rement le de´bit utile puisqu’il deviendrait inutile de transmettre des para-
me`tres de l’e´metteur mais surtout de rendre les chaˆınes de transmission beaucoup plus souples et
e´volutives en terme de changement de standard. En effet, le re´cepteur s’adapterait automatique-
ment a` celui de l’e´metteur et cela sans intervention humaine de reconfiguration. De tels re´cepteurs
ne sont bien suˆr pas aise´s a` mettre en oeuvre. L’architecture d’un e´metteur e´tant compose´e de
plusieurs blocs (modulation, codage de canal, codage de source), l’ide´e est, dans un premier temps,
de traiter le proble`me d’identification aveugle bloc par bloc. Dans ce cadre, on s’inte´ressera ici a` la
reconnaissance aveugle des parame`tres du bloc de codage de canal.
Pour l’ensemble des utilisateurs des technologies de l’information, la se´curite´ des transmis-
sions est et restera toujours une priorite´. Malheureusement, il existera toujours des personnes mal-
intentionne´es qui essayeront d’intercepter et de de´coder une communication. L’un des moyens pour
prote´ger une communication est d’utiliser la cryptographie. La cryptographie permet d’assurer la
confidentialite´, l’inte´grite´ et l’authenticite´ d’un message e´mis. Le principe d’un cryptosyste`me est
de chiffrer (ou coder) un message avec une cle´ afin de rendre ce message incompre´hensible pour
quiconque n’e´tant pas dote´ de la cle´ de chiffrement. Comme le montre la figure 1.2, le chiffrement
du message intervient en ge´ne´ral apre`s la compression des donne´es.
Si la cryptographie repre´sente l’art de chiffrer une information, la cryptanalyse repre´sente l’art
de casser ce chiffrement. En se mettant directement a` la place d’un attaquent potentiel (i.e une per-
sonne interceptant une communication), la cryptanalyse offre de nombreuses me´thodes permettant
de tester la se´curite´ d’une transmission. En ce plac¸ant dans le contexte le plus de´favorable, l’ob-
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Figure 1.2 — Codage et chiffrement
servateur n’a aucune connaissance des parame`tres de l’e´metteur. Avant d’obtenir un train binaire
cryptanalysable, il devra posse´der des outils lui permettant dans un premier temps de reconnaˆıtre
la modulation qui a e´te´ utilise´e, puis les parame`tres du bloc de codage de canal. De nombreux
travaux ont e´te´ de´veloppe´s afin d’identifier en aveugle la modulation qui a e´te´ utilise´e a` l’e´mission,
le lecteur inte´resse´ pourra se re´fe´rer a` [AN96] et [DBNS05] 1. En faisant l’hypothe`se que l’obser-
vateur arrive a` remonter au train binaire obtenu en sortie du de´modulateur, il devra reconnaˆıtre
les parame`tres du bloc de codage de canal pour obtenir un train binaire cryptanalysable. De plus,
certains syste`mes de cryptographie e´tant apparente´s a` la the´orie des codes correcteurs d’erreurs,
les algorithmes de reconnaissance de code pourraient e´galement permettre de tester la se´curite´ de
ces syste`mes de cryptographie.
Nous pouvons voir l’inte´reˆt de mettre en place des syste`mes capables d’identifier en aveugle
les parame`tres du bloc de codage de canal. Dans la suite de ce manuscrit, nous ferons l’hypothe`se
que nous avons acce`s au train binaire issu du de´modulateur. Ce train binaire ayant e´te´ entache´
d’erreurs par le canal de propagation, nous allons tout d’abord pre´senter les mode`les de canaux les
plus couramment utilise´s.
1.2.2 Le canal de transmission
Le canal de transmission, appele´ e´galement canal de propagation, repre´sente le support physique
qui permet de transmettre le signal. La forme physique du signal sera adapte´e au milieu, par
exemple : une onde e´lectromagne´tique pour le milieu ambiant, un signal e´lectrique pour un caˆble,
une onde lumineuse pour une fibre optique, etc. Ces milieux provoquent certaines modifications du
signal que l’on y transmet, telles que des atte´nuations, des retards, des interfe´rences, des distorsions,
etc. Afin de mode´liser au mieux ces diffe´rents phe´nome`nes, de nombreux travaux de recherche
ont porte´ sur la mode´lisation des canaux de propagation. Les canaux de transmissions peuvent
eˆtre classe´s en deux groupes, les canaux stationnaires dont les parame`tres sont fixes au cours du
temps (fibres optiques, caˆbles me´talliques, etc.) et les canaux non stationnaires dont les parame`tres
e´voluent au cours du temps (communications radio-mobiles).
1.2.2.1 Le canal stationnaire
Les canaux stationnaires sont en re`gle ge´ne´rale mode´lise´s par un canal appele´ BBAG (pour
Bruit Blanc Additif Gaussien). Ce canal, repre´sente´ sur la figure 1.3, est l’un des plus utilise´s
pour la simulation de transmissions nume´riques car il permet de repre´senter assez fide`lement les
phe´nome`nes physiques qui interviennent dans les canaux de transmission radioe´lectrique tout en
gardant une simplicite´ de mise en oeuvre et d’analyse.
Modulation De´modulation
s(t) r(t)
n(t)
Figure 1.3 — Mode´lisation du canal BBAG
A chaque instant t, il modifie le symbole e´mis, s(t), par l’addition d’un bruit blanc gaussien,
1. dans la plupart des travaux re´alise´, l’hypothe`se que le train binaire est iid est faite
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n(t) :
r(t) = s(t) + n(t) (1.1)
Le BBAG, n(t), est caracte´rise´ par un processus ale´atoire gaussien de moyenne nulle, de variance
σ2n et de densite´ spectrale de puissance
N0
2 .
1.2.2.2 Le canal non stationnaire
Lors d’une transmission radio-mobile, les mouvements de l’e´metteur et du re´cepteur engendrent
des fluctuations du canal. Ces fluctuations du canal vont entraˆıner des erreurs de transmission qui
arriveront par rafales.
De plus, dans ce type de canaux, l’environnement est souvent riche en e´chos ce qui se caracte´rise
par de nombreux trajets multiples. La mode´lisation de ces types de canaux ne peut plus se faire
avec un simple BBAG : il faut en effet utiliser des mode`les plus e´labore´s qui tiendront compte des
diffe´rences de propagation du milieu, appele´s encore atte´nuations ou e´vanouissements. La sortie
d’un canal a` e´vanouissement comportant N trajets multiples s’exprime alors par :
r(t) =
N−1∑
n=0
αn.s(t− τn) + n(t) (1.2)
ou` n(t) repre´sente le BBAG, τn le retard affectant chaque trajet et αn l’atte´nuation complexe.
L’atte´nuation αn est une variable ale´atoire gaussienne qui suit une loi uniforme pour la phase et
une loi de Rayleigh ou de Rice pour le module.
1.2.2.3 Le canal binaire
En sortie du canal de transmission, le signal bruite´ est de´module´ afin d’obtenir une suite d’e´le´-
ments binaires. Le taux d’erreur binaire, appele´ couramment TEB ou BER en anglais (pour Bit
Error Rate) va permettre d’e´valuer l’impact du bruit du canal sur le signal en comparant le mes-
sage en entre´e du modulateur et celui obtenu apre`s de´modulation. Il est possible de repre´senter
l’ensemble des parties modulation, canal de transmission et de´modulation par un canal binaire. Ce
mode`le de canal qui sera a` entre´e et a` sortie ferme (c-a`-d des suites de “0” et de “1”) permettra
d’analyser les performances du syste`me (modulation, canal de transmission et de´modulation). Le
principe d’un canal binaire, repre´sente´ sur la figure 1.4, est d’associer a` chaque bit d’entre´e une
certaine probabilite´ pour que le bit rec¸u soit errone´. Cette probabilite´, qui repre´sente le TEB, de´-
pendra d’une part des erreurs engendre´es par le canal de propagation et d’autre part des erreurs
duˆ a` la de´modulation du signal
Décodeur
de canalDémodulateurModulateurde canal
Codeur 
Transmission
Canal de 
Canal à entrée et sortie binaire
Source Destinataire
Figure 1.4 — Description d’un canal binaire
Le canal binaire syme´trique
Le mode`le le plus simple est le canal binaire syme´trique appele´ BSC (pour “Binary Symmetric
Channel”). Un BSC est de´fini par sa probabilite´ d’erreur, note´e p. La valeur de cette probabilite´
qui de´pend du canal et de la modulation correspond au TEB obtenu en sortie du de´modulateur.
Si l’on note c et y les e´le´ments en entre´e et en sortie du BSC, alors la probabilite´ pour que le
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symbole rec¸u soit errone´ sera e´gale a` p et inversement la probabilite´ pour que le symbole rec¸u soit
correcte sera de 1− p :
Pr (y = 0|c = 1) = Pr (y = 1|c = 0) = p
Pr (y = 0|c = 0) = Pr (y = 1|c = 1) = 1− p (1.3)
La figure 1.5 repre´sente le fonctionnement d’un BSC. Chaque e´le´ment binaire en sortie du canal
de´pend uniquement de l’e´le´ment binaire d’entre´e, on parle de canal sans me´moire.
1− p
1− p
p
p
1
0
1
0
Figure 1.5 — Canal binaire syme´trique
Le canal burst
Pour certains canaux, tels que les canaux satellitaires, les conditions de propagation (fre´quence de
transmission, environnement,...) e´voluent au cours de la transmission. Dans ce cas, il faut conside´rer
un mode`le de canal plus fin afin de repre´senter les erreurs qui arrivent par paquets. Le mode`le de
Gilbert-Elliot [Gil60] permet de caracte´riser ces canaux appele´s de type burst. Ce mode`le de canal,
repre´sente´ sur la figure 1.6 comprend deux e´tats : l’e´tat bon note´ G et l’e´tat mauvais note´ B. L’e´tat
G correspond a` une plage ou` les donne´es seront tre`s peu bruite´es alors que l’e´tat B repre´sente une
plage ou` les erreurs arriveront par rafale.
G B
1
0
1
0 1− PG
PG
1− PG
PG
1
0
1
0 1− PB
PB
1− PB
PB
1− β
β
α
1− α
Figure 1.6 — Mode`le du canal de Gilbert-Elliot
Les probabilite´s de transitions Pr(B|G) et Pr(G|B) sont respectivement α et β. La probabilite´
d’erreur dans l’e´tat B est PB et celle dans l’e´tat G est PG. Le TEB moyen, note´ p, est donne´ par :
p =
1
α+ β
[α.PB + β.PG] (1.4)
1.2.3 Le codage de canal
Le codage de canal joue un roˆle fondamental dans les syste`mes de communication puisqu’il
permet de prote´ger les donne´es des perturbations introduites par le canal de transmission. L’une des
questions fondamentales est de savoir la quantite´ d’information qu’il est possible de transmettre de
fac¸on fiable. En 1948, C. Shannon [Sha48] de´montre que pour une source d’information de de´bit Ds
(bit/s) qui transmet sur un canal de capacite´ Cc (bit/s), il existe, si Ds < Cc, un code garantissant
une transmission quasi parfaite. Ce the´ore`me ne dit pas comment construire de tels codes, mais
simplement qu’il est possible en optimisant le codage d’obtenir apre`s le de´codage une information
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avec tre`s peu d’erreurs. De`s lors, de nombreux chercheurs se sont penche´s sur la construction de
ces codes.
Le bloc de codage de canal est en ge´ne´ral e´quipe´ de un ou plusieurs code(s) correcteur(s) d’er-
reurs et d’un entrelaceur afin de lutter efficacement contre les erreurs de transmission. Le roˆle du
codeur est d’introduire a` l’e´mission de la redondance dans le train binaire informatif ; cette redon-
dance permettant, du cote´ re´cepteur, de corriger et/ou de de´tecter d’e´ventuelles erreurs. Les bruits
perturbateurs pre´sents en pratique lors de transmissions radio-mobiles engendrent ge´ne´ralement
des erreurs de type burst ou encore par paquets, c’est-a`-dire que les perturbations affectant les bits
d’information se produisent en rafales. Dans cette situation, la pre´sence d’un entrelaceur permet de
limiter les effets de ce type d’erreurs en dispersant a` l’e´mission les bits de chaque mot d’informa-
tion a` l’inte´rieur d’une trame de taille conse´quente, tre`s supe´rieure a` celles des mots en question.
Graˆce a` cela, les bits conse´cutifs concerne´s par la rafale d’erreurs n’appartiennent pas aux meˆme
mots informatifs et peuvent eˆtre alors plus facilement et surtout efficacement corrige´s apre`s de´sen-
trelacement. La succession des deux traitements lie´s a` l’ope´ration d’entrelacement a` l’e´metteur et
de de´sentrelacement au re´cepteur peut eˆtre vue pour simplifier comme une dispersion des erreurs
tout au long de la trame, au lieu quelles soient regroupe´es sur un ou plusieurs mots informatifs
empeˆchant toutes tentatives de correction de celles-ci par le de´codeur aux capacite´s de correction
malgre´ tout limite´es.
Dans la litte´rature, on distingue deux grandes familles de codes correcteurs d’erreurs, les codes
en blocs et les codes convolutifs. Dans le cas des codes en blocs, l’information est de´coupe´e en blocs
de k bits. Chaque bloc est transforme´ en un nouveau bloc de n bits (n > k), qui forme un mot
de code. Dans le cas d’un code convolutif, chaque bloc de n bits en sortie du codeur de´pend non
seulement des k bits pre´sents en entre´e du codeur mais e´galement d’autres blocs de k bits ayant
e´te´ introduits pre´ce´demment.
De meˆme que les codeurs, il existe e´galement deux grandes familles d’entrelaceurs, les entre-
laceurs blocs et convolutifs. Un entrelaceur par bloc est un dispositif qui a` partir d’un bloc de
symboles rec¸u en entre´e, va restituer en sortie un bloc contenant les meˆmes symboles mais dans un
ordre diffe´rent. Un entrelaceur convolutif (ou multiplexe´) de pe´riode S est construit en multiplexant
la se´quence d’entre´e de fac¸on se´quentielle en S sous-se´quences, introduisant un retard pour chaque
sous-se´quence et en de´multiplexant ces S sous-se´quences avec prise en compte de ces retards.
De par leurs performances en terme de correction des erreurs et le fait qu’ils traitent l’informa-
tion en flux, les codes convolutifs sont tre`s prise´s dans les communications radio-mobiles. En effet,
que ce soit dans les standards de seconde ge´ne´ration (GSM [3GP05a] et CDMA-2000 [3GP09]), de
troisie`me ge´ne´ration (UMTS [3GP05b] et WDMA) ou encore dans les futurs standards de quatrie`me
ge´ne´ration (LTE [3GP08]), on retrouve toujours l’utilisation de un ou plusieurs code(s) convolu-
tif(s). De ce fait, nos travaux se sont porte´s sur la reconnaissance en aveugle des codes convolutifs.
L’identification aveugle des parame`tres d’un code convolutif e´tant fortement base´e sur les proprie´te´s
alge´briques de ces codes, nous proposons dans ce premier chapitre une e´tude sur les proprie´te´s des
codes line´aires.
1.3 Les codes en blocs
Bien qu’il existe de nombreuses familles de codes en blocs, telles que les codes de Ham-
ming [Ham50], les codes BCH [BRC60] [Hoc59], les codes Reed-Solomon [RS60], les codes
LDPC [Gal63], etc., le principe de codage reste le meˆme : le regroupement d’un message d’en-
tre´e en blocs afin d’ajouter a` chacun des messages une quantite´ controˆle´e de redondance. Cette
redondance introduite permettra a` la re´ception de de´tecter et/ou de corriger d’e´ventuelles erreurs
de transmission.
Section 1.3 : Les codes en blocs 11
1.3.1 Le codage
Notons C un (n, k) code en bloc line´aire de rendement r = k/n, dans le corps des symboles F .
Dans le reste de notre e´tude, nous prendrons le corps de Galois a` deux e´le´ments (“0” et “1”), note´
GF (2). La matrice ge´ne´ratrice d’un code en bloc, note´e G, est une matrice de taille k × n et de
rang k qui permet d’engendrer le code C. Le nombre de sorties d’un codeur, n, e´tant strictement
supe´rieur au nombre d’entre´es, k, le codeur introduira syste´matiquement de la redondance au
message. Nous appellerons un mot d’information, un vecteur de k bits d’information introduit
simultane´ment en entre´e du codeur et un mot de code, le vecteur de n bits qui en re´sulte. Notons
m(t) = (m1(t), · · · ,mk(t)), le mot d’information transmis a` l’instant t et respectivement c(t) =
(c1(t), · · · , cn(t)), le mot de code rec¸u a` l’instant t de tel sorte que :
c(t) =m(t).G pour t = 0, 1, · · · . (1.5)
Lors d’une transmission nume´rique, l’information qui est transmise ne correspond pas unique-
ment a` un mot d’information mais a` une se´quence de mots d’information. En notant L la longueur
de la se´quence a` coder, la se´quence d’entre´e note´e m et la se´quence de sortie note´e c sont telles
que :
m = (m(0), · · · ,m(L− 1)) = (m1(0), · · · ,mk(0), · · ·,m1(L− 1), · · · ,mk(L− 1))
c = (c(0), · · · , c(L− 1)) = (c1(0), · · · , cn(0), · · ·, c1(L− 1), · · · , ck(L− 1)) (1.6)
La matrice de codage liant ces L mots de code aux L mots d’information est une matrice bloc-
diagonale constitue´e de L matrices G. Cette matrice de codage e´tant compose´e de nombreux “0”,
ces e´le´ments ont e´te´ omis afin de simplifier la notation. L’e´quation de codage (1.5) devient :
c =m.

G
G
. . .
G
 (1.7)
Cette matrice de codage est une matrice de taille k.L×n.L et chaque mot de code de´pend unique-
ment du mot d’information pre´sent en entre´e du codeur.
Pour un meˆme rendement, il existe un ensemble de matrices ge´ne´ratrices pouvant ge´ne´rer un
meˆme code.
De´finition 1.1. Deux codes sont e´quivalents si ils ont meˆme distribution de distances entre
mots. Mathe´matiquement, deux matrices ge´ne´ratrices G et G′ sont e´quivalente si il existe une
matrice inversible quelconque A et une matrice de permutation B ve´rifiant G = A.G′.B. matrice
de permutation.
La notion de codeur e´quivalent signifie que les se´quences code´es par deux codeurs e´quivalents
appartiendront a` la meˆme famille ou au meˆme code. Parmi l’ensemble des matrices ge´ne´ratrices
d’un code, il existera toujours une forme syste´matique e´quivalente de la matrice ge´ne´ratrice.
De´finition 1.2. Un code C(n, k) est un code syste´matique si tous les mots de code contiennent
les k bits d’information non modifie´s et les n− k bits restant sont appele´s bits de parite´.
D’apre`s la de´finition 1.2, la matrice ge´ne´ratrice d’un code syste´matique peut eˆtre de la forme
G = (Ik | P ) ou` G = (P | Ik), avec Ik la matrice identite´ de taille k et P une (k × n− k) matrice.
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Exemple 1.1.
Prenons l’exemple d’un code de Hamming de parame`tres n = 7, k = 4 et de matrice ge´ne´ratrice :
G =

1 0 0 0 0 1 1
0 1 0 0 1 0 1
0 0 1 0 1 1 0
0 0 0 1 1 1 1

Soit m(t) =
(
m1(t) m2(t) m3(t) m4(t)
)
, un mot d’information compose´ de 4 bits et c(t) =(
c1(t) c2(t) c3(t) c4(t) c5(t) c6(t) c7(t)
)
le mot de code de 7 bits qui en re´sulte.
D’apre`s l’e´quation de codage (1.5), nous pouvons e´crire que :
c1(t) = m1(t)
c2(t) = m2(t)
c3(t) = m3(t)
c4(t) = m4(t)
c5(t) = m2(t) +m3(t) +m4(t)
c6(t) = m1(t) +m3(t) +m4(t)
c7(t) = m1(t) +m2(t) +m4(t)
La matrice ge´ne´ratrice de ce code e´tant syste´matique, un mot de code est un vecteur compose´
des 4 bits du mot d’information (m1(t), m2(t), m3(t), m4(t)) et de 3 bits de parite´ (c5(t), c6(t),
c7(t)). En prenant le mot d’information m(t) =
(
1 0 1 1
)
, le mot de code sera :
c(t) =
(
1 0 1 1
)
.G =
(
1 0 1 1 0 1 0
)
En permutant l’ordre des lignes de la matrice ge´ne´ratrice G, il est possible d’obtenir une matrice
ge´ne´ratrice e´quivalente G′ :
G′ = L.G =

0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
 .

1 0 0 0 0 1 1
0 1 0 0 1 0 1
0 0 1 0 1 1 0
0 0 0 1 1 1 1
 =

0 1 0 0 1 0 1
0 0 1 0 1 1 0
0 0 0 1 1 1 1
1 0 0 0 0 1 1

Un code C(n, k) permet d’engendrer 2k mots de code de n bits. Avec notre exemple, nous obte-
nons une famille de 16 mots de code de 7 bits. La figure 1.7 repre´sente les 16 mots d’information
et les 16 mots de code obtenus avec la matrice ge´ne´ratrice G et ceux obtenus avec G′. Sur cette
figure, les bits a` “0” sont repre´sente´s par les cases blanches et ceux a` “1” par les cases noires.
m c =m.G c′ =m.G′
Figure 1.7 — Mots de code
Tout d’abord, nous remarquons qu’un mot d’information code´ par G et G′ ne donne pas ne´ces-
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sairement le meˆme mot de code. En revanche, en regardant tous les mots de code obtenus avec
la matrice G, on remarque que l’on obtient les meˆmes avec la matrice G′ mais dans un ordre
diffe´rent. Ces deux codes sont e´quivalent puisque leurs mots de code appartiennent a` la meˆme
famille.
1.3.2 Les codes duaux
Pour le de´codage ou simplement la de´tection d’une erreur dans un mot de code, les codes duaux
vont jouer un roˆle tre`s important. On de´finit le code dual de C, note´ C⊥, comme e´tant le code
orthogonal a` C.
De´finition 1.3. L’espace dual d’un (n, k) code C de dimension k est le (n, n− k) code dual de
C.
On note H, la matrice ge´ne´ratrice du code dual C⊥ appele´e e´galement matrice de parite´ ou
matrice de controˆle du code C.
De´finition 1.4. Soit G une matrice ge´ne´ratrice du code C. Une matrice H de rang n − k et
de taille (n− k)× n est une matrice de parite´ pour C si et seulement si :
G.HT = 0 (1.8)
ou` T de´signe la transposition.
De cette de´finition de´coule le corollaire suivant :
Corollaire 1.1. Soit H une matrice de parite´ du code C. Un mot c appartient au code C si et
seulement si :
c.HT = 0 (1.9)
Nous avons montre´ que la matrice ge´ne´ratrice d’un code C n’e´tait pas unique. En effet, il existe
plusieurs matrices G e´quivalentes qui engendrent le meˆme code C. De ce fait, la matrice de parite´
d’un code n’est pas unique. Et comme pour la matrice ge´ne´ratrice d’un code, la matrice de parite´
pourra e´galement se mettre sous la forme particulie`re d’une matrice syste´matique.
Exemple 1.2.
Suite de l’exemple 1.1.
La matrice de parite´ du code pre´ce´dent peut s’e´crire :
H =
0 0 0 1 1 1 10 1 1 0 0 1 1
1 0 1 0 1 0 1

ou encore sous sa forme syste´matique en permutant l’ordre des colonnes :
H ′ =
0 1 1 1 1 0 01 0 1 1 0 1 0
1 1 0 1 0 0 1

Nous pouvons ve´rifier que ces deux matrices de parite´ ve´rifient la de´finition 1.4 ainsi que le
corollaire 1.1.
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Apre`s le codage des se´quences d’entre´e, les mots de code sont transmis via un canal de trans-
mission. Cette transmission va engendrer d’e´ventuelles erreurs sur la se´quence rec¸ue. Nous noterons
y, la se´quence des mots rec¸ue apre`s transmission. Les erreurs de transmission impliquent que cer-
tains bits de la se´quence rec¸ue seront diffe´rents de la se´quence des mots de code. Nous appellerons
syndrome, un vecteur de k bits note´ s et de´fini par :
s = y.HT (1.10)
Si le mot rec¸u y est un mot de code alors le syndrome sera nul. En revanche, si le syndrome est
non nul, cela impliquera que le mot y est errone´. Il peut e´galement arriver que le syndrome soit
nul alors que le mot rec¸u y est errone´. Nous verrons ci-dessous que chaque code a une capacite´ de
de´tection/correction limite´e et que si cette capacite´ est atteinte alors le code ne sera plus capable
de de´tecter et/ou corriger a` coup suˆr ces erreurs ; de ce fait il peut arriver que le syndrome soit nul
en pre´sence d’erreurs.
Exemple 1.3.
Suite de l’exemple 1.1.
Le mot de code envoye´ est c =
(
1 0 1 1 0 1 0
)
et le mot rec¸u apre`s sa transmission
dans le canal est y =
(
1 0 1 1 1 1 0
)
. En prenant la matrice de parite´ sous sa forme
syste´matique, d’apre`s l’e´quation (1.10) le syndrome s est :
s = y.HT =
(
1 0 1 1 1 1 0
)
.

0 1 1
1 0 1
1 1 0
1 1 1
1 0 0
0 1 0
0 0 1

=
(
1 0 0
)
Le syndrome est un vecteur non nul ce qui implique qu’il y a au moins une erreur dans le mot
rec¸u.
1.3.3 La capacite´ de correction
L’objectif d’un code en bloc e´tant de permettre a` la re´ception, de de´tecter et/ou de corriger
d’e´ventuelles erreurs e´tant intervenues lors de la transmission, il est ne´cessaire de pouvoir e´valuer
la capacite´ de correction d’un code. Nous noterons w(c) le poids de Hamming du mot de code c qui
repre´sente le nombre de bits a` “1” qu’il contient. La distance de Hamming, note´e dH , entre deux
mots de code est de´finie par le nombre de positions binaires qui diffe`rent entre ces deux mots de
code.
Notons c et c′ deux mots de code de dimension n. Alors, le mot de code, note´ y re´sultant de la
somme des deux mots est tel que :
y = c+ c′ = (y(0), · · · , y(n− 1)) (1.11)
ou` les bits y(i) sont obtenus par une addition binaire des e´le´ments c(i) et c′(i) :
y(i) = c(i) + c′(i), ∀i = 0, · · · , n− 1 (1.12)
La distance de Hamming entre les mots c et c′ est e´gale au nombre d’e´le´ments a` “1” du vecteur y.
Exemple 1.4.
Soient deux mots de code c1 =
(
1 1 0 1 0 1 1 0
)
et c2 =
(
1 0 1 1 0 0 1 0
)
. Les
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mots de code c1 et c2 ont pour poids de Hamming respectifs 5 et 4. La somme des deux mots de
code c1+c2 =
(
0 1 1 0 0 1 0 0
)
a pour poids de Hamming 3, ce qui donne une distance
de Hamming entre ces deux mots de code de 3.
La distance minimale dmin d’un code en bloc correspond a` la plus petite distance de Hamming
entre ses mots de code :
dmin = min
c 6=c′
(
c, c′
) ∀c, c′ ∈ C(n, k) (1.13)
La distance entre deux mots de code e´tant e´gale au poids de leur somme, la distance minimale d’un
code en bloc correspond e´galement au poids minimal de ces mots de code non nuls.
dmin = min
c 6=0
w (c) ∀c ∈ C(n, k) (1.14)
Un code en bloc de parame`tre dmin est capable de de´tecter (dmin − 1) bits errone´s et d’en corriger⌊
dmin−1
2
⌋
.
Exemple 1.5.
Suite de l’exemple 1.1.
Nous avons reporte´ sur la figure 1.8, en plus de la liste des 16 mots de code pre´ce´dents, leurs
poids de Hamming.
c
3
0
4
3
3
3
3
4
4
3
4
4
4
4
3
7
w(c)
Figure 1.8 — Poids de Hamming des mots de code
Nous pouvons voir que le poids minimal de ces mots de code non nuls est de 3. D’apre`s
l’e´quation (1.14), la distance minimale de ce code est : dmin = 3. Ce code sera capable de
de´tecter 2 bits errone´s et d’en corriger 1 seul.
1.4 Les codes convolutifs
1.4.1 Pre´sentation des codes convolutifs
Les codes convolutifs ont e´te´ introduit par Elias [Eli55] en 1955, mais sans algorithme de de´-
codage rapide et efficace ce type de code a e´te´ laisse´ de coˆte´. Le premier algorithme capable de
de´coder de tels codes, appele´ de´codage se´quentiel a e´te´ introduit par Wozencraft [Woz57] en 1957
puis ame´liore´ par Fano [Fan63] en 1963. Il faudra encore attendre quatre ans pour qu’un algorithme
de de´codage particulie`rement inte´ressant apparaisse, le de´codage de Viterbi [Vit67]. De`s lors, de
nombreux travaux ont porte´ sur la construction des codeurs convolutifs. L’enjeu de ces travaux
e´tant d’obtenir des codes au pouvoir de correction le plus e´leve´ possible. En 1970, puis en 1973,
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Forney [For70] et [For73] de´montre les proprie´te´s alge´briques des bons codes convolutifs, soit des
codes ayant de forts pouvoir de correction. En paralle`le avec ces avance´es sur les proprie´te´s des
bons codes, un nouvel algorithme de de´codage est apparu. Cet algorithme invente´ par Bahl, Cocke,
Jelinek et Raviv [BCJR74] en 1974 est re´fe´rence´ dans la litte´rature sous trois de´nominations : BCJR
(initiales des inventeurs), MAP (Maximum A Posteriori) ou APP (A Posteriori Probability).
Tout comme les codes en blocs, le principe d’un code convolutif est d’ajouter de la redondance au
message e´mis. Un mot d’information est e´galement un vecteur de k bits et un mot de code un vecteur
de n bits, mais nous allons introduire un nouveau parame`tre, note´ K, qui correspond a` la longueur
de contrainte du codeur. Chaque mot de code de´pend du mot d’information pre´sent en entre´e du
codeur, comme dans le cas d’un code en bloc, mais e´galement des (K − 1) mots d’information
ayant e´te´ introduits pre´ce´demment. De ce fait, un code convolutif peut eˆtre repre´sente´, comme
sur la figure 1.9, par un ensemble de registres a` de´calage, tel que chaque sortie du codeur est une
combinaison line´aire des k×K cellules du registre a` de´calage. La longueur de contrainte d’un codeur
repre´sente le nombre de blocs de k bits pre´sents a` l’inte´rieur du registre a` de´calage. Intuitivement,
on peut de`s a` pre´sent voir que de par la me´moire d’un code convolutif, ces codes engendrent des
se´quences code´es de longueurs infinies, qui ne peuvent pas eˆtre traite´es par paquets de bits disjoints
comme dans le cas des codes en blocs.
... ......
+ + + +
Registre a` de´calage a` K × k bascules
m
k
cn
cj
c2
c1
1 2 k
k
1 2 k
k
1 2 k
Figure 1.9 — Sche´ma d’imple´mentation d’un code convolutif a` l’aide de registre a` de´calage
De meˆme que les codes en blocs, il existe diffe´rentes familles de codes convolutifs. Ces diffe´rentes
familles peuvent-eˆtre distingue´es par deux termes : syste´matique et re´cursif.
– Le terme syste´matique signifie que l’on retrouve les k bits d’entre´e en sortie du codeur.
– Le terme re´cursif signifie que les sorties du codeur peuvent de´pendre des sorties pre´ce´dentes.
Dans cette configuration, le codeur posse`de des registres avec re´troaction (rebouclage de la
sortie en entre´e).
Dans le cadre de notre e´tude, nous nous sommes inte´resse´ aux cas des codeurs de types Non
Re´cursifs et Non Syste´matiques, note´ NRNSC, et des codeurs de types Re´cursifs et Syste´matiques,
note´ RSC. Ces deux types de codes e´tant les plus re´pandus dans les standards radio-mobiles.
Un code convolutif peut eˆtre entie`rement de´fini par ses 3 parame`tres entiers (n, k etK) et par sa
matrice ge´ne´ratrice. La matrice ge´ne´ratrice d’un code convolutif est compose´e de k× n polynoˆmes
ge´ne´rateurs qui sont soit de simples polynoˆmes dans le cas d’un codeur de type NRNSC, soit des
fractions rationnelles polynomiales dans le cas d’un RSC. Ces polynoˆmes ge´ne´rateurs pourront
e´galement eˆtre repre´sente´s sous forme vectorielle ou encore en octal.
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1.4.2 Les polynoˆmes ge´ne´rateurs
Notons a(D) un polynoˆme d’inde´termine´e en D de degre´ L de´fini par :
a(D) =
L∑
t≥0
a(t).Dt = a(0) + a(1).D + · · ·+ a(L).DL (1.15)
ou` a(t) est le t-ie`me coefficient du polynoˆme. Alors, ce polynoˆme pourra e´galement eˆtre de´crit par
un vecteur, note´ a, qui sera compose´ des (L+ 1) coefficients du polynoˆme qui dans le cas pre´sent
sont des coefficients a` valeur dans GF (2), donc des e´le´ments binaires :
a =
(
a(0) a(1) a(2) · · · a(L)) (1.16)
Ce vecteur a pourra ensuite eˆtre converti en octal en regroupant les bits par paquets de trois.
Exemple 1.6.
Conversion du nombre octal (542) en binaire :
5⇒ (1 0 1)
4⇒ (1 0 0)
2⇒ (0 1 0)
Le nombre (542) en octal s’e´crira
(
1 0 1 1 0 0 0 1 0
)
en binaire.
1.4.3 Les codeurs de forme NRNSC
La matrice ge´ne´ratrice d’un code convolutif peut eˆtre repre´sente´e sous diffe´rentes formes, nous
allons dans un premier temps introduire une repre´sentation sous forme matricielle qui nous per-
mettra dans un second temps d’introduire leur repre´sentation sous forme polynomiale qui est plus
couramment utilise´e.
1.4.3.1 Repre´sentation matricielle
Nous noterons gi,j (∀i = 1, · · · , k et ∀j = 1, · · · , n), les vecteurs compose´s des coefficients des
polynoˆmes ge´ne´rateurs. Ces vecteurs sont compose´s de K e´le´ments binaires, tels que :
gi,j = (gi,j(0), gi,j(1), · · · , gi,j(K − 1)) (1.17)
Alors, nous noterons G la matrice ge´ne´ratrice d’un code convolutif constitue´e de ces k×n vecteurs :
G =
g1,1 · · · g1,n... . . . ...
gk,1 · · · gk,n
 (1.18)
Nous noterons m la se´quence d’entre´e, telle que :
m = (m(0),m(1), · · · ) (1.19)
avec m(t) =
(
m1(t) m2(t) · · · mk(t)
)
qui repre´sente le mot d’information a` l’instant t.
La se´quence de sortie du code, c, sera telle que :
c = (c(0), c(1), · · · ) (1.20)
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avec c(t) =
(
c1(t) c2(t) · · · cn(t)
)
, le mot de code ge´ne´re´ a` l’instant t.
L’expression du bit de la j-e`me sortie a` l’instant t en fonction des bits d’entre´e successifs
s’exprime de la manie`re suivante :
cj(t) =
K−1∑
l=0
k∑
i=1
mi(t− l).gi,j(l) ∀j = 1, · · · , n (1.21)
En de´finissant K sous-matrices de codage Fl, ∀l = 0, · · · ,K − 1, comme ci-dessous :
Fl =
g1,1(l) · · · g1,n(l)... . . . ...
gk,1(l) · · · gk,n(l)
 , (1.22)
l’expression liant le mot de code rec¸u a` l’instant t aux K mots d’information pre´sent dans le registre
est :
c(t) =m(t).F0 +m(t− 1).F1 + · · ·+m(t− (K − 1)).FK−1 =
K−1∑
l=0
m(t− l).Fl (1.23)
De par la me´moire introduite par le code, un code convolutif est adapte´ pour coder des se´quences
de taille infinie. Il sera ne´cessaire de re´aliser une troncature afin de traiter des se´quences de taille
finie. Par convention, le premier mot d’information a` entrer dans le codeur est note´ m(0) et le
premier mot de code est note´ c(0). L’expression m(t − l), ∀l = 1, · · · ,K − 1, n’existe que pour
(t − l) ≥ 0. Afin de coder les K − 1 premiers mots de code, les registres a` de´calage devront eˆtre
initialise´s a` “0”. Cette initialisation, qui est e´galement appele´e “remplissage” des registres, consiste
a` conside´rer que les (K − 1) premiers mots d’information m(−1), · · · ,m(−(K − 1)) sont e´gaux a`
0. Pour une se´quence d’entre´e compose´e de L mots d’information, m(t − l) n’est de´fini que pour
0 ≤ (t − l) < L. Tant que le dernier mot d’information, m(L − 1) est pre´sent dans le registre, le
codage est en cours. Or, entre l’instant ou` m(L− 1) entre dans le codeur et celui ou` il en ressort, il
est ne´cessaire de placer des bits supple´mentaires apre`s le message. Par convention, il sera rajoute´
k.(K − 1) bits a` ze´ros a` la fin de chaque trame. Par conse´quence, pour une se´quence d’entre´e de L
mots d’information on obtiendra une se´quence de sortie compose´e de L + (K − 1) mots de code.
En ge´ne´ral L >> K − 1, de ce fait les K − 1 derniers mots de code qui correspondent a` la partie
“vidange” des registres sont ne´glige´s.
Exemple 1.7.
Prenons l’exemple d’un codeur de rendement 1/2 (k = 1 et n = 2) et de longueur de contrainte
e´gale a` 3, K = 3. La matrice ge´ne´ratrice de ce codeur est compose´e de 2 polynoˆmes ge´ne´rateurs :
G =
(
5 7
)
octal
=
(
(1 0 1) (1 1 1)
)
binaire
Les K sous-matrices de codage Fl, de´finies a` l’e´quation (1.22), sont :
F0 =
(
1 1
)
F1 =
(
0 1
)
F2 =
(
1 1
)
Les se´quences d’entre´e et de sortie sont telles que :
m =
(
m(0),m(1),m(2), · · ·) = (m1(0) m1(1) m1(2) · · ·)
c =
(
c(0), c(1), c(2), · · ·) = (c1(0) c2(0) c1(1) c2(1) c1(2) c2(2) · · ·)
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D’apre`s l’e´quation (1.21), les liens entre les bits de sortie et d’entre´e a` l’instant t sont :
c1(t) = m1(t) +m1(t− 2)
c2(t) = m1(t) +m1(t− 1) +m1(t− 2)
Prenons une se´quence d’entre´e compose´e de 4 mots d’information. A la fin de cette se´quence,
il faudra rajouter K − 1 bits a` ze´ros, soit :
m =
(
m1(0) m1(1) m1(2) m1(3) 0 0
)
Les registres du codeur sont initialise´s a` ze´ros donc m1(−1) = m1(−2) = 0. La longueur de
la se´quence e´tant e´gale a` 4, nous obtiendrons en sortie 6 mots de code, le tableau ci-dessous
re´capitule les bits des sorties 1 et 2 obtenus aux instants t = 0, · · · , 5 :
t c1(t) c2(t)
0 m1(0) + 0 m1(0) + 0 + 0
1 m1(1) + 0 m1(0) +m1(1) + 0
2 m1(0) +m1(2) m1(0) +m1(1) +m1(2)
3 m1(1) +m1(3) m1(1) +m1(2) +m1(3)
4 m1(2) + 0 m1(2) +m1(3) + 0
5 m1(3) + 0 m1(3) + 0 + 0
On peut e´crire une matrice de codage qui tiendra compte de la partie “remplissage”des registres
et qui ne´gligera la partie “vidange”. En notant L le nombre de mots d’information de la se´quence
a` coder, la matrice de codage d’un code convolutif est une k.L× n.L matrice de´finie par :
F =

F0 · · · FK−1
. . .
...
. . .
F0 · · · FK−1
. . .
...
F0
 (1.24)
et l’expression de la se´quence de sortie en fonction de la se´quence d’entre´e est :
c =m.F (1.25)
Exemple 1.8.
Suite de l’exemple 1.7.
La matrice de codage pour coder la se´quence d’entre´e pre´ce´dente (compose´e de 4 mots d’infor-
mation) est :
F =

1 1 0 1 1 1
1 1 0 1 1 1
1 1 0 1
1 1

La se´quence d’entre´e sera :
m =
(
m1(0) m1(1) m1(2) m1(3)
)
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et la se´quence de sortie :
c =
(
c1(0) c2(0) c1(1) c2(1) c1(2) c2(2) c1(3) c2(3)
)
L’expression des bits de sortie est re´capitule´e dans le tableau suivant :
t c1(t) c2(t)
0 m1(0) m1(0)
1 m1(1) m1(0) +m1(1)
2 m1(0) +m1(2) m1(0) +m1(1) +m1(2)
3 m1(1) +m1(3) m1(1) +m1(2) +m1(3)
1.4.3.2 Repre´sentation polynomiale
A partir de fonction ge´ne´ratrice ou de transformation en z, il est possible d’associer a` une suite
d’e´le´ments binaires une se´rie formelle.
De´finition 1.5. Une fonction ge´ne´ratrice ou une transformation en z est une application qui,
a` une suite (a(t))t≥0 d’e´le´ments de F , associe la se´rie formelle :
a(z) =
∑
t≥0
a(t).z−t (1.26)
L’ensemble des se´ries formelles a` coefficients sur F constitue un anneau commutatif note´ F [[Z]].
Dans le cas des codes convolutifs, les e´le´ments binaires de la suite sont e´mis au cours du temps,
l’inde´termine´e en z−1 sera alors note´e par convention D, pour “delay”. De plus, l’ensemble de ces
se´ries formelles peuvent eˆtre prolonge´es dans le corps des se´ries de Laurent de la forme :
a(D) =
∑
t≥0
a(t).Dt (1.27)
Ainsi, les fonctions ge´ne´ratrices de la se´quence des mots d’information m = {m(t)}t≥0 et de la
se´quence des mots de code c = {c(t)}t≥0 seront, respectivement :
m(D) =
∑
t≥0
m(t).Dt =
∑
t≥0
m1(t).Dt, · · · ,
∑
t≥0
mk(t).Dt

c(D) =
∑
t≥0
c(t).Dt =
∑
t≥0
c1(t).Dt, · · · ,
∑
t≥0
cn(t).Dt
 (1.28)
En notant gi,j(D) les polynoˆmes ge´ne´rateurs du codeur tels que :
gi,j(D) = gi,j(0) + gi,j(1).D + · · ·+ gi,j(K − 1).DK−1 (1.29)
on obtient la matrice ge´ne´ratrice, note´e G(D), de´finie par :
G(D) =
g1,1(D) · · · g1,n(D)... . . . ...
gk,1(D) · · · gk,n(D)
 (1.30)
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Il est alors possible d’e´crire la relation liant les se´quences d’entre´e et de sortie :
c(D) = m(D).G(D) (1.31)
Exemple 1.9.
La figure 1.10 repre´sente le sche´ma d’imple´mentation du code convolutif pre´sente´ dans
l’exemple 1.7. Ce codeur est compose´ de 1 entre´e (note´e m1), de 2 sorties (note´es respective-
ment c1 et c2) et d’une longueur de contrainte de 3 (repre´sente´e a` l’aide des 2 bascules a` de´calage
(D)).
D
+
D
+
+
c1
c2
m1
Figure 1.10 — Sche´ma d’imple´mentation d’un codeur NRNSC
La matrice ge´ne´ratrice de ce codeur peut eˆtre repre´sente´e sous trois formes diffe´rentes :
– Matrice ge´ne´ratrice en octal : G =
(
g1,1 g1,2
)
=
(
5 7
)
– Matrice ge´ne´ratrice en binaire : G =
(
g1,1 g1,2
)
=
(
(1 0 1) (1 1 1)
)
– Matrice ge´ne´ratrice polynomiale : G(D) =
[
g1,1(D) g1,2(D)
]
=
[
1 +D2 1 +D +D2
]
Ce codeur e´tant compose´ d’une seule entre´e, la se´quence des mots d’information, m(D), est telle
que :
m(D) =
∑
t≥0
m1(t).Dt = m1(0) +m1(1).D +m1(2).D2 +m1(3).D3 + · · ·
et la se´quence de sortie :
c(D) = (c1(D), c2(D)) =
∑
t≥0
c1(t).Dt,
∑
t≥0
c2(t).Dt

Reprenons l’exemple d’une se´quence d’entre´e compose´e de 4 mots d’information, soit L = 4. Les
se´quences des 2 sorties seront :
c1(D) = m(D).[1 +D2]
= m1(0) +m1(1).D + (m1(0) +m1(2)) .D2 + (m1(1) +m1(3)) .D3 +m1(2).D4 +m1(3).D5
c2(D) = m(D).[1 +D +D2]
= m1(0) + (m1(0) +m1(1)) .D + (m1(0) +m1(1) +m1(2)) .D2 + (m1(1) +m1(2) +m1(3)) .D3
+ (m1(2) +m1(3)) .D4 +m1(3).D5
Comme pre´ce´demment, on ne tiendra pas compte des K − 1 derniers mots de code. Ces mots
de code correspondent ici aux coefficients de degre´ supe´rieur ou e´gale a` L. Nous pouvons ve´rifier
que ces se´quences repre´sente´es sous forme polynomiale correspondent aux se´quences binaires de
l’exemple 1.8.
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1.4.3.3 La me´moire d’un code convolutif
Par la suite, nous noterons C(n, k,K) un codeur de parame`tres n, k et K. Nous noterons
deg gi,j(D), le degre´ du polynoˆme ge´ne´rateur gi,j(D) et µi le degre´ de la i-e`me ligne de la matrice
ge´ne´ratrice G(D) comme e´tant le degre´ maximum de ses polynoˆmes :
µi = max
j=1,··· ,n
(deg gi,j(D)) (1.32)
Le degre´ d’une ligne, µi, correspond en fait a` la me´moire de la i-e`me entre´e du codeur. Nous avons
vu pre´ce´demment que chaque mot de code de´pendait du mot d’information venant d’entrer dans le
codeur mais e´galement des K − 1 mots ayant e´te´ introduits pre´ce´demment. La me´moire du codeur
qui correspond au nombre de mots d’information garde´s en me´moire sera note´e µ et de´finie par :
µ = K − 1 = max
i=1,··· ,k
(µi) (1.33)
Dans la suite du document, nous de´finirons chaque polynoˆme ge´ne´rateur d’une matrice ge´ne´ra-
trice, note´e gi,j , par un vecteur compose´ de µi + 1 e´le´ments :
gi,j =
(
gi,j(0) gi,j(1) · · · gi,j(µi)
)
(1.34)
Si une entre´e est de degre´ infe´rieur a` la me´moire du codeur, les coefficients des polynoˆmes ge´ne´ra-
teurs de cette entre´e, qui sont compris entre µi + 1 et µ, seront conside´re´s comme nul. Soit :
gi,j(l) = 0 ∀l = µi + 1, · · · , µ (1.35)
Exemple 1.10.
Prenons l’exemple d’un C(3, 2, 3) code de´fini par la matrice ge´ne´ratrice G(D) suivante :
G(D) =
[
D 1 1 +D
1 D2 1 +D +D2
]
La me´moire de chaque entre´e et celle du codeur sont telles que :
µ1 = max
j=1,··· ,n
(deg g1,j(D)) = 1
µ2 = max
j=1,··· ,n
(deg g2,j(D)) = 2
µ = (max{µ1, µ2}) = 2
D’apre`s la matrice ge´ne´ratrice G(D), les polynoˆmes ge´ne´rateurs repre´sente´s en binaire et en
octal sont :
g1,1 = (0 1) = 1 g1,2 = (1 0) = 2 g1,3 = (1 1) = 3
=> g1,j = (g1,j(0) g1,j(1))
g2,1 = (1 0 0) = 4 g2,2 = (0 0 1) = 1 g2,3 = (1 1 1) = 7
=> g2,j = (g2,j(0) g2,j(1) g2,j(2))
La premie`re entre´e e´tant de degre´ infe´rieur a` la me´moire du codeur, les coefficients g1,j(2) de
cette entre´e seront conside´re´s comme e´tant a` ze´ros. D’apre`s l’e´quation (1.22), les K sous-matrices
de codage sont :
F0 =
(
g1,1(0) g1,2(0) g1,3(0)
g2,1(0) g2,2(0) g2,3(0)
)
=
(
0 1 1
1 0 1
)
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F1 =
(
g1,1(1) g1,2(1) g1,3(1)
g2,1(1) g2,2(1) g2,3(1)
)
=
(
1 0 1
0 0 1
)
F2 =
(
g1,1(2) g1,2(2) g1,3(2)
g2,1(2) g2,2(2) g2,3(2)
)
=
(
0 0 0
0 1 1
)
et le mot de code rec¸u a` l’instant t sera :
c(t) =
[
m1(t) m2(t)
]
.F0 +
[
m1(t− 1) m2(t− 1)
]
.F1 +
[
m1(t− 2) m2(t− 2)
]
.F2
=
(
m2(t) +m1(t− 1) m1(t) +m2(t− 2) m1(t) +m2(t) +m1(t− 1) +m2(t− 1) +m2(t− 2)
)
1.4.4 Les codeurs de forme RSC
Un codeur de forme RSC est un codeur qui est syste´matique et re´cursif. Le terme syste´matique
signifie que les k bits d’entre´e du codeur se retrouvent en sortie du codeur, donc que la matrice
ge´ne´ratrice d’un codeur RSC sera compose´e d’une matrice identite´ de taille k. Le terme re´cursif
signifie que les sorties du codeur peuvent de´pendre des sorties pre´ce´dentes, ce qui implique que
certaines sorties seront reboucle´es en entre´e. Il en de´coule que les polynoˆmes ge´ne´rateurs d’un
codeur RSC ne seront pas de simple polynoˆmes, mais des fractions rationnelles polynomiales. Avant
d’introduire ces codeurs de forme RSC, nous allons tout d’abord voir qu’il existera toujours un
codeur NRNSC e´quivalent a` un codeur RSC.
1.4.4.1 Les codeurs e´quivalents
Le terme de codeur e´quivalent ne signifie pas que deux matrices ge´ne´ratrices de codeurs e´quiva-
lents engendreront la meˆme se´quence code´e mais que ces se´quences code´es appartiendront au meˆme
code.
De´finition 1.6. Deux matrices ge´ne´ratrices G(D) et G′(D) sont e´quivalentes si elles en-
gendrent le meˆme code. Deux codes convolutifs sont e´quivalents si leurs matrices ge´ne´ratrices sont
e´quivalentes.
The´ore`me 1.1. Deux codeurs de rendement r = k/n et de matrices ge´ne´ratrices G(D) et
G′(D) sont e´quivalents si et seulement si il existe une k × k matrice inversible L(D) tel que :
G(D) = L(D).G′(D) (1.36)
Par de´finition, une famille de code contient au minimum un codeur de forme NRNSC et un
codeur e´quivalent de forme RSC. De ce fait, il est toujours possible de passer de la repre´sentation
d’un codeur NRNSC vers son RSC e´quivalent et inversement.
1.4.4.2 Passage d’un codeur NRNSC sous sa forme RSC e´quivalente
Dans le cas d’un codeur de rendement 1/n, la relation liant la matrice ge´ne´ratrice du code
NRNSC et de son RSC e´quivalent est :
GRSC(D) =
GNRNSC(D)
g1,1(D)
(1.37)
Exemple 1.11.
La figure 1.10 de l’exemple 1.9 repre´sentait le sche´ma d’imple´mentation d’un C(2, 1, 3) codeur de
forme NRNSC. Nous avons repre´sente´ ci-dessous le sche´ma de son codeur e´quivalent sous forme
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RSC.
D D+
+
+
m
c2
c1
Figure 1.11 — Sche´ma d’imple´mentation d’un codeur RSC
La matrice ge´ne´ratrice du codeur NRNSC e´tait :
GNRNSC(D) =
[
1 +D2 1 +D +D2
]
D’apre`s l’e´quation (1.37), la matrice ge´ne´ratrice du codeur RSC e´quivalent est :
GRSC(D) =
[
1 1+D+D
2
1+D2
]
Pour les codeurs ayant un nombre d’entre´es strictement supe´rieur a` 1, la relation entre les deux
matrices ge´ne´ratrices est plus complexe. La partie ci-dessous va nous permettre de de´crire le lien
entre ces deux matrices qui a e´te´ propose´ dans [JZ99].
La matrice ge´ne´ratrice d’un codeur NRNSC est de´finie par ses k × n polynoˆmes ge´ne´rateurs :
GNRNSC(D) =
g1,1(D) · · · g1,k(D) · · · g1,n(D)... . . . ... . . . ...
gk,1(D) · · · gk,k(D) · · · gk,n(D)
 (1.38)
Nous noterons L(D), la matrice qui contient les k × k premiers polynoˆmes ge´ne´rateurs de
GNRNSC(D), telle que :
L(D) =
g1,1(D) · · · g1,k(D)... . . . ...
gk,1(D) · · · gk,k(D)
 (1.39)
Afin d’obtenir la matrice e´quivalente du codeur RSC, il faut multiplier la matrice inverse de L(D)
par la matrice ge´ne´ratrice du codeur NRNSC :
GRSC(D) = L−1(D).GNRNSC(D) =
1
detL(D)
.adj L(D).GNRNSC(D) (1.40)
avec detL(D) qui correspond au de´terminant de la matrice L(D) et adj L(D) la matrice adjointe
(ou comatrice transpose´e) de L(D). La matrice ge´ne´ratrice du codeur RSC e´quivalent, obtenue avec
cette formule, est une matrice compose´e de la matrice identite´ de taille k et de polynoˆmes qui sont
des fractions rationnelles polynomiales. Elle est de la forme :
GRSC(D) =

1 f1,k+1(D)f1,1(D) · · ·
f1,n(D)
f1,1(D)
. . .
... . . .
...
1 fk,k+1(D)f1,1(D) · · ·
fk,n(D)
f1,1(D)
 (1.41)
ou` les fi,j(D) (∀i = 1, · · · , k et ∀j = k + 1, · · · , n) repre´sentent les polynoˆmes ge´ne´rateurs et
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f1,1(D) le polynoˆme de feedback. Pour qu’un codeur RSC soit re´alisable, il est ne´cessaire que le
bit de poids faible du polynoˆme de feedback, f1,1(0), soit e´gale a` 1. De ce fait, chaque ligne de la
matrice ge´ne´ratrice d’un codeur RSC sera de degre´ identique. Nous noterons µ⊥ la me´moire d’un
codeur de forme RSC et µ⊥i la me´moire correspondant a` la i-e`me entre´e, nous avons :
µ⊥ = µ⊥1 = · · · = µ⊥k (1.42)
Dans la section 1.4.5, nous montrerons que cette me´moire, µ⊥, correspond a` la me´moire du code
dual.
Les polynoˆmes ge´ne´rateurs d’un codeur de forme RSC correspondent e´galement aux mineurs
d’ordre k de la matrice ge´ne´ratrice du codeur NRNSC, que nous noterons ∆ji (D). Le lecteur inte´resse´
pourra se re´fe´rer a` l’annexe A ou` une de´monstration de´taille´e des liens entre les mineurs ∆ji (D) et
les polynoˆmes fi,j(D) est expose´e.
Exemple 1.12.
Reprenons le codeur NRNSC de´fini dans l’exemple 1.10 de matrice ge´ne´ratrice :
GNRNSC(D) =
[
D 1 1 +D
1 D2 1 +D +D2
]
La matrice L(D) qui est compose´e des k × k premiers polynoˆmes ge´ne´rateurs est telle que :
L(D) =
[
D 1
1 D2
]
D’apre`s l’e´quation (1.40), la matrice du codeur RSC e´quivalent est :
GRSC(D) =
1
1 +D3
.
[
1 +D3 0 1 +D +D3
0 1 +D3 1 +D2 +D3
]
1.4.5 Les codes duaux
Lors de la pre´sentation des codes en blocs, nous avons mis en e´vidence l’importance de la matrice
ge´ne´ratrice du code dual, appele´e matrice de parite´ du code, pour le de´tection et/ou la correction
des erreurs. La matrice de parite´ d’un code en bloc est une matrice compose´e de n−k mots de code
qui permet de ve´rifier, en calculant le syndrome, si un mot appartient ou non au code. Un code
convolutif peut e´galement eˆtre repre´sente´ par la matrice ge´ne´ratrice du code dual [For73], mais de
par la me´moire du code cette matrice n’est pas comme dans le cas d’un code en bloc constitue´e des
mots de code de n bits.
De´finition 1.7. Soit G(D) une matrice ge´ne´ratrice du code C. Une matrice H(D) de rang
(n− k) compose´e de (n− k)×n polynoˆmes est une matrice de parite´ du code C si et seulement si :
G(D).HT (D) = 0 (1.43)
Corollaire 1.2. Soit H(D) une matrice de parite´ du code C. Une se´quence de mots de code
c(D) appartient au code C si et seulement si :
c(D).HT (D) = 0 (1.44)
La matrice de parite´ d’un code convolutif sous sa forme syste´matique est une (n−k)×n matrice
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polynomiale, telle que :
H(D) =
 h1,1(D) · · · h1,k(D) h0(D)... . . . ... . . .
hn−k,1(D) · · · hn−k,k(D) h0(D)
 (1.45)
ou` les hi,j(D) correspondent aux polynoˆmes ge´ne´rateurs de la matrice de parite´ du code.
Rappelons que les polynoˆmes ge´ne´rateurs du codeur RSC, fl,m(D), et les mineurs d’ordre k de
la matrice ge´ne´ratrice du codeur NRNSC e´quivalent, ∆ml (D), sont e´gaux. En prenant les polynoˆmes
ge´ne´rateurs de la matrice de parite´ tels que :{
hi,j(D) = fj,i+k(D) = ∆i+kj (D) ∀i = 1, · · · , n− k et ∀j = 1, · · · , k
h0(D) = f1,1(D) = ∆11(D)
(1.46)
la de´finition 1.7 est respecte´e. Le lecteur inte´resse´ en trouvera une de´monstration en annexe B.
Exemple 1.13.
Reprenons l’exemple du C(2, 1, 3) code de l’exemple 1.9. La matrice ge´ne´ratrice et la matrice de
parite´ sont telles que :
G(D) =
[
1 +D2 1 +D +D2
]
et H(D) =
[
1 +D +D2 1 +D2
]
La matrice H(D) est une matrice de parite´ du code puisque G(D).HT (D) = 0. Les se´quences de
la premie`re et de la seconde sortie sont :
c1(D) = m(D).[1 +D2] =
∑
t≥0
m1(t).Dt +
∑
t≥0
m1(t).Dt+2
c2(D) = m(D).[1 +D +D2] =
∑
t≥0
m1(t).Dt +
∑
t≥0
m1(t).Dt+1 +
∑
t≥0
m1(t).Dt+2
D’apre`s le corollaire 1.2, une se´quence code´e appartient au code, si et seulement si c(D).HT (D) =
0.
c(D).HT (D) =
[
c1(D) c2(D)
]
.
[
1 +D +D2
1 +D2
]
= c1(D).[1 +D +D2] + c2(D).[1 +D2]
En se´parant les pistes de code´es, nous obtenons :
c1(D).[1 +D +D2] =
∑
t≥0
c1(t).Dt +
∑
t≥0
c1(t).Dt+1 +
∑
t≥0
c1(t).Dt+2
=
∑
t≥0
(
m1(t).Dt +m1(t).Dt+2 +m1(t).Dt+1 +m1(t).Dt+3 +m1(t).Dt+2 +m1(t).Dt+4
)
c2(D).[1 +D2] =
∑
t≥0
c2(t).Dt +
∑
t≥0
c2(t).Dt+2
=
∑
t≥0
(
m1(t).Dt +m1(t).Dt+1 +m1(t).Dt+2 +m1(t).Dt+2 +m1(t).Dt+3 +m1(t).Dt+4
)
En additionnant les deux se´quences, nous obtenons c(D).HT (D) = 0.
Nous avons vu pre´ce´demment que, par nature, un code convolutif e´tait adapte´ pour coder
des se´quences infinies mais que, en pratique, ces se´quences e´taient tronque´es afin d’obtenir des
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trames inde´pendantes. De ce fait, le corollaire 1.2 est respecte´ aux effets de bord pre`s, c-a`-d en ne
tenant pas compte des coefficients de puissance supe´rieure ou e´gale a` L (avec L le nombre de mots
d’information).
Comme pour la matrice ge´ne´ratrice du code, il est possible d’e´crire la matrice de parite´ d’un
code sous forme matricielle a` coefficients binaires. Les polynoˆmes ge´ne´rateurs de la matrice de parite´
e´tant e´gaux aux polynoˆmes ge´ne´rateurs de la matrice du codeur RSC e´quivalent, ces polynoˆmes
sont de degre´ µ⊥. Nous de´finirons µ⊥ + 1 sous-matrices de parite´, note´e Hi (∀i = 0, · · · , µ⊥), de
taille n− k × n par :
Hi =
 h1,1(i) · · · h1,k(i) h0(i)... . . . ... . . .
hn−k,1(i) · · · hn−k,k(i) h0(i)
 (1.47)
La matrice de parite´ sera compose´e de ces µ⊥ + 1 matrices Hi :
H =

H0
H1 H0
...
. . . . . .
Hµ⊥ · · · H1 H0
Hµ⊥ · · · H1 H0
. . . . . . . . . . . .

(1.48)
Comme pour la matrice de codage, afin de ne pas tenir compte de la partie vidange des registres,
la matrice H sera tronque´e. En notant L le nombre de mots d’information a` coder, la matrice F
sera de taille k.L× n.L et la matrice de parite´ H de taille (n− k).L× n.L.
F =

F0 · · · Fµ−1 Fµ
. . .
...
...
. . .
F0
...
. . . Fµ
F0
. . .
...
. . .
...
F0

HT =

HT0 · · · HTµ⊥−1 HTµ⊥
. . .
...
...
. . .
HT0
...
. . . HT
µ⊥
HT0
. . .
...
. . .
...
HT0

(1.49)
La matrice H est telle que :
F.HT = 0 (1.50)
Nous avons vu qu’un codeur RSC avait toujours un codeur de forme NRNSC qui lui e´tait e´quivalent
et que deux codeurs e´quivalents engendraient un meˆme Code. De par ces de´finitions, meˆme si nous
ne pouvons obtenir la matrice de codage F d’un code de forme RSC, la matrice de parite´ H sera
la meˆme pour le code NRNSC et le code RSC e´quivalent.
De´finition 1.8. Soit H une matrice de parite´ du code C de taille (n−k).L×n.L. Une se´quence
code´e c de longueur n.L appartient au code C si et seulement si :
c.HT = 0 (1.51)
Exemple 1.14.
Suite de l’exemple 1.13.
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Les sous-matrices de parite´ Hi de ce codeur sont :
H0 =
(
1 1
)
H1 =
(
1 0
)
H2 =
(
1 1
)
En posant L = 4, les matrices de codage et de parite´ sont respectivement de taille 4× 8 et 8× 4 :
F =

1 1 0 1 1 1
1 1 0 1 1 1
1 1 0 1
1 1
 HT =

1 1 1
1 0 1
1 1 1
1 0 1
1 1
1 0
1
1

Les matrices ge´ne´ratrices du codeur NRNSC et du codeur RSC e´quivalent sont :
GNRNSC(D) =
[
1 +D2 1 +D +D2
]
GRSC(D) =
[
1 1+D+D
2
1+D2
]
Soit m =
(
1 1 0 1
)
, la se´quence code´e par le codeur NRNSC et celle par le RSC seront
respectivement :
cNRNSC =
(
1 1 1 0 1 0 0 0
)
cRSC =
(
1 1 1 0 0 1 1 0
)
Les deux codeurs e´tant e´quivalents, la matrice de parite´ de´finie pre´ce´demment ve´rifie la de´fini-
tion 1.8 pour les deux se´quences.
1.4.6 Repre´sentation sous forme de matrices d’e´tat
Les polynoˆmes ge´ne´rateurs d’un codeur de forme RSC ne sont plus de simples polynoˆmes mais
des fractions rationnelles polynomiales. De ce fait, il n’est plus possible de repre´senter le codage
par de simples multiplications. Pour un code RSC, nous ne pouvons obtenir la matrice de codage F
sous la forme que nous avions de´crite a` l’e´quation (1.24). Nous allons introduire une nouvelle repre´-
sentation qui nous permettra de traiter indiffe´remment les codeurs de forme RSC et NRNSC. Nous
passerons par une repre´sentation sous forme de matrices d’e´tat qui est adapte´e pour repre´senter
des syste`mes ayant des retours d’information (“feedback”). Cette repre´sentation d’e´tat qui est bien
connue dans le domaine de l’automatisme a e´te´ adapte´e au cas des codes convolutifs dans [MS67].
1.4.6.1 Le codage
Chaque entre´e d’un codeur est compose´e d’une me´moire interne de longueur µi. Nous appellerons
un vecteur d’e´tat, un vecteur compose´ des e´le´ments qui sont garde´s en me´moire par le codeur. Nous
noterons si(t), le vecteur d’e´tat de la i-e`me entre´e a` l’instant t de´fini par :
si(t) =
(
si(t, 0) · · · si(t, µi − 1)
)
(1.52)
La me´moire globale du codeur sera repre´sente´e par un vecteur d’e´tat, note´ s(t), compose´ des vecteurs
d’e´tat de chaque entre´e tel que :
s(t) =
(
s1(t) s2(t) · · · sk(t)
)
(1.53)
Nous pouvons de´crire formellement un codeur convolutif par les e´quations de description de
“l’espace d’e´tat” connues dans le domaine de l’automatique que nous avons re´e´crit sous forme
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matricielle : {
s(t+ 1) = [s1(t) m1(t) · · · sk(t) mk(t)] .GD
c(t) = [s1(t) m1(t) · · · sk(t) mk(t)] .GN (1.54)
avec GD et GN qui sont des matrices binaires. La matrice GN correspond a` la partie nume´rateur
des polynoˆmes ge´ne´rateurs et GD a` la partie de´nominateur.
Le lecteur inte´resse´ trouvera en annexe C une de´monstration de´taille´e sur la construction des
matrices d’e´tat d’un codeur de forme NRNSC et RSC.
1.4.6.2 Matrices d’e´tat d’un codeur NRNSC
La matrice d’e´tat qui correspond a` la partie nume´rateur, note´e GN(NRNSC) , est une matrice de
taille
(
k∑
i=1
µi + k
)
×n qui est compose´e des bits correspondant aux coefficients des k×n polynoˆmes
ge´ne´rateurs :
GN(NRNSC) =

g1,1(µ1) g1,2(µ1) · · · g1,n(µ1)
...
... . . .
...
g1,1(0) g1,2(0) · · · g1,n(0)
...
... . . .
...
gk,1(µk) gk,2(µk) · · · gk,n(µk)
...
... . . .
...
gk,1(0) gk,2(0) · · · gk,n(0)

(1.55)
La matrice d’e´tat correspondant a` la partie de´nominateur, note´e GD(NRNSC) , est une matrice
bloc-diagonale de taille
(
k∑
i=1
µi + k
)
×
k∑
i=1
µi compose´e de k matrices GDi :
GD(NRNSC) =

GD1
GD2
. . .
GDk
 avec GDi =
(
01,µi
Iµi
)
, ∀i = 1, · · · , k (1.56)
Les matrices GDi sont de taille (µi + 1)× µi et compose´es d’un vecteur ligne nul de taille µi, note´
01,µi et d’une matrice identite´ de taille µi, note´e Iµi .
Exemple 1.15.
Reprenons l’exemple du codeur C(3, 2, 3) qui a e´te´ pre´sente´ dans l’exemple 1.10. Les polynoˆmes
ge´ne´rateurs repre´sente´s sous leurs formes vectorielles sont tels que :
g1,1 = (0 1) g1,2 = (1 0) g1,3 = (1 1)
g2,1 = (1 0 0) g2,2 = (0 0 1) g2,3 = (1 1 1)
30 CHAPITRE 1 : Contexte de l’e´tude et the´orie alge´brique des codes line´aires
Les matrices d’e´tat pour la partie nume´rateur et de´nominateur sont respectivement :
GN(NRNSC) =

1 0 1
0 1 1
0 1 1
0 0 1
1 0 1
 et GD(NRNSC) =

0 0 0
1 0 0
0 0 0
0 1 0
0 0 1

Les vecteurs d’e´tat pour la premie`re et la seconde sortie sont tels que :{
s1(t) =
(
s1(t, 0)
)
s2(t) =
(
s2(t, 0) s2(t, 1)
)
et le vecteur d’e´tat repre´sentant l’ensemble de la me´moire du codeur est :
s(t) =
(
s1(t, 0) s2(t, 0) s2(t, 1)
)
D’apre`s l’e´quation (1.54), nous obtenons :{
s(t+ 1) =
[
s1(t, 0) m1(t) s2(t, 0) s2(t, 1) m2(t)
]
.GD(NRNSC)
c(t) =
[
s1(t, 0) m1(t) s2(t, 0) s2(t, 1) m2(t)
]
.GN(NRNSC)
Le vecteur d’e´tat a` l’instant t+ 1 peut eˆtre repre´sente´ en fonction des entre´es :
s1(t+ 1, 0) = m1(t)
s2(t+ 1, 0) = s2(t, 1) = m2(t− 1)
s2(t+ 1, 1) = m2(t)
Les 3 sorties du codeur peuvent eˆtre repre´sente´es en fonction des bits d’entre´e et des bits du
vecteur d’e´tat : 
c1(t) = s1(t, 0) +m2(t)
c2(t) = m1(t) + s2(t, 0)
c3(t) = s1(t, 0) +m1(t) + s2(t, 0) + s2(t, 1) +m2(t)
et enfin en fonction des bits d’entre´e du codeur :
c1(t) = m1(t− 1) +m2(t)
c2(t) = m1(t) +m2(t− 2)
c3(t) = m1(t) +m1(t− 1) +m2(t) +m2(t− 1) +m2(t− 2)
Nous pouvons ve´rifier que le lien entre les entre´es et les sorties est le meˆme que celui obtenu
pre´ce´demment (exemple 1.10).
1.4.6.3 Matrices d’e´tat d’un codeur RSC
Nous avons vu pre´ce´demment que la matrice ge´ne´ratrice d’un codeur RSC e´tait compose´e de
fractions rationnelles polynomiales. Le lien entre les polynoˆmes ge´ne´rateurs du codeur NRNSC et
de son RSC e´quivalent a e´te´ explicite´ dans l’annexe A. La matrice du codeur RSC est de la forme :
GRSC(D) =

1 f1,k+1(D)f1,1(D) · · ·
f1,n(D)
f1,1(D)
. . .
... . . .
...
1 fk,k+1(D)f1,1(D) · · ·
fk,n(D)
f1,1(D)
 (1.57)
Section 1.4 : Les codes convolutifs 31
avec les polynoˆmes fi,j(D) qui correspondent aux mineurs d’ordre k de la matrice ge´ne´ratrice du
codeur NRNSC et f1,1(D) qui correspond au polynoˆme de feedback.
De par le rebouclage des sorties en entre´e du codeur, les matrices d’e´tat d’un codeur RSC sont
un peu diffe´rentes de celles des codeurs NRNSC. Rappelons que les degre´s des lignes de la matrice
ge´ne´ratrice d’un codeur RSC sont tous identiques et que nous l’avons note´ µ⊥. La matrice d’e´tat de
la partie de´nominateur, GD(RSC) , est une matrice de taille (k.(µ
⊥+1)× k.µ⊥) qui peut eˆtre de´finie
par k matrices, GD1 , de taille (µ
⊥ + 1)× µ⊥. Cette matrice est compose´e de deux vecteurs nuls de
taille µ⊥ − 1 se´pare´s par une matrice identite´ de taille µ⊥ − 1 et des bits du polynoˆme de feedback
(f1,1(D)).
GD(RSC) =

GD1
GD1
. . .
GD1
 avec GD1 =

0 · · · 0 f1,1(µ⊥)
1 f1,1(µ⊥ − 1)
. . .
...
1 f1,1(1)
0 · · · 0 f1,1(0)
 (1.58)
La matrice d’e´tat correspondant a` la partie nume´rateur, note´e GN(RSC) , est de taille k.(µ
⊥ +
1)× n.
GN(RSC) =

0 q1,k+1(µ⊥) · · · q1,n(µ⊥)
...
... . . .
...
0 q1,k+1(1) · · · q1,n(1)
1 f1,k+1(0) · · · f1,n(0)
. . .
... . . .
...
0 qk,k+1(µ⊥) · · · qk,n(µ⊥)
...
... . . .
...
0 qk,k+1(1) · · · qk,n(1)
1 fk,k+1(0) · · · fk,n(0)

(1.59)
avec les coefficients qi,j(l) qui de´pendent de la valeur de fi,j(0) (∀i = 1, · · · , k et ∀j = k+1, · · · , n).
– Si fi,j(0) = 1 :
qi,j(l) = fi,j(l) + f1,1(l) ∀l = 1, · · · , µ⊥ (1.60)
– Si fi,j(0) = 0 :
qi,j(l) = fi,j(l) ∀l = 1, · · · , µ⊥ (1.61)
Exemple 1.16.
Reprenons le C(3, 2, 3) code dont la matrice ge´ne´ratrice du codeur RSC a e´te´ pre´sente´e dans
l’exemple 1.15. Les polynoˆmes de ce codeur sont :
f1,1 = 11 =
(
1 0 0 1
)
f1,3 = 15 =
(
1 1 0 1
)
f2,3 = 13 =
(
1 0 1 1
)
Le bit de poids faible de chaque polynoˆme e´tant e´gale a` 1, les coefficients qi,j(l) seront :
qi,3(l) = fi,3(l) + f1,1(l) ∀l = 1, · · · , 3 et ∀i = 1, 2
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D’apre`s les e´quations (1.59) et (1.58), les matrices d’e´tat de ce codeur sont telles que :
GN(RSC) =

0 0 0
0 0 0
0 0 1
1 0 1
0 0 0
0 0 1
0 0 0
0 1 1

GD(RSC) =

0 0 1 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

1.5 Proprie´te´s des codes convolutifs
La the´orie alge´brique des matrices ge´ne´ratrices va nous permettre de donner les proprie´te´s des
codes convolutifs et des codes qu’ils engendrent. Ces proprie´te´s vont tout d’abord nous permettre
de diffe´rencier les codeurs catastrophiques des bons codeurs, puis de de´finir les caracte´ristiques des
codeurs optimaux. Les diffe´rentes proprie´te´s que nous introduirons ici ont principalement e´te´ tire´es
des articles [For71] et [McE98].
1.5.1 Le degre´ d’un code convolutif
Nous avons de´fini pre´ce´demment la notion de degre´ d’une ligne de la matrice ge´ne´ratrice, telle
que :
µi = max
j=1,··· ,n
(deg gi,j(D)) (1.62)
ainsi que le degre´ de la matrice ge´ne´ratrice qui e´tait e´galement appele´ me´moire du codeur, de´fini
par :
µ = max
i=1,··· ,k
(µi) (1.63)
Voici quelques de´finitions qui vont permettre de de´finir les degre´s interne et externe des codes,
ainsi que le degre´ d’un code convolutif.
De´finition 1.9. Soit une matrice de dimension k × n. On appelle mineurs d’ordre i, avec
i ≤ min(k, n), les de´terminants de ses sous-matrices carre´es de taille i× i.
Nous avons de´montre´ pre´ce´demment (voir annexe A) que les mineurs d’ordre k de la matrice ge´-
ne´ratrice d’un code correspondaient e´galement aux polynoˆmes ge´ne´rateurs de la matrice e´quivalente
RSC. La matrice ge´ne´ratrice du codeur RSC est telle que :
GRSC(D) =
1
∆11(D)
.
∆
1
1(D) ∆
k+1
1 (D) · · · ∆n1 (D)
. . .
... . . .
...
∆11(D) ∆
k+1
k (D) · · · ∆nk(D)
 (1.64)
avec les ∆ji (D) qui correspondent aux mineurs d’ordre k.
De´finition 1.10. Soit G(D) une matrice ge´ne´ratrice et ∆ji (D), ∀i = 1, · · · , k et j = 1, · · · , n,
le (i, j)-e`me mineur d’ordre k de G(D). On appelle degre´ interne, l’entier positif note´ intdeg G(D),
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de´fini par :
integ G(D) = max
i=1,··· ,k;j=1,··· ,n
(
deg∆ji (D)
)
De´finition 1.11. Soit G(D) une matrice ge´ne´ratrice, on appelle degre´ externe, l’entier positif
note´ extdeg G(D), de´fini par :
extdeg G(D) =
k∑
i=1
µi
De´finition 1.12. On appelle degre´ du code convolutif C, note´ degC, le degre´ de la matrice
ge´ne´ratrice qui a le degre´ externe minimal parmi l’ensemble des matrices ge´ne´ratrices qui l’en-
gendrent.
1.5.2 Les matrices ge´ne´ratrices catastrophiques
Parmi l’ensemble des matrices ge´ne´ratrices d’un code, seules quelques-unes permettent une
correction des erreurs a` la re´ception. Les autres, appele´es matrices catastrophiques, vont propager
l’erreur a` l’infini au moment du de´codage.
De´finition 1.13. Une matrice ge´ne´ratrice G(D), de taille k × n, est dite catastrophique si il
existe un vecteur d’entre´e m(D) de poids infini, telle que :
c(D) = m(D).G(D) (1.65)
soit de poids fini.
En 1968, Massey et al. [MS68] ont de´montre´ un the´ore`me permettant de savoir si une matrice
ge´ne´ratrice e´tait catastrophique ou non.
The´ore`me 1.2. Soit G(D), une matrice ge´ne´ratrice d’un (n, k,K) code convolutif. G(D) est
non catastrophique si l’une des conditions suivantes est ve´rifie´e.
1. Aucune entre´e m(D) de poids fini ne peut produire une sortie c(D) de poids infini.
2. Le plus grand commun diviseur (PGCD) des mineurs d’ordre k de G(D) est une puissance de
D.
3. G(D) posse`de une inverse a` droite dont les coefficients sont de poids fini.
Exemple 1.17.
Prenons l’exemple d’un C(2, 1, 3) code qui aurait pour matrice ge´ne´ratrice :
G(D) =
[
D +D2 1 +D2
]
Les mineurs d’ordre 1 de G(D) sont : ∆1(D) = 1 + D2 et ∆2(D) = D + D2. Le PGCD des
mineurs d’ordre 1 vaut 1 + D. D’apre`s le the´ore`me pre´ce´dent, la matrice de ce code est une
matrice catastrophique puisque le PGCD de ces mineurs d’ordre k n’est pas une puissance de D.
En 1997, Planquette et al. ont explicite´ dans [PV97] une nouvelle caracte´risation des codeurs
catastrophiques. Notons Gl la matrice de Sylvester de taille (K + (l − 1)).k × l.n (compose´e des
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matrices de´finies a` l’e´quation (1.22)) :
Gl =

FK−1
FK−2 FK−1
... FK−2
. . .
F0
...
. . . FK−1
F0
. . . FK−2
. . .
...
F0

(1.66)
En notant r le rang de la matrice G1 et p =
∑k
i=1(µi + 1)− r, le codeur est non catastrophique si
Gp+1 est de rang plein ou est de rang de´ficient et ne posse`de aucun vecteur de controˆle a` gauche
persistant.
On appel vecteur de controˆle a` gauche persistant un vecteur d’entre´e qui ve´rifie :(
m0 m1 · · · mK−1+p
)
.Gp+1 = 0 (1.67)
ou` le vecteur d’entre´e contient au moins un e´le´ment non nul.
Exemple 1.18.
Reprenons le codeur que nous avons introduit dans l’exemple 1.17. La matrice ge´ne´ratrice du
codeur est G =
(
3 5
)
. La matrice de Sylvester pour l = 1 est :
G1 =
1 11 0
0 1

soit r = rang (G1) = 2 et p = 1. La matrice Gp+1 est une matrice de taille 4× 4 telle que :
Gp+1 =

1 1
1 0 1 1
0 1 1 0
0 1

Cette matrice est de rang de´ficient, rang (Gp+1) = 3 et le vecteur d’entre´e
(
1 1 1 1
)
est un
vecteur de controˆle a` gauche persistant. Nous pouvons en conclure que la matrice de ce code est
bien une matrice catastrophique.
1.5.3 Les codes convolutifs optimaux
L’une des proprie´te´s d’une matrice ge´ne´ratrice d’un code convolutif est qu’elle doit eˆtre ca-
nonique. McEliece a de´montre´ des the´ore`mes permettant de de´finir les proprie´te´s d’une matrice
ge´ne´ratrice canonique, le lecteur voulant des de´monstrations sur ces the´ore`mes pourra se re´fe´rer
a` [McE98].
De´finition 1.14. Soit G(D) une matrice ge´ne´ratrice de taille k×n avec k < n et Λi le PGCD
des mineurs d’ordre i de G(D). Par convention, on posera Λ0 = 1. Soit γi =
(
Λi
Λi−1
)
. Les γi pour i
de 1 a` k sont appele´s facteurs invariants de G(D).
The´ore`me 1.3. Une matrice ge´ne´ratrice, G(D), de taille k × n est basique si et seulement si
une des conditions suivantes est ve´rifie´e.
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1. Les facteurs invariants de G(D) valent 1.
2. Le plus grand commun diviseur des mineurs d’ordre k de G(D) vaut 1.
3. G(a) est de rang k pour tout a dans la cloˆture alge´brique de F .
4. G(D) posse`de une inverse a` droite a` coefficients dans F [D] (G(D).H(D) = Ik).
5. Si c(D) = m(D).G(D) avec c(D) ∈ F [D]n, alors m(D) ∈ F [D]k (“une sortie polynomiale
implique une entre´e polynomiale”).
6. G(D) est une sous-matrice d’une matrice uni-modulaire.
The´ore`me 1.4. Une matrice ge´ne´ratrice, G(D), de taille k × n est re´duite si et seulement si
une des conditions suivantes est ve´rifie´e.
1. Si l’on de´finit la matrice indicatrice de plus haut degre´ de chaque ligne, G, par Gi,j comme
e´tant le coefficient de Dµi de Gi,j(D) ou` µi = deg Gi(D). Alors G est de rang k.
Gi,j = coeffDµi (gi,j(D))
2. exdeg G(D) = integ G(D).
3. ∀m(D) ∈ F [D]k
deg m(D)G(D) = max
i=1,··· ,k
(deg mi(D) + deg Gi(D))
The´ore`me 1.5. Une matrice ge´ne´ratrice est canonique si et seulement si elle est a` la fois
basique et re´duite.
Exemple 1.19.
Reprenons l’exemple du C(3, 2, 3) code pre´sente´ dans l’exemple 1.15 et de matrice ge´ne´ratrice :
G(D) =
[
D 1 1 +D
1 D2 1 +D +D2
]
Les mineurs d’ordre 2 de cette matrice sont :(
∆1(D) ∆2(D) ∆3(D)
)
=
(
1 +D +D3 1 +D2 +D3 1 +D3
)
Le PGCD des mineurs d’ordre 2, PGCD (∆1(D),∆2(D),∆3(D)) est e´gale a` 1. D’apre`s le the´o-
re`me 1.4, la matrice ge´ne´ratrice G(D) est basique.
Le degre´ des deux lignes de la matrice ge´ne´ratrice sont tels que : µ1 = 1 et µ2 = 2. La matrice
indicatrice de´finie dans le the´ore`me 1.4 est :
G =
(
1 0 1
0 1 1
)
Cette matrice est de rang 2, ce qui signifie d’apre`s le the´ore`me 1.4 que la matrice ge´ne´ratrice est
re´duite.
D’apre`s le the´ore`me 1.5, la matrice ge´ne´ratrice G(D) est une matrice canonique.
Exemple 1.20.
Prenons maintenant l’exemple de deux matrices ge´ne´ratrices, G′1(D) et G′2(D), qui sont e´quiva-
lentes a` la matrice G(D) pre´sente´e dans l’exemple 1.19 :
G′1(D) =
[
0 1
1 +D 0
]
.G(D) =
[
1 D2 1 +D +D2
D +D2 1 +D 1 +D2
]
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et
G′2(D) =
[
0 1
1 1
]
.G(D) =
[
1 D2 1 +D +D2
1 +D 1 +D2 D2
]
Dans le tableau pre´sente´ ci-dessous, nous avons repre´sente´ les diffe´rentes proprie´te´s de ces trois
matrices ge´ne´ratrices, G(D), G′1(D) et G′2(D), a` l’aide des the´ore`mes 1.3, 1.4 et 1.5.
Matrice Basique ? Re´duite ? Canonique ?
G(D)
√ √ √
G′1(D) −
√ −
G′2(D)
√ − −
Tableau 1.1 — Proprie´te´s de trois matrices e´quivalentes
Nous pouvons voir dans le tableau 1.1 que parmi les trois matrices ge´ne´ratrices e´quivalentes
pre´sente´es, seule la matrice ge´ne´ratrice G(D) est canonique. Par conse´quent, les matrices G′1(D)
et G′2(D) ne seront pas utilise´es en pratique puisqu’elles ne sont pas canoniques.
Pour un rendement donne´, il existe plusieurs matrices ge´ne´ratrices canoniques. Afin d’en se´lec-
tionner l’optimale, c’est a` dire celle qui permettra de corriger le plus d’erreurs, nous allons introduire
la notion de distance libre. Cette distance correspond a` la plus petite distance entre deux mots de
code non nuls.
De´finition 1.15. On appelle distance libre d’un (n, k,K) code convolutif C, l’entier dlibre(C)
de´fini par
dlibre(C) = min
c 6=c′
(
dH(c, c′)
)
,
avec c et c′ deux mots du code C et dH la distance de Hamming entre ces deux mots de code.
Le code convolutif sera dit optimal si pour un rendement donne´, la matrice canonique est celle
qui engendre la plus grande distance libre. Une liste non-exhaustive de codes convolutifs optimaux
est propose´e en annexe D.
1.6 Conclusions
Dans ce chapitre, nous avons tout d’abord montre´ l’importance de mettre en place des re´cep-
teurs intelligents afin de rendre les chaˆınes de transmission beaucoup plus souples et e´volutives
en terme de changement de standard. Dans ce but, nous avons tout d’abord introduit le principe
de fonctionnement d’une chaˆıne de transmission nume´rique puis la signification du contexte non
coope´ratif.
L’objectif de ces travaux e´tant de de´velopper des me´thodes capables d’identifier en aveugle les
parame`tres du code correcteur d’erreur, en particulier ceux des codes convolutifs, la seconde partie
de ce chapitre e´tait voue´e a` une e´tude sur la the´orie alge´brique des codes convolutifs. Cette e´tude
nous a permis d’obtenir les proprie´te´s indispensables pour la mise en place de nos me´thodes de
reconnaissance qui vous seront pre´sente´es dans le prochain chapitre.
CHAPITRE2 Reconnaissance aveugled’un code convolutif
2.1 Introduction
Dans ce chapitre, nous nous inte´resserons a` la reconnaissance aveugle des codes convolutifs.
Nous de´velopperons des me´thodes qui permettront, a` partir de la seule connaissance du train
binaire issu du de´modulateur, d’identifier l’ensemble des parame`tres d’un code convolutif. A ce
jour, la litte´rature concernant cette the´matique reste peu riche, meˆme si elle a tendance ces derniers
temps a` se de´velopper. Les premiers travaux ont e´te´ initie´s par Rice [Ric95]. Dans cet article, une
premie`re approche permettant d’identifier des codes convolutifs de rendement 1/2 a e´te´ de´veloppe´e
lorsque le train binaire rec¸u e´tait non-entache´ d’erreurs. Cette me´thode a ensuite e´te´ e´tendue
au cas des codes de rendement 1/n par Filiol [Fil97], puis aux codes de rendement (n − 1)/n
dans [Fil01]. Dans [Bar05], le meˆme principe a e´te´ repris dans le cadre de la reconnaissance aveugle
des turbocodes compose´s de codes convolutifs de rendement k/n. Les premiers travaux permettant
d’identifier quelques parame`tres d’un code convolutif dans le cadre d’une communication bruite´e
ont e´te´ initie´s par Barbier et al. dans [BSH06]. Puis dans [DH07], une approche diffe´rente base´e sur
l’algorithme EM (pour Expectation-Maximization) a e´te´ propose´ par Dingel et al., dans le cadre de
l’identification aveugle de code convolutif de rendement 1/n en pre´sence d’erreurs de transmission.
Une me´thode base´e sur l’algorithme d’Euclide a e´te´ propose´e par Wang et al. [WHZ07]. Cette
approche permet dans un contexte bruite´ d’identifier un code de rendement 1/2.
En paralle`le avec ces avance´es sur l’identification des codes convolutifs, des travaux concernant la
reconnaissance des codes en bloc, avec ou sans bruit, ont e´te´ mene´ par Valembois [Val00], par Burel
et al. [BG03] et par Cluzeau [Clu04]. Des travaux portant sur la reconnaissance de l’utilisation ou
non d’un code line´aire ont e´galement e´te´ effectue´s par Chabot [Cha07]. Afin de lutter efficacement
contre les erreurs de type burst, un code correcteur d’erreurs est ge´ne´ralement suivi d’un entrelaceur.
Des travaux permettant de reconnaˆıtre la taille de l’entrelaceur et quelques parame`tres du code
utilise´ avant l’entrelacement (le rendement du code ou encore une base du code dual) ont e´galement
e´te´ mene´ par Sicot et al. [SH05a], [SH05b], [BSH06] et [SHB09] dans le cadre d’une transmission
bruite´e.
Les diffe´rentes normes et/ou standards qui utilisent des codes convolutifs dans le but de prote´ger
les donne´es du bruit introduit par le canal de transmission, utilisent des codes convolutifs dits
optimaux. En effet, ce sont ces codes optimaux qui ont en re´ception le plus fort pouvoir de correction.
Nos algorithmes de reconstruction seront base´s sur les proprie´te´s alge´briques des codes convolutifs
optimaux que nous avons de´fini dans le chapitre 1. Dans ce chapitre, nous allons pre´senter diffe´rents
algorithmes qui permettront de reconnaˆıtre le codeur qui a e´te´ utilise´ avec la seule connaissance du
train binaire issu du de´modulateur.
Nous de´velopperons dans un premier temps des algorithmes de reconnaissance aveugle en faisant
l’hypothe`se que le train binaire rec¸u est propre, c’est-a`-dire non entache´ d’erreurs. Lors de com-
munications radio-mobiles, le bruit ge´ne´re´ par le canal de transmission est ge´ne´ralement de type
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burst, c’est-a`-dire que la perturbation des bits se produit par rafales. Ce type de bruit peut-eˆtre
tre`s geˆnant lors du de´codage. En effet, si la rafale de bruit est tre`s longue, meˆme si le code utilise´ a
un tre`s bon pouvoir de correction, le de´codeur aura des difficulte´s a` retrouver le message e´mis. En
revanche, si ce type de bruit n’est pas ide´al pour le de´codage, dans le cadre de la reconnaissance
aveugle d’un code il offre l’avantage de conserver des plages de donne´es propres. Ces plages propres
nous permettraient d’appliquer cet algorithme de reconnaissance aveugle. De plus, en se plac¸ant
assez pre`s de l’e´metteur, de tels algorithmes pourraient e´galement eˆtre utilise´s, puisque dans cette
configuration les donne´es seront propres. Mais, dans le but de proposer un algorithme de recon-
naissance fonctionnant dans le plus de situations possibles, nous de´velopperons dans la seconde
partie de ce chapitre un algorithme d’identification aveugle dans le cadre de l’interception d’une
communication bruite´e.
2.2 Reconnaissance aveugle d’un code convolutif dans le cas non-
bruite´
Nous pre´senterons dans cette partie une me´thode permettant d’identifier un code convolutif
avec la seule connaissance du train binaire issu du de´modulateur. Nous ferons l’hypothe`se que
le train binaire rec¸u est propre, c-a`-d que le canal de transmission ainsi que les parties modu-
lation/de´modulation n’ont engendre´ aucune erreur dans la se´quence de donne´es utilise´e par nos
algorithmes. Dans un premier temps, nous ferons e´galement l’hypothe`se que le train binaire rec¸u
est synchronise´. Cette synchronisation signifie que le premier bit de la trame rec¸ue correspond au
premier bit d’un mot de code. Nous pre´senterons par la suite une me´thode qui permettra d’effectuer
une synchronisation aveugle afin de lever cette hypothe`se.
Nous de´couperons notre me´thode d’identification aveugle en quatre e´tapes. La premie`re e´tape
consistera dans un premier temps, a` de´tecter la pre´sence d’un code convolutif. Il serait effectivement
inutile d’appliquer un algorithme de reconnaissance sur une trame non code´e. Cette premie`re e´tape
nous permettra, dans l’hypothe`se qu’un code convolutif a e´te´ de´tecte´, d’identifier les parame`tres
du code. L’objectif de la deuxie`me e´tape sera de re´aliser une synchronisation aveugle. La troisie`me
e´tape nous permettra d’identifier la matrice du code dual, soit la matrice de parite´ du code. Et
enfin, l’identification d’une matrice ge´ne´ratrice du code sera re´alise´e en dernie`re e´tape.
Dans le premier chapitre, nous avons montre´ qu’il existait diffe´rentes familles de code convolutif,
en particulier les codes RSC et NRNSC. Nous avons e´galement montre´ que ces deux types de code
e´taient e´quivalents. En effet il existe toujours une forme RSC de la matrice ge´ne´ratrice d’un codeur
NRNSC. De plus, nous savons que la matrice de parite´ d’un code de forme NRNSC est compose´e
des polynoˆmes ge´ne´rateurs du codeur RSC e´quivalent. Ainsi, nous traiterons de manie`re identique
les deux types de code. En sortie de l’algorithme de reconnaissance nous obtiendrons le codeur
sous sa forme NRNSC. Nous serons en mesure, a` partir de cette matrice de retrouver le codeur
e´quivalent sous sa forme RSC, mais sans aucune connaissance a priori sur la nature du code il sera
impossible de distinguer si il s’agissait au de´part d’un code de forme RSC ou NRNSC.
2.2.1 De´tection et identification de parame`tres
Nous pre´sentons ici une me´thode qui nous permettra de de´tecter la pre´sence d’un code, et dans
l’hypothe`se qu’un code ait e´te´ de´tecte´, d’identifier ses parame`tres. Cette me´thode est base´e sur le
calcul du rang de matrices construites a` partir des donne´es issue du de´modulateur. Ce crite`re du
rang a e´te´ initialement propose´ dans [Val00] afin de de´tecter la pre´sence d’un code en bloc. Cette
me´thode a ensuite e´te´ reprise dans [BG03] afin d’identifier le rendement d’un code en bloc et la
taille de l’entrelaceur, lorsque le train binaire e´tait code´ et entrelace´. Par la suite, nous avons adapte´
cette me´thode dans [MGB09a] au cas d’un train binaire simplement code´ par un code convolutif
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afin d’identifier les parame`tres du code.
N’ayant aucune erreur de transmission et ayant fait l’hypothe`se que nous e´tions synchronise´, le
train binaire rec¸u correspond simplement a` la se´quence des mots de code, note´e c, telle que :
c =
(
c1(t) · · · cn(t) · · · c1(t+ 1) · · · cn(t+ 1) · · ·
)
, ∀t ∈ N (2.1)
Le principe de la me´thode est de re´organiser ce vecteur sous la forme de matrices de tailleM×l, que
nous noterons Rl. Nous ferons varier le nombre de colonnes l, de 2 a` une valeur lmax et nous fixerons
le nombre de lignes M tel que M ≥ 2.lmax. La figure 2.1 pre´sente un exemple de re´organisation
des donne´es intercepte´es sous la forme d’une matrice de taille M × l, avec l = 3. Afin de de´tecter
la pre´sence d’un code et d’identifier ses parame`tres, le rang dans GF (2) de chaque matrice Rl sera
calcule´.
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l
Figure 2.1 — Re´organisation des donne´es intercepte´es sous forme de matrice
Le rang d’une matrice correspond au nombre de colonnes (ou de lignes) qui sont line´airement
inde´pendantes. Un code en bloc ou convolutif introduit de la redondance au message, cette redon-
dance engendrera une de´pendance entre les bits des mots de code. De ce fait, il existera des matrices
qui pre´senteront des de´ficiences de rang. En revanche, si aucun codage n’a e´te´ utilise´ et que le train
binaire est iid, les bits de la se´quence intercepte´e seront inde´pendant les uns des autres donc les
matrices seront de rang plein. Le crite`re le plus simple pour de´tecter la pre´sence d’un code est de
de´cider qu’il n’y a pas eu de codage si toute les matrices sont de rang plein et qu’il y a eu codage
si certaines matrices pre´sentent des chutes de rang.
Faisons l’hypothe`se que le train binaire n’a pas e´te´ code´ et calculons le rang des matrices obte-
nues avec les donne´es intercepte´es. N’ayant eu aucun codage, aucune redondance n’a e´te´ introduite
et nous ve´rifions sur la figure 2.2 que les matrices sont toutes de rang plein.
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Figure 2.2 — Rang des matrices Rl dans le cas de donne´es non code´es
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2.2.1.1 Code en bloc
Un code en bloc de rendement r = k/n est de´crit par une matrice ge´ne´ratrice de taille k × n.
Dans le premier chapitre, nous avons montre´ qu’un code C pouvait eˆtre de´crit par plusieurs matrices
ge´ne´ratrices e´quivalentes. Parmi l’ensemble des matrices ge´ne´ratrices, il existe toujours une forme
syste´matique de cette matrice, soit une matrice de la forme :
G =
1 g1,k+1 · · · g1,n. . . ... . . . ...
1 gk,k+1 · · · gk,n
 (2.2)
Chaque mot de code de n bits code´ avec une matrice ge´ne´ratrice syste´matique sera compose´
des k bits du mot d’information et de (n−k) bits de parite´, ou` ces (n−k) bits de parite´ de´pendent
des k bits du mot d’information. Ainsi, la matrice Rl pour l = n sera telle que :
Rn =
 m1(t) · · · mk(t) ck+1(t) · · · cn(t)m1(t+ 1) · · · mk(t+ 1) ck+1(t+ 1) · · · cn(t+ 1)
...
...
...
...
...
...
 , ∀t ∈ N (2.3)
Les (n−k) bits de parite´, note´ {ck+1(t), · · · , cn(t)}, de´pendent des k bits du mot d’information, note´
{m1(t), · · · ,mk(t)}. De par cette de´pendance entre les bits de parite´ et les bits du mot d’information,
cette matrice Rn pre´sentera une de´ficience de rang de (n − k). En revanche, la matrice Rn+1 sera
telle que :
Rn+1 =
 m1(t) · · · mk(t) ck+1(t) · · · cn(t) m1(t+ 1)m2(t+ 1) · · · ck+1(t+ 1) ck+2(t+ 1) · · · m1(t+ 2) m2(t+ 2)
...
...
...
...
...
...
...
 (2.4)
Nous pouvons voir qu’il n’existe aucune de´pendance entre les colonnes de cette matrice, elle sera
donc de rang plein.
Le rang des matrices Rl aura deux comportements distincts en fonction de l :
– Si l 6= α.n (∀α ∈ N) :
rg(Rl) = l (2.5)
– Si l = α.n (∀α ∈ N) :
rg(Rl) = l.
k
n
= l − l
n
.(n− k) < l (2.6)
De par la pre´sence de matrices de rang de´ficient, cette me´thode nous permet de de´tecter la pre´sence
du code. De plus, d’apre`s l’e´quation (2.6), nous pourrons e´galement identifier le rendement du code.
Exemple 2.21.
Reprenons l’exemple du code de Hamming de parame`tres n = 7 et k = 4 que nous avons vu
dans le chapitre pre´ce´dent. En prenant ce codeur sous sa forme syste´matique, un mot de code est
constitue´ des 4 bits du mot d’information et de 3 bits de parite´ :
c(t) =
(
m1(t) m2(t) m3(t) m4(t) c5(t) c6(t) c7(t)
)
avec les 3 bits de parite´ qui sont tels que :
c5(t) = m2(t) +m3(t) +m4(t)
c6(t) = m1(t) +m3(t) +m4(t)
c7(t) = m1(t) +m2(t) +m4(t)
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D’apre`s l’e´quation (2.6), les matrices de taille α.n construites avec les mots de code pre´sentent
une de´ficience de rang de α.(n− k). Prenons l’exemple de la matrice de taille n = 7 :
R7 =

m1(0) m2(0) m3(0) m4(0) c5(0) c6(0) c7(0)
m1(1) m2(1) m3(1) m4(1) c5(1) c6(1) c7(1)
m1(2) m2(2) m3(2) m4(2) c5(2) c6(2) c7(2)
...
...
...
...
...
...
...

Cette matrice est compose´e de 3 colonnes qui sont line´airement de´pendantes puisque les bits de
parite´ (c5(t), c6(t) et c7(t)) de´pendent des bits du mot d’information (m1(t), m2(t), m3(t) et
m4(t)). De ce fait, le rang de cette matrice pre´sentera une de´ficience de 3, soit de (n− k).
Nous avons repre´sente´ sur la figure 2.3 le rang des matrices Rl construites avec les mots de
code en fonction de l, ou` l = 1, · · · , 35 et M = 70.
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Figure 2.3 — Rang des matrices Rl dans le cas d’un code de Hamming
Nous ve´rifions que seule les matrices de taille α.n ne sont pas de rang plein et que la droite qui
passe par ces chutes de rang ve´rifie l’e´quation (2.6) :
rg(Rl) = l.
4
7
= l − l.3
7
∀l = α.n
2.2.1.2 Code convolutif
De la meˆme manie`re qu’un code en bloc, un code convolutif introduit e´galement de la redondance
et cette redondance engendrera e´galement une de´pendance entre les bits des mots de code. En
revanche, la diffe´rence entre ces deux codes est la me´moire ge´ne´re´e par un code convolutif. Cette
me´moire va influer sur la valeur du rang des matrices, mais e´galement sur la taille de la premie`re
matrice de rang de´ficient. Pour un code en bloc, la premie`re matrice de rang de´ficient est de taille
n. Pour un code convolutif, nous noterons na la taille de la premie`re matrice de rang de´ficient, tel
que na = α.n > n.
Exemple 2.22.
Prenons l’exemple du C(2, 1, 3) code convolutif. Nous avons vu dans le premier chapitre que
l’expression des 2 sorties a` l’instant t en fonction des bits d’entre´e successifs e´tait :{
c1(t) = m1(t) +m1(t− 2)
c2(t) = m1(t) +m1(t− 1) +m1(t− 2)
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La matrice Rl pour l = n serait telle que :
Rn =

c1(t) c2(t)
c1(t+ 1) c2(t+ 1)
c1(t+ 2) c2(t+ 2)
...
...
 =

m1(t) +m1(t− 2) m1(t) +m1(t− 1) +m1(t− 2)
m1(t+ 1) +m1(t− 1) m1(t+ 1) +m1(t) +m1(t− 1)
m1(t+ 2) +m1(t) m1(t+ 2) +m1(t+ 1) +m1(t)
...
...

Nous pouvons ve´rifier qu’il n’existe aucune combinaison line´aire entre les colonnes de cette matrice
puisque c1(t) 6= c2(t), donc elle sera de rang plein.
Dans cette partie, nous pre´senterons uniquement les re´sultats de notre me´thode d’identification
aveugle des parame`tres d’un code convolutif. Les origines des expression de cette me´thode seront
pre´sente´es dans la partie suivante. Le rang des matrices Rl aura, comme pre´ce´demment, deux
comportements diffe´rents en fonction de la valeur de l :
– Si l 6= α.n ou l < na (∀α ∈ N) :
rg(Rl) = l (2.7)
– Si l = α.n et l ≥ na (∀α ∈ N) :
rg(Rl) = l.
k
n
+ µ⊥ < l (2.8)
ou` µ⊥ correspond a` la me´moire du code dual.
Le calcul du rang de ces matrices permet dans un premier temps de ve´rifier la pre´sence d’un
code et d’identifier les parame`tres du code de´tecte´. D’apre`s l’e´quation (2.8), connaissant le rang de
deux matrices conse´cutives de rang de´ficient, nous serons capable d’identifier les parame`tres liste´s
ci-dessous.
1. Identification de n :
La diffe´rence entre la taille de deux matrices de rang de´ficient correspond a` la taille des mots
de code :
n = (na + (α+ 1).n)− (na + α.n) ∀α ∈ N (2.9)
2. Identification de k :
La diffe´rence entre le rang de deux matrices de rang de´ficient correspond au nombre d’entre´e
du codeur :
k = rg(Rna+(α+1).n)− rg(Rna+α.n) ∀α ∈ N (2.10)
3. Identification de µ⊥ :
La me´moire du code dual est identifie´e a` partir de la connaissance du rendement du code et
du rang d’une matrice de rang de´ficient :
µ⊥ = rg(Rna+α.n)− (na + α.n).
k
n
∀α ∈ N (2.11)
4. Identification de µ :
Le lien entre la me´moire du code et celle du code dual est :
µ⊥ =
k∑
i=1
µi (2.12)
ou` µi repre´sente la me´moire de la i-e`me entre´e du codeur. La me´moire du codeur µ qui corres-
pond a` la me´moire maximale des entre´es est telle que :
µ =
⌈
µ⊥
k
⌉
(2.13)
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ou` dxe est l’arrondi supe´rieur de x.
Nous venons de pre´senter une me´thode qui permet de de´tecter la pre´sence d’un code et d’en
identifier ses parame`tres. Cette meˆme me´thode nous permettra e´galement de diffe´rencier un code
en bloc d’un code convolutif. D’apre`s les e´quations (2.6) et (2.8), le rang des matrices Rl pour un
code en bloc et un code convolutif est :
– Code en bloc :
rg(Rl) = l.
k
n
< l ∀l = α.n (2.14)
– Code convolutif :
rg(Rl) = l.
k
n
+ µ⊥ < l ∀l = α.n et l ≥ na (2.15)
D’apre`s ces deux e´quations, nous pourrons de´cider que le code identifie´ est un code convolutif si la
me´moire, µ⊥, identifie´e est non-nulle. En revanche, si cette me´moire est nulle, nous de´ciderons que
le code identifie´ est un code en bloc.
Exemple 2.23.
Suite de l’exemple 2.22.
Prenons l’exemple du C(2, 1, 3) code de matrice ge´ne´ratrice G(D) = [1 +D2 1 +D +D2] et
de matrice de parite´ H(D) = [1 +D+D2 1 +D2]. La figure 2.4 repre´sente le rang des matrices
obtenues a` partir de la se´quence des mots de code pour l = 1, · · · , 35 et M = 70.
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Figure 2.4 — Rang des matrices Rl du C(2, 1, 3) code
Pour ce codeur, la premie`re matrice de rang de´ficient est de taille na = α.n = 6 et nous ve´rifions
que les matrices de taille l = α.n ≥ 6 pre´sentent des de´ficiences de rang.
D’apre`s les e´quations (2.9), (2.10), (2.11) et (2.13), en prenant 2 matrices de rang de´ficient
conse´cutives, par exemple R6 et R8, nous obtenons :
n = 8− 6 = 2
k = rg(R8)− rg(R6) = 1
µ⊥ = rg(R6)− 6.12 = 2
µ = 2
La me´moire du code dual e´tant non nulle, nous pouvons en de´duire que le code est un code convo-
lutif et les parame`tres identifie´s correspondent bien aux parame`tres du C(2, 1, 3) code convolutif.
Cette me´thode publie´e dans [GMB08, MGB09a] permet d’identifier l’ensemble des parame`tres
d’un code convolutif. Nous allons nous inte´resser plus en de´tails sur les proprie´te´s du rang des
matrices et en particuliers sur la taille de la premie`re matrice qui est de rang de´ficient, soit la
valeur de na.
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2.2.2 E´tude du rang des matrices Rl
D’apre`s l’e´quation (2.8), nous savons que les matrices de taille α.n, avec α ∈ N, pre´sentent des
de´ficiences de rang telles que :
rg(Rα.n) = α.n.
k
n
+ µ⊥ < α.n pour α.n ≥ na (2.16)
soit :
α.n > n.
µ⊥
n− k (2.17)
Par conse´quent, la premie`re matrice de rang de´ficient sera de taille :
na = n.
⌊
µ⊥
n− k + 1
⌋
(2.18)
ou` b.c de´signe la partie entie`re.
2.2.2.1 Code de rendement (n− 1)/n
Pour un code de rendement (n − 1)/n, la matrice ge´ne´ratrice est compose´e de (n − 1) × n
polynoˆmes ge´ne´rateurs et la matrice de parite´ est un vecteur compose´ de n polynoˆmes ge´ne´rateurs :
G(D) =
 g1,1(D) · · · g1,n−1(D) g1,n(D)... . . . ... ...
gn−1,1(D) · · · gn−1,n−1(D) gn−1,n(D)
 , H(D) = [h1,1(D) · · · h1,n−1(D) h0(D)]
(2.19)
En ne tenant pas compte de la partie remplissage des registres, la matrice de parite´ sous sa forme
binaire est :
H =
Hµ⊥ Hµ⊥−1 · · · H1 H0Hµ⊥ Hµ⊥−1 · · · H1 H0
. . . . . . . . . . . . . . .
 (2.20)
ou` les sous-matrices de parite´ Hi, ∀i = 0, · · · , µ⊥, sont de simples vecteurs de taille n de´finies par :
Hi =
(
h1,1(i) · · · h1,n−1(i) h0(i)
)
(2.21)
La matrice de parite´ H (2.20) est compose´e du meˆme vecteur ligne qui est simplement de´cale´ de n
colonnes entre chaque ligne. Nous noterons h ce vecteur qui correspond a` une relation de parite´ et
qui est de´fini par :
h =
(
Hµ⊥ Hµ⊥−1 · · · H0
)
(2.22)
Cette relation de parite´ est compose´e des (µ⊥+1) sous-matrices de parite´ du code qui sont chacune
de taille 1 × n. Cette relation de parite´ h est donc un vecteur de taille n.(µ⊥ + 1). D’apre`s la
de´finition de la valeur de na (2.18), pour un code de rendement (n− 1)/n, la taille de la premie`re
matrice pre´sentant une chute de rang correspond e´galement a` la taille de la relation de parite´ du
code.
Dans la partie 1.4.4 du chapitre pre´ce´dent, nous avons vu que les polynoˆmes de la matrice de
parite´ e´taient tels que :{
hi,j(D) = fj,i+k(D) ∀i = 1, · · · , n et ∀j = 1, · · · , k
h0(D) = f1,1(D)
(2.23)
ou` les polynoˆmes fl,m(D) correspondent aux polynoˆmes ge´ne´rateurs du codeur sous sa forme RSC.
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Nous avons e´galement montre´ qu’un codeur RSC e´tait re´alisable si le bit de poids faible du polynoˆme
de feedback (f1,1(D)) e´tait e´gal a`“1”, soit f1,1(0) = 1. De par cette proprie´te´, le polynoˆme ge´ne´rateur
h0(D) est de la forme :
h0(D) = 1 + h0(1).D + · · ·+ h0(µ⊥ − 1).Dµ⊥−1 + h0(µ⊥).Dµ⊥ (2.24)
D’apre`s l’e´quation (2.22), le dernier e´le´ment du vecteur h correspond au bit h0(0). Ainsi, la relation
de parite´ h est un vecteur de taille na qui a pour dernier e´le´ment un bit a` “1”. Cette relation de
parite´ est donc de degre´ (na − 1).
Nous savons que les matrices Rl, pour l < na, sont de rang plein et que la matrice Rna est
la premie`re matrice de rang de´ficient. De ce fait, la relation de parite´ h du code qui est de degre´
(na − 1) correspond a` la relation de parite´ de plus petit degre´ du code.
Exemple 2.24.
Suite de l’exemple 2.23.
D’apre`s les parame`tres du code et l’e´quation (2.18), nous obtenons na = 6. La matrice Rl pour
l = na est telle que :
R6 =
c1(0) c2(0) c1(1) c2(1) c1(2) c2(2)c1(3) c2(3) c1(4) c2(4) c1(5) c2(5)
...
...
...
...
...
...

En notant une ligne de cette matrice :(
c1(i) c2(i) c1(i+ 1) c2(i+ 1) c1(i+ 2) c2(i+ 2)
)
avec i = [0 : 3 :M ], on remarque qu’il existe une combinaison line´aire entre les colonnes de cette
matrice. En effet, en additionnant les colonnes (1,2,3,5,6) de cette matrice, nous obtenons :
c1(i) + c2(i) + c1(i+ 1) + c1(i+ 2) + c2(i+ 2) = 0
Cette matrice pre´sentera une de´ficience de rang e´gale a` 1. Nous pouvons ve´rifier sur la figure 2.4
de l’exemple 2.23 que la matrice R6 pre´sente une de´ficience de rang de 1 puisque rg(R6) = 5.
2.2.2.2 Code de rendement k/n
Dans le cas ge´ne´ral, pour un codeur de rendement k/n, la premie`re matrice de rang de´ficient
est de taille na :
na = n.
⌊
µ⊥
n− k + 1
⌋
(2.25)
Nous noterons Q(l), la de´ficience de rang de la matrice Rl qui est de´finie par :
Q(l) = l − rg(Rl) = l − l. k
n
− µ⊥ (2.26)
D’apre`s la valeur de na, la matrice de taille na aura une de´ficience de rang e´gale a` :
Q(na) = (n− k)−
(
µ⊥ mod (n− k)
)
(2.27)
ou`
(
µ⊥ mod (n− k)) repre´sente le reste dans (0, · · · , n− k − 1) de la division euclidienne de deux
nombres entiers : µ
⊥
n−k .
La premie`re matrice de rang de´ficient pre´sentera une de´ficience de rang qui sera comprise entre
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1 et (n− k), soit :
1 ≤ Q(na) ≤ (n− k) (2.28)
Pour un code de rendement (n−1)/n, la matrice Rna aura une de´ficience de rang de 1. En revanche
pour un code de rendement k/n, cette de´ficience de´pendra du rendement et de la me´moire du code
dual.
D’apre`s l’e´quation (2.26), la diffe´rence entre deux de´ficiences de rang est :
Q(na + (α+ 1).n)−Q(na + α.n) = n− k (2.29)
Exemple 2.25.
Prenons l’exemple d’un code de rendement 1/3 avec K = 3, · · · , 10. Le tableau 2.1 repre´sente la
valeur de na et la de´ficience de rang de la matrice Rna pour ces diffe´rentes valeurs de K.
K na Q(na)
3 6 2
4 6 1
5 9 2
6 9 1
7 12 2
8 12 1
9 15 2
10 15 1
Tableau 2.1 — E´tude de la premie`re matrice de rang de´ficient pour un code de rendement
1/3
Prenons maintenant le C(3, 1, 4) code de matrice ge´ne´ratrice G =
(
13 15 17
)
et calculons le
rang des matrices Rl pour l = 1, · · · , 35 et M = 70. Le rang de ces matrices est repre´sente´ sur la
figure 2.5.
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Figure 2.5 — Rang des matrices Rl du C(3, 1, 4) code
Nous ve´rifions que la premie`re matrice de rang de´ficient est de taille 6 et que cette de´ficience
de rang est de 1, comme indique´ dans le tableau 2.1.
D’apre`s les e´quations (2.9), (2.10), (2.11) et (2.13), en prenant le rang des matrices R6 et R9,
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nous obtenons les parame`tres suivants :
n = 9− 6 = 3
k = rg(R9)− rg(R6) = 1
µ⊥ = rg(R6)− 6.13 = 3
µ = 3
Nous ve´rifions que les parame`tres identifie´s correspondent aux parame`tres du C(3, 1, 4) code.
2.2.2.3 Quelques cas particuliers
Parmi l’ensemble des codes convolutifs, il existe quelques cas particuliers tels que les codes
de rendement k/n avec n = α.2 et k 6= n − 1. Pour ces codes, les matrices Rl pour l = α.n
pre´sentent e´galement une de´ficience de rang mais il existe e´galement des matrices de taille l 6= α.n
qui pre´senteront des chutes de rang. Mais, ces dernie`res chutes de rang seront plus faible que celles
obtenues pour les matrices de taille l = α.n. En effet, pour l = α.n les chutes de rang observe´es
seront “maximales”. Par conse´quent, il sera possible de distinguer les chutes de rang maximales
obtenues pour l = α.n et d’identifier les parame`tres du code en utilisant uniquement ces chutes de
rang maximales.
Exemple 2.26.
Prenons l’exemple d’un code de rendement 1/4 et de longueur de contrainte e´gale a` 6. La figure 2.6
repre´sente le rang des matrices Rl avec l = 1, · · · , 35 et M = 70.
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Figure 2.6 — Rang des matrices Rl du C(4, 1, 6) code
Sur cette figure, nous remarquons la pre´sence de chutes de rang maximales pour les matrices Rl
avec l = [8, 12, 16, 20, 24, 28, 32]. D’apre`s les parame`tres du code, la taille de la premie`re matrice
de rang de´ficient na est :
na = n.
⌊
µ⊥
n− k + 1
⌋
= 8
Cette valeur correspond bien a` la premie`re matrice pre´sentant une de´ficience de rang observe´e
sur la figure 2.6. En revanche, sur cette meˆme figure, nous remarquons que les matrices de
taille l = [22, 26, 30, 34] sont e´galement de rang de´ficient. Mais les de´ficiences de rang pour ces
matrices sont plus petite que celles obtenues avec les matrices de taille l = α.n ≥ na. En utilisant
uniquement les matrices pre´sentant des chutes de rang maximales, nous pourrons identifier les
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parame`tres du code. Prenons les matrices R8 et R12 :
n = 12− 8 = 4
k = rg(R12)− rg(R8) = 1
µ⊥ = rg(R8)− 8.14 = 5
µ = 5
Nous pouvons ve´rifier que les parame`tres identifie´s correspondent a` ceux du C(4, 1, 6) code.
Le calcul du rang des matrices construites avec les mots de code nous a permis de de´velopper
une me´thode permettant d’identifier en aveugle les parame`tres d’un code convolutif. Jusqu’ici,
nous avons fait l’hypothe`se que nous e´tions synchronise´, c-a`-d que la trame rec¸ue commenc¸ait
par le premier bit d’un mot de code. Or, lors de l’interception d’une trame il faudra re´aliser une
synchronisation aveugle afin de trouver le de´but d’un mot de code.
2.2.3 Synchronisation aveugle
Nous ferons maintenant l’hypothe`se que la trame rec¸ue n’est pas synchronise´e. Nous devrons
effectuer une synchronisation aveugle qui consistera a` trouver le de´but d’un mot de code, soit le
premier bit d’un mot de code c1(t). La me´thode que nous venons de pre´senter pour identifier les
parame`tres d’un code convolutif restera efficace pour identifier le rendement d’un code, meˆme si
la trame n’est pas synchronise´e. En revanche, sans synchronisation, il sera impossible d’identifier
la me´moire du code et du code dual. En effet, cette de´synchronisation implique que la premie`re
matrice pre´sentant des de´ficiences de rang ne sera pas ne´cessairement de taille na. Par contre, le
pas entre les matrices de rang de´ficient sera comme pre´ce´demment de n. Nous noterons na1 la taille
de la premie`re de rang de´ficient obtenue avec la trame non synchronise´e. A partir de la matrice
de taille na1 , note´e Rna1 , nous proposons une me´thode afin d’identifier le de´but d’un mot de code.
Cette me´thode a e´te´ initialement propose´e dans [BG03] afin d’effectuer une synchronisation aveugle
sur une trame code´e par un code en bloc et entrelace´e.
Nous noterons c˜ la se´quence intercepte´e qui est une version de´cale´e de t0 bits de la se´quence
des mots de code c. Les matrices Rl seront construites avec cette version de´cale´e des mots de code
et le rang dans GF (2) de ces matrices sera calcule´. Connaissant deux matrices de rang de´ficient,
nous serons en mesure d’identifier la taille des mots de code et la taille de la matrice Rna1 .
Afin d’identifier le parame`tre de synchronisation, que nous noterons d, nous de´finirons les ma-
trices Rna1 ,d. Ces matrices qui sont de taille M × na1 sont construites avec la trame c˜ de´cale´e de d
bits. Nous ferons varier le parame`tre d de 0 a` n− 1 et nous calculerons le rang normalise´ de ces n
matrices. Nous noterons ρ(na1 , d) le rang normalise´ de la matrice Rna1 ,d de´finie par :
ρ(na1 , d) =
rg(Rna1 ,d)
na1
(2.30)
Nous verrons apparaˆıtre une chute de rang maximal lorsque le bon nombre de bits aura e´te´ sup-
prime´. Une fois le parame`tre d identifie´, nous supprimerons les d premiers bits de la trame c˜ et
nous appliquerons la me´thode pre´ce´dente sur cette nouvelle trame afin d’identifier l’ensemble des
parame`tres du code.
Exemple 2.27.
Prenons l’exemple d’un code convolutif de parame`tres C(3, 1, 4). La se´quence des mots de code
c est :
c =
(
c1(0) c2(0) c3(0) c1(1) c2(1) c3(1) · · ·
)
En introduisant une de´synchronisation de parame`tre t0 = 4, la trame rec¸ue, note´e c˜, est telle
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que :
c˜ =
(
c2(1) c3(1) c1(2) c2(2) c3(2) · · ·
)
La figure 2.10 repre´sente le rang des matrices Rl construites avec les donne´es c˜.
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Figure 2.7 — Rang des matrices Rl du C(3, 1, 4) code avec un de´calage de t0 = 4
Sur la figure 2.5 de l’exemple 2.25, nous avons vu que pour ce codeur la premie`re matrice de
rang de´ficient e´tait de taille 6 et que la droite passant par les chutes de rang coupait l’axe des
ordonne´es en la valeur de 3. De par la de´synchronisation, nous remarquons sur la figure 2.10 que
la premie`re matrice de rang de´ficient est une matrice de taille na1 = 9 et que la droite coupe l’axe
des ordonne´es en la valeur de 4. En appliquant la me´thode d’identification aveugle des parame`tres,
on obtiendrait les parame`tres suivants : 
n = 3
k = 1
µ⊥ = 4
Le rendement du code identifie´ est correct mais de par la de´synchronisation, la me´moire du
code dual ne correspond pas a` celle du code initialement utilise´. Nous allons re´aliser une syn-
chronisation aveugle afin de pouvoir identifier en aveugle les bons parame`tres du code. Sur la
figure 2.8, le rang normalise´ (2.30) des matrices de taille na1 = 9 est repre´sente´ pour des valeurs
de de´synchronisation variant de 0 a` n− 1.
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Figure 2.8 — Synchronisation aveugle du C(3, 1, 4) code
Nous remarquons sur cette figure que pour d = 2, soit en supprimant les 2 premiers bits de la
trame c˜, nous obtenons une chute de rang maximale. En effet, si nous supprimons les 2 premiers
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bits de c˜, la trame obtenue est :(
c1(2) c2(2) c3(2) c1(3) c2(3) c3(3) · · ·
)
Nous pouvons ve´rifier que cette trame de´bute par le premier bit d’un mot de code. En recalculant
le rang des matrices Rl avec cette trame synchronise´e, nous obtiendrons le meˆme re´sultat qui e´tait
pre´sente´ dans l’exemple 2.25.
Maintenant que la trame est synchronise´e et que les parame`tres du code ont e´te´ identifie´s, nous
allons pouvoir nous inte´resser a` l’identification de la matrice ge´ne´ratrice du code dual.
2.2.4 Identification du code dual
Les parame`tres du code ayant e´te´ identifie´s, a` partir de la trame synchronise´e nous propose-
rons dans cette partie une me´thode permettant d’identifier la matrice de parite´ du code. Nous
verrons tout d’abord cette me´thode dans le cas des codeurs de rendement (n− 1)/n, puis nous la
ge´ne´raliserons aux codeurs de rendement k/n.
2.2.4.1 Code de rendement (n− 1)/n
D’apre`s les proprie´te´s des codes convolutifs (voir chapitre 1), si H(D) est une matrice de parite´
du code C, une se´quence de mots de code, c(D), appartient au code C si et seulement si :
c(D).HT (D) = 0 (2.31)
Avec c(D) la se´quence des mots de code et H(D) la matrice de parite´ compose´e de n polynoˆmes :
[
c1(D) · · · cn−1(D) cn(D)
]
.

h1,1(D)
...
h1,n−1(D)
h0(D)
 = 0 (2.32)
Nous obtenons une e´quation de la forme suivante :
n−1∑
i=1
ci(D).h1,i(D) + cn(D).h0(D) = 0 (2.33)
En pratique, les donne´es traite´es ne sont pas sous forme polynomiale mais sous forme binaire.
La matrice de parite´ sous sa forme binaire, note´e H (2.20), est une matrice compose´e du meˆme
vecteur ligne h (2.22). Avec h la relation de parite´ du code de plus petit degre´ qui est de´finie par :
h =
(
h1,1(µ⊥), · · · , h1,n−1(µ⊥), h0(µ⊥), · · ·, h1,1(1), · · · , h1,n−1(1), h0(1), h1,1(0), · · · , h1,n−1(0), h0(0)
)
(2.34)
En notant Rna la matrice de taille M × na construite avec les mots de code, nous obtenons le
syste`me homoge`ne suivant :
Rna .h
T = 0 (2.35)
Dans le but d’identifier la relation de parite´ du code, il sera ne´cessaire de construire la matrice
Rna et de re´soudre le syste`me homoge`ne pre´ce´dent. Afin d’obtenir une solution non triviale lors de
la re´solution de ce syste`me, il est ne´cessaire que le rang de la matrice Rna soit infe´rieur ou e´gal
a` na − 1. Par conse´quent, pour que le proble`me ne soit pas sous dimensionne´, il est ne´cessaire de
disposer d’une trame compose´e d’au minimum n2a bits.
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En re´organisant les bits des mots de code diffe´remment, seuls n.(na+µ⊥) bits seront ne´cessaire
pour construire un syste`me homoge`ne. Nous noterons B une matrice de taille na × na telle que :
B =
[
B0 B1 · · · Bµ⊥−1 Bµ⊥
]
(2.36)
ou` les µ⊥ + 1 matrices Bj sont de taille na × n et de´finies par :
Bj =

c1(j) · · · cn(j)
c1(j + 1) · · · cn(j + 1)
... . . .
...
c1(j + na − 1) · · · cn(j + na − 1)
 , ∀j = d, · · · , d+ µ⊥ (2.37)
ou` d correspond au parame`tre de synchronisation obtenu avec la me´thode de synchronisation
aveugle. Pour identifier la relation de parite´ h, il suffit de construire la matrice B et de re´soudre le
syste`me homoge`ne suivant :
B.hT = 0 (2.38)
Pour un code de rendement (n− 1)/n, nous avons montre´ que la matrice de taille l = na pre´sentait
une de´ficience de rang e´gale a` 1. De ce fait, le nombre de vecteurs solutions du syste`me (2.38) sera
peu e´leve´. Nous savons e´galement que le dernier e´le´ment de la relation de parite´ que nous voulons
identifier est un e´le´ment a` “1” puisqu’il correspond au bit h0(0). Nous pouvons donc lors de la
re´solution du syste`me faire l’hypothe`se que le vecteur solution que nous recherchons se termine par
un bit a` “1”.
Exemple 2.28.
Prenons la suite de l’exemple 2.22 du C(2, 1, 3) code. La matrice de parite´ sous sa forme polyno-
miale est :
H(D) =
[
1 +D +D2 1 +D2
]
Nous avons vu que la premie`re matrice de rang de´ficient e´tait de taille na = 6. La matrice
B (2.36) de taille na × na construite avec les mots de code est telle que :
B =

c1(t) c2(t) c1(t+ 1) c2(t+ 1) c1(t+ 2) c2(t+ 2)
c1(t+ 1) c2(t+ 1) c1(t+ 2) c2(t+ 2) c1(t+ 3) c2(t+ 3)
c1(t+ 2) c2(t+ 2) c1(t+ 3) c2(t+ 3) c1(t+ 4) c2(t+ 4)
c1(t+ 3) c2(t+ 3) c1(t+ 4) c2(t+ 4) c1(t+ 5) c2(t+ 5)
c1(t+ 4) c2(t+ 4) c1(t+ 5) c2(t+ 5) c1(t+ 6) c2(t+ 6)
c1(t+ 5) c2(t+ 5) c1(t+ 6) c2(t+ 6) c1(t+ 7) c2(t+ 7)
 , ∀t ∈ N
En re´solvant le syste`me (2.38), nous obtenons un unique vecteur solution :
h =
(
1 1 1 0 1 1
)
Notons B(i) une ligne de la matrice B telle que :
B(i) =
(
c1(i) c2(i) c1(i+ 1) c2(i+ 1) c1(i+ 2) c2(i+ 2)
) ∀i = t, · · · , t+ na − 1
Nous avons montre´ que les bits des mots de code e´taient tels que :{
c1(i) = m1(i) +m1(i− 2)
c2(i) = m1(i) +m1(i− 1) +m1(i− 2)
Alors, d’apre`s l’expression de ces mots de code, nous pouvons ve´rifier que le vecteur h identifie´
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correspond a` une relation de parite´ du code puisque :
B(i).hT = c1(i) + c2(i) + c1(i+ 1) + c1(i+ 2) + c2(i+ 2) = 0
2.2.4.2 Code de rendement k/n
Pour un code de rendement k/n, la matrice de parite´ est une (n− k)× n matrice de´finie par :
H(D) =
 h1,1(D) · · · h1,k(D) h0(D)... . . . ... . . .
hn−k,1(D) · · · hn−k,k(D) h0(D)
 (2.39)
Comme pre´ce´demment, nous savons qu’une se´quence de mots de code c(D) appartient au code C
si :
c(D).HT (D) =
[
c1(D) · · · ck(D) ck+1(D) · · · cn(D)
]
.

h1,1(D) · · · hn−k,1(D)
... . . .
...
h1,k(D) · · · hn−k,k(D)
h0(D)
. . .
h0(D)

= 0
(2.40)
La matrice de parite´ sous sa forme binaire est compose´e de (n− k) relations de parite´. Notons
Hi les sous matrices de parite´ qui sont de taille (n− k)× n :
Hi =
 h1,1(i) · · · h1,k(i) h0(i)... . . . ... . . .
hn−k,1(i) · · · hn−k,k(i) h0(i)
 , ∀i = 0, · · · , µ⊥ (2.41)
Nous de´finirons H(j)i , un vecteur de taille n qui correspond a` la j-e`me ligne de la matrice Hi :
H
(j)
i =
(
hj,1(i) · · · hj,k(i) 0j−1 h0(i) 0n−k−j
)
(2.42)
ou` 0l est un vecteur nul de taille l. Alors, les (n − k) relations de parite´ du code, note´ hj (∀j =
1, · · · , n− k), sont de´finies par :
hj =
(
H
(j)
µ⊥ H
(j)
µ⊥−1 · · · H
(j)
1 H
(j)
0
)
(2.43)
Afin d’identifier ces (n − k) relations de parite´ qui sont des vecteurs de taille n.(µ⊥ + 1), nous
proposerons deux me´thodes.
Me´thode 1
Pre´cisons tout d’abord que ces (n− k) relations de parite´ sont des vecteurs de taille n.(µ⊥+1)
compose´s de (n−k−1).(µ⊥+1) bits a` “0” et qu’elles sont chacune compose´es des bits du polynoˆme
h0(D). Nous noterons na1 la taille de ces relations de parite´ (2.43), soit :
na1 = n.(µ
⊥ + 1) (2.44)
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Pour identifier ces relations de parite´, il est ne´cessaire de construire une matrice de taille na1 ×na1 .
Comme pre´ce´demment, nous pouvons soit construire directement la matrice Rna1 , soit construire
la matrice B. Pour la matrice Rna1 , le nombre minimum de bits ne´cessaires est de n
2
a1 alors que
seuls n.(na1 +µ
⊥) bits sont ne´cessaires pour la matrice B. Cette dernie`re est compose´e de (µ⊥+1)
matrices Bj :
B =
[
B0 B1 · · · Bµ⊥−1 Bµ⊥
]
(2.45)
avec les matrices Bj de taille na1 × n :
Bj =

c1(j) · · · cn(j)
c1(j + 1) · · · cn(j + 1)
... . . .
...
c1(j + na1 − 1) · · · cn(j + na1 − 1)
 , ∀j = d, · · · , d+ µ⊥ (2.46)
Les (n− k) relations de parite´ du code peuvent eˆtre identifie´es en re´solvant le syste`me suivant :
B.hT = 0 (2.47)
D’apre`s l’e´quation (2.26), la de´ficience de rang de la matrice Rna1 , qui est e´quivalente a` celle de
la matrice B, est :
Q(na1) = (µ
⊥ + 1).(n− k)− µ⊥ (2.48)
Pour un codeur dont le nombre d’entre´es est infe´rieur a` (n − 1), la de´ficience de rang sera donc
strictement supe´rieure a` (n − k). Il est e´vident, que plus la de´ficience de rang sera grande plus le
nombre de vecteurs solutions sera e´leve´. Mais, nous savons que chaque vecteur solution doit eˆtre
compose´ d’au minimum (n−k−1).(µ⊥+1) bits a` “0” et des meˆmes bits du polynoˆme h0(D). Ainsi,
il sera possible de faire un tri parmi l’ensemble des vecteurs candidats et d’obtenir au moins un
groupe de (n− k) vecteurs solutions qui ve´rifie ces proprie´te´s.
Lors de la re´solution du syste`me, la phase la plus couˆteuse en terme de complexite´ reste la
triangularisation de la matrice B a` l’aide du pivot de Gauss. Le couˆt de cette phase est de l’ordre
de O((n.(µ⊥ + 1))3). Nous allons proposer une seconde me´thode qui nous permettra de re´duire ce
couˆt.
Me´thode 2
Afin de simplifier le syste`me a` re´soudre, nous allons de´couper le syste`me de l’e´quation (2.40) en
(n− k) sous syste`mes :
[
c1(D) · · · ck(D) ck+s(D)
]
.

hs,1(D)
...
hs,k(D)
h0(D)
 =
k∑
i=1
ci(D).hs,i(D) + ck+s(D).h0(D) = 0 (2.49)
ou` s = 1, · · · , n− k.
Nous remarquons que le polynoˆme h0(D) est commun au (n − k) syste`mes, ce qui signifie que
lors de la re´solution des syste`mes nous devrons ve´rifier que l’on obtient ce meˆme polynoˆme pour
les (n − k) syste`mes. Sous forme binaire, ce syste`me peut s’e´crire en posant (n − k) matrice B(s)
(∀s = 1, · · · , n−k) de taille (k+1).(µ⊥+1)×(k+1).(µ⊥+1). Nous noterons B(s)j les sous-matrices
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de taille (k + 1).(µ⊥ + 1)× (k + 1) :
B
(s)
j =

c1(j) · · · ck(j) ck+s(j)
c1(j + 1) · · · ck(j + 1) ck+s(j + 1)
... . . .
...
...
c1(j + na2 − 1) · · · ck(j + na2 − 1) ck+s(j + na2 − 1)
 , ∀j = d, · · · , d+ µ⊥ (2.50)
ou` na2 = (k + 1).(µ
⊥ + 1). Les (n− k) matrices B(s) sont de´finie par :
B(s) =
[
B
(s)
0 B
(s)
1 · · · B(s)µ⊥−1 B
(s)
µ⊥
]
, ∀s = 1, · · · , n− k (2.51)
Nous noterons hs les (n− k) relations de parite´ qui sont des vecteurs de taille (k + 1).(µ⊥ + 1) :
hs =
(
hs,1(µ⊥) · · · hs,k(µ⊥) h0(µ⊥) · · · hs,1(0) · · · hs,k(0) h0(0)
)
(2.52)
Les e´le´ments mis en couleur plus claire correspondent aux bits du polynoˆmes h0(D) qui sont com-
muns aux (n − k) relations de parite´. Afin d’identifier ces (n − k) relations de parite´, il faudra
construire avec les mots de code les (n − k) matrice B(s) et re´soudre ces (n − k) syste`mes homo-
ge`nes :
B(s).hTs = 0 (2.53)
En re´solvant ces (n − k) syste`mes, nous devrons ve´rifier que les bits du polynoˆme h0(D) sont
communs a` chaque syste`me. Nous savons e´galement que comme les relations de parite´ hs ont pour
dernier e´le´ment le bit h0(0), les (n− k) vecteurs que nous recherchons se termineront par un bit a`
“1”.
Le couˆt en terme de complexite´ de re´solution d’un syste`me est de l’ordre de
O(((k + 1).(µ⊥ + 1))3), soit une complexite´ totale pour les (n − k) syste`me de l’ordre de O((n −
k).
(
(k + 1).(µ⊥ + 1)
)3). Nous remarquons que le couˆt de cette me´thode est plus faible que celle de
la me´thode 1. De plus, avec la me´thode 1, nous avons vu que la de´ficience de rang de la matrice
B e´tait de (µ⊥ + 1).(n − k) − µ⊥. Or, avec la me´thode 2 la de´ficience de rang des matrices B(s)
est de 1, ce qui implique que le nombre de vecteurs candidats sera moins e´leve´ avec cette seconde
me´thode. Par conse´quent, lors d’une reconnaissance aveugle des code convolutifs nous pre´fe´rerons
utiliser cette seconde me´thode.
Exemple 2.29.
Reprenons la suite du C(3, 1, 4) code de l’exemple 2.27.
L’expression des 3 sorties du codeur en fonction des bits des mots d’information est :
c1(t) = m1(t) +m1(t− 2) +m1(t− 3)
c2(t) = m1(t) +m1(t− 1) +m1(t− 3)
c3(t) = m1(t) +m1(t− 1) +m1(t− 2) +m1(t− 3)
La calcul du rang des matrices construites avec les mots rec¸us nous a permis d’identifier l’en-
semble des parame`tres du code ainsi que le parame`tre de de´synchronisation d = 2. D’apre`s ces
parame`tres, nous allons construire les 2 matrices B(s) (2.51) afin d’identifier la matrice de parite´
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du code.
B(s) =

c1(2) ck+s(2) c1(3) ck+s(3) c1(4) ck+s(4) c1(5) ck+s(5)
c1(3) ck+s(3) c1(4) ck+s(4) c1(5) ck+s(5) c1(6) ck+s(6)
c1(4) ck+s(4) c1(5) ck+s(5) c1(6) ck+s(6) c1(7) ck+s(7)
c1(5) ck+s(5) c1(6) ck+s(6) c1(7) ck+s(7) c1(8) ck+s(8)
c1(6) ck+s(6) c1(7) ck+s(7) c1(8) ck+s(8) c1(9) ck+s(9)
c1(7) ck+s(7) c1(8) ck+s(8) c1(9) ck+s(9) c1(10) ck+s(10)
c1(8) ck+s(8) c1(9) ck+s(9) c1(10) ck+s(10) c1(11) ck+s(11)
c1(9) ck+s(9) c1(10) ck+s(10) c1(11) ck+s(11) c1(12) ck+s(12)

, ∀s = 1, 2
En re´solvant les deux syste`mes (2.53), nous obtenons uniquement une solution non-triviale pour
chacun des syste`mes : {
h1 =
(
1 1 0 1 1 0 1 1
)
h2 =
(
1 1 1 1 1 0 1 1
)
Nous pouvons ve´rifier que les bits du polynoˆme h0(D) sont communs a` ces deux vecteurs.
2.2.5 Identification d’une matrice ge´ne´ratrice
2.2.5.1 Code de rendement 1/n
Pour un code de rendement 1/n, les polynoˆmes ge´ne´rateurs de la matrice de parite´ H(D)
correspondent aux polynoˆmes ge´ne´rateurs de la matrice ge´ne´ratrice. De ce fait, pour ces codeurs
l’identification de la matrice de parite´ nous permet d’obtenir directement la matrice ge´ne´ratrice du
code. D’apre`s les proprie´te´s e´nonce´es dans le chapitre 1, le lien entre les polynoˆmes de H(D) et de
G(D) est : {
hi,j(D) = g1,i+1(D)
h0(D) = g1,1(D)
(2.54)
Les (n− k) relations de parite´ de´finies a` l’e´quation (2.52) sont telles que :
hs =
(
hs,1(µ⊥) hµ⊥(0) · · · hs,1(0) h0(0)
)
=
(
g1,s+1(µ⊥) g1,1(µ⊥) · · · g1,s+1(0) g1,1(0)
) (2.55)
Il suffit de re´ordonner les bits des (n − k) relations de parite´ afin d’obtenir la matrice ge´ne´ratrice
du code.
Exemple 2.30.
Suite de l’exemple 2.22 du C(2, 1, 3).
La relation de parite´ identifie´e par la me´thode pre´ce´dente est :
h =
(
1 1 1 0 1 1
)
=
(
h1,1(2) h0(2) h1,1(1) h0(1) h1,1(0) h0(0)
)
D’apre`s (2.55), les deux polynoˆmes de la matrice ge´ne´ratrice sont :{
g1,1 =
(
1 0 1
)
= 5
g1,2 =
(
1 1 1
)
= 7
Ces polynoˆmes correspondent aux polynoˆmes de la matrice ge´ne´ratrice du C(2, 1, 3) code utilise´.
Exemple 2.31.
Suite de l’exemple 2.27 du C(3, 1, 4).
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Les 2 relations de parite´ du code que nous avons identifie´es sont :{
h1 =
(
1 1 0 1 1 0 1 1
)
h2 =
(
1 1 1 1 1 0 1 1
)
D’apre`s (2.55), les trois polynoˆmes de la matrice ge´ne´ratrice sont :
g1,1 =
(
1 0 1 1
)
= 13
g1,2 =
(
1 1 0 1
)
= 15
g1,3 =
(
1 1 1 1
)
= 17
Ces polynoˆmes correspondent aux polynoˆmes de la matrice ge´ne´ratrice du C(3, 1, 4) code utilise´.
2.2.5.2 Code de rendement k/n
Dans le cas d’un code de rendement r = k/n, l’identification de la matrice ge´ne´ratrice du
code est plus complexe que celle des codes de rendement 1/n. En effet, il existe un lien entre les
polynoˆmes de la matrice de parite´ et ceux de la matrice ge´ne´ratrice mais ce lien n’est pas aussi
direct que dans le cas pre´ce´dent. Dans cette partie, nous parlerons de l’identification d’une matrice
ge´ne´ratrice et non de la matrice ge´ne´ratrice. Nous avons montre´ dans le premier chapitre qu’un
code pouvait eˆtre de´crit par plusieurs matrices ge´ne´ratrices e´quivalentes. Il sera donc possible lors
de l’identification aveugle de cette matrice de trouver non pas la matrice du code mais une matrice
e´quivalente.
D’apre`s les proprie´te´s des codes et des codes duaux, une matrice H(D) est une matrice de parite´
du code C si :
G(D).HT (D) = 0 (2.56)
soit :
g1,1(D) · · · g1,n(D)... . . . ...
gk,1(D) · · · gk,n(D)
 .

h1,1(D) · · · hn−k,1(D)
... . . .
...
h1,k(D) · · · hn−k,k(D)
h0(D)
. . .
h0(D)

= 0 (2.57)
Dans le but de simplifier la re´solution du syste`me, nous poserons (n− k) syste`mes de´finis par :
g1,1(D) · · · g1,k(D) g1,k+s(D)... . . . ... ...
gk,1(D) · · · gk,k(D) gk,k+s(D)
 .

hs,1(D)
...
hs,k(D)
h0(D)
 = 0, ∀s = 1, · · · , n− k (2.58)
soit :
k∑
i=1
gl,i(D).hs,i(D) + gl,k+s(D).h0(D) = 0 (2.59)
pour l = 1, · · · , k et s = 1, · · · , n− k.
Afin d’e´crire ces (n − k) syste`mes sous forme binaire, nous poserons k.(n − k) matrices D(s)i
Section 2.2 : Reconnaissance aveugle d’un code convolutif dans le cas non-bruite´ 57
compose´es des e´le´ments binaires des polynoˆmes hs,i(D) et qui seront de taille (k+1).(µ+1)×(µ+1) :
D
(s)
i =

hs,i(µ) · · · hs,i(0)
hs,i(µ+ 1) · · · hs,i(1)
... . . .
...
hs,i(k.(µ+ 1) + 2.µ+ 1) · · · hs,i(k.(µ+ 1) + µ)
 (2.60)
ou` i = 1, · · · , k et s = 1, · · · , n− k. Les polynoˆmes hs,i(D) sont tels que :
hs,i(D) = hs,i(0) + hs,i(1).D + · · ·+ hs,i(µ⊥ − 1).Dµ⊥−1 + hs,i(µ⊥).Dµ⊥ (2.61)
de ce fait, les e´le´ments hi,j(l) des matrices de l’e´quation (2.60) pour l > µ⊥ seront conside´re´s comme
des e´le´ments a` “0”. Nous noterons D0 la (k + 1).(µ + 1) × (µ + 1) matrice compose´e des e´le´ments
binaires du polynoˆme h0(D), qui sera commune aux (n− k) syste`mes :
D0 =

h0(µ) · · · h0(0)
h0(µ+ 1) · · · h0(1)
... . . .
...
h0(k.(µ+ 1) + 2.µ+ 1) · · · h0(k.(µ+ 1) + µ)
 (2.62)
Nous de´finirons (n− k) matrices, note´es D(s), de taille (k+ 1).(µ+ 1)× (k+ 1).(µ+ 1) telles que :
D(s) =
[
D
(s)
1 · · · D(s)k D0
]
(2.63)
En notant gi,j un vecteur de taille (µ+1) compose´ des e´le´ments binaires du polynoˆme ge´ne´rateur
gi,j(D), tel que :
gi,j =
(
gi,j(0) · · · gi,j(µ)
)
(2.64)
nous obtenons les (n− k) syste`mes suivant :
D(s).
[
gi,1 · · · gi,k gi,k+s
]T = 0, ∀i = 1, · · · , k ∀s = 1, · · · , n− k (2.65)
Les matrices D(s) construites avec les bits des polynoˆmes ge´ne´rateurs de la matrice du code
dual sont des matrices creuses. Ainsi, le nombre de vecteurs solutions des syste`mes (2.65) sera
e´leve´. Mais, nous remarquons que les bits des polynoˆmes gi,j(D), ∀i, j = 1, · · · , k sont communs
aux (n− k) syste`mes. Nous pourrons donc re´duire le nombre de vecteurs solutions en nous basant
sur cette proprie´te´. De plus, nous savons que le code utilise´ est un code optimal, par conse´quent
nous pourrons nous baser sur les proprie´te´s de ces codes (e´nonce´es au chapitre 1) afin de re´duire le
nombre de solutions.
Pour les codes de rendement 1/n, l’unique solution identifie´e correspondra a` la matrice ge´ne´-
ratrice du code. En revanche, pour les codes compose´s de plusieurs entre´es, k > 1, nous pourrons,
selon le codeur, identifier non pas la matrice ge´ne´ratrice du code, mais un ensemble de matrices
ge´ne´ratrices e´quivalentes. La matrice ge´ne´ratrice du code se trouvera parmi l’ensemble des matrices
identifie´es, mais il sera mathe´matiquement impossible de la distinguer des autres puisque ces ma-
trices sont e´quivalentes. De plus, pour ces codes il existera toujours en sortie de notre algorithme
une inde´termine´e sur l’ordre des lignes de la matrice. En effet, nous aurons les k lignes de la matrice
ge´ne´ratrice mais, sans hypothe`se sur le code, il nous sera impossible de mettre ces lignes dans le
bon ordre.
Au de´but de ce chapitre, nous avons pre´cise´ que notre algorithme de reconnaissance traitait
indiffe´remment les codes RSC et NRNSC. En effet, nous avons montre´ qu’il existait toujours une
forme RSC e´quivalente a` un code NRNSC. De ce fait, en sortie de notre algorithme nous obtien-
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drons syste´matiquement le code sous sa forme NRNSC. Si le code utilise´ e´tait un code RSC, nous
l’identifierons sous sa forme NRNSC e´quivalente. D’apre`s les proprie´te´s e´nonce´es au chapitre 1,
connaissant la forme NRNSC du code, nous serons capable d’identifier le RSC e´quivalent. En re-
vanche, sans connaissance a` priori sur la nature du code, RSC ou NRNSC, il nous sera impossible
de connaˆıtre lequel des deux a e´te´ utilise´ pour coder les mots de code. Effectivement, ces deux codes
e´tant e´quivalent, il est mathe´matiquement impossible de les distinguer.
2.2.6 Reconnaissance aveugle du C(3, 2, 3) code convolutif
Dans cette partie, nous allons reprendre l’exemple du C(3, 2, 3) code convolutif pre´sente´ dans
la premier chapitre.
2.2.6.1 Pre´sentation des parame`tres du code
Les matrices ge´ne´ratrices du code et du code dual sont telles que :
G(D) =
[
D 1 1 +D
1 D2 1 +D +D2
]
H(D) =
[
1 +D +D3 1 +D2 +D3 1 +D3
]
(2.66)
Les diffe´rents parame`tres de ce code (rendement, me´moires, longueur de contrainte, ...) sont :
r = 2/3
µ1 = 1, µ2 = 2, µ = 2
K = 3
µ⊥ =
∑k
i=1 µi = 3
na = 12
(2.67)
D’apre`s la matrice ge´ne´ratrice, l’expression des sorties en fonction des entre´es a` l’instant t est :
c1(t) = m2(t) +m1(t− 1)
c2(t) = m1(t) +m2(t− 2)
c3(t) = m1(t) +m2(t) +m1(t− 1) +m2(t− 1) +m2(t− 2)
(2.68)
Si nous introduisons une de´synchronisation de parame`tre t0 = 11, alors le train binaire rec¸u, note´
c˜, sera :
c˜ =
(
c3(3) c1(4) c2(4) c3(4) c1(5) · · ·
)
(2.69)
A partir de la seule connaissance de cette trame c˜, nous allons appliquer notre algorithme de
reconnaissance afin d’identifier l’ensemble des parame`tres du code et une matrice ge´ne´ratrice du
code.
2.2.6.2 Reconnaissance aveugle du code
La premie`re e´tape de reconnaissance consiste a` calculer le rang des matrices Rl construites avec
la trame c˜. Le rang des matrices Rl est repre´sente´ sur la figure 2.9.
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Figure 2.9 — Rang des matrices Rl du C(3, 2, 3) code avec un de´calage de t0 = 11
Nous pouvons voir sur cette figure que la premie`re matrice de rang de´ficient est de taille na1 = 15
et que la diffe´rence entre la taille de deux matrices conse´cutives de rang de´ficient nous permet
d’identifier la taille des mots de code : n = 18− 15 = 3.
Connaissant na1 et n, nous allons re´aliser une synchronisation aveugle. Pour cela, nous allons
construire les matrices R(na1 , d) avec d = 0, · · · , n − 1. Les e´quations ci-dessous repre´sentent les
premie`res lignes de chaque matrices R(na1 , d) :
R(15, 0) = (c3(3) c1(4) c2(4) c3(4) c1(5) c2(5) c3(5) c1(6) c2(6) c3(6) c1(7) c2(7) c3(7) c1(8) c2(8))
R(15, 1) = (c1(4) c2(4) c3(4) c1(5) c2(5) c3(5) c1(6) c2(6) c3(6) c1(7) c2(7) c3(7) c1(8) c2(8) c3(8))
R(15, 2) = (c3(4) c1(5) c2(5) c3(5) c1(6) c2(6) c3(6) c1(7) c2(7) c3(7) c1(8) c2(8) c3(8) c1(9) c2(9))
(2.70)
Nous avons calculer le rang de chacune de ces matrices et nous avons reporte´ sur la figure 2.10 leurs
rangs normalise´s. Nous notons que pour d = 1, nous obtenons une chute de rang maximale et nous
pouvons ve´rifier d’apre`s (2.70) que pour d = 1, le premier bit de la matrice R(na1 , 1) correspond
au premier bit d’un mot de code.
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Figure 2.10 — Synchronisation aveugle du C(3, 2, 3)
De par ce parame`tre de synchronisation, d = 1, nous obtenons le vecteur synchronise´ c :
c =
(
c1(4) c2(4) c3(4) c1(5) c2(5) c3(5) · · ·
)
(2.71)
Afin d’identifier les parame`tres du code, nous allons calculer le rang des matrices Rl construites
avec le vecteur c. Le rang de ces matrices est repre´sente´ sur la figure 2.11.
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Figure 2.11 — Rang des matrices Rl du C(3, 2, 3) code
D’apre`s le rang des matrices, en appliquant la me´thode d’identification des parame`tres, nous
obtenons : 
na = 12
n = 3
k = 2
µ⊥ = 3
µ = 2
(2.72)
Avec ces parame`tres, nous pouvons construire la matrice B (2.36), de taille na × na :
B =

c1(4) c2(4) c3(4) c1(5) c2(5) c3(5) c1(6) c2(6) c3(6) c1(7) c2(7) c3(7)
c1(5) c2(5) c3(5) c1(6) c2(6) c3(6) c1(7) c2(7) c3(7) c1(8) c2(8) c3(8)
c1(6) c2(6) c3(6) c1(7) c2(7) c3(7) c1(8) c2(8) c3(8) c1(9) c2(9) c3(9)
c1(7) c2(7) c3(7) c1(8) c2(8) c3(8) c1(9) c2(9) c3(9) c1(10) c2(10) c3(10)
c1(8) c2(8) c3(8) c1(9) c2(9) c3(9) c1(10) c2(10) c3(10) c1(11) c2(11) c3(11)
c1(9) c2(9) c3(9) c1(10) c2(10) c3(10) c1(11) c2(11) c3(11) c1(12) c2(12) c3(12)
c1(10) c2(10) c3(10) c1(11) c2(11) c3(11) c1(12) c2(12) c3(12) c1(13) c2(13) c3(13)
c1(11) c2(11) c3(11) c1(12) c2(12) c3(12) c1(13) c2(13) c3(13) c1(14) c2(14) c3(14)
c1(12) c2(12) c3(12) c1(13) c2(13) c3(13) c1(14) c2(14) c3(14) c1(15) c2(15) c3(15)
c1(13) c2(13) c3(13) c1(14) c2(14) c3(14) c1(15) c2(15) c3(15) c1(16) c2(16) c3(16)
c1(14) c2(14) c3(14) c1(15) c2(15) c3(15) c1(16) c2(16) c3(16) c1(17) c2(17) c3(17)
c1(15) c2(15) c3(15) c1(16) c2(16) c3(16) c1(17) c2(17) c3(17) c1(18) c2(18) c3(18)

(2.73)
Afin d’identifier la relation de parite´ du code, nous allons re´soudre le syste`me homoge`ne suivant :
B.hT = 0 (2.74)
ou` h est un vecteur de taille 12. En re´solvant ce syste`me, nous obtenons une unique solution non
nulle :
h = (1 1 1 0 1 0 1 0 0 1 1 1) (2.75)
D’apre`s les parame`tres du code identifie´s, nous savons que la matrice de parite´ du code est compose´e
de 3 polynoˆmes ge´ne´rateurs h1,1(D), h1,2(D) et h0(D). D’apre`s (2.52) et la relation de parite´
identifie´e (2.75), ces trois polynoˆmes sont tels que :
h1,1 =
(
1 1 0 1
)
= 15
h1,2 =
(
1 0 1 1
)
= 13
h0 =
(
1 0 0 1
)
= 11
(2.76)
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Avec ces polynoˆmes ge´ne´rateurs de la matrice de parite´ que nous avons identifie´, nous pouvons
a` pre´sent construire la matrice D (2.63) qui nous permettra d’identifier une matrice ge´ne´ratrice du
code :
D =

h1,1(2) h1,1(1) h1,1(0) h1,2(2) h1,2(1) h1,2(0) h0(2) h0(1) h0(0)
h1,1(3) h1,1(2) h1,1(1) h1,2(3) h1,2(2) h1,2(1) h0(3) h0(2) h0(1)
0 h1,1(3) h1,1(2) 0 h1,2(3) h1,2(2) 0 h0(3) h0(2)
0 0 h1,1(3) 0 0 h1,2(3) 0 0 h0(3)
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

=

0 1 1 1 0 1 0 0 1
1 0 1 1 1 0 1 0 0
0 1 0 0 1 1 0 1 0
0 0 1 0 0 1 0 0 1
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

(2.77)
Notons f un ensemble de vecteurs de taille 9 tel que :
D.fT = 0 (2.78)
En re´solvant ce syste`me et en nous basant sur les proprie´te´s des codes convolutifs optimaux que
nous avons pre´sente´es dans le premier chapitre, nous obtenons au final deux matrices ge´ne´ratrices :
G1 =
(
4 1 7
1 2 3
)
et G2 =
(
1 2 3
6 5 1
)
(2.79)
Ces deux matrices e´tant e´quivalentes, il nous est impossible sans information supple´mentaire de les
diffe´rencier. Nous ne pourrons donc pas choisir entre ces deux matrices ge´ne´ratrices. De plus, l’ordre
des lignes de ces matrices n’est pas force´ment le bon et nous n’avons aucun crite`re permettant de
trouver le bon ordre. En revanche, nous remarquons qu’en ne tenant pas compte de l’ordre des
lignes, la matrice G1 correspond a` la matrice ge´ne´ratrice du code.
En re´sumant les diffe´rents parame`tres identifie´s par notre algorithme de reconnaissance, nous
obtenons au final deux codes : le C(3, 2, 3) code de matrice ge´ne´ratrice G1 et le C(3, 2, 3) code de
matrice ge´ne´ratrice G2.
2.3 Reconnaissance aveugle d’un code convolutif dans le cas bruite´
La me´thode de reconnaissance d’un code convolutif que nous venons de pre´senter est tre`s effi-
cace lorsque les mots de code rec¸us sont propres, mais en pre´sence d’erreurs de transmission cette
me´thode deviendra tre`s vite inefficace. Nous proposerons dans cette partie une nouvelle me´thode
qui permettra de reconnaˆıtre un code a` partir d’une trame code´e bruite´e ou non-bruite´e. Afin de
mode´liser les erreurs de transmission, nous ferons l’hypothe`se que les parties modulation, canal de
transmission et de´modulation sont mode´lise´es par un canal binaire syme´trique (BSC). Ce type de
canal n’est certes pas le plus re´aliste, compte-tenu du fait que les bruits ge´ne´re´s par une commu-
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nication radio-mobile sont de type burst et que ce canal mode´lisera des erreurs isole´es. Mais, avec
des erreurs de type burst, nous savons qu’il existe des plages propres de longueur assez grande pour
appliquer la me´thode de reconnaissance pre´ce´dente. En revanche, avec des erreurs isole´es, il serait
impossible de trouver une plage propre pour pouvoir appliquer cette meˆme me´thode. De ce fait, en
optant pour cette mode´lisation, nous nous plac¸ons au final dans le cas le plus de´favorable pour nos
algorithmes de reconnaissance aveugle.
Nous noterons Pe, la probabilite´ d’erreur du canal binaire syme´trique et y, le vecteur des mots
rec¸u apre`s transmission, tel que :
y = c+ e (2.80)
ou` le vecteur e contient les erreurs de transmission et c la se´quence des mots de code.
En pre´sence d’erreusr de transmission, il existe dans la litte´rature tre`s peu de me´thodes permet-
tant d’identifier les parame`tres et la matrice ge´ne´ratrice d’un code convolutif. Dans [BSH06] une
approche alge´brique permettant d’identifier une base du code dual, soit un ensemble de relations
de parite´ du code est propose´e. Une me´thode base´e sur l’algorithme d’Euclide a e´te´ de´veloppe´e
dans [WHZ07] afin d’identifier un code convolutif de rendement 1/2. Enfin, le lecteur inte´resse´
pourra se re´fe´rer a` [DH07] ou` une me´thode d’identification aveugle d’un code convolutif de rende-
ment 1/n est explique´e. Ce dernier est un algorithme probabiliste base´ sur l’algorithme EM. En
revanche, la litte´rature concernant la reconnaissance aveugle des codes en blocs est plus riche et
ces algorithmes, tout du moins une partie, peuvent eˆtre adapte´s dans le cadre de la reconnaissance
aveugle de code convolutif. Nous pouvons cite´ la me´thode pre´sente´e dans [CF09] qui permet d’iden-
tifier un code poinc¸onne´ en utilisant l’algorithme propose´ dans [VF01] dans le cadre d’un code en
bloc.
Nous pre´senterons dans cette section un algorithme qui nous permettra d’estimer les parame`tres
ainsi qu’une matrice ge´ne´ratrice d’un code convolutif optimal. Nous ferons l’hypothe`se dans cette
partie que la trame rec¸ue est synchronise´e et entache´e d’erreurs. Nous avons pre´sente´ cette me´thode,
dans le cas d’un codeur de rendement (n− 1)/n dans [MGB09b].
2.3.1 Quelques notations et de´finitions
Nous noterons R˜ une matrice de taille M × l construite a` partir de la se´quence bruite´e y, r˜
une ligne de cette matrice et h une relation de parite´ du code. Pour l = α.n ≥ na, sans erreur de
transmission, chaque vecteur ligne de la matrice R˜ ve´rifie la relation r˜.hT = 0. En revanche, en
pre´sence d’erreurs de transmission, certaines lignes de cette matrice ve´rifieront la relation r˜.hT = 1.
Cependant, en fonction du poids de Hamming de la relation de parite´ h et de la probabilite´ d’erreur
du canal Pe, il a e´te´ montre´ dans [Clu06] qu’il e´tait possible de de´terminer la probabilite´ de ces
deux e´ve`nements.
Proposition 2.3. Soit h ∈ C⊥ et r˜ un vecteur de mots de code bruite´ par un canal binaire
syme´trique de probabilite´ d’erreur Pe. Alors :
Pr
[
r˜.hT = 0
]
=
1 + (1− 2.Pe)w(h)
2
, (2.81)
et
Pr
[
r˜.hT = 1
]
=
1− (1− 2.Pe)w(h)
2
. (2.82)
ou` w(h) est le poids de Hamming de la relation de parite´ h.
D’apre`s cette proposition, il est possible de de´terminer le poids de Hamming moyen de la relation
R˜.hT en fonction du vecteur h.
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– Si h ∈ C⊥ :
w
(
R˜.hT
)
'M.1− (1− 2.Pe)
w(h)
2
(2.83)
– Si h /∈ C⊥ :
w
(
R˜.hT
)
' M
2
(2.84)
Les deux comportements du poids de la relation w
(
R˜.hT
)
vont nous permettre d’e´tablir un crite`re
afin de de´terminer, avec une certaine probabilite´, si le vecteur h est ou n’est pas une relation de
parite´ du code. D’apre`s la proposition 2.3, il est ne´cessaire de connaˆıtre la probabilite´ d’erreur du
canal afin de pouvoir distinguer les deux comportements du poids de w
(
R˜.hT
)
. Or, e´tant dans
un contexte non coope´ratif, cette probabilite´ d’erreur est inconnue au niveau du re´cepteur. En
conse´quence, nous proposerons tout d’abord une me´thode qui nous permettra d’identifier certaines
matrices qui sont probablement de rang de´ficient. A partir de la connaissance de ces matrices, nous
serons en mesure d’estimer le nombre de sorties du codeur et la probabilite´ d’erreur du canal. Nous
pourrons par la suite estimer une base du code dual, soit un ensemble de relations de parite´ et en
de´duire les parame`tres du code et une matrice ge´ne´ratrice. Avant de pre´senter notre algorithme
de reconnaissance, nous pre´senterons tout d’abord quelques de´finitions ne´cessaires pour sa bonne
compre´hension.
2.3.2 Principe de notre me´thode de reconnaissance aveugle
Pour un train binaire non entache´ d’erreurs, le calcul du rang des matrices construites avec ces
donne´es nous a permis d’identifier les parame`tres du code convolutif. Or, en pre´sence d’erreurs,
cette me´thode deviendra tre`s vite inefficace. En effet, les chutes de rang des matrices de taille
l = α.n ≥ na correspondent aux nombres de colonnes de´pendantes. Or, les erreurs ge´ne´re´es par
le canal vont perturber certains bits, donc la de´pendance entre les colonnes. Ainsi, la plupart des
matrices seront de rang plein. Dans [SH05a], il a e´te´ propose´ une me´thode, dans le cas d’un train
binaire code´ par un code en bloc et entrelace´, permettant de pallier ce proble`me. Le principe
de cette me´thode est de ne plus rechercher les colonnes de´pendantes mais les colonnes qui sont
“presque de´pendantes”. Nous allons utiliser ce meˆme principe afin de rechercher les matrices qui
sont probablement de rang de´ficient.
Nous noterons R˜l, les matrices de taille M × l construites avec les mots rec¸u y. Le parame`tre
M sera fixe et l variera de 1 a` lmax. Nous chercherons dans les matrices R˜l le nombre de colonnes
“presque de´pendantes”, afin de de´terminer si la matrice est de rang de´ficient ou non. Pour cela, on
triangularise la matrice R˜l a` l’aide du pivot de Gauss adapte´ a` GF (2) :
Al.R˜l.Bl = Tl (2.85)
ou` Al et Bl sont des matrices de taille M ×M et l × l respectivement. Les permutations sur les
lignes re´alise´es durant le pivot de Gauss sont repre´sente´es dans Al, les permutations et additions
de colonnes sont repre´sente´es dans Bl et la matrice Tl est une M × l matrice triangulaire infe´rieure.
Nous montrerons qu’en fonction du nombre d’e´le´ments a` “1” pre´sent dans les colonnes des matrices
Tl, il sera possible de de´terminer les matrices R˜l qui sont probablement de rang de´ficient.
2.3.2.1 La matrice triangulaire infe´rieure
La figure 2.12 repre´sente une matrice Tl qui est une matrice triangulaire infe´rieure de taille
M × l.
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0
M − l
l
l
Figure 2.12 — Matrice triangulaire infe´rieure
Le rang de la matrice R˜l correspond au nombre de colonnes inde´pendantes, soit au nombre de
“1” pre´sents sur la diagonale de sa matrice triangulaire Tl. Pour les matrices de taille l = α.n ≥ na,
nous avons montre´ qu’il existait des colonnes de´pendantes, soit des combinaisons line´aires entre
les colonnes de R˜l. Nous de´finirons une combinaison line´aire par un ensemble d’indices note´ I =
{i1, · · · , ip} tel que la somme des colonnes d’indice I de R˜l soit nulle :
r˜li1 + · · ·+ r˜lip = 0 (2.86)
ou` r˜li correspond a` la i-e`me colonne de la matrice R˜l.
En pre´sence d’erreurs de transmission, un unique bit errone´ sur les colonnes d’indice I de la
matrice R˜l implique que la combinaison line´aire entre ces colonnes n’existera plus. Nous n’allons
plus rechercher les colonnes qui satisfont l’e´quation (2.86), mais des colonnes qui sont telles que :
r˜li1 + · · ·+ r˜lip ≈ 0 (2.87)
Nous montrerons qu’en fonction du nombre d’e´le´ments a` “1” pre´sents dans les colonnes de la partie
infe´rieure de Tl, il sera possible de distinguer certaines de ces combinaisons. Par partie infe´rieure,
nous entendons les (M − l) dernie`res lignes de la matrice Tl.
Par la suite, nous de´couperons le produit Al.R˜l en deux sous-matrices. Nous noterons Rl1 les l
premie`res lignes re´sultant de ce produit et Rl2 les (M − l) dernie`res lignes, comme repre´sente´ sur la
figure 2.13.
M − l
l
l
Rl2
Rl1
Al.R˜l ⇒
Figure 2.13 — Repre´sentation du produit Al.R˜l
• Pour l 6= α.n ou l < na
Dans cette configuration, il n’existe aucune combinaison line´aire entre les colonnes de la matrice
R˜l. Cette matrice sera de rang plein et la diagonale de la matrice triangulaire Tl sera compose´e de
l e´le´ments a` “1”. Les e´le´ments se trouvant au dessus de cette diagonale seront nuls et les e´le´ments
e´tant en dessous pourront eˆtre des “1” et des “0”. La figure 2.14 repre´sente une matrice Tl dans
cette configuration.
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1
l
M − l
l
1
1/0
0
Figure 2.14 — Matrice triangulaire infe´rieure Tl pour l 6= α.n ou l < na
Notons Nl(i) une variable contenant le nombre de bit a` “1” pre´sent dans la i-e`me colonne de la
partie infe´rieure de Tl. En notant bli la i-e`me colonne de la matrice Bl, la variable Nl(i) correspond
au poids de la relation Rl2.b
l
i :
Nl(i) = w
(
Rl2.b
l
i
)
(2.88)
Dans cette configuration, nous savons que le vecteur bli n’appartient pas au code dual, donc d’apre`s
l’e´quation (2.84), le poids moyen de la relation Rl2.b
l
i sera proche de
M−l
2 . De ce fait, la variable
Nl(i) suivra une loi binomiale de parame`tres (M − l) et 1/2 que nous noterons B(M − l, 1/2).
• Pour l = α.n ≥ na
Dans ce cas, nous savons qu’il existe au moins une combinaison line´aire entre les colonnes de la
matrice R˜l. Faisons tout d’abord l’hypothe`se que le canal de transmission n’a ge´ne´re´ aucune erreur,
Pe = 0. Dans cette hypothe`se, la matrice R˜l est de rang de´ficient. Nous noterons r le rang de R˜l,
tel que r < l. Alors la diagonale de la matrice Tl sera compose´e de r e´le´ments a` “1” et de l − r
e´le´ments a` “0”. Cette matrice aura l − r colonnes nulles et r colonnes qui seront compose´es (en
dessous de la diagonale) d’e´le´ments a` “1” et “0”. La figure 2.15 repre´sente une matrice Tl dans cette
configuration.
1
1
1/0
0
0
0
l
M − l
l
l − r
Figure 2.15 — Matrice triangulaire infe´rieure Tl pour l = α.n ≥ na
La variable Nl(i) aura donc deux comportements en fonction de i. En effet, si le vecteur bli
n’appartient pas au code dual, la variable Nl(i) sera telle que :
Nl(i) = w
(
Rl2.b
l
i
)
≈ M − l
2
(2.89)
En revanche, d’apre`s l’e´quation (2.83) si le vecteur bli appartient au code dual, le poids moyen sera :
Nl(i) = w
(
Rl2.b
l
i
)
≈ (M − l).P (2.90)
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avec P qui correspond a` la probabilite´ de´finie par :
P =
1− (1− 2.Pe)w(bli)
2
(2.91)
Dans cette configuration, la variable Nl(i) suivra une loi Binomiale de parame`tres (M − l) et P :
B(M − l, P ).
En fonction du vecteur bli, la variable Nl(i) a donc deux comportements diffe´rents :
– Si bli /∈ C⊥ :
Nl(i)→ B(M − l, 12) (2.92)
– Si bli ∈ C⊥ :
Nl(i)→ B(M − l, P ) (2.93)
En de´finissant un seuil, nous serons en mesure de de´limiter les deux comportements de la variable
Nl(i) et de de´cider si le vecteur bli appartient ou non au code dual C
⊥. Nous de´finirons deux
hypothe`ses H0 et H1 telles que H0 correspond a` l’hypothe`se ou` bli appartient au code dual et H1
correspond a` l’hypothe`se ou` bli n’appartient pas au code dual.
H0 si bli ∈ C⊥ et H1 si bli /∈ C⊥
En de´finissant un seuil γ, d’apre`s les deux comportements de Nl(i), nous de´ciderons que :
si Nl(i) ≤ M−l2 .γ alors H0
si Nl(i) > M−l2 .γ alors H1
(2.94)
Afin d’optimiser les performances de notre algorithme, nous allons e´tudier le seuil γ.
2.3.2.2 E´tude du seuil de de´tection γ
Afin d’e´tudier le seuil γ, nous devrons e´tudier les lois de probabilite´ de la variable Nl(i). Nous
ferons tout d’abord un bref rappel sur la loi Binomiale.
• Loi Binomiale
Notons B(n, p) une loi Binomiale de parame`tres n et p. La variable ale´atoire X suit une loi de
probabilite´ de´finie par :
p(k) = Pr(X = k) =
(
n
k
)
pk.(1− p)n−k (2.95)
Cette loi de probabilite´ correspond a` l’expe´rience suivante :
On renouvelle n fois de manie`re inde´pendante une e´preuve de Bernoulli de parame`tre p. Une
e´preuve de Bernoulli correspond a` une expe´rience ale´atoire comportant deux issues : le succe`s de
probabilite´ p et l’e´chec de probabilite´ (1 − p). La variable ale´atoire X correspond au nombre de
succe`s a` l’issue des n e´preuves.
• Loi de probabilite´ de la variable Nl(i)
Nous avons montre´ que la variable Nl(i) avait deux comportements diffe´rents en fonction du vecteur
bli. Nous allons e´tudier le comportement de cette variable en fonction des deux hypothe`ses H0 et
H1.
Section 2.3 : Reconnaissance aveugle d’un code convolutif dans le cas bruite´ 67
Hypothe`se H0 :
Sous cette hypothe`se, nous savons que la variable Nl(i) suit une loi Binomiale B(M − l, P ).
Donc, la probabilite´ pour que la variable Nl(i) soit infe´rieure ou e´gale a` M−l2 .γ est :
Pr
(
Nl(i) ≤ M − l2 .γ|H0
)
=
bM−l2 c.γ∑
j=0
(
M − l
j
)
.P j .(1− P )M−l−j (2.96)
Hypothe`se H1 :
Dans ce cas, la variable Nl(i) suit une loi Binomiale B(M − l, 1/2). La probabilite´ pour que la
variable Nl(i) soit supe´rieure a` M−l2 .γ est :
Pr
(
Nl(i) >
M − l
2
.γ|H1
)
=
M−l∑
j=bM−l2 c.γ+1
(
M − l
j
)
.
1
2
M−l
(2.97)
D’apre`s ces diffe´rentes probabilite´s nous allons chercher a` calculer le seuil γ optimal dans le sens
ou` il minimisera les probabilite´s de non de´tection.
• Le seuil optimal :
Notons Pfa la probabilite´ de fausse alarme qui correspond a` la probabilite´ de de´cider que bli ∈ C⊥
alors qu’en re´alite´ bli /∈ C⊥. Cette probabilite´ correspond a` :
Pfa = Pr
(
Nl(i) ≤ M − l2 .γ|H1
)
=
bM−l2 c.γ∑
j=0
(
M − l
j
)
.
1
2
M−l
(2.98)
Nous noterons Pnd la probabilite´ de non de´tection qui correspond au cas ou` l’on de´cide que bli /∈ C⊥
alors que bli ∈ C⊥. Cette probabilite´ est de´finie par :
Pnd = Pr
(
Nl(i) >
M − l
2
.γ|H0
)
=
M−l∑
j=bM−l2 c.γ+1
(
M − l
j
)
.P j .(1− P )M−l−j (2.99)
La probabilite´ de de´tection, note´e Pdet, est telle que :
Pdet = 1− Pnd = Pr
(
Nl(i) ≤ M − l2 .γ|H0
)
=
bM−l2 c.γ∑
j=0
(
M − l
j
)
.P j .(1− P )M−l−j (2.100)
En prenant comme crite`re a` minimiser la somme de la probabilite´ de fausse alarme et la probabilite´
de non de´tection, le seuil optimal γopt est de´finie par :
γopt = argmin
γ
(Pnd + Pfa) = argmin
γ
(1− Pdet + Pfa)
= argmin
γ
1 + b
M−l
2 c.γ∑
j=0
(
M − l
j
)[
2l−M − P j .(1− P )M−l−j
] (2.101)
Nous remarquons que ce seuil optimal de´pend des parame`tresM , l et P . Or, dans un contexte non-
coope´ratif, le parame`tre P , qui de´pend du poids de Hamming du vecteur bli et de la probabilite´
d’erreur du canal, Pe, est inconnu. Il est donc impossible, au de´but de notre algorithme de calculer
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ce seuil optimal. Par conse´quent, nous devrons, dans un premier temps, fixer un seuil de de´part.
• Le choix du seuil de de´part :
Dans [SH05b] (algorithme de´veloppe´ pour les codes en blocs), il a e´te´ propose´ de fixer un seuil de
de´part a` 0.6. Nous montrerons que dans notre contexte, en fonction des parame`tres des codes, le
choix de ce seuil de de´part semble e´galement judicieux. D’apre`s (2.101), le seuil optimal de´pend
des parame`tres M , l et P , avec le parame`tre P qui est de´fini par :
P =
1− (1− 2.Pe)w(h)
2
(2.102)
Nous allons voir l’influence que ces diffe´rents parame`tres ont sur la valeur du seuil qui permettra
d’obtenir une probabilite´ de non de´tection nulle.
Regardons tout d’abord l’impact de la probabilite´ d’erreur du canal sur la valeur du seuil γ
optimal. Nous fixerons le poids de Hamming de la relation h a` 10 et le parame`tre l a` 14. Nous
avons repre´sente´ sur les figures 2.16(a) et 2.16(b) l’e´volution de la probabilite´ de non de´tection en
fonction du seuil optimal pour diffe´rentes probabilite´ d’erreur du canal.
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Figure 2.16 — Seuil de de´tection γ en fonction de Pe
Pour obtenir la figure 2.16(a), nous avons fixe´ la valeur de M a` 200 et nous l’avons mise a` 400
pour la figure 2.16(b). Tout d’abord, nous pouvons noter que la valeur deM a peu d’influence sur le
choix du seuil. En effet, nous remarquons quasiment le meˆme comportement sur les deux courbes.
En revanche, la probabilite´ d’erreur est un facteur important dans le choix du seuil. L’objectif e´tant
d’obtenir Pnd#0, nous notons que, plus Pe sera e´leve´, plus l’intervalle du seuil permettant d’avoir
Pnd#0 sera faible. En effet, pour Pe ≤ 0.01, un seuil compris entre 0.3 et 0.8 permet de garantir une
probabilite´ de non de´tection quasi-nulle. En revanche pour Pe ≥ 0.03, cet intervalle se re´duit a` des
valeurs comprises entre 0.6 et 0.8. De ce fait, en fixant un seuil de de´part a` 0.6, nous remarquons
que pour des probabilite´s d’erreur du canal infe´rieures a` 0.03 nous serons en mesure de de´tecter
quelques relations de parite´ du code.
Pour une probabilite´ d’erreur Pe fixe´ a` 0.01 et a` 0.02, nous avons repre´sente´ sur les figures 2.17(a)
et 2.17(b) l’e´volution de la probabilite´ de non de´tection en fonction du seuil, pour diffe´rents poids
de la relation h (ici l = 50 et M = 200).
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(b) Pnd = f(γ,w(h)) pour Pe = 0.02
Figure 2.17 — Seuil de de´tection γ en fonction de w(h)
Nous remarquons sur ces deux figures que le poids de Hamming du vecteur h est e´galement
un facteur important. En effet, plus ce poids sera grand, plus il sera difficile de de´tecter cette
relation de parite´. Prenons l’exemple d’une relation de parite´ de poids de Hamming e´gal a` 40.
Nous pouvons voir que pour Pe = 0.01, le seuil devra eˆtre compris entre 0.7 et 0.8 pour obtenir
Pnd#0. Et pour Pe = 0.02, il sera impossible de trouver un seuil qui garantira une probabilite´
de non de´tection quasi-nulle. Mais, l’objectif de notre algorithme de reconnaissance est d’identifier
les parame`tres et une matrice ge´ne´ratrice du code. Or, nous avons montre´ que pour identifier une
matrice ge´ne´ratrice, les relations de parite´ utiles correspondaient aux relations de parite´ de plus
petit degre´. Par conse´quent, parmi l’ensemble des relations de parite´ d’un code nous chercherons
les relations de parite´ qui sont de poids faible. Ainsi, un seuil de de´part fixe´ a` 0.6, nous permettra
tout de meˆme d’identifier les relations de parite´ de petit poids du code, meˆme pour des probabilite´s
d’erreur de canal allant jusqu’a` 0.02.
Compte-tenu des parame`tres du canal de transmission et des codes convolutifs, le choix de fixer
un seuil de de´part a` 0.6 au de´but semble eˆtre un bon compromis. En effet, avec un seuil moins e´leve´
le risque serait de ne de´tecter aucune des relations line´aires si elles sont de poids e´leve´es ou si la
probabilite´ d’erreur du canal est e´leve´e. Et en choisissant un seuil trop e´leve´, nous risquerions de
de´tecter des relations line´aires qui n’appartiennent pas au code dual.
2.3.3 Algorithme de reconnaissance
D’apre`s les diffe´rentes proprie´te´s que nous venons d’e´noncer, nous allons pouvoir de´velopper
notre algorithme de reconnaissance aveugle. Nous allons de´couper cet algorithme en trois parties :
1. Estimation du nombre de sorties n et de la probabilite´ d’erreur du canal Pe
2. Estimation d’une base du code dual
3. Estimation des parame`tres k et K et d’une matrice ge´ne´ratrice du code
2.3.3.1 Estimation de n et Pe
Nous savons que la taille des mots de code correspond a` la diffe´rence entre la taille de deux
matrices de rang de´ficient conse´cutives. En pre´sence d’erreurs de transmission, nous n’allons pas
calculer le rang des matrices mais re´aliser une triangularisation afin de de´terminer le nombre de
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colonnes de chaque matrice R˜l qui sont probablement de´pendantes :
Tl = Al.R˜l.Bl (2.103)
Nous noterons Q(l) le nombre de colonnes probablement de´pendantes pour chaque matrice R˜l tel
que :
Q(l) = Card
{
i ∈ {1, · · · , l}|Nl(i) ≤ M − l2 .γ
}
(2.104)
Nous avons vu pre´ce´demment que la variableNl(i) = w
(
Rl2.b
l
i
)
avait deux comportements diffe´rents
en fonction de l et que d’apre`s les diffe´rentes proprie´te´s e´nonce´es plus haut, le seuil γ fixe´ a` 0.6,
devrait nous permettre de de´limiter les deux comportements de la variable Nl(i). En effet, si toute
les colonnes de Bl sont inde´pendantes alors la variable Q(l) sera nulle. En revanche, si des colonnes
de´pendantes sont de´tecte´es alors Q(l) sera non-nulle.
En pre´sence d’erreurs, il existera des matrices de taille l = α.n ou aucune colonne de´pendante
ne sera de´tecte´e, par conse´quent la variable Q(l) sera nulle. De plus, pour des matrices de taille
l 6= α.n, il est possible que notre algorithme de´tecte des colonnes de´pendantes, ce qui signifie que
la variable Q(l) sera non nulle. Par conse´quent, nous ne pourrons pas identifier la taille des mots
de code en prenant simplement la distance entre deux pics de Q(l) non-nulle. Nous noterons I
l’ensemble des valeurs de l qui correspondent a` :
I = {l = 1, · · · , lmax|Q(l) 6= 0} (2.105)
Afin d’obtenir la meilleure estimation de la taille des mots de code, nous chercherons la distance
dont l’occurrence est la plus e´leve´e dans l’ensemble I. Pour cela, nous de´finirons les fonctions diff(x)
et mode(x).
• Fonction diff(x) :
Si x est un vecteur de taille (m+ 1), x = (x(0) x(1) · · · x(m)), alors diff(x) est un vecteur de
taille m qui correspond a` la diffe´rence entre deux e´le´ments conse´cutifs :
diff(x) =
(
x(1)− x(0) x(2)− x(1) · · · x(m)− x(m− 1)) (2.106)
• Fonction mode(x) :
L’ope´ration mode(x) permet d’obtenir la valeur qui a la plus grande occurrence dans le vecteur
x.
De ce fait, la taille des mots de code estime´e, note´e nˆ, sera telle que :
nˆ = mode(diff(I)) (2.107)
L’algorithme 1 repre´sente les diffe´rentes e´tapes re´alise´es afin d’obtenir une premie`re estimation de
nˆ et la taille de quelques matrices qui sont probablement de rang de´ficient.
Exemple 2.32.
Prenons l’exemple du code C(2, 1, 7) de matrice ge´ne´ratrice G =
(
133 171
)
.
Sur la figure 2.18(a), nous avons repre´sente´ la de´ficience de rang des matrices Rl lorsque la
probabilite´ d’erreur du canal Pe = 0. Afin d’obtenir ces de´ficiences de rang, nous avons utilise´
l’algorithme 1 avec un seuil γ fixe´ a` 0. Sur la figure 2.18(b), nous avons repre´sente´ pour diffe´rentes
valeurs de l, le nombre de colonnes de´pendantes qui ont e´te´ de´tecte´es lorsque Pe = 0.02 et en
fixant un seuil γ a` 0.6.
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Algorithme 1 : Recherche de matrices de rang probablement de´ficient
Entre´es : la trame rec¸ue y, la valeur de lmax et M et le seuil γ fixe´ a` 0.6
Sorties : la taille des mots de code : nˆ
pour l = 2 a` lmax faire
Construire R˜l de taille M × l avec y;
Triangulariser R˜l => Tl = Al.R˜l.Bl;
pour i = 1 a` l faire
Calculer : Nl(i) = w(Rl2.b
l
i);
si Nl(i) ≤ M−l2 .γ alors
Q(l) = Q(l) + 1;
fin
fin
fin
I = {l = 1, · · · , lmax|Q(l) 6= 0};
nˆ = mode(diff(I));
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(b) De´ficience de rang du C(2, 1, 7) code avec Pe = 0.02
Figure 2.18 — De´ficiences de rang du C(2, 1, 7) code pour Pe = 0 et Pe = 0.02
Nous pouvons ve´rifier que pour Pe = 0, les matrices de taille l = α.n ≥ na pre´sentent une
de´ficience de rang puisque Q(l) 6= 0. En revanche, pour Pe = 0.02, nous pouvons voir que tre`s peu
de colonnes de´pendantes ont e´te´ de´tecte´es. Pour cette probabilite´ d’erreur du canal, nous avons
re´capitule´ dans le tableau 2.2, les tailles des matrices pour lesquelles des colonnes de´pendantes
ont e´te´ de´tecte´es (soit l’ensemble I de´fini a` l’e´quation (2.105)) ainsi que le nombre de ces colonnes
(soit la variable Q(l) de´finie a` l’e´quation (2.104)).
I => l 22 26 28 30 32 36 38 42 44 46 52 56 60 66 84 86 90 92 100
Q(l) 2 1 1 1 1 2 1 1 1 1 1 2 1 1 2 1 4 2 1
diff(I) 4 2 2 2 4 2 4 2 2 6 4 4 6 18 2 4 2 8
Tableau 2.2 — De´ficiences de rang de´tecte´es du C(2, 1, 7) code pour Pe = 0.02
D’apre`s ces valeurs et l’e´quation (2.107), d’apre`s l’algorithme 1, nous obtiendrons une premie`re
estimation de nˆ : nˆ = 2.
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Ce premier algorithme nous a permis de re´aliser une premie`re estimation de la taille des mots
de code. Nous pouvons dans un premier temps, supprimer les valeurs de l’ensemble I qui ne sont
pas multiple de nˆ. Nous noterons I l’ensemble de´fini par :
I = {l = 1, · · · , lmax|Q(l) 6= 0 ∩ l = α.nˆ} (2.108)
Dans le but d’obtenir une meilleure estimation des tailles des matrices de rang de´ficient, nous
avons vu pre´ce´demment qu’il e´tait ne´cessaire de calculer le seuil γ optimal (2.101) qui de´pend de
la probabilite´ P . D’apre`s (2.89), nous savons que la variable Nl(i) est telle que :
Nl(i) ≈ (M − l).P, ∀Nl(i) ≤ M − l2 .γ (2.109)
Connaissant la variable Nl(i), il nous sera possible d’estimer la probabilite´ P . En revanche, lors de
l’e´tude du seuil, nous avons montre´ qu’il e´tait plus difficile de de´tecter les relations de parite´ du
code qui e´taient de poids fort. Par conse´quent, il est plus judicieux, pour estimer la probabilite´ P et
le seuil optimal, d’utiliser les variables Nl(i) qui ont e´te´ obtenues avec des vecteurs bli qui sont de
poids faible. Nous noterons s, la taille de la premie`re matrice qui pre´sente une variable Q(l) nulle
et J l’ensemble des colonnes de´pendantes qui ont e´te´ de´tecte´es :
J =
{
i = 1, · · · , s|Ns(i) ≤ M − s2 .γ
}
(2.110)
Dans cette configuration, la probabilite´ P estime´e est telle que :
Pˆ =
1
Q(s)
∑
i∈J
(
Ns(i)
M − s
)
(2.111)
Une fois cette probabilite´ estime´e, nous serons en mesure, d’apre`s l’e´quation (2.101) d’estimer
le seuil optimal, γopt. Avec ce seuil, nous pourrons affiner notre recherche sur les matrices qui sont
probablement de rang de´ficient. En effet, les variables Nl(i) ayant e´te´ sauvegarde´es, nous pourrons
effectuer une recherche et de´limiter les deux comportements de Nl(i) avec le seuil optimal.
Q(l) = Card
{
i ∈ {1, · · · , l}|Nl(i) ≤ M − l2 .γopt
}
(2.112)
Ces diffe´rentes e´tapes qui sont repre´sente´es dans l’algorithme 2 permettent en sortie de refaire
une estimation de la taille des mots de code en prenant les valeurs de Q(l) obtenues avec le seuil
γopt.
La taille des mots de code et la probabilite´ Pˆ e´tant connues, nous pourrons d’apre`s l’e´qua-
tion 2.102 estimer la probabilite´ d’erreur du canal. Cette probabilite´ d’erreur de´pend e´galement des
poids de Hamming des vecteur bli. Par conse´quent, nous utiliserons e´galement les relations b
l
i qui
sont de poids faible. Nous noterons s la taille de la premie`re matrice qui pre´sente une variable Q(l)
nulle. Alors, la probabilite´ d’erreur du canal estime´e, note´e Pˆe, est :
Pˆe =
1
Q(s)
∑
i∈J
(
0.5− 0.5 exp
(
log(1− 2.Pˆ )
w(bsi )
))
(2.113)
avec J qui est l’ensemble de´fini par :
J =
{
i = 1, · · · , s|Ns(i) ≤ M − s2 .γopt
}
(2.114)
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Algorithme 2 : Estimation de nˆ, γopt et Pˆe
Entre´es : Nl(i), I
Sorties : la taille des mots de code nˆ, le seuil optimal γopt et la probabilite´ d’erreur du
canal Pˆe
Calculer Pˆ (2.111);
Calculer γopt (2.101);
pour l = 2 a` lmax faire
pour i = 1 a` l faire
si Nl(i) ≤ M−l2 .γ alors
Q(l) = Q(l) + 1;
fin
fin
fin
I = {l = 1, · · · , lmax|Q(l) 6= 0};
nˆ = mode(diff(I));
Calculer Pˆe (2.113);
A partir de la connaissance de la probabilite´ d’erreur du canal Pˆe et de la taille des mots de
code nˆ, nous pourrons nous inte´resser a` l’estimation d’une base du code dual afin d’en de´duire la
relation de parite´ de plus petit degre´.
2.3.3.2 Estimation d’une base du code dual
Dans cette partie, nous mettrons en place un algorithme qui nous permettra de construire une
base du code dual, soit un ensemble de relations de parite´ du code. Nous avons montre´ que la
variable Nl(i) suivait deux lois diffe´rentes selon que le vecteur candidat bli appartenait ou non au
code dual. D’apre`s les diffe´rentes de´finitions que nous avons vu, nous de´ciderons que :
bli ∈ C⊥ si Nl(i) ≤ M−l2 .γopt
bli /∈ C⊥ si Nl(i) > M−l2 .γopt
(2.115)
Nous avons montre´ pre´ce´demment que le seuil optimal variait en fonction du poids de Hamming de
bli, donc pour chaque vecteur candidat nous calculerons le seuil optimal qui lui correspond. Connais-
sant la probabilite´ d’erreur du canal, Pˆe, nous serons en mesure pour chaque vecteur candidat de
calculer la probabilite´ Pˆ qui lui est associe´e (2.102) :
Pˆ = 1− 1 + (1− 2.Pˆe)
w(bli)
2
(2.116)
et d’en de´duire le seuil optimal γopt. En sortie de cet algorithme 3, nous obtiendrons un ensemble,
note´ D, de relations de parite´ du code.
Afin d’estimer une matrice ge´ne´ratrice du code, ainsi que le nombre d’entre´es et la me´moire
du code, nous devons identifier parmi l’ensemble D la relation de parite´ de plus petit degre´. Nous
noterons hˆ cette relation de parite´ et nˆa sa taille.
2.3.3.3 Estimation des parame`tres k, K et d’une matrice ge´ne´ratrice
Dans un contexte non bruite´, la taille de la relation de parite´ de plus petit degre´ correspond a`
la taille de la premie`re matrice de rang de´ficient. Nous avons vu que cette valeur, note´e na, e´tait
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Algorithme 3 : Estimation d’une base du code dual
Entre´es : la se´quence d’entre´e y, nˆ, Pˆe et I
Sorties : une base du code dual : D
pour l ∈ I faire
Construire R˜l de taille M × l avec y;
Triangulariser R˜l => Tl = Al.R˜l.Bl;
pour i = 1 a` l faire
Pˆ = 1− 1+(1−2.Pˆe)w(b
l
i)
2 ;
Calculer γopt (2.101);
si Nl(i) ≤ M−l2 .γopt alors
D ←− D ∪ {bli};
fin
fin
fin
telle que :
na = n.
⌊
µ⊥
n− k + 1
⌋
(2.117)
et le rang de la matrice de taille na est de´fini par :
rg(Rna) = na −Q(na) = na.
k
n
+ µ⊥ (2.118)
Nous savons e´galement que le nombre d’entre´es d’un codeur, k, est compris entre 1 et n− 1 et que
la de´ficience de rang de la matrice de taille na, Q(na), est comprise entre 1 et n−k. Par conse´quent,
en connaissant les valeurs de nˆ et nˆa, nous serons en mesure de faire diffe´rentes hypothe`ses sur les
valeurs de µˆ⊥ et kˆ possibles, voir algorithme 4. Dans l’algorithme 4, µˆ⊥, kˆ et µˆ sont des vecteurs
Algorithme 4 : Estimation de kˆ et µˆ⊥
Entre´es : nˆ et nˆa
Sorties : kˆ, µˆ⊥ et µˆ
pour k = 1 a` nˆ− 1 faire
pour Q = 1 a` n− k faire
µˆ⊥ =
[
µˆ⊥ nˆa(1− knˆ)−Q
]
;
kˆ =
[
kˆ k
]
;
µˆ =
[
µˆ
⌈
µˆ⊥
kˆ
⌉]
;
fin
fin
ou un e´le´ment est ajoute´ a` chaque nouvelle valeur de k et Q.
D’apre`s la section 2.2.5, afin d’estimer une matrice ge´ne´ratrice du code, nous avons besoin de
connaˆıtre les (n−k) relations de parite´ du code. Ainsi, pour chaque couple (kˆ, µˆ), nous chercherons
(nˆ− kˆ) relations de parite´ qui permettent d’obtenir une matrice ge´ne´ratrice d’un code optimal. Si
pour un couple donne´, nous obtenons l’ensemble de ces parame`tres alors nous pourrons sortir de
l’algorithme. En revanche, si en sortie nous n’obtenons pas les parame`tres d’un code optimal, alors
nous testerons les couples suivants. Nous savons qu’en pratique, la plupart des codes convolutifs
optimaux utilise´s sont de rendement 1/n ou (n− 1)/n. De ce fait, nous pourrons tester en priorite´
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les couples tels que kˆ = 1 et kˆ = nˆ− 1.
Code de rendement (n− 1)/n
Lors d’une transmission sans bruit, nous avons montre´ que la relation de parite´ du code qui
e´tait utile afin d’identifier une matrice ge´ne´ratrice du code correspondait a` la relation de parite´ du
code de degre´ n.(µ⊥+1). Cette relation de parite´ correspond a` la relation hˆ estime´e pre´ce´demment.
Par conse´quent, afin d’estimer une matrice ge´ne´ratrice du code, il suffit d’appliquer l’algorithme
pre´sente´ en section 2.2.5.
Code de rendement k/n
Nous avons montre´ pre´ce´demment que pour identifier une matrice ge´ne´ratrice du code, nous
devions connaˆıtre les (n − k) relations de parite´ de degre´ (k + 1).(µ⊥ + 1). Afin d’identifier ces
(n− k) relations, nous avions se´pare´ les sorties du codeur afin de construire (n− k) syste`mes. Nous
appliquerons, dans ce contexte bruite´, le meˆme principe afin d’identifier les (nˆ − kˆ) relations de
parite´ du code. Nous noterons xs un vecteur de´finie par :
xs =
(
y1(t) · · · ykˆ(t) ykˆ+s(t) y1(t+ 1) · · · ykˆ(t+ 1) ykˆ+s(t+ 1) · · ·
)
, ∀s = 1, · · · , nˆ− kˆ
(2.119)
Pour ces (nˆ− kˆ) vecteurs, nous allons construire les matrices R˜sl , de la meˆme fac¸on que les matrices
R˜l e´taient construites avec le vecteur y. Puis, pour chacune de ces matrices, nous chercherons une
relation line´aire qui sera de degre´ (kˆ+1).(µˆ⊥+1). En sortie de cet algorithme 5, nous obtiendrons
les (nˆ− kˆ) relations de parite´ du code que nous noterons hˆs.
Algorithme 5 : Estimation des (nˆ− kˆ) relations de parite´
Entre´es : la se´quence d’entre´e y, nˆ, kˆ, µˆ⊥, Pˆe
Sorties : les (nˆ− kˆ) relations de parite´ hˆs
pour s = 1 a` (nˆ− kˆ) faire
xs =
(
y1(t) · · · ykˆ(t) ykˆ+s(t) y1(t+ 1) · · · ykˆ(t+ 1) ykˆ+s(t+ 1) · · ·
)
;
pour l = (kˆ + 1).(µˆ⊥ + 1) a` lmax faire
Construire R˜sl de taille M × l avec xs;
Triangulariser R˜sl => Tl = Al.R˜l.Bl;
pour i = 1 a` l faire
Pˆ = 1− 1+(1−2.Pˆe)w(b
l
i)
2 ;
Calculer le seuil optimal ;
si Nl(i) ≤ M−l2 .γopt alors
si degbli = (kˆ + 1).(µˆ⊥ + 1) alors
hˆs = bli;
fin
fin
fin
fin
fin
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Estimation d’une matrice ge´ne´ratrice
Lors d’une transmission sans bruit, nous avons mis en place un algorithme qui permettait a`
partir de la connaissance des parame`tres d’un code et des (n−k) relations de parite´ hs, d’identifier
une matrice ge´ne´ratrice. Cet algorithme pre´sente´ en section 2.2.5 permet d’identifier une (ou un
ensemble) de matrice(s) ge´ne´ratrice(s) en construisant les (n− k) matrices D(s) compose´es des bits
des relations de parite´ hs et en re´solvant les (n− k) syste`mes suivant :
D(s).
[
gi,1 · · · gi,k gi,k+s
]T
, ∀s = 1, · · · , n− k (2.120)
Par conse´quent, l’identification des matrices ge´ne´ratrices ne de´pend plus des mots de code. En effet,
elle de´pend uniquement des parame`tres et des relations de parite´ identifie´s. Par conse´quent, dans
notre contexte bruite´, nous utiliserons cette meˆme me´thode afin d’estimer une matrice ge´ne´ratrice
du code.
Au final, si il n’y a eu aucune erreur sur l’estimation des parame`tres pre´ce´dents, nous obtiendrons
en sortie une matrice ge´ne´ratrice du code. En revanche, si une ou plusieurs erreurs ont e´te´ faites
lors de l’estimation des parame`tres, nous serons face a` deux situation possibles. En effet, soit les
parame`tres estime´s permettent d’identifier une matrice ge´ne´ratrice d’un code optimal mais qui ne
correspond pas au code utilise´ au de´part, soit l’algorithme n’est pas capable, avec ces parame`tres,
d’identifier une matrice ge´ne´ratrice d’un code optimal.
Cet algorithme d’identification aveugle a pour objectif, a` partir de la seule connaissance d’un
train binaire code´ et bruite´, de reconnaˆıtre l’ensemble des parame`tres et une matrice ge´ne´ratrice
d’un code convolutif optimal. Il existe deux situations possibles en sortie de cet algorithme :
1. Un code optimal a e´te´ identifie´
2. Aucun code optimal n’a e´te´ identifie´
Dans cette deuxie`me situation, il est possible d’augmenter la probabilite´ de de´tecter un code opti-
mal en re´alisant une nouvelle ite´ration de l’algorithme. Pour chaque ite´ration, les meˆmes donne´es
y seront utilise´es mais nous re´aliserons une permutation sur les lignes des matrices R˜l. Cette per-
mutation va permettre de cre´er une nouvelle re´alisation virtuelle des donne´es sans ne´cessiter de
nouvelle donne´es. Durant la triangularisation a` l’aide du pivot de Gauss, si les pivots sont errone´s,
ces erreurs vont eˆtre propager dans la matrice Tl. De ce fait, en re´alisant une permutation sur les
lignes, nous augmentons la probabilite´ d’obtenir des pivots non-errone´s.
2.4 Analyse de l’algorithme
Dans cette partie, nous proposerons une analyse des performances de l’algorithme de reconnais-
sance aveugle pre´sente´ pre´ce´demment. Notre algorithme de reconnaissance aveugle a pour objectif
final d’identifier l’ensemble des parame`tres et une matrice ge´ne´ratrice d’un code convolutif. Par
conse´quent, les performances de notre algorithme seront e´value´es en terme de probabilite´ de de´tec-
tion, note´ Pdet. Dans notre contexte, la de´tection inclut l’identification comple`te du code convolutif.
Rappelons tout d’abord les diffe´rentes hypothe`ses qui ont e´te´ faites lors de la conception de cet
algorithme :
– Les codes convolutifs identifie´s sont des codes optimaux
– Le train binaire rec¸ue est synchronise´e
– Le canal de transmission est un BSC
– Le train binaire rec¸ue est compose´e d’au minimum lmax.M bits
L’un des parame`tres important dans notre algorithme de reconnaissance est le nombre de bits
ne´cessaire pour identifier un code. En effet, il est important de montrer que cet algorithme pourrait
eˆtre adapte´ dans un contexte re´el. Il est donc ne´cessaire de tenir compte des de´bits propose´s par les
standards actuels et futurs. Prenons l’exemple de l’UMTS (Universal Mobile Telecommunications
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System) [3GP05b] qui offre actuellement un de´bit de l’ordre des 2Mbps. En fixant les parame`tres
lmax = 100 et M = 200, notre algorithme ne´cessitera un train binaire de 20000 bits. Avec un
de´bit de 2Mbps, cette trame serait obtenue en a` peine 10ms. De plus, les de´bits sont amene´s a` eˆtre
augmente´s, par conse´quent notre algorithme pourrait effectivement eˆtre adapte´ dans un contexte
re´el. Pour chaque simulation, 1000 tirages de Monte-Carlo ont e´te´ re´alise´s, ou` pour chaque essai la
se´quence des mots d’information et les erreurs ont e´te´ tire´es ale´atoirement. Notre algorithme e´tant
un algorithme ite´ratif, nous e´tudierons dans un premier temps l’influence de ces ite´rations sur les
performances globales de notre algorithme.
Nous proposons de re´aliser ces diffe´rentes e´tudes sur trois codes convolutifs :
– Le C(2, 1, 7) code de matrice ge´ne´ratrice :
G =
[
133 171
]
(2.121)
– Le C(3, 1, 4) code de matrice ge´ne´ratrice :
G =
[
13 15 17
]
(2.122)
– Le C(3, 2, 3) code de matrice ge´ne´ratrice :
G =
[
7 4 1
2 5 7
]
(2.123)
2.4.1 Le gain apporte´ par notre algorithme ite´ratif
Le nombre d’ite´rations nous permettra de trouver un compromis entre les performances de de´-
tection et le temps de calcul introduit au niveau du re´cepteur par cet algorithme. E´tant donne´ le
choix que nous avons fait de ne prendre en compte qu’une quantite´ relativement faible de donne´es
rec¸ues (20000 bits) pour des raisons d’imple´mentation ope´rationnelle, le nombre d’ite´rations sera
the´oriquement limite´ afin de garantir une inde´pendance statistique durant le processus de triangu-
larisation par la me´thode du pivot de Gauss. Afin de de´limiter le nombre d’ite´rations ne´cessaires
pour atteindre une probabilite´ de de´tection optimale, nous fixerons le nombre d’ite´rations maxi-
mum a` 50. Dans le but d’e´valuer ce nombre d’ite´rations, nous noterons λx→y, le gain obtenu entre
l’ite´ration x et y, tel que :
λx→y =
Pdet(y)−Pdet(x)
Pdet(x) (2.124)
ou` Pdet(i) est la probabilite´ de de´tecter le bon code a` la i-e`me ite´ration. Nous exprimerons ce gain
en pourcentage.
– Le C(2, 1, 7) code convolutif
Nous avons repre´sente´ sur la figure 2.19 la probabilite´ de de´tection, Pdet, obtenue en fonction de la
probabilite´ d’erreur du canal, Pe, pour les ite´rations 1, 5 et 10. Pour ce code, nous pouvons remarquer
que de`s la 5-ie`me ite´ration, les performances optimales de notre algorithme sont quasiment atteintes.
En effet, le gain entre la 5-ie`me et la 50-ie`me ite´ration est proche de 0. En revanche, le gain entre
l’ite´ration 1 et 5, repre´sente´ dans le tableau 2.3, est tre`s important. En effet, pour Pe = 0.03, λ1→5
est proche de 112%. Pour cette probabilite´ d’erreur du canal, apre`s 1 ite´ration Pdet est proche de
0.4 et nous passons a` 0.8 apre`s 5 ite´rations.
Tableau 2.3 — Gain de de´tection pour le C(2, 1, 7) code
Pe 0.01 0.02 0.03
C(2, 1, 7) : λ1→5 (%) 0.1% 13% 112%
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Figure 2.19 — C(2, 1, 7) : Probabilite´ de de´tection en fonction de Pe
– Le C(3, 2, 3) code convolutif
Pour ce code, la probabilite´ de de´tection en fonction de la probabilite´ d’erreur du canal est re-
pre´sente´e sur la figure 2.20 pour 1, 10 et 50 ite´rations. Nous constatons que pour ce code, il est
ne´cessaire de re´aliser 10 ite´rations afin d’atteindre les performances optimales. Le gain, repre´sente´
dans le tableau 2.4, entre l’ite´ration 10 et 50 est proche de 0. Comme pour le C(2, 1, 7) code, pour
Pe supe´rieur a` 0.02 les performances sont largement ame´liore´es par ces ite´rations. En effet, le gain
entre l’ite´ration 1 et 10 pour Pe = 0.02 est proche des 150%.
Tableau 2.4 — Gain de de´tection pour le C(3, 2, 3) code
Pe 0.01 0.02 0.03
C(3, 2, 3) : λ1→5 (%) 1% 150% 315%
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Pe
Pr
ob
ab
ili
té
s d
e 
dé
te
ct
io
n
 
 
Itération 1
Itération 10
Itération 50
Figure 2.20 — C(3, 2, 3) : Probabilite´ de de´tection en fonction de Pe
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– Le C(3, 1, 4) code convolutif
Pour ce code, la probabilite´ de de´tection en fonction de la probabilite´ d’erreur du canal est repre´-
sente´e sur la figure 2.21 pour 1, 10 et 50 ite´rations. Pour ce code, nous remarquons que le gain
apporte´ par les ite´rations est quasiment nul. En effet, de`s la premie`re ite´ration les probabilite´s de
de´tection maximales sont obtenues. Pour un code de rendement k/n, avec k < n − 1, lors de la
reconnaissance aveugle de la matrice ge´ne´ratrice (algorithme 5), nous re´alisons implicitement de
nouvelles ite´rations afin d’identifier les (n− k) relations de parite´. De ce fait, il ne sera pas ne´ces-
saire pour ces codes de re´aliser beaucoup d’ite´rations afin d’atteindre les performances maximales
de notre algorithme.
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Figure 2.21 — C(3, 1, 4) : Probabilite´ de de´tection en fonction de Pe
Le nombre d’ite´rations re´alise´es est un parame`tre important, en particuliers pour les codes
de rendement (n − 1)/n. En effet, les performances sont nettement ame´liore´es par ce processus
ite´ratif. En revanche, la longueur de la trame rec¸ue y e´tant faible, le nombre d’ite´rations permettant
d’ame´liorer les performances de de´tection arrive a` saturation au bout d’une dizaine d’ite´rations.
Par conse´quent, nous avons re´alise´ diffe´rents tests pour le C(2, 1, 7) code en augmentant le nombre
de donne´es rec¸ues.
Nous avons remis sur la figure 2.22(a) les probabilite´s de de´tection en fonction de Pe que nous
avons obtenu avec la me´thode initiale. En revanche, sur la figure 2.22(b) les probabilite´s de de´tection
repre´sente´es n’ont pas e´te´ obtenues avec la meˆme me´thode. Initialement, entre chaque ite´ration
l’ordre des lignes des matrices R˜l e´tait permute´ afin d’obtenir de nouveaux tirages virtuels. Or,
pour cette seconde figure, les nouveaux tirages ont e´te´ obtenus avec des nouveaux mots de code. Ce
qui implique qu’entre chaque ite´ration, une nouvelle trame de 20000 bits est rec¸ue. Nous remarquons
qu’entre ces deux me´thodes, les performances de de´tection sont similaires. Le fait de prendre un
nouveau jeu de donne´es entre chaque ite´ration ne permet pas d’ame´liorer significativement les
performances de de´tection de notre algorithme, par conse´quent la me´thode de´crite initialement
(permutation sur les lignes des matrices R˜l) est un tre`s bon compromis entre les performances de
de´tection et le nombre de donne´es ne´cessaires.
En reprenant la me´thode initiale, nous avons repre´sente´ sur les figures 2.22(c) et 2.22(d), les
probabilite´s de de´tection en fonction de Pe en augmentant la valeur de M . Pour la figure 2.22(c),
nous avons fixe´ lmax = 100 et M = 400 alors que pour la figure 2.22(d), le parame`tre M est fixe´ a`
500. Ces diffe´rentes probabilite´s de de´tection ont e´te´ trace´es pour 1, 10, 40 et 50 ite´rations. Pour
M = 400 et M = 500, il est possible de re´aliser un plus grand nombre d’ite´rations pour atteindre
les performances optimales de notre algorithme. Dans ces deux cas, les performances optimales
sont atteintes a` la 40-ie`me ite´ration (contre 5 lorsque M = 200). Nous pouvons e´galement pre´ciser
80 CHAPITRE 2 : Reconnaissance aveugle d’un code convolutif
que les performances obtenues pour M = 400 et M = 500 sont similaires. Comparons maintenant
les performances obtenues entre la figure 2.22(a) (pour M = 200) et 2.22(c) (pour M = 400).
Nous remarquons que pour des probabilite´s d’erreur du canal supe´rieur a` 0.03, les probabilite´s de
de´tection sont ame´liore´es lorsque la valeur de M croˆıt. En effet, pour Pe = 0.03, nous passons de
Pdet = 0.76 a` Pdet = 0.98 et pour Pe = 0.04, la valeur de Pdet passe de 0.37 a` 0.8. Par conse´quent,
il est possible d’ame´liorer les performances de notre algorithme en augmentant la longueur de la
trame rec¸ue. Mais, comme nous l’avons pre´cise´, il est e´galement important de tenir compte des
de´bits offerts par les standards. En fixant M = 400, il serait ne´cessaire de disposer d’une trame
de 40000 bits et en reprenant le de´bit de l’UMTS, cette trame serait obtenue en 20ms. De plus,
il est e´vident que le processus de triangularisation des matrices R˜l sera plus complexe lorsque M
augmentera. Le fait de prendre M = 200 semble eˆtre un bon compromis entre le temps de calcul
et les performances de de´tection de notre algorithme. En effet, nous montrerons par la suite que
les performances de de´tection obtenues pour M = 200 sont tre`s satisfaisantes. Un re´capitulatif
des diffe´rents gains obtenus par le processus ite´ratif de notre algorithme est repre´sente´ dans le
tableau 2.5.
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(a) Nombre d’ite´ration pour M = 200
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(b) Nombre d’ite´ration pour M = 200 et des nouveaux tirages
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(c) Nombre d’ite´ration pour M = 400
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(d) Nombre d’ite´ration pour M = 500
Figure 2.22 — Nombre d’ite´rations pour le C(2, 1, 7) code
D’apre`s les diffe´rentes performances de de´tection que nous obtenons pour les trois codes e´tudie´s,
nous remarquons que les performances de de´tection sont diffe´rentes. En effet, l’identification aveugle
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Tableau 2.5 — Gain de de´tection pour le C(2, 1, 7) code avec plusieurs valeurs de M
Pe 0.01 0.02 0.03 0.04
M = 200 : λ1→5 (%) 0.1% 13% 112% 204%
M = 200 et nouveaux tirages : λ1→5 (%) 0% 16% 105% 177%
M = 400 : λ1→40 (%) 0% 37% 196% 1101%
M = 500 : λ1→40 (%) 0% 15% 190% 1343%
du C(3, 2, 3) est plus difficile que celle du C(2, 1, 7) et du C(3, 1, 7) code. Les performances de
de´tection sont d’une part moins bonnes et il est ne´cessaire d’effectuer plus d’ite´rations pour atteindre
ces performances. Mais ceci est simplement duˆ a` la nature du code. En effet, le C(3, 2, 3) introduit
moins de redondance que les deux autres, il est donc e´vident que ce code sera plus difficile a`
identifier. Mais nous verrons e´galement que ce code offre de moins bonnes performances en terme
de correction des erreurs.
2.4.2 Les probabilite´s de de´tection
Afin d’analyser les performances de de´tection de notre algorithme, nous prendrons en conside´-
ration trois probabilite´s :
1. Probabilite´ de de´tection Pdet : la probabilite´ d’identifier le bon code
2. Probabilite´ de fausse alarme Pfa : la probabilite´ d’identifier un code optimal mais pas le bon
3. Probabilite´ de non de´tection Pnd : la probabilite´ de n’identifier aucun code
Dans le but d’e´valuer la pertinence de nos re´sultats, il est important de comparer les performances
de de´tection au pouvoir de correction des codes. Pour cela, nous noterons TEBr, le taux d’erreur
binaire re´siduel the´orique obtenu apre`s le de´codage des mots bruite´s. Le canal utilise´ pour simuler
nos erreurs de transmission e´tant un canal binaire, les seules informations sont des donne´es binaires.
De ce fait, le de´codeur de Viterbi utilise´ sera un de´codeur a` de´cision dure [JZ99]. En regardant les
standards actuels, comme l’UMTS par exemple, pour garantir une QoS en temps re´el raisonnable,
les taux d’erreur binaire re´siduels doivent eˆtre compris entre 10−3 et 10−7 en zone urbaine et entre
10−3 et 10−4 en zone rurale. Par conse´quent, nous conside´rerons ici que le TEBr est acceptable si
il est infe´rieur a` 10−5.
Nous avons repre´sente´ sur les figures 2.23, les TEBr the´oriques en fonction de la probabilite´
d’erreur du canal Pe pour les trois codes suivant : C(2, 1, 7), C(3, 2, 3) et C(3, 1, 4). Le TEBr
the´orique pour un code convolutif lors d’un de´codage a` de´cision dure est donne´ dans [JZ99] par
l’expression ci-dessous :
TEBr =
1
2
.
(
d
d/2
)
P d/2e .(1− Pe)d−d/2 +
d∑
i=d/2+1
(
d
i
)
P ie .(1− Pe)d−i (2.125)
ou` d est la distance libre du code.
En re`gle ge´ne´rale, les courbes repre´sentant les TEB sont trace´es en fonction du rapport signal a`
bruit en dB, note´ EbN0 . Avec Eb qui correspond a` l’e´nergie rec¸ue par bit etN0/2 la densite´ spectrale du
bruit Gaussien. Dans le but de pouvoir comparer les performances de de´tection de notre algorithme
avec les TEBr the´oriques des codes, nous pre´fe´rerons ici repre´senter ces courbes en fonction de la
probabilite´ d’erreur du canal Pe. Le lien entre Pe et le rapport Eb/N0 est tel que :
Pe = Q
(√
2.
Eb
N0
.
k
n
)
(2.126)
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avec :
Q(x) =
1
2
erfc
(
x√
2
)
, (2.127)
Les TEBr ont e´te´ calcule´s pour une rapport Eb/N0 variant de 1 a` 10 dB.
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Figure 2.23 — Les TEBr the´oriques
Sur les figures 2.24, les trois probabilite´s (Pdet, Pfa et Pnd) en fonction de la probabilite´ d’erreur
du canal sont repre´sente´es pour les trois codes pre´ce´dents. Nous avons e´galement de´limite´, sur
chaque figure, les zones ou` le TEBr est supe´rieur a` 10−5 de celles ou` il est infe´rieur. Pour les
trois codes e´tudie´s, nous notons que notre algorithme offre d’excellentes performances. En effet, la
probabilite´ de de´tection est proche de 1 pour les zones correspondant a` des TEBr infe´rieur a` 10−5.
Par conse´quent, nous pouvons voir qu’il n’est pas ne´cessaire de disposer de plus de donne´es afin
d’obtenir d’excellentes performances de de´tection. En effet, comme nous l’avons remarque´ avec le
C(2, 1, 7) en prenant M = 400 ou M = 500, pour des probabilite´s d’erreur du canal infe´rieures a`
0.03, les probabilite´s de de´tection e´taient proche de 1. Mais pour une telle probabilite´ d’erreur du
canal, cet unique code convolutif ne serait pas utilise´ en pratique puisque le taux d’erreur binaire
re´siduel apre`s de´codage serait proche de 10−4.
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Pour ces trois codes, nous remarquons qu’a` partir d’un certain seuil, les probabilite´s de fausse
alarme (qui correspondent aux probabilite´s de de´tecter un code optimal mais pas le bon) deviennent
supe´rieures aux probabilite´s de de´tection. En comparant le point de croisement de ces deux courbes
aux TEBr the´oriques, nous remarquons que ces croisements se re´alisent lorsque le TEBr apre`s
de´codage est proche des 10−3. Par conse´quent, il sera tre`s rare de se retrouver dans une telle
situation puisqu’un unique code ne sera pas utilise´ dans ce contexte (TEBr > 10−3).
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Figure 2.24 — Les probabilite´s de de´tection
2.5 Conclusions
Dans ce chapitre nous avons pre´sente´ deux me´thodes d’identification aveugle des codes convolu-
tifs. La premie`re me´thode permet dans un contexte non-bruite´ d’identifier l’ensemble des parame`tres
et une matrice ge´ne´ratrice d’un code convolutif. Nous avons ensuite montre´ que cette me´thode de-
venait tre`s vite inefficace lorsque les mots de code e´taient bruite´s. Par conse´quent, nous avons
de´veloppe´ une seconde me´thode capable d’identifier en aveugle un code convolutif lorsque le train
binaire rec¸u e´tait bruite´.
Nous avons ensuite analyse´ les performances de de´tection du second algorithme. Ce second
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algorithme e´tant un algorithme ite´ratif, nous avons tout d’abord mis en avant l’influence de ces
ite´rations sur les performances de de´tection. Puis, nous avons re´alise´ une e´tude sur les performances
globales de cet algorithme. Afin de montrer la pertinence de nos re´sultats, nous avons tenu compte
des TEB re´siduels apre`s de´codage. En conside´rant un TEBr acceptable infe´rieur a` 10−5, nous
avons montre´ qu’avec la seule connaissance d’une trame compose´e de 20000 bits, la probabilite´
d’identifier le bon code convolutif e´tait proche de 1.
Re´capitulatif des parame`tres identifie´s par notre algorithme :
– Les parame`tres d’un code convolutif : n, k et K ;
– La matrice de parite´ d’un code ;
– Une matrice ge´ne´ratrice d’un code ;
Re´capitulatif des points forts de notre algorithme :
– Une quantite´ relativement faible de donne´es rec¸ues est ne´cessaire (20000 bits) ;
– Une proce´dure ite´rative qui permet d’ame´liorer de manie`re significative les probabilite´s de
de´tecter le bon code ;
– L’identification de l’ensemble des parame`tres et d’une matrice ge´ne´ratrice d’un code convolutif
optimal en pre´sence d’erreurs de transmission ;
– Pour un TEBr proche de 10−5 nous obtenons des probabilite´s de de´tection proche de 1 ;
Dans le prochain chapitre, nous e´tudierons tout d’abord une technique simple qui permettra
d’augmenter le rendement d’un code convolutif. Puis, nous proposerons une me´thode d’identification
aveugle de ces nouveaux codes a` rendement e´leve´s.
CHAPITRE3 Les codes convolutifspoinc¸onne´s
3.1 Introduction
De nos jours, les chaˆınes de communication nume´rique ne´cessitent une robustesse et une rapidite´
de communication de plus en plus grande. En effet les te´le´phones mobiles, par exemple, ne sont
plus simplement utilise´s pour te´le´phoner mais ils permettent maintenant de naviguer sur internet,
de regarder et/ou` de transmettre des vide´os, etc. Ces nouvelles applications ne´cessitent d’avoir des
de´bits de plus en plus e´leve´s. Dans une chaˆıne de communication classique, avant le bloc de codage
canal, le codage de source permet de diminuer le de´bit ne´cessaire a` la transmission en compressant
les donne´es mais le code correcteur d’erreur va ensuite augmenter ce de´bit en introduisant de la
redondance. En effet, le de´bit utile apre`s codage correspond au de´bit avant codage multiplie´ par
le rendement du code. Les codes a` rendement e´leve´ (proche de 1) sont, en terme de de´bit, les
meilleurs codes puisqu’ils introduisent moins de redondance mais du meˆme coup perdent leurs
inte´reˆts d’un point de vue pouvoir de correction. Pour obtenir un code a` rendement e´leve´ et au
pouvoir de correction convenable, il faudrait modifier la structure du bloc codage (comme dans le
cas des codes concate´ne´s) et ceci en augmentant alors la complexite´ du de´codeur. De ce fait, dans la
plupart des standards utilisant des codes convoltuifs, les codes utilise´s sont de rendement peu e´leve´.
Il existe une technique simple, appele´e poinc¸onnage, qui permettra d’augmenter le rendement d’un
code sans pour autant augmenter la complexite´ du de´codeur. Dans ce chapitre, nous pre´senterons
tout d’abord cette technique de poinc¸onnage, qui comme nous le verrons consiste simplement a` ne
pas transmettre tous les bits d’une trame. Nous de´velopperons ensuite une me´thode qui permettra
d’identifier en aveugle les parame`tres du code convolutif et du poinc¸onnage a` partir de la seule
connaissance de la trame poinc¸onne´e. Enfin, nous proposerons d’analyser les performances que
nous avons obtenu avec notre algorithme de reconnaissance aveugle dans le cadre d’une transmission
bruite´e.
3.2 Pre´sentation des codes convolutifs poinc¸onne´s
Les codes convolutifs poinc¸onne´s ont e´te´ introduits par Cain et al. [CCG79]. Le poinc¸onnage
permet par des techniques simples de construire de nouveaux codes a` rendement e´leve´ a` partir
d’anciens codes optimaux. Ces codes ont depuis connu un tre`s grand succe`s, car ils permettent
d’obtenir des codes a` fort rendement tout en gardant une simplicite´ de de´codage ainsi que des
performances quasiment aussi bonnes qu’un code non poinc¸onne´ de meˆme rendement. De nombreux
re´sultats ont depuis e´te´ obtenus, notamment dans la recherche de codes a` haut de´bit pouvant eˆtre
de´code´s a` l’aide de l’algorithme de Viterbi ([HB89], [BHP90], [BK97], [LS06]).
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3.2.1 Principe du poinc¸onnage
Le principe d’un code convolutif est d’envoyer a` chaque “top” d’horloge un mot d’information
de k bits en entre´e du codeur et il en ressort un mot de code de n bits. Il serait possible, d’envoyer
M mots d’information de k bits en entre´e et nous obtiendrions en sortie M mots de code de
n bits. Nous passerions donc d’un codeur C(n, k,K), que nous appellerons code parent, a` un
codeur C [M](M.n,M.k,Kp) qui est de rendement et de distance libre identiques a` ceux du code
parent et de longueur de contrainte, note´e Kp, infe´rieure ou e´gale a` celle du code parent, K. Cette
e´tape consiste a` effectuer un regroupement de profondeur M. Le poinc¸onnage consiste a` ne pas
transmettre tous les bits constituant les mots de code. Ce poinc¸onnage est re´alise´ a` partir d’une
matrice de poinc¸onnage note´e P qui est de taille (n ×M). On note N ′ le nombre d’e´le´ments a`
“1” dans la matrice P . Les e´le´ments a` “1” correspondent aux bits qui seront transmis et ceux a` “0”
aux bits qui ne seront pas transmis. Ce motif de poinc¸onnage est applique´ au C [M](M.n,M.k,Kp)
code et nous obtenons un Cp(N ′,M.k,Kp) code, que nous appellerons code poinc¸onne´, qui est un
code de rendement plus e´leve´ que celui du code parent. De plus, sa distance libre est tre`s proche
du codeur optimal de meˆme parame`tre (i.e sans poinc¸onnage) tout en ayant l’avantage d’avoir une
faible complexite´ de de´codage. En effet, le de´codage se fera a` partir du code parent en ne tenant
pas compte des bits qui n’ont pas e´te´ transmis.
Exemple 3.33.
Prenons l’exemple d’un C(2, 1,K) code parent. Le codage des mots d’information de 1 bit en
leurs mots de code de 2 bits est repre´sente´ ci-dessous.
(
m1(0) m1(1) m1(2) m1(3) · · ·
)⇒ ( c1(0) c1(1) c1(2) c1(3) c1(4) · · ·
c2(0) c2(1) c2(2) c2(3) c2(4) · · ·
)
En ope´rant un regroupement par bloc de profondeur M = 3 sur les mots d’information : m1(0) m1(3) · · ·m1(1) m1(4) · · ·
m1(2) m1(5) · · ·

puis sur les mots de code :( [
c1(0) c1(1) c1(2)
c2(0) c2(1) c2(2)
] [
c1(3) c1(4) c1(5)
c2(3) c2(4) c2(5)
] [
c1(6) c1(7) c1(8)
c2(6) c2(7) c2(8)
] · · ·
· · ·
)
on obtient le C [3](3.2, 3.1,Kp) = C [3](6, 3,Kp) code qui est e´quivalent au code parent (meˆme
rendement et distance libre). La longueur de contrainte de ce code regroupe´, Kp, de´pend de la
longueur de contrainte du code parent et de la profondeur du poinc¸onnage M.
Prenons la matrice de poinc¸onnage P de´finie comme ci-dessous :
P =
(
1 0 1
1 1 0
)
et appliquons ce motif de poinc¸onnage aux mots de code du C [M](6, 3,Kp) code.
=>
( [
c1(0) c1(2)
c2(0) c2(1)
] [
c1(3) c1(5)
c2(3) c2(4)
] [
c1(6) c1(8)
c2(6) c2(7)
] · · ·
· · ·
)
En re´sumant le regroupement et le poinc¸onnage de´fini par la matrice P , nous obtenons la
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transformation suivante : m1(0) m1(3) m1(6) · · ·m1(1) m1(4) m1(7) · · ·
m1(2) m1(5) m1(8) · · ·
⇒

c1(0) c1(3) c1(6) · · ·
c2(0) c2(3) c2(6) · · ·
c2(1) c2(4) c2(7) · · ·
c1(2) c1(5) c1(8) · · ·
 ,
soit le Cp(4, 3,Kp) code avec N ′ = 4 (nombre de “l” dans P ) et M.k = 3.
Le codeur obtenu a un rendement plus e´leve´ que celui du code parent, 3/4 contre 1/2, mais il
garde la meˆme simplicite´ de de´codage que celui du code parent. En effet, le de´codage se fera avec
la matrice du code parent et a` partir des mots de code suivant :(
c1(0) X c1(2) c1(3) X c1(5) c1(6) X c1(8) · · ·
c2(0) c2(1) X c2(3) c2(4) X c2(6) c2(7) X · · ·
)
ou` X correspond soit a` un “1” soit a` un “0”, selon la de´finition du de´codeur utilise´.
3.2.2 Construction du code poinc¸onne´
Un code convolutif poinc¸onne´ peut eˆtre repre´sente´ par les parame`tres de son code parent et le
motif de poinc¸onnage, mais il peut e´galement eˆtre repre´sente´ par les parame`tres du code e´quivalent
engendre´ par son code parent et le motif de poinc¸onnage en question. Nous noterons Cp(np, kp,Kp)
le code convolutif e´quivalent apre`s poinc¸onnage, qui est appele´ code convolutif poinc¸onne´, et qui
sera repre´sente´ par une matrice ge´ne´ratrice, note´e Gp. Cette matrice Gp de´pendra de la matrice
ge´ne´ratrice du code parent, G, et du motif de poinc¸onnage, P . La longueur de contrainte de ce code
poinc¸onne´, note´e Kp, de´pend de la longueur de contrainte du code parent K et de la profondeur
du poinc¸onnage M. Une premie`re approche permettant d’obtenir cette matrice a e´te´ pre´sente´e
dans [Hol91b] et [Hol91a], puis elle a e´te´ ge´ne´ralise´e dans [McE98]. Afin d’obtenir la matrice ge´ne´-
ratrice du code poinc¸onne´, il faut tout d’abord construire la matrice du code regroupe´ de profondeur
M, puis en ope´rant le poinc¸onnage sur cette matrice nous obtiendrons le code poinc¸onne´.
• Notation :
– C(n, k,K) : le code parent
– P : la matrice de poinc¸onnage
– M : le nombre de bits permettant de ge´ne´rer un bloc de sortie, soit la profondeur du regrou-
pement
– N ′ : le nombre de bits non nuls dans la matrice P
– Cp(np, kp,Kp) : le code poinc¸onne´ (avec np = N ′, kp =M.k et Kp ≤ K)
• Code regroupe´ de profondeur M :
Nous avons vu qu’il e´tait possible de passer d’un C(n, k,K) code parent a` un C [M](M.n,M.k,Kp)
code que nous appellerons code regroupe´. La matrice ge´ne´ratrice sera obtenue en re´alisant une de´-
composition polyphase d’ordreM des polynoˆmes ge´ne´rateurs du code parent. Cette de´composition
consiste a` associer a` un polynoˆme un ensemble de M sous-polynoˆmes.
De´finition 3.16. Soit a(D) un polynoˆme d’inde´termine´e en D.
a(D) = a0 + a1.D + a2.D2 + · · · (3.1)
Alors pour tout entier M ≥ 1, la de´composition polyphase d’ordre M de a(D) est la liste des M
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sous-polynoˆmes suivants :
(q0(D), · · · , qM−1(D)) =
∑
j≥0
aj.M.Dj , · · · ,
∑
j≥0
aj.M+(M−1).Dj
 (3.2)
On appelle qj(D), la j-e`me composante polyphase de a(D). La j-e`me composante polyphase de a(D)
est une se´rie dont les coefficients sont obtenus en commenc¸ant au j-e`me coefficient de a(D) et tous
les multiples de M de cette position.
Exemple 3.34.
Re´alisons la de´composition polyphase d’ordreM = 3 du polynoˆme a(D) = 1+D2+D3+D4+D6 :
q0(D) =
∑
j≥0
a3.j .D
j = a0 + a3.D + a6.D2 = 1 +D +D2
q1(D) =
∑
j≥0
.a3.j+1.D
j = a1 + a4.D = D
q2(D) =
∑
j≥0
a3.j+2.D
j = a2 + a5.D = 1
Hole a montre´ dans [Hol91b] une autre fac¸on de repre´senter la de´composition polyphase d’un
polynoˆme. Pour cela, nous noterons a(Dr), un polynoˆme en Dr. Notons a(D) un polynoˆme de´fini
par :
a(D) = a0 + a1.D + a2.D2 + · · ·+ aµ.Dµ (3.3)
alors, le polynoˆme a(Dr) est tel que :
a(Dr) = a0.Dr.0 + a1.Dr.1 + a2.Dr.2 + · · ·+ aµ.Dr.µ (3.4)
Nous de´finirons [j]M comme e´tant la classe des entiers j moduloM, qui correspondent aux entiers
de la forme j+ l.M (pour l = 0, 1, · · · , bµ−jM c). Enfin, nous noterons a[j]M(Dr) un polynoˆme en Dr
compose´ des coefficients [j]M du polynoˆme a(D). Les composantes polyphases d’ordreM de a(D)
sont de´finies par :
qj(D) = D−j/M.a[j]M(D
1/M), ∀j = 0, · · · ,M− 1 (3.5)
Les degre´s des composantes polyphases d’ordre M d’un polynoˆme de degre´ µ sont tels que :
deg q0(D) ≤
⌊ µ
M
⌋
deg q1(D) ≤
⌊
µ−1
M
⌋
...
deg qM−1(D) ≤
⌊
µ−(M−1)
M
⌋ (3.6)
Exemple 3.35.
Reprenons le polynoˆme de l’exemple 3.34, soit :
a(D) = 1 +D2 +D3 +D4 +D6
et re´alisons une de´composition polyphase d’ordre M = 3. Calculons tout d’abord la classe des
entiers j modulo M pour j = 0, · · · ,M− 1.
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j l [j]M
0 0, 1, 2 0, 3, 6
1 0, 1 1, 4
2 0, 1 2, 5
Afin de calculer les composantes polyphases de a(D), nous devons obtenir le polynoˆme a(D1/M) :
a(D1/M) = a0 + a1(D1/M) + a2(D2/M) + a3(D3/M) + a4(D4/M) + a5(D5/M) + a6(D6/M)
= a0 + a2(D2/3) + a3(D3/3) + a4(D4/3) + a6(D6/3)
D’apre`s l’e´quation (3.5), les composantes polyphases de a(D) sont telles que :
q0(D) = D−0/3.a[0]3(D
1/3) = a0 + a3(D3/3) + a6(D6/3) = 1 +D +D2
q1(D) = D−1/3.a[1]3(D
1/3) = D−1/3.
(
a1(D1/3) + a4(D4/3)
)
= D
q2(D) = D−2/3a[2]3(D
1/3) = D−2/3
(
a2(D2/3) + a5(D5/3)
)
= 1
Nous pouvons ve´rifier que nous obtenons les meˆmes composantes polyphases que dans
l’exemple 3.33.
De´finition 3.17. Soit a(D) = a0+a1.D+a2.D2+· · · , une se´rie causale d’inde´termine´e en D et
(q0(D), q1(D), · · · , qM−1(D)) la de´composition polyphase d’ordreM de a(D). On appelle Q[M](D),
la M-ie`me matrice polycyclique pseudocirculante (note´e PCPC pour PolyCyclic PseudoCirculante)
associe´e a` a(D), qui est de taille M×M et de´finie par :
Q[M](D) =

q0(D) q1(D) · · · qM−2(D) qM−1(D)
D.qM−1(D) q0(D) · · · qM−3(D) qM−2(D)
...
...
. . .
...
...
D.q2(D) D.q3(D) · · · q0(D) q1(D)
D.q1(D) D.q2(D) · · · D.qM−1(D) q0(D)
 (3.7)
ou` les e´le´ments des colonnes permute´es en dessous de la diagonale sont tous multiplie´s par D.
Nous de´finirons le degre´ de la matriceQ[M](D) comme e´tant le degre´ maximal de ces polynoˆmes.
Alors, d’apre`s l’e´quation (3.6), le degre´ de cette matrice est tel que :
degQ[M](D) ≤
⌊
µ− 1
M
⌋
+ 1 =
⌈ µ
M
⌉
(3.8)
Exemple 3.36.
Suite de l’exemple 3.34.
La 3-ie`me matrice PCPC associe´e au polynoˆme a(D) de´fini pre´ce´demment est telle que :
Q[3](D) =
1 +D +D2 D 1D 1 +D +D2 D
D2 D 1 +D +D2

90 CHAPITRE 3 : Les codes convolutifs poinc¸onne´s
A partir du C(n, k,K) code parent, on construit un code convolutif par regroupement de pro-
fondeurM, le C [M](M.n,M.k,Kp) code. Le the´ore`me pre´sente´ dans [McE98] permet de construire
une matrice ge´ne´ratrice G[M](D) pour le C [M](M.n,M.k,Kp) code a` partir de la matrice ge´ne´ra-
trice G(D) du code parent.
The´ore`me 3.6. On note gi,j(D) un polynoˆme ge´ne´rateur de la matrice ge´ne´ratrice G(D), alors
la matrice ge´ne´ratrice du C [M] code, note´e G[M](D), peut eˆtre obtenue en remplac¸ant les polynoˆmes
gi,j(D) par leursM-ie`me matrices polycycliques pseudocirculantes et en entrelac¸ant les lignes et les
colonnes a` la profondeur M.
D’apre`s le the´ore`me 3.6 et l’e´quation 3.8 la longueur de contrainte du code regroupe´, note´e Kp,
est telle que :
Kp ≤
⌈ µ
M
⌉
+ 1 ≤ K (3.9)
Exemple 3.37.
Prenons l’exemple d’un C(2, 1, 3) code convolutif qui a pour matrice ge´ne´ratrice G(D) :
G(D) =
[
1 +D2 1 +D +D2
]
D’apre`s le the´ore`me 3.6 et les de´finitions pre´ce´dentes, nous allons construire le C [M] code pour
M = 2.
La 2-ie`me de´composition polyphase du premier polynoˆme g1(D) = 1 +D2 est :
(q0(D), q1(D)) = (1 +D, 0)
et celle du second polynoˆme g2(D) = 1 +D +D2 :
(q0(D), q1(D)) = (1 +D, 1)
Notons Q[2]1 (D) la 2-ie`me matrice PCPC du polynoˆme g1(D) et Q[2]2 (D) celle du polynoˆme
g2(D). D’apre`s la de´composition polyphase des deux polynoˆmes ge´ne´rateurs, les M-ie`me PCPC
sont :
Q[2]1 (D) =
[
1 +D 0
0 1 +D
]
et Q[2]2 (D) =
[
1 +D 1
D 1 +D
]
Notons G′(D), la matrice compose´e de ces M-ie`me PCPC :
G′(D) =
[(
1 +D 0
0 1 +D
)(
1 +D 1
D 1 +D
)]
Alors, d’apre`s le the´ore`me 3.6, en entrelac¸ant les lignes a` la profondeur de 2 (soit (1, 2) =>
(1, 2)) et les colonnes a` la profondeur de 2 (soit (1, 2, 3, 4) => (1, 3, 2, 4)) de la matrice G′(D),
nous obtenons la matrice ge´ne´ratrice du code regroupe´ a` la profondeur de 2 :
G[2](D) =
[
1 +D 1 +D 0 1
0 D 1 +D 1 +D
]
Nous obtenons au final un code regroupe´ de parame`tres C [2](M.n,M.k,Kp) = C [2](4, 2, 2) et
de matrice ge´ne´ratrice G[2](D). Nous pouvons ve´rifier que la longueur de contrainte du code
regroupe´, Kp = 2, est infe´rieure a` la longueur de contrainte du code parent, K = 3.
• Le poinc¸onnage :
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A partir de la matrice du code parent G(D), nous avons obtenu la matrice ge´ne´ratrice du
code regroupe´ de profondeurM, G[M](D). Cette matrice du code regroupe´ a les meˆmes proprie´te´s
que celle du code parent (canonique, meˆme distance libre ...). Avec la matrice de poinc¸onnage P ,
nous allons obtenir la matrice ge´ne´ratrice du code poinc¸onne´. La G[M](D) est une matrice de taille
(M.k×M.n) et la matrice de poinc¸onnage P de taille (n×M). Le nombre de colonnes de la matrice
G[M](D) correspond au nombre de coefficients dans la matrice P . Il existe donc une correspondance
entre les colonnes de G[M](D) et les coefficients de P . Soit φ la bijection de´finie par :
(i, j)→ φ(i, j) = i+ n.(j − 1) (3.10)
En associant chaque coefficient Pi,j a` la colonne φ(i, j) de G[M](D) nous allons obtenir la matrice
ge´ne´ratrice du code poinc¸onne´. Pour les coefficients Pi,j nuls, les colonnes φ(i, j) de G[M](D) seront
supprime´es. Nous avons note´ N ′ le nombre de coefficients non nuls dans P , donc en re´alisant le
poinc¸onnage sur la matrice G[M](D), nous obtenons une matrice de tailleM.k×N ′. Nous noterons
Gp(D) la matrice ge´ne´ratrice du code poinc¸onne´ et Cp(N ′,M.k,Kp) le code poinc¸onne´, avec Kp
de´finie a` l’e´quation (3.9)
Exemple 3.38.
Suite de l’exemple 3.37.
Prenons comme motif de poinc¸onnage la matrice P de´finie ci-dessous.
P =
(
1 0
1 1
)
D’apre`s la bijection φ et la matrice P , il faut supprimer la colonne 3 de la matrice G[2](D)
(P1,2 = 0 et φ(1, 2) = 3). La matrice ge´ne´ratrice Gp(D) du code poinc¸onne´ associe´ au motif P
est telle que :
Gp(D) =
[
1 +D 1 +D 1
0 D 1 +D
]
Comparons maintenant les performances en terme de TEBr du code parent (C(2, 1, 3)), du
code poinc¸onne´ (Cp(3, 2, 2)) et du code optimal le plus proche du code poinc¸onne´ (C(3, 2, 3)). Le
C(3, 2, 3) optimal que nous avons utilise´ a pour matrice ge´ne´ratrice :
G =
(
1 2 3
4 1 7
)
(3.11)
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Figure 3.1 — Comparaison des TEBr entre les codes poinc¸onne´s et non poinc¸onne´s
En comparant le TEBr du code poinc¸onne´ et celui du code parent sur la figure 3.1, on remarque
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que le poinc¸onnage de´grade le´ge`rement les performances. En revanche, on remarque que les TEBr
du code poinc¸onne´ et celui du code optimal de meˆme rendement et de longueur de contrainte
la plus proche sont identiques. Le poinc¸onnage a permis par une technique simple d’augmenter
le rendement du code sans pour autant augmenter la complexite´ du de´codeur et de´grader de
manie`re significative ses performances.
Re´alisons maintenant un exemple de poinc¸onnage sur un code parent de rendement k/n avec
k > 1.
Exemple 3.39.
Prenons l’exemple d’un C(3, 2, 3) code de matrice ge´ne´ratrice :
G(D) =
[
1 +D +D2 1 D2
D 1 +D2 1 +D +D2
]
Nous allons re´aliser un poinc¸onnage de profondeur 2 avec le motif de poinc¸onnage suivant :
P =
1 01 1
1 1

Le tableau, pre´sente´ ci-dessous, re´sume les de´compositions polyphases d’ordre 2 ainsi que les
matrices PCPC de chaque polynoˆme ge´ne´rateur du code parent.
gi,j(D) de´composition polyphase d’ordre 2 PCPC
g1,1(D) = 1 +D +D2
[
1 +D 1
] [1 +D 1
D 1 +D
]
g1,2(D) = 1
[
1 0
] [1 0
0 1
]
g1,3(D) = D2
[
D 0
] [D 0
0 D
]
g2,1(D) = D
[
0 1
] [ 0 1
D 0
]
g2,2(D) = 1 +D2
[
1 +D 0
] [1 +D 0
0 1 +D
]
g2,3(D) = 1 +D +D2
[
1 +D 1
] [1 +D 1
D 1 +D
]
En regroupant les matrices PCPC des polynoˆmes ge´ne´rateurs, on obtient la matrice G′(D) telle
que :
G′(D) =

(
1 +D 1
D 1 +D
) (
1 0
0 1
) (
D 0
0 D
)
(
0 1
D 0
) (
1 +D 0
0 1 +D
) (
1 +D 1
D 1 +D
)

Re´alisons l’entrelacement de profondeur 2 sur les lignes de cette matrice : (1, 2, 3, 4) =>
(1, 3, 2, 4)
=>

1 +D 1 1 0 D 0
0 1 1 +D 0 1 +D 1
D 1 +D 0 1 0 D
D 0 0 1 +D D 1 +D

puis sur les colonnes : (1, 2, 3, 4, 5, 6) => (1, 3, 5, 2, 4, 6) afin d’obtenir la matrice ge´ne´ratrice du
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C [2] code :
G[2](D) =

1 +D 1 D 1 0 0
0 1 +D 1 +D 1 0 1
D 0 0 1 +D 1 D
D 0 D 0 1 +D 1 +D

D’apre`s le motif de poinc¸onnage et la bijection φ, il faut supprimer la colonne 4 de G[2](D)
(P (2, 1) = 0 et φ(2, 1) = 4) :
Gp(D) =

1 +D 1 D 0 0
0 1 +D 1 +D 0 1
D 0 0 1 D
D 0 D 1 +D 1 +D

Nous obtenons donc la matrice ge´ne´ratrice du code poinc¸onne´, soit le Cp(5, 4, 2) code.
La figure 3.2 repre´sente les matrices de codage du code parent et du code poinc¸onne´. Sur ces
figures, les bits a` “1” sont repre´sente´s par les cases noires et les bits a` “0” par les cases blanches.
(a) Code parent (b) Code poinc¸onne´
Figure 3.2 — Matrice de codage du code parent et du code poinc¸onne´
Sur la figure repre´sentant la matrice de codage du code parent, les colonnes grises correspondent
aux colonnes qui ont e´te´ supprime´es pour obtenir le code poinc¸onne´. Visuellement, nous remar-
quons effectivement qu’en suppriment ces colonnes grises nous obtenons la matrice de codage du
code poinc¸onnage.
3.3 Reconnaissance aveugle d’un code convolutif poinc¸onne´
Un code convolutif poinc¸onne´ pouvant eˆtre repre´sente´ par un code qui est e´quivalent au code
parent et au poinc¸onnage, la reconnaissance aveugle de ce code poinc¸onne´ ne diffe`re pas de celle d’un
code classique. Ainsi, les algorithmes pre´sente´s dans le chapitre 2 vont nous permettre d’identifier
les parame`tres du code poinc¸onne´, soit le Cp(np, kp,Kp) code, et une matrice ge´ne´ratrice de ce code,
Gp(D). Dans la litte´rature, la plupart des algorithmes permettant d’identifier un code convolutif
poinc¸onne´ s’arreˆtent a` cette e´tape ( [Fil00] et [Bar07b]). En effet, l’unique connaissance de ce code
peut permettre de de´coder les mots de code afin d’obtenir les mots d’information. En revanche,
nous avons vu que l’avantage d’utiliser le poinc¸onnage e´tait d’augmenter le de´bit de la transmission
sans pour autant augmenter la complexite´ du de´codeur. Or, en de´codant avec le code poinc¸onne´,
le de´codage sera plus complexe puisque le rendement du code poinc¸onne´ est strictement supe´rieur
au rendement du code parent. De ce fait, l’utilisation du poinc¸onnage perdrait son avantage au
niveau du re´cepteur. L’inte´reˆt est donc de re´ussir a` mettre en oeuvre un algorithme, qui avec la
seule connaissance du code poinc¸onne´, serait capable d’identifier les parame`tres du code parent et
du motif de poinc¸onnage.
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Une premie`re approche permettant d’identifier le code parent et le motif de poinc¸onnage a e´te´
pre´sente´ dans [SLLZ04] et [LLZL05]. Dans ces articles, plusieurs hypothe`ses e´taient faites concer-
nant le code parent et le motif de poinc¸onnage. En effet, l’algorithme pre´sente´ fonctionne uni-
quement pour les codes parents de rendement 1/2 et lorsque le motif de poinc¸onnage P est tel
que :
P =
(
1 · · · 1 1
0 · · · 0 1
)
(3.12)
Dernie`rement, un algorithme de reconnaissance aveugle de code convolutif poinc¸onne´ a e´galement
e´te´ propose´ dans [CF09] dans le cas d’un code parent de rendement 1/n.
Nous proposerons dans cette partie une me´thode permettant a` partir de la seule connaissance du
code poinc¸onne´ (qui aura au pre´alable e´te´ identifie´e avec les me´thodes du chapitre 2) de retrouver
le code parent et le motif de poinc¸onnage dans le cas ge´ne´ral d’un code parent de rendement k/n.
Avant de pre´senter cette me´thode, nous proposons d’expliquer le principe de cet algorithme de
reconnaissance.
3.3.1 Principe de la me´thode de reconnaissance
Il a e´te´ montre´, dans [Hol91b], le lien entre les polynoˆmes ge´ne´rateurs du code parent et leurs
matrices PCPC. Nous noteronsQ[M]i,j , laM-ie`me matrice polycyclique pseudocirculante du (i, j)-e`me
polynoˆme ge´ne´rateur de´finie par :
Q[M]i,j =
 qi,j(1,1)(D) qi,j(1,2)(D) · · · qi,j(1,M)(D)... ... . . . ...
qi,j(M,1)(D) qi,j(M,2)(D) · · · qi,j(M,M)(D)
 (3.13)
Nous de´finirons la matrice β de taille (M×M) telle que :
β =

M M+ 1 · · · M+ (M− 1)
M− 1 M · · · M+ (M− 2)
...
...
. . .
...
1 2 · · · M
 (3.14)
Alors le lien entre le (i, j)-e`me polynoˆme ge´ne´rateur gi,j(D) et sa M-ie`me matrice PCPC est :
gi,j(D) =
M∑
m=1
Dβ(m,l)−M . qi,j(m,l)(D
M) ∀l = 1, · · · ,M (3.15)
ou` β(m, l) de´signe l’e´le´ment sur la m-ie`me ligne et la l-ie`me colonne de la matrice β. D’apre`s cette
e´quation 3.15, il est possible avec une seule colonne de la M-ie`me PCPC d’obtenir le polynoˆme
ge´ne´rateur correspondant a` cette PCPC.
Exemple 3.40.
Suite de l’exemple 3.37 :
Nous avons de´fini les 2-ie`mes matrices PCPC de ce codeur comme e´tant :
Q[2]1,1(D) =
[
1 +D 0
0 1 +D
]
et Q[2]1,2(D) =
[
1 +D 1
D 1 +D
]
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La matrice β pour M = 2 est telle que :
β =
(
2 3
1 2
)
D’apre`s l’e´quation (3.15), pour j = 1 et 2, nous obtenons pour l = 1 :
g1,j(D) =
2∑
m=1
Dβ(m,1)−2 . q1,j(m,1)(D
2)
= D0.q1,j(1,1)(D
2) +D−1.q1,j(2,1)(D
2)
Soit, les polynoˆmes g1,1(D) et g1,2(D) qui sont tels que :
g1,1(D) = D0.(1 +D2) +D−1.(0) = 1 +D2
g1,2(D) = D0.(1 +D2) +D−1.(D2) = 1 +D +D2
Ces polynoˆmes peuvent e´galement eˆtre obtenus en posant l = 2 :
g1,j(D) =
2∑
m=1
Dβ(m,2)−2 . q1,j(m,2)(D
2)
= D1.q1,j(1,1)(D
2) +D0.q1,j(2,1)(D
2)
g1,1(D) = D1.(0) +D0.(1 +D2) = 1 +D2
g1,2(D) = D1.(1) +D0.(1 +D2) = 1 +D +D2
Nous pouvons ve´rifier qu’avec une colonne des PCPC il est possible d’obtenir le polynoˆme ge´ne´-
rateur correspondant.
Exemple 3.41.
Suite de l’exemple 3.39 :
Reprenons le C(3, 2, 3) code parent et leurs 2-ie`me PCPC. La matrice β pour M = 2 est telle
que :
β =
(
2 3
1 2
)
Pour l = 1 :
gi,j(D) =
2∑
m=1
Dβ(m,1)−2 . qi,j(m,1)(D
2)
= D0.qi,j(1,1)(D
2) +D−1.qi,j(2,1)(D
2)
nous obtenons les k × n polynoˆmes ge´ne´rateurs suivants :
g1,1(D) = (1 +D2) +D−1.(D2) = 1 +D +D2
g1,2(D) = (1) +D−1.(0) = 1
g1,3(D) = (D2) +D−1.(0) = D2
g2,1(D) = (0) +D−1.(D2) = D
g2,2(D) = (1 +D2) +D−1.(0) = 1 +D2
g2,3(D) = (1 +D2) +D−1.(D2) = 1 +D +D2
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Pour l = 2 :
gi,j(D) =
2∑
m=1
Dβ(m,2)−2 . qi,j(m,2)(D
2)
= D1.qi,j(1,2)(D
2) +D0.qi,j(2,2)(D
2)
les polynoˆmes ge´ne´rateurs obtenus sont tels que :
g1,1(D) = D.(1) + (1 +D2) = 1 +D +D2
g1,2(D) = D.(0) + (1) = 1
g1,3(D) = D.(0) + (D2) = D2
g2,1(D) = D.(1) + (0) = D
g2,2(D) = D.(0) + (1 +D2) = 1 +D2
g2,3(D) = D.(1) + (1 +D2) = 1 +D +D2
Nous ve´rifions que les polynoˆmes ge´ne´rateurs obtenus pour l = 1 et l = 2 sont identiques et qu’ils
correspondent aux polynoˆmes du code parent.
Nous venons de montrer qu’avec une seule colonne de laM-ie`me PCPC, il e´tait possible d’obte-
nir le polynoˆme ge´ne´rateur correspondant a` cette PCPC. Or, la matrice du code poinc¸onne´, Gp(D),
est compose´e de certaines colonnes des M-ie`me PCPC. Par conse´quent, il sera possible a` partir
de la matrice du code poinc¸onne´, de retrouver la matrice ge´ne´ratrice du code parent, ainsi que la
matrice de poinc¸onnage. Les codes poinc¸onne´s e´tant de´termine´s par recherche exhaustive, une liste
de quelques “bons” codes poinc¸onne´s a e´te´ regroupe´e en annexe E.
D’apre`s les diffe´rentes de´finitions que nous venons de voir, nous pre´senterons dans les prochaines
parties notre algorithme de reconnaissance. Nous exposerons tout d’abord cette me´thode dans le
cas d’un codeur de rendement 1/n, puis nous la ge´ne´raliserons au code de rendement k/n.
3.3.2 Reconnaissance aveugle pour un code parent de rendement 1/n
Faisons l’hypothe`se que le code parent est de rendement 1/n, soit k = 1. Dans ce cas, le
rendement du code poinc¸onne´, kp/np, est tel que kp =M.k =M. De ce fait, apre`s l’identification
du code poinc¸onne´, nous connaˆıtrons la valeur de kp et par conse´quent la profondeur du poinc¸onnage
M = kp. A partir de la matrice ge´ne´ratrice du code poinc¸onne´, nous allons de´velopper un algorithme
ite´ratif qui permettra d’identifier le code parent et le motif de poinc¸onnage. Rappelons tout d’abord
le principe de construction du code poinc¸onne´.
Notons G′(D) la matrice compose´e des M-ie`me PCPC des n polynoˆmes ge´ne´rateurs du code
parent :
G′(D) =

Q[M]1,1 (D) Q[M]1,2 (D) · · · Q[M]1,n (D)
...
... · · · ...
Q[M]k,1 (D) Q[M]k,2 (D) · · · Q[M]k,n (D)
 (3.16)
ou` les matrices Q[M]1,j (D) sont de tailleM×M. La matrice du code regroupe´ (G[M](D)) de profon-
deur M est obtenue en entrelac¸ant les colonnes de G′(D) a` la profondeur de M. Enfin, la matrice
du code poinc¸onne´ est obtenue en supprimant certaines colonnes de G′(D). Cette matrice, Gp(D),
est telle que :
Gp(D) =
 gp(1,1)(D) · · · gp(1,np)(D)... . . . ...
gp(kp,1)(D) · · · gp(kp,np)(D)
 (3.17)
ou` gp(i,j)(D) est le (i, j)-e`me polynoˆme de Gp(D), ∀i = 1, · · · , kp et ∀j = 1, · · · , np.
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Nous pouvons ve´rifier que chaque colonne de cette matrice correspond a` une colonne d’une des
M-ie`me PCPC des polynoˆmes ge´ne´rateurs du code parent. Or, en connaissant une colonne de la
M-ie`me PCPC d’un polynoˆme, nous sommes capable d’identifier le polynoˆme ge´ne´rateur associe´ a`
cette M-ie`me PCPC. De ce fait, il nous sera possible a` partir de la matrice Gp(D) d’identifier les
polynoˆmes ge´ne´rateurs du code parent.
Le principe de notre algorithme est de prendre la premie`re colonne de Gp(D) et de calculer le
polynoˆme qui lui est associe´, d’apre`s l’e´quation (3.15). Notons q′(D) ce polynoˆme qui est tel que :
q′(D) =
M∑
m=1
Dβ(m,l)−M . gp(m,i)(D
M), ∀i = 1, · · · , np (3.18)
La valeur de l peut varier entre 1 et M. Par conse´quent, nous essayerons tout d’abord de calculer
le polynoˆme q′(D) avec l = 1. Si le polynoˆme obtenu est un polynoˆme contenant des puissances
ne´gatives, alors nous le recalculerons mais en incre´mentant la valeur de l (qui peut varier de 1 a`
M). Une fois un polynoˆme q′(D) identifie´, nous allons construire saM-ie`me PCPC (3.7) que nous
noterons Q′[M](D). Puis pour i variant de 1 a`M, nous comparerons la i-e`me colonne de Q′[M ](D)
aux colonnes de Gp(D). Nous avons montre´ lors de la construction du code poinc¸onne´, que chaque
ligne du motif de poinc¸onnage (P ) correspondait aux colonnes de laM-ie`me PCPC qui se trouvait
dans le matrice Gp(D). Par conse´quent, si la i-e`me colonne de Q′[M](D) se trouve e´galement dans
Gp(D), alors nous pourrons supprimer cette colonne de Gp(D) et nous construirons le motif de
poinc¸onnage en lui associant un bit a` “1”. En revanche, si cette colonne ne se trouve pas dans
Gp(D), nous associerons au motif de poinc¸onnage un bit a` “0”. Cet algorithme qui est pre´sente´ en
algorithme 6 est ite´re´ jusqu’a` ce qu’il n’y ait plus de colonne dans la matrice Gp(D).
Nous noterons g′j(D) les polynoˆmes ge´ne´rateurs du code parent et P
′ le motif de poinc¸onnage
identifie´. En sortie de cet algorithme, nous obtiendrons les n polynoˆmes ge´ne´rateurs du code parent
et la matrice de poinc¸onnage P ′ qui sera de taille n×M et compose´e de np e´le´ments non-nuls.
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Algorithme 6 : Algorithme d’identification du code parent et du motif de poinc¸onnage
Entre´es : La matrice du code poinc¸onne´ (Gp(D)) et la profondeur du regroupement (M)
Sorties : La matrice ge´ne´ratrice du code parent (g′(D)) et le motif de poinc¸onnage (P ′)
j = 0;
P ′ = [];
tant que Gp(D) n’est pas vide faire
Pˆ = [];
pour l = 1 a` M faire
tant que l <M+ 1 faire
q′(D) =
∑M
m=1D
β(m,l)−M.gp(m,1)(D
M);
si Toute les puissances de q′(D) sont positives alors
On construit la M-ie`me PCPC de q′(D) => Q′[M](D);
pour i = 1 a` M faire
si La i-e`me colonne de Q′[M](D) est dans Gp(D) alors
Pˆ = [Pˆ 1];
On supprime la colonne de Gp(D);
sinon
Pˆ = [Pˆ 0];
fin
fin
l =M+ 1;
fin
fin
fin
j = j + 1;
g′j(D) = q
′(D);
P ′ = [P ′; Pˆ ];
fin
n=j;
Exemple 3.42.
Suite de l’exemple 3.38.
La matrice ge´ne´ratrice du code poinc¸onne´ est telle que :
Gp(D) =
[
1 +D 1 +D 1
0 D 1 +D
]
D’apre`s l’e´quation (3.18), le polynoˆme q′(D) associe´ a` la premie`re colonne de Gp(D) est de´fini
par :
q′(D) =
2∑
m=1
Dβ(m,l)−2 . gp(m,1)(D
2)
Calculons tout d’abord ce polynoˆme pour l = 1 :
q′(D) = Dβ(1,1)−2 . gp(1,1)(D
2) +Dβ(2,1)−2 . gp(2,1)(D
2) = 1 +D2
Ce polynoˆme contient uniquement des puissances positives, donc nous allons calculer sa 2-ie`me
PCPC :
Q′[2](D) =
[
1 +D 0
0 1 +D
]
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Afin de construire le motif de poinc¸onnage, nous allons rechercher les colonnes de Q′[2](D) qui se
trouvent e´galement dans Gp(D). Nous noterons respectivement cq(i) et cg(i) les i-e`me colonnes
de Q′[2](D) et Gp(D). Nous obtenons :
cq(1) = cg(1); cq(2) = ∅
soit le motif P ′ associe´ au polynoˆme q′(D) :
P ′ =
(
1 0
)
et le polynoˆme q′(D) qui correspond au polynoˆme g′1(D) :
g′1(D) = 1 +D
2
Afin d’identifier le second polynoˆme ge´ne´rateur du code parent, nous allons tout d’abord sup-
primer la colonne 1 de la matrice Gp(D) :
Gp(D) =
[
1 +D 1
D 1 +D
]
Pour l = 1, le polynoˆme associe´ a` la premie`re colonne de Gp(D) est :
q′(D) = Dβ(1,1)−2 . gp(1,1)(D
2) +Dβ(2,1)−2 . gp(2,1)(D
2) = 1 +D +D2
Ce polynoˆme contient uniquement des puissances positives donc nous allons calculer sa 2-ie`me
PCPC :
Q′[2](D) =
[
1 +D 1
D 1 +D
]
Nous allons rechercher les colonnes de Q′[2](D) qui se trouvent e´galement dans Gp(D) pour
construire la motif de poinc¸onnage associe´ a` ce polynoˆme :
cq(1) = cg(1); cq(2) = cg(2)
soit le motif P ′ associe´ au polynoˆme q′(D) :
P ′ =
(
1 1
)
et le polynoˆme q′(D) qui correspond au polynoˆme ge´ne´rateur g′2(D) :
g′2(D) = 1 +D +D
2
La matrice Gp(D) e´tant vide (apre`s la suppression des colonnes 1 et 2), nous obtenons au final
les parame`tres suivants :
g′1(D) = 1 +D
2 g′2(D) = 1 +D +D
2
P ′ =
(
1 0
1 1
)
Nous pouvons ve´rifier que ces parame`tres correspondent bien aux parame`tres du code parent et
au motif de poinc¸onnage utilise´s.
Exemple 3.43.
Prenons l’exemple de reconnaissance aveugle d’un C(3, 1, 6) code parent.
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La matrice ge´ne´ratrice du code est :
G(D) =
[
1 +D +D2 +D3 +D5 1 +D2 +D4 +D5 1 +D3 +D4 +D5
]
Nous allons re´aliser un poinc¸onnage de profondeur 4 (M = 4) avec le motif P suivant :
P =
1 1 1 11 0 0 1
0 1 0 0

Nous allons donc obtenir un code poinc¸onne´ de rendement 47 .
Voici les 4-ie`mes de´compositions polyphases des 3 polynoˆmes ge´ne´rateurs, ainsi que leurs PCPC :
g1,i(D) 4-ie`me PCPC
de´composition polyphase
g1,1(D) = 1 +D +D2 +D3 +D5
[
1 1 +D 1 1
] [ 1 1+D 1 1D 1 1+D 1
D D 1 1+D
D+D2 D D 1
]
g1,2(D) = 1 +D2 +D4 +D5
[
1 +D D 1 0
] [ 1+D D 1 00 1+D D 1
D 0 1+D D
D2 D 0 1+D
]
g1,3(D) = 1 +D3 +D4 +D5
[
1 +D D 0 1
] [ 1+D D 0 1D 1+D D 0
0 D 1+D D
D2 0 D 1+D
]
Afin d’obtenir la matrice du code regroupe´, nous re´aliserons un entrelacement de profon-
deur 4 sur les lignes :
(1, 2, 3, 4) => (1, 2, 3, 4)
et sur les colonnes :
(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12) => (1, 5, 9, 2, 6, 10, 3, 7, 11, 4, 8, 12)
Nous obtenons la matrice du code regroupe´ a` la profondeur 4 :
G[4](D) =
[
1 1+D 1+D 1+D D D 1 1 0 1 0 1
D 0 D 1 1+D 1+D 1+D D D 1 1 0
D D 0 D 0 D 1 1+D 1+D 1+D D D
D+D2 D2 D2 D D 0 D 0 D 1 1+D 1+D
]
D’apre`s la bijection φ et la matrice de poinc¸onnage P , nous devons supprimer les colonnes
(3, 5, 8, 9, 12). Apre`s la suppression de ces colonnes, nous obtenons la matrice du code poinc¸onne´ :
Gp(D) =

1 1 +D 1 +D D 1 1 0
D 0 1 1 +D 1 +D 1 1
D D D D 1 1 +D D
D +D2 D2 D 0 D 1 1 +D

Nous allons identifier le code parent et le motif de poinc¸onnage a` partir de la seule connaissance
du Cp(7, 4, 3) code poinc¸onne´. Afin d’identifier le code parent et le motif de poinc¸onnage, nous
appliquerons l’algorithme 6. Nous de´finirons la matrice β telle que :
β =

4 5 6 7
3 4 5 6
2 3 4 5
1 2 3 4

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D’apre`s (3.18), le polynoˆme q′(D) associe´ a` la premie`re colonne de Gp(D), pour l = 1, est
q′(D) = D0.(1) +D−1.(D4) +D−2.(D4) +D−3.(D4 +D8)
= 1 +D +D2 +D3 +D5
On construit la 4-ie`me PCPC de ce polynoˆme :
Q′[4](D) =

1 1 +D 1 1
D 1 1 +D 1
D D 1 1 +D
D +D2 D D 1

et on compare les colonnes de cette matrice a` celles de Gp(D) :
cq(1) = cg(1); cq(2) = cg(3); cq(3) = cg(5); cq(4) = cg(6);
Par conse´quent, le motif de poinc¸onnage associe´ a` ce polynoˆme est :
P ′ =
(
1 1 1 1
)
et le polynoˆme q′(D) correspond au premier polynoˆme ge´ne´rateur du code parent :
g′1(D) = 1 +D +D
2 +D3 +D5
Apre`s la suppression des colonnes deGp(D) qui sont associe´es a` la 4-ie`me PCPC de ce polynoˆme,
nous obtenons :
G′p(D) =

1 +D D 0
0 1 +D 1
D D D
D2 0 1 +D

Prenons la premie`re colonne de Gp(D) et calculons le polynoˆme qui lui est associe´ pour l = 1 :
q′(D) = D0.(1 +D4) +D−1.(0) +D−2.(D4) +D−3.(D8)
= 1 +D2 +D4 +D5
On construit la 4-ie`me PCPC de ce polynoˆme :
Q′[4](D) =

1 +D D 1 0
0 1 +D D 1
D 0 1 +D D
D2 D 0 1 +D

et nous comparons les colonnes de cette matrice a` celles de Gp(D) :
cq(1) = cg(1); cq(2) = ∅; cq(3) = ∅; cq(4) = cg(3);
Alors, le motif de poinc¸onnage associe´ a` ce polynoˆme est :
P ′ =
(
1 0 0 1
)
et le deuxie`me polynoˆme ge´ne´rateur du code parent est tel que :
g′2(D) = 1 +D
2 +D4 +D5
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Apre`s la suppression des colonnes 1 et 4, la matrice Gp(D) est telle que :
Gp(D) =

D
1 +D
D
0

Calculons le polynoˆme associe´ a` cette dernie`re colonne de Gp(D) pour l = 1 :
q′(D) = D0.(D4) +D−1.(1 +D4) +D−2.(D4) +D−3.(0)
= D−1 +D2 +D3 +D4
Ce polynoˆme e´tant compose´ de puissances ne´gatives, nous allons incre´menter la valeur de l afin
de calculer le polynoˆme associe´ a` cette colonne :
q′(D) = D1.(D4) +D0.(1 +D4) +D−1.(D4) +D−2.(0)
= 1 +D3 +D4 +D5
On construit la 4-ie`me PCPC de ce polynoˆme :
Q′[4](D) =

1 +D D 0 1
D 1 +D D 0
0 D 1 +D D
D2 0 D 1 +D

et on compare les colonnes de cette matrice a` celles de Gp(D) :
cq(1) = ∅; cq(2) = cg(1); cq(3) = ∅; cq(4) = ∅;
Alors, le motif de poinc¸onnage associe´ a` ce polynoˆme est :
P ′ =
(
0 1 0 0
)
et le troisie`me polynoˆme ge´ne´rateur du code parent est tel que :
g′3(D) = 1 +D
3 +D4 +D5
La matrice Gp(D) e´tant nulle apre`s la suppression de la colonne cg(1), l’ensemble des parame`tres
du code parent et du motif de poinc¸onnage ont e´te´ identifie´s.
Re´capitulatif des re´sultats obtenus :
G′(D) =
[
1 +D +D2 +D3 +D5 1 +D2 +D4 +D5 1 +D3 +D4 +D5
]
et
P ′ =
1 1 1 11 0 0 1
0 1 0 0

Nous pouvons ve´rifier que ces re´sultats correspondent a` la matrice ge´ne´ratrice du code parent
ainsi qu’a` la matrice de poinc¸onnage.
3.3.3 Reconnaissance aveugle pour un code parent de rendement k/n
Dans le cas d’un code de rendement k/n, avec k > 1, l’algorithme d’identification du code
parent et du motif de poinc¸onnage a` partir de la seule connaissance du code poinc¸onne´ est plus
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complexe que dans le cas d’un code parent de rendement 1/n. En effet, il nous faudra tout d’abord
identifier la profondeur du regroupementM et le nombre d’entre´es du code parent k. Nous savons
que :
kp =M.k (3.19)
En conse´quence, connaissant la valeur de kp, nous devrons tester l’ensemble des couples (k,M)
possibles. Comme nous savons que les valeurs de k et M sont des entiers, nous verrons qu’il existe
tre`s peu de couples possibles. Puis, pour chaque couple, nous appliquerons l’algorithme que nous
allons pre´senter afin d’identifier un code parent optimal et un motif de poinc¸onnage.
Afin d’expliquer cette me´thode d’identification, nous ferons tout d’abord un bref rappel sur le
principe de construction du code poinc¸onne´. Notons G′(D) la matrice compose´e desM-ie`me PCPC
des (k × n) polynoˆmes ge´ne´rateurs du code parent :
G′(D) =

Q[M]1,1 (D) Q[M]1,2 (D) · · · Q[M]1,n (D)
...
... . . .
...
Q[M]k,1 (D) Q[M]k,2 (D) · · · Q[M]k,n (D)
 (3.20)
ou` les matrices Q[M]i,j (D) sont des matrices de taille M×M. La matrice du code regroupe´ sur la
profondeur deM, note´e G[M](D), est obtenue en entrelac¸ant les lignes et les colonnes de la matrice
G′(D) de profondeur M. Enfin, on obtient la matrice du code poinc¸onne´ en supprimant certaines
colonnes (en suivant le motif de poinc¸onnage P ) de la matrice du code regroupe´. Cette matrice,
note´e Gp(D), est telle que :
Gp(D) =
 gp(1,1)(D) · · · gp(1,np)(D)... . . . ...
gp(kp,1)(D) · · · gp(kp,np)(D)
 (3.21)
Dans le cas d’un code de rendement 1/n, chaque colonne de la matrice Gp(D) e´tait associe´e a`
un unique polynoˆme ge´ne´rateur. Or, dans le cas d’un code de rendement k/n, chaque colonne de
cette matrice est associe´e a` k polynoˆmes. De par l’entrelacement sur les lignes qui a e´te´ re´alise´ pour
obtenir la matrice du code regroupe´, nous devrons dans un premier temps de´sentrelacer les lignes
de la matrice Gp(D). Nous noterons, G′p(D), la matrice qui correspond a` la matrice Gp(D) ou` un
entrelacement de profondeur M a e´te´ re´alise´ sur ses lignes :
G′p(D) =

g′p(1,1)(D) · · · g′p(1,np)(D)
... . . .
...
g′p(kp,1)(D) · · · g′p(kp,np)(D)
 (3.22)
Nous de´finirons k sous-matrices Gjp(D) de taille M× np (∀j = 1, · · · , k) telles que :
Gjp(D) =

g′p((j−1).M+1,1)(D) · · · g′p((j−1).M+1,np)(D)
... . . .
...
g′p(j.M,1)(D) · · · g′p(j.M,np)(D)
 (3.23)
Alors, en appliquant directement l’algorithme 6 sur les k sous-matrices Gjp(D), nous obtiendrons
pour ces k sous-matrices n polynoˆmes ge´ne´rateurs et une matrice de poinc¸onnage de tailleM× n.
En regroupant les n polynoˆmes obtenus pour les k sous-matrices, nous obtiendrons au final k × n
polynoˆmes ge´ne´rateurs. En sortie de cet algorithme, nous devrons tout d’abord ve´rifier que les
motifs de poinc¸onnage identifie´s avec les k sous-matrices Gjp(D) sont identiques. Puis, il faudra
104 CHAPITRE 3 : Les codes convolutifs poinc¸onne´s
e´galement ve´rifier que la matrice ge´ne´ratrice du code parent est une matrice ge´ne´ratrice d’un code
optimal.
Exemple 3.44.
Suite de l’exemple 3.39.
Les parame`tres du code poinc¸onne´ ainsi que sa matrice ge´ne´ratrice sont tels que :
np = 5
kp = 4
Kp = 2
Gp(D) =

1 +D 1 D 0 0
0 1 +D 1 +D 0 1
D 0 0 1 D
D 0 D 1 +D 1 +D

La me´thode de reconnaissance aveugle explique´e dans le chapitre 2 permet d’obtenir ces
parame`tres.
Connaissant le Cp(5, 4, 2) code poinc¸onne´, nous devons identifier le code parent et le motif de
poinc¸onnage. D’apre`s les parame`tres du code poinc¸onne´, nous savons que :
kp =M.k = 4
Par conse´quent, il existe uniquement deux couples (k,M) possibles :{
k = 1 et M = 4
k = 2 et M = 2
Nous devrons tester ces deux couples afin d’identifier un code parent optimal (au sens du
chapitre 1) et un motif de poinc¸onnage P de taille n×M qui sera compose´ de np bits a` “1”.
– Test pour k = 1 et M = 4 :
En appliquant l’algorithme 6 sur la matrice ge´ne´ratrice du code poinc¸onne´, nous obtenons un
C(3, 1, 6) code de matrice ge´ne´ratrice G′(D) :
G′(D) =
[
1 +D +D2 +D4 1 +D +D4 1 +D2 +D4 +D5
]
et le motif de poinc¸onnage suivant :
P ′ =
1 0 0 00 1 0 1
0 1 0 1

Or, d’apre`s les proprie´te´s e´nonce´es dans le chapitre 1, la matrice ge´ne´ratrice G′(D) ne correspond
pas a` la matrice ge´ne´ratrice d’un code optimal. Par conse´quent, nous savons que le code identifie´
n’est pas un code optimal donc nous allons tester le second couple (k,M).
– Test pour k = 2 et M = 2 :
D’apre`s ces parame`tres, la premie`re e´tape est de re´aliser un entrelacement de profondeurM = 2
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sur les lignes de la matrice Gp(D). Nous obtenons la matrice G′p(D) :
G′p(D) =

1 +D 1 D 0 0
D 0 0 1 D
0 1 +D 1 +D 0 1
D 0 D 1 +D 1 +D

Nous noterons G1p(D) la matrice compose´e des 2 premie`res lignes de G
′
p(D) et G
2
p(D) celle com-
pose´e des 2 dernie`res lignes :
G1p(D) =
[
1 +D 1 D 0 0
D 0 0 1 D
]
G2p(D) =
[
0 1 +D 1 +D 0 1
D 0 D 1 +D 1 +D
]
Pour chacune de ces matrices, nous allons appliquer l’algorithme 6. Nous allons tout d’abord
construire la matrice β :
β =
(
2 3
1 2
)
Avec la matrice G1p(D), nous obtenons 3 polynoˆmes ge´ne´rateurs que nous noterons g
′
1,j(D) (∀j =
1, · · · , 3) : 
g′1,1(D) = 1 +D +D2
g′1,2(D) = 1
g′1,3(D) = D2
et le motif de poinc¸onnage P ′ suivant :
P ′ =
1 01 1
1 1

Puis avec la matrice G2p(D), nous obtenons 3 polynoˆmes ge´ne´rateurs que nous noterons g
′
2,j(D)
(∀j = 1, · · · , 3) : 
g′2,1(D) = D
g′2,2(D) = 1 +D2
g′2,3(D) = 1 +D +D2
et le motif de poinc¸onnage P ′ :
P ′ =
1 01 1
1 1

Nous ve´rifions tout d’abord que les motifs de poinc¸onnage identifie´s sont identiques. Puis on
construit la matrice ge´ne´ratrice du code parent avec les polynoˆmes ge´ne´rateurs g′i,j(D) identifie´s :
G(D) =
[
1 +D +D2 1 D2
D 1 +D2 1 +D +D2
]
D’apre`s les proprie´te´s e´nonce´es dans le chapitre 1, nous pouvons ve´rifier que cette matrice ge´ne´-
ratrice est une matrice ge´ne´ratrice d’un code optimal.
Dans cette section, nous avons pre´sente´ une me´thode qui permet a` partir de la seule connaissance
du code poinc¸onne´ de retrouver le code parent et le motif de poinc¸onnage. Lors de l’identification
du code parent et du poinc¸onnage, les seules donne´es utiles correspondent aux parame`tres du code
poinc¸onne´, par conse´quent l’identification aveugle du code parent et du poinc¸onnage reste identique
lors de l’interception d’une communication bruite´e et non-bruite´e. En effet, les mots bruite´s sont
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uniquement utilise´s pour identifier le code poinc¸onne´ et ce code est identifie´ avec les me´thodes de
reconnaissances aveugles pre´sente´es dans le chapitre 2.
3.4 Analyse de l’algorithme
Nous proposerons dans cette partie une analyse des performances de notre algorithme de
reconnaissance aveugle des codes poinc¸onne´s. Pour cette analyse, nous reprendrons les meˆmes
hypothe`ses et notations qui ont e´te´ introduites lors de l’analyse re´alise´e dans le chapitre 2 en
section 2.4.
– Les codes convolutifs identifie´s sont des codes optimaux
– Le train binaire rec¸u est synchronise´e
– Le canal de transmission est un BSC
– Le train binaire rec¸u est compose´ d’au minimum lmax.M bits
Nous fixerons les parame`tres lmax = 100 et M = 200. Il sera donc ne´cessaire de disposer d’un
train binaire de 20000 bits. Pour chaque simulation, 1000 tirages de Monte-Carlo ont e´te´ re´alise´s,
ou` pour chaque essai la se´quence des mots d’information et les erreurs ont e´te´ tire´s ale´atoirement.
Nous e´tudierons dans un premier temps l’influence des ite´rations sur les performances de notre
algorithme.
Nous proposons de re´aliser ces diffe´rentes e´tudes sur trois codes convolutifs poinc¸onne´s :
– Le C(2, 1, 7) code parent poinc¸onne´ a` la profondeur de M = 2 :
G =
(
133 171
)
et P =
(
1 1
1 0
)
(3.24)
Soit le Cp(3, 2, 4) code poinc¸onne´ de matrice ge´ne´ratrice :
Gp =
(
15 15 6
3 6 15
)
(3.25)
– Le C(3, 1, 7) code parent poinc¸onne´ a` la profondeur de M = 3 :
G =
(
171 165 133
)
et P =
1 0 10 1 0
0 1 0
 (3.26)
Soit le Cp(4, 3, 3) code poinc¸onne´ de matrice ge´ne´ratrice :
Gp =
7 6 0 42 5 7 4
2 2 3 7
 (3.27)
– Le C(3, 2, 3) code parent poinc¸onne´ a` la profondeur de M = 2 :
G =
(
7 4 1
2 5 7
)
et P =
1 01 1
1 1
 (3.28)
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Soit le Cp(5, 4, 2) code poinc¸onne´ de matrice ge´ne´ratrice :
Gp =

3 2 1 0 0
0 3 3 0 2
1 0 0 2 1
1 0 1 3 3
 (3.29)
3.4.1 Le gain apporte´ par notre algorithme ite´ratif
Afin de limiter le temps de calcul permettant d’atteindre une bonne probabilite´ de de´tection,
nous fixerons le nombre d’ite´rations maximum a` 50. Comme au chapitre 2, dans le but d’e´valuer
ce nombre d’ite´rations, nous noterons λx→y, le gain obtenu entre l’ite´ration x et y, tel que :
λx→y =
Pdet(y)−Pdet(x)
Pdet(x) (3.30)
ou` Pdet(i) est la probabilite´ de de´tecter le bon code a` la i-e`me ite´ration. Nous exprimerons ce gain
en pourcentage. Dans ce chapitre, la probabilite´ de de´tecter le bon code correspond a` la probabilite´
d’identifier le bon code poinc¸onne´, le bon code parent et le bon motif de poinc¸onnage.
– Le C(2, 1, 7) code parent poinc¸onne´ a` la profondeur de M = 2
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Figure 3.3 — C(2, 1, 7) et M = 2 : Probabilite´ de de´tection en fonction de Pe
Nous avons repre´sente´ sur la figure 3.3 la probabilite´ de de´tection, Pdet, obtenue en fonction de la
probabilite´ d’erreur du canal, Pe, pour les ite´rations 1, 10, 40 et 50. Nous pouvons remarquer que
pour ce code, les performances optimales de notre algorithme sont atteintes a` la 40-ie`me ite´ration.
En effet, le gain entre l’ite´ration 40 et 50 est proche de 0. En revanche, le gain (repre´sente´ dans
le tableau 3.1) entre l’ite´ration 1 et 40 est tre`s important. Effectivement, pour Pe = 0.015, λ1→40
est proche de 436%. Pour cette Pe, apre`s 1 ite´ration Pdet est proche de 0.17 et nous passons a` 0.93
apre`s 40 ite´rations.
Tableau 3.1 — Gain de de´tection pour le C(2, 1, 7) code poinc¸onne´ a` la profondeur de
M = 2
Pe 0.01 0.015 0.02 0.03
C(2, 1, 7) et M = 2 : λ1→10 (%) 49% 324% 548% 875%
C(2, 1, 7) et M = 2 : λ1→40 (%) 49% 436% 1394% 3175%
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– Le C(3, 1, 7) code parent poinc¸onne´ a` la profondeur de M = 3
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Figure 3.4 — C(3, 1, 7) et M = 3 : Probabilite´ de de´tection en fonction de Pe
Sur la figure 3.4, la probabilite´ de de´tection en fonction de la probabilite´ d’erreur du canal est
repre´sente´e pour 1, 10, 40 et 50 ite´rations. Comme pour le code pre´ce´dent, il est ne´cessaire de
re´aliser 40 ite´rations afin d’atteindre les performances optimales (le gain entre l’ite´ration 40 et 50
est proche de 0). Nous remarquons que pour Pe > 0.002, le gain apporte´ par notre algorithme
ite´ratif est tre`s important. En effet, pour Pe = 0.006, λ1→40 est proche de 287%. Un re´capitulatif
des diffe´rents gains est repre´sente´ dans le tableau 3.2
Tableau 3.2 — Gain de de´tection pour le C(3, 1, 7) code poinc¸onne´ a` la profondeur de
M = 3
Pe 0.002 0.005 0.006 0.01
C(3, 1, 7) et M = 3 : λ1→10 (%) 4% 108% 225% 583%
C(3, 1, 7) et M = 3 : λ1→40 (%) 4% 119% 287% 1791%
– Le C(3, 2, 3) code parent poinc¸onne´ a` la profondeur de M = 2
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Figure 3.5 — C(3, 2, 3) et M = 2 : Probabilite´ de de´tection en fonction de Pe
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Pour 1, 10, 40 et 50 ite´rations, nous avons repre´sente´ la probabilite´ de de´tection en fonction de la
probabilite´ d’erreur du canal sur la figure 3.5. Nous constatons exactement le meˆme comportement
que pour les deux codes pre´ce´dents. En effet, les performances optimales sont atteintes de`s la 40-
ie`me ite´ration et le gain (repre´sente´ dans le tableau 3.3) obtenu entre l’ite´ration 1 et 40 est tre`s
important.
Tableau 3.3 — Gain de de´tection pour le C(3, 2, 3) code poinc¸onne´ a` la profondeur de
M = 2
Pe 0.004 0.006 0.008 0.011
C(3, 2, 3) et M = 2 : λ1→10 (%) 30% 146% 337% 313%
C(3, 2, 3) et M = 2 : λ1→40 (%) 30% 156% 554% 1226%
Nous venons de montrer que comme dans le cas d’un code convolutif non poinc¸onne´, les per-
formances globales de notre algorithme sont largement ame´liore´es par le processus ite´ratif. Nous
pouvons e´galement noter qu’il existe une diffe´rence entre les performances de de´tection que nous
obtenons pour ces trois codes poinc¸onne´s. En effet, le C(2, 1, 7) code poinc¸onne´ avec M = 2 est
plus facile a` identifier que les deux autres. Mais comme nous l’avons vu dans le chapitre 2, ceci
est simplement duˆ au fait que les deux autres codes poinc¸onne´s introduisent moins de redondance.
Effectivement le C(2, 1, 7) code poinc¸onne´ avec M = 2 est e´quivalent a` un Cp(3, 2, 4) code, alors
que les deux autres sont, respectivement, e´quivalent a` un Cp(4, 3, 3) code et a` un Cp(5, 4, 2) code.
Si nous comparons ces re´sultats a` ceux obtenus lors de la reconnaissance aveugle d’un code non-
poinc¸onne´ (voir chapitre 2), nous remarquons qu’il est ne´cessaire de re´aliser plus d’ite´rations pour
identifier un code poinc¸onne´. Lors de la reconnaissance aveugle d’un code poinc¸onne´, l’algorithme
peut-eˆtre de´coupe´ en deux e´tapes. La premie`re e´tape consiste a` identifier le code poinc¸onne´ a`
partir des mots poinc¸onne´s et bruite´s, avec la me´thode du chapitre 2. Puis, la seconde e´tape a
pour objectif d’identifier un code parent et un motif de poinc¸onnage a` partir du code poinc¸onne´.
Par conse´quent, si le premier algorithme identifie un code, mais que celui-ci ne correspond pas au
code poinc¸onne´, il sera peu probable que le second algorithme identifie un code parent optimal et
un motif de poinc¸onnage associe´ au code identifie´. De ce fait, il sera effectivement ne´cessaire de
re´aliser plus d’ite´rations que dans le cas de l’identification d’un simple code afin d’atteindre les
performances optimales de notre algorithme.
3.4.2 Les probabilite´s de de´tection
Comme dans le chapitre pre´ce´dent, afin d’analyser les performances de de´tection de notre algo-
rithme, nous utiliserons une fois de plus les trois probabilite´s suivantes :
1. Probabilite´ de de´tection Pdet : la probabilite´ d’identifier le bon code poinc¸onne´, le bon code
parent et le bon motif de poinc¸onnage
2. Probabilite´ de fausse alarme Pfa : la probabilite´ d’identifier un code parent optimal mais pas
le bon
3. Probabilite´ de non de´tection Pnd : la probabilite´ de n’identifier aucun code
Rappelons que l’identification aveugle a` partir des mots bruite´s permet d’identifier le code e´quivalent
poinc¸onne´. En effet, l’identification du code parent et du motif de poinc¸onnage est re´alise´e a` partir
de la connaissance du code poinc¸onne´. Par conse´quent, afin d’e´valuer la pertinence de nos re´sultats,
nous les comparerons au pouvoir de correction du code poinc¸onne´ et non du code parent.
Sur les figures 3.6, les taux d’erreur binaire re´siduels the´oriques, note´ TEBr, en fonction de la
probabilite´ d’erreur du canal Pe sont repre´sente´s pour les trois codes poinc¸onne´s suivant : Cp(3, 2, 4),
Cp(4, 3, 3) et Cp(5, 4, 2). Nous avons de´fini dans le chapitre 2 l’expression the´orique de ce TEBr
dans l’e´quation 2.125. Nous avons e´galement explique´ dans ce chapitre 2 que nous conside´rerons
110 CHAPITRE 3 : Les codes convolutifs poinc¸onne´s
que le TEBr est acceptable s’il est infe´rieur a` 10−5. Par conse´quent, nous avons de´limite´ sur ces
figures les zones correspondant a` un TEBr infe´rieure a` 10−5, et celles ou` il est supe´rieur a` 10−5.
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(c) TEBr the´orique du Cp(5, 4, 2) code
Figure 3.6 — Les TEBr the´oriques des codes poinc¸onne´s
Sur les figures 3.7 sont repre´sente´es les trois probabilite´s (Pdet, Pfa et Pnd) en fonction de la
probabilite´ d’erreur du canal pour les trois codes pre´ce´dents. Nous avons e´galement de´limite´, sur
chaque figure, les zones ou` le TEBr est supe´rieur a` 10−5 et celles ou` il est infe´rieur. Nous remarquons
que pour ces trois codes poinc¸onne´s, notre algorithme offre d’excellentes performances. En effet,
pour les zones correspondant a` un TEBr infe´rieur a` 10−5, la probabilite´ de de´tection est proche de
1.
Pour ces trois codes, nous remarquons qu’a` partir d’un certain seuil, les probabilite´s de non
de´tection deviennent supe´rieures aux probabilite´s de de´tection. En comparant le point de croisement
de ces deux courbes aux TEBr the´oriques, nous notons que ces croisements se re´alisent lorsque le
TEBr est strictement supe´rieur a` 10−4. Par conse´quent, de tels codes ne seraient pas utilise´s dans
ce contexte, puisque meˆme en contexte coope´ratif le de´codeur serait incapable de de´coder la trame
rec¸ue avec un TEB re´siduel apre`s de´codage acceptable.
Dans le cas de la reconnaissance d’un code non-poinc¸onne´ (voir chapitre 2), nous avions remar-
que´ que les probabilite´s de fausse alarme de´passaient, a` compter d’un certain seuil, les probabilite´s
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(a) Probabilite´s de de´tection du C(2, 1, 7) code et M = 2
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(b) Probabilite´s de de´tection du C(3, 1, 7) code et M = 3
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(c) Probabilite´s de de´tection du C(3, 2, 3) code et M = 2
Figure 3.7 — Les probabilite´s de de´tection
de de´tection. Or dans le cas d’un code poinc¸onne´, se sont les probabilite´s de non de´tection. Dans
le cas de l’identification aveugle d’un code poinc¸onne´, nous utilisons l’algorithme du chapitre 2
pour identifier le code convolutif poinc¸onne´. Puis, a` partir de ce code poinc¸onne´ nous appliquons
l’algorithme de´crit dans ce chapitre afin d’identifier un code parent et un motif de poinc¸onnage qui
est e´quivalent au code poinc¸onne´ identifie´. De ce fait, il est peu probable a` partir d’un mauvais
code poinc¸onne´ identifie´ avec la me´thode du chapitre 2 d’identifier par la suite un code parent et
un motif de poinc¸onnage. Par conse´quent, la probabilite´ de fausse alarme sera faible compare´e a` la
probabilite´ de non de´tection.
3.5 Conclusions
Dans ce chapitre, nous avons tout d’abord pre´sente´ une technique simple permettant d’aug-
menter le rendement du code. Cette technique, nomme´e poinc¸onnage, consiste simplement a` ne pas
transmettre tous les bits des mots de code. Nous avons montre´ qu’un code convolutif dont les mots
de code avaient e´te´ poinc¸onne´s pouvait eˆtre de´crit par un autre code convolutif construit a` partir
du code parent et d’un motif de poinc¸onnage. Nous avons ensuite vu que l’identification aveugle
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du code poinc¸onne´ e´tait identique a` celle de l’identification d’un code convolutif non-poinc¸onne´.
Puis, dans la deuxie`me partie de ce chapitre, nous avons de´veloppe´ une me´thode permettant, a`
partir de la connaissance du code poinc¸onne´, d’identifier le code parent et le motif de poinc¸onnage.
Et enfin, nous avons analyse´ les performances de de´tection de notre algorithme d’identification
aveugle d’un code convolutif poinc¸onne´. Nous avons montre´ que pour un TEB re´siduel the´orique
apre`s de´codage infe´rieur a` 10−5, notre algorithme nous permettait d’identifier le code poinc¸onne´,
le code parent et le motif de poinc¸onnage avec une probabilite´ de de´tection proche de 1.
Re´capitulatif des parame`tres identifie´s par notre algorithme :
– Les parame`tres du code poinc¸onne´ : np, kp et Kp
– La matrice ge´ne´ratrice du code poinc¸onne´ Gp(D)
– Les parame`tres du code parent : n, k et K
– La matrice ge´ne´ratrice du code parent G(D)
– Le motif de poinc¸onnage P
Re´capitulatif des points forts de notre algorithme :
– Une quantite´ relativement faible de donne´es rec¸ues est ne´cessaire (20000 bits)
– Une proce´dure ite´rative qui permet d’ame´liorer de manie`re significative les probabilite´s de
de´tecter le bon code
– L’identification du code poinc¸onne´, du code parent et du motif de poinc¸onnage
– Pour un TEBr proche de 10−5 nous obtenons des probabilite´s de de´tection proche de 1
Dans le prochain chapitre, nous nous inte´resserons a` des sche´mas de codage qui permettront
d’ame´liorer, de manie`re significative, la robustesse d’une transmission. Nous proposerons tout
d’abord une e´tude the´orique sur ces sche´mas de codage puis nous de´velopperons des algorithmes
de reconnaissance aveugle de ces sche´mas de codage.
CHAPITRE4 Reconnaissance des codesconcate´ne´s et des
turbocodes
4.1 Introduction
Comme nous l’avons explique´ dans le chapitre 3, les applications actuelles ne´cessitent des trans-
missions toujours plus fiables et plus rapides. Dans le chapitre pre´ce´dent, nous avons pre´sente´ une
technique simple qui permet d’augmenter le rendement d’un code, le poinc¸onnage des mots de
code. Si cette technique permet d’augmenter le de´bit utile de la transmission, elle ne permet pas
d’ame´liorer sa robustesse. De ce fait, nous pre´senterons dans ce chapitre des sche´mas de codage qui
permettent d’ame´liorer de manie`re significative la capacite´ de correction d’un code.
La capacite´ de correction d’un code convolutif est e´value´e par sa distance libre : plus cette
distance sera grande et meilleure sera sa capacite´ de correction. Une liste non-exhaustive de codes
convolutifs optimaux est pre´sente´e dans l’annexe D. En regardant cette liste, on remarque que pour
un rendement donne´, la distance libre augmente en meˆme temps que la longueur de contrainte des
codes. On en conclut aise´ment que les meilleurs codes, en terme de capacite´ de correction, sont les
codes ayant une longueur de contrainte e´leve´e. Or, en pratique, les codes convolutifs utilise´s ont
une longueur de contrainte relativement faible (≤ 10). En effet, les codes ayant des longueurs de
contraintes e´leve´es ont certes une capacite´ de correction e´leve´e mais la complexite´ du de´codeur de
Viterbi croˆıt de manie`re exponentielle avec cette longueur de contrainte. Par conse´quent, l’utilisation
d’un code a` longueur de contrainte e´leve´e rendrait la complexite´ du de´codeur re´dhibitoire pour les
transmissions actuelles. Un moyen simple, pour d’un coˆte´ garantir une grande distance libre et d’un
autre coˆte´ une complexite´ de de´codage raisonnable, est de combiner plusieurs codes.
4.2 Concate´nation de codes
Le premier sche´ma de codage de ce type fut propose´ dans [For66]. La figure 4.1(a) repre´sente ce
sche´ma qui e´tait, a` l’origine, compose´ d’un premier codeur, appele´ codeur externe, et d’un second
codeur, appele´ codeur interne. Afin d’augmenter la robustesse de ce sche´ma de codage, une fonction
de permutation ou d’entrelacement peut-eˆtre place´e entre le code externe et le code interne, voir
figure 4.1(b).
Cette concate´nation de code est aujourd’hui appele´e concate´nation se´rie et l’information est
code´e deux fois, une premie`re fois par le code externe et une seconde par le code interne. Dans
cette configuration, les deux codes utilise´s sont en re`gle ge´ne´rale comple´mentaires. En effet, le code
interne est ge´ne´ralement un code convolutif et le code externe un code RS (Reed-Solomon). La
combinaison de ces deux codes permet d’obtenir de bonnes performances en terme de correction
des erreurs puisque le code convoltuif permet de lutter efficacement contre les erreurs isole´es alors
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Figure 4.1 — Sche´ma d’un code concate´ne´ sans et avec entrelacement
que le code RS est ade´quat pour lutter contre les erreurs de type burst. Le de´codeur convolutif
s’occupera des erreurs ale´atoires pour les faibles rapports signal sur bruit, tandis que le de´codeur
RS s’occupera des erreurs par paquets pour des rapports signal sur bruit plus e´leve´s. On retrouve
ce type de concate´nation dans les standards de diffusion par satellite (norme DVB-S [DVB09]) ou
par diffusion hertzienne terrestre (norme DVB-T).
Dans cette version, l’enchaˆınement simple des deux de´codeurs e´le´mentaires n’est pas optimal,
en effet le de´codeur interne ne tire pas profit de la redondance introduite par le code externe. Cette
observation a conduit a` l’invention d’un nouveau sche´ma de codage/de´codage s’approchant a` 0.5dB
de la limite de Shannon sur canal gaussien, les turbocodes. Ce sche´ma de codage/de´codage fut in-
vente´ par C. Berrou et al. [BGT93]. La figure 4.2 repre´sente un turbocode qui est une concate´nation
en paralle`le de deux codes se´pare´s par un entrelaceur. Dans sa version d’origine, les deux codeurs
e´taient des codes convolutifs RSC et les sorties syste´matiques du second codeur e´taient poinc¸onne´es,
c-a`-d qu’elles n’e´taient pas transmises. Mais depuis cette invention, le principe des turbocodes s’est
ge´ne´ralise´ et les deux codeurs ne sont plus ne´cessairement des codes convolutifs RSC. De par le fait
qu’ils allient une complexite´ de de´codage raisonnable a` d’excellentes performances de correction, les
turbocodes ont connu, depuis leur invention, un tre`s grand succe`s. En effet, de nombreux standards,
en particuliers en radio-mobile (tel que l’UMTS [3GP05b] et le CDMA-2000 [3GP09]), utilisent ces
sche´mas de codage afin de prote´ger leurs donne´es du bruit.
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Figure 4.2 — Sche´ma d’un turbocode
4.2.1 Les entrelaceurs
La fonction d’entrelacement et de de´sentrelacement joue un roˆle pre´dominant dans les codes
concate´ne´s. En effet, l’entrelacement permet de disperser temporellement les erreurs. Dans l’hypo-
the`se que les erreurs interviennent par paquets, cette dispersion les transformera en erreurs isole´es.
De plus, un entrelaceur choisi judicieusement permettra d’augmenter la distance minimale globale
du code concate´ne´. Effectivement, la distance minimale du code concate´ne´ est de´termine´e conjoin-
tement par les deux codeurs et l’entrelaceur. Comme pour les codeurs, il existe deux grandes classes
d’entrelaceur, les entrelaceurs par blocs et les entrelaceurs convolutifs (encore appele´ convolution-
nels ou multiplexe´s).
Les entrelaceurs par blocs prennent des blocs de symboles en entre´e d’une certaine longueur que
nous noterons le. Ils effectuent une permutation sur ces symboles au sein du meˆme bloc et restituent
en sortie le bloc de symboles permute´s. Au contraire, les entrelaceurs convolutifs ne prennent pas les
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symboles d’entre´e par blocs mais prennent en entre´e un flux de symboles et effectuent la permutation
en flux tendu a` l’aide de registres a` de´calage superpose´s et de tailles diffe´rentes. Dans la suite de
ce document, nous nous inte´resserons uniquement aux entrelaceurs par blocs.
Un entrelaceur par bloc est repre´sente´, soit par un vecteur de permutation de taille le, soit par
une matrice d’entrelacement de taille le×le. Pre´cisons que la taille de l’entrelaceur le n’est pas choisie
au hasard mais de´pend des parame`tres des codeurs. Nous noterons p le vecteur de permutation et
E la matrice d’entrelacement. Cette matrice est compose´e d’un “1” unique sur chaque colonne et
ligne et de “0” ailleurs. En notantm un vecteur de taille le, alors la version entrelace´e de ce vecteur,
note´e m′, est de´finie par : {
m′ =m.E
m′ =m(p) (4.1)
Lorsque l’on conside`re plusieurs blocs, il est possible de repre´senter l’entrelaceur global par une
matrice bloc-diagonale, note´e Eg, qui sera compose´e sur sa diagonale de la matrice d’entrelacement
E. Notons L la taille du vecteur m (avec L = α.le), alors la version entrelace´e de ce vecteur, note´e
m′, est telle que :
m′ =m.Eg (4.2)
avec Eg une matrice de taille L× L compose´e de α matrices E :
Eg =
E . . .
E
 (4.3)
Exemple 4.45.
Prenons l’exemple d’un entrelaceur de taille 8 qui est de´fini par le vecteur de permutation suivant :
p =
[
4 5 8 1 6 7 3 2
]
D’apre`s le vecteur de permutation p, la matrice d’entrelacement est telle que :
E =

0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0

Notons m le vecteur initial de taille le :
m =
(
m(0) m(1) m(2) m(3) m(4) m(5) m(6) m(7)
)
alors la version entrelace´e de ce vecteur, m′ =m(p) =m.E, est telle que :
m′ =
(
m(3) m(4) m(7) m(0) m(5) m(6) m(2) m(1)
)
4.2.2 Les turbocodes se´rie
Nous avons vu que les codes concate´ne´s en se´rie e´taient en re`gle ge´ne´rale compose´s de deux codes
diffe´rents (convolutif et RS), mais ils peuvent e´galement eˆtre compose´s de deux codes convolutifs. La
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figure 4.2.2 repre´sente une concate´nation se´rie de deux codes convolutifs qui est e´galement appele´e
turbocode se´rie.
 
 
 Entrelaceur C2(n2, k2,K2)C1(n1, k1,K1)
c xc′m
Figure 4.3 — Sche´ma d’une concate´nation se´rie
La multiplication du rendement des deux codes convolutifs r1 et r2 permet d’obtenir le rende-
ment global du turbocode se´rie, note´ rs :
rs = r1.r2 =
k1.k2
n1.n2
=
ks
ns
(4.4)
4.2.3 Les turbocodes paralle`le
Comme nous l’avons pre´cise´, dans sa version d’origine, un turbocode e´tait compose´ de deux
codes convolutifs se´pare´s par un entrelaceur. Le second codeur e´tait un code RSC dont les voies
syste´matiques e´taient poinc¸onne´es. Si cette version reste celle qui est la plus utilise´e dans les stan-
dards, un turbocode n’est pas force´ment tel que de´crit ci-dessus. En effet, les voies syste´matiques ne
sont pas ne´cessairement poinc¸onne´es et les deux codes ne sont pas force´ment des codes convolutifs.
Dans ces travaux, nous nous inte´resserons uniquement au turbocode convolutif, soit un turbo-
code compose´ de deux codes convolutifs. Afin de distinguer les deux types de turbocodes, nous
nommerons turbocode, un turbocode dont le second codeur est de forme RSC avec ses voies syste´-
matiques poinc¸onne´es et code concate´ne´ en paralle`le, un turbocode qui est compose´ de deux codeurs
de forme RSC ou NRNSC et ou` il n’y a pas force´ment de poinc¸onnage des voies syste´matiques.
Dans la litte´rature, ces derniers sche´mas de codage sont couramment appele´s PCCC pour “Parallel
Concatenated Convolutional Code”, mais dans ce me´moire nous les nommerons simplement CCP
pour “Code Concate´ne´ en paralle`le” puisque nous traiterons uniquement des sche´mas de codage a`
base de codes convolutifs.
Dans le cas des turbocodes paralle`les, la taille de l’entrelaceur est e´troitement lie´e aux para-
me`tres des deux codeurs :
– le = α1.k1
– le = α2.k2
– le >> max(K1,K2)
Dans la suite de ce manuscrit, nous ferons l’hypothe`se que ces contraintes sur la taille de l’entrelaceur
sont respecte´es.
4.2.3.1 Les codes concate´ne´s en paralle`le
La figure 4.4 repre´sente un code concate´ne´ en paralle`le qui est compose´ de deux codes convolutifs
(RSC ou NRNSC) et d’un entrelaceur. Nous noterons r1 le rendement du premier codeur et r2 celui
du second, alors le rendement global du CCP (note´ rpar) est tel que :
rpar =
r1.r2
r1 + r2
=
k1.k2
k1.n2 + k2.n1
(4.5)
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Entrelaceur
m1(D) c1(D)
c
′
1(D)
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′
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′
n2(D)
mk1(D)
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′
k2
(D)
C1(n1, k1,K1)
C2(n2, k2,K2)
Figure 4.4 — Repre´sentation d’un code concate´ne´ en paralle`le
Le vecteur d’entre´e du code concate´ne´ est repre´sente´ par un vecteur note´ m et la version
entrelace´e de ce vecteur est note´e m′. Le vecteur contenant les sorties du premier codeur est note´
c et celui du second codeur c′ : {
c =
(
c(0) c(1) · · ·)
c′ =
(
c′(0) c′(1) · · ·) (4.6)
ou` c(t) =
(
c1(t) · · · cn1(t)
)
et c′(t) =
(
c′1(t) · · · c′n2(t)
)
.
Nous noterons x le vecteur de sortie du CCP qui est tel que :
x =
(
c(0) c′(0) c(1) c′(1) · · ·) (4.7)
4.2.3.2 Les turbocodes
Dans le cas d’un turbocode, le deuxie`me codeur C2(n2, k2,K2) est un codeur RSC et les
voies syste´matiques de ce codeur (c′1(D), · · · , c′k2(D)) ne sont pas transmises. Le premier codeur
C1(n1, k1,K1) peut eˆtre de forme RSC ou NRNSC. La figure 4.5 repre´sente un turbocode tel que
pre´sente´ ci-dessus. Les voies syste´matiques du second codeur qui ne sont pas transmises sont repre´-
sente´es par des traits en pointille´ sur cette figure.
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Figure 4.5 — Repre´sentation d’un turbocode
Dans cette configuration, le rendement du turbocode est de´fini par :
rt =
r1.r2
r1 + r2 − r1.r2 =
k1.k2
k1.n2 + k2.n1 − k1.k2 (4.8)
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Le vecteur d’entre´e du turbocode est repre´sente´ par un vecteur note´ m et la version entrelace´e
de ce vecteur est note´e m′. Le vecteur contenant les sorties du premier codeur est note´ c et celui
du second codeur c′ : {
c =
(
c(0) c(1) · · ·)
c′ =
(
c′(0) c′(1) · · ·) (4.9)
ou` c(t) =
(
c1(t) · · · cn1(t)
)
et c′(t) =
(
c′k2+1(t) · · · c′n2(t)
)
.
Nous noterons x le vecteur de sortie du turbocode qui est tel que :
x =
(
c(0) c′(0) c(1) c′(1) · · ·) (4.10)
Les turbocodes paralle`les, soit les CCP et les turbocodes, e´tant les sche´mas de codage les plus
utilise´s en pratique (compare´ au turbocode se´rie), nous nous inte´resserons, dans la suite de ce
document, uniquement a` la reconnaissance aveugle de ces deux sche´mas de codage. Le lecteur
inte´resse´ par plus d’information sur la the´orie des turbocodes et la concate´nation de codes pourra
se re´fe´rer a` [Ber07].
La litte´rature concernant cette the´matique, soit la reconnaissance aveugle des turbocodes, est
peu riche. De plus dans les travaux existants [Bar05, Bar07a], de nombreuses hypothe`ses restrictives
ont e´te´ faites. En effet, ils faisaient l’hypothe`se que les deux codes C1 et C2 e´taient identiques et
qu’ils avaient acce`s aux mots de code c et c′. Par conse´quent, l’identification des deux codes du
turbocode ne diffe´raient pas de la reconnaissance classique d’un code convolutif. Dans la suite de ce
chapitre, nous proposerons deux me´thodes d’identification, l’une portant sur les CCP et l’autre sur
les turbocodes. Nous ferons l’hypothe`se que la seule information connue est le vecteur x. Rappelons
que ce vecteur est compose´ des mots de code c et c′ multiplexe´s. De ce fait, avant d’obtenir les
mots de code c et c′, nous devrons tout d’abord identifier le nombre de sorties de chaque code, n1
et n2, afin de pouvoir de´multiplexer le vecteur x. Dans ces travaux, le vecteur x sera tel que :
x =
(
c(0) c′(0) c(1) c′(1) · · ·) (4.11)
et nous ne prendrons aucune autre forme de multiplexage en compte.
Afin de de´velopper nos me´thodes de reconnaissance aveugle, nous utiliserons plusieurs sche´mas
de CCP et de turbocode que nous avons re´capitule´ dans le tableau ci-dessous.
Nom du code Code C1 Code C2 Taille de l’entrelaceur
CCP1 Code NRNSC : C1(2, 1, 3) Code NRNSC : C2(2, 1, 3) le = 10
CCP2 Code NRNSC : C1(2, 1, 3) Code NRNSC : C2(3, 1, 4) le = 18
CCP3 Code NRNSC : C1(3, 2, 3) Code RSC : C2(3, 2, 5) le = 24
Turbocode1 Code NRNSC : C1(3, 2, 3) Code RSC : C2(3, 2, 5) le = 12
Tableau 4.1 — Tableaux re´capitulatif des sche´mas de codage e´tudie´s
4.3 Reconnaissance aveugle des codes concate´ne´s en paralle`le
Dans cette partie, nous pre´senterons un algorithme qui nous permettra d’identifier en aveugle
l’ensemble des parame`tres du CCP, soit les deux codes convolutifs et la fonction d’entrelacement.
Nous ferons l’hypothe`se que le train binaire est synchronise´ et non-entache´ d’erreur. L’algorithme
que nous pre´senterons sera de´coupe´ en trois e´tapes. La premie`re e´tape consistera a` identifier les
parame`tres du CCP, soit son rendement et la taille de l’entrelaceur. La seconde e´tape permettra
d’identifier le nombre de sorties de chaque code. Une fois ces parame`tres n1 et n2 connus, nous
serons en mesure de se´parer les pistes de code´s qui appartiennent a` chacun des codeurs. La dernie`re
e´tape consistera a` identifier les deux codes et le vecteur de permutation.
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Dans la suite de ce chapitre, nous prendrons diffe´rents exemples de CCP et de turbocode. De ce
fait, un tableau re´capitulatif des diffe´rents CCP et turbocode utilise´s est pre´sente´ dans le tableau 4.1
page 118 de ce chapitre.
4.3.1 Identification des parame`tres des codes concate´ne´s en paralle`le
Dans la premie`re partie du chapitre 2, nous avons pre´sente´ une me´thode qui permettait d’iden-
tifier l’ensemble des parame`tres d’un code convolutif. Cette me´thode e´tait base´e sur le calcul du
rang des matrices construites avec les mots de code. Afin d’identifier les parame`tres du CCP, nous
utiliserons cette meˆme me´thode. Dans le cas d’un simple code convolutif, nous avons constate´ que
les matrices de taille α.n ≥ na pre´sentaient des de´ficiences de rang. Dans le cas d’un CCP, de par
la pre´sence de deux codes convolutifs et de l’entrelaceur, nous verrons apparaˆıtre deux sortes de
chutes de rang. En effet, les deux codes ainsi que l’entrelaceur vont engendrer des chutes de rang
maximales et il apparaˆıtra des chutes de rang moyennes qui seront uniquement lie´es a` la pre´sence
des deux codeurs.
Nous noterons Rl les matrices construites avec les donne´es code´es par le CCP, soit le vecteur
x. Ces matrices seront de taille M × l avec M > l. Afin d’identifier les parame`tres du CCP, nous
calculerons le rang dans GF (2) de chacune de ces matrices. Avant de pre´senter notre me´thode
d’identification, nous introduirons quelques notations relatives aux deux codes convolutifs du CCP.
– Notations des codes convolutifs :
Nous noterons µ⊥1 la me´moire du code dual C⊥1 et µ⊥2 la me´moire de C⊥2 . Nous avons de´montre´ dans
l’annexe B, que la matrice de parite´ d’un code convolutif e´tait compose´e des polynoˆmes ge´ne´rateurs
du codeur sous sa forme RSC e´quivalente. De ce fait, la me´moire du code dual est identique a` la
me´moire du codeur sous sa forme RSC e´quivalente. En notant µij la me´moire de la i-e`me entre´e du
j-e`me code, les me´moires des codes RSC e´quivalents sont de´finies par :
µ⊥1 =
k1∑
i=1
µi1 et µ
⊥
2 =
k2∑
i=1
µi2 (4.12)
Nous avons montre´ dans le second chapitre que lors de la reconnaissance d’un unique code
convolutif, la premie`re matrice de rang de´ficient e´tait de taille na = α.n > n. Nous noterons na1 et
na2 les tailles des premie`res matrices de rang de´ficient pour les codes C1 et C2, respectivement :
na1 = n1.
⌊
µ⊥1
n1 − k1 + 1
⌋
(4.13)
et
na2 = n2.
⌊
µ⊥2
n2 − k2 + 1
⌋
(4.14)
4.3.1.1 Les chutes de rang maximales
La combinaison de l’entrelaceur et des deux codeurs va engendrer, lors du calcul du rang des
matrices Rl, une chute de rang maximale tous les multiples de la taille de l’entrelaceur divise´ par
le rendement du CCP, soit α. lerpar . La premie`re chute de rang maximale apparaˆıtra pour l =
le
rpar
et la diffe´rence entre les rangs de deux matrices correspondant a` des chutes de rang maximales
successives correspondra a` la taille de l’entrelaceur. L’e´quation de la droite passant par ces chutes
de rang maximales est telle que :
rg(Rl) = l.rpar + µ⊥ ∀l = α. le
rpar
(4.15)
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ou` µ⊥ est de´fini par :
µ⊥ = µ⊥1 + µ
⊥
2 (4.16)
Connaissant deux matrices correspondant a` des chutes de rang maximales, nous serons en mesure
d’identifier le rendement du CCP et la taille de l’entrelaceur. Nous noterons nm la taille de la
premie`re matrice pre´sentant une chute de rang maximale telle que :
nm =
le
rpar
(4.17)
1. Identification de le :
La diffe´rence entre les rangs de deux matrices correspondant a` des chutes de rang maximales
successives correspond a` la taille de l’entrelaceur :
le = rg
(
R(α+1).nm
)− rg (Rα.nm) ∀α ∈ N (4.18)
2. Identification de rpar :
D’apre`s l’e´quation (4.17), le rendement du CCP est :
rpar =
le
nm
(4.19)
3. Identification de µ⊥ :
La somme des me´moires des codeurs RSC e´quivalents est :
µ⊥ = rg (Rnm)− nm.rpar (4.20)
Exemple 4.46.
Prenons l’exemple d’un code concate´ne´ en paralle`le compose´ de deux codes convolutifs identiques,
de rendement 1/2 et de longueur de contrainte e´gale a` 3, de me´moire e´gale a` 2 et d’un entrelaceur
de taille 10. Le premier codeur sera note´ C1(2, 1, 3) et le second C2(2, 1, 3). Afin de diffe´rencier les
diffe´rents CCP que nous e´tudierons par la suite, nous noterons ce CCP le CCP1. Le rendement
du CCP1, rpar, est tel que :
rpar =
1
4
L’entrelaceur est de´fini par le vecteur de permutation suivant :
p =
(
6 8 1 7 5 4 10 9 3 2
)
Notons m le vecteur d’entre´e et m′ sa version entrelace´e telle que :
m =
(
m(0) m(1) m(2) m(3) m(4) m(5) m(6) m(7) m(8) m(9) · · · )
m′ = (m′(0) m′(1) m′(2) m′(3) m′(4) m′(5) m′(6) m′(7) m′(8) m′(9) · · · )
= (m(5) m(7) m(0) m(6) m(4) m(3) m(9) m(8) m(2) m(1) · · · )
Les sorties du premier codeur, note´es c1(t) et c2(t), et les sorties du second codeur, c′1(t) et
c′2(t), sont de´finies par : 
c1(t) = m(t) +m(t− 2)
c2(t) = m(t) +m(t− 1) +m(t− 2)
c′1(t) = m′(t) +m′(t− 2)
c′2(t) = m′(t) +m′(t− 1) +m′(t− 2)
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Alors, le vecteur x obtenu en sortie du CCP1 est tel que :
x =
(
x(0) x(1) x(2) x(3) x(4) x(5) x(6) x(7) · · ·)
=
(
c1(0) c2(0) c′1(0) c′2(0) c1(1) c2(1) c′1(1) c′2(1) · · ·
)
Nous avons montre´ dans le chapitre 1, que dans le cas des codes de rendement 1/n, la relation
liant la matrice ge´ne´ratrice du code NRNSC et de son RSC e´quivalent est :
GRSC(D) =
GNRNSC(D)
g1,1(D)
De ce fait, la me´moire du codeur NRNSC et de son RSC e´quivalent est identique. La me´moire
du C(2, 1, 3) code est : µ = K − 1 = 2 et celle de son RSC e´quivalent est µ⊥ = µ = 2. Le CCP 1
e´tant compose´ de deux codes C(2, 1, 3), les me´moires µ⊥1 et µ⊥2 sont telles que :
µ⊥1 = µ
⊥
2 = K − 1 = 2
Nous avons repre´sente´ sur la figure 4.6 le rang des matrices Rl construites avec les donne´es x,
pour l variant de 1 a` 80.
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Figure 4.6 — Rang des matrices Rl du CCP1 (cf tableau 4.1)
Dans un premier temps, nous nous inte´resserons uniquement aux chutes de rang maximales.
Nous remarquons sur cette figure, une premie`re chute de rang maximale lorsque la matrice est
de taille 40 et une seconde pour la matrice de taille 80. Connaissant le rang de ces deux matrices,
nous serons en mesure d’identifier la taille de l’entrelaceur (4.18), le rendement du CCP1 (4.19)
et la somme des me´moires des deux codes (4.20).
le = rg(80)− rg(40) = 24− 14 = 10
rpar = 1040 =
1
4
µ⊥ = 14− 40.14 = 4
Nous pouvons ve´rifier que les parame`tres identifie´s avec notre me´thode de reconnaissance corres-
pondent aux parame`tres du CCP1.
4.3.1.2 Les chutes de rang moyennes
Outres ces chutes de rang maximales, nous verrons apparaˆıtre des chutes de rang moyennes qui
seront uniquement lie´es aux deux codes. L’e´quation de la droite passant par ces chutes de rang
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moyennes est telle que :
rg(Rl) =
k
n
.l + µ⊥, ∀l = α.n ≥ na et l 6= α. le
.rpar
(4.21)
avec na qui correspond a` la taille de la premie`re matrice de rang de´ficient :
na = n.
⌊
µ⊥
n− k + 1
⌋
(4.22)
Les valeurs de n et k peuvent avoir deux valeurs diffe´rentes en fonction des codes C1 et C2.
– Cas 1 :
Dans ce premier cas, les valeurs de k et n seront telles que :{
k = k1 = k2
n = n1 = n2
(4.23)
– Cas 2 :
En revanche, dans ce second cas, les valeurs de n et k seront telles que :{
k = k1 + k2
n = n1 + n2
(4.24)
Connaissant deux matrices de rang de´ficient, nous serons en mesure d’identifier les parame`tres
liste´s ci-dessous.
1. Identification de n :
La diffe´rence entre la taille de deux matrices de rang de´ficients conse´cutives correspond a` la
valeur de n :
n = (na + (α+ 1).n)− (na + α.n) ∀α ∈ N (4.25)
2. Identification de k :
La diffe´rence entre le rang de deux matrices de rang de´ficient correspond a` la valeur de k :
k = rg
(
Rna+(α+1).n
)− rg (Rna+α.n) ∀α ∈ N (4.26)
3. Identification de µ⊥ :
En connaissant les valeurs de k et n, la valeur de µ⊥ est :
µ⊥ = rg (Rna+α.n)− (na + α.n) .
k
n
∀α ∈ N (4.27)
Exemple 4.47.
Suite de l’exemple 4.46.
Sur la figure 4.6 de l’exemple pre´ce´dent, nous remarquons que, outre les chutes de rang maxi-
males, nous pouvons observer des chutes de rang moyennes. En effet, nous remarquons une pre-
mie`re chute de rang moyenne lorsque la matrice est de taille 10 (soit na = 10), puis des chutes de
rang moyennes tous les multiples de 2. D’apre`s les e´quations (4.25), (4.26) et (4.27), connaissant
le rang de deux matrices de rang de´ficient conse´cutives, nous sommes en mesure d’identifier les
parame`tres suivants : 
n = 12− 10 = 2
k = rg(12)− rg(10) = 10− 9 = 1
µ⊥ = rg(10)− kn .10 = 4
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4.3.2 Identification du nombre de sorties des deux codes
Une fois les parame`tres du CCP identifie´s, nous allons nous inte´resser a` l’identification du
nombre de sorties de chaque codeur afin de pouvoir se´parer les donne´es. En effet, si nous identifions
ces parame`tres, nous serons en mesure de diffe´rencier les bits qui appartiennent aux mots de code
du codeur C1 de ceux qui appartiennent au codeur C2, ce qui nous permettra ensuite d’identifier
les deux codes.
Nous noterons L la longueur de la trame rec¸ue et nous re´organiserons les donne´es sous la forme
d’une matrice, note´e Y , qui sera de taille L/n× n, telle que :
Y =
x(0) · · · x(n− 1)x(n) · · · x(2.n− 1)
...
...
...
 (4.28)
ou` x(i) correspond au i-e`me bit de x.
Connaissant n, il suffit de faire une recherche sur le nombre de sorties d’un des codeurs dans
l’intervalle [1, n−1]. Ainsi, si nous voulons identifier le nombre de sorties du premier codeur, il suffit
de supprimer pour une valeur de nˆ1 (variant de 1 a` n− 1) donne´e, les (n− nˆ1) dernie`res colonnes
de la matrice Y qui sont suppose´es correspondre aux donne´es code´es par le codeur C2. Le principe
de cette me´thode sera de re´organiser ces donne´es sous forme de matrices et de calculer leurs rangs
normalise´s dans GF (2). Nous noterons R˜l, les matrices construites avec ces donne´es et rg(R˜l) le
rang de ces matrices, alors le rang normalise´, note´ ρ(l), est tel que :
ρ(l) =
rg(R˜l)
l
(4.29)
Lorsque le bon nombre de colonnes de Y aura e´te´ supprime´, c-a`-d lorsque nˆ1 sera e´gale a` n1,
la matrice R˜l pre´sentera une chute de rang maximale. Par conse´quent, en calculant le rang des
matrices R˜l, nous pourrons aise´ment identifier la tailles des mots de code de C1 et de ce fait en
de´duire la taille des mots de code de C2 :
n2 = n− n1 (4.30)
En prenant uniquement les donne´es lie´es au codeur C1, nous savons que la premie`re matrice
pre´sentant une chute de rang est de taille na1 :
na1 = n1.
⌊
µ⊥1
n1 − k1 + 1
⌋
(4.31)
Par conse´quent, afin d’observer une chute de rang maximale lorsque nˆ1 = n1, il est ne´cessaire que
la matrice R˜l soit compose´e d’au minimum na1 colonnes. De plus, nous savons que si la matrice
est de taille α. lerpar , nous verrons apparaˆıtre des chutes de rang qui seront lie´es a` la pre´sence de
l’entrelaceur. Par conse´quent, afin d’analyser les chutes de rang qui sont uniquement lie´es a` la
pre´sence des codeurs, nous devrons re´organiser les donne´es sous la forme de matrices, R˜l, de taille
L/l× l avec l = nˆ1.(le−1). La taille d’un entrelaceur e´tant grande devant les parame`tres d’un code
convolutif, en choisissant cette valeur de l pour construire la matrice R˜l, nous pouvons ve´rifier que
l > na1 et que l 6= α. lerpar .
Nous avons vu qu’en fonction des deux codes, C1 et C2, les valeurs de n et k avaient deux
comportements diffe´rents :
– Cas 1 : n = n1 = n2
– Cas 2 : n = n1 + n2
Dans le cas 2 (n = n1 + n2), en appliquant l’algorithme pre´ce´dent, nous arriverons a` identifier
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les valeurs de n1 et de n2. En revanche, dans le cas 1 (n = n1 = n2), en appliquant le meˆme
algorithme, nous serons dans l’incapacite´ d’identifier les valeurs de n1 et de n2. En effet, dans cette
configuration, toutes les matrices R˜l seront de rang plein. Si une telle situation se produit, nous
doublerons la valeur de n et nous re´-appliquerons l’algorithme pre´ce´dent avec cette nouvelle valeur
de n pour identifier n1 et n2.
Exemple 4.48.
Suite de l’exemple 4.47.
Dans l’exemple pre´ce´dent, nous avons identifie´ le parame`tre n = 2. Nous re´organiserons les
donne´es sous la forme d’une matrice note´e Y qui sera de taille L/2× 2 :
Y =

x(0) x(1)
x(2) x(3)
x(4) x(5)
x(6) x(6)
...
...
 =

c1(0) c2(0)
c′1(0) c′2(0)
c1(1) c2(1)
c′1(1) c′2(1)
...
...

La valeur de n e´tant e´gale a` 2, le principe de la me´thode serait de supprimer la dernie`re colonne de
Y et de re´organiser ces donne´es sous la forme d’une matrice de taille L/(nˆ1.(le− 1))× nˆ1.(le− 1)
(avec nˆ1 = 1). Or, nous pouvons remarquer qu’en supprimant la dernie`re colonne de Y , nous
aurons uniquement les bits correspondant aux premie`res sorties des deux codes, soit c1(t) et c′1(t).
Par conse´quent la matrice construite avec ces donne´es sera de rang plein. Dans cette configuration,
nous poserons n = n+ n = 4 et nous re´-appliquerons la meˆme me´thode.
Dans ce cas, la matrice Y de taille L/4× 4 est telle que :
Y =
x(0) x(1) x(2) x(3)x(4) x(5) x(6) x(6)
...
...
...
...
 =
c1(0) c2(0) c
′
1(0) c
′
2(0)
c1(1) c2(1) c′1(1) c′2(1)
...
...
...
...

Nous ferons varier la valeur de nˆ1 de 1 a` n − 1 et nous supprimerons, a` chaque fois, les n − nˆ1
dernie`res colonnes de la matrice Y . Puis, avec ces donne´es nous construirons les matrices R˜l avec
l qui sera telle que :
l = nˆ1.(le − 1) = nˆ1.9
Pour nˆ1 = 1, nous devons supprimer les n − nˆ1 = 3 dernie`res colonnes de la matrice Y et
re´organiser ces donne´es sous la forme d’une matrice de taille 9. Apre`s suppression des 3 colonnes
de Y , la matrice R˜9 est telle que
R˜9 =
(
c1(0) c1(1) c1(2) c1(3) c1(4) c1(5) c1(6) c1(7) c1(8)
...
...
...
...
...
...
...
...
...
)
Cette matrice sera de rang plein puisqu’elle est uniquement compose´e des bits correspondant a`
la premie`re sortie du codeur C1.
Pour nˆ1 = 2, apre`s la suppression des 2 dernie`res colonnes de Y , nous devons re´organiser les
donne´es sous la forme d’une matrice de taille l = 18 :
R˜18 =
(
c1(0) c2(0) c1(1) c2(1) · · · c1(7) c2(7) c1(8) c2(8)
...
...
...
...
...
...
...
...
...
)
Dans ce cas, nous avons uniquement des bits correspondant au premier codeur. Par conse´quent,
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le rang de cette matrice sera :
rg(R˜18) = 18.
k1
n1
+ µ⊥1 = 18.
1
2
+ 2 = 11
Puis, pour nˆ1 = 3, il faut supprimer la dernie`re colonne de Y et re´organiser les donne´es sous
la forme d’une matrice de taille l = 27. Cette matrice sera compose´e des bits correspondant au
premier codeur et a` la premie`re sortie du codeur C2. Le rang de cette matrice sera : rg(R˜27) = 20.
Nous avons repre´sente´ sur la figure 4.7 le rang normalise´ des matrices R˜l en fonction de nˆ1.
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Figure 4.7 — Identification de n1 du CCP1 (cf tableau 4.1)
Nous remarquons sur cette figure que nous avons obtenu une chute de rang maximale pour
nˆ1 = 2. Nous pouvons en conclure que n1 = 2 et n2 = n− n1 = 2. Nous pouvons ve´rifier que ces
deux valeurs correspondent au nombre de sorties des codeurs C1 et C2.
Prenons maintenant l’exemple d’un CCP compose´ de deux codes diffe´rents.
Exemple 4.49.
Prenons l’exemple d’un CCP, que nous noterons CCP2, compose´ d’un premier codeur NRNSC :
C1(2, 1, 3), d’un second codeur NRNSC : C2(3, 1, 4) et d’un entrelaceur de taille 18. Le rendement
global du CCP2 est tel que :
rpar =
1
5
= 0.2
Nous avons repre´sente´ sur la figure 4.8, le rang des matrices Rl construites avec les mots de code
du CCP2 en fonction de l, avec l variant de 1 a` 180. Nous remarquons sur cette figure, la pre´sence
de chutes de rang maximales et de chutes de rang moyennes. Afin d’identifier le rendement du
CCP2 et la taille de l’entrelaceur, nous allons nous inte´resser dans un premier temps aux chutes
de rang maximales. La premie`re chute de rang maximale apparaˆıt pour l = 90 et la seconde pour
l = 180. Connaissant le rang de ces deux matrices, nous pourrons d’apre`s les e´quations (4.18)
et (4.19) identifier la taille de l’entrelaceur et le rendement du CCP2 :
le = rg(R180)− rg(R90) = 41− 23 = 18
rpar = le/90 = 0.2
Puis, en nous servant des chutes de rang moyennes, nous pourrons identifier les parame`tres
n et k. Nous remarquons sur la figure 4.8 que la premie`re chute de rang moyenne apparaˆıt
lorsque la matrice est de taille 10, puis pour toutes les matrices de taille α.5 ≥ 10. D’apre`s les
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e´quations (4.25) et (4.26), les parame`tres n et k sont tels que :{
n = 5
k = rg(R15)− rg(R10) = 11− 9 = 2
Afin d’identifier le nombre de sorties des deux codeurs, nous ferons varier la valeur de nˆ1 de 1
a` n − 1 = 4 et nous calculerons le rang normalise´ des matrices R˜l. Sur la figure 4.9 nous avons
repre´sente´ le rang normalise´ de ces matrices en fonction nˆ1.
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Figure 4.8 — Rang des matrices Rl du CCP2 (cf tableau 4.1)
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Figure 4.9 — Identification de n1 du CCP2 (cf tableau 4.1)
Nous observons une chute de rang maximale lorsque la valeur de nˆ1 est e´gale a` 2. De ce fait,
nous pouvons conclure que : {
n1 = 2
n2 = n− n1 = 3
Nous pouvons ve´rifier que l’ensemble des parame`tres identifie´s correspondent aux parame`tres
du CCP2.
4.3.3 Identification des deux codes et de l’entrelaceur
Le nombre de sorties de chaque codeur, n1 et n2, ayant e´te´ identifie´ dans l’e´tape pre´ce´dente,
nous sommes en mesure de se´parer les pistes de code´s. Ainsi, nous connaˆıtrons le vecteur c, qui
correspond aux sorties de C1 ainsi que le vecteur c′, qui correspond aux sorties de C2. Par conse´-
quent, en appliquant les algorithmes de reconnaissance aveugle des codes convolutifs pre´sente´s dans
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le chapitre 2, nous serons en mesure d’identifier les deux codes, C1 avec la connaissance des mots
de code c et C2 avec les mots de code c′.
Dans le chapitre 2, nous avons montre´ que les deux types de code, RSC et NRNSC, e´taient
traite´s de manie`re identique par nos algorithmes de reconnaissance. En revanche, nous avons vu
que nos me´thodes nous permettaient uniquement d’obtenir le codeur sous sa forme NRNSC et que
sans connaissance a priori sur la nature du code, nous e´tions incapables de distinguer s’il s’agissait
au de´part d’un code de forme RSC ou NRNSC. Par contre, dans le cas d’un CCP, nous montrerons
que l’identification du vecteur de permutation nous permettra e´galement d’identifier la forme des
deux codes.
Nous noterons G1(NRNSC) et G2(NRNSC) les matrices ge´ne´ratrices identifie´es avec la me´thode du
chapitre 2 pour les codeurs C1 et C2. Ces matrices correspondent a` des matrices ge´ne´ratrices d’un
code NRNSC, elles sont donc compose´es de simples polynoˆmes ge´ne´rateurs. D’apre`s les proprie´te´s
e´nonce´es dans le chapitre 1, nous sommes capables, a` partir des matrices G1(NRNSC) et G2(NRNSC) ,
d’e´crire les matrices ge´ne´ratrices des codes RSC e´quivalents, que nous noterons respectivement
G1(RSC) et G2(RSC) . Si les matrices identifie´es sont correctes, alors nous savons que l’un des quatre
couples de codeurs liste´s ci-dessous correspond aux deux codes du CCP.
– (G1(NRNSC) , G2(NRNSC))
– (G1(NRNSC) , G2(RSC))
– (G1(RSC) , G2(NRNSC))
– (G1(RSC) , G2(RSC))
De ce fait, afin d’identifier le vecteur de permutation et les deux codeurs, nous devrons tester
les quatre couples pre´ce´demment cite´s.
Dans le but d’identifier le couple de codeurs et le vecteur de permutation, nous de´coderons
les sorties de chaque codeur, c et c′ a` l’aide de l’algorithme de Viterbi. Pour chaque code, nous
devrons de´coder les sorties avec le codeur sous sa forme NRNSC et son codeur RSC e´quivalent.
Nous noterons m(NRNSC ) et m(RSC ) les mots d’information obtenus en de´codant les mots de code
c avec le codeur C1 sous sa forme NRNSC et RSC, respectivement. Les donne´es c′ de´code´es avec
le codeur C2 sous sa forme NRNSC et RSC e´quivalent seront note´es m′(NRNSC ) et m
′
(RSC ).
Faisons l’hypothe`se que le bon couple de codeurs a e´te´ utilise´ pour le de´codage des mots de code.
Alors, les vecteurs d’information obtenus lors du de´codage des sorties c et c′ correspondent aux
vecteurs m et m′. La taille de l’entrelaceur, le, ayant e´te´ identifie´e pre´ce´demment, afin d’identifier
un vecteur de permutation de taille le, il suffit de comparer des blocs de taille le entre m et
m′. Le principe sera de re´organiser les donne´es d’entre´e m et m′ sous forme de matrices, note´es
respectivement M et M ′. Il ne sera pas ne´cessaire d’utiliser toutes les donne´es pour identifier le
vecteur de permutation, par conse´quent nous nous limiterons a` des matrices M et M ′ de taille
le × le telle que :
M =
m(0) m(1) · · · m(le − 1)m(le) m(le + 1) · · · m(2.le − 1)
...
...
...
...
 M ′ =
m
′(0) m′(1) · · · m′(le − 1)
m′(le) m′(le + 1) · · · m′(2.le − 1)
...
...
...
...

(4.32)
De ce fait, nous savons qu’il existe un vecteur de permutation, note´ p, de taille le qui permet de
passer de la matriceM a` la matriceM ′. Nous noterons Ep la matrice de permutation correspondant
au vecteur de permutation, telle que :
[Ep]i,j =
{
1 si i = p(j)
0
(4.33)
128 CHAPITRE 4 : Reconnaissance des codes concate´ne´s et des turbocodes
Alors, la relation de passage entre la matrice M et la matrice M ′ est donne´e par l’expression
suivante :
M ′ =M.Ep (4.34)
Nous noterons mi la i-e`me colonne de M et m′j la j-e`me colonne de M
′. Afin d’identifier le vecteur
p, nous chercherons les indices i et j des colonnes de M et M ′ qui sont tels que :
w
(
mi +m′j
)
= 0 (4.35)
alors, le j-e`me e´le´ment du vecteur de permutation est tel que :
p(j) = i (4.36)
Cette me´thode d’identification du vecteur de permutation est repre´sente´e dans l’algorithme 7.
Algorithme 7 : Identification du vecteur de permutation
Entre´es : les vecteurs m et m′ et la taille de l’entrelaceur le
Sorties : le vecteur de permutation p′
Construire la matrice M avec m;
Construire la matrice M ′ avec m′;
pour j = 1 a` le faire
pour i = 1 a` le faire
si w
(
mi +m′j
)
== 0 alors
p′(j) = i;
fin
fin
fin
Lors de la reconnaissance aveugle du CCP, nous ne connaissons pas la forme des deux codes,
par conse´quent il sera ne´cessaire d’appliquer l’algorithme 7 sur les quatre couples de vecteurs
d’entre´es possibles :
– (m(NRNSC ),m′(NRNSC ))
– (m(NRNSC ),m′(RSC ))
– (m(RSC ),m′(NRNSC ))
– (m(RSC ),m′(RSC ))
Lorsque le bon couple de codeurs aura e´te´ utilise´ pour le de´codage des mots de code, nous obtien-
drons un vecteur de permutation. En revanche, si le mauvais couple de codeurs a e´te´ utilise´, nous
n’obtiendrons pas de vecteur de permutation de taille le. Par conse´quent, nous serons en mesure en
sortie de cet algorithme d’identifier la forme des deux codeurs ainsi que le vecteur de permutation.
Nous avons montre´ dans le chapitre 2, que lors de l’identification d’un codeur de rendement
k/n, il restait en sortie une inde´termination sur l’ordre des lignes de la matrice ge´ne´ratrice. Dans
le cas de l’identification d’un CCP, il restera toujours cette inde´termination. En effet, si l’un des
codeurs identifie´s correspond au code de de´part mais a` une permutation pre`s sur l’ordre des lignes,
nous identifierons tout de meˆme un vecteur de permutation mais ce vecteur ne correspondra pas
au vecteur initiale. De ce fait, une fois le bon couple de codeurs identifie´, si l’un des codeurs est de
rendement k/n, il restera en sortie de cet algorithme une inde´termination sur l’ordre des lignes de
la matrice ge´ne´ratrice du ou des codeurs de rendement k/n et par conse´quent sur l’ordre du vecteur
de permutation.
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Nous avons e´galement vu dans le chapitre 2 que selon le codeur utilise´, en sortie de notre
algorithme de reconnaissance nous pouvions obtenir un ensemble de matrices ge´ne´ratrices e´qui-
valentes. Ces matrices sont e´videmment toutes de forme NRNSC et de par leurs e´quivalences, il
e´tait mathe´matiquement impossible de les distinguer les unes des autres. En revanche, lors de
l’identification d’un CCP, nous serons en mesure de se´lectionner parmi l’ensemble des matrices
ge´ne´ratrices e´quivalentes identifie´es, celle qui correspond au codeur C1 ou C2. Faisons l’hypothe`se
que nous avons identifie´ une matrice ge´ne´ratrice pour le codeur C1 et trois matrices ge´ne´ratrices
pour le codeur C2. Dans ce cas, nous n’aurons plus quatre couples de codeurs a` tester mais douze
couples de codeurs :
– Quatre couples avec le codeur C1 et la premie`re matrice ge´ne´ratrice du codeur C2
– Quatre couples avec le codeur C1 et la deuxie`me matrice ge´ne´ratrice du codeur C2
– Quatre couples avec le codeur C1 et la troisie`me matrice ge´ne´ratrice du codeur C2
Au final, nous obtiendrons un unique couple, parmi ces douze, qui nous permettra d’identifier un
vecteur de permutation de taille le. Ainsi, nous obtiendrons l’ensemble des parame`tres du code
concate´ne´ en paralle`le.
Exemple 4.50.
Pour les CCP1 et CCP2, nous avons identifie´ dans les e´tapes pre´ce´dentes, le rendement du CCP,
la taille de l’entrelaceur et le nombre de sorties de chaque code. Nous sommes donc en mesure de
se´parer les pistes de code´s afin d’obtenir les mots de code c et c′. Les deux codes convolutifs de
ces deux CCP (CCP1 et CCP2) sont des codes de rendement 1/n. Par conse´quent, en appliquant
l’algorithme du chapitre 2 pour identifier les codeurs, nous obtiendrons syste´matiquement les
bonnes matrices ge´ne´ratrices. Par conse´quent, il suffit pour ces deux CCP de tester les quatre
couples de codeurs afin d’obtenir conjointement le vecteur de permutation de taille le et le bon
couple de codeurs.
Dans le but de bien comprendre la me´thode d’identification des deux codes et du vecteur de
permutation, nous prendrons l’exemple d’un troisie`me CCP.
Exemple 4.51.
Prenons l’exemple d’un CCP3 de parame`tres :
– Code NRNSC de parame`tres C1(3, 2, 3) et de matrice ge´ne´ratrice :
G1 =
(
1 2 3
4 1 7
)
– Code RSC de parame`tres C2(3, 2, 5) et de matrice ge´ne´ratrice :
G2 =
1
23
.
(
23 0 31
0 23 27
)
– Un entrelaceur de taille le = 24 et le vecteur de permutation suivant :
p = (2, 4, 14, 8, 7, 16, 21, 6, 15, 22, 13, 18, 5, 11, 19, 24, 3, 1, 17, 12, 20, 23, 9, 10)
– Le rendement du CCP3 rpar = 13
La premie`re e´tape de notre algorithme de reconnaissance consiste a` calculer le rang des matrices
Rl construites avec les donne´es obtenues en sortie du CCP3. Cette premie`re e´tape nous permettra
130 CHAPITRE 4 : Reconnaissance des codes concate´ne´s et des turbocodes
d’identifier le rendement du CCP3, la taille de l’entrelaceur et le parame`tre n. Sur la figure 4.10,
nous avons repre´sente´ le rang des matrices Rl en fonction de l.
D’apre`s les e´quations (4.18), (4.19) et (4.25), nous sommes en mesure d’identifier les parame`tres
suivants :
– Identification de le :
le = rg(R144)− rg(R72) = 24
– Identification de rpar :
rpar = le/72 = 0.333
– Identification de n :
n = 30− 24 = 6
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Figure 4.10 — Rang des matrices Rl du CCP3 (cf tableau 4.1)
La seconde e´tape a pour objectif d’identifier la taille des mots de code de chaque code, soit les
valeurs de n1 et n2. Sur la figure 4.11, nous avons repre´sente´ le rang normalise´ des matrices R˜l
en fonction de nˆ1 (qui varie de 1 a` n− 1 = 5).
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Figure 4.11 — Identification de n1 du CCP3 (cf tableau 4.1)
Nous remarquons sur cette figure que la matrice pre´sentant la chute de rang maximale est
obtenue pour nˆ1 = 3. Par conse´quent, les parame`tres n1 et n2 sont tels que :
n1 = 3
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et
n2 = n− n1 = 3
Connaissant le nombre de sorties de chaque codeur, nous sommes en mesure de se´parer les
bits appartenant aux mots de code de C1, c, de ceux appartenant au codeur C2, c′. Puis, en
appliquant l’algorithme pre´sente´ dans le chapitre 2, nous obtenons les parame`tres suivants :
– Les parame`tres du codeur C1 identifie´s sont :
n1 = 3
k1 = 2
K1 = 3
et nous identifions deux matrices ge´ne´ratrices e´quivalentes :
G1(NRNSC) =
(
4 1 7
1 2 3
)
G′1(NRNSC) =
(
1 2 3
6 5 1
)
– Les parame`tres du codeur C2 identifie´s sont :
n2 = 3
k2 = 2
K2 = 3
et nous identifions la matrice ge´ne´ratrice suivantes :
G2(NRNSC) =
(
2 5 7
7 4 1
)
Nous allons maintenant identifier conjointement le vecteur de permutation et la forme des deux
codeurs. Nous re´aliserons tout d’abord un essai en prenant les matrices G1(NRNSC) et G2(NRNSC)
puis en prenant G′1(NRNSC) et G2(NRNSC) .
– Test avec G1(NRNSC) et G2(NRNSC) :
Avec ces deux matrices, nous devrons de´coder les sorties c et c′ avec le codeur sous sa forme
NRNSC et RSC. Nous obtiendrons au final quatre vecteurs d’entre´es possibles :{
pour le code C1 : m(NRNSC ) et m(RSC )
pour le code C2 : m′(NRNSC ) et m
′
(RSC )
En appliquant l’algorithme 7, sur les quatre couples de vecteurs d’entre´es possible, nous obtenons
au final un unique couple qui permet d’obtenir un vecteur de permutation de taille le = 24. En
effet, seul le couple
(
G1(NRNSC) , G2(RSC)
)
permet d’obtenir un vecteur de permutation. En prenant
le code C1 de forme NRNSC et de matrice ge´ne´ratrice :
G1(NRNSC) =
(
4 1 7
1 2 3
)
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et le code C2 de forme RSC et de matrice ge´ne´ratrice :
G2(RSC) =
1
23
(
23 0 31
0 23 27
)
nous obtenons le vecteur de permutation suivant :
p′ = (1, 3, 13, 7, 8, 15, 22, 5, 16, 21, 14, 17, 6, 12, 20, 23, 4, 2, 18, 11, 19, 24, 10, 9)
– Test avec G′1(NRNSC) et G2(NRNSC) :
En re´alisant le meˆme traitement, en ne prenant plus la matrice G1(NRNSC) mais la matrice
G′1(NRNSC) , nous obtenons au final aucun vecteur de permutation de taille le.
Nous pouvons conclure que les parame`tres des deux codes du CCP3 et le vecteur de permutation
sont :
– Code NRNSC de parame`tres C1(3, 2, 3) et de matrice ge´ne´ratrice :
G1(NRNSC) =
(
4 1 7
1 2 3
)
– Code RSC de parame`tres C2(3, 2, 5) et de matrice ge´ne´ratrice :
G2(RSC) =
1
23
.
(
23 0 31
0 23 27
)
– Un entrelaceur de taille le = 24 et le vecteur de permutation suivant :
p′ = (1, 3, 13, 7, 8, 15, 22, 5, 16, 21, 14, 17, 6, 12, 20, 23, 4, 2, 18, 11, 19, 24, 10, 9)
– Le rendement du CCP est tel que rpar = 13
Comparons maintenant ces re´sultats aux parame`tres du CCP 3. Tout d’abord, nous pouvons
ve´rifier que les parame`tres et la forme des deux codeurs ont bien e´te´ identifie´s ainsi que la taille de
l’entrelaceur et le rendement du CCP. Nous pouvons e´galement noter que la matrice ge´ne´ratrice
G2(RSC) correspond a` la matrice ge´ne´ratrice de C2 (G2). En revanche, si nous comparons la matrice
G1(NRNSC) avec la matrice G1, nous notons qu’elles sont identiques mais a` une permutation sur
les lignes pre`s. De ce fait, le vecteur de permutation p′ ne correspond pas au vecteur p. Mais, si
nous permutons l’ordre des lignes de la matrice G1(NRNSC) et que nous de´codons les sorties c avec
ce codeur, alors en comparant ces mots d’information au vecteur m′(RSC ), nous obtiendrons le
bon vecteur de permutation.
Nous avons donc re´ussi a` identifier l’ensemble des parame`tres du CCP3. Il restera en sortie de
cet algorithme une inde´termination sur l’ordre des lignes de la matrice ge´ne´ratrice du codeur C1.
Nous venons de vous pre´senter dans cette partie un algorithme qui nous a permis, dans le
cas d’une transmission sans bruit, d’identifier l’ensemble des parame`tres d’un code concate´ne´ en
paralle`le, c-a`-d le code C1, l’entrelaceur et le code C2. Il reste en sortie de cet algorithme uniquement
une inde´termination sur l’ordre des lignes des matrices ge´ne´ratrices (comme dans le cadre de la
reconnaissance aveugle d’un code convolutif dans le chapitre 2).
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4.4 Reconnaissance aveugle des turbocodes
Dans cette partie, nous nous inte´resserons a` la reconnaissance aveugle des turbocodes. Rappelons
que nous appelons turbocode, un code concate´ne´ en paralle`le dont le codeur C2 est un code RSC
et ses voies syste´matiques sont poinc¸onne´es. Dans cette configuration, la me´thode d’identification
d’un code concate´ne´ en paralle`le pourra eˆtre partiellement utilise´e afin d’identifier le turbocode. En
effet, nous montrerons que l’identification des parame`tres du turbocode ainsi que l’identification du
premier codeur restent identiques. En revanche, les voies syste´matiques du second codeur ayant e´te´
poinc¸onne´es, nous ne serons pas en mesure d’identifier ce codeur et l’entrelaceur avec les me´thodes
pre´ce´dentes.
4.4.1 Identification des parame`tres du turbocode et du premier codeur
Nous avons montre´ que le rendement d’un turbocode e´tait :
rt =
k1.k2
k1.n2 + k2.n1 − k1.k2 (4.37)
En notant n′2 le nombre de sorties du second codeur apre`s le poinc¸onnage de ses voies syste´matiques :
n′2 = n2 − k2, (4.38)
le rendement du turbocode est tel que :
rt =
k1.k2
k1.n′2 + k2.n1
(4.39)
La me´thode permettant d’identifier les parame`tres du turbocode est identique a` celle utilise´e
pour les codes concate´ne´s en paralle`le. En effet, le calcul du rang des matrices construites avec les
donne´es turbocode´es nous permettra d’identifier les parame`tres de celui-ci. Comme pre´ce´demment,
la combinaison des deux codes et de l’entrelaceur va engendrer des chutes de rang maximales et
nous verrons e´galement des chutes de rang moyennes qui seront uniquement lie´es a` la pre´sence des
deux codes.
Afin d’identifier les deux codeurs et l’entrelaceur d’un CCP, nous pouvons pre´ciser que les
parame`tres du CCP essentiels a` identifier sont :
– La taille de l’entrelaceur le
– La valeur de n
– Le nombre de sorties des deux codes n1 et n2
En effet, la me´thode que nous vous avons pre´sente´ permettait e´galement d’identifier le rendement
du CCP, la somme des me´moires des codes duaux ainsi que la valeur de k. Or, ces parame`tres
ne sont pas essentiels pour l’identification des deux codes et de l’entrelaceur. En effet, une fois
les parame`tres n1, n2 et le identifie´s, nous sommes en mesure de reconnaˆıtre les deux codes et
l’entrelaceur. De ce fait, dans le cadre de la reconnaissance aveugle d’un turbocode, nous nous
inte´resserons plus particulie`rement a` l’identification de ses parame`tres le, n, n1 et n′2.
– Les chutes de rang maximales :
Comme dans le cas d’un CCP, il apparaˆıtra des chutes de rang maximales tous les multiples de la
taille de l’entrelaceur divise´e par le rendement du turbocode, soit α. lert . La diffe´rence entre le rang
de deux matrices correspondant a` des chutes de rang maximales successives correspond a` la taille
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de l’entrelaceur et la pente de la droite passant par ces chutes de rang est e´gale au rendement du
turbocode. En revanche, l’ordonne´e a` l’origine de l’e´quation de la droite passant par ces chutes
de rang est variable et sa valeur exacte en fonction des deux codes est actuellement en cours
d’e´tude. Ne´anmoins, connaissant le rang de deux matrices correspondant a` des chutes de rang
maximales successives, nous seront en mesure d’identifier le rendement du turbocode et la taille de
l’entrelaceur.
– Les chutes de rang moyennes :
L’e´quation exacte de la droite passant par les chutes de rang moyenne est actuellement en cours
d’e´tude. En effet, de par le poinc¸onnage des voies syste´matiques, cette e´quation est plus complexe
que dans le cas d’un CCP. Mais, comme dans le cas d’un CCP, il apparaˆıtra des chutes de rang
moyennes tous les multiples de α.n. Ainsi, connaissant deux matrices de rang de´ficient conse´cutives,
nous serons en mesure d’identifier la valeur de n. Comme dans le cas d’un CCP, pour la valeur de
n, on peut avoir deux cas diffe´rents : n = n1 = n′2 ou n = n1 + n′2.
Exemple 4.52.
Prenons l’exemple d’un turbocode de parame`tres :
– C1(3, 2, 3) de forme NRNSC et de matrice ge´ne´ratrice :
G1 =
(
1 2 3
4 1 7
)
– C2(3, 2, 5) de forme RSC et de matrice ge´ne´ratrice :
G2 =
1
23
.
(
23 0 31
0 23 27
)
– Un entrelaceur de taille le = 12 :
p = (10, 11, 4, 2, 6, 3, 9, 12, 7, 8, 5, 1)
– le rendement du turbocode est :
rt =
2
4
=
1
2
Par la suite, nous noterons turbocode1 ce turbocode et ses parame`tres sont re´capitule´s dans le
tableau 4.1 (voir page 118).
Nous avons repre´sente´ sur la figure 4.12 le rang des matrices Rl construites avec les donne´es
obtenues en sortie du turbocode1, pour l variant de 1 a` 72. Nous remarquons sur cette figure une
premie`re chute de rang maximale pour l = 24 et une seconde pour l = 48. Connaissant le rang
de ces deux matrices, nous sommes en mesure d’identifier le et rt :
le = rg(R48)− rg(R24) = 31− 19 = 12
rt =
12
24
=
1
2
La diffe´rence de taille entre deux matrices de rang de´ficient successives, nous permet d’identifier
la valeur de n :
n = 4
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Figure 4.12 — Rang des matrices Rl du turbocode1 (cf tableau 4.1)
Une fois la valeur de n identifie´e, nous nous inte´resserons a` l’identification du nombre de sorties
de chaque codeur, soit les valeurs de n1 et n′2. Pour les identifier, nous utiliserons la meˆme me´thode
que dans le cas d’un CCP (voir la sous-section 4.3.2).
Exemple 4.53.
Suite de l’exemple 4.52.
Connaissant le parame`tre n, nous pourrons identifier a` l’aide de la me´thode de´crite dans la
partie 4.3.2, le nombre de sorties de chaque code. Sur la figure 4.13, nous avons repre´sente´ le rang
normalise´ des matrices R˜l en fonction de nˆ1 (qui varie de 1 a` n− 1 = 3).
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Figure 4.13 — Identification de n1 du turbocode1 (cf tableau 4.1)
Nous remarquons sur cette figure que nous obtenons une chute de rang maximale pour nˆ1 = 3.
Nous pouvons donc conclure que : {
n1 = 3
n′2 = n− n1 = 1
Nous pouvons ve´rifier que ces parame`tres sont corrects puisque apre`s le poinc¸onnage des 2 voies
syste´matiques du second codeur, nous obtenons une unique voie de sortie donc n′2 = 1.
Connaissant le nombre de sorties des deux codes, nous pouvons aise´ment se´parer les bits ap-
partenant aux mots de code de C1 et les bits appartenant aux mots de code de C2. De ce fait, nous
connaˆıtrons le vecteur c et c′. A partir des mots de code de C1, nous pouvons appliquer les algo-
rithmes pre´sente´s dans le chapitre 2 pour identifier le codeur. En revanche, de par le poinc¸onnage
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des voies syste´matiques, il sera impossible d’utiliser ces meˆmes me´thodes pour identifier le codeur
C2.
Faisons l’hypothe`se que le codeur C2 est de rendement (n2 − 1)/n2. Dans cette configuration
k2 = n2−1, ce qui implique qu’apre`s le poinc¸onnage des voies syste´matiques, il restera en sortie du
codeur une unique voie. Nos me´thodes de reconnaissance e´tant base´es sur la redondance introduite
par le code, nous ne pourrons les utiliser dans cette configuration puisque nous n’aurons plus
aucune redondance apre`s le poinc¸onnage des (n2 − 1) voies syste´matiques. Nous proposerons dans
la prochaine partie de ce me´moire une approche qui permettra de pallier ce proble`me.
4.4.2 Identification du second codeur
4.4.2.1 Les hypothe`ses et notations
Dans cette partie, nous ferons l’hypothe`se que le codeur C1 du turbocode a e´te´ parfaitement
identifie´ par la me´thode pre´ce´dente. Ainsi, nous serons en mesure de de´coder ses sorties (c) afin
d’obtenir le message informatifm. L’ide´e que nous avons propose´e dans [MGB09a] et [MGB09c] est
d’utiliser ce message informatif afin d’identifier les parame`tres du second codeur et de l’entrelaceur.
La situation la plus complique´e pour l’identification du second codeur est lorsqu’il est de rende-
ment (n2 − 1)/n2. En effet, si k2 < n2 − 1, il restera apre`s poinc¸onnage des k2 voies syste´matiques
au moins 2 voies de sorties, ce qui implique qu’il y aura encore de la redondance. En revanche,
si k2 = n2 − 1, il restera uniquement une voie de sortie apre`s poinc¸onnage, donc nous n’aurons
plus aucune redondance. De ce fait, nous ferons l’hypothe`se que le codeur C2 est de rendement
(n2 − 1)/n2, ce qui correspond au cas le plus difficile.
Afin de simplifier les notations dans cette partie, nous noterons n le nombre de sorties du second
codeur (n = n2), k le nombre d’entre´es du second codeur (k = k2 = n2 − 1), K sa longueur de
contrainte (K = K2) et µ sa me´moire (µ = K − 1). Sur la figure 4.14, nous avons repre´sente´ le
sche´ma que nous avons pour identifier le codeur C2 et l’entrelaceur.
 Entrelaceur C2(n, k,K)
m1(D)
mk(D)
c
′
n(D)
m1(D) m
′
1(D)
m
′
k(D)mk(D)
Figure 4.14 — Entrelaceur suivi du codeur C2
Afin d’identifier le codeur C2(n, k,K) et l’entrelaceur nous aurons connaissance des se´quences
d’entre´e [m1(D), · · · ,mk(D)], de la se´quence de sortie du second codeur c′n(D) et de la taille de
l’entrelaceur.
• Hypothe`ses fixe´es :
- Les donne´es sont non-entache´es d’erreurs
- Le train binaire est synchronise´
- Le code convolutif RSC est de rendement n−1n
- La taille de l’entrelaceur le > (n− 1).K
Nous noterons m le vecteur contenant les mots d’information, m
′
la version entrelace´e du vecteur
m et c′n le vecteur contenant les e´le´ments binaires de la n-ie`me sortie du second codeur.
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• Le codage :
Nous noteronsG(D) la (n−1)×nmatrice ge´ne´ratrice du codeur C2(n, k,K) et fi,j(D) ces polynoˆmes
ge´ne´rateurs :
G(D) =
1
f1,1(D)
f1,1(D) f1,n(D). . . ...
f1,1(D) fn−1,n(D)
 (4.40)
Le lien entre les se´quences d’entre´e et de sortie est de´fini par :
c′(D) = m′(D).G(D) (4.41)
ou` c′(D) =
[
c′1(D), · · · , c′n−1(D), c′n(D)
]
et m′(D) =
[
m′1(D), · · · ,m′n−1(D)
]
.
Les (n− 1) premie`res sorties [c′1(D), · · · , c′n−1(D)] e´tant poinc¸onne´es, nous nous inte´resserons
uniquement a` l’expression de la n-ie`me sortie :
c′n(D) = m
′(D).
1
f1,1(D)
.
 f1,n(D)...
fn−1,n(D)
 (4.42)
Dans le chapitre 1, nous avons de´fini la matrice de codage F (1.24) qui e´tait compose´e des
K sous-matrices de codage Fl (1.22) (∀l = 0, · · · ,K − 1). Ces sous-matrices e´taient compose´es
des l-ie`mes coefficients binaires des k × n polynoˆmes ge´ne´rateurs de la matrice ge´ne´ratrice. Dans
notre contexte, la partie de la matrice ge´ne´ratrice du codeur C2 qui nous inte´resse, est simplement
compose´e des (n − 1) polynoˆmes ge´ne´rateurs suivants : (f1,n(D), · · · , fn−1,n(D)). De ce fait, nous
de´finirons la matrice de codage F qui sera telle que :
F =

Fµ
Fµ−1 Fµ
... Fµ−1
. . .
F0
...
. . .
F0
. . .
. . .

(4.43)
avec les sous-matrices de codage qui sont dans cette configuration de simples vecteurs de taille
n− 1 :
Fl =
(
f1,n(l) · · · fn−1,n(l)
)T
, ∀l = 0, · · · , µ (4.44)
Nous de´finirons F1,1 la matrice qui sera compose´e des coefficients binaires du polynoˆme de
feedback f1,1(D), telle que :
F1,1 =

f1,1(µ)
f1,1(µ− 1) f1,1(µ)
... f1,1(µ− 1) . . .
f1,1(0)
...
. . .
f1,1(0)
. . .
. . .

(4.45)
Ainsi, il est possible d’e´crire l’expression de la n-ie`me sortie du codeur en fonction des bits
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d’entre´e successifs sous forme matricielle :
c
′
n.F1,1 =m
′
.F (4.46)
Or, nous savons que le vecteur m
′
est tel que :
m
′
=m.Eg (4.47)
ou`Eg est une matrice bloc-diagonale qui est compose´e sur sa diagonale de la matrice d’entrelacement
E :
Eg =
E . . .
E
 (4.48)
De ce fait, nous pouvons e´crire que :
c
′
n.F1,1 =m.Eg.F (4.49)
En notant Fe la version entrelace´e de la matrice F :
Fe = Eg.F (4.50)
nous obtenons au final l’e´quation suivante :
c
′
n.F1,1 =m.Fe (4.51)
Nous pouvons noter que dans cette expression, les donne´es c
′
n et m sont connues. L’objectif sera a`
partir de cette e´quation de re´ussir a` identifier la matrice F1,1 et la matrice Fe.
Le but de notre me´thode de reconnaissance sera au final d’identifier l’ensemble des polynoˆmes
ge´ne´rateurs du codeur C2 ainsi que l’entrelaceur. Or, la matrice de codage F est compose´e des
coefficients des polynoˆmes ge´ne´rateurs [f1,n(D), · · · , fn−1,n(D)] et la matrice F1,1 des coefficients
binaires du polynoˆme de feedback f1,1(D). De ce fait, nous devrons identifier les matrices de codage
F et F1,1 afin d’obtenir la matrice ge´ne´ratrice de C2. Cependant d’apre`s l’e´quation (4.51), nous ne
pourrons pas directement obtenir la matrice F mais sa version entrelace´e, Fe. Nous remarquons que
la matrice F (4.43) est compose´e d’un meˆme vecteur qui est simplement de´cale´ de (n − 1) lignes
entre chaque colonne. En revanche, sa version entrelace´e, Fe = Eg.F , ne sera pas compose´e d’un
unique vecteur. Cette matrice sera compose´e d’une sous-matrice de taille (n− 1).le × len−1 qui sera
de´cale´e de le(n−1) colonnes et de le lignes. Par conse´quent, avant de pouvoir identifier le vecteur de la
matrice F , nous devrons tout d’abord identifier la sous-matrice Fe qui est de taille (n−1).le× len−1 .
Un fois cette sous-matrice identifie´e ainsi que la matrice de feedback, F1,1, nous mettrons en oeuvre
une me´thode qui permettra d’identifier conjointement les polynoˆmes ge´ne´rateurs et le vecteur de
permutation.
Exemple 4.54.
Suite de l’exemple 4.53.
Dans l’exemple pre´ce´dent, le second codeur e´tait un codeur RSC de parame`tres C2(3, 2, 5) et
de matrice ge´ne´ratrice F (D) :
F (D) =
1
f1,1(D)
[
f1,1(D) 0 f1,3(D)
0 f1,1(D) f2,3(D)
]
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Avec ses polynoˆmes ge´ne´rateurs repre´sente´s sous forme polynomiale :
f1,1(D) = [1 +D3 +D4], f1,3(D) = [1 +D +D4] f2,3 = [1 +D2 +D3 +D4]
Leurs valeurs en octal puis en binaire sont :
f1,1 = 23 = (1 0 0 1 1), f1,3 = 31 = (1 1 0 0 1) f2,3 = 27 = (1 0 1 1 1)
Sur les figures 4.15, nous avons repre´sente´ graphiquement les matrices F , F1,1 et E ou` les carre´s
noirs correspondent aux bits a` “1” et les blancs a` ceux a` “0”.
Nous pouvons ve´rifier sur la figure 4.15(a) que la matrice F est compose´e du meˆme vecteur
colonne qui est simplement de´cale´ de (n− 1) bits.
Sur la figure 4.16, nous avons repre´sente´ la version entrelace´e de la matrice de codage, soit la
matrice Fe = Eg.F . Nous pouvons voir sur cette figure que la premie`re partie de Fe (la partie
haute grise´e) qui est de taille (le × len−1) se retrouve e´galement dans la seconde partie de Fe
(partie basse grise´e). Par conse´quent, afin d’identifier l’ensemble des motifs de la matrice Fe,
nous devrons identifier les len−1 premie`res colonnes de cette matrice. Soit une matrice de taille
(n− 1).le × len−1 .
(a) Matrice de codage F (b) Matrice de
feedback F1,1
(c) Matrice de per-
mutation E
Figure 4.15 — Les matrices de codage du turbocode1 (cf tableau 4.1)
Figure 4.16 — Matrice de codage entrelace´e du turbocode1 (cf tableau 4.1)
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4.4.2.2 Me´thode d’identification
Le principe de notre me´thode sera de construire un syste`me homoge`ne afin d’identifier les
polynoˆmes ge´ne´rateurs du codeur RSC. Nous devrons mettre l’e´quation (4.51) sous la forme d’un
syste`me d’e´quations.
Le codeur e´tant compose´ de (n − 1) entre´es, les bits des mots d’information entrent par bloc
de (n − 1) bits et l’entrelaceur ope`re par bloc de taille le. Par conse´quent, nous re´organiserons le
vecteur d’entre´e m sous la forme d’une matrice, note´e B1, qui sera de taille
(
L
(n−1).le × (n− 1).le
)
,
telle que :
B1 =
 m(0) m(1) · · · m((n− 1).le − 1)m((n− 1).le) m((n− 1).le + 1) · · · m(2.(n− 1).le)
...
...
...
...
 (4.52)
Nous noterons f un vecteur compose´ des K sous-matrices de codage Fl (∀l = 0, · · · , µ) et d’un
vecteur nul de taille (n− 1).(le −K), note´ 0(n−1).(le−K) :
f =
(
Fµ Fµ−1 · · · F0 0(n−1).(le−K)
)T (4.53)
et fe la version entrelace´e du vecteur f qui est de taille (n− 1).le et de´fini par :
fe = Eg.f (4.54)
La matrice Eg est une matrice bloc-diagonale compose´e de (n− 1) matrices E.
Dans la seconde partie de l’e´quation (4.51), (c
′
n.F1,1), l’entrelaceur n’intervient pas et la matrice
F1,1 est simplement compose´e du meˆme vecteur de taille K. Nous noterons f1,1 ce vecteur :
f1,1 =
(
f1,1(µ) · · · f1,1(0)
)T (4.55)
Nous re´organiserons le vecteur c′n sous la forme d’une matrice de taille
L
le
× le :c
′
n(0) c
′
n(1) · · · c′n(K − 1) · · · c′n(le − 1)
c′n(le) c′n(le + 1) · · · c′n(2.K − 1) · · · c′n(2.le − 1)
...
...
...
...
...
...
 (4.56)
L’entrelaceur n’intervenant pas, nous prendrons uniquement les K premie`res colonnes de cette
matrice. Nous noterons B2 cette matrice qui sera de taille Lle ×K :
B2 =
 c
′
n(0) c
′
n(1) · · · c′n(K − 1)
c′n(K) c′n(K + 1) · · · c′n(2.K − 1)
...
...
...
...
 (4.57)
Une fois les matrices B1 et B2 construites, nous pouvons poser un syste`me homoge`ne qui nous
permettra d’identifier les vecteurs fe et f1,1 :
[
B1 B2
]
.
[
fe
f1,1
]
= 0 (4.58)
La re´solution de ce syste`me nous permet d’identifier le polynoˆme de feedback (f1,1) et le vecteur
fe qui correspond simplement a` la premie`re colonne de la matrice Fe. Avec le polynoˆme f1,1, nous
sommes en mesure de construire la matrice F1,1 de l’e´quation (4.45). Cette matrice, nous permettra
de poser un second syste`me afin d’identifier les len−1 colonnes de la matrice Fe.
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Nous noterons f i1,1 la i-e`me colonne de F1,1 et f
i
e la i-e`me colonne de Fe. En de´finissant la matrice
B de taille Ln.le × n.le :
B =
 m(0) · · · m((n− 1).le − 1) c
′
n(0) · · · c′n(le − 1)
m((n− 1).le) · · · m(2.(n− 1).le − 1) c′n(le) · · · c
′
n(2.le − 1)
...
...
...
...
...
...
 (4.59)
Nous pouvons poser len−1 syste`mes a` re´soudre :
B.
[
f ie
f i1,1
]
= 0, ∀i = 1, · · · , le
n− 1 (4.60)
Rappelons que les colonnes de la matrice F1,1 sont connues. Par conse´quent, les seules inconnues
de ces syste`mes sont les colonnes de la matrice Fe, soit les vecteurs f ie. En utilisant les colonnes de
F1,1, nous serons en mesure, en re´solvant ces syste`mes, d’identifier la matrice de codage entrelace´e
Fe.
Une fois la matrice Fe identifie´e, nous devrons mettre en place une me´thode afin d’en de´duire
la matrice de codage F et la matrice d’entrelacement E. Nous savons que la matrice de codage est
compose´e du meˆme vecteur colonne. Nous noterons f ce vecteur qui est simplement compose´ des
K sous-matrices de codage Fl (∀l = 0, · · · , µ). Nous devrons donc identifier ce vecteur qui est de
taille (n− 1).K. De plus, nous avons fait l’hypothe`se que les codeurs utilise´s e´taient optimaux. En
regardant les matrices ge´ne´ratrices des codeurs RSC optimaux (voir annexe D), nous constatons
que les polynoˆmes de ces matrices sont tels que :
fi,j(D) = 1 + fi,j(1).D + · · ·+ fi,j(µ− 1).Dµ−1 + 1.Dµ (4.61)
De ce fait, le vecteur f est tel que :
f =
(
1n−1 f1,n(µ− 1) · · · fn−1,n(µ− 1) · · · f1,n(1) · · · fn−1,n(1) 1n−1
)T (4.62)
ou` 1n−1 est un vecteur compose´ de (n− 1) bits a` 1.
L’entrelacement a uniquement entraˆıne´ une permutation sur les lignes de F : de ce fait le nombre
de bits a` “1” dans chaque colonne de Fe correspond aux nombres d’e´le´ments a` “1” dans le vecteur f .
En notant nb ce nombre de bits a` “1”, d’apre`s l’e´quation (4.62), nous savons d’avance positionner
2.(n− 1) bits : il restera uniquement(n− 1).(K − 2) e´le´ments inconnus dans les quels nous savons
qu’il y a nb− 2.(n− 1) e´le´ments a` “1”. Nous savons e´galement que la matrice de codage F est telle
que :
F =

1n−1
? 1n−1
... ?
. . .
...
...
. . .
?
...
. . .
1n−1 ?
. . .
1n−1
. . .
. . .

(4.63)
ou` le symbole“ ?”repre´sente les e´le´ments a` identifier. Du fait que l’entrelaceur a uniquement entraˆıne´
une permutation sur les lignes, en re´ordonnant les lignes de la matrice Fe pour qu’elle soit de la
meˆme forme que F , nous obtiendrons une liste de quelques vecteurs candidats, que nous noterons
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fˆ . Pour l’ensemble des vecteurs fˆ , nous devrons construire la matrice de codage Fˆ et rechercher une
permutation telle que : Fe = Eˆg.Fˆ . Si nous obtenons une permutation, que nous noterons pˆ, alors
avec le vecteur fˆ nous pourrons construire la matrice ge´ne´ratrice du code C2. Afin de ve´rifier que
le vecteur de permutation est correct, nous entrelacerons les donne´es m :
mˆ′ =m.Eˆg (4.64)
Et nous coderons mˆ′ avec le codeur identifie´. Nous noterons cˆ′n la n-ie`me sortie obtenue. Alors,
nous validerons les parame`tres identifie´s en ve´rifiant que cˆ′n est e´gale a` c′n.
Les diffe´rentes e´tapes de notre me´thode de reconnaissance aveugle du codeur C2 d’un turbocode
sont re´capitule´es dans l’algorithme 8.
Algorithme 8 : E´tapes de notre algorithme de reconnaissance du code C2 d’un turbcode
1. Identification de F1,1 et Fe
(a) Re´soudre le syste`me (4.58) => Identification de fe et f1,1
(b) Construire la matrice F1,1 (4.45) avec le vecteur f1,1
(c) Re´soudre les len−1 syste`mes (4.60) => Identification de Fe
2. Identification de F et p
(a) Construire la liste des vecteurs candidats fˆ
(b) Construire les matrices Fˆ avec les vecteurs fˆ
(c) Rechercher une permutation entre Fe et Fˆ
(d) Si un vecteur de permutation a e´te´ identifie´
i. Entrelacer les donne´es avec le vecteur de permutation identifie´ => mˆ′
ii. Coder les donne´es entrelace´es avec le codeur identifie´ => cˆ′n
iii. Si le vecteur cˆ′n correspond au vecteur c′n alors le codeur et le vecteur de
permutation identifie´s sont corrects
Exemple 4.55.
Suite de l’exemple 4.54.
Les parame`tres du turbocode ayant e´te´ identifie´s, nous pouvons se´parer les pistes de code´s.
Nous ferons l’hypothe`se que le codeur C1 est correctement identifie´. De ce fait, en de´codant les
mots de code c, nous aurons acce`s aux mots d’information m. Avec ces mots d’information, les
parame`tres du second codeur et la taille de l’entrelaceur nous devrons identifier le second codeur
et l’entrelaceur.
La premie`re e´tape de reconnaissance aveugle consiste a` construire le syste`me de l’e´qua-
tion (4.58). En re´solvant ce syste`me, nous obtenons une unique solution non-triviale. Nous note-
rons d le vecteur solution qui est de taille (n− 1).le +K = 29 :
d =
(
0 1 1 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1
)
Nous voyons que les 2.le premiers bits du vecteur d correspondent a` la premie`re colonne de la
matrice Fe (repre´sente´ sur la figure 4.16) et les K derniers aux coefficients binaires du polynoˆme
de feedback :
f1,1 = (1 0 0 1 1)
Nous sommes donc en mesure de construire la matrice F1,1 et de re´soudre les len−1 syste`mes de
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l’e´quation (4.60) :
B.
[
f ie
f i1,1
]
= 0, ∀i = 1, · · · , le
n− 1
En re´solvant ces syste`mes, nous obtenons les len−1 vecteurs f
i
e qui sont de taille 2.(n− 1).le. Nous
noterons F ′e, la matrice de codage entrelace´e de taille 2.(n − 1).le × len−1 , qui est compose´e des
le
n−1 vecteurs f
i
e identifie´s :
Figure 4.17 — Matrice de codage entrelace´e identifie´e du turbocode1 (cf tableau 4.1)
Nous pouvons ve´rifier que cette matrice correspond a` la premie`re partie de la matrice de codage
entrelace´e Fe qui e´tait repre´sente´e sur la figure 4.16.
Il nous faut maintenant identifier la matrice de codage et le vecteur de permutation. Nous
savons que la matrice F est compose´e du meˆme vecteur f qui est de taille (n− 1).K = 10 et que
ce vecteur est de la forme :
f =
(
1 1 f1,3(3) f2,3(3) f1,3(2) f2,3(2) f1,3(1) f2,3(1) 1 1
)
Chaque colonne de la matrice F ′e est compose´e de 7 bits a` “1”. De ce fait, nous savons que parmi
les bits (f1,3(3), f2,3(3), f1,3(2), f2,3(2), f1,3(1), f2,3(1)), trois bits sont a` “1” et quatre sont a` “0”.
De plus, nous allons nous servir de la position des bits a` “1” dans la premie`re partie de la matrice
F ′e, soit ses le premie`res lignes et ses
le
n−1 premie`res colonnes. Nous noterons Fˆe cette matrice :
Fˆe =

0 1 0 1 1 1
1 1 0 0 0 0
1 1 1 0 0 0
0 1 0 0 0 0
0 1 1 0 0 1
0 0 1 0 0 0
1 1 0 0 1 0
1 0 1 1 1 0
1 0 0 1 0 0
1 0 0 0 0 0
1 0 0 0 0 0
0 1 1 1 0 0

Nous allons tester toutes les permutations sur les lignes de cette matrice qui permettent d’obtenir
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une matrice de codage Fˆ de taille le × len−1 et de la forme suivante :
F =

1
1
? 1
? 1
? ? 1
? ? 1
1 ? ? 1
1 ? ? 1
1 ? ? 1
1 ? ? 1
1 ? ? 1
1 ? ? 1

ou` le symbole “?” repre´sente l’emplacement des coefficients des (n − 1) polynoˆmes ge´ne´rateurs.
Nous obtenons au final huit vecteurs fˆ possibles, que nous noterons fˆi (∀i = 1, · · · , 8) :
fˆ1 =
(
1 1 0 1 0 1 0 1 1 1
)
fˆ2 =
(
1 1 1 0 0 1 0 1 1 1
)
fˆ3 =
(
1 1 0 1 1 0 0 1 1 1
)
fˆ4 =
(
1 1 1 0 1 0 0 1 1 1
)
fˆ5 =
(
1 1 0 1 0 1 1 0 1 1
)
fˆ6 =
(
1 1 1 0 0 1 1 0 1 1
)
fˆ7 =
(
1 1 0 1 1 0 1 0 1 1
)
fˆ8 =
(
1 1 1 0 1 0 1 0 1 1
)
Pour chacun de ces polynoˆme, nous allons construire une version de F (note´e Fˆ ) et nous allons
comparer cette matrice a` la matrice Fˆe, afin de rechercher un vecteur de permutation.
– Exemple en prenant le 1-er polynoˆme :
Fˆ =

1 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
1 1 0 0 0 0
0 0 1 0 0 0
1 1 1 0 0 0
0 0 0 1 0 0
1 1 1 1 0 0
1 0 0 0 1 0
1 1 1 1 1 0
0 1 0 0 0 1
0 1 1 1 1 1

Fˆe =

0 1 0 1 1 1
1 1 0 0 0 0
1 1 1 0 0 0
0 1 0 0 0 0
0 1 1 0 0 1
0 0 1 0 0 0
1 1 0 0 1 0
1 0 1 1 1 0
1 0 0 1 0 0
1 0 0 0 0 0
1 0 0 0 0 0
0 1 1 1 0 0

La permutation faite sur la matrice de codage, entraˆıne une permutation sur les lignes de la
matrice F . Ainsi, nous allons chercher une correspondance entre les lignes de Fˆ et de Fˆe :
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Nume´ro ligne de Fˆ 1 2 3 4 5 6 7 8 9 10 11 12
Nume´ro ligne de Fˆe 10 ou 11 10 ou 11 4 2 6 3 - - - - - -
Nous ne retrouvons pas de permutation entre la matrice Fˆ et Fˆe donc le polynoˆme ne peut
pas eˆtre celui qui a e´te´ utilise´ pour le codage.
– Exemple en prenant le 4-ie`me polynoˆme :
Fˆ =

1 0 0 0 0 0
1 0 0 0 0 0
1 1 0 0 0 0
0 1 0 0 0 0
1 1 1 0 0 0
0 0 1 0 0 0
0 1 1 1 0 0
1 0 0 1 0 0
1 0 1 1 1 0
1 1 0 0 1 0
0 1 0 1 1 1
0 1 1 0 0 1

Fˆe =

0 1 0 1 1 1
1 1 0 0 0 0
1 1 1 0 0 0
0 1 0 0 0 0
0 1 1 0 0 1
0 0 1 0 0 0
1 1 0 0 1 0
1 0 1 1 1 0
1 0 0 1 0 0
1 0 0 0 0 0
1 0 0 0 0 0
0 1 1 1 0 0

Nous recherchons une permutation :
Nume´ro ligne de Fˆ 1 2 3 4 5 6 7 8 9 10 11 12
Nume´ro ligne de Fˆe 10 ou 11 10 ou 11 2 4 3 6 12 9 8 7 1 5
Avec ce polynoˆme, nous obtenons deux vecteurs de permutation. D’apre`s la matrice Fˆ , les
polynoˆmes ge´ne´rateurs fˆ1,3 et fˆ2,3 sont tels que :
fˆ1,3 = 27
fˆ2,3 = 31
De ce fait, la matrice ge´ne´ratrice du codeur identifie´e est telle que :
GˆRSC =
1
23
(
23 0 27
0 23 31
)
Nous devons chercher la permutation qui permet d’obtenir les bonnes donne´es code´es avec la
matrice GˆRSC . Pour chacun des deux vecteurs de permutation identifie´s, nous allons entrelacer
nos donne´es m :
mˆ
′
=m.Eˆg
ou` Eˆg est la matrice d’entrelacement globale construite avec les vecteurs de permutation identifie´s.
Puis nous coderons le vecteur mˆ
′
avec le codeur identifie´. En notant cˆ′n la n-ie`me sortie obtenue,
nous la comparerons a` la sortie c′n. Si ces deux vecteurs sont identiques, alors nous en de´duirons
que le vecteur de permutation et la matrice ge´ne´ratrice du codeur C2 sont corrects.
Dans ce cas, le bon vecteur de permutation est :
p′ =
(
11 10 2 4 3 6 12 9 8 7 1 5
)
.
– Exemple en prenant le 5-ie`me polynoˆme :
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Fˆ =

1 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
1 1 0 0 0 0
0 0 1 0 0 0
1 1 1 0 0 0
1 0 0 1 0 0
0 1 1 1 0 0
1 1 0 0 1 0
1 0 1 1 1 0
0 1 1 0 0 1
0 1 0 1 1 1

Fˆe =

0 1 0 1 1 1
1 1 0 0 0 0
1 1 1 0 0 0
0 1 0 0 0 0
0 1 1 0 0 1
0 0 1 0 0 0
1 1 0 0 1 0
1 0 1 1 1 0
1 0 0 1 0 0
1 0 0 0 0 0
1 0 0 0 0 0
0 1 1 1 0 0

Nous recherchons une permutation :
Nume´ro ligne de Fˆ 1 2 3 4 5 6 7 8 9 10 11 12
Nume´ro ligne de Fˆe 10 ou 11 10 ou 11 4 2 6 3 9 12 7 8 5 1
Comme avec le polynoˆme pre´ce´dent, nous trouvons deux permutations possibles. Nous allons
donc proce´der de la meˆme fac¸on. La matrice ge´ne´ratrice du codeur identifie´e est telle que :
GˆRSC =
1
23
(
23 0 31
0 23 27
)
Nous allons entrelacer les donne´es m avec les deux vecteurs de permutation identifie´s puis coder
ces deux vecteurs avec le codeur identifie´. En comparant les vecteurs cˆ′n et c′n, nous obtenons au
final le vecteur de permutation suivant :
p′ =
(
10 11 4 2 6 3 9 12 7 8 5 1
)
Avec cette me´thode, nous avons identifie´ deux matrices ge´ne´ratrices et deux vecteurs de permu-
tation. Nous pouvons remarquer que les deux matrices identifie´es sont identique a` une permutation
pre`s sur les lignes. Dans ce cas, la permutation sur les lignes de la matrice ge´ne´ratrice n’est pas
importante puisqu’elle sera compense´e par le vecteur de permutation.
Nous venons de pre´senter une approche qui nous a permis d’identifier le second codeur d’un tur-
bocode lorsqu’il e´tait de rendement n−1n . Cette me´thode pourrait eˆtre ge´ne´ralise´e au cas des codeur
de rendement k/n. En effet, dans le cas ge´ne´ral, apre`s le poinc¸onnage des k voies syste´matique,
nous aurons acce`s a` (n − k) voies de sorties : [c′k+1(D), · · · , c′n(D)]. L’expression de ces (n − k)
sorties est :
c′j(D) = m(D).
1
f1,1(D)
.
f1,j(D)...
fk,j(D)
 , ∀j = k + 1, · · · , n (4.65)
Nous obtiendrions au final (n− k) syste`mes :
c′j .F1,1 =m
′.Fj (4.66)
ou` Fj correspond a` la matrice de codage (4.43) obtenue avec les polynoˆmes [f1,j(D), · · · , fk,j(D)].
Nous devrons donc appliquer l’algorithme de reconnaissance complet sur ces (n− k) syste`mes afin
d’identifier la matrice ge´ne´ratrice du code C2 et le vecteur de permutation.
Section 4.5 : Conclusions 147
4.5 Conclusions
Dans la premie`re partie de ce chapitre, nous vous avons pre´sente´ des sche´mas de codage qui
permettent d’ame´liorer de manie`re significative la qualite´ des transmissions. Cette e´tude sur ces
sche´mas de codage nous a permis de mettre en avant des proprie´te´s essentielles pour la mise en
place de nos algorithme de reconnaissance. Dans la seconde partie de ce chapitre, nous avons de´ve-
loppe´ deux me´thodes de reconnaissance aveugle. L’une portant sur l’identification aveugle des codes
concate´ne´s en paralle`le et l’autre sur les turbocodes. Pour les CCP, notre me´thode nous a permis
d’identifier l’ensemble de ses parame`tres, soit les deux codeurs et l’entrelaceur. Dans le cas d’un
turbocode, notre me´thode permet e´galement d’identifier l’ensemble de leurs parame`tres a` condition
que le premier codeur C1 ait e´te´ correctement identifie´. Pour l’identification d’un turbocode, de par
le poinc¸onnage des voies syste´matiques du second codeur, nous avons duˆ de´velopper une nouvelle
me´thode pour identifier le second codeur, alors que les autres parame`tres sont identifie´s par la
meˆme me´thode que pour un CCP.
Dans ce chapitre, nous avons fait l’hypothe`se que la transmission e´tait propre. La ge´ne´ralisation
de ces me´thodes au cas d’une transmission bruite´e est en cours d’e´tude. Dans le cas d’un CCP,
si nous arrivons a` identifier la taille de l’entrelaceur, le parame`tre n et le nombre de sorties de
chaque codeur, alors en appliquant les algorithmes de´veloppe´s dans le chapitre 2, nous pourrions
identifier les deux codes puis la matrice d’entrelacement. En revanche, dans le cas d’un turbocode,
l’identification du second codeur va demander de nombreux changements afin de s’adapter au cas
d’une transmission bruite´e.

Conclusion
L’enjeu des technologies nume´riques actuelles est de garantir aux utilisateurs une qualite´
de transmission, en terme de vitesse et de robustesse, qui est de plus en plus grande. Afin de
re´pondre a` cette demande, les normes ou standards permettant de transmettre une information
nume´rique sont en perpe´tuelle e´volution. La prolife´ration de ces nouvelles normes peut engendrer
des proble`mes d’incompatibilite´s avec les anciennes. Le domaine de la radio cognitive offre une
solution pertinente a` ce proble`me : la conception de re´cepteurs intelligents. De tels re´cepteurs
devront eˆtre capables d’identifier en aveugle les parame`tres de la norme utilise´e par l’e´metteur.
En se plac¸ant dans ce contexte, l’objectif de notre e´tude portait sur la conception de me´thodes
capables d’identifier en aveugle les parame`tres du code correcteur d’erreurs utilise´ a` l’e´mission.
Parmi l’ensemble des codes correcteurs d’erreurs, nos travaux se sont porte´s sur les codeurs a`
base de code convolutif. Afin de mettre en place des me´thodes d’identification aveugle des codes
convolutifs, nous avons tout d’abord re´alise´ une e´tude the´orique sur les proprie´te´s alge´briques des
codes convolutifs. Cette e´tude nous a permis d’obtenir les proprie´te´s indispensables pour la mise
en place de nos me´thodes de reconnaissance.
Dans le chapitre 2, nous avons pre´sente´ deux me´thodes d’identification aveugle de code
convolutif. Dans ces deux me´thodes, nous avons fait l’hypothe`se que la seule information dispo-
nible correspondait au train binaire issu du de´modulateur. La premie`re me´thode nous a permis
d’identifier l’ensemble des parame`tres, ainsi qu’une matrice ge´ne´ratrice du code convolutif utilise´
a` l’e´mission. Pour cette me´thode, nous avons fait l’hypothe`se que le train binaire rec¸u e´tait
non-entache´ d’erreurs. Plus pre´cise´ment, des erreurs peuvent exister mais la plage de donne´es
sur laquelle travaillent nos algorithmes ne doit pas contenir d’erreurs, ce qui signifie que le taux
d’erreur doit eˆtre tre`s faible pour que de telles plages existent. Pour simplifier, nous parlerons
alors de transmission “non-bruite´e”. Cette premie`re me´thode fonctionne tre`s bien lors d’une
transmission non-bruite´e, mais elle devient tre`s vite inefficace lorsque la transmission est bruite´e.
De ce fait, nous avons conc¸u une seconde me´thode qui permet d’identifier un code convolutif a`
partir d’un train binaire entache´ d’erreurs. Nous avons utilise´ un canal binaire syme´trique afin de
mode´liser les erreurs introduites par le canal de transmission et la partie de´modulation. Dans cette
seconde me´thode, nous avons e´galement fait l’hypothe`se que la trame rec¸ue e´tait synchronise´e.
En analysant les performances de de´tection de cet algorithme, nous avons montre´ qu’il e´tait
possible d’ame´liorer les probabilite´s de de´tecter le bon code en re´alisant plusieurs ite´rations de
cet algorithme. Pour chaque nouvelle ite´ration, nous avons utilise´ les meˆmes donne´es que nous
avons judicieusement me´lange´es, ceci afin de re´aliser virtuellement un nouveau jeu de donne´es.
Afin de montrer la pertinence de nos re´sultats en terme de probabilite´ de de´tection en fonction
de la probabilite´ d’erreur du canal, nous nous sommes inte´resse´s au taux d’erreur binaire re´siduel
the´orique des codes convolutifs obtenus apre`s le de´codage des mots de code. En effet, il serait
inutile d’essayer d’identifier en aveugle un code convolutif pour une probabilite´ d’erreur du canal
pour laquelle ce meˆme code ne serait jamais utilise´ en pratique, car incapable de corriger les erreurs
de transmission. En fixant un TEB re´siduel the´orique apre`s de´codage infe´rieur a` 10−5, nous avons
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montre´ que notre algorithme de reconnaissance offrait d’excellentes performances de de´tection.
Afin de satisfaire une demande en de´bit qui est de plus en plus grande, la plupart des standards
utilisent une technique simple apre`s le codage : le poinc¸onnage des mots de code. Cette technique
consiste simplement a` ne pas transmettre tous les bits des mots de code. Dans le chapitre 3, nous
avons tout d’abord re´alise´ une e´tude the´orique sur cette technique de poinc¸onnage. Dans cette
e´tude, nous avons montre´ qu’un code convolutif dont les mots de code avaient e´te´ poinc¸onne´s
pouvait eˆtre de´crit par un autre code convolutif, nomme´ code convolutif poinc¸onne´, construit a`
partir du code parent et d’un motif de poinc¸onnage. Nous avons vu que la reconnaissance aveugle
de ce code convolutif poinc¸onne´ ne diffe´rait pas de celle d’un code convolutif classique. En revanche,
dans le but d’obtenir le code parent et le motif de poinc¸onnage, nous avons de´veloppe´ un nouvel
algorithme. Cet algorithme permet a` partir de la seule connaissance des parame`tres et de la matrice
ge´ne´ratrice du code poinc¸onne´ d’identifier conjointement le code parent et le motif de poinc¸onnage.
Ainsi, en utilisant l’algorithme pre´sente´ dans le chapitre 2 et ce nouvel algorithme, nous avons
montre´ que nous e´tions capables, aussi bien dans le cas d’une transmission non-bruite´e ou bruite´e,
d’identifier le code parent et le motif de poinc¸onnage associe´. En analysant les performances de
cet algorithme, nous avons montre´ que, comme pre´ce´demment, elles e´taient nettement ame´liore´es
graˆce a` son processus ite´ratif. Puis en comparant les probabilite´s de de´tection obtenues avec cet
algorithme de reconnaissance au taux d’erreur binaire re´siduel des codes poinc¸onne´s, nous avons
montre´ que nous obtenions d’excellentes performances de de´tection. En effet, pour un TEB re´siduel
the´orique apre`s de´codage infe´rieur a` 10−5, les probabilite´s de de´tecter le bon code sont proche de 1.
Si le poinc¸onnage des mots de code permet d’augmenter le rendement d’un code et donc
d’ame´liorer le de´bit d’une transmission, cette technique ne permet pas d’ame´liorer sa robustesse.
Or, les applications actuelles ne´cessitent des sche´mas de codage de plus en plus robustes. Nous
avons donc pre´sente´ dans le chapitre 4 des sche´mas de codage qui permettent d’ame´liorer de
manie`re significative la robustesse d’une transmission. Ces sche´mas de codage consistent a`
combiner plusieurs codes. Parmi l’ensemble de ces sche´mas de codage existant, nous nous sommes
particulie`rement inte´resse´s aux turbocodes paralle`les. Dans ce chapitre, nous avons nomme´
turbocode, un turbocode dont le second codeur est de forme RSC avec ses voies syste´matiques
poinc¸onne´es et CCP, un turbocode qui est compose´ de deux codeurs de forme NRNSC ou RSC
et ou` il n’y a pas de poinc¸onnage des voies syste´matiques. Nous avons de´veloppe´ deux me´thodes
de reconnaissance aveugle, l’une portant sur les CCP et l’autre sur les turbocodes. Dans ces deux
me´thodes, nous avons fait l’hypothe`se qu’il n’y avait pas d’erreur de transmission et que le train
binaire rec¸u e´tait synchronise´. Pour les deux turbocodes paralle`les, le principe de notre algorithme
de reconnaissance reste identique : identification des parame`tres du code (rendement, taille de
l’entrelaceur et nombre de sorties de chaque code), identification des deux codes et identification
de l’entrelaceur. La me´thode permettant d’identifier les parame`tres du code est identique pour un
turbocode et un CCP. Une fois ces parame`tres identifie´s, nous sommes capables de se´parer les
pistes de code´s. De ce fait nous connaissons les mots de code du premier codeur et ceux du second
codeur. Par conse´quent l’identification des deux codes du CCP est identique a` l’identification d’un
code convolutif classique (me´thode propose´e dans le chapitre 2). Puis, il reste uniquement a` de´coder
les sorties des deux codes afin de pouvoir identifier l’entrelaceur. En revanche dans le cas d’un
turbocode, en utilisant les me´thodes pre´ce´dentes, nous avons montre´ qu’il e´tait possible d’identifier
le premier codeur mais que, de par le poinc¸onnage des voies syste´matiques du second codeur, nous
e´tions incapables, avec les me´thodes existantes, d’identifier le second codeur et l’entrelaceur. Par
conse´quent, nous avons de´veloppe´ une nouvelle approche afin d’identifier conjointement le second
codeur RSC et l’entrelaceur d’un turbocode. Au final, ces deux algorithmes permettent d’identifier
les deux codes convolutifs et la matrice d’entrelacement d’un turbocode paralle`le.
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Dans l’ensemble de nos me´thodes d’identification aveugle a` partir d’une transmission bruite´e,
nous avons fait l’hypothe`se que la trame rec¸ue e´tait synchronise´e. Une perspective a` court terme
serait de lever cette hypothe`se en adaptant la me´thode de synchronisation de´crite dans le cas d’une
transmission non-bruite´e au cas d’une transmission bruite´e. D’autres perspectives a` court terme
sont envisage´es. En effet, en e´tudiant la matrice de parite´ du code poinc¸onne´, nous devrions eˆtre
capables de trouver le lien direct entre cette matrice et celle du dual du code parent. Ce lien
nous permettrait de re´duire de manie`re significative le temps de calcul de notre algorithme de
reconnaissance. Dans le cas d’un CCP, il nous reste a` de´velopper une me´thode qui permettrait
d’identifier en aveugle ses parame`tres dans le cas d’une transmission bruite´e. Le point crucial de
cette me´thode sera d’eˆtre capable d’identifier le nombre de sorties des deux codes afin de pouvoir
se´parer les pistes de code´s et d’identifier les deux codes convolutifs avec les me´thodes pre´sente´es dans
le chapitre 2. A plus long terme, il sera ne´cessaire de re´adapter comple`tement notre algorithme qui
permet d’identifier conjointement le codeur RSC et l’entrelaceur d’un turbocode. De plus, il serait
inte´ressant de se pencher sur une approche statistique afin de de´velopper de nouvelles me´thodes
de reconnaissance des codeurs. Une telle approche permettrait de diminuer les probabilite´s de non
de´tection en re´alisant des tests, au fur et a` mesure de l’identification des codes, afin de valider ou
non les parame`tres identifie´s. Finalement, le de´veloppement de me´thodes de reconnaissance aveugle
avec de´cision souple pourrait eˆtre envisage´ afin de prendre en compte les caracte´ristiques ite´ratives
intrinse`ques des nouveaux sche´mas de codage et judicieusement mis a` profit par les algorithmes de
turbode´codage ite´ratifs.

ANNEXEA Les polynoˆmesge´ne´rateurs d’un codeur
RSC
Cette annexe a pour objectif de de´montrer le lien entre les polynoˆmes ge´ne´rateurs de la matrice
ge´ne´ratrice d’un codeur RSC et les mineurs d’ordre k de la matrice ge´ne´ratrice du codeur NRNSC
e´quivalent. Avant de montrer ce lien, quelques rappels sur les de´terminants et les mineurs d’une
matrice sont propose´s.
A.1 De´terminant et mineurs d’une matrice
De´finissons une matrice A de taille k × k par :
A =
a1,1 a1,2 · · · a1,k... ... . . . ...
ak,1 ak,2 · · · ak,k
 (A.1)
On note Ai,j la (k− 1)× (k− 1) matrice obtenue en supprimant la i-e`me ligne et la j-e`me colonne
de A.
De´finition A.1. On appelle cofacteur de l’e´le´ment ai,j le scalaire :
Cofi,j = (−1)i+j . detAi,j (A.2)
Travaillant dans le corps de Galois a` deux e´le´ments (“1” et “0”), le cofacteur de ai,j est :
Cofi,j = detAi,j (A.3)
The´ore`me A.1. Le de´terminant de A peut eˆtre calcule´ en le de´veloppant sur une colonne ou
sur une ligne quelconque :
1. Suivant la i-e`me ligne : detA =
∑k
j=1 ai,j .Cofi,j
2. Suivant la j-e`me colonne : detA =
∑k
i=1 ai,j .Cofi,j
De´finition A.2. Le de´terminant d’une matrice A est nul si l’une (ou plusieurs) des conditions
suivantes est (sont) remplie(s) :
1. A posse`de une colonne (ou une ligne) nulle.
2. A posse`de deux colonnes (ou deux lignes) identiques.
3. A posse`de deux colonnes (ou deux lignes) proportionnelles.
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4. A posse`de une colonne qui est combinaison line´aire des autres colonnes (ou une ligne qui est
une combinaison line´aire des autre lignes).
De´finition A.3. Les mineurs d’ordre k d’une m × n matrice sont les de´terminants des sous-
matrices obtenues en supprimant m− k lignes et n− k colonnes.
En notantMi,j les mineurs d’ordre k−1 de la matrice A, ces mineurs sont obtenus en supprimant
la i-e`me ligne et la j-e`me colonne de A :
Mi,j = detAi,j = Cofi,j (A.4)
A.2 Polynoˆmes ge´ne´rateurs d’un codeur RSC
La matrice ge´ne´ratrice d’un codeur RSC est obtenue a` partir de la matrice du codeur NRNSC
e´quivalent de´finie par :
GNRNSC(D) =
g1,1(D) · · · g1,k(D) · · · g1,n(D)... . . . ... . . . ...
gk,1(D) · · · gk,k(D) · · · gk,n(D)
 (A.5)
On note L(D) la matrice compose´e des k × k premiers polynoˆmes ge´ne´rateurs de la matrice
GNRNSC(D) :
L(D) =
g1,1(D) · · · g1,k(D)... . . . ...
gk,1(D) · · · gk,k(D)
 (A.6)
Le lien entre la matrice d’un codeur RSC et la matrice du codeur NRNSC e´quivalent est donne´
par l’e´quation ci-dessous.
GRSC(D) = L−1(D).GNRNSC(D) =
1
detL(D)
.adj L(D).GNRNSC(D) =
1
detL(D)
.Gsys(D). (A.7)
avec detL(D) qui correspond au de´terminant de la matrice L(D), adj L(D) la matrice adjointe (ou
comatrice transpose´e) de L(D) et Gsys(D) la matrice syste´matique du codeur. La matrice Gsys(D)
est une matrice de taille k × n de´finie par :
Gsys(D) = adj L(D).GNRNSC(D) =
f1,1(D) · · · f1,k+1(D) · · · f1,n(D)... . . . ... . . . ...
fk,1(D) · · · fk,k+1(D) · · · fk,n(D)
 (A.8)
ou` les fi,j(D), ∀i = 1, · · · , k et ∀j = 1, · · · , n, sont les polynoˆmes ge´ne´rateurs d’un codeur RSC. La
matrice adjointe de L(D) est une matrice compose´e des cofacteurs, de´finie par :
adj L(D) =
M1,1(D) · · · Mk,1(D)... . . . ...
M1,k(D) · · · Mk,k(D)
 (A.9)
ou` Ml,i(D) correspond au cofacteur du polynoˆme gl,i(D), soit le mineur d’ordre k − 1 obtenu en
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supprimant la l-ie`me ligne et la i-e`me colonne de L(D) tel que :
Ml,i(D) = det

g1,1(D) · · · g1,i−1(D) g1,i+1(D) · · · g1,k(D)
... . . .
...
... . . .
...
gl−1,1(D) · · · gl−1,i−1(D) gl−1,i+1(D) · · · gl−1,k(D)
gl+1,1(D) · · · gl+1,i−1(D) gl+1,i+1(D) · · · gl+1,k(D)
... . . .
...
... . . .
...
gk,1(D) · · · gk,i−1(D) gk,i+1(D) · · · gk,k(D)

(A.10)
D’apre`s l’e´quation (A.7), la matrice ge´ne´ratrice d’un codeur RSC de´pend du de´terminant de
L(D) et de la matrice syste´matique Gsys(D). On peut calculer le de´terminant de la matrice L(D)
en le de´veloppant sur la k-ie`me colonne de L(D), d’apre`s le the´ore`me A.1, soit :
detL(D) =
k∑
i=1
gi,k(D).Mi,k(D). (A.11)
D’apre`s (A.8), la matrice syste´matique du codeur est telle que :
Gsys(D) =
f1,1(D) · · · f1,k+1(D) · · · f1,n(D)... . . . ... . . . ...
fk,1(D) · · · fk,k+1(D) · · · fk,n(D)

=
M1,1(D) · · · Mk,1(D)... . . . ...
M1,k(D) · · · Mk,k(D)
 .
g1,1(D) · · · g1,k(D) · · · g1,n(D)... . . . ... . . . ...
gk,1(D) · · · gk,k(D) · · · gk,n(D)

(A.12)
Le lien entre un polynoˆme fi,j(D) du RSC et les polynoˆmes gi,j(D) du NRNSC e´quivalent peut
s’exprimer par l’e´quation ci-dessous :
fi,j(D) =
k∑
l=1
gl,j(D).Ml,i(D) (A.13)
D’apre`s le the´ore`me A.1, le polynoˆme fi,j(D) correspond au de´terminant de la sous-matrice L(D)
ou` la i-e`me colonne a e´te´ supprime´e et la j-e`me colonne de L(D) a e´te´ ajoute´e, tel que :
fi,j(D) = det
g1,1(D) · · · g1,i−1(D) g1,i+1(D) · · · g1,k(D) g1,j(D)... . . . ... ... . . . ... ...
gk,1(D) · · · gk,i−1(D) gk,i+1(D) · · · gk,k(D) gk,j(D)
 (A.14)
D’apre`s la de´finition A.2, le de´terminant d’une matrice est nul si la matrice est compose´e de
deux colonnes (ou deux lignes) identiques. Lorsque j ≤ k, nous aurons deux cas de figure possibles
pour les polynoˆmes fi,j(D) :
– Si j 6= i :
La colonne
[
g1,j · · · gk,j
]T se trouvera deux fois dans la matrice, donc le de´terminant sera
nul.
fi,j(D) = 0 ∀j = 1, · · · , k et i 6= j (A.15)
– Si j = i :
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Le de´terminant de la matrice a` calculer devient :
fj,j(D) =
k∑
l=1
gl,j(D).Ml,j(D) = detL(D) (A.16)
D’apre`s ces diffe´rentes hypothe`ses, la matrice syste´matique d’un codeur RSC est une matrice
de la forme :
Gsys(D) =
f1,1(D) f1,k+1(D) · · · f1,n(D). . . ... . . . ...
f1,1(D) fk,k+1(D) · · · fk,n(D)
 (A.17)
A.3 Mineurs d’ordre k de la matrice ge´ne´ratrice d’un codeur
NRNSC
Nous allons maintenant montrer le lien entre les mineurs d’ordre k de la matrice ge´ne´ratrice
d’un codeur NRNSC et les polynoˆmes ge´ne´rateur du codeur RSC e´quivalent que nous venons de
calculer.
Posons n matrices Gj(D), ∀j = 1, · · · , n, compose´es de la matrice L(D) et de la j-ie`me colonne
de la matrice du codeur NRNSC :
Gj(D) =
g1,1(D) · · · g1,k(D) g1,j(D)... . . . ... ...
gk,1(D) · · · gk,k(D) gk,j(D)
 (A.18)
Nous allons calculer les k premiers mineurs d’ordre k de chacune de ces matrices. Nous noterons
∆ji (D) le i-e`me mineur de la matrice G
j(D) qui correspond au de´terminant de la sous-matrice
Gj(D) lorsque la colonne i est supprime´e, avec i = 1, · · · , k.
∆ji (D) = det
g1,1(D) · · · g1,i−1(D) g1,i+1(D) · · · g1,k(D) g1,j(D)... . . . ... ... . . . ... ...
gk,1(D) · · · gk,i−1(D) gk,i+1(D) · · · gk,k(D) gk,j(D)
 (A.19)
D’apre`s l’e´quation (A.14), les mineurs d’ordre k de la matrice du codeur NRNSC correspondent
aux polynoˆmes ge´ne´rateurs du codeur RSC e´quivalent :
fi,j(D) = ∆
j
i (D) (A.20)
La matrice syste´matique du codeur RSC, pourra e´galement s’e´crire en fonction des mineurs :
Gsys(D) =
∆
1
1(D) ∆
k+1
1 (D) · · · ∆n1 (D)
. . .
... . . .
...
∆11(D) ∆
k+1
k (D) · · · ∆nk(D)
 (A.21)
Nous venons de de´montrer dans cette annexe que les mineurs d’ordre k de la matrice ge´ne´ratrice
d’un codeur NRNSC correspondent aux polynoˆmes ge´ne´rateurs du codeur RSC e´quivalent.
ANNEXEB Matrice de parite´ d’uncode convolutif
Le but de cette annexe est de de´montrer que la matrice de parite´ telle que nous l’avons pre´sente´
dans le chapitre 1 est une matrice ge´ne´ratrice du code dual.
Une (n− k)× n matrice H(D) est une matrice de parite´ d’un code si la proprie´te´ suivante est
ve´rifie´e :
G(D).HT (D) = 0 (B.1)
Sous sa forme syste´matique, la matrice de parite´ que nous avons de´fini est une matrice compose´e
des mineurs d’ordre k de la matrice ge´ne´ratrice du codeur NRNSC :
H(D) =
∆
k+1
1 (D) · · · ∆k+1k (D) ∆11(D)
... . . .
...
. . .
∆n1 (D) · · · ∆nk(D) ∆11(D)
 (B.2)
Nous noterons R(D) la matrice re´sultant du produit G(D).HT (D), telle que :
R(D) =
g1,1(D) · · · g1,k(D) g1,k+1(D) · · · g1,n(D)... . . . ... ... . . . ...
gk,1(D) · · · gk,k(D) gk,k+1(D) · · · gk,n(D)
 .

∆k+11 (D) · · · ∆n1 (D)
... . . .
...
∆k+1k (D) · · · ∆nk(D)
∆11(D)
. . .
∆11(D)

(B.3)
R(D) est une k × (n − k) matrice qui sera compose´e d’e´le´ments nuls si H(D) est une matrice de
parite´ du code. On note ri,m(D) (∀i = 1, · · · , k et ∀m = 1, · · · , n−k) un e´le´ment de R(D), tel que :
ri,m(D) =
k∑
j=1
gi,j(D).∆k+mj (D) + gi,k+m(D).∆
1
1(D) (B.4)
D’apre`s les e´quations (A.13) et (A.20), de l’annexe pre´ce´dente, il est possible d’e´crire que :
∆k+mj (D) =
k∑
l=1
gl,k+m(D).Ml,j(D) et ∆11(D) =
k∑
l=1
gl,1(D).Ml,1(D) (B.5)
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soit :
ri,m(D) =
k∑
j=1
k∑
l=1
gi,j(D).gl,k+m(D).Ml,j(D) +
k∑
l=1
gi,k+m(D).gl,1(D).Ml,1(D) (B.6)
Afin de de´montrer que les polynoˆmes ri,m(D) sont nuls, nous de´couperons l’e´quation (B.6) en deux
parties. Nous noterons r1i,m(D) la premie`re partie et r
2
i,m(D) la seconde partie, telles que :
r1i,m(D) =
∑k
j=1
∑k
l=1 gi,j(D).gl,k+m(D).Ml,j(D)
r2i,m(D) =
∑k
l=1 gi,k+m(D).gl,1(D).Ml,1(D)
(B.7)
Le polynoˆme r1i,m(D) de´pend des polynoˆmes ge´ne´rateurs du codeur NRNSC et des cofacteurs de
ces polynoˆmes. Nous pouvons e´crire que :
r1i,m(D) =
k∑
j=1
k∑
l=1
gi,j(D).gl,k+m(D).Ml,j(D)
=
k∑
l=1
k∑
j=1
gi,j(D).Ml,j(D).gl,k+m(D)
(B.8)
Or, pour un l fixe, la partie
∑k
j=1 gi,j(D).Ml,j(D), correspond au de´terminant d’une matrice com-
pose´e de la matrice L(D) en y enlevant la l-ie`me ligne et en ajoutant la i-e`me ligne de L(D), tel
que :
k∑
j=1
gi,j(D).Ml,j(D) = det

g1,1(D) · · · g1,k(D)
... . . .
...
gl−1,1(D) · · · gl−1,k(D)
gl+1,1(D) · · · gl+1,k(D)
... . . .
...
gk,1(D) · · · gk,k(D)
gi,1(D) · · · gi,k(D)

(B.9)
Ce de´terminant aura deux comportements diffe´rents en fonction de l.
– Si l 6= i : la matrice sera compose´e de deux lignes identiques, donc son de´terminant sera nul.
k∑
j=1
gi,j(D).Ml,j(D) = 0 ∀l 6= i (B.10)
– Si l = i : rappelons que la matrice L(D) est telle que :
L(D) =
g1,1(D) · · · g1,k(D)... . . . ...
gk,1(D) · · · gk,k(D)
 (B.11)
Le de´terminant de cette matrice peut-eˆtre calcule´ en le de´veloppant sur la i-e`me ligne :
detL(D) =
k∑
j=1
gi,j .Mi,j (B.12)
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De ce fait, nous obtenons :
k∑
j=1
gi,j(D).Ml,j(D) =
k∑
j=1
gi,j(D).Mi,j(D) = detL(D) ∀l = i (B.13)
D’apre`s ces e´quations, le polynoˆme r1i,m(D) est tel que :
r1i,m(D) =
k∑
j=1
gi,j(D).Mi,j(D).gi,k+m(D) = detL(D).gi,k+m(D) (B.14)
Le polynoˆme r2i,m(D) de´fini a` l’e´quation (B.7) est :
r2i,m(D) =
k∑
l=1
gl,1(D).Ml,1(D).gi,k+m(D)
= detL(D).gi,k+m(D)
(B.15)
D’apre`s les e´quations (B.14-B.15), le polynoˆme ri,m(D) est tel que :
ri,m(D) = detL(D).gi,k+m(D) + detL(D).gi,k+m(D) = 0 (B.16)
De ce fait, la matrice R(D) qui re´sulte du produit G(D).HT (D) est une matrice compose´e de
polynoˆmes nuls. Nous pouvons en conclure que la matrice de parite´ H(D) telle que nous l’avons
de´fini est une matrice de parite´ du code.

ANNEXEC Repre´sentation d’e´tat descodes convolutifs
Le but de cette annexe est de de´montrer que le choix que nous avons fait afin de de´crire la
relation de codage des codes convolutifs sous forme de repre´sentation d’e´tat est correct.
C.1 Repre´sentation d’e´tat
En automatique, une repre´sentation d’e´tat permet de mode´liser un syste`me sous forme ma-
tricielle en utilisant des variables d’e´tat. On repre´sente un syste`me invariant dans le temps de la
manie`re suivante : {
s(t+ 1) = s(t).A+m(t).B
c(t) = s(t).C +m(t).Q
(C.1)
– N : nombre de variables d’e´tat
– A : matrice de dynamique (N ×N)
– B : matrice de commande (k ×N)
– C : matrice d’observation (N × n)
– Q : matrice d’action directe (k × n)
– s(t) : vecteur qui repre´sente les N variables d’e´tat
– m(t) : vecteur qui repre´sente les k entre´es
– c(t) : vecteur qui repre´sente les n sorties
Par la suite, les matrices (A,B,C,Q) seront appele´es matrices d’e´tat. Une repre´sentation d’e´tat
peut eˆtre transforme´e en une fonction de transfert du syste`me. Cette fonction de transfert, note´e
G(D), est une matrice de taille k × n obtenue avec l’e´quation suivante.
G(D) = B.
(
D−1.IN +A
)−1
.C +Q (C.2)
Dans notre e´tude, cette fonction de transfert repre´sente la matrice ge´ne´ratrice du codeur convo-
lutif et le nombre de variables d’e´tat est N =
k∑
i=1
µi en utilisant les notations du chapitre 1.
Pour mode´liser un syste`me, les matrices d’e´tat ne sont pas uniques et le seul crite`re permettant
d’affirmer que les matrices d’e´tat choisies sont correctes est que le quadruplet (A,B,C,Q) ve´rifie
l’e´quation (C.2). L’objectif de cette annexe est de montrer au lecteur inte´resse´ que la forme des
matrices d’e´tat que nous avons prise ve´rifie toujours l’e´quation (C.2). Afin de de´montrer ceci, un
petit rappel sur quelques proprie´te´s matricielles est propose´ ci-dessous.
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C.2 Quelques de´finitions sur les matrices
– Matrice triangulaire :
Une matrice triangulaire supe´rieure (ou infe´rieure) est une matrice carre´e dans laquelle tous les
e´le´ments situe´s en dessous (ou au-dessus) de la diagonale principale sont nuls :
L =

l1,1 l1,2 · · · l1,n
l2,2 · · · l2,n
. . .
...
ln,n
 L =

l1,1
l2,1 l2,2
...
...
. . .
ln,1 ln,2 · · · ln,n
 (C.3)
Le de´terminant d’une matrice triangulaire est le produit de ses e´le´ments diagonaux :
detL = l1,1.l2,2. · · · .ln,n (C.4)
– Matrice bloc-diagonale :
Une matrice bloc-diagonale (e´galement appele´ matrice diagonale par blocs) est une matrice carre´e
qui posse`de des blocs de matrices carre´es, note´es Li, sur sa diagonale principale :
L =

L1
L2
. . .
Ln
 (C.5)
Le de´terminant d’une matrice bloc-diagonale est le produit des de´terminants des matrices carre´es :
detL = detL1.detL2. · · · .detLn (C.6)
On peut aise´ment montrer (de´finition de l’inverse d’une matrice) que l’inverse d’une matrice bloc-
diagonale est telle que :
L−1 =

L−11
L−12
. . .
L−1n
 (C.7)
– Matrice bidiagonale :
Une matrice bidiagonale est telle que seuls les coefficients se trouvant sur la diagonale principale et
la sous-diagonale sont non-nuls. De plus, une matrice bidiagonale unitaire signifie que les coefficients
de la diagonale sont e´gaux a` 1 :
L =

1
b1 1
b2 1
. . . . . .
bn−1 1
 (C.8)
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L’inverse d’une matrice bidiagonale unitaire est :
L−1 =

1
(−b1) 1
(−b1).(−b2) (−b2) 1
(−b1).(−b2).(−b3) (−b2).(−b3) (−b3) 1
...
...
...
. . . . . .
(−b1) · · · (−bn−1) (−b2) · · · (−bn−1) (−b3) · · · (−bn−1) · · · (−bn−1) 1

(C.9)
C.3 Matrices d’e´tat d’un codeur NRNSC
C.3.1 Les matrices d’e´tat d’un codeur de forme NRNSC
Au chapitre 1, nous avons repre´sente´ notre syste`me d’e´tat comme de´fini ci-dessous.{
s(t+ 1) = [s1(t)m1(t) · · · sk(t)mk(t)] .GD
c(t) = [s1(t)m1(t) · · · sk(t)mk(t)] .GN (C.10)
La matrice GD est une concate´nation des matrices A et B et GN des matrices C et Q. Nous allons
pouvoir construire nos matrices d’e´tat (A,B,C,Q) a` partir des de´finitions des matrices GD (1.56)
et GN (1.55) que nous avons vu dans le premier chapitre.
La matrice A est une matrice bloc-diagonale, elle contient k matrices Ai de taille µi × µi
(∀i = 1, · · · , k) :
A =
A1 . . .
Ak
 et Ai =

0 · · · · · · 0
1
...
. . .
...
1 0
 (C.11)
La matrice B est compose´e de k vecteurs lignes Bi de taille 1× µi (∀i = 1, · · · , k) :
B =
B1 . . .
Bk
 et Bi = (01,µi−1 1) (C.12)
avec 01,µi−1 qui correspond a` un vecteur nul de taille 1× µi − 1.
Les polynoˆmes ge´ne´rateurs d’un codeur NRNSC sont compose´s de µi+1 e´le´ments binaires, tesl
que :
gi,j =
(
gi,j(0) gi,j(1) · · · gi,j(µi)
)
, ∀i = 1, · · · , k et ∀j = 1, · · · , n (C.13)
La matrice C est compose´e des µi derniers e´le´ments binaires des polynoˆmes ge´ne´rateurs et la matrice
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Q de leurs premiers e´le´ments binaires :
C =

g1,1(µ1) g1,2(µ1) · · · g1,n(µ1)
...
... . . .
...
g1,1(1) g1,2(1) · · · g1,n(1)
...
... . . .
...
gk,1(µk) gk,2(µk) · · · gk,n(µk)
...
... . . .
...
gk,1(1) gk,2(1) · · · gk,n(1)

et Q =
g1,1(0) g1,2(0) · · · g1,n(0)... ... . . . ...
gk,1(0) gk,2(0) · · · gk,n(0)
 (C.14)
C.3.2 Validation de nos matrices d’e´tat d’un codeur NRNSC
Nous savons que les matrices d’e´tat utilise´es pour mode´liser un syste`me ne sont pas uniques
mais, peu importe la forme choisie, elles doivent toujours ve´rifier la relation suivante.
GNRNSC(D) = B.
(
D−1.IN +A
)−1
.C +Q
=
g1,1(D) · · · g1,n(D)... . . . ...
gk,1(D) · · · gk,n(D)
 (C.15)
Par la suite nous poserons :
X(D) =
(
D−1.IN +A
)
(C.16)
Afin de de´montrer l’e´galite´ (C.15), nous allons calculer e´tape par e´tape la relation
B.
(
D−1.IN +A
)−1
.C + Q afin de ve´rifier que, apre`s ces calculs, nous obtenons la matrice ge´-
ne´ratrice du code.
Calcul de X(D)−1 :
La matrice A est une matrice bloc-diagonale. Il est donc possible, pour calculer son inverse, de
calculer l’inverse des sous-matrices et d’obtenir l’inverse de X(D) d’apre`s l’e´quation (C.7). Posons
Xi(D) =
(
D−1.Iµi +Ai
)
. Cette matrice est de taille µi × µi et elle peut eˆtre de´compose´e sous la
forme d’un produit de deux matrices :
Xi(D) =

D−1
1
. . .
. . . . . .
1 D−1
 =

1
D
. . .
. . . . . .
D 1
 .

D−1
D−1
. . .
D−1
 (C.17)
L’inverse du produit de deux matrices est e´gale au produit des deux inverses (A.B)−1 =
(B)−1.(A)−1. La premie`re matrice est une matrice bidiagonale unitaire, son inverse est obtenue
a` l’aide de l’e´quation (C.9) et nous obtenons l’inverse de Xi(D) :
Xi(D)−1 =

D
. . .
. . .
D
 .

1
D
. . .
...
. . . . . .
Dµi−1 · · · D 1
 =

D
D2
. . .
...
. . . . . .
Dµi · · · D2 D
 (C.18)
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L’inverse de la matrice bloc-diagonale X(D) est e´galement une matrice bloc-diagonale qui sera
compose´e de l’inverse des blocs Xi(D) :
X(D)−1 =

X1(D)−1
X2(D)−1
. . .
Xµ(D)−1
 (C.19)
Calcul de B.X(D)−1 :
D’apre`s la matrice inverse de X(D) et la matrice B de´finie a` l’e´quation (C.12), nous obtenons :
B.X(D)−1 =
D
µ1 · · · D2 D
. . .
Dµk · · · D2 D
 (C.20)
Calcul de B.X(D)−1.C :
Avec le re´sultat que nous venons d’obtenir et la matrice C de´finie a` l’e´quation (C.14), nous
trouvons :
B.X(D)−1.C =

µ1∑
m=1
g1,1(m).Dm · · ·
µ1∑
m=1
g1,n(m).Dm
...
...
µ1∑
m=1
gk,1(m).Dm · · ·
µ1∑
m=1
gk,n(m).Dm
 (C.21)
Calcul de B.X(D)−1.C +Q :
La matrice obtenue au finale est telle que :
B.X(D)−1.C +Q =

µ1∑
m=0
g1,1(m).Dm · · ·
µ1∑
m=0
g1,n(m).Dm
...
...
µk∑
m=0
gk,1(m).Dm · · ·
µk∑
m=0
gk,n(m).Dm
 (C.22)
Nous pouvons ve´rifier que les matrices d’e´tat que nous avons de´finies respectent le crite`re (C.2)
puisque :
GNRNSC(D) = B.X(D)−1.C +Q =
g1,1(D) · · · g1,n(D)... ...
gk,1(D) · · · gk,n(D)
 (C.23)
De ce fait, les matrices d’e´tat que nous avons choisies permettent de mode´liser notre syste`me.
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C.4 Matrices d’e´tat d’un codeur RSC
C.4.1 Les matrices d’e´tat d’un codeur de forme RSC
Dans le cas d’un codeur de forme RSC, les matrices d’e´tat que nous avons de´finies dans le cha-
pitre 1 repre´sentent e´galement une concate´nation des matrices (A,B) pour GD et (C,Q) pour GN .
Les polynoˆmes ge´ne´rateurs d’un codeur RSC sont note´s fi,j(D) (∀i = 1, · · · , k et ∀j = 1, · · · , n) :
fi,j(D) = fi,j(0) + fi,j(1).D + · · ·+ fi,j(µi).Dµi (C.24)
De plus, nous avons vu que les degre´s des polynoˆmes ge´ne´rateurs d’un codeur RSC e´taient tous
identiques (µ1 = µ2 = · · · = µk). Nous noterons µ le degre´ des polynoˆmes du codeur RSC. Le
polynoˆme f1,1(D) est appele´ polynoˆme de feedback et d’apre`s les proprie´te´s des codes RSC, f1,1(0) =
1.
La matrice A est une matrice bloc-diagonale, elle posse`de k matrices Ai de taille µ× µ :
A =
A1 . . .
Ak
 et Ai =

0 · · · 0 f1,1(µ)
1
...
. . .
...
1 f1,1(1)
 (C.25)
La matrice B est une matrice compose´e de k vecteurs de taille µ telle que :
B =
O1,µ−1 f1,1(0) . . .
O1,µ−1 f1,1(0)
 =
O1,µ−1 1 . . .
O1,µ−1 1
 (C.26)
avec O1,µ−1 qui correspond a` un vecteur nul de taille µ− 1.
La matrice C est une matrice de taille k.µ × n, elle est compose´e d’une matrice nulle de taille
k.µ × k et d’une matrice de taille k.µ × n − k compose´e des µ derniers coefficients des polynoˆmes
qi,j(D) (∀i = 1, · · · , k et ∀j = k + 1, · · · , n) :
C =

0 · · · 0
... . . .
...
0 · · · 0
...
0 · · · 0
...
...
0 · · · 0︸ ︷︷ ︸
k
q1,k+1(µ) · · · q1,n(µ)
... . . .
...
q1,k+1(1) · · · q1,n(1)
... . . .
...
qk,k+1(µ) · · · qk,n(µ)
... . . .
...
qk,k+1(1) · · · qk,n(1)︸ ︷︷ ︸
n−k

(C.27)
Les e´le´ments qi,j(l) sont tels que :{
Si fi,j(0) = 1 alors qi,j(l) = fi,j(l) + f1,1(l)
Si fi,j(0) = 0 alors qi,j(l) = fi,j(l)
(C.28)
La matrice Q est une matrice compose´e de la matrice identite´ de taille k et des premiers
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coefficients des polynoˆmes fi,j(D) :
Q =
1 f1,k+1(0) · · · f1,n(0). . . ... . . . ...
1 fk,k+1(0) · · · fk,n(0)
 (C.29)
C.4.2 Validation de nos matrices d’e´tat d’un codeur RSC
Les matrices d’e´tat que nous avons de´finies pre´ce´demment doivent satisfaire l’e´galite´ suivante :
GRSC(D) = B.
(
D−1.IN +A
)−1
.C +Q
=

1 f1,k+1(D)f1,1(D) · · ·
f1,n(D)
f1,1(D)
. . .
... . . .
...
1 fk,k+1(D)f1,1(D) · · ·
fk,n(D)
f1,1(D)
 (C.30)
avec N = k.µ. Comme pre´ce´demment, nous noterons :
X(D) =
(
D−1.IN +A
)
(C.31)
Nous allons e´galement calculer e´tape par e´tape la relation B.
(
D−1.IN +A
)−1
.C+Q afin de ve´rifier
que l’on obtient la matrice ge´ne´ratrice du code.
Calcul de X(D)−1 :
La matrice A d’un codeur RSC est e´galement une matrice bloc-diagonale, nous allons chercher
l’inverse de Xi(D) =
(
D−1.Iµ +Ai
)
pour obtenir l’inverse de X(D).
Xi(D) =

D−1 f1,1(µ)
1
. . .
...
. . . . . . f1,1(2)
1 D−1 + f1,1(1)
 (C.32)
L’inverse d’une matrice peut-eˆtre obtenue par la formule suivante :
Xi(D)−1 =
1
detXi(D)
.adj Xi(D) (C.33)
ou adj Xi(D) correspond a` la matrice adjointe (ou comatrice transpose´e) de Xi(D). Nous avons
explicite´ en annexe A que la matrice adjointe e´tait compose´e des de´terminants des sous-matrices
obtenues en enlevant une ligne et une colonne et que le de´terminant d’une matrice carre´e pouvait
eˆtre obtenu en le de´veloppant sur une ligne (ou une colonne).
– Calcul de detXi(D) :
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En posant Yµ,µ(D), la matrice obtenue en supprimant la colonne µ et la ligne µ de Xi(D) et
Yµ,µ−1(D), la matrice obtenue en supprimant la ligne µ et la colonne µ− 1 de Xi(D) :
Yµ,µ(D) =

D−1
1 D−1
. . . . . .
1 D−1
 Yµ,µ−1(D) =

D−1 f1,1(µ)
1 D−1 f1,1(µ− 1)
. . . . . .
...
. . . D−1 f1,1(3)
1 f1,1(2)
 (C.34)
Le de´terminant de Xi(D) est :
detXi(D) =
(
D−1 + f1,1(1)
)
. detYµ,µ(D) + 1. detYµ,µ−1(D) (C.35)
avec les matrices Yµ,µ(D) et Yµ,µ−1(D) qui sont de taille (µ− 1)× (µ− 1).
La matrice Yµ,µ(D) est une matrice triangulaire, donc son de´terminant est le produit de ses
coefficients diagonaux :
detYµ,µ(D) = D−(µ−1) (C.36)
Le de´terminant de la sous-matrice Yµ,µ−1(D) peut eˆtre de´veloppe´ sur la dernie`re colonne :
detYµ,µ−1(D) =
µ−1∑
j=1
f1,1(µ− (j − 1)).Mj,µ−1(D) (C.37)
avec Mj,µ−1(D) qui correspond au de´terminant de la sous-matrice (de taille (µ − 2) × (µ − 2))
obtenue en supprimant la j-e`me ligne et la (µ − 1)-ie`me colonne de Yµ,µ−1(D). Les de´terminants
Mj,µ−1(D) a` calculer sont de la forme :
Mj,µ−1(D) = det

D−1 h1
1
. . .
. . . . . .
1 D−1
1 D−1 h2
. . . . . .
. . . D−1
1

(C.38)
avec le bloc h1 qui est de taille (j − 1)× (j − 1) et le bloc h2 de taille (µ− 1− j)× (µ− 1− j). Le
de´terminant Mj,µ−1(D) est le produit des deux matrices blocs h1 et h2 , qui sont toutes les deux des
matrices triangulaires :
Mj,µ−1(D) = D−(j−1) (C.39)
D’apre`s l’e´quation (C.37), le de´terminant de la sous-matrices Yµ,µ−1(D) est tel que :
detYµ,µ−1(D) =
µ−1∑
j=1
f1,1(µ− (j − 1)).D−(j−1) (C.40)
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En prenant le de´terminant de la sous-matrice Yµ,µ(D) et celui de la sous-matrice Yµ,µ−1(D),
nous obtenons le de´terminant de Xi(D) :
detXi(D) = D−µ +
µ∑
j=1
f1,1(µ− (j − 1)).D−(j−1)
= D−µ +
µ∑
j=1
f1,1(j).D−(µ−j)
=
1 +
µ∑
j=1
f1,1(j).Dj
Dµ
(C.41)
– Calcul de adj Xi(D) :
Afin d’obtenir la matrice inverse de Xi(D), nous devons obtenir sa matrice adjointe. Notons
Cofl,j(D) le mineur obtenu en supprimant la l-ie`me ligne et la j-e`me colonne de Xi(D). La matrice
ajointe de Xi(D) est telle que :
adj Xi(D) =
Cof1,1(D) · · · Cofµ,1(D)... . . . ...
Cof1,µ(D) · · · Cofµ,µ(D)
 (C.42)
Or, l’e´tape suivante consiste a` calculer :
Bi.
1
detXi(D)
.adj Xi(D) =
1
detXi(D)
[
0µ−1 1
]
.adj Xi(D)
=
1
detXi(D)
.
[
Cof1,µ(D) · · · Cofµ,µ(D)
] (C.43)
Il n’est pas ne´cessaire de calculer tous les mineurs d’ordre µ − 1 de Xi(D) mais seulement ceux
obtenus en supprimant sa dernie`re colonne, Cofj,µ(D) avec j = 1, · · · , µ. En supprimant la dernie`re
colonne, nous obtenons une matrice de taille µ× µ− 1 :
D−1
1 D−1
. . . . . .
. . . D−1
1
 (C.44)
Afin d’obtenir les mineurs, il suffit de supprimer l’une des lignes de la matrice ci-dessus et de
calculer son de´terminant. Les matrices obtenues seront de la meˆme forme qu’a` l’e´quation (??) et
les mineurs seront :
Cofj,µ(D) = D−(j−1) (C.45)
La matrice Xi(D) inverse sera de la forme :
Xi(D)−1 =
Dµ
1 +
µ∑
j=1
f1,1(j).Dj
.

Cof1,1(D) Cof2,1(D) · · · Cofµ,1(D)
...
... . . .
...
Cof1,µ−1(D) Cof2,µ−1(D) · · · Cofµ,µ−1(D)
1 D−1 · · · D−(µ−1)
 (C.46)
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La matrice bloc-diagonale X(D) est compose´e de k matrices Xi(D) identiques, donc son inverse
sera :
X(D)−1 =
Xi(D)
−1
. . .
Xi(D)−1
 = 1detXi(D)
adj Xi(D) . . .
adj Xi(D)
 (C.47)
Calcul de B.X(D)−1 :
D’apre`s la matrice B que nous avons de´fini a` l’e´quation (C.26) et la matrice inverse de X(D),
nous obtenons :
B.X(D)−1 =
Dµ
1 +
µ∑
j=1
f1,1(j).Dj
.
1 D
−1 · · · D−(µ−1)
. . .
1 D−1 · · · D−(µ−1)

=
1
1 +
µ∑
j=1
f1,1(j).Dj
.
D
µ Dµ−1 · · · D
. . .
Dµ Dµ−1 · · · D

(C.48)
Calcul de B.X(D)−1.C :
La matrice C de´finie a` l’e´quation (C.27) nous permet d’obtenir :
B.X(D)−1.C =
1
1 +
µ∑
j=1
f1,1(j).Dj
.

0 · · · 0
µ∑
j=1
q1,k+1(j).Dj · · ·
µ∑
j=1
q1,n(j).Dj
...
...
... . . .
...
0 · · · 0
µ∑
j=1
qk,k+1(j).Dj · · ·
µ∑
j=1
qk,n(j).Dj
 (C.49)
avec le bloc de ze´ros qui est de taille k × k.
Calcul de B.X(D)−1.C +Q :
B.X(D)−1.C +Q =

1
µ∑
j=1
q1,k+1(j).D
j
1+
µ∑
j=1
f1,1(j).Dj
+ f1,k+1(0) · · ·
µ∑
j=1
q1,n(j).Dj
1+
µ∑
j=1
f1,1(j).Dj
+ f1,n(0)
. . .
... . . .
...
1
µ∑
j=1
qk,k+1(j).D
j
1+
µ∑
j=1
f1,1(j).Dj
+ fk,k+1(0) · · ·
µ∑
j=1
qk,n(j).D
j
1+
µ∑
j=1
f1,1(j).Dj
+ fk,n(0)

(C.50)
Section C.4 : Matrices d’e´tat d’un codeur RSC 171
Faisons le calcul pour l’un des polynoˆmes que nous nommerons ai,l(D) :
ai,l(D) =
µ∑
j=1
qi,l(j).Dj
1 +
µ∑
j=1
f1,1(j).Dj
+ fi,l(0) (C.51)
– Si fi,l(0) = 1 alors qi,l(j) = fi,l(j) + f1,1(j) :
ai,l(D) =
µ∑
j=1
(fi,l(j) + f1,1(j)) .Dj
1 +
µ∑
j=1
f1,1(j).Dj
+ 1
=
1 +
µ∑
j=1
fi,l(j).Dj
1 +
µ∑
j=1
f1,1(j).Dj
=
fi,l(D)
f1,1(D)
(C.52)
– Si fi,l(0) = 0 alors qi,l(j) = fi,l(j) :
ai,l(D) =
µ∑
j=1
fi,l(j).Dj
1 +
µ∑
j=1
f1,1(j).Dj
+ 0 =
fi,l(D)
f1,1(D)
(C.53)
Nous obtenons au final :
B.X(D)−1.C +Q =

1 f1,k+1(D)f1,1(D) · · ·
f1,n(D)
f1,1(D)
. . .
... . . .
...
1 fk,k+1(D)f1,1(D) · · ·
fk,n(D)
f1,1(D)
 (C.54)
Nous pouvons ve´rifier que les matrices d’e´tat que nous avons de´finies respectent le crite`re (C.2)
puisque :
GRSC(D) = B.X(D).C +Q =

1 f1,k+1(D)f1,1(D) · · ·
f1,n(D)
f1,1(D)
. . .
... . . .
...
1 fk,k+1(D)f1,1(D) · · ·
fk,n(D)
f1,1(D)
 (C.55)
De ce fait, les matrices d’e´tat que nous avons choisies permettent de mode´liser notre syste`me.

ANNEXED Tables des codesconvolutifs optimaux
Cette annexe pre´sente une liste non-exhaustive de codes convolutifs optimaux.
– Table de codes convolutifs optimaux de rendement 1n :
n K Matrice ge´ne´ratrice dlibre
2 (1 3) 3
3 (5 7) 5
4 (13 17) 6
2 5 (23 35) 7
6 (53 75) 8
7 (133 171) 10
9 (561 753) 12
11 (2335 3661) 14
2 (1 3 3) 5
3 (5 7 7) 8
4 (13 15 17) 10
5 (25 33 37) 12
3 6 (47 53 75) 13
7 (133 145 175) 15
8 (225 331 367) 16
9 (557 663 711) 18
10 (1117 1365 1633) 20
11 (2353 2671 3175) 22
n K Matrice ge´ne´ratrice dlibre
2 (1 3 3 3) 7
3 (5 7 7 7) 10
4 (13 15 15 17) 13
5 (25 27 33 37) 16
4 6 (53 67 71 75) 18
7 (133 135 147 163) 18
8 (235 275 313 357) 22
9 (463 535 733 745) 24
9 (765 671 513 473) 24
10 (1117 1365 1633 1653) 27
6 5 (33 25 37 33 25 37) 24
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Les tableaux ci-dessous pre´sentent diffe´rents codes optimaux de rendement k/n avec k > 1.
Pour chaque rendement, les parame`tres du codeur NRNSC et de son codeur e´quivalent RSC ainsi
que leur distance libre sont donne´s.
– Table de codes convolutifs optimaux de rendement 23 :
Codeur NRNSC Codeur RSC dlibre
K Matrice ge´ne´ratrice K Matrice syste´matique Feedback
3
(
1 2 3
4 1 7
)
4
(
11 0 15
0 11 13
)
11 4
3
(
7 4 1
2 5 7
)
5
(
23 0 31
0 23 27
)
23 5
4
(
3 6 7
14 1 17
)
6
(
53 0 45
0 53 65
)
53 6
4
(
13 6 13
6 13 17
)
7
(
121 0 147
0 121 123
)
121 7
5
(
3 6 15
34 31 17
)
8
(
143 0 227
0 143 235
)
143 5
6
(
25 30 17
50 7 65
)
10
(
1653 0 1325
0 1653 1051
)
1653 9
6
(
63 54 31
26 53 43
)
11
(
2605 0 3067
0 2605 3763
)
2605 10
– Table de codes convolutifs optimaux de rendement 24 :
Codeur NRNSC Codeur RSC dlibre
K Matrice ge´ne´ratrice K Matrice syste´matique Feedback
2
(
3 1 2 1
1 2 1 3
)
3
(
7 0 5 1
0 7 1 4
)
7 5
– Table de codes convolutifs optimaux de rendement 34 :
Codeur NRNSC Codeur RSC dlibre
K Matrice ge´ne´ratrice K Matrice syste´matique Feedback
3
3 2 2 34 3 0 7
0 2 5 5
 6
51 0 0 450 51 0 71
0 0 51 63
 51 5
3
3 4 0 76 1 4 3
2 6 7 1
 7
111 0 0 1510 111 0 121
0 0 111 177
 111 6
4
 7 6 2 114 5 0 15
10 4 17 1
 9
461 0 0 7530 461 0 575
0 0 461 727
 461 7
4
1 14 16 310 13 2 7
16 0 3 13
 10
1161 0 0 14250 1161 0 1257
0 0 1161 1273
 1161 8
ANNEXEE Tables des codesconvolutifs poinc¸onne´s
Cette annexe pre´sente une liste de codes poinc¸onne´s. La premie`re partie est consacre´e au poin-
c¸onnage d’un code parent de rendement 12 vers des codes poinc¸onne´s de diffe´rents rendements et la
deuxie`me partie pour des codeurs de rendement 13 .
– Table de codes poinc¸onne´s de rendement 23 a` partir d’un code parent de rendement
1
2 (M = 2) :
C
Code parent Code poinc¸onne´ Code parent Code poinc¸onne´
K G P Kp dlibre K G P Kp dlibre
3 (5 7)
(
1 0
1 1
)
2 3 15 [55667 63121]
(
1 1
1 0
)
8 10
4 (15 17)
(
1 1
1 0
)
3 4 16 (111653 145665)
(
1 1
1 0
)
9 10
5 (23 35)
(
1 1
1 0
)
3 4 17 (34721 24277)
(
1 1
1 0
)
9 12
6 (53 75)
(
1 0
1 1
)
4 6 18 (506477 673711)
(
1 0
1 1
)
9 12
7 (133 171)
(
1 1
1 0
)
4 6 19 (1352755 1771563)
(
1 1
1 0
)
10 12
8 (247 371)
(
1 0
1 1
)
5 7 20 (2451321 3546713)
(
1 1
1 0
)
11 12
9 (561 753)
(
1 1
1 0
)
5 7 20 (2142513 3276177)
(
1 1
1 0
)
11 13
10 (1167 1545)
(
1 1
1 0
)
6 7 21 (6567413 5322305)
(
1 1
1 0
)
11 12
11 (2335 3661)
(
1 0
1 1
)
6 8 22 (15724153 12076311)
(
1 1
1 0
)
12 13
12 (4335 5723)
(
1 1
1 0
)
7 9 23 (33455341 24247063)
(
1 1
1 0
)
12 14
13 (10533 17661)
(
1 1
1 0
)
7 9 24 (55076157 75501351)
(
1 1
1 0
)
13 15
14 (21675 27123)
(
1 1
1 0
)
8 10
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– Table de codes poinc¸onne´s de rendement 34 a` partir d’un code parent de rendement
1
2 (M = 3) :
Code parent Code poinc¸onne´
K G P Kp dlibre
3 (5 7)
(
1 0 1
1 1 0
)
2 3
4 (15 17)
(
1 1 0
1 0 1
)
2 4
5 (23 35)
(
1 0 1
1 1 0
)
3 4
6 (53 75)
(
1 0 0
1 1 1
)
3 6
7 (133 171)
(
1 1 0
1 0 1
)
3 6
8 (247 371)
(
1 1 0
1 0 1
)
4 7
9 (561 753)
(
1 1 1
1 0 0
)
4 7
10 (1167 1545)
(
1 0 0
1 1 1
)
4 7
11 (2335 3661)
(
1 0 1
1 1 0
)
5 8
12 (4335 5723)
(
1 0 0
1 1 1
)
5 9
13 (10533 17661)
(
1 1 0
1 0 1
)
5 9
14 (21675 27123)
(
1 1 0
1 0 1
)
6 10
15 (55667 63121)
(
1 0 1
1 1 0
)
6 18
16 (111653 145665)
(
1 0 0
1 1 1
)
6 10
17 (34721 24277)
(
1 1 0
1 0 1
)
7 12
18 (506477 673711)
(
1 0 0
1 1 1
)
7 12
19 (1352755 1771563)
(
1 1 1
1 0 0
)
7 12
20 (2451321 3546713)
(
1 1 0
1 0 1
)
8 12
20 (2142513 3276177)
(
1 1 0
1 0 1
)
8 13
21 (6567413 5322305)
(
1 1 1
1 0 0
)
8 12
22 (15724153 12076311)
(
1 1 1
1 0 0
)
8 13
23 (33455341 24247063)
(
1 0 0
1 1 1
)
9 14
24 (55076157 75501351)
(
1 0 0
1 1 1
)
9 15
177
– Table de codes poinc¸onne´s de rendement 45 a` partir d’un code parent de rendement
1
2 (M = 4) :
Code parent Code poinc¸onne´
K G P Kp dlibre
5 (23 35)
(
1 0 1 0
1 1 0 1
)
2 3
6 (53 75)
(
1 0 0 0
1 1 1 1
)
3 4
7 (133 171)
(
1 1 1 1
1 0 0 0
)
3 4
8 (247 371)
(
1 0 1 0
1 1 0 1
)
3 5
9 (561 753)
(
1 1 0 1
1 0 1 0
)
3 5
10 (1167 1545)
(
1 1 1 1
1 0 0 0
)
4 4
11 (2335 3661)
(
1 0 0 1
1 1 1 0
)
4 5
12 (4335 5723)
(
1 0 1 1
1 1 0 0
)
4 6
13 (10533 17661)
(
1 0 1 1
1 1 0 0
)
4 6
14 (21675 27123)
(
1 0 1 1
1 1 0 0
)
5 7
15 (55667 63121)
(
1 1 1 0
1 0 0 1
)
5 7
16 (111653 145665)
(
1 0 1 0
1 1 0 1
)
5 8
17 (34721 24277)
(
1 0 0 0
1 1 1 1
)
5 8
18 (506477 673711)
(
1 1 0 1
1 0 1 0
)
6 8
19 (1352755 1771563)
(
1 0 1 1
1 1 0 0
)
6 8
20 (2451321 3546713)
(
1 1 1 0
1 0 0 1
)
6 9
20 (2142513 3276177)
(
1 0 1 1
1 1 0 0
)
6 9
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– Table de codes poinc¸onne´s de rendement 56 a` partir d’un code parent de rendement
1
2 (M = 5) :
Code parent Code poinc¸onne´
K G P Kp dlibre
3 (5 7)
(
1 0 1 1 1
1 1 0 0 0
)
2 2
4 (15 17)
(
1 0 1 0 0
1 1 0 1 1
)
2 3
5 (23 35)
(
1 0 1 1 1
1 1 0 0 0
)
2 3
6 (53 75)
(
1 0 0 0 0
1 1 1 1 1
)
2 4
7 (133 171)
(
1 1 0 1 0
1 0 1 0 1
)
3 4
8 (247 371)
(
1 1 1 0 0
1 0 0 1 1
)
3 4
9 (561 753)
(
1 0 1 1 0
1 1 0 0 1
)
3 5
10 (1167 1545)
(
1 0 1 1 1
1 1 0 0 0
)
3 4
11 (2335 3661)
(
1 1 0 0 0
1 0 1 1 1
)
3 5
12 (4335 5723)
(
1 1 0 0 0
1 0 1 1 1
)
4 5
13 (10533 17661)
(
1 0 0 1 1
1 1 1 0 0
)
4 6
14 (21675 27123)
(
1 1 0 1 0
1 0 1 0 1
)
4 6
15 (55667 63121)
(
1 1 1 1 1
1 0 0 0 0
)
4 6
16 (111653 145665)
(
1 0 1 0 1
1 1 0 1 0
)
4 7
17 (34721 24277)
(
1 1 0 0 0
1 0 1 1 1
)
5 7
18 (506477 673711)
(
1 0 0 0 0
1 1 1 1 1
)
5 7
19 (1352755 1771563)
(
1 1 1 1 1
1 0 0 0 0
)
5 8
20 (2451321 3546713)
(
1 1 0 1 0
1 0 1 0 1
)
5 8
20 (2142513 3276177)
(
1 1 1 1 0
1 0 0 0 1
)
5 8
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– Table de codes poinc¸onne´s de rendement 67 a` partir d’un code parent de rendement
1
2 (M = 6) :
Code parent Code poinc¸onne´
K G P Kp dlibre
3 (5 7)
(
1 0 1 1 1 1
1 1 0 0 0 0
)
2 2
4 (15 17)
(
1 0 0 0 1 1
1 1 1 1 0 0
)
2 2
5 (23 35)
(
1 0 1 0 1 0
1 1 0 1 0 1
)
2 3
6 (53 75)
(
1 1 0 1 1 0
1 0 1 0 0 1
)
2 3
7 (133 171)
(
1 1 1 0 1 0
1 0 0 1 0 1
)
2 3
8 (247 371)
(
1 0 1 0 0 1
1 1 0 1 1 0
)
3 4
9 (561 753)
(
1 1 0 1 1 0
1 0 1 0 0 1
)
3 4
10 (1167 1545)
(
1 1 1 1 0 0
1 0 0 0 1 1
)
3 5
11 (2335 3661)
(
1 1 1 1 0 0
1 0 0 0 1 1
)
3 5
12 (4335 5723)
(
1 1 0 1 0 1
1 0 1 0 1 0
)
3 5
13 (10533 17661)
(
1 1 1 0 1 1
1 0 0 1 0 0
)
3 6
14 (21675 27123)
(
1 1 0 0 0 0
1 0 1 1 1 1
)
4 6
15 (55667 63121)
(
1 1 1 1 0 1
1 0 0 0 1 0
)
4 6
16 (111653 145665)
(
1 0 1 0 0 0
1 1 0 1 1 1
)
4 6
17 (34721 24277)
(
1 1 1 1 0 1
1 0 0 0 1 0
)
4 7
18 (506477 673711)
(
1 0 1 1 0 1
1 1 0 0 1 0
)
4 7
19 (1352755 1771563)
(
1 1 1 1 1 1
1 0 0 0 0 0
)
4 7
20 (2451321 3546713)
(
1 0 1 1 1 0
1 1 0 0 1 0
)
5 7
20 (2142513 3276177)
(
1 0 1 1 1 0
1 1 0 0 0 1
)
5 7
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– Table de codes poinc¸onne´s de rendement 78 a` partir d’un code parent de rendement
1
2 (M = 7) :
Code parent Code poinc¸onne´
K G P Kp dlibre
3 (5 7)
(
1 0 1 1 1 1 1
1 1 0 0 0 0 0
)
2 2
4 (15 17)
(
1 0 0 0 0 0 0
1 1 1 1 1 1 1
)
2 2
5 (23 35)
(
1 0 1 0 0 1 1
1 1 0 1 1 0 0
)
2 3
6 (53 75)
(
1 0 1 1 1 0 1
1 1 0 0 0 1 0
)
2 3
7 (133 171)
(
1 1 1 1 0 1 0
1 0 0 0 0 0 1
)
2 3
8 (247 371)
(
1 0 1 0 1 0 0
1 1 0 1 0 1 1
)
2 4
9 (561 753)
(
1 1 0 1 0 1 1
1 0 1 0 1 0 0
)
3 4
10 (1167 1545)
(
1 0 1 0 0 1 1
1 1 0 1 1 0 0
)
3 4
11 (2335 3661)
(
1 0 1 0 1 1 1
1 1 0 1 0 0 0
)
3 4
12 (4335 5723)
(
1 0 0 1 1 0 1
1 1 1 0 0 1 0
)
3 5
13 (10533 17661)
(
1 1 0 1 0 0 1
1 0 1 0 1 1 0
)
3 5
14 (21675 27123)
(
1 0 1 1 0 0 1
1 1 0 0 1 1 0
)
3 5
15 (55667 63121)
(
1 0 0 0 0 0 0
1 1 1 1 1 1 1
)
3 6
16 (111653 145665)
(
1 0 0 0 0 1 1
1 1 1 1 1 0 0
)
4 6
17 (34721 24277)
(
1 1 0 1 0 0 1
1 0 1 0 1 1 0
)
4 6
18 (506477 673711)
(
1 0 1 0 1 0 0
1 1 0 1 0 1 1
)
4 6
19 (1352755 1771563)
(
1 1 0 1 1 0 1
1 0 1 0 0 1 0
)
4 7
20 (2451321 3546713)
(
1 1 0 0 0 1 0
1 0 1 1 1 0 1
)
4 7
20 (2142513 3276177)
(
1 1 0 1 1 0 0
1 0 1 0 0 1 1
)
4 7
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– Table de diffe´rents poinc¸onnages d’un code de rendement 13 pour M = 3 et 4 :
Code parent Code poinc¸onne´ => M = 3 Code poinc¸onne´ => M = 4
K G Kp P R dlibre Kp P R dlibre1 1 1 11 1 0 1
1 1 1 1
 4/11 111 1 11 1 1
0 1 1
 3/8 11
1 1 1 11 1 0 1
1 1 1 0
 4/10 101 1 11 0 1
0 1 1
 3/7 9
1 1 1 11 0 0 1
1 1 1 0
 4/9 10
6 (75 53 47) 3
1 1 11 0 0
0 1 1
 3/6 8 3
1 1 1 11 1 0 1
0 1 1 0
 4/8 81 1 01 0 0
0 1 1
 3/5 6
1 1 1 11 0 0 1
0 1 0 0
 4/7 60 1 01 0 0
0 1 1
 3/4 4
1 1 1 10 0 0 1
0 1 0 0
 4/6 51 1 1 10 0 0 1
0 0 0 0
 4/5 41 1 1 10 1 1 1
1 1 1 1
 4/11 131 1 11 1 0
1 1 1
 3/8 12
1 0 1 10 1 1 1
1 1 1 1
 4/10 121 0 11 1 0
1 1 1
 3/7 10
1 0 1 10 1 1 0
1 1 1 1
 4/9 10
7 (171 165 133) 3
1 0 11 1 0
1 1 0
 3/6 9 3
0 0 1 10 1 0 0
1 1 1 1
 4/7 71 0 10 1 0
1 1 0
 3/5 7
1 0 1 10 1 0 0
1 1 1 1
 4/8 91 0 10 1 0
0 1 0
 3/4 5
0 0 1 00 1 0 0
1 1 1 1
 4/6 60 0 1 00 1 0 0
1 0 1 1
 4/5 4
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– Table de diffe´rents poinc¸onnages d’un code de rendement 13 pour M = 5 et 6 :
La longueur de contrainte du code parent est : K = 6
La matrice ge´ne´ratrice du code parent est : G =
(
75 53 47
)
Code poinc¸onne´ => M = 5 Code poinc¸onne´ => M = 6
Kp P R dlibre Kp P R dlibre1 1 1 1 1 11 1 1 1 1 1
1 1 1 0 1 1
 6/17 121 1 1 1 11 1 1 1 0
1 1 1 1 1
 5/14 11
1 1 1 1 1 01 1 1 1 1 1
1 1 1 0 1 1
 6/16 111 1 1 1 11 1 0 1 0
1 1 1 1 1
 5/13 10
1 0 1 1 1 01 1 1 1 1 1
1 1 1 0 1 1
 6/15 101 1 1 1 11 1 0 1 0
1 1 1 0 1
 5/12 9
1 0 1 1 1 01 1 1 1 0 1
1 1 1 0 1 1
 6/14 91 1 1 1 11 0 0 1 0
1 1 1 0 1
 5/11 9
1 0 1 1 1 01 1 1 1 0 1
1 1 0 0 1 1
 6/13 8
2
1 1 1 1 11 0 0 1 0
0 1 1 0 1
 5/10 8 2
1 0 1 1 1 01 1 1 1 0 1
1 1 0 0 1 0
 6/12 71 1 1 1 11 0 0 1 0
0 1 1 0 0
 5/9 7
1 0 1 1 1 00 1 1 1 0 1
1 1 0 0 1 0
 6/11 61 1 1 1 11 0 0 1 0
0 1 0 0 0
 5/8 6
1 0 1 0 1 00 1 1 1 0 1
1 1 0 0 1 0
 6/10 61 1 1 1 11 0 0 1 0
0 0 0 0 0
 5/7 5
1 0 1 0 1 00 1 1 1 0 1
1 0 0 0 1 0
 6/9 51 1 1 1 11 0 0 0 0
0 0 0 0 0
 5/6 4
1 0 1 0 1 00 1 1 1 0 1
1 0 0 0 0 0
 6/8 40 0 1 0 1 00 1 1 1 0 1
1 0 0 0 0 0
 6/7 3
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– Table de diffe´rents poinc¸onnages d’un code de rendement 13 pour M = 5 et 6 :
La longueur de contrainte du code parent est : K = 7
La matrice ge´ne´ratrice du code parent est : G =
(
171 165 133
)
Code poinc¸onne´ => M = 5 Code poinc¸onne´ => M = 6
Kp P R dlibre Kp P R dlibre1 1 1 1 1 11 1 0 1 1 1
1 1 1 1 1 1
 6/17 131 1 1 1 11 1 1 0 1
1 1 1 1 1
 5/14 13
1 1 1 1 1 11 1 0 0 1 1
1 1 1 1 1 1
 6/16 121 1 1 1 11 1 0 0 1
1 1 1 1 1
 5/13 12
1 1 1 1 1 11 1 0 0 1 1
0 1 1 1 1 1
 6/15 111 1 1 1 11 0 0 0 1
1 1 1 1 1
 5/12 11
1 1 1 1 1 11 1 0 0 1 0
0 1 1 1 1 1
 6/14 101 1 1 1 10 0 0 0 1
1 1 1 1 1
 5/11 10
1 1 1 1 0 11 1 0 0 1 0
0 1 1 1 1 1
 6/13 10
3
1 1 1 1 10 0 0 0 0
1 1 1 1 1
 5/10 10 2
1 1 0 1 0 11 1 0 0 1 0
0 1 1 1 1 1
 6/12 91 1 1 0 10 0 0 0 0
1 1 1 1 1
 5/9 7
1 1 0 1 0 10 1 0 0 1 0
0 1 1 1 1 1
 6/11 81 0 1 0 10 0 0 0 0
1 1 1 1 1
 5/8 6
1 1 0 1 0 10 1 0 0 1 0
0 1 1 1 0 1
 6/10 71 0 0 0 10 0 0 0 0
1 1 1 1 1
 5/7 5
1 1 0 1 0 00 1 0 0 1 0
0 1 1 1 0 1
 6/9 61 0 0 0 00 0 0 0 0
1 1 1 1 1
 5/6 3
1 1 0 1 0 00 0 0 0 1 0
0 1 1 1 0 1
 6/8 41 1 0 0 0 00 0 0 0 1 0
0 1 1 1 0 1
 6/7 4
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Re´sume´
Mots cle´s : Radio cognitive - re´cepteur intelligent - identification aveugle - code
convolutif - turbocode - entrelaceur - code poinc¸onne´
Dans le but d’ame´liorer la qualite´ des transmissions nume´riques, les normes sont en perpe´tuelle
e´volution ce qui engendre des proble`mes d’incompatibilite´. Le domaine de la radio cognitive offre
une solution pertinente a` ce proble`me : la conception de re´cepteurs intelligents. Ces re´cepteurs
devront eˆtre capables d’identifier en aveugle les parame`tres de la norme utilise´e par l’e´metteur. Les
travaux pre´sente´s dans ce me´moire portent sur la reconnaissance aveugle de codeur a` base de code
convolutif. De tels codes ame´liorent la fiabilite´ d’une transmission en permettant, coˆte´ re´cepteur,
de de´tecter et/ou de corriger d’e´ventuelles erreurs intervenues lors de la transmission du message.
Une e´tude sur la the´orie alge´brique des codes convolutifs a e´te´ conduite afin d’obtenir les proprie´-
te´s indispensables a` la mise en oeuvre de me´thodes d’identification aveugle. Puis, a` partir de la seule
connaissance d’un train binaire code´, nous avons de´veloppe´ des me´thodes permettant d’identifier
un code convolutif lors d’une transmission non-bruite´e, puis bruite´e. Nous avons ensuite de´veloppe´
un algorithme de´die´ a` l’identification en aveugle d’un code convolutif poinc¸onne´. Cet algorithme
permet, a` partir de la seule connaissance d’une trame code´e, poinc¸onne´e et bruite´e, d’identifier
le code convolutif ainsi que le motif de poinc¸onnage utilise´ a` l’e´mission. Ensuite, nous proposons
deux me´thodes qui permettent d’identifier un turbocode lors de la re´ception d’une trame pre´sen-
tant une plage de donne´e non-bruite´e. Enfin, nous montrons que nos algorithmes d’identification
offrent d’excellentes performances avec des parame`tres de simulation proches de ceux utilise´s dans
les diffe´rents standards.
Abstract
Keywords : Cognitive radio - intelligent receiver - blind identification - convolutional
encoder - turbocode - interleaver - punctured code
For enhancement of the quality of digital transmissions, the standards are in continual evolution,
but this generates compatibility problems. Cognitive radio systems provide a relevant solution to
this problem : the design of an intelligent receiver. Such receivers must be able to blindly identify
the transmitter parameters. This PhD work was focused on the blind recognition of encoders based
on a convolutional code. Such codes enhance the reliability of transmissions by allowing, at the
receiver side, the detection and/or correction of errors liable to occur over the data transmission
Our investigations started with a study of the algebraic theory of convolutional codes so as
to get the properties essential for a blind recognition of convolutional encoders. Then, from the
knowledge of only the coded data stream, methods were developed to identify a convolutional code
in the case of a noiseless transmission, and then of a noisy one. An algorithm able to identify
a punctured convolutional code was devised. From the knowledge of only a stream of encoded,
punctured and noisy data, this algorithm permits the identification of the convolutional encoder
and that of the puncturing pattern in use at the transmitter side. Then, two methods are proposed
to identify a turbocode with noiseless parts of the received data stream. Finally, application of
our blind identification algorithms to simulation parameters close to those used by the available
standards gave good performances.
