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Abstract
Cells are the smallest, indepedently-functioning unit inside the human body. The interplay of different cell types makes up
organs and organs form the organism. In order to understand the physiology of the body and how it is altered under disease
conditions, it is necessary to understand how a single cell functions. Partially due to their small size, experiments on single
cells are challenging. Over time scientists developed a large repertoire of sophisticated methods enabling these investigations.
An important goal is to understand how molecules interact to build up the structure of the cell. Gaining insight into this
question involved the development of microscopy as a very important tool since it enabled the visualization of processes inside
the body and inside cells that are not observable with the naked eye. Another important aspect for understanding cell function
is the dynamics taking place inside the cell. Although it is generally possible to directly image dynamics by microscopy, this is
only possible when the dynamics are not too fast and if the spatial resolution of the microscope is sufficiently high to observe
the process of interest. Correlation spectroscopy is an alternative approach, which enables insight into dynamics down to the
single-molecule level in cases in which the complexes cannot be imaged directly.
Both methods, microscopy and spectroscopy, depend on a high contrast or signal-to-noise ratio to distinguish specific signal
from background. Generally speaking, the intrinsic fluorescence inside cells is low which limits the application of the before
mentioned methods in unmodified cells. It is the combination with fluorescence that turns microscopy and spectroscopy into
important tools for the understanding of the cell. Nowadays, both fluorescence microscopy and fluorescence spectroscopy, are
well-established techniques in cell research.
This thesis applies both approaches to study four different biological questions. Chapter 1 briefly introduces why these tools
are important for biological research. Chapter 2 presents the basics of the methods. As such, it deals with the fundamentals of
fluorescence as well as the different types of fluorescence microscopy and spectroscopy applied in the experiments. Chapter 3
features the investigations of the dynamics of the foamy virus fusion process by spinning-disk confocal microscopy. Chapter
4 deals with the application of fluorescence super-resolution microscopy to study the structure of the ASC speck inside cells.
The diffusion of the ASC protein inside cells measured by fluorescence spectroscopy is additionally discussed in the appendix
A. Chapter 5 finally applies fluorescence spectroscopy to study the interaction of two proteins inside the nucleus of mouse
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1 Introduction
Illnesses have always caused trouble for mankind. They have always been a strong driving force for humans to understand
the processes occuring within the human body. In order to be able to counteract diseases, a fundermental step is to gain
understanding of the processes happening in a healthy body. Generally speaking, research in this direction is denoted as
fundermental research. Another step is to gain knowledge about the processes underlying diseases. Often, both levels of
understanding go hand-in-hand and cannot be strictly separated. Research aiming to apply the gained knowledge to find
concrete ways of fighting diseases is called applied or translational research.
This thesis provides contributions into both directions: fundamental as well as more application-driven research. The ex-
periments conducted in the area of inflammasome research and the epigenetic regulation of pluripotency during embryo
developement are classical contributions to fundamental research. Although the experiments concerning the fusion process of
the foamy virus also have a strong fundamental aspect, the driving question behind them belongs to the area of translational or
applied research. The common denominator of all conducted experiments is that they apply very specialized physical methods
to address detailed biological questions.
Since both the biological/medical research questions and the methods to address them have become more and more specialized,
modern biological research strongly benefits from collaboration between experts from both research areas in order to make
progress. The research presented in this thesis is a typical example for such a collaborative work. It addresses biological
questions raised by experts from the field with the latest advanced microscopy techniques developed and implemented by
experts in the field of optics. These collaborations are especially productive if the researchers have an understanding of each
others research areas. As I regard this approach of collaborative research as very fruitful, it was my aim to gain knowledge in
both areas. Having obtained a biochemistry-focused background during my Bachelor’s and Master’s degree, I decided to do a
method-focused PhD. Since microscopy always fascinated me, I chose this as the method to work with.
Microscopy has developed into a central tool in the biological and medical sciences as it enables the perception of features in
a sample that would remain hidden otherwise. A central characteristic of microscopes is their ability to magnify. However,
contrast is also needed in order to be able to distinguish features in an image. As good contrast is not given for every sample,
different techniques to enhance the contrast of the image have been developed since the invention of optical microscopy.
Important techniques include dark field microscopy, specific staining of features in a sample with dyes, and phase contrast as
well as differential interference contrast (DIC) imaging. Among the different methods invented for microscopy, fluorescence
is by far the most commonly used and today the term “Fluorescence Microscopy” denotes a large variety of microscopy
techniques, and is a research area on its own. It is characterized by high contrast, specificity, sensitivity and selectivity
combined with multiplexing capabilities and live cell compatibility. Enabling steps in the developement of this technique were
the discovery of fluorescent dyes and proteins (section 2.2). In addition to imaging, the contrast enhancement by fluorescence
has also been exploited by techniques that analyze the fluctuations in a fluorescent signal, which are summarized under
the term “Fluorescence Fluctuation Spectroscopy” [1, 2]. The work presented in this thesis is based on the detection of
fluorescence and exploits both modalities, imaging and spectroscopy (chapter 2), to study four biological problems on a
single-cell level. As mentioned at the beginning of this chapter these problems are all linked to the aim of understanding
the processes inside the human body and the aim of treating diseases. Chapter 3 studies the fusion of the foamy virus by
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single virus tracking. The motivation for those investigations arises from the fact that the foamy virus is a potential vector for
gene therapy. Being a retrovirus it integrates its genome into the host cell. This in combination with the fact that it causes
apathogenic infections in humans renders it a potential vector for gene therapy. The ASC protein, which is addressed in
chapter 4 and the appendix A of this thesis, plays an important role in the innate immune system and more specifically in the
inflammasome pathway. This pathway plays a pivotal role in human health and disease. In order to be able to specifically
interfere with this pathway a detailed understanding of how the involved proteins interact is crucial. The experiments presented
as part of this thesis contribute to this aim by applying super-resolution fluorescence microscopy as well as fluorescence
correlation spectroscopy. A detailed understanding of embryo developement is important for the understanding of what is
altered under disease conditions. Chapter 5 contributes to this aim by investigating the interplay of two proteins in the nucleus
of mouse embryonic stem cells using fluorescence correlation spectroscopy.
2
2 Theory and Methods
2.1 Fundamentals of fluorescence
When molecules exposed to light absorb a photon, electrons become excited into an electronically excited state. Relaxation
of the molecule into the electronic ground state can be accompanied by emission of a photon. When this transition happens
between two singlet states, the emitted light is called “fluorescence” as coined by Sir George Gabriel Stokes in 1852 [3] and
the molecule is called a fluorophore. When the relaxation occurs between the triplet state T1 and the singlet state S0, the
emitted light is called “phosphorescence”.
Figure 2.1 depicts the typical cycle of fluorescence and phosphorescence in a Jablonski diagram proposed in 1933 by Erwin
Jablonski [4]. It illustrates the possible electronic transitions within a molecule after it has absorbed a photon. Thick lines
indicate electronic states and the space in between them is filled with vibrational and rotational states, indicated by thin lines.
At room temperature, a molecule usually populates the lowest vibrational level of the ground state, S0. Upon excitation
with light of a specific wavelength, the electron is lifted from the electronic ground state into an electronically excited state,
which is usually S1 or S2. Only a specific range of wavelengths lead to such a transition for a specific fluorophore and the
transition occurs within femtoseconds (10-15s). During this time, the relatively heavy nuclei do not move (Born-Oppenheimer
approximation [5]), which leads to the fact that the electron ends up in a higher vibrational level of the electronically excited
state (Franck-Condon principle). Transitions into different vibrational and rotational levels are possible whereby the energy
of the absorpted photon corresponds to the energy difference associated with the respective transition. Transitions into the
different energy levels are visible as absorption bands in the absorption spectrum, which are further broadend by thermal
motion and interactions with the solution into a continuous spectrum. In the absorption or excitation spectrum (strictly
speaking these are not the same) of a fluorophore, the relative absorption or the probability for absorption is plotted against
the wavelength of the exciting light (Figure 2.2, dark gray spectrum). This plot can be obtained on a spectrophotometer by
scanning through the excitation of a sample of the dissolved fluorophore and detecting the transmission at a fixed wavelength.
Within picoseconds (10-12s), the electron relaxes back to the lowest vibrational level of the electronically excited state releasing
the corresponding energy in form of heat. This process is know as internal conversion or vibrational relaxation [6]. This is
followed by a transition of the electron to a vibrationally excited state of the electronic ground state (here the Franck-Condon
principle and the Born-Oppenheimer approximation again apply) within 1 - 10 ns (10-9s), which can be accompanied by the
emission of fluorescence photon. The average time a molecule spends in the excited state before emitting a fluorescence
photon is called fluorescence lifetime. Fluorescence emission usually occurs from the vibrational ground state of the first
excited state and hence is independent of the excitation wavelength (Kasha’s rule, [6]). The electron again undergoes internal
conversion by quickly relaxing to the vibrational ground state of S0 and releasing the energy as heat. Since relaxation into all
kinds vibrational and rotational levels of the electronic ground state are possible and thermal motion again leads to a further
broadening, fluorescence emission, analogously to absorption, also forms a broad spectrum plotted as relative fluorescence or
probability of fluorescence emission against emission wavelength. This spectrum can be measured on a spectrophotometer
by keeping the excitation wavelength of a fluorophore solution fixed and scanning the detection wavelength (Figure 2.2, light
gray spectrum). For many fluorophores, the spacing between the vibrational levels of the ground state is similar to those of
the first excited state resulting in the absorption and emission spectrum being mirror images of one another. This completes
the fluorescence cycle and the electron can be excited again. A fluorophore can undergo several hundered of thousands of
3
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excitation cycles before it photobleaches, a transition that leads to alterations of covalent bonds within the molecule and
renders it permanently unable to fluoresce. Since during the process of internal conversion, some of the exciting energy is
converted into heat, through collisions of the excited molecule with the surounding solvent molecules, fluorescence is less
energetic and therefore of longer wavelength, compared to the excitation light. This phenomenon was first described by Sir
George Gabriel Stokes and is accordingly denoted as the Stokes shift [3] (Figure 2.2). There is also the possibility of a
non-radiative decay from S1 to S0 in which case the energy is lost in collisions with surounding solvent molecules and no
fluorescence is emitted. Alternatively, the electron can undergo a transition from the ground state of S1 into the triplet state
T1, which is of slightly lower energy, a process known as intersystem crossing occuring within ~ 10 ns. This transition is
theoretically forbidden and associated with spin inversion. Relaxation from the lowest energy level of the triplet state T1
into a vibrationally excited state of the singlet state S0 can also be accompanied by the emission of a photon. In this case,
the radiation is called phosphorescence and occurs within ms to mins to up to hours since this process is also theoretically
forbidden and also requires spin inversion and therefore is very unlikely. The following section will introduce the types of
fluorophores used in this thesis, namely fluorescent proteins and fluorescent dyes.
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Figure 2.1: Electronic transitions of a molecule exposed to light illustrated in a Jablonski diagram
At room temperature, a molecule usually populates the singlet ground state S0. Exposure to light can lead to its transition
into a vibrational state (thin horizontal lines) of a singlet excited state, which is, in most cases, S1or S2(green arrows). From
there, an excited molecule will first relax into the lowest vibrational level of the first electronically excited state releasing the
associated energy as heat. From here, the molecule can transition into a vibrationally excited state of the electronic ground
state under emission of a fluorescence photon (light red arrow) followed by relaxation into the electronic ground state again
associated with the emission of heat. Alternatively, the molecule can undergo intersystem crossing (ISC) into a vibrationally
excited triplet state T1, from where it can relax first into the electronic ground state of T1. From there, it undergoes a transition
into a vibrationally excited state of the singlet ground state S0 under emission of a phosphorescence photon (dark red arrow).
From there, it relaxes down to the electronic ground state. The molecule can also relax from the ground state of S1 and T1to
S0 without the emission of photons releasing the associated energy as heat. Gray wavy arrows illustrate internal conversion
transitions which are associated with the emission of the corresponding energy as heat. Adapted from [4].
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Figure 2.2: Absorption and emission spectrum of Alexa Fluor 647 ®
Generally, the absorption (dark gray) and emission (light gray) spectra of fluorophores are composed of distinct absorption
and emission bands that are further broadend by thermal motion into a continuous spectrum.
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2.2 Fluorescent dyes and fluorescent proteins
There are different types of fluorophores such as organic dyes, nanoparticles (e.g. quantum dots) and fluorescent proteins.
Important characteristics of a fluorophore are its excitation and emission spectrum, fluorescence lifetime, fluorescence quan-
tum yield, extinction coefficient and brightness. The term fluorescence lifetime describes the average time after excitation of a
fluorophore at which a photon is emitted from the fluorophore and usually occurs on the nanosecond timescale. The quantum
yield is the ratio of the number of emitted photons to the number of absorbed photons. The extinction coefficient describes
the probability of a fluorophore to absorb light of a specific wavelength, is usually given for the wavelength of maximum
absorption and has the units of cm-1M-1. The molecular brightness is the product of the fluorescence quantum yield and the
extinction coefficient. It describes the number of fluorescence photons emitted per molecule per second. In the experiments
done for this thesis, fluorescent proteins (FPs) and fluorescent organic dyes were used. Hence these fluorophores will be
addressed in greater detail below.
The first fluorescent protein, the green fluorescent protein (GFP), was discovered and extracted from the jellyfish Aequorea
victoria by Shimomura and Johnson in 1962 [7]. Martin Chalfie first showed that GFP can be utilized as a fluorescence tag in
living cells [8] and Roger Y. Tsien developed GFP-like proteins with different spectral properties [9, 10]. The three scientists
were awarded the Nobel Prize in Chemistry in 2008 for their achievements. Today, hundreds of FPs in different colors exist
[11]. GFP-like proteins are generally 238 amino acids in length and characterized by a β-barrel made up of 11 β-sheets with
an α-helix running down the center of the protein (Figure 2.3A). The α-helix is disrupted by the fluorescent chromophore
located at the center of the protein and is made from three amino acids. Changes in this chromophore lead to the characteristic
variants of the protein with altered excitation and emission properties. The diameter of fluorescent proteins is typically ~ 3
nm. Next to the above mentioned general properties of fluorophores, four other important parameters of fluorescent proteins
are their oligomeric state, their folding efficiency, their maturation time at 37°C and their photostability. Most commonly FPs
are expressed inside cells as a fusion protein with a protein of interest to follow its localization and dynamics in living cells.
Alternatively, the fluorescent protein can be exploited as a tag which can be specifically recognized by a protein binder such as
a nanobody. Both approaches were utilized in the experiments conducted for this thesis and the following fluorescent proteins
were deployed: enhanced green fluorescent protein (eGFP) [12], an optimized version of GFP, TagRFP [13], which was
engineered on the basis of a GFP-like protein from the sea anemone Entacmaea quadricolor and mScarlet [14], a synthetic
fluorescent protein.
Organic dyes are mostly planar molecules of about 0.5 - 1 nm in size that exhibit a coordinated π-electron system. Fluorescein,
which was first synthesized in 1871 by Adolf von Baeyer, is a well-known fluorescent dye and von Baeyer got awarded
the Nobel Prize in Chemistry in 1905 for his achievements. The larger the delocalized π-electron system, the higher the
absorption and emission wavelength of an organic dye. Based on the core scaffold, different dye families are distinguished
which each constitute a number of dyes within a certain wavelength range. Important families, sorted according to their central
wavelength from low to high, are: coumarins, BODIPY dyes, fluoresceins, rhodamines and cyanines. Today there is a large
variety of fluorescent organic dyes available [15]. Compared to fluorescent proteins, fluorescent dyes generally have a higher
quantum yield and extinction coefficient resulting in a higher molecular brightness and exhibit a much higher photostability. A
common application of organic dyes is their conjugation to protein binders such as antibodies or nanobodies for applications
in immunofluorescence stainings. During this thesis, the dye Alexa Fluor 647®, a cyanine dye, was used (Figure 2.3B).
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Figure 2.3: The structure of the two types of fluorophores used in the experiments described in this thesis: a fluorescent
protein and a fluorescent dye
A) Crystal structure of the S65T variant of the green fluorescent protein (as published in [16]; PDB entry: 1EMA)
B) Chemical structure of Alexa Fluor 647®; purple: carbon; white: hydrogen, red: oxygen, yellow: sulfur, orange: phospho-
rus, blue: nitrogen; (Source: National Center for Biotechnology Information (2021). PubChem Compound Summary for CID
102227060, Alexa Fluor 647. Retrieved April 19, 2021 from https://pubchem.ncbi.nlm.nih.gov/compound/Alexa-Fluor-647)
The structures are not shown to scale.
2.3 Fluorescence microscopy
After the the pioneering work on fluorescence by John Frederick William Herschel in 1845 [17] and George Gabriel Stokes in
1852 [3] the potential of fluorescence for optical microscopy was also realized by Hermann Helmholtz [18] and others. It was
August Köhler who, in 1904, for the first time, observed fluorescence with a light microscope and while mainly regarding it
as a disadvantage in his experiments, he also anticipated potential benefits for optical microscopy [19]. The first fluorescence
microscopes were built between 1911 and 1913 by Otto Heimstädt, Carl Reichert [20], Heinrich Lehmann [21] and Carl
Zeiss. In 1929, Eillinger and Hirt invented the intravital microscope, which was based on fluorescence [22]. Another enabling
step in the history of fluorescence microscopy was the invention of a procedure to conjugate antibodies with a fluorophore
and its application for immunofluorescence by Albert Hewett Coons in 1942 [23]. Over time, fluorescence microscopy was
refined and optimized and the following section will introduce the main building blocks of a modern fluorescence microscope.
Furthermore, the diffraction-limited resolution in a classical optical microscope is addressed.
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2.3.1 General building blocks of a fluorescence microscope
Generally two designs of optical microscopes can be distinguished: the finite and the infinity-corrected optical microscope
(Figure 2.4). The finite design was the original way in which microscopes were constructed. Here the specimen is placed
slightly outside the front focal plane of the objective (which is typically approximated by a thin lens), which leads to the
formation of an image at a fixed distance on the opposite side of the objective. Modern microscopes are, however, constructed
as an infinity-corrected optical system. Here, the sample is placed in the front focal plane of the objective and consequently
the image is focused at infinity i.e. the light rays from the object are parallel upon leaving the objective. A tube lens is
used to image the specimen onto the detector. This design has three advantages: First, the fact that the light rays are parallel
behind the objective (infinity space), in principle, allows the tube lens to be placed at an arbitrary distance from the objective
and basically an unlimited amount of flat optical elements can be inserted into the beam path without distorting the image.
Secondly, since the final magnification of the system depends on the focal length of the objective and the tube lens (equation
1), an additional magnification can be achieved by changing the tube lens. Third, focussing can be achieved by moving the
objective. All microscope setups used in this thesis are constructed as an infinity optical system. They all share some basic
building blocks, which will be described in the following paragraphs on the basis of an inverted epi-illumination microscope,
the geometry in which all microscope setups applied are constructed (Figure 2.5).
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Figure 2.4: Schematic of a finite and an infinity-corrected optical microscope
A) In the finite optical microscope, the object (red arrow) is placed at a fixed distance away from the front focal plane of the
objective leading to the formation of a magnified image (green arrow) at a fixed distance behind the objective.
B) In the infinity-corrected optical microscope, the object (red arrow) is placed in the front focal plane of the objective leading
to the light being focused at infinity (collimated light rays) behind the objective. A tube lens refocuses those rays into an
image (green arrow).
In an inverted epi-illumination microscope, the objective is located below the specimen and fluorescence emission is collected
by the same objective used for excitation. Light emitted by the sample in the front focal plane of the objective will be collected
by the objective and the rays emitting from the sample will be parallel behind the objective. They are then focused by the tube





with ftl and fob j being the focal distance of the tube lens and objective, respectively. Note that M is the magnification specified
on an objective and, therefore, is always given in combination with a tube lens of certain focal length. Although the tube lens
can, in essence, be located at an arbitrary distance from the objective, in practice, it is most commonly placed so that the
backfocal plane of the objective and the focal plane of the tube lens coincide.
As explained in section 2.1, a molecule needs to be excited by light in order for fluorescence to occur. As such, every fluores-
cence microscope is equipped with a light source. Different light sources are used in modern fluorescence microscopy such
as lamps (e.g. Mercury arc or Xenon lamps), light emitting diodes (LEDs) and lasers. Lamps have the general disadvantages
of needing excitation filters to select a certain excitation wavelength, the emitted light intensity being strongly dependent on
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the selected wavelength and being generally unstable. LEDs are a new type of light source in fluorescence microscopy. They
are characterized by a more stable emission intensity compared to lamps and are cheaper than lasers. However, the emitted
spectra are broader than those of lasers making the use of excitation filters again necessary when sharp excitation spectra are
needed. The microscope setups applied in this thesis use lasers as excitation source, which emit collimated light of (in theory)
a single wavelength. This is generally beneficial for separating the excitation light from the fluorescence emission and allows
a larger proportion of the emission spectrum to be captured without residual excitation light being reflected onto the detector.
The installed lasers can be continuous wave or pulsed. A general characteristic of pulsed lasers is a very high peak output
power and the spectrum they emit is usually broader than the one of continuous-wave lasers. All microscope setups applied
during the course of this thesis used continuous wave lasers as the excitation source except for the laser scanning microscope
with which time-correlated single photon counting was performed. In this setup pulsed lasers are necessary.
When multiple excitation sources are used in a setup, their emission is overlayed into a single beam using the appropriate
dichroic mirrors and, in some cases, an optical fibre. Using an optical fibre has the advantage that the excitation can in essence
be transfered to an arbitrary location within the optical system. A single mode fibre additionally offers the advantage of acting
as a spatial filter and a Gaussian beam profile is emitted from the fibre. A drawback of fibre coupling is the, in general, quiet
significant loss in laser intensity with the efficiency of the coupling being dependent on the profile of the laser beam.
The laser emission is reflected by a dichroic mirror into the objective above which the fluorescent sample is located. The
emitted fluorescence is collected by the same objective (i.e. epi-) from which it is collimated. As fluorescence is red-shifted
(i.e. Stokes shift) it can be separated from the excitation light by the dichroic mirror. Afterwards, it is focused onto the detector
by the tube lens. The ability of the dichroic mirror to separate excitation and fluorescence is decisive since only a fraction of
the exciting laser light leads to the emission of a fluorescence photon. Hence, fluorescence is much weaker in intensity than
the excitation light. Optical elements might be inserted into the beam path in front of the tube lens, e.g. the emission might be
further separated according wavelength and/or polarization before being focused onto the detector. Residual stray or reflected
laser light is mostly blocked by an emission filter in front of the detector which only transmits a wavelength range which is
usually centered around the wavelength of maximum fluorescence emission of the fluorophore to be detected. It may still
happen that excitation light passes through all filters and reaches the detector. There are two main reasons for this: First, the
light emitted by a laser is never of a single wavelength and secondly the optical density of the filters at the laser wavelength
might be insufficient to fully block all the reflected laser light. In these cases, either a clean-up filter, which transmits only
a range of ~ 10 nm around the central emission wavelength of the laser, can be installed in front of the laser or the residual
excitation light can be blocked from reaching the detector by installation of a notch filter in the emission path which transmits
all wavelengths except for the one emitted by the laser.
There are generally two types of detectors used in fluorescence microscopy: single point and array detectors of which by far
the mostly applied ones are cameras. Important characteristics of a detector are its quantum efficiency, which describes the
percentage of incident photons that are converted into photoelectrons, their response time, meaning how fast incident photons
can be registered, and the amount of background counts. The most important single point detectors are avalanche photodiodes
(APDs) and photomultiplier tubes (PMTs). Cameras are generally characterized by higher quantum efficiency while single
point detectors have a shorter response time. Figure 2.5 depicts a scheme of the basic fluorescence microscope setup described.
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Figure 2.5: Schematic of the main building blocks of a basic modern epi-fluorescence microscope
The excitation light (green) is reflected into the objective by an excitation di-/polychroic mirror. The spectrum of the excitation
source can be narrowed by installation of an excitation/clean-up bandpass filter when required. The objective delivers the
excitiation light to the sample and collects the fluorescence light emitted by the sample (red). The fluorescence is transmitted
by the excitation di-/polychroic mirror and focused onto the detector by the tube lens. Residual stray or reflected excitation
light are blocked from reaching the detector by an emission bandpass filter installed in the emission path.
2.3.2 The diffraction limit of light microscopes
An important characteristic of a microscope is its resolving power. It describes the minimum distance between two points
necessary to distinguish them in the image produced by the microscope. Intuitively, one would assume that higher magnifi-
cation results in increased resolution; however, there is a limit in the achievable resolution of a microscope, which cannot be






where λ denotes the wavelength of the light coming from the object and NA stands for the numerical aperture of the objective
defined as
NA = nsinα (3)
where n denotes the refractive index of the medium between the objective and the sample and α is the half angle of the front
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aperture of the objective [24].
Already in 1835, Georg Airy made the observation that an infinitesimally small point source is depicted in a microscope as
a bright central peak sourrounded by rings gradually decreasing in intensity [25]. This pattern is known as the “Airy disk”.
Based on this observation, Lord Rayleigh, in 1879, refined Abbe’s resolution limit as the distance dxy between the central peak





The central peak of the Airy disk can be approximated with a Gaussian function and the distance dxy is approximately equal
to the full width of the Gaussian at half the maximum intensity.
For two points in the image plane this means that the peak maximum of the first point needs at least to coincide with the first
minimum of the second point in order for the two points to be distinguishable (Figure 2.6). When imaging GFP, which has an
emission maximum of 510 nm, with a 1.4 NA oil immersion objective, this results in a maximum lateral resolution of ~ 222
nm. This is, in some sense, an arbitrary definition because two points might be distinguishable even when they are located in
closer proximity. Other definitions of resolution exist, but, to date, the Rayleigh criterion is the most commenly used definition
to describe the resolution of a light microscope.
Figure 2.6: Illustration of the Rayleigh criterion for the resolution limit of a light microscope
A conventional fluorescence microscope images a point source, such as a fluorescent molecule, as an Airy disk pattern, a
central bright peak surounded by concentric rings of decreasing maximum intensity. A schematic of the Airy disk pattern in
1D (left) and 2D (right) is shown. According to the Rayleigh criterion, the minimum distance two point sources have to be
separated in the sample plane in order to be resolvable in the image plane corresponds to the distance dxy between the central
maximum and the first minimum of the Airy disk pattern.
However, the question of what causes a point source to appear as an Airy disk in the image plane remains. The Airy disk
pattern and, therefore, the resolution limit arises from diffraction and is best explained using Huygens wavelets, a concept
introduced by Christiaan Huygens (1629-1695). Huygens postulated that light travels as waves characterized by a frequency,
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wavelength and amplitude. He distinguished plane waves, for which the wavefront can be represented as a straight plane
propagating in space, and spherical waves, which have a spherical wavefront propagating in space, and originate from or
converge into a single point. Huygens postulated that the elemental units of these waves are small point sources of light
sending out light in all directions, which he called wavelets. Figure 2.7A depicts how wavelets make up plane and spherical
waves.
Figure 2.7: Waveoptics-based graphical illustration of the diffraction limit of light microscopes
A) An illustration of how wavelets (small point sources of light sending out light in all directions) make up plane waves and
converging or diverging spherical waves is shown. The light send out by the composing wavelets interferes in such a way that
the overall wavefront propagates as a plane (left) or a spherical wave which is converging (center) or diverging (left).
B) An illustration of how a point source is imaged by an infinity-corrected optical microscope. The point source in the
object plane sends out a spherical wave of light, which is collected by the objective. The collected proportion depends on the
collection half angle α of the objective. The objective converts the light into a plane wave. The plane wave leaving the back
aperture of the objective is collected by the tube lens, which converts it into a converging spherical wave. Interference of the
wavelets making up the wave results in the characteristic point spread function intensity pattern in the image plane
C) Simulated point spread function in the xy-plane (Airy disk) (top) and in the z-dimension (bottom); Generated using the
“PSF Generator” Fiji plugin [27]
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Figure 2.7B graphically illustrates how this concept can be used to explain the Airy disk pattern observed in a light micro-
scope. A point-like object observed under a light microscope, for example, a fluorescent molecule, can be approximated as
a point source of light sending out a spherical wave made up of wavelets. In a microscope, a proportion of this wave will
be collected by the objective, with a high numerical aperture objective collecting a higher proportion than a low numerical
aperture objective. The characteristic of an objective to collect light emitted from a point source and collimating it is nothing
other than converting a diverging spherical wave into a plane wave. This plane wave will travel towards and will be collected
by the tube lens which refocuses it i.e. converts it into a converging spherical wave. The composing wavelets will interfere
in the image plane on the detector, which registers the interference pattern as intensity. The intensity of a wave is obtained
by calculating the square of its amplitude over at least a single wavelength. Areas of constructive and destructive interference
result in areas of high and low intensity, respectively. Constructing the intensity pattern formed by all wavelets emitted from
a single source in 2D results in the Airy pattern (Figure 2.7C, top).
Interference is not limited to two dimensions but also occurs along the optical axis. The resulting intensity pattern can be
derived analogously to the two dimensional case. It results in a central hour glass-shaped cone of high intensity surrounded
by increasingly dark areas when looking at the pattern in 3D. The axial resolution, denoted dz, is analogously to the above





in which n denotes the refractive index of the medium between the objective and the sample, λ the wavelength of the light
emitted by the sample and NA the numerical aperture of the objective. Comparing equations 4 and 5 it immediately becomes
obvious that the resolution of a microscope along the z-axis is much worse compared to the xy-plane. Figure 2.7C bottom
shows the diffraction pattern along z. Analogously to the above described lateral case, this results in a maximum axial
resolution of ~ 780 nm when imaging GFP.
The fact that a high NA objective collects a larger cone of light compared to a low NA objective leads to a narrower diffraction
pattern and thereby to higher resolution. Since this diffraction pattern shows how a point source is spread out in the image
plane, it is called the “point spread function” (PSF) of the microscope.
According to the Nyquist-Shannon sampling theorem [28], one needs to sample a signal with at least twice the frequency of
the finest detail one wants to resolve. For the resolution in microscopy, this means that, to reach a theoretical resolution of
220 nm the pixel size in the image should be 110 nm or smaller. For example if a 100x objective is used in combination with
a camera, its physical pixel size should be 11 µm or smaller. However to image structures within a sample with a certain
resolution also the labeling density of the structure of interest plays a role. In this context the term “structural resolution”
has been coined. Applying the Nyquist-Shannon sampling theorem here means that the structure of interest needs to be
decorated by a fluorophore at least every 110 nm to obain a structural resolution of 220 nm. The structural resolution, i.e. the
labeling density of the sample, becomes especially important when imaging beyond the diffraction-limited resolution, as will
be addressed in section 2.5 which covers a microscope technique capable of reaching such resolution.
Next to the resolution, it is often the contrast or signal-to-noise which limits the distinguishable details in a microscopy image.
It was with this in mind that different ways of illuminating the sample and detecting the signal based on the original widefield
implementation were developed over time. For the work presented in this thesis, different techniques were applied: namely
widefield (section 2.4.1), total internal reflection (TIRF) microscopy and its adaptation highly inclined and laminated optical
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(HILO) sheet microscopy (section 2.4.2), laser scanning confocal (section 2.4.3) as well as its further development spinning-
disk confocal microscopy (section 2.4.4). The following sections will describe the basics of these microscopy techniques and
address, where applicable, the particularities of the applied microscope setups.
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2.4 Diffraction-limited fluorescence microscopy modalities
2.4.1 Widefield microscopy
Most modern widefield microscopes use continuous wave lasers as excitation sources. After being expanded, the laser beams
are combined by the appropriate dichroic mirrors and reflected into the objective by a di- or polychroic mirror. A lens
introduced into the beam path focuses the light onto the backfocal plane of the objective resulting in collimated light leaving
the objective and illuminating the sample. Being built in epi-geometry, fluorescence emitted by the sample is collected by
the same objective, transmitted by the di- or polychroic mirror and focused onto a camera for detection. The image captured
by the camera is diffraction-limited according to the principles described in section 2.3.2. Figure 2.8 depicts a scheme of a
classical modern widefield setup.
Figure 2.8: Schematic of a classical widefield setup
The laser beam used for excitation (solid line) is expanded by a telescope and focused onto the center of the back aperture of
the objective resulting in a collimated beam of light exiting the objective and illuminating the sample. Fluorescence emitted
by the sample (dashed line) is collected by the objective and imaged onto a camera by the tube lens. The magnification of the
image compared to the object depends on the focal lengths of the objective and the tube lens.
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Due to the Gaussian profile of the laser beam, the illumination profile reaching the sample in such a setup is also Gaussian
shaped. This can be disadvantagous for techniques strongly relying on the power density reaching the sample such as direct
stochastic optical reconstruction microscopy (dSTORM) applied in this thesis and described in section 2.5.1. For this reason,
the widefield illumination setup applied for the experiments reported here was optimized for homogenous illumination [29]
(Figure 2.9).
The setup uses continuous-wave lasers of 405, 642 and 750 nm wavelength as the excitation source. The illumination is
optimized compared to the beam path described above through beam-shaping of the excitation lasers by introducing two
microlens arrays (MLA) and a rotational diffuser located in between the lenses of a telescope into the excitation beam path.
This results in a homogenous flat-field illumination in the sample plane for which the inventors coined the term flat illumination
for field-independent imaging (FIFI). This design enables recordings of evenly illuminated images 100 µm x 100 µm in size.
The focus stability is maintained by a home-built perfect focus system based on a 850 nm laser and the fluorescence signal is
recorded on a scientific complementary metal–oxide–semiconductor (sCMOS) camera.
Figure 2.9: Simplified schematic of the applied flat-field-optimized widefield setup
Continuous-wave lasers of 405 nm, 642 nm and 750 nm wavelength are expanded by a beam expander and subsequently
ovelayed using a mirror (M) and dichroic mirrors (D). The laser light is then introduced into a telescope. In between the lenses
of the telescope (f1, fc) a rotating diffus (RD) is located. After the telescope the beam is directed onto the two microlens
arrays (MLA) by mirrors. The optimized beam is then introduced into the objective. The sample is illuminated by a flat-field-
optimized laser beam. Fluorescence is collected by the objective and imaged onto the sCMOS camera of the system by a tube
lens (TL). In front of the camera emission filters (EM) are mounted. Axial drift during the measurement is counteracted by a
home-built perfect focus system operating with a 850 nm continuous-wave laser. f2: lens; BS: beam splitter.
From [29]. Reprinted with permission from Nature Publishing Group.
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2.4.2 Total internal reflection and highly inclined and laminated optical sheet microscopy
The above described illumination modality of widefield microscopy harbours the major disadvantage that all fluorophores
located within the illumination cone above and below the image plane are excited and their out-of-focus fluorescence is also
detected on the camera, which leads to a high background in the resulting image. This drawback was addressed by E. J.
Ambrose in 1961 [30] and later by Daniel Axelrod [31, 32], who invented and developed total internal reflection fluorescence
(TIRF) mircroscopy. Here, the incoming laser beam hits the interface between the microscope slide and the aqueous solution
of the sample under such an angle that it is totally internally reflected. The phenomenon of total internal reflection can be
explained by Snell’s law which describes the bending of light, an electromagnetic wave, at the interface of two media with
different refractive indices. Snell’s law is given as:
n1 sinθ1 = n2 sinθ2 (6)
in which n1 is the refractive index of the medium in which the light is approaching the interface and n2 the refractive index of
the medium on the opposite side of the interface. θ1 and θ2 denote the angles between the incoming and the outgoing beam
and the normal on the interface, respectively. In the case of TIRF microscopy it is the glass-water interface located at the
upper side of the microscope slide where the light is bent (Figure 2.10). In this case n1 is given for borosilicate glass (n1 =
1.52) and n2 for water (n2 = 1.33) (which is a reasonable approximation e.g. for the cytoplasm of a cell located on the glass
slide). The angle θ1 for which θ2 reaches 90° is called the critical angle θC. If θ1 is below this angle the light is refracted into
the medium on the opposite site of the interface (Figure 2.10, red line).
Figure 2.10: An illustration of Snell’s law
An illustration of how light rays hitting an interface between borosilicate glass and water are bent. If a beam of light hits the
interface at an angle smaller than the critical angle it is refracted into the water (red line). If a beam of light hits the interface
at the critical angle it is refracted along the interface (green line). If a beam of light hits the interface at an angle above the
critical angle the light gets reflected into the glass at the interface (blue line).
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For the above mentioned interface between borosilicate glass and water the critical angle is 61.04° (Figure 2.10, green line).
If θ1 takes values above the critical angle Snell’s law cannot be fullfilled anymore and the light is reflected back into the
glass (Figure 2.10, blue line) which is denoted as total internal reflection (TIRF). TIRF leads to an evanescent wave of light
emerging on the opposite site of the interface and the intensity of the emerging light decays exponentially with the distance
from the interface.
In a TIRF microscope collimated laser light hits the upper interface of the microscope glass silde at an angle above the critical
angle. The resulting evanescent wave of laser excitation above the microscope slide reaches only about 100 nm into the








where λ is the wavelength of the exciting laser light. For example, an excitation wavelength of 561 nm hitting the interface
at an angle of 65° would result in a penetration depth of 124.4 nm. Only fluorophores located within roughly that distance
are excited since the laser intensity decays exponentially as mentioned above. Fluorescence is collected in the same way as in
widefield microscopy but the resulting image has higher contrast and signal-to-noise since the restricted excitation reduces the
background fluorescence. Different ways to achieve total internal reflection illumination have been implemented. By far, the
most applied modality, and also the one which has been exploited for this thesis, is objective-type TIRF. Here, the laser beam
is focused onto the backfocal plane of the objective, as in widefield microscopy, but is offset from the optical axis and hits the
objective at the side of the back aperture (Figure 2.11). The offset results in the excitation beam leaving the objective under an
oblique angle. In order to reach total internal reflection, a high numerical aperture objective needs to be applied and there are
special objectives available for TIRF illumination. It should be noted that the excitation beam is reflected off the surface and
collected by the objective and needs to be prevented from hitting the detector by using appropriate emission filters. Due to the
strongly limited penetration depth of the excitation light, this illumination scheme is mostly used to image cellular membranes
or molecules immobilized on glass surfaces.
In 2008, Tokunaga et al. published an illumination approach to overcome the limitation of TIRF microscopy to the excitation
of fluorophores near the surface. Their approach, which they called highly inclined thin illumination (HILO) [33] is based on
similar principles as TIRF microscopy. The difference is that the incoming laser beam is offset to a lesser extend from the
optical axis such that the angle under which the illumination leaves the objective is less steep and the laser penetrates into the
sample as a thin collimated sheet of light. This approach keeps the benefit of TIRF, that only a thin region of the sample is
illuminated, but it is not limited to areas near the microscopy slide. However the sheet of light penetrating the sample in HILO
is not as thin as the evanscent field in TIRF microscopy. During the course of this thesis HILO illumination was applied for the
recordings of DNA point accumulation for imaging in nanoscale topography (DNA-PAINT) data of the cytosolically located
ASC speck, a supramolecular protein complex formed in certain cell types as part of the innate immune response (section
4). DNA-PAINT, in its original implementation exploited for this thesis, relies on optical sectioning as will be explained in
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section 2.5.1.
Figure 2.11: Schematic of sample illumination and fluorescence collection for an objective-type total internal reflection
and highly inclined thin illumination microscope
A) In total internal reflection (TIRF) microscopy, the laser beam used for excitation is entering the objective at the periphery
of the back aperture of the objective and focused on the back focal plane of the objective resulting in collimated light leaving
the objective under an angle θ . This angle is higher than the critical angle, θc (equation 7) and hence the laser light is totally
internally reflected at the upper glass interface of the microscope slide leading to an evanescent wave of laser light emerging
above the slide. Fluorophores located within ~ 100 nm above the microscope slide are excited by the laser light.
B) In highly inclined thin illumination (HILO) microscopy, the offset of the excitation beam from the center of the objective is
reduced compared to TIRF (upper panel) resulting in a thin sheet of excitation light penetrating into the sample (lower panel).
The resulting fluorescence emission, in both approaches, is collected by the objective and imaged as described for widefield
microscopy.
B) from [33]. Reprinted with permission from the Nature Publishing Group.
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2.4.3 Confocal microscopy
Around the same time when E. J. Ambrose invented TIRF illumination, Marvin Minsky introduced another approach to
overcome the problem of out-of-focus bluriness, the confocal imaging microscope [34] based on a concept invented in 1951
by Hiroto Naora as a non-imaging confocal microscope for spectroscopic studies of nucleic acids [35].
In a modern implementation of confocal microscopy the excitation laser light reaching the back focal plane of the objective
is collimated, which results in the light being focused on the specimen into a diffraction-limited excitation volume. Although
the highest laser power density is reaching the specimen at the focus of the objective, the entire sample region located within
the volume is excited and hence also emits fluorescence. This fluorescence is collected by the objective, transmitted through
a dichroic mirror and focused by the tube lens onto a pinhole introduced in the emission path. Due to its small size and its
location in an image plane, almost exclusively photons originating from the center of the excitation volume pass through the
focus, whereas photons from above, below or from a laterally shifted location in the focal plane of the objective are blocked
by the pinhole. After the pinhole, the fluorescence signal is collected and focused onto the detector, most commonly a single
point detector, by a second lens. Typical detectors used in confocal microscopy are photomultiplier tubes (PMT) or avalanche
photodiodes (APD). By blocking the majority of out-of-focus fluorescence by the pinhole, the signal-to-noise in the detected
signal is increased in comparison to conventional widefield microscopy (2.4.1). Figure 2.12 depicts the described beam path
of a confocal microscope, the resulting excitation and the detection volume.
The effective NA (NAe f f ) of an objective, and therefore the size of the excitation volume, depends, up to a certain extend, on
the diameter of the incoming laser beam with




where f denotes the focal length of the objective and /O the diameter of the incoming beam. Only the back aperture of the
objective is fully filled meaning that the diameter of the incoming beam is at least as large as the back aperture of the objective,
the full NA of the objective is reached. Since the intensity profile of the incoming beam is Gaussian shaped and therefore
decreases away from the maximum, a fill factor (ratio between laser beam diameter and objective back aperture diameter) of
at least two is often used in confocal microscopy (the objective is overfilled). By overfilling the back aperture, the smallest
possible excitation volume size can be achieved. On the other hand, the inverse proportionality between the size of the
excitation volume and the diameter of the incoming beam described in equation 9 can be exploited to tune the volume size, for
example, by intentionally underfilling the back aperture of the objective and thereby increasing the size of the volume. This
is for example done in single-molecule experiments in solution when one intends to collect the maximum amount of photons
from a single molecule as it diffuses through the confocal volume.
In contrast to widefield, TIRF and HILO microscopy, in confocal microscopy only a small region of the sample is measured
at a time, typically a diffraction-limited spot, and not an area. Consequently, the excitation volume needs to be scanned across
the sample to generate an image. This can either be implemented by moving the stage and hence the sample with respect to
the excitation beam or by scanning the excitation beam across the specimen, an approach introduced to confocal microscopy
by White et al. in 1987 [36]. Scanning the stage has the advantage that no modifications are needed in the excitation path
avoiding complicated alignment as well as light loss and optical abberations from additional optical elements. However,
scanning is slow compared to laser scanning approaches for which reason the scanning confocal setup used during the course
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of this thesis is based on laser scanning. The image obtained on a confocal microscope has higher contrast compared to an
image acquired of the same sample on a widefield microscope, which itself might lead to an increase in the real resolution. In
addition, the PSF of a confocal microscope is smaller compared to the one detected by the microscopy modalities described
before (sections 2.4.1 and 2.4.2). The PSF size and hence the resolution of a confocal microscope depends on the size of the
pinhole, which is normally given in Airy units (AU). One AU corresponds to the distance between the first minima of the Airy
pattern (which equals 2 0.61λNA according to equation 4) multiplied by the total magnification of the microscope. For a pinhole
of one AU, the lateral resolution is given by




The axial resolution, in this case is given by






where n denotes the refractive index of the medium between the objective and the sample, NA is the numerical aperture of
the objective and λ is the wavelength of the fluorescence emitted by the sample. It is especially the increased axial resolution
and hence optical sectioning capability of confocal microscopy that is important and leads to an increase in signal-to-noise.
This effect is illustrated in Figure 2.13, which depicts an example of a fluorescently labeled cell recorded during the course
of this thesis with a widefield microscope and the confocal microscope described below. The images were included in the
book “Fluorescence Microscopy - From Principles to Biological Applications” [37]. Since the detected signal decreases with
decreasing pinhole size, in practice one needs to find a compromise between resolution and signal intensity, and usually a
pinhole diameter between 0.8 and 1 AU is chosen.
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Figure 2.12: Schematic of a non-scanning confocal microscope setup and its excitation and detection volume
The laser beam used for excitation (solid line) is expanded by a telescope and enters the back aperture of the objective
collimated resulting in a focused excitation. Fluorescence emitted by the sample is collected by the same objective, leaves
the objective collimated, is transmitted through the di-/polychroic mirror and focused onto a pinhole by the tube lens. Only
fluorescence originating from the center of the excitation volume (black dashed line) passes through the pinhole introduced
into a conjugated image plane and reaches the detector. Fluorescence originating from out-of-focus regions of the sample
(dark gray solid line) or a location laterally shifted from the center of the excitation focus (light gray dashed line) does not
come to a focus at the center of the pinhole and is thereby blocked from reaching the detector. By inserting a lens pair behind
the pinhole, an infinity space can be created where flat optical elements can be inserted without distortion of the beam.
The inset at the top left illustrates the excitation (green) and detection (yellow) volumes of a confocal microscope through
which fluorescent molecules (depicted in red) diffuse.
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Figure 2.13: Widefield versus confocal microscopy of actin filaments stained with Alexa Fluor 647®-phalloidin in HeLa
cells
A HeLa cell stained with Alexa Fluor 647®-phalloidin and imaged by (A) widefield microscopy and (B) confocal microscopy.
Note the increased contrast in the confocal image due to background reduction compared to the widefield image enabling
discrimination of more details inside the cell.
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In the following, the main building blocks of the laser scanning confocal microscope utilized in the course of this thesis
are described (Figure 2.14). As excitation sources, pulsed lasers at 475 nm (emits picosecond pulses) and 561 nm (emits
femtosecond pulses) are utilized. Generally, continuous wave as well as pulsed lasers can be used as the excitation source in
confocal microscopy. The usage of sub-nanosecond pulsed lasers in combination with time-correlated single photon counting
(TCSPC) [38] generally enables the measurement of the fluorescence lifetime. For experiments requiring excitation with
multiple lasers of different wavelengths, it furthermore enables switching between the excitation lasers on the nanosecond
time scale for which the term pulsed-interleaved excitation (PIE) has been coined [39, 40]. This allows cross-talk free imaging
and fluctuation measurements with quasi-simultanous excitation. During the course of this thesis, TCSPC in combination with
PIE was applied for the cross-correlation measurements featured in chapter 5 and will be explained in detail in section 2.6.
As shown in Figure 2.14, the lasers are combined by the appropriate dichroics and introduced into a single mode fibre to ensure
proper overlay of the lasers and a Gaussian intensity profile. Neutral density filter wheels allow adjustment of the power of
every laser before they are coupled into the fibre. Afterwards, the laser light is reflected onto the first of two closely-spaced
galvanometric mirrors which are electronically controlled to move the laser beam in two perpendicular dimensions, thereby
scanning the laser beam across the sample. A telescope is introduced into the beam path after the galvanometric mirrors to
keep the position of the laser light in the backfocal plane of the objective constant during the scanning process so that only
the angle under which the laser hits the objective is changing. This change in the angle of the incoming beam translates into
a scanning motion of the confocal volume across the sample. In addition to its function as relay optics, the telescope expands
the beam to slightly overfill the back aperture of the objective.
Since the movement of the galvanometric mirrors is slow compared to fluorescence emission, the emitted fluorescence travels
back along the same optical path (it is descanned by the galvanometric mirrors), is transmitted through the dichroic mirror
separating excitation and emission light, and focused onto the pinhole (80 µm diameter) by the tube lens. Behind the pinhole,
the beam is recollimated and introduced into the detection unit of the microscope. Here, the fluorescence is split by two
dichroic mirrors into two spectral windows and focused onto APDs in front of which appropriate emission filters are mounted.
APDs were chosen as detectors in this confocal setup due to their superior quantum efficiency compared to PMTs. During the
scanning process, each detector records a constant photon stream, which is binned into pixels and thereby rendered into an
image by the microscope control software. In the software, the size of the scanned area, the pixel size as well as the pixel dwell
time can be chosen. The scanning speed and scanning range executed by the galvanometric mirrors are adjusted accordingly.
The setup is equipped with a home-built perfect focus system to counteract axial movement of the sample during long term
measurements. A widefield path with two continuous wave lasers of 488 nm and 561 nm wavelength facilitates identification
of target cells in the sample through the eye piece or via an charge-coupled device (CCD) prior to confocal measurements.
In addition to its main application in imaging, the small observation volume (< 1 fL) and enhanced sensitivity of a confocal
setup can also be exploited to analyse the movement of fluorescence species through the confocal volume via fluorescence
fluctuation spectroscopy as will be explained in section 2.6. During the course of this thesis, this modality was exploited for
the experiments described in chapter 4 and 5 as well as in the appendix A. These chapters feature applications of single-point
fluorescence correlation spectroscopy (FCS) and raster image correlation spectroscopy (RICS) measurements, which were
performed on a non-scanning confocal microscope and the described laser scanning confocal microscope, respectively.
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Figure 2.14: Schematic of the applied laser scanning confocal microscope
The laser scanning confocal microscope setup is equipped with a confocal excitation and emission path as well as a widefield
excitation and emission path. The widefield excitation path contains continuous-wave lasers at 561 and 488 nm. For confocal
excitation in combiantion with pulsed-interleaved excitation and time-correlated single photon counting detection, pulsed
lasers at 561 and 475 nm can be used. Fluorescence in the confocal emission path is collected on two avalanche photodiodes.
From [41]. Reprinted with permission from Rockefeller University Press
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2.4.4 Spinning-disk confocal microscopy
Despite considerable improvements over the years, the maximum imaging rate of laser scanning confocal microscopes
(LSCM) is in the range of a few frames per second with the limitation being the speed at which the galvanometric mir-
rors can be moved. This is substantially slower than the camera-based techniques described before and many biological
processes happen on a much faster timescale. To enable faster image acquisition while still maintaining the benefits of a
confocal microscope, Egger and Petráň, in 1967, came up with an idea to scan multiple confocal excitation volumes across
the specimen simultanously and image their emission through multiple pinholes onto a camera. For this, they introduced a
so called Nipkow disk into the beam path on which a large number of pinholes is arranged in a Archimedean spiral [42].
Spinning of the disk scans the sample in the xy-plane. The pinholes are arranged in such a way that, during one revolution of
the disk the entire sample is scanned exactly once (or an integer number of times) and the exposure time is constant for every
part of the sample. Since most of the excitation laser light is blocked by the spinning disk, usually only 5% of the laser light
is transmitted, denoted as the transmission factor, the Yokogawa company introduced an additional disk into the excitation
beam path on which microlenses are arranged in the same pattern as the pinholes. The collimated laser light is send onto the
microlens disk behind which it is split up into multiple beams which are focused onto the pinholes of the Nipkow disk. This
design improves the transmission factor to up to 40%. The diverging laser light emerging from the pinholes is collimated
by a tube lens, introduced into the objective and focused into multiple confocal volumes exciting the specimen at different
locations. Fluorescence is collected by the objective and focused onto the same pinholes by the tube lens. As in the classical
confocal microscope the pinholes only transmit fluorescence originating from the center of the exciting confocal volumes.
The dichroic mirror located in between the disks reflects the fluorescence which is imaged onto a camera by two relay lenses.
An emission filter is installed in the emission path blocks light of different wavelength than the fluorescence from reaching
the detector. Figure 2.15 depicts the beam path of such a confocal spinning-disk unit.
Modern spinning-disk units allow up to 10,000 revolutions per minute of the spinning disk and thereby exposure times as short
as about 1 ms per frame. Furthermore, the higher quantum efficiency of cameras compared to single point detectors can be
exploited. As for conventional LSCM, mounting the sample or the objective onto a piezo stage allows acquisition of z-stacks.
All of these advantages have been exploited for the experiments performed on a spinning-disk confocal microscope (SDCM)
during the course of this thesis. However, SDCM also has some disadvantages compared to LSCM. It requires high power
lasers for excitation since the transmission factor of the Nipkow disk is still comparably low even when a microlens disk is
implemented. Furthermore, the pinhole size cannot be easily adjusted and the z-resolution is lower due to emission light from
out-of-focus planes leaking through adjacent pinholes, a phenomenon refered to as pinhole cross-talk.






in which M and NA denote the magnification and the numerical aperture of the objective, respectively, and λ the wavelength
of the emitted light. As such, the pinhole size is usually optimized for a certain magnification. For a 100x objective with
a numerical aperture of 1.4, it equals 44 µm whereas, for a 60x objective with the same NA, 26 µm are optimal. Common
pinhole sizes for spinning disks are 25 and 50 µm.
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Figure 2.15: Schematic of a spinning-disk confocal microscope
Collimated laser light used for fluorescence excitation is focused by microlenses mounted on a lens disk onto the pinholes of
a Nipkow disk. In between the disks, a di-/polychroic mirror is mounted which transmits the excitation light. The laser light
emerging from the pinholes is recollimated by a tube lens and focused onto the sample by the objective. Fluorescence emitted
by the sample is collected by the objective and focused onto the pinholes of the Nipkow disk by the tube lens. Fluorescence
not originating from the center of the exciting confocal volumes is blocked by the pinholes. The fluorescence transmitted
by the pinholes is reflected by the di-/polychroic mirror and imaged onto the camera by two relay lenses. An emission filter
mounted in the emission path blocks light of different wavelength than the fluorescence from reaching the detector.
In the experiments described in chapter 3, a SDCM was used to track fluorescently labeled foamy virus particles in three
dimensions in living cells. For this, a commercial Andor Revolution Spinning disk system (Andor Technology Ltd, Belfast,
Northern Ireland) was modified. Figure 2.16 depicts a schematic of the system. Addition of the lasers and cameras, as well
as the microscope control software were implemented by my coworker Dr. Fabian Wehnekamp. Separation of the channels
by dichroic mirrors and filters as well as characterization of the setup was done with the help of my coworker Chen Qian. All
filters listed in Table 2.1 and 2.2 were purchased from AHF Analysentechnik AG, Tübingen, Germany. The commercial part
contains a laser combiner (Andor Laser Combiner (ALC) 401) equipped with four continuous wave lasers of wavelength 405
nm (Coherent Cube, 100 mW), 488 nm (Coherent Sapphire, 50 mW), 561 nm (Cobolt Jive, 50 mW) and 640 nm (Coherent
Cube, 100 mW), which are overlayed into a single beam using a mirror and the appropriate dichroic mirrors (D1 - D3) and
send through an acousto-optic tunable filter (AOTF), which allows selection of the laser wavelength and tuning of the laser
power. The AOTF is connected via the Andor Precision Control Unit (PCU) to a field programmable gate array (FPGA)
(National Instruments, Austin, Texas, USA) and the computer (PC) used to operate the microscope. After the AOTF, the
beam is coupled into a single mode fibre (OZ Optics, Ontario, Canada). Four more laser lines of 445 nm (Coherent OBIS
LX, 75 mW), 514 nm (Coherent OBIS LX, 40 mW), 594 nm (Coherent OBIS LS, 60 mW) and 685 nm (Coherent OBIS LX,
40 mW) wavelength have been added to the system in a home-built laser box where they are also combined using dichroic
mirrors (D4: zt 633 RDC, D5: zt 543 rdc, D6: zt488RDC). Laser emission was narrowed down by installing laser clean-up
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filters in the laser emission (C1: ZET445/10x, C2: ZET514/10x, C3: ZET594/10x). Both overlayed excitation beams are
subsequently coupled into the same single mode fibre (OZ Optics) via a polychroic mirror (P1: zt405/488/561/640rpc) whose
other ending is connected to a commercial spinning disk unit (CSU-10) from Yokogawa (Yokogawa Electric Corporation,
Musashino, Japan). Inside the CSU-10 unit, the collimated laser beam is directed onto the microlens disk by mirrors and
focused onto the 50 µm pinholes of the Nipkow Disk. The excitation lasers are transmitted by the di-/polychroic mirror used
to separate excitation from emission light located in between the microlens and the pinhole disk. Depending on the laser lines
used different di- /polychroic mirrors can be installed in between the disks (P2) (listed in Table 2.1). Afterwards, the light
exits the spinning-disk unit and enters the microscope body (Eclipse TE2000-E, Nikon, Minato, Tokio, Japan) where it gets
reflected by a prism, recollimated by the tube lens and transmitted through the objective (Apo TIRF, 100x, 1.49 NA, Nikon),
which focuses it onto the specimen. A motorized xy-stage (Pro Scan II, Prior Scientific, Cambridge, UK) enables movement
of the sample in xy and a motorized z-piezo stage (NanoScanZ, Prior Scientific, Cambridge, UK) the recording of z-stacks. To
minimize z-drift, the microscope body is equipped with a perfect focus system operating with a 770 nm laser. Fluorescence
emission is collected by the same objective and focused onto the same pinholes by the tube lens (rotation of the spinning
disks is slow compared to the speed of light), is reflected by the dichroic mirror between the disks and directed out of the
spinning-disk unit by mirrors. A relay lens located inside the spinning-disk unit behind the di-/polychroic mirror generates an
image plane just outside the exit of the CSU-10 unit. This is because in an unmodified commercial setup a camera captures
the image at this location. A combination of two 100 mm focal length lenses (the first 100 mm away from the image plane
outside the spinning disk unit and a second 100 mm away from each camera) translates the image plane and thereby enables
splitting of the fluorescence emission onto three electron-multiplying charge-coupled device (EMCCD) cameras (iXon (X-
1731, X-1799), iXon-Ultra (X-10351), Andor Technology Ltd, Belfast, UK) by two dichroic mirrors (D7 and D8). Emission
filters are mounted in filter wheels directly behind the emission dichroics (E1-E3). Depending on the fluorophores used,
different lasers and filters are applied and Table 2.1 list the currently available filters (D7 + D8 and E1-E3) on the system.
Table 2.2 gives an example of how the lasers and filters are to be combined to detect a certain fluorophore combination. The
transmission illumination path of the system allows recording of differential interference contrast (DIC) images. For live-cell
measurements, the system is equipped with a heatable stage inset (ibidi GmbH, Gräfelfing, Germany) in which the sample is
mounted. To minimize drift during measurements performed at 37°C due to temperature differences between the objective
and the sample, a heating collar (PeCon GmbH, Erbach, Germany) is used to warm the objective. A heatable lid ensures
equal temperature around the sample and avoids condensation of cell medium on the lid of the cell slide. Lasers, cameras,
z-piezo movement and the perfect focus system are controlled by a custom-written software written in LabView by Dr. Fabian
Wehnekamp running on an FPGA (National Instruments, Austin, Texas, USA). For laser safety reasons and to avoid stray
room light from reaching into the cameras, both the laser excitation and the emission path are shielded by custom-made
boxes.
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Table 2.1: Fluorescence filters mounted in the home-modified spinning-disk confocal setup
Emission dichroics Excitation di-/polychroics Emission filters Laser clean-up filters
H 507 LPXR ZT440-445/514/640tpc-YOKO ET480/40m ZET445/10x
568 LPXR ultraflat ZT488/594tpc 525/50 ZET514/10x
ZT633rdc-UF1 ET535/70m ZET594/10x
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Figure 2.16: Schematic of the applied, home-modified eight-color spinning-disk confocal microscope
The commercial part of the system includes four lasers of 405 nm, 488 nm, 561 nm and 640 nm wavelength which are
overlayed in an Andor Laser Combiner and coupled into a single mode fibre. An AOTF allows selection of the wavelength
as well as the laser power. Four lasers of 445 nm, 514 nm, 594 nm and 685 nm wavelength were added to the system.
All lasers are coupled into a single mode fibre, connected to the commercial spinning-disk unit of the system and can be
selected for excitation of the sample. Fluorescence emitted by the sample can be imaged onto three EMCCD cameras. The
system is additionally equipped with a lamp enabling the recording of DIC images, a heatable sample holder allowing live-cell
measurements, a perfect focus system and heating collar for the objective, to minimze z-drift. All components of the system
are controlled via a custom-written LabView software running on an FPGA.
32
2.4 Diffraction-limited fluorescence microscopy modalities 2 THEORY AND METHODS
Characterization of the system Before starting measurements on the SDCM it was characterized with regards to: camera
counts-to-photon conversion of the cameras, the pixel size, the alignment of the cameras in all spatial dimensions, the power
of all laser lines reaching the objective and the cross-excitation of mCherry by the 488 nm laser as well as the cross-emission
between the eGFP and mCherry channels. In the following, some of these characterizations will be explained.
The pixel size was measured using a Multi Grid Standard (58607) from Edmund Optics, Barrington, New Jersey, USA. For
100x magnification, as was applied for the experiments conducted during this thesis, the pixel size on all three cameras of the
system was found to be 142 nm.
Since the majority of the planned measurements were to be performed using parallel excitation of eGFP and mCherry, the
amount of cross-excitation and cross-emission on the system between these fluorescent proteins using the filters listed in Table
2.2 was characterized. Figure 2.17 depicts the eGFP and mCherry spectra overlayed with the respective filters.
Figure 2.17: Excitation and emission of eGFP and mCherry in the home-modified spinning-disk confocal microscope
The excitation and emission spectra of eGFP (dark green and light green) and mCherry (dark red and light red) are shown.
Additionally the 488 nm laser (cyan) and the 594 nm laser (yellow) used for excitation of the fluorescent proteins as well as
their Raman bands for water (light gray shaded) are depicted. The spectra are overlayed with the transmission spectrum of the
dichroic mirror installed in the emission path to separate the fluorescence from both fluorophores and the transmission spectra
of the used emission filters (gray lines). BP: bandpass, LP: longpass.
First the amount of cross-excitation of mCherry by the 488 nm laser, commonly referred to as direct excitation, was quantified.
HEK cells were transfected with mCherry and imaged on the mCherry camera after 488 nm and 594 nm laser excitation. The
settings of the camera and lasers were set to the values chosen for the planned single virus tracking measurements.
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The obtained data was analysed using a self-written Fiji macro [43] (Figure 2.18). In the first step, it segmented individual
cells in the images recorded after 594 nm excitation by convolving the image with a Gaussian blur filter using a standard
deviation of five pixels and subsequently intensity thresholding the image intensity using the IsoData algorithm [44]. The
segmentation of the background was obtained by enlarging the segmentation of the cell by 10 pixels in all directions and
selecting the image region outside this enlarged cell segmentation. The enlargement was performed to exclude pixels in close
proximity to the cells which in some cases exhibited counts above the background. The mean background-corrected pixel
intensity within the cell was calculated by subtracting the mean pixel intensity within the background segmentation from the
mean pixel intensity within the cell segmentation. The obtained cell and background segmentations were subsequently applied
to the images recorded of the same field of view after 488 nm excitation and the mean background-corrected pixel intensity
within the cell was calculated analogously to what was done after 594 nm excitation. In total, 16 cells were analyzed. Taking
the ratio of the obtained values revealed that the intensity obtained after 488 nm excitation was on average 4.2 ± 0.97% of
the value obtained after 594 nm excitation. Consequently, when using parallel excitation, ~ 4% of the pixel counts obtained
on the mCherry camera would be due to cross-excitation of mCherry by the 488 nm laser. For the planned measurements
cross-excitation is irrelevant but in cases in which one only wants to measure mCherry signal after 594 nm excitation one
would need to subtract these 4% from the counts on the red camera. Figure 2.18 illustrates the described analysis procedure
and Table 2.3 summarizes the results.
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Figure 2.18: Image data underlying the calculation of cross-excitation of mCherry by the 488 nm laser
A) mCherry-transfected HEK cells recorded on the mCherry camera after excitation with the 594 nm laser; top: signal
segmentations, bottom: background segmentations
B) mCherry-transfected HEK cells recorded on the mCherry camera after excitation with the 488 nm laser; top: signal
segmentations, bottom: background segmentations
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Table 2.3: Results of the cross-excitation measurements of mCherry by the 488 nm laser; SD: standard deviation, SEM:
standard error of the mean




4.89 3.68 6.31 4.60 4.32 5.49 4.88 4.70 2.87 3.68




3.17 3.43 5.31 3.37 3.59 3.67 4.2 0.97 0.24
Next, the amount of cross-emission, commonly also called cross-talk, from eGPF into the mCherry channel was measured.
For this purpose, HEK cells were transfected with eGFP and the signal of individual cells was recorded on the eGFP and the
mCherry camera after 488 nm excitation. The settings of the camera and lasers were set to the values chosen for the planned
single virus tracking measurements. The image analysis was performed analogously to the above described procedure for cal-
culation of the cross-excitation with the following exceptions: the cells and background were segmented on the data recorded
on the eGFP camera after 488 nm excitation, a Gaussian blur filter with standard deviation of two pixels was applied and
thresholding was done by applying the Huang algorithm [45]. Subsequently, the mean background-corrected pixel intensity
within the cell was calculated for both channels. The analysis revealed that, on average, 16.54 ± 1.70 % of the signal on the
eGFP camera shows up on the mCherry camera (when excluding cells 4, 5 and 9 from the analysis since, for them, artifically
high values were obtained due to low eGFP expression). Using parallel excitation, one should subtract 16.54% of the pixel
counts measured for each pixel on the eGFP camera from the counts measured in the respective pixels on the red camera.
Figure 2.19 illustrates the described analysis procedure and Table 2.4 summarizes the results.
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Figure 2.19: Image data underlying the calculation of cross-emission of eGFP into the mCherry channel
A) eGFP-transfected HEK cells recorded on the eGFP camera after excitation with the 488 nm laser; top: signal segmenta-
tions, bottom: background segmentations
B) eGFP-transfected HEK cells recorded on the mCherry camera after excitation with the 488 nm laser; top: signal segmen-
tations, bottom: background segmentations
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Table 2.4: Results of cross-emission measurements of eGFP into the mCherry channel; values in brackets were excluded
due to low eGFP expression of the corresponding cells. SD: standard deviation, SEM: standard error of the mean




16.98 15.60 19.60 (32.80) (23.72) 13.46 15.86 17.65




(37.39) 17.12 14.91 17.66 16.54 1.8 0.60
During the measurements to monitor the uptake of foamy virus, the imaging slide was cooled to ~ 10°C and then mounted
on the setup, which was pre-warmed to 37°C. This led to severe axial drift. To counteract this problem, the above mentioned
perfect focus system was implemented into the microscope control software. To verify the effectiveness of this system, 3 µm
fluorescent beads were adhered to an 8-well chambered cover glass, each chamber of the slide was filled with 300 µl water and
the slide was equilibrated for 8 mins at 10°C or room temperature. For every temperature condition consecutive z-stacks of the
same field of view were recorded on the bead sample over a total period of time of ~ 44 mins. The planes of the z-stack were
thereby chosen 300 nm apart. These measurements were conducted with and without the perfect focus system being active
after every stack. For every measurement the mean pixel intensity within a squared region of interest (ROI) selected around
a single bead was calculated for the entire image series. The sub-plane precise maximum mean intensity within that ROI was
subsequently calculated by fitting the calculated intensity values for every recorded z-stack with a Gaussian and determining
the maximum of the Gaussian (Figure 2.20A). As a measure of focus stability the obtained sub-plane precise values were
plotted against the number of the recorded z-stack. In an ideal situation without drift in the z-direction, the extracted z-position
would stay constant between stacks. Figure 2.20B-D depicts an overview of the results. It clearly shows that the perfect focus
system is needed to minimizes the axial drift in a situation where the sample is at 10°C and the microscope at 37°C. That the
drift is stronger for the depicted measurement with the slide equilibrated at room temperature and the perfect focus system
enabled (Figure 2.20C) compared to the slide equilibrated at 10°C and the perfect focus system enabled (Figure 2.20D) is due
to the fact that the effectiveness of the system varies between measurements.
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Figure 2.20: Characterization of the perfect focus system of the home-modified spinning-disk confocal microscope
To test the stability of the perfect focus system (PFS) of the SDCM, the imaging slide was equilibrated at 10°C or room
temperature, placed on the SDCM pre-warmed to 37°C and multiple z-stacks of surface-adherent fluorescent beads were
recorded over time. The measurements were performed with and without the PFS enabled. The mean pixel intensity within a
squared region of interest (ROI) selected around a single bead was measured for every frame of the image series.
A) The average pixel intensity within a ROI plotted against the frame of the image series. Overlayed are Gaussian fits (red) to
the extracted intensity values. From the fits, the z-position of the maximum intensity was determined with sub-plane precision
for each stack.
B) - D) Plots of the extracted z-position of maximum intensity plotted against the number of the recorded stack. In an ideal
situation without drift in the z-direction, the extracted z-position would stay constant between stacks. Hence, the extracted
z-position served as a measure of focus stability for different temperatures of the slide and the microscope measured with and
without the PFS enabled.
B) Data obtained for a slide equilibrated at 10°C measured on a microscope system warmed to 37°C without the PFS enabled.
A clear shift in the extracted values is observable with increasing stack number.
C) Data obtained for a slide equilibrated at room temperature (RT) measured on a microscope system warmed to 37°C with
the PFS enabled. A minor shift in the extracted values is observable with increasing stack number.
D) Data obtained for a slide at 10°C measured on a microscope system warmed to 37°C with the PFS enabled. The extracted
value stays more or less constant with increasing stack number.
The measurements show that the PFS is necessary and suffficient to correct for axial drift if the slide is at 10°C and the
objective at 37°C. The total number of recorded stacks correspond to ~44 mins recording time.
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As an example for the capabilities of the home-modified spinning-disk confocal microscope Figure 2.21 depicts a live cell
recorded on the system in 4-channels. It shows a live HeLa cell stained with CellTracker Deep Red Dye for intracellular
structures and infected with foamy virus particles labeled with mCerulean at the Env protein and YFP at the Gag protein.
Fluorescence excitation was performed using parallel excitation with the 445 nm, 514 nm and 642 nm lasers of the system.
Additionally, a DIC image of the cell was recorded.
Figure 2.21: 4-channel image recorded on the home-modified spinning-disk confocal microscope
A HeLa cell stained with CellTracker Deep Red Dye and infected with Env-mCerulean/Gag-YFP-labeled foamy virus particles
is shown. The individual fluorescent channels as well as a merge showing an overlay of all three channels with a differential
interference contrast image of the cell are depicted.
2.4.5 Single virus tracking
In addition to high contrast, fluorescence microscopy is characterized by high sensitivity. After the establishment of fluo-
rescence microscopy-based techniques allowing detection of single molecules, these capabilities were exploited in multiple
ways beyond classical imaging to tackle biological problems. A very prominent example of such an application is single
virus tracking (SVT), which was introduced in 2001 by Seisenberger et al. [46]. Although in this first study the virions were
only labeled with a single fluorophore this is not a requirement for SVT and many studies which applied this approach in fact
labeled the virion with multiple fluorophores. Labeling single virus particles with a single or multiple fluorophores enables
their detection by fluorescence microscopy. Their movement can then be captured by recording a movie of the signal they emit
over time. By this approach, viral egress from as well as virus entry into living cells can be visualized. When combined with
optical sectioning and the recording of multiple z-planes, single virus particles can be followed in all three spatial dimensions.
Determining the center-of-mass of their emission for every frame of the movie and connecting the resulting coordinates results
in a track or trace visualizing the movement of the particle, hence the term “single virus tracking/tracing” [47]. Besides the
location of the virion, other parameters such as the fluorescence intensity, lifetime, the instantaneous velocity and interaction
with cellular components can be determined along the track. Since its invention, it has been combined with widefield, classical
confocal, spinning-disk confocal, orbital tracking as well as light sheet microscopy. Groundbreaking experiments showed sev-
eral stages of motion, each characterized by distinct diffusion characteristics in the infection pathway of the adeno-associated
virus [46]. Using an in vitro system, the kinetics of hemifusion and content mixing of the influenza virus were investigated
[48]. Further studies characterized the infection process of the influenza virus in living cells [49, 50]. Several studies applied
SVT to elucidate details of the fusion process of simian virus 40 [51, 52, 53] as well as the one of the human polyoma virus
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[54] and the echovirus I [55].
As part of this thesis SVT was applied to study the fusion process of the foamy virus using the above described confocal
spinning-disk microscope. The foamy virus particles contained an eGFP-labeled capsid and a mCherry-labeled envelope. By
recording z-stacks of single virus infected cells the virus particles could be followed in all three spatial dimensions as they
infected the cell. The data was analysed by a self-written software [56] which tracks individual foamy virus virions. The key
component of this software is to detect single virus fusion events based on image cross-correlation (section 2.6.2) and hence
it was named “Tracking Image Correlation” (TrIC). Next to the image correlation-based analysis the software extracts the
following parameters for every virus particle over the time period the particle can be tracked: the sub-voxel precise position
of the particle in 3D, the instantaneous velocity and the background-corrected intensity of the capsid as well as the envelope.
Details on how the experiments and the the analysis were performed as well as the obtained results are described in chapter 3.
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2.5 Sub-diffraction-limited microscopy modalities
The resolution of conventional optical light microscopes is limited by diffraction (section 2.3.2). It was at the beginning of
the 1990s when the first methods to achieve images with resolutions beyond this limit in far-field microscopy were published.
As described in section 2.3.2, single molecules are detected as the point spread function (PSF) by the detector of a light mi-
croscope, a structure much larger than the underlying molecule. For an isolated molecule, one can approximate the projection
of this pattern onto the xy-plane, i.e. Airy disk, with a 2D Gaussian and estimate the position of the underlying molecule by
finding its center-of-mass. The precision with which the center-of-mass can be determined depends on the number of detected
photons, the standard deviation of the 2D Gaussian fit of the Airy pattern as well as the background and the pixel size of
the image [57, 58, 59]. However if two features are closer together than defined by the Rayleigh criterion (equation 4) in a
diffraction-limited image their centers-of-mass cannot be estimated with high precision since their PSFs overlap. Hence the
PSFs need to be separated. This can either be achieved by shrinking the size of the effective PSF or by separating neighbouring
molecules on the basis of a parameter that distinguishes them (e.g. spectrally or temporally). Both approaches have been re-
alized to achieve resolution beyond the diffraction limit with a light microscope and the corresponding microscopy modalities
are summarized under the term super-resolution microscopy. Stimulated emission depletion (STED) [60, 61] and structured
illumination microscopy (SIM) [62, 63] are based on the approach of shrinking the effective PSF and single molecule local-
ization microscopy (SMLM) [64] on the approach of separating molecules based on a feature that distinguishes them. For
their pioneering work Stefan Hell, Eric Betzig and William E. Moerner, who was the first one to perform single molecule
spectroscopy [65], were awarded the Nobel Prize for Chemistry in 2014.
The central objective of this thesis was to visualize the nanoscale organization of the endogenous ASC speck, a micrometer-
sized cytosolic protein complex, inside cells by fluorescence microscopy (chapter 4). Due to the high density of this structure,
maximal spatial resolution was needed to resolve structural characteristics of the complex. Among the above mentioned imag-
ing approaches, SMLM offers the highest resolution and therefore was the method of choice. Furthermore, the experiments
were designed to image a large number of specks since they are very heterogenous in nature and general characteristics can
only be revealed if sufficient statistics are recorded.
Generally speaking, super-resolution methods, and especially SMLM techniques, are low in throughput due to their long
data acquisition times. However, this disadvantage has been increasingly addressed in recent years by enlarging the field of
view as well as by parallelization and automatization of data acquisition [66]. Pioneering work in this direction was done
by the group of Professor Suliana Manley at the École Polytechnique Fédérale de Lausanne (EPFL) who implemented a flat
field-optimized high-throughput direct stochastic optical reconstruction microscopy (dSTORM) setup, one particular form of
SMLM introduced in section 2.5.1 [29]. For this reason, it was decided to collaborate with her group to address the above
mentioned biological question. Furthermore, it was planned to apply labeling probes of different sizes on the same sample to
investigate potential density differences within the structure, which made two-color SMLM imaging necessary. Fittingly, the
group of Professor Manley also implemented this possibility into their workflow [67].
A different implementation of SMLM offering higher resolution than all previously mentioned approaches, namely DNA point
accumulation for imaging in nanoscale topography (DNA-PAINT) [68], became increasingly popular when the experiments on
this project were started. Having the above mentioned density of the ASC speck in mind, a collaboration with Sebastian Strauss
from the group of, Professor Ralf Jungmann, the inventor of this technique, from the Max-Planck-Institut in Martinsried,
was established. The following paragraphs explain the general working principle of SMLM as well as the particularities of
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dSTORM and DNA-PAINT.
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2.5.1 Principle of super-resolution single molecule localization microscopy
It was in 1995 that Eric Betzig published an idea on how to achieve resolution beyond the Abbe diffraction limit using a
light microscope [64]. He claimed that, if it would be possible to separate the signal of individual emitting fluorophores in
a diffraction-limited image, one could localize them and, by plotting the localizations of all molecules, achieve an image of
subdiffraction-limited resolution (Figure 2.22).
Figure 2.22: Illustration of the principle of single molecule localization microscopy as published in the paper proposing
the approach
A) Simulated diffraction-limited image in which individual emitters cannot be distinguished due to overlapping point spread
functions
B) Illustration of seperation of individual emitters based on a characteristic that distinguishes them
C) Simulated image of subdiffraction-limited resolution reconstructed from the localizations of the emitters depicted in panel
A)
From [64]; Reprinted with permission from The Optical Society.
It took until the developement of the first photoactivatable protein, by George H. Patterson and Jennifer Lippincott-Schwartz
in 2002 [69], for this strategy to become possible to implement in a method called photoactivated localization microscopy
(PALM) [70]. Photoactivatable proteins can be switched from a non-fluorescent state into a fluorescent state by irradiation
with light. For example, photoactivatable green fluorescent protein (paGFP) is weakly fluorescent in its native state and,
upon irradiation with light of 413 nm wavelength, is switched to a stable state with absorption and emission maxima at 492
nm and 517 nm, respectively. This switched form of the molecule exhibits strong fluorescence after excitation with e.g. a
488 nm laser. By tuning the power of the activating 413 nm laser and recording a time series of the sample, it was possible to
stochastically activate less than one single molecule per diffraction-limited area per frame and thereby separate the emission
signals of individual molecules in time. Localizing the isolated single molecules and summing up all the single molecule
localizations allowed them to obtain a super-resolved image. Separating individual molecules in time subsequently turned
into an established strategy to localize individual molecules and different ways to achieve this were implemented. Since they
all rely on the same basic principle, they are summarized under the term single molecule localization microscopy (SMLM).
After recording of the blinking data, there are several processing steps required in order to obtain the final image for which
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different software solutions have been developed [71]. Key aspects of the analysis procedure as well as the extension of the
method for imaging in three dimensions will be described in the following. Afterwards the optical resolution achieved by
these methods will be addressed.
Figure 2.23: Graphical illustration of the steps involved in single molecule localization microscopy
A) Diffraction-limited image of a single emitting Alexa Fluor 647® molecule imaged with a objective having a numerical
aperture of 1.33 on a sCMOS camera.
B) An illustration of where photons emitted by a single molecule are collected on the pixels of a camera chip to make up the
point spread function (PSF).
C) An illustation of the localization of the molecule based on the shape of its PSF. Note that the larger the number of photons
collected from the molecule on the camera, the more precisely its location can be determined.
D) An illustration of the spread of the localizations obtained from multiple blinking events of a single molecule. Lateral drift
of the sample during the data recording might introduce a shift of the localizations. The localizations need to be corrected for
this shift by a drift correction step.
E) An illustration of the drift-corrected localizations of a single molecule.
F) An illustration of how the localization distribution needs to be binned into smaller pixels in order to fullfill the Nyquist
sampling criterion.
G) An illustration of how the localizations are convoluted with a blurring filter to represent the uncertainty with which they
can be determined.
H) 2D Gaussian fit of all blurred localizations obtained from a single molecule; the full width at half maximum (FWHM) of
the fit illustrates the increased resolution compared the diffraction-limited case in A); G) from [72]; Reprinted with permission
from Wiley-VCH.
First, the signals of individual molecules have to be identified and, secondly the positions of the underlying molecules need to
be determined e.g. by fitting with a 2D Gaussian or a model derived from the PSF of the microscope [73]. For the experiments
described here an algorithm specific for sCMOS cameras was used [74]. Next, localizations with low precision, which can
e.g. be caused by low number of photons for a given single molecule blinking event or by a large standard deviation of the
corresponding fit of the PSF signal, are filtered out (provided there are sufficient localizations remaining) as they negatively
affect the resolution of the resulting image. Since recording of the raw data can take anything from several minutes to several
hours, drift of the sample often becomes a serious issue. In the z-direction, it is usually counteracted by a perfect focus device.
xy-drift, however, needs to be corrected by processing the obtained data. Two common strategies of doing this are tracking
fiducial markers such as gold beads, visible in every frame of the recorded image series, and image cross-correlation [75].
When exploiting the first strategy, one corrects the positions of the localizations by the amount and direction the fiducial
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shifted in the corresponding frame from its original position at the beginning of the data acquisition.
As will be explained in section 2.6.2, the xy-shift between two otherwise identical images can be quantified by calculating
the image cross-correlation. Hereby, the position of the cross-correlation maximum with respect to the center, the 0,0-lag
corresponds to the amount of shift between the underlying images. For drift correction, this is exploited by cross-correlating
images reconstructed from subsections of the raw blinking data. This approach was applied on the data shown in this thesis
(chapter 4). The final step of the analysis is to render the localizations into an image. For that they are binned into pixels
which results in a 2D histogram of localizations. Often the histogram is convolved with a Gaussian probability density
function with volume and standard deviation equal to one (one pixel blur) as it was also done for the data presented in this
thesis. More precisly, localizations can be depicted as a Gaussian of volume one and the standard deviation equal to the
median localization precision of all localizations within the image or with the standard deviation equal to the localization
precision of each individual localization. The latter one gives the best impression of how well a structure is resolved. Figure
2.23 illustrates the steps involved in single-color 2D SMLM.
When recording two-color SMLM images, an additional processing step becomes necessary when the data was recorded in
spectrally separated channels. The two-color images presented in this thesis were recorded sequentially on the same camera
using different fluorophores, Alexa Fluor 647® and DyLight 755®. Differences and aberrations (spherical and chromatic,
magnification and rotation) between the two recordings were corrected by affine transformation. To this end an image of
immobilized fluorescent beads was recorded in both channels and used to register the localizations in the DyLight 755®
channel to the ones in the Alexa Fluor 647® channel.
Generally speaking, the axial position of single fluorophores cannot be determined from data obtained under standard widefield
illumination due to the symmetry of the PSF along the z-axis, which initially limited SMLM to imaging in 2D. However, in
2007, Huang et al. adopted an approach that was introduced by Kao et al. in 1994 for single particle tracking [76] to enable
SMLM in three dimensions [77]. By introducing a cylindrical lens into the detection beam path after the objective, the light
becomes asymmetrically focussed in the x- and y-direction depending on the z-position of the emitter relative to the objective.
This results in an asymmetrically elongated PSF in the xy-plane (Figure 2.24). The dependence of the PSF shape on the
axial position can be calibrated by recording a z-stack of a point source, such as a fluorescent bead, fitting its image for every
recorded plane with a Gaussian in x and in y, and determining the standard deviation of the Gaussians. From the obtained data
a calibration curve can be generated. It visualizes the dependence of the width of the Gaussians in the x- and in the y-direction
on the axial position of the emitter relative to the focal plane of the objective (Figure 2.24). For subsequent localization
measurements, the 3D position of single emitters can then be accurately determined by fitting its signal with a Gaussian in the
x- and in the y-direction and looking up the corresponding z-position in the calibration curve. The 3D SMLM data presented
in this thesis were obtained using this approach. Over time, alternative approaches to obtain 3D information in SMLM were
developed [78, 79].
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Figure 2.24: Illustration of how to achieve three dimensional images in single molecule localization microscopy by in-
troducing a cylindrical lens into the emission beam path
A) A schematic illustrating how the point spread function is shaped as a function of the axial position of a fluorophore relative
to the focus plane of the objective by introducing a cylindrical lens into the emission path.
B) Calibration curve obtained from single Alexa Fluor 647® molecules immobilized on a glass slide. Each data point rep-
resents the average of six molecules. It visualizes how the width of the PSF in the x- and y-dimension depend on the axial
position of the molecules relative to the focal plane of the objective.
From [77]; Reprinted with permission from AAAS
The optical resolution achieved by SMLM depends mainly on three parameters. The first two are the precision and the
accuracy with which individual molecules can be localized and the third is the molecular sampling rate, meaning the fraction
of molecules making up the structure that are successfully localized. These three parameters will be addressed in the following.





Where σPSF denotes the standard deviation of the 2D Gaussian fit to the PSF of the single molecule and N the number of
photons detected from the single molecule. In SMLM, a single molecule is usually blinking multiple times and the localization
precision of a single molecule can be determined by fitting the distribution of its localizations with a Gaussian and measuring
the full width at half maximum (FWHM) of the fit. This is often also taken as an estimation of the resolution analogue to the
diffraction-limited case in which the FWHM of the PSF is determined (compare Figure 2.23). Alternatively, the distribution
of the relative pairwise distances of the localizations of a single molecule or the distribution of nearest neighbor positions in
adjacent frames can be used as an estimate for the global localization precision [80].
The localization accuracy depends on the size of the labeling probe used which determines the offset of the detected fluo-
rophore from the target protein. Since current SMLM techniques are approaching a resolution in the single digit nanometer
regime, the size of the labeling probe is gaining increasing importance. Furthermore, a small probe size usually improves
labeling density and hence the molecular sampling rate. In recent years, smaller probes such as nanobodies have been intro-
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duced. For the experiments conducted for this thesis, the combination of primary + secondary antibody (~17.5 nm), primary
antibody + secondary Fab fragment (~11 nm) and nanobody (~4 nm) have been applied. Figure 2.25 illustrates the difference
between localization precision and localization accuracy.
Figure 2.25: Schematic illustration of localization precision versus localization accuracy
The black dot indicates the position of the target protein, gray dots indicate individual localizations
A) An illustration for an event with high localization precision but low localization accuracy
B) An illustration for an event with low localization precision but high localization accuracy
C) An illustration for an event with both high localization precision and high localization accuracy;
Note that the size of the labeling probe puts a lower limit on the achievable localization accuracy and the achieved localization
precision depends mainly on the number of photons emitted by the emitting molecule, the background and the pixel size of
the camera.
The molecular sampling rate largely depends on the labeling density of the structure. As previously mentioned, smaller
labeling probes generally increase this parameter. By applying the above mentioned Nyquist-Shannon sampling theorem
(section 2.3.2) to the molecular sampling rate of a structure in SMLM, the distance between successfully localized molecules
forming the target structure needs to be at least two-times smaller than the optical resolution to be obtained. For example, to
obtain an optical resolution of 10 nm, a localization at least every 5 nm is needed.
Different ways of measuring the resolution in SMLM can be found in the literature. One approach is to measure the FWHM
or the standard deviation from the distribution of all blinking events of a single molecule. A second frequently found approach
is to measure the peak-to-peak distance between two neighbouring resolved single molecules. Since these approaches only
quantify the resolution in a particular area of the image, methods to globally quantify the optical resolution of an image were
introduced recently [81, 82].
Important forms of SMLM implemented over time include: the above mentioned photoactivated localization microscopy
(PALM) [70], (direct) stochastic localization microscopy ((d)STORM) [83, 72], ground-state depletion with individual molecule
return (GSDIM) [84] and (DNA-) point accumulation for imaging in nanoscale topography ((DNA-)PAINT) [85, 68, 86] For
the experiments described in this thesis dSTORM and DNA-PAINT were applied. The following paragraphs will briefly sum-
marize their working principle and address some important aspects which need to be considered when working with them.
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direct Stochastic Optical Reconstruction Microscopy (dSTORM) dSTORM, introduced in 2008 [72], uses standard car-
bocyanine dyes, such as Alexa Fluor 647®, to achieve stochastic emitting of single molecules. In contrast to the above
introduced PALM, the fluorophore is fluorescent at the beginning of the experiment and needs to be efficiently transfered into
a non-fluorescent state. For this, the sample is illuminated with high laser power density (for the experiments presented in this
thesis, 10 kW/cm2 of 642 nm were used) in the presence of a reducing agent-containing buffer. For the described experiments,
a buffer containing the reducing agents mercaptoethylamine and β-mercaptoethanol was utilized. In addition the oxygen scav-
enger system protocatechuic acid (PCA)/protocatechuic dioxygenase (PCD) to deplete oxygen and reduce photobleaching as
well as cyclooctatetraene (COT) to stabilize the dye were used. Under these conditions, the majority of molecules is driven
into a long-lived non-fluorescent dark state. However, at the same time, a sparse subset of molecules returns into the fluores-
cent state, emitting fluorescence and can be localized. After a while, the emitting molecules are photobleached. At this point,
the sample is additionally excited with 405 nm laser light to reactivate molecules from the long-lived dark state by pushing
them into the ground state of S0 from where they can be reexcited and subsequently emit fluorescence (Figure 2.26). The
power of the 405 nm laser light hereby determines the amount of molecules returned into the ground state and consequently
the density of emitting molecules. In practice, the UV laser power is gradually increased, e.g. varying from 1 - 10 mW laser
output power, while ensuring that the density of emitting molecules allows for single molecule fitting. The number of blinking
events per molecule is limited (for Alexa Fluor 647® to ~10) and afterwards, the molecule is permanently photobleached. This
limits the number of times a single molecule can be localized.
dSTORM data usually is recorded using widefield illumination. The data recorded for this thesis were obtained on a the flat-
field-optimized widefield microscope in the laboratory of Professor Suliana Manley which offers homogenous illumination
over a 100 µm x 100 µm large field-of-view as described described in section 2.4.1.
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Figure 2.26: Simplified Jablonski diagram of the electronic transitions underlying the switching mechanism exploited
by dSTORM
The dye is excited from the ground state S0 into the first excited singlet state S1(λex). From here it can emit fluorescence
(λem) or undergo intersystem crossing (ISC) into the triplet state T1. From T1 it can react with oxygen and relax back into
the ground state. Alternatively it can react with a thiol to form a long-lived, non-fluorescent, semireduced dye radical (F.-).
Reacting with oxygen (O2) or irradiation with UV light pushes it back to the electronic ground state. Some fluorophores can
transition into the fully reduced leuco-form (FH) from where they can also transition back into the ground state by reacting
with oxygen.
DNA Point accumulation for imaging in nanoscale topography (DNA-PAINT) In 2006, Alexey Sharonov and Robin
M. Hochstrasser suggested a variation of SMLM in which individual molecules are identified through transient binding with
fluorophore-labeled molecules in solution, an approach which they called point accumulation for imaging in nanoscale to-
pography (PAINT) [85]. In 2010, Jungmann et al. introduced an implementation of this approach, named DNA-PAINT, in
which the target molecule is decorated with a short oligonucleotide (~7-10 nucleotides), the docking strand, usually by ap-
plication of a conjugated protein binder. This docking strand transiently interacts with a complementary fluorophore-labeled
oligonucleotide, the imager strand, in solution [68]. When imaging these interactions by TIRF or HILO, which both decrease
background, single hybridization events are detected as diffraction-limited signals on the camera. The duration of a single
hybridization event is long enough to enable capturing of sufficient photons on the camera during a single frame for the event
to appear as a diffraction-limited signal. Fluorophores in solution, in contrast, diffuse at such speed that the photons they emit
only contribute to background signal on the camera.
This approach has several advantages over the other existing SMLM implementations: First, the duration of a single binding
event can be adjusted such that it allows detection of all photons from the conjugated fluorophore, which directly translates
into a high localization precision according to equation 13. Secondly, the essentially unlimited amount of labeled imager
strands in solution eliminates the problem of photobleaching that limits the amount of available photons per molecule e.g. in
dSTORM. Third, since the specificity of the detected signal for a particular protein is encoded in the sequence of the interacting
oligonucleotides, a very large number of target molecules can be imaged sequentially with the number of targets being in
theory only limited by the number of orthogonal sequences and specific protein binders available. This translates directly into
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a fourth advantage, namely that the same fluorophore can be used for different targets, removing the difficulties arising from
chromatic abberations in spectrally multiplexed fluorescence imaging. A fifth advantage comes with the programmability of
the binding kinetics, which allows one to infer the number of underlying molecules from the blinking kinetics even though
the molecules are not specially resolvable, an approach named qPAINT [87].
Figure 2.27: Illustration of the principle of Exchange-(DNA-)PAINT
The target molecule is decorated with a short DNA oligonucleotide (docking strand) P1 which transiently interacts with
a fluorophore-labeled complementary DNA oligonucleotide in solution (imager strand) P1*. The binding and dissociation
creates an ON-OFF blinking pattern on the camera (lower part of the figure) that is used for localizing the molecule. After a
washing step, a second target molecule, decorated with a docking strand of a different sequence P2 can be imaged by applying
the complementary imager strand P2* in solution. Repetition of this process allows one to image a larger number of molecules
within the same sample, which, in principle is only limited by the amount of orthogonal oligonucleotide sequences available
(Pn). Overlaying the obtained images allows one to receive a multicolor super-resolution image (right part of the figure)
From [86]; Reprinted with permission from Nature Publishing Group.
Despite the numerous advantages, there are two main disadvantages of the original DNA-PAINT approach: First, the solu-
tion in which the sample is immersed contains dye-conjugated imager strands that, under widefield illumination, lead to an
increased background and thereby decrease the signal-to-noise ratio and the resulting localization precision. This problem
can be minimized by applying the above mentioned optical sectioning techniques (TIRF and HILO), but these are limited
to imaging at the surface or within a thin section through the cell. To address this limitation, sample-based strategies have
been suggested such as coupling a FRET acceptor dye to the docking strand and a donor dye to the imager strand [88], or the
use of imager strands that are quenched in solution and only emit light upon binding to the docking strand [89]. The second
major disadvantage is that DNA-PAINT measurements are time consuming. This is due to the single blinking/binding events
being long and that the frequency of binding cannot be simply increased by higher imager strand concentration, since that
would increase the background when using the original DNA-PAINT approach. This restricts the throughput of the method
and practically limits it to the recording of only a few field of views within a single imaging session. The above mentioned
approach based on a FRET pair at the docking and the imager strand or a quenched dye at the imager strand however al-
low to increase the imager concentration in solution without an increase in background. Since higher imager concentration
increases the frequency of the binding events this ultimately increases the imaging speed and the throughput of the method.
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Furthermore, the low imaging speed has been recently adressed by optimizing the sequence of the used oligonucleotides and
the buffer conditions [90, 91].
An additional problem worth mentioning is that the docking strands get damaged over time mainly due to the formation of
reactive oxygen species. In practice, this limits the maximal recording time and thereby the sampling of the binding sites and
the multiplexing capabilities. However, by addition of oxygen scavenging reagents to the imaging buffer in combination with
a triplet quencher, this problem can be efficiently suppressed [92].
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2.6 Fluorescence correlation spectroscopy
Data recorded on fluorescence microscopes can also be analysed in terms of intensity fluctuations within the signal. The
related methods are summarized under the term “fluorescence fluctuation spectroscopy” (FFS). In the following the three FFS
methods applied during this thesis are described.
2.6.1 Single-point fluorescence correlation spectroscopy
The methodology of fluorescence correlation spectroscopy (FCS) was introduced in 1972 by Magde, Elson and Webb [93, 94,
95]. It extracts information from fluctuations in a fluorescence signal. Typically one observes the movement of fluorescent
particles through an observation volume. Since these fluctuations are most pronounced when looking at a small number of par-
ticles, it took until the combination with the confocal microscope, characterized by its detection volume of about 1 femtoliter,
for the method to be widely applied [96]. Nowadays, the idiom single-point fluorescence correlation spectroscopy refers to the
method of correlating the temporal fluorescence fluctuations in a photon stream detected from a stationary confocal volume
(Figure 2.28A). The method is most sensitive in the concentration range from ~ 1 pM to ~ 200 nM. To extract information
about the processes underlying the fluctuations, the temporal autocorrelation function G(τ) of the photon stream is calculated
according to equation 14 in which I(t) is the photon count rate at time point t and I(t + τ) is the photon count rate at time
point t plus the lag time τ , typically given in seconds. The angle brackets describe the average across all time points t.
G(τ) =
〈I (t) I (t + τ)〉t
〈I (t)〉2t
−1 (14)
G(τ) can also be defined in terms of the fluctuations of the detected fluorescence signal δ I(t) which are defined as:
δ I(t) = I(t)−〈I(t)〉t (15)
G(τ) is then expressed as:
G(τ) =
〈δ I (t)δ I (t + τ)〉t
〈I (t)〉2t
(16)
Plotting G(τ) against τ on a logarithmic scale results in a characteristic FCS curve, which, usually approaches zero for
increasing lag times. Intuitively explained the correlation function describes the self-similarity of the fluctuating signal on
different time scales. From this perspective, it makes sense that it has a maximum value for short lag times and drops to
zero with increasing lag time, if the motion underlying the fluctuations is random. There are a large number of processes that
can lead to fluctuations in the underlying photon stream which, if correlated, all show up in the correlation curve. The most
common application though is to analyse the fluctuations arising from a fluorescent species diffusing through the confocal
volume. Considering only the fluctuations in the detected signal arising from translational diffusion, the maximum amplitude
of the autocorrelation function is inversely proportional to the average number of independent fluorescent species N in the
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The detection volume of a confocal microscope can be well approximated by a 3D Gaussian. For this case γ equals 2−
2
3 .
When the volume of the confocal volume is known, this number can be converted into a concentration.
The lag time for which G(τ) drops to half of the maximum amplitude corresponds approximately to the average lateral
diffusion time, τD, of the diffusing species (when only correlations due to translational diffusion are considered). The radial
size ωr of the confocal detection volume is defined as the distance at which the excitation intensity decreases to e−2 relative
to the intensity at the center of the confocal volume. When ωr is known, the diffusion coefficient D of the diffusing species





For free 3D translational diffusion of a single fluorescent species through the confocal volume, approximated by a 3D Gaus-














where ωz denotes the distance in the axial direction at which the intensity decreases to e−2 relative to the intensity at the center
of the confocal volume.
Figure 2.28 depicts a typical FCS curve obtained for Atto 565 in water diffusing through the confocal detection volume at
37°C.
Figure 2.28: Illustration of single-point fluorescence correlation spectroscopy
A) Graphical illustration of the diffusion of a dye (red) through the confocal volume. The excitation volume is shown in green
and the detection volume in yellow.
B) Autocorrelation function of a single-point fluorescence correlation spectroscopy (FCS) measurement of Atto 565® diffusing
in water. The dots represent the measured data and the solid line is a fit with the function for free 3D diffusion (equation 19).
The upper graph shows the weighted residuals of the fit. Error bars indicate the standard deviation of the measured data points
derived from FCS curves calculated for the individual time bins of the underlying photon stream.
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When the fluctuations are not due to simple free 3D diffusion of a single species through the confocal volume, the above
equation will not fit well to the data and a different model function needs to be applied. At time lags shorter than approximately
2 x 10-6 seconds, additional processes typically contribute to the measured fluctuations, namely fluorophore blinking due to
intersystem crossing into a dark triplet state, molecular rotation and antibunching. Those processes can also be analysed on the
basis of the information contained in the FCS curve. In general, FCS cannot access processes happening below ~ 10 ns due to
a lack of available photons and the maximum timescale is limited by the time a species spends in the confocal volume. During
the course of this thesis, single-point FCS was used to verify the correct alignment of the laser scanning confocal microscope
before recording RICS data (chapter 5 and appendix A) and to check whether there was free dye in a solution containing a
self-labeled nanobody (chapter 4).
The ability to monitor the diffusion coefficient of a species by FCS can also be exploited to investigate interaction of molecules
in solution. If two species that are very different in size interact and the diffusion of the smaller species is monitored, this
interaction can be observed as an increase of the measured diffusion coefficient. However the interaction of two molecules
which are similar in size cannot be precisely monitored by this approach since a doubling of the molecular weight of the
diffusing species only leads to a 26% change of its diffusion coefficient. In these cases single-point fluorescence cross-
correlation spectroscopy (FCCS) is a much more sensitve approach. It cross-correlates the signal of two differently fluorescent
species diffusing through the confocal volume. The corresponding cross-correlation curve only shows an amplitude if the two
fluorescent species exhibit correlated movement through the detection volume which is an indication for an interaction of the
molecules.
55
2.6 Fluorescence correlation spectroscopy 2 THEORY AND METHODS
2.6.2 Image correlation spectroscopy
While in single-point FCS the temporal correlation of fluorescence fluctuations is calculated, image correlation spectroscopy
(ICS) correlates fluctuations of pixel intensity values within an image in space. For an ergodic process, for which the time
average is equal to the ensemble average, single-point FCS and ICS contain the same information. ICS was invented by
Petersen et al. in 1993 [97]. The 2D image correlation function GS is given by the equation:
GS (ξ ,ψ) =
〈Ii (x,y) I j (x+ξ , y+ψ)〉x,y
〈Ii (x,y)〉x,y〈I j (x,y)〉x,y
−1 (20)
It depends on the spatial lag variables ξ and ψ along the x and y dimension of the image I(x,y), respectively. The angled
brackets indicate the average over all spatial positions. When image i (Ii) and j (I j) are the same, GS is denoted as the image
auto-correlation function. Otherwise, GS represents the image cross-correlation function [98]. A schematic representation of
how the correlation is calculated is depicted in Figure 2.29.
Figure 2.29: Schematic illustration of image correlation spectroscopy
Calculation of the image correlation between two images results in a correlation function from which spatial similarities
between the images as well as the average number of independent particles within the PSF of the microscope can be derived.
ξ and ψ denote the spatial shift variables along the x- and the y-dimension of the image, respectively. The SACF is color-
coded according to the correlation value with blue representing low correlation and red representing high correlation. As
an example the image autocorrelation function of single-molecule blinking events recorded on a resting THP-1 cell stained
against the ASC protein with a primary anti-ASC antibody and a secondary Alexa Fluor 647®-cojugated Fab fragment is
shown. The central line observable in the correlation function is due to a correlation of pixels on the sCMOS camera used for
data recording.
The amplitude of the autocorrelation function at zero spatial lag in both dimensions is inversely proportional to the average
number of independent fluorescently-labeled particles N in the observation volume of the microscope on which the image was
taken. The shape of the correlation function represents the convolution of the average size and shape of these species with the
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PSF of the microscope. Consequently, information about the size and shape of the particles can be obtained by deconvolving
the autocorrelation function with the PSF. However in practice a deconvolution only makes sense for particles whose size is on
the order of the size of the PSF, since for particles larger than the PSF, the shape of the correlation function already represents
the average size and shape of the particles and for particles much smaller than the PSF the deconvolution does not give reliable
results. For randomly distributed particles much smaller than the PSF, the ICS function, GS, can be approximated with a 2D














As for single-point FCS, γ here denotes the shape factor of the PSF which is 2−
2
3 for a 3D Gaussian and 2−1 for a 2D
Gaussian (which would apply, for example, for measurements on a cell membrane). N is the average number of independent
fluorescently-labeled objects in the observation volume, δr the pixel size, ωr the radial size of the observation volume measured
as the radius at which the intensity decreases to e−2 relative to the intensity at the center of the excitation volume, and ξ and
ψ are the spatial lags along the x- and y-dimension of the image, respectively. The amplitude of the 2D Gaussian is equal to γ
over the average number of independent fluorescently-labeled objects in the observation volume N. From the obtained values
for N and ωr the average (cluster) density CD of independent fluorescently-labeled objects within the observation volume can





When the image analysed by the classical ICS algorithm described here was obtained on a laser scanning microscope, there
should be no movement of the fluorescent particles within the image or it has to be very slow. An algorithm to extract
information regarding moving particles from an image obtained on a laser scanning confocal setup will be described in the
subsequent section.
A characteristic of the image cross-correlation function is that a spatial shift between two otherwise identical images shows
up as a shift of the correlation maximum. The distance the maximum is shifted from the center equals the amount of shift
between the images while the direction of the deviation shows the direction in which the images are shifted. A prerequisite
for the described method to work is that the PSF of the microscope is sufficiently sampled by pixels.
Provided that the sampling is sufficient the cross-correlation between two images only shows an amplitude when there are
spatial similarities within the input images. In practice, image cross-correlation is frequently applied to evaluate colocalization
of signals in two images of the same field of view detected in different fluorescence channels. During the course of this thesis,
image cross-correlation spectroscopy was applied to evaluate the colocalization between spectrally separated images recorded
on foamy virus particles and to correct for the drift occuring during dSTORM and DNA-PAINT data acquisition, as mentioned
in section 2.5, and commonly done for SMLM data.
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2.6.3 Raster image correlation spectroscopy
The method of single-point FCS described in section 2.6.1 provides high temporal resolution, but lacks spatial information.
ICS, described in section 2.6.2, on the other hand, yields spatial but no temporal information. Raster image correlation spec-
troscopy (RICS), which is an extension of ICS, fills this information gap [99, 100]. It allows determination of the concentration
and mobility of fluorescently-tagged molecules inside single living cells. Figure 2.30 graphically illustrates the recording, cor-
relation and fitting of RICS data. Being performed on image data obtained by a laser scanning confocal microscope, such
as the home-built setup described in section 2.4.3, it takes advantage of the fact that the image is acquired by scanning a
laser focus over the sample. This introduces a time structure into the image since different parts of the image are acquired at
different times. More precisely, the image is built up by continuously scanning the excitation beam across the sample until
the end of the line is reached at which point the excitation beam is quickly retracted, shifted by one pixel in the perpendicular
direction and scanned along the next line (Figure 2.30A). Generating the image in such way (i.e. raster scanning) introduces a
fast and a slow time axis that are determined by the pixel time τp and the line time τl . For molecules moving on the timescale
of the scanning process, the diffusion coefficient as well as the average number of molecules inside the confocal volume can
be determined. To extract this information, a spatial correlation function is calculated according to the previously mentioned
formula for ICS (equation 20). The results are commonly plotted in a 3-dimensional graph in which the x-axis describes the
direction of the line scan, adjacent lines fall on the y-axis and the correlation amplitude at a given pixel x,y is denoted in z.
Generally speaking the diffusion coefficient is encoded in the shape of the correlation function and the amplitude is equal to
γ over the average number of molecules inside the focus of the microscope. The speed at which the fluorescent species in
the sample moves with respect to the scanning speed is reflected in the shape of the correlation function along the x- and the
y-axis. For example a species moving fast, relative to the movement of the beam in the x-direction, leads to a steep decay
of the function along the x-axis but might show up as a tail of the function in this dimension for higher lag-values. The
pixel dwell time is usually chosen in the microsecond range, the time between adjacent lines (line time plus retrace time), in
the millisecond range and the frame time in the range of seconds. In theory, a single image frame is sufficient to calculate
this function. In pratice, however, multiple frames are recorded and the average correlation function is calculated to increase
statistics (Figure 2.30C, D).
RICS is used to extract information about diffusing species in a sample. If applied to extract the movement of diffusing
species within a cell, the static or very slow moving cell components correlate and overlay with the correlations due to the
movement of the fluorescent species. To extract just the correlations which are due to the movement of the fluorescent species a
moving average of the acquired image frames is subtracted from each image frame before the spatial correlation is calculated.
This filters out species not moving within the time span of the moving average window. Taking a moving average instead
of a global average is necessary to account for the slow moving cell components. After subtracting a moving average the
correlation function tends to fluctuate a lot since the denominator is close to zero. Hence, a constant, usually the total mean
of all frames and pixels, is added. Of course, after this correction, the amplitude of the correlation is no longer equal to γ over
the average number of molecules inside the focus and a correction factor needs to be introduced to extract this information.
For free 3D diffusion and approximating the confocal excitation volume with a 3D Gaussian, the correlation can be fitted
with the function G(ξ ,ψ) (equation 23) from which the diffusion coefficient D and, in case no moving average correction is
applied, the average number of fluorescent molecules inside the confocal volume N can be derived.
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(23)
RICS is especially suitable to quantify diffusion processes on the subsecond timescale.
With the recently introduced extension Arbitrary-region RICS (ARICS) [101], it is now possible to measure these parameters
in freely selectable regions of the image (Figure 2.30B). This allows, for example, comparison of the behavior of tagged
molecules within different regions inside a cell.
When applied to cells in which two molecules are labeled with different fluorophores, as in one of the projects described in
this thesis (chapter 5), a spatial cross-correlation function can be calculated to probe for interaction between the two species
(cross-correlation (cc)RICS) [102]. The wavelength-dependent shift between the focus volumes δx and δy [103] is taken



















ω2r +(4D(τpξ + τlψ))
 (24)
where the variables are defined as denoted previously. As mentioned for single-point FCCS, this approach allows for very
sensitive detection of interactions between two fluorescent species since the correlation function only shows significant signal
when there is an interaction between the cross-correlated molecules.
In the course of this thesis, RICS was applied to address two different biological questions, which are described in chapter 5
and the appendix A, respectively.
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Figure 2.30: Illustration of the steps involved in raster image correlation spectroscopy
As an example the analysis of the diffusion of the protein ASC-TagRFP in the cytoplasm of BlaER1 cells is depicted (see also
appendix A).
A) Schematic drawing of the raster image correlation spectroscopy (RICS) data acquisition process. A cell in which a
fluorescently-tagged species is diffusing is raster-scanned on a confocal microscope setup introducing a time structure into the
data. The commonly associated time scales are indicated.
B) For the analysis illustrated here the ARICS approach was chosen. The region to analyse was obtained by manually seg-
menting the cell outline in the obtained image series and pixels overlayed in red were excluded from the analysis. Note that
this step is not essential for a RICS analysis and could be omitted.
C) An illustration of the obtained spatial autocorrelation function (SACF) determined for each frame of the image series; the
spatial lag variables along the x- and y-axis, ξ and ψ , are indicated. The SACF is color-coded according to the correlation
value with blue representing low correlation and red representing high correlation.
D) The average autocorrelation obtained from the individual correlations of the entire image stack. The colors encode the
same as in C).
E) An illustration of the fit of the spatial autocorrelation with a diffusion model. Weighted residuals of the fit are color-coded
from negtive values in blue to positive values in red. RICS allows determination of the average diffusion coefficient D and the
average number of fluorescently-labeled molecules within the focus N.
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2.6.4 Time-correlated single photon counting with pulsed-interleaved excitation
The sensitivity of FCCS using parallel laser excitation can be decreased by the spectral cross-talk between the fluorophores
used. It denotes the leakage of emission photons from the shorter wavelength fluorophore into emission channel of the longer
wavelength fluorophore (Figure 2.31A). When measuring the cross-correlation between two fluorescent species, cross-talk
leads to a cross-correlation which is not due to processes in the sample but has technical reasons. Although it is possible to
correct for this by factoring the fraction of cross-talk into the calculation of the cross-correlation function, a low number of
cross-correlating molecules might be missed by this operation. Leakage of photons originating from the longer wavelength
fluorophore into the channel of the shorter wavelength is normally not a problem since it can usually be avoided by the use of
appropriate emission filters. For data recorded on a confocal microscope equipped with the suitable hardware, cross-talk can
be circumvented using a method called pulsed interleaved excitation (PIE) [39, 40] in combination with time-correlated single
photon counting (TCSPC) detection [38]. In PIE, subnanosecond pulsed lasers used for excitation are delayed with respect to
each other by 12-20 nanoseconds, which is equivalent to about 4-5 times the fluorescence lifetime of the fluorophores used.
Generally this is achieved by the first laser serving as the master clock and triggering the second laser, which is electronically
delayed. Consequently, the respective fluorophores present in the sample are excited at different time points and their emitted
photons also arrive at the detector in different time windows (Figure 2.31B). The detector registers the arrival of single photons
and converts them into an electrical signal. These pulses are registered by the TCSPC electronics, which records the photon
arrival time. The master clock starts sending clock ticks at a constant frequency at the beginning of the experiment which are
registered by a TCSPC card. For each photon, the card records the macro- and the microtime relative to the clock ticks. The
macrotime is given by the number of ticks registered by the card since the beginning of the experiment and gives information
about the photon arrival on the 10 - 100 ns time scale. The more precise microtime (with accuracies of a few picoseconds)
is the time between the photon arrival and the previous or the following clock tick. The photon arrival time is the sum of
the macro- and the microtime. Figure 2.31C shows a scheme depicting the determination of the photon arrival time. In the
analysis software, the number of registered photons is plotted in a histogram against the microtime or photon arrival time for
each detector (Figure 2.31D). This excitation and detection scheme allows one to separate emission photons not only based
on their wavelength by means of an emission dichroic but also by the exciting laser. For the setup used in this thesis, four PIE
channels, assuming a hypothetical measurement with a green and a red fluorophore, can be distinguished: Green photons after
green excitation, red photons after red excitation, red photons after green excitation and green photons after red excitation.
The latter can normally be omitted since the red laser typically does not excite the green dye and there is no significant overlap
between the red emission spectrum and the green emission filter, as mentioned above. Cross-correlating only green photons
after green excitation and red photons after red excitation avoids the artificial cross-correlation signal due to cross-talk and
thereby enables a more sensitive cross-correlation analysis. The cross-correlation RICS measurements performed during the
course of this thesis and described in chapter 5 illustrate this benefit well.
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Figure 2.31: Principle of time-correlated single photon counting with pulsed-interleaved excitation for cross-talk free
imaging of eGFP and mScarlet
A) Excitation and emission spectra of eGFP (blue + green) and mScarlet (orange + red) overlayed with the spectra of the
applied filters (gray) and the lasers used for excitation of the fluorescent proteins; area plotted in solid neon green illustrates
cross-talk from eGFP into the mScarlet emission channel
B) Schematic representation of the timing in a pulsed-interleaved excitation (PIE) experiment. A sync pulse which sets
the repetition rate, determines the triggering of two lasers (green and red) with a time delay of 12 - 20 nanoseconds. The
fluorescence emission is spectrally split between two detectors (a detecor that registers photons in the green part of the
electromagnetic spectrum and a detecor that registers photons in the red part of the electromagnetic spectrum). Registering
the photon arrival time on both detectors with respect to the exciting laser pulses allows to define four PIE channels: Green
photons after green excitation (GG), green photons after red excitation (RG), red photons after green excitation (GR) and red
photons after red excitation (RR).
C) Schematic representation of the photon arrival time determination using time-correlated single photon counting (TCSPC)
detection. For each photon, the detector registers a macro- and a microtime. The macrotime is determined as the number of
sync ticks since the beginning of the experiment and the microtime is the time passed in between the photon registration and
the previous sync tick; TAC: time-to-amplitude converter; TDC: time-to-digital converter
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Continued Figure 2.31: D) Histograms of photon arrival times obtained by measuring a mixture of Atto 488® and Atto 565®
in water on the confocal microscope setup described in section 2.4.3 using TCSPC in combination with PIE. Overlayed onto
the histograms are the respective PIE channels as defined in B).
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3 Tracking image correlation of foamy virus
Publication underlying this chapter (to be found in appendix B, section B.1):
Identification of an Intermediate Step in Foamy Virus Fusion. by Aurélie Dupont*, Ivo M. Glück*, Dorothee Ponti,
Kristin Stirnnagel, Sylvia Hütter, Florian Perrotton, Nicole Stanke, Stefanie Richter, Dirk Lindemann, and Don C. Lamb.
Viruses, 12(12), 1472 (2020).
*These authors contributed equally.
3.1 Biological background
Foamy viruses belong to the family of Retroviridae in which they fall into the subfamily of Spumaretrovirinae [104]. They are
thought to be the oldest retroviruses and were originally observed in animals. As all retroviruses, they are enveloped viruses
and contain a single-stranded RNA genome of positive polarity. A hallmark of foamy viruses is their broad cell tropism. The
exact mechanism by which the foamy virus particles enter host cells remains to be elucidated. It has been shown that they
attach to heparan sulfate [105] and the engagement of a currently unknown receptor on the cell surface is assumed. The virus
particles are mostly taken up by receptor-mediated endocytosis. Release of the capsid into the cytoplasm is thought to be
mediated by a pH-dependent mechanism involving the viral glycoprotein Env [106] which is incorporated into the envelope
of the virus. Once released, the capsid is transported via dynein on microtubules towards the microtubule-organizing center
(MTOC) where viral capsids accumulate [107]. Disassembly of the capsid through viral and cellular proteases seems to be
cell cycle-dependent and nuclear import of the viral preintegration complex presumably requires break down of the nuclear
membrane [108, 109, 110]. After entering the proviral stage, viral messenger RNA (mRNA) is produced and exported into
the cytoplasm where translation into the viral proteins takes place. An exception are the viral glycoproteins whose mRNA
is translated at the rough endoplasmatic reticulum. These proteins enter the secretory pathway [111]. Capsid preassembly
takes place at the MTOC and reverse transcription of the viral mRNA mostly occurs within the formed capsid rendering those
particles infectious [112, 113, 114]. Budding of the particles mostly occurs from intracellular membranes and release of viral
particles is dependent on the Env protein. However, subviral particles without capsid are observed [115, 116]. Virus release is
mediated via the cellular machinery of vacuolar protein sorting (Vps) [117, 118].
The only foamy virus species known to infect humans is the prototype foamy virus (PFV), which was previously classified
as human foamy virus (HFV). Later on it was recognized to orignate from a chimpanzee that zoonotically infected a human
[119, 120, 121, 122, 123]. One characteristic of foamy viruses is the apparent apathogenicity in their original host as well as
zoonotically infected humans, which along with their ability to integrate into the host cell genome, makes them an interesting
potential vector for gene therapy. However, a much better understanding of the viral replication cycle is needed for such an
application to be put into practise.
The work conducted during the course of this thesis contributed to this aim by addressing a step in foamy virus fusion using
single virus tracking (section 2.4.5). It was carried out in collaboration with the research group of Professor Lindemann at the
Technische Universität Dresden, Germany.
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3.2 Additional Materials and Methods
This section provides experimental details, that go beyond what is given in the attached paper.
3.2.1 Sample preparation and data recording
To study the infection process of single virus particles into cells, we exploited the high sensitivity and speed of fluorescence
spinning-disk microscopy (section 2.4.4). To mimic physiological virus infection and, at the same time, enable virus particle
detection on a fluorescence microscope Professor Dirk Lindemann and coworkers generated foamy virus particles containing
PFV-Gag (the Gag protein is part of the viral capsid) and Env from either PFV or macaque simian foamy virus (SFVmac)
origin, which were labeled with different fluorescent proteins at the Gag and Env protein. We decided to utilize HeLa cells to
study the fusion process since previous studies showed that this cell line is susceptible to foamy virus infections. The following
briefly describes the experimental procedure applied. Details of the procedure were adjusted during the experiments and hence
the protocol presented here slightly varies from the one presented in the manuscript underlying this chapter of the thesis. If
not stated differently, all reagents were purchased from Thermo Fisher Scientific, Massachusetts, USA.
HeLa cells were cultivated at 37°C in 5% CO2 atmosphere in Dulbecco’s Modified Eagle Medium (DMEM-Glutamax (high
glucose, + pyruvate, 31966021), supplemented with 10% (v/v) heat-inactivated fetal bovine serum (FBS) (10500064) and split
every 2-3 days. One day prior to the experiment, 2 x 104 cells/well were seeded in 8-well microscopy slides (Nunc LabTek II,
154534PK) coated with collagen A-solution (C4243, Sigma-Aldrich, St. Louis, MO, USA) according to the manufacturer’s
protocol to improve cell adhesion. On the day of the experiment, cells were kept for 5 minutes at 10°C. Cooling of the cells
to 10°C was performed on a ThermoMixer C (Eppendorf, Hamburg, Germany) to ensure reproducible temperature without
harming the cells. Subsequently, the cells were washed once with Leibovitz’s L15 medium without phenol red (21083027) and
without FBS at 10°C, and diluted foamy virus particles were added. For these experiments, frozen cell supernatants containing
virus particles were thawn on ice, centrifuged at 1200 rpm at 4 °C for 5 minutes to separate off virus aggregates and 5 µl virus
supernatant, pipetted from the top of the liquid, was mixed with 200 µl L15 medium without phenol red and without FBS
at 10°C. Initial experiments applied concentrated particles in medium containing FBS. Since both, the concentration and the
FBS, lead to aggregation of the particles this was adjusted in later experiments of the study. To allow for virus attachment to
the cell membrane while preventing virus uptake, the sample was immediately incubated at 10°C for 8 mins. Initially cells
were cooled on ice to approximately 4 °C. Since cooling of the cells to 10 °C turned out to be sufficient to prevent virus uptake
and lowered the risk of harming the cells this temperature was chosen in later experiments. To remove floating, non-attached
particles, the cells were washed once with L15 medium of 10°C and 300 µl fresh L15 medium was added. The sample was
directly transferred to the microscope stage, which had been pre-warmed to 37°C beforehand. A cell to with a suitable amount
of virions bound, usually 40 - 80 particles, was selected for imaging data recording was started immediately.
Experiments were performed on the home-built spinning disk setup described in section 2.4.4. Virus particles were excited
in parallel with lasers matching the excitation spectrum of the fluorescent proteins attached to the Gag and Env protein,
respectively. The laser power was optimized such that photobleaching was minimized to allow maximum observation time
of the virus particles while still maintaining sufficient signal-to-noise for virus particle tracking. To follow virus fusion in
all three spatial dimensions as well as over time, z-stacks of single virus-decorated cells were recorded for up to 20 mins.
The z-planes were spaced by 300 nm to ensure sufficient oversampling to achieve the maximum resolution determined by the
optics of the microscope while minimizing sample photobleaching. The number of recorded z-planes was adjusted to cover
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the entire cell volume and was usually between 20 and 30 planes. For the microscope setup, a frame transfer period of 36 ms
was needed after every camera frame. To keep measurements comparable with previously conducted experiments, the camera
exposure time was set to 130 ms resulting in a interframe time of 166 ms. Axial drift during data acquisiton was counteracted
by the perfect focus system of the setup controlled by the microscope control software, which automatically readjusted the
focus after a certain number of acquired z-stacks. The frequency of focus adjustment was determined empirically and usually a
readjustment was performed every ten stacks. During focus readjustment, data acquisition was paused. Since the time needed
by the microscope mechanics to readjust the focus was not regular, the microscope control software recorded timestamps for
every camera frame. These timestamps were saved in a file along with the data. This file was loaded into the custom software
used for the analysis of the obtained data. The data analysis will be explained in the following section.
3.2.2 Data analysis and the TrIC software
In the recorded movies, single virus particles were visible as diffraction-limited spherical signals, and for fully assembled
virus particles the capsid and envelope signals colocalized in the two recorded channels. The custom-written image analysis
applied to the data was based on tracking the signal of individual viruses in one channel while following the intensity in both
channels for the single virus particles as they infect the recorded cell. In the data, such an event was visible as a transition
from the Gag and Env fluorescence signals colocalizing while the virus particle is complete to both signals separating as the
viral envelope fuses with a cellular membrane. Since we were aiming to investigate also the virus infection steps subsequent
to membrane fusion, we tracked the capsid signal to follow single particles.
The applied image analysis algorithms are part of a MATLAB-software developed in our research group called Tracking Im-
age Correlation (TrIC). It was invented by Dupont et al. [56] and the main underlying analysis algorithms were implemented
by Dr. Aurélie Dupont (currently affiliated with the Université Grenoble Alpes, Grenoble, France). During the course of this
thesis, my coworker Chen Qian and I revised and extended the software. The following briefly describes the workflow of a
TrIC analysis, the underlying algorithms and the extensions that were implemented during the preparation of this thesis.
After starting the software, the user is presented with a graphical user interface (GUI) showing user controls on the right of
the window and several data depiction panels on the left (Figure 3.1). The main inputs into the software are the acquired raw
image data and the corresponding 2D tracks of the virus particles. At the beginning of my PhD, virus particles were tracked
manually and the tracks were loaded into and analyzed by the TrIC software, one at a time. In order to increase statistics,
and to avoid the time consuming, tedious step of manual tracking, I extended the software with the capability to load tracks
obtained by the TrackMate ImageJ plugin [124]. Furthermore, a batch processing option enabling the loading of tracked data
obtained on multiple cells was added.
To begin the analysis, the user has to enter the following information about the acquired data and the type of analysis to be
done into the GUI (Figure 3.1, (1)):
1. Whether to run a 2D or 3D analysis
2. Whether to run the analysis on a single track or multiple tracks obtained on one cell or multiple tracks obtained on
multiple cells
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3. Whether to remove the first stack and the first frame of each stack (this option was implemented since an error in the
microscope control software leads to an incorrect recording of those frames)
4. The number of z-slices recorded per z-stack (when chosing the multicell batch analysis option the user is asked for this
information for every loaded cell)
5. The time interval between frames in seconds or the information that the data was recorded using the perfect focus
system of the microscope (when the second option is chosen, the user will be askes to load a separate file containing the
timestamps of every frame)
6. The channel in which the particle was tracked (generally, the capsid channel was chosen as explained above)
7. The z-step size in µm
8. The pixel size in µm
9. The minimum length a track needs to have to be included into the analysis in frames
Typically, the next step in the workflow is to generate a so called transformation matrix (Figure 3.1, (2)). Imperfect alignment
of optical elements and optical aberrations lead to an unavoidable shift between the two recorded spectral channels. To still
evaluate colocalization between the two channels with high accuracy, the TrIC analysis applies a geometrical transformation,
stored in the form of a transformation matrix, to correct for the shift by transforming the coordinates obtained on the tracked
channel to match the non-tracked channel. Of note, the raw image data is not altered in this step. Upon clicking the button
“Generate transformation matrix”, the user is asked to select a calibration image recorded in both channels. Usually, an image
of the regular pattern of bright spots of the non-rotating Nipkow disk, which was recorded prior to data acquisition, is used for
this purpose. Alternatively, an image of beads could be used. The underlying algorithm, implemented by my coworker Chen
Qian, identifies bright features in the image based on intensity and area, and then determines their centroid position. Using
a k-nearest neighbors search and an additional step of image cross-correlation spectroscopy, the corresponding peaks in both
channels are identified and the geometric transformation needed to match the features is calculated.
Next, the user clicks the button “Select files for analysis” (Figure 3.1, (3)) and is asked to select:
1. The image data obtained on the microscope in the tracked and the untracked channel
2. A file containing the xy-coordinates of the individual tracks for each frame of the recorded image series obtained by
manual tracking or the TrackMate plugin (these coordinates were obtained by calculating the maximum projection of
the z-stacks in the recorded data and performing 2D tracking on the resulting image series.)
3. In case the data were recorded using the perfect focus system: a file containing the time stamps
4. The transformation matrix generated to correct for the xy-shift between the detection channels
5. The directory where the analysis results are to be saved
Loading of the files is started by clicking the button “Load files for analysis” (Figure 3.1, (4)), which might take a while,
depending on the size of the image data set. The analysis is started by clicking “Run analysis” (Figure 3.1, (5)). Afterwards,
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the software automatically executes a number of algorithms for every loaded track. These algorithms are briefly explained
below. Analysis steps evaluating the data in 2D are generally performed on the maximum projection of every recorded z-stack.
When the 2D analysis option is selected for the analysis, steps involving evaluation of the z-stack are skipped.
In the first step, the xy-coordinates of the track loaded into the software are refind by a least-squares fitting of the pixel intensity
values within a 9 x 9 pixel box around the initial coordinate with a 2D Gaussian given by:
















c3: x-coordinate of the Gaussain maximum
c4: standard deviation in x
c5: y-coordinate of the Gaussain maximum
c6: standard deviation in y
The x- and y-coordinate of the Gaussian maximum are taken as the refined subpixel-precise location of the particle.
The following step takes a box of 7x7 pixels around the xy-coordinate loaded into the software and determines the z-plane of
the z-stack with the highest mean pixel intensity within that box. A box in z of four planes around the determined z-plane (two
planes above and two below) is taken and the mean pixel intensity values per plane (obtained from the 7x7 pixels large xy-box









m: position of the maximum
s: standard deviation
The obtained value for m is taken as the precise z-coordinate of the track with sub-plane resolution. The precision with which
the position of the particle can be determined in x, y and z (tracking precision) follows equation 13 and, hence, is dependent on
the number of detected photons, the standard deviation of the detected signal, the background and the pixel size. The precision
was estimated to be 30 nm in xy and 40 nm in z.
After refinement of the track in all three spatial dimensions, more specific characteristics of the track are determined. Since
the different stages in virus infection are often characterized by their type of motion and speed, the software next calculates
the instantaneous velocity of the particle by dividing the distance the particle moved between frames by the corresponding
time interval.
The following steps constitute the core functionality of the analysis and are mainly aimed at determining the time point of
virus fusion. The analysis monitors whether the particle is fully assembled along the track by determining the degree of
colocalization between the fluorescence signals originating from the viral capsid and the viral envelope. Since colocalization
analyses, based on intensity, require a high signal-to-noise ratio in order to give reliable results, the TrIC software evaluates
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colocalization based on image cross-correlation. Here, the noise level plays less of a role since it does not correlate rendering
this approach more sensitve. This is especially valuable for single particle tracking where data is often recorded with a low
signal-to-noise ratio as the number of fluorophores per particle is comparably low and/or one aims to obtain signal from the
particle for as long as possible and hence a low excitation power is applied to minimize photobleaching. The colocalization
analysis starts by calculating the 3D image cross-correlation between both channels within a 21 x 21 pixels large region around
the previously determined xy-particle coordinate for each z-stack of the data set. Subsequently, the maximum correlation
amplitude for the entire stack is determined and its subvoxel accurate xyz-position is calculated by Gaussian fitting. The xy-
coordinate is determined by fitting the z-plane containing the maximum correlation with a 2D Gaussian and the z-coordinate is
determined by fitting the maximum correlation values of each plane with a 1D Gaussian. All correlation values are normalized
to 1. In the analysis, the maximum amplitude of the image correlation as well as its shift from the center, the 0,0,0-lag are
evaluated for every stack of the recorded movie. If the maximum of the cross-correlation amplitude is located near the origin,
this indicates that the capsid and envelope signal are colocalizing and hence indicates that the virus is fully assembled (Note
that this assumption does not always hold true. For example for viruses with an elongated envelope the particle might still
be fully assembled although the capsid and envelope signals are not colocalizing. On the other hand a virion might not be
fully assembled but the capsid and envelope might still colocalize.). A shift of the cross-correlation maximum from the origin,
however, represents a shift between the fluorescent signal of the underlying images. The amount of the shift of the cross-
correlation function corresponds to the amount of shift between the images. During the TrIC analysis, this effect becomes
apparent when the capsid and envelope signal separate while still both being located within the observation box and it allows
one to determine the relative distance between the two signals. The accuracy with which the distance between the signals
can be determined was evaluated by tracking a fusion incompetend virus mutant. The average measured distance between the
capsid and envelope signal over a 10 mins track was 46 nm with a standard deviation of 20 nm resulting in a 95% confidence
boundary at 86 nm. Based on this a relative distance, a threshold, of 100 nm was set for signal separation. The direction
in which the maximum is shifted additionally gives information about the direction in which the signals are shifted in the
image.
To determine the level of non-specific correlation, the z-stack in the tracked channel is additionally correlated with a z-stack
containing the randomly redistributed pixel values of the z-stack in the non-tracked channel.
Virus fusion within the TrIC analysis was defined as the time point at which the relative distance between the capsid and the
envelope signal was larger than 400 nm (our significance level for signal seperation plus 300 nm). The time point at which
the envelope signal moves out of the observation box of 21x21 pixels can be identified from the cross-correlation amplitude
which shows a clear drop at this time point. To clearly define a time point, the TrIC analysis takes the maximum correlation
amplitude obtained for non-specific correlation plus three times the standard deviation (determined from all non-specific
maximum correlation values of the track) as the threshold below which the cross-correlation amplitude has to drop.
As the last step of the analysis, the background-corrected intensity of the particle along the track is determined in both chan-
nels. This information can, for example, be helpful to evaluate the amount of photobleaching during the track. Furthermore,
for a fusion event, a clear drop in the intensity measured for the envelope should be observable as the fluorescent protein is di-
luted in the cellular membrane. For background correction, a 9 x 9 pixels large region around the subpixel-accurate xy-position
of the particle is evaluated, the average pixel intensity within a circle of radius two pixels around the center is calculated and
corrected by subtracting the average pixel intensity of the remaining pixels inside the cutout which is taken as the background.
After completing the analysis the program saves the results as a table in a .txt file.
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As a large number of tracks is generated by the above outlined analysis, I implemented several options to review the analysed
tracks in the software. Clicking the button “Open analysis” (Figure 3.1, (6)) enables the user to load the results of a previous
analysis session and the program now offers the possibility to load multiple tracks into a list (Figure 3.1, (7)). By clicking
on the list of loaded tracks, the user can chose which track to review and the corresponding analysis results are shown in the
data windows of the software. To facilitate looking at a particular time point of the track in all data windows simultanously,
an indicator was implemented into the software which can be moved using a slider bar at the bottom of the GUI (Figure 3.1,
(8)). A clipout from the raw movie showing the tracked virus in both channels as well as a merge allows the user to visually
review the track (Figure 3.1, (9)). For presentation purposes, this cutout of the entire virus track can also be exported as a
movie sequence in the TIFF and AVI format (Figure 3.1, (10)). Above the clipout, a window depicts the complete field of
view obtained during data acquisition highlighting where the currently reviewed particle is located with respect to the entire
cell (Figure 3.1, (11)). It enables the user to visually control whether the particle was correctly tracked. An overview movie
showing the tracks of all tracked particles can also be exported (12). The button “Show full plot” opens a separate window
showing a summary of the analysed track (Figure 3.1, (13)).
From the TrIC analysis of the foamy virus data sets, Dr. Aurélie Dupont and coworkers were able to identify an intermediate
step in foamy virus fusion which is characterized by the capsid and envelope signal being separated by 100 - 400 nm while
still being tethered together. The corresponding publication is attached to this thesis [125] and summarized in the following
section.
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Figure 3.1: Graphical user interface of the updated Tracking Image Correlation (TrIC) software
The user input to the software are located on the right of the interface. In the center and on the left of the screen, the analysis
results are visualized and can be reviewed by the user. To start the analysis the user has to enter several pieces of information
into the software (1). First, the analysis type needs to be selected. The analysis can be performed in 2D and in 3D. It
can be performed on a single track, multiple tracks from the same cell or multiple tracks from multiple cells. Furthermore,
the following parameters need to be entered into the software: the number of z-slices recorded per stack (in case multiple
cells are analyzed this information needs to be entered for every cell), the interval time between the frames of the recorded
image series, whether the data was recorded with the perfect focus system enabled, whether the particle was recorded in the
capsid or the envelope channel, the distance between the planes of the recorded z-stacks, the pixel size within the recorded
image series and the minimum length a track should have in order to be included in the analysis. A transformation matrix
correcting for the spatial shift between the channels can be generated by clicking the button “Generate transformation matrix”
(2). The transformation matrix enables mapping of the coordinates in the tracked channel to the corresponding positions in
the untracked channel. The data files needed for the analysis are selected by clicking the button “Select files for analysis”
(3) and the data is loaded by clicking the button “Load files for analysis” (4). Clicking the button “Run analysis” starts an
analysis run on the loaded data (5). The results of an analysis can be loaded by clicking the button “Open analysis” (6). In the
box (7) below the button “Open analysis” the user can switch between the currently loaded tracks and the corresponding data
is visualized by the software. With the slider bar at the bottom of the GUI the user can move on indicator (8) in every data
depiction panel and inspect the corresponding frames of the raw data in panel 11 and 9. Panel 11 depicts the location of the
current particle with respect to the entire recorded field-of-view; Panel 9 shows clipouts from the image series depicting the
particle in the tracked and the untracked channel as well as an overlay of both channels; The “Export movie” button allows
the user to export a movie of the selected track in which the corresponding particle is encircled (10). The panels in the center
and on the left of the interface visualize the following particle parameters: top left: the instantaneous velocity against the time
since the beginning of the track; top center: the subpixel precise xy-track; the subvoxel precise z-position versus the time since
the beginning of the track; left center: the corresponding frame of the image series with the particle encircled; bottom center:
the amplitude and the location of the cross-correlation function versus the time since the beginning of the track; bottom right:
the background-corrected intensity in the tracked (green) and in the untracked channel (red). An overview figure depicting the
corresponding results can be generated by clicking the “Show full plot” button (13). A movie in which all analyzed tracks are
encircled and numbered (12) is saved in addition to the other results of the analysis at the end of each analysis run.
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3.3 Summary of the paper
Paper to be found in appendix B, section B.1
In the following the main results of the paper underlying this chapter of the thesis are summarized. The figure references given
reference the figures in the paper which can be found in the appendix A, section B.1. The study identifies an intermediate
step in the fusion process of the foamy virus by single virus tracking. During this intermediate step, which lasts for several
minutes, the capsid and the envelope of the virus particle are separated by a distance between 100 nm and 400 nm while still
being tethered together.
The understanding of the fusion process of the foamy virus with its host cell remains incomplete until today. The study
reported by Dupont et al. investigates the fusion process by following single fluorescently-labeled particles as they infect the
cell. For this an experimental approach combining spinning-disk confocal microscopy and single-particle software tracking is
taken.
In the first part of the paper the applied virus particles are characterized. In addition to fusion at the plasma membrane it
has been shown that foamy virus particles can also be taken up via endocytosis [126, 106] where they encounter a decrease
in pH within the endocytic pathway from early endosomes (pH ~ 6.5), to late endosomes (pH ~ 5.5), to lysosomes (pH ~
4.5). The PFV and SFVmac particles used in this study were labeled with eGFP at the Gag protein, which is part of the
foamy virus capsid, and mCherry at the Env protein, which is part of the virus envelope (Figure 1 a) - e)). As it is known
that eGFP fluorescence is quenched at acidic pH values [127], the stability of the fluorescent proteins incorporated into the
virus particles under these conditions was tested (Appendix Figure A6). By monitoring the fluorescence intensity of particles
containing both Gag-eGFP and mCherry-Env at different pH values, it was observed that eGFP shows strong quenching
at pH 5.5 whereas the mCherry intensity stayed largely unaffected. In order to minimize the influence of quenching on the
fluorescence signals the Env protein was labeled with mCherry since it might be directly in contact with the acidic environment
of the endosome/lysosome during virus uptake whereas the eGFP label was placed at the capsid where it is shielded from the
potentially acidic environment during virus uptake. Since the study aims at investigating the fusion process of the virus
particles, the infectivity of the particles was addressed next. A previous study showed that 100% labeling of Gag with eGFP
reduces the infectivity of the particles by an order of magnitude but that the infectivity can be recovered to almost wildtype
levels by mixing wildtype Gag with Gag-eGFP at a ratio of 3:1 [126]. Consequently, these particles were chosen for the
experiments performed. In order to be able to detect virus fusion on a single particle level, a high labeling efficiency of the
virus particles is needed. For this reason, the percentage of green particles colocalizing with red and the percentage of red
particles colocalizing with green was determined. It was found that 93 +/- 1% of the particles with a green labeled capsid also
contained an Env-mCherry signal and about 50% of the Env-mCherry labeled particles showed an Gag-eGFP signal [126]. It
is known that the foamy virus cannot bud without the envelope, [128, 116] whereas subviral particles without capsid exist,
[129] hence these observations were not unexpected.
Investigations of foamy virus fusion on a single particle level comprise the main part of the study and use the characterized
virus particles. These experiments were conducted and the data was analyzed as described in sections 3.2.1 and 3.2.2, re-
spectively and illustrated in the paper in Figure A1 - A3. For PFV Env-mediated fusion, an exemplary fusion event most
likely taking place at the plasma membrane is presented (Figure 2). In this context, the study reports an approach to extract
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the location of the cell surface in the z-dimension from the z-positions of all particles in the beginning of the recorded image
series (Figure A5). The depicted close ups from the recorded image series of the fusion event, in combination with the image
cross-correlation data, show that the particle is intact at the beginning. Subsequently, color seperation is observed in the im-
age series accompanied with a decrease in the cross-correlation amplitude. An increase in the relative distance between the
fluorescent signals and a sudden drop in the measured capsid fluorescence suggest fusion of the particle. These observations
coincided with a sudden increase in the instantanous velocity of the capsid indicating active transport of the capsid inside the
cell. Interestingly, an intermediate step in the fusion process was observed. It is characterized by an increase in the relative
distance between the envelope and the capsid of approximately 300 nm and lasts for about 5.5 mins before the capsid and the
envelope fully separate. Plotting the relative position of the Env signal with respect to the Gag signal shows that the envelope
signal is moving around the capsid during the intermediate step.
As a comparison to the observations made for PFV Env-mediated fusion, the study presents a fusion event mediated by
SFVmac Env (Figure 3). Here, the particle is taken up into the cell before fusion takes place as indicated by directional motion
towards the nucleus before seperation of the Gag and Env signal. The time point of the fusion event can be clearly identified
based on the depicted close ups from the recorded image series in combination with the TrIC analysis and the fluorescence
intensity of the particle in both channels. Strikingly, also for this event, an intermediate step with similar characteristics to the
fusion events for PFV is observed.
Comparing all observed fusion events (Figure 4) it can be concluded that PFV Env-mediated fusion takes significantly longer
at the plasma membrane than when it occurs from the endosome. For SFVmac Env-containing particles only fusion events
from endosomes were observed. The observation that PFV Env-mediated fusion but not SFVmac Env-mediated fusion was
observed at the plasma membrane is in agreement with previous observations showing that PFV Env can already fuse at neutral
pH [126, 106] whereas SFVmac Env-mediated fusion strongly depends on low pH [126]. A comparision of all endosomal
fusion events suggests that endosomal fusion takes longer if it mediated by SFVmac than if it is mediated by PFV Env.
Using a mean-squared displacement analysis on the the relative trajectory of envelope with respect to capsid and on the
absolute trajectories of the Gag-eGFP and mCherry-Env signal reveals that the two virion components seem to be tethered
during the intermediate phase (Figure 5). The study reports on experiments aimed at elucidating what could tether the viral
components together. To this end, viral RNA was investigated as a possible tether however the experiments suggested that
viral RNA is not the molecule tethering the components.
3.4 Outlook
Future experiments should investigate what causes the observed intermediate step. Here different viral as well as cellular
components have to be investigated for which multicolor fluorescence microscopy seems to be the method of choice. To get
insight into the processes at higher resolution one could imagine to stop the fusion process during the intermediate step and
image the sample by correlative light and electron microscopy [130]. Furthermore future experiments will elucidate when the
intermediate step takes place with respect to the other known steps in foamy virus fusion. For these experiments, the viral
membrane could be, for example, stained with DiD to pin point the time point of lipid mixing as it was previously done for
the influenza virus [49]. Content mixing could be visualized by incorporation of a content marker into the virion. Those
investigations would need data acquisition and analysis in three fluorescent channels, which are possible on the described
home-modified spinning-disk system and the described software would be easily extenable to three channels. Furthermore,
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the above described data acquisition and analysis workflow could be applied to study other viruses in the future.
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4 Super-resolution single molecule localization microscopy of ASC in the classi-
cal NLRP3 inflammasome pathway
Publication underlying this chapter (to be found in appendix B, section B.2):
Nanoscale organization of the endogenous ASC speck by Ivo M. Glück, Grusha Primal Mathias, Sebastian Strauss, Thomas
S. Ebert, Che Stafford, Ganesh Agam, Suliana Manley, Veit Hornung, Ralf Jungmann, Christian Sieben, Don C. Lamb.
Manuscript submitted to Nature Cell Biology.
4.1 Biological background
The innate immune system is the first line of defense of the body. Important molecules of the innate immune system are
so called pattern recognition receptors (PRRs) which upon engagement trigger central signalling cascades of the immune
response. Molecular entities triggering the activation of the innate immune response by binding to PRRs are summarized
under the terms pathogen-associated molecular patterns (PAMPs) and danger-associated molecular patterns (DAMPs). In-
flammasomes are multiprotein complexes that assemble e.g. in macrophages, monocytes and dendritic cells, after activation
of particular intracellularly-located PRRs [131]. Key components of the majority of inflammasomes are a sensor protein that
becomes activated by PAMPs or DAMPs, the adaptor protein apoptosis-associated speck-like protein containing a caspase ac-
tivation and recruitment domain (ASC) [132, 133] and the inflammatory caspase 1 [134, 135, 136]. Inflammasome activation
triggers the recruitment of these proteins into a single micrometer-sized complex per cell [137]. The associated proximity of
caspase-1 molecules drives their activation by self-cleavage and activated caspase-1 results in release of the proinflammatory
cytokines interleukin (IL)-1β and IL-18, and additionally leads to pyroptosis, a proinflammatory form of cell death. This
process has been shown to be an all-or-nothing response meaning that, once activated, it always runs until completion leading
ultimately to cell death.
The assembly of ASC molecules was first described in 1999 by Masumoto et al. who coined the term “ASC speck” [133].
Interaction of the named proteins within the inflammasome complex is mediated via homotypic domain interaction of the
caspase activation and recruitment domains (CARDs) [138] and Pyrin domains (PYD) [139], respectively. Due to their
complementarity in structure and charge these have a high tendency to bind to each other [140, 141, 142, 143]. How these
proteins are organized within the supramolecular inflammasome complex has been the subject of intensive research since
their discovery. The study underlying this chapter investigates the ASC speck. ASC is a 22 kDa protein composed of 195
amino acids [133, 132]. The solution crystal structure of the full-length, human protein, solved in 2009, showed that the
C-terminal CARD and the N-terminal PYD domain are folded into the typical structure of a death fold and are connected
via a 23 amino acid long semi-flexible linker [144]. Death folds are tertiary structure motifs found in proteins involved
in signaling cascades leading to cell death and inflammation [145]. These motifs have the above mentioned tendency to
interact via homotypic domain interaction due to there complementarity in structure and charge. At low pH or in chaotropic
solution, ASC is soluble. However, at physiological pH, the protein can oligomerize into filaments as has been shown by
in vitro experiments applying solid-state NMR spectroscopy and electron microscopy (EM) [146, 147, 148, 149, 150, 151].
Experiments performed by purifying endogenous ASC from inflammasome-activated cells revealed star-shaped assemblies
[137], isolated filaments or amorphous aggregates potentially composed of intertwined filaments ([149, 152]). To investigate
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and visualize the interactions within the speck inside cells, numerous studies applied overexpression of ASC tagged with a
fluorescent protein. The resulting speck structure is usually much larger than 1 µm and, occasionally, filaments protruding
from the edge of the structure were observed [150, 152, 153, 154]. Introducing mutations at particular residues into the
interacting domains of the protein disassembled this structure into filaments [153, 155, 140, 150].
The endogenous ASC speck inside cells is frequently visualized by immunofluorescence as a single perinuclear spot of about
1 µm in diameter [156, 157]. Expression of a GFP-labeled nanobody directed against the CARD domain of ASC stabilized a
filamentous speck intermediate inside inflammasome-activated cells [158]. To date, there are only a few studies that visualized
the endogenous, unperturbed structure inside cells at higher resolution either by electron microscopy [159] or super-resolution
fluorescence microscopy [160]. They mostly resolve the speck as an amorphous aggregate potentially made up of intertwined
filaments and a model of the inflammasome as an overall amorphous assembly has been proposed [149, 158, 161]. However,
in contrast to the previously mentioned model numerous studies depict and describe the ASC speck as a hollow, ring-shaped
complex including the study describing the ASC speck for the first time [133, 136, 153, 162, 163, 164, 165, 166, 157, 167,
168, 169]. Based on this observation alternative models for the ASC speck and the entire inflammasome complex have been
proposed [166, 157, 170, 171, 172, 173]. Despite structural investigations at various levels of resolution and complexity, the
supramolecular structure of the endogenous speck has not yet been systematically addressed. Due to the high tendency of the
involved proteins to interact, it still remains to be confirmed whether the endogenous structure differs from the results obtained
by in vitro and overexpression experiments.
The experiments underlying this chapter investigate the endogenous ASC speck formed after NOD-, LRR- and pyrin domain-
containing protein 3 (NLRP3) inflammasome activation with lipopolysaccharide (LPS) [174] and the bacterial toxin nigericin
[175]. They were performed in two different cell types: THP-1 cells, which is a monocytic leukemia cell line, that can be
differentiated into macrophage-like cells [176, 177], and BlaER1 cells, which is a B cell-derived cell line that can be transd-
ifferentiated into macrophage/monocyte-like cells [178]. Both cell lines express the inflammasome proteins endogenously. In
the applied BlaER1 cells ASC was endogenously tagged with TagRFP. By systematically imaging a large number of endoge-
nous specks by widefield, confocal and super-resolution localization microscopy the experiments provide new insights into
the above mentioned open questions. In THP-1 cells two different labeling approaches were taken to label endogenous ASC:
a primary monoclonal ASC antibody in combination with a secondary Fab fragment, and a nanobody directed against ASC
were applied. In BlaER1 cells endogenous ASC was labeled by a primary monoclonal ASC antibody in combination with a
secondary antibody, as well as by a nanobody directed against TagRFP. Imaging by dSTORM and DNA-PAINT revealed that
the speck is composed of a dense core and a less dense periphery. Steric exclusion of the larger antibody from the dense center
of the structure thereby can lead to the appearance of the speck as an overall ring-like assembly. By sorting the specks into
a quasi-temporal sequence the experiments furthermore suggest that the endogenous speck mainly becomes denser but only
marginally larger during its formation.
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4.2 Additional results
This section provides experimental results, that are not given in the attached paper.
4.2.1 Evaluation of the anti-ASC staining procedure using a primary antibody and a secondary Fab fragment applied
on THP-1 cells
In the experiments underlying this chapter ASC speck formation in cells was induced by activating the NLRP3 inflamma-
some. Subsequently the cells were fixed and stained against ASC by immunofluorescence. As previously mentioned NLRP3
inflammasome activation leads to caspase-1-driven cell death in the form of pyroptosis. Pyroptosis was expected to reduce
the number of ASC specks in the sample since cell death leads to a detachment of the cells from the microscopy slide. For
this reason caspase-1 was knocked out to prevent the initiation of pyroptosis by the enzyme in the THP-1 cells applied for the
experiments. To assess the quality of the staining of endogenous ASC in THP-1 cells several control stainings were included
in every repetition of the experiments. These controls also included THP-1 cells in which ASC was knocked out. Both knock-
out cell lines, THP-1 caspase-1 KO and THP-1 ASC KO, were generated by Dr. Che Stafford from the group of Professor
Veit Hornung in the Biochemistry Department at the Ludwig-Maximilians-Universität, München, Germany. The quality of
the staining was evaluated by recording snap shots of the cell preparations on a widefield microscope at 10x magnification.
To quantify the results, the background-corrected integrated widefield intensity of individual cells was extracted using a self-
written pipline for Cell Profiler [179]. Figure 4.1 shows the results of this analysis. Of note, these results have to be evaluated
with care since there were some technical problems leading to uneven illumination of the sample during the recording of the
data.
Unstimulated cells and cells stimulated only with LPS showed an elongated morphology typical for the macrophage-like
phenotype of differentiated THP-1 cells. The extracted integrated intensity in the Alexa Fluor 647® channel is constant
between these two treatments which suggests that also the ASC content in the cells is constant. Cells treated with LPS and
nigericin showed a rather round phenotype as can be clearly seen from the recorded brightfield images. These cells exhibited
a reduced integrated intensity in the Alexa Fluor 647® channel compared to unstimulated cells or cells only stimulated with
LPS. This might indicate that the ASC content in these cells is reduced. In a subset of the cells an ASC speck was observed.
Cells containing an ASC speck exhibited reduced ASC staining in the cytoplasm which is indicative of the redistribution of
the protein into the speck. There is no difference observable in the extracted mean integrated intensity per cell regardless of
whether cells with speck are included in the analysis or not. This might indicate that speck formation does not lead to a loss
of the ASC protein from the cell. However due to the limited number of cells showing a speck it is questionable whether
a difference would be observable in the mean integrated intensity per cell evaluated over all measured cells. A separated
analysis of the cells exhibiting a speck and the cells without speck would be more informative in this case.
Control preparations to which only the secondary antibody was applied or which were left unstained showed no signal in the
Alexa Fluor 647® channel. This shows that the level of unspecific binding of the secondary antibody as well as the level of
autofluorescence is very low after application of the staining procedure. To further control the specificity of the staining it was
applied to THP-1 ASC KO cells. Evaluating the signal in the Alexa Fluor 647® channel on unstimulated cells, a low level of
intracellular signal was observed. A more pronounced signal was observed after treatment of the cells with LPS and nigericin.
If no staining was applied to these cells no intracellular staining was detected. These results indicate that the applied staining
procedure leads to a low level of binding of the applied antibodies in THP-1 ASC KO cells which is stronger in cells treated
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with LPS and nigericin. Since this signal was not detected to such a large extent when imaging the cells at 60x magnification
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4.2.2 Imaging the endogenous ASC speck in THP-1 cells by single- and dual-color dSTORM
After verifying the specificity of the established anti-ASC staining by diffraction-limited microscopy at low magnification the
samples were imaged by dSTORM at super-resolution. Before recording of the blinking data a diffraction-limited snap shot of
the cells was recorded. Figure 4.2 below depicts a subset of the ASC specks imaged in THP-1 cells and shown in the attached
manuscript. Endogenous ASC was stained with primary ASC antibody + secondary Alexa Fluor 647®-labeled Fab fragment.
Of note, some of those specks exhibit a hollow center. To evaluate whether this hollow center might be due to the labeling
probe being sterically excluded from the dense center of the structure, we combined the antibody staining with a much smaller
anti-ASC nanobody. For that we performed dual-color immunofluorescence labeling against ASC using the primary anti-ASC
antibody in combination with the secondary Alexa Fluor 647-labeled Fab fragment and the nanobody conjugated with DyLight
755® on the same sample. After verifying the specificity of the labeling by diffraction-limited fluorescence microscopy we
performed dual-color dSTORM. Before recording of the blinking data a diffraction-limited snap shot of the cells in the Alexa
Fluor 647 channel was recorded. A subset of the recorded specks is depicted in Figure 4.3. The obtained data confirmed
the observation that some of the specks shows a less dense center after antibody staining. Furthermore it revealed that the
nanobody is located at the center of the speck but is very rarely localized at the periphery of the structure. These results support
the hypothesis that the larger antibody is sterically excluded from the dense center of the complex whereas the much smaller
nanobody can penetrate into these regions. The lower labeling density of the nanobody at the periphery of the structure can
be explained by the low binding affinity of the nanobody (~ 159 nM) due to which it is washed away from the less dense
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4.2.3 Staining of endogenous ASC in BlaER1 cells using an anti-TagRFP nanobody
In the attached manuscript three approaches to stain for endogenously expressed ASC are exploited. In THP-1 cells a primary
anti-ASC antibody in combination with a secondary Fab fragment and an anti-ASC nanobody are applied. In BlaER1 cells
the primary anti-ASC antibody is combined with a secondary antibody. All of these approaches have disadvantages. On the
one hand, the antibody-Fab fragment staining approach and the primary-secondary antibody approach result in a complex
of about 11 nm and 17 nm in size, respectively [180]. This large size compared to alternative protein binders bears several
disadvantages: First, it leads to an offset, linkage error, between the target protein and the fluorescent dye of about 11 nm and
17 nm, respectively and sets an ultimate lower limit on the achievable localization accuracy, and thereby on the achievable
resolution (Figure 2.25). Secondly, a large size of the labeling probe often negatively affects the labeling density of the target
structure and thereby the molecular sampling rate. This can be due to steric hindrances between neighbouring epitopes or, for
dense target structures, the probe might not be able to access all binding sites since it is sterically excluded from dense regions
of the structure. This might lead to incomplete structures or structures of lower resolution in cases where the Nyquist criterion
is not fullfilled. The smaller size of the ASC nanobody of about 1.5 × 2.5 nm [180] helps to cirumvent the before mentioned
problems. However, it suffers from low affinity (~ 159 nM). All these disadvantages were recognized to play a crucial role
during the experiments on the ASC speck. The relatively large size of the antibody-based approaches limited the achievable
resolution on the structure and occasionally led to incomplete labeling of the dense center of the structure. Application of the
nanobody, on the other hand, led to incomplete labeling in the low-density periphery of the ASC speck.
Due to these disadvantages, I established another staining approach during the preparation of this thesis. It applies an Alexa
Fluor 647®-labeled anti-TagRFP nanobody on the BlaER1 monocytes expressing ASC-TagRFP under the control of the en-
dogenous ASC promotor [181]. Staining of a target protein via a nanobody directed against a fluorescent protein fused to
the target protein has been described for other super-resolution applications [182, 183, 184, 185]. The applied nanobody was
purchased from NanoTag Biotechnologies GmbH, Göttingen, Germany and has a higher affinity than the ASC nanobody (per-
sonal communication, NanoTag Biotechnologies GmbH). The linkage error for this approach can be estimated to ~ 7 nm (4.2
nm TagRFP + 2.5 nm nanobody) and is thus lower than that for the antibody-based approaches described above. However,
only one ASC allel of the cells is tagged with TagRFP. Therefore, only half of the expressed ASC proteins harbour a TagRFP
tag restricting the molecular sampling rate. On the other hand, only having every second molecule labeled might also be ben-
eficial for the achievable resolution since it would lower the probability of overlapping PSFs, which is high due to the density
of the speck. The samples were prepared as described in section 4.3.2. Figures 4.4 and 4.5 depict the results of the established
staining procedure. Unfortunately an evaluation of those samples by dSTORM was not possible due to difficulties with the
safety regulations. Due to those difficulties planned DNA-PAINT measurements using the TagRFP nanobody conjugated to a
DNA-PAINT docking strand were not conducted.
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Figure 4.4: Immunofluorescence of endogenously expressed ASC-TagRFP in BlaER1 cells via anti-TagRFP nanobody
BlaER1 cells expressing ASC-TagRFP under the endogenous ASC promotor were transdifferentiated into macrophage-like
cells and left unstimulated (top row) or were incubated with LPS and nigericin to activate the NLRP3 inflammasome (central
and bottom row). Cells were subsequently stained by immunofluorescence using an anti-TagRFP nanobody (top and central
row) or left unstained (bottom row). The cells were imaged by exciting TagRFP (left column) and Alexa Fluor 647® (central
column). Additionally a brightfield image was recorded and overlayed with the signal recorded in the TagRFP channel (right
column).
Treatment of the cells with LPS + nigericin specifically leads to formation of ASC specks inside the cells as visible in the
TagRFP and the merged channel (left and right column). Those specks can be specifically stained with the anti-TagRFP
nanobody conjugated with Alexa Fluor 647® as can be seen in the Alexa Fluor 647® channel (central column). To increase
the number of cells evaluated for each condition large field of views are shown which were obtained by stitching together
multiple field of views recorded at 10x magnification on a spinning-disk confocal microscope. In the fluorescence channels
maximum projections of z-stacks across the entire cell volume are depicted.
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Figure 4.5: Specific staining of ASC specks formed by endogenously expressed ASC-TagRFP in BlaER1 cells using the
anti-TagRFP nanobody
BlaER1 cells transdifferentiated into macrophage-like cells are depicted. ASC speck formation was induced by incubation
of the cells with LPS and nigericin. The cells were stained using the Alexa Fluor 647®-labeled anti-TagRFP nanobody and
imaged by exciting TagRFP and Alexa Fluor 647®.
A) Intracellular ASC speck imaged using widefield microscopy at 100x magnification. The TagRFP signal (left), the anti-
TagRFP Alexa Fluor 647® signal (center) and a merge of the fluorescence channels with a brightfield image (right) are shown.
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Continued Figure 4.5: B) Intracellular ASC speck imaged using spinning-disk confocal microscopy at 100x magnification.
The TagRFP signal (left), the anti-TagRFP Alexa Fluor 647® signal (center) and a merge of the TagRFP signal, the Alexa
Fluor 647 ® signal, a counterstaining of the DNA by DAPI and a brightfield recording of the cell are depicted.
The data presented in panel A) + B) confirms the specificity of the anti-TagRFP staining as well as the low level of background
staining detectable in the cells even if they are imaged under widefield illumination.
C) Overview images obtained by stitching together multiple fields-of-view obtained on a spinning-disk confocal microscope
at 10x magnifcation. The TagRFP signal is shown on the left and the anti-TagRFP Alexa Fluor 647® signal is shown on
the right. For both channels maximum projections of z-stacks across the entire cell volume are depicted. The DNA was
counterstained with DAPI. Note that almost all cells exhibit a perinuclear speck and almost all specks are stained by the
anti-TagRFP nanobody.
90
4.3 Additional Materials and Methods
4 SUPER-RESOLUTION SINGLE MOLECULE LOCALIZATION MICROSCOPY OF ASC IN THE CLASSICAL
NLRP3 INFLAMMASOME PATHWAY
4.3 Additional Materials and Methods
This section provides information about the performed experiments and analyses, that are not given in the attached paper.
4.3.1 ASC nanobody cloning and labeling
A plasmid encoding the cDNA of the ASC nanobody [158] used was provided by Professor Dario Alessi, University of Dundee
via the MRC - Protein Phosphorylation and Ubiquitylation Unit, University of Dundee, Dundee, Scotland (DU Number
54832). It expresses the fusion protein FLAG-Von Hippel Lindau protein (VHL)-5xGLY-anti-ASC nanobody, which was
originally used in the Affinity-directed PROtein Missile (AdPROM) system [186]. The region coding for the nanobody plus
a C-terminal cysteine or sortase tag was amplified via a polymerase chain reaction (PCR) including 5’- and 3’-overhangs for
insertion into the pCoofy2 expression plasmid. Figure 4.6 depicts the results of the sequence amplification for the cysteine
construct. This construct was applied in subsequent experiments. The cDNA sequence encoding the nanobody including the
C-terminal tag (Figure 4.6A) and the utilized primers (Figure 4.6B) are depicted. Correct amplification and length of the
PCR product was verified by agarose gel electrophoresis on a 2% agarose gel (Figure 4.6C). The product was purified using
the Monarch® PCR & DNA Cleanup Kit (New England Biolabs, Frankfurt am Main, Germany) following manufacturer’s
instructions and its concentration and purity was assessed by spectrophotometry on a NanodropTM device (ThermoFisher
Scientific, Waltham, Massachusetts, USA). The DNA concentration was calculated based the absorbance at 260 nm and the
absorbance ratios at 260/280 nm and 260/230 nm were used to measure the purity of the DNA product (Figure 4.6D). The
PCR product was ligated into the pCoofy2 expression plasmid [187] and expressed and purified at the Protein Production Core
Facility at the Max Planck Institute for Biochemistry in Martinsried, Germany by Dr. Sabine Suppmann and coworkers.
A fraction of the nanobody, which has a C-terminal cysteine, was labeled by me with the help of my coworker, Ganesh Agam,
using Alexa Fluor 647® C2 maleimid (A20347, ThermoFisher Scientific, Waltham, Massachusetts, USA). The rest was labeled
with Alexa Fluor 647® and DyLight 755® by NanoTag Biotechnologies GmbH, Göttingen, Germany. The labeling protocol
was adapted from Pleiner et al. [188]. Maleimid labeling buffer (100 mM potassium phosphate pH 6.4, 150 mM NaCl, 1 mM
EDTA, 250 mM sucrose) was adjusted to pH 6.4 with HCl or NaOH, filtered through a 0.2 µm filter, degased with vacuum
and purged with nitrogen. The C-terminal cysteine of the nanobody was freshly reduced by 10 mins incubation in 15 mM
Tris(2-carboxyethyl)phosphin (TCEP) on ice. The buffer was exchanged to maleimid labling buffer on PD-10 Sephadex G-25
M desalting columns (17-0851-01, GE Healthcare, Chicago, Illinois, USA) previously equilibrated with maleimid labeling
buffer. The nanobody was concentrated at 6°C using Vivaspin size exclusion columns (VS01910, Vivaspin 500, 3.000 MWCO,
PES, Satorius, Göttingen, Germany). Concentrated nanobody was mixed with Alexa Fluor 647® C2 maleimid at a ratio of
1.2:1 dye:nanobody and incubated for 1.5 hrs on ice. Labeled nanobody was separated from free dye on a PD-10 column
using maleimid labeling buffer supplemented with 1 mM TCEP and 1 mM DTT, and the nanobody was concentrated on a size
exclusion column as described before. The degree of labeling of the nanobody which was labeled in house with Alexa Fluor
647® was estimated by recording a UV-Vis spectrum on a nanodrop spectrophotometer and determination of the protein-to-
dye ratio was based on the absorbance at 280 and 650 nm. The integrity as well as proper labeling of the nanobody was
verified using moving boundary electrophoresis, which showed a single band at ~ 13 kDa (Figure 4.7A). Exposing the gel to
UV light confirmed labeling of the nanobody while no free dye was detected (Figure 4.7B). Since the presence of free dye was
expected to have a strong negative effect on the immunofluorescence experiments for which the nanobody was generated, the
presence of free dye was further evaluated using single-point FCS measurements. The obtained FCS curve could be fit well to
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a model for free 3D diffusion of a single species with a diffusion coefficient of 115 µm2/s (equation 19) indicating that there
was no detectable amount of free dye in the sample (Figure 4.7 C). The derived diffusion coefficient also agreed well with the
expected value for the labeled nanobody with a molecular weight of 13.4 kDa. The labeling efficiency of the DyLight 755®
-labeled nanobody was evaluated by NanoTag Biotechnologies GmbH, Göttingen, Germany.
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Figure 4.6: Amplification of the ASC nanobody-encoding sequence including a C-terminal cysteine by PCR
A) cDNA sequence of the ASC nanobody including a C-terminal cysteine tag
B) PCR primers utilized to amplify the sequence shown in A) including overhangs for ligation into the pCoofy2 expression
plasmid
C) Agarose gel verifying the correct length of the PCR products; repl.: replicate
D) Absorbance spectra of the PCR product before (top) and after (bottom) purification verifying successful purification as
quantified by the 260 nm / 280 nm and 260 nm / 230 nm ratio.
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Figure 4.7: Verification of nanobody labeling
A) Coomassie-stained polyacrylamide gel as obtained by SDS-PAGE of the Alexa Fluor 647®-labeled nanobody. A protein
ladder (PL) was applied to the gel on the left and the labeled nanobody (NB) on the right. The characteristic band at ~ 13 kDa
and the absence of additional lower molecular weight bands confirm that the nanobody did not degrade during the labeling
procedure
B) Gel shown in A) after exposure to ultraviolett light (UV) to excite Alexa Fluor 647®. An Alexa Fluor 647® band corre-
sponding to the nanobody band is visible confirming successful labeling of the nanobody. No free dye was observed in the
gel.
C) The autocorrelation function from a single-point FCS measurement of the labeled nanobody (dots depict data points) and
the corresponding single component fit of the data (red line). The autocorrelation function is fit well by a single component 3D
free diffusion model and the derived diffusion coefficient of 115 µm2/s supports the observation that the nanobody is labeled
and no free dye is detected in the sample. Note, the additional correlation at lag times shorter than 10-5 seconds is due to
triplet blinking of Alexa Fluor 647®
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4.3.2 Immunofluorescence staining of ASC-TagRFP in BlaER1 cells using an anti-TagRFP nanobody
BlaER1 B cells expressing ASC-TagRFP were cultivated at 37°C, 5% CO2 in culture medium consisting of Roswell Park
Memorial Institute (RPMI) 1640 medium (21875034) supplemented with 10% (v/v) heat-inactivated fetal bovine serum (FBS)
(10500064), 1 mM sodium pyruvate (11360039) and 100 U/ml Penicillin/Streptomycin (15140122), and maintained at a
density between 1x105 and 1x106 cells per milliliter. Cells were transdifferentiated into BlaER1 monocytes for a week
by seeding them at 60,000 cells/cm2 in culture medium supplemented with 50 ng/ml IL-3 (200-03 B, Peprotech, New Jersey,
USA), 50 ng/ml M-CSF (300-25 B, Peprotech) and 500 nM β -Estradiol (E8875, Sigma-Aldrich) on cell culture-treated 8-well
plastic bottom slides (80826, ibidi, Gräfelfing, Germany). On the seventh day, cells were trypsinized and transferred to 8-well
glass bottom slides (0030742001, Eppendorf, Hamburg, Germany) coated with 100 µg/ml poly-l-ornithine (A-004-C, Merck-
Millipore, Massachusetts, USA) at the same density in culture medium without growth factors and incubated overnight at 37°C
and 5% CO2. Differentiation of the cells into monocytes was confirmed by a change in morphology from completely round
cells into cells with cellular extrusions. Cells were primed by incubation with 200 ng/ml LPS-EB (tlrl-3pelps, Invivogen) for
14 hours and caspase activity was inhibited by addition of Z-VAD FMK at 20 µM final concentration for 60 mins. The NLRP3
inflammasome was activated by the addition of nigericin to a final concentration of 6.5 µM. Formation of ASC specks was
monitored by fluorescence spinning-disk confocal microscopy and nigericin incubation was stopped once a sufficient number
of ASC specks were observed. In an ideal preparation almost 100% of the cells formed a speck. After the medium was
removed from the cells, they were washed once with PBS and subsequently fixed by incubation with 4% paraformaldehyde
(PFA) (E15710-S, Electron Microscopy Sciences, Pennsylvania, USA) in PBS. Subsequently, the sample was rinsed once
with PBS and then quenched by rinsing once with 0.1 M NH4Cl (254134, Sigma-Aldrich) in PBS followed by a 15 min
incubation with 0.1 M NH4Cl in PBS. Permeabilization and blocking was done for 30 mins in 10% normal goat serum (NGS)
(16201), 0.5% Triton X-100 (T8787, Sigma-Aldrich) in PBS followed by a 2 mins incubation step in PBS and 30 mins
incubation in Image-iTFX Signal enhancer (I36933). After two additional PBS washing steps, cells were incubated for 60
mins with 200 µl/8-well of anti-TagRFP nanobody conjugated with Alexa Fluor 647® (N0510, NanoTag Biotechnologies
GmbH, Göttingen, Germany) diluted to a final concentration of 5 nM in 3% normal goat serum, 0.1% Triton X-100 in PBS.
Subsequently, cells were washed three times with 10% normal goat serum, 0.1% Triton X-100 in PBS for 2, 3, and 5 mins,
respectively. In the following the sample was incubated with 0.1% Triton X-100 in PBS for 2, 3, and 5 mins, respectively.
Finally, the sample was incubated twice for 5 mins in PBS. Optionally, DNA was counterstained by incubation of the sample
for 5 - 10 mins in DAPI solution followed by a washing step with PBS. For longterm storage, the cells were postfixed by
incubation in 3% PFA in PBS.
4.3.3 Clustering of non-speck-associated ASC
In order to investigate whether the ASC protein forms smaller complexes before associating into the ASC speck we decided to
perform a clustering analysis on the cytoplamic, non-speck associated ASC localizations in THP-1 cells stained with primary
and secondary Fab fragment. For this purpose we chose the Density-Based Spatial Clustering of Applications with Noise
(DBSCAN) algorithm [189] as it is know to give reliable results even when performed on noisy data. Figure 4.8 depicts an
illustration of the DBSCAN algorithm. The algorithm has two input parameters: the search radius n and the minimum number
of neighbouring points a point must have in order to be called a core point of a cluster m. Based on these input parameters all
points fed into the algorithm are classified as core points, boarder points or outliers. For our analysis a search radius of 70 nm
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and a number of points per cluster of 10 – 300 was chosen.
Figure 4.8: Illustration of the density-based spatial clustering of applications with noise (DBSCAN) algorithm
The DBSCAN algorithm has two inputs: 1) the search radius denoted as n and 2) the minimum number of neighbouring points
a points needs to have in order to be called a core point of a cluster m. For every data point the algorithm evaluates, whether
there are at least m data points within the search radius n. If this is the case, the point is classified as a core point (green). If
a point has less than m neighbouring points within the search radius but can be reached by the cluster, the point is called a
boarder point of the cluster (red). If a point has less than m neighbouring points and cannot be reached by a cluster, it is called
an outlier (yellow) and not classified as part of a cluster.
4.4 Summary of the paper
Paper to be found in appendix B, section B.2
In the following the main results of the paper underlying this chapter of the thesis are summarized. The figure references
given reference to the figures in the paper which can be found in the appendix B, section: B.2. In the manuscript underlying
this chapter, different fluorescence microscopy imaging techniques were applied to provide insight into the supramolecular
structure of the endogenous ASC speck. Specifically widefield, laser-scanning confocal microscopy, spinning-disk confocal
microscopy, 2D and 3D dual-color dSTORM [72, 29], and 2D and 3D DNA-PAINT [68, 86] super-resolution microscopy
were utilized.
The experiments investigated the ASC speck formed after NLRP3 inflammasome activation by stimulating the cells with LPS
and the bacterial toxin nigericin. Low magnification confocal microscopy images show a homogenous distribution of ASC
in unstimulated cells and the formation of a single, perinuclear speck in inflammasome activated cells. Quantification of the
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ASC content per speck from 60x magnification widefield images reveals that the amount of incorporated ASC per speck varies
by almost one order of magnitude (Figure 1). Next, whole cell dSTORM imaging was applied on cells containing a speck
(Figure 2). It confirms the previously observed depletion of free ASC in the cytoplasm but still reveals the presence of ASC
clusters outside the speck. In comparison to free ASC in the cytoplasm of unstimulated cells, a small fraction of these clusters
are larger and contain more localizations. In the following, the investigations focus on the supramolecular structure of the
speck using dSTORM and DNA-PAINT (Figures 3 + 4). The measurements resolved filaments protruding from the dense
core of the endogenous, unperturbed ASC specks. The number of observed filaments per speck rarely exceeds 10, which is
lower than what is shown in literature for the speck formed after overexpression. Measuring the diameter of the filaments
shows an average value of 37.1 nm, which agrees with the value for a single filament reported in the literature [147]. Applying
antibody as well as nanobody staining of the structure, revealed an overall spherical shape and a subset of the ASC specks
exhibited a hollow center after antibody but not after nanobody staining. Furthermore, nanobody staining shows significantly
smaller specks. The combination of both labeling approaches on the same sample (Figure 4) showed that the nanobody stains
the dense center of the speck but is washed away from the lower density periphery due to its low binding affinity. The larger
antibody complexes, on the other hand, are predominately detected in the periphery of the speck since they have limited
access to the dense center. These results provide an explanation for the ring-like structure of the ASC speck reported in the
literature. Single cell analysis of ASC redistribution into the speck allows sorting of the specks into a quasi-temporal order,
which strikingly suggested that the endogenous speck mainly becomes denser but only marginally larger during its formation
(Figure 5). The obtained data is summarized in a model for the endogenous ASC speck (Figure 6). It describes the speck as an
overall spherical complex with a dense core from which a limited number of filaments reach out into the periphery. The results
suggest that the speck forms from a loose scaffold that becomes denser over time. Interestingly the presented data shows that
larger cells form larger specks and a recent study revealed that the NLRP3 inflammasome forms at the MTOC [190] whose
size also depends on the cell size at least in C. elegans [191] which might suggest that the MTOC serves as a scaffold for
NLRP3 inflammasome formation.
4.5 Outlook
The experiments underlying this chapter investigated the ASC component of the NLRP3 inflammasome. In the future, the
location of other inflammasome forming proteins within the NLRP3 inflammasome complex should be investigated. Here,
the NLRP3 protein and caspase-1 are the next targets to address. It is known that caspase-1 associates with the ASC speck.
However, there are currently two models for the association of caspase-1 with the ASC speck reported in the literature. One
model suggests that the caspase-1 molecules binding to the ASC speck associate into filaments, which reach out into the
periphery [149, 192]. The other model suggests that not filamentious multimers of caspase-1 associate with the speck, but
rather single caspase-1 molecules that transiently associate with the speck [193]. Future experiments should address if one
of those models is true or whether caspase-1 is associated in a different way with the endogenous inflammasome. On the
long term, it would be interesting to investigate the intracellular organization of other inflammasomes such as the AIM2 and
the NLRC4 inflammasome. These experiments will potentially reveal the similarities and differences in the supramolecular
organization of the inflammasome-forming molecules between different inflammasomes. Several studies suggest that different
inflammasome sensor proteins can be recruited into the same macromolecular inflammasome complex [194, 157, 195, 196,
197]. It will be important to address how these inflammasome sensors are associated with the macromolecular inflammasome
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complex.
As the method to address these questions, I suggest high throughput Exchange-(DNA-)PAINT [198] with nanobodies directed
against the inflammasome proteins. Such an approach would be well suited to address the listed biological questions because
of several reasons. It would enable the high spatial resolution needed to get insight into the molecular interactions within the
inflammasome complex, provide the multiplexing capabilities needed to image multiple targets within the inflammasome com-
plex and enable imaging of a large number of inflammasome complexes, which is needed to address the heterogenity present
in these complexes. To implement this approach, one would need to combine an automated super-resolution localization
microscopy setup as previously described by the group of Dr. Jonas Ries at the Molecular Biology Laboratory in Heidelberg,
Germany [199] with a microfluidic device for automated exchange DNA-PAINT as previously demonstrated [200]. As the
labeling strategy I would suggest nanobodies directed against the inflammasome proteins which are conjugated with a DNA-
PAINT docking strand. Nanobodies against inflammasome proteins are currently developed by the group of Dr. Florian Ingo
Schmidt at the Institute for Innate Immunity at the Universität Bonn, Germany [201]. To enable DNA-PAINT measurements
at widefield illumination the recently developed fluorogenic imager strand probes should be applied [89]. Although those ex-
periments are very likely to greatly extend the current knowledge about the endogenous inflammasome complex, they might
not provide sufficient resolution to resolve the finest details of the complexes. This will, for example, most likely be the case
in the dense core of the structure. This limitation could be addressed by several means. One could imagine investigating
the structure using the recently developed method MINFLUX [202], which is capable of very high resolution. Furthermore,
one could combine the high spatial resolution of electron microscopy with the molecular specificity of fluorescence super-
resolution microscopy as it has been done for other multiprotein complexes [203]. Another approch would be to perform
expansion microscopy in combination with super-resolution localisation microscopy [180]. In addition to the listed questions
regarding the association of the proteins within the inflammasome complex, there are open questions regarding the intracellu-
lar localization of the inflammasome complexes. A recent publication showed that the NLRP3 and the pyrin inflammasome
form at the microtubule-organizing center [190]. However, for the AIM2 and NLRC4 inflammasome, it was shown that they
do not form at this location and it remains to be elucidated where in the cell these complexes form. Even though resolution
below the diffraction limit is not required to address these questions, they certainly profit from super-resolution imaging.
These experiments addressing the structure and intracellular location of the inflammasome complexes should be comple-
mented with live cells experiments. Due to the previously mentioned tendency of the inflammasome proteins to multimerize,
it would be decisive to perform these experiments in cells expressing the inflammasome proteins at the endogenous level.
Here, the BlaER1 cell lines, utilized in this chapter of the thesis as well as in the experiments described in appendix A, could
be used for initial experiments. These cells express either ASC-TagRFP or ASC-TagRFP and NLRP3-eGFP under the control
of the endogenous ASC and NLRP3 promotor. Such experiments could, for example, address the kintetics of inflammasome
assembly. Furhermore, they would allow one to study what happens to individual inflammasome complexes over time. Since
these experiments would image inflammasome formation on the level of single cells, they would profit from an experimental
system that allows to activate inflammasome formation in a specific cell. To this end, an inflammasome activating ligand that
can be specifically activated by a flash of laser light would be very valuable. Such a system potentially could be established for
the AIM2 inflammasome, which is activated by double-stranded DNA [204]. The probe 6-nitropiperonyloxymethyl (NPOM)
can be attached to DNA and can be specifically cleaved off by a flash of laser light [205] as has also been demonstrated in sin-
gle cells [206]. One could imagine to design a DNA molecule that is rendered unable to activate AIM2 inflammasome through
caging with NPOM. When this molecule is transfected into cells the NPOM group could be cleaved off in single cells by a
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short exposure with laser light that would turn the DNA molecule back into an AIM2 activator. Hence, AIM2 inflammasome
activation could be specifically activated and followed in single cells.
99
100
5 Measurements on the interaction of DPPA3 + UHRF1 in the nucleus of mouse
embryonic stem cells
Publication underlying this chapter (to be found in appendix B, section B.3):
Recent evolution of a TET-controlled and DPPA3/STELLA-driven pathway of passive DNA demethylation in mammals
by Christopher B. Mulholland, Atsuya Nishiyama, Joel Ryan, Ryohei Nakamura, Merve Yiğit, Ivo M. Glück, Carina Trummer,
Weihua Qin, Michael D. Bartoschek, Franziska R. Traube, Edris Parsa, Enes Ugur, Miha Modic, Aishwarya Acharya, Paul
Stolz, Christoph Ziegenhain, Michael Wierer, Wolfgang Enard, Thomas Carell, Don C. Lamb, Hiroyuki Takeda, Makoto
Nakanishi, Sebastian Bultmann, Heinrich Leonhardt. Nature Communications, 11(1), 5972 (2020).
5.1 Biological background
After fertilization, the zygote undergoes differentiation. The ability of a cell to differentiate into other cell types is called
cell potency and the larger the number of cell types a cell can differentiate into, the higher its potency. Sorted from higher
to lower potency, there are totipotent, pluripotent, multipotent, oligopotent and unipotent cells. A hallmark of differentiation
is the establishment of epigenetic marks in the genome, one of which is methylation of cytosines into 5-methylcytosine. A
prominent effect of this alteration is stabilization of the differentiation status of the cell and restriction of its potency [207].
Oocyte and sperm are two highly differentiated cell types and, as such, their genome contains epigenetic marks including
5-methylcytosine. However, in mammals, these marks need to be erased after gamete fusion to enable pluripotency of the
developing cells [208, 209]. The ten-eleven translocation (TET) methylcytosine dioxygenase enzymes are key in this process
by either directly demethylating cytosines [210, 211, 212, 213] or driving hypomethylation through the repression of methy-
lation maintenance during replication of the DNA [214, 215]. The study containing the data recorded for and discussed in
this chapter further elucidates the role of the proteins TET1 and TET2 in global demethylation and investigates their role in
maintaining naïve pluripotency in mouse embryonic stem cells (ESCs) [216]. The authors discovered that the gene encoding
Developmental pluripotency-associated protein 3 (DPPA3/PGC7/STELLA) is activated by Tet1-driven demethylation. Fur-
thermore, they unreavel that DPPA3 binds to the protein UHRF1 and thereby prevents it from binding to chromatin. If not
associated with DPPA3, UHRF1 contributes to methylation maintenance [217]. The described signalling cascade establishes
a novel mechanism underlying global hypomethylation in mammalian embryonic stem cells (ESCs).
The experiments to which I contributed as part of this study investigated the interaction of UHRF1 and DPPA3 in the nucleus
of ESCs by RICS and ccRICS. The experiments and the obtained results will be summarized in the following section.
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Paper to be found in appendix B, section B.3
5.2.1 Analysis in the nucleus
The experiments to which I contributed as part of this study were carried out together with Dr. Joel Ryan and Christopher B.
Mulholland from the research group of Professor Heinrich Leonhardt in the Biology Department at the Ludwig-Maximilians-
Universität München, Germany. They investigated the mechanism by which DPPA3 inhibits UHRF1 binding to chromatin.
Based on the knowledge that the two proteins can interact, two possible scenarios for the repression mechanism were ad-
dressed: 1) DPPA3 competes with UHRF1 for binding to chromatin and 2) DPPA3 interacts either directly or indirectly with
UHRF1 thereby repressing its chromatin binding function. Both scenarios were addressed by measuring the diffusion and
potential interaction of the proteins in the nucleus of mouse ESCs using arbitrary-region RICS (section 2.6.3). The exper-
iments were carried out in cells expressing UHRF1-eGFP instead of wildtype UHRF1 (UHRF1-eGFP was expressed from
the endogenous UHRF1 promotor). This expression is denoted as “UHRF1-eGFP” in the following. Additionally wild-
type DPPA3 expression was knocked out in these cells and a doxycycline-inducible Sleeping Beauty construct encoding for
DPPA3-mScarlet was stabely integrated. Expression of DPPA3-mScarlet was induced by incubating the cells with doxycy-
cline prior to the experiments. This expression is denoted as “DPPA3-mScarlet” in the following. We recorded confocal image
series of the nucleus of these cells using PIE of two the fluorescent proteins (Figure 5.1A). In the first step we investigated
the distribution of UHRF1-eGFP and DPPA3-mScarlet in the obtained images. Nuclear DPPA3-mScarlet was homogenously
distributed whereas UHRF1-eGFP was partly enriched in foci indicative for chromatin binding (Figure 5.2A). To get insight
into the mobility of UHRF1 and DPPA3 we next calculated the RICS spatial autocorrelation function in the nucleus of the
cells for both proteins. They both showed a bound/immobile component (on the RICS timescale) and a predominant mobile
population. For DPPA3-mScarlet, 88.4 ± 5.2% was mobile (Figure 5.1F) diffusing at a speed of 7.18 ± 1.87 µm2/s (Figure
5.2F). UHRF1-eGFP showed a mobile population of 60.6 ± 13.7% (Figure 5.1G) diffusing at the roughly the same speed as
DPPA3-mScarlet (Figure 5.2H).
To check whether the proteins interact we repeated the measurements in cells expressing a DPPA3 mutant unable to interact
with UHRF1 (DPPA3-KRR-mScarlet) instead of the DPPA3-mScarlet fusion. Again we first investigated the distribution of
the proteins in the recorded images. The images showed no obvious difference in the nuclear DPPA3 distribution whereas
UHRF1-eGFP appeared to a much greater extent in the foci (Figure 5.2B). The extracted diffusion behaviour stayed largely un-
affected for DPPA3 (Figure 5.1F, Figure 5.2B, F) while the population of mobile UHRF1-eGFP molecules strongly decreased
to 32% (Figure 5.1G) which corresponds to the observations made in the images. This suggested that DPPA3 wildtype binds
to UHRF1 thereby mobilizing it and suppressing it from binding to chromatin. This was further supported by the fact that the
fraction of mobile UHRF1-eGFP molecules increased with increasing DPPA3-mScarlet-to-UHRF1-eGFP ratio in the nucleus
(Figure 5.2I).
A competitive binding process between UHRF1 and DPPA3 could be completely ruled out by the observation that the diffusion
and distribution of DPPA3-mScarlet stayed unaffected in cells that did not express UHRF1 (Figure 5.1F, Figure 5.2C, F).
These cells expressed free eGFP under the endogenous UHRF1 promotor. Free eGFP showed a homogenous distribution
in the nucleus, as expected (Figure 5.2C) and the obtained diffusion coefficient of slightly below 50 µm2/s (Figure 5.2H)
corresponded to the value reported in the literature [218].
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Next, we set out to confirm the interaction of UHRF1 and DPPA3 by ccRICS. To demonstrate the sensitivity of our method,
we measured the cross-correlation in cells expressing free eGFP and free mScarlet and in cells expressing an eGFP-mScarlet
tandem construct. The measurements showed no cross-correlation (Figure 5.1D, H) and a strong cross-correlation (Figure
5.1E, H), respectively. As expected, the fluorescent species were entirely mobile and homogenously distributed in these cells
(Figure 5.1G, Figure 5.2D, E). Based on these results, a nuclear interaction between UHRF1 and DPPA3 was confirmed by
calculating the RICS spatial cross-correlation in cells expressing DPPA3-mScarlet and UHRF1-eGFP (Figure 5.1B) whereas
cells expressing the DPPA3-KRR-mScarlet mutant did not show an interaction of the proteins (Figure 5.1C). As we expected
DPPA3 to interact with UHRF1 thereby mobilizing it and preventing its binding to chromatin, we calculated the fraction
of cross-correlating mobile molecules. Consistent with our assumption, we observed a clear population of cross-correlating
mobile molecules in cells expressing DPPA3-mScarlet and UHRF1-eGFP while this population disappeared in cells expressing
the DPPA3-KRR-mScarlet mutant (Figure 5.1H).
The ccRICS measurements strongly indicated that DPPA3 and UHRF1 interact. Since DPPA3-mScarlet is much smaller
than UHRF1-eGFP (45 kDa vs. 125 kDa) one would expect a change in the diffusion coefficient of DPPA3-mScarlet in a
situation in which it cannot interact with UHRF1-eGFP. However the diffusion coefficient of DPPA3-mScarlet only showed
a very minor increase in cells expressing the DPPA3-KRR-Scarlet mutant (which is unable to interact with UHRF1) and
in cells expressing no UHRF1 compared to cells expressing UHRF1-eGFP (Figure 5.2F). Since generally a halving of the
molecular weight of the diffusing species only leads to a 26% increase in the diffusion coefficient this suggests that DPPA3-
mScarlet interacts with another molecule or molecule complex which stays bound in a situation in which DPPA3-mScarlet
and UHRF1-eGFP do not interact. The observation furthermore suggests that DPPA3-mScarlet in complex with the unknown
interation partner has roughly the same molecular weight as UHRF1-eGFP. The diffusion coefficient of 7.18 ± 1.87 µm2/s we
measured for DPPA3-mScarlet and UHRF1-eGFP in cells expressing both proteins roughly fits to the value expected in the
above described scenario in the nucleus at 37°C [218].
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Figure 5.1: Nuclear diffusion of UHRF1 and DPPA3 in mouse embryonic stem cells - Part I
A) Schematic illustrating the RICS data acquisition and analysis workflow used for the described experiments. The data was
recorded on a confocal laser scanning setup in which a confocal volume (left) is raster-scanned across individual living cells
expressing eGFP and mScarlet constructs. The obtained images allowed extraction of spatiotemporal information about the
expressed proteins on the microsecond and millisecond timescale. The spatial autocorrelation of each fluorescent protein as
well as the cross-correlation between the proteins was calculated.
B-E) Representative spatial cross-correlation functions obtained on pixels in the nucleus of the different cells lines investigated.
For cells expressing UHRF1-eGFP and DPPA3-mScarlet, a clear cross-correlation between the proteins was observed (B). This
correlation was abrogated when DPPA3-mScarlet was replaced by the DPPA3-KRR-Scarlet mutant, which cannot interact with
UHRF1 (C). Negative and positive controls were performed in cells expressing free eGFP and free mScarlet, which showed
no cross-correlation (D) and cells expressing an eGFP-mScarlet tandem construct, which showed a clear cross-correlation (E).
F-H) Box plots showing the mobile fraction of the mScarlet species (F) and the eGFP species (G) and the fraction of cross-
correlating mobile molecules obtained on the different cell lines. The data was obtained by fitting the spatial cross-correlation
function with a fit function containing a mobile and an immobile component. In the box plots each data point represents a
value obtained on a single cell. The limits of the boxes represent the upper and lower quartiles and the darker horizontal line
within the boxes represents the median value. The whiskers extend to the most extreme value within 1.5 x the interquartile
range from each hinge.
Adapted from [216]. Reprinted with permission from Nature Publishing Group
104
5.2 Summary of the results that I contributed to the paper
5 MEASUREMENTS ON THE INTERACTION OF DPPA3 + UHRF1 IN THE NUCLEUS OF MOUSE EMBRYONIC
STEM CELLS
Figure 5.2: Nuclear diffusion of UHRF1 and DPPA3 in mouse embryonic stem cells - Part II
A-E) Representative confocal laser scanning images of the cell lines indicated at the top and the corresponding spatial auto-
correlation functions (ACF) obtained on the individual channels. The images show a merge of the images recorded in the two
channels (for each channel a sum projection of 250 images is shown). In the presence of DPPA3-mScarlet, UHRF1-eGFP
is mostly homogenously distributed within the nucleus and only a minor fraction appears enriched in the foci indicative for
UHRF1 chromatin binding. The shape of the autocorrelation functions indicates mostly freely diffusing proteins. For the
eGFP channel, a slight broadening in the direction of the slow time scale axis is observed, which is indicative of the fraction
of bound/immobile UHRF1 molecules (A). Exchange of DPPA3-mScarlet with the DPPA3-KRR-mScarlet mutant leads to an
enrichment of UHRF1-eGFP in the foci. A corresponding decrease in UHRF1-eGFP mobility is also observed in the eGFP
autocorrelation function, which shows a strong broadening in the direction of the slow time axis. The shape of the DPPA3-
mScarlet ACF remains mostly unchanged (B). When free eGFP is expressed instead of UHRF1-eGFP (C) as well as for the
control cell lines expressing the eGFP-mScarlet tandem construct (D) or eGFP and mScarlet as free fluorescent proteins (E),
a homogenous distribution of the eGFP signal is observed. The shapes of the corresponding ACFs indicate freely diffusing
proteins in all cases. The slighlty broadened shape of the mScarlet ACF in c indicates that there is a minor population of
immobile DPPA3-mScarlet molecules in these cells.
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Continued Figure 5.2: F - H) Box plots showing the diffusion coefficient of the mobile mScarlet species (F), the nuclear
UHRF1 count rate (G) and the diffusion coefficient of the mobile eGFP species (H) for the indicated cell lines. The diffusion
coefficient of the mScarlet species stays largely unchanged for all cell lines except for the cells expressing the eGFP-mScarlet
fusion construct, which shows a higher diffusion coefficient (F). The total amount of UHRF1-eGFP within the nucleus stays
largely constant between cells additionally expressing DPPA3-mScarlet or DPPA3-KRR-mScarlet (G). UHRF1-eGFP diffuses
roughly at the same speed as the DPPA3-mScarlet constructs while free eGFP diffuses much faster (H). In the box plots, each
data point represents a value obtained from a single cell. The limits of the boxes represent the upper and lower quartiles and
the darker horizontal line within the boxes represents the median value. The whiskers extend to the most extreme value within
1.5 x the interquartile range from each hinge.
I) Scatter plot of the fraction of mobile UHRF1 molecules against the ratio of the mean pixel intensity in the DPPA3-mScarlet
to the mean pixel intensity in the UHRF1-eGFP channel. A positive correlation is observable.
Adapted from [216]. Reprinted with permission from Nature Publishing Group.
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5.2.2 Analysis in the cytoplasm
An obvious question arising from the obtained results from the measurements in the nucleus is whether DPPA3 and UHRF1
are already interacting in the cytoplasm. In order to obtain insight into this question, the cytoplasmic fraction of the obtained
images was analyzed. These data are not part of the above mentioned publication and are preliminary since data acquisition
focused on the nucleus and the number of pixels recorded in the cytoplasm was very limited. In addition only a small number
of cells were analyzed leading to low statistics underlying the analysis. These measurements would need to be repeated before
definite conclusions can be drawn. We started off by calculating the spatial autocorrelation function of the two proteins. As for
the measurements in the nucleus the data contained an immobile and a mobile fraction for DPPA3-mScarlet and UHRF1-eGFP.
The analysis suggested that DPPA3-mScarlet is also predominantly mobile in the cytoplasm (~88% mobile population) but is
diffusing faster (~ 11 µm2/s) than in the nucleus. This diffusion characteristics were largely unchanged in cells expressing the
DPPA3-KRR-mScarlet mutant and did also not change in the absence of UHRF1 (Figure 5.3A, C).
Next diffusion of UHRF1 was investigated. In the presence of DPPA3-mScarlet, about 90% of the UHRF1-eGFP proteins are
mobile, diffusing with at a speed of about 8 µm2/s (Figure 5.3B, D) which is an increase in the fraction of mobile molecules
compared to the nucleus while the diffusion coefficient stays approximately the same. Disrupting the interaction of DPPA3
and UHRF1 reduces the fraction of mobile UHRF1-eGFP slightly to around 80% while the diffusion coefficient of the protein
showed a larger spread and a tendency towards higher values (Figure 5.3B, D). For the free eGFP control, almost all proteins
were mobile and diffused at a speed of slightly below 50 µm2/s, which was consistent with the value obtained in the nucleus
(Figure 5.2H) and reported in the literature [218]. We did not observe a cross-corrlation signal between the proteins in
the cytoplasm. Taken together, these data suggest that there is no interaction of the proteins in the cytoplasm and that the
interaction starts in the nucleus.
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Figure 5.3: Cytoplasmic diffusion of UHRF1 and DPPA3 in mouse embryonic stem cells
Box plots showing the following parameters for the cytoplasmic fraction of the indicated cell lines: The diffusion coefficient
of the mScarlet- (A) and eGFP-labeled (B) proteins as well as the mobile fraction of the mScarlet- (C) and eGFP-labeled (D)
proteins.
The diffusion properties of the mScarlet-labeled protein stays largely unchanged between the investigated cell lines (A +
C). Disruption of the interaction between UHRF1-eGFP and DPPA3-mScarlet by expression of the DPPA3-KRR-mScarlet
mutant leads to a larger spread in the observed UHRF1-eGFP diffusion coefficients with a tendency towards higher values
and a decrease in the fraction of mobile molecules. Free eGFP expressed instead of UHRF1 shows a diffusion coefficient of
~ 50 µm2/s with almost all of the protein being mobile (B + D). Each black square represents a value obtained from a single
cell. The upper and lower limits of the box represent the upper and lower quartiles, the central line the median and the unfilled
square the mean of the distribution. The whiskers extend to the most extreme value within 1.5 x the interquartile range from
each hinge.
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5.2.3 Outlook
In the future the interaction of UHRF1 and DPPA3 in the cytoplasm needs to be addressed in more detail. Furthermore future
experiments will investigate how the proteins are transported across the nuclear membrane. The latter question could for
example be addressed using the pair correlation approach [219].
5.3 Brief description of the data analysis
Raster-scanned images were recorded in two spectrally separated channels. Using TCSPC with PIE (section 2.6.4) cross-talk
free data could be collected when only green photons after green excitation and red photons after red excitation were used
to construct the images. Using ARICS, the nucleus excluding nuceoli and bright aggregates, or the cytoplasm were selected
for analysis. A moving average of three frames corresponding three seconds was subtracted to filter out components that are
immobile on this time scale prior to calculation of the spatial correlation functions. The spatial autocorrelation functions as
well as cross-correlation functions were calculated according to equation 20 and the obtained correlation functions were fitted
with a 2-component model including a mobile and an immobile fraction according to the following equation:








in which AmobG f it,mob (ξ ,ψ)represents the equation for free 3D diffusion of a RICS correlation function as given by equation
23 and Amob and Aimm are the amplitudes of the mobile and immobile fractions, respectively. The second summand represents
the immobile component (on the RICS timescale), which was fitted with a symmetrical 2D Gaussian. Here, ωimm represents
the half-width of the Gaussian at 1e2 of the maximum and, for objects smaller than the diffraction limit, it represents ωr of the
PSF. y0 denotes a baseline offset.











where γ is the shape factor of 2−
2
3 for a 3D Gaussian volume and the factor 2∆F2∆F+1 corrects the amplitude for the above
mentioned moving average subtraction. ∆F thereby denotes the number of frames that were averaged before and after each
frame for moving average substraction and was taken as 1 for the data presented here.




However, it has to be noted that these are not absolute estimates of the fractions since the amplitudes are not only depending
on the average number of fluorescent molecules but also on their molecular brightness [220]. As such equation 28 only holds
true if the components have the same molecular brightness.
The fraction of cross-correlating mobile molecules (denoted as “cross-correlation” in Figure 5.1) was calculated by dividing
the amplitude of the mobile component obtained from the cross-correlation fit by the amplitude of the mobile component
obtained from the autocorrelation fit of the DPPA3-mScarlet species.
The ratio of UHRF1-to-DPPA3 protein present in the nucleus was calculated by relating the average count rates per pixel
obtained for both proteins in the nucleus.
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This thesis is based on methods that exploit fluorescence emitted by single molecules. It presents experiments in which
single-molecule fluorescence is used to study structures and dynamics in single cells. The applications thereby range from
the tracking of single virus particles as they enter the host cell to the study of the supramolecular structure of an intracellular
protein complex central in the innate immune system, up to the investigation of the interaction of molecules diffusing in the
nucleus and cytoplasm of single living cells. In these experiments, the unique advantages of fluorescence microscopy and
spectroscopy become apparent. The experiments make use of the specificity, the sensitivity, the live-cell compatibility and the
multiplexing capabilities of fluorescence. Furthermore, the experiments illustrate some of the rapid developments in the field
of fluorescence microscopy in recent years: The investigations of the supramolecular structure of the endogenous ASC speck
applied the recently developed imaging modalities of DNA-PAINT and flat-field-optimized dSTORM, in combination with
the recently developed labeling approach of nanobodies. The experiments investigating the diffusion of proteins inside cells
exploited recent developments in the area of gene editing as they were performed on cells generated by the CRISPR/Cas9
technology.
The investigations also point out that, in order to fully understand the processes inside cells, both the dynamics and the struc-
tures need to be understood. Gaining the highest spatial resolution is equally important to high temporal resolution combined
with live-cell compatibility. In both areas, fluorescence microscopy has rapidly developed in the past years. Next to DNA-
PAINT, also the recently developed method of MINFLUX [202] enables spatial resolution that was previously unreached in
fluorescence microscopy. Lattice light-sheet microscopy [221] enables live-cell measurements with minimized photobleach-
ing and phototoxicity. In the project that investigated the endogenous ASC speck, quasi-dynamic information were extracted
from fixed samples. Similar approaches have been taken before [199] and they are likely to be fruitful in the future especially
in light of the current efforts to turn super-resolution microscopy into a high throughput method [29, 199, 222, 66]. However,
the true value of such measurements becomes apparent when they can be related to data obtained on living cells.
Next to the manifold advantages of fluorescence imaging, the method in its current form also has limitations. One limita-
tion concerns the achievable spatial resolution. Despite recent developments, the spatial resolution achievable by electron
microscopy still reaches beyond what is possible by super-resolution fluorescence microscopy. A second limitation of fluo-
rescence microscopy is the necessity to fluorescently tag the molecules to be investigated. This bears the risk of altering the
fuctionality of the biological system and needs to be carefully evaluated for every experiment. An inherent disadvantage of
almost all imaging modalities is the lack of throughput and the fact that the user selects the field of view to be recorded. This
introduces the risk of non-representative results as rare phenotypes in the sample might be missed or overrepresented.
All of the limitations listed above have been addressed through the development of new technologies in recent years: To keep
the benefit of molecular specificity offered by fluorescence microscopy but additionally gain higher resolution information on
the same sample, fluorescence microscopy has been combined with electron microscopy. Important methods to name here are
correlative light and electron microscopy (CLEM) [203, 130, 223] and fluorescence/electron array tomography (FM/EM-AT)
[224]. Another approach that could potentially offer insights into details that are currently not observable by fluorescence
microscopy is expansion microscopy in combination with super-resolution microscopy [225, 180]. The limitations put onto
fluorescence microscopy by the necessity to specifically label the target structure have been addressed by new labeling strate-
gies. Next to the constant development of new fluorescent proteins and dyes, smaller protein binders, such as nanobodies
([182]), aptamers [226, 227, 228] and affimers [229] have been introduced. Furthermore, new protein tags, labeling strategies
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based on the introduction of unnatural amino acids into proteins [230] and the CRISPR/Cas9 gene editing technology [231]
are important advances in the field.
The lack of throughput and inherent user bias in biological imaging has been met by the development of automated imaging
and image analysis. Important contributions in this area were made, by the laboratory of Professor Jan Ellenberg at the Euro-
pean Molecular Biology Laboratory in Heidelberg [232] and by several laboratories in the field of super-resolution microscopy
[199, 233, 222, 66]. Also, the idea of the smart and gentle microscope has been proposed [234].
In all mentioned areas, further developments are to be expected in the future. From these developements, also the research
questions addressed during this thesis would benefit. To decipher what causes the observed intermediate step in foamy virus
fusion, it would be highly interesting to fix the sample once the intermediate step is observed in living cells and subsequently
perform CLEM on the sample. Such an experiment would potentially reveal what component constrains the virus capsid and
envelope from moving appart during the intermediate step.
Concerning the structure of the endogenous inflammasome complexes, future studies will hopefully address the association
of other inflammasome proteins within the endogenous complex. For those experiments, high throughput DNA-PAINT seems
to be the method of choice. Such an approach would benefit from the high resolution and multiplexing capabilities offered by
DNA-PAINT and combine it with the possibility to image many inflammasome complexes. Since the inflammasome complex
is very heterogenous, high statistics are especially important for a comprehensive understanding of its supramolecular organi-
zation. Furthermore, automatization would enable very slow data collection (achieved by a low imager strand concentration)
over extended timeperiods, which is central for achieving sufficient resolution and sampling of dense complexes. When cou-
pled with automatic exchange of imager strands by a microfluidic device, multiple targets within the inflamamsome could be
imaged sequentially. One could envision a setup that first identifies cells in a sample where an inflammasome has been formed
using low magnification. Recognition of a target cell could, for example, be based on a fluorescent marker that is linked to the
inflammasome complex such as a fluorophore-conjugated DNA-PAINT docking strand. Subsequently, the microscope would,
in a second step, automatically focus on the inflammasome complex and perform automated Exchange-PAINT measurements
by employing a microfluidic device. Similar approaches have been implemented [235], e.g. for genome imaging [200], and
they would very likely give novel insights into the composition of the endogenous inflammasome complex. Such a workflow
could be combined well with the latest labeling strategies, such as nanobodies directed against the inflammasome components
[201]. In order to also get insights into the very dense regions of the structure, a combination with electron or expansion
microscopy would be highly interesting. A combination with electron microscopy would furthermore offer insights into the
cellular ultrastructure surrounding the inflammasome complex. Beyond inflammasome complexes the suggested strategies
would be well suited to investigate other multiprotein complexes inside the cell for which the term “Supramolecular organiz-
ing centers” (SMOCS) has been coined [236].
The experiments investigating the diffusion and interaction of molecules within the nucleus and cytoplasm of single living
cells by RICS would also benefit to a great extent from an automated imaging approach. For the investigations on the
interaction of the proteins UHRF1 and DPPA3 in the nucleus of embryonic stem cells, such an approach could increase the
statistics by automatically detecting and measuring many cells while keeping the benefits of single cell resolution. To enable
the microscope to automatically distinguish the cytoplasma and the nucleus of the cells, markers specifically staining the
cytoplasm and the nucleus could be expressed in the cells. The microscope, in a first step, could record a snap shot of the
cells at low magnification. Here, the two markers could be detected in two widefield channels. Subsequently, the microscope
would zoom into single cells and record RICS data either in the nucleus or in the cytoplasm. The expressed markers could, in
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this case, also be used to automatically define masks for cell compartments that would enable automatization of the analysis.
In a similar fashion, data recording could be performed for the experiments on the alternative inflammasome. Here, the
microscope would need to identify cells in which the alternative pathway has been activated. This could be implemented
based on a fluorescent marker for mature IL-1β, as this cytokine is processed into its mature form once the alternative pathway
has been activated in a cell. RICS measurement would then be performed on the identified cells.
The importance of imaging for biological research was underpinned by the Nobel Prize for the discovery and development of
the green fluorescent protein in 2008, super-resolved fluorescence microscopy in 2014 and cryo-electron microscopy in 2017.
Given the above described developments, I think that imaging will continue to provide many novel and unexpected insights in
the near and far future.
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A Measurements on ASC in the alternative NLRP3 inflammasome pathway
A.1 Biological background
Formation of a macrometer-sized inflammasome complex leading to IL-1β release and cell death, described in chapter 4, is
generally regarded as a process that is triggered in two steps: First, an NFκB-activating stimulus upregulates the expression
of NLRP3 and IL-1β and second, an inflammasome-activating molecule binds to NLRP3 thereby initiating inflammasome
assembly [174]. A classical example for the first stimulus is activation of Toll-like receptor 4 (TLR4) by Lipopolysaccharide
(LPS) [237]. This two-step activation mechanism for the “classical” NLRP3 inflammasome was mainly established in the
murine system. However, even before the inflammasome was discovered, it was observed that, in human monocytes, LPS
alone leads to the maturation and secretion of IL-1β [238, 239, 240, 241]. Investigations of the underlying mechanism were,
however, hindered by the lack of knockout cell lines. The discovery and establishment of the CRISPR/Cas9 gene editing sys-
tem enabled the generation of these cell lines. Based on these technical advances, our collaboration partners from the research
group of Professor Veit Hornung in the Biochemistry Department at the Ludwig-Maximilians-Universität München, Germany
dissected an “alternative” NLRP3 inflammasome activation pathway that drives the observed IL-1β response triggered by LPS
stimulation [181]. Hornung and colleagues discovered the pathway in a human B cell cell line which can be transdifferentiated
into monocytes [242]. Knockout of the proteins NLRP3, ASC and caspase-1 in these cells revealed that the LPS-dependent
IL-1β response depends on these proteins as also the case for the “classical” inflammasome pathway. However, in contrast to
the “classical” pathway, the observed response is independent of K+efflux, does not show ASC speck formation and does not
result in pyroptotic cell death. Furthermore, Gaidt et al. showed that the response depends on TLR4, TRIF, RIPK1, FADD
and activated caspase-8 upstream of NLRP3.
Although NLRP3, ASC and caspase-1 are clearly indispensable for this pathway, a physical interaction of these proteins has
not yet been shown. Tagging endogenous ASC with a fluorescent protein showed a homogenous distribution of the protein
in unstimulated and LPS-stimulated cells when imaged by diffraction-limited fluorescence microscopy. Based on their well-
established interaction in the “classical” inflammasome pathway, it is tempting to speculate that theses proteins interact in
oligomers of a few molecules in the “alternative” pathway. Diffraction-limited light microscopy imaging techniques lack res-
olution and sensitivity to detect such an oligomerization process and, even for super-resolution light microscopy techniques
offering the highest resolution and sensitivity, it remains extremly challenging. An alternative approach to investigate molec-
ular intractions inside cells is to correlate fluctuations in the detected signal of fluorescently labeled molecules. Especially
the cross-correlation between two differently labeled molecules very sensitively detects molecular interactions. Since these
methods are mostly applied to living cells, they avoid potential artifacts due to fixation and also reveal information of the
underlying dynamics of the molecules. For these reasons, I applied RICS (section 2.6.3) to addressed the hypothetical inter-
action of inflammasome proteins in the “alternative” pathway and measured the diffusion properties of ASC and NLRP3 in
transdifferentiated BlaER1 monocytes expressing only ASC-TagRFP or ASC-TagRFP and NLRP3-eGFP on an endogenous
level.
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A.2 Experimental procedure
A.2.1 Cell culture
If not stated differently all reagents where purchased from Thermo Fisher Scientific, Massachusetts, USA. BlaER1 B cells
were cultivated at 37°C and 5% CO2 in culture medium consisting of Roswell Park Memorial Institute (RPMI) 1640 medium
(21875034) supplemented with 10% (v/v) heat-inactivated fetal bovine serum (FBS) (10500064), 1 mM sodium pyruvate
(11360039) and 100 U/ml Penicillin/Streptomycin (15140122), and maintained at a density between 1x105 and 1x106 cells
per milliliter. Cells were transdifferentiated into BlaER1 monocytes/macrophages for three nights by seeding them at 60,000
cells/cm2 in culture medium supplemented with 50 ng/ml IL-3 (200-03 B, Peprotech, New Jersey, USA), 50 ng/ml M-CSF
(300-25 B, Peprotech) and 500 nM β -Estradiol (E8875, Sigma-Aldrich) on cell culture-treated plastic bottom slides (80826,
ibidi, Gräfelfing, Germany). On the fourth day, cells were trypsinized and transferred to glass bottom slides coated with
100 µg/ml poly-l-ornithine (A-004-C, Merck-Millipore, Massachusetts, USA) at the same density in culture medium without
growth factors and incubated overnight at 37°C and 5% CO2. Differentiation of the cells into monocytes was confirmed by
a change in morphology from completely round cells into cells with cellular extrusions (Figure A.2A, E). The alternative
inflammasome pathway was activated by incubating the cells with 200 ng/ml LPS-EB (tlrl-3pelps, Invivogen) for 14 hours.
RICS measurements were conducted within 4 hours after removing the cells from the incubator on the home-built confocal
microscope setup described in section 2.4.3 at 37°C. For cells in which the alternative inflammasome was activated, the LPS
stimulus remained on the cells during the measurements or was exchanged by fresh medium (Figure A.2H, left vs. middle
box plot).
A.2.2 Raster image correlation spectroscopy measurements
Data were recorded on the home-built confocal setup described in section 2.4.3. Microscope alignment was verified prior to
RICS measurements by performing a single-point FCS measurement on an Atto565 solution in H2O, at 10 µW laser power of
the 561 nm laser (measured in the collimated space before entering the galvo-scanning mirror system), 1 μm above the surface
of the coverslip. Prior to FCS recording the glass surface the coverslip was coated for 20 min by incubation with 2 mg/ml
Bovine Serum Albumin (BSA) (B9000S, New England Biolabs, Frankfurt am Main, Germany) in H2O to prevent sticking of
the dye.
The obtained autocorrelation function was fitted with the model for free 3D diffusion given in equation 19 in which the
diffusion coefficient was fixed to 535 µm2/s for measurements at 37°C (Figure A.1). The obtained molecular brightness
served as an indication for setup alignment and was compared to previously measured values obtained under conditions when
the setup was optimally aligned. The focus dimensions, ωr and wz, retrieved from the autocorrelation function were taken as
inputs for the analysis of the following RICS experiments.
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Figure A.1: Exemplary single-point FCS calibration curve of Atto565 in water at 37°C to verify proper setup alignment
prior to raster image correlation spectroscopy measurements
The dots represent the measured data and the solid line is a fit with the function for free 3D diffusion (equation 19). The upper
graph shows the weighted residuals of the fit. Error bars indicate the standard deviation of the measured data points derived
from FCS curves calculated for the individual time bins of the underlying photon stream
For RICS measurements, ASC-TagRFP was excited using a 561 nm laser at 3 µW (measured in the collimated space before
entering the galvo-scanning mirror system). Single cells were imaged in a field of view of 14 µm x 14 µm consisting of
300 x 300 pixels, corresponding to a pixel size of 46.7 nm. In total, 200 frames were recorded with a pixel dwell time
of 11 µs resulting in a line and frame time of 3.3 ms and 1 s, respectively. Excitation was separated from emission using a
405/488/561/635 polychroic mirror and a 660 longpass filter reflected the fluorescence onto the avalanche photodiode detector
in front of which a 630/75 emission filter was applied.
Images were reconstructed from the raw photon stream and analysed using the Microtime Image Analysis software developed
in our group [243]. Prior to image correlation static features on the timescale of three seconds were filtered out by a moving
average subtraction and an arbitrary region selection was applied to select the cell outline and used to exclude intracellular
vesicles, aggregates and the very edge of the cell to avoid artefacts in the correlation (Figure A.2A right, E right) [101]. The
spatial autocorrelation function (SACF) was calculated for each frame according to equation 20 and averaged over all frames.
A.3 Results
I started off by measuring the diffusion of ASC-TagRFP molecules in the cytosol of unstimulated cells. The obtained average
SACF could be fit well with the model function for free 3D diffusion of a single species given by equation 23 as indicated
by the low weighted residuals of the fit (Figure A.2B, C). This suggests that ASC-TagRFP is freely diffusing in the cytosol
of unstimulated cells and the measurements showed a diffusion coefficient of 10.9 µm2/s +/- 0.2 SEM for mobile ASC-
TagRFP molecules (Figure A.2D). This agrees with the expected value for a ~ 48 kDa protein (21.6 kDa ASC + 26.1 kDa
TagRFP ) [41] and indicates that ASC-TagRFP is mainly present as monomers or dimers in unstimulated cells. To verify
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that the contribution of autofluorescence to the measurements can be omitted, wildtype cells were measured under the same
conditions which showed a neglectible count rate (data not shown).
Repetition of the measurements in cells stimulated with LPS to activate the “alternative” inflammasome pathway showed
largely the same diffusion behaviour of ASC-TagRFP data suggesting that there is no change in the oligomerization status of
ASC between both conditions (Figure A.2F - H). For measurements in which the LPS stimulus remained on the cells, exactly
the same average diffusion coefficient of 10.9 µm2/s +/- 0.3 SEM was obtained (Figure A.2H, left box plot). The measurements
for which the stimulus was removed and exchanged by fresh medium showed a slightly higher average diffusion coefficient of
12.2 µm2/s +/- 0.4 SEM (Figure A.2H, middle box plot). Although this result might be statistically, significant its biological
relevance is highly questionable and therefore the two data sets were pooled, which resulted in an average diffusion coefficient
of 11.3 µm2/s +/- 0.3 SEM, which is insignificantly different to the value obtained for in unstimulated cells. However, one
has to keep in mind the limited sensitivity of the diffusion coefficient as a read out for a change in oligomerization when
judging these results: a doubling of the molecular mass of the diffusing species only leads to a 26% increase in the diffusion
coefficient. Especially in situations in which multiple species with different oligomerization status are present in the same
sample a quantitative analysis becomes very difficult based on the autocorrelation. For detecting molecular interactions the
cross-correlation function is much more sensitive. Thus, we next set out to address a possible interaction of ASC and NLRP3
after activation of the “alternative” pathway by measuring the cross-correlation in cells expressing ASC-TagRFP and NLRP3-
eGFP. However, our attempts to retrieve a correlation function for NLRP3-eGFP from the cells so far proved unsucessful due
to the fact that endogenous NLRP3 expression is very low. Although RICS is generally sensitive enough to extract information
from the diffusion of single eGFP molecules this does not seem to be the case for the intracellular measurements described
here. This is most likely due to the increased background and autofluorescence and the resulting low signal-to-noise inside
the cells.
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Figure A.2: Determination of the diffusion coefficient of ASC-TagRFP in BlaER1 cells by raster image correlation
spectroscopy
A) A brightfield image of BlaER1 transdifferentiated monocytes is shown; Note the characteristic macrophage-like phenotype
indicated by cellular extrusions from the cells; right top: An exemplary confocal image of a BlaER1 monocyte as recorded for
ASC-TagRFP RICS analysis (top) and the corresponding analysis region selection (red areas are excluded from the analysis)
(bottom)
B) An exemplary frame-averaged RICS spatial autocorrelation function (SACF) obtained from ASC-TagRFP in a single
cell (left) and a surface representation of the weighted residuals of the applied fit model (right). The SACF is color-coded
according to the correlation value with blue representing low correlation and red representing high correlation. In the surface
representation of the weighted residuals red and blue encode for positive and negative weighted residuals of the applied fit
model.
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Continued Figure A.2:
C) Exemplary projections of the fit along the x- (left) and y-axis (right) of the SACF; individual cells are color-coded; error
bars indicate the standard deviation of the fit calculated from the individual frames of the recorded image stack
D) Box plot of the ASC-TagRFP diffusion coefficient obtained by the RICS measurements; The upper and lower limits of the
box represent the 25% and the 75% percentile, respectively. The central line represents the median and the square the mean.
The crosses represent the 1% and the 99% percentile, respectively. The whiskers extend to the minimum and the maximum,
respectively.
E)-H) Panels show data as mentioned for A)-D) for data recorded on LPS-stimulated cells; The difference between the left
and the middle boxplot was confirmed using the two sample T test resulting in a P value of 0.027;
Graphs in D) and H) shows pooled data from 10 independent experiments
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A very promising experiment would be to address the potential interaction of ASC in the alternative pathway based on cross-
correlation measurements in cells expressing ASC-TagRFP and ASC-eGFP on both allels, respectively. In such an experiment,
one could take advantage of the above mentioned high sensitivity of the cross-correlation function as well as the sufficiently
high expression level of ASC. There are several reasons why the results presented here have to be juged with care. The
morphology of the cells compared with data reported in literature [178] suggest that the degree of differentiation of the
investigated cells was variable between preparations and in some cases might be questionable. Possible reasons for that are
manifold ranging from the activity of the applied growth factors to the integrity of the cells before the start of the experiment.
It worth pointing out the complexity of the underlying experimental protocol here. Although the obtained results on the
diffusion properties of ASC are very convincing and most likely hold true in stronger differentiated cells, the data presented
here are preliminary and experiments need to be repeated.
Furthermore, one cannot say for sure whether the alternative inflammasome pathway was successfully activated in the mea-
sured cells. Future experiments with an established readout that monitors alternative inflammasome activation on a single-cell
level would enable targeted measurements of cells in which the alternative inflammasome is activated. Such a readout could
be, for example, based on IL-1β maturation. IL-1β is expressed as pro-IL-1β and is cleaved into its active form by caspase-1
and subsequently released from the cell. As caspase-1 becomes activated by the alternative inflammasome pro-IL-1β matu-
ration could serve as a readout for alternative inflammasome activation in single cells. Such an assay could exploit Förster-
Resonance-Energy-Transfer (FRET) and utilize an IL-1β construct in which immature IL-1β is labeled with a donor-acceptor
pair at the pro-domain and at a suitable position within the sequence of the active interleukin, respectively and maturation
would be readout as a decrease in the FRET signal. Similarly, a readout based on cross-correlation spectroscopy is imaginable
in which IL-1β maturation would separate two fluorescent proteins attached to the immature protein at the pro-domain and
at a suitable position within the sequence of the active interleukin thereby leading to a decrease in cross-correlation. Alter-
natively, a dequenching mechanism invoving a quencher attached to the pro-domain of IL-1β and a fluorescent probe at a
suitable position within the sequence of the active IL-1β could be exploited. One could also imagine a readout based on the
release of IL-1β from the cells. How suitable these ideas are in practice would need to be carefully evaluated before their
implementation.
Another approach to tackle the problem of single-cell activation would be to increase statistics and thereby reveal even small
differences in the underlying cell populations. It was with this idea in mind that the data sets presented here comprise a
comparably large number of cells. However, automated data acquisition could increase statistics even further while keeping
the benefits of single-cell resolution. Such an approach would also benefit from the above mentioned single-cell activation
readout. One could imagine a microscope setup which, in a first step, automatically identifies cells producing mature IL-1β
(thereby confirming the activation of the alternative inflammasome), for example based on fluorescence in an additional lower
magnification widefield channel, and, in a second step, records RICS data on the identified cells. Similar ideas of automated
microscopy have been suggested [232, 234]. It is likely that many biological questions would benefit from such automated
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Abstract: Viral glycoprotein-mediated membrane fusion is an essential step for productive infection of
host cells by enveloped viruses; however, due to its rarity and challenges in detection, little is known
about the details of fusion events at the single particle level. Here, we have developed dual-color
foamy viruses (FVs) composed of eGFP-tagged prototype FV (PFV) Gag and mCherry-tagged Env
of either PFV or macaque simian FV (SFVmac) origin that have been optimized for detection of the
fusion process. Using our recently developed tracking imaging correlation (TrIC) analysis, we were
able to detect the fusion process for both PFV and SFVmac Env containing virions. PFV Env-mediated
fusion was observed both at the plasma membrane as well as from endosomes, whereas SFVmac
Env-mediated fusion was only observed from endosomes. PFV Env-mediated fusion was observed
to happen more often and more rapidly than as for SFVmac Env. Strikingly, using the TrIC method,
we detected a novel intermediate state where the envelope and capsids are still tethered but separated
by up to 400 nm before final separation of Env and Gag occurred.
Keywords: foamy virus; viral fusion; retrovirus; envelope glycoprotein; capsid; single virus tracking;
fluorescence live cell imaging; spinning disk confocal microscopy
1. Introduction
Several genera of spumaviruses constitute the Spumaretrovirinae subfamily of retroviruses.
Spumaviruses, also known as foamy viruses (FVs), are endemic to a wide range of vertebrates [1,2].
They are thought to be the oldest retroviruses, having emerged >450 million years ago coinciding
with the origin of jawed vertebrates [3] and display a remarkably stable co-speciation with their hosts.
Viruses 2020, 12, 1472; doi:10.3390/v12121472 www.mdpi.com/journal/viruses
B.1 Paper 1:Identification of an Intermediate Step in Foamy Virus Fusion B APPENDED PAPERS
156
Viruses 2020, 12, 1472 2 of 22
Their largest genus, Simiispumavirus, combines all known FV species identified in different non-human
primates of new- and old-world monkey, and ape origin. Prototype FV (PFV) is the best studied
primate FV isolate. It was the first retrovirus discovered in humans, originally described as human FV,
but was later recognized as being derived from a zoonotic transmission of a chimpanzee FV to man [4,5].
A hallmark of FVs, setting them apart from all other retroviruses, is their apparent apathogenicity,
not only in their natural hosts but also in zoonotically infected humans. Although the FV genome
structure is typical for a complex orthoretrovirus, FVs were grouped into a separate subfamily because
research showed that their replication strategy deviates in several aspects from that of all other
retroviruses [2]. Examples of special features of FVs in comparison to orthoretroviruses are a strictly
viral glycoprotein (Env)-dependent particle egress that involves budding predominantly at intracellular
membranes; a release of capsid-less, Env-containing subviral particles, and an extremely broad tropism
that employs heparin sulfate attachment and currently unknown specific entry receptor(s).
FV structural protein synthesis and virion morphogenesis is also characterized by several special
features that make these viruses an interesting tool for single particle tracing analysis using fluorescently
labeled virions. First, FV Env biosynthesis is unique amongst retroviruses as the glycoprotein precursor
is not cotranslationally processed by cellular signal peptidase, removing the N-terminal signal
peptide, during translation into the secretory pathway [6–9]. Instead, a full-length Env precursor
is translated and initially adopts a membrane topology with both N- and C-terminus located in the
cytoplasm (Figure 1a) [7,8]. Only during cell surface transport is the Env precursor postranslationally
modified and proteolytically processed by furin or furin-like proteases into the mature leader peptide
(gp18LP), surface (gp80SU) and transmembrane (gp48TM) subunits [6,9]. All three subunits are integral
components of a heterotrimeric glycoprotein complex in released PFV virions with leader peptide (LP)
and transmembrane (TM) subunits adopting a type II and type I membrane topology, respectively
(Figure 1a,b). The extracellular surface (SU) subunit appears to be associated with LP and TM subunit
through non-covalent interactions. On released FV virions the mature Env glycoprotein complex forms
prominent spike structures that are organized in an elaborate network of interlocked hexagons [10,11].
FV virion release, unlike orthoretroviruses, is characterized by a strict dependence of Gag and Env
co-expression as the FV Gag proteins lack membrane targeting or membrane association signals [12,13].
This Gag feature results in an accumulation of naked preassembled capsid at the centrosome and
prevents an orthoretroviral-like release of virus-like particle release in the absence of Env coexpression.
The Env-dependence of FV budding and release is the consequence of a direct interaction of the
N-terminus of Gag in capsids preassembled at the centrosome and the N-terminal cytoplasmic domain
of the Env LP subunit [7,8,14,15]. The active participation of FV glycoproteins in virion morphogenesis
is also emphasized by their ability to induce the release of capsid-less subviral particles, similar to
what is observed for the hepatitis B virus S protein [16,17].
Target cell entry of most FVs is thought to require endocytosis and involve a viral glycoprotein-
mediated fusion of viral and cellular lipid membranes that is predominantly dependent on low
pH [18,19]. Only PFV Env was previously reported to possess significant fusion activity at neutral pH,
which is in line with the observation that PFV Env containing retroviral particles can fuse with target
cells at the plasma membrane or from within endocytic vesicles.
Most of what has been learned regarding virus fusion has been obtained using bulk experiments.
However, direct information regarding the kinetics and details of the fusion process are missing.
With the development of single virus tracing (SVT) techniques [20,21], it is now possible to follow the
viral–host cell interactions of a single virion and thereby elucidate new details regarding the fusion
processes. Pioneering experiments revealed that the adeno-associated virus runs through several
stages of motion, each characterized by distinct diffusion characteristics during the infection pathway
into living cells [21]. Groundbreaking work on influenza viruses determined the kinetics of hemifusion
and content mixing using an in vitro system [22] and characterized the infection process in living
cells [23,24]. Several studies applied SVT to elucidate details of the fusion process of Simian virus
40 [25–27] as well as the one of the human polyoma virus [28] and the echovirus I [29].
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Figure 1. Characterization of the virus particles used in this study. (a) Schematic illustration
of the prototype foamy viruses (PFV) Env membrane topology at the state of the precursor
(upper graphic) and oligomeric, mature glycoprotein complex (lower graphic). Color coding of
the individual domains or subunits is indicated in panels (b–e). (b) Schematic representation
of the PFV particle structure. pr: precursor protein; p: protein; gp: glycoprotein; gp18LP:
Env leader peptide subunit; gp80SU: Env surface subunit; gp48TM: Env transmembrane subunit;
p85PR-RT-RH: Pol protease-reverse-transcriptase-RNaseH subunit; p40IN: Pol integrase subunit; pr71Gag:
Gag precursor; p68Gag: Gag p68 subunit. (c–e) Schematic outline of the PFV Gag, PFV, or macaque
simian foamy virus (SFVmac) Env, and PFV vector genome variants. Graphical illustration of the
PFV Gag and PFV or SFVmac Env protein structure as well as the PFV viral genome structure of the
different variants employed in this study. Numbers indicate the amino acid positions and the subunit
processing sites within the translated precursor proteins are indicated by dashed lines. The viral
RNA genome sizes are given in base pairs. NH2: N-terminus; COOH: C-terminus; LP: Env leader
peptide domain; SU: Env surface domain; TM: Env transmembrane domain; Ch: mCherry open reading
frame; L: glycine-serine linker peptide; p68: Gag p68 domain; p3: Gag p3 domain; GFP: eGFP open
reading frame; ***: Gag glycine-arginine box deletions; R: long terminal repeat (LTR) repeat regions;
U5: LTR unique 5′ region; ∆U3: enhancer–promoter deleted LTR unique 3′ region;©: Cap structure;
An: poly A tail. (f) Virus particles spotted on a glass slide and recorded under widefield illumination
using alternating laser excitation. Scale bar 10 µm. (g) Quantification of the particles used in this
study according to their colocalization in both channels. Colocalizing green particles: Green particles
colocalizing with a red particle signal; Colocalizing red particles: Red particles colocalizing with a
green particle signal. Error bars show standard error of the mean determined from three fields of view.
Here, we use dual-color FV constructs and our recently developed tracking image correlation (TrIC)
approach [30] to visualize the fusion event in both PFV (SFVpsc) and SFVmac (SFVmcy). The fusion
of PFV was observed both at the plasma membrane as well as from endosomes and was observed
to happen on the timescale of 10 to 20 min. In contrast, fusion of SFVmac was only observed from
endosomes and occurred on timescales longer than was measured for the fusion of PFV in endosomes.
This is consistent with the higher fusogenicity of PFV Env at neutral pH as observed previously [18,19].
Both types of viruses exhibited an intermediate state where the fluorescence signal from the envelope
and capsid are separated by 100 to 400 nm but are still tethered together. This intermediate persists on
the timescale of 6 to 11 min and is independent of the properties of the packaged RNA.
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2. Materials and Methods
2.1. Expression Constructs and Virus Preparation
The 4-component PFV vector system consisting of the packaging plasmids containing either
authentic or expression-optimized ORF encoding wildtype or mutant PFV (SFVpsc) Gag, PFV Pol,
PFV Env or SFVmac (SFVmcy) Env and PFV transfer vectors encoding a lacZ reporter gene was
described previously [18,31,32]. In addition to fluorescent protein tagged wild-type constructs,
the following mutant variants were used for this study: PFV Env: pcoPE iCS1 (iFuse) encoding
a surface–transmembrane subunit furin cleavage site variant by R571T mutation [18]; PFV Gag:
pcoPG4 iNAB1 (iNAB) encoding a nucleic acid binding deficient variant by deletion of glycine-arginine
rich (GR) boxes I to III [33]; and PFV Pol: pcoPP2 or pcziPol iRT encoding a variant with catalytically
inactive reverse transcriptase by YVDD312–315GAAA mutation. A schematic outline of FV Gag,
Env packaging and PFV transfer vector variants are shown in Figure 1c–e.
The dual-colored FV particles (Gag-GFP and mCherry-Env) were prepared and concentrated
as explained previously [18]. Briefly, most PFV Env (PE) containing supernatants were generated
by cotransfection of 293T cells with the transfer vector pMD11 (wt vgRNA) or puc2MD11 MS2Bas
(long vgRNA) and expression-optimized packaging plasmids encoding PFV Pol (pcoPP2), PFV Env
(pcoPE Ch, pcoPE Ch iCS1) and PFV Gag (pcoPG4, pcoPG4 CeGFP, pcoPG4 CeGFP iNAB1) at a ratio
of 28:2:1:4. SFVmac Env (SE) and some PE containing supernatants were produced by cotransfection
of the transfer vector pMD11 and packaging plasmids encoding PFV Gag (pcziGag-CeGFP), PFV Pol
(pcziPol iRT), and PFV Env (pczPE iCS2) or SFVmcy (SFVmac) Env (pciSE Ch) at a ratio of 1:1:1:1.
Cell-free viral supernatants were harvested 48 h post transfection and viral particles concentrated by
ultracentrifugation or ultrafiltration and aliquots snap-frozen on dry ice and stored at −80 ◦C until
further use.
2.2. Spinning Disk Confocal Microscope
Experiments were performed on a modified Andor Revolution system spinning disk confocal
microscope (Andor Technology, Belfast, UK) (Figure A1). The system is built using a Nikon TE2000E
(Nikon, Tokyo, Japan) microscopy body, a spinning-disk unit (CSU10; Yokogawa Electric Corporation,
Musashino, Japan), an OptoSplit II (Cairn Research Ltd., Faversham, UK) for separating the eGFP and
mCherry emissions and an EMCCD camera (DU-897 Ixon, Andor Technology, Belfast, UK) for detection.
The excitation was controlled using an acousto-optic tunable filter (Gooch and Housego, Ilminster,
UK) and the excitation and fluorescence emission were separated using a quadruple-band dichroic
beam splitter (Di01-T405/488/568/647; Semrock, Rochester, NY, USA). The eGFP and mCherry signals
were separated using a dichroic beamsplitter (BS562) and the respective emission filters (HC525/50,
and ET605/70), all purchased from AHF Analysentechnik AG (Tübingen, Germany). Z-stacks were
recorded over 20 min with an exposure time of 130 ms/frame/plane and 15–25 z positions spaced by
300 nm were acquired per z-stack. This resulted in a complete three-dimensional (3D) image every ~3
to 5 s.
2.3. Live-Cell Imaging Experiments
An overview of the live-cell imaging experiments is given in Figure A2. HeLa cells were cultivated
in Dulbecco’s Modified Eagle Medium (DMEM) + 10% fetal bovine serum (FBS) at 37 ◦C in a 5%
CO2 atmosphere and split every 2 to 3 days. Cells were seeded at 2 × 104 cells per well in an 8-well
Nunc LabTek II chambered coverglass slide coated with collagen A-solution (Sigma-Aldrich, St. Louis,
MO, USA) according to the manufacturer’s protocol one day prior to experiments. On the day of the
experiment, the cells were washed once with phosphate-buffered saline (PBS) solution and the virus
particles were added at a density of 40 to 80 particles per cell in Leibovitz’s L15 medium containing
10% FBS. To allow attachment of the particles to the cell surface while avoiding virus uptake into the
cells, cells were incubated with the virus at 4 ◦C for 10 min. Subsequently, the cells were rinsed with
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cold L15 medium and the imaging was started immediately after mounting the sample holder on the
microscope stage and warming the cells to 37 ◦C to synchronize the uptake of the viruses.
Data was recorded over 20 min on single cells by acquiring multiple z-stacks spanning the entire
cell volume with z-planes spaced 300 nm apart. EGFP and mCherry-labeled virus particles were excited
in parallel with 488 nm and 561 nm continuous wave lasers. Figure A1 depicts the microscope setup
used All cell culture reagents were purchased from Thermo Fisher Scientific, Waltham, Massachusetts,
USA, if not stated differently.
2.4. Data Analysis
The analysis was done using the TrIC software (Figure A3) previously developed in our lab [30].
Briefly, the virus is tracked in 3 dimensions in the eGFP channel. Single viruses are tracked in 2D either
manually, automatically using TrackMate [34] or using a home-written wavelet tracking method [35].
The subpixel accurate 3D-trajectory is obtained in a second step by fitting the particle image with
a 2D-gaussian function for the x-y position and a 1D-gaussian function for the z position. A box
about the particle is taken (2.94 µm × 2.94 µm × ~5 µm or 21 pixels × 21 pixels × entire z-stack) and a
3-dimensional image cross-correlation is performed between the eGFP and mCherry channels. When a
particle is detected in both channels, a positive correlation signal is observed. To determine a threshold
for the amplitude of the correlation function, we also randomize the pixels in the voxel/box and perform
the same analysis. Using the average value and standard deviation of the randomized signal from a
sliding window of 10 3D-images, we define a threshold of the mean plus 3 standard deviations for the
randomized image as the threshold for a positive cross-correlation signal. The software provides the
background-corrected intensity of both fluorescence labels, subpixel accurate coordinates of the tracked
virus in 3D for both detection channels, the instantaneous velocity of the particle, the 3D-colocalization
status and the relative distance of the fluorescence labels along the track (Figure A3).
To test the precision of our tracking method, we tracked dual-color fluorescent beads (TetraSpeck
microspheres, 0.1 µm, Thermo Fisher Scientific, Waltham, MA, USA) in a glycerol solution (Figure A4).
This trajectory shows the accuracy limit of our method. The mean relative distance was 25 nm over
the ten minutes tracked with a standard deviation of 10 nm. For testing the resolution in the case of
the dual-color viruses, we performed experiments on a fusion-deficient mutant, iFuse, and the mean
relative distance was found to be 46 nm with a standard deviation of 20 nm, giving a 95% confidence
boundary at 86 nm (data not shown). The threshold for separation of the two colors was then set to
100 nm.
2.5. Estimation of the Cell Surface
As the cells were pre-incubated with the virus on ice in the refrigerator (~4 ◦C), most of the viruses
are located at the cell membrane during the first frames of the movies. We took advantage of this
situation to estimate the cell surface. The visible viruses were automatically detected in the first z-stack
and their position was automatically determined in 3D via Gaussian fitting (see Figure A5a). The cell
surface was then reconstructed from the single virus positions by a nearest neighbor interpolation and
plotted as a 3D-surface together with a virus track to help determine the location of viral fusion with
respect to the cell membrane (see Figure A5b).
3. Results
3.1. Characterization of Foamy Virus Particles
With the aim of visualizing the fusion process of individual viruses, we further characterized
the fluorescence-labeled FV particles that we designed previously [18]. Here, PFV and SFVmac
Env-containing particles were labeled with eGFP and mCherry. It has been shown that endocytosis
plays a significant role in the uptake of FV [18,19]. For endosomal uptake, the viruses encounter a
decrease in pH from early endosomes (pH ~ 6.5), to late endosomes (pH ~ 5.5), to lysosomes (pH ~ 4.5).
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As it is known that eGFP fluorescence is quenched at acidic pH values [36], we tested the stability
of the fluorescent proteins incorporated into the virus particles under these conditions (Figure A6).
Particles labeled with eGFP attached to the Gag protein and mCherry attached to the Env protein were
sedimented on a glass slide. The initial pH of 7.0 was then dropped to pH 5.5. A small reduction
in the Gag-eGFP fluorescence upon lowering of the pH was observed, but the eGFP signal was still
easily detectable (Figure A6a, left graph). mCherry-Env showed no change in fluorescence intensity
(Figure A6a, right graph). For comparison, we first permeabilized the particles with Triton X-100 to
allow access of the protons to the eGFP-labeled capsid. As expected, the eGFP fluorescence showed
strong quenching at pH 5.5, a value typically found in endosomes (Figure A6b, left graph) whereas the
mCherry fluorescence stayed unaffected (Figure A6b, right graph). Hence, the choice of label position
with eGFP attached to the capsid works well even when the viruses have been taken up in endosomes.
The eGFP is well shielded within the virus lipid envelope.
Secondly, a high fusogenicity is needed for these studies. Hence, as we have shown previously,
we generated the viruses by mixing unlabeled Gag proteins with eGFP-tagged Gag at a ratio of
3:1 [18]. This mixture keeps the infectivity of the virus at near wild-type levels whereas labeling
100% of the Gag proteins with eGFP reduces the infectivity of the particles by approximately 90%.
Labeling of the Env did not significantly alter the infectivity of the virus. Although a drop in infectivity,
as determined by reporter gene expression, may not necessarily indicate a decrease in fusogenicity,
a high infectivity does guarantee that the fusogenicity is also high. Thus, we used constructs using
a mixture of 3:1 Gag:Gag-eGFP. From bulk infectivity assay and time-lapsed spinning disk confocal
microscopy, we verified the fusogenicity of the viruses and could show that a significant fraction of
PFV particles (~15%) underwent fusion during the first 30 min [18].
Lastly, to simplify detection of the fusion process, it is important that a high fraction of the
prepared viral particles contain both labels. Fortunately, FVs cannot bud without the envelope
protein [12,13]. Hence, 93 ± 1% of viral particles released into the cell culture supernatant were
fluorescently labeled with Env-mCherry (Figure 1e,f). Conversely, about half of the viral envelopes
were missing a detectible capsid signal [18]. This high number of presumably empty virus-like particles
could be due to the optimized gene expression used to generate the virus [31,32], the known capability
of FV to form sub-viral particles [17] and/or due to the attachment of a fluorescent protein to the
N-terminus of a FV glycoprotein. Although a higher capsid incorporation would simplify the fusion
measurements, 50% is the limitation of this viral system. However, with the high envelope labeling
efficiency, the virus preparation is still well suited for investigating fusion using single virus tracing.
A detailed characterization of the virus preparations is given in Table 1.
Table 1. Characteristics of dual-color labeled samples.
Label of













PFV wt 1,2 wt PG EG PE Ch 1:0 6666 97 ± 0.8 12,649 55 ± 0.5
PFV wt 2 wt PG EG PE Ch 1:3 2365 98 ± 0.2 7683 33 ± 0.7
PFV wt 1,2 wt PG EG PE Ch 1:3 1476 93 ± 1 4022 33 ± 1
PFV iFuse 1 wt PG EG
PE Ch
iCS1 1:3 542 95 ± 1 1159 48 ± 2
PFV no vRNA - PG EG PE Ch 1:3 168 100 ± 0 351 48 ± 6
PFV long vRNA long PG EG PE Ch 1:3 152 94 ± 6 235 64 ± 5
SFV wt 1 wt PG EG SE Ch 1:3 944 93 ± 0.8 3290 30 ± 1
1 Characterization of these particle lots was already described in [18]. 2 Different lots of dual-colored, wildtype
PFV particles.
3.2. Investigation of Individual Prototype Foamy Virus Env-Mediated Fusion Events
To gain detailed insights into the fusion process, we performed live cell measurements using the
fluorescently labeled FV particles described above. Cells were incubated with viral particles at ~4 ◦C.
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Subsequently, the cells were rinsed with cold L15 medium and the imaging was started immediately
after warming the cells to 37 ◦C to synchronize the uptake of the viruses. Confocal z-stacks were
collected over approximately 20 min and the data analyzed as outlined in the Section 2.
Figure 2 and Movie S1 show the results of typical fusion of a PFV. Panel a of Figure 2 depicts
the differential interference contrast (DIC) image of an infected cell overlaid with the trajectory of the
infecting particle in three dimensions (3D). At the beginning of the movie, the virus is located at the
plasma membrane. Both PFV Gag-eGFP and PFV mCherry-Env signals are observable, represented
by the yellow color-coding in the trajectory. During the initial stage, the virus undergoes limited
movement and slow photobleaching of the eGFP signal can be observed (Figure 2(bi)). Subsequently,
the fluorescence signals begin to separate. At 9.7 min, the capsid is transported into the cytoplasm of
the cell (green part of the trace) whereas the envelope remains on the plasma membrane (Figure 2a).
To provide additional support that fusion actually occurred at the plasma membrane, we developed
another method to help define the location of the plasma membrane. Before starting the acquisition of
a movie, cells were incubated at low temperature to synchronize virus entry. As a consequence during
the first z-stack, most viruses were still located on the cell surface. By automatically determining the
3D-position of all the fluorescent particles present in the first z-stack of the movie, the 3D-cell shape
was inferred (see Materials and Methods, Figure A5). Comparison of the 3D-position of the tracked
virus to the reconstructed 3D cell shape was then used to determine the location of the virus during the
fusion. This method was helpful in identifying plasma fusion events but could also indicate fusion
from a particle in the actin cortex just underneath the plasma membrane as the accuracy of the method
is not sufficient to resolve these two cases.
The results of the TrIC analysis are shown in Figure 2b. The cross-correlation amplitude is a
measure of the similarity of the image data in the two channels and a positive correlation above the
control indicates a clear viral signal in both channels. At 9.7 min, the cross-correlation amplitude
(Figure 2(biii)) between the two channels shows a clear drop indicating that the mCherry- Env signal
is no longer in the box around the viral Gag-eGFP being tracked. This is a clear marker of color
separation and indicates complete fusion of the virus. The drop in cross-correlation amplitude coincides
with the loss of fluorescence intensity in the mCherry channel and with a sudden increase in the
instantaneous velocity to values above 1 µm/s (Figure 2(bii)). The high velocity and directionality of
motion indicates that the capsid is being actively transported towards the cell center. The transport
velocity of 0.5 to 1 µm/s is consistent with values observed for direct transport of internalized viruses
and endosomes along microtubules [23,24,37–39]. Thus, we assign the post-fusion active transport
processes to the capsid hijacking cellular motor proteins and being transported along the microtubule
network (summarized in [40]).
The image cross-correlation analysis also provides information about the relative distance between
the signals in the two channels. As discussed in the materials and methods, we consider color
separation to be significant when the relative distance increases over 100 nm. Figure 2(biv) depicts
this information over the course of the observed fusion event. It can be subdivided into three stages.
Initially, the separation between the eGFP and mCherry signals is approximately 100 nm or less (blue),
which is within the detection limit. In stage 2, which starts about four minutes after the beginning
of the track, the distance increases to values between 100 nm and 400 nm (cyan). This stage lasts for
about 6 min. In stage 3 (green), separation rises above 400 nm until the mCherry-Env signal disappears
from the tracking box around the Gag-eGFP signal, at which point the fusion is complete. Figure 2c
shows single frames representative for the three stages from the recorded movie data. Plotting the
relative distance of the envelope from the capsid signal in three dimensions (Figure 2d) reveals in stage
2 motion of the envelope around the capsid until the separation is completed.
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Figure 2. PFV Env-mediated fusion at the plasma membrane. (a) A differential interference contrast
(DIC) image of a cell where the trajectory of the tracked PFV has been overlaid. The proportion of
the track where the particle is double-labeled is plotted in yellow whereas movement of the capsid
towards the nucleus/microtubule organizing center after color separation is plotted in green. x-z and y-z
projects of the trajectory as shown in the upper and right panels respectively. (b) Results of the tracking
imaging correlation (TrIC) analysis along the trajectory are shown: (i) The background-corrected
fluorescence intensity of the Gag-eGFP channel (green) and the mCherry-Env channel (red) are plotted
as a function of time. (ii) The instantaneous velocity of the Gag-eGFP signal is plotted as a function of
time. (iii) The amplitude of the cross-correlation of the TrIC analysis for the data (blue), the randomized
control (grey) and threshold (black) are plotted as a function of time. (iv) The TrIC analysis also
provides the relative distance between the fluorescence signals in the two channels. The distance
of the Gag-eGFP to the mCherry-Env is plotted over time, with distances <100 nm marked in blue
(stage 1), between 100 and 400 nm marked in cyan (stage 2), and >400 nm marked in green (stage 3).
Solid lines were generated using running average of ~30 s. (c) A close up of three frames from the
movie showing the tracked virus (circled in white) at different stages of the fusion process: bound to
the plasma membrane (0 min), during stage 2 (6.7 min), and after fusion (10 min) where the capsid has
been transported within the cell. Left: eGFP channel; Middle: mCherry channel; Right: merged image.
Scale bar: 4 µm. (d) A 3D-representation of the relative position of the mCherry-Env signal with
respect to the Gag-eGFP signal distance color-coded according to the three stages shown in panel biv.
The circular movement of the envelope signal around the capsid in stage 2 (cyan) is clearly visible.
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3.3. Fusion Mediated by Simian Foamy Virus Env
As a comparison, we also investigated the fusion mediated by SFVmac Env (Figure 3 and Movie S2).
For SFVmac Env, this viral particle was internalized, complete with envelope, within the first minute.
The overlay of the 3D trajectory with the DIC image of the cell shows that the particle was actively
transported towards the nucleus and that capsid release occurred internally (Figure 3a). Instantaneous
velocities of up to 600 nm/s where measured (Figure 3(bii)). After 21 min, the particle fused with the
surrounding cellular membrane (probably with an endosome) as indicated by a sudden drop of the
mCherry-Env signal (Figure 3(bi)), a drop of the correlation amplitude (Figure 3(biii)) and an increase
of the relative distance between the eGFP and mCherry signal to values above 400 nm (Figure 3(biv)).
Again, for this event, the relative distance between the two signals can be divided into three stages
(Figure 3(biv)): a stage in which the two signals colocalize within the detection limit of 100 nm (blue),
an intermediate stage in which the relative distance varies between 100 and 400 nm (cyan) and finally
full separation (green). Figure 3c shows three time points of the underlying image data highlighting
the three stages. In the first two time points, there is at least some colocalization of the two signals.
The lowest section shows the phase of full separation after ~22.3 min. We can also plot the 3D-distance
between the eGFP labeled capsid and the mCherry-Env signal (Figure 3d). Here again, during the
intermediate stage, the envelope and capsid signal move with respect to each other.
3.4. Analysis of All Observed Events
We have demonstrated that it is possible to visualize fusion events using the fluorescently
labeled FV particles harboring PFV Gag and PFV or SFVmac Env at different steps of viral uptake as
schematically depicted in Figure 4a. Figure 4 gives a summary of all the observed single virus particles
and fusion events observed for both types of FV particles. The number of fusion events detected was
limited and thus the statistics are limited. From 520 detected PFV Env-containing particles, we tracked
88 individual virions and observed 13 fusion events (Figure 4b). Four fusion events were detected at
the plasma membrane and nine events occurred from endosomes. The plasma membrane events were
categorized as such when the particles were located on the plasma membrane (within the resolution
of our microscope) and they have not undergone motion with velocities above 0.05 µm/s prior to
fusion, consistent with transport velocities of particles transported on the plasma membrane [41,42].
The possibility of PFV Env being able to fuse at the plasma membrane is consistent with its ability to
fuse to a significant extent already at neutral pH [18,19]. For fusion events categorized as occurring
from endosomes, the particles demonstrated clear active transport before the fusion event was detected.
In contrast to the plasma membrane fusion event shown in Figure 2 and Movie S1, the mCh-Env
signal was typically lost within 5 to 15 s after the endosomal fusion event was completed, which is
consistent with what has been reported for other viruses [24,43]. Disappearance of the mCh-Env signal
is attributed to dilution of viral glycoproteins in host cell membranes after the fusion process and was
observed both for fusion at the plasma membrane and in endosomes.
From the measurements, we can also gain insights into the kinetics of the fusion event. For fusion
from the plasma membrane, the average time until fusion was 19 min. For fusion events from
endosomes, it was necessary to separate the events into cases where the entire uptake was observed
(Figure 4(ai)) and cases where the viruses had already undergone endocytosis before being detected
(Figure 4(aii)). For the latter, it was not always possible to calculate the entire time until fusion.
However, a minimum time could be estimated and, in either case, the time it took fusion to occur
from the plasma membrane was significantly longer. The short lag time between entry until fusion
in the case of endocytosed particles relative to fusion at the plasma membrane is in agreement with
the reported pH-dependency of PFV fusion and the fact that early endosomes already have a slightly
acidic pH around 6.5 to 6.0 [44–46]. In addition, early endosome fusions can be induced within 1 to
5 min after virus uptake (e.g., vesicular stomatitis virus, VSV), whereas late endosome fusion events
(e.g., influenza A virus, INF) take longer, ranging from 10 to 20 min [44]. The kinetics of the fusion
process are given in Figure 4c.
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x-z and y-z projects of the trajectory as hown in the upper and right panels respectively. (b) Results of
the TrIC analysis along the trajectory are shown: (i) The background- orrected fluoresc nce inten ity of
the Gag-eGFP channel (green) d the mCherry-Env channel (red) are plotted as a function of time.
(ii) The instantaneous velocity of the Gag-eGFP signal is plotted as a function of time. (iii) The amplitude
of the cross-correlation of the TrIC analysis for the data (blue), the randomized control (grey) and
threshold are plotted as a fu ction of time. (iv) The relative distance between the eGFP-capsid a d
mCherry-Env signal is plotted over time. The distance of the Gag-eGFP to the mCherry-Env is plotted
over time, with distances <100 nm marked in blue (stage 1), between 100 and 400 nm marked in cyan
(stage 2), and >400 nm marked in green (stage 3). Solid lines were generated using running average of
~30 s. (c) A close up of three frames from the movie showing the tracked virus (circled in white) at
different stages of the fusion process: bound to the plasma membrane (0 min), just after the virus has
been internalized (17 min), and after the fusion is completed (22.85 min). Left: eGFP channel; Middle:
mCherry channel; Right: merged image. Scale bar: 4 µm. (d) A 3D-representation of the relative
position of the mCherry-Env signal with respect to the Gag-eGFP signal distance color-coded according
to the three stages shown in panel (biv). The circular movement of the envelope signal around the
capsid in stage 2 (cyan) is clearly visible.
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fusions events d tected during ce lular t al-labeled FV particles. Events wer classified
into fusion at the plasma membrane and fusion from the endosome. Fusion events from an endosome
were further divided into complete events (where the particle could be tracked from attachment at the
plasma membrane until completion of the fusion from the endosome) and incomplete events for which
the particle was only detected when it had already been taken up into an endosome. (b) Statistics
of detected and tracked particles and detected fusion events. (c) Overview of the kinetics of fusion.
* time at 37 ◦C until fusion. (d) Overview of the kinetics of the intermediate state.
For SFVmac Env containing particles, we detected 600 viruses, tracked 97 particles, and detected
three fusion events (Figure 4b). With these low statistics, it is not possible to make any definitive
statements. What we did observe is that all three fusion events occurred from endosomes, consistent with
the strong pH dependence of SFVmac Env-mediated fusion [18]. Although we can only estimate a
minimum time until endosome fusion for SFVmac, it was significantly slower than that for endosomal
fusion of PFV (Figure 4c). This is also consistent with the difference in uptake observed for PFV
and SFVmac Env containing particles and may suggest that fusion of SFVmac occurs from late
endosomes [18].
The PFV Env mediated uptake pathway has similarities with many other viruses. The uptake
pathway resembles that of human immunodeficiency virus 1 (HIV-1) in that PFV infects target cells by
fusion at the plasma membrane or by endocytosis [47]. PFV uptake also shows similarities with VSV,
which fuses early after uptake in early endosomes [48]. In addition, the PFV fusion process can also
be activated in maturating or late endosomes on the way towards the cell center as indicated by the
fusion events observed in between 7 and 10 min after virus entry (Figure 4c). In contrast, we suggest
that SFVmac Env containing particles fuse similar to INF viruses predominantly in late endosomal
compartments [49]. The average minimum duration from uptake till fusion of 13.6 min supports
this model.
3.5. A Puzzling Delay in Fusion
One of the surprising results of this investigation is the discovery of an intermediate step (stage 2)
in the fusion process where the envelope and capsid signals are in close proximity, but are no-longer
fully overlapping. Using the TrIC analysis, we detect a physical separation between the envelope
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and capsid signals of 100 to 400 nm. This is clearly greater than the accuracy of our tracking method.
Both PFV and SFVmac Env-containing particles exhibited this intermediate step that was observed
in all fusion events with the exception of one fusion event at the plasma membrane (Figure 4d).
Occasionally, we observed viruses in the intermediate state that did not undergo complete fusion
within the measurement time, but we never observed a virus return from the intermediate state into
stage 1. Hence, the intermediate stage appears to be an important step in completing the fusion process
in FV Env mediated entry, so we investigated it in more detail.
The first question we asked is what causes the two components to stay in close proximity.
This could be caused by either spatial confinement, such as both components being trapped in an
endosome or a pocket in the actin cortex, or the two components could be tethered together by an
unknown component. To distinguish between these two alternatives, we compared the mean square
displacement (MSD) analysis on the relative trajectory of envelope with respect to capsid and on
the absolute trajectories of the Gag-eGFP and the mCh-Env during stage 2 (Figure 5a). If the two
components are moving independently, the relative motion between them will be the sum of two
random motions and will have a higher diffusion coefficient than the absolute diffusion coefficients.
On the other hand, if the two components are tethered together, the relative diffusion coefficient
will be less than that of the absolute diffusion coefficients. The early times need to be compared,
as confinement in an endosome will limit the sensitivity of the MSD analysis to the differences in
motion. Figure 5a shows a MSD analysis of the absolute diffusion of the Gag-eGFP and mCh-Env in
comparison to the relative motion for an SFVmac Env fusion event from an endosome. The relative
diffusion coefficient is clearly smaller than the absolute diffusion coefficients, suggesting that the two
components are tethered together. This is true for all fusion events measured.
Next, we investigated the average separation and duration of the intermediate state (stage 2)
for the different categories of fusion events. Image-wise histograms of the envelope-capsid separation
is plotted in Figure 5b and shows a peak with lower average separation for PFV Env constructs
(blue, green, red) in comparison to SFVmac Env (black). A small difference is also observable when
investigating the average separation per event (Figure 5d). When separating the PFV Env events into
fusion from the plasma membrane and from endosomes, the image-wise histograms show a narrow
peak in the separation for endosomal fusion events compared to a broader histogram for fusion from
the plasma membrane (Figure 5c). Although the statistics are too low to make a significant statement,
this could be due to confinement in endosomes limiting the maximum possible separation. The fusion
events from endosomes for SFVmac Env (Figure 5b, black) exhibit an average larger separation then the
endosomal fusion events measured for PFV Env (Figure 5b–d, black versus light blue), which would
suggest that fusion occurs from different types of endosomes. When investigating the separation
and duration of the intermediate state (Figure 5d–f), no significant trend is observable. The average
duration of stage 2 in SFVmac Env mediated fusion events is longer, but this can be attributed to one
very long event out of three. Hence, the statistics are not sufficient to make any significant statements
here. Moreover, the scatterplot of duration versus average separation shows no correlation (Figure 5f).
Furthermore, we considered what could be physically tethering the envelope and capsid together
over hundreds of nanometers. One possible candidate would be the viral genome, although one would
expect the genome to be packaged inside the capsid during fusion and not having physical contact
with the Env protein. We prepared several variants of PFV Env containing particles with differences in
the packed genome (Figure 1e,g and Table 1). The first variant (no vRNA) were particles containing
wild type PFV Gag-eGFP but no viral genome was co-expressed during virus productions. In this
case, the distance distribution and duration of the intermediate state was not significantly different for
SFVmac Env (SFV) or for endosomal fusion from PFV Env containing particles (PFV endo) with regular
PFV genomes (Figure 5d,e). However, this PFV variant, though it does not contain a viral genome,
still packages nonspecific cellular mRNA [33]. As a next step, we generated a PFV variant (iNAB)
that was incapable of binding and incorporating any kind of RNA due to deletion of the PFV Gag
nucleic acid binding domain [33]. However, we were unable to detect any fusion events for this
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construct (data not shown). For the final variant (long vRNA), we replaced for virus production the
regular transfer vector expressing the encapsidated viral RNA genome by a transfer vector expressing
a viral RNA genome that had been extended by 1319 bases, or an increase of 20% (Figure 1e). For this
PFV variant, we saw no significant difference in the average separation or the duration of the fusion
event (Figure 5e). Details of the intermediate state are summarized in Figure 4d.
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analysis of the absolute trajectory of the envelope signal (red), the absolute trajectory of the capsid
(green) and of the relative trajectory of the envelope with respect to the capsid (yellow) during stage
2 of a SFVmac fusion event. The relative diffusion coefficient is clearly smaller than the absolute
diffusion coefficients indicating that the two signals are tethered together. The Env protein diffuses
faster than the Gag protein. Error bars show the standard error of the mean of the squared displacement.
(b) Image-wise histograms of the relative distance of the capsid and envelope component within the
intermediate step of the fusion process. PFV particles (blue) show a shift towards lower distances
compared to SFVmac (black) or particles without a viral genome (red). (c) Image-wise histograms of
the relative separation of envelope and capsid depending on whether fusion occurred from the plasma
membrane (dark blue) or from endosomes (light blue). (d) A comparison of the average separation of
the envelope from the capsid plotted per event for different types of FV particles. (e) A comparison of
the average duration of the intermediate state per event for different types of FV particles. (f) A scatter
plot of the average envelope-capsid separation versus duration of the intermediate fusion state for
different types of FV particles. FV particle types: SFVmac virions at endosomes (SFV); PFV virions at the
plasma membrane (PFV p.m.); PFV virions at endosomes (PFV endo); PFV virions that do not contain
viral RNA (PFV no vRNA); PFV virions with longer viral RNA (PFV long vRNA); fusion incompetent
PFV virions (PFV iFuse).
4. Discussion
Using the recently developed dual-colored PFV virions containing Gag-eGFP and mCherry-Env
labels, we were capable of detecting individual fusion events. Strikingly, in 185 viral particle tracks,
we were able to observe a total of 16 fusion events, characterized by a loss of colocalization and
separation of Gag-eGFP and mCherry Env signals. This is in contrast to a previous study for HIV-1
by Koch and colleagues who used an ecotropic murine leukemia virus (eMLV) Env-YFP combined
with HIV-1 MA-mCherry to study particle fusion [50]. From more than 20,000 2D trajectories,
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they were able to detect 28 fusion events of rapid color separation. In addition, the authors identified
45 events of simultaneous loss of MA and Env signal, which is most likely due to endocytosis of
double-labeled particles. Simultaneous disappearance of MA and Env signal was also observed for
particles pseudotyped with fusion-deficient Env proteins, although to a lower extent. Hence, FV is
much more fusogenic than eMLV pseudotyped HIV-1.
In our study, we detected for PFV Env containing particles fusion both at the plasma membrane
as well as from endosomes whereas fusion of SFVmac Env containing particles was only detected from
endosomes. This is in line with previous results demonstrating that Env protein of PFV is the only
FV Env examined so far that already has a significant fusion activity at neutral pH, thereby enabling
fusion at the plasma membrane of the host cells [18,19].
However, even PFV Env mediated fusion is known to be enhanced by low pH [19]. In agreement
with this, we also observed PFV Env-mediated fusion events after endocytic uptake of viral particles.
By comparing the kinetics of viral fusion after endocytic uptake between PFV Env- and SFVmac
Env containing particles, we found that the time from uptake to fusion was also faster for PFV Env
in comparison to SFVmac Env containing particles. This may suggest that pH-triggered PFV Env
mediated fusion takes place in a different endosomal compartment with higher pH, perhaps in early
endosomes, whereas SFVmac Env mediated fusion may only be triggered by the lower pH found in
late endosomes. However, further single particle tracking studies including fluorescent markers for
endosomal subpopulations are required to verify this hypothesis.
Using the TrIC approach, we detected a novel intermediate state during the fusion process where
the envelope and capsid separate on the range of 200 to 400 nm that occurs for 6 to 10 min before
complete fusion occurs. During this intermediate state, the envelope and capsid are still tethered.
We showed that the fusion intermediate is not just due to co-confinement and could rule out that
it is the viral genome that tethers the envelope and capsid together during this intermediate state.
Fusion of membrane enveloped virus particles with host cell membranes is a multi-step process
involving membrane merging via a universal “cast-and-fold” mechanism. Fusion-protein-mediated
membrane merging is characterized by different intermediate structures including stalk formation,
hemifusion, pore formation, pore growth, and, finally, capsid delivery [51,52]. It may be possible that
the ability to detect the intermediate state during fusion of FV Env is dependent on the location of the
fluorescent tag on the FV glycoprotein. All glycoproteins used in this study had the fluorescent protein
tag fused to the cytoplasmic N-terminus of the Env LP-subunit, which adopts a type II membrane
topology (Figure 1a). LP is thought to be an integral component of the heterotrimeric FV glycoprotein
complex, also containing SU- and TM subunits [10]. Structural glycoprotein complex rearrangements
in the multi-step fusion process may lead to release of LP from the other subunits during early
phases and a higher mobility of the free, tagged LP subunit within the surrounding membrane(s)
resulting in a greater distance to the tagged FV capsid. Alternatively, or in addition, the unique
organization of trimeric PFV glycoprotein complexes in intertwined hexagonal networks on the surface
of virions [8,10] may be responsible for the occurrence of the intermediate state. Perhaps expansion
of the FV Env-mediated fusion pore, which is required for release of the capsid into the cytoplasm,
is progressing slower than for other retroviral glycoproteins because the transmembrane helices of
gp18LP and gp48TM may move as a block during fusion as suggested by Effantin and colleagues [8,10].
This may enable detection of an intermediate state with an increased distance between Gag and LP
labels and their tethering for a certain time period.
In future studies, it would therefore be interesting to identify functional FV Env variants with
fluorescent tags in the SU- or TM subunit and determine whether fusion events of such dual-colored
FV virions also allow identification of an intermediate stage 2 fusion state. Furthermore, placing this
fusion intermediate state in context with the other steps in the fusion process and to determine the
actual biomolecules responsible for tethering the capsid and Env proteins during the fusion process,
is of great interest for follow-up studies.
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Abbreviations
DIC differential interference contrast
DMEM Dulbecco’s Modified Eagle Medium
eGFP enhanced green fluorescent protein
Env envelope
eMLV ecotropic murine leukemia virus
FBS fetal bovine serum
FV foamy virus
Gag group specific antigen
HIV-1 human immunodeficiency virus 1
INF influenza A virus
LP leader peptide
mRNA messenger RNA
MSD mean square displacement
PBS phosphate-buffered saline
PFV prototype foamy virus
Pol polymerase
RNA ribonucleic acid
SFVmac macaque simian foamy virus
SFVmcy simian foamy virus Macaca cyclopis
SFVpsc simian foamy virus Pan troglodytes schweinfurthii
SU surface
SVT single virus tracing
TM transmembrane
TrIC tracking image correlation
vRNA viral RNA
VSV vesicular stomatitis virus
YFP yellow fluorescent protein
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objective. The fluorescence signal was split ith the appropriate dichroics and focused onto 3 Andor
iXon cameras equipped with the appropriate emission filters. A piezo element inserted into the stage
enabled the recording of z-stacks and a heatable sample chamber allowed live cell measurements at
37 ◦C. A perfect focus system was used to compensate for z-drift during data acquisition.




Figure A1. Spinning disk confocal microscope setup. A modified confocal spinning disk setup based 
on an Andor Revolution system was used. Continues wave laser lines of 405 nm, 488 nm, 561 nm and 
640 nm wavelength built into the Andor Laser Combiner were directed into a single mode fiber. 
Continues wave laser lines of 445 nm, 514 nm, 594 nm and 685 nm were combined with the 
appropriate dichroic mirrors and directed into a single mode fiber together with the other laser lines 
and all laser lines were coupled into a Yokogawa CSU-10 unit and focused onto the sample by a 100×, 
1.49 NA objective. The fluorescence signal was split with the appropriate dichroics and focused onto 
3 Andor iXon cameras equipped with the appropriate emission filters. A piezo element inserted into 
the stage enabled the recording of z-stacks and a heatable sample chamber allowed live cell 
measurements at 37 °C. A perfect focus system was used to compensate for z-drift during data 
acquisition. 
 
Figure A2. Sample preparation and data acquisition. Precooled HeLa cells were incubated double-
labeled FV particles at 4 °C to allow membrane attachment and synchronize uptake. Immediately 
after transferring the sample onto the 37 °C warm microscope stage virus uptake was monitored by 
acquiring z-stacks of single cells decorated with not more than approx. 40 particles for a total time of 
about 20 min. 
i re 2. Sample preparatio and data acquisition. Precooled HeLa cells were incubated
double-labeled FV particles at 4 ◦C to allow membrane attachment and synchronize uptake.
Immediately after transferring the sample onto the 37 ◦C warm microscope stage virus uptake
was monitored by acquiring z-stacks of single cells decorated with not more than approx. 40 particles
for a total time of about 20 min.
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Figure A3. Data analysis via the TrIC software. Data was analyzed using the TrIC algorithm [30] in a
home-written software in Matlab. The general workflow of the analysis and a screen shot of the data
analysis program is shown. Starting in the top left, the program window shows: the instantaneous
velocity, x-y projection of the trajectory, the z position as a function of time, frame overview, the image
correlation analysis along the trajectory, a background-corrected fluorescence intensity of the two
channels and images of the tracked and untracked channels and their overlay at the position of the
cursor. Control parameters and functionalities in the program are given on the right.
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Figure A4. TrIC analysis on a dual-color fluorescent bead. As a positive control, we measured the
diffusion of a dual-color fluorescent bead in a glycerol solution. (a) The 3D-trajectory and 2D-projections
of a tracked bead. (b) The corresponding TrIC analysis: (i) The background-corrected fluorescence
intensity of the green and the red signal are plotted as a function of time. (ii) The instantaneous
velocity is plotted as a function of time. (iii) The amplitude of the cross-correlation of the TrIC analysis
for the data (blue), the randomized control (black) and threshold (grey) are plotted as a function of
time. (iv) The relative distanc b tween the eGFP-capsid and mCherry-E v signal is plotted over
time. (c). A 3D-representation of the relative position of the red signal with respect to the green signal
color-coded as a function of time. The results show a high correlation amplitude and a relative distance
of less than 100 nm over the whole trajectory.
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Figure A6. Stability of the fluorescent proteins on dual-color foamy virus particles at different pH
values. Intensity traces of double-tagged PFV Env containing particles at pH 7.0 (gray) and pH 5.5
(green). At time point 0, citrate buffer was added to decrease the pH. The background-corrected
intensities of ten particles were deter ined and the average is shown. The intensity of (a) intact
particles and (b) control measurements on fixed and permeabilized particles measured on a coverslip
are shwon. Note that the eGFP fluorescence showed a significant drop at p 5.5.
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The NLRP3 inflammasome is a central component of the innate immune system. Its activation leads to 
the formation of a supramolecular assembly of the inflammasome adaptor protein ASC, commonly 
referred to as the “ASC speck”. Different models of the overall structure of the ASC speck, as well as 
the entire NLRP3 inflammasome, have been reported in the literature. While many experiments 
involve overexpression or in vitro reconstitution of recombinant ASC, the cytoplasmic endogenous 
ASC speck remains difficult to study due to its relatively small size and structural variability.    
Here, we use a combination of fluorescence imaging techniques including dual-color 3D super-
resolution imaging (dSTORM and DNA-PAINT) to visualize the endogenous ASC speck following 
NLRP3 inflammasome activation. We observe that the complex varies in diameter between ~800 and 
1000 nm and is composed of a dense core from which filaments extend into the periphery. We used a 
combination of anti-ASC antibodies as well as much smaller nanobodies for labeling, and find that the 
larger complexes reliably label the lower-density periphery whereas the nanobody, which has a lower 
binding affinity, is more efficient in labeling the dense core. Imaging whole cells using dSTORM, 
furthermore, allowed us to sort the imaged structures into a pseudo-time sequence suggesting that the 
endogenous ASC speck becomes denser but not much larger during its formation. The reported results 
add an important piece of information towards a comprehensive understanding of the supramolecular 
structure of the endogenous inflammasome complex. 
  




Inflammasomes are a class of large, multiprotein complexes that assemble upon activation of cellular 
pattern recognition receptors (PRRs) 1. Being part of the innate immune system, inflammasomes can 
sense the presence of non-self biomolecules or the perturbation of cellular homeostasis. The key 
components include a sensor protein, the adaptor protein Apoptosis-associated speck-like protein 
containing a Caspase activation and recruitment domain (ASC) 2, 3 and the inflammatory caspase 1 
(CASP1) 4-6. The largest group of sensor proteins belongs to the family of nucleotide-binding 
oligomerization domain-like receptors (NLRs). Among these, NLRP3 (NOD-, LRR- and pyrin 
domain-containing protein 3) has been shown to play a critical role in many infectious, as well as 
sterile inflammatory conditions. Although the molecular mode of action remains to be elucidated, 
potassium efflux, as it occurs in the context of membrane damage, appears to be a key signal upstream 
of NLRP3 activation 7. NLRP3 activation triggers recruitment of ASC and CASP1 leading to a single 
micrometer-sized assembly. For the structure of ASC within the inflammasome, Masumoto et al. 
coined the term “ASC speck” 3, 8. ASC is composed of two interaction domains connected by a semi-
flexible linker: a Pyrin domain (PYD) 9 and a Caspase activation and recruitment domain (CARD) 10, 
11. The individual domains have a high tendency for homotypic interactions due to their 
complementarity in structure and charge, leading to the assembly of the large multiprotein 
inflammasome complex 12-15.  
The details of how the ASC speck is organized is the subject of intensive research. ASC (22 kDa) is 
soluble at low pH and in a chaotropic solution, but at physiological pH, the protein can assemble into 
filaments as observed in vitro by solid-state NMR spectroscopy and electron microscopy (EM) 16-21. 
The ASC speck can also be purified from inflammasome-activated cells expressing ASC 
endogenously, where it was found to take on diverse morphologies, including a star-shaped assembly 
8, isolated filaments, or amorphous aggregates potentially composed of intertwined filaments 19, 22. In 
cells, ASC specks were visualized by microscopy using immunofluorescence or expression of ASC 
tagged with a fluorescent protein. Upon overexpression, the resulting speck was typically much larger 
than 1 µm and occasionally showed filaments protruding from the edge of the structure 20, 22-25. In 
contrast, diffraction-limited immunofluorescence imaging of the endogenous ASC speck revealed a 
spot of about 1 µm in diameter. Due to the propensity of ASC to self-assemble, it is unclear whether 
the endogenous structure resembles the complexes observed in vitro or upon ASC overexpression. 
Interestingly, one approach to labeling ASC using a EGFP-labeled nanobody directed against the 
CARD domain revealed an intermediate, filamentous structure during speck formation, but no ASC 
specks were observed 26. Higher resolution in situ studies, either by EM 27, 28 or super-resolution 
fluorescence STED (stimulated emission depletion) microscopy 29 resolved the endogenous speck as 
an amorphous aggregate potentially made up of intertwined filaments. In contrast, other studies 
describe the ASC speck as a hollow, ring-shaped complex 3, 6, 23, 30-38, and based on this observation, 
different models for ASC speck and inflammasome formation have been proposed 34, 35, 39-42. Hence, 
despite its relevance for understanding inflammasome formation, the nanoscale organization of the 
endogenous ASC speck remains controversial.  
Here, we performed a systematic study of fluorescence labelling strategies, and used quantitative 
widefield microscopy, confocal microscopy and single-molecule localization microscopy (i.e. 3D 
dual-color dSTORM and 3D DNA-PAINT) to investigate the organization of the endogenous ASC 
speck. Our data resolved filaments protruding from a dense core of the endogenous ASC speck, 
supporting the amorphous nature of the complex. By using two complementary labelling approaches 
comparing antibody- with nanobody-labelled ASC, we could probe the organization of and density 
differences within the ASC speck. We found that nanobodies labelled the center of the speck while the 
antibody was predominantly detected in the periphery of the complex, occasionally exhibiting a 
hollow center. Thus, our results reconcile the disparate structures reported in the literature. 
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Furthermore, we analyzed the redistribution of ASC into the speck using single-cell analysis, allowing 
us to sort specks with respect to the degree of ASC recruitment. Our results indicate that endogenous 
specks mainly become denser but only slightly larger during inflammasome assembly.  




Endogenous specks vary strongly in ASC content  
We investigated the organization of the endogenous ASC speck in THP-1 cells. The cells were primed 
using lipopolysaccharide (LPS) 43 followed by stimulation with the bacterial, potassium-efflux-
inducing ionophore nigericin 44. After 90 minutes, the cells were fixed using paraformaldehyde and 
stained with a primary monoclonal antibody against ASC in combination with a secondary Alexa 
Fluor 647-tagged F(ab’)2 fragment. To gain an initial insight into the distribution of ASC in the cell, 
we imaged the cells at low magnification (10x) using confocal microscopy. In unstimulated cells, ASC 
was distributed throughout the cell, including the nucleus (Figure 1A, left panel, Supplementary 
Figure S1A). Upon NLRP3 inflammasome activation, ASC relocated into the characteristic single 
perinuclear speck in about 30% of the cells (Figure 1A, right panel) 45. We could also observe 
extracellular specks as previously reported 22, 27 (Supplementary Figure S1B). Next, we used high 
magnification (60x) widefield microscopy to image 59 individual ASC specks, which appear as 
spherical complexes ranging in size between approximately 0.5 - 1 µm diameter (Figure 1B). Analysis 
of the integrated intensity revealed that the amount of incorporated ASC as reflected by antibody 
binding can vary by almost one order of magnitude (Figure 1C). The widefield microscopy images 
also confirmed that ASC is distributed throughout unstimulated cells (Figure 2A, left panel), and that, 
in cells showing a speck, the cytoplasmic ASC was almost completely redistributed into a single, 
bright ASC spot (Figure 2A, right panel). These observations are consistent with previous reports of 
the ASC speck upon activation of the NLRP3 inflammasome 46. 
 
Figure 1 - LPS + Nigericin stimulation of THP-1 cells induces ASC speck formation with variable size and ASC 
content.  A) Confocal images (maximum projections) of fluorescently labeled ASC (shown in yellow) in unstimulated (left 
panel) and in LPS + Nigericin-stimulated THP-1 cells (right panel). The formation of ASC specks after stimulation is clearly 
visible. DNA was stained using DAPI (shown in magenta). B) A montage of ASC specks immunostained using a primary 
antibody and a secondary Alexa Fluor 647-conjugated F(ab’)2 fragment and imaged by diffraction-limited widefield 
illumination with 60x magnification. The speck size varies and the appearance of a darker center is observed for some of the 
specks.  C) A violin plot of the integrated widefield intensity of ASC specks imaged as described for panel B.  There is a 
large variation in the intensity, which serves as an indicator for the amount of protein incorporated into the speck. Pooled data 
from three independent cell preparations is shown. 
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Non-speck incorporated ASC clusters maintain a similar size distribution during ASC speck formation  
 
To study the distribution of ASC at the nanoscale, we used direct stochastic optical reconstruction 
microscopy (dSTORM) 47. Reconstructed dSTORM images further confirmed the cytoplasmic ASC 
distribution in unstimulated cells and its redistribution into a single speck after inflammasome 
activation. Interestingly, the increased detection sensitivity of dSTORM allowed us to visualize a 
previously undetected non-speck-bound ASC population in the cytoplasm of activated cells (Figure 
2B). We performed a clustering analysis based on the local density of molecules, which distinguishes 
cytoplasmic ASC clusters from background localizations (Supplementary Figure S2 and 
Supplementary Figure S3). We used a Density-Based Spatial Clustering of Applications with Noise 
(DBSCAN) analysis 48 (Figure 2C), which revealed a decrease in the cluster density from an average 
of 0.40 clusters per µm2 in unstimulated cells to 0.18 clusters per µm2 in cells showing a speck 
(Figure 2D). This is consistent with the observed ASC recruitment (Figure 2A). Next, from the 
detected clusters, we investigated the number of localizations per cluster and the cluster size by 
calculating the radius of gyration (Rg). We found the size of non-speck incorporated clusters to be very 
similar between unstimulated and stimulated cells (Rg < 20 nm and localizations/cluster < 60) (Figure 
2E, F). However, in speck-containing cells, an additional cytoplasmic cluster population appears with 
a larger size and more localizations (Rg 20-80 nm and localizations/cluster > 60). We also applied a 
Ripley’s K clustering analysis 49 as an alternative approach for characterizing the spatial distribution of 
non-speck incorporated ASC. This analysis (Figure 2G) confirmed the decrease in cytoplasmic cluster 
density in cells containing a speck as shown by the shift of the amplitude of the obtained L(r)-r curve 
towards higher values and an increase of the L(r)-r maximum value consistent with a small population 
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Figure 2 – Whole-cell dSTORM super-resolution microscopy of endogenous ASC in THP-1 cells. A, B) The distribution 
of ASC in non-stimulated cells (left panels) and the redistribution of ASC into the speck after stimulation with LPS and 
Nigericin (right panels) observed using diffraction-limited widefield imaging (A) and dSTORM (B). dSTORM additionally 
resolves filaments protruding from the speck core (one example is highlighted by the arrow). Scale bars in insets correspond 
to 500 nm. C) DBSCAN clustering of (non-speck bound) cytosolic ASC localizations confirms depletion of the protein from 
the cytosol after speck formation. Color coding is used to distinguish individual clusters. D – G) The results of the DBSCAN 
analysis are shown. D) The non-speck incorporated ASC cluster density decreases in cells exhibiting a speck due to 
recruitment of the protein into the speck. The error bars indicate the standard error of the mean calculated from the analysis 
results of individual cells. E), F) The distribution of the number of localizations (E) and violin plots of the radius of gyration 
(Rg) (F) for unstimulated cells and cells forming a speck. The distributions are similar with an additional population 
observable in speck-producing cells with more localizations and a larger size compared to non-stimulated cells. White circles 
in the violin plots indicate the median of the distribution. The statistical significance in D-F was assessed by a Two-Sample 
Kolmogorov-Smirnov Test (*) p<0.05, (**) p<0.01, (***) p<0.001. G) A Ripley's K analysis of the ASC clusters. The 
Ripley’s K function confirms the decrease in cluster density after speck formation as well as the increase in cluster size. The 
curves show the mean ± SD of 100 ROI from 40 cells imaged from three independent experiments. For the estimation of the 
curve’s maximum (G, lower part), we measured from the individual ROIs). The same data was taken and the positions of the 
individual localizations were randomized at the same density and analyzed for comparison. The statistical significance was 
assessed by one-sided t-test (**) p<0.005, (***) p<0.001. Data on unstimulated cells was obtained on a single experiment. 
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Table 1 - Summary of measurement parameters on unstimulated cells and LPS + Nigericin-treated cells containing an 
ASC speck *All values occurred just once; MAD: Median absolute deviation of the median; AF 647: Alexa Fluor 647 
  unstimulated 
cells 
LPS + Nigericin-treated,  
Speck-containing cells 
























































# of cells or 
specks 




21 39 92 42 





 0.18 0.40 - - - - 
Mean # of 
localizations 
per cluster 














Mean - 1.23 1.14 1.29 1.33 1.5 
Median - 1.19 1.13 1.24 1.23 1.4 
Mode - 1.02 1.02 1.04 1.07 1.03 
MAD - 0.08 0.04 0.07 0.11 0.19 
2D-Rg of 
speck [nm] 
Mean - 325.2 332.6 321.2 298.1 158.3 
Median - 321.3 324.0 319.7 281.9 133.9 
Mode - 80.4 80.4 242.1 310.6 19.9 
MAD - 30.9 35.9 29.0 36.5 49.9 
Number of 
localizations 
per speck  
Mean - 5010 7209 3826 5338 3848 
Median - 4113 7180 3307 2749 2787 
Mode - N/A* 1062 N/A* 1297 345 
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Super-resolution microscopy reveals distinct morphologies of the endogenous ASC speck  
Next, we investigated the nanoscale organization of the ASC speck itself 50, 51. We labelled 
endogenous ASC using a primary antibody in combination with a secondary F(ab’)2 fragment. A large 
proportion of the specks appeared as round, amorphous structures with a diameter of about 1 µm 
exhibiting a rough surface with short protrusions (Supplementary Figure S4A). Interestingly, for a 
large number of the specks, the higher resolution obtained by dSTORM imaging resolved ASC 
filaments reaching out from the dense core of the speck (Figure 3A). The number of clearly resolved 
filaments per structure varied but we rarely observed more than ~10. We measured the diameter of the 
filaments using a Gaussian fitting of the intensity profile of multiple cross sections along each 
filament. The filament diameter was derived from the full width half maximum of the intensity profile, 
where we found a median value of 37.1 nm (Figure 3B). Considering the size of a primary/secondary 
F(ab’)2 antibody complex (~11 nm) 52 used for labeling and the experimental localization precision of 
~ 10 nm (see Materials and Methods), the measured value corresponds to an actual thickness of the 
filament of ~15 nm. When compared to values obtained for filaments formed by ASC in vitro and 
studied by EM (16 nm) 17, this value indicates that the majority of filaments are isolated single 
filaments.  
To validate these results, we also imaged the endogenous ASC specks using DNA-PAINT super-
resolution microscopy 53, 54. Here, we used BlaER1 cells, transdifferentiated into 
monocytes/macrophages in which ASC was endogenously tagged with TagRFP 55-57. This alternative 
system again revealed the morphology of the endogenous ASC speck including filaments and a dense 
core. Strikingly, the filaments were much longer than the ones observed by dSTORM in THP-1 cells 
(Figure 3C and Supplementary Figure S4B). 
Next, we performed 3D dSTORM imaging of the endogenous ASC specks. Consistent with the 2D 
dSTORM images, the specks had an overall spherical shape with filaments occasionally reaching out 
from a dense core (Figure 3D, Supplementary Figure S5, Supplementary Figure S6, 
Supplementary Movie S1 and Supplementary Movie S2). The two-dimensional eccentricity for the 
ASC specks was determined to be 1.19, corresponding to more or less round specks as observed by 
eye, with a median radius of gyration of 321 ± 30.9 nm Median absolute deviation of the median 
(MAD) (Figure 3E, F, and Material and Methods). For some ASC specks, we observed a ring-like 
appearance (Figure 3H - L and Supplementary Figure S4A + Supplementary Figure S6). Some of 
the structures appeared less extended along the z-axis resulting in an overall disk-like shape (Figure 
3I + Supplementary Movie S3 + Supplementary Movie S4) while others had a spherical, hollow 
shape (Figure 3K + L, Supplementary Movie S5). Although some specks appeared ring-like, the 
signal was not entirely excluded from the center. We hypothesized that local density differences may 
be responsible for the ring-like signal, perhaps due to the steric exclusion of primary and secondary 
antibody complexes from the dense center of the structure.  
To test this hypothesis, we performed 3D super-resolution imaging using a 3-fold smaller ASC 
nanobody 26 to stain endogenous specks. Following nanobody labelling and dSTORM imaging, the 
specks appeared as amorphous structures with no obvious organization (Figure 3M – P, 
Supplementary Figure S7 and Supplementary Figure S8). The structure remained spherical (Figure 
3E) while the overall size of the specks, determined from the radius of gyration, was smaller (Figure 
3F) and the total number of localizations within the speck decreased compared to specks stained with 
primary antibody and secondary F(ab’)2 fragment (Figure 3G). None of the 134 structures observed 
exhibited a hollow center. DNA-PAINT confirmed our observation of a smaller speck size and also 
resolved short filamentous extensions at the edge of the structure (Figure 3O + P, Supplementary 
Figure S7B, and Supplementary Movie S6). The absence of ring-like structures after nanobody 
labelling is consistent with our hypothesis that the dense regions within the speck limit the 
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accessibility of the labeling probe. The smaller radius of gyration cannot be entirely explained by the 
high labeling density in the center, and we attribute it to the comparably low binding-affinity of the 
nanobody (apparent binding constant: 159.5 ± 1.5 nM 26). The nanobody has a single binding site, 
compared to two for a normal primary antibody, potentially explaining the higher labeling efficiency 

















Figure 3 – Super-resolution imaging of the endogenous ASC speck. A) Two ASC specks stained with primary antibody 
and secondary F(ab’)2 fragment in THP-1 cells exhibiting different sizes are shown after diffraction-limited widefield 
imaging (upper images) together with their 2D dSTORM reconstructions (lower images). B) The distribution of ASC 
filament diameters as measured in 2D dSTORM reconstructions on multiple cross-sections per filament. The circle in the 
violin plot indicates the median of the distribution. Data was obtained on three independent cell preparations and 18 
individual specks. C) An ASC speck in BlaER1 cells imaged using DNA-PAINT super-resolution microscopy. Filaments are 
clearly observed reaching out from a dense core. D) A 3D dSTORM reconstruction of a single ASC speck stained with 
primary antibody and secondary F(ab’)2 fragment in THP-1 cells. E–G) Comparison of the endogenous ASC speck 
parameters determined using primary antibody and secondary F(ab’)2 fragment labeling (blue) and nanobody labeling 
(green). From the 2D dSTORM images, violin plots of the eccentricity (E), the radius of gyration (F) and the number of 
localizations (G) were determined. White circles in the violin plots indicate the median of the distribution. Statistical 
significance was assessed by a two-sided Two-Sample Kolmogorov-Smirnov Test (*) p<0.05, (**) p<0.01, (***) p<0.001. 
Data on antibody- and nanobody-stained specks were obtained from three and two independent cell preparations, 
respectively. H-L). A characteristic 2D reconstruction (H) and a 3D reconstruction of an ASC speck (I) as well as a z-stack 
projection of a 3D dSTORM reconstruction (K) and a 3D reconstruction of another ASC speck (L). Both exhibit a ring-like 
structure. In panel K, the arrows highlight filament-like structures. M-P) ASC specks stained with anti-ASC nanobodies. 2D 
(M) and 3D (N) reconstructions of two individual ASC specks imaged by dSTORM. O-P) 2D (O) and 3D (P) representations 
of an ASC speck imaged using DNA-PAINT. Short filamentous structures are resolvable at the edge of the dense speck core.  
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Two-color super-resolution imaging confirms accessibility differences within endogenous ASC specks 
To examine whether both the high-density core structure and low-density filaments are present on the 
same ASC speck, we performed two-color super-resolution microscopy using both nanobody and 
antibody labeling. Diffraction-limited widefield imaging showed that both labels specifically stained 
the ASC speck (Figure 4A). Consistent with our previous observation, the signal resulting from 
nanobody staining was smaller compared to the one obtained from antibody staining. Dual-color 
dSTORM reconstructions revealed that the antibody-labeled specks have a diameter of about one 
micrometer in widefield and an Rg of 319.7 ± 29 nm MAD (compared to 324 ± 36 nm MAD under 
single-labeling conditions, Table 1) with the nanobody staining localized in the center of the speck 
(Figure 4B and Supplementary Figure S9). Antibody labeling also resolved filaments and, as 
observed in the single-color antibody staining, a subset of the ASC specks appeared hollow 
(Figure 4C). Strikingly, in these particles, the nanobody staining was more compact, with a 
significantly smaller Rg (134 ± 50 nm MAD, compared to 282 ± 36.5 nm MAD under single labeling 
conditions, Table 1). We speculate that the higher-affinity antibody outcompetes the nanobody in the 
lower density regions of the speck, while only the nanobody is small enough to penetrate the dense 
core of the inflammasome. Aligning the dual-color structures along the center of mass of the antibody 
signals confirmed the observation that nanobody staining is confined to the center while the antibody 
complex was found more towards the speck periphery (Figure 4D). Hence, different labeling 
approaches bring out different features of the ASC speck. While it is typically beneficial to use the 
smallest available labels 58, 59, other factors such as binding affinity and density of the target structure 











Figure 4 - Dual-color dSTORM imaging of ASC specks simultaneously stained with primary antibodies/secondary 
F(ab’)2 fragments and nanobodies against ASC. A) Diffraction-limited widefield imaging of an ASC speck stained with 
primary antibody and Alexa Fluor 647-conjugated secondary F(ab’)2 fragment (the signal of which is shown here) and 
DyLight 755-conjugated nanobody. The dashed line shows the cell outline. The intensity profile of the ASC speck 
normalized to the peak of the intensity distribution along a cross-section of the speck (magenta line) is shown in the top left 
of the image (antibody signal: magenta; nanobody signal: green) showing that both staining approaches stain the same 
structure. The right part of the panel shows the boxed area split into the signal after antibody (top) and nanobody (bottom) 
staining. B) Four representative dual-color dSTORM reconstructions of ASC specks stained simultaneously with both 
antibodies and nanobodies (magenta: Alexa Fluor 647; green: DyLight 755). Arrows point towards filaments reaching out 
from the dense speck core. C) Dual-color dSTORM reconstruction of a speck showing a ring-like appearance after antibody 
+ F(ab’)2-staining (left) labeling, staining of the dense core by the nanobody (center) and the merge of both labeling strategies 
(right). D) Alignment of dual-color-labeled specks (n = 35) along the center of mass of the antibody + F(ab’)2 fragment 
staining (left) and the intensity profile along a cross-section through the aligned structure (right). Data was obtained on a 
single cell preparation.   
 
ASC forms a scaffold that increases in density with time   
From the wealth of information that we gathered using widefield and super-resolution microscopy, we 
further quantitatively analyzed our data. Since the labeling of ASC with nanobodies was less robust, 
we limited our analysis to the data collected using primary antibody and secondary F(ab’)2 fragment 
labeling. We first manually segmented the cell and the speck so that we could calculate parameters 
dependent on the characteristics of the cells and the specks they contained. Widefield images were 
collected before super-resolution microscopy was performed. Hence, the information from both 
imaging modalities was available from the same cells. By plotting the total widefield intensity as a 
function of cell area, a clear correlation was observed (Supplementary Figure S10A) showing that 
larger cells express more ASC protein. Similarly, there is a positive correlation between the total 
number of localizations and cell size (Supplementary Figure S10B). In fact, the total number of 
localizations measured using dSTORM correlates well with the total widefield intensity, as one would 
expect (Supplementary Figure S10C + D). Small corrections for day-to-day variations were 
performed as discussed in the material and methods (Materials and Methods and Supplementary 
Figure S11). In contrast, the intensity normalized by the cell area is relatively constant 
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(Supplementary Figure S10E), suggesting that the concentration of ASC is constant across different 
cells.  
Next, we investigated how the size of the speck varies with cell properties. The size of the speck, 
determined either by manual segmentation of the speck or via the calculation of the 2D radius of 
gyration, was found to increase with cell size (Supplementary Figure S10F, Figure 5A). To 
investigate how the radius of gyration depends on other parameters, we normalized out the cell-area 
dependence (Supplementary Figure S10K see Materials and Methods). Interestingly, the radius of 
gyration only weakly depends on the amount of ASC within the speck (Supplementary Figure S10L, 
M). The same trend was found when we quantified the speck size manually via the occupied area 
(Supplementary Figure S10G - I).  
Speck assembly is a dynamic process, and recruitment of ASC to the perinuclear speck upon NLRP3 
inflammasome activation occurs stochastically in the different cells we measured 18, 46. Thus, when 
fixed, different cells represent different stages of the assembly process. We used the ratio of ASC 
signal in the speck with respect to the total amount of ASC within the entire cell as a metric for the 
progression of speck assembly, i.e. pseudo time. For the ASC signal, we utilized the number of 
localizations as this is more reliable. We observed that the widefield intensity of the speck, as well as 
the number of localizations within the speck increased with ASC recruitment along the pseudo time 
axis, as expected (Supplementary Figure S10N - O). In addition, the cytosolic, non-speck ASC 
signal consistently decreased with the pseudo time regardless of whether we quantified it using the 
number of localizations, the cluster density or the localization density (Supplementary Figure S10R - 
T). A clear decrease in the integrated widefield intensity with the pseudo time is not observed 
(Supplementary Figure S10Q), we attribute this to the low level of signal remaining in the cytosol 
upon ASC recruitment to the speck, which suggests that the autofluorescence signal a significant 
fraction of the entire signal. A plot of the radius of gyration versus pseudo time showed little change in 
the size of the speck with pseudo time (Supplementary Figure 10U). This also holds true for the 
speck area (Supplementary Figure 10V), but the observation that the speck size depends on cell area 
could potentially confound the trend. Hence, we examined the normalized speck size as a function of 
pseudo time. The normalized radius of gyration of the speck (corrected for the correlation with cell 
area) increases only slightly during the course of ASC recruitment (Figure 5B). Similarly, when we 
normalized out the increase in speck area with cell size, only a small increase with pseudo time is 
observed (Supplementary Figure S10P). We also plotted cell area with pseudo time 
(Supplementary Figure S10W), and observed no correlation. Although this was expected, it also 
verifies that the endogenous ASC speck formation is complete before pyroptosis and cell shrinkage is 
triggered. If the radius of gyration does not depend on pseudo time but the ASC content does, then we 
would expect the ASC density in the speck to increase with time. We investigated the speck density 
(localizations per area) and found it to be largely independent of the cell area (Supplementary Figure 
S10X) but clearly increasing with ASC recruitment (Figure 5C). In line with this observation, there is 
a clear correlation between the speck density and the amount of ASC within the speck, calculated 
either via the integrated widefield intensity within the speck (Supplementary Figure S10Y) or the 
number of localizations within the speck (Supplementary Figure S10Z). Hence, we conclude that the 
density and, to a much lesser extent, the size of the speck increases with ASC recruitment.  
To visualize potential structural rearrangements of the speck, we plotted the endogenous ASC specks 
as a function of pseudo time (Figure 5D). No clear structural progression was visible. To look for 
more subtle changes during ASC recruitment, we divided specks into three groups according to the 
fraction of recruited ASC. We aligned the complexes in each group to their center of mass. The 
resulting sum projection showed an increased tendency to form a ring-like structure at later stages of 
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recruitment, which is consistent with the observation of the specks become denser with time and 
thereby exclude the antibody from the center of the speck (Figure 5D lower panel).  
 
 
Figure 5 – Dynamics of endogenous ASC speck formation. A) – C) Scatter plots of speck size (measured as the radius of 
gyration) as a function of the cell area (A), the speck size, normalized to cell area versus the fraction of the total localizations 
located within the speck (pseudo time) (B) and the speck density (measured as number of localizations per µm2) as a function 
of pseudo time (C). Larger cells form larger specks and the normalized speck size stays almost constant with increasing 
pseudo time whereas the speck density increases with pseudo time. CC: Pearson correlation coefficient. D) Plot of individual 
speck structures as a function of the pseudo time. The speck density is color-coded (scale bar is shown on the left) and specks 
are positioned in the vertical direction approximately according to their density. Specks were separated into three time bins 
(separated by the vertical black lines) and the super-resolution structures aligned and summed (lower panels). Horizontal and 
vertical cross-sections are shown (determined by averaging along the marked 9 pixel wide regions indicated on the periphery 
with white lines). The averaged speck structure appears more ring-like at late time points compared to early time points. Data 
was obtained on three independent cell preparations. 
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Taken together, our data suggest that the speck forms initially as a loose scaffold of intertwined 
filaments whose size depends on the cell area and which becomes denser, but not much larger over 
time by recruiting and incorporating more ASC (schematically shown in Figure 6).  
 
 
Figure 6 – Model of endogenous ASC speck formation. A) 2-color dSTORM reconstruction of an ASC speck stained with 
primary anti-ASC antibody and secondary Alexa Fluor 647-conjugated F(ab’)2 fragment (magenta) and a DyLight 755-
conjugated anti-ASC nanobody (green). The nanobody signal is concentrated in the center of the structure whereas the 
primary antibody / secondary F(ab’)2 fragment staining is also observed in the periphery of the structure. B) Schematic model 
for the supramolecular structure of the ASC speck based on measured data overlaid with modeled filaments. The structure is 
characterized by a dense core and a less dense periphery. The zoom ins illustrate that the nanobody is able to penetrate into 
the dense core of the speck whereas the antibody preferably labels the less dense periphery of the structure. The insert at the 
bottom of panel B illustrates the size difference between the labeling probes. C) Illustration of speck formation over time. 
The ASC speck forms from intertwined filaments assembling into a scaffold whose size scales with the cell size. Early stages 
of speck formation are characterized by a loose assembly into which the antibody (magenta) and nanobody (green) can 
penetrate. Further ASC recruitment into the speck leads to denser structures but only a marginal increase in its size. Antibody 
and F(ab’)2 fragment staining is sterically excluded from the dense center of the structure resulting in an overall ring-like 
appearance. The smaller nanobody stains the dense core of the speck but is washed away from the less dense regions of the 










The supramolecular NLRP3 inflammasome complex is a central component of the innate immune 
system, driving the maturation of the proinflammatory cytokines IL-1b and IL-18 as well as 
pyroptosis, a proinflammatory form of cell death. The protein ASC is critical during inflammasome 
formation and, upon cell stimulation, is recruited into a single, condensed structure, the ASC speck.  
ASC speck formation and organization are difficult to study due to the small size and heterogeneity of 
the complex. We used a combination treatment of LPS and nigericin, which led to robust induction of 
ASC specks with a broad distribution in ASC content (Figure 1). In diffraction limited wide-field 
microscopy, the complexes appear as spherical structures with very few morphological features. We 
then used dSTORM and DNA-PAINT, super-resolution techniques, to investigate the organization of 
endogenous ASC in the speck as well as in the cytoplasm. dSTORM measurements were performed 
on a total of 358 cells and 251 specks were analyzed in detail. This allowed us to reconcile several 
controversies regarding the reported structures of the ASC speck. 
 
Our cluster analysis of the non-speck bound cytosolic ASC fraction revealed that the oligomeric size 
of the vast majority of ASC signals remained unchanged between unstimulated and speck-containing 
cells (Figure 2E + F). Considering the size of the labels, we measured an average Rg in unstimulated 
cells of ~15 nm (Figure 2F). This is in good agreement with an atomic force microscopy (AFM) study 
that measured the dimensions of full-length human ASC assemblies, which organized into disc-like 
oligomers of 1 nm in height and ~ 12 nm in diameter in vitro 11. Upon stimulation, we observe a small 
increase in the number of larger clusters in the cytosol. This could be due to preassembly of a portion 
of ASC into higher-order ASC oligomers that later associate into the speck as has been suggested in 
the literature 8, 60. Western blot analysis of inflammasome activated cells found different levels of ASC 
multimerization in addition to the ASC speck with a large proportion of the protein being dimeric 35.  
 
In our systematic measurements of ASC speck formation, the cells either showed a single speck or the 
ASC protein appeared homogenously distributed throughout the cell. We did not observe any 
concentration dependence of ASC as a function of distance from the speck (e.g. Figure 2C), 
consistent with previous observations 46 made in cells overexpressing ASC. This is understandable 
since the entire pool of ASC is recruited into the ASC speck within a few minutes during complex 
formation 8, 18, 46, 61. We were still able to detect cytosolic ASC in speck containing cells. The 
percentage of ASC recruitment we observed was typically 20% or above (with one exception) 
suggesting that the initial recruitment of ASC is faster than the fixation processes. This is consistent 
with live-cell imaging measurements in where the increase in speck size occurred over a time interval 
of ~100 s 46. Our pseudo time observations indicate that it is mostly the speck density but not the speck 
size that increases with the percentage of ASC being recruited during the later stages of assembly. 
 
The specks we recorded were smaller in size than those measured previously upon overexpression of 
ASC 22, 25. This is in line with our observation that the radius of gyration increases with total ASC 
content (Figure 5A). Moreover, NLRP3 inflammasome formation has recently been shown to occur at 
the microtubule organizing center (MTOC) 62 and a correlation has been observed between the size of 
the MTOC and the cell size (at least in C. elegans)63. This could provide an additional explanation for 
the size dependence of the ASC speck, in the case that the MTOC provides a scaffold for assembly of 
the speck. To reliably quantify the attributes of the amorphous, heterogeneous speck, we combined the 
results from 251 specks. The endogenous ASC speck has a size variation, determined from the 2D 
radius of gyration, ranging from 250 to 500 nm with an average radius of gyration of 321 ± 31 nm 
MAD (Figure 3F). The  radius of gyration of the ASC speck corresponds the previously published 
value of ~ 600 nm diameter for the endogenous structure (measured from cross-sections through the 
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speck) 35. Typically, one would expect the size of the speck to increase during assembly and hence the 
distribution of sizes to depend, in part, on the stage of assembly at which they are measured. However, 
when calculating the amount of ASC located within the speck relative to the total amount of ASC 
within the cell (i.e. our pseudo time), we found that the speck size depends only to a minor degree on 
the amount of recruited ASC (Figure 5B). 
 
We found the majority of specks appeared as amorphous objects with an overall spherical structure, as 
determined from the calculated eccentricity. These results are consistent with previous observations 8, 
29. In addition, we observed that some specks exhibit filamentous extensions protruding from the dense 
core. Although several studies suggested that the ASC speck is made up of intertwined filaments 20, 22, 
26, 27, this has not yet been confirmed for the endogenous, unperturbed structure inside cells. We 
observe a dense core with filaments protruding from the endogenous ASC speck, which would be 
consistent with this hypothesis.  
 
Although we could not analyze the observed filaments in detail due to the limited labeling density, we 
did observed filaments of varying length and thickness. Some specks exhibit many short and faint 
fibrils (Figure 3 M-P) while others show a small number of longer filaments protruding from the edge 
of the speck center (Figure 3C). The thin fibrils are reminiscent of the fibrils resolved by EM at the 
edge of the in vitro formed ASC assembly 22. A similar variation in thickness of the filaments 
protruding from the dense speck core has been observed in immortalized ASC-/- bone marrow-derived 
macrophages (BMDMs) 20. Interestingly, electron microscopy data of in vitro assembled structure 
from full-length human ASC protein suggested that individual ASC filaments can laterally stack via 
the exposed CARD domains and the authors raise the question of whether this could also happen in 
the endogenous structure 17. The average filament thickness we obtained on the above-mentioned 
filaments agrees with the thickness reported for a single filament (~16 nm) 17 suggesting that, for the 
majority of filaments, lateral stacking does not take place.  
 
It is important to mention that the majority of our experiments were conducted in caspase-1 knock-out 
cells. Hence, we cannot exclude that the lack of caspase-1 binding to ASC has an influence on the 
appearance of the speck. Experiments performed using DNA-PAINT on BlaER1 cells that express 
caspase-1 showed the same dense, amorphous core with protruding filaments. This strongly suggests 
that the measured structures are indicative of the morphology of the ASC speck and is consistent with 
what has been observed in experiments in cells with ASC overexpression 20, 22, 25. However, in 
comparison to the previous observations of the speck formed after overexpression 22, 25, we found 
fewer and shorter filaments protruding from the endogenous ASC speck core with the majority of 
filaments being 500 nm long or shorter. It is conceivable that overexpression leads a larger number of 
filaments emanating from the formed speck. It is also possible that caspase-1 influences the filament 
length as our measurements in BlaER1 cells that express caspase-1 showed longer filaments than the 
ones observed in THP-1 caspase-1 knock-out cells (Figure 3C and Supplementary Figure S4B). The 
longer filament lengths are in line with a previous report where in vitro experiments measured 
filament lengths of 500-2000 nm for full length mouse ASC 16. However, we cannot entirely rule out 
that the differences in filament length are due the details of the super-resolution approach used.  
 
An overall ring-like appearance of the ASC speck has been proposed since its discovery 3. However, 
the question of how the ring-like assembly and the irregular structure made up of intertwined filaments 
relate to each other remains unanswered 39-42. Here, we provide new data that offers an explanation for 
the observed ring-like structure. Complementing previous studies, which showed a ring-like assembly 
of ASC following antibody labelling, we used labels of different sizes, primary antibodies labeled with 
secondary F(ab’)2 fragments and nanobodies. While primary antibody plus secondary F(ab’)2 fragment 
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labeling occasionally showed ring-like structures, simultaneous labeling with nanobodies revealed a 
dense core in the speck (Figure 4). Hence, we conclude that the endogenous speck can be divided into 
two different regions: a dense core and a less dense periphery (Figure 6). This would imply that the 
ring shape originates from the primary and/or secondary antibody being less likely to penetrate into 
the dense center of the structure and thus leading to a decrease in labeling efficiency at the center of 
the structure. Conversely, the less dense structures at the periphery are less efficiently labeled by the 
nanobody as it has only one binding site per protein with, in this case, a relatively low  binding affinity 
(~160 nM). This also demonstrates the importance of verifying super-resolution structures using 
different labeling strategies and approaches.   
 
Conclusion 
Taken together, we investigated the nanoscale organization of the endogenous ASC speck using super-
resolution microscopy. We found that the speck size was heterogenous and correlated with cell size. 
The speck contained a dense core with filaments protruding from the center of the speck. This was 
observed for dSTORM and DNA-PAINT measurements in THP-1 cells as well as DNA-PAINT 
measurements in BlaER1 cells. These results are consistent with the model of the ASC speck being an 
assembly of intertwined filaments. By using differently sized labels, we found that the ring-like 
appearance of the speck is a result of the labeling approach and limited access of the primary antibody 
and/or F(ab’)2 fragment to the dense core of the speck. Conversely, the small nanobody was able to 
label the center of the speck but was less efficient in labeling the low density periphery regions due to 
the lower affinity of this nanobody (Figure 4). Hence, it is important to verify super-resolution 
structures using different labeling approaches. Finally, by measuring the fraction of recruited ASC, we 
hypothesize that speck formation starts with a loose scaffold that becomes denser but only marginally 
larger during ASC speck formation.  
 
Materials and Methods 
If not stated differently all reagents were purchased from Thermo Fisher Scientific, Massachusetts, 
USA. 
Cultivation of cells and activation of the NLRP3 inflammasome 
For the experiments performed with THP-1 caspase-1 knock-out cells, the THP-1 cells were cultivated 
at 37°C, 5% CO2 in Roswell Park Memorial Institute 1640 medium (21875034) supplemented with 
10% (v/v) heat-inactivated fetal bovine serum (FBS) (10500064), 1 mM sodium pyruvate (11360039) 
and 100 U/ml Penicillin/Streptomycin (15140122), and maintained at a density between 1x105 and 
1x106 cells per milliliter. One day prior to seeding the cells, coverslips (1.5, Menzel Gläser, 18 mm) 
were coated with 0.01% poly-l-ornithine solution (A-004-C, Merck-Millipore, Massachusetts, USA) in 
the dark. Cells were seeded at a density of ~ 75×103/cm2 in culture medium supplemented with 100 
ng/ml Phorbol 12-myristate 13-acetate (PMA) (BML-PE160-0001, Enzo Life Sciences, Lörrach, 
Germany) and differentiated into macrophage-like cells for three days. To increase NLRP3 protein 
expression, cells were primed for three hours with 1 µg/ml Lipopolysaccharide (LPS) from E. coli 
K12 cells (Ultrapure tlrl-peklps, Invivogen, San Diego, California, USA). To suppress cell death due 
to caspase activity, cells were subsequently treated with 20 µM of the pan-caspase inhibitor Z-VAD 
(tlrl-vad, Invivogen) for 60 mins. The NLRP3 inflammasome response was activated by incubating the 
cells with 10 µM Nigericin (N7143-5MG, Sigma Aldrich, Missouri, USA) for 90 mins.  
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ASC immunofluorescence with primary antibody and secondary F(ab’)2 fragment and for double-
labeling with an ASC nanobody 
All steps were performed at room temperature if not stated differently. Cells were washed once with 
phosphate-buffered saline (PBS) solution to remove remaining serum proteins, fixed for 15 mins in the 
dark with 4% paraformaldehyde (PFA) (E15710-S, Electron Microscopy Sciences, Pennsylvania, 
USA) in PBS. Subsequently, PFA was rinsed once with PBS and then quenched by rinsing once with 
0.1 M NH4Cl (254134, Sigma-Aldrich) in PBS followed by a 15 min incubation with 0.1 M NH4Cl in 
PBS. Permeabilization and blocking was done for 30 mins in 10% normal goat serum (NGS) (16201), 
0.5% Triton X-100 (T8787, Sigma-Aldrich) in PBS followed by a washing step with PBS and 30 mins 
incubation in Image-iTFX Signal enhancer (I36933). After two additional PBS washing steps, cells 
were incubated overnight at 4°C with purified monoclonal mouse anti-human ASC antibodies (TMS-
1) (clone HASC-71) (Biolegend, California, USA) at a final concentration of 10 µg/ml diluted in 10% 
NGS + 0.5% Triton X-100 in PBS. 25 µl of this solution was applied to the fixed cells on a coverslip. 
The plasmid encoding for the ASC nanobody was provided by Prof. Dario Alessi, University of 
Dundee via the MRC – Protein Phosphorylation and Ubiquitylation Unit [DU 54832]. The nanobody 
encoding sequence with a C-terminal cysteine was amplified for labeling and expressed at the protein 
production core facility of the Max-Planck-Institute for Biochemistry in Martinsried, Germany. Parts 
of the nanobody were conjugated to Alexa Fluor 647 in house as described in 64 and at Nanotag 
Biotechnologies GmbH, Göttingen, Germany. In the case of dual-color labeling, DyLight755-
conjugated anti-ASC nanobody was purchased from Nanotag and mixed into the antibody solution at 1 
µg/ml final concentration. Non-specific sticking of antibody and nanobody was minimized by washing 
three times with 0.1% Triton X-100 in PBS. Labeling with secondary F(ab’)2-goat anti-mouse IgG 
(H+L) cross-adsorbed Alexa Fluor 647-conjugated F(ab’)2 fragment (A-21237) was performed at 200 
ng/ml final concentration in 10% NGS + 0.5% Triton X-100 in PBS for 1 hr followed by three 
washing steps with 0.1% Triton X-100 in PBS and postfixation with 3% PFA in PBS for 10 mins. The 
specificity of the staining procedure was confirmed by staining THP-1 caspase-1 knock-out cells only 
with the F(ab’)2 fragment without previous administration of the primary antibody as well as by 
applying the staining protocol to THP-1 ASC knock-out cells (Supplementary Figure S10). 
ASC immunofluorescence with ASC nanobody 
THP-1 caspase-1 knock-out cells were activated for the NLRP3 inflammasome, fixed and quenched as 
described above followed by permeabilization with 0.05% Saponin (47036, Sigma-Aldrich), 1% BSA 
(A7030, Sigma-Aldrich), and 0.05% NaN3 (S2002, Sigma-Aldrich) in PBS for 20 mins. Afterwards, 
the sample was wash for 2 mins with PBS and then the sample was blocked for 30 mins with Image-
iTFX Signal Enhancer (R37107). The sample was then washed twice for 2 mins with PBS and stained 
against ASC with 1 ug/ml Alexa Fluor 647-conjugated nanobody and postfixed for 10 mins in 3% 
PFA in PBS. The specificity of the staining was confirmed using THP-1 ASC knock-out cells 
(Supplementary Figure S13).  
Confocal imaging 
For the confocal imaging shown in Figure 1, the samples were embedded in ProLong Gold (P10144) 
on standard glass slides for at least one day before imaging. Microscopy was then performed on a 
Leica SP8 STED 3x equipped with a 470-670nm white light laser and a 100 x PlanApo /NA 1.4 
objective. The spinning disk confocal microscopy images shown in Supplementary Figure S12A 
were measured on a Zeiss Cell Observer SD. Alexa Fluor 647 and DAPI were excited using a 639 nm 
and 405 nm laser, respectively. Fluorescence was separated using a 660 nm longpass filter and 
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recorded on the two Evolve 512 electron-multiplying charge-coupled device cameras (Photometrics) 
of the system equipped with a 525/50 and a 690/50 bandpass filter, respectively. 
dSTORM imaging and analysis 
Samples were imaged on a flat field-optimized widefield setup as described before 51. Briefly, lasers of 
405 nm, 642 nm and 750 nm were expanded and reflected into a 60 x objective (CFI60 PlanApo 
Lambda 60x / NA 1.4, Nikon) using a custom appropriate dichroic mirror 
(ZT405/561/642/750/850rpc, Chroma). Fluorescence emission was imaged onto a sCMOS camera 
(Prime, Photometrics) using one of two emission filters (ET700/75M and ET810/90m, Chroma) 
combined with a short-pass filter (FF01-842/SP, Semrock)  and a tube lens of 200 mm focal length. 
The microscope was controlled using Micromanager 65, 66. Widefield images were collected prior to 
dSTORM recordings. We typically recorded between 20-80k frames at 10 ms exposure time. For 3D 
dSTORM, we introduced a cylindrical lens (f=1000 mm, Thorlabs LJ1516RM-A) into the emission 
path. Single- and dual-color single-molecule localization microscopy (SMLM) imaging was carried 
out with an optimized SMLM buffer, as described previously 67. Single molecules were localized 
using an sCMOS-specific localizer routine introduced by Huang et al. 68 and included in a custom 
MatLab program used for data analysis. To exclude non-specific localizations, filter parameters were 
adjusted using datasets acquired using ASC knock-out THP-1 cells. Drift correction was performed 
using the Redundancy Cross-Correlation (RCC) algorithm introduced by Wang et al. 69. The cells and 
specks were manually segmented. Cytoplasmic localizations were clustered using DBSCAN where a 
cluster was defined as a group of 10 – 300 localizations within a search radius of 70 nm 48 or Ripley’s 
K function 49. Super-resolution images were reconstructed using ThunderStorm 70 with 10x 
magnification and applying a Gaussian blur of one pixel (10.6 nm). For dual-color data sets, the 
localizations in the DyLight 755 channel were registered to the ones in the Alexa Fluor 647 channel by 
an affine transformation calculated from widefield images of immobilized TetraSpeck Microspheres 
(T7279) on a plasma cleaned coverslip recorded in both channels. 3D representations were rendered 
using Chimera X 71.  
The eccentricity, the radius of gyration and the number of localizations of the specks were calculated 
from the manually segmented localizations within the structure. The radius of gyration was calculated 
as the square root of the sum of the variances of the x and the y coordinates of the individual 
localizations within each speck. As, in most cases, the specks are amorphous, spherical structures and 
we have significantly better resolution in the radial dimension, we limited the calculated radius of 
gyration to two-dimensions. The eccentricity of the individual specks was determined from the 
localizations by first calculating the covariance matrix of the individual localizations. From the 
covariance matrix, the eigenvectors were calculated, which provide a measure for how elliptical the 
distribution of localizations is and calculates the direction of the major and minor axes of the ellipse. 
We then take the square root of eigenvectors, which give a measure of length for the different axes. 
Finally, the eccentricity is calculated by taking the ratio of the major axis (square root of the maximum 
eigenvector) to the minor axis (square root of the minimum eigenvector). Circular objects have an 
eccentricity near 1. For our microscope we determined an experimental localization precision of 	σxy	=	
12 nm for Alexa Fluor 647 and σxy	= 21 nm for DyLight755 51. 
 
For the quantitative image analysis, measurements of the integrated widefield intensity were corrected 
by subtracting background counts determined individually for each field of view by averaging pixel 
counts in an area absent of cellular signal. To calibrate for the experimental differences observed 
between measurement days, the widefield intensity per cell area and the number of detected 
localizations per widefield intensity were corrected separately for each measurement day. For this, we 
used the correlation of fluorescence intensity with cell size and the number of localizations versus 
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widefield intensity. The correlation was determined for each day by fitting the data with a line and the 
slope was scaled to correspond to the maximum of all experiment days. A correction factor was 
determined for each measurement day and used to rescale the measurements to the measurement day 
with the largest slope. The scaled widefield intensity and number of localizations were then used for 
the ensuing analyses. Supplementary Figure S11 illustrates the applied correction procedure. 
The cell area dependence of the radius of gyration (Rg) was normalized out by first plotting the Rg 
against the cell area and fitting the data with a line. Subsequently for each data point, the product of 
the slope of the line and the value of the cell area was calculated and subtracted from the Rg value. The 
speck area was normalized analogously.    
BlaER1 cell preparation and DNA-PAINT imaging 
BlaER1 ASC-TagRFP cells were cultivated as described for the THP-1 cells. Cells were 
transdifferentiation for 7 days at 60,000 cells/cm2 in medium containing 50 ng/ml IL-3 (200-03 B, 
Peprotech, New Jersey, USA), 50 ng/ml M-CSF (300-25 B, Peprotech) and 500 nM b-Estradiol 
(E8875, Sigma-Aldrich) in cell culture-treated plastic bottom slides (80826, ibidi, Gräfelfing, 
Germany). Cells were then trypsinized, transferred to glass bottom slides coated with poly-l-ornithine 
as described for THP-1 cells in cultivation medium without growth factors at the same density and 
incubated overnight at 37°C, 5% CO2. The next day, the NLRP3 inflammasome was activated by 
priming the cells for 14 hrs with 200 ng/ml Lipopolysaccharide (LPS) from E. coli K12 cells in 
medium followed by caspase inhibition with 20 µM Z-VAD-FMK incubation for 60 mins as described 
for THP-1 cells and 3 hrs incubation with 6.5 µM Nigericin. Cells were fixed and stained as described 
for THP-1 cells with the exception that a secondary donkey anti-mouse antibody (715-005-151, 
Jackson ImmunoResearch) conjugated to a P3 docking strand (TTCTTCATTA) was used instead of 
the F(ab’)2 fragment. Specks were identified by excitation of TagRFP with a 561 nm laser, followed 
by bleaching the signal and DNA-PAINT data were recorded using a P3-Cy3B imager strand 
(AATGAAGA-Cy3B) at 1 nM concentration and HiLo illumination at 1.2 kW/cm² excitation with the 
same laser at 100 ms camera exposure time for 8000 frames.  
THP-1 cells imaged by DNA-PAINT were first labeled with a low amount of Alexa Fluor 647-
conjugated anti-ASC nanobody to facilitate identification of the speck. Subsequently, the nanobody 
conjugated to a P3 docking strand was applied and the structure was imaged using the complementary 
imager strand labeled with Cy3B at 0.5 nM concentration. Images were recorded for 20,000 – 30,000 
frames with an exposure time of 100 ms and a laser power density of ~200 kW/cm². 
Super-resolution images were reconstructed using the Picasso [51] and ThunderStorm [64] softwares 
and rendered with a Gaussian blur of one pixel corresponding to 13 nm.   
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Supplementary Figure S1: Diffraction-limited images of fluorescently labeled ASC in 
unstimulated and stimulated THP-1 cells and of extracellular ASC specks. A) Confocal images 
(maximum projections) of fluorescently labeled ASC in unstimulated (upper panel) and in LPS + 
Nigericin-stimulated THP-1 cells (lower panel). Images as shown in Figure 1. The scale bar 
corresponds to 10 µm. B) Widefield images of extracellular ASC specks stained with primary ASC 











Supplementary Figure S2: Applied image data analysis workflow. Widefield and dSTORM 
Microscopy experiments were performed on fixed cells. After localizing individual molecules and 
performing drift correction, the cells were manually segmented from the surroundings using the 
localizations and the obtained mask was applied to the widefield image. The localizations were filtered 
to remove unspecific and low quality localizations. In cells containing an ASC speck, the speck was 
manually segmented and the obtained mask was applied to the widefield image. A super-resolution 
image was rendered from the localizations. Finally, various parameters for the entire cell, the cytosol 
and the ASC speck were calculated (listed in the box in lower, right corner). Cytosolic localizations 
were analyzed using the DBSCAN analysis (Supplementary Figure S3). The axial positions for 3D 
images were obtained by recording and fitting a calibration curve measured on TetraSpeck 
Microspheres (see gray box to the upper right). The 2-channel registration was performed as described 
in the box in the upper left. RCC: Redundancy cross-correlation. 




Supplementary Figure S3: The DBSCAN analysis.  A screen shot of the DBSCAN analysis of the 
cytosolic non-speck bound ASC signal of the cell shown in Supplementary Figure S2 is depicted. The 
localization density before DBSCAN is shown in the top left panel. The top middle panel depicts the 
identified clusters after an analysis using a search radius of 70 nm and 10-300 localizations per cluster. 
Individual clusters are color-coded. The top right panel depicts an overlay of the identified clusters 
(red) with the unclustered localizations (gray). The bottom left panel depicts the clusters together with 
their convex hull. The bottom middle and right panels show histograms of the number of localizations 
per cluster and the area per cluster derived by calculation of the convex hull, respectively. 
 
 




Supplementary Figure S4: Two-dimensional super-resolution images of endogenous ASC specks. 
A) A gallery of endogenous ASC specks labeled with an ASC antibody and an Alexa Fluor 647-
conjugated F(ab’)2 fragment in THP-1 cells imaged using dSTORM. Some structures appear as ring-
like structures and other as dense amorphous complexes. In several structures, filamentous extensions 
are observed, which are indicated by the arrows. B) An ASC speck observed using DNA-PAINT 
labeled with an ASC antibody and a secondary antibody conjugated with a P3 docking strand for 
DNA-PAINT imaging. Data was obtained on three independent cell preparations. 
 




Supplementary Figure S5: Three-dimensional super-resolution images of endogenous ASC 
specks. 3D renderings of ASC specks that were stained using an ASC antibody and a secondary Alexa 
Fluor 647-conjugated F(ab’)2 fragment and measured using dSTORM. Data was obtained on two 













Supplementary Figure S6: Two-dimensional renderings of 3D super-resolution images of 
endogenous ASC specks. The ASC specks were measured in 3D using dSTORM and stained with an 
ASC antibody and an Alexa Fluor 647-conjugated secondary F(ab’)2 fragment. Data was obtained on 
two independent cell preparations. 





Supplementary Figure S7: Nanobody labeling of endogenous ASC specks. A) ASC specks were 
stained with Alexa Fluor 647-conjugated nanobody and imaged using 2D STORM. Data was obtained 
on a single cell preparation. B) An ASC speck stained with a P3 DNA-PAINT docking strand-
conjugated nanobody and imaged by 2D DNA-PAINT. 




Supplementary Figure S8: Two-dimensional renderings of nanobody-labeled endogenous ASC 
specks imaged in three-dimensions using dSTROM. The ASC nanobody was conjugated with 
Alexa Fluor 647.  




   
Supplementary Figure S9: Two-color super-resolution images of endogenous ASC specks. 2D 
STORM images were collected of ASC specks labeled with primary ASC antibody and secondary 
Alexa Fluor 647-conjugated F(ab’)2 fragment (magenta), and with DyLight 755-conjugated ASC 
nanobody (green). Arrows indicate filamentous extensions reaching out from the speck center. Data 
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Supplementary Figure S10: Correlation plots for various parameters obtained from the analysis of single cells. Panels A – E relate the number of 
localizations, the widefield intensity and the cell area with each other. Panels F – I depicts how the size of the speck depends on cell area and ASC concentration 
in the speck. Panels J - M depicts how the radius of gyration Rg, depends on cell area and ASC concentration in the speck. Panels N – X depict how various 
parameters depend on the pseudo time. Specifically, the amount of ASC in the speck (N, O), the speck area (P), the amount of ASC in the cytosol (Q, R), the 
cytosolic cluster density (S) and localization density (T), the radius of gyration, Rg (U), the speck area (V), the cell area (W) and the speck density (X). Panels Y 
– Z depict how the speck density depends on the amount of ASC in the speck. Data was obtained on three independent cell preparations. WF: widefield; CC: 














Supplementary Figure S11: Scatter plots corrections. The uncorrected and corrected scatter plots 
are shown to illustrate the correction to the integrated widefield intensity and localization data for 
differences between measurement days. Different sample preparations and dSTORM buffer conditions 
lead to variations in the widefield intensity and number of localizations with respect to ASC content. 
Hence, we used the correlation between ASC content and cell area to normalize the widefield intensity 
for different measurement days. For the number of localizations, we used the linear correlation 
between intensity and number of detected localizations. A) Scatter plot of the integrated widefield 
intensity of the entire cell against the cell area including the linear fits of individual measurement days 
(left panel) and the normalized integrated widefield intensity by adjusting the individual slopes to that 
of the measurement day with the steepest slope against the cell area (right panel). B) Scatter plot of the 
number of localizations within the entire cell against the normalized integrated widefield intensity of 
the entire cell including the linear fits of individual measurement days (left panel) and number of 
localizations within the entire cell normalized with respect to the measurement day with the steepest 
slope plotted against the normalized integrated widefield intensity of the entire cell (right panel) The 
individual measurement days are color-coded. 




Supplementary Figure S12: Controls for the applied antibody and F(ab’)2 fragment staining in 
THP-1 knock-out (KO) cells. A) 10x overview images recorded on a confocal spinning disk 
microscope indicating the specificity of the applied ASC staining; green: Alexa Fluor 647 (summed 
projections of a recorded Z-stack are shown); blue: DNA-staining with DAPI.  No ASC staining was 
observed in the absence of ASC or primary antibody. B) Higher magnification images (60x) verifying 










Supplementary Figure S13: Controls for the applied nanobody (AF647-conjugated) staining in 
THP-1 knock-out (KO) cells. Widefield images recorded at 60x magnification are shown. Stimulated 
and labeled cells are shown in the left panel. No unspecific signal was observed in the absence of ASC 
(middle panel) or in unstained cells (right panel) verifying the specificity of ASC staining. All images 




B.2 Paper 2: Nanoscale organization of the endogenous ASC speck B APPENDED PAPERS
225
226
B.3 Paper 3: Recent evolution of a TET-controlled and DPPA3/STELLA-driven pathway of passive DNA demethylation in
mammals B APPENDED PAPERS
B.3 Paper 3: Recent evolution of a TET-controlled and DPPA3/STELLA-driven pathway of pas-
sive DNA demethylation in mammals
Reproduced with permission from Nature Communications 2020, 11, 5972. Copyright 2020 Nature Publishing Group
227
ARTICLE
Recent evolution of a TET-controlled and
DPPA3/STELLA-driven pathway of passive
DNA demethylation in mammals
Christopher B. Mulholland 1, Atsuya Nishiyama 2,9, Joel Ryan 1,9, Ryohei Nakamura3, Merve Yiğit1,
Ivo M. Glück4, Carina Trummer1, Weihua Qin1, Michael D. Bartoschek 1, Franziska R. Traube 5, Edris Parsa5,
Enes Ugur1,6, Miha Modic7, Aishwarya Acharya 1, Paul Stolz 1, Christoph Ziegenhain8, Michael Wierer 6,
Wolfgang Enard8, Thomas Carell 5, Don C. Lamb 4, Hiroyuki Takeda 3, Makoto Nakanishi 2,
Sebastian Bultmann 1,10✉ & Heinrich Leonhardt 1,10✉
Genome-wide DNA demethylation is a unique feature of mammalian development and naïve
pluripotent stem cells. Here, we describe a recently evolved pathway in which global hypo-
methylation is achieved by the coupling of active and passive demethylation. TET activity is
required, albeit indirectly, for global demethylation, which mostly occurs at sites devoid of
TET binding. Instead, TET-mediated active demethylation is locus-specific and necessary for
activating a subset of genes, including the naïve pluripotency and germline marker Dppa3
(Stella, Pgc7). DPPA3 in turn drives large-scale passive demethylation by directly binding and
displacing UHRF1 from chromatin, thereby inhibiting maintenance DNA methylation.
Although unique to mammals, we show that DPPA3 alone is capable of inducing global DNA
demethylation in non-mammalian species (Xenopus and medaka) despite their evolutionary
divergence from mammals more than 300 million years ago. Our findings suggest that the
evolution of Dppa3 facilitated the emergence of global DNA demethylation in mammals.
https://doi.org/10.1038/s41467-020-19603-1 OPEN
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During early embryonic development the epigenomeundergoes massive changes. Upon fertilization, the gen-omes of highly specialized cell types—sperm and oocyte—
need to be reprogrammed in order to obtain totipotency. This
process entails decompaction of the highly condensed gametic
genomes and global resetting of chromatin states to confer the
necessary epigenetic plasticity required for the development of a
new organism1. At the same time, the genome needs to be pro-
tected from the activation of transposable elements (TEs) abun-
dantly present in vertebrate genomes2. Activation and subsequent
transposition of TEs result in mutations that can have deleterious
effects and are passed onto offspring if they occur in the germline
during early development2,3. The defense against these genomic
parasites has shaped genomes substantially4,5.
Cytosine DNA methylation (5-methylcytosine (5mC)) is a
reversible epigenetic mark essential for cellular differentiation,
genome stability, and embryonic development in vertebrates6.
Predominantly associated with transcriptional repression, DNA
methylation has important roles in gene silencing, genomic
imprinting, and X inactivation7. However, the most basic, con-
served function of DNA methylation is the stable repression
of TEs and other repetitive sequences8. Accordingly, the majority
of genomic 5mC is located within these highly abundant repeti-
tive elements. Global DNA methylation loss triggers the dere-
pression of transposable and repetitive elements, which leads to
genomic instability and cell death, highlighting the crucial func-
tion of vertebrate DNA methylation9–14. Hence, to ensure con-
tinuous protection against TE reactivation, global DNA
methylation levels remain constant throughout the lifetime of
non-mammalian vertebrates15–18. Paradoxically, mammals spe-
cifically erase DNA methylation during preimplantation
development19,20, a process that would seemingly expose the
developing organism to the risk of genomic instability through
the activation of TEs. DNA methylation also acts as an epigenetic
barrier to restrict and stabilize cell fate decisions and thus con-
stitutes a form of epigenetic memory. The establishment of
pluripotency in mammals requires the erasure of epigenetic
memory and as such, global hypomethylation is a defining
characteristic of pluripotent cell types including naïve embryonic
stem cells (ESCs), primordial germ cells (PGCs), and induced
pluripotent stem cells (iPSCs)21.
In animals, DNA methylation can be reversed to unmodified
cytosine by two mechanisms; either actively by Ten-eleven translo-
cation (TET) dioxygenase-mediated oxidation of 5mC in concert
with the base excision repair machinery22–25 or passively by a lack of
functional DNA methylation maintenance during the DNA replica-
tion cycle26,27. Both active and passive demethylation pathways have
been implicated in the genome-wide erasure of 5mC accompanying
mammalian preimplantation development28–34. Despite the extensive
conservation of the TET enzymes and DNA methylation machinery
throughout metazoa35, developmental DNA demethylation appears
to be unique to placental mammals19,36–43. In contrast, 5mC patterns
have been found to remain constant throughout early development
in all non-mammalian vertebrates examined to date15,44–48.
This discrepancy implies the existence of yet-to-be-discovered
mammalian-specific pathways that orchestrate the establishment
and maintenance of global hypomethylation.
Here, we use mouse embryonic stem cells (ESCs) cultured in
conditions promoting naïve pluripotency49–51 as a model to study
global DNA demethylation in mammals. By dissecting the con-
tribution of the catalytic activity of TET1 and TET2 to global
hypomethylation, we find that TET-mediated active demethyla-
tion drives the expression of the Developmental pluripotency-
associated protein 3 (DPPA3/PGC7/STELLA). We show that
DPPA3 directly binds UHRF1 and triggers its release from
chromatin, thereby inhibiting maintenance methylation and
causing global passive demethylation. Although DPPA3 is only
found in mammals, we found that DPPA3 can also potently
induce global demethylation when introduced into non-
mammalian vertebrates. In summary, our study uncovers a
novel TET-controlled and DPPA3-driven pathway for passive
demethylation in naïve pluripotency in mammals.
Results
TET1 and TET2 indirectly protect the naïve genome from
hypermethylation. Mammalian TET proteins, TET1, TET2,
and TET3, share a conserved catalytic domain and the ability
to oxidize 5mC but exhibit distinct expression profiles during
development52. Naïve ESCs and the inner cell mass (ICM) of
the blastocyst from which they are derived feature high
expression of Tet1 and Tet2 but not Tet329,53–55. To dissect the
precise contribution of TET-mediated active DNA demethy-
lation to global DNA hypomethylation in naïve pluripotency
we generated isogenic Tet1 (T1CM) and Tet2 (T2CM) single as
well as Tet1/Tet2 (T12CM) double catalytic mutant mouse ESC
lines using CRISPR/Cas-assisted gene editing (Supplementary
Fig. 1). We derived two independent clones for each mutant
cell line and confirmed the inactivation of TET1 and TET2
activity by measuring the levels of 5-hydroxymethylcytosine
(5hmC), the product of TET-mediated oxidation of 5mC22
(Supplementary Fig. 1i). While the loss of either Tet1 or Tet2
catalytic activity significantly reduced 5hmC levels, inactiva-
tion of both TET1 and TET2 resulted in the near total loss of
5hmC in naïve ESCs (Supplementary Fig. 1i) indicating that
TET1 and TET2 account for the overwhelming majority of
cytosine oxidation in naïve ESCs. We then used reduced
representation bisulfite sequencing (RRBS) to determine the
DNA methylation state of T1CM, T2CM, and T12CM ESCs as
well as wild-type (wt) ESCs. All Tet catalytic mutant (T1CM,
T2CM, and T12CM) cell lines exhibited severe DNA hyper-
methylation throughout the genome including promoters, gene
bodies, and repetitive elements (Fig. 1a, b and Supplementary
Fig. 2a). The increase in DNA methylation was particularly
pronounced at LINE-1 (L1) elements of which 97%, 98%, and
99% were significantly hypermethylated in T1CM, T2CM,
and T12CM ESCs, respectively (Supplementary Fig. 2b).
This widespread DNA hypermethylation was reminiscent
of the global increase in DNA methylation accompanying
the transition of naïve ESCs to primed epiblast-like cells
(EpiLCs)54,56,57, which prompted us to investigate whether the
DNA methylation signature in T1CM, T2CM, and T12CM
ESCs resembles that of more differentiated cells. In line with this
hypothesis, Tet catalytic mutant ESCs displayed DNA methylation
levels similar to or higher than those of wt EpiLCs (Supplementary
Fig. 2c). Moreover, hierarchical clustering and principal component
analyses (PCA) of the RRBS data revealed that ESCs from Tet
catalytic mutants clustered closer to wt EpiLCs than wt ESCs
(Fig. 1c and Supplementary Fig. 2d). In fact, the vast majority of
significantly hypermethylated CpGs in Tet catalytic mutant ESCs
overlapped with those normally gaining DNA methylation during
the exit from naïve pluripotency (Fig. 1d). In contrast, T1CM,
T2CM, and T12CM transcriptomes are clearly clustered by differ-
entiation stage, indicating that the acquisition of an EpiLC-like
methylome was not due to premature differentiation (Supplemen-
tary Fig. 2e). When comparing our data to that of TET knockout
ESCs58, we found that the catalytic inactivation of the TET proteins
caused a far more severe hypermethylation phenotype than the
complete removal of the TET proteins (Supplementary Fig. 2f).
Intriguingly, whereas TET1 and TET2 prominently associate with
sites of active demethylation (Supplementary Fig. 2g), we found that
the majority of sites hypermethylated in Tet catalytic mutant ESCs
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are not bound by either enzyme (Fig. 1e, f) suggesting that TET1
and TET2 maintain the hypomethylated state of the naïve methy-
lome by indirect means.
TET1 and TET2 control Dppa3 expression in a catalytically
dependent manner. To explore how TET1 and TET2 might
indirectly promote demethylation of the naïve genome, we first
examined the expression of the enzymes involved in DNA
methylation. Loss of TET catalytic activity was not associated
with changes in the expression of Dnmt1, Uhrf1, Dnmt3a, and
Dnmt3b nor differences in UHRF1 protein abundance, indicating
the hypermethylation in Tet catalytic mutant ESCs is not caused
by aberrant upregulation of DNA methylation machinery com-
ponents (Fig. 2a, Supplementary Fig. 2h). To identify candidate
factors involved in promoting global hypomethylation, we com-
pared the transcriptome of hypomethylated wild-type ESCs with
those of hypermethylated cells, which included wt EpiLCs as well
as T1CM, T2CM, and T12CM ESCs (Fig. 2b). Among the 14
genes differentially expressed in hypermethylated cell lines, the
naïve pluripotency factor, Dppa3 (also known as Stella and Pgc7),
stood out as an interesting candidate due to its reported
involvement in the regulation of global DNA methylation in germ
cell development and oocyte maturation59–62. In contrast to the
core components of the DNA (de)methylation machinery
(DNMTs, UHRF1, TETs), which are conserved throughout
metazoa, Dppa3 is only present in mammals, suggesting it might
also contribute to the mammal-specific hypomethylation in naïve
pluripotency (Fig. 2c).
While normally highly expressed in naïve ESCs and only
downregulated upon differentiation63,64, Dppa3 was prematurely
repressed in T1CM, T2CM, and T12CM ESCs (Fig. 2d). The
strongly reduced expression of Dppa3 in TET mutant ESCs was
accompanied by significant hypermethylation of the Dppa3
promoter (Fig. 2e), consistent with reports demonstrating Dppa3
to be one of the few pluripotency factors downregulated by
promoter methylation upon differentiation in vitro and
in vivo51,63–65. In contrast to the majority of genomic sites
gaining methylation in TET mutant ESCs (Fig. 1e, f), hyper-
methylation at the Dppa3 locus occurred at sites bound by both
TET1 and TET2 (Fig. 2e)66,67. This hypermethylation overlapped
with regions at which the TET oxidation product 5-
carboxylcytosine (5caC) accumulates in Thymine DNA glycosy-









































































































































Fig. 1 TET1 and TET2 prevent hypermethylation of the naïve genome. a Loss of TET catalytic activity leads to global DNA hypermethylation. Percentage
of total 5mC as measured by RRBS. For each genotype, n= 2 biologically independent samples per condition. b Loss of TET catalytic activity leads to
widespread DNA hypermethylation especially at repetitive elements. Relative proportion of DNA hypermethylation (q value < 0.05; absolute methylation
difference >20%) at each genomic element in T1CM, T2CM, and T12CM ESCs compared to wt ESCs. c Heat map of the hierarchical clustering of the RRBS
data depicting the top 2000 most variable 1 kb tiles during differentiation of wt ESCs to EpiLCs with n= 2 biologically independent samples per genotype
and condition. d Venn diagram depicting the overlap of hypermethylated (compared to wt ESCs; q value < 0.05; absolute methylation difference >20%)
sites among T1CM, T2CM, and T12CM ESCs and wt EpiLCs. e, f TET binding is not associated with DNA hypermethylation in TET mutant ESCs. Occupancy
of (e) TET166 and (f) TET267 over 1 kb tiles hypermethylated (dark red) or unchanged (dark gray) in T1CM and T2CM ESCs, respectively (SPMR: Signal per
million reads). In the boxplots in (a) and (c), horizontal black lines within boxes represent median values, boxes indicate the upper and lower quartiles, and
whiskers extend to the most extreme value within 1.5 x the interquartile range from each hinge. In (b) and (d), the q-values were calculated with a two-
sided Wald test followed by p-value adjustment using SLIM209.
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Dppa3 locus is a direct target of TET/TDG-mediated active DNA
demethylation in ESCs. To test whether Dppa3 transcription can
be induced by DNA demethylation, we analyzed RNA-seq data
from conditional Dnmt1 KO ESCs69. In the absence of genome-
wide DNA methylation, Dppa3 levels more than doubled, thus
confirming our results that the Dppa3 promoter is sensitive to
DNA methylation (Supplementary Fig. 2i).
In addition, Dppa3 is also a direct target of PRDM14, a PR
domain-containing transcriptional regulator known to promote the
DNA hypomethylation associated with naïve pluripotency50,70–72
(Fig. 2e). PRDM14 has been shown to recruit TET1 and TET2 to
sites of active demethylation and establish global hypomethylation in
naïve pluripotency50,54,71–73. As the expression of Prdm14 was not
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occupancy at the Dppa3 locus using publicly available ChIP-seq
data71. This analysis revealed that PRDM14 binds the same
upstream region of Dppa3 occupied by TET1 and TET2 (Fig. 2e).
Taken together, these data suggest that TET1 and TET2 are
recruited by PRDM14 to maintain the expression of Dppa3 by active
DNA demethylation.
DPPA3 acts downstream of TET1 and TET2 and is required to
safeguard the naïve methylome. DPPA3 has been reported to
both prevent and promote DNA demethylation depending on the
cellular and developmental context59,61,62,74–78. However, the
function of DPPA3 in naïve pluripotency, for which it is a well-
established marker gene63, remains unclear. To investigate the
relationship between Dppa3 expression and DNA hypomethyla-
tion in naïve pluripotency, we established Dppa3 knockout
(Dppa3KO) mouse ESCs (Supplementary Fig. 3a–c) and profiled
their methylome by RRBS. Deletion of Dppa3 led to severe global
hypermethylation (Fig. 3a), with substantial increases in DNA
methylation observed across all analyzed genomic fea-
tures, including promoters, repetitive sequences, and imprinting
control regions (ICRs) (Supplementary Fig. 3d–f). In particular,
transposable elements experienced the most extensive gains in
DNA methylation, with >90% of detected LINE and ERVs found
hypermethylated in Dppa3KO ESCs (Supplementary Fig. 3e).
A principal component analysis of the RRBS data revealed that
Dppa3KO ESCs clustered closer to wt EpiLCs and Tet catalytic
mutant ESCs rather than wt ESCs (Fig. 3b). Furthermore, we
observed a striking overlap of hypermethylated CpGs between Tet
catalytic mutant and Dppa3KO ESCs (Fig. 3c), suggesting that
DPPA3 and TETs promote demethylation at largely the same
targets. A closer examination of the genomic distribution of
overlapping hypermethylation in Tet catalytic mutant and
Dppa3KO ESCs revealed that the majority (~90%) of hyper-
methylated events within repetitive elements are common to both
cell lines (Fig. 3d and Supplementary Fig. 3g–j) and are globally
correlated with heterochromatic histone modifications (Supple-
mentary Fig. 3k). In contrast, only half of the observed promoter
hypermethylation among all cell lines was dependent on DPPA3
(classified as “common”, Fig. 3d and Supplementary Fig. 3h–j).
This allowed us to identify a set of strictly TET-dependent
promoters (N= 1573) (Fig. 3d, Supplementary Fig. 3i and
Supplementary Data 1), which were enriched for developmental
genes (Fig. 3e and Supplementary Data 2). Intriguingly, these
TET-specific promoters contained genes (such as Pax6, Foxa1,
and Otx2) that were recently shown to be conserved targets of
TET-mediated demethylation during Xenopus, zebrafish, and
mouse development79.
DPPA3 appeared to act downstream of TETs as the global
increase in DNA methylation in Dppa3KO ESCs was not
associated with a reduction in 5hmC levels nor with a
downregulation of TET family members (Fig. 3f and Supple-
mentary Fig. 3l). In support of this notion, inducible over-
expression of Dppa3 (Supplementary Fig. 3m–o) completely
rescued the observed hypermethylation phenotype at LINE-1
elements in T1CM as well as T2CM ESCs and resulted in a
significant reduction of hypermethylation in T12CM cells
(Fig. 3g). Strikingly, prolonged induction of Dppa3 resulted in
hypomethylation in wild-type as well as T1CM ESCs (Fig. 3g).
Collectively, these results show that TET1 and TET2 activity
contributes to genomic hypomethylation in naïve pluripotency by
both direct and indirect pathways. Whereas direct and active
demethylation protects a limited but key set of promoters, global
DNA demethylation occurs as an indirect effect of Dppa3
activation.
TET-dependent expression of DPPA3 regulates
UHRF1 subcellular distribution and controls DNA methyla-
tion maintenance in embryonic stem cells. To investigate the
mechanism underlying the regulation of global DNA methylation
patterns by DPPA3, we first generated an endogenous DPPA3-
HALO fusion ESC line to monitor the localization of DPPA3
throughout the cell cycle (Supplementary Fig. 4a, c). Previous
studies have shown that DPPA3 binds H3K9me277 and that in
oocytes its nuclear localization is critical to inhibit the activity of
UHRF162, a key factor for maintaining methylation. Expecting a
related mechanism to be present in ESCs, we were surprised to
find that DPPA3 primarily localized to the cytoplasm of ESCs
(Fig. 4a). Although present in the nucleus, DPPA3 was far more
abundant in the cytoplasmic fraction (Supplementary Fig. 4e).
Furthermore, DPPA3 did not bind to mitotic chromosomes
indicating a low or absent chromatin association of DPPA3 in
ESCs (Fig. 4a). To further understand the mechanistic basis of
DPPA3-dependent DNA demethylation in ESCs, we performed
FLAG-DPPA3 pulldowns followed by liquid chromatography
tandem mass spectrometry (LC-MS/MS) to profile the DPPA3
interactome in naïve ESCs. Strikingly, among the 303 significantly
enriched DPPA3 interaction partners identified by mass spec-
trometry, we found both UHRF1 and DNMT1 (Fig. 4b and
Supplementary Data 3), the core components of the DNA
maintenance methylation machinery80,81. A reciprocal immuno-
precipitation of UHRF1 confirmed its interaction with DPPA3 in
ESCs (Supplementary Fig. 4g). Moreover, GO analysis of the top
131 interactors of DPPA3 in ESCs showed the two most enriched
GO terms to be related to DNA methylation (Supplementary
Data 4). These findings are consistent with previous studies
implicating DPPA3 in the regulation of maintenance methylation
in other cellular contexts60,62. We also detected multiple members
of the nuclear transport machinery in our DPPA3 interactome
(highlighted in purple, Fig. 4b and Supplementary Data 3), which
prompted us to investigate whether DPPA3 influences the sub-
cellular localization of UHRF1. Surprisingly, biochemical frac-
tionation experiments revealed UHRF1 to be present in both the
nucleus and cytoplasm of naïve wt ESCs (Supplementary Fig. 4f).
Despite comparable total UHRF1 protein levels in wt and
Dppa3KO ESCs (Supplementary Fig. 4h), loss of DPPA3 com-
pletely abolished the cytoplasmic fraction of UHRF1 (Supple-
mentary Fig. 4f).
Fig. 2 TET1 and TET2 catalytic activity is necessary for Dppa3 expression. a Expression of genes involved in regulating DNA methylation levels in T1CM,
T2CM, and T12CM ESCs as assessed by RNA-seq. Expression is given as the log2 fold-change compared to wt ESCs. Error bars indicate mean ± SD, n= 4
biological replicates. No significant changes observable (Likelihood ratio test). b Dppa3 is downregulated upon loss of TET activity and during
differentiation. Venn diagram depicting the overlap (red) of genes differentially expressed (compared to wt ESCs; adjusted p < 0.05) in T1CM, T2CM,
T12CM ESCs, and wt EpiLCs. c Phylogenetic tree of TET1, DNMT1, UHRF1, and DPPA3 in metazoa. d Dppa3 expression levels as determined by RNA-seq in
the indicated ESC and EpiLC lines (n= 4 biological replicates). e TET proteins bind and actively demethylate the Dppa3 locus. Genome browser view of the
Dppa3 locus with tracks of the occupancy (Signal pileup per million reads; (SPMR)) of TET166, TET267, and PRDM1471 in wt ESCs, 5caC enrichment in wt
vs. TDG−/− ESCs68, and 5mC (%) levels in wt, T1CM, T2CM, and T12CM ESCs (RRBS). Red bars indicate CpGs covered by RRBS. In the boxplots
in (d), horizontal black lines within boxes represent median values, boxes indicate the upper and lower quartiles, and whiskers extend to the most extreme
value within 1.5 x the interquartile range from each hinge.
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As maintenance DNA methylation critically depends on the
correct targeting and localization of UHRF1 within the
nucleus82–85, we asked whether TET-dependent regulation of
DPPA3 might affect the subnuclear distribution of UHRF1. To
this end, we tagged endogenous UHRF1 with GFP in wild-type
(U1G/wt) as well as Dppa3KO and T12CM ESCs (U1G/
Dppa3KO and U1G/T12CM, respectively) enabling us to
monitor UHRF1 localization dynamics in living cells (Supple-
mentary Fig. 4b, d). Whereas UHRF1-GFP localized to both
the nucleus and cytoplasm of wt ESCs, UHRF1-GFP localiza-
tion was solely nuclear in Dppa3KO and T12CM ESCs
(Supplementary Fig. 4i, j). In addition, UHRF1 appeared to
display a more diffuse localization in wt ESCs compared to
Dppa3KO and T12CM ESCs, in which we observed more focal
patterning of UHRF1 particularly at heterochromatic foci
(Supplementary Fig. 4i). To quantify this observation, we
calculated the coefficient of variation (CV) of nuclear UHRF1-
GFP among wt, Dppa3KO, and T12CM ESCs. The CV of a
fluorescent signal correlates with its distribution, with low CV
values reflecting more homogenous distributions and high CV
values corresponding to more heterogeneous distributions86,87.
Indeed, the pronounced focal accumulation of UHRF1-GFP
observed in Dppa3KO and T12CM ESCs corresponded with a
highly significant increase in the CV values of nuclear UHRF1-
GFP compared with wt ESCs (Supplementary Fig. 4i, j).
To assess whether these differences in nuclear UHRF1
distribution reflected altered chromatin binding, we used
fluorescence recovery after photobleaching (FRAP) to study the
dynamics of nuclear UHRF1-GFP in wt, Dppa3KO, and T12CM






















































































































































































Fig. 3 DPPA3 acts downstream of TET1 and TET2 to establish and preserve global hypomethylation. a Dppa3 loss results in global hypermethylation.
Percentage of total 5mC as measured by RRBS using n= 2 biologically independent samples per condition. b Dppa3 prevents the premature acquisition of a
primed methylome. Principal component (PC) analysis of RRBS data from wt, T1CM, T2CM, and T12CM ESCs and EpiLCs and Dppa3KO ESCs. c DPPA3
and TET proteins promote demethylation of largely similar targets. Venn Diagram depicting the overlap of hypermethylated sites among T1CM, T2CM,
T12CM, and Dppa3KO ESCs. d Dppa3 protects mostly repeats from hypermethylation. Fraction of hypermethylated genomic elements classified as TET-
specific (only hypermethylated in TET mutant ESCs), DPPA3-specific (only hypermethylated in Dppa3KO ESCs), or common (hypermethylated in TET
mutant and Dppa3KO ESCs). e Gene ontology (GO) terms associated with promoters specifically dependent on TET activity; adjusted p-values calculated
using a two-sided Fisher’s exact test followed by Benjamini-Hochberg correction for multiple testing. f TET activity remains unaffected in Dppa3KO ESCs.
DNA modification levels for 5-methylcytosine (5mC) and 5-hydroxymethylcytosine (5hmC) as measured by mass spectrometry (LC-MS/MS) in wt (n=
24), T1CM (n= 8), T2CM (n= 12), T12CM (n= 11), Dppa3KO (n= 12) mESC biological replicates. g Dppa3 expression can rescue the hypermethylation in
TET mutant ESCs. DNA methylation levels at LINE-1 elements (%) as measured by bisulfite sequencing 0, 3, or 6 days after doxycycline (dox) induction of
Dppa3 expression using n= 2 replicates per condition. The dashed red line indicates the median methylation level of wt ESCs. In the boxplots in (a, f and g),
horizontal black lines within boxes represent median values, boxes indicate the upper and lower quartiles, and whiskers extend to the most extreme value
within 1.5 x the interquartile range from each hinge. In (a, f, and g), p-values were calculated using Welch’s two-sided t-test: ***p < 2e−16. Source data are
provided as a Source Data file.
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chromatin binding in both Dppa3KO and T12CM ESCs as
demonstrated by the significantly slower recovery of UHRF1-GFP
in these cell lines compared to wt ESCs (Fig. 4c and
Supplementary Fig. 4k, l). These data confirmed the notion that
the more pronounced focal patterning of nuclear UHRF1
observed in Dppa3KO and T12CM ESCs (Supplementary Fig. 4i,
j) was indeed a consequence of increased UHRF1 chromatin
binding. Interestingly, although strongly reduced compared to wt
ESCs, UHRF1 mobility was slightly higher in T12CM ESCs than
Dppa3KO ESCs, consistent with a severe but not total loss of
Dppa3 in the absence of TET activity (Supplementary Fig. 4m).
Induction of ectopic Dppa3 rescued the cytoplasmic fraction of
UHRF1 (N/C ratio: Fig. 4d) as well as the diffuse localization of
nuclear UHRF1 in Dppa3KO ESCs (CV: Fig. 4d), which reflected
a striking increase in the mobility of residual nuclear UHRF1-



















































































































Uhrf1GFP/GFP Dppa3 KO + pSBtet-Dppa3
t1/2 = 84.4 min






Fig. 4 TET-dependent expression of DPPA3 alters UHRF1 localization and chromatin binding in naïve ESCs. a Localization of endogenous DPPA3-HALO
in live ESCs counterstained with SiR-Hoechst (DNA). Representative result, n≥ 4. Scale bar: 5 μm. b Volcano plot from DPPA3-FLAG pulldowns in ESCs.
Dark gray dots: significantly enriched proteins. Red dots: proteins involved in DNA methylation regulation. Purple dots: proteins involved in nuclear
transport. anti-FLAG antibody: n= 3 biological replicates, IgG control antibody: n= 3 biological replicates. Statistical significance determined by performing
a Student’s t test with a permutation-based FDR of 0.05 and an additional constant S0= 1. c FRAP analysis of endogenous UHRF1-GFP. Each genotype
comprises the combined single-cell data from two independent clones acquired in two independent experiments. d Localization dynamics of endogenous
UHRF1-GFP in response to Dppa3 induction in U1G/D3KO+ pSBtet-D3 ESCs with confocal timelapse imaging over 8 h (10min intervals). t= 0 corresponds
to start of Dppa3 induction with doxycycline (+Dox). (top panel) Representative images of UHRF1-GFP and DNA (SiR-Hoechst stain) throughout confocal
timelapse imaging. Scale bar: 5 μm. (middle panel) Nucleus to cytoplasm ratio (N/C ratio) of endogenous UHRF1-GFP signal. (bottom panel) Coefficient of
variance (CV) of endogenous UHRF1-GFP intensity in the nucleus. (middle and bottom panel) N/C ratio and CV values: measurements in n > 200 single cells
per time point (precise values can be found in the Source Data file), acquired at n= 16 separate positions. Curves represent fits of four parameter logistic
(4PL) functions to the N/C ratio (pink line) and CV (green line) data. Live-cell imaging was repeated three times with similar results. In (c), the mean
fluorescence intensity of n cells (indicated in the plots) at each timepoint are depicted as shaded dots. Error bars indicate mean ± SEM. Curves (solid lines)
indicate double-exponential functions fitted to the FRAP data. In the boxplots in (d), darker horizontal lines within boxes represent median values. The
limits of the boxes indicate upper and lower quartiles, and whiskers extend to the most extreme value within 1.5 x the interquartile range from each hinge.
P-values based on Welch’s two-sided t test. Source data are provided as a Source Data file.
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Our analysis also revealed that the nuclear export of UHRF1 and
the inhibition of UHRF1 chromatin binding caused by Dppa3
induction occur with almost identical kinetics (N/C t1/2= 84.4
min; CV t1/2= 82.8) (Fig. 4d). UHRF1 is required for the proper
targeting of DNMT1 to DNA replication sites and therefore
essential for DNA methylation maintenance80,81. We observed a
marked reduction of both UHRF1 and DNMT1 at replication foci
upon induction of Dppa3, indicating that DPPA3 promotes
hypomethylation in naïve ESCs by impairing DNA methylation
maintenance (Supplementary Fig. 5c, d). Ectopic expression of
DPPA3 not only altered the subcellular distribution of endogen-
ous UHRF1 in mouse ESCs (Fig. 4d and Supplementary Fig. 5e)
but also in human ESCs suggesting evolutionary conservation of
this mechanism among mammals (Supplementary Fig. 5f, g).
Collectively, our results demonstrate that TET proteins control
both the subcellular localization and chromatin binding of
UHRF1 in naïve ESCs via the regulation of DPPA3 levels.
Furthermore, these data show that DPPA3 is both necessary and
sufficient for ensuring the nucleocytoplasmic translocation,
diffuse nuclear localization, and attenuated chromatin binding
of UHRF1 in ESCs.
DPPA3-mediated demethylation is achieved via inhibition of
UHRF1 chromatin binding and attenuated by nuclear export.
Our results demonstrated that Dppa3 induction causes UHRF1 to
be released from chromatin and exported to the cytoplasm near
simultaneously (Fig. 4d, Supplementary Figs. 4n and 5a, b). In
principle, either a reduction in the nuclear concentration of UHRF1
or the impairment of UHRF1 chromatin binding alone would
suffice to compromise effective maintenance DNA methylation84,88.
To dissect the contribution of these distinct modes of disrupting
UHRF1 activity to DPPA3-mediated DNA demethylation in naïve
ESCs, we generated inducible Dppa3-mScarlet expression cassettes
(Supplementary Fig. 6a) harboring mutations to residues described
to be critical for its nuclear export (ΔNES)61 and the interaction
with UHRF1 (KRR and R107E)62, as well as truncated forms of
DPPA3 found in zygotes, 1-60 and 61-15078 (Fig. 5a). After
introducing these Dppa3 expression cassettes into U1GFP/
Dppa3KO ESCs, we used live-cell imaging to track each DPPA3
mutant’s localization and ability to rescue the Dppa3KO phenotype
(Fig. 5b). DPPA3-ΔNES and DPPA3 61-150, which both lacked a
functional nuclear export signal, were retained in the nucleus
(Fig. 5b). In contrast DPPA3-WT as well as the DPPA3-KRR,
DPPA3-R107E, and DPPA3 1-60 mutants localized primarily to the
cytoplasm (Fig. 5b), closely mirroring the localization of endogen-
ous DPPA3 in naïve ESCs (Fig. 4a). However, all tested DPPA3
mutants failed to efficiently reestablish nucleocytoplasmic translo-
cation of UHRF1 (Fig. 5b and Supplementary Fig. 6b), indicating
that the DPPA3-UHRF1 interaction and nuclear export of DPPA3
are both required for the shuttling of UHRF1 from the nucleus to
the cytoplasm in naïve ESCs.
Nevertheless, DPPA3-ΔNES and DPPA3 61-150 managed to
significantly disrupt the focal pattern and heterochromatin
association of UHRF1 within the nucleus, with DPPA3-ΔNES
causing a more diffuse localization of nuclear UHRF1 than
DPPA3-WT (Fig. 5b and Supplementary Fig. 6c). In contrast, the
loss or mutation of residues critical for its interaction with
UHRF1 compromised DPPA3’s ability to effectively restore the
diffuse localization of nuclear UHRF1 (Fig. 5b and Supplemen-
tary Fig. 6c). FRAP analysis revealed that the disruption or
deletion of the UHRF1 interaction interface (DPPA3-KRR,
DPPA3-R107E, DPPA3 1-60) severely diminished the ability of
DPPA3 to release UHRF1 from chromatin (Fig. 5c and
Supplementary Fig. 6f–k). On the other hand, the C-terminal
half of DPPA3, lacking a nuclear export signal but retaining
UHRF1 interaction, came close to fully restoring the mobility of
UHRF1 (Fig. 5c and Supplementary Fig. 6i–k). DPPA3-ΔNES
mobilized UHRF1 to a greater extent than DPPA3-WT (Fig. 5c
and Supplementary Fig. 6d, e, j, k), suggesting that active nuclear
export might antagonize DPPA3-mediated inhibition of UHRF1
chromatin binding. Supporting this notion, chemical inhibition of
nuclear export using leptomycin-B (LMB) significantly enhanced
the inhibition of UHRF1 chromatin binding in U1G/D3KO ESCs
expressing DPPA3-WT (Supplementary Fig. 5h–k). Taken
together, our data show that the efficiency of DPPA3-
dependent release of UHRF1 from chromatin requires its
interaction with UHRF1 but not its nuclear export.
To further address the question whether the nucleocytoplasmic
translocation of UHRF1 and impaired UHRF1 chromatin binding
both contribute to DPPA3-mediated inhibition of DNA methylation
maintenance, we assessed the ability of each DPPA3 mutant to
rescue the hypermethylation of LINE-1 elements in Dppa3KO ESCs
(Fig. 5d). Strikingly, DPPA3-ΔNES fully rescued the hypermethyla-
tion and achieved a greater loss of DNA methylation than DPPA3-
WT, whereas DPPA3 mutants lacking the residues important for
UHRF1 binding failed to restore low methylation levels (Fig. 5d).
Overall, the ability of each DPPA3 mutant to reduce DNA
methylation levels closely mirrored the extent to which each mutant
impaired UHRF1 chromatin binding (Fig. 5c and Supplementary
Fig. 6d–k). In line with the high mobility of UHRF1 achieved by the
DPPA3-ΔNES, (Fig. 5c, Supplementary Figs. 5h–k and 6d, e, j, k),
nuclear export is not only dispensable for DPPA3-mediated
demethylation, but attenuates the ability of DPPA3 to inhibit
maintenance methylation (Fig. 5d). Collectively, our findings
demonstrate the inhibition of UHRF1 chromatin binding, as
opposed to nucleocytoplasmic translocation of UHRF1, to be the
primary mechanism by which DPPA3 drives hypomethylation in
naïve ESCs.
DPPA3 binds nuclear UHRF1 with high affinity prompting its
release from chromatin in ESCs. Next, we set out to investigate
the mechanistic basis of DPPA3’s ability to inhibit UHRF1
chromatin binding in naïve ESCs. DPPA3 has been reported to
specifically bind H3K9me277, a histone modification critical for
UHRF1 targeting84,89,90. These prior findings led us to consider
two possible mechanistic explanations for DPPA3-mediated
UHRF1 inhibition in naïve ESCs: (1) DPPA3 blocks access of
UHRF1 to chromatin by competing in binding to H3K9me2, (2)
DPPA3 directly or indirectly binds to UHRF1 and thereby pre-
vents it from accessing chromatin.
To simultaneously assess the dynamics of both UHRF1 and
DPPA3 under physiological conditions in live ES cells, we
employed raster image correlation spectroscopy with pulsed
interleaved excitation (PIE-RICS) (Fig. 6a). RICS is a confocal
imaging method that measures the diffusive properties of
fluorescently labeled molecules, and thereby also their binding,
in living cells. Using images acquired on a laser scanning confocal
microscope, spatiotemporal information of fluorescently labeled
proteins can be extracted from the shape of the spatial
autocorrelation function (SACF). A diffusive model is fitted to
the SACF which yields the average diffusion coefficient, the
concentration, and the fraction of quickly diffusing and slowly
diffusing (in this case, bound) molecules91. If two proteins are
labeled with distinct fluorophores and imaged simultaneously
with separate detectors, the extent of their interaction can be
extracted from the cross-correlation of their fluctuations using
cross-correlation RICS (ccRICS) (Fig. 6a)92.
We first measured the mobility of DPPA3-mScarlet variants
expressed in U1GFP/D3KOs (Supplementary Fig. 7a, b). The
RICS analysis revealed that, over the timescale of the
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measurements, nuclear DPPA3-WT was predominantly unbound
from chromatin and freely diffusing through the nucleus at a rate
of 7.18 ± 1.87 µm2/s (Supplementary Fig. 7f). The fraction of
mobile DPPA3-mScarlet molecules was measured to be 88.4 ±
5.2% (Fig. 6f), validating the globally weak binding inferred from
ChIP-Seq profiles76. These mobility parameters were largely
unaffected by disruption of the UHRF1 interaction, with the
DPPA3-KRR mutant behaving similarly to wild-type DPPA3
(Fig. 6f and Supplementary Fig. 7f). To rule out a potential
competition between UHRF1 and DPPA3 for H3K9me2 binding,
we next used RICS to determine if DPPA3 dynamics are altered
in the absence of UHRF1. For this purpose, we introduced the
DPPA3-WT-mScarlet cassette into Uhrf1KO (U1KO) ESCs93, in
which free eGFP is expressed from the endogenous Uhrf1
promoter (Supplementary Fig. 7c). However, neither the diffusion
rate nor the mobile fraction of DPPA3 were appreciably altered in
cells devoid of UHRF1, suggesting the high fraction of unbound
DPPA3 to be unrelated to the presence of UHRF1 (Fig. 6f and
Supplementary Fig. 7f). Overall, our RICS data demonstrate that,
in contrast to zygotes77, DPPA3 in ESCs lacks a strong capacity
for chromatin binding, and, as such, is not engaged in
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Fig. 5 DPPA3-mediated demethylation is achieved via inhibition of UHRF1 chromatin binding and attenuated by nuclear export. a Schematic illustration
of murine DPPA3 with the nuclear localization signals (NLS), nuclear export signal (NES), and predicted domains (SAP-like and splicing factor-like210)
annotated. For the DPPA3 mutant forms used in this study, point mutations are indicated with arrows (ΔNES, KRR, R107E) and the two truncations are
denoted by the middle break (1–60, left half; 61–150, right half). b, c Nuclear export and the N-terminus of DPPA3 are dispensable for disrupting focal
UHRF1 patterning and chromatin binding in ESCs. b Representative confocal images illustrating the localization of endogenous UHRF1-GFP and the
indicated mDPPA3-mScarlet fusions in live U1G/D3KO+ pSB-D3-mSC ESCs after doxycycline induction. DNA counterstain: SiR-Hoechst. Scale bar: 5 μm.
c FRAP analysis of endogenous UHRF1-GFP in U1G/D3KO ESCs expressing the indicated mutant forms of DPPA3. FRAP Curves (solid lines) indicate
double-exponential functions fitted to the FRAP data acquired from n cells (shown in the plots). For single-cell FRAP data and additional quantification, see
Supplementary Fig. 6d–k. d DPPA3-mediated inhibition of UHRF1 chromatin binding is necessary and sufficient to promote DNA demethylation. Percentage
of DNA methylation change at LINE-1 elements (%) in D3KO ESCs after induction of the indicated mutant forms of Dppa3 as measured by bisulfite
sequencing of n= 4 biological replicates. In the boxplot in (d), horizontal lines within boxes represent median values, boxes indicate the upper and lower
quartiles, whiskers extend to the most extreme value within 1.5 x the interquartile range from each hinge, and dots indicate outliers. Source data are
provided as a Source Data file.
NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467-020-19603-1 ARTICLE
NATURE COMMUNICATIONS |         (2020) 11:5972 | https://doi.org/10.1038/s41467-020-19603-1 | www.nature.com/naturecommunications 9
B.3 Paper 3: Recent evolution of a TET-controlled and DPPA3/STELLA-driven pathway of passive DNA demethylation in
mammals B APPENDED PAPERS
236
We next used RICS to analyze the dynamics of UHRF1-GFP in
response to DPPA3 induction (Fig. 6a). In cells expressing
DPPA3-KRR, RICS measurements revealed that only 32.4 ± 10%
of UHRF1 is mobile, indicating that the majority of UHRF1 is
chromatin-bound (Fig. 6g). In contrast, expression of wild-type
DPPA3 leads to a dramatic increase in the mobile fraction of
UHRF1 (60.6 ± 13.7% mobile fraction for UHRF1) (Fig. 6g and
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Fig. 6 DPPA3 binds nuclear UHRF1 with high affinity prompting its release from chromatin in naïve ESCs. a Overview of RICS and ccRICS. Confocal
image series are acquired on a laser scanning confocal microscope, containing spatiotemporal fluorescence information on the microsecond and
millisecond timescales. A spatial autocorrelation function (SACF) is calculated from the fluorescence image and fit to a diffusive model. The cross-
correlation of intensity between two channels is used to estimate the co-occurrence of two fluorescent molecules in live cells. The mean cross-correlation
of the fluctuations is calculated and shown in the 3D plot color-coded according to the correlation value. b–e Representative plots of the spatial cross-
correlation function (SCCF) between the depicted fluorescent molecules in cells from each cell line measured: (b) wild-type (U1WT:D3WT) and (c) K85E/
R85E/R87E DPPA3 mutant (U1WT:D3KRR), and control ESCs expressing (d) free eGFP, free mScarlet (eGFP + mScarlet) and (e) an eGFP-mScarlet
tandem fusion (eGFP-mScarlet). f, g Mobile fraction of (f) mScarlet and (g) eGFP species in the cell lines depicted in (b, c, and e) and in Uhrf1KO ESCs
expressing free eGFP and wild-type DPPA3-mScarlet (U1KO:D3WT). The mobile fraction was derived from a two-component model fit of the
autocorrelation function. Data are pooled from three (U1WT:D3WT, U1WT:D3KRR) or two (U1KO:D3WT, eGFP-mScar) independent experiments. h Mean
cross-correlation values of mobile eGFP and mScarlet measured in the cell lines depicted in (b–e). The spatial lag in the x-dimension (sensitive to fast
fluctuations) is indicated by ξ, and the spatial lag in the y-dimension (sensitive to slower fluctuations) is indicated by ψ. Data are pooled from two
independent experiments. i Microscale thermophoresis measurements of UHRF1-eGFP binding to GST-DPPA3 WT (D3WT) or GST-DPPA3 1–60 (D31–60).
Error bars indicate the mean ± SEM of n= 2 technical replicates from n= 4 independent experiments. In (f–h), each data point represents the measured
and fit values from a single cell where n= number of cells measured (indicated in the plots). In the boxplots, darker horizontal lines within boxes represent
median values. The limits of the boxes indicate the upper and lower quartiles; the whiskers extend to the most extreme value within 1.5 x the interquartile
range from each hinge. Source data are provided as a Source Data file.
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UHRF1 increased as a function of the relative abundance of
nuclear DPPA3 to UHRF1 (Supplementary Fig. 7i), thereby
indicating a stoichiometric effect of DPPA3 on UHRF1
chromatin binding, consistent with physical interaction. Thus,
these results demonstrate that DPPA3 potently disrupts UHRF1
chromatin binding in live ESCs and suggest its interaction with
UHRF1 to be critical to do so.
To determine whether such an interaction is indeed present in
the nuclei of live ESCs, we performed cross-correlation RICS
(ccRICS) (Fig. 6a). We first validated ccRICS in ESCs by
analyzing live cells expressing a tandem eGFP-mScarlet fusion
(Fig. 6e and Supplementary Fig. 7d), or expressing both freely
diffusing eGFP and mScarlet (Fig. 6d and Supplementary Fig. 7e).
For the tandem eGFP-mScarlet fusion, we observed a clear
positive cross-correlation indicative of eGFP and mScarlet
existing in the same complex (Fig. 6e, h), as would be expected
for an eGFP-mScarlet fusion. On the other hand, freely diffusing
eGFP and mScarlet yielded no visible cross-correlation (Fig. 6d,
h), consistent with two independent proteins that do not interact.
Upon applying ccRICS to nuclear UHRF1-GFP and DPPA3-
mScarlet, we observed a prominent cross-correlation between
wild-type DPPA3 and the primarily unbound fraction of UHRF1
(Fig. 6b, h), indicating that mobilized UHRF1 exists in a high
affinity complex with DPPA3 in live ESCs. In marked contrast,
DPPA3-KRR and UHRF1-GFP failed to exhibit detectable cross-
correlation (Fig. 6c, h), consistent with the DPPA3-KRR mutant’s
diminished capacity to bind62 and mobilize UHRF1 (Fig. 5c and
Supplementary Fig. 6f, j, k). Overall, these findings demonstrate
that nuclear DPPA3 interacts with UHRF1 to form a highly
mobile complex in naïve ESCs which precludes UHRF1
chromatin binding.
To determine whether the DPPA3-UHRF1 complex identified
in vivo (Fig. 6h) corresponds to a high affinity direct interaction,
we performed microscale thermophoresis (MST) measurements
using recombinant UHRF1-GFP and DPPA3 proteins. MST
analysis revealed a direct and high affinity (KD: 0.44 µM)
interaction between the DPPA3 WT and UHRF1 (Fig. 6i). No
binding was observed for DPPA3 1-60, lacking the residues
essential for interaction with UHRF1 (Fig. 6i). In line with the
results obtained by ccRICS, these data support the notion that
DPPA3 directly binds UHRF1 in vivo. Interestingly, the affinity of
the UHRF1-DPPA3 interaction was comparable or even greater
than that reported for the binding of UHRF1 to H3K9me3 or
unmodified H3 peptides, respectively94,95.
To better understand how UHRF1 chromatin loading is
impaired by its direct interaction with DPPA3, we applied a
fluorescent-three-hybrid (F3H) assay to identify the UHRF1
domain bound by DPPA3 in vivo (Supplementary Fig. 7j, k). In
short, this method relies on a cell line harboring an array of lac
operator binding sites in the nucleus at which a GFP-tagged
“bait” protein can be immobilized and visualized as a spot. Thus,
the extent of recruitment of an mScarlet-tagged “prey” protein to
the nuclear GFP spot offers a quantifiable measure of the
interaction propensity of the “bait” and “prey” proteins in vivo
(Supplementary Fig. 7k)96. Using UHRF1-GFP domain deletions
as the immobilized bait (Supplementary Fig. 7j, k), we assessed
how the loss of each domain affected the recruitment of DPPA3-
mScarlet to the GFP spot. In contrast to the other UHRF1
domain deletions, removal of the PHD domain essentially
abolished recruitment of DPPA3 to the lac spot, demonstrating
DPPA3 binds UHRF1 via its PHD domain in vivo (Supplemen-
tary Fig. 7l, m). The PHD of UHRF1 is essential for its
recruitment to chromatin88,95,97, ubiquitination of H3 and
recruitment of DNMT1 to replication foci82,83. Thus, our
in vivo results suggest that the high affinity interaction of DPPA3
with UHRF1’s PHD domain precludes UHRF1 from binding
chromatin in ESCs, which is also supported by a recent report
demonstrating that DPPA3 specifically binds the PHD domain of
UHRF1 to competitively inhibit H3 tail binding in vitro98.
DPPA3 can inhibit UHRF1 function and drive global DNA
demethylation in distantly related, non-mammalian species.
Whereas UHRF1 and TET proteins are widely conserved
throughout plants and vertebrates99,100, both early embryonic
global hypomethylation101 and the Dppa3 gene are unique to
mammals. Consistent with UHRF1’s conserved role in main-
tenance DNA methylation, a multiple sequence alignment of
UHRF1’s PHD domain showed that the residues critical for the
recognition of histone H3 are completely conserved from mam-
mals to invertebrates (Fig. 7a). This prompted us to consider the
possibility that DPPA3 might be capable of modulating the
function of distantly related UHRF1 homologs outside of mam-
mals. To test this hypothesis, we used amphibian (Xenopus laevis)
egg extracts to assess the ability of mouse DPPA3 (mDPPA3) to
interact with a non-mammalian form of UHRF1. Despite the 360
million years evolutionary distance between mouse and Xeno-
pus102, mDPPA3 not only bound Xenopus UHRF1 (xUHRF1)
with high affinity (Fig. 7b, c and Supplementary Fig. 8a, b) it also
interacted with xUHRF1 specifically via its PHD domain (Sup-
plementary Fig. 8c–e). Moreover, the first 60 amino acids of
DPPA3 were dispensable for its interaction with UHRF1 (Sup-
plementary Fig. 8a, b). Interestingly, mutation to R107, reported
to be critical for DPPA3’s binding with mouse UHRF162,
diminished but did not fully disrupt the interaction (Supple-
mentary Fig. 8b, e). The R107E mutant retained the ability to
bind the xUHRF1-PHD domain but exhibited decreased binding
to xUHRF1-PHD-SRA under high-salt conditions (Supplemen-
tary Fig. 8e), suggesting that R107E changes the binding mode of
mDPPA3 to xUHRF1, rather than inhibiting the complex for-
mation. Considering the remarkable similarity between DPPA3’s
interaction with mouse and Xenopus UHRF1, we reasoned that
the ability of DPPA3 to inhibit UHRF1 chromatin binding and
maintenance DNA methylation might be transferable to Xenopus.
To address this, we took advantage of a cell-free system derived
from interphase Xenopus egg extracts to reconstitute DNA
maintenance methylation82. Remarkably, recombinant mDPPA3
completely disrupted chromatin binding of both Xenopus UHRF1
and DNMT1 without affecting the loading of replication factors
such as xCDC45, xRPA2, and xPCNA (Fig. 7d). We determined
that the inhibition of xUHRF1 and xDNMT1 chromatin loading
only requires DPPA3’s C-terminus (61-150 a.a.) and is no longer
possible upon mutation of R107 (R107E) (Supplementary
Fig. 8h), in line with our results in mouse ESCs (Fig. 5d).
Moreover, DPPA3-mediated inhibition of xUHRF1 chromatin
loading resulted in the severe perturbation of histone H3 dual-
monoubiquitylation (H3Ub2), which is necessary for the
recruitment of DNMT182,83,103 (Supplementary Fig. 8f). To
determine whether mDPPA3 can displace xUHRF1 already
bound to chromatin, we first depleted Xenopus egg extracts of
xDNMT1 to stimulate the hyper-accumulation of xUHRF1 on
chromatin82,104 and then added recombinant mDPPA3 after S-
phase had commenced (Supplementary Fig. 8g). Under these
conditions, both wild-type mDPPA3 and the 61-150 fragment
potently displaced xUHRF1 from chromatin, leading to sup-
pressed H3 ubiquitylation (Supplementary Fig. 8g).
We next assessed the effect of DPPA3 on Xenopusmaintenance
DNA methylation. Consistent with the severe disruption of
xDNMT1 chromatin loading, both DPPA3 wild-type and 61–150
effectively abolished replication-dependent DNA methylation in
Xenopus egg extracts (Fig. 7e). In contrast, DPPA3 1-60 and
DPPA3 R107E, which both failed to suppress xUHRF1 and
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xDNMT1 binding, did not significantly alter maintenance DNA
methylation activity (Fig. 7e and Supplementary Fig. 8d, e). Taken
together, our data demonstrate DPPA3 to be capable of potently
inhibiting maintenance DNA methylation in a non-mammalian
system.
These findings raised the question whether a single protein
capable of inhibiting UHRF1 function like DPPA3 could establish
a mammalian-like global hypomethylation during the early
embryonic development of a non-mammalian organism. To
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medaka (Oryzias latipes), which does not exhibit genome-wide
erasure of DNA methylation105 and diverged from mammals 450
million years ago102. We injected medaka embryos with Dppa3
mRNA at the one-cell stage and then tracked their developmental
progression. Remarkably, medaka embryos injected with Dppa3
failed to develop beyond the blastula stage (Fig. 7f) and exhibited
a near-complete elimination of global DNA methylation as
assessed by immunofluorescence and bisulfite sequencing (Fig. 7g,
h). DPPA3-mediated DNA methylation loss was both dose
dependent and sensitive to the R107E mutation, which induced
only partial demethylation (Supplementary Fig. 8i). Interestingly,
medaka embryos injected with DPPA3 R107E showed far fewer
developmental defects than those injected with wild-type DPPA3
(Fig. 7i), suggesting that the embryonic arrest resulting from
DPPA3 expression is truly a consequence of the global loss of
DNA methylation. Taken together, these results demonstrate that
mammalian DPPA3 can inhibit UHRF1 to drive passive
demethylation in distant, non-mammalian contexts.
Discussion
In this study, we aimed to identify the mechanistic basis for the
formation of genome-wide DNA hypomethylation unique to
mammals. As the role of TET enzymes in active demethylation is
well documented106, we investigated their contribution to the
hypomethylated state of naïve ESCs. Mutation of the catalytic
core of TET enzymes caused—as expected—a genome-wide
increase in DNA methylation but mostly at sites where TET
proteins do not bind suggesting a rather indirect mechanism.
Among the few genes depending on TET activity for expression
in naïve ESCs and downregulated at the transition to EpiLCs was
Dppa3. Demethylation at the Dppa3 locus coincides with TET1
and TET2 binding and TDG-dependent removal of oxidized
cytosine residues via base excision repair. DPPA3 in turn binds
and displaces UHRF1 from chromatin and thereby prevents the
recruitment of DNMT1 and the maintenance of DNA methyla-
tion in ESCs (see graphic summary in Fig. 8).
Despite long recognized as a marker of naïve ESCs resembling
the inner cell mass63,107, we provide, to our knowledge, the first
evidence that DPPA3 directly promotes the genome-wide DNA
hypomethylation characteristic of mammalian naïve plur-
ipotency. This unique pathway, in which TET proteins indirectly
cause passive demethylation, is based upon two uniquely mam-
malian innovations: the expression of TET genes in pluripotent
cell types53,79,108 and the evolution of the novel Dppa3 gene,
which is positioned within a conserved pluripotency gene clus-
ter109 and dependent on TET activity for expression. In support
of this novel pathway for passive demethylation, we found that
TET mutant ESCs show a similar phenotype as Dppa3KO cells
with respect to UHRF1 chromatin binding and hypermethylation
and can be rescued by ectopic expression of Dppa3.
Our findings also provide the missing link to reconcile previous,
apparently conflicting reports. To date, three distinct mechanisms
have been proposed for the global hypomethylation accompanying
naïve pluripotency: TET-mediated active demethylation51,54,58,
impaired maintenance DNA methylation58, and PRDM14-
dependent suppression of methylation50,51,71. As a downstream
target of both TETs and PRDM14 as well as a direct inhibitor of
maintenance DNA methylation, DPPA3 mechanistically connects
and integrates these three proposed pathways of demethylation (see
graphic summary in Fig. 8).
Our mechanistic data showing DPPA3 to displace UHRF1 and
DNMT1 from chromatin provide a conclusive explanation for the
previous observation that global hypomethylation in naïve ESCs
was accompanied by reduced levels of UHRF1 at replication
foci58. The hypomethylated state of naïve ESCs has also been
reported to be dependent on PRDM1450,71, which has been sug-
gested to promote demethylation by repressing de novo DNA
methyltransferases50,54,71,73. However, recent studies have
demonstrated that the loss of de novo methylation only marginally
affects DNA methylation levels in mouse and human ESCs58,110.
Interestingly, while the loss of Prdm14 leads to global hyper-
methylation, it also causes downregulation of Dppa371,73,111. Our
results suggest that the reported ability of PRDM14 to promote
hypomethylation in naïve ESCs largely relies on its activation of
the Dppa3 gene ultimately leading to an inhibition of maintenance
methylation.
Of note, other epigenetic pathways such as suppression of
H3K9me2 by MAD2L2 as well as eRNA dependent enhancer
regulation also have been shown to positively regulate the tran-
scription of Dppa3109,112, and silencing of Dppa3 has been shown
to depend on Lin28a, TBX3, and intact DNA methylation
maintenance113–115. Taken together, these findings suggest that
Dppa3 is regulated by a complex network of pathways to ensure
proper timing of its expression in order to prevent unwanted
global DNA demethylation.
The comparison of TET catalytic mutants and Dppa3KO ESCs
allows us to distinguish TET-dependent passive DNA demethy-
lation mediated by DPPA3 from bona fide active demethylation.
We show that TET activity is indispensable for the active deme-
thylation of a subset of promoters in naïve ESCs, especially those
of developmental genes. These findings uncover two evolutionary
and mechanistically distinct functions of TET catalytic activity.
Fig. 7 DPPA3 evolved in boreoeutherian mammals but also functions in lower vertebrates. a Protein sequence alignment of the PHD domain of the
UHRF1 family. b Endogenous xUHRF1 binds mDPPA3. IPs were performed on Xenopus egg extracts incubated with FLAG-mDPPA3 using either a control
(Mock) or anti-xUHRF1 antibody and then analyzed by immunoblotting using the indicated antibodies. Representative of n= 3 independent experiments.
c GST-tagged mDPPA3 wild-type (WT), point mutant R107E, and truncations (1–60 and 61–150) were immobilized on GSH beads and incubated with
Xenopus egg extracts. Bound proteins were analyzed using the indicated antibodies. Representative of n= 3 independent experiments. d Sperm chromatin
was incubated with interphase Xenopus egg extracts supplemented with buffer (+buffer) or GST-mDPPA3 (+mDPPA3). Chromatin fractions were isolated
and subjected to immunoblotting using the antibodies indicated. Representative of n= 3 independent experiments. e The efficiency of maintenance
DNA methylation was assessed by the incorporation of radiolabelled methyl groups from S-[methyl-3H]-adenosyl-L-methionine (3H-SAM) into DNA
purified from egg extracts. Disintegrations per minute (DPM). Error bars indicate mean ± SD calculated from n= 4 independent experiments. Depicted
p-values based on Welch’s two-sided t-test. f Representative images of developing mid-gastrula stage embryos (control injection) and arrested, blastula
stage embryos injected with mDppa3. Injections were performed on one-cell stage embryos and images were acquired ~18 h after fertilization.
g Immunofluorescence staining of 5mC in control and mDppa3-injected medaka embryos at the late blastula stage (~8 h after fertilization). Images are
representative of n= 3 independent experiments. DNA counterstain: DAPI,4′,6-diamidino-2-phenylindole. h Bisulfite sequencing of two intergenic regions
(Region 1: chr20:18,605,227-18,605,449, Region 2: chr20:18,655,561-18,655,825) in control and mDppa3-injected medaka embryos at the late blastula
stage. i Percentage of normal, abnormal, or dead medaka embryos. Embryos were injected with wild-type mDppa3 (WT) or mDppa3 R107E (R107E) at two
different concentrations (100 ng/µl or 500 ng/µl) or water at the one-cell stage and analyzed ~18 h after fertilization. N= number of embryos from n= 3
independent injection experiments. Source data are provided as a Source Data file.
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Whereas TET-mediated active demethylation of developmental
genes is evolutionarily conserved among vertebrates79,116–118, the
use of TET proteins to promote global demethylation appears to
be specific to mammalian pluripotency51,54,58 and mediated by the
recently evolved Dppa3 (Figs. 2c, 8).
In contrast to our findings in TET catalytic mutant ESCs, TET
knockout ESCs do not appear to exhibit global hypermethyla-
tion58. This discrepancy might be explained by recent findings
demonstrating that TET proteins influence global DNA methy-
lation not only via their catalytic activity but also by their
genomic binding119,120. Knockout of TET proteins results in
a seemingly paradoxical loss of DNA methylation at repetitive
elements like LINEs and LTRs due to a global redistribution of
DNMT3A from heterochromatin to euchromatic sites previously
occupied by TETs. In contrast to TET KOs, disruption of TET
catalytic activity would not be expected to affect global TET
occupancy, presumably leaving DNMT3A genomic occupancy
intact. Thus, the extensive hypermethylation occurring upon TET
inactivation, but not TET knockout, could be attributable to both
the preservation of TET binding as well as the enhanced loading
of the DNA methylation machinery on chromatin in TET
CM ESCs.
To date, our understanding of DPPA3’s function in the regula-
tion of DNA methylation has been clouded by seemingly conflicting
reports from different developmental stages and cell types. DPPA3’s
ability to modulate DNA methylation was first described
in the context of zygotes61, where it was demonstrated to































































Fig. 8 Recent evolution of a TET-controlled and DPPA3-mediated pathway of DNA demethylation in boreoeutherian mammals. a In mammals, TET1
and TET2 are recruited by PRDM14 to the promoter of Dppa3 where they promote active DNA demethylation and transcription of Dppa3. In most cellular
contexts, high fidelity maintenance DNA methylation is guaranteed by the concerted activities of UHRF1 and DNMT1 at newly replicated DNA. Both the
recruitment and activation of DNMT1 critically depend on the binding and ubiquitination of H3 tails by UHRF1. In naïve pluripotent cells, DPPA3 is
expressed and inhibits maintenance DNA methylation by directly binding UHRF1 via its PHD domain and releasing it from chromatin. b TET1 and TET2
control DNA methylation levels by two evolutionary and mechanistically distinct pathways. TET-mediated active demethylation regulates focal DNA
methylation states e.g. developmental genes and is evolutionarily conserved among vertebrates. The use of TET proteins to promote global demethylation
appears to be specific to mammalian pluripotency and mediated by the recently evolved Dppa3.
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demethylation29,74,77. In contrast, DPPA3 was later shown to pre-
vent aberrant DNA hypermethylation during PGC specification59,
iPSC reprogramming75, and oocyte maturation62,121. Whereas
DPPA3 was shown to disrupt UHRF1 function by sequestering it to
the cytoplasm in oocytes62, we demonstrate that DPPA3-mediated
nucleocytoplasmic translocation of UHRF1 is not only dispensable
but actually attenuates DPPA3’s promotion of hypomethylation in
ESCs. Another example of development- and context-specific
function of DPPA3 is its role in the regulation of imprinting.
While DPPA3 has no impact on ICR methylation in oocytes61,62, it
is required to prevent the loss of both paternal and maternal
imprints in zygotes77. In naïve ESCs, we found that the Dppa3 KO
results in a gain of DNA methylation at ICRs. Although contrary to
its zygotic role in protecting imprints from demethylation, our data
is consistent with previous findings examining the effect of Dppa3
loss on iPSC generation, where imprints also became
hypermethylated75.
In light of our data from naïve ESCs, Xenopus, and medaka,
DPPA3’s capacity to directly bind UHRF1’s PHD domain and
thereby inhibit UHRF1 chromatin binding appears to be its most
basal function. Considering that DPPA3 localization is highly
dynamic during the different developmental time periods at
which it is expressed59,78,122, it stands to reason that its role in
modulating DNA methylation might also be dynamically
modulated by yet-to-be determined regulatory mechanisms. For
example, immediately following fertilization, full-length DPPA3
is cleaved and its C-terminal domain is specifically degraded78.
Interestingly, we identified this exact C-terminal stretch of
DPPA3 to be necessary and sufficient for DPPA3’s inhibition of
maintenance DNA methylation. Thus, the precisely timed
destruction of this crucial domain might offer an explanation for
the differing roles of DPPA3 in regulating DNA methylation
between oocytes and zygotes62,74,77,121.
As the most basic and evolutionarily conserved function of
DNA methylation is the repression of TEs6, the post-fertilization
wave of DNA demethylation found in mammals raises several
fundamental questions. Considering the mutational risks asso-
ciated with TE activity, why have mammals come to dispense with
such a central genomic defense mechanism during early devel-
opment? Whereas derepression of TEs leads to genomic instability
and ultimately cell death in most cell types9,10,13,14, TE activity is
not only tolerated but increasingly appreciated to fulfill key roles
in early mammalian development123–129. The activation of TEs, in
particular endogenous retroviruses (ERVs), appears to be a con-
served feature of early mammalian embryos130, beginning after
fertilization and continuing for the duration of gestation in the
cells of the trophoblast and the placenta131,132. During mamma-
lian evolution, the placenta emerged in the common ancestor of
therian mammals, after the divergence from the egg-laying
monotremes133,134. Accumulating evidence suggests ERVs facili-
tated the complex, network level changes necessary for the
evolutionary emergence and diversification of placental vivipar-
ity135–137. By enabling embryos to directly regulate the allocation
of maternal resources, placental viviparity creates unique evolu-
tionary challenges absent in egg-laying species138. At the
fetal–maternal interface, the interests of the mother and her off-
spring as well as those of the paternal and maternal genomes
within the embryo are brought into conflict, unleashing a coevo-
lutionary arms race for control of maternal resources and provi-
sioning139. The existence of such an evolutionary struggle is
perhaps best exemplified by the emergence of genomic imprinting,
or parent-of-origin-specific gene expression, in therian mam-
mals140. Transposons, particularly ERVs, have played an impor-
tant role in the evolution of genomic imprinting as an adaption to
parental conflict; many of the cis-elements controlling imprinting
status and, in some cases, even the imprinted genes themselves
are derived from ERV insertions141–143. The retroviral origins of
genomic imprinting are further illustrated by the use of conserved
vertebrate host defense systems, namely DNA methylation and
KRAB-ZFPs, to maintain imprint status144,145. In agreement with
the parental conflict hypothesis, the evolution of more elaborated
and invasive placentation has been accompanied by the expansion
of genomic imprinting, with only 6 genes imprinted in marsupials
compared with >100 in eutherians146. Indeed, the progressive co-
option of retrotransposons over evolutionary time appears to have
been a key driver in the transformation of a marsupial-like
reproductive mode to the invasive and extended pregnancy of
eutherians by facilitating the emergence of many of the unique,
defining features of eutherian development such as the early
allocation of the trophoblast cell lineage, invasive placentation,
and suppression of the maternal immune response provoked by
implantation124,147–150. Despite the importance of ERVs in
eutherian development, the majority of ERV-derived regulatory
elements, genes, and cis-elements controlling genomic imprinting
are the result of evolutionarily recent and largely species-specific
insertions123,125,128,151–153.
How did eutherians come to rely on ERVs for so many aspects
of their unique development? Such prolific ERV co-option among
eutherians is proposed to have been a consequence of the evo-
lution of precocious zygotic genome activation (ZGA) and an
epigenetically permissive environment during early embryonic
development154,155. It is tempting to speculate that post-
fertilization demethylation was an important event in Eutherian
evolution that contributed to the emergence and expansion of
ERV/TE-based developmental regulation, including genomic
imprints. Once ERV-derived genes and, in particular, regulatory
networks acquired essential roles, mammalian preimplantation
and placental development would have become “addicted” to the
active transcription of ERVs156. Likewise, proper host develop-
ment would require the establishment and maintenance of epi-
genetic states permissive for global ERV activity. In both mice
and humans, the onset of ERV-dependent regulation coincides
with a wave of genome-wide DNA demethylation, which com-
mences upon fertilization and reaches its nadir in the ICM and
trophectoderm of the blastocyst19,40,157. Whereas ERVs are
silenced in the cells of the embryo proper by the wave of global de
novo DNA methylation accompanying implantation, ERV
activity and DNA hypomethylation persist in the trophoblast
lineage throughout development123,126,157–161. Indeed, hypo-
methylation of the placenta relative to somatic cells appears to be
conserved throughout Eutheria, despite dramatic differences in
the embryonic and placental development among taxa162.
As genome-wide DNA methylation is static throughout the
lifecycle of most vertebrates, the evolution of novel mechanisms
would have been required for the emergence of global DNA
methylation erasure in the early embryonic development of
eutherian mammals. DPPA3 may have arisen as a means to facil-
itate the early embryonic exposure of ERVs by neutralizing the host
defense system of an ancestral eutherian mammal. In line with this
notion, mouse embryos lacking Dppa3 exhibit extensive genome-
wide hypermethylation and undergo developmental arrest before
the blastocyst stage as a result of impaired ERV activation and ZGA
failure62,76. As Dppa3 orthologs exhibit similar patterns of early
embryonic expression in mice, humans, marmosets, cows, sheep,
and pigs163–167, it is plausible that function of DPPA3 during
development is broadly conserved among mammals. However, our
analysis identified Dppa3 orthologs to be present in only a single
clade of placental mammals, namely Boreoeutheria (Fig. 2c).
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This raises the question whether eutherian lineages that lack
DPPA3 also erase their methylomes and if so how? Pre-
implantation DNA demethylation has been documented in every
boreoeutherian species tested to date (e.g. mice, humans, monkeys,
pigs, cows, sheep, rabbits)19,36–43, however early embryonic DNA
methylation dynamics have not been investigated in Eutherian
lineages other than Boreoeutheria, i.e Afrotheria and Xenarthra, not
to mention the more distant marsupial and monotreme groups.
Likewise, the functional importance of ERV activity in early
developmental and placental gene expression programs has also
only been demonstrated in boreoutherian species. Thus, it is cur-
rently wholly unclear whether global DNA demethylation and
ERV-dependent regulatory networks are even present, let alone
important for early embryonic and trophoblast development out-
side of Boreoeutheria. Follow-up studies that investigate the origins
of Dppa3 and whether a similar ERV-based rewiring of early
development may have occurred in other, not yet studied branches
of vertebrates, are needed to understand how global DNA deme-
thylation shaped the evolution of placental mammals.
Methods
Cell culture. Naïve J1 mouse ESCs were cultured and differentiated into EpiLCs
using an established protocol168,169. In brief, for both naïve ESCs and EpiLCs
defined media was used, consisting of N2B27: 50% neurobasal medium (Life
Technologies), 50% DMEM/F12 (Life Technologies), 2 mM L-glutamine (Life
Technologies), 0.1 mM β-mercaptoethanol (Life Technologies), N2 supplement
(Life Technologies), B27 serum-free supplement (Life Technologies), 100 U/mL
penicillin, and 100 μg/mL streptomycin (Sigma). Naïve ESCs were maintained on
flasks treated with 0.2% gelatin in defined media containing 2i (1 μM PD032591
and 3 μM CHIR99021 (Axon Medchem, Netherlands)), 1000 U/mL recombinant
leukemia inhibitory factor (LIF, Millipore), and 0.3% BSA (Gibco) for at least three
passages before commencing differentiation. To differentiate naïve ESCs into
Epiblast-like cells (EpiLCs), flasks were first pre-treated with Geltrex (Life Tech-
nologies) diluted 1:100 in DMEM/F12 (Life Technologies) and incubated at 37 °C
overnight. Naïve ESCs were plated on Geltrex-treated flasks in defined medium
containing 10 ng/mL Fgf2 (R&D Systems), 20 ng/mL Activin A (R&D Systems)
and 0.1× Knockout Serum Replacement (KSR) (Life Technologies). Media was
changed after 24 h and EpiLCs were harvested for RRBS and RNA-seq experiments
after 48 h of differentiation.
For CRISPR-assisted cell line generation, mouse ESCs were maintained on 0.2%
gelatin-coated dishes in Dulbecco’s modified Eagle’s medium (Sigma)
supplemented with 16% fetal bovine serum (FBS, Sigma), 0.1 mM ß-
mercaptoethanol (Invitrogen), 2 mM L-glutamine (Sigma), 1× MEM Non-essential
amino acids (Sigma), 100 U/mL penicillin, 100 μg/mL streptomycin (Sigma),
homemade recombinant LIF tested for efficient self-renewal maintenance, and 2i
(1 μM PD032591 and 3 μM CHIR99021 (Axon Medchem, Netherlands)).
Human ESCs (line H9) were maintained in mTeSR1 medium (05850,
STEMCELL Technologies) on Matrigel-coated plates (356234, Corning) prepared
by 1:100 dilution, and 5 ml coating of 10 cm plates for 1 h at 37 °C. Colonies were
passaged using the gentle cell dissociation reagent (07174, StemCell Technologies).
All cell lines were regularly tested for Mycoplasma contamination by PCR.
Sleeping beauty constructs. To generate the sleeping beauty donor vector with an
N-terminal 3xFLAG tag and a fluorescent readout of doxycycline induction, we
first used primers with overhangs harboring SfiI sites to amplify the IRES-DsRed-
Express from pIRES2-DsRed-Express (Clontech)(Supplementary Data 5). This
fragment was then cloned into the NruI site in pUC57-GentR via cut-ligation to
generate an intermediate cloning vector pUC57-SfiI-IRES-DsRed-Express-SfiI. A
synthesized gBlock (IDT, Coralville, IA, USA) containing Kozak-BIO-3XFLAG-
AsiSI-NotI-V5 was cloned into the Eco47III site of the intermediate cloning vector
via cut-ligation. The luciferase insert from pSBtet-Pur170 (Addgene plasmid
#60507) was excised using SfiI. The SfiI-flanked Kozak-BIO-3XFLAG-AsiSI-NotI-
V5-IRES-DsRed-Express cassette was digested out of the intermediate cloning
vector using SfiI and ligated into the pSBtet-Pur vector backbone linearized by SfiI.
The end result was the parental vector, pSBtet-3xFLAG-IRES-DsRed-Express-
PuroR. The pSBtet-3x-FLAG-mScarlet-PuroR vector was constructed by inserting a
synthesized gBlock (IDT, Coralville, IA, USA) containing the SfiI-BIO-3XFLAG-
AsiSI-NotI-mScarlet sequence into the SfiI-linearized pSBtet-Pur vector backbone
using Gibson assembly171. For Dppa3 expression constructs, the coding sequence
of wild-type and mutant forms of Dppa3 were synthesized as gBlocks (IDT, Cor-
alville, IA, USA) and inserted into the pSBtet-3xFLAG-IRES-DsRed-Express-
PuroR vector (linearized by AsiSI and NotI) using Gibson assembly. To produce
the Dppa3-mScarlet fusion expression constructs, wild-type and mutant forms of
Dppa3 were amplified from pSBtet-3xFLAG-Dppa3-IRES-DsRed-Express-PuroR
constructs using primers with overhangs homologous to the AsiSI and NotI
restriction sites of the pSBtet-3x-FLAG-mScarlet-PuroR vector (Supplementary
Data 5). Wild-type and mutant Dppa3 amplicons were subcloned into the pSBtet-
3x-FLAG-mScarlet-PuroR vector (linearized with AsiSI and NotI) using Gibson
assembly.
For experiments involving the SBtet-3xFLAG-Dppa3 cassette, all inductions
were performed using 1 µg/mL doxycycline (Sigma-Aldrich). The DPPA3-WT
construct was able to rescue the cytoplasmic localization and chromatin association
of UHRF1 indicating that C-terminally tagged DPPA3 remains functional
(Fig. 5b–d).
CRISPR/Cas9 genome engineering. For the generation of Tet1, Tet2, and
Tet1/Tet2 catalytic mutants, specific gRNAs targeting the catalytic center of Tet1
and Tet2 (Supplementary Data 5) were cloned into a modified version of the
SpCas9-T2A-GFP/gRNA plasmid (px458172, Addgene plasmid #48138), where we
fused a truncated form of human Geminin (hGem) to SpCas9 in order to increase
homology-directed repair efficiency173 generating SpCas9-hGem-T2A-GFP/gRNA.
To generate Tet1 and Tet2 catalytic mutant targeting donors, 200 bp single-
stranded DNA oligonucleotides carrying the desired HxD mutations
(Tet1: H1652Y and D1654A, Tet2: H1304Y and D1306A) and ~100 bp homology
arms were synthesized (IDT, Coralville, IA, USA) (Supplementary Data 5). For
targetings in wild-type J1 ESCs, cells were transfected with a 4:1 ratio of donor
oligo and SpCas9-hGem-T2A-GFP/gRNA construct. Positively transfected cells
were isolated based on GFP expression using fluorescence-activated cell sorting
(FACS) and plated at clonal density in ESC media 2 days after transfection. After
5–6 days, single colonies were picked and plated on 96-well plates.
These plates were then duplicated 2 days later and individual clones were
screened for the desired mutation by PCR followed by restriction fragment length
polymorphism (RFLP) analysis. Cell lysis in 96-well plates, PCR on lysates, and
restriction digests were performed as previously described169. The presence of the
desired Tet1 and/or Tet2 catalytic mutations in putative clones was confirmed by
Sanger sequencing.
As C-terminally tagged GFP labeled UHRF1 transgenes were shown to be able
to rescue U1KO83, the tagging of endogenous Uhrf1 was also performed at the C-
terminus. For insertion of the HALO or eGFP coding sequence into the
endogenous Dppa3 and Uhrf1 loci, respectively, Dppa3 and Uhrf1 specific gRNAs
were cloned into SpCas9-hGem-T2A-Puromycin/gRNA vector, which is a
modified version of SpCas9-T2A-Puromycin/gRNA vector (px459;172, Addgene
plasmid #62988) similar to that described above. To construct the homology
donors plasmids, gBlocks (IDT, Coralville, IA, USA) were synthesized containing
either the HALO or eGFP coding sequence flanked by homology arms with ~200-
400 bp homology upstream and downstream of the gRNA target sequence at the
Dppa3 or Uhrf1 locus, respectively, and then cloned into the NruI site of pUC57-
GentR via cut-ligation. ESCs were transfected with equimolar amounts of gRNA
and homology donor vectors. Two days after transfection, cells were plated at
clonal density and subjected to a transient puromycin selection (1 μg/mL) for 40 h.
After 5-6 days, ESCs positive for HALO or eGFP integration were isolated via
fluorescence-activated cell sorting (FACS) and plated again at clonal density in ESC
media. After 4–5 days, colonies were picked and plated on Optical bottom µClear
96-well plates and re-screened for the correct expression and localization of eGFP
or HALO using live-cell spinning-disk confocal imaging. Clones were subsequently
genotyped using the aforementioned cell lysis strategy and further validated by
Sanger sequencing169.
To generate Dppa3 knockout cells, the targeting strategy entailed the use of two
gRNAs with target sites flanking the Dppa3 locus to excise the entire locus on both
alleles. gRNA oligos were cloned into the SpCas9-T2A-PuroR/gRNA vector
(px459) via cut-ligation (Supplementary Data 5). ESCs were transfected with an
equimolar amount of each gRNA vector. Two days after transfection, cells were
plated at clonal density and subjected to a transient puromycin selection (1 μg/mL)
for 40 h. Colonies were picked 6 days after transfection. The triple PCR strategy
used for screening is depicted in Supplementary Fig. 3a. Briefly, PCR primers 1F
and 4R were used to identify clones in which the Dppa3 locus had been removed,
resulting in the appearance of a ~350 bp amplicon. To identify whether the Dppa3
locus had been removed from both alleles, PCRs were performed with primers 1F
and 2R or 3F and 4R (Supplementary Data 5) to amplify upstream or downstream
ends of the Dppa3 locus, which would only be left intact in the event of mono-
allelic locus excision. Removal of the Dppa3 locus was confirmed with Sanger
sequencing and loss of Dppa3 expression was assessed by qRT-PCR.
For CRISPR/Cas gene editing, all transfections were performed using
Lipofectamine 3000 (Thermo Fisher Scientific) according to the manufacturer’s
instructions. All DNA oligos used for gene editing and screening are listed in
Supplementary Data 5.
Bxb1-mediated recombination and Sleeping Beauty transposition. To generate
stable mESC lines carrying doxycycline-inducible forms of Dppa3 or Dppa3-
mScarlet, mES cells were first transfected with equimolar amounts of the pSBtet-
3xFLAG-Dppa3-IRES-DsRed-PuroR or pSBtet-3xFLAG-Dppa3-mScarlet-PuroR
and the Sleeping Beauty transposase, pCMV(CAT)T7-SB100174 (Addgene plasmid
#34879) vector using Lipofectamine 3000 (Thermo Fisher Scientific) according to
manufacturer’s instructions. Two days after transfection, cells were plated at clonal
density and subjected to puromycin selection (1 μg/mL) for 5–6 days. To ensure
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comparable levels of Dppa3 induction, cells were first treated for 18 h with dox-
ycycline (1 µg/mL) and then sorted with FACS based on thresholded levels of
DsRed or mScarlet expression, the fluorescent readouts of successful induction.
Post sorting, cells were plated back into media without doxycycline for 7 days
before commencing experiments.
To generate stable doxycycline-inducible Dppa3 hESC lines, hES cells were first
transfected with equimolar amounts of the pSBtet-3xFLAG-Dppa3-IRES-DsRed-
PuroR and Sleeping Beauty transposase pCMV(CAT)T7-SB100175 (Addgene
plasmid #34879) vector using using the P3 Primary Cell 4D-NucleofectorTM Kit
(V4XP-3012 Lonza) and the 4D-Nucleofector™ Platform (Lonza), program CB-156.
Two days after nucleofection, cells were subjected to puromycin selection (1 μg/mL)
for subsequent two days, followed by an outgrowth phase of 4 days. At this stage,
cells were sorted with FACS based on thresholded levels of DsRed expression to
obtain two bulk populations of positive stable hESC lines with inducible Dppa3.
For the generation of the Uhrf1GFP/GFP cell line, we used our previously
described ESC line with a C-terminal MIN-tag (Uhrf1attP/attP; Bxb1 attP site) and
inserted the GFP coding sequence as described previously169. Briefly, attB-GFP-
Stop-PolyA (Addgene plasmid #65526) was inserted into the C-terminal of the
endogenous Uhrf1attP/attP locus by transfection with equimolar amounts of Bxb1
and attB-GFP-Stop-PolyA construct, followed by collection of GFP-positive cells
with FACS after 6 days.
Cellular fractionation. Cell fractionation was performed as described previously
with minor modifications175. Approximately 1 × 107 ESCs were resuspended in
250 µL of buffer A (10 mM HEPES pH 7.9, 10 mM KCl, 1.5 mM MgCl2, 0.34 M
sucrose, 10% glycerol, 0.1% Triton X-100, 1 mM DTT, 1 mM phenylmethylsulfonyl
fluoride (PMSF), 1x mammalian protease inhibitor cocktail (PI; Roche)) and
incubated for 5 min on ice. Nuclei were collected by centrifugation (4 min, 1300 ×
g, 4 °C) and the cytoplasmic fraction (supernatant) was cleared again by cen-
trifugation (15 min, 20,000 × g, 4 °C). Nuclei were washed once with buffer A, and
then lysed in buffer B (3 mM EDTA, 0.2 mM EGTA, 1 mM DTT, 1 mM PMSF, 1×
PI). Insoluble chromatin was collected by centrifugation (4 min, 1700 × g, 4 °C) and
washed once with buffer B. Chromatin fraction was lysed with 1× Laemmli buffer
and boiled (10 min, 95 °C).
Western blot. Western blots were performed as described previously82,169.
The following antibodies were used:
Rabbit anti-UHRF1 (polyclonal; 1:250; Cell Signalling, D6G8E), mouse anti-
alpha-Tubulin (monoclonal; 1:500; Sigma, T9026), rabbit anti-H3 (polyclonal;
1:1000; Abcam, ab1791), mouse anti-GFP (monoclonal; 1:1000; Roche), mouse
anti-FLAG M2 (monoclonal; 1:1000; Sigma, F3165), rabbit anti-xDNMT1
(polyclonal;82), rabbit anti-xUHRF1 (polyclonal;82), rabbit anti-USP7 (polyclonal;
Bethyl Lab., A300-033A), rabbit anti-H3 (polyclonal; Abcam, ab1791), rat anti-
TET1 (monoclonal; 1:10;176), rat anti-alpha-Tubulin (monoclonal; 1:250; Abcam,
ab6160). goat anti-rat HRP (polyclonal; 1:1000; Jackson ImmunoResearch), goat
anti-rabbit HRP (polyclonal; 1:1000; BioRad), mouse anti-xCDC45
(monoclonal;177), mouse anti-xRPA2 (monoclonal;178), and mouse anti-PCNA
(monoclonal; Santa Cruz, sc56). Uncropped and unprocessed scans of blots can be
found in the Source Data file.
Quantitative real-time PCR (qRT-PCR) analysis. Total RNA was isolated using
the NucleoSpin Triprep Kit (Macherey-Nagel) according to the manufacturer’s
instructions. cDNA synthesis was performed with the High-Capacity cDNA
Reverse Transcription Kit (with RNase Inhibitor; Applied Biosystems) using 500 ng
of total RNA as input. qRT-PCR assays with oligonucleotides listed in Supple-
mentary Data 5 were performed in 8 µL reactions with 1.5 ng of cDNA used as
input. FastStart Universal SYBR Green Master Mix (Roche) was used for SYBR
green detection. The reactions were run on a LightCycler480 (Roche).
LC-MS/MS analysis of DNA samples. Isolation of genomic DNA was performed
according to earlier published work57. 1.0–5 μg of genomic DNA in 35 μL H2O
were digested as follows: An aqueous solution (7.5 μL) of 480 μM ZnSO4, con-
taining 18.4 U nuclease S1 (Aspergillus oryzae, Sigma-Aldrich), 5 U Antarctic
phosphatase (New England BioLabs) and labeled internal standards were added
([15N2]-cadC 0.04301 pmol, [15N2,D2]-hmdC 7.7 pmol, [D3]-mdC 51.0 pmol,
[15N5]-8-oxo-dG 0.109 pmol, [15N2]-fdC 0.04557 pmol) and the mixture was
incubated at 37 °C for 3 h. After addition of 7.5 μl of a 520 μM [Na]2-EDTA
solution, containing 0.2 U snake venom phosphodiesterase I (Crotalus adamanteus,
USB corporation), the sample was incubated for 3 h at 37 °C and then stored at
−20 °C. Prior to LC/MS/MS analysis, samples were filtered by using an AcroPrep
Advance 96 filter plate 0.2 μm Supor (Pall Life Sciences).
Quantitative UHPLC-MS/MS analysis of digested DNA samples was performed
using an Agilent 1290 UHPLC system equipped with a UV detector and an Agilent
6490 triple quadrupole mass spectrometer. Natural nucleosides were quantified
with the stable isotope dilution technique. An improved method, based on earlier
published work57,179 was developed, which allowed the concurrent analysis of all
nucleosides in one single analytical run. The source-dependent parameters were as
follows: gas temperature 80 °C, gas flow 15 L/min (N2), nebulizer 30 psi, sheath gas
heater 275 °C, sheath gas flow 15 L/min (N2), capillary voltage 2,500 V in the
positive ion mode, capillary voltage −2,250 V in the negative ion mode and nozzle
voltage 500 V. The fragmentor voltage was 380 V/ 250 V. Delta EMV was set to
500 V for the positive mode. Chromatography was performed by a Poroshell 120
SB-C8 column (Agilent, 2.7 μm, 2.1 mm × 150 mm) at 35 °C using a gradient of
water and MeCN, each containing 0.0085% (v/v) formic acid, at a flow rate of
0.35 mL/min: 0→ 4 min; 0→ 3.5% (v/v) MeCN; 4→ 6.9 min; 3.5→ 5% MeCN;
6.9→ 7.2 min; 5→ 80% MeCN; 7.2→ 10.5 min; 80% MeCN; 10.5→ 11.3 min;
80→ 0% MeCN; 11.3→ 14 min; 0% MeCN. The effluent up to 1.5 min and after
9 min was diverted to waste by a Valco valve. The autosampler was cooled to 4 °C.
The injection volume amounted to 39 μL. Data were processed according to earlier
published work57.
RNA-seq library preparation. Digital gene expression libraries for RNA-seq were
prepared using the single-cell RNA barcoding sequencing (SCRB-seq) method as
described previously180–182, with minor modifications to accommodate bulk cell
populations. In brief, RNA was extracted and purified from ~1 × 106 cells using the
NucleoSpin Triprep Kit (Machery-Nagel) according to the manufacturer’s
instructions. In the initial cDNA synthesis step, purified, bulk RNA (70 ng) from
individual samples were subjected to reverse transcription in 10 μL reactions
containing 25 units of Maxima H Minus reverse transcriptase (ThemoFisher Sci-
entific), 1× Maxima RT Buffer (ThemoFisher Scientific), 1 mM dNTPs (Thermo-
Fisher Scientific), 1 µM oligo-dT primer with a sample-specific barcode (IDT), and
1 µM template-switching oligo (IDT). Reverse transcription reactions were incu-
bated 90 min at 42 °C. Next, the barcoded cDNAs from individual samples were
pooled together and then purified using the DNA Clean & Concentrator-5 Kit
(Zymo Research) according to the manufacturer’s instructions. Purified pooled
cDNA was eluted in 18 μL DNase/RNase-Free Distilled Water (Thermo Fisher)
and then, to remove residual primers, incubated with 1 μL Exonuclease I Buffer
(NEB) and 1 μL Exonuclease I (NEB) (final reaction volume: 20 μL) at 37 °C for 30
min followed by heat-inactivation at 80 °C for 20 min. Full-length cDNA was then
amplified via PCR using KAPA HiFi HotStart ReadyMix (KAPA Biosystems) and
SINGV6 primer (IDT). The pre-amplification PCR was performed using the fol-
lowing conditions: 3 min at 98 °C for initial denaturation, 10 cycles of 15 s at 98 °C,
30 s at 65 °C, and 6 min at 68 °C, followed by 10 min at 72 °C for final elongation.
After purification using CleanPCR SPRI beads (CleanNA), the pre-amplified
cDNA pool concentration was quantified using the Quant-iT PicoGreen dsDNA
Assay Kit (Thermo Fisher). A Bioanalzyer run using the High-sensitivity DNA Kit
(Agilent Technologies) was then performed to confirm the concentration and
assess the size distribution of the amplified cDNA pool (Agilent Technologies).
Next, 0.8 ng of the pure, amplified cDNA pool was used as input for generating a
Nextera XT DNA library (Illumina) following the Manufacturer’s instructions with
the exception that a custom P5 primer (P5NEXTPT5) (IDT) was used to pre-
ferentially enrich for 3′ cDNA ends in the final Nextera XT Indexing PCR180–182.
After an initial purification step using a 1:1 ratio of CleanPCR SPRI beads
(CleanNA), the amplified Nextera XT Library the 300–800 bp range of the library
was size-selected using a 2% E-Gel Agarose EX Gels (Life Technologies) and then
extracted from the gel using the MinElute Gel Extraction Kit (Qiagen, Cat. No.
28606) according to manufacturer’s recommendations. The final concentration,
size distribution, and quality of Nextera XT library were assessed with a Bioana-
lyzer (Agilent Technologies) using a High-sensitivity DNA Kit (Agilent Technol-
ogies). The Nextera XT RNA-seq library was paired-end sequenced using a high
output flow cell on an Illumina HiSeq 1500.
Reduced representation bisulfite sequencing (RRBS) library preparation. For
RRBS library preparation, genomic DNA was isolated using the QIAamp DNA
Mini Kit (QIAGEN), after an overnight lysis and proteinase K treatment. RRBS
library preparation was performed as described previously183, with slight mod-
ifications. In brief, once purified, genomic DNA (100 ng) from each sample was
used as starting material and first digested with 60 units of MspI (New England
Biolabs) in a 30 µl reaction volume at 37 °C overnight. Digested DNA ends were
then repaired and A-tailed by adding a 2 µl of a mixture containing 10 mM dATP,
1 mM dCTP, 1 mM dGTP and Klenow fragment (3′→5′ exo-) (New England
Biolabs) to the unpurified digestion reaction and incubated first at 30 °C for 20 min
followed by 37 °C for 20 min. Individual end-repaired and A-tailed DNA samples
were purified using a 2:1 ratio of CleanPCR SPRI beads (CleanNA) and eluted in
20 µl elution buffer (10 mM Tris-HCl, pH 8.5). Next, barcoded adapters were
ligated to the eluted DNA fragments in a 30 µl reaction containing 1× T4 Ligase
Buffer (New England Biolabs), 2000 units of T4 Ligase (New England Biolabs), and
0.8 µM sample-specific TruSeq adapters (Illuminas) and incubated at 16 °C over-
night. After adapter ligation, individual samples were first pooled before being
purified with a 2:1 ratio of CleanPCR SPRI beads (CleanNA) and then eluted using
4 µl elution buffer times the number of samples in the pool. Pooled samples were
then bisulfite converted using the EZ DNA Methylation-Gold™ Kit (Zymo
Research) according to the manufacturer’s instructions with the exception that
libraries were eluted 2 × 20 µL M-elution buffer (Zymo Research). After bisulfite
conversion, libraries were amplified in a 200 µl large-scale PCR reaction containing,
1x PfuTurbo Cx Reaction Buffer (Agilent Technologies), 10 units of PfuTurbo Cx
Hotstart DNA Polymerase (Agilent Technologies), 1 mM dNTPs (New England
Biolabs), 0.3 µM TruSeq Primers (Illumina), and 20 µl of pooled, bisulfite-
converted DNA samples. After dividing the reaction into 4 wells of a 96-well plate
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(each containing 50 µl), the PCR was performed using the following cycling con-
ditions: 2 min at 95 °C for initial denaturation and Polymerase activation, 16 cycles
of 30 s at 95 °C, 30 s at 65 °C, and 45 s at 72 °C, followed by 7 min at 72 °C for final
elongation. After amplification, the samples are pooled together again, subjected to
a final round of purification using a 1.2:1 ratio of CleanPCR SPRI beads
(CleanNA), and eluted in 40 µl of elution buffer. For an initial assessment of quality
and yield, purified RRBS libraries were first analyzed on 2% E-Gel Agarose EX Gels
(Life Technologies) and the concentrations then measured using the Quant-iT™
PicoGreen™ dsDNA Assay-Kit (ThermoFisher). The final concentration, size dis-
tribution, and quality of each RRBS library was then assessed with a Bioanalyzer
(Agilent Technologies) using a High-sensitivity DNA Kit (Agilent Technologies).
RRBS libraries were then sequenced on an Illumina HiSeq 1500.
Targeted bisulfite amplicon (TaBA) sequencing. Genomic DNA was isolated
from 106 cells using the PureLink Genomic DNA Mini Kit (Thermo Fisher Sci-
entific) according to the manufacturer’s instructions. The EZ DNA Methylation-
Gold Kit (Zymo Research) was used for bisulfite conversion according to the
manufacturer’s instructions but with the following alterations: 500 ng of genomic
DNA was used as input and bisulfite converted DNA was eluted in 2 × 20 µL
Elution Buffer (10 mM Tris-HCl, pH 8.5).
TaBA-seq library preparation entailed two sequential PCRs to first amplify a
specific locus and then index sample-specific amplicons. For the first PCR, the
locus specific primers were designed with Illumina TruSeq and Nextera compatible
overhangs (Supplementary Data 5). The amplification of bisulfite converted DNA
was performed in 25 µL PCR reaction volumes containing 0.4 µM each of forward
and reverse primers, 2 mM Betaiinitialne (Sigma-Aldrich, B0300-1VL), 10 mM
Tetramethylammonium chloride solution (Sigma-Aldrich T3411-500ML), 1x
MyTaq Reaction Buffer, 0.5 units of MyTaq HS (Bioline, BIO-21112), and 1 µL of
the eluted bisulfite converted DNA (~12.5 ng). The following cycling parameters
were used: 5 min for 95 °C for initial denaturation and activation of the polymerase,
40 cycles (95 °C for 20 s, 58 °C for 30 s, 72 °C for 25 s) and a final elongation at
72 °C for 3 min. Agarose gel electrophoresis was used to determine the quality and
yield of the PCR. For purifying amplicon DNA, PCR reactions were incubated with
1.8× volume of CleanPCR beads (CleanNA, CPCR-0005) for 10 min. Beads were
immobilized on a DynaMag™-96 Side Magnet (Thermo Fisher, 12331D) for 5 min,
the supernatant was removed, and the beads washed 2× with 150 µL 70%
ethanol. After air drying the beads for 5 min, DNA was eluted in 15 µL of 10 mM
Tris-HCl pH 8.0. Amplicon DNA concentration was determined using the Quant-
iT™ PicoGreen™ dsDNA Assay Kit (Thermo Fisher, P7589) and then diluted to
0.7 ng/µL.
Thereafter, indexing PCRs were performed in 25 µL PCR reaction volumes
containing 0.08 µM (1 µL of a 2 µM stock) each of i5 and i7 Indexing Primers
(Supplementary Data 5), 1x MyTaq Reaction Buffer, 0.5 units of MyTaq HS
(Bioline, BIO-21112), and 1 µL of the purified PCR product from the previous step.
The following cycling parameters were used: 5 min for 95 °C for initial
denaturation and activation of the polymerase, 40 cycles (95 °C for 10 s, 55 °C for
30 s, 72 °C for 40 s) and a final elongation at 72 °C for 5 min. Agarose gel
electrophoresis was used to determine the quality and yield of the PCR. An aliquot
from each indexing reaction (5 µL of each reaction) was then pooled and purified
with CleanPCR magnetic beads as described above and eluted in 1 µL × Number of
pooled reactions. Concentration of the final library was determined using
PicoGreen and the quality and size distribution of the library was assessed with a
Bioanalyzer. Dual indexed TaBA-seq libraries were sequenced on an Illumina
MiSeq in 2 × 300 bp output mode.
RNA-seq processing and analysis. RNA-seq libraries were processed and map-
ped to the mouse genome (mm10) using the zUMIs pipeline184. UMI count tables
were filtered for low counts using HTSFilter185. Differential expression analysis was
performed in R using DESeq2186 and genes with an adjusted P < 0.05 were con-
sidered to be differentially expressed. Hierarchical clustering was performed on
genes differentially expressed in TET mutant ESCs respectively, using k-means
clustering (k= 4) in combination with the ComplexHeatmap (v 1.17.1) R-
package187. Principal component analysis was restricted to genes differentially
expressed during wild-type differentiation and performed using all replicates of
wild-type, TET mutant, and Dppa3KO ESCs.
RRBS alignment and analysis. Raw RRBS reads were first trimmed using Trim
Galore (v.0.3.1) with the “-rrbs” parameter. Alignments were carried out to the
mouse genome (mm10) using bsmap (v.2.90) using the parameters “-s 12 -v 10 -r 2
-I 1”. Summary statistics of the RRBS results are provided in Supplementary Data 6
and sample reproducibility information is shown in Supplementary Fig. 9. CpG-
methylation calls were extracted from the mapping output using bsmaps methratio.
py. Analysis was restricted to CpG with a coverage >10. methylKit188 was used to
identify differentially methylated regions between the respective contrasts for the
following genomic features: (1) all 1-kb tiles (containing a minimum of three
CpGs) detected by RRBS; (2) Repeats (defined by Repbase); (3) gene promoters
(defined as gene start sites −2 kb/+2 kb); and (4) gene bodies (defined as longest
isoform per gene) and CpG islands (as defined by Ilingworth et al.189). Differen-
tially methylated regions were identified as regions with P < 0.05 and a difference in
methylation means between two groups greater than 20%. Principal component
analysis of global DNA methylation profiles was performed on single CpGs using
all replicates of wild-type, T1KO and T1CM ESCs and EpiLCs.
Chromatin immunoprecipitation (ChIP) and Hydroxymethylated-DNA immu-
noprecipitation (hMeDIP) alignment and analysis. ChIP-seq reads for TET1
binding in ESCs and EpiLCs were downloaded from GSE5770067 and
PRJEB1989766, respectively. hMeDIP reads for wild-type ESCs and T1KO ESCs
were download from PRJEB1309666. Reads were aligned to the mouse genome
(mm10) with Bowtie (v.1.2.2) with parameters “-a -m 3 -n 3 -best -strata”. Sub-
sequent ChIP-seq analysis was carried out on data of merged replicates. Peak
calling and signal pileup was performed using MACS2 callpeak190 with the para-
meters “-extsize 150” for ChIP, “-extsize 220” for hMeDIP, and “-nomodel -B
-nolambda” for all samples. Tag densities for promoters and 1 kb Tiles were cal-
culated using the deepTools2 computeMatrix module191. TET1 bound genes were
defined by harboring a TET1 peak in the promoter region (defined as gene start
sites −2 kb/+2 kb).
Immunofluorescence staining. For immunostaining, naïve ESCs were grown on
coverslips coated with Geltrex (Life Technologies) diluted 1:100 in DMEM/F12
(Life Technologies), thereby allowing better visualization of the cytoplasm during
microscopic analysis. All steps during immunostaining were performed at room
temperature. Coverslips were rinsed two times with PBS (pH 7.4; 140 mM NaCl,
2.7 mM KCl, 6.5 mM Na2HPO4, 1.5 mM KH2PO4) prewarmed to 37 °C, cells fixed
for 10 min with 4% paraformaldehyde (pH 7.0; prepared from paraformaldehyde
powder (Merck) by heating in PBS up to 60 °C; store at −20 °C), washed three
times for 10 min with PBST (PBS, 0.01% Tween20), permeabilized for 5 min in PBS
supplemented with 0.5% Triton X-100, and washed two times for 10 min with PBS.
Primary and secondary antibodies were diluted in blocking solution (PBST, 4%
BSA). Coverslips were incubated with primary and secondary antibody solutions in
dark humid chambers for 1 h and washed three times for 10 min with PBST after
primary and secondary antibodies. For DNA counterstaining, coverslips were
incubated 6 min in PBST containing a final concentration of 2 µg/mL DAPI
(Sigma-Aldrich) and washed three times for 10 min with PBST. Coverslips were
mounted in antifade medium (Vectashield, Vector Laboratories) and sealed with
colorless nail polish.
The following antibodies were used: rabbit anti-DPPA3 (polyclonal; 1:200;
Abcam, ab19878), mouse anti-UHRF1 (monoclonal; 1:250; Santa Cruz, sc373750),
goat anti-mouse A488 (polyclonal; 1:500; used in IF; Invitrogen, A11029), donkey
anti-rabbit Dylight594 (polyclonal; 1:500; Dianova, 711-516-152), anti-GFP-
Booster ATTO488 (1:200; Chromotek), mouse anti-5mC (monoclonal; 1:200;
Active Motif, 39649), donkey anti-anti-rabbit A555 (polyclonal; 1:500; Invitrogen,
A31572), and donkey anti-anti-rabbit A488 (polyclonal; 1:500; Dianova, 711-547-
003).
Immunofluorescence and Live-cell imaging. For immunofluorescence, stacks of
optical sections were collected on a Nikon TiE microscope equipped with a
Yokogawa CSU-W1 spinning-disk confocal unit (50 μm pinhole size), an Andor
Borealis illumination unit, Andor ALC600 laser beam combiner (405 nm/488 nm/
561 nm/640 nm), Andor IXON 888 Ultra EMCCD camera, and a Nikon 100×/1.45
NA oil immersion objective. The microscope was controlled by software from
Nikon (NIS Elements, ver. 5.02.00). DAPI or fluorophores were excited with 405
nm, 488 nm, or 561 nm laser lines and bright-field images acquired using Nikon
differential interference contrast optics. Confocal image z-stacks were recorded
with a step size of 200 nm, 16-bit image depth, 1 × 1 binning, a frame size of
1024 × 1024 pixels, and a pixel size of 130 nm. Within each experiment, cells were
imaged using the same settings on the microscope (camera exposure time, laser
power, and gain) to compare signal intensities between cell lines.
For live-cell imaging, cells were plated on Geltrex-coated glass bottom 2-well
imaging slides (Ibidi). Both still and timelapse images were acquired on the Nikon
spinning-disk system described above equipped with an environmental chamber
maintained at 37 °C with 5% CO2 (Oko Labs), using a Nikon 100x/1.45 NA oil
immersion objective and a Perfect Focus System (Nikon). Images were acquired
with the 488, 561, and 640 nm laser lines, full-frame (1024 × 1024) with 1 × 1
binning, and with a pixel size of 130 nm. Transfection of a RFP-PCNA vector192
was used to identify cells in S-phase. For DNA staining in live cells, cells were
exposed to media containing 200 nM SiR-DNA (Spirochrome) for at least 1 h
before imaging. For imaging endogenous DPPA3-HALO in live cells, cells were
treated with media containing 50 nM HaloTag-TMR fluorescent ligand (Promega)
for 1 h. After incubation, cells were washed 3× with PBS before adding back normal
media. Nuclear export inhibition was carried out using media containing 20 nM
leptomycin-B (Sigma-Aldrich). Live-cell imaging data was acquired with NIS
Elements ver. 4.5 (Nikon). NIS Elements ver. 5.02.00 (Nikon) and Volocity
(PerkinElmer) were used for acquiring FRAP data. RICS measurements were
acquired using FABSurf (v 1.0).
Image analysis. For immunofluorescence images, Fiji software (ImageJ 1.51j)193,194
was used to analyze images and create RGB stacks. For analysis of live-cell imaging
data, CellProfiler Software (version 3.0)195 was used to quantify fluorescence intensity
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in cells stained with SiR-DNA. CellProfiler pipelines used in this study are available
upon request. In brief, the SiR-DNA signal was used to segment ESC nuclei. Mean
fluorescence intensity of GFP was measured both inside the segmented area (nucleus)
and in the area extending 4–5 pixels beyond the segmented nucleus (cytoplasm). GFP
fluorescence intensity was normalized by subtracting the experimentally-determined
mean background intensity and background-subtracted GFP intensities were then
used for all subsequent quantifications shown in Fig. 4 and Supplementary Figs. 4h,
5h, and 6b, c.
Fluorescence recovery after photobleaching (FRAP). For FRAP assays, cells
cultivated on Geltrex-coated glass bottom 2-well imaging slides (Ibidi) were imaged
in an environmental chamber maintained at 37 °C with 5% CO2 either using the
Nikon system mentioned above equipped with a FRAPPA photobleaching module
(Andor) or on an Ultraview-Vox spinning-disk system (Perkin-Elmer) including a
FRAP Photokinesis device mounted to an inverted Axio Observer D1 microscope
(Zeiss) equipped with an EMCCD camera (Hamamatsu) and a 63x/1.4 NA oil
immersion objective, as well as 405, 488 and 561 nm laser lines.
For endogenous UHRF1-GFP FRAP, eight pre-bleach images were acquired
with the 488 nm laser, after which an area of 4 × 4 pixels was irradiated for a total
of 16 ms with a focused 488 nm laser (leading to a bleached spot of ~1 μm) to
bleach a fraction of GFP-tagged molecules within cells, and then recovery images
were acquired every 250 ms for 1-2 min. Recovery analysis was performed in Fiji.
Briefly, fluorescence intensity at the bleached spot was measured in background-
subtracted images, then normalized to pre-bleach intensity of the bleached spot,
and normalized again to the total nuclear intensity in order to account for
acquisition photobleaching. Images of cells with visible drift were discarded.
Xenopus egg extracts. The interphase extracts (low-speed supernatants (LSS))
were prepared as described previously82. After thawing, LSS were supplemented
with an energy regeneration system (5 μg/ml creatine kinase, 20 mM creatine
phosphate, 2 mM ATP) and incubated with sperm nuclei at 3000–4000 nuclei per
μl. Extracts were diluted 5-fold with ice-cold CPB (50 mM KCl, 2.5 mM MgCl2, 20
mM HEPES-KOH, pH 7.7) containing 2% sucrose, 0.1% NP-40 and 2 mM NEM,
overlaid onto a 30% sucrose/CPB cushion, and centrifuged at 15,000 g for 10 min.
The chromatin pellet was resuspended in SDS sample buffer and analyzed by SDS-
PAGE. GST-mDPPA3 was added to egg extracts at 50 ng/μl at final concentration.
Monitoring DNA methylation in Xenopus egg extracts. DNA methylation was
monitored by the incorporation of S-[methyl-3H]-adenosyl-L-methionine, incu-
bated at room temperature, and the reaction was stopped by the addition of CPB
containing 2% sucrose up to 300 μl. Genomic DNA was purified using a Wizard
Genomic DNA purification kit (Promega) according to the manufacturer’s
instructions. Incorporation of radioactivity was quantified by liquid synchillation
counter.
Plasmid construction for recombinant mDPPA3. To generate GST-tagged
mDPPA3 expression plasmids, mDPPA3 fragment corresponding to full-length
protein was amplified by PCR using mouse DPPA3 cDNA and specific primers
(Supplementary Data 5). The resulting DNA fragment was cloned into pGEX4T-3
vector digested with EcoRI and SalI using an In-Fusion HD Cloning Kit.
Protein expression and purification. For protein expression in Escherichia coli
(BL21-CodonPlus), the mDPPA3 genes were transferred to pGEX4T-3 vector as
described above. Protein expression was induced by the addition of 0.1 mM Iso-
propyl β–D-1-thiogalactopyranoside (IPTG) to media followed by incubation for
12 h at 20 ˚C. For purification of Glutathione S transferase (GST) tagged proteins,
cells were collected and resuspended in Lysis buffer (20 mM HEPES-KOH (pH
7.6), 0.5 M NaCl, 0.5 mM EDTA, 10% glycerol, 1 mM DTT) supplemented with
0.5% NP40 and protease inhibitors, and were then disrupted by sonication on ice.
After centrifugation, the supernatant was applied to Glutathione Sepharose (GSH)
beads (GE Healthcare) and rotated at 4 ˚C for 2 h. Beads were then washed three
times with Wash buffer 1 (20 mM Tris-HCl (pH 8.0), 150 mM NaCl, 1% TritionX-
100, 1 mM DTT) three times and with Wash buffer 2 (100 mM Tris-HCl (pH 7.5),
100 mM NaCl) once. Bound proteins were eluted in Elution buffer (100 mM Tris-
HCl (pH 7.5), 100 mM NaCl, 5% glycerol, 1 mM DTT) containing 42 mM reduced
Glutathione and purified protein was loaded on PD10 desalting column equili-
brated with EB buffer (10 mM HEPES/KOH at pH 7.7, 100 mM KCl, 0.1 mM
CaCl2, 1 mM MgCl2) containing 1 mM DTT, and then concentrated by Vivaspin
(Millipore).
Data collection for the presence of TET1, UHRF1, DNMT1, and DPPA3
throughout metazoa. Reference protein sequences of TET1 (Human Q8NFU7,
Mouse Q3URK3, Naegleria gruberi D2W6T1), DNMT1 (Rat Q9Z330, Human
P26358, Mouse P13864, Chicken Q92072, Cow Q92072), UHRF1 (Mouse
Q8VDF2, Rat Q7TPK1, Zebra fish E7EZF3, Human Q96T88, Cow A7E320,
Xenopus laevis F6UA42) and DPPA3 (Mouse Q8QZY3, Human Q6W0C5, Cow
A9Q1J7) were downloaded from the Universal Protein Resource (UniProt).
Orthologous were identified with hmmsearch of the HMMER (http://hmmer.org/)
toolkit using default parameters. Presence of the proteins throughout metazoa was
visualized using iTOL196.
Chromatin immunoprecipitation coupled to Mass Spectrometry and Pro-
teomics data analysis. For Chromatin immunoprecipitation coupled to Mass
Spectrometry (ChIP-MS), whole cell lysates of the doxycycline-inducible Dppa3-
FLAG mES cells were used by performing three separate immunoprecipitations
with an anti-FLAG antibody and three samples with a control IgG. Trypsinized
cells were washed twice by PBS and subsequently diluted to 15*106 cells per 10 mL
PBS. Paraformaldehyde (PFA) was added to a final concentration of 1% and
crosslinking was performed at room temperature on an orbital shaker for 10 min.
Free PFA was quenched by 125 mM Glycine for 5 min and crosslinked cells were
washed twice by ice-cold PBS before cell lysis. Proteins were digested on the beads
after the pulldown and desalted subsequently on StageTips with three layers of
C18197. Here, peptides were separated by liquid chromatography on an Easy-nLC
1200 (Thermo Fisher Scientific) on in-house packed 50 cm columns of ReproSil-
Pur C18-AQ 1.9-µm resin (Dr. Maisch GmbH). Peptides were then eluted suc-
cessively in an ACN gradient for 120 min at a flow rate of around 300 nL/min and
were injected through a nanoelectrospray source into a Q Exactive HF-X Hybrid
Quadrupole-Orbitrap Mass Spectrometer (Thermo Fisher Scientific). After mea-
suring triplicates of a certain condition, an additional washing step was scheduled.
During the measurements, the column temperature was constantly kept at 60 °C
while after each measurement, the column was washed with 95% buffer B and
subsequently with buffer A. Real time monitoring of the operational parameters
was established by SprayQc198 software. Data acquisition was based on a
top10 shotgun proteomics method and data-dependent MS/MS scans. Within a
range of 400-1650 m/z and a max. injection time of 20 ms, the target value for the
full scan MS spectra was 3 × 106 and the resolution at 60,000.
The raw MS data was then analyzed with the MaxQuant software package
(version 1.6.0.7)199. The underlying FASTA files for peak list searches were derived
from Uniprot (UP000000589_10090.fasta and UP000000589_10090 additional.
fasta, version June 2015) and an additional modified FASTA file for the FLAG-
tagged Dppa3 in combination with a contaminants database provided by the
Andromeda search engine200 with 245 entries. During the MaxQuant-based
analysis the “Match between runs” option was enabled and the false discovery rate
was set to 1% for both peptides (minimum length of 7 amino acids) and proteins.
Relative protein amounts were determined by the MaxLFQ algorithm201, with a
minimum ratio count of two peptides.
For the downstream analysis of the MaxQuant output, the software Perseus202
(version 1.6.0.9) was used to perform two-sided Student’s t-test with a
permutation-based FDR of 0.05 and an additional constant S0= 1 in order to
calculate fold enrichments of proteins between triplicate chromatin
immunoprecipitations of anti-FLAG antibody and control IgG. The result was
visualized in a scatter plot. The complete catalog of proteins interacting with
FLAG-DPPA3 in ESCs including statistics can be found in Supplementary Data 3.
For GO analysis of biological processes the Panther classification system was
used203. For the analysis, 131 interactors of DPPA3 were considered after filtering
the whole amount of 303 significant interactors for a p-value of at least 0.0015 and
3 or more identified peptides. The resulting GO groups (determined by a two-sided
Fisher’s exact test) were additionally filtered for a fold enrichment of observed over
expected amounts of proteins of at least 4 and a p-value of 5.30 E−08. The result
can be found in Supplementary Data 4.
Dppa3 overexpression in medaka embryos and immunostaining. Medaka d-rR
strain was used. Medaka fish were maintained and raised according to standard
protocols. Developmental stages were determined based on a previous study204.
Dppa3 and mutant Dppa3 (R107E) mRNA were synthesized using HiScribe T7
ARCA mRNA kit (NEB, E2060S), and purified using RNeasy mini kit (QIAGEN,
74104). Dppa3 or mutant Dppa3 (R107E) mRNA was injected into the one-cell
stage (stage 2) medaka embryos. After 7 h of incubation at 28 ˚C, the late blastula
(stage 11) embryos were fixed with 4% PFA in PBS for 2 h at room temperature,
and then at 4 ˚C overnight. Embryos were dechorionated, washed with PBS, and
permeabilized with 0.5% Triton X-100 in PBS for 30 min at room temperature.
DNA was denatured in 4M HCl for 15 min at room temperature, followed by
neutralization in 100 mM Tris-HCl (pH 8.0) for 20 min. After washing with PBS,
embryos were blocked in blocking solution (2% BSA, 1%DMSO, 0.2% Triton X-100
in PBS) for 1 h at room temperature, and then incubated with 5-methylcytosine
antibody (1:200; Active Motif #39649) at 4 °C overnight. The embryos were washed
with PBSDT (1% DMSO, 0.1% Triton X-100 in PBS), blocked in blocking solution
for 1 h at room temperature, and incubated with Alexa Fluor 555 goat anti-mouse
2nd antibody (1:500; ThermoFisher Scientific #A21422) at 4 °C overnight. After
washing with PBSDT, cells were mounted on slides and examined under a fluor-
escence microscope.
Fluorescence three hybrid (F3H) assay. The F3H assay was performed as
described previously96. In brief, BHK cells containing multiple lac operator repeats
were transiently transfected with the respective GFP- and mScarlet-constructs on
coverslips using PEI and fixed with 3.0% formaldehyde 24 h after transfection. For
DNA counterstaining, coverslips were incubated in a solution of DAPI (200 ng/ml)
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in PBS-T and mounted in Vectashield. Images were collected using a Leica TCS SP5
confocal microscope. To quantify the interactions within the lac spot, the following
intensity ratio was calculated for each cell in order to account for different
expression levels: mScarletspot−mScarletbackground)/(GFPspot−GFPbackground).
Microscale thermophoresis (MST). For MST measurements, mUHRF1 C-
terminally tagged with GFP- and 6xHis-tag was expressed in HEK 293 T cells and
then purified using Qiagen Ni-NTA beads (Qiagen #30230). Recombinant
mDPPA3 WT and 1-60 were purified as described above. Purified UHRF1 (200
nM) was mixed with different concentrations of purified DPPA3 (0.15 nM to 5
µM) followed by a 30 min incubation on ice. The samples were then aspirated into
NT.115 Standard Treated Capillaries (NanoTemper Technologies) and placed into
the Monolith NT.115 instrument (NanoTemper Technologies). Experiments were
conducted with 80% LED and 80% MST power. Obtained fluorescence signals were
normalized (Fnorm) and the change in Fnorm was plotted as a function of the
concentration of the titrated binding partner using the MO. Affinity Analysis
software version 2.1 (NanoTemper Technologies). For fluorescence normalization
(Fnorm = Fhot/Fcold), the manual analysis mode was selected and cursors were set as
follows: Fcold=−1 to 0 s, Fhot= 10 to 15 s. The Kd was obtained by fitting the
mean Fnorm of eight data points (four independent replicates, each measured as a
technical duplicate).
RICS. Data for Raster Image Correlation Spectroscopy (RICS) was acquired on a
home-built laser scanning confocal setup equipped with a 100x NA 1.49 NA
objective (Nikon) pulsed interleaved excitation (PIE) as used elsewhere205. Samples
were excited using pulsed lasers at 470 (Picoquant) and 561 nm (Toptica Photo-
nics), synchronized to a master clock, and then delayed ~20 ns relative to one
another to achieve PIE. Laser excitation was separated from descanned fluores-
cence emission by a Di01-R405/488/561/635 polychroic mirror (Semrock, AHF
Analysentechnik) and eGFP and mScarlet fluorescence emission was separated by a
565 DCXR dichroic mirror (AHF Analysentechnik) and collected on avalanche
photodiodes, a Count Blue (Laser Components) and a SPCM-AQR-14 (Perkin-
Elmer) with 520/40 and a 630/75 emission filters (Chroma, AHF Analysentechnik).
Detected photons were recorded by time-correlated single-photon counting.
The alignment of the system was verified prior to each measurement session by
performing FCS with PIE on a mixture of Atto-488 and Atto565 dyes excited with
pulsed 470 and 561 nm lasers set to 10 μW (measured in the collimated space
before entering the galvo-scanning mirror system), 1 μm above the surface of the
coverslip206. Cells were plated on Ibidi two-well glass bottom slides, and induced
with doxycycline overnight prior to measurements. Scanning was performed in
cells maintained at 37 ˚C using a stage top incubator, with a total field-of-view of
12 µm × 12 µm, composed of 300 pixels × 300 lines (corresponding to a pixel size of
40 nm), a pixel dwell time of 11 µs, a line time of 3.33 ms, at one frame per second,
for 100–200 s. Pulsed 470 and 561 nm lasers were adjusted to 4 and 5 μW,
respectively.
Image analysis was done using the Pulsed Interleaved Excitation Analysis with
Matlab (PAM) software207. Briefly, time gating of the raw photon stream was
performed by selecting only photons collected on the appropriate detector after the
corresponding pulsed excitation, thereby allowing cross-talk free imaging for each
channel. Then, using the Microtime Image Analysis (MIA) analysis program, slow
fluctuations were removed by subtracting a moving average of 3 frames and a region of
interest corresponding to the nucleus was selected, excluding nucleoli and dense
aggregates. The spatial autocorrelation and cross-correlation functions (SACF and
SCCF) were calculated as done previously208 using arbitrary region RICS:
G ξ;ψð Þ ¼ hIRICS;1 x; yð ÞIRICS;2ðx þ ξ; y þ ψÞiXYhIRICS;1iXYhIRICS;2iXY
ð1Þ
where ξ and ψ are the correlation lags in pixel units along the x- and y-axis scan
directions. The correlation function was then fitted to a two-component model (one
mobile and one immobile component) in MIAfit:
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which yields parameters such as the diffusion coefficient (D) and the amplitudes of the
mobile and immobile fractions (Amob and Aimm). The average number of mobile









where γ is a factor pertaining to the 3D Gaussian shape of the PSF, and 2ΔF/(2ΔF+ 1)
is a correction factor when using a moving average subtraction prior to calculating the
SACF. The immobilized molecules (i.e. bound fraction) is the contribution of particles
that remain visible without significant motion during the acquisition of 5–10 lines of
the raster scan, corresponding to ~30ms. The cross-correlation model was fitted to the
cross-correlation function and the extent of cross-correlation was calculated from the
amplitude of the mobile fraction of the cross-correlation fit divided by the amplitude of
the mobile fraction of the autocorrelation fit of DPPA3-mScarlet.
Statistics and reproducibility. No statistical methods were used to predetermine
sample size, the experiments were not randomized, and the investigators were not
blinded to allocation during experiments and outcome assessment. Blinding was
not implemented in this study as analysis was inherently objective in the over-
whelming majority of experiments. For microscopy analysis, where possible,
experimenter bias was avoided by selecting fields of view (or individual cells) for
acquisition of UHRF1-GFP or DNMT1-GFP signal using the DNA stain (or
another marker not being directly assessed in the experiment e.g. DsRed/mScarlet
as a readout of Dppa3 induction or RFP-PCNA). To further reduce bias, imaging
analysis was subsequently performed indiscriminately on all acquired images using
semi-automated analysis pipelines (either with CellProfiler or Fiji scripts). All the
experimental findings were reliably reproduced in independent experiments as
indicated in the Figure legends. In general, all micrographs from immuno-
fluorescence and live cell imaging, immunoblots, and DNA gel images depicted in
this study are representative of n ≥ 2 independent experiments. The number of
replicates used in each experiment are described in the figure legends and/or in the
Methods section, as are the Statistical tests used. P values or adjusted P values are
given where possible. Unless otherwise indicated, all statistical calculations were
performed using R Studio 1.2.1335. Next-generation sequencing experiments
include at least two independent biological replicates. RNA-seq experiments
include n= 4 biological replicates comprised of n= 2 independently cultured
samples from two clones (for T1CM, T2CM, T12CM ESCs and EpiLCs) or four
independently cultured samples (for wild-type ESCs and EpiLCs). For RRBS
experiments, data are derived from n= 2 biological replicates. For bisulfite
sequencing of LINE-1 elements n= 2 biological replicates were analyzed from two
independent clones for T1CM, T2CM, T12CM, and Dppa3KO ESCs or two
independent cultures for wt ESCs. LC-MS/MS quantification was performed on at
least four biological replicates comprising at least two independently cultured
samples (usually even more) from n= 2 independent clones (T1CM, T2CM,
T12CM, and Dppa3KO ESCs) or four independently cultured samples (wild-type
ESCs and cell lines shown in Fig. 5d).
Reporting summary. Further information on research design is available in the Nature
Research Reporting Summary linked to this article.
Data availability
Sequencing data reported in this paper are available at ArrayExpress (EMBL-EBI) under
accessions “E-MTAB-6785” (wild-type and Tet catalytic mutants RRBS), “E-MTAB-
6797” (RNA-seq), “E-MTAB-6800” (Dppa3KO RRBS), “E-MTAB-9654” (TaBA-seq of
Tet catalytic mutants during Dppa3 induction) and “E-MTAB-9653” (TaBA-seq of
Dppa3KO cells expressing Dppa3 mutant constructs). The raw mass spectrometry
proteomics data from the FLAG-DPPA3 pulldown have been deposited at the
ProteomeXchange Consortium via the PRIDE partner repository with the dataset
identifier “PXD019794”. Publically available data sets used in this study can be found
here: “GSE77420” (RRBS of TET triple knockout ESCs), “GSE42616” (PRDM14 ChIP-
seq), “GSE46111” (5caC-DIP in TDK knockout ESCs), “GSE57700” (TET1 and TET2
ChIP-seq).
Supplementary Data 1 contains the entire list of differentially methylated promoters
classified as either “TET-specific”, “DPPA3-specific” or “common”, which are
summarized in Supplementary Fig. 3i. Supplementary Data 2 contains the extended gene
ontology analysis of TET-specific promoters with the five most significant terms
displayed in Fig. 3e. Supplementary Data 3 contains the complete catalog of proteins
interacting with FLAG-DPPA3 in ESCs, which are plotted in Fig. 4b. Supplementary
Data 4 contains the full gene ontology analysis of significant DPPA3 interactors. Source
data are provided with this paper.
Code availability
The PAM and MIA software is available as source code, requiring MATLAB, or as a
precompiled, standalone distribution for Windows or MacOS at http://www.cup.uni-
muenchen.de/ pc/lamb/software/pam.html or hosted in Git repositories under http://
www.gitlab.com/PAM-PIE/PAM and http://www.gitlab.com/PAM-PIE/PAMcompiled.
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Supplementary Figure 1: Generation and characterization of T1CM, T2CM, and T12CM mESCs 
a,b, Schematic representation of the CRISPR/Cas9 gene editing strategies used to mutate the catalytic center (HxD iron-chelating                                 
motif) of ​Tet1 (​a​) and ​Tet2 (​b​). gRNA target sequences and restriction enzyme recognition sites for restriction fragment length                                     
polymorphism (RFLP) screening are shown (See Supplementary Data 5). ​c,d, ​Genotyping using RFLP analysis of ​Tet1 ​(​c​) ​and ​Tet2 ​(​d​)                                       
loci. Data in c and d are representative of n = 2 independent experiments. ​e,f, DNA sequencing traces confirming the successful                                         
mutation of the HxD motif to YxA in ​Tet1 ​(​e​) and ​Tet2 ​(​f​). The top boxes depict the DNA and corresponding amino acid sequences of                                                 
the HxD motif before (blue) and after (red) gene editing. ​g,h, Immunoblot detection of endogenous TET1 (​g​) and TET2 (​h​) ​protein                                         
levels in T1CM, T2CM, and T12CM mESC. Data in g and h are representative of n = 3 independent experiments. ​i, ​DNA modification                                             
levels as percentage of total cytosines measured in wt (​n = 24), T1CM (​n = 8), T2CM (​n = 12), and T12CM (​n = 11) mESC biological                                                     
replicates. Depicted are mean values ± standard deviation; ***P < 2e-16 to wt as determined using a one-way ANOVA followed by a                                           
post-hoc Tukey HSD test.  Source data are provided as a Source Data file. 
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Supplementary Figure 2: Methylome and transcriptome analysis of T1CM, T2CM, and T12CM ESCs 
a, ​Percentage of total 5mC as measured by RRBS in all analyzed wt, T1, T2, and T12 CM ESC replicates from n = 2 independent cell                                                   
lines per genotype. ​b, ​Relative proportion of DNA hypermethylation (q value < 0.05; absolute methylation difference > 20%) at                                     
LINE1/L1 elements in T1CM, T2CM, and T12CM ESCs compared to wt ESCs. For each genotype, n = 2 independent clones. ​c, ​Loss                                           
of TET catalytic activity in ESCs results in similar or higher DNA methylation levels than in wt EpiLCs. Comparison of the total CpG                                             
DNA methylation (5mCpG) as measured by RRBS between individual wt EpiLC samples (n = 1 for each depicted cell line) and T1CM,                                           
T2CM, and T12CM ESCs (n = 2 independent cell lines per genotype). Dashed red line indicates the median mCpG methylation in wt                                           
EpiLCs. ​d, ​Principal component (PC) analysis of RRBS data from wt, T1CM, T2CM, and T12CM ESCs and wt EpiLCs. ​e, ​PC analysis                                           
of RNA-seq data from wt, T1CM, T2CM, and T12CM ESCs during EpiLC differentiation. ​f​, Boxplots comparing total 5mC levels in Tet                                         
catalytic mutants (T12CM) and Tet triple (TET1, TET2, TET3) knockout ESCs (TTKO)​1 based on RRBS measurements from n = 2                                       
biological replicates per genotype. ​g, ​TET1​2 and TET2​3 occupancy over 1 kb tiles hypermethylated (orange) in T1CM and T2CM                                     
ESCs or regions of 5caC enrichment (grey)​4​. (SPMR: Signal per million reads). ​h, ​UHRF1 protein levels are unaffected by inactivation                                       
or loss of TET proteins. Whole-cell extracts from wt J1, TET catalytic mutant (T1CM, T2CM, and T12CM) and TET knockout (​Tet1 KO                                           
(T1KO), ​Tet2 KO (T2KO), and ​Tet1/2 KO (T12KO))​5 ESCs analyzed by immunoblot detection using the indicated antibodies.                                 
Immunoblot depicts ​n = 2 biological replicates (wt J1: rep1 and rep2) or independent clones (TET CM and TET KO ESC lines) for                                             
each genotype. ​i​, ​Dppa3 mRNA levels in wild type and conditional ​Dnmt1 knockout cells (Dnmt1cKO) ​6​. Error bars indicate the mean                                         
± SD calculated from n = 3 biological replicates. For the boxplots in ​a, c, ​and ​f​, horizontal black lines within boxes represent median                                               
values, boxes indicate the upper and lower quartiles, and whiskers extend to the most extreme value within 1.5 x the interquartile                                         
range from each hinge. Source data are provided as a Source Data file. 
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Supplementary Figure 3: Generation, characterization, and methylome profiling of Dppa3KO ESCs 
a, ​Schematic representation of the CRISPR/Cas9 gene editing strategy used to excise the entire ​Dppa3 locus. The position of the                                       
two locus-flanking gRNAs are shown in orange. PCR primers for determination of locus removal and zygosity are indicated in green.                                       
b, Results of PCR using the primers indicated in ​(​a​). ​Dppa3 knockout (Dppa3KO) clones, A6 and B8, chosen for further experiments                                         
are indicated by the red boxes. The wild-type (wt) and no template control (NTC) reactions are depicted on the right. Data are                                           
representative of n = 2 independent experiments. The sequence alignment of the amplicon generated using primers 1 and 4 for                                       
Dppa3KO clones A6 and B8 is provided in the lower portion of (​a​) ​with solid boxes and the dashed lines representing successfully                                           
aligned sequences and genomic sequences not found in the sequenced amplicons respectively. ​c, ​Dppa3 ​transcript levels of the two                                     
Dppa3KO clones A6 and B8 are depicted relative to mRNA levels in wt J1 ESCs after normalization to ​Gapdh​. Error bars indicate                                           
mean ± SD calculated from technical triplicate reactions from ​n = 4 biological replicates. N.D., expression not detectable. ​d,                                     
Percentage of total 5mC as measured by RRBS in wt and Dppa3KO ESC replicates ( n = 2 independent cell lines per genotype).                                             
Horizontal black lines within boxes represent median values, boxes indicate the upper and lower quartiles, and whiskers extend to                                     
the most extreme value within 1.5 x the interquartile range from each hinge. e, ​Relative proportion of DNA hypermethylation                                     
occurring at each genomic element or retrotransposon class in Dppa3KO ESCs. ​f​, Heatmap depicting DNA methylation levels over                                   
ICRs in wild type and Dppa3KO ESCs. ​g, ​Upset plot depicting the overlap of hypermethylated CgGs between DPPAKO, T1CM,                                     
T2CM, and T12CM ESCs. Vertical bar plots indicate numbers of overlapping CpGs for each intersection. Intersections are indicated                                   
by filled circles connected by black lines. Horizontal bar plots indicate total numbers of hypermethylated CpGs for each cell line​. h,                                         
Relative proportion of DNA hypermethylation common to T1CM, T2CM, and T12CM ESCs and Dppa3KO ESCs at each class of                                     
genomic element. Dark blue indicates common hypermethylated elements. ​i, ​Summary of differentially methylated regions either                             
unique to TET mutants (TET-specific) and Dppa3KO ESCs (DPPA3-specific) or shared among TET mutants and Dppa3KO ESCs                                 
(common). ​j, Gene ontology (GO) terms associated with promoters specifically dependent on TET activity; adjusted p-values                               
calculated using two-sided Fisher’s exact test. ​k, ​Cross‐correlation analysis between DNA hypermethylation (ΔmC) in Dppa3KO                             
ESCs and genomic occupancy of histone modifications and UHRF1 binding. Correlations are calculated over 1kb tiles. Positive                                 
correlations with ΔmC are bounded by a dashed-line square. ​l, Hypermethylation in Dppa3 KO ESCs is not associated with ​Tet                                       
downregulation. Expression of ​Tet ​genes in wt Dppa3KO ESC clones depicted as mRNA levels relative to ​Gapdh​. Error bars indicate                                       
mean ± SD calculated from technical triplicate reactions from ​n = 2 biological replicates per genotype depicted. ​m, Schematic                                     
representation of the pSBtet-D3 (pSBtet-3xFLAG-Dppa3-IRES-DsRed) cassette for the Sleeping Beauty transposition-mediated                     
generation of doxycycline (Dox) inducible ​Dppa3 ESC lines. Abbreviations: inverted terminal repeat (ITR), tetracycline response                             
element plus minimal CMV (TCE), 3xFLAG tag (3xF), internal ribosomal entry site (IRES), polyA signal (pA), constitutive RPBSA                                   
promoter (RPBSA), reverse tetracycline-controlled transactivator (rtTA), self-cleaving peptide P2A (P2A), puromycin resistance                       
(PuroR). ​n, Confirmation of DPPA3 protein induction as assessed by immunofluorescence in uninduced ESCs (-Dox) or after 24 h of                                       
doxycycline treatment (+Dox). To illustrate the increase in DPPA3 protein levels, the same acquisition settings used to detect DPPA3,                                     
including a long exposure, in uninduced cells were applied for detection of DPPA3 after induction (+Dox (long exp.); bottom panel)                                       
leading to a saturated signal. Shorter exposure settings were also applied to the induced cells (+Dox (short exp.); middle panel) to                                         
better resolve the localization of DPPA3 after induction. The staining was repeated in 3 biological replicates with similar results.                                     
Scale bar: 10 µm. ​o, ​Dppa3 expression before induction and after 3 or 6 days of doxycycline treatment in pSBtet-D3 ESCs. mRNA                                           
levels of ​Dppa3 ​are shown relative to those in uninduced wt J1 ESCs after normalization to ​Gapdh​. Error bars indicate mean ± SD                                             
calculated from technical triplicate reactions from ​n​ = 3 biological replicates. 
In ​e, g and h, hypermethylation is defined as a gain in 5mC compared to wt ESCs (q value < 0.05; absolute methylation difference >                                                 
20%) with q-values calculated using a two-sided Wald test followed by p-value adjustment using SLIM. Source data are provided as                                       
a Source Data file. 
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Supplementary Figure 4: TET proteins control UHRF1 chromatin association in mESCs by regulating DPPA3 levels 
a,b, Schematic of the CRISPR/Cas9 targeting strategy used to insert fluorescent protein tags at the (​a​) ​Dppa3 and (​b​) ​Uhrf1 ​loci.                                         
Exons are depicted as boxes, with the coding sequences shaded in grey. Stop codons are indicated with a red line. The nucleotide                                           
and amino acid sequence encompassing the gRNA target site are enlarged for detail. gRNAs target sequences are colored purple                                     
and their respective PAMs blue. Donor constructs harboring the coding sequence for (​a​) HALO or (​b​) eGFP are flanked by homology                                         
arms (L-HA, left homology arm and R-HA, right homology arm), which are indicated with grey rectangles. Genotyping PCR primers                                     
used in (​c,d​) are shown as arrows along with the size of the amplicon confirming successful integration of the donor sequence. ​c,d,                                           
Results of genotyping PCRs for confirming the successful integration of (​c​) ​HALO into the ​Dppa3 locus of wt J1 ESCs and (​d​) eGFP                                             
into the ​Uhrf1 locus of wt J1, Dppa3KO, and T12CM ESCs. Wild-type (wt) and a negative control without DNA template (NTC) are                                           
depicted on the right. ​c, Clones with Sanger-sequence validated homozygous insertion of the HALO coding sequence are indicated                                   
with red boxes. ​d, PCR results after pre-screening via microscopy. All depicted clones have a correct homozygous insertion of eGFP                                       
as validated by Sanger-sequencing. PCRs were performed using the primers depicted in (​a,b​). e, ​DPPA3 is primarily but not                                     
exclusively localized to the cytoplasm in ESCs. Cytoplasmic and nuclear fractions from doxycycline (Dox) inducible FLAG-​Dppa3                               
ESC lines in the presence (+) or absence of Dox ​analyzed by immunoblot detection using the indicated antibodies or, in the case of                                             
DPPA3, an anti-FLAG antibody. ​f, DPPA3 regulates subcellular UHRF1 distribution. Cytoplasmic, “C”, and nuclear, “N”, fractions                               
from wt and Dppa3KO ESCs analyzed by immunoblot detection using the indicated antibodies. The fractionation and immunoblot                                 
were repeated 2 times with similar results obtained. ​g, ​Immunoblot detection of anti-GFP immunoprecipitated material (IP) and the                                   
corresponding input (IN) extracts from U1G/wt + pSBtet-D3 ESCs treated before (-Dox) and after (+Dox) 24 h induction of ​Dppa3                                       
with doxycycline. Immunoblot was repeated 2 times with similar results obtained. ​h, UHRF1 and DNMT1 protein levels are                                   
unaffected by DPPA3 loss. Whole-cell extracts from wt and Dppa3KO ESCs analyzed by immunoblot detection using the indicated                                   
antibodies. Immunoblot depicts ​n = 2 biological replicates. ​i,j, DPPA3 alters the localization and nuclear patterning of endogenous                                   
UHRF1-GFP. ​i, Representative confocal images of UHRF1-GFP in live U1G-wt, U1G-T12CM, U1G-Dppa3KO ESCs with DNA                             
counterstain (SiR-Hoechst). Scale bar: 5 μm. ​j, Quantification of endogenous UHRF1-GFP (top panel) nucleus to cytoplasm ratio (N/C                                   
Ratio) and (bottom panel) coefficient of variance (CV) within the nucleus of cells (number indicated in the plot) from ​n = 3 biological                                             
replicates per genotype. The assay was repeated 2 times with similar results. ​k,l, Endogenous DPPA3 prevents excessive UHRF1                                   
chromatin binding in ESCs. Further analysis of the single cell FRAP data presented in Fig. 4c. ​showing the (​k​) initial and (​l​) final                                             
relative recovery of endogenous UHRF1-GFP. Intensity measurements 1 s and 60 s after photobleaching were used for calculating                                   
(​k​) initial recovery and (​l​) final recovery, respectively. ​m, ​Dppa3 ​is significantly downregulated in U1G-T12CM ESCs. ​Dppa3 ​transcript                                   
levels in U1G-wt, U1G-T12CM, U1G-Dppa3KO ESCs are depicted relative to mRNA levels in U1G-wt J1 ESCs after normalization to                                     
Gapdh. Error bars indicate mean ± SD calculated from technical triplicate reactions from ​n = 4 biological replicates (from n= 2                                         
independent clones per genotype). N.D., expression not detectable. ​n, DPPA3 expression abolishes UHRF1 chromatin binding.                             
FRAP analysis of endogenous UHRF1-GFP before (-Dox) and after 48 h of ​Dppa3 induction (+Dox) in U1G-wt + pSBtet-D3 ESCs.                                       
The FRAP experiment was repeated at least 3 times with similar results obtained. In the boxplots in ​j-l​, darker horizontal lines within                                           
boxes represent median values. The limits of the boxes indicate upper and lower quartiles, and whiskers extend to the most extreme                                         
value within 1.5 x the interquartile range from each hinge. P-values in j-m​; Welch’s two-sided t-test. In ​n, ​the mean fluorescence                                         
intensity of ​n cells (indicated in the plots) at each timepoint depicted as a shaded dot. Error bars indicate mean ± SEM. Curves (solid                                               
lines) indicate double-exponential functions fitted to the FRAP data. Source data are provided as a Source Data file. 
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Supplementary Figure 5: DPPA3 alters the localization and chromatin binding of endogenous UHRF1 and DNMT1 in ESCs 
a,b, DPPA3 releases UHRF1 from chromatin. Initial (1 s post-bleach) (​a​) and final (120 s post-bleach) (​b​) relative recovery of                                       
UHRF1-GFP in ​Uhrf1​GFP/GFP​/SBtet-3xFLAG-Dppa3 ​ESCs before (-Dox) and after 48 h of ​Dppa3 induction (+Dox) (+Dox: ​n = 27; -Dox:                                     
n = 32) (data from FRAP experiment in Supplementary Fig. 4m). ​c,d, ​DPPA3 disrupts the recruitment of UHRF1 and DNMT1 to                                         
replication foci. Live cell imaging illustrating the late S-phase localization of (​c​) UHRF1-GFP in U1G/wt + pSBtet-D3 ​ESCs or (​d​)                                       
GFP-DNMT1 in live ​Dnmt1​GFP/GFP ​+ pSBtet-D3 ESCs before (-Dox) and after 48 h of ​Dppa3 induction. Transfected RFP-PCNA marks                                     
sites of active DNA replication within the nucleus. In both c and d, expressed free ​DsRed is a marker of doxycycline induction (see                                             
cytoplasmic signal in +Dox PCNA/DsRed panels and Supplementary Fig. 3m). DNA was stained in live cells using a 30 min treatment                                         
of SiR-DNA (SiR-Hoechst). Data are representative of n = 2 independent experiments. Scale bar: 5 μm. ​e-g, DPPA3 alters the                                       
subcellular distribution of endogenous UHRF1 in mouse ESCs and human ESCs. ​e,f, ​Immunoblots of nuclear, “N”, and cytoplasmic,                                   
“C”, fractions from (​e​) U1G/wt + pSBtet-D3 mouse ESCs and (​f​) Human H9 ESCs + SBtet-3xFLAG-Dppa3 before (-Dox) and after 24                                         
hours of ​Dppa3 ​induction (+Dox) using the indicated antibodies. An anti-FLAG antibody was used for detection of FLAG-DPPA3. ​g,                                     
Quantification of the relative abundance of hUHRF1 in the cytoplasmic and nuclear fractions shown in (​f​) with the results of two                                         
independent biological replicates (r1 and r2) displayed. ​h, Nuclear export is dispensable for DPPA3-mediated inhibition of UHRF1                                 
chromatin association. Localization dynamics of endogenous UHRF1-GFP in response to inhibition of nuclear export using                             
leptomycin-B (LMB) after ​Dppa3 ​induction in U1G/D3KO + pSBtet-D3 ESCs with confocal time-lapse imaging over 5.5 h (10 min                                     
intervals). ​t = 0 ​corresponds to start of nuclear export inhibition (+LMB). (​top panel​) Representative images of UHRF1-GFP and DNA                                       
(SiR-Hoechst stain) throughout confocal time-lapse imaging. Scale bar: 5 μm. (middle panel) Nucleus to cytoplasm ratio (N/C Ratio)                                   
of endogenous UHRF1-GFP signal. (bottom panel) Coefficient of variance (CV) of endogenous UHRF1-GFP intensity in the nucleus.                                 
(​middle and bottom panel​) N/C Ratio and CV values: measurements in ​n ​> 200 single cells per time point (precise values can be                                             
found in the Source Data file), acquired at ​n = 20 separate positions . Curves represent fits of four parameter logistic (4PL) functions                                             
to the N/C Ratio (pink line) and CV (green line) data. The experiment was repeated 2 times with similar results. ​i-k, Nuclear export is                                               
not only dispensable for but attenuates DPPA3-mediated inhibition of UHRF1-GFP chromatin binding. ​i, FRAP analysis of                               
endogenous UHRF1-GFP within the nucleus of U1G/D3KO + pSBtet-D3 ESCs before (-Dox) and after 48 h of ​Dppa3 induction and                                       
before (-LMB) and after (+LMB) 3 h of leptomycin-B (LMB) treatment. The mean fluorescence intensity of ​n cells (indicated in the                                         
plots) at each timepoint is depicted as a shaded dot. Error bars indicate mean ± SEM. The FRAP experiment was repeated 3 times                                             
with similar results. ​j,k, ​Boxplots showing the (​j​) initial (0.25 s post-bleach) and (​k​) final (57.75 s post-bleach) relative recovery of                                         
endogenous UHRF1-GFP in the FRAP experiment plotted in ​(i). ​For each condition, recovery intensity was calculated from the same                                     
n cells depicted in​ (i).  
For the boxplots in ​a, b, h, j, k, ​darker horizontal lines within boxes represent median values. The limits of the boxes indicate upper                                               
and lower quartiles, and whiskers extend to the most extreme value within 1.5 x the interquartile range from each hinge. All p-values                                           
were calculated using Welch’s two-sided t-test and are depicted in the figure or as follows *** P < 2e-16. Source data are provided                                             
as a Source Data file. 
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Supplementary Figure 6: Further analysis of endogenous UHRF1-GFP localization and chromatin binding in response to 
mutant forms of mDPPA3 
a, Schematic representation of the pSBtet-D3-mSC (pSBtet-3xFLAG-Dppa3-mScarlet) cassette for the Sleeping Beauty                       
transposition-mediated generation of ESC lines with doxycycline (Dox) inducible expression of DPPA3-mScarlet fusions.                         
Abbreviations: inverted terminal repeat (ITR), tetracycline response element plus minimal CMV (TCE), 3xFLAG tag (3xF), internal                               
ribosomal entry site (IRES), polyA signal (pA), constitutive RPBSA promoter (RPBSA), reverse tetracycline-controlled transactivator                           
(rtTA), self-cleaving peptide P2A (P2A), puromycin resistance (PuroR). Restriction sites used for exchanging the ​Dppa3 coding                               
sequences are indicated with red arrows. ​b,c, DPPA3 alters the nuclear localization of UHRF1 independently of promoting UHRF1                                   
nucleocytoplasmic translocation. Quantification of endogenous UHRF1-GFP (​b​) nucleus to cytoplasm ratio (N/C Ratio) and (​c​)                             
coefficient of variance (CV) within the nucleus of U1G/D3KO + pSBtet-D3 ESCs expressing the indicated mutant forms of ​Dppa3​.                                     
The data depicted for each mutant in (b) and (c) was derived from analysis of the same ​n ​cells (indicated in the plot). ​d-i Nuclear                                                 
export and the N-terminus of DPPA3 are dispensable for its inhibition of UHRF1 chromatin binding. FRAP analysis of endogenous                                     
UHRF1-GFP within the nucleus of U1G/D3KO + pSBtet-D3 ESCs expressing the following forms of DPPA3: (​d​) wild-type (D3 WT), (​e​)                                       
nuclear export mutant L44A/L46A (D3-ΔNES), (​f​) K85E/R85E/K87E mutant (D3-KRR), (​g​) R107E mutant (D3-R107E), (​h​) N-terminal                             
1-60 fragment (D3 1-60), (​i​) C-terminal 61-150 fragment (D3 61-150). In ​d-i, ​the mean fluorescence intensity of ​n cells (indicated in                                         
the plots) at each timepoint is depicted as a shaded dot. Error bars indicate mean ± SEM. Curves (solid lines) indicate                                         
double-exponential functions fitted to the FRAP data. Individual same fits correspond to those in Fig. 5c. FRAP of UHRF1 in cells                                         
expressing ​Dppa3 ​mutants was repeated 2 times. ​j,k, ​Boxplots showing the (​j​) initial (0.25 s post-bleach) and (​k​) final (57.75 s                                         
post-bleach) relative recovery of endogenous UHRF1-GFP in the FRAP experiments plotted in ​(d-i). ​For each mutant, recovery                                 
intensity was calculated from the same n cells depicted in the corresponding plots ​(d-i).  
In the boxplots in ​b, c, j, and ​k, darker horizontal lines within boxes represent median values. The limits of the boxes indicate upper                                               
and lower quartiles, and whiskers extend to the most extreme value within 1.5 x the interquartile range from each hinge. P-values                                         
were calculated using Welch’s two-sided t-tests. Source data are provided as a Source Data file. 
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Supplementary Fig. 7: DPPA3 binds UHRF1 via its PHD domain to form a mobile complex in ESCs  
a-e, ​Representative dual-color live-cell confocal images (top row) and associated 3D plots of the mean spatial autocorrelation (SACF)                                   
values of eGFP- (middle row) and mScarlet-labeled (bottom row) species in U1G/D3KO + pSBtet-D3 ESCs expressing the following                                   
forms of DPPA3-mScalet: (​a​) wild-type (U1WT:D3​WT​) and (​b​) K85E/R85E/K87E mutant (U1WT:D3​KRR​), in (​c​) ​Uhrf1KO ESCs expressing                               
free eGFP and wild-type ​Dppa3​-mScarlet (U1KO:D3​WT​), and in control ESCs expressing (​d​) an eGFP-mScarlet tandem fusion                               
(eGFP-mScarlet) and (​e​) ​free eGFP and free mScarlet (eGFP + mScarlet). In ​a-e​, each image is the result of merging the sum                                           
projections of 250-frame image series acquired simultaneously from the eGFP (green) and mScarlet (magenta) channels.                             
Autocorrelation plots are color-coded to indicate the mean correlation value. The spatial lag in the x-dimension (sensitive to fast                                     
timescales) is indicated by ​ξ​, and the spatial lag in the y-dimension (sensitive to slower timescales) is indicated by ​ψ​. ​f, ​The calculated                                             
diffusion coefficient of the mScarlet species in different cell types (those shown in (​a-d​)), derived from a two-component fit of mScarlet                                         
autocorrelation functions. Data are pooled from three independent experiments, except for the tandem eGFP-mScarlet, which was                               
from two independent experiments. ​g, Photon count rates of UHRF1-eGFP in the nuclei of U1G/D3KOs expressing either DPPA3-WT                                   
(U1WT:D3​WT​) or the DPPA3-KRR mutant (U1WT:D3​KRR​). Data are pooled from three independent experiments. ​h, ​Calculated diffusion                               
coefficients of UHRF1-GFP (in U1WT:D3​WT​) or free eGFP (in U1KO:D3​WT​), derived as those in C. Data are pooled from three                                       
independent experiments. ​i, A scatter plot showing the relationship between the mobile fraction of UHRF1-eGFP and the ratio of                                     
DPPA3-mScarlet:UHRF1-eGFP photon count rates in the nucleus. Data are pooled from three independent experiments. ​j, A                               
schematic diagram illustrating the domains of mUHRF1: ubiquitin-like (UBL), tandem tudor (TTD), plant homeodomain (PHD),                             
SET-and-RING-associated (SRA), and really interesting new gene (RING). ​k, Overview of the F3H assay used to find the domain of                                       
UHRF1 that binds to DPPA3. ​l,m, ​The PHD domain of UHRF1 is necessary for mediating the interaction with DPPA3. ​l, ​Representative                                         
confocal images of full-length UHRF1-GFP, ΔPHD UHRF1-GFP, and free GFP constructs (​j​) immobilized at the lacO array (indicated                                   
with green arrows). Efficient or failed recruitment of DPPA3-mScarlet to the lacO spot are indicated by solid or unfilled red arrows                                         
respectively. Similar results were obtained from n = 2 independent experiments. Scale bar: 5 μm. ​m, ​The efficiency of DPPA3-mScarlet                                       
recruitment to different UHRF1-eGFP deletion constructs immobilized at the lacO array is given as the fluorescence intensity ratio of                                     
mScarlet (DPPA3) to eGFP (UHRF1 constructs) at the nuclear LacO spot. Data represent the results of ​n = 25 cells analyzed from two                                             
independent experiments for each construct. P-values were calculated using a two-sided Welch’s t-test: : *** P < 0.2e-16. In ​f-h​, each                                         
data point indicates the measured and fit values from a single cell. In the box plots ​f-h ​and m​, darker horizontal lines within boxes                                               
represent median values. The limits of the boxes indicate upper and lower quartiles, and whiskers extend to the most extreme value                                         
within 1.5 x the interquartile range from each hinge. Source data are provided as a Source Data file. 
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Supplementary Fig. 8: DPPA3 evolved in boreoeutherian mammals but its function is transferable to lower vertebrates 
a, ​mDPPA3 C-terminus is sufficient for xUHRF1 binding. GST-tagged mDPPA3 wild-type (WT) and truncations (1-60 and 61-150)                                 
were immobilized on GSH beads and incubated with ​Xenopus ​egg extracts. The samples shown in Fig. 7c were subjected to                                       
SDS-PAGE and stained with Coomassie Blue. Representative of ​n = 3 independent experiments. ​b, High affinity interaction between                                   
mDPPA3 and xUHRF1 is weakened by R107E. GST-tagged mDPPA3 wild-type (WT), the point mutant R107E, and truncations (1-60                                   
and 61-150) were immobilized on GSH beads and incubated with ​Xenopus egg extracts . Pull-downs were subjected to stringent 500                                       
mM KCl washing. Bound proteins were analyzed using the indicated antibodies. Representative of ​n = 3 independent experiments. ​c,                                     
Schematic diagram illustrating the xUHRF1 deletion constructs used in the pull-downs in (​d,e​). d,e, ​xUHRF1 binds mDPPA3 via its                                     
PHD domain. ​In vitro translated xUHRF1 fragments were added to interphase ​Xenopus ​egg extracts. (​d​) GST and GST-mDPPA3                                   
wild-type (WT) or (​e​) GST-tagged mDPPA3 wild-type (WT) and GST-tagged mDPPA3 R107E were immobilized on GSH beads and                                   
then used for GST-pulldowns on egg extracts containing the indicated recombinant xUHRF1 fragments. Bound proteins were                               
analyzed using the denoted antibodies. Pull-downs were subjected to either 50 mM KCl or more stringent 500 mM KCl washing as                                         
indicated. Blots in d and e are representative of ​n = 3 independent experiments. ​f, mDPPA3 disrupts xUHRF1-dependent                                   
ubiquitylation of H3. As dual-monoubiquitylation of H3 (H3Ub2) is hard to detect given its quick turnover​7​, we specifically enhanced                                     
ubiquitylation by simultaneous treatment of extracts with ubiquitin vinyl sulfone (UbVS), a pan-deubiquitylation enzyme inhibitor​8 and                               
free ubiquitin (+Ub) as described previously​7​. Buffer or the displayed concentration of recombinant mDPPA3 were then added to the                                     
extracts. After the indicated times of incubation, chromatin fractions were isolated and subjected to immunoblotting using the                                 
antibodies indicated.Representative of ​n = 2 independent experiments. ​g, mDPPA3 displaces chromatin-bound xUHRF1. To                           
stimulate xUHRF1 accumulation on hemi-methylated chromatin, ​Xenopus extracts were first immuno-depleted of xDNMT1 as                           
described previously​9​. After addition of sperm chromatin, extracts were incubated for 60 min to allow the accumulation of xUHRF1                                     
on chromatin during S-phase and then the indicated form of recombinant mDPPA3 (or buffer) was added. Chromatin fractions were                                     
isolated either immediately (60 min) or after an additional 30 min incubation (90 min) and subjected to immunoblotting using the                                       
antibodies indicated. Representative of ​n = 2 independent experiments. ​h, The region 61-150 of mDPPA3 is sufficient but requires                                     
R107 to inhibit xUHRF1 chromatin binding. Sperm chromatin was incubated with interphase ​Xenopus egg extracts supplemented                               
with buffer (+buffer) and GST-mDPPA3 wild-type (WT), the point mutants R107E, truncations (indicated). Chromatin fractions were                               
isolated after the indicated incubation time and subjected to immunoblotting using the antibodies indicated. Representative of ​n = 2                                     
independent experiments. ​i, mDPPA3-mediated DNA demethylation in medaka. Representative 5mC immunostainings in late blastula                           
stage (~8 h after fertilization) medaka embryos injected with wild-type ​mDppa3 (WT) or ​mDppa3 R107E (R107E) at three different                                     
concentrations (100 ng/µl, 200 ng/µl, or 500 ng/µl). Scale bars represent 50 µm. DNA counterstain:                             
DAPI,4′,6-diamidino-2-phenylindole. Source data are provided as a Source Data file. 
B.3 Paper 3: Recent evolution of a TET-controlled and DPPA3/STELLA-driven pathway of passive DNA demethylation in












Supplementary Fig. 9:  Methylome profiling of wild-type, T1CM, T2CM, T12CM, and Dppa3KO ESCs with RRBS 
Heatmap depicting hierarchical clustering of the euclidean distance matrix generated from all RRBS samples used in this study.  
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