Fine-granular scalability (FGS) has been accepted as the streaming profile of MPEG-4 to provide a flexible foundation for scaling the enhancement layer (EL) to accommodate variable network capacity. To support smooth quality reconstruction of different rate constraints during transmission, it's significant to acquire the actual rate-distortion functions (RDF) or curves (RDC) of each frame in MPEG-4 FGS videos. In this paper, firstly, we use zero-mean generalized Gaussian distributions (GGD) to model the distributions of 64 (8*8) different discrete cosine transform (DCT) coefficients of FGS EL in a frame. Secondly, we decompose and analyze the FGS coding system using quantization theory and rate-distortion theory, and then combine the analysis of each component together to form a complete RDF of the EL. Guided by the above analysis, at last, we introduce a simple and effective rate-distortion (R-D) model to approximate the actual RDF of the EL in MPEG-4 FGS videos. Extensive experimental results show our statistical model, composition and approximation of actual RDF are efficient and effective. What's more, our analysis methods are general, and the RDF model can also be used in more widely related R-D areas such as rate control algorithms.
INTRODUCTION
Recent advances in computing and communication technology have made video streaming an increasingly important Internet application. In order to be successful in the best-effort network, video streaming should properly possess congestion control and adapt to variable channel bandwidth. Scalable video coding and frame-based R-D analysis of coded videos can assist the streaming schedule to significantly improve the utilization efficiency of the variable channel bandwidth.
Fine-Granular Scalability
MPEG-4 FGS 1 has been accepted as a standard coding tool for video streaming applications because it provides a flexible and low-complexity foundation for scaling the enhancement layer (EL) to accommodate dynamic network conditions. It consists of one ordinarily encoded base layer (BL) and a bitplane-encoded EL. The BL is encoded at low bitrates to support elemental quality, assuming the network has enough capacity to deliver the BL to the user. The EL, through a novel bitplane coding of discrete cosine transform (DCT) residues, can be truncated at any point, allowing the quality of reconstructed frames to be continuously promoted as the bits received increase. And since the inter-frame prediction is always based on the base layer, the truncation of EL can be arbitrary without affecting subsequent frames.
One important point to emphasize is that the standard itself does not specify how to best code the FGS video to assist video streaming, and not specify how any form of rate allocation algorithms should be done during the video transmission. Typically, the BL is targeted for minimum user network capacity and encoded in constant bit rate (CBR), using the method of MPEG-2 TM5 2 or MPEG-4 VM 3 . Nevertheless, since the amount of information in compressed video sequences is inherently variable, the BL generated by these CBR-based algorithms usually exhibits significant quality fluctuation between frames 4, 5, 6 . Therefore, if CBR-based BL coding algorithms are used, some complex R-D based allocation algorithms must be employed to scale the EL during transmission so as to smooth the fluctuating quality of the BL. That is, variable EL bit-rate allocation is adopted for constant quality reconstruction by allocating rate according to the complexity of each frame. In this condition, the proper FGS EL R-D curves of each frame must be known before video streaming.
Rate-Distortion Analysis
In information theory, the concept of the minimum rate required to represent a source with some fidelity was first introduced by Shannon in his classic 1948 paper. 7 Then in 1959, Shannon fully developed the term "rate-distortion function" (RDF) using mutual information. 8 The inverse rate-distortion function is called distortion-rate function (DRF). Shannon showed that when coding at rate R , the least distortion achieved by any kind quantizers can arbitrarily approach the value of the DRF ( ), which is only determined by the statistics of the coded source. Shannon's RDF or DRF defines the best performances in all methods. In quantization theory, the meaning of RDF is generally blurred and extended to the rate-distortion performance of applying a specific quantization scheme to a given source distribution. The optimal RDF with some constraints, such as constant sample rate, scalar quantizer, or k-dimensional vector quantizer, is called operational rate-distortion function. 9, 10 In transform coding of images and videos, RDF is defined as the relation between the coding bit rate and the picture quality of a frame, that is determined by the statistics of the picture and the coding schemes. 11, 12 In these system, both rate and distortion are generally controlled by a quantization parameter , and RDF is typically characterized by rate-quantization (R-Q) function (RQF
. In this paper, above concepts include DRF are collectively called R-D functions (RDF) or curves (RDC). Since we focus on the transform coding of MPEG-4 FGS, RDF is mainly referred to the rate-distortion performance of applying the FGS coding scheme to a given source.
Analysis and modeling of the R-D functions is a fundamental problem both in video coding and communication.
There are three main means of obtaining R-D functions: analytical, empirical and heuristic. In analytical models, both coding system and image signal are first analyzed and decomposed into components of known mathematical models, then the RDF of each component is acquired through rate-distortion theory or quantization theory 13, 14 , at last all these RDFs are combined to form a complete RDF for the whole coding system. The approximate R-D function for uniform quantizer at high bit rate has been developed for a long time.
14,15 Based on high bit-rate uniform quantizer model, Hang and Chen 11 also proposed an analytic model of transform coding. Unfortunately, these analytical model often have some discrepancy with the actual RDF for the mismatch between the selected statistical model and the source data, and the performances of these analysis models degrade considerably at low bit rate.
In empirical methods, the RDF of each image is acquired by smooth interpolation between several R-D points of actual image coding. Usually, the R-D data may have to be measured from the images and thus several encode/decode operations may have to be performed to find the R-D values. 16 In the R-D estimation algorithm of FGS videos proposed by Ximin Zhang 4 , sets of R-D data at the end of each bitplane are extracted during the encoding process and linear interpolation is used to estimate the actual R-D curve of the EL. In general, the empirical approaches can't provide us much insight into the coding process and the video complexity. In addition their comparatively high computation requirements either on coding process 16 or on streaming process 4 make them less practical and appealing.
In heuristic approaches, the RDF of each image with several control parameters is first estimated through the known R-D formula of a specific distribution in rate-distortion theory or quantization theory, then the control parameters are determined by the observed R-D data of the coding frame or the coding results of previous frames. The parametric model proposed by Ding and Liu 17 refers to the rate-distortion curves of Gaussian random variables 13 , and then the model parameters are estimated through several actual coding. Chiang and Zhang 18 expand the closed-form RDF of Laplacian distribution with the fidelity criterion of mean absolute difference (MAD) into a Tayer series, and then get a quadratic R-Q model, and the control parameters are determined by the previous frames. Corbera and Lei 19 refer to R-Q function of Laplacian distribution and D-Q formula of uniform quantizer at high bit rate, and their model was adopted as a rate-control tool in the test model TMN8 20 . However, all these heuristic approaches do not have some rigorous mathematical analysis of video source and coding schemes, so people may be skeptical of its effectiveness and efficiencies.
Proposed R-D Analysis Framework and Paper Organization
Our approach in this paper belongs to the analytic and heuristic approach categories. First, with analytic method, we employ an accurate generalized Gaussian distribution (GGD) to model DCT coefficients in a video frame, and then we try to analyze and model each step of FGS coding algorithms. With the decomposition and analysis, we compute the composite RDF of our analysis model, and compare it with the actual RDF of FGS coded EL to verify our analysis model. Then we study the probable RDFs in actual video frames through observing the RDF of our analysis model. With above analysis and observation, we get some properties of actual RDF and design an efficient and effective heuristic R-D model with three control parameters to approximate the actual RDF. All the three control parameters of the model can be calculated by the actual R-D data of FGS EL to get a very accurate approximation. And one or two control parameters can also be determined ahead to be constants for a rough approximation. This paper is organized as follows. In section 2, we introduce the statistical model GGD to characterize the distribution of DCT coefficients, and present the estimation of GGD's parameters. We then analyze the quantization scheme of FGS EL coding, formulate some explicit expression of RDF of GGD under this quantization scheme, calculate our composite RDF and compare it with actual coded RDF, and get some properties of actual RDF in section 3. Section 4 introduces our heuristic model and the result of our extensive experiments. At last we conclude this paper and introduce our further work in section 5.
STATISTICAL MODEL OF FGS EL DCT COEFFICIENTS
It's well known that an accurate R-D analysis of a coded video frame is dependent both on the accurate statistical model approximation of the input source data and on the proper analysis of the coding system. In this section, we introduce generalized Gaussian distribution (GGD) and employ it to model the DCT coefficients of FGS EL, and a practical method of parameter estimation in GGD is also introduced to the statistical model. Some experimental results are also shown at the end of this section.
Zero-Mean Generalized Gaussian Distribution
In popular video coding systems which use a two-dimensional discrete cosine transform (DCT), the natural images or compensated images are generally divided into nonoverlapping blocks of size 8*8 pixels, where each block is then subjected to DCT before quantization and entropy coding. There have been several different assumptions on the distributions of the transform coefficients. Generally the DC coefficient is modeled as a zero-mean Gaussian distribution, and the AC coefficients are modeled as Laplacian distributions in natural images and compensated images. 21, 22 These two models are popular often more due to their simplicity for mathematical tractability rather than because they accurately describe the real sources. In this condition, generalized Gaussian distribution was proposed first by F. muller 23 as an accurate model for the DCT coefficients.
In this paper, we employ zero-mean generalized Gaussian distribution to model the 64 (8*8) DCT coefficients in a video frame of FGS EL. The probability density function (PDF) of GGD is described as following:
where 0 is the shape parameter describing the exponential rate of decay, is a positive quantity representing a scale parameter, and is the gamma function 24 . The variance of the random variable is expressed by ( ) 2 2 . In this paper, for simplicity of denotation, these zero-mean generalized Gaussian distribution are called GGD.
GGDs cover a wide range of symmetric distributions. The distribution shape is controlled by the shape parameter . As we notice above, when 2 , the GGD corresponds to a Gaussian distribution. While for 1 , we have the Laplacian distribution or double exponential distribution. And as , the GGD approaches the uniform distribution. Generally GGD would be a better statistical model than the Gaussian distribution and the Laplacian distribution for DCT coefficients because the extra parameter can be tuned to the DCT samples.
Parameter Estimation for GGD
There are several parameter estimation methods for GGD by using maximum likelihood and moments 25 . However all these methods have some computational difficulties. Kamran Shrifi 26 and J. Armando Domínguez-Molina 27 introduced a fast and efficient method to estimate the parameters and of GGD. The key equation of the method can be described as following:
where | is the average absolute value of the distribution, is the variance of the distribution,
is the function of . The reciprocal function of ( ) M is known as generalized Gaussian function ratio (ggfr). 26, 27 From equation (2), it's easy to see that the estimation of parameter and can be calculated as the equation (3):
where i X is the value of samples, is the number of samples,
is the inverse function of ( ) M . In this paper, we utilize the method of J. Armando Domínguez-Molina to compute for its effective and efficient approximation. The explicit expression of
can refer to page 13 of J. Armando's report 27 . 
Experimental Results of our Analytic Distribution for the DCT Coefficients of FGS EL
The data in this paper come from the EL of FGS coded sequences. The FGS base layer is coded with TM5 at 128kbits/s and 10frames/s. The intra period is 12 with the GOP mode "IBBP". Figure 1 shows our analytic GGDs and the actual data in the DC coefficient and zigzaged AC coefficient 10 of frame 0 in the foreman sequence. It can be seen that the GGD can be tuned to the samples effectively. And tables 1-3 show the estimates of and for all the 64 DCT coefficients of Foreman I frame 0, P frame 141 and B frame 280 respectively, which will be used to compute the composite RDFs in the following section. 
ANALYSIS OF THE FGS EL CODING SYSTEM AND COMPOSING OF RDF
We have modeled the 64 DCT coefficients of FGS EL as independent generalized Gaussian distributions in section 2.
In this section we will analyze the quantization scheme of FGS EL. For each DCT coefficient, we acquire the approximate RDF at high bit rate for arbitrary zero-mean distributions and the RDF for Laplacian distribution under this quantization scheme respectively. Then we combine each component to calculate a complete RDF and a discrete-form RDF of FGS EL and compare them with the actual RDF. At the end, we gain some properties of the actual RDF.
Analysis of the FGS EL Coding System
In FGS video streaming, if the number of bitplanes in a frame is and the last transmitted bitplane is , then the quantizer can be considered as uniform quantization with step size n k 2 n k . For the standard FGS decoder, the quantization scheme can be described as the expression (4): , Under this quantization scheme, for a DCT coefficient, we acquire the approximate RQF and DQF at high bit rate for arbitrary zero-mean symmetric distributions as following (5) (see Appendix A):
is the quantization step size, is the differential entropy of the distribution , is the bit rate per sample, and is the mean square error (MSE) of the quantization. The distortion of equation (5b) is not just because the reconstruction level of the standard FGS decoder is not at the center of two neighbor quantization thresholds. Using simple deduction, we can get the DRF (or RDF) of (5) as below:
10 ( ) 48.13 10 log 3 6.02 * ( ) 6.02 PSNR R h p R where is the distortion with the criterion of peak signal to noise ratio (PSNR). It can be seen that, for each DCT coefficient, the PSNR increase about 6.02 for every 1 bit/sample increase at high bit rate. Figure 2 shows the DRF of (7) with the PSNR criterion. The derivative of DRF (PSNR criterion) decreases to about 4.34 and then increases to 6.02 gradually. 
Composing of RDF
To verify our effective models for both FGS coding system and DCT coefficients, we first calculate the GGDs of 64 different DCT coefficients in a frame, then apply our analyzed quantization scheme (4) to these 64 GGDs and compute their RQFs and DQFs, and at last we combine these RQFs and DQFs to calculate the complete DRF (or RDF) of the frame. In the computation of the RQFs and DQFs, we increase the quantization step from 1 to 64 with the increase step 1. Additionally, for the accurate approximation of the actual distortion (or DQF) at low quantization step size (see Appendix C), we transform the generalized Gaussian distribution to their discrete form, that is, first to integrate the generalized Gaussian PDF in the nearby area of each integer from -127 to 127, and then to calculate the quantization error when computing the DQFs. Figure 3 , 4, and 5 show the actual RDF, our composite RDF and discrete-form composite RDF in the I frame 0, P frame 141 and B frame 280 of the Foreman CIF sequence. It can be seen that our model is accurate to reflect the actual RDF.
Properties of the Actual DRF
In subsection 3.1, we have analyzed that, for Laplacian PDF (GGD 1 ), the derivative of DRF (PSNR criterion) decreases to about 4.34 and then increases to 6.02 gradually as the coding rate increases. The discrete-form computation of distortion in subsection 3.2 just increases the derivative in each point, but not alters the trend of the change. For a DCT coefficient of an actual picture, the shape parameter is generally between 0.4 and 6, and the inflexion of the derivative of DRF (PSNR criterion) become larger if the shape parameter is lower. For Laplacian distribution, the derivative of the DRF (PSNR criterion) begins to increase until the bit rate is about 1.5 bits/sample and the increase of the derivative is very slow from the rate point. Most DCT coefficients have the shape value less than 1 in actual video images (see table 1-3), so we can assert that the derivative of actual DRF (PSNR criterion) in FGS EL begins to increase at a comparatively high bit rate.
On the other hand, there are more bitplanes at high bit rate, and the bitplanes are not independent each other in fact. But these bitplanes are entropy coded independently, then for same distortion, the rate of actual bitplane-coded frame is larger than the rate of our discrete-form composite RDF, especially at high bit rate. This also delays the increase of the derivatives of actual DRF (PSNR criterion), and even flattens out the increase in most cases. So, for actual FGS coding (below 3 bits/sample), the derivatives of actual DRF (PSNR criterion) may decrease continuously.
APPROXIMATION OF THE ACTUAL RDF
Guided by our analysis and observation in section 3, we introduce a new simple RDF model to approximate the actual RDF in this section. In addition, extensive experimental results are presented to show the accuracy and flexibility of our proposed model. The main goal of this section is to verify our efficient and effective RDF model. The application of our RDF model is reserved for future research.
Our RDF Model
What we have known allows us to construct a new heuristic RDF model to approximate the actual RDF. The main idea is to utilize the properties in subsection 3.3, that is, the derivative of DRF (PSNR criterion), in most cases, decreases continuously as the rate increases. The complete formula of our model is described as following:
where is the bit rate per sample, is the PSNR of FGS BL coding, R B A and are the asymptote parameters, is the parameter controlling the approach of the actual RDF to the asymptote, and is the distortion with the PSNR criterion at the bit rate .
Generally, the parameter is between 3.0 and 6.5, and the parameter b is between 0.5 and 6. In actual approximation of the RDF, , or the both can be selected to be constants for a coarse approximation. Within the context of video coding, the parameters can also be estimated through the parameters of pre frames. In this section, to verify our effective RDF model, all the parameters are just estimated through the R-D data of the current video frame. a b a
Experimental Results of Our RDF Model
Our proposed RDF Model has three parameters ( , and a b A ) needed to be acquired through the actual R-D data of the coded video frame. In this subsection, the R-D data come from the EL of the FGS coded Foreman, Stefan, Tempete, and Paris CIF sequences. The control of these FGS coding is same as the description of subsection 2.3. The R-D information of each frame is obtained at the beginning of each bitplane during the coding process.
To verify the accuracy and flexibility of our RDF Model, we design three experiments. In the first experiment, we let as the constant 5.5, as the constant 1.5, and the parameter a b A is gained by the nonlinear least-squares data fitting. In the second experiment, we let as the constant 1.5, and the other two parameters ( and b a A ) of the asymptote are calculated using the same nonlinear least-squares data fitting. In the third experiment, the three parameters ( a , and b A ) of our model are all acquired through the nonlinear least-squares data fitting. Figure 6 , 7, 8 and 9 show the maximum and average absolute error of our model (over all the R-D data, that is, the R-D points at the beginning of each bitplane) in the above three experiments applying to the Foreman, Stefan, Tempete, and Paris CIF sequences respectively. Table 4 shows the mean of the maximum and average absolute PSNR error across all coded frames respectively in the Foreman, Stefan, Tempete, and Paris CIF sequences. From the curves and the table, we can see that our RDF model is very accurate for both the high-motion videos such as Foreman and Stefan sequences and the low-motion videos such as Tempete and Paris sequences. And generally, the accuracy of our model is not influenced by the coded type (I, B, P) of the frame. 
CONCLUSION AND OUR FUTURE WORK
In this paper, we analyze the DCT coefficient distributions of FGS EL with generalized Gaussian distributions (GGD) and present a fast method of GGD's parameters estimation. We demonstrate the quantization scheme of FGS EL coding, and formulate some explicit expression of some GGDs' RDF under this quantization scheme. We also compute the composite RDF of our analysis model, and compare it with the actual RDF of FGS coded EL to verify our effective model. Further we analyze the properties of the actual RDF through our composite RDF model, and show that, for actual FGS coding (below 3 bits/sample), the derivative of actual DRF (PSNR criterion) in most cases decrease continuously as the rate increases. These together bring us better insight into the FGS compression algorithm and the RDF of FGS video frames, and drive us to propose a new efficient and effective RDF model. Extensive experiments show our new RDF model is very accurate.
Since our analysis methods are general and can also apply to more coding area such as H.264 and scalable waveletbased video-coding technology, our further research will look into the distribution of the DCT or wavelet coefficients in these specific coding schemes, analyze their RDF performance, and propose some new RDF models or rate control algorithms for these popular coding methods. As the H.264 play a larger role for high performance video compression and the wavelet-based scalable video coding (SVC) becomes more prevalent, we trust that our research would be beneficial for the development of these multimedia systems. 
By some simple calculation of the infinite series, we can get
and 2 1 (1 )
