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ance of positive definiteness in the Hessian for Newton-type 
methods 
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ABSTRACT 
Unconstrained optimization problems using Newton-type methods ometimes require that the 
Hessian matrix, G, calculated at each iteration, be modified to G* in order to insure that the 
direction of  search is downhill. It is shown that several previously proposed methods modify 
G in such a manner that G* becomes extremely ill-conditioned even when G itself is well-con- 
ditioned. The method proposed here is a modification of Greenstadt's, where bounds on the 
eigenvalues of  G* may be imposed such that G* has a spectral condition number identical to 
G when G is well-conditioned but indefinite. The modification updates G by the addition of  
rank-one matrices, which are obtained by a partial eigenvalue decomposition of  G, rather than 
a complete one as originally proposed by Greenstadt. The matrix G* obtained in this manner 
is identical to the G* obtained by Greenstadt's method, but may be computed in substantially 
less time. 
1. INTRODUCTION 
Newton-type methods for unconstrained optimiza- 
tion require the solution of the system of equations 
at the k-th iteration given by 
Gp = -g (1) 
where p, the direction of search, is a descent direc- 
tion only if G is positive definite. The matrix G is 
the Hessian matrix of second erivatives calculated" 
at each iteration. Many attempts have been made in 
the past to guarantee an acceptable descent direc- 
tion, usually by substitution of another matrix, G*, 
for G when G was not sufficiently positive definite. 
The purpose of this paper is 
a) to review alternative methods of computing the 
matrix G*, and 
b) to show how these previous methods may be 
altered and integrated so that a significant improve- 
ment in speed and/or stability is obtained. 
methods decompose G by an eigenvalue analysis 
such that 
C = S A S' (2) 
where S is a square orthogonal matrix, (S' is the 
transpose), and A is a diagonal matrix of eigenvalues 
of G. 
G*, (ignoring very small eigenvalues), is then given 
by 
G*=s IAI s' C3) 
and is positive def'mite since all the eigenvalues of 
G* are now positive. These strategies are remarkably 
stable in practice. They have the added advantage of 
not enlarging the spectral condition umber of G*, 
i.e., G* is not more ill-conditioned than G. The dis- 
advantage of these strategies i that they are extreme- 
ly time-consuming t o compute. If a complete igen- 
analysis is performed at each iteration, the time 
needed to solve equation (1) often dominates the 
entire optimization problem. 
2. PREVIOUS ATTEMPTS AT COMPUTATION 
OF G* 
2.1. Eigenvalue Analysis 
2.1.1. Bard [1, pp. 91-94] presents several strategies 
for modifying G, one of which is attributed to 
Greenstadt and another to Fan-is and Law. All these 
2.1.2. Murray [6] presents a mixed strategy using 
both a Cholesky factorization and an eigenvalue 
analysis. The Cholesky decomposition f the matrix 
G is given as 
G = LDL' (4) 
where L is unit lower triangular, and D is diagonal. 
Murray [6] suggests hat the Cholesky factorization 
could be used for two purposes in the optimization 
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problem : 
a) Determining if G is positive definite (G can be 
factored into LDL' as in (4) and the elements of 
D are strictly positive fff G is positive definite). 
b) Solving equation (1) by forward and backward 
substitution if G is revealed to be positive definite 
above i
Murray further suggests that if G is revealed to be 
indefinite in (a) above, that one should switch to 
an eigenvalue decomposition a d modify G as in 
equation (3). This switching strategy will normally 
significantly reduce the amount of work performed 
relative to an eigenvalue decomposition at each 
iteration. 
2.2. Other approaches 
2.Z1. Matthews and Davies [5] attempt a modifica- 
tion of G by decomposing it according to G = LU 
where L is unit lower triangular and U is upper 
triangular. They compute G* = L'U* where 
u-~ = I uii I for nonzero uii, (u* = 1.0 otherwise), 
and positive definiteness is guaranteed. However, 
Murray [6] states that this method is unstable and 
that the direction p, may now be an arbitrary 
descent direction. [6, pp. 63-64]. 
2.2.2. Murray [6] and Gill and Murray [3] report a 
numerically stable modified Cholesky decomposition 
of the matrix G which can be used even when G is 
not positive definite. When G is positive definite, it 
can be factored as in equation (4). If G is not posit- 
ive defmite, the GiU-Murray procedure factors G in- 
to G* such that 
G* = L*D*L*' = G + E (5) 
where E is a diagonal matrix. 
Although the authors report that the procedure 
works well in practice, two caveats are in order. 
First, the authors themselves state that the success 
of their modified Cholesky decomposition "depends 
crucially upon a sensible choice of ~3" [3, p. 319], 
a bound parameter in the algorithm. They also note 
"it is possible to construct examples where this 
bound is achieved for B =: 0 and B = o0" [3, p. 319]. 
Second, the Gill-Murray modification may lead to 
unstable results, since unlike the eigenvalue analysis, 
the Gill-Murray method may result in a spectral 
condition umber for G* many thousands of times 
greater than for G. This result is particularly true 
when G is not positive definite but is well condi- 
tioned. As an example, let 
1. It  is Well kfiown that the Chohsky factorization 
is both fast and numerically stable : (see Wilkin- 
son [8, pp. 229-233]). For the solution of simul- 
taneous equations uch as (1) where G is sym- 
metric and positive definite, the Cholesky factor- 
ization requires the minimum amount of work 
of all methods. 
and form G* according to the Gill-Murray procedure 
as foUows : 
i',' I 'i"] " r4,' ' I. 2 3" sJ ']--' [123] "211/°3 0] 
L* D* L*' -- G* = G + E 
The spectral condition umber of G (ratio of the 
largest absolute igenvalue to the smaUest nonzero 
absolute igenvalue) is 17.944, while the condition 
number of the matrix G* is 14,000 (for 8 = .001). 
The condition umber of G* will increase rapidly as 
decreases, and, as will be shown below, may lead 
to very slow convergence. Note that the method 
suggested by Greenstadt [4], to transform G into 
G* -- S I A I S', preserves the spectral condition., 
number of G. Thus Greenstadt's approach, although 
much slower, will not remit in an explosive condition 
number in G*, and is less arbitrary than the Gill- 
Murray procedure. 
The Gill-Murray method generates a G* which is not 
sufficiently close to the true Hessian, Q, and which 
has a somewhat arbitrary and (unbounded) eigen- 
structure. It has been shown by Greenstadt [4], Eisen- 
press and Greenstadt [2] and others, that if any 
metric matrix, G, which differs from the true Hessian 
Q, is used in a Newton algorithm, the result will be 
less efficient han an alternative matrix which is 
closer to Q. Eisenpress and Greenstadt [2] report that 
"if  G differs appreciably from Q, the convergence of
the gradient procedure can be slow - in some cases 
so slow as to 1;e nonexistent" (p. 857). Bard [1, pp. 
87-88], furthermore, indicates that convergence 
proofs require that G* be sufficiently positive defin- 
ite. This is accomplished by bounding the eigen- 
values of G*. The G* resulting from the GiU-Murray 
procedure does not have bounded eigenvalues, and 
hence may be very unstable in practice. 
3. AN EFFICIENT AND STABLE ALGORITHM 
In this section, it win be shown that the switching 
strategy between an LDL' factorization and an eigen- 
value decomposition can be improved, and that a 
fast and numerically stable way of obtaining G* 
can be performed without a complete igenvalue 
analysis. Furthermore, this method will obtain results 
identical to those obtained by the eigenvalue analysis 
discussed in section 2.1.1. 
The technique involved here employs an LDL' factor- 
ization of G as in equation (4). If G is not positive 
clef'mite, as revealed by a negative diagonal dement 
in D, then G is modified by adding successive rank- 
one matrices Bi, to G to make it positive definite. 
The resulting G* is identical to that obtained in 
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equation (3), as will be shown below 2. The impor- 
tant difference between the current procedure and 
Murray's uggested switching strategy is that our 
matrix G* is obtained by computing only the eigen- 
values and eigenvectors that are needed for modifica- 
don and not the entire eigensystem. The proof of 
these propositions follows. 
Two properties of symmetric matrices will be used 
in the illustration : 
a) The matrix G* obtained by the eigensystem 
method, G* = S[ A I S', may be equivalently 
written as G* = G -2 S A S' where A is a diagonal 
matrix containing only those eigenvalues of G which 
are negative. 
b) G may be written as the sum of n rank-one 
matrices, 
n 
G = Z sis ~ X i • 
Assume, for example, that only one eigenvalue of 
G, ~.1' is less than zero. Then, 
G* = s [  A]s'= s(A-2A)s' 
= S)~S'-2SlS ~x I=G+ B 1 
where A has )~1 as the (1,1) element and zeroes else- 
where and Blis a rank-one matrix. In general, if the 
r negative i~envalues of G and their corresponding 
eigenvectors can be found, G may be updated to 
G* by the addition of successive rank-one matrices, 
B. , i = 1, "r. The matrix G*, which is now positive 
1 . " . . 
definite, is used m equataon (t). 
The problem of finding only negative igenvalues 
and their eigenvectors, (the r values of A and their 
corresponding eigenvectors), can be handled satisfact- 
orily by the Givens-Householder method 3. This 
procedure has three steps : 
a) G is reduced to a tridiagonal matrix A by n-2 
orthogonal similarity transformations; i.e., A = PGP'. 
Since the eigenvalues of a matrix are invariant under 
a similarity transformation, the eigenvalues of A are 
2. 'The problem of Very small or zero diagonal 
elements in D can be handled in the following 
way. Zero diagonal elements in D which corres- 
pond to zero eigenvalues, or diagonal elements 
less in absolute value than 6 may be replaced 
by ~ where ~ is defined as in Gill and Murray's 
[3] equations (5) and (7). The replacement is 
used only to guard against severe ill-conditioning 
or singularity in G. Note that this procedme does 
not invalidate the proposed algorithm. No proced- 
ure can effectively handle singular or extremely 
ill-conditioned Hessians in the context of the 
optimization problem using Newton techniques. 
(See Bard [1, pp. 92-94]). What the present 
procedure does ensure is that indefinite, but 
well-conditioned Hessians are not arbitrarily 
modified such that they become numerically un- 
stabh. 
3. See Ortega [7] or Wilkinson [8]. 
the same as those of G. 
b) The eigenvalues of A are found in the following 
manner. The tridiagonal matrix A, from above, is 
given by 
a 2 b 2 
A= 
bn_ 1 a n 
Now, define the polynomials : 
qo = 1 
ql = al- ~ 
qi = (ai- ?0qi-~'b21 qi-2 (i = 2,...n) 
where qn is the characteristic polynomial of A 
(and G). 
The q. form a Sturm sequence. An amazing property 
1 . ° 
of the Sturm sequence xs that for ~0' a trial value, 
the number of sign changes in (1, qi' q2 ..... qn) is 
exactly the number Qf roots less than ~0' Thus for 
X0 = 0,. the number of negative igenvalues i
quickly determined. By iteration the r negative roots 
can be isolated. 
c) The corresponding eigenvectors of G can be 
determined by the inverse power method. 
Thus the procedure can determine xactly how many 
negative roots G has and determine only those roots 
and eigenvectors. A complete igensystem decom- 
position is unnecessary. In summary form, the steps 
which complete the recommended algorithm are as 
follows : 
a. Begin to compute G = LDL'. If all elements of D 
are positive, compute p of equation (1) by substitu- 
tion. 
r 
b. Otherwise, update G to G* = G + Y. B i by adding 
the r rank-one matrices with negative igenvalues. 
c.. Set G = G* and go to step a. 
Noee that this proposed procedure calls for up to 
two LDL' decompositions when G is indefinite. 
Although it seems to constitute additional work, this 
method is faster than a complete igenwlue decom- 
position and the solution of S I A] S'p =-g. The next 
section illustrates the relative gains in efficiency that 
this procedure affords. 
4. TESTING AND TIMING RESULTS 
Two test problems were used to compare our recom- 
mended algorithm (A) and Murray's witching 
strategy (B). Both procedures A and B use forward 
and backward substitution i the solution of equation 
(1)i when G is positive definite. Procedure B uses an 
LDL" decomposition and, when G is revealed to be 
indefinite by a negative diagonal element in D, 
switches to a Jacobi method for a complete igen- 
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system decomposition of G into G *-1 = S [ A-~ S' 4 
The two problemsemployed the same data, but are 
distinct in that different initial guesses were used for 
the two cases. Both are Full-Information-Maximum- 
Likelihood estimation problems with 12 parameters 
to be estimated. For each procedure, identical 
directions and steps were generated on each problem. 
Problem I converged in 29 iterations with 80 
function evaluations; for three of the iterations, G 
was indefinite with one negative igenvalue in each 
case. In problem II, using different initial guesses, 
convergence was obtained in 15 iterations and 41 
function evaluations. In six of the fifteen iterations, 
G was indefinite with between 1 and 3 negative 
eigenvalues (2,3,3,2,2,1 respectively). 
Timings were obtained for each o£ the cases. Al- 
though timings are subject o criticism since they 
are both machine and programmer dependent, he 
relative timings may give some idea of the efficiency 
gains. Timings were initiated when a negative Dii was 
found in the LDL' decomposition. The clock was 
stopped 
a) when G* was decomposed into LDL' for 
procedure A or 
b) when G*-i was computed as S ]A'I] S ' for 
procedure B. 
Note that the timing for procedure A includes both 
the update to G* and its LDL' decomposition. The 
timer is accurate to .01 second. 
Table 1 
Average time (seconds) for update of G 
Problem I
Procedure Average Number of Total Total Roots 
Time Updates Time Extracted 
A .1587 3 .476 3 
B .6700 3 2.000 36 
Prob lem l I  
A .1920 6 1.152 13 
B .7550 6 4.530 72 
As can be seen, our recommended procedure (A), 
results in significantly decreased execution times. 
For these examples, when G is indefinite, execution 
was on the order of 4 times faster for procedure A 
than for procedure B. On problem II, procedure B's 
eigensystem decomposition f G and its update to 
G *-1 accounted for 1/3 of the total computational 
time of the entire job ! Thus, procedure A, through 
its marked time-saving in modifying an indefinite G, 
significantly reduces total problem solution time. 
5. CONCLUSIONS 
It is known that for the determination of the descent 
direction p, the Hessian matrix G must be positive 
definite. If it is not positive definite, it may be up- 
dated to another matrix G* so that the direction of 
search is downhill. The eigen-decomposition, which 
exhibits the greatest stability in the formation of a 
G*, is inefficient; the work performed is excessive. 
A switching strategy between a Cholesky decomposi- 
tion and an eigenvalue analysis, as originally suggested 
by Murray, can reduce the amount of work perform- 
ed. However, it is shown here that a complete igen- 
analysis is unnecessary when G is indefinite. The 
matrix G* can be formed by the addition to it of r 
rank-one matrices corresponding to the r negative 
eigenvalues of G. When G is indefinite, the recom- 
mended procedure forms a G* about four times 
faster than the G* computed by a complete igen- 
analysis; yet the G*'s are identicaL Thus, our 
proposed procedure can significantly redtlce total 
problem solution time. 
The author greatly appreciates the helpful suggestions 
of the referee. 
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