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Abstract: Providing formative feedback is a time-consuming activity for tutors. In the 
framework of the European funded projects TENCompetence and LTfLL ("Language 
Technologies for Lifelong Learning") we are currently exploring several methods to provide 
formative feedback using a comparison between expert semantic networks, based on course 
materials and tutor notes, and networks generated from student text materials. In this paper we 
explain the rationale behind this approach, give a short overview about possible 
implementations and discuss a validation scenario with medical students of the University of 
Manchester. 
1 Introduction 
While it is agreed that formative feedback is an important component of modern 
instructional scenarios or learning designs, in reality the provision of formative 
feedback for each individual student is often impossible for tutors since it is a very 
time-consuming activity. Shute (2008) has reviewed literature about the state of the 
art of formative feedback. In her opinion formative feedback “represents information 
communicated to the learner that is intended to modify the learner’s thinking or 
behaviour for the purpose of improving learning” (Shute, 2008, p1). Based on an 
extensive amount of literature she has reviewed she draws the conclusion that “there 
are many conflicting findings and no consistent pattern of results” (ibid). On the other 
hand the study reveals several areas which have a high potential to support learners 
via formative feedback. One of them is to use formative feedback as a means of gap 
analysis between the current competence level and a required/desirable goal or level 
of performance. Especially goal-directed feedback has been shown to have positive 
effects on motivation of learners when the goals are challenging but no too ambitious 
(Fisher & Ford, 1998). 
To provide this feedback, however, tutors have to invest a lot of time to monitor 
the behaviour and performance of each individual learner to provide appropriate 
feedback. In two recent European projects (TENCompetence and LTfLL projects) we 
are investigating how this feedback can be provided in a (semi-) automatic and 
efficient manner. To this end, we are exploring the potential of Language 
Technologies using Latent Semantic Analysis (LSA), clustering and classification 
methods, and semantic networks/concept maps as a foundation. In this paper we 
present a design framework, which combines several tools, to provide learners with 
formative goal-oriented feedback. First, we discuss our theoretical assumptions, 
present the above mentioned design and describe a validation scenario in the medical 
domain. Finally we discuss the validation scenario and provide conclusions.  
 
 
2 Formative Facilitative Goal-Oriented Feedback with Language 
Technology 
While during face-to-face meetings and traditional educational offerings the provision 
of goal-oriented formative feedback is a part of a natural mutual direct relationship 
between learners and tutors, in technology-enhanced-learning (TEL) contexts the 
situation is different. Because of the disembodiment of actors in TEL this natural 
relationship is not given so it involves a lot of “monitoring” and reading for the tutor 
to know about the current performance and competence levels of all learners. Above a 
specific learner-tutor-ratio it is even impossible to provide this feedback. For this 
purpose we are currently researching the application of several kinds of language 
technologies and data-mining techniques to provide this feedback (semi-) 
automatically. One the one hand, the project is related to psychological approaches to 
“knowledge mapping” or “cognitive mapping” (e.g. Schlatter & Läge, 2007; Läge, 
Oberholzer, Egli, & Streule, 2008) or topic maps (Maicher & Park, 2006), on the 
other hand the project is applying methods and tools from the Natural Language 
Processing (NLP) domain (Manning & Schutze, 2003) . The basic assumption for our 
project is that the competence level of learners can be approximated through their way 
of expressing themselves in the domain of study. A novice is very likely to have a 
completely different style and also vocabulary about specific problems and concepts 
of the domain than an expert. Goldsmith, Johnson, & Acton (1991) propose an 
approach where the knowledge of a learner is encapsulated in the way this person 
organises the concepts of the problem domain. They differentiate between three 
different steps defining a structural approach: 
1. Knowledge elicitation 
Knowledge elicitation is defined as the process of describing domain specific 
knowledge underlying human performance (Cooke, 1999). In this process a person’s 
performance or understanding of a topic or of a domain is approximated via her/his 
understanding of the relationships between the concepts (Jonassen, Beissner, & Yacci, 
1993). Methods that support this activity include categorization (e.g., card sorting, 
word association), graphical reporting methods (e.g., concept maps, semantic 
networking) and verbal reporting methods (e.g., think aloud, essay questions).  
2. Knowledge representation 
The second step of the process is to define some representations of the elicited 
knowledge that reflect the underlying organization of the data. To this end, advanced 
statistical methods (e.g., cluster analysis, tree constructions, dimensional 
representations, pathfinder nets) are used to discover the structural framework 
underlying the set of concepts. In some cases, knowledge elicitation and 
representation are performed together. In other contexts, knowledge representation is 
done by pre-processing the elicitation knowledge, structuring and adding useful 
information, in such a way that it can be evaluated in the next step of the process. 
 
3. Evaluation of the representation 
The third step is to evaluate the individual’s knowledge representation relative to 
some standard (e.g., expert’s organisation of the concepts in the domain, reference 
model, etc.). Normally, researchers follow one of these three approaches (Goldsmith, 
Johnson, & Acton, 1991): (1) qualitative assessment of derived representations; (2) 
quantifying the similarities between a student representation and a derived structure of 
the content of the domain; or (3) compare the cognitive structures of experts and 
novices. Interestingly, semantic networks have been used to represent knowledge and 
compare cognitive structures of experts and novices. Based on this background we 
propose to use semantic networks as a form of facilitative formative feedback for 
learners which should help them to develop their competences in relation to their 
goals. In the next part we describe our understanding of semantic networks in detail. 
3 Semantic Networks for formative feedback 
Based on the above described model we are currently researching how we can use the 
structural differences between several competence levels in a domain to provide 
learners with formative goal-oriented feedback. For a first case the comparison 
between an expert semantic network and a novice semantic network is most feasible 
and one expert model can serve well as a ‘gold-standard’ for learners. On the other 
hand the formative feedback quality increases with the number of gold-standards 
which can be used. If there are several competence levels in between the novice level 
and the expert level the feedback can be much better personalized on the current 
competence level of the learner. One possibility in this context is the direct use of 
textual material for the purpose of comparison. For this purpose, Latent Semantic 
Analysis (LSA) has been used in similar projects (Wolfe et al., 1998). In our current 
work we will go beyond these approaches by using more structured knowledge 
representations. We expect that the here presented approach is superior to just using 
text comparison because it can be used directly as a visual feedback to the learner. In 
this regard representations in form of semantic networks can play an important role.  
A semantic network is a network which represents semantic relations between the 
concepts. This is often used as a form of knowledge representation. It is a directed or 
undirected graph consisting of vertices, which represent concepts, and edges. 
Semantic networks are the lowest level of possible knowledge constructs. Other more 
structured approaches are Pathfinder networks (Schvaneveldt, 1990) or concept maps 
(Novak, 1998). While we focus in this contribution only on using semantic networks 
we will also evaluate these other approaches for formative feedback (Berlanga et al., 
2009). Sowa (1992) summarizes seven different types of semantic networks which all 
differ in purpose and structure. The main focus of our work lies on the definitional 
semantic networks which have a similar structure like the semantic network model 
proposed by Collins and Quillian (1969). Although this model has been also criticized 
as a model for the semantic memory we believe that the representation structure still 
has its value. In our case we compare semantic networks from two sources to 
approximate the competence level of a learner. On the one hand we use definitional 
semantic networks of experts in a domain as gold-standard to compare them with 
semantic networks from learners. For this purpose, students and experts can provide 
different data that might be used for experimentation (see Table 1). 
 Students/Experts Generated 








free text  X X X 
Generated from 
concept pairs 
















Table 1: Sources and data types for experimentation 
While the expert data can have a pre-structured form of a semantic network our vision 
of an ideal facilitative feedback system would employ free text from learners to 
produce semantic network representation and then compare these representations to 
the expert models. These expert models should be constructed involving structured 
concept lists provided by experts, course material and tutor notes. On the other hand 
asking students directly for important concepts in a domain would be an option as 
well to provide them with formative feedback. The active construction of semantic 
networks (or concept maps) is another option, but since we are focusing on the 
application of language technology we will not go into depth on this aspect. To make 
it clearer which kind of experiment and representation we are aiming at we will 
present in the next part of the paper a validation scenario which we are conducting 
together with the medical faculty of the University of Manchester. 
4 A validation scenario in the medical domain 
The above described sources and data types of experimentation will be combined with 
other types of representations. We expect that the here presented validation scenario 
can be applied in any highly textual domain. For a first pilot we will conduct 
experiments in the medical domain together with the University of Manchester. This 
experimentation involves a 3-step procedure of the experiment which is explained 
next. 
4.1 The expert representation 
As Table 1 shows we can make use of several different types or semantic 
representation of the experts view on a domain or topic. We will explore the option to 
automatically extract key concepts from domain text as a basis for building semantic 
networks. For this purpose we will make use of a multilingual keyword extractor 
which has been developed in the context of the LT4EL project (Lemnitzer & 
Monachesi, 2006). In addition we will ask domain experts to provide the core 
concepts of a domain and we will explore possibilities to enrich these core concepts 
with related concepts found in domain text. For this purpose we will make use of 
INFOMAP (Peters, 2005) to extract related concepts from texts. The most time 
consuming activity would be to ask domain experts to design the semantic networks 
so that the distances and relations between the concepts are carefully chosen. No 
matter which way we will chose for the expert representation the end results should 




Figure 1: Example of an expert semantic network (neuropsychology domain) 
4.2 The learner representation 
For the student representation we are using written material to produce the semantic 
networks from text with the same method as described in the expert part. In addition 
we will also ask students to describe the most important concepts in a domain and 
their relations. Especially when comparing semantic networks from learners on a 
beginner level with expert representations we will face several important differences. 
First of all the structure of the semantic network might look completely different 
which is an effect which we want to use for providing feedback. In addition we will 
also face the problem that important concepts are missing completely. A typical 




Figure 2: Example of a student semantic network (neuropsychology domain) 
 
To validate the constructed semantic networks we will use feedback loops from 
learners and experts to see if the representations make sense. If we have both semantic 
representations available we have to apply a method to compare them. For this 
purpose we apply a procrustean transformation to the semantic networks. This part of 




















4.3 Comparison via Procrustes Transformation 
Two compare two semantic networks which have (partially) the same concepts the so 
called Procrustes Transformation can be applied. The name of this procedure stems 
from the Greek mythology. Procrustes, a son of Poseidon, used to shrink his guests to 
the size of his probably small beds. Procrustes analysis is the name for the process of 
performing a shape-preserving Euclidean transformation to a set of shapes (Hurley & 
Cattell, 1962) (REF). This removes variations in translation, rotation and scaling 
across the dataset in order to move them into a common frame of reference. In this 
procedure one map has the role as the projection basis while the other map is 
projected, rotated and scaled into this projection map. The result of a procrustes 
transformation from the previous semantic networks examples would be similar to 
Figure 3. 
 
Figure 3: Both semantic networks after Procrustean Transformation 
In this map we can see that there are high similarities between most parts of this 
map while there are dissimilarities as well. Especially in the area of the Sensory 
System the expert model is different from the learner model. Subsystems of the Motor 
System are missing as well in the learner model. These dissimilarities should be used 
as a means for a concept gap analysis. Large distances between experts’ maps and 
learner maps have the potential to show the learner, for instance, in which areas of the 
domain more study time has to be invested, or which areas are already understood 
sufficiently. 
5 Discussion and Conclusions 
In this contribution we have presented our current research in the area of (semi-) 
automated formative feedback for learners with the help of language technologies. 
Based on a theoretical model of expertise we have discussed the use of semantic 
networks. A research plan and an example have been presented from the medical 
domain. 
 There are several limitations to our approach. First of all, this approach can only 
work in domains in which the structure can be presented via textual material. The 
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semantic networks. If the reliability of the networks will not be high enough we will 
have to work with the concept pairs approach. In addition we have to find a solution 
how we will handle missing concepts. One approach here would be to apply the 
procrustes transformation to partial networks. 
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