In this paper, we describe a machine-translated parallel English corpus for the NTCIR Chinese, Japanese and Korean (CJK) Wikipedia collections. This document collection is named CJK2E Wikipedia XML corpus. The corpus could be used by the information retrieval research community and knowledge sharing in Wikipedia in many ways; for example, this corpus could be used for experimentations in cross-lingual information retrieval, cross-lingual link discovery, or omni-lingual information retrieval research. Furthermore, the translated CJK articles could be used to further expand the current coverage of the English Wikipedia.
INTRODUCTION
Wikipedia is currently the largest freely available online multilingual encyclopaedia. It contains a large number of articles covering millions of topics and has articles in most written languages. However the different language versions of Wikipedia have evolved at different rates and are unbalanced in coverage (and sometimes differently biased in content). Among all the language versions, English Wikipedia is the largest with over 6,550,000 articles 1 . 1 The article number was collected from the Wikipedia database dump taken on 4 th January 2012.
But an article may not be written in a user's preferred language, or the user may be looking for richer content than is available in their preferred language. In these cases our user may be able to, and prepared to, read in a second or subsequent language -if they could find the content.
To address the problem of finding content in multiple languages NTCIR launched CrossLink, the cross-lingual link discovery (CLLD) [1] track. The aim of this track at NTCIR-9 was to build a system that could automatically recommend hypertext links from English documents to relevant documents in Chinese, Japanese, and Korean. Such a system must not only recommend topically relevant documents to a source document, but must also suggest appropriate anchors.
Good approaches to CLLD were seen at NTCIR-9 Crosslink. We observed that most systems seen there used translation in some ways. Typically seen were: direct machine translation (of, for example, entities) or triangulation (for example, following links from an English source article to an English target article then finding the Chinese equivalent article thorough "language links" or entity translation) [1] [2] [3] [4] [5] [6] .
To lower the barrier of entry to research such as CLLD and other cross lingual Information Retrieval problems we created and present here a machine-translated parallel English Wikipedia corpus derived from the Chinese, Japanese, and Korean (CJK) Wikipedia collections currently being used at NTCIR-10 CrossLink-2. This new corpus was built by translating the CJK Wikipedia articles into English using an online machine translation service (specifically , Google  Translate   2 This machine translated corpus could be used for many purposes, including (but not limited to): cross-lingual link discovery (CLLD); cross-lingual information retrieval; omnilingual information retrieval; as well as machine learning; crosslingual document categorisation and clustering; and machine translation itself.
).
Better, the translated CJK articles could be used to further expand the coverage of the English Wikipedia. Topics not covered in English could be added and topics inadequately covered in English could be expanded (albeit not automatically).
The remainder of this article describes our translated corpus CJK2E Wikipedia XML corpus (Version 1.0). Collection statistics, corpus creation procedures, and an experiment demonstrating its utility, are included.
2 http://research.google.com/university/translate/index.html Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee.
THE CJK (SOURCE) COLLECTIONS

Corpora Statistics
The CJK Wikipedia collections 3 we used as the source for translation are those used in the NTCIR-10 Crosslink-2 track 4 
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. The collections were created from the Wikipedia XML dumps taken in January 2012. The original article text with Wikipedia mark-up was converted to XML using the YAWN system [ ]. The details of the source collections are given in Table 1 . The first column lists the language, the second column lists the number of documents in the dump, the third gives the size of the collection and the fourth column lists the dump date. For example, the Chinese dump taken on January 11 th 2012 contains 432,988 documents and is 3.6 Gigabytes in size. 
Document Structure
Tags already present in the original Wikipedia XML dump files were maintained, but YAWN added new tags for article categories, sections, paragraphs, and links (amongst others). These new tags were added in an effort to provide additional structural information to the corpus user. The process followed has previously been successful at INEX. Examples of new and original tags, along with a brief description, are given in Table 2 . The first column lists the tag, the second lists the source, and the third gives a brief description. For example, the title tag is original to the Wikipedia and gives the title of the article. An excerpt of YAWN processed article taken from the Chinese Wikipedia is show in Table 6 . The article, 裹蒸 (a special type of Zongzi) 5 From the XML, it can be seen that the article is extensively marked up in XML and includes tags for such elements as: title, categories, and paragraphs. It also contains links to other Wikipedia articles.
is showed as XML in the second row and as it appears in the Wikipedia in the fourth row. The other two rows are titles.
CONVERSION TO ENGLISH 3.1 Considerations
Statistical machine translation systems are more effective when provided with context. That is, if asked to translate the contents of a short phrase, the accuracy can reasonably be expected to be lower than if given the entire sentence. Additionally, if the article was broken into its individual XML elements and each was translated separately it can reasonably be expected to take longer (using the Google API) than it would take for a single translation of the entire article.
However, the structural information has proven useful for both the presentation of articles and for providing hints for the document retrieval. Wholesale removal of tags would detract from the utility of the translated collection and so as many tags as possible should be preserved through the translation. The preservation of tags also aids in the ability to map between the original and translated articles.
For the purpose of translating the collections herein, text formatting tags (b, i, li, etc.) and link tags (link, etc.) were removed before translation. 
外部链接
To further increase throughput some sections were removed from the Chinese articles before translations. These sections included: "External Links", "Notes", and "References". In each case the translation was likely to be of low accuracy and of little utility to the end user of the translated corpus. Table 3 presents a list of sections in column one and the Chinese equivalent in column two (including simplified, traditional, and other Chinese variants) removed from the documents before translation. For example, 注释 and 註釋 sections were removed as they were notes.
Figure 1. System design of the corpus translator
Such sections were only removed from the Chinese collections and not the Japanese or Korean collections because we did not have the necessary expertise to reliably identify such sections in those collections.
System Design
A design diagram of the corpus translator is given in Figure 1 . The source article (in Chinese, Japanese, or Korean) is stripped of the formatting tags, and then decomposed into the remaining tags. They are further broken into sentences, which are segmented at the CJK punctuations where the segment size is not longer than 400 bytes (due to constraints imposed the translation service). Each chunk is translated and the translated chunks are re-composed into English articles and mark-up reintroduced.
The Statistics of the Translation
The translated corpus 6 Not all articles successfully translated -but this is not unexpected. The translated corpus contains over twelve million articles that have been through YAWN conversion from contains 12,726,520 translated (to English) articles. Table 4 presents some statistics of the translated corpus. The first column lists the source language, the second gives the number of documents, and the third lists the size of the collection. For example, there are 397,571 articles translated from Chinese which take 2.6GB to store. 6 http://www.clld.sef.qut.edu.au/corpus (to appear) Wikipedia formats into XML, processed by the corpus translator, translated by a third party, and pieced back together. Any one step in the process could reject a badly formed article or text segment. Version 1.0 of the collection consequently contains 98% of the original Chinese articles, less than 81% of the original Korean articles and only about 76% of the original Japanese articles. We are investigating the causes of the failures and will release updated collections in the future. 
Translation Results
THE UESFULNESS OF THE CORPUS
The readability of the translated articles may be relatively poor because they were machine-translated and the machine translated article quality is not comparable to that of professionally translated article. Although the corpus is not created for human consumption, it may be still be useful despite the quality of machine translation. To demonstrate the usefulness of the CJK2E corpus, we designed a small experiment, which made use of this corpus for a cross-lingual link discovery (CLLD) task. The experiment compared two CLLD systems: the baseline system discovered links by searching the translated anchors in the target document collection; the other system found links through searching the anchors directly in the machine translated CJK2E corpus.
The Experiment
Experiment Overview
In NTCIR-9 CrossLink Task, there were 25 orphaned English Wikipedia articles used as test topics, and the metrics LMAP, RPrec, and P@N were utilised for the CLLD system evaluation [1, 2] . A CLLD System is required to recommend prospective meaningful anchors for the test topics and for each anchor identify up to 5 relevant links in a different language. For each topic, up to 250 anchors are allowed.
Our experiment focused on the English-to-Chinese subtask. The document retrieval system employed for link retrieval was the ATIRE 
Baseline Run
open source search engine with its modified BM25 ranking function.
Team QUT in the NTCIR-9 CrossLink task (English-toChinese) submitted a run (LinkProbIR_ZH) which first used a link mining method to recommend anchors in source documents, then translated those anchors into Chinese, and finally, searched the Chinese Wikipedia collection using the translated anchors as query terms for relevant links [5] .
Their link discovery process is similar to a common approach to achieving cross-lingual information retrieval where queries are translated into the target language and then a monolingual IR system is used to locate the relevant documents in the target collection. This run will be used as the baseline run for system performance comparison.
The Run with the CJK2E Corpus
To compare the performance of the above system (that relies on translated anchors), an alternative run, LinkProbIR_CJK2E, was created by directly searching the anchor candidates in the CJK2E corpus. The number of identified links for each identified anchor was limited to 5, in accordance with the NTCIR-9 CrossLink task specification.
Trying to ensure that the two systems were comparable, the anchor candidates used to find links for the test topics in this run was the same as that used by the system to create run LinkProbIR_ZH. An anchor candidate (any given phrase), α, is selected by measuring its anchor weight, γ (>0) , [8] the probability of being an anchor. It is defined as:
7 http://www.atire.org/ The anchor weight of anchor candidates was calculated using the data mined from the English Wikipedia corpus used in the Link-the-Wiki track of INEX [9, 10] . For each orphaned topic article, all possible n-gram substrings from the document were first computed. For each of these the γ score was looked-up, and the list of anchor candidates was then sorted by their anchor weight values.
Figure 2. The interpolated P-R curves of two systems
Results and Discussions
The scores of the two experimental runs computed using the evaluation tool with the official qrel (Wikipedia ground-truth in file-to-file level) are given in Table 5 . The runs are sorted on LMAP. For easy performance comparison, the interpolated precision and recall curves of two runs are also given in Figure  2 .
From Figure 2 , it can be seen that run LinkProbIR_CJK2E performs much better than run LinkProbIR_ZH. The scores computed in different metrics showed in Table 5 also suggest better links were discovered by run LinkProbIR_CJK2E than run LinkProbIR_ZH. Although, run LinkProbIR_ZH outperforms run LinkProbIR_CJK2E if measured with metrics P@5 and P@20, run LinkProbIR_CJK2E picked up many more good links if measured against a larger set of recommend anchors (P@30 or P@50, for example). A statistical analysis (two-tail paired t-test) on the LMAP scores of two runs over the 25 topics indicates that run LinkProbIR_CJK2E found significantly (p = 0.01) more links than LinkProbIR_ZH.
The experiment results indicate that the CJK2E corpus is useful in helping improve cross-lingual link discovery performance when cross-lingual information retrieval methods are involved. The performance difference of two systems could be attributed to the difference in translation quality. An article can provide more information to the translation engine than a single query with a few terms. The translation is expected to be superior as more contextual information is given. Translating a passage (as Google Translate does) is more likely to be correct than translating a word or a phrase at a time without the context of the embedding passage.
For CLLD approaches that first machine-translate anchor candidates into a target language and then searches them in the target document collection may discover fewer relevant links than other methods due to the possible inaccurate translation of anchors (caused by, for example, out of vocabulary (OOV) terms). Although there are translation errors in the CJK2E corpus, overall most terms and phrases appear to have been correctly translated, resulting in an increased chance of hitting a relevant document if the anchors remain untranslated.
CONCLUSIONS
This article presents a machine-translated parallel English corpus which can be used by various cross-lingual link discovery, cross-lingual information retrieval, and machine learning systems to further improve their performance to satisfy users' information needs. An experiment was designed to justify the usefulness of the corpus, and the experimental results proved the claim. Wikipedia users may also find it useful because lots of articles can be adopted into the existing English Wikipedia with further proper editing and quality improvement.
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