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VECTOR VALUED q-VARIATION FOR DIFFERENTIAL
OPERATORS AND SEMIGROUPS I
GUIXIANG HONG∗ AND TAO MA
Abstract. In this paper, we establish B-valued variational inequali-
ties for differential operators, ergodic averages and symmetric diffusion
semigroups under the condition that Banach space B has martingale
cotype property. These results generalize, on the one hand Pisier and
Xu’s result on the variational inequalities for B-valued martingales, on
the other hand many classical variational inequalities in harmonic anal-
ysis and ergodic theory. Moreover, we show that Rademacher cotype
q is necessary for the B-valued q-variational inequalities. As applica-
tions of the variational inequalities, we deduce the jump estimates and
obtain quantitative information on the rate of convergence. It turns
out the rate of convergence depends on the geometric property of the
Banach space under consideration, which considerably improve Cowling
and Leinert’s result where it is shown that the convergence always holds
for all Banach spaces.
1. Introduction
Let (Ω, µ) be a measure space and B be a Banach space. A submarkovian
C0 semigroup (Tt)t≥0 acting on L
p(Ω) extends to a semigroup of operators
on Lp(Ω;B). Cowling and Leinert showed in [6] that
‖Ttf(ω)− f(ω)‖ → 0, a.e. ω ∈ Ω, as t→ 0
+(1.1)
for any Banach space B and any f ∈ Lp(Ω;B) with 1 < p <∞, where (and
throughout the paper) ‖ · ‖ means taking B-norm. The predecessor of this
result is the one [33] by Taggart where the convergence was shown only for
Banach spaces having UMD property.
In this paper, we try to understand more precise information on this
convergence (1.1), which leads us to consider the vector-valued variational
inequalities since it is well-known that variational inequalities can be used
to measure the speed of convergence for the family of operators in consider-
ation.
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Actually, the scalar-valued variational inequalities have been studied a lot
in probability, ergodic theory and harmonica analysis. The first variational
inequality was proved by Le´pingle [20] for martingales which improves the
classical Doob maximal inequality. Thirteen years later, Bourgain in [2]
proved the variational inequality for the ergodic averages of a dynamic sys-
tem, which has inaugurated a new research direction in ergodic theory and
harmonic analysis. Bourgain’s work was considerably improved and ex-
tended to many other operators in ergodic theory. For instance, Jone et al
in [14] and [15] established variational inequalities for differential operators
and ergodic averages of measure-preserving invertible transforms; Le Merdy
and Xu [19] obtained very recently variational inequalities for the contrac-
tively regular semigroups under an analyticity assumption. On the other
hand, almost in the same period, variational inequalities have been studied
in harmonic analysis too. The first works on this subject are [3] and [4]
where Campbell et al proved the variational inequalities for singular inte-
grals. Since then variational inequalities for different kinds of operators in
harmonic analysis have been built; see e.g. [8] for paraproducts, [16] for dif-
ferential operator and Hilbert transform along curves, [17] for the Feje´r and
Poisson kernels, [22],[23] and [24] for singular integrals on Lipschitz graphs,
as well as [26] for Carleson operator.
However, regarding the vector-valued variational inequalities, there is only
one result as we know. That is, the q-variational inequality for vector-
valued martingales established by Pisier and Xu in [30], where actually the
authors reproved Le´pingale’s scalar-valued variational inequality using an-
other approach which can be easily adapted to the vector-valued setting. To
state their inequality we need to recall the definition of the vector-valued
q-variation. Give a sequence (an)n≥0 in Banach space B and a number
1 ≤ q <∞, the vector-valued q-variation norm is defined as
‖(an)n≥0‖vq(B) = sup{(‖an0‖
q +
∑
k≥1
‖ank − ank−1‖
q)
1
q }
where the supremum runs over all increasing sequences (nk)k≥0 of integers.
It is clear that the set of vq(B) of all sequences with a finite vector-valued
q-variation is a Banach space with respect to the norm vq(B).
Let (En)n≥0 is an increasing sequence of conditional expectations on a
probability space Ω. Pisier and Xu proved that if B is of martingale cotype
q0 with 2 ≤ q0 <∞,
‖E0f‖+
∑
n≥1
E(‖Enf − En−1f‖
q0) ≤ Cq0E(‖f‖
q0),(1.2)
then
‖(Enf)n≥0‖Lp(vq(B)) ≤ Cp,q‖‖f‖‖p, ∀f ∈ L
p(Ω;B)(1.3)
provided q0 < q <∞ and 1 < p <∞.
3The main result of this paper says that similar inequalities as (1.3) remain
true in harmonic analysis for differential operators and in ergodic theory for
symmetric diffusion semigroups instead of conditional expectations. To state
the main results, we need to recall more notations. A symmetric diffusion
semigroup is a bounded strongly continous semigroup (Tt)t≥0 defined simu-
taneously on Lp(Ω, µ), 1 ≤ p ≤ ∞ such that for all t > 0,
(i) ‖Tt‖Lp→Lp ≤ 1, ∀1 ≤ p ≤ ∞;
(ii) 〈Ttf, g〉=〈f, Ttg〉 whenever f, g ∈ L
2(Ω);
(iii) Ttf ≥ 0 whenever f ≥ 0;
(iv) Tt1 = 1.
We also need the following continuous analog of vq(B). Given a family
(at)t>0 in B, define
‖(at)t>0‖Vq(B) = sup{(‖at0‖
q +
∑
k≥1
‖atk − atk−1‖
q)
1
q }
where the supremum runs over all increasing sequences (tk)k≥0 of positive
real numbers. Then we define Vq(B) to be the Banach space of all (at)t>0
with Vq(B)-norm finite.
The first main result of this paper is stated as follows. Let (Tt)t≥0 be a
symmetric diffusion semigroup. Let 2 ≤ q0 < ∞ and B be a Banach space
of martingale cotype q0 which is an interpolation space between a Hilbert
space and another Banach space B0 of martingale cotype 2 ≤ q1 <∞. Then
for any q0 < q <∞ and any f ∈ L
p(Ω;B), the family (Tt(f))t>0 belongs to
Vq(B) for a.e. ω ∈ Ω and we have an estimate∥∥‖ω 7→ (Tt(f)(ω))t>0‖Vq(B)∥∥p ≤ Cp,q‖‖f‖‖p, ∀f ∈ Lp(Ω;B).(1.4)
This result can be viewed as a vector-valued version of Corollary 4.5
in [19]. Restricted to the symmetric diffusion semigroups and the Banach
spaces satisfying the above conditions, this result provides quantitative in-
formation of the convergence. Interestingly, it is shown in Section 6 that
the speed of the convergence depends on the quantity of martingale cotype
of the Banach space under consideration.
A priori, the vector-valued inequality is difficult to deal with, as in the
vector-valued harmonica analysis. However, the arguments used in the scalar
valued case [19] is very powerful, where pointwise estimates are used, so that
the general pattern can be adapted to the vector-valued case. More precisely,
as in [19] we will deduce inequality (1.4) from a similar estimate for discrete
semigroups using an approxiamtion argument based on the semigroup prop-
erty, which in turn relys on a similar estimate for ergodic averages M(Tt)’s
(see Section 3 for the definition)
‖(Mn(Tt)f)n≥0‖Lp(vq(B)) ≤ Cp,q‖‖f‖‖p, ∀f ∈ L
p(Ω;B),(1.5)
4 GUIXIANG HONG∗ AND TAO MA
provided q0 < q <∞, and vector-valued Littlewood-Paley inequality∥∥∥∥∥∥
(
∞∑
n=0
1
n+ 1
‖(n+ 1)T nt (Tt − I)f‖
q0
) 1
q0
∥∥∥∥∥∥
p
≤ Cp,q0‖‖f‖‖p.(1.6)
To obtain (1.6), we use complex interpolation and the fact that every Tt
admits Rota’s dilation. The reason why we can not obtain inequality (1.4)
for all Banach spaces of martingale cotype q0 is that we have not yet been
able to prove (1.6) for all Banach spaces of martingale cotype q0, which
remains an open problem. On the other hand, inequality (1.6) is sharp in
the sense that the inequality holds true for one 1 < p < ∞ (or equivalent
all 1 < p < ∞) implies that B has to be of martingale cotype q0. See for
instance [21].
On the estimate (1.5), we prove a little bit stronger result, a similar
estimate for all Banach spaces of martingale cotype q0 and all continuous
contractively regular semigroups, by a vector-valued transference technique
based on Fendler’s dilation and the vector-valued q-variational inequality for
differential operators, which is another main result of this paper.
Let f ∈ Lp(Rd;B), define
Atf(x) =
1
|Bt|
∫
Bt
f(x+ y)dy, ∀t > 0.
Then for any 1 < p <∞ and Banach space B of martingale cotype q0 with
2 ≤ q0 <∞, we have
‖(Atf)n≥0‖Lp(Vq(B)) ≤ Cp,q‖‖f‖‖p, ∀f ∈ L
p(Rd;B).(1.7)
The weak type (1, 1) and (L∞c , BMO) estimates will also be shown in the
process of obtaining (1.7). Here L∞c means compact supported L
∞ functions.
We prefer to state our results for L∞c but not L
∞, because q-variation may
behave badly at this end point. See [13] for more information. These results
generalize the main results in [14] [15] not only to the vector-valued case,
but also to all p > 2. Our strategy of the proof follows [14] [15] but with
additional analysis on geometric property of Rd and more efforts on vector-
valued analysis.
On the other hand, the vector-valued variational inequality is of indepen-
dent interest, since the variational inequality (1.7) shares similar feature as
Littlewood-Paley type inequality (1.6) in characterizing geometric property
of Banach space. Precisely, we show that if inequality (1.7) holds for one
1 < p <∞ (or equivalently all 1 < p <∞), then Banach space B must be of
Rademacher cotype q. However, this result is not sharp since in the martin-
gale case, inequality (1.3) implies obviously B must be of martingale cotype
q which is a stronger property than Rademacher cotype q. This inspire us
a lot to consider vector-valued variational inequality in harmonic analysis
and try to find new characterization of Banach space geometric property in
subsequent works.
5Our paper is organized as follows. In Section 2, we present the proof of
inequality (1.7) and the related results. In Section 3, we prove the neces-
sity of Rademacher cotype q for inequality (1.7) to hold. In Section 4, by
transference principle, we show variational inequality (1.5) for ergodic aver-
ages. In Section 5, the variational inequality (1.4) for the semigroups itself
will be proved, based on (1.5) and Littlewood-Paley inequality (1.6). In the
last section, we establish individual (pointwise) ergodic theorems and the
quantitative formulation of convergence.
2. Differential operators
Let B be a Banach space and f : Rd → B. For t > 0, let Bt denote the
the open ball centered at the origin 0 with radius r(Bt) equal to t. Then we
define
Atf(x) =
1
|Bt|
∫
Bt
f(x+ y) dy =
1
|Bt|
∫
Rd
f(y)1Bt(x− y) dy, x ∈ R
d.
These are the central differential operators on Rd. The B-valued q-variation
of the family of differential operators will be defined as
Vq(A)f(x) = ‖(Atf(x))t≥0‖Vq(B).
Jones, Rosenblatt and Wierdl proved in [15] that the operator Vq(A) (q >
2) is bounded on Lp(Rd) for 1 < p ≤ 2 and from L1(Rd) into L1,∞(Rd). The
following theorem extends their result not only to all p > 2 but also to the
vector valued case.
Theorem 2.1. Let 2 ≤ q0 <∞ and B is of martingale cotype q0. Then the
following statements are true for any q0 < q ≤ ∞: (i). For any 1 < p <∞,
there exist a constant Cp,q such that
‖Vq(A)f‖p ≤ Cp,q‖‖f‖‖p, ∀f ∈ L
p(Rd;B);(2.1)
(ii). If the estimate (2.1) is true for some 1 < p0 <∞, then there exists a
constant Cp0,q such that∣∣{Vq(A)f > λ}∣∣ ≤ Cp0,q
λ
‖‖f‖‖1, ∀f ∈ L
1(Rd;B)(2.2)
for any λ > 0, and
‖Vq(A)f‖BMOd ≤ Cp0,q‖‖f‖‖∞, ∀f ∈ L
∞
c (R
d;B),(2.3)
where BMOd is the dyadic BMO space.
Remark 2.2. In the above theorem, the family {Bt}t>0 of balls can be
replaced by the family {Qt}t>0 of cubes, where Qt is the cube centered at
the origin and having side length equal to t.
The starting point of the proof is the estimate (2.1) in the case p = q0.
Then we prove the weak type (1, 1) estimate (2.2) and the (L∞c , BMOd)
estimate (2.3). Finally, the general type (p, p) estimates for 1 < p 6= q0 <∞
follow from interpolation.
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As mentioned previously, our results are motivated by the similar results
for vector valued martingales. Actually, the results for martingales are used
in our proof. Let us recall the related martingale in this case. For n ∈ Z,
let σn be the n-th dyadic σ algebra. That is, σn is generated by the dyadic
cubes with side-length equal to 2n. Denote by En the conditional expectation
with respect to σn.
Let (fn)n∈Z be a sequence of local integrable functions, measurably rela-
tive to the increasing sequence of σ-algebras (σn)n∈Z and dfn = fn−1−fn for
n ∈ Z. (fn)n∈Z is said to a martingale if for each n ∈ Z, we have Endfn = 0,
and dfn is called martingale difference.
Before proceeding with the proof of Theorem 2.1, we need more notation.
We will handle Vq(A) by passing through long and short variations. For
each interval Ii = (ti, ti+1], first consider two cases:
• Case 1: Ii does not contain any power of 2;
• Case 2: Ii contains powers of 2.
In case 1, Ii ⊂ (2
k, 2k+1] for some k ∈ Z. In case 2, letting mi = min{k :
2k ∈ Ii} and ni = max{k : 2
k ∈ Ii}, we divide Ii into three subintervals:
(ti, 2
mi ], (2mi , 2ni ] and (2ni , ti+1]. Then we introduce two collections of
intervals:
• S consists of all intervals in case 1, and (ti, 2
mi ], (2ni , ti+1] in case 2 (and
Sk consists of all intervals in S and contained in (2
k, 2k+1]);
• L consists of all intervals (2mj , 2nj ] in case 2.
Note that S ∪ L is a disjoint family of intervals. Then for any increasing
sequence (ti), we have
(∑
i
‖Ati+1f(x)−Atif(x)‖
q
) 1
q ≤ Cq
(∑
Ii∈S
‖Ati+1f(x)−Atif(x)‖
q
) 1
q
+Cq
( ∑
Ii∈L
‖Ati+1f(x)−Atif(x)‖
q
) 1
q = Cq(I + II).
The first term on the right hand side is controlled by
I ≤ sup
(ti)i
(∑
k∈Z
∑
Ii∈Sk
‖Ati+1f(x)−Atif(x)‖
q0
) 1
q0
which is denoted by SVq0(A)f . While the second term is further estimated
in the following. Note that by the definition of L, if Ii = (ti, ti+1] ∈ L, then
7we can rewrite Ii as (2
ni , 2ni+1 ].
II =
( ∑
Ii∈L
‖Ati+1f(x)−Atif(x)‖
q
) 1
q
≤
( ∑
Ii∈L
‖Ati+1f(x)− Eni+1f(x) + Enif(x)−Atif(x)‖
q
) 1
q
+
(∑
Ii∈L
‖Eni+1f(x)− Enif(x)‖
q
) 1
q
≤
( ∑
Ii∈L
‖A2ni+1 f(x)− Eni+1f(x) + Enif(x)−A2ni f(x)‖
q0
) 1
q0
+ sup
(ni)
(∑
i
‖Eni+1f(x)− Enif(x)‖
q
) 1
q = III + IV,
Note that the term IV is just the vector-valued q-variation for martingales
in [30], denoted by Vq(E)f . On the other hand, by the triangle inequalities,
the term III is controlled by(∑
n∈Z
‖A2nf(x)− Enf(x)‖
q0
) 1
q0 ,
which is denoted by LVq0(A)f .
To conclude, we have
Vq(A)f ≤ SVq0(A)f + LVq0(A)f + Vq(E)f.(2.4)
This inequality enable us to deduce (2.1) and (2.2) from the corresponding
estimates for SVq0(A) and LVq0(A). The following theorem deals with the
long variation operator LVq0(A).
Theorem 2.3. Let 2 ≤ q0 < ∞ and B is of martingale cotype q0. Then:
(i). For any 1 < p <∞, there exist a constant Cp,q0 such that
‖LVq0(A)f‖p ≤ Cp,q0‖‖f‖‖p, ∀f ∈ L
p(Rd;B);(2.5)
(ii). If the estimate (2.5) is true for some 1 < p0 < ∞, then there exists a
constant Cp0,q0 such that∣∣{LVq0(A)f > λ}∣∣ ≤ Cp0,q0λ ‖‖f‖‖1, ∀f ∈ L1(Rd;B).(2.6)
for any λ > 0, and
‖LVq0(A)f‖BMOd ≤ Cp0,q0‖‖f‖‖∞, ∀f ∈ L
∞(Zd;B).(2.7)
The same conclusions hold true for the short variation operator SVq0(A).
Theorem 2.4. Let 2 ≤ q0 < ∞ and B is of martingale cotype q0. Then:
(i). For any 1 < p <∞, there exist a constant Cp,q0 such that
‖SVq0(A)f‖p ≤ Cp,q0‖‖f‖‖p, ∀f ∈ L
p(Rd;B);(2.8)
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(ii). If the estimate (2.8) is true for some 1 < p0 < ∞, then there exists a
constant Cp0,q0 such that∣∣{SVq0(A)f > λ}∣∣ ≤ Cp0,q0λ ‖‖f‖‖1, ∀f ∈ L1(Rd;B).(2.9)
for any λ > 0, and
‖SVq0(A)f‖BMO ≤ Cp0,q0‖‖f‖‖∞, ∀f ∈ L
∞(Rd;B).(2.10)
As the comments after Theorem 2.1, we shall prove firstly in Theorem 2.3
and Theorem 2.4 the (q0, q0) estimate and weak type (1, 1, ) estimate, which
rely on the following almost orthogonality principle.
Lemma 2.5. Suppose (Sn)n∈Z is a sequence of subadditive operators from
Lq0(B) to Lq0 in some σ-finite measure space, i.e. S(f + g) ≤ S(f) + S(g).
Let (un)n∈Z and (vn)n∈Z be two sequences of L
q0(B) functions. Then we
have ∑
k
‖ sup
j,m
Sk(
∑
j≤n≤m
un)‖
q0
q0 ≤ w
q0 ·
∑
n
‖‖vn‖‖
q0
q0
provided that there is a sequence (σ(j))j∈Z of positive numbers with w =∑
j σ(j) <∞ such that
‖Skun‖q0 ≤ σ(n− k)‖‖vn‖‖q0
for every n, k.
Furthermore, if S are continuous, f =
∑
n un,
∑
n ‖‖vn‖‖
q0
q0 ≤ C‖‖f‖‖
q0
q0 ,
then ∑
k
‖Skf‖
q0
q0 ≤ Cw
q0 · ‖‖f‖‖q0q0 .
Proof. By the subadditivity of the S,
sup
j,m
Sk(
∑
j≤n≤m
un) ≤ sup
j,m
∑
j≤n≤m
Sk(un) =
∑
n
Skun.
Hence by the triangle inequality for the Lq0 norm,
‖ sup
j,m
Sk(
∑
j≤n≤m
un)‖q0 ≤
∑
n
‖Skun‖q0 .
Setting bn = ‖‖vn‖‖q0 , by the assumption ‖Skun‖q0 ≤ σ(n − k)‖‖vn‖‖q0 , it
suffices to prove∑
k
(∑
n
σ(n − k)bn
)q0 ≤ (∑
n
σ(n)
)q0 ·∑
n
bq0n ,
which follows from the well known inequality for the ℓq0 norm of the convo-
lution of two sequences
‖σ ∗ b‖ℓq0 ≤ ‖σ‖ℓ1‖b‖ℓq0 .

92.1. Strong type (q0, q0) estimates. By (2.4), the assertion that Vq(A) is
bounded from Lq0(B) to Lq0 is an immediate consequence of the strong type
(q0, q0) estimates of LVq0(A), SVq0(A) and Vq(E). Now let us first prove
strong (q0, q0) estimate of LVq0(A).
Proof. Let us write f =
∑
n dn, where dn = En−1f −Enf for n ∈ Z. Then B
being of martingale cotype q0 means∑
n
‖‖dn‖‖
q0
q0 ≤ Cq0‖‖f‖‖
q0
q0 .
Taking Skg(x) = ‖A2kg(x)− Ekg(x)‖, un = vn = dn and σ(j) = C2
−|j|/q0
in Lemma 2.5, it suffices to prove
‖‖(A2k − Ek)dn‖‖
q0
q0 ≤ C · 2
−|n−k|‖‖dn‖‖
q0
q0 .(2.11)
We first prove (2.11) in the case k < n. Note that Ekdn = dn when k < n.
It suffices to show
‖‖A2kdn − dn‖‖
q0
q0 ≤ C · 2
(k−n)‖‖dn‖‖
q0
q0 .(2.12)
Let us denote by Dn the set of all atoms of the n-th dyadic σ algebra σn,
and write
‖‖A2kdn − dn‖‖
q0
q0 =
∫
Rd
‖A2kdn − dn‖
q0 =
∑
H∈Dn−1
∫
H
‖A2kdn − dn‖
q0 .
Since dn is constant on the atom H ∈ Dn−1, we have A2kdn − dn = 0 if
x + B2k ∈ H. Hence for x ∈ H, (A2kdn − dn)(x) may be nonzero only if
x+B2k intersects with the complement of H. Hence for a given set B ⊂ R
d,
we consider the set
H(B,H) = {x ∈ H| x+B ∩HC 6= ∅}.
Since H ∈ Dn−1, we have
|H(B2k ,H)| ≤ C2
(d−1)n · 2k.
Denoting by mH the maximum of ‖dn‖ on the cubes neighboring H and H,
then we have the estimate ‖(A2kdn(x) − dn(x)‖ ≤ 2mH for every x ∈ H.
Hence ∫
H
‖A2kdn − dn‖
q0 ≤ C2(d−1)n · 2k ·mq0H ≤ C2
k−n
∫
H
mq0H .
Summing over all H ∈ Dn−1 and noting that
∫
Rd
mq0H ≤ Cd
∫
Rd
‖dn‖
q0 since
mH is a constant on H. We finish the proof of (2.12).
Now let us prove (2.11) in the case n ≤ k. Note that Ekdn = 0 in this
case, hence it suffices to prove
‖‖A2kdn‖‖
q0
q0 ≤ C2
n−k‖‖dn‖‖
q0
q0 ,(2.13)
which is deduced from the following pointwise estimate by integrating both
sides:
‖A2kdn‖
q0 ≤ C2n−k ·A2k‖dn‖
q0 .(2.14)
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We finish the proof once we prove the inequality (2.14). Indeed, integrating
over Rd, we get∫
Rd
‖A2kdn‖
q0 ≤ C2n−k
∫
Rd
1
|B2k |
∫
x+B
2k
‖dn(y)‖
q0dydx
= C2n−k
1
|Bk|
∫
Bk
dy
∫
Rd
‖dn(x+ y)‖
q0dx
= C2n−k‖‖dn‖‖
q0
q0 .
We divide Rd into all atoms in Dn. Taking any H ∈ Dn, we have the fact∫
H dn = 0. Then for a given set B ⊂ R
d, we consider
I(x+B,n) = ∪{(x+B) ∩H|H ∈ Dn, x+ ∂B ∩H 6= ∅}.
Since the {H|H ∈ Dn} are pairwise disjoint, we have∫
x+B
2k
dn =
∑
H∈Dn
∫
B
2k
+x∩H
dn ≤
∫
I(x+B
2k
,n)
dn.
Now since the measure of I(x+B2k , n) is not more than a constant multiple
of 2n2(d−1)k and |B2k | ≈ 2
kd, using Ho¨lder inequality, we get
‖A2kdn‖
q0 =
1
|B2k |
q0
∥∥ ∫
I(x+B
2k
,n)
dn
∥∥q0
≤ C
1
(2dk)q0
(2n+(d−1)k)q0−1
∫
x+B
2k
‖dn‖
q0
≤ C(2n−k)q0−1
( 1
2dk
∫
x+B
2k
‖dn‖
q0
)
≤ C2n−k
( 1
|B2k |
∫
x+B
2k
‖dn‖
q0
)
.
Then we prove inequality (2.14). 
The structure of the proof of strong (q0, q0) estimate for SVq0(A) in The-
orem 2.4 is similar to LVq0(A).
Proof. Let Sk be such as
Skg(x) =
( ∑
Ii∈Sk
‖(Ati+1 −Ati)g‖
q0
) 1
q0 (x),
and un = vn = dn and σ(j) = C2
−|j|/q0 in Lemma 2.5. Note that Ii ∈ Sk
means Ii = (ti, ti+1] ⊂ (2
k, 2k+1]. Then it suffices to prove∫
Rd
∑
Ii∈Sk
‖(Ati+1 −Ati)dn‖
q0 ≤ C2−|n−k|‖‖dn‖‖
q0
q0 .(2.15)
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We first prove (2.15) in the case k < n. We then have
∫
Rd
∑
Ii∈Sk
‖(Ai+1 −Ati)dn‖
q0 =
∑
H∈Dn−1
∫
H
∑
Ii∈Sk
‖(ABti+1 −ABti )dn‖
q0 .
Since dn is constant onH ∈ Dn−1,
∑
Ii∈Sk
‖(Ati+1−Ati)dn‖
q0 can be nonzero
only if for some Ii ∈ Sk at least the ball x+Bti+1 intersects the complement
of H. Noticing that Bti+1 ⊂ B2k+1 , we consider the set
H(B2k+1 ,H) = {x ∈ H| x+B2k+1 ∩H
C 6= ∅}.
And the measure of H(B2k+1 ,H) is not more than a constant multiple of
2(d−1)n2k. Recall that the maximum of ‖dn‖ on the cubes neighboring H
and H is denoted by mH . Hence for every x ∈ H, we have the estimate as
follows:
( ∑
Ii∈Sk
‖(Ati+1 −Ati)dn‖
q0
) 1
q0 (x) ≤
∑
Ii∈Sk
‖(Ati+1 −Ati)dn‖(x)
≤C
1
|B2k |
∑
Ii∈Sk
∫
x+(B
2k+1
\B
2k
)
‖dn‖+
∑
Ii∈Sk
( 1
|Bti |
−
1
|Bti+1 |
) ∫
x+B
2k+1
‖dn‖
≤C
1
|B2k |
∫
x+B
2k+1
‖dn‖+
1
|B2k |
∫
x+B
2k+1
‖dn‖
≤CA2k+1‖dn‖ ≤ CmH .
Then we have
∫
H
∑
Ii∈Sk
‖(Ati+1 −Ati)dn‖
q0 ≤ C
∫
H(B
2k+1
,H)
mq0H ≤ C2
(d−1)n2kmq0H
= C2k−n(2dnmq0H ) ≤ C2
k−n
∫
H
mq0H .
Summing over H ∈ Dn−1 and noting that
∫
Rd
mq0n ≤ C
∫
Rd
‖dn‖
q0 , we finish
the prove of (2.15) in the case n > k.
Now we turn to the proof of (2.15) in the case n ≤ k. It suffices to prove
the pointwise estimate
∑
Ii∈Sk
‖(Ati+1 −Ati)dn(x)‖
q0 ≤ C2n−kA2k+1‖dn(x)‖
q0 , x ∈ Rd,(2.16)
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since then we can immediately get (2.15) by integrating both sides on Rd as
we have done for the long q0-variation. We first deduce∑
Ii∈Sk
‖(Ati+1 −Ati)dn‖
q0 ≤ Cq0
∑
Ii∈Sk
∥∥∥ 1
|Bti+1 |
∫
x+Bti+1\Bti
dn
∥∥∥q0
+ Cq0
∑
Ii∈Sk
( 1
|Bti |
−
1
|Bti+1 |
)q0∥∥∥ ∫
x+Bti
dn
∥∥∥q0
≤Cq0
1
|B2k |
q0
∥∥∥ ∑
Ii∈Sk
∫
x+Bti+1\Bti
dn
∥∥∥q0
+ Cq0
∑
Ii∈Sk
( 1
|Bti |
−
1
|Bti+1 |
)q0
sup
Ii∈Sk
∥∥∥ ∫
x+Bti
dn
∥∥∥q0
=I + II.
In the first term I, we need to consider the set I(x + Bti+1 \ Bti , n) for
any Ii ∈ S, which is defined as before. By the fact that
∫
H dn = 0 for any
H ∈ Dn, we first have∫
x+Bti+1\Bti
dn =
∫
I(x+Bti+1\Bti ,n)
dn.
Since Bti+1 \ Bti ⊂ B2k+1 \ B2k , the measure of I(x+ Bti+1 \ Bti , n) is not
more than a constant multiple of 2n2(d−1)k. Noting |B2k | ≈ 2
kd and using
the Ho¨lder inequality, we estimate the first term as
I ≤ C
1
(2kd)q0
(2n2(d−1)k)q0−1
∑
Ii∈Sk
∫
x+Bti+1\Bti
‖dn‖
q0
≤ C(2n−k)q0−1
( 1
2kd
∫
x+B
2k+1
‖dn‖
q0
)
≤ C2n−k
( 1
|B2k+1 |
∫
x+B
2k+1
|dn|
q0
B
)
.
In the second term II, we have∑
Ii∈Sk
( 1
|Bti |
−
1
|Bti+1 |
)q0
≤
( 1
|B2k |
−
1
|B2k+1 |
)q0
≤
C
(2kd)q0
.
Then noticing that the measure of I(x + Bti , n) is also not more than a
constant multiple of 2n2(d−1)k, and using Ho¨lder inequality and running
randomly Ati for Ii ∈ Sk, the second term then is estimated as
II ≤ C
1
(2dk)q0
(2n2(d−1)k)q0−1 sup
Ii∈Sk
∫
x+Bti
‖dn‖
q0
≤ C2n−k
( 1
|Bk+1|
∫
x+Bk+1
‖dn‖
q0
)
.
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Combining the estimates of I and II, we have proved the operator SVq0(A)
is of type (q0, q0). 
2.2. Weak type (1, 1) estimates. By (2.4), the assertion that Vq(A) is
bounded from L1(B) to L1,∞ is an immediate consequence of the weak type
(1, 1) estimates of LVq0(A), SVq0(A) and Vq(E).
As usually, the proofs of the weak type (1, 1) inequalities in Theorem 2.3
and Theorem 2.4 follow from the scheme of Caldero´n-Zygmund (cf. e.g.
Theorem II.1.12 in [11]). However, as in [15], we will estimate the Lq0
norm of the bad function off the set where the maximal function is large.
The following vector-valued Caldero´n-Zygmund decomposition, which plays
a key role in proving weak type estimate, should be known somewhere but
I can not find it in any literature. Given a cube Q ⊂ Rd, let Q∗ denote the
cube with the same center as Q but three times the side length.
Lemma 2.6. Let f ∈ L1(Rd;B) and λ > 0. Then there exists a finite
disjoint family {Qi} of dyadic cubes satisfying the following properties
(i) ‖f‖ ≤ λ on Ωc, where Ω =
⋃
i
Qi;
(ii) λ <
1
|Qi|
∫
Qi
‖f‖ ≤ 2dλ;
(iii) Ω ⊂ {x ∈ Rd : M(‖f‖)(x) > λ} and {x ∈ Rd : M(‖f‖)(x) > 4dλ} ⊂
Ω∗, where Ω∗ =
⋃
i
Q∗i ;
Define
g = f on Ωc and g =
1
|Qi|
∫
Qi
f on Qi for each i,
b =
∑
i
bi, where bi =
(
f −
1
|Qi|
∫
Qi
f
)
1Qi.
Then
(iv) f = g + b;
(v) ‖‖g‖‖∞ ≤ 2
dλ and ‖‖g‖‖pp ≤ 2d(p−1)λp−1‖‖f‖‖1, for any 1 ≤ p <∞;
(vi) for each i,
∫
R
bi = 0 and
1
|Qi|
∫
R
‖bi‖ ≤ 2
d+1λ.
Note that the cubes Qj’s in the lemma are selected by applying standard
stopping arguments to the scalar-valued function ‖f‖. Thus for any Qj,
there exists n ∈ Z, such that Qj ∈ Dn. In the rest of this paper, we denote
by Q the collection of all Qj’s, and the collections Qn = Dn ∩ Q, for all
n ∈ Z.
Now let us give the proof of the weak type (1, 1) estimate in Theorem 2.3.
Proof. Let λ > 0. By triangle inequality, keeping the notation in Lemma
2.6, we have
|{LVq0(A)f > λ}| ≤ |{LVq0(A)g > λ/2}| + |{LVq0(A)b > λ/2}|.
14 GUIXIANG HONG∗ AND TAO MA
The first term on the right is estimated by the Lq0-boundedness of LVq0(A)
and (v) in Lemma 2.6:
|{LVq0(A)g > λ/2}| ≤ Cq0λ
−q0
∫
Rd
|LVq0(A)g(x)|
q0dx
≤ Cq0λ
−q0‖‖g‖‖q0q0 ≤ Cq0λ
−1‖‖f‖‖1.
Our main task is to prove a similar estimate for the bad part b. We have
|{LVq0(M)b > λ/2}| ≤ |Ω
∗|+ |(Rd \ Ω∗) ∩ {LVq0(M)b > λ/2}|.
The first term is estimated by Lemma 2.6 (ii) as
|Ω∗j | ≤
∑
j
|Q∗j | ≤ Cd
∑
j
|Qj| ≤ Cdλ
−1
∑
j
∫
Qj
‖f(x)‖dx ≤ Cdλ
−1‖‖f‖‖1.
It remains to treat the second term. By Chebyshev’s inequality, we first
have
|(Rd \ Ω∗) ∩ {LVq0(A)b > λ/2}| ≤ Cq0λ
−q0
∫
Rd\Ω∗
|LVq0(A)b(x)|
q0dx
= Cq0λ
−q0
∫
Rd\Ω∗
∑
k
‖A2kb− Ekb(x)‖
q0dx.
In order to finish the proof, we shall use again the almost orthogonality
principle Lemma 2.5. Write b as
b =
∑
n
∑
j:Qj∈Qn
bj =
∑
n
hn.
Clearly, x /∈ Q∗ implies Ekb = 0, for every k. Indeed, if k ≤ n, then
Ekhn(x) = 0 since the atom of σk containing x is disjoint from the support
of hn; if n < k, for each Qj ∈ Qn, there exists an atom of σk containing Qj.
Then by Lemma 2.6, (vi), we get Ekbj(x) = 0. Hence Ekhn(x) = 0.
On the other hand, A2khn(x) = 0 for k ≤ n. This is because x + B2k is
disjoint from any of the Qj in the support of hn. By these discussions, it
suffices to prove ∑
k
∫
Rd\Ω∗
‖A2k
∑
n<k
hn‖ ≤ Cq0λ
q0
∑
j
|Qj |.
since we have
∑
j |Qj | ≤ ‖‖f‖‖1 by using Lemma 2.6 again. Set dn =∑
Qj∈Qn
1Qj , Then we have∑
n
‖dn‖
q0
q0 =
∑
n
‖dn‖1 =
∑
n
∑
Qj∈Qn
|Qj |.
Hence takeing Skg = |A2kg‖, un = hn, vn = dn and σ(j) = C2
−|j|/q0 in
Lemma 2.5, it suffices to prove for k > n
‖‖A2khn‖‖
q0
q0 ≤ Cq02
n−kλq0‖dn‖
q0
q0 .
15
This follows by integrating both sides of the following pointwise inequality
‖A2khn‖
q0 ≤ Cq02
n−kλq0A2k+1 |dn|(2.17)
using the fact dn = d
q0
n . Let us give a notation which we have used several
times:
I(x+B2k , n) = ∪{x+B2k ∩Qi|Qi ∈ Qn, x+ ∂B2k ∩Qi 6= ∅}.
Then by (ii) in Lemma 2.6 and noting that n < k, we have∥∥ ∫
x+B
2k
hn(x)dx
∥∥ = ∫
I(B
2k
)
‖hn(x)‖dx ≤
∑
Qi∈Qn
x+∂B
2k
∩Qi 6=∅
∫
Qi
‖hn(x)‖dx
≤ 2 · 2dλ
∑
Qi∈Qn
x+∂B
2k
∩Qi 6=∅
Qi = Cλ
∫
x+B
2k+1
|dn|.
Since we know that the measure of I(x+B2k , n) is not more than a constant
multiple of 2n2(d−1)k, we then give another estimate∥∥ 1
|B2k |
∫
x+Bk
hn(x)dx
∥∥ ≤ 1
|B2k |
∫
I(B
2k
)
‖hn(x)‖dx ≤
Cλ
|B2k |
∫
I(B
2k
)
|dn(x)|dx
≤ C
λ|I(B2k)|
|B2k |
≤ C
λ2n2(d−1)k
2kd
≤ C2n−kλ.
Putting the above two estimates together, we then deduce (2.17) as follows:
‖A2khn‖
q0 = ‖A2khn‖
q0−1‖A2khn‖
≤ C2(n−k)(q0−1)λq0A2k+1 |dn| ≤ C2
n−kλq0A2k+1 |dn|.
Then we finish the proof of weak (1, 1) of the long variation operator. 
The proof of weak type (1,1) estimate (2.9) in Theorem 2.4 is a variant
of that in Theorem 2.3. Let us explain it briefly.
Proof. By the fact that SVq0(A) is of strong type (q0, q0), it suffices to prove∫
Rd\Ω∗
∑
k
∑
Ii∈Sk
‖Ati+1b−Atib‖
q0 ≤ Cq0λ
q0
∑
j
|Qj|.
By an argument similar to the one given in the proof of Theorem 2.3, we
only need to show the pointwise estimate∑
Ii∈Sk
‖Ati+1hn −Atihn‖
q0 ≤ Cq02
n−kλq0A2k+2 |dn|.(2.18)
The left hand side can be controlled by, modulo a constant depending on
q0, the sum of
J1 =
∑
Ii∈Sk
∥∥ 1
|Bti+1 |
∫
x+(Bti+1\Bti )
hn
∥∥q0
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and
J2 =
∑
Ii∈Sk
( 1
|Bti |
−
1
|Bti+1 |
)q0∥∥ sup
Ii∈S
∫
x+Bti
hn
∥∥q0 .
The first term J1 can be treated as
J1 ≤ Cq02
n−k 1
2kd
∑
Ii∈Sk
∫
x+(Bti+1\Bti )
‖hn‖
q0 ≤ Cq02
n−k 1
2kd
∫
x+B
2k+1
‖hn‖
q0 .
The second term J2 can be treated as
J2 ≤ C
∑
Ii∈Sk
( 1
|Bti |
−
1
|Bti+1 |
)q0 ∫
x+B
2k
∥∥hn∥∥q0
≤ C
( 1
|B2k |
−
1
|B2k+1 |
)q0 ∫
x+B
2k
∥∥hn∥∥q0 ≤ Cq02n−k 12kd
∫
x+B
2k
∥∥hn∥∥q0 .
Then we use the similar arguments as the preceding proof of the long vari-
ation. And give
J1 + J2 ≤ Cq02
n−kλq0A2k+2 |dn|.
This is just (2.18). 
2.3. (L∞c , BMO) estimates. Since ‖f‖BMOd ≤ ‖g‖BMOd can not be de-
duced from f ≤ g, the fact that Vq(A) is bounded from L
∞
c (B) to BMOd
can not be directly deduced from the (L∞c , BMO) estimates of LVq0(A),
SVq0(A) and Vq(E) through (2.4). However, we will see at the end of this
subsection that an argument similar to the proof of (2.4) will be used to de-
duce the estimate for Vq(A) follows from the similar estimates for LVq0(A)
and SVq0(A).
We shall use the equivalent definition of BMO norm (or BMOd norm),
‖g‖BMO ≃ sup
Q
inf
aQ
1
|Q|
∫
Q
|g − aQ|.
Let us first prove that LVq0(A) is bounded from L
∞
c (R
d;B) to BMOd(R
d).
Proof. Give f ∈ L∞c (R
d,B), and a dyadic cube Q. We decompose f as
f = f1Q∗ + f1Rd\Q∗ = f1 + f2, where Q
∗ is the cube with the same center
as Q but three times the side length as the definition in Lemma 2.6. We shall
take aQ = LVq0(A)f2(cQ) where cQ is the center of Q. Write LVq0(A)f−aQ
as
LVq0(A)f − aQ = LVq0(A)f − LVq0(A)f2 + LVq0(A)f2 − aQ,
17
by triangle inequalities,
1
|Q|
∫
Q
|LVq0(A)f − aQ|
≤
1
|Q|
∫
Q
|LVq0(A)f − LVq0(A)f2|
+
1
|Q|
∫
Q
|LVq0(A)f2(x)− LVq0(A)f2(cQ)|dx
≤
1
|Q|
∫
Q
|LVq0(A)(f1)|
+
1
|Q|
∫
Q
(∑
k
‖A2kf2(x)− Ekf2(x)− (A2kf2(cQ)− Ekf2(cQ))‖
q0
) 1
q0 dx
= I + II.
The first term I is easily estimated by the fact that LVq0(A) is of strong
type (q0, q0). Indeed,
I ≤
( 1
|Q|
∫
Q
|LVq0(A)(f1)|
q0
) 1
q0 ≤ Cq0
( 1
|Q|
∫
Rd
‖f1‖
q0
) 1
q0 ≤ Cq0,d‖‖f‖‖∞.
The second term II is controlled by a constant multiple of ‖‖f‖‖∞ once we
prove that for any x ∈ Q(∑
k
‖A2kf2(x)− Ekf2(x)− (A2kf2(cQ)− Ekf2(cQ))‖
q0
) 1
q0 ≤ Cq0‖‖f‖‖∞.
If 2k < ℓ(Q), then Ekf2 is supported in R
d \Q and B2k + x is contained in
Q∗ since for any y ∈ B2k
|xi + yi − (cQ)i| ≤ |xi − (cQ)i|+ |yi| ≤
1
2
ℓ(Q) + 2k <
3
2
ℓ(Q),
where xi denotes the ith element of x. Then in this case, we get
A2kf2(x)− Ekf2(x)− (A2kf2(cQ)− Ekf2(cQ)) = 0, for any x ∈ Q.
Hence it suffices to consider the case 2k ≥ ℓ(Q). Note that in this case, Q
should be contained in some atom of σk, so Ekf2(x) = Ekf2(cQ). On the
other hand,
‖A2kf2(x)−A2kf2(cQ)‖ =
1
|B2k |
‖
∫
B
2k
+x
f2 −
∫
B
2k
+cQ
f2‖
=
1
2kd
‖
∫
Rd
f2(1B
2k
+cQ\B2k+x
− 1B
2k
+cQ\B2k+x
)‖
≤
1
2kd
‖‖f‖‖∞
∫
Rd
1B
2k
+cQ△B2k+x
≤
1
2kd
|B2k + cQ △B2k + x| · ‖‖f‖‖∞.
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Then the fact that |B2k + cQ △B2k + x| ≤ C|x− cQ|
d ≤ C|Q| yields
‖A2kf2(x)−A2kf2(cQ)‖ ≤ C|Q| · ‖‖f‖‖∞
1
2kd
.
Finally, the fact that ℓq0 norm is not bigger than ℓ1 norm implies
II ≤ C|Q| · ‖‖f‖‖∞
∑
2k≥ℓ(Q)
1
2kd
≤ C‖‖f‖‖∞.

The proof of (L∞c , BMO) boundedness of SVq0(A) is a variant of that of
LVq0(A), let us give a brief explanation.
Proof. Give f ∈ L∞c (B), and a cube Q. By an argument similar to that in
the proof for LVq0(A), it suffices to prove∑
2k≥ℓ(Q)
∑
2k<ti<ti+1≤2k+1
‖Ati+1f2(x)−Atif2(x)− (Ati+1f2(cQ)−Atif2(cQ))‖
q0 ,
denoted by Iq0 , is dominated by ‖‖f‖‖q0∞ modulo a constant for any x ∈ Q
and any sequence (ti)i. In the short variation case, we further split the sum
in Sk to two parts by comparing ti+1 − ti and ℓ(Q). We shall denote by II
the part in which ti+1 − ti < ℓ(Q) , by III the part where ti+1 − ti ≥ ℓ(Q).
Hence I is dominated by triangle inequality by II+III. Let us first estimate
II. By the triangle inequality,
II ≤
( ∑
2k≥ℓ(Q)
∑
Ii∈Sk
ti+1−ti<ℓ(Q)
‖Ati+1f2(x)−Atif2(x)‖
q0
) 1
q0
+
( ∑
2k≥ℓ(Q)
∑
Ii∈Sk
ti+1−ti<ℓ(Q)
‖Ati+1f2(cQ)−Atif2(cQ)‖
q0
) 1
q0 .
By the fact that (Bti)i are nested for i, for any z ∈ Q we have
‖Ati+1f2(z)−Atif2(z)‖
=
∥∥( 1
|Bti+1 |
−
1
|Bti |
) ∫
Bti+z
f2 +
1
|Bti+1 |
∫
(Bti+1+z)\(Bti+z)
f2
∥∥
≤
( 1
|Bti |
−
1
|Bti+1 |
) ∫
Bti+z
‖f2‖+
1
|Bti+1 |
∫
(Bti+1+z)\(Bti+z)
‖f2‖
≤
( 1
|Bti |
−
1
|Bti+1 |
)
|Bti |‖‖f2‖‖∞ +
1
|Bti+1 |
(|Bti+1 | − |Bti |)‖‖f2‖‖∞
= 2(|Bti+1 | − |Bti |)
1
|Bti+1 |
‖‖f‖‖∞
≤ C‖‖f‖‖∞
∫ |Bti+1 |
|Bti |
1
u
du,
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then by the Ho¨lder inequality and the fact that ti+1− ti ≤ ℓ(Q) in this case,
≤ C‖‖f‖‖∞(|Bti+1 | − |Bti |)
1− 1
q0
( ∫ |Bti+1 |
|Bti |
1
uq0
du
) 1
q0
≤ Cd,q0‖‖f‖‖∞ℓ(Q)
1− 1
q0 |ti|
(d−1)(1− 1
q0
)( ∫ |Bti+1 |
|Bti |
1
uq0
du
) 1
q0 .
Hence
II ≤ Cd,q0ℓ(Q)
1− 1
q0 ‖‖f‖‖∞
( ∑
2k≥ℓ(Q)
2k(d−1)(q0−1)
∑
Ii∈Sk
∫ |Bti+1 |
|Bti |
1
uq0
du
) 1
q0
≤ Cd,q0ℓ(Q)
1− 1
q0 ‖‖f‖‖∞
( ∑
2k≥ℓ(Q)
2k(d−1)(q0−1)
∫ 2(k+1)d
2kd
1
uq0
du
) 1
q0
≤ Cd,q0ℓ(Q)
1− 1
q0 ‖‖f‖‖∞
( ∑
2k≥ℓ(Q)
1
2k(q0−1)
) 1
q0
≤ Cd,q0‖‖f‖‖∞.
We end the proof by the estimate of III. By the triangle inequality,
III ≤
( ∑
2k≥ℓ(Q)
∑
Ii∈Sk
ti+1−ti≥ℓ(Q)
‖Ati+1f2(x)−Ati+1f2(cQ)‖
q0
) 1
q0
+
( ∑
2k≥ℓ(Q)
∑
Ii∈Sk
ti+1−ti≥ℓ(Q)
‖Atif2(x)−Atif2(cQ)‖
q0
) 1
q0 .
By an argument similar to that in the proof for LVq0(A), for any Bti we
have
‖Atif2(x)−Atif2(cQ)‖ ≤ C|Q|‖‖f‖‖∞
1
|Bti |
.
Note that the interval of Ii ∈ Sk such that ti+1−ti ≥ ℓ(Q) is smaller 2
k/ℓ(Q)
modulo a constant, hence
III ≤ C|Q|‖‖f‖‖∞
( ∑
2k≥ℓ(Q)
∑
Ii∈Sk
ti+1−ti≥ℓ(Q)
1
|Bti |
q0
) 1
q0
≤ Cq0 |Q|‖‖f‖‖∞
( ∑
2k≥ℓ(Q)
2k
ℓ(Q)
1
2kdq0
) 1
q0
≤ Cq0‖‖f‖‖∞.

Now let us explain briefly the proof of the fact that Vq(A) is bounded
from L∞c (B) to BMOd. Give f ∈ L
∞
c (B) and a cube Q, use the fact that ℓ
q
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norm is not bigger than ℓq0 norm for q > q0, it suffices to prove(∑
(ti)i
‖Ati+1f2(x)−Atif2(x)− (Ati+1f2(cQ)−Atif2(cQ))‖
q0
) 1
q0 ,
is dominated by ‖‖f‖‖∞ modulo a constant for any x ∈ Q and any regular
sequence (Ati)i. As in the proof of (2.4), we divide the intervals Ii’s into
two sets S and L. Then the term
∑
Ii∈S
is dealt with in the same way as
that for SVq0(A).
For Ii ∈ L, we can rewrite Ii = (2
ni , 2ni+1 ]. Then in the term
∑
Ii∈L
, we
can write
Ati+1f2(x)−Atif2(x)− (Ati+1f2(cQ)−Atif2(cQ))
= A2ni+1f2(x)− Eni+1f2(x)− (A2ni+1 f2(cQ)− Eni+1f2(cQ))
+A2ni f2(x)− Enif2(x)− (A2nif2(cQ)− Enif2(cQ))
+ Eni+1f2(x)− Enif2(x)− (Eni+1f2(cQ)− Enif2(cQ)),
where Eti is defined to be 2
k < ti ≤ 2
k+1. Then by triangle inequality, the
three associated terms on the right hand side of the previous equality can
be dealt with the same way as that for LVq0(A).
The same argument for the proof of Theorem 2.1 works also for vector-
valued q-variation associated to the family of differential operators on Zd.
For the application to ergodic theory, let us state our results as follows in
the case d = 1. Let f ∈ ℓ1(Z;B). For any integer n ≥ 0, define
Anf(j) =
1
n+ 1
n∑
k=0
f(j − k).
Corollary 2.7. Let 2 ≤ q0 < q <∞ and B is of martingale cotype q0. Then
for any 1 < p <∞, there exist a constant Cp,q such that
‖Vq(A)f‖p ≤ Cp,q‖‖f‖‖p, ∀f ∈ ℓ
p(Z;B);(2.19)
3. Necessity of Rademacher cotype q
As in the martingale case, one may wonder whether a reverse statement
of Theorem 2.1 remains true. At the moment of writing, we do not know
how to conclude that B is of martingale cotype q from the inequality (2.1).
But we can prove the following result.
Theorem 3.1. Let 2 ≤ q < ∞ and B be a Banach space. If there exists a
1 < p <∞ and a constant Cp,q such that
‖Vq(A)f‖p ≤ Cp,q‖‖f‖‖p, ∀f ∈ L
p(R;B),(3.1)
then B is of Rademacher cotype q.
From the proof of Theorem 2.1, we see that the previous inequality (3.1)
holds for all 1 < p < ∞. In particular, we will use the inequality in the
case p = q. Two transference lemmata are needed for the proof of Theorem
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3.1. The first one says that inequality (3.1) remains true if the differential
operator A is replaced with Poisson integral P .
Lemma 3.2. Let P (x) = 1/π(1 + |x|2)−1 and Pt(x) = 1/tP (x/t). Define
Ptf(x) = Pt ∗ f(x). Let B be a Banach space. If inequality (3.1) holds, then
‖Vq(P )f‖p ≤ Cp,q‖‖f‖‖p, ∀f ∈ L
p(R;B).(3.2)
The same argument as in Lemma 2.4 of [3] can be repeated word by word
to show Lemma 3.2, since B is a Banach space. We leave the details to the
interesting readers.
Remark 3.3. (i) Actually, Lemma 3.2 is true not only for Poisson integrals
but for all even functions Φ satisfying limx→∞Φ(x) = 0 and
∫
R
Φ′(x)xdx <
∞. (ii) A higher dimensional version of Lemma 3.2 as well as previous (i)
remains holding, see Lemma 2.4 of [3].
The second lemma says that we can obtain inequality 3.2 for Poisson
kernel P on the circle using transference technique developed in [12].
Lemma 3.4. Let Pt(θ) =
∑
n e
−t|n|e2πinθ be the Poisson kernel for the unit
disc. Let B be a Banach space. If inequality (3.1) holds, then
‖Vq(P)f‖p ≤ Cp,q‖‖f‖‖p, ∀f ∈ L
p([0, 1];B).(3.3)
Proof. Given f ∈ Lp([0, 1];B). For any x ∈ R, define T xf(θ) = f(θ + x).
It can be easily checked that {T x : x ∈ R} is a strongly continuous one-
parameter group of positive invertible linear operators satisfying SHp in
Page 135 of [12]. Then by Remark 2.13 in [12], we have∥∥∥∥∥∥sup(ti)i
(∑
i
∥∥∥∥
∫
R
(Pti(x)− Pti+1(x))f(θ − x)dx
∥∥∥∥
q
)1/q∥∥∥∥∥∥
p
≤ Cp,q‖‖f‖‖p.(3.4)
By the Poisson summation formula, for any t > 0 we have
Pt(x) =
∑
n
e−t|n|e2πinx =
∑
n
Pt(x+ n).
Hence, by the fact that f(θ + n) = f(θ) for any n ∈ Z, we obtain∫
R
Pt(x)f(θ − x)dx =
∑
n
∫
[0,1]+n
Pt(x)f(θ − x)dx
=
∑
n
∫
[0,1]
Pt(x+ n)f(θ − x− n)dx
=
∫
[0,1]
∑
n
Pt(x+ n)f(θ − x)dx
=
∫
[0,1]
Pt(x)f(θ − x)dx = Pt ∗ f(θ),
which, together with (3.4), implies the desired inequality (3.3). 
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Now we are at a position to prove Theorem 3.1. We follow an argument
given by Pisier in Proposition 7.5 of [28].
Proof. Following the remark after Theorem 3.1, by Lemma 3.2 and 3.4, we
have for any sequence (ti)i∑
i
∥∥‖Pti ∗ f − Pti+1 ∗ f‖∥∥qq ≤ Cqq‖‖f‖‖q, ∀ f ∈ Lq([0, 1];B).(3.5)
It is easy to check that
‖(Pti ∗ f − Pti+1 ∗ f)
∧(2i)‖ = |e−ti2
i
− e−ti+12
i
|‖fˆ(2i)‖.
On the other hand, by Ho¨lder inequality
‖(Pti ∗ f − Pti+1 ∗ f)
∧(2i)‖ ≤
∥∥‖Pti ∗ f − Pti+1 ∗ f‖∥∥q .
Take ti = log(1 + 1/(2
i − 1)), then
|e−ti2
i
− e−ti+12
i
| → e−1 − e−2 > 0.
Hence we must have∥∥‖Pti ∗ f − Pti+1 ∗ f‖∥∥q ≥ 2−1(e−1 − e−2)‖fˆ(2i)‖
for all i sufficiently large. Therefore there exists i0 such that for all (ti)i≥i0 ,
(3.5) yields

∑
i≥i0
‖fˆ(2i)‖q


1
q
≤ Cq‖‖f‖‖q .(3.6)
The fact that (3.6) implies Rademacher cotype q is well known. Indeed for
any fixed sequence of signs εk = ±1 and any sequence x1, · · · , xn in B we
deduce from (3.6) that
(∑
k
‖xk‖
q
)1/q
≤ Cq
∥∥∥∥∥
∑
k
εke
2πi2kθxk
∥∥∥∥∥
Lq([0,1])
.
Taking the Lq-norm of both sides with respect to (ε1, · · · , εn), by Fubini’s
theorem and the contraction principle we obtain
(∑
k
‖xk‖
q
)1/q
≤ Cq
∥∥∥∥∥∥
∥∥∥∥∥
∑
k
εke
2πi2kθxk
∥∥∥∥∥
q
∥∥∥∥∥∥
Lq([0,1])
≤
∥∥∥∥∥
∑
k
εke
2πi2kθxk
∥∥∥∥∥
q
.

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4. Ergodic Averages
It is well known that many results in harmonic analysis on Z can be
transferred to the ergodic theory. In this section, we will show that the
vector-valued q-variation for the ergodic averages is also bounded on Lp(B)
with 1 < p < ∞. Let (Ω1, µ) and (Ω2, µ) be two measure spaces. An
operator T : Lp(Ω1)→ L
p(Ω2) is called contractively regular if the following
inequality holds ∥∥∥∥∥supk≥1 |T (xk)|
∥∥∥∥∥
Lp(Ω1)
≤
∥∥∥∥∥supk≥1 |xk|
∥∥∥∥∥
Lp(Ω2)
.
for any finite sequence (xk)k≥1 in L
p(Ω1). Any contractively regular operator
T can be extended to a contractive operator on the Bochner space Lp(Ω1;E)
for any Banach space E, i.e.
‖T ⊗ IE : L
p(Ω1;E)→ L
p(Ω2;E)‖ ≤ 1.(4.1)
In this paper, any extension of any operator S will be still denoted by S
when no confusion occurs.
Obviously, positive contractions are regular. On the other hand, it is
easy to check that if T is a contraction on L1(Ω1) and L
∞(Ω1), then T is
contractively regular on Lp(Ω1). We refer to [25], [27] and [29] for more
details and complements.
Let T = (Tt)t>0 be a bounded strong continuous semigroup. For any
t > 0, the ergodic averages of T is defined as
Mt(T ) =
1
t
∫ t
0
Trdr.
The main result of this section is the following theorem.
Theorem 4.1. Let 1 < p < ∞. Let T = (Tt)t>0 be a strong continuous
semigroup on Lp(Ω) and every Tt is contractively regular. Let 2 ≤ q0 < q <
∞ and B be of martingale cotype q0. Let B be an UMD lattice having Fatou
property. Then there exist a constant Cp,q such that∥∥ω → ‖((Mt(T )f)(ω))t≥0‖Vq(B)∥∥p ≤ Cp,q‖‖f‖‖p.(4.2)
This proof is based on the transference principle, together with Theorem
2.1.
Proof. By Fendler’s dilation theorem [10], there exist another measure space
(Ωˆ, µˆ), a strongly continuous group U = Utt∈R of regular isometries on
Lp(Ωˆ), a positive isometric embedding Q from Lp(Ω) into Lp(Ωˆ) and a
regular projection J from Lp(Ωˆ) onto Lp(Ω) such that Tt = QUtJ , for any
t > 0.
Given f ∈ Lp(Ω;B). It is easy to check that
‖(Mt(T )f)t>0‖Lp(B(Vq)) = lima→∞
‖(Mt(T )f)0<t<a‖Lp(B(Vq)).
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Now fix an integer a > 0. For any t > 0, we clearly have
Mt(T ) = QMt(U)J.
Since ‖Q‖r ≤ 1, it follows from (4.1) that
‖(Mt(T )f)0<t<a‖Lp(Ω;Vq(B)) ≤ ‖(Mt(U)J(f))0<t<a‖Lp(Ωˆ;Vq(B)).(4.3)
Using the regularity of U , we have
‖(Mt(U)J(f))0<t<a‖Lp(Ωˆ;Vq(B)) = ‖(Mt(U)U
−sU sJ(f))0<t<a‖Lp(Ωˆ;Vq(B))
≤ ‖(Mt(U)U
sJ(f))0<t<a‖Lp(Ωˆ;Vq(B))
for any s > 0. Hence for any b > 0, we have
‖(Mt(U)J(f))0<t<a‖
p
Lp(Ωˆ;Vq(B))
≤
1
b
∫ b
0
‖(Mt(U)U
sJ(f))0<t<a‖
p
Lp(Ωˆ;Vq(B))
=
1
b
∫
Ωˆ
∫ b
0
‖(Mt(U)U
sJ(f))0<t<a‖
p
Vq(B))
dωˆ.
Now we define a B-valued function on R× Ωˆ, g(t, ωˆ) = χ0,a+b(t)U
tJ(f)(ωˆ).
Then
Mt(U)U
sJ(f)(ωˆ) =
1
t
∫ t
0
U r+sJ(f)(ωˆ) = At(g(·, ωˆ))(s).
Now apply Theorem 2.1, using the regularity of U and J , we have
‖(Mt(U)J(f))0<t<a‖
p
Lp(Ωˆ;Vq(B))
≤ Cpp,q
1
b
∫
Ωˆ
∫ a+b
0
‖g(s, ωˆ)‖pBdωˆ
≤≤ Cpp,q
1
b
∫
Ωˆ
∫ a+b
0
‖J(f)(ωˆ)‖pBdωˆ ≤
a+ b
b
Cpp,q‖f‖
p
Lp(B).

A discret version of Theorem 4.1 is also true by the same transference
techniques together with Corollary 2.7. Let T : Lp(Ω) → Lp(Ω) be a con-
tractively regular operator. For any integer n ≥ 0, the ergodic averages of
T is defined as
Mn(T ) =
1
n+ 1
n∑
k=0
T k.
Corollary 4.2. Let 1 < p <∞ and 2 ≤ q0 < q <∞. Let B be of martingale
cotype q0. Then there exist a constant Cp,q such that
‖(Mn(T )f)n≥0‖Lp(vq(B))‖ ≤ Cp,q‖‖f‖‖p, ∀f ∈ L
p(Ω;B).(4.4)
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5. Symmetric diffusion semigroups
The aim of this section is to show that the result in Theorem 4.1 is
still true for the symmetric semigroups themselves instead of the ergodic
averages. We need the following lemma, which is a vector-valued version of
Lemma 2.2 in [19]. We omit its proof.
Lemma 5.1. Let (ft)t≥0 be a family of L
p(Ω;E) and assume that:
(i) For a.e. ω ∈ Ω, the function t→ ft(ω) is continuous in E on (0,∞);
(ii) There exists a constant C > 0 such that whenever t0 < t1 < · · · < tm
is a finite increasing sequence of positive real numbers, we have
‖(ft0 , ft1 , · · · , ftm)‖Lp(Ω;vmq (E)) ≤ C.
Then (ft(ω))t>0 belongs to Vq(E) for a.e. ω ∈ Ω, and the resulting function
belongs to Lp(Ω), i.e. ∥∥ω → ‖(ft(ω))t>0‖Vq(E)∥∥p ≤ C.
The main result is stated as follows.
Theorem 5.2. Let (Tt)t≥0 be a symmetric diffusion semigroup. Let 2 ≤
q0 < ∞ and B be a Banach space of martingale cotype q0 which is an in-
terpolation space between a Hilbert space and another Banach space B0 of
martingale cotype q1 with 2 ≤ q1 < ∞. Then for any q0 < q < ∞, any
integer m ≥ 0 and any f ∈ Lp(Ω;B), the family
(
tm ∂
m
∂tm (Tt(f))
)
t>0
belongs
to Vq(B) for a.e. ω ∈ Ω and we have an estimate∥∥∥∥‖ω → (tm ∂m∂tm (Tt(f)))t>0‖Vq(B)
∥∥∥∥
p
. ‖‖f‖‖p, ∀f ∈ L
p(Ω;B).(5.1)
In particular, when m = 0, the family (Tt(f))t>0 belongs to Vq(B) for a.e.
ω ∈ Ω and we have an estimate∥∥‖ω → (Tt(f))t>0‖Vq(B)∥∥p . ‖‖f‖‖p, ∀f ∈ Lp(Ω;B).
Remark 5.3. When B is a Banach lattice of martingale cotype q0, from the
argument after Problem 2 in [21], there exists another Banach lattice B0 of
martingale cotype q1 with q1 ≥ 2. On the other hand, noncommutative Lq0
spaces are also Banach spaces satisfying the interpolation property.
As said previously, we first prove a discrete version, then the continuous
case will be deduced from the discrete case by approximation. Let T :
Lp(Ω)→ Lp(Ω) and let
∆mn ≡ ∆
m
n (T ) = T
n(T − I)m
for any integers n,m ≥ 0. Note that (∆mn )n≥0 is the m-difference sequence
of (T n)n≥0.
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Proposition 5.4. Let 2 ≤ q0 <∞ and B be a Banach space of martingale
cotype q0. Assume T is a contractively regular operator on L
p(Ω) such that
for any integer m ≥ 0 and any f ∈ Lp(Ω;B),∥∥∥∥∥∥
(
∞∑
n=0
1
n+ 1
‖(n + 1)m+1∆m+1n (f)‖
q0
) 1
q0
∥∥∥∥∥∥
p
≤ Cm,q0‖‖f‖‖p.(5.2)
Then we have
‖(nm∆mn (f))n≥1‖Lp(vq(B)) . ‖‖f‖‖p, ∀f ∈ L
p(Ω;B).(5.3)
for any integer m ≥ 0. In particular, when m = 0, we get the estimate for
the discrete semigroup
‖(T n(f))n≥1‖Lp(vq(B)) . ‖‖f‖‖p, ∀f ∈ L
p(Ω;B).
This proposition will be shown later. Let us first prove Theorem 5.2,
which requires the fractional averages on the power of T (see Page 409 in
[18]). Given a complex number α and a nonnegative integer n, set
Aαn =
(α+ 1)(α + 2) · · · (α+ n)
n!
and
Sαn ≡ S
α
n (T ) =
n∑
k=0
Aα−1n−kT
k, Mαn ≡M
α
n (T ) = (n+ 1)
−αSαn .
The (Mαn )n≥0 are the fractional averages of (T
n)n≥0. Note that M
0
n = T
n
and M1n is the usual ergodic average Mn already considered before. Also if
α is a negative integer −m, then S−mn = ∆
m
n . Thus M
−m
n = (n+ 1)
m∆mn .
Now we are ready to show Theorem 5.2.
Proof. Let m ≥ 0 be an integer. By the comments after (4.1), we have Tt
extends contractively on all Lp(Ω;B) with 1 ≤ p ≤ ∞ for any Banach spaces
and any t > 0. Then by the density argument, it follows from the lemma in
Page 72 of [32] that the function
t→ tm
∂m
∂tm
(Tt(f))(ω)
is continuous in B for a.e. ω ∈ Ω. To finish the proof, it suffices to show that
Tt satisfy the estimate (5.3) uniformly. Indeed, then using an approximation
argument as in the proof of Corollary 4.2 in [19], we deduce that for any
0 < t0 < t1 < · · · < tm, we have
‖(Tt0(f), Tt1(f), · · · , Ttm(f))‖Lp(vmq (B)) ≤ C‖‖f‖‖p.
The desired result then follows from Lemma 5.1.
Following from Proposition 5.4, it suffices to prove that Tt satisfy the
estimate (5.2) uniformly which will be deduced by complex interpolation
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from the following two estimates∥∥∥∥∥∥
(
∞∑
n=0
1
n+ 1
‖(n + 1)∆nM
α
n (f)‖
q1
B0
) 1
q1
∥∥∥∥∥∥
p
≤ Cm,q1‖‖f‖‖p(5.4)
for any α ∈ C with Re(α) > 1 and f ∈ Lp(Ω;B0), and∥∥∥∥∥∥
(
∞∑
n=0
1
n+ 1
‖(n+ 1)∆nM
α
n (f)‖
2
H
) 1
2
∥∥∥∥∥∥
p
≤ Cm‖‖f‖‖p(5.5)
for any α ∈ C and f ∈ Lp(Ω;H).
As in [32], the estimate (5.4) follows from the same inequality in the case
α = 1, which is a further consequence of Lemma 2.4 in [21], since Tt is the
square of Tt/2 and hence admits Rota’s dilation. And the estimate (5.5) can
be deduced again by complex interpolation from the following two estimates∥∥∥∥∥∥
(
∞∑
n=0
1
n+ 1
‖(n+ 1)∆nM
α
n (f)‖
2
H
) 1
2
∥∥∥∥∥∥
2
≤ Cm‖‖f‖‖2(5.6)
for any α ∈ C and f ∈ Lp(Ω;H), and∥∥∥∥∥∥
(
∞∑
n=0
1
n+ 1
‖(n+ 1)∆nM
α
n (f)‖
2
H
) 1
2
∥∥∥∥∥∥
p
≤ Cm‖‖f‖‖p(5.7)
for any α ∈ C with Re(α) > 1 and f ∈ Lp(Ω;H) for all 1 < p <∞.
Finally, estimate (5.6) follows from spectral decomposition as in [32] and
estimate (5.7) follows again from Rota’s dilation since Tt is the square of
Tt/2. 
Now we are at a position to prove Proposition 5.4 following the pattern
set up in [19], we need the following two elementary estimates whose proof
is left for readers.
Lemma 5.5. For any integer m ≥ 0 and 2 ≤ q0 <∞, there exists a constant
Km,q0 such that for any n ≥ 1,
 2n∑
j=n
(j + 1)
1−q0m
q0−1


q0−1
q0
≤ Km,q0n
1−m.
Lemma 5.6. For any sequences (δn)n≥0 ∈ v1 and (zn)n≥0 ∈ L
p(Ω; vq(B)),
we have (δnzn)n≥0 ∈ L
p(Ω; vq(B)) and
‖(δnzn)n≥0‖Lp(vq(B)) ≤ 3‖(δn)n≥0‖v1‖(zn)n≥0‖Lp(vq(B)).
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Proof. We define
∆−1n = nMn−1(T ) =
n−1∑
j=0
T j, ∀n ≥ 1.
The following decomposition formula for any m ≥ 0, which has been shown
in (4.10) in [19], plays an important role in the induction argument.
nm∆m2n+1 = n
m−1
2n∑
j=n
(j + 1)∆m+1j − n
m−1(n + 1)(∆m2n+1 −∆
m
n )
+ nm−1∆m−12n+1 − n
m−1∆m−1n+1
= An −
n+ 1
n
Bn + n
m−1∆m−12n+1 − n
m−1∆m−1n+1 .
Fix f ∈ Lp(Ω;B). To finish the proof, it suffices to prove
(5.8) ‖(An(f))n≥0‖Lp(vq(B)) . ‖‖f‖‖p
and
‖(Bn(f))n≥0‖Lp(vq(B)) . ‖‖f‖‖p.(5.9)
Indeed, the two estimates, together with Lemma 5.6, imply
‖((nm∆m2n+1)(f))n≥0‖Lp(vq(B)) . ‖‖f‖‖p
since
‖(
n + 1
n
Bn(f))n≥1‖Lp(vq(B)) . ‖‖f‖‖p,
‖(nm−1∆m−1n+1 (f))n≥1‖Lp(vq(B)) . ‖‖f‖‖p
and
‖(nm−1∆m−12n+1(f))n≥1‖Lp(vq(B)) . ‖‖f‖‖p,
whence further yields the desired result by using again (5.9) and the identity
n∆mn = n
m∆m2n+1 −Bn.
As in [19], we shall prove the estimates of (5.8) and (5.9) by deducing the
pointwise estimates
‖(An(f))n≥0‖vq(B), ‖(Bn(f))n≥0‖vq(B) . Φm,q0(f)
where Φm,q0(f) denotes the vector-valued Littlewood-Paley function
Φm,q0(f) =

 ∞∑
j=1
1
j + 1
‖(j + 1)m+1∆m+1j (f)‖
q0


1
q0
which belongs to Lp(Ω) by the assumption (5.2).
We only deal with the sequence (An)n≥0, since similar argument works
also for the sequence (Bn)n≥1 (see e.g. the paragraph after (4.14) in [19]).
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Given a fixed increasing sequence of integers (nk)k≥0 with n0 = 1. For any
k ≥ 1, we define
ak =
{
nm−1k
∑2nk
j=2nk−1+1
(j + 1)∆m+1j if 2nk−1 ≥ nk
nm−1k
∑2nk
j=nk
(j + 1)∆m+1j if 2nk−1 < nk
bk =
{
−nm−1k−1
∑nk−1
j=nk−1
(j + 1)∆m+1j if 2nk−1 ≥ nk
−nm−1k
∑2nk−1
j=nk−1
(j + 1)∆m+1j if 2nk−1 < nk
and
ck =
{
(nm−1k − n
m−1
k−1 )
∑2nk−1
j=nk
(j + 1)∆m+1j if 2nk−1 ≥ nk
0 if 2nk−1 < nk
which yields a decomposition
Ank −Ank−1 = ak + bk + ck.(5.10)
Let θ = 1/q0 −m such that (1 − θ)q0 = q0(m + 1) − 1 and θq0/(q0 − 1) =
(1− q0m)/(q0 − 1). Using Ho¨lder inequality, if 2nk−1 ≥ nk, we have
‖ak(f)‖ ≤ n
m−1
k
2nk∑
j=2nk−1+1
(j + 1)‖∆m+1j (f)‖
≤ nm−1k

 2nk∑
j=2nk−1+1
(j + 1)(1−θ)q0‖∆m+1j (f)‖
q0


1
q0
·

 2nk∑
j=2nk−1+1
(j + 1)
θq0
q0−1


q0−1
q0
= nm−1k

 2nk∑
j=2nk−1+1
(j + 1)q0(m+1)−1‖∆m+1j (f)‖
q0


1
q0
·

 2nk∑
j=2nk−1+1
(j + 1)
1−q0m
q0−1


q0−1
q0
.
30 GUIXIANG HONG∗ AND TAO MA
Similarly if 2nk−1 < nk, we have
‖ak(f)‖ ≤ n
m−1
k

 2nk∑
j=nk
(j + 1)(1−θ)q0‖∆m+1j (f)‖
q0


1
q0
·

 2nk∑
j=nk
(j + 1)
θq0
q0−1


q0−1
q0
= nm−1k

 2nk∑
j=2nk−1+1
(j + 1)q0(m+1)−1‖∆m+1j (f)‖
q0


1
q0
·

 2nk∑
j=nk
(j + 1)
1−q0m
q0−1


q0−1
q0
.
Thus by Lemma 5.5, we have in both case
‖ak(f)‖
q0 ≤ Kq0m,q0
2nk∑
j=2nk−1+1
(j + 1)q0(m+1)−1‖∆m+1j (f)‖
q0 .
Summing up, we deduce that
∞∑
k=1
‖ak(f)‖
q0 ≤ Kq0m,q0Φm,q0(f)
q0 .(5.11)
By a similar deduction, we also have
∞∑
k=1
‖bk(f)‖
q0 ≤ Kq0m,q0Φm,q0(f)
q0 .(5.12)
Now, let us turn to the last but the most involved term ck(f). It suffices
to deal with the case 2nk−1 ≥ nk. Using Ho¨lder inequality and Lemma 5.5,
we have
‖ck(f)‖
q0 ≤ |nm−1k − n
m−1
k−1 |
q0
2nk−1∑
j=nk
(j + 1)q0(m+1)−1‖∆m+1j (f)‖
q0
·

2nk−1∑
j=nk
(j + 1)
1−q0m
q0−1


q0−1
≤ Kq0m,q0
(
nm−1k − n
m−1
k−1
nm−1k
)q0 2nk−1∑
j=nk
(j + 1)q0(m+1)−1‖∆m+1j (f)‖
q0 .
For any integer j ≥ 1, define
Jj = {k ≥ 1 : nk ≤ j ≤ 2nk−1},
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and set
Λj =
∑
k∈Jj
(
nm−1k − n
m−1
k−1
nm−1k
)q0
.
Then by Fubini theorem,
∞∑
k=1
‖ck(f)‖
q0 ≤ Kq0m,q0
∞∑
j=1
Λj(j + 1)
q0(m+1)−1‖∆m+1j (f)‖
q0 .
Let us now estimate the Λj ’s. Observe that if Jj is a non empty set, then it
is a finite interval of integers. Thus it reads as
Jj = {kj −N + 1, kj −N + 2, · · · , kj − 1, kj}
where kj is the biggest element of Jj and N is the integer such that kj−N+1
is the least integer such that j ≤ 2nkj−N .
Suppose that m ≥ 2, then the sequence (nm−1k )k is increasing. Thus
∑
k∈Jj
nm−1k − n
m−1
k−1 =
N−1∑
r=0
nm−1kj−r − n
m−1
kj−r−1
= nm−1kj − n
m−1
kj−N
≤ nm−1kj ,
which is further smaller then jm−1, since kj ∈ Jj hence nkj ≤ j. On the
other hand, we have j ≤ 2nk for any k ∈ Jj , hence
∑
k∈Jj
nm−1k − n
m−1
k−1
nm−1k
≤
(
2
j
)m−1 ∑
k∈Jj
nm−1k − n
m−1
k−1 ≤ 2
m−1.
We immediately deduce that Λj ≤ 2
(m−1)q0 . In the case m = 0, we have
similarly
∑
k∈Jj
n−1k − n
−1
k−1
n−1k
≤ j
∑
k∈Jj
n−1k − n
−1
k−1 ≤ jn
−1
kj−N
≤ 2.
So in this case Λj ≤ 2
q0 . Finally Λj = 0 when m = 1.
This shows that in all cases, we have
∞∑
k=1
‖ck(f)‖
q0 ≤ K ′q0m,q0Φm,q0(f)
q0 .
By the identity (5.10), this estimate together with (5.11) and (5.12) yields
∞∑
k=1
‖Ank(f)−Ank−1(f)‖
q0 ≤ (6Kq0m,q0 = K
′q0
m,q0)Φm,q0(f)
q0 ,
which yields the desired estimates since the upper bound does not depend
on the sequence (nk)k≥0 and vq(B) ⊂ vq0(B) when q > q0 ≥ 2. 
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6. Applications
In this section, we are concerned with the properties of the convergence
in connection with variational inequalities. Restriceted to Banach spaces of
martingale cotype q0 with 2 ≤ q0 <∞, we will see that our results improve
the ones by Cowling/Leinert and Taggart.
Let T = (Tt)t≥0 be a symmetric diffusion semigroup. By definiton, Tt is
contractive on all Lp with 1 ≤ p ≤ ∞ for any t > 0, hence Tt is contractively
regular on all Lp with 1 ≤ p ≤ ∞ for any t > 0, which implies by (4.1) that
Tt extends contractively on all L
p(Ω;B) with 1 ≤ p ≤ ∞ for any Banach
spaces and any t > 0. On the other hand, by definition, for any f ∈ Lp(Ω),
Ttf → f in the L
p-norm as t→ 0+. Therefore by the density argument, for
any f ∈ Lp(Ω;B), Ttf → f in the L
p(B)-norm as t→ 0+.
Let A denote the infinitesimal generator of T . By mean ergodic theorem,
we have direct sum decomposition
Lp(Ω) = N(A)⊕R(A).
If we let PA : L
p(Ω) → Lp(Ω) denotes the corresponding projection onto
N(A), then
Ttf → PA(f), as t→∞
in Lp-norm for any f ∈ Lp(Ω). By by the density argument, this limit holds
also true for any f ∈ Lp(Ω;B).
Now applying Theorem 5.2, we deduce the following individual ergodic
theorems.
Corollary 6.1. Let T = (Tt)t≥0 be a symmetric diffusion semigroup. Let
2 ≤ q0 < ∞ and B be a Banach space of martingale cotype q0 which is an
interpolation space between a Hilbert space and another Banach space B0 of
martingale cotype q1 with q0 < q1 < ∞. Let f ∈ L
p(Ω;B) with 1 < p < ∞,
then for almost every ω ∈ Ω,
[Ttf ](ω)→ [PA(f)](ω) in B−norm, as t→∞
and
[Ttf ](ω)→ f(ω) in B−norm, as t→∞.
As said in the introduction of this paper, the pointwise convergence has
been obtained by Cowling and Leinert for all Banach spaces B. However,
Theorem 5.2 provides us quantitvative information on the rate of the con-
vergence, which depends on the geometric property of the Banach space
under consideration. This requires the notion of λ-jump functions. For any
λ > 0 and any family a = (at)t≥0 in Banach space B. One defines N(a, λ)
to be the supremum of all integers N ≥ 0 for which there is an increasing
sequence
0 < s1 < t1 ≤ s2 < t2 ≤ · · · ≤ sN < tN
so that ‖atk − ask‖ > λ for each k = 1, · · · , N . It is clear that for any
1 ≤ q <∞,
λqN(a, λ) ≤ ‖a‖qVq(B).
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By Theorem 5.2, we immediately obtain the following jump estiamtes.
Corollary 6.2. Let T = (Tt)t≥0 be a symmetric diffusion semigroup. Let
2 ≤ q0 < ∞ and B be a Banach space of martingale cotype q0 which is
an interpolation space between a Hilbert space and another Banach space
B0 of martingale cotype q1 with 2 ≤ q1 < ∞. For any f ∈ L
p(Ω;B) with
1 < p <∞ and q0 < q <∞, we have∥∥∥ω → N(([Ttf ](ω))t≥0, λ) 1q ∥∥∥
p
.
‖f‖Lp(B)
λ
,
and for any K > 0, we also have
µ
{
ω ∈ Ω|N
(
([Ttf ](ω))t≥0, λ
)
> K
}
.
‖f‖Lp(B)
λpK
p
q
.
The jump estimate is sharp in the sense that the index q can not go below
q0. This can be easily seen from the particular case when B is a Hilbert
space. In this case, q0 = 2 and suppose we can find q2 < q0 such that
the jump estimate holds. Then by Lemma 2.1 in [16] (see also [2]), we have
corresponding q-variational inequality for all q2 < q , which contradicts with
the fact the 2-variational inequality fails (see e.g. [17], [31]). For Banach
space of martingale cotype q0, similar phenomenon happens. That means
we can not expect the jump estimate were true for q < q0. On the other
hand, we may expect that the jump estimate would be true when q = q0.
All these facts will be proved and appear elsewhere.
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