We give two sufficient conditions for a branch consisting of non-trivial solutions of an abstract equation in a Banach space not to have a (secondary) bifurcation point when the equation has a certain symmetry. When the nonlinearity f is of Allen-Cahn type (for instance f (u) = u − u 3 ), we apply these results to an unbounded branch consisting of nonradially symmetric solutions of the Neumann problem on a disk
Introduction
To begin with, we consider the Neumann problem on the disk D := {(x, y);
where λ > 0. We assume that f satisfies the following: There is a ∈ R such that f (a) = 0 and f (a) > 0. Then u ≡ a is a solution which we call the trivial solution (or the trivial branch). Let X be a functional space on which we work. Since we impose the Neumann boundary condition (N) can have a continuum (or branch) C ⊂ R × X emanating from the trivial branch and consisting of non-radially symmetric solutions of (N). Note that C is not necessarily the maximal continuum satisfying the above conditions. When u is a solution of (N), R θ u is also a solution, where R θ (θ ∈ S 1 := R/2π Z) denotes the counterclockwise rotation operator with center O and angle θ . Therefore C is like a sheet rather than a branch. In order to avoid confusion, we distinguish a secondary bifurcation from an ordinary bifurcation. Specifically, we say that the (non-trivial) solution (λ * , u * ) ∈ C is a secondary bifurcation point if in any small neighborhood of (λ * , u * ) there is a solution except C. Roughly speaking, another branch emanates from a point of the non-trivial branch C. For every (λ * , u * ) ∈ C, the associated eigenvalue problem of (N) at (λ * , u * ) φ + λ * f u * φ = κφ in D, ∂ ν u = 0 on ∂ D has a zero eigenvalue, which comes from the rotational invariance of the problem (N) (u θ (:= ∂ θ (R θ u)) is a corresponding eigenfunction). Hence we cannot directly apply the implicit function theorem. Non-existence of a secondary bifurcation point of a problem with symmetry is less trivial than that of a problem without symmetry.
There are two purposes in this article. (1) One is to give two sufficient conditions on the zero eigenvalue of the linearized problem for a non-trivial branch not to have a secondary bifurcation point when the equation has a certain symmetry such as one with respect to rotation or translation (Theorems A and B in Section 2). In this article we treat symmetries satisfying the following: There exists a (not necessarily compact) one-dimensional continuous group G acting on X such that a mapping F : X → X is G-equivalent, that is, F • g = g • F for every g ∈ G. We do not use a global property of G. Our result is applicable to the case G ∼ = S 1 or R. (A one-dimensional connected real manifold without boundary should be homeomorphic to S 1 or R.) (N) is a typical example. The sufficient condition of Theorem A is as follows: The zero eigenvalue is simple and the corresponding eigenspace is spaned by u θ in the case of (N). In other words, the zero eigenvalue comes only from the G-equivalence. Theorem B is for the case where the zero eigenvalue is not simple. When the branch has a turning point, this theorem can be applied.
(2) The other purpose is to apply Theorems A to the problem (N) when the nonlinearity satisfies
A typical example is the Allen-Cahn type nonlinearity, i.e., f (u) = u − u 3 . In the author's previous paper [7] , it is shown that (N) has an unbounded continuum C 2 (resp. and that its closure is homeomorphic to R
(Theorem C).
This article consists of five sections. In Section 2, we formulate the problem in an abstract manner. We state and prove Theorems A and B which are sufficient conditions for a non-trivial branch not to have a secondary bifurcation point. We also obtain necessary conditions for a non-trivial branch to have a secondary bifurcation point. In Section 3, we give two applications. We show that the first branch of (N) does not have a secondary bifurcation point and that the branch is homeomorphic to R × S 1 (Theorem C), using Theorem A. The technical point is to check the simplicity of the zero eigenvalue (Lemma 3.3). Another example is given in Remark 3.6. A conclusion of this article is made in Section 4. In Appendix A, we recall known results about the nodal curves of eigenfunctions on a planar domain which plays a fundamental role in calculating the Morse index of the solution of (N).
Abstract results
In this section we give two results about the non-existence of a secondary bifurcation point in an abstract setting.
Let X be a Banach space, and let I c,ε := (c − ε, c + ε) ⊂ R (c ∈ R, ε > 0). Let G be a continuous group acting on X , and let σ θ be an element of G parameterized by θ ∈ I 0,ε such that σ 0 = id ((σ (I 0,ε ), σ −1 ) is a local chart of G including id).
Hereafter, we locally identify an element of G with a real number.
We consider the mapping F :
We say thatū is a trivial solution of F (λ, u) = 0 ifū satisfies F (λ,ū) = 0 and if σ θū =ū for all θ ∈ I 0,ε .
First, we assume the existence of a branch consisting of non-trivial solutions that can be described as a graph of λ near λ * . Specifically, we assume that there exists a one-parameter familyũ(λ) λ ∈ I λ * ,δ consisting of non-trivial solutions such that F λ,ũ(λ) = 0 for all λ ∈ I λ * ,δ .
Second, we assume that
We define
The third assumption is the essential one for Theorem A below.
Zero is a simple eigenvalue of
Here we say that the zero is a simple eigenvalue of
The first main theorem of this article is 
Proof. In this proof we omit subscripts of Y 1,λ * , Z 1,λ * , and I 0,ε for simplicity. Since Y ⊕ Z = X , the mapping
Let us consider the mapping Φ :
Second, we prove the conclusion of the theorem. We define the mapping Ψ :
.
There is a neighborhood
On the other hand,
Combining (2.1) and (2.2), we obtain the conclusion of the theorem. 2
We consider the case where the zero eigenvalue is not simple. A turning point is a typical example. We state three assumptions (F4), (F5), and (F6).
First, we assume that
We define λ * := λ(0). Since σ θû (s) is a two-parameter family of non-trivial solutions, we define u * * (s, θ) := σ θû (s)
Second, we assume that λ(s) is of class C 1 with respect to s near 0, λ s (0) = 0, and
The third assumption is the essential one for Theorem B below.
Zero is an eigenvalue of F u λ * , u * * (0, 0) , 
Proof. For simplicity we also omit subscripts of Y 2,0 , Z 2,0 , and I 0,ε . We will show that the mapping Φ :
is a homeomorphism, where u * * s and u * * θ are estimated at (0, 0). By the local inversion theorem we see that Φ is a local homeomorphism near (λ, s, θ, z) = (λ * , 0, 0, 0). Hence we can write any point near (λ * , 0, 0, 0) as (λ, u * * (s, θ) + z).
is a homeomorphism, hence (∂ (λ,s,θ,z) Ψ )(λ * , 0, 0, 0) is invertible. Applying the local inversion theorem to Ψ , we see that there is a neighborhood
We see that there is no solution to 
is a homeomorphism, because P 2 F λ = 0 (F6). Here we use z * s = z * θ = 0 at (λ * , 0, 0). We can apply the local inversion theorem to Ξ . There is a neighborhood U 2 of (0, 0, λ * ) such that for any (s, θ, 0) ∈ Ξ(U 2 ) there exists a unique solution (s, θ, λ) of Ξ(s, θ, λ) = (s, θ, 0). Hence there is a C 1 -mapping λ =λ(s, θ) such that there is no so-
Maps and assumptions used in proofs and statements of Theorems A and B are inspired by [2] .
Applications
Although there are a vast amount of literature on the Neumann problem of semilinear elliptic equations, little is known about the existence of global branches of solutions in the case where the problem cannot reduced to an ODE. (Recent progress on the bifurcation theory for PDEs can be found in [5] .) The author guesses that because of few of the research in this direction, sufficient conditions of the non-existence of a secondary bifurcation point for PDEs with symmetry are not seriously studied in spite that our conditions (F0)-(F6) are well expected.
In the author's previous paper [7] , the existence of an unbounded continuum emanating from the second (the third) eigenvalue is shown when f ∈ C 3 and there is a ∈ R such that f (a) = 0 and f (a) > 0. Note that assumptions on f (0) are not needed for the existence. If (f0)-(f3) are satisfied, then we can obtain an unbounded continuum of solutions of (N) having properties listed in the next proposition, using a similar method used in [7] . Let u(λ) be defined as in Proposition 3.1. We define
In [7] the local uniqueness of the sheet C is also shown. 
Because f (t) < f (t)/t (t > 0), the first eigenvalue of
is less than the first eigenvalue of Let us show a modified version of a result independently obtained by [1] and [6] , before proving Lemma 3.3. 
The main technical difficulty in applying Theorem A is to check (F3). In the next lemma we show that (N) satisfies (F3) under the assumptions (f0)-(f3).
Proof of Lemma 3.3. Without loss of generality, we assume that θ = 0, namely, we consider the case (λ, u * (λ, 0))(∈ C).
We prepare notations. Let L := + λ f (u * ) with the Neumann boundary condition, and let σ (L) denote the set of the
where X e := {u ∈ X; u(−x, y) = u(x, y)}, X o := {u ∈ X; u(−x, y) = −u(x, y)}.
We divide the proof into three steps.
Step 
Step 2 (Zero eigenvalue): Since u * θ ≡ 0 (Proposition 3.1(iii)) and the pair (κ, φ)
zero is an eigenvalue of (3.5) and u * θ is an eigenfunction. (3.7)
Since u * θ changes the sign in D, zero is not the first eigenvalue, which means that (i) is true. Moreover, u * θ is odd in x and
Let κ 1 be the first eigenvalue of σ (L). The corresponding eigenfunction does not change the sign, hence it is not odd.
We show by contradiction that
Let us consider another eigenvalue problem
where
, zero is the first eigenvalue of (3.9). On the other hand, (
is an eigenvalue, which contradicts that zero is the first eigenvalue of (3.9).
We show by contradiction that zero is the simple eigenvalue of L in X o . (3.10)
Suppose the contrary. There is an eigenpair (0,
As we see in Step 3, zero is the first eigenvalue of (3.9). Since the first eigenvalue is simple,
for some c ∈ R. Because of the unique continuation property, φ o ≡ cu * θ in D, which is a contradiction.
Step 3 When (λ, u * (λ, 0)) is near the bifurcation point, there is exactly one positive eigenvalue of σ (L) and the second eigenvalue is zero and simple. These are proven later in Lemma 3.5. Suppose that (3.11) does not holds for some large λ. Then let λ 0 be the smallest λ so that (3.11) does not holds. (κ e , φ e ) (κ e = 0, φ e ∈ X e ) is an eigenpair. Since φ e (x, −y) is also an eigenfunction, ψ(x, y) := φ e (x, y) − φ e (x, −y) satisfies (3.5). If ψ ≡ 0, then (κ e , ψ) satisfies (3.3), and κ e is an eigenvalue of (3.3). However, we see by the same argument as before that the first eigenvalue of (3.3) is negative, which contradicts that κ e ∈ [0, κ 1 ). By a variational characterization of the second eigenvalue we have
where κ 2 is the second eigenvalue of σ (L) . We obtain a contradiction. We have proven (3.11).
Combining (3.5), (3.7), (3.8), (3.10) and (3.11), we have shown (ii) and (iii). 2
We prove the lemma which is left. (ii) The second eigenvalue of (3.5) is zero and simple.
Proof. We will briefly show that (i) and (ii) hold. It is enough to show the case θ = 0. First we consider the case where
with the Neumann boundary condition. Since the multiplicity of the second eigenvalue of the Neumann Laplacian on D is two, the second eigenvalue of L is zero and its multiplicity is two. Moreover, the first eigenvalue of L is positive.
Let us consider (3.5) with θ = 0. Then zero is always eigenvalue for λ > λ 1 . When (λ, u * (λ, 0)) is near the bifurcation point, if there is an eigenvalue that converges to zero as λ ↓ λ 1 , then other eigenvalues are uniformly away from the imaginary axis, because the multiplicity of the zero eigenvalue of L is two. This eigenvalue should be the first eigenvalue of (3.3), because the corresponding eigenfunction can be obtained by the extending the first eigenfunction of (3.3) by odd reflection with respect to the x-axis. The first eigenvalue of (3.3) is negative near the bifurcation point, which indicates that the third eigenvalue of (3.5) is negative and that the second eigenvalue of (3.5) is simple. The statements (i) and (ii) are proven. 2 (F3) follows from Lemma 3.3. We can apply Theorem A and obtain the following: Theorem C. Let C be as defined by (3.1) . Then C is the unique maximal continuum consisting of non-trivial solutions to (N) and
Remark 3.6. Theorems A and B are applicable when the equation has a translation equivariance. Let us consider
This equation has a two-parameter family of one-peak solutions u(λ, θ) corresponding to a heteroclinic orbit. This solution can be written explicitly
The linearization has a zero eigenvalue. However, the Sturm-Liouville theory tells us that the zero eigenvalue is simple.
Therefore the zero eigenvalue comes only from the translation equivariance, and u(λ, θ) does not have a secondary bifurcation point.
We give an application of Theorem B. By is also a solution of (3.13).
Since {(λ, (x, y)); λ = −r 4 + 2r 2 + 1, r = 0} is a continuum of non-trivial solutions, this continuum has a turning point (2, (1, 0) ) in the (λ, (x, y))−space. We will check (F4)-(F6) and apply Theorem B to (2, (1, 0) ). (2, (1, 0) ) is not a secondary bifurcation point. Because of the rotation equivalence (3.14), (2, u * * (1, θ)) (θ ∈ S 1 ) is not a secondary bifurcation point as well.
Conclusion
We give two abstract sufficient conditions (Theorems A and B) for a branch not to have a secondary bifurcation point when the equation has a symmetry. Applying a sufficient condition (Theorem A) to the problem (N) with (f0)-(f3), we show that the continuum consisting of non-radially symmetric solutions of that problem and emanating from the second eigenvalue does not have a secondary bifurcation point and that the maximal continuum is homeomorphic to R × S 1 (Theorem C).
