Dynamics and Hall-edge-state mixing of localized electrons in a
  two-channel Mach-Zehnder interferometer by Bellentani, Laura et al.
Dynamics and Hall-edge-state mixing of localized electrons in a two-channel
Mach-Zehnder interferometer
Laura Bellentani∗ and Andrea Beggi
Dipartimento di Scienze Fisiche, Informatiche e Matematiche,
Universita` degli Studi di Modena e Reggio Emilia, Via Campi 213/A, I-41125 Modena, Italy
Paolo Bordone
Dipartimento di Scienze Fisiche, Informatiche e Matematiche,
Universita` degli Studi di Modena e Reggio Emilia, Via Campi 213/A, I-41125 Modena, Italy and
S3, Istituto Nanoscienze-CNR, Via Campi 213/A, 41125 Modena, Italy
Andrea Bertoni†
S3, Istituto Nanoscienze-CNR, Via Campi 213/A, 41125 Modena, Italy
We present a numerical study of a multichannel electronic Mach-Zehnder interferometer, based
on magnetically-driven non-interacting edge states. The electron path is defined by a full-scale
potential landscape on the two-dimensional electron gas at filling factor two, assuming initially only
the first Landau level as filled. We tailor the two beam splitters with 50% interchannel mixing and
measure Aharonov-Bohm oscillations in the transmission probability of the second channel. We
perform time-dependent simulations by solving the electron Schro¨dinger equation through a parallel
implementation of the split-step Fourier method and we describe the charge-carrier wave function as
a Gaussian wave packet of edge states. We finally develop a simplified theoretical model to explain
the features observed in the transmission probability and propose possible strategies to optimize
gate performances.
I. INTRODUCTION
The concrete implementation of quantum information
devices is facing a notable development, mainly based
on superconducting1 and single ion2 qubits. Alterna-
tive approaches based on electronic states in semicon-
ductor devices seem also to be particularly promising
due to their scalability and their potential to be inte-
grated with traditional electronic circuitry. However, de-
coherence represents a major problem for semiconduc-
tor devices due to the existence of several scattering
sources for electrons in solids, as phonons, impurities, and
electron-electron interactions. Specifically, for a flying-
qubit implementation3–5 of a quantum gate, the onset of
environmental interactions would destroy the coherence
of the traveling electron wave packet (WP) on very short
timescales.
Topologically protected edge states (ESs) are able, in
principle, to prevent the loss of coherence of the electron
state by embedding it in a subspace that is invariant
to small perturbations and is robust against the above
scattering mechanisms6. For this reason, single electrons
in ESs are emergent candidates for the implementation
of quantum logic gates7,8. The most notable example
of such states consists of a two-dimensional electron gas
(2DEG) subject to an intense transverse magnetic field
driving the system into the integer quantum Hall (IQH)
regime. In this case, ESs are one-dimensional chiral con-
ductive channels localized at the boundaries between al-
lowed and forbidden regions for the free conduction-band
electrons, where the latter can propagate for long dis-
tances (larger than 10 µm)9,10 without being backscat-
tered, due to the chirality of the channels. Thus, the
IQH regime is an ideal platform for electronic interfer-
ometry aimed at quantum information processing, which
however requires the realization of semiconductor nan-
odevices able to manipulate edge channels. Due to the
analogy with the corresponding optical systems, this class
of systems is often termed electron quantum optics de-
vices. Several examples of the latter have been realized
experimentally, such as Mach-Zehnder interferometers
(MZI)11,12, Fabry-Pe´rot interferometers13–15, Hong-Ou-
Mandel interferometers16–20 and Hanbury Brown-Twiss
interferometers21,22, and their application as quantum
erasers23 or which-path detector24 has been tested. Nu-
merical simulations based on stationary-state9,25,26 or
time-dependent8,27,28 approaches have been essential to
understand the experiments, but a time-dependent mod-
eling of a whole IQH device, aiming at the proposal of a
quantum gate, is lacking.
A new promising architecture for a multichannel MZI
has been proposed in Ref. [7]. Whereas previous MZIs
were mainly based on counterpropagating channels29 and
the typical Corbino geometry14, this device is character-
ized by a smaller loop area, which reduces the effects
of phase-averaging, and, most important, strong scala-
bility, which allows to concatenate in series a number
of devices. The system under study operates at filling
factor two, contrary to the previous proposal presented
in Ref. [8], where the device was operating at filling
factor one, with a single channel reflected/transmitted
by a quantum point contact. Indeed, numerical stud-
ies show that it is possible to realize coherent superposi-
tion of edge channels with sharp potential barriers30, and
that the interchannel mixing coefficient can be arbitrarily
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2tuned by using arrays of top gates9,31,32. This mechanism
has been applied experimentally to spin-resolved edge
states32,33, with an additional in-plane magnetic field
to couple the two spin channels. However, an essential
drawback of this idea is the large spatial extension of this
beam splitter (BS) and the difficulty in fine-tuning the
device operation. Instead of using spin-resolved ESs, our
research focuses on a multichannel MZI where the two
non-interacting copropagating channels belong to differ-
ent Landau levels (LLs), and the formation of the qubit
does not require a resonant condition9. As a consequence,
in the present device the length in which the two channels
need to run on the same edge (i.e. the region at filling
factor 2) is limited to a small BS region, as detailed in
Appendix A. Additionally, we suppose to encode the
qubit in a propagating WP of ESs8, with a Gaussian
shape, whose injection protocol for quantum dot pumps
has been recently proposed in Ref. [43]. This choice cor-
responds to the experimental situation where a quantum
dot pump36,37 injects the single-electron WP in the ES of
an interferometer, with an energy well above the Fermi
energy of the device. Though a number of implementa-
tions of ES interferometers are based on Lorentzian or
exponential WPs34,35,41,42, we found that, in a noninter-
acting picture, the qualitative results of our simulations
are valid also for alternative shapes of the initial wave
function. To be more specific, in Appendix B we show
that our approach applies also to the case of a WP with
a Lorentzian distribution in energy34.
In order to solve the time-dependent Schro¨dinger equa-
tion, we use the split-step Fourier method together
with the Trotter-Suzuki factorization of the evolution
operator28, with a parallel implementation of the sim-
ulation code38. Specifically, we study the real-space evo-
lution of the particle state, observing the dynamics of a
carrier inside the MZI. We additionally perform support
calculations with the Kwant software39, which solves the
scattering problem in a steady-state picture for a single
energy component of the WP. After optimizing the device
and the performance of the quantum gate operation, we
measure the transmission probability from the first to the
second channel. We vary both the length mismatch of the
two paths, defined by the width of the mesa W , and the
orthogonal magnetic field B, to observe Aharonov-Bohm
(AB) oscillations11,40 in the transmission amplitude. We
finally relate the variations of transmission probability in
the two outbound channels to the device geometry and
compare exact numerical results to a simplified theoreti-
cal model based on the scattering matrix formalism.
II. PHYSICAL SYSTEM
In our simulations, a conduction-band electron with
charge −e and an effective mass m∗ moves in a 2DEG on
the xy-plane and it is immersed in a uniform magnetic
field B = (0, 0, B) along the z-direction. We describe the
effect of the magnetic field on the charge carrier in the
Landau gauge A = B(0, x, 0), that simplifies the defi-
nition of the initial state moving along the y-direction.
The potential modulation induced by a polarized metal-
lic gate pattern on the 2DEG is reproduced by the lo-
cal potential landscape V (x, y) reported in Fig. 1. The
Hamiltonian of a conduction-band electron results to be
Hˆ = − ~
2
2m∗
∂2
∂x2
− ~
2
2m∗
∂2
∂y2
− i~eBx
m∗
∂
∂y
+
e2B2
2m∗
x2 + V (x, y). (1)
In order to solve the time-dependent equation of mo-
tion, we initialize the electron in a region of the de-
vice where V (x, y) = V (x), i.e. where the Hamiltonian
shows translational symmetry along the y-direction (re-
gion I in Fig. 1), and its eigenstate can be factorized as
ϕn,k(x)e
iky. Following the standard description of the
IQH effect, the exponential term eiky describes a delo-
calized plane wave along y, while the function ϕn,k(x) is
the eigenstate of the 1D effective Hamiltonian
Hˆeff1D = −
~2
2m∗
∂2
∂x2
+
1
2
m∗ω2c (x− x0)2, (2)
where ωc = − eBm∗ is the cyclotron frequency and
x0(k) = − ~k
eB
(3)
is the center of a parabolic confining potential depending
on the wave vector k along the y-direction. The dis-
crete eigenvalues En of the effective Hamiltonian (2) are
the LLs. If the potential V (x, y) is not present, the LL
energies do not depend on k, while the system eigen-
functions ϕn correspond to the Landau states. On the
contrary, the presence of a confining step-like potential
V (x) modifies the LL band structure introducing a dis-
persion on the wave vector, such that En = En(k). In
detail, the shape of the eigenstates ϕn,k(x) changes sig-
nificantly when the center of the parabolic confinement
x0 approaches the nonzero region of V (x). For a fixed k,
the state ϕn,k(x)e
iky is a current-carrying ES character-
ized by a net probability flux in the y-direction.
Our time-dependent approach (described later in Sec-
tion III) requires to go beyond the delocalized descrip-
tion of the wave function. In fact, we choose for the
initial state a specific value of the n index, and we com-
bine linearly the corresponding ESs on k in order to form
a minimum-uncertainty WP. From a computational per-
spective, our choice of a minimum-uncertainty WP as the
initial state avoids numerical instabilities and minimizes
the real-space spreading of the wave function. Specifi-
cally, the particle is initialized in region I of Fig. 1 in the
first edge channel (n = 1) and is described by
ΨI(x, y) =
∫
dkF (k)eikyϕ1,k(x), (4)
3Figure 1. Top-view of the two-channel MZI and electron probability density of the initial WP |ΨI|2 in the first edge channel
n = 1. The dashed red (n = 1) and solid blue (n = 2) lines describe the intended path of the two edge channels. Region IV
contains the measurement apparatus, where the imaginary potential Vabs (gold shape at y = 500 nm) absorbs the first LL.
Only the electronic WP in the second channel reaches the right side of the device, where the transmission measurement is
performed. The central energy of the WP is about E0 = 20 meV.
where the weight function F (k) is the Fourier transform
of a Gaussian function along y
F (k) =
4
√
σ2
2pi3
e−σ
2(k−k0)2e−iky0 , (5)
and it entails the wave vector localization around k0. The
Gaussian envelope defines a finite extension around the
central coordinate y0, while the localization around x0(k)
is defined by the function ϕ1,k(x). Unlike our previous
work8, the energy dispersion of the WP includes the en-
ergies of the first two edge channels (n = 1, 2) so that,
in principle, both can be occupied, even though only the
first one is initially filled, as indicated by Eq. (4).
The transition between low-potential and high-
potential regions in the x-direction at fixed y occurs at
xb, and we model it by a Fermi-like function. In partic-
ular, in the initialization region (region I in Fig. 1) the
potential is assumed to depend only upon x, according
to the expression
V (x) = VbFτ (x− xb), (6)
where Fτ (x) = (exp(τx) + 1)−1 is the Fermi distribution
with a smoothness given by the broadening parameter
τ , and Vb represents the energy of the forbidden region.
Taking the potential of Eq. (6), the eigenstates ϕn,k(x)
of the effective Hamiltonian are computed numerically.
Moving forward along the positive y-direction, the poten-
tial profile assumes also a dependence on y, such that the
two edge channels, whose paths are defined by V (x, y),
constitute an MZI. On the border between region I and
II in Fig. 1, the WP impinges on a sharp potential dip,
which acts as a BS and redistributes the wave function
on the first two available channels n = 1, 2. Then, the
potential mesa in the middle of region II forces the two
channels to follow different paths that accumulate a rel-
ative phase. Proceeding further, between region II and
III, a second BS produces the interference between the
two parts of the wave function. In region III and IV, we
introduce an additional mesa and an imaginary potential,
respectively, as a measurement apparatus to remove the
electron probability from channel n = 1 alone. As a con-
sequence, the norm of the final wave function represents
the total transmission probability of the interferometer
from the first to the second channel, P tot21 .
III. NUMERICAL SIMULATIONS
As previously observed, our time-dependent numeri-
cal simulations model the evolution of a localized WP
representing the propagating carrier. Our method allows
to directly observe the dynamics of carrier transport in
the time domain and to assess the effects of real-space
localization on it. This approach does not require the
diagonalization of the Hamiltonian of the whole device,
which can be a very demanding task for such a large sys-
tem. Indeed, we only perform the diagonalization of the
1D effective Hamiltonian in Eq. (2) with the addition of
the confining potential V (x) in region I.
Once the particle is initialized, we solve the time-
dependent Schro¨dinger equation by using a parallel im-
plementation of the split-step Fourier method, based
on the recursive application of the evolution operator
Uˆ(δt) = e−
i
~ Hˆ·δt to the initial wave function ΨI(x, y; t =
0):
Ψ(x, y; t)|t=Nδt = [Uˆ(δt)]NΨI(x, y; 0). (7)
The kinetic and potential contributions to the Hamilto-
nian of Eq. (1) can be split in three parts:
Hˆ = Tˆ1(x, py) + Tˆ2(px) + Vˆ (x, y), (8)
where the kinetic terms are defined by
Tˆ1(x, py) =
(py − eBx)2
2m∗
, Tˆ2(px) =
p2x
2m∗
. (9)
4Figure 2. (a)Schematic view of the scattering process at the
BS. The two horizontal lines represent the two ESs involved in
the process (red for the first LL and blue for the second LL),
where carriers propagate from left to right. The coefficients
tif label the transmission probabilities from the initial state
i to the final state f . (b) Potential profile modeling the BS.
Then, we use Trotter-Suzuki factorization to split the
evolution operator, separating the kinetic and potential
contributions. In order to exploit the diagonal nature
of Tˆ1 and Tˆ2 on the reciprocal space and of V (x, y) on
the real space, we apply alternated Fourier transforms
Fx(y) and anti-Fourier transforms F
−1
x(y) along the x(y)-
direction. The evolution operator assumes finally the
following form:
[Uˆ(δt)]N =e+
i
~ δt
Vˆ
2 [e−
i
~ δt·(Vˆ+Vˆabs)F−1y e
− i~ δt·Tˆ1
FyF
−1
x e
− i~ δt·Tˆ2Fx]Ne−
i
~ δt· Vˆ2 . (10)
The split-step Fourier method requires a careful choice of
the small time step δt. In particular δt  ∆x(y)v , where
∆x(y) and v are the real-space grid spacing in the x(y)-
direction and the group velocity, respectively. Further-
more, to avoid aliasing effects, δt  ~V . Consistently
with the previous requirements, we select an iteration
time δt = 10−16 s. We take the initial state of Eq. (7)
with n = 1, σ = 60 nm and centered at x0 = −50.9 nm,
y0 = −800 nm. We consider GaAs parameters for the
hosting material, namely m∗ = 0.067me. Furthermore,
we use a 2048 × 4096 simulation grid. Numerical simu-
lations are performed on a domain including the whole
device to study AB oscillations of the transmission ampli-
tude P tot21 , while a reduced domain is used to study each
component of the MZI and optimize gate performances,
as reported in the following.
A. Beam splitter
The BS must scatter coherently a particle WP initial-
ized in one of the available channels to fill both LLs and
leave the electron in a coherent superposition of the two
outgoing channels. In order to produce the highest visi-
bility of the interferometer, we tune the BS functionality
to obtain a 50% mix. Numerical simulations based on de-
localized plane-waves30 show that a coherent edge mixing
can be achieved by introducing spatial inhomogeneities
on a scale smaller than the magnetic length lm, on the
path of the ES. Indeed, an abrupt potential profile scat-
ters elastically an impinging plane wave and redistributes
the incoming wave function on the available states (the
first two LLs in the present case), with a transmission co-
efficient tBSf,i from the initial i = 1, 2 to the final f = 1, 2
channels. tBSf,i depends on the energy of the incoming
state, on the value of the magnetic field B and on the
shape of the local potential.
Regarding our system, the above mechanism, which
is represented in Fig. 2(a), is valid for each wave vector
component of the particle WP, whose energy distribution
is conserved along the whole device. Note that, however,
the weight function F (k) depends on the local dispersion
of the LLs. In particular, we aim at realizing an edge-
channel superposition with equal probabilities, thus re-
quiring a potential profile which ensures a constant trans-
mission probability |tBS12 (E)|2=|tBS21 (E)|2=0.5 for each
energy component E of the initial WP. We achieve such
result by using the potential profile shown in Fig. 2(b).
Differently from proposals based on spin-resolved ESs31,
no resonant condition is required. Specifically, our BS
consists of a square with the corners smoothed by Fermi
profiles:
VBS(x, y) = Vb F−τBS (x− x1)FτBS (x− x2)
×F−τBS (y − y1)FτBS (y − y2), (11)
where τBS is the smoothing parameter. In order to eval-
uate the energy dependence of tBSif (E), we use the wave
Figure 3. (a) Diagonal transmission coefficients tBSii of the
BS as a function of the impinging energy E for i = 1 (red
stars) and i = 2 (blue squares), calculated with the wave
packet method and Gaussian envelope function F (k) for a Ψ
initialized in n = 1 (red dashed line) and in n = 2 (blue
solid line). Simulation of the scattering process at the BS
for the WP initialized in (b) n = 1 and (c) n = 2, where
the percentage of the total transmission probabilities is also
reported.
5Figure 4. Energy and magnetic dependence of the transmis-
sion coefficients t11 (left panel) and t21 (right panel) of the
BS in Fig. 2(b), obtained with Kwant software.
packet method28, which is based on a Fourier analysis
on the wave function resulting from the scattering at
the BS. Figure 3(a) shows the behavior of |tBSif (E)|2 for
i = f = 1, 2, while the interchannel (off-diagonal) coef-
ficients are the complements of the plotted values, due
to flux conservation. |tBS11 (E)|2 and |tBS22 (E)|2 are almost
constant, with a value close to 0.5, around the central
energy of the WP. Figure 3(a) also reports the energy
broadening of the initial WP for a particle initialized in
the first (red solid line) and second (blue dashed line)
LL. We finally measure the total transmission probabil-
ities simulating the scattering process at the BS with
our time-dependent approach. Results are reported in
Fig. 3(b) for the WP initialized in the first LL and in
Fig. 3(c) for the WP initialized in the second one, at B=
5 T. A small scattering to the third LL, whose energy is
slightly reached by the energy broadening of our initial
WP, explains the discrepancy between the sum of the two
scattered intensities and unity.
Finally, we perform support calculations with Kwant
software39, simulating delocalized ESs impinging on the
BS. The scattering matrix method is used to calculate
the maps of Fig. 4, where the probabilities |tBSf,i |2 are re-
ported also as a function of the magnetic field B. The
latter results confirm the transmission probabilities of
Fig. 3(a) obtained with the time-dependent method and
shows how B tailors the transmission coefficients.
B. The MZI
Once the coherent superposition is realized, the MZI
requires that the two channels accumulate a relative
phase. This can be induced by a mismatch of the path
lengths or by a net flux of the magnetic field through the
loop area, which is the area enclosed by the paths of the
two channels. To separate the channels, we introduce an
area where the potential V (x, y), which mimics the land-
scape of polarized top gates, has an energy value Vs in
between the first and the second LL. In order to avoid an
unwanted mix of the two channels and to better model
a real device, we create a smooth transition between the
two regions by means of the following function:
VG(x, y) = VsFτs(x− xs) + VbFτb(x− xb). (12)
The smoothness of the local curvature τs must ensure
an adiabatic separation of the two edge channels9, with
a negligible mixing among them. This creates a region
(lighter blue in Fig. 1) where the filling factor is one, in
contrast to the bulk filling factor of two.
From a different perspective, in order to split the two
channels, we exploit the relation between the real coordi-
nate x0, defining the center of the WP along x, and the
momentum k of the traveling particle along y, as given
by Eq. (3). Indeed, the band structures of the LLs are
strictly related to the shape of the potential profile, as
shown in Fig. 5(a) for the region I and Fig. 5(b) for a
section of the mesa structure in region II. In detail, in
Fig. 5(b) it is clear that the potential step pushes up-
wards the local band structure, and the two LLs are then
filled at different k. The elasticity of the scattering pro-
cess at the mesa ensures that the first LL is filled on top
of the step potential, while the second LL intersects the
energy window at its bottom. The channels are therefore
forced to follow a different path, whose length can be
tuned by changing the width of the mesa W . The simul-
taneous recollection of the WPs at the second BS, which
is needed to observe the interference, could be prevented
by the different group velocity of the WPs in the two edge
channels. Indeed the group velocity of the first channel
is larger than the group velocity of the second one due
Figure 5. Computed real-space band structure of the first
two LLs in the two-channel MZI. (a) Band structure of the
device at y = −800 nm (region I) compared to the potential
profile of the confining wall. The orange striped interval de-
fines the energy broadening of the initial WP. Only the first
LL is filled with F (x0), as illustrated by the dotted Gaus-
sian curve around x0 = −50 nm. (b) Band structure of the
device at y = −200 nm (region II) and potential profile of
the mesa structure. The energy broadening fills the two edge
channels at the two extremes of the potential, inducing two
different paths for n = 1 (red dashed line) and n = 2 (blue
solid line), localized around x0 = 120 nm and x0 = −100 nm,
respectively.
6to the different band structures of the two LLs. There-
fore, we introduce a sort of indentation in the forbidden
region on the mesa (region II in Fig. 1), in order to in-
crease the length of the channel n = 1 and compensate
this effect. Additionally, we smooth the local confining
potential inside the indentation, in order to reduce the
group velocity of the WP in n = 1.
Finally, the regions III and IV of the device correspond
to the measurement apparatus. After the interference,
the two channels are separated by an additional mesa in
region III. In order to remove from the device the part of
the wave function occupying the first LL after the MZI,
we introduce the absorbing imaginary potential
Vabs(x, y) = iV
0
abs
Fτ (xa − x)Fτ (xb − x)
cosh2((y−ycd )
2)
, (13)
where yc defines its center, d its length, V
0
abs its max-
imum, and xa, xb define its spatial extension in the x-
direction. This potential is represented by the gold shape
in region IV of Fig. 1 at y = 500 nm and models a
metallic absorbing lead on the path of the first LL. Con-
sequently, the surviving part of the final wave function
gives the probability for the electron to be transmitted
in the second LL by the interference process taking place
inside the device. Using the split-step Fourier method,
we finally simulate the interference for different values of
the orthogonal magnetic field B at W = 200 nm, and
for different widths of mesa W at B = 5 T, modify-
ing the magnetic and the dynamic phase respectively.
Numerical simulations have been performed considering
Vb = 0.031 eV, τb = 0.25 nm
−1 for the confining poten-
tial, |x1 − x2| = |y1 − y2| = 20 nm and τBS = 0.5 nm−1
at the BS, Vs = 0.011 eV, τs = 0.2 nm
−1 for the mesa
structure and V 0abs = −100 eV, d = 30 nm for the ab-
sorbing potential. The numerical results are reported in
Fig. 6. We observe AB oscillations in the transmission
amplitude with an high visibility, defined as
νMZI =
Imax − Imin
Imax + Imin
=
Tmax− < T >
< T >
, (14)
thanks to the optimization of the scattering process at
the BS. Before discussing the results, in the following
section we propose a simplified theoretical model whose
predictions will help in understanding the outcomes of
the exact time-dependent approach.
IV. THEORETICAL MODEL
Here we present a theoretical model based on the de-
scription of edge channels as strictly one-dimensional sys-
tems, using the scattering matrix formalism. An ES of
the nth LL is represented by a plane wave along y, |k, n〉,
with the energy dispersion of that LL, k(E,n). In order
to introduce particle localization on the y-direction, our
initial wave function is computed by combining different
ESs of the n = 1 level, with the Gaussian weight F (k) of
Eq. (5):
|ΨI〉 =
∫
dkF (k)|k, n = 1〉
=
∫
dEF (k(E, 1))
[
dk
dE
]
n=1
|E, 1〉, (15)
where |E,n〉 denotes |k(E,n), n〉 for brevity, and |ΨI〉
(|ΨIII〉) is the one-dimensional wave function in region I
(III). We assume a bulk filling factor of two, so that n
can be either 1 or 2 and represents a pseudo-spin degree
of freedom. The WP in region III can be related to the
initial one by describing the scattering process through
the application of three operators:
|ΨIII〉 = BˆΦˆBˆ|ΨI〉, (16)
where Bˆ describes the effect of a BS, and Φˆ the relative
phase accumulated by the two channels in the mesa re-
gion. Here, differently from the full numerical simulation
of the previous sections, the energy-dependence of Bˆ and
Φˆ is neglected for simplicity. Finally, since the absorbing
potential in region IV collects the contribution of the first
LL, only n = 2 survives, and the total transmission prob-
ability at the end of the device is defined by the following
equation:
P tot21 =
∫
dE |〈E, 2|ΨIII〉|2 =
=
∫
dE
∣∣∣∣F (k(E, 1)) [ dkdE
]
n=1
∣∣∣∣2 |〈E, 2|BˆΦˆBˆ|E, 1〉|2.
(17)
In order to solve Eq. (17), we consider the general 2x2
matrix form of operators Bˆ and Φˆ on the pseudo-spin
basis:
Bˆ =
(
b11 b12
b21 b22
)
, Φˆ =
(
eiϕ1 0
0 eiϕ2
)
. (18)
The phase ϕi (i = 1, 2) includes the contributions of the
magnetic (φi) and the dynamical (ξi) phases
ϕi =
1
~
∫
i
(p− qA) · ds = ξi + φi, (19)
where the integration is performed along the path of the
edge channel i on the mesa. The transmission coefficients
bij are related by the probability flux conservation:
|bii|2 + |bij |2 = 1, (20)
|bij |2 = |bji|2, (21)
|bii|2 = |bjj |2. (22)
As in the previous sections, we tune the BS to 50% trans-
mission, so that all the coefficients |bij |2 = 0.5. There-
fore, b11 and b22 only differ by a phase factor ϕ, such that
7Figure 6. AB oscillations of the transmission amplitude at the end of the device. (a) The plot shows the behavior of P tot21 as
a function of the magnetic field for the numerical simulation (dots) and its sinusoidal fit (blue line) based on the theoretical
model of Sec. IV. A fixed path mismatch for the two channels, W = 200 nm, is considered. (b) AB oscillations as a function
of the width of the mesa W at B = 5 T. Numerical data (dots) and the Gaussian fit (solid line) based on the theoretical model
show a good agreement only in the central region (inset).
b22 = b11e
iϕ. The transmission probability from channel
1 to channel 2 for a given energy E is
|〈E, 2|BˆΦˆBˆ|E, 1〉|2 = 2|b21b11|2[1 + cos(Φ)]. (23)
In order to define a gauge-independent dynamical phase,
we consider a quasi-linear dispersion of the two LLs
around the central energy of the WP E0, and we rewrite
p in terms of the constant energy E and of the group
velocity vIIi in region II:
ξi =
1
~
∫
i
E − E0
vIIi
ds =
E − E0
~vIIi
∆Si, (24)
where ∆Si is the length of the path of channel i in the
mesa region. Note that, while considering a linear dis-
persion is appropriate for the second LL, it represents
an approximation for the first one. Such assumption is
the main source of discrepancy between our exact nu-
merical results and the present theoretical model. Using
the Stokes theorem for the magnetic contribution φi of
Eq. (19), we can rewrite the total phase as
Φ = ϕ+
E − E0
~
(
∆S2
vII2
− ∆S1
vII1
)
+
eBA
~
, (25)
withA the area enclosed by the paths of the two channels,
which is tuned by changing the width W of the mesa
along the x-direction. Performing the integration over
the energy in Eq. (17), the total transmission probability
from channel 1 to channel 2 is
P tot21 =
1
2
(
1 + exp
(
−
(∆S2
vII2
− ∆S1
vII1
)2
8σ2/(vI1)
2
)
cos(Φ′)
)
, (26)
where the argument of the cosine Φ′ = eBA~ + ϕ exposes
the dependence of P tot21 on the magnetic fieldB and on the
width W of the mesa. Indeed, according to the geometry
of the step potential in Fig. 1, the mesa has an area
A = W · L + (2δy + L) · δx, such that the two following
definitions of Φ′ hold:
Φ′ =
(
eBL
~
)
W + Φ0 = kWW + Φ0 (27)
=
(
eA
~
)
B + Φ1 = kBB + Φ1, (28)
where Φ0 = ϕ +
eB
~ (2δy + L)δx and Φ1 = ϕ. Besides,
according to Fig. 1, the paths of the two channels are
equivalent to ∆S1 = 2δy+2W+L and ∆S2 = 2δx+2δy+
L, and using an effective standard deviation Σ = σvII1 /v
I
1,
the total transmission probability is
P tot21 =
1
2
(
1 + exp
(
− (W −W0)
2
2Σ2
)
cos(Φ′)
)
, (29)
with W0 containing the geometrical correction to the
paths of the two edge channels.
V. DISCUSSION
The AB oscillations simulated numerically are com-
pared to the transmission probability P tot21 of Eq. (29)
predicted by our theoretical model. In detail, the numer-
ical data are fit by the function
P tot21 (B) = AB +A
∗
Be
− (W−W0)2
2Σ2 cos(kB(B −B1)) (30)
for a variation of the magnetic field B [Fig. 6(a)], and by
the function
P tot21 (W ) = AW +A
∗
W e
− (W−W0)2
2Σ2 cos(kW (W−W1)) (31)
8P tot21 (B) P
tot
21 (W )
expression Numerical fit Theoretical model expression Numerical fit Theoretical model
AB 0.462±0.004 0.5 AW 0.460±0.002 0.5
A∗B 0.374±0.005 0.5 A∗W 0.400±0.004 0.5
kB (T
−1) 127.4±0.4 110 kW (nm−1) 1.750 1.9
B1 (T) 4.982±0.001 - L1 (nm) 192.5 -
Σ (nm) 21.7±5 18.3
L0 193.8±0.3 -
Table I. Comparison between fitting parameters for the results of exact numerical simulations and the corresponding parameters
of the theoretical model of Sec. IV. The two cases of Fig. 6 are considered, namely with a variable magnetic field (left column)
or mesa width (right column).
for a variation of the width W of the mesa region
[Fig. 6(b)]. The comparison between numerical and the-
oretical parameters is presented in Tab. I.
Regarding the magnetically-driven AB oscillations in
Fig. 6(a), we observe that the shape of the interference
curve does not describe a perfect sinusoid, but the ampli-
tude slightly increases with the magnetic field. Indeed,
an increase of B enhances the spacing between the two
LLs, reducing the unwanted interchannel mixing at the
step potential, therefore increasing the oscillation visibil-
ity. Additionally, our theoretical model neglects the de-
pendence of the transmission coefficients bif on B. Fig. 4
shows indeed that an increase of the magnetic field in-
creases the scattering from the first to the second channel
at the BS, affecting the values of AB and A
∗
B in Eq. (30).
The underestimation of the pseudo periodicity kB is in-
duced by the approximation of the loop area A, which
doesn’t take into account the small difference in the x po-
sition of the two channels also in the regions with filling
factor two.
The amplitude of P tot21 (W ) in Fig. 6(b) has a damping
induced by the relative dynamical phase together with
the finite dimension of the wave function. Indeed, when
the width W of the mesa is large enough, the two WPs do
not overlap anymore and the interference is quenched44.
Such damping was observed also in the single-channel
MZI8, but in the present device Σ is reduced with respect
to the standard deviation of the initial WP, σ. In fact, in
this two-channel MZI, the smoother slope of the indenta-
tion in region II reduces the group velocity vII1 above the
mesa with respect to vI1. This can be interpreted as an
effective dilatation of the width W in Eq. (29), determin-
ing a larger phase difference. Moreover, as shown in the
inset of Fig. 6(b), the Gaussian fit describes properly the
oscillation amplitude of P tot21 only in the central region,
while on the two sides the AB oscillations are larger than
the predicted ones.
We measure a visibility ν = 0.87 at W = W0 in place of
1, as a consequence of the energy dependence of the phase
factors and of the scattering processes inside the device.
In particular, in addition to neglecting the energy depen-
dence of the transmission probability at the BS, our the-
oretical model does not take into account the unwanted
interchannel mixing induced by the step encountered by
the second LL when entering the mesa region. The mix
is actually non zero, and it depends on the energy of the
impinging WP. We expect that the high-energy compo-
nents of the wave function in the second LL [top of the
orange striped zone in Fig. 5(b)] are transferred more
easily to the states of the first LL with the same energy
and a higher group velocity, leaving sooner the scattering
region.
In summary, in this paper we have investigated the
transport properties of a Gaussian electronic WP in a
two-channel MZI in the IQH regime. Our numerical mod-
eling of the device required the definition of a proper
potential landscape V (x, y) to ensure a high visibility
of the transmission amplitude. A specific design of the
BS has been used to separate the impinging state into a
50% coherent superposition of the two available channels.
However, we found that the proper function of the BS is
preserved when different shapes of the mixing potential
are used, as we show in the Appendix B. We observed
AB oscillations, relating the features of transmission-
probability amplitude to particle localization, which is
inherent in our time-dependent solution. Finally, our
numerical results are clarified by a simplified theoreti-
cal model based on the scattering matrix formalism and
a one-dimensional model for chiral transport in edge
states. We emphasize that this implementation of an
MZI solves the scalability problem7 of the single-channel
MZI we studied in Ref. [8], thus potentially enabling its
concatenation in series and its integration into sophisti-
cated quantum computing architectures. The possibility
to concatenate two or more MZI in series, exploiting as an
input the two possible outputs of a previous interferom-
eter, is essential for the implementation of two-qubit in-
terferometers, as the Hanbury-Brown-Twiss one21, where
interfering identical Gaussian WPs could be, in principle,
generated from nonidentical sources43. In addition, the
present device shows a larger visibility with respect to
our previous single-channel interferometer8, mainly due
to the weak energy selectivity of the present BS compared
to the quantum point contact. Moreover, our BS does not
require the resonant condition of the spin-resolved mul-
tichannel MZI proposed in Ref. [32], thus reducing the
interchannel interaction induced by the spatial extension
of the top gate array (Appendix A).
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Appendix A: Role of interchannel interactions
A large number of experiments19,45,46 show that at
filling factor two, the occurrence of interchannel in-
teractions affects the coherence of the traveling elec-
tron. These interactions lead to charge fractionalization,
whose effects were exposed in experiments on traditional
Mach-Zehnder interferometers46 and then rationalized by
Ref. [47]. In the latter studies, the two available ESs co-
propagate for very large distances, so that the injected
electrons interact with the Fermi sea of the other chan-
nel. On the contrary, in the geometry of the MZI pro-
posed in Ref. [7], the separation of the two edge channels
by a potential mesa quenches interchannel interactions,
that arise only at the BS48. However, the significant spa-
tial extension of the BS devised by Karmakar et al. in
Ref. [32] introduces non-negligible interchannel interac-
tions affecting the visibility of the AB oscillations.
In our implementation of the MZI we propose a single
potential dip as a BS with a smaller spatial extension
(about 20 nm). We also remark that, in order to reduce
the length of copropagation, the injection and collection
of the two channels can be performed using top gates,
as in Ref. [32]. Fig. 7 shows the result of a numerical
simulation performed with Kwant software, where only
the central energy of the WP is injected. Here the lead
L1 has a unitary bulk filling factor and injects the elec-
tron in the first edge channel, while lead L2 and lead L3
adsorb the first and second edge channels, respectively.
Following Ref. [49], the length over which fractionaliza-
tion arises is connected to the emission time and group
velocity of the WP. We stress that in our computations
we chose Gaussian WP with an energy broadening much
larger than typical experimental one16,19. This ensures
that the selectivity of the BS is still adequate - and ac-
tually even better optimized - for larger WPs. For ex-
ample, we performed numerical simulations for a Gaus-
sian WP with σ = 100 nm, whose energy broadening
(full width at half maximum) is Γ = 1 meV and veloc-
ity is vg = 100 nm/ps. If we assume an emission time
τe = ~/Γ, the length of charge fractionalization49 results
to be Lfrac = vg · τe ≈ 0.07 µm, which is larger than
the length of the BS region of our device. We expect
that for larger emission times, as the ones typically ex-
ploited for experimental implementations of single elec-
tron sources16,19, Lfrac is wider (typically 3 µm
49), while
the size of our BS is even more optimized to produce
a 50% interchannel mixing. This implies that a proper
shape of top gates as in Fig. 7, together with the use of
our type of BS, could quench significatively the effect of
interchannel interaction and avoid, or at least strongly
reduce, this source of decoherence, without affecting the
performances of the device.
Appendix B: Alternative shapes for the WP and the
BS
The functioning of our MZI does not depend on the
specific shape of the WP. The choice of a Gaussian weight
function is motivated by the higher control of its time
evolution with respect to alternative shapes. For the sake
of completeness, here we show the evolution of a WP with
a Lorentzian distribution in energy, in order to mimic the
emission of electrons by a mesoscopic capacitor34. Fig. 8
shows the initial broadening of the WP in energy and
real space: the two long tails of the Lorentzian distri-
bution produce a small filling of the states with no ve-
locity and collect a very large number of wave vectors,
thus inducing a larger spread of the WP during its evo-
lution. Additionally, due to its very small energy peak,
the wave function in real space has a long tail, that re-
quired to double the dimensionality of the initialization
region. Fig. 9 shows its evolution at different time steps:
the initial beam in the first edge channel (t = 0 ps) is
split in a coherent superposition of the two channels by
the first BS (t = 2 ps), than the mesa structure separates
the component with different n (t = 10 ps), and finally
the WPs are recollected at the second BS (t = 20 ps) to
realize the interference. Numerical results confirm that
our device is still fully operational in this case.
Finally, we present some support time-independent
simulations performed with alternative shapes of the BS.
We modeled a triangular and rectangular potential dip,
whose profiles are reported in Fig. 10(a) and Fig. 10(b),
respectively. In Fig. 10(c)-(d), the two BSs are inserted
in a simple device with the leads of injection and absorp-
tion, in order to show that they produce a coherent su-
perposition of the first and the second channel. As in the
previous case, the central energy of the WP can be chosen
to obtain a 50% scattering probability between the two
channels. We found that for both rectangular and trian-
gular potential dips the scattering probability from the
first to the second channel computed with Kwant soft-
ware shows a small variation, around 5%, for an energy
dispersion of 0.2 meV, which is comparable to the energy
uncertainty usually obtained in experiments19.
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Figure 7. A time-independent simulation performed with Kwant software39. Top-view of the MZI with injection (L1) and
absorption (L2 and L3) leads. L1 and L2 have unitary bulk filling factor, while L3 has filling factor two. The red profile is the
electron density probability for an energy E = 20.4 meV, injected in the first edge channel from lead L1, and B = 5 T.
Figure 8. Lorentzian WP at t = 0 ps. (a) Energy distribution
(magenta), k−space distribution (light blue), and dispersion
curve of the first LL E1(k) (red dashed line); (b) probability
density in the real xy-space.
Figure 9. Snapshot in time of the Lorentzian WP with
Γ = 0.001 eV (red curve) in the potential landscape defin-
ing the MZI (blue map). Note the asymmetric shape of the
initial WP and the large spread of the wave function during
its propagation.
Figure 10. Time-independent simulation39 of the interchan-
nel mixing with alternative shapes of the BS: (a) triangular
potential dip and (b) rectangular potential dip, both 40 nm
long and with no extra smoothness. The BS is embedded in a
device with only L1, L2 and L3 leads (see Fig. 7) to show that
a coherent superposition of the first and the second channel is
formed. In both cases, the beam is initialized in the first edge
channel at E = 20.4 meV and it is scattered to the second
channel with about (50±4)% probability by the (c) triangular
potential dip and (d) rectangular potential dip.
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