Two-degree-of-freedom ℓ2-optimal tracking with preview by Hoover, D et al.
University of Zurich
Zurich Open Repository and Archive
Winterthurerstr. 190
CH-8057 Zurich
http://www.zora.uzh.ch
Year: 2004
Two-degree-of-freedom ℓ2-optimal tracking with preview
Hoover, D; Longchamp, R; Rosenthal, J
Hoover, D; Longchamp, R; Rosenthal, J (2004). Two-degree-of-freedom ℓ2-optimal tracking with preview.
Automatica, 40(1):155-162.
Postprint available at:
http://www.zora.uzh.ch
Posted at the Zurich Open Repository and Archive, University of Zurich.
http://www.zora.uzh.ch
Originally published at:
Automatica 2004, 40(1):155-162.
Hoover, D; Longchamp, R; Rosenthal, J (2004). Two-degree-of-freedom ℓ2-optimal tracking with preview.
Automatica, 40(1):155-162.
Postprint available at:
http://www.zora.uzh.ch
Posted at the Zurich Open Repository and Archive, University of Zurich.
http://www.zora.uzh.ch
Originally published at:
Automatica 2004, 40(1):155-162.
Two-degree-of-freedom ℓ2-optimal tracking with preview
Abstract
A simple SISO two-degree-of-freedom pole-placement design method is presented that provides
ℓ2-optimal tracking of a given reference signal. The closed-loop pole locations are first chosen by the
system designer. The closed-loop zeros are then placed in an optimal fashion by a computationally
inexpensive algorithm to achieve asymptotic tracking with an optimal transient response. The preview
approach, which has become a common method for dealing with systems which have non-minimum
phase behavior, can then optionally be used to further improve the transient behavior for both minimum
phase and non-minimum phase systems. Unlike previous results based on the preview approach, the
solution presented here takes into consideration the closed-loop pole dynamics, and is ℓ2 optimal with
respect to all other two-degree-of-freedom preview controllers with the same closed-loop poles. A
simple solution to the H2 model matching problem, where the design parameter Q is not rational, but
polynomial, is the heart of the solution method.
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Abstract
A simple SISO two-degree-of-freedom pole-placement design method is presented that provides `2 optimal tracking of a given
reference signal. The closed-loop pole locations are first chosen by the system designer. The closed-loop zeros are then placed
in an optimal fashion by a computationally inexpensive algorithm to achieve asymptotic tracking with an optimal transient
response. The preview approach, which has become a common method for dealing with systems which have non-minimum phase
behavior, can then optionally be used to further improve the transient behavior for both minimum phase and non-minimum
phase systems. Unlike previous results based on the preview approach, the solution presented here takes into consideration
the closed-loop pole dynamics, and is `2 optimal with respect to all other two-degree-of-freedom preview controllers with the
same closed-loop poles. A simple solution to the H2 model matching problem, where the design parameter Q is not rational,
but polynomial, is the heart of the solution method.
Key words: Discrete-time control; Non-minimum phase systems; Optimality; Zero assignment; Two-degree-of-freedom
controllers; Trajectory tracking; Preview control
1 Introduction
The pole placement approach (sometimes called the
RST approach) has become a popular method for de-
signing simple controllers [1,7,8]. A reference model
Bm(q)/Am(q) is chosen, and a controller is found
so that the closed-loop transfer function is equal to
Bm(q)/Am(q). This simple method is based on classi-
cal control theory, and is intuitive for control system
designers familiar with the PID approach. Separate
tuning of the loop properties and the tracking proper-
ties is straightforward, and addition of internal models
is intuitive. It is often possible to find an appropriate
denominator polynomial Am(q) by choosing closed-loop
poles that lie within a region inside the unit circle with
reasonable damping. Simple optimal approaches that
permit one to choose the numerator polynomial Bm(q)
are lacking, so control system designers often simply
select an appropriately scaled polynomial consisting of
the plant zeros which are unstable or poorly damped
so that the closed-loop system is stable with unit D.C.
1 Funded in part by the Swiss National Foundation for Sci-
entific Research under grant 20-49511.96
2 Funded in part by NSF grant DMS-00-72383
gain. Although this method works for unit step refer-
ence signals, it does not work for more general reference
signals.
This paper presents a preview -based optimal two-
degree-of-freedom controller based on the pole-place-
ment method. Early knowledge of the reference signal
can be exploited to improve tracking performance, yet
the polynomial degrees can be specified, making it pos-
sible to obtain low-order controllers. In [10], an H∞
preview problem with perfect state measurement is
solved using Hamiltonian methods. Linear quadratic
results ([12]) are obtained as a limiting case. What is
interesting to note in this paper is that the differences
between the optimal output-feedback preview controller
and the standard H∞ optimal controller occur only in a
feedforward term. The state-feedback term is identical
to that found in the standard H∞ controller. This sort
of separation of the preview from the closed-loop part
of the controller gives credibility to the common argu-
ment that one should design a closed-loop controller
to obtain robustness, and a feedforward controller can
be designed separately to improve performance. This
paradigm is the basis for the results of this paper, which
concentrates on the design of the feedforward controller
polynomial T . The design of R and S is well docu-
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mented, and the case that is presented here appears
for completeness. Other methods can be used to design
the feedback controller, and nothing prevents one from
using H2-optimization to choose R and S as well as T
if desired. The advantage to the separation approach
proposed here is that one has more control over the
controller order. In [6] an output feedback H∞ solution
is given. In [13], a closed-loop design method based on
the algebraic methods of [14] is proposed. The prob-
lem is reduced to a model-matching problem in `1, H2,
or H∞ for which the solution is known. The results of
[13,3,15,4,11] do not incorporate the command signal
into the cost function, making the results less applicable
in practice. The results of [6,12,10,16] tend to provide
high-order controllers. Here, controller order can be ex-
plicitly limited and the command signal is taken into
consideration. The reference signal is given explicitly,
and not assumed to belong to a large class of signals.
Therefore, performance is optimal in the common situ-
ation where the form of the reference signal is known.
Most common reference signals can be easily specified.
The methods in [15,4,11] place zeros optimally with
respect to a FIR system. To use these methods, it is
necessary to cancel all plant poles and stable plant
zeros. This may result in higher order compensators,
when in fact, canceling these poles and zeros may not
be necessary. The approach taken here is to take into
consideration closed-loop poles from the beginning.
Existing PID controllers can be made into two-degree-
of-freedom preview controllers, with the addition of an
appropriate T polynomial.
The method proposed in this paper determines an opti-
mal controller that minimizes a cost function consisting
of a weighted sum of terms penalizing the control action
and tracking error resulting from a given reference sig-
nal. The optimization is performed over all controllers of
fixed order maintaining fixed closed-loop poles and ob-
server polynomial, and eliminating permanent tracking
error. The penalty functions are based on the `2 norm,
and various reference signals may be used. The relation-
ship between reference signal complexity and controller
order is demonstrated. The solution is related to H2 op-
timization, but it is considerably simpler than the com-
plete H2 solution. These results are targeted to appli-
cations where it is desired to optimally follow a specific
reference signal of which early knowledge may be avail-
able, like motion control, machine-tooling, and robotics.
For these applications, preview can be very beneficial,
as well as for non-minimum phase systems with under-
shoot.
This paper is organized as follows: in Section 2 we re-
view the standard two-degree-of-freedom controller. In
Section 3 we review the concept of preview, while defin-
ing the tracking error signal. We also define the concept
of an admissible controller and parameterize all admissi-
ble controllers. The major results (Theorem 3 and The-
orem 4) are derived in Section 4. The theorems provide a
method for computing controllers which are H2 optimal
among all admissible controllers. In Section 5, extensions
to the basic results are given that allow more flexibil-
ity with controller synthesis when preview information
is available. Two examples demonstrating the solution
to various control problems are presented in Section 6,
followed by a section with some concluding remarks. As
a general rule, capital letters in formulas will represent
polynomials in q, the forward shift operator. To enhance
readability, this dependence will often not be shown. V
and W , the exceptions to the above rule, will be used to
represent rational functions in Section 4. The unit im-
pulse signal will be denoted by δ(k), and the degree of a
polynomial P will be written as δP .
2 Two-degree-of-freedom controller design
The problem of designing a two-degree-of-freedom pole-
placement controller (Figure 1) for a strictly proper
plant B(q)/A(q) is discussed in this section (see also
[1,8]). The general pole placement controller is of the
form R(q)u(k) = T (q)yr(k) − S(q)y(k) where k ∈ Z is
the discrete time instant, yr(k) is the reference signal,
y(k) is the plant output, and u(k) is the actuator signal.
-
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Fig. 1. Two degree of freedom control system
It is simple to derive that y(k) = [BT/(AR+BS)]yr(k).
B may contain stable, marginally stable, and unstable
zeros. As in [1], factorize B(q) = B+(q)B−(q) so that
B+(q) is the highest degree monic polynomial with sta-
ble, well-damped zeros. We also define R = B+RfR
′
1
where Rf is a fixed part of R that we may choose, for
example, to contain integrators. This results in y(k) =
[B−T/(ARfR
′
1 + B
−S)]yr(k). Assume that we would
like the closed-loop characteristic polynomial to be equal
to AoAm, where the closed-loop modes are specified by
the stable polynomial Am, and Ao is an observer polyno-
mial that will be canceled by T , by defining T = T ′Ao.
Then equating denominators we get the following Dio-
phantine equation
ARf R
′
1 + B
−S = AoAm, (1)
which is an equation in the unknowns R′1 and S, and the
transfer function y(k) = [B−T ′/Am]yr(k). By choosing
Rf , Ao and Am appropriately it is possible to calibrate
the sensitivity function to achieve robustness and dis-
turbance rejection [7,1].
A solution set R′1, S to Equation (1) such that δS ≤
2
δA + δRf − 1 exists
3 under the assumption that AmAo
be divisible by the greatest common divisor of ARf and
B−. This assumption will almost always be satisfied be-
cause in most cases ARf and B
− are coprime. The above
parameterization provides many algebraic solutions to
Equation (1). However, all of these solutions may not re-
sult in a controller satisfying the causality requirement
δR ≥ δS. The following lemma indicates under what
conditions this will be satisfied. The causality condition
δR ≥ δT will be discussed later.
Lemma 1 If δAo ≥ 2δA− δAm − δB
+ + δRf − 1 then
δR ≥ δS.
PROOF. From the way that S was chosen, we have
δS ≤ δA + δRf − 1. This, combined with the fact that
the plant is strictly proper, gives us δ(BS) ≤ 2δA +
δRf − 2. Equation 1, which implies that AR + BS =
AoAmB
+, and the lemma hypothesis on δAo lead to
δ(AR + BS) = δB+ + δAo + δAm ≥ 2δA + δRf −
1. The above inequalities imply that δ(AR) > δ(BS),
δ(AR + BS) = δ(AR), δ(AR) ≥ 2δA + δRf − 1, and
δR ≥ δA+δRf−1. Comparing this to the first inequality
of this proof, we must have δR ≥ δS. 2
3 Tracking goal
In this section we elaborate on the tracking goal, defining
the error signal and discussing preview in the process.
A parameterization of controllers that eliminate perma-
nent tracking error is given, and a cost function mak-
ing clear the tradeoff between tracking performance and
control activity is proposed. Let a fixed reference signal
yˆr(k) be given, with yˆr(k) = 0 for k < 0 and yˆr(k) 6= 0 for
k = 0. In the figures which will follow, a unit step signal
will be used for simplicity. First, assume that this signal
is used directly as the reference signal: yr(k) = yˆr(k).
If the system has an internal delay of γ1 = δA − δB
samples, the closed-loop system will necessarily have a
delay of at least γ1 samples. Thus, attempting to fol-
low the reference signal immediately doesn’t make sense
because it is an unachievable goal. It is more meaning-
ful to compare a delayed version of the reference signal
with the plant output instead (see Figure 2(a)). We have
e(k) = q−γ1yr(k)− y(k).
In many tracking applications, the reference signal is
available in advance. In this case, it is possible to can-
cel the delay by sending the reference signal exactly γ1
samples in advance, by using yr(k) = q
γ1 yˆr(k) as seen
in Figure 2(b).
3 In fact a solution for S exists for which equality is achieved.
See Theorem 10.3 of [8] for proof.
q−γ1yr(k)
yr(k)
y(k)
kγ1
e(k)
(a) yr = yˆr
y(k)
q−γ1yr(k)
yr(k)
k−γ1
e(k)
(b) yr = q
γ1 yˆr
Fig. 2. System with delay, e(k) = q−γ1yr(k)− y(k)
Now, let’s return to the case where yr(k) = yˆr(k). As was
done in Figure 2(a), the design of the error signal takes
into consideration the system delay γ1. However, it may
be possible to increase precision (reduce the error), at the
cost of the introduction of additional delay γ, by using
an error signal which delays yr(k) by γ additional sam-
ples before making the comparison. Through this antici-
pative behavior, a controller design which minimizes the
error signal may result in tracking performance that is
unachievable otherwise (see Figure 3(a)). However, this
tracking performance comes at the cost of additional de-
lay. This delay, however, is not problematic if the refer-
ence signal is sent γ1 + γ samples in advance, as is clear
in Figure 3(b), where yr(k) = q
γ1+γ yˆr(k). Preview is the
use of reference signal information (or preview informa-
tion) in advance. Thus we have e(k) = q−γ−γ1yr(k) −
y(k) = (Am − q
γ+γ1B−T ′)/(qγ+γ1Am)yr(k).
q−γ1−γyr(k)
yr(k)
y(k)
kγ1 γ1 + γ
e(k)
(a) yr = yˆr
y(k)
yr(k)
q−γ1−γyr(k)
k
−γ1
−γ1 − γ
e(k)
(b) yr = q
γ1+γ yˆr
Fig. 3. System with delay, e(k) = q−γ1−γyr(k)− y(k)
Now suppose that the reference signal is generated by
yr(k) = [Bc/(A
+
c A
−
c )]δ(k) where A
+
c is composed of
stable poles, and A−c is composed of unstable poles.
Most useful reference signals can be generated in
this way by consulting a table of Z-transforms. A
step input can be generated, for example, by defin-
ing Bc = q, A
+
c = 1, A
−
c = q − 1. It is possible
to use A+c and Bc to low-pass filter the reference
signal. The error signal can now be represented as
e(k) = [(Am − q
γ+γ1B−T ′)Bc/(q
γ+γ1AmA
+
c A
−
c )]δ(k).
If the equation
A−c P + q
γ+γ1B−T ′ = Am (2)
is solved, then A−c will be canceled and we obtain the
following equations representing the error and actuator
3
signals:
e(k) =
PBc
qγ+γ1AmA
+
c
δ(k), u(k) =
AT ′
B+Am
yr(k). (3)
The H2 system norm and `2 norm of the impulse
response are equivalent (see [2]), so we can write
‖e(k)‖
2
2
=
∥∥∥ PBc
qγ+γ1AmA
+
c
∥∥∥
2
H2
. Thus, in order to achieve
good performance while limiting control action, the cost
function J is defined simply as J = α21
∥∥∥ PBc
qγ+γ1AmA
+
c
∥∥∥
2
H2
+
α22
∥∥∥ AT ′B+Am
∥∥∥
2
H2
. A controller is called admissible if
limk→∞ e(k) = 0 and J is finite.
The poles of the transfer functions of Equation (3) are
inside the unit circle. The final value theorem shows that
e(k) converges to zero. Due to linearity, e(k) converges to
zero exponentially and this controller is therefore admis-
sible. Note that we have not chosen to weigh the `2 norm
of u(k) directly, because generally it will not be finite.
It would be feasible to choose a different norm for e and
u, and use a numerical algorithm to determine the so-
lution. The H2-norm makes analytic solution tractable,
and in practice this approach provides satisfactory re-
sults. Given α1 and α2, it is possible to achieve a com-
promise between maintaining low control excitation and
high tracking precision by finding a controller which is
admissible and such that J is small.
A solution set P0, T
′
0 to Equation (2) such that
δT ′0 < δA
−
c exists under the reasonable assumption that
qγ+γ1B− and A−c have no common zeros. With no lim-
itations on the degrees of T ′ and P , it is known that
all solutions to Equation (2) can be parameterized with
respect to the polynomial Q by
T ′ = T ′0 −A
−
c Q, P = P0 + q
γ+γ1B−Q (4)
In our case, however, the degree of T ′ may be limited
to ensure causality. The lemma below shows that it is
nevertheless possible to parameterize all solutions that
satisfy a degree condition on one of the dependent vari-
ables.
Lemma 2 Let m ∈ N and polynomials A, B, and C
such that the greatest common divisor of A and B divides
C be given. If the equation AX + BY = C possesses a
solution set (X, Y ) such that the degree condition δY ≤ m
is satisfied, then all solution sets to this equation that
satisfy the degree condition may be parameterized by (X+
BQ, Y −AQ), where Q is allowed to vary over the set of
all polynomials such that δQ ≤ m− δA.
PROOF.
Assume that δQ ≤ m − δA. Then δ(Y − AQ) ≤
max(δY, δA + δQ) ≤ m. So, (X + BQ, Y −AQ) clearly
satisfies the equation AX + BY = C and the degree
condition. Conversely, let (X2, Y2) be another solu-
tion set with Y2 satisfying the degree condition. Then
by standard results [14], some polynomial Q exists
such that X2 = X + BQ and Y2 = Y − AQ. Then
δAQ = δ(Y − Y2) ≤ m, so δQ ≤ m− δA. 2
We have already determined that the relative degree of
S/R will be non-negative. However, certain values of the
degree of the parameter Q may result in a negative rela-
tive degree of T/R. Application of Lemma 2 shows that
if a solution to Equation (2) exists such that δT ≤ δR,
which is equivalent to δT ′ ≤ δR − δAo, then all solu-
tions satisfying this degree condition may be obtained
through the parameterization of Equation 4, where
δQ ≤ δR − δAo − δA
−
c . (5)
If such a solution does not exist, it is possible to increase
the order of the polynomial R.
It is now possible to write the cost function J as a func-
tion of Q:
J(Q) = α21
∥∥∥∥
(P0 + q
γ+γ1B−Q)Bc
qγ+γ1AmA
+
c
∥∥∥∥
2
H2
+ α22
∥∥∥∥
A(T ′0 −A
−
c Q)
B+Am
∥∥∥∥
2
H2
. (6)
For each Q the controller is admissible. The goal of the
controller synthesis problem is to find a polynomial Q∗
so that J(Q∗) = infQ J(Q). This problem will be solved
in Theorem 4. Note that the preview γ appears in the
definition of the cost function J(Q). So if all controller
polynomials are fixed to be of a certain degree, it is nev-
ertheless possible to apply the reference signal in ad-
vance, and define γ appropriately, to take advantage of
preview information.
4 Finding the optimal admissible solution
In the previous section, a controller parameterization
and cost function were elaborated. In this section, two
theorems are presented, the second of which permits
one to find the unique controller minimizing the cost
function. RH2 denotes the set of strictly proper stable
rational transfer functions with real coefficients. Since
RH2 is a Hilbert space, the inner product can be writ-
ten as a function of the norm. This easily derived for-
mula is called the polarization identity [17]: 〈X, Y 〉 =
[‖X + Y ‖
2
H2
− ‖X − Y ‖
2
H2
]/4. The norm is easily cal-
culated using standard state-space techniques. It is also
possible to write the inner product as
∑
∞
i=0 xiyi, where
4
{xi} and {yi} are the impulse responses of the X(q)
and Y (q). This summation exists since the impulse re-
sponses of stable linear systems converge to zero asymp-
totically. Using this summation to find the approximate
inner product appears to be computationally less expen-
sive than the use of the polarization identity and state-
space H2 norm algorithms.
Theorem 3 Given n ∈ Z and stable rational functions
V (q), and W (q) such that V (q) and qnW (q) are strictly
proper, and the impulse response of W (q) contains at
least one non-null element, define q¯ = [q0, . . . , qn]
′,
Ψ(V, W ) =


〈V, W 〉
〈V, qW 〉
...
〈V, qnW 〉,

, Q = q0 + q1q + . . . + qnq
n,
Φ(W ) =


〈W, W 〉 〈qW, W 〉 . . . 〈qnW, W 〉
〈W, qW 〉 〈qW, qW 〉 . . . 〈qnW, qW 〉
...
...
. . .
...
〈W, qnW 〉 〈qW, qnW 〉 . . . 〈qnW, qnW 〉

.
Then the solution q¯ to the regular matrix inversion prob-
lem Ψ(V, W ) = Φ(W )q¯ exists and gives the unique poly-
nomial solution Q∗ of degree n to the minimization prob-
lem minQ ‖V (q)−W (q)Q(q)‖
2
H2
.
PROOF. V − WQ can be written as V − q0W −
q1(qW ) − q2(q
2)W − . . .− qn(q
nW ). The optimal solu-
tion is obtained through a simple projection of V onto
the linear subspace M˜ = span{W, qW, . . . , qnW}. M˜
is a finite-dimensional subspace of the Hilbert space
RH2, and is therefore closed. By the classical projec-
tion theorem [9], an optimal solution Q∗ exists, and is
unique. The unique minimizing solution Q∗ is such that
(V −Q∗W ) ⊥ M˜ , resulting in 〈V, qiW 〉 − q0〈W, q
iW 〉 −
q1〈qW, q
iW 〉− . . .−qn〈q
nW, qiW 〉 = 0 ∀i ∈ {0, . . . , n}.
Each choice of i yields one row of the matrix equa-
tion Ψ(V, W ) = Φ(W )q¯. In order to verify linear in-
dependence of the basis vectors W, qW, . . . , qnW , de-
fine w˜i = {w1, w2, w3, . . .} as the impulse response of
qn−iW (q). Clearly, w˜i is the sequence w˜0 delayed by i
samples, and starting with i zeros. The space of impulse
responses of elements of H2 is isomorphic with H2 if we
use 〈X, Y 〉 =
∑
∞
i=1 xiyi where {xi} and {yi} are the im-
pulse responses of X(q) and Y (q). Assuming that w˜0 is
not identically zero, consider the first non-zero element
of w˜0. It cannot be made zero by any linear combina-
tion of w˜i, i > 0. So α0w˜0 + α1w˜1 + . . . = 0 implies
that α0 = 0. The first non-zero element of w˜1 cannot be
made zero by any linear combination of w˜i, i > 1. So we
must also have α1 = 0. This argument can be repeated,
showing the linear independence of the finite set w˜i. So
the solution Q∗ is represented by the unique vector q¯,
implying the invertibility of the gram matrix. 2
The H2 norm of a system G(q) is the same as the norm
of the system G(q)q−1. This is because the energy of the
impulse response of a system is backward-shift invariant.
If we perform a forward-shift on the impulse response
of a system, its norm remains the same until the system
becomes non-proper. At this point, it may no longer be
possible to calculate the norm using the typical state-
space methods. The impulse response of non-causal sys-
tems have finite energy which may nevertheless be cal-
culated. Or one may simply calculate the H2 norm by
multiplying by q−k for some sufficiently large k. Thus,
Theorem 3 may be used even when V (q) and qnW (q)
are not strictly proper. Simply multiply the denomina-
tors of V and W by qk for some sufficiently large k. The
next theorem provides the solution to a generalization
of the problem of Theorem 3. Finding the solution Q∗
minimizing Equation (6) will be the main application.
Theorem 4 Given n, m ∈ Z, αj ∈ {R \ 0} and stable
rational functions V j(q), W j(q), j ∈ {1, . . . , m} such
that V j(q) and qnW j(q) are strictly proper for all j, and
the impulse response of W j(q) contains at least one non-
null element for some j, define Q, q¯, Ψ, and Φ as in The-
orem 3. Then the solution q¯ to the regular matrix inver-
sion problem
∑m
j=1 α
2
jΨ(V
j , W j) = (
∑m
j=1 α
2
jΦ(W
j))q¯
exists and gives the unique polynomial solution Q∗ of de-
gree n to the minimization problem
min
Q
m∑
j=1
α2j
∥∥V j(q)−W j(q)Q(q)∥∥2
H2
. (7)
PROOF. Theorem 4, like Theorem 3, is solved
using the classical projection theorem. Here, how-
ever, the projection theorem is used on the space
H which is defined as the m-fold cartesian prod-
uct of RH2: H = RH2 × . . . × RH2. Using the
definition of the inner product, induction, and by
the completeness of the cartesian product of com-
plete spaces ([5]), it is easily shown that H is a
Hilbert space when equipped with the inner product:
〈(X1, . . . , Xm), (Y1, . . . , Ym)〉H = α
2
1〈X1, Y1〉 + . . . +
α2m〈Xm, Ym〉. Now, defining V = (V
1, . . . , V m), W =
(W 1, . . . , W m), we have ‖V − q0W − . . .− qn(q
nW )‖2H =∑m
j=1 α
2
j
∥∥V j −W jQ∥∥2
H2
. Application of the classical
projection theorem to minimize the left hand side of
this expression results in the solution to 7. The equation∑m
j=1 α
2
jΨ(V
j , W j) = (
∑m
j=1 α
2
jΦ(W
j))q¯ is a simple
consequence of the orthogonality condition, and as long
as one of the W j has a non-null impulse response, the
unicity of q¯ can be shown as in Theorem 3. 2
In order to apply this theorem to minimize J(Q)
(given by Equation (6)), simply choose m = 2,
V 1 = P0Bc/(q
γ+γ1AmA
+
c ), W
1 = −B−Bc/(AmA
+
c ),
V 2 = AT ′0/(B
+Am), and W
2 = AA−c /(B
+Am).
5
5 Increasing design freedom with non-causal
controller
Note that the degree of Q is a measure of the amount
of design freedom that is available to improve perfor-
mance. More complicated reference signals are reflected
by A−c having higher degree, which reduces the degree
of Q (see Equation 5). It is possible to increase the de-
gree of Q by increasing the controller order. Note that
the preview factor γ doesn’t affect controller structure
in any way. γ only results in a time shift of the refer-
ence signal that is used in computing the cost function.
Choosing a large value of γ tunes the optimization pro-
cedure so that it attempts to find an appropriate optimal
Q. But this may not be possible without making changes
to the degrees of the controller polynomials. The papers
[15,4,11] are based on the principle that by prepending a
controller with a FIR filter (which effectively adds zeros
to the controller) and using open-loop preview it is pos-
sible to improve tracking performance of non-minimum
phase systems. These results are encouraging, but do
not consider denominator dynamics or actuator behav-
ior. Here we propose making a similar structural change
by which we can achieve the similar results, but tak-
ing into consideration the pole dynamics. We do this by
adding additional zeros to the controller by increasing
the order of the T polynomial so that its degree may
be larger than the degree of R. Obviously this violates
causality, but if additional preview information is avail-
able this is not a problem. By slight modification (see
Equation 5), δT ≤ δR + κ. may be ensured by choos-
ing δQ ≤ δR − δAo − δA
−
c + κ. Thus if an additional
κ samples of preview information are available we can
increase the degrees of T and Q by κ, resulting in more
design freedom. Since κ does not affect the closed-loop
poles, it can be increased without affecting stability. As
in [4], performance improves as κ increases. However, if
κ is very large, any plant modelling errors may result in
greatly increased transient tracking error. Thus, there
are practical limits to the choice of κ.
6 Examples
Here are two examples that demonstrate basic controller
synthesis. The first example shows how to apply the re-
sults of Section 4. The second example demonstrates how
to apply the results of Section 5.
Example 5 With sampling period h = 0.2, the zero-
hold discretization of the simple second order system
1/(s(s + 1)(s + 4)) gives A = q3 − 2.2681q2 + 1.6359q−
0.3679, B+ = q+0.2062, B− = 0.0010q+0.0031. R and
S are chosen to move the discrete-time open-loop poles
from {1, 0.8187, 0.4493} to 0.8, 0.6+0.1i, 0.6−0.1i, using
a deadbeat observer polynomial Ao = q. The reference
signal is sinusoidal. Without preview (Figure 4), the ini-
tial tracking error is significant. The use of two samples
of preview information results in considerable tracking
improvement (Figure 5). Note that the plant output y
responds to the sinusoid before the reference signal ar-
rives. This demonstrates that the use preview results in
anticipatory action, which is possible since the reference
signal actually is known and provided to the controller
in advance.
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Fig. 5. Optimal sin responses and actuator signal;
α21 = 15,α
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Example 6 With sampling period h = 1, the zero-hold
discretization of the simple non-minimum phase system
(s − 0.2)/(s + 0.4)2 gives B(q) = 0.59q − 0.73, A(q) =
q2 − 1.34q + 0.4493. R and S are chosen to move the
discrete-time open-loop poles to 0.6, 0.5+0.1i, 0.5−0.1i,
using observer polynomial Ao = 1. We choose a step in-
put as the reference signal, and let γ = 0, assuming that
no preview information is available. Using Theorem 4
with weights α21 = α
2
2 = 1, we get Q
∗ = 0.635 and the
following controller: R = q − 0.14, S = −0.20q + 0.13,
T = −0.64q − 0.13. As we see in Figure 6, there is a
considerable amount of undershoot. It is not possible to
reduce the undershoot significantly by varying the αi
weights. Assuming that reducing tracking error is impor-
tant and 12 samples of preview are available, we choose
γ = 0, and κ = 12 as described above, to get the im-
proved results in Figure 7. Here, Q∗ is a polynomial of
degree 12, R = q − 0.14, S = −0.20q + 0.13, and T is
a polynomial of degree 13. Since T is of higher degree
than R, the system is not causal, but because of the
availability of preview information this causes no prob-
lem. In addition, this may seem like high order control,
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Fig. 6. Non-minimum phase system with no preview;
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Fig. 7. Non-minimum phase system with preview;
α21 = 15,α
2
2 = 50,γ = 12,κ = 12
but since T is outside the loop, it behaves like a simple
FIR signal prefilter, and doesn’t change loop behavior.
In addition, as is seen in Figure 7, T actually results in
a much smoother actuator signal.
7 Conclusions
We have presented a simple pole-placement based syn-
thesis approach that consists of minimizing a weighted
cost function composed of terms penalizing tracking er-
ror and control behavior. The optimization algorithm
does not place poles, but places the zeros of the closed-
loop system, through the solution of a simple projection-
type optimization problem which is equivalent to a con-
strained H2 model-matching problem (Theorem 3 and
Theorem 4). This algorithm is believed to be original.
For non-minimum phase systems which exhibit under-
shoot, preview may be used to significantly improve
tracking response if the reference signal is available in
advance. The amount of preview information that is gen-
erally necessary for these systems is related to the time
constant of the dominant non-minimum phase zero. The
amount of preview information that is necessary, there-
fore, may be significant. The use of preview informa-
tion may also significantly improve tracking behavior for
minimum phase systems. In this case, a few samples of
preview information may be sufficient (Example 5).
Equation 5 makes it is clear how reference signal com-
plexity, controller tracking performance, and controller
order are related. For fixed controller order, the amount
of design freedom available to improve controller per-
formance decreases as reference signal complexity in-
creases. In Example 5, little design freedom is available
(the free parameter Q is a scalar). This is due to the un-
avoidable Equation 5, which simply expresses the fact
that more design freedom to improve performance can
be obtained from a high order controller that is not re-
quired to track a complicated reference signal asymp-
totically. The controllers given in the examples are all of
low order. Nevertheless, by changing the scalar param-
eter Q, radically different behavior can occur. Although
hand tuning could be performed in these cases, that is
not feasible for Example 6.
When preview information is available, it is possible to
improve tracking performance without modifying the
loop dynamics by increasing the order of the T polyno-
mial. This is similar to the approach taken in [15,4,11],
except that control amplitude and uncanceled plant
poles are taken into consideration when performing the
optimization, simplifying practical application of the
results. In additional to the performance improvements,
the command signal is usually much less aggressive
when preview is used.
The optimization algorithm only places the zeros of the
closed-loop transfer function in order to improve track-
ing. The pole locations are chosen by the control de-
signer, so the presented optimization algorithm does not
affect stability properties. Computational complexity for
the proposed method is low. Although the general re-
sults allow the use of preview, if the reference signal is
not available in advance, one can set γ = 0 and the re-
sults apply without change to the case without preview.
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