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Abstract
We study a class of periodic Schro¨dinger operators, which in distinguished
cases can be proved to have linear band-crossings or “Dirac points”. We then
show that the introduction of an “edge”, via adiabatic modulation of these periodic
potentials by a domain wall, results in the bifurcation of spatially localized “edge
states”. These bound states are associated with the topologically protected zero-
energy mode of an asymptotic one-dimensional Dirac operator. Our model captures
many aspects of the phenomenon of topologically protected edge states for two-
dimensional bulk structures such as the honeycomb structure of graphene. The
states we construct can be realized as highly robust TM- electromagnetic modes
for a class of photonic waveguides with a phase-defect.
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CHAPTER 1
Introduction and Outline
Energy localization in surface modes or edge states at the interface between
dissimilar media has been explored, going back to the 1930’s, as a vehicle for local-
ization and transport of energy [26,30–32,35,38,40,45]. These phenomena can
be exploited in, for example, quantum, electronic or photonic systems. An essential
property for applications is robustness; the localization properties of such surface
states needs to be stable with respect to distortions of or imperfections along the
interface.
A class of structures, which have attracted great interest since about 2005,
are topological insulators [20]. In certain energy ranges, such structures behave
as insulators in their bulk (this is associated with an energy gap in the spectrum
of the bulk Hamiltonian), but have boundary conducting states with energies in
the bulk energy gap; these are states which propagate along the boundary and are
localized transverse to the boundary. Some of these states may be topologically
protected; they persist under deformations of the interface which preserve the bulk
spectral gap, e.g. localized perturbations of the interface. In honeycomb structures,
e.g. graphene, where a bulk gap is opened at a “Dirac point” by breaking time-
reversal symmetry [11,12,16,21,29], protected edge states are uni-directional and
furthermore do not backscatter in the presence of interface perturbations [30,31,
40,45]. An early well-known instance of topological protected states in condensed
matter physics are the chiral edge states observed in the quantum Hall effect. In
tight-binding models, discrete lattice models which arise, for example, as infinite
contrast limits, this property can be understood in terms of topological invariants
associated with the band structure of the bulk periodic structure [1,14,15,17,39,
43].
In this article we introduce a one-dimensional continuummodel, the Schro¨dinger
equation with a periodic potential modulated by a domain wall, for which we rig-
orously study the bifurcation of topologically protected edge states as a parameter
lifts a Dirac point degeneracy. This model, which has many of the features of the
above examples, is motivated by the study of photonic edge states in honeycomb
structures in [30]. The bifurcation we study is governed by the existence of a topo-
logically protected zero-energy eigenstate of a one-dimensional Dirac operator, D;
see (4.13). The zero-mode of this operator plays a role in electronic excitations in
coupled scalar - spinor fields [18] and polymer chains [37]. There are numerous
studies of edge states for tight-binding models; see, for example, the above citations.
The present work considers the far less-explored setting of edge states in the un-
derlying partial differential equations; see also [11,12]. A summary of our results
is given in [10].
1
2 1. INTRODUCTION AND OUTLINE
1. Motivating example - Dimer model with a phase defect
In this section we build up a family of Schro¨dinger Hamiltonians with the prop-
erties outlined above. The construction has several steps: (i) We introduce a family
of one-periodic potentials which, due to an additional translation symmetry, have
spectral bands which touch at a “Dirac points”. The spectrum of this periodic
Schro¨dinger operator is continuous; all states are extended. (ii) We observe that by
maintaining periodicity but breaking the additional translation symmetry (“dimer-
izing”), gaps in the continuous spectrum are opened about the Dirac points. (iii)
Finally, we introduce a potential which interpolates between different “dimeriza-
tions” at +∞ and at −∞, having a common spectral gap. The latter Schro¨dinger
Hamiltonian is one of a general class for which we will prove in Theorem 5.1 that
localized eigenstates exist with eigenvalues approximately located mid-gap.
Start with a real-valued 1− periodic function, Q(x), which is even: Q(x) =
Q(−x). Introduce the one-parameter family of potentials Q(x; s), a sum of trans-
lates of Q:
(1.1) Q(x; s) = Q
(
x+
s
2
)
+Q
(
x−
s
2
)
, 0 ≤ s ≤ 1.
Clearly, Q(x; s) is 1− periodic. Moreover, Q (x; s = 1/2) has minimal period equal
to 1/2, i.e. Q(x; 1/2) has an additional translation symmetry.
An example of particular interest is obtained by first taking q0(x) to be a real-
valued, even, smooth and rapidly decaying function on R, Q(x) to be a sum over its
integer translates, i.e. Q(x) =
∑
n∈Z q0(x + n), and Q(x; s) to be the superlattice
potential, concentrated on staggered sub-lattices Z − s/2 and Z + s/2, given by
(1.1); see Figure 1.
The function Q(x; s) may be expressed as a Fourier series
Q(x; s) = 4
∑
m∈Z+
Q̂(m) cos(πms) cos(2πmx),(1.2)
and we begin by considering the family of operators
H(s) ≡ −∂2x +Q(x; s).
For s = 1/2, Q(x; 1/2) reduces to an even-index cosine series:
Q(x; 1/2) =
∑
m∈2Z+
Qm cos(2πmx) ≡ Ve(x).
The operator H(1/2) = −∂2x+Ve(x) can be shown to have Dirac points. These
are quasi-momentum / energy pairs, (k⋆, E⋆), where k⋆ is a point with “high-
symmetry” (see Chapter 3, Definition 3.1) at which neighboring spectral bands
touch and at which dispersion curves cross linearly; see Figure 3.
Below we construct an appropriately modulated dimer structure, by allowing
the parameter s to vary slowly with x. This modulated structure, which adiabati-
cally transitions between periodic structures at ±∞, that shall be the focus of this
paper.
Dimer model: For s 6= 1/2, Q(x; s) may be viewed as a superposition of dimers,
double-well potentials in each period cell; see Figure 1. Set sδ = 12 + δκ0, with
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x
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Figure 1. Q(x; s) = Q(x+s/2)+Q(x−s/2), a periodic potential,
consisting of wells supported on two sub-lattices. Q(x + s/2) is
given by the dashed curve and Q(x − s/2) is given by the solid
curve. Q(x; s) has minimal period 1 for s 6= 1/2 and consists
of dimers; each period cell contains a double-well. For s = 1/2,
Q(x; 1/2) has minimal period 1/2.
0 < |δ| ≪ 1 small and 0 6= κ0 ∈ R fixed. Then, Q(x; sδ) is of the form
(1.3) Q(x; sδ) =
∑
m∈2Z+
Qδm cos(2πmx) + δκ0
∑
m∈2Z++1
Wδm cos(2πmx),
where Qδm, W
δ
m = O(1) as δ → 0. The operator
H(1/2 + δκ0) = −∂
2
x +Q(x; s
δ)
is a Hill’s operator [9, 25]. The character of its spectrum is well-known. Two
examples are displayed in the top panels of Figures 6 and 7. For δ fixed and small,
the gap widths are of order O(δ); see Appendix F.
Dimer model with phase defect: Now fix a constant κ∞ > 0 and let
sδ(x) =
1
2
+ δκ(δx),
where κ(X)→ ±κ∞ as X → ±∞. Consider the operator
H(sδ(x)) = −∂2x +Q(x; s
δ(x)).(1.4)
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Figure 2. Dimerized potential, Q(x; s) = Q(x + s/2) + Q(x −
s/2), for s = sδ 6= 1/2. Top panel: Q(x; 1/2 − δκ∞). Middle
panel: Q(x; 1/2+δκ∞). Bottom panel: Domain wall modulated
structure, Q(x; sδ(x)), where sδ(x) = 1/2 + δκ(δx) with κ(X) →
±κ∞ as X → ∞. Top and middle panels display phase-shifted
asymptotics of Q(x; sδ(x)), as x→ ±∞.
Figure 2 displays a typical potential Q(x; sδ(x)) (bottom panel) along with its
phase-shifted asymptotics (top and middle panels).
Expanding the potential, we have
(1.5) Q(x; sδ(x)) ≈ Q(x; 1/2) + (s(x)− 1/2)
∂
∂s
Q(x; 1/2) ≡ Ve(x) + δκ(δx)Wo(x),
where Ve(x) denotes an even-index cosine series and Wo(x) denotes an odd-index
cosine series; compare with (1.3). This motivates our study of the family of opera-
tors:
(1.6) Hδ = −∂
2
x + Ve(x) + δκ(δx)Wo(x),
parametrized by δ, which interpolates adiabatically, through a domain wall, be-
tween the operators
H(1/2− κ∞δ) ≈ Hδ,− ≡ H(1/2)− δκ∞Wo(x) at x = −∞, and(1.7)
H(1/2 + κ∞δ) ≈ Hδ,+ ≡ H(1/2) + δκ∞Wo(x) at x = +∞.(1.8)
The operator Hδ has, for |δ| ≪ 1, a spectral gap of width O(δ) about E⋆; see
Proposition 4.1.
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The main results of this paper concern the bifurcation of a branch of simple
eigenvalues, Eδ = E⋆ + O(δ2), located approximately mid-gap, with correspond-
ing spatially localized eigenstate, Ψδ. The bifurcating eigenpair δ 7→ (Eδ,Ψδ) is
topologically stable; that is, it persists under spatially localized perturbations of the
domain wall, κ(X). The existence and stability of this bifurcation are related to a
topologically protected zero mode of a limiting one-dimensional Dirac equation; see
[18,30].
Note that this bifurcation is associated with a non-compact perturbation of
H0 = −∂2x+Ve, a phase change or phase defect across the structure, which at once
changes the essential spectrum and spawns a bound state. Bifurcations from the
edge of continuous spectra, arising from localized perturbations have been studied
extensively; see, for example, [2,5,7,8,13,36]. A class of edge bifurcations due to
a non-compact perturbation is studied in [3].
Our model also captures many aspects of the phenomenon of topologically
protected edge states, for two-dimensional bulk structures, such as the honeycomb
structure of graphene. We explore edge states in the two-dimensional setting of
honeycomb structures in forthcoming publications.
Finally, we remark that the bound states we construct can be realized as TM-
electromagnetic modes for a class of photonic waveguides with a phase-defect; we
explore this in [24].
2. Outline of main results
Let Ve(x) be a sufficiently smooth, even-index Fourier cosine-series:
(1.9) Ve(x) =
∑
p∈2Z+
vp cos(2πpx) , vp ∈ R,
and introduce the Schro¨dinger operator, H0:
(1.10) H0 = −∂
2
x + Ve(x).
Recall that the spectrum of a Schro¨dinger operator with a periodic potential is
given by the union of closed intervals, the spectral bands [9,33].
We outline our main results:
(1) Theorems 3.6-3.7, Generic existence of “Dirac points” for a class of 1D
periodic structures: Consider the one-parameter family of periodic Hamil-
tonians:
(1.11) H
(ε)
0 = −∂
2
x + εVe(x), ε ∈ R.
We prove that for all ε ∈ R, except possibly a discrete set of values
contained in R\(−ε0, ε0), with ε0 > 0, the H(ε) has a Dirac point or linear
band crossing at (k⋆ = π,E
(ε)
⋆ ), in the sense of Definition 3.1. That is, E =
E⋆ is a degenerate k⋆− pseudo-periodic eigenvalue with corresponding
two-dimensional eigenspace given by span{Φ1,Φ2}. Furthermore, there
exist λ♯ 6= 0 and Floquet-Bloch eigenpairs
k 7→ (Φ+(x; k), E+(k)) and k 7→ (Φ−(x; k), E−(k)),(1.12)
Φ1(x) = Φ−(x; k⋆) ∈ L
2
k⋆,e , Φ2(x) = Φ+(x; k⋆)) ∈ L
2
k⋆,o,
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Figure 3. Dispersion curves (gray), Eb vs k, k ∈ B = [0, 2π], and
spectrum (black) for two choices of the unperturbed Hamiltonian
H
(ε)
0 = −∂
2
x + εVe(x), given by (1.11), with Ve(x) = 2 cos(2(2πx)).
Left panel: ε = 0, H
(0)
0 = −∂
2
x. Bands cross at Em = m
2 π2, m =
1, 2, 3, . . . . Right panel: ε 6= 0. Band crossings at (k = 0, E =
(2m)2π2) (equivalently, k = 2π) are “lifted” and spectral gaps
open; see Appendix E. For ε 6= 0, crossings at Dirac points: (k =
π,E
(ε)
⋆,m ≈ (2m− 1)2π2), m = 1, 2, . . . persist. E
(ε=0)
⋆,1 = π
2 ≈ 9.87
and E
(ε=5)
⋆,1 ≈ 9.45.
and such that E±(k)−E⋆ = ± λ♯ (k − k⋆)
(
1 + o(k − k⋆)
)
as k → k⋆.
See Chapter 1, Section 1 for the definitions of L2k⋆,e and L
2
k⋆,o
(k⋆ = π)
and the decomposition: L2k⋆ = L
2
k⋆,e
⊕ L2k⋆,o.
Figure 3 shows the dispersion curves and spectrum for H
(ε)
0 = −∂
2
x +
εVe(x) in the cases: ε = 0 (left) and ε 6= 0 (right). One sees that for
ε 6= 0, the band touchings at quasi-momentum k = 0, or equivalently k =
2π, are “lifted” (Appendix E) while those occurring for quasi-momentum
k = π, the Dirac points, persist. The persistence is associated with the
k⋆ being a high-symmetry quasi-momentum for H
(ε); see Definition 3.1.
The analogous picture was established for honeycomb structures defined
by honeycomb lattice potentials; see [11,12].
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(2) Theorem 5.1, Topologically protected edge states in perturbations of 1D
systems with Dirac points: Consider the periodic HamiltonianH0 = −∂2x+
Ve(x), assumed to have a Dirac point, e.g. Ve = εV˜e, where V˜e is of the
form (1.9) and ε is as in (1), i.e. ε ∈ R, except possibly a discrete set of
values contained in R \ (−ε0, ε0), with ε0 > 0.
Define the perturbed Hamiltonian:
Hδ = −∂
2
x + Ve(x) + δκ(δx)Wo(x),(1.13)
where Wo is a sufficiently smooth odd-index cosine series:
(1.14) Wo(x) =
∑
p∈2Z++1
wp cos(2πpx), wp ∈ R.
For κ ≡ κ∞, a non-zero constant, the spectrum of Hδ is continuous
with a spectral gap of order δ|κ∞| about the Dirac point, (k⋆, E⋆), of H0;
see Proposition 4.1.
Now let κ(X) be a sufficiently smooth “domain wall”, i.e. κ(X) tends
to ±κ∞ as X → ±∞, κ∞ > 0. More precisely,
(1.15)
κ(X)− sgn(X)κ∞ and κ
′(X) tend to zero sufficiently rapidly as X → ±∞.
(We believe our results extend to the case where κ(X) has the more general
asymptotic behavior, κ(X)→ ±κ±∞ as |X | → ∞, where κ∞ × κ−∞ > 0,
but have assumed (1.15) to simplify an aspect of the proofs.)
Figure 4 displays two examples of the potential Ve(x) + δκ(δx)Wo(x) of
Hδ.
Let (k⋆, E⋆) denote a Dirac point ofH0, with corresponding k⋆- pseudo-
periodic eigenspace spanned by Φ1(x) and Φ2(x). From Theorem 5.1 we
have:
(A) There exists δ0 > 0 such that for all 0 < δ < δ0, the perturbed
Schro¨dinger operator, Hδ, has an eigenpair (Ψ
δ, Eδ). The energy,
Eδ, falls within a gap in the essential spectrum of Hδ of width O(δ),
and Ψδ ∈ H2(Rx) is exponentially decaying.
(B) To leading order, Ψδ(x) is a slow and localized modulation of the
degenerate (Dirac) eigenspace:
Ψδ(x) ≈ α⋆,1(δx)Φ1(x) + α⋆,2(δx)Φ2(x) in H
2(Rx),(1.16)
Eδ ≈ E⋆ +O(δ
2).
The vector of amplitudes, α⋆ = ( α⋆,1(X), α⋆,2(X) ), is the topolog-
ically protected zero-energy eigenstate of the system of Dirac equa-
tions: Dα⋆ = 0, where D is a one-dimensional Dirac operator given
by:
(1.17) D ≡ iλ♯σ3∂X + ϑ♯κ(X)σ1 .
Here, λ♯ = 2i 〈Φ1, ∂xΦ1〉L2[0,1] and ϑ♯ = 〈Φ1,WoΦ2〉L2[0,1]. We as-
sume λ♯ × ϑ♯ 6= 0. This non-degeneracy assumption holds for generic Ve
and Wo.
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Figure 4. Domain wall modulated potentials 2ε cos(2(2πx)) +
2δ tanh(δx)
∑
j∈{1,3,5} cos(2πjx) for (ε, δ) = (0, 1) (left panel)
and (ε, δ) = (5, 1) (right panel). Both the potential Uδ(x) (solid
gray) and the domain wall profile κ(δx) (dashed black) are plotted.
Spectra of Hδ, as δ is varied, are displayed in the bottom panels
of Figures 6 (ε = 0) and 7 (ε = 5).
Figure 5 displays an unperturbed periodic structure (δ = 0) with a
Dirac point and the Floquet-Bloch mode Φ1(x) (top panel), the perturbed
(domain wall modulated) potential (middle panel) and a localized edge
mode (bottom panel), ensured by Theorem 5.1.
Bifurcation curves of mid-gap modes are depicted for the operators
Hδ = −∂
2
x + δκ(δx)Wo(x) in Figure 6 and Hδ = −∂
2
x + 10 cos(2(2πx)) +
Wo(x) in Figure 7. Here, Wo(x) = 2
∑
j∈{1,3,5} cos(2πjx) is even and 1−
periodic, and contains only the 1−, 3− and 5− harmonics. Theorem 5.1
ensures these bifurcations since, by Remark 5.1, ϑ♯ 6= 0 for each of the
first three Dirac points (k⋆ = π,E⋆ = π
2(2m + 1)2), m = 0, 1, 2. For a
discussion of bifurcations in the case where ϑ♯ = 0, see Remark 5.2.
3. Outline
We briefly comment on the contents of each section.
• In Chapter 2 we review the spectral (Floquet-Bloch) theory of one-dimensional
Schro¨dinger (Hill’s) operators, HQ = −∂2x+Q(x), where Q(x+1) = Q(x). We also
present a formulation of the Poisson summation formula in L2loc, which we require
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Figure 5. Potentials and modes for Hδ = −∂2x + Uδ(x), where
Uδ(x) = 20 cos(2(2πx)) + 2δ tanh(δx) cos(2(2πx)). Top panel:
Floquet-Bloch eigenmode Φ1(x) ∈ L
2
π,e (black) corresponding to
the degenerate eigenvalue E⋆ at the Dirac point of unperturbed
Hamiltonian, Hδ=0, superimposed on a plot of U0(x) (gray). Here,
Φ2(x) = Φ1(−x) ∈ L2π,o. Middle panel: Domain wall modulated
periodic structure, Uδ(x), δ = 5. Bottom panel: Localized mid-
gap eigenmode Ψδ(x) of Hδ, δ = 5.
due to the non-compactness of the domain wall perturbation.
• In Chapter 3 we define what it means for an energy / quasi-momentum pair,
(E, k), to be a Dirac point of HQ (Definition 3.1). We discuss the spectral theory
of H(ε) = −∂2x+ εVe(x), ε ∈ R (see (1.10), (1.9)) and, in particular, show that such
Hamiltonians have Dirac points for all real ε outside of a discrete set (Theorems
3.6 and 3.7).
• In Chapter 4 we embark on a study of topologically protected bound states of Hδ;
see (1.13). In Section 1, we give a systematic, but formal, multiple-scale expansion
of these bound states and, in particular, derive an effective Dirac equation with
“potential” κ(X), governing the spatial envelope of the bound state. This Dirac
equation has a spectral gap of width O(|κ∞|), centered at zero. In Section 2 we
show that for any κ(X) of domain-wall-type (see (1.15)) these Dirac equations
have a zero energy mode. Correspondingly, the operator Hδ has a localized mode,
approximately mid-gap: Eδ = E⋆ +O(δ2). This zero mode is topologically stable;
it persists for any deformation of κ(X) which respects the imposed asymptotic
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Figure 6. Top panel: Spectrum of Hill’s operator with Ve(x) ≡
0: −∂2x + δκ∞
∑
j∈{1,3,5} cos(2πjx). Bottom panel: Spectrum
of the domain-wall modulated periodic potential shown in the
left panel of Figure 4: −∂2x + 2δκ(δx)
∑
j∈{1,3,5} cos(2πjx) with
κ(X) = tanh(X). Bifurcating branches of topologically pro-
tected “edge states”, predicted by Theorem 5.1, are the solid
(gray) curves emanating from the points: (E⋆,m, δ = 0) where
(k⋆ = π,E⋆,m ≡ (2m+ 1)
2π2) are Dirac points.
conditions at X = ±∞. This zero mode plays an important role in [18,30].
• In Chapter 5 we state our main result (Theorem 5.1) on the existence, for δ
small, of a bifurcating branch of eigenpairs of the Hamiltonian Hδ, with eigenvalues
located approximately mid-gap. This bifurcation is topologically protected in the
sense that it persists under arbitrary spatially localized perturbation in the domain
wall, κ(X).
• In Chapter 6 we present the proof of Theorem 5.1. The proof is based on a
Lyapunov-Schmidt reduction of the spectral problem for Hδ to one for the Dirac
operator. A rough strategy of the proof is given in Section 1 and a more detailed
sketch in Section 2.
There are several appendices.
• In Appendix A we prove a variant of the Poisson Summation Formula in L2loc,
stated in Chapter 2.
• In Appendix B we give the proof of Theorem 3.4, which gives sufficient conditions
for the existence of a Dirac point.
3. OUTLINE 11
Figure 7. Top panel: Spectrum of Hill’s operator with
Ve(x) 6= 0: −∂2x + 2ε cos(2(2πx)) + 2δκ∞
∑
j∈{1,3,5} cos(2πjx),
for ε = 5. Bottom panel: Spectrum of the domain-wall mod-
ulated periodic potential shown in the right panel of Figure 4:
−∂2x + 2ε cos(2(2πx)) + 2δκ(δx)
∑
j∈{1,3,5} cos(2πjx) with κ(X) =
tanh(X).
• In Appendix C we use this characterization to prove Theorem 3.6, the existence
of Dirac points of H(ε) for all ε in some interval, (−ε0, ε0), about zero.
• In Appendix D we study the existence of Dirac points of H(ε) without restrictions
on the size of ε. Using an extension of the methods of [11] we prove Theorem
3.7: H(ε) has Dirac points for all ε ∈ R except possibly a discrete set in R \
(−ε0, ε0). Dirac points occur as well in two-dimensional honeycomb structures
[11]. In Remark D.1 we indicate how to adapt the arguments of Appendix D to
prove that the exceptional set, outside of which the two-dimensional Schro¨dinger
equation with honeycomb lattice potential has Dirac points, is discrete. The more
restrictive result, that the exceptional set is countable and closed, was proved in
[11]. See also Remark D.2 concerning related recent work by G. Berkolaiko and A.
Comech.
• In Appendix E we show that band crossings of H(ε) = −∂2x + εVe, occurring at
quasi-momentum k = 0 for ε = 0 are “lifted” for ε non-zero and small; see Figure
3.
• Appendix F presents the key step in the proof of Proposition 4.1, establishing
that the operators Hδ,± and Hδ have a gap in their essential spectrum of width
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O(δ).
• Appendix G provides useful bounds on functions comprising the leading order
expansion of the bifurcating bound state.
• Finally, in Appendix H we present explicit computations needed to justify the
bifurcation equation, arising in the Lyapunov-Schmidt reduction.
4. Notation
(1) z denotes the complex conjugate of z ∈ C.
(2) x,y ∈ Cn, 〈x,y〉 = x · y = x1y1 + . . .+ xnyn.
(3) 〈f, g〉 =
∫
fg.
(4) B ≡ [0, 2π] denotes the Brillouin Zone centered at π.
(5) x . y if and only if there exists C > 0 such that x ≤ Cy. x ≈ y if and only if
x . y and y . x.
(6) ℓ2 ≡ ℓ2(Z) =
{
x = {xj}j∈Z : ‖x‖ℓ2 =
∑
j∈Z |xj |
2
<∞
}
.
(7) For s ≥ 0, Hsper([0, 1]) denotes the space of H
s functions which are periodic
with period 1.
(8) L2k = L
2
k([0, 1]) denotes the subspace of L
2([0, 1]) functions, which satisfy the
pseudo-periodic boundary condition: f(x+ 1) = f(x)eik, for x ∈ R
(9) W k,p(R), k ≥ 1, p ≥ 1, denotes the Sobolev space of functions with derivatives
up to order k in Lp(R).
(10) Lp,s(R) is the space of functions F : R → R such that (1 + |·|2)s/2F ∈ Lp(R),
endowed with the norm
‖F‖Lp,s(R) ≡
∥∥∥(1 + |·|2)s/2F∥∥∥
Lp(R)
≈
s∑
j=0
∥∥∥|·|j F∥∥∥
Lp(R)
<∞, 1 ≤ p ≤ ∞.
(11) For f, g ∈ L2(R), the Fourier transform and its inverse are given by
(1.18)
F{f}(ξ) ≡ f̂(ξ) =
1
2π
∫
R
e−iXξf(X)dX, F−1{g}(X) ≡ gˇ(X) =
∫
R
eiXξg(ξ)dξ.
The Plancherel relation states:
(1.19)
∫
R
f(x)g(x)dx = 2π
∫
R
f̂(ξ)ĝ(ξ)dξ.
(12) χa and χa denote the characteristic functions defined by
(1.20) χa(ξ) = χ(|ξ| ≤ a) ≡
{
1, |ξ| ≤ a
0, |ξ| > a
, χa(ξ) = χ(|ξ| ≤ a) ≡ 1− χ(|ξ| < a).
(13) σj , j = 1, 2, 3, denote the Pauli matrices, where
(1.21) σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, and σ3 =
(
1 0
0 −1
)
.
Further notations are introduced in the text.
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CHAPTER 2
Floquet-Bloch and Fourier Analysis
1. Floquet-Bloch theory - 1D
Let Q ∈ C∞ denote a one-periodic real-valued potential, i.e. Q(x + 1) =
Q(x), x ∈ R. In this section we outline the spectral theory of the Schro¨dinger
operator:
(2.1) HQ = −∂
2
x +Q(x).
Definition 2.1. The space of k− pseudo-periodic L2 functions is given by:
(2.2) L2k =
{
f ∈ L2loc : f(x+ 1; k) = e
ikf(x; k)
}
.
Since the k− pseudo-periodic boundary condition is invariant under k 7→ k+2π,
it is natural to work with a fundamental dual period cell or Brillouin zone, which
we take to be:
(2.3) B ≡ [0, 2π].
Typically the Brillouin zone is taken to be [−π, π], which is symmetric about k = 0.
Our choice is motivated by the presentation being simplified if the quasi-momentum
k = π is an interior point of B.
We next consider a one-parameter family of Floquet-Bloch eigenvalue problems,
parametrized by k ∈ B:
(2.4) HQΦ = EΦ, Φ(x+ 1; k) = e
ikΦ(x; k).
The eigenvalue problem (2.4) is self-adjoint on L2k and has a discrete set of eigen-
values
E1(k) ≤ E2(k) ≤ · · · ≤ Ej(k) ≤ · · · ,
listed with repetitions. The maps k ∈ B = [0, 2π] 7→ Ej(k), j ≥ 1, are Lipschitz
continuous functions; see, for example, Appendix A of [12]. Furthermore, these
maps satisfy the following properties:
Symmetry: Ej(k) = Ej(2π − k), k ∈ [0, π] ,
Monotonicity: k 7→ Ej(k) is monotone for k ∈ [0, π] and for k ∈ [π, 2π] ;
(2.5)
see [33]. Figure 3 illustrates these properties for two different potentials, Q(x).
An equivalent formulation is obtained by setting Φ(x; k) = eikxp(x; k). This
yields the periodic eigenvalue problem for an eigenpair, (p(x; k), E):
HQ(k)p = Ep, p(x+ 1; k) = p(x; k),(2.6)
where HQ(k) = −(∂x + ik)
2 +Q(x).(2.7)
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For each k ∈ B, there is a sequence of eigenvalues, {Ej(k)}j≥1 with corresponding
orthonormal sequence of eigenstates {pj(x; k)}j≥1, which are complete in L2[0, 1]:
(2.8) f ∈ L2[0, 1] =⇒ f(x) =
1
2π
∑
j≥1
〈pj(·; k), f(·)〉L2[0,1] pj(x; k).
For g ∈ L2(R), define the Floquet-Bloch coefficients
(2.9) g˜b(k) ≡ 〈Φb(·; k), g(·)〉L2(R) , b ≥ 1.
The family of states {Φb(x; k) : b ≥ 1, k ∈ B} is complete in L2(R):
(2.10) g ∈ L2(R) =⇒ g(x) =
1
2π
∑
b≥1
∫
B
g˜b(k) Φb(x; k) dk.
Furthermore, the Parseval relation holds:
(2.11)
‖g‖2L2(R) =
1
(2π)2
∞∑
b=1
∫
B
∣∣∣〈Φb(·, k), g(·)〉L2(R)∣∣∣2 dk = 1(2π)2
∞∑
b=1
∫
B
|g˜b(k)|
2dk .
Remark 2.1. Note that g˜b(k), set equal to the expression 〈Φb(·; k), g(·)〉L2(R),
in (2.9) requires interpretation, since Φb(·, k) /∈ L2(R). This inner product and
many other inner products in this paper are interpreted in the following sense:
Let f(x, k) and g(x, k) be functions defined on R× B. Assume
f, g ∈ L2([−M1,M2]× B)
for each positive and finite M1 and M2 . We say that
“ 〈f(·, k), g(·, k)〉L2(R) is well-defined ”
if the functions IM1M2(k) =
∫M2
−M1
f(x, k)g(x, k)dx belong to L2(B) and converge
in L2(B) as M1,M2 →∞.
Returning to the particular case of 〈Φb(·; k), g(·)〉L2(R), we note that this inner
product is well-defined in the sense just discussed for g ∈ L2(R).
By elliptic theory, pj(x; k) and Φj(x; k) are smooth as functions of x, for each
fixed k ∈ B. Sobolev regularity can also be measured in terms of the Floquet-Bloch
coefficients:
Lemma 2.1. For g(x) ∈ Hs(R), with s ∈ N,
(2.12)
‖g‖2Hs(R) ≈
∫
B
∞∑
b=1
(1 + b2)s
∣∣∣〈Φb(·, k), g(·)〉L2(R)∣∣∣2 dk = ∫
B
∞∑
b=1
(1 + b2)s |g˜b(k)|
2dk .
Proof. Let H = −∂2x + Ve(x). For some constant g, positive and sufficiently
large, we have by elliptic theory that ‖f‖2Hs(R) ≈
∥∥(I +H + g)s/2f∥∥2
L2(R)
. Using
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the Weyl asymptotics: C1b
2 ≤ Eb(k) ≤ C2b2 for all k ∈ B and b≫ 1 we have:
‖f‖2Hs(R) ≈
∥∥∥(I +H + g)s/2f∥∥∥2
L2(R)
=
1
(2π)2
∞∑
b=1
∫
B
∣∣∣∣〈Φb(·, k), (I +H + g)s/2f(·)〉L2(R)
∣∣∣∣2 dk
=
1
(2π)2
∞∑
b=1
∫
B
∣∣∣∣〈1 + Eb(k) + g)s/2Φb(·, k), f(·)〉L2(R)
∣∣∣∣2 dk
=
1
(2π)2
∞∑
b=1
∫
B
|1 + Eb(k) + g|
s
∣∣∣〈Φb(·, k), f(·)〉L2(R)∣∣∣2 dk
≈
∞∑
b=1
∫
B
(1 + b2 + g)s
∣∣∣〈Φb(·, k), f(·)〉L2(R)∣∣∣2 dk. (2.13)
Remark 2.2. Note that if g is a function for which only finitely many g˜b(k)
are non-zero, then ‖g‖Hs(R) . ‖g‖L2(R).
2. Poisson summation in L2loc
We shall require a variant of the Poisson summation formula which holds in
L2loc.
Theorem 2.2. (See also Theorem A.1) Let Γ(x,X) be a function defined for
(x,X) ∈ R×R. Assume that x 7→ Γ(x,X) is H2periodic([0, 1]) with respect to x with
values in L2(RX), i.e.
Γ(x+ 1, X) = Γ(x,X),(2.14)
2∑
j=0
∫ 1
0
∥∥∂jxΓ(x, ·)∥∥2L2(RX) dx < ∞.(2.15)
We denote this Hilbert space of functions by H2 with norm-squared, ‖ · ‖2
H2
, given
in (2.15). Denote by Γ̂(x, ω) the Fourier transform of Γ(x,X) with respect to X
given by
(2.16) Γ̂(x, ω) ≡ lim
N↑∞
1
2π
∫
|x|≤N
e−iωXΓ(x,X)dX,
where the limit is taken in L2([0, 1]x × Rω). Fix an arbitrary ζmax > 0. Then,∑
n∈Z
e−iζ(x+n)Γ(x, x+ n) = 2π
∑
n∈Z
e2πinxΓ̂ (x, 2πn+ ζ)(2.17)
in L2([0, 1]× [−ζmax, ζmax]; dxdζ).
Results of this type (in Lp) were obtained in [19]. We give a different, self-
contained, proof in Appendix A.

CHAPTER 3
Dirac Points of 1D Periodic Structures
In this section we define what we mean by a Dirac point of a one-dimensional
periodic structure or loosely, a “1D Dirac point”. We then introduce a concrete
one-parameter family of operators, H(s), which for s = 12 has a 1D Dirac point.
Definition 3.1. Consider the Schro¨dinger operator H = −∂2x + Q(x), where
Q(x + 1) = Q(x). We say that a linear band crossing of Dirac type occurs at the
quasi-momentum k⋆ ∈ B and energy E⋆, or loosely (k⋆, E⋆) is a 1D Dirac point, if
the following holds:
(1) There exists b⋆ ≥ 1 such that E⋆ = Eb⋆ = Eb⋆+1.
(2) E⋆ is an L
2
k⋆
eigenvalue of multiplicity 2.
(3) H2k⋆ = H
2
A ⊕H
2
B, where H : H
2
A → L
2
A and H : H
2
B → L
2
B.
(4) There is an operator S : H2A → H
2
B and S : H
2
B → H
2
A, S ◦ S = I,
such that S commutes with H(k⋆) ≡ e−ik⋆xHeik⋆x. That is, [H(k⋆),S] ≡
H(k⋆)S − SH(k⋆) vanishes.
(5) The L2k⋆− nullspace of H − E⋆I is spanned by
{ Φ1(x) , Φ2(x) ≡ S [Φ1] (x) } , 〈Φa,Φb〉L2[0,1] = δab, a, b = 1, 2.
(6) There exist λ♯ 6= 0, ζ0 > 0 and Floquet-Bloch eigenpairs
(Φ+(x; k), E+(k)) and (Φ−(x; k), E−(k)) ,
and smooth functions η±(k), with η±(0) = 0, defined for |k−k⋆| < ζ0 and
such that
(3.1) E±(k)− E⋆ = ± λ♯ (k − k⋆)
(
1 + η±(k − k⋆)
)
.
Remark 3.1. As remarked earlier, the eigenvalue maps k 7→ Ej(k) are, in
general, only Lipschitz continuous [12]. Here, in 1D, the dispersion locus near a
Dirac point is the union of smooth, transversely intersecting, curves. Let (k⋆, E⋆)
denote a Dirac point in the sense of Definition 3.1. Then,
Eb⋆(k) =
{
E+(k), if k ∈ B, k⋆ − ζ0 < k ≤ k⋆
E−(k), if k ∈ B, k⋆ ≤ k < k⋆ + ζ0
(3.2)
and
Eb⋆+1(k) =
{
E−(k), if k ∈ B, k⋆ − ζ0 < k ≤ k⋆
E+(k), if k ∈ B, k⋆ ≤ k < k⋆ + ζ0
.(3.3)
Figure 1 (left panel) illustrates Dirac points of a periodic potential, Ve of the type
plotted in Figure 5 (top panel).
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Figure 1. Spectra (black) for Hδ=15 = −∂2x + 10 cos(2(2πx)) +
30κ(X) cos(2πx) for different choices of κ(X). Left panel:
κ(X) ≡ 0. Plotted are the first four Floquet-Bloch dispersion
curves k 7→ Eb(k) (gray) and the Dirac points (k⋆ = π,E⋆) ap-
proximately at E⋆ = π
2, (3π)2. Middle panel: κ(X) ≡ κ∞, a
non-zero constant. Shown are open gaps about Dirac points of
the unperturbed potential and smooth dispersion curves (gray).
Right panel: Mid-gap eigenvalues (black dots) are shown for the
periodic potential modulated by domain-wall: κ(X) = tanh(X).
Remark 3.2. In 2D, the dispersion locus of honeycomb structures with Dirac
points is locally conical, the union of Lipschitz surfaces [11].
Remark 3.3. In [28], Dirac points play a central role in the construction of
1-dimensional almost periodic potentials for which the Schro¨dinger operator has
nowhere dense spectrum.
1. The family of Hamiltonians, H(s), and its Dirac points for s = 12
We consider a family of Hamiltonians depending on a real parameter, s, dis-
cussed in Section 1 of Chapter 1:
H(s) = −∂2x +Q(x; s),(3.4)
Q(x; s) = Q0 +
∑
p≥1
Qp cos(πps) cos(2πpx),(3.5)
2. H
(
1
2
)
= −∂2x +Q
(
x; 12
)
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where {Qp}p∈Z is a real sequence which tends to zero rapidly as p→∞. For each
real s, (i) x 7→ Q(x; s) is real-valued and smooth, (ii) 1− periodic, Q(x + 1; s) =
Q(x; s) and (iii) even, Q(−x; s) = Q(x; s) .
Since Q(x; s), is even, we have the following:
Proposition 3.1. For any s ∈ [0, 1], H(s) = −∂2x+Q(x; s) commutes with the
inversion operator I defined by
I[f ](x) = f(−x) .(3.6)
Therefore if H(s)Φ = µ Φ, then H(s)I [Φ] = µ I [Φ] .
2. H
(
1
2
)
= −∂2x +Q
(
x; 12
)
has an additional translation symmetry
By (3.5) we have for s = 1/2 that Q
(
x+ 12 ;
1
2
)
= Q
(
x; 12
)
, for all x ∈ R.
Hence, Q(x; 12 ) is an even-index cosine series:
Q
(
x;
1
2
)
=
∑
m∈2Z+
Qm cos(2πmx) .
To explore the consequences of this extra translation symmetry, we introduce
the following two key subspaces of L2k.
Definition 3.2. (1) L2k,e is the subspace of L
2
k consisting of functions of
the form
eikxPe(x) = e
ikx
∑
m∈2Z
p(m)e2πimx,
∑
m∈2Z
|p(m)|2 <∞,
i.e. Pe(x) is an even-index 1− periodic Fourier series.
(2) L2k,o is the subspace of L
2
k consisting of functions of the form
eikxPo(x) = e
ikx
∑
m∈2Z+1
p(m)e2πimx,
∑
m∈2Z+1
|p(m)|2 <∞,
i.e. Po(x) is an odd-index 1− periodic Fourier series.
(3) Sobolev spaces,
HMk,e and H
M
k,o, M = 0, 1, 2, . . . ,
are defined in the natural way.
(4) For k = 0, we shall used the simplified notations:
L2σ = L
2
0,σ and H
M
σ = H
M
0,σ, σ = e, o.
L2e− functions are one-periodic even-index cosine series and L
2
o− functions are
one-periodic odd-index cosine series.
Clearly, we have for any M ≥ 0: HMk = H
M
k,e ⊕ H
M
k,o.
The quasi-momentum, k⋆ = π, is distinguished by the following property of I:
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Proposition 3.2. Let Φ ∈ L2π,e with expansion
(3.7) Φ(x) = eπix
∑
m∈2Z
c(m)e2πimx .
Then, I [Φ] ∈ L2π,o with expansion
(3.8) I [Φ] (x) = Φ(−x) = eπix
∑
m∈2Z+1
c(−m− 1)e2πimx.
Proof of Proposition 3.2:
Φ(−x) = e−πix
∑
m∈2Z
c(m)e−2πimx = eπix
∑
n∈2Z+1
c(−n− 1)e2πinx . (3.9)
3. The action of −∂2x + Ve (x) on L
2
k⋆=π
For potentials which are one-periodic even-index cosine series we have
Proposition 3.3. Ve(x) ∈ L2e and therefore, for M ≥ 2,
−∂2x + Ve (x) : H
M
k,e → H
M−2
k,e ,
−∂2x + Ve (x) : H
M
k,o → H
M−2
k,o .
It follows that Φ(x) is an L2π,e eigenfunction of −∂
2
x + Ve (x), with eigenvalue E if
and only if I [Φ] (x) is a linearly independent L2π,o eigenfunction of −∂
2
x + Ve (x),
with eigenvalue E.
In the coming subsections we show that −∂2x + Ve(x), with Ve ∈ L
2
e , smooth
and generic, has 1D Dirac points (k⋆ = π,E⋆) in the sense of Definition 3.1.
4. Spectral properties of H(ε=0) = −∂2x in L
2
k
For ε = 0 the family of Floquet-Bloch eigenvalue problems reduces to(
−∂2x − µ
)
Φ(x) = 0, x ∈ R,(3.10)
Φ(x+ 1) = eikΦ(x),
where k ∈ B = [0, 2π]. Eigensolutions are of the form
(3.11) Φ(x) = eikx e2πimx, m ∈ Z,
with corresponding eigenvalues
(3.12) µm(k) = (k + 2mπ)
2, m ∈ Z.
We seek k ∈ [0, 2π] for which there are degenerate eigenvalues. These occur when
µm(k) = µn(k), with m 6= n. That is, (k + 2mπ)2 = (k + 2nπ)2 or equivalently
(3.13) (m− n) ( k + π(m+ n) ) = 0 .
Since m 6= n and k ∈ B, we have that either
k = 0 and m = −n
or
(3.14) k = k⋆ ≡ π and m+ n+ 1 = 0 .
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Remark 3.4. A Lyapunov-Schmidt reduction argument (see Section 1 of Ap-
pendix B) shows that the degeneracies at quasi-momentum k = 0 are “lifted” for
ε > 0. In contrast, the degeneracies at k = π persist for ε 6= 0; see Section 7.
Focusing on the case k⋆ = π and m = −n− 1, (3.14):
(3.15) E
(0)
⋆,m ≡ µm(π) = µ−m−1(π) = (2m+ 1)
2 π2, m = 0, 1, 2, . . . ,
is a sequence of multiplicity two eigenvalues of the Floquet-Bloch eigenvalue prob-
lem (3.10) for quasi-momentum k = k⋆ = π. See the left panel of Figure 3, where
two such crossings, for k = k⋆ = π, are shown.
Corresponding to E
(0)
⋆,m is the two-dimensional L
2
k⋆
− null space of H(0):
(3.16) span
{
Φ(0)m (x) = e
iπx e2πimx, eiπx e2πi(−m−1)x = Φ(0)m (−x)
}
.
Furthermore, recalling the decomposition L2k⋆ = L
2
k⋆,e
⊕ L2k⋆,o, we have that for
each m ≥ 0:
(1) E
(0)
⋆,m is a simple L2k⋆,e− eigenvalue, with eigenspace
span
{
Φ(0)m (x) = e
iπx e2πimx
}
⊂ L2π,e, if m is even,
and eigenspace
span
{
Φ(0)m (−x) = e
iπx e2πi(−m−1)x
}
⊂ L2π,e, if m is odd.
(2) E
(0)
⋆,m is a simple L
2
k⋆,o
− eigenvalue, with eigenspace
span
{
Φ(0)m (−x) = e
iπx e2πi(−m−1)x
}
⊂ L2π,o, if m is even,
and eigenspace
span
{
Φ(0)m (x) = e
iπx e2πimx
}
⊂ L2π,o, if m is odd.
5. Sufficient conditions for occurrence of a 1D Dirac point
The following result gives sufficient conditions to be established for (k⋆, E⋆) to
be a Dirac point in the sense of Definition 3.1. The proof, given in Section 1 of
Appendix B, closely follows that of Theorem 4.1 of [11].
Theorem 3.4. Consider H = −∂2x + Ve, where Ve ∈ L
2
e
and is sufficiently
smooth. Thus, V has minimal period 1/2. Let k⋆ = π and assume that E⋆ is a
double eigenvalue, lying at the intersection of the bth⋆ and (b⋆ + 1)
st spectral bands:
E⋆ = Eb⋆(k⋆) = Eb⋆+1(k⋆) .
Assume the following conditions:
I. E⋆ is a simple L
2
k⋆,e
- eigenvalue of H with 1-dimensional eigenspace
span{Φ1(x)} ⊂ L
2
k⋆,e.
II. E⋆ is a simple L
2
k⋆,o
- eigenvalue of H with 1-dimensional eigenspace
span
{
Φ2(x) = I [Φ1] (x) = Φ1(−x)
}
⊂ L2k⋆,o.
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III. Non-degeneracy condition:
(3.17) 0 6= λ♯ ≡ 2i 〈Φ1, ∂xΦ1〉 = −2π
{
2
∑
m∈2Z
m |c1(m)|
2
+ 1
}
.
Here, {c1(m)}m∈Z denote the L
2
k⋆,e
− Fourier coefficients of Φ1(x).
Then, (k⋆ = π,E⋆) is a Dirac point in the sense of Definition 3.1 with
• Symmetry: S = I.
• Decomposition: Hsk⋆ = H
s
k⋆,e
⊕Hsk⋆,o.
6. Expansion of Floquet-Bloch eigenfunctions near a Dirac point
Proposition 3.5. Let (k⋆, E⋆) denote a 1D Dirac point in the sense of Def-
inition 3.1. Recall the basis {Φ1(x),Φ2(x)} of the L2k⋆− nullspace of H − E⋆I in
Definition 3.1 and introduce the periodic functions
(3.18) p1(x) = e
−ik⋆xΦ1(x), p2(x) = e
−ik⋆xΦ2(x).
Further, let (Φ±(x; k), E±(k)) denote k− pseudo-periodic eigenpairs as in part 6 of
Definition 3.1. Introduce the periodic functions p±(x; k) by
(3.19) Φ±(x; k) = e
ikx p±(x; k), 〈pa(·; k), pb(·; k)〉 = δab, a, b ∈ {+,−}.
Let k = k⋆ + k
′. Let λ♯ ∈ R be as in (3.17). Then, there is a constant ζ0 > 0 such
that for 0 < |k′| < ζ0 we have the following:
(1) The mapping k 7→ E±(k) is smooth near k⋆ and
(3.20) E±(k⋆ + k
′) = E⋆ ± λ♯ k
′ +O(|k′|2).
Here, E′±(k⋆) = ±λ♯, where λ♯ is given by (3.17). Note also that
(3.21) λ♯ = 2i 〈Φ1, ∂xΦ1〉 = −2i 〈Φ2, ∂xΦ2〉 .
(2) p±(x; k), a priori defined up to an arbitrary complex multiplicative con-
stant of absolute value 1, can be chosen so that
p−(x; k⋆ + k
′) = c−(k
′) ( p1(x) + ϕ−(x; k
′) ) ,
p+(x; k⋆ + k
′) = c+(k
′) ( p2(x) + ϕ+(x; k
′) ) .(3.22)
The maps k′ 7→ ϕ±(x; k′), c±(k′) are smooth with c±(k′) = 1 + O±(k′)
and ϕ(x; k′) = O(k′) for x ∈ [0, 1] and |k′| < ζ0.
The proof of Proposition 3.5 is given in Section 2 of Appendix B.
7. Genericity of Dirac points at k = k⋆
Fix V ∈ L2e , a one-periodic and sufficiently smooth potential. We consider the
one-parameter family of Hamiltonians
(3.23) H(ε) = −∂2x + εV (x),
where ε ∈ R. We denote by Ω = [0, 1] the unit period cell of V (x) and B = [0, 2π]
is a choice of fundamental dual period cell, chosen so that the quasi-momentum,
k⋆ = π, is an interior point.
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Theorem 3.6 (Dirac points / linear band crossings for small ε). Fix n ≥ 1.
There exists ε0 = ε0(n) > 0 and a real-valued continuous function, defined on
(0, ε0):
ε 7→ E
(ε)
⋆,n, with E
(ε)
⋆,n
∣∣∣
ε=0
= π2(2n+ 1)2,
such that (k⋆ = π,E
(ε)
⋆,n) is a Dirac point in the sense of Definition 3.1 with sym-
metry S = I and decomposition H2k⋆ = H
2
k⋆,e
⊕H2k⋆,o.
The proof of Theorem 3.6 is given in Appendix C.
Theorem 3.7 (Dirac points / linear band crossings for generic ε). Let ε0(n)
be as in Theorem 3.6. Then, for all real ε except possibly a discrete set outside
(−ε0, ε0), the operator H(ε) has a Dirac point at some
(
k⋆ = π,E
(ε)
⋆
)
in the sense
of Definition 3.1 with symmetry S = I and decomposition H2k⋆ = H
2
k⋆,e
⊕H2k⋆,o.
Theorem 3.7 is proved in Appendix D. The proof in fact yields infinitely many Dirac
points.

CHAPTER 4
Domain Wall Modulated Periodic Hamiltonian
and Formal Derivation of Topologically Protected
Bound States
Let Ve(x) denote a potential which has a Dirac point (E⋆, k⋆ = π) and consider
the smooth perturbed potential:
(4.1) Uδ(x) = Ve(x) + δκ(δx)Wo(x) .
Ve and Wo denote, respectively, even- and odd- index Fourier series:
Ve(x) =
∑
p∈2Z
+
vp cos(2πpx),
Wo(x) =
∑
p∈2Z
+
+1
wp cos(2πpx),
where κ(X) is C∞(R) with constant asymptotic values ±κ∞:
(4.2) lim
X→±∞
κ(X) = ±κ∞, κ∞ > 0 .
Our next result concerns the essential spectrum of Hδ and the (formal) asymptotic
operators:
(4.3) Hδ,+ = −∂
2
x + Ve(x) + δκ∞Wo(x) and Hδ,− = −∂
2
x + Ve(x)− δκ∞Wo(x).
Proposition 4.1. Let Ve ∈ L2e and let (k⋆, E⋆) denote a Dirac point of −∂
2
x +
Ve. Assume that ϑ♯ = 〈Φ1,W0Φ2〉L2[0,1] 6= 0; see also Remark 5.1. Fix c less than
but arbitrarily close to 1 and define the real interval
Iδ ≡
(
E⋆ − cδκ∞|ϑ♯| , E⋆ + cδκ∞|ϑ♯|
)
.
Then there exists δ0 > 0, such that for all 0 < δ < δ0, we have that
Iδ ∩ σess(Hδ), Iδ ∩ σess(Hδ,−) and Iδ ∩ σess(Hδ,+) are all empty sets.
Proof of Proposition 4.1: We first prove the assertion for the periodic Hill’s opera-
tors, Hδ,+ and Hδ,−. Consider Hδ,+. The proof for Hδ,− is identical. By Appendix
F ((F.23) and (F.24)), for any c ∈ (0, 1), there exists δ0 > 0 such that for all
0 < δ < δ0 there are dispersion curves Eδ,−(k) ≤ Eδ,+(k) such that for k satisfying
|k − k⋆| = |k − π| < δ, we have:
max
|k−π|≤ δ2
Eδ,−(k) = E⋆ − c δκ∞|ϑ♯|, min
|k−π|≤ δ2
Eδ,+(k) = E⋆ + c δκ∞|ϑ♯| .
To show that there is a gap in the spectrum of width ≈ O(δκ∞), it suffices
to show that for k′ ∈ B ∩
{
k : |k − π| ≥ δ2
}
, that Eδ,−(k
′) < E⋆ − cδκ∞|ϑ♯| and
Eδ,−(k
′) > E⋆+cδκ∞|ϑ♯|. Indeed, this follows from the symmetry and monotonicity
25
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properties of k 7→ Eδ,±(k) on [0, π] and on [π, 2π]; see (2.5). Therefore, Hδ,± has a
gap in its spectrum containing an interval Iδ.
Finally, the assertion concerning Hδ follows from Theorem 6.28 (page 267) of
[34] using the above results on the asymptotic operators, Hδ,±. This completes the
proof of Proposition 4.1.
1. Formal multiple scale construction of “edge states”
Consider the eigenvalue problem:
HδΨ(x) ≡
(
−∂2x + Uδ(x)
)
Ψ(x) = E Ψ(x), x ∈ R,(4.4)
Ψ(x)→ 0 as x→ ±∞,
where Uδ(x) = Ve(x) + δκ(δx)Wo(x); see (4.1).
In this section we use a formal multiple scale expansion in δ to study the eigen-
value problem (4.4). In particular, we shall see how the hypothesized asymptotic
conditions of the domain wall function, κ(X), κ(X)→ ±κ∞ as |X | → ∞, ensures
the bifurcation, from a Dirac point, of a family of localized eigenstates of (4.4), for
δ 6= 0, . In Chapter 6 we prove the validity of this expansion.
We seek a solution to (4.4) as a two-scale expansion in the small quantity δ:
Eδ = E(0) + δE(1) + δ2E(2) + . . . ,(4.5)
Ψδ = ψ(0)(x,X) + δψ(1)(x,X) + δ2ψ(2)(x,X) + . . . .(4.6)
where X = δx is a slow spatial scale. For each i = 0, 1, 2, . . . , we impose the
boundary conditions:
(1) ψ(i)(x,X) is k⋆ = π-pseudo-periodic in x.
(2) ψ(i)(x,X) is spatially localized in X .
Treating x and X as independent variables, equation (4.4) may be written as
−
(
∂2x + 2δ∂x∂X + δ
2∂2X + . . .
) (
ψ(0) + δψ(1) + δ2ψ(2) + . . .
)
+ (Ve(x) + δκ(X)Wo(x))
(
ψ(0) + δψ(1) + δ2ψ(2) + . . .
)
−
(
E(0) + δE(1) + δ2E(2) + . . .
)(
ψ(0) + δψ(1) + δ2ψ(2) + . . .
)
= 0.
Equating terms of equal order in δj , j ≥ 0 yields a hierarchy of equations governing
ψ(j)(x,X).
At order δ0 we have that (E(0), ψ(0)) satisfy(
−∂2x + Ve(x)− E
(0)
)
ψ(0)(x,X) = 0,
ψ(0)(x+ 1, X) = eik⋆ψ(0)(x,X).
(4.7)
Equation (4.7) has the solution
(4.8) E(0) = E⋆, ψ
(0)(x,X) = α1(X)Φ1(x) + α2(X)Φ2(x),
where {Φ1(x),Φ2(x)} is the basis of the L2k⋆− nullspace of H − E⋆ in Definition
3.1.
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Proceeding to order δ1 we find that (ψ(1), E(1)) satisfies(
−∂2x + Ve(x) − E⋆
)
ψ(1)(x,X) = G(1)(x,X ;ψ(0)) + E(1)ψ(0),(4.9)
ψ(1)(x + 1, X) = eik⋆ψ(1)(x,X),
where
G(1)(x,X ;ψ(0)) ≡ (2∂x∂X − κ(X)Wo(x))ψ
(0)(x,X)
=
2∑
j=1
[
2∂xΦj(x)∂Xαj(X)− κ(X)Wo(x)αj(X)Φj(x)
]
.(4.10)
Equation (4.9) has a solution ψ(1) if and only if G(1)(x,X ;ψ(0)), is L2x[0, 1]− or-
thogonal to the L2k⋆− kernel of (H0 − E⋆), which is spanned by Φ1 and Φ2. Thus
we require that G(1)(x,X ;ψ(0)) be L2x[0, 1]− orthogonal to the normalized eigen-
functions Φ1(x) and Φ2(x):
(4.11)
〈
Φj(·), G
(1)(·, X ;ψ(0))
〉
L2([0,1])
= 0, j = 1, 2 ,
where G(1)(x,X ;ψ(0)) is displayed in (4.10). The two orthogonality conditions
(4.11) reduce to the eigenvalue problem for a 1D Dirac operator:
(4.12)
(
D − E(1)
)
α(X) = 0, α(X)→ 0, X → ±∞.
Here, α(X) = (α1(X), α2(X))
T and D denotes the one-dimensional Dirac operator:
(4.13) D ≡ iλ♯σ3∂X + ϑ♯κ(X)σ1 .
The constants λ♯, ϑ♯ are real and are given by:
λ♯ = 2i 〈Φ1, ∂xΦ1〉L2([0,1]) = −2i 〈Φ2, ∂xΦ2〉L2([0,1]) ,(4.14)
ϑ♯ = 〈Φ1,WoΦ2〉L2([0,1]) = 〈Φ2,WoΦ1〉L2([0,1]) .
Note: λ♯ is real by self-adjointness of i∂x and ϑ♯ is real since Wo is real, Wo(x) =
Wo(−x) and Φ2(x) = Φ1(−x).
Remark 4.1. λ♯ is generically non-zero; see Theorem 3.6 and Theorem 3.7.
We assume that ϑ♯ 6= 0; see Remark 5.1.
In Section 2 of Chapter 4 we prove that for κ(X) satisfying
lim
x→±∞
κ(δx) = ±κ±∞, κ±∞ > 0,
that the eigenvalue problem (4.12) for the Dirac operator has an exponentially
localized eigenfunction α⋆(X) with corresponding (mid-gap) eigenvalue E
(1) = 0.
Moreover, this eigenvalue is simple (multiplicity one). We impose the normalization:
‖α⋆‖L2 = 1.
Fix (E(1), α) = (0, α⋆) as above. Then, the solvability conditions (4.11) are
satisfied and we may invert (H0 − E⋆) on G(1)(x,X ;ψ(0)) obtaining:
ψ(1)(x,X) =
(
R(E⋆)G
(1)
)
(x,X) + ψ
(1)
h (x,X) ≡ ψ
(1)
p (x,X) + ψ
(1)
h (x,X),(4.15)
where the resolvent,
(4.16) R(E⋆) ≡ (H0 − E⋆)
−1 : L2k⋆(Rx)→ H
2
k⋆(Rx) is bounded.
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ψ
(1)
p is a particular solution, and
ψ
(1)
h (x,X) = α
(1)
1 (X)Φ1(x) + α
(1)
2 (X)Φ2(x)
is a homogeneous solution with coefficients α
(1)
j to be determined.
We now proceed to O(δ2) in the perturbation hierarchy. Equating terms at
order δ2 yields(
−∂2x + Ve(x)− E⋆
)
ψ(2)(x,X)(4.17)
= (2∂x∂X − κ(X)Wo(x))ψ
(1)(x,X) +
(
∂2X + E
(2)
)
ψ(0)(x,X)
= (2∂x∂X − κ(X)Wo(x))ψ
(1)
h +G
(2)(x,X ;ψ(0), ψ(1)p ) + E
(2)ψ(0)
ψ(2)(x+ 1, X) = eik⋆ψ(2)(x,X).
where
(4.18) G(2)(x,X ;ψ(0), ψ(1)p ) = (2∂x∂X − κ(X)Wo(x))ψ
(1)
p + ∂
2
Xψ
(0) .
As before, (4.17) has a solution if and only if the right hand side is L2x[0, 1]−
orthogonal to the functions Φj(x), j = 1, 2. Written out, this solvability condition
reduces to the inhomogeneous Dirac system:
Dα(1)(X) = G(2) (X) + E(2)α⋆(X),(4.19)
α(1)(X)→ 0, as X → ±∞, where
G(2)(X) =

〈
Φ1(·), G
(2)(·, X ;ψ(0), ψ
(1)
p )
〉
L2([0,1])〈
Φ2(·), G(2)(·, X ;ψ(0), ψ
(1)
p )
〉
L2([0,1])
 .(4.20)
Solvability of the system (4.19) is ensured by imposing L2X− orthogonality of the
right hand side of (4.19) to α⋆(X). This yields:
(4.21) E(2) = −
〈
α⋆,G
(2)
〉
L2(RX )
.
Proceeding as earlier, we obtain ψ(2) = ψ
(2)
p + ψ
(2)
h , where ψ
(2)
p is a particular
solution of (4.17) and
ψ
(2)
h (x,X) = α
(2)
1 (X)Φ1(x) + α
(2)
2 (X)Φ2(x)
is a homogeneous solution.
This systematic expansion procedure may be carried out to arbitrary order in δ
yielding ψ(ℓ)(x,X), E(l), ℓ ≥ 0 and the formal solution (4.5)-(4.6).
2. Spectrum of the 1D Dirac operator and its topologically protected
zero energy eigenstate
The formal multiscale analysis in Section 1, applied to the Schro¨dinger eigen-
value problem with domain-wall potential, shows that the leading order in δ behav-
ior of the eigenvalue problem is governed by a one-dimensional Dirac operator,
(4.22) D ≡ iλ♯σ3∂X + ϑ♯κ(X)σ1.
In this section we characterize the essential spectrum of D and prove, under mild
conditions on κ(X), that D has a simple zero energy eigenvalue, with corresponding
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(L2(RX)- normalized) eigenstate α⋆(X). This zero energy state is topologically sta-
ble in the sense that D has a zero energy eigenstate for arbitrary spatially localized
perturbations of κ(X).
Substitution of this state, α⋆(X) (see (4.27)) into (4.8) yields a formal leading
order localized eigen-solution of the Schro¨dinger eigenvalue problem, for δ 6= 0 and
small. We establish this rigorously in Chapter 6.
Theorem 4.2. [Spectrum of D]
Assume ϑ♯ 6= 0 and let κ±∞ denote nonzero real constants. Assume κ(X) is
bounded and that
κ− κ+∞ ∈ L
1[0,∞] and κ+ κ−∞ ∈ L
1[−∞, 0].
Then, the following holds:
(1) D has essential spectrum equal to (−∞,−a] ∪ [a,∞),
where a = min{|ϑ♯κ∞| , |ϑ♯κ−∞|}.
(2) Assume κ∞ × κ−∞ > 0. Then, the eigenvalue problem for the one-
dimensional Dirac operator (4.22):
(D − Ω)α(X) = 0, α(X)→ 0 as X → ±∞ ,(4.23)
has a simple eigenvalue at Ω = 0 with localized eigenstate α⋆(X), which
we may take to be normalized ‖α⋆‖L2(R) = 1.
(3) If κ′(X) ∈ S(R) then α⋆ ∈ Hs(R), for all s ∈ N. In fact, α⋆(X) and all
its derivatives with respect to X are exponentially decaying functions of
X.
(4) Assume κ+∞ × κ−∞ < 0, i.e. sgn(κ(+∞)) = sgn(κ(−∞)). Then Ω = 0
is not an eigenvalue of (4.23).
Remark 4.2 (Topological Stability). The eigenpair with eigenvalue zero (part
2 of Theorem 4.2) is “topologically stable” or “topologically protected”. Indeed, the
zero-eigenvalue persists when perturbing κ(X) arbitrarily within a bounded region,
while preserving the asymptotic behavior of κ: κ(X)→ ±κ±∞ as X → ±∞.
Proof of Theorem 4.2. (1) The essential spectrum of D can be computed by noting
that at ±∞, D is a compact perturbation of the operatorD± = iλ♯σ3∂X±ϑ♯κ±∞σ1.
(2) Without loss of generality, assume that κ∞ > 0 and κ−∞ > 0. The eigenvalue
problem (4.23) with eigenvalue parameter Ω = 0 is:
(4.24) ∂Xα(X) =
1
λ♯
(
0 iϑ♯κ(X)
−iϑ♯κ(X) 0
)
α(X).
Recall that λ♯ 6= 0 and that we have assumed ϑ♯ 6= 0; see (4.14) and Remark 4.1.
The matrix on the right hand side of (4.24) has eigenvalues Λ±(X) =
±ϑ♯κ(X)/λ♯ with corresponding constant eigenvectors (1,−i)T ↔ Λ+(X) and
(1, i)T ↔ Λ−(X). Let
α(X) = Sγ(X), where S =
(
1 1
−i i
)
.
Then,
(4.25) ∂Xγ(X) =
ϑ♯κ(X)
λ♯
(
1 0
0 −1
)
γ(X).
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Figure 1. Left panel: Spectrum of the Dirac operator D for
κ ≡ ±κ∞ constant. Light gray curves are dispersion curves ±Ω(ξ).
Continuous spectrum shown in black. Right panel: Spectrum for
κ ≡ κ(X) = tanh(X), a domain wall. Black dot marks the mid-gap
eigenvalue Ω = 0.
Equation (4.25) has solutions
(4.26)
(
γ1(X)
γ2(X)
)
=
(
γ10e
(ϑ♯/λ♯)
∫
X
a
κ(s)ds
γ20e
−(ϑ♯/λ♯)
∫
X
a
κ(s)ds
)
.
We seek localized solutions. That is, we seek γ(X) → 0 as X → ±∞. We then
have two cases to consider: either ϑ♯/λ♯ > 0 or ϑ♯/λ♯ < 0. We will consider the
case with ϑ♯/λ♯ > 0; the case ϑ♯/λ♯ < 0 is handled similarly.
Since (ϑ♯/λ♯)κ(s) > 0 for s positive and sufficiently large, we set γ10 = 0. By
the hypotheses on κ(X), we have for X →∞,
e−(ϑ♯/λ♯)
∫
X
a
κ(s)ds = e−(ϑ♯/λ♯)
∫
X
a
(κ(s)−κ∞)dse−(ϑ♯/λ♯)κ∞(X−a) = O
(
e−(ϑ♯/λ♯)κ∞X
)
.
Similarly, for X < a, e−(ϑ♯/λ♯)
∫
X
a
κ(s)ds = O
(
e(ϑ♯/λ♯)κ−∞X
)
as X → −∞.
Thus Ω = 0 is a simple eigenvalue with corresponding one-dimensional nullspace
spanned by
α⋆(X) ≡
(
α⋆,1(X)
α⋆,2(X)
)
= Sγ(X) = γ0
(
1
i
)
e−(ϑ♯/λ♯)
∫
X
a
κ(s)ds,(4.27)
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where the constant γ0 ∈ C may be chosen to satisfy the normalization ‖α⋆‖L2 = 1.
(3) If κ ∈ C∞(R), clearly α⋆(X) is in C∞(R) ∩Hs(R) for all s ∈ N.
(4) If κ+∞ × κ−∞ < 0, then it follows from (4.26) that Ω = 0 is not an eigenvalue
of (4.23). 

CHAPTER 5
Main Theorem - Bifurcation of Topologically
Protected States
Let Ve ∈ L2e ∩C
∞ and Wo ∈ L2o∩C
∞. Let H0 = −∂2x+Ve and assume (E⋆, k⋆)
is a Dirac point in the sense Definition 3.1.
In this section we give precisely state the main result of this paper on the bifur-
cation of topologically protected bound state solutions of the Schro¨dinger operator
Hδ = −∂2x + Uδ:
HδΨ(x) ≡
(
−∂2x + Uδ(x)
)
Ψ(x) = E Ψ(x), x ∈ R, Ψ ∈ L2(R),(5.1)
Uδ(x) = Ve(x) + δκ(δx)Wo(x).
We express the bifurcating family δ 7→ (Ψδ, Eδ) as a two-term truncation of the
formal multiscale expansion of Chapter 4 plus a corrector:
Ψδ(x) = δ1/2ψ(0)(x,X) + δ3/2ψ(1)p (x,X) + δ
3/2η(x), X = δx ,
Eδ = E⋆ + δ
2µ.
(5.2)
Here, from Section 1 of Chapter 4 we have
ψ(0)(x,X) = α⋆,1(X)Φ1(x) + α⋆,2(X)Φ2(x) and(5.3)
ψ(1)p (x,X) =
(
R(E⋆)G
(1)
)
(x,X) ,(5.4)
where
G(1)(x,X ;ψ(0), ψ(1)p )
=
2∑
j=1
[
2∂xΦj(x)∂Xα⋆,j(X)Φj(x)− κ(X)Wo(x)α⋆,j(X)Φj(x)
]
= eik⋆x
[
2(∂x + ik⋆)∂X − κ(X)Wo(x)
] 2∑
j=1
α⋆,j(X)pj(x; k⋆).(5.5)
ψ
(1)
p (x,X) is a particular solution of (4.9)-(4.10) and α⋆ = (α⋆,1, α⋆,2) is a L
2(RX)−
normalized eigenstate of the Dirac operator, D with eigenvalue Ω = 0:
(5.6) Dα⋆(X) = 0, α⋆(X)→ 0 as X → ±∞.
We shall solve for η = ηδ(x) and µ = µ(δ) for 0 < δ ≪ 1 with appropriate
bounds on ηδ and thereby establish our main result:
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Theorem 5.1. [Bifurcation of topologically protected gap modes]
Consider the eigenvalue problem (5.1). Assume −∂2x + Ve has a Dirac point in the
sense of Definition 3.1. It follows, in particular, that
λ♯ = 2i 〈Φ1, ∂xΦ1〉L2([0,1]) 6= 0.
Furthermore, assume
(5.7) ϑ♯ = 〈Φ1,WoΦ2〉L2([0,1]) 6= 0;
The condition λ♯ × ϑ♯ 6= 0 holds for generic Ve and Wo.
Assume that κ(X) → ±κ∞ as X → ±∞ and moreover that κ
2(X) − κ2∞ and
its derivatives decay rapidly at infinity, e.g. Schwartz class. 1 Then, the following
holds:
(1) There exists δ0 > 0 and a branch of solutions:
δ 7→ (Eδ,Ψδ) ∈ Iδ ×H
2(R), 0 < δ < δ0,
of the eigenvalue problem for Hδ.
(2) This branch bifurcates from the band intersection energy, E⋆, at δ = 0
into the gap Iδ (Proposition 4.1).
(3) Furthermore, Ψδ is well-approximated by a slowly varying and spatially
decaying modulation of the degenerate Floquet-Bloch modes Φ1 and Φ2:∥∥∥ Ψδ(·) − δ 12ψ(0)(·, δ·) ∥∥∥
H2(R)
=
∥∥∥ Ψδ(·) − δ 12 [α⋆,1(δ·)Φ1(·) + α⋆,2(δ·)Φ2(·)] ∥∥∥
H2(R)
. δ ,(5.9)
Eδ = E⋆ + E
(2)δ2 + o(δ2).(5.10)
(4) The amplitude vector, α⋆(X) = (α⋆,1(X), α⋆,2(X)), is an L
2(RX)- nor-
malized topologically protected 0-energy eigenstate of the 1D Dirac opera-
tor, D ≡ iσ3λ♯∂X + ϑ♯κ(X)σ2; see (4.23). The 2nd order eigenfrequency
corrector, E(2), is given by (4.21).
Remark 5.1. As discussed in Section 7 of Chapter 3, λ♯ 6= 0 holds for generic
Ve ∈ L2e . What about condition (5.7): ϑ♯ 6= 0? Consider the case where
Ve(x) ≡ 0 and Wo(x) =
∑
p∈2Z+1
wp cos(2πpx) =
1
2
∑
p∈2Z+1
wpe
2iπpx.
Suppose we wish to study the bifurcation of localized states from the Dirac point
(k⋆, E⋆,n), where E⋆,n = π
2(2n+ 1)2. In this case, the associated degenerate sub-
space is spanned by the functions Φ1(x) = e
iπxe2πinx and Φ2(x) = e
iπxe−2πi(n+1)x.
A simple calculation gives
(5.11) ϑ♯,n =
1
2
w2n+1.
1 From the analysis of Section 5 of Chapter 6 we see that the proof goes through under the
assumptions that the functions Υ1(X) = κ2(X) − κ2∞ and Υ1(X) = κ
′(X) satisfy:
(5.8)
∫
R
(1 + |X|)a|Υℓ(X)|dX <∞ for some a > 5/2 and
∫
R
|∂XΥℓ(X)|dX <∞, ℓ = 1, 2.
These hypotheses are required for the boundedness of wave operators on W k,2(R), k = 0, 2; see
Theorem 6.15 and the discussion following it. The conditions (5.8) are easily satisfied if κ2(X)−κ2∞
is a Schwartz class function, e.g. κ(X) = tanh(X), κ2(X) − κ2∞ = −sech
2(X).
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Figure 1. Top panel: Spectrum of Hill’s operator: −∂2x +
δκ∞ cos(2πx); see, for example [25,27,42]. Bottom panel: Spec-
trum of the domain-wall modulated periodic potential: −∂2x +
δκ(δx) cos(2πx) with κ(X) = tanh(X). Bifurcating branches
of edge states are the (gray) curves emanating from the points:
(E⋆,m, δ = 0) where (k⋆ = π,E⋆,m ≡ (2m + 1)2π2) are Dirac
points. Theorem 5.1 applies the bifurcation from the m = 0 Dirac
point. For m ≥ 1, ϑ♯,m = 0 and the bifurcation appears to occur
at higher order; see Remark 5.2.
Therefore, if w2n+1 6= 0, there is a bifurcation from (k⋆, E⋆,n) seeded by the topo-
logically protected zero mode of the one-dimensional Dirac operator. Furthermore,
if all Fourier modes are active in Wo, i.e. w2p+1 6= 0 for all p ∈ Z, then there are
such bifurcations from all Dirac points of ∂2x.
Figure 6 in the Introduction corresponds to a case where Ve = 0, w1 = w3 =
w5 = 1 6= 0 and w2p+1 = 0 for all p ≥ 3. Thus, ϑ♯,j 6= 0, j = 1, 2, 3 and Theorem
5.1 explains the observed bifurcations.
Remark 5.2. What if ϑ♯ = 0? Figure 1 displays spectra in the case where
Ve = 0 and Wo has only one non-zero Fourier cosine mode, the first. Hence, w1 6= 0
but w2p+1 = 0 for all p ≥ 1. Therefore, Theorem 5.1 explains the first bifurcation
from E⋆ = π
2 at δ = 0, but the condition ϑ 6= 0 is violated for all higher energy
Dirac points, E⋆ = (3π)
2, (5π)2, . . . . Nevertheless we see bifurcations. A higher
order analysis, not pursued in this article, is necessary. Note that since the nth gap
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width is O(δρ(n)) with ρ(n) ↑ as n ↑, [25,27,42], we expect that an expansion of
the bifurcating eigenvalue from the nth gap to be of the form: Eδn ≈ En,⋆+o(δ
ρ(n)).
Remark 5.3 (Higher order expansion). The validity of the multiple scale ex-
pansion (4.5)-(4.6) to any specified finite order in δ can be proved by the same
methods used to prove Theorem 5.1. We omit this generalization for ease of pre-
sentation.
Remark 5.4. We shall prove Theorem 5.1 by showing that Ψδ can be expanded
as in (5.2), where
‖δ
1
2ψ(0)(·, δ·)‖H1(R) = ‖δ
1
2 [α⋆,1(δ·)Φ1(·) + α⋆,2(δ·)Φ2(·)] ‖H1 = O(1),∥∥∥δ3/2ψ(1)p (·, δ·)∥∥∥
H1(R)
≤ Cδ,
∥∥∥δ3/2η∥∥∥
H1(R)
≤ Cδ.
CHAPTER 6
Proof of the Main Theorem
In this section we prove Theorem 5.1. We begin with bounds on the first two
terms in the expansion (5.2), and then proceed to the study of the equation for the
corrector (µ, η(x)) in (5.2).
Remark 6.1. We shall make frequent use of the regularity of the solutions
Φ ≡ (Φ1(x),Φ2(x))T and α⋆(X) ≡ (α⋆,1(X), α⋆,2(X))T throughout the proof:
(a) Φ ∈ C∞(R), which follows from Ve ∈ C∞(R) and elliptic regularity, and
(b) α⋆(X) is in Schwartz class, S. Furthermore, α⋆(X) and its derivatives
with respect toX are all exponentially decaying as |X | → ∞; see Theorem
4.2.
The following lemma, proved in Appendix G, lists Hs bounds on ψ(0) and ψ(1),
which will be used in the proof of Theorem 5.1; see also Remark 5.4.
Lemma 6.1 (Hs bounds on ψ(0)(x,X) and ψ(1)(x,X)). For all s ∈ N, there
exists δ0 > 0, such that for all 0 < δ < δ0, the leading order expansion terms
ψ(0)(x,X) and ψ
(1)
p (x,X) displayed in (5.3) and (5.4) satisfy the bounds:∥∥∥ψ(0)(·, δ·)∥∥∥
Hs(R)
+
∥∥∥∂2Xψ(0)(x,X)∣∣∣
X=δx
∥∥∥
L2(Rx)
. δ−1/2,(6.1) ∥∥∥ψ(1)p (·, δ·)∥∥∥
Hs(R)
. δ−1/2,(6.2) ∥∥∥∂2Xψ(1)p (x,X)∣∣∣
X=δx
∥∥∥
L2(Rx)
+
∥∥∥∂x∂Xψ(1)p (x,X)∣∣∣
X=δx
∥∥∥
L2(Rx)
. δ−1/2.(6.3)
1. Rough strategy
Substitution of expansion (5.2) into the eigenvalue problem (5.1), yields an
equation for the corrector η(x), which depends on µ:(
−∂2x + Ve(x)− E⋆
)
η(x) + δκ(δx)Wo(x)η(x)(6.4)
= δ (2∂x∂X − κ(X)Wo(x))ψ
(1)
p (x,X)
∣∣∣
X=δx
+ δµψ(0)(x, δx) + δ2µψ(1)(x, δx) + δ2µη(x) + δ∂2Xψ
(0) + δ2∂2Xψ
(1)
p .
To prove Theorem 5.1, we prove that (6.4) has a solution, (ηδ, µδ), with ηδ ∈ H2(R)
satisfying the bound
(6.5)
∥∥∥δ3/2ηδ∥∥∥
H2(R)
≤ Cδ .
Recall that if f ∈ L2(R), then the Floquet-Bloch coefficients
f˜b(k) = 〈Φb(·, k), f(·)〉L2(R) = limN→∞
∫ N
−N
Φb(x, k)f(x)dx
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are well-defined as an L2(R) limit. Furthermore, we have the completeness relation:
f(x) =
1
2π
∞∑
b=1
∫
B
〈Φb(·, k), f(·)〉L2(R) Φb(x, k)dk =
1
2π
∞∑
b=1
∫
B
f˜b(k) Φb(x, k)dk ,
(6.6)
where equality holds in the sense of the L2− limit of partial sums.
Through a systematic, but unfortunately long, calculation we shall derive a
system of equations for {η˜b(k)}b≥1, which is formally equivalent to system (6.4).
This is the band-limited Dirac system of Proposition 6.7. We then prove that the
latter system has a solution, which is then used to construct a solution to (6.4).
We now embark on this derivation.
Recalling that f˜b(k) = 〈Φb(·, k), f(·)〉, we take the inner product of (6.4) with
Φb(x, k), b ≥ 1 to obtain
(Eb(k)− E⋆) η˜b(k) + δ 〈Φb(·, k), κ(δ·)Wo(·)η(·)〉L2(R)
= δFb[µ, δ](k) + δ
2µ η˜b(k), b ≥ 1.(6.7)
Here, for b ≥ 1,
Fb[µ, δ](k) ≡ F
1,δ
b (k) + µF
2,δ
b (k) + δµF
3,δ
b (k) + F
4,δ
b (k) + δF
5,δ
b (k),(6.8)
where
F 1,δb (k) ≡
〈
Φb(x, k), (2∂x∂X − κ(X)Wo(x))ψ
(1)
p (x,X)
∣∣∣
X=δx
〉
L2(Rx)
,
F 2,δb (k) ≡
〈
Φb(x, k), ψ
(0)(x, δx)
〉
L2(Rx)
,
F 3,δb (k) ≡
〈
Φb(x, k), ψ
(1)
p (x, δx)
〉
L2(Rx)
,
F 4,δb (k) ≡
〈
Φb(x, k), ∂
2
Xψ
(0)(x,X)
∣∣∣
X=δx
〉
L2(Rx)
,
F 5,δb (k) ≡
〈
Φb(x, k), ∂
2
Xψ
(1)
p (x,X)
∣∣∣
X=δx
〉
L2(Rx)
.(6.9)
We shall show that the system (6.7) has a solution, ({η˜δb (k)}b≥1, µ(δ)), such that
k 7→ η˜b(k)Φ(x, k) is 2π− periodic for k ∈ R a.e. for x ∈ R ,(6.10) ∑
b≥1
∫ 2π
0
(1 + b2)2|η˜b(k)|
2dk <∞ .(6.11)
It will then follow that
η(x) ≡
1
2π
∞∑
b=1
∫
B
η˜b(k) Φb(x, k)dk ∈ domain(Hδ) = H
2(R)
and (ηδ, µδ) is an eigenpair for the eigenvalue problem (6.4).
2. Detailed strategy: Decomposition into near and far energy
components
Recall now the definitions and notational conventions associated with the smoothed
cutoff functions: χ(|ξ| ≤ δτ ) and χ(|ξ| ≤ δτ ); see (1.20). We next decompose η
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into its spectral components, ηnear and ηfar, near and away from the Dirac point
(E⋆, k⋆). We write:
(6.12) η(x) = ηnear(x) + ηfar(x),
where
ηnear(x) =
1
2π
∑
b=±
∫
B
η˜b,near(k) Φb(x, k) dk,(6.13)
(see Proposition 3.5) and
(6.14) ηfar(x) =
1
2π
∑
b∈Z
∫
B
η˜b,far(k)Φb(x, k)dk .
Here,
k′ ≡ k − k⋆ = k − π(6.15)
η˜±,near(k) ≡ χ (|k
′| ≤ δτ ) η˜±(k),(6.16)
η˜b,far(k) ≡ χ
(
|k′| ≥ (δb,b⋆ + δb,b⋆+1)δ
τ
)
η˜b(k) , b ≥ 1.(6.17)
The parameter τ is presently free, but will be constrained to satisfy: 0 < τ < 1/2.
We may rewrite the system of equations (6.7) as two coupled subsystems: a
pair of equations, which governs the near energy components:
(E−(k)− E⋆) η˜−,near(k)(6.18)
+ δχ (|k′| ≤ δτ ) 〈Φ−(·, k), κ(δ·)Wo(·) [ηnear(·) + ηfar(·)]〉L2(R)
= δχ(|k′| ≤ δτ )F−[µ, δ](k) + δ
2µ η˜−,near(k),
(E+(k)− E⋆) η˜+,near(k)(6.19)
+ δχ (|k′| ≤ δτ ) 〈Φ+(·, k), κ(δ·)Wo(·) [ηnear(·) + ηfar(·)]〉L2(R)
= δχ(|k′| ≤ δτ )F+[µ, δ](k) + δ
2µ η˜+,near(k),
coupled to an infinite system governing the far-energy components:
(Eb(k)− E⋆) η˜b,far(k)
(6.20)
+ δχ(|k′| ≥ (δb,b⋆ + δb,b⋆+1)δ
τ ) 〈Φb(·, k), κ(δ·)Wo(·) [ηnear(·) + ηfar(·)]〉L2(R)
= δχ
(
|k′| ≥ (δb,b⋆ + δb,b⋆+1)δ
τ
)
Fb[µ, δ](k) + δ
2µ η˜b,far(k), for b ≥ 1.
Conversely, consider the system (6.18)-(6.20), in which we substitute for ηnear
and ηfar the η˜±,near and η˜b,far −dependent expressions (6.13) and (6.14). View the
resulting system as one governing the unknowns η˜+,near, η˜−,near, and η˜b,far, b ≥ 1.
Suppose now that this system has a solution: µ = µ(δ) and η˜δ±,near, η˜b,far, b ≥ 1,
for which properties (6.10)-(6.11) hold. Define, using this solution, ηδnear(x) and
ηδfar(x) via (6.13) and (6.14) and set η
δ(x) = ηδnear(x) + η
δ
far(x). Then, η
δ ∈ H2(R)
and (ηδ(x), µ(δ)) solves the corrector equation (6.4).
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3. Analysis of far energy components
Using (6.20), we will solve for ηfar = ηfar[ηnear, µ, δ] and then substitute this
mapping into (6.18) and (6.19), to obtain a closed equation for the near energy
components, ηnear. We begin with the following
Lemma 6.2. There exists a ζ0 > 0 such that for all 0 < δ < ζ0, the following
holds: There exist positive constants C0, C1 and C2, independent of δ, such that
|Eb(k)− E⋆| ≥ C0(1 + b
2), b /∈ {+,−}, for all k ∈ B,(6.21)
|Eb(k)− E⋆| ≥ C1, b ∈ {+,−}, ζ0 < |k − k⋆| ≤ k⋆,(6.22)
|Eb(k)− E⋆| ≥ C2δ
τ , b ∈ {+,−}, δτ ≤ |k − k⋆| ≤ ζ0.(6.23)
Proof of Lemma 6.2: The lower bound (6.21) follows by continuity of k 7→
Eb(k), that E⋆ is a double eigenvalue, that for a second order ordinary differential
operator there are at most two linearly independent solutions, and the asymptotics
of eigenvalues of self-adjoint second order elliptic equations (Weyl’s law). To prove
the lower bound in (6.22) note, by continuity of E±, that if there were no such
strictly positive C1, there would exist k♮ 6= k⋆, such that Eb(k♮) = E⋆. But then the
second order ODE: (Hδ−E)f = 0 would have three linearly independent solutions,
a contradiction. Hence, lower bound (6.22) holds. Finally, the lower bound (6.23)
follows from the expansions in Proposition 3.5 of E±(k⋆ + k
′) for |k′| < ζ. This
completes the proof of Lemma 6.2.
By Lemma 6.2, the far energy system (6.20) may be written equivalently as
η˜b,far(k) +
δχ(|k′| ≥ (δb,b⋆ + δb,b⋆+1)δ
τ )
Eb(k)− E⋆
〈Φb(·, k), κ(δ·)Wo(·) [ηnear(·) + ηfar(·)]〉L2(R)
=
δχ(|k′| ≥ (δb,b⋆ + δb,b⋆+1)δ
τ )
Eb(k)− E⋆
Fb[µ, δ](k) + δ
2µ
η˜b,far(k)
Eb(k)− E⋆
, b ≥ 1 .
(6.24)
Here, k′ = k − k⋆, k ∈ [0, 2π] and we recall that Fb[µ, δ] is given by (6.8)-(6.9). We
next view (6.24) as a fixed point system for η˜far = {η˜b,far(k)}b≥1:
(6.25) E˜b[η˜far; ηnear, µ, δ] = η˜b,far , b ≥ 1,
where the mapping E˜b is defined by:
E˜b[φ;ψ, µ, δ](k)(6.26)
≡ −
δχ(|k′| ≥ (δb,b⋆ + δb,b⋆+1)δ
τ )
Eb(k)− E⋆
〈Φb(·, k), κ(δ·)Wo(·) [ψ(·) + φ(·)]〉L2(R)
+
δχ(|k′| ≥ (δb,b⋆ + δb,b⋆+1)δ
τ )
Eb(k)− E⋆
Fb[µ, δ](k) + δ
2µ
φ˜b,far(k)
Eb(k)− E⋆
,
and where
φ(x) =
1
2π
∑
b∈Z
∫
B
χ (|k′| ≥ (δb,b⋆ + δb,b⋆+1)δ
τ ) φ˜b(k)Φb(x; k) dk
=
1
2π
∑
b∈Z
∫
B
φ˜b,far(k)Φb(x; k) dk .
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Equation (6.25) can be expressed as an equivalent system for ηfar:
(6.27) E [ηfar; ηnear, µ, δ] = ηfar .
For fixed µ, δ and band-limited ηnear, such that
(6.28) η˜±,near(k) = χ (|k
′| ≤ δτ ) η˜±,near(k),
we shall seek a solution {η˜b,far}b≥1, supported at “far energies”:
(6.29) η˜b,far(k) = χ (|k
′| ≥ (δb,b⋆ + δb,b⋆+1)δ
τ ) η˜b,far(k), b ≥ 1.
Introduce the Banach spaces of functions supported in “far” and “near” energy
regimes:
L2near,δτ (R) ≡
{
f ∈ L2(R) : f˜b(k) satisfies (6.28)
}
,(6.30)
L2far,δτ (R) ≡
{
f ∈ L2(R) : f˜b(k) satisfies (6.29)
}
,(6.31)
and the corresponding open balls of radius ρ:
Bnear,δτ (ρ) ≡
{
f ∈ L2near,δτ : ‖f‖L2 < ρ
}
,(6.32)
Bfar,δτ (ρ) ≡
{
f ∈ L2far,δτ : ‖f‖L2 < ρ
}
.(6.33)
Near- and far- energy Sobolev spaces Hsfar,δτ (R) and H
s
near,δτ (R) are analogously
defined.
Proposition 6.3. Let 0 < τ < 1/2.
(1) Pick a positive number M . Choose (φ, ψ, µ, δ) such that
φ ∈ L2far,δτ , ψ ∈ L
2
near,δτ , |µ| < M, and 0 < δ ≤ 1 .
Then, E [φ;ψ, µ, δ] ∈ H2far,δτ (R). Moreover, there is a constant CM de-
pending on M , and independent of φ and ψ, such that
(6.34) ‖E [φ;ψ, µ, δ]‖2H2(R) ≤ CM
(
δ1−2τ + δ2(1−τ)
[
‖ψ‖2L2(R) + ‖φ‖
2
L2(R)
] )
.
(2) Fix constants M > 0 and R > 0. Assume ψ ∈ Bnear,δτ (R) and |µ| < M .
There exists δ0 ∈ (0, 1], such that the following holds:
For 0 < δ < δ0, there is a constant ρδ = O(δ1/2−τ ), such that
φ ∈ Bfar,δτ (ρδ) =⇒ E [φ;ψ, µ, δ] ∈ Bfar,δτ (ρδ).(6.35)
Furthermore, for any φ1, φ2 ∈ Bfar,δτ (ρδ), ψ1, ψ2 ∈ Bnear,δτ (ρδ), and
|µ1|, |µ2| < M ,
‖E [φ1;ψ1, µ1, δ] − E [φ2;ψ2, µ2, δ] ‖H2(R)
≤ C′M,R δ
1−τ
(
‖φ1 − φ2‖L2(R) + ‖ψ1 − ψ2‖L2(R) + |µ1 − µ2|
)
.(6.36)
Applying Proposition 6.3 to equation (6.25) (or equivalently (6.27)) we have:
Corollary 6.4. Let 0 < τ < 1/2.
(1) For any fixed M > 0, R > 0, there exists δ0 ∈ (0, 1], such that for all
0 < δ < δ0, equation (6.27), or equivalently, the system (6.25), has a
unique fixed point solution, ηfar = ηfar[ηnear, µ, δ], where
(ηnear, µ, δ) 7→ ηfar[·; ηnear, µ, δ] = T
−1η˜far
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maps from Bnear,δτ (R) × {|µ| < M} × {0 < δ < δ0} to Bfar,δτ (ρ), and
ρ = ρδ = O(δ1−2τ ), as in Proposition 6.3.
(2) The mapping (ηnear, µ, δ) 7→ ηfar(·; ηnear, µ, δ) is Lipschitz in (ηnear, µ) with
values in H2(R) and satisfies:
‖ηfar(ψ1, µ1, δ)− ηfar(ψ2, µ2, δ)‖H2(R) ≤ C
′δ1−τ
(
‖ψ1 − ψ2‖L2(R) + |µ1 − µ2|
)
,
(6.37)
‖ηfar[ηnear;µ, δ]‖H2(R) ≤ C
′′
(
δ1−τ ‖ηnear‖L2(R) + δ
1/2−τ
)
.(6.38)
Here, C′ and C′′ are constants which depend on M,R and τ .
(3) In greater detail, the mapping (ηnear, µ, δ) 7→ ηfar[ηnear, µ, δ] is affine in
ηnear and Lipschitz in µ, with values in H
2(R) and may be expressed as:
(6.39) ηfar[ηnear, µ, δ](x) = [Aηnear](x;µ, δ) + µB(x; δ) + C(x; δ),
where for ηnear ∈ Bnear,δτ (R) we have:
‖[Aηnear](·, µ1, δ)−A[ηnear](·, µ2, δ)‖H2(R) ≤ C
′
M,R δ
1−τ |µ1 − µ2|(6.40)
‖[Aηnear](·;µ, δ)‖H2(R) ≤ δ
1−τ ‖ηnear‖L2(R) ,(6.41)
‖B(·; δ)‖H2(R) ≤ δ
1/2−τ , and ‖C(·; δ)‖H2(R) ≤ δ
1/2−τ .(6.42)
(4) Define the extension of ηfar[·; ηnear, µ, δ] to the half-open interval δ ∈ [0, δ0)
by setting ηfar[ηnear, µ, 0] = 0. Then, by (6.38) ηfar[ηnear, µ, δ] is continuous
at δ = 0.
We next prove Proposition 6.3 and Corollary 6.4.
Proof of Proposition 6.3: Taking absolute values and squaring (6.26) gives∣∣∣E˜b[φ;ψ, µ, δ](k)∣∣∣2
≤ 2δ2
χ(|k′| ≥ (δb,b⋆ + δb,b⋆+1)δ
τ )
|Eb(k)− E⋆|2
×
{ ∣∣∣〈Φb(·, k), κ(δ·)Wo(·) [(ψ + φ)(·)]〉L2(R)∣∣∣2 + |Fb[µ, δ](k)|2 + |δµ|2 |φ˜b,far(k)|2 }.
By the lower bounds (6.21)-(6.23) we have for b = b⋆, b⋆ + 1:∣∣∣E˜b[φ;ψ, µ, δ](k)∣∣∣2
≤
2δ2(1−τ)
C22
{ ∣∣∣〈Φb(·, k), κ(δ·)Wo(·) [(ψ + φ)(·)]〉L2(R)∣∣∣2 + |Fb[µ, δ](k)|2
+ |δµ|2 |φ˜b,far(k)|
2
}
.
and for b 6= b⋆, b⋆ + 1:∣∣∣E˜b[φ;ψ, µ, δ](k)∣∣∣2
≤
2δ2
C20 (1 + b
2)2
{ ∣∣∣〈Φb(·, k), κ(δ·)Wo(·) [(ψ + φ)(·)]〉L2(R)∣∣∣2 + |Fb[µ, δ](k)|2
+ |δµ|2 |φ˜b,far(k)|
2
}
.
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Applying Lemma 2.1 and using that E˜b[φ;ψ, µ, δ](k) = 〈Φb(·, k), E [φ;ψ, µ, δ]〉
yields
‖E [φ;ψ, µ, δ]‖2H2(R) ≈
∞∑
b=1
(1 + b2)2
∫
B
∣∣∣E˜b[φ;ψ, µ, δ](k)∣∣∣2 dk
. δ2(1−τ)
[ ∞∑
b=1
∫
B
∣∣∣〈Φb(·, k), κ(δ·)Wo(·)φ(·)〉L2(R)∣∣∣2 dk
+
∞∑
b=1
∫
B
∣∣∣〈Φb(·, k), κ(δ·)Wo(·)ψ(·)〉L2(R)∣∣∣2 dk
+
∞∑
b=1
∫
B
|Fb[µ, δ](k)|
2
+ δ2µ2|φ˜b,far(k)|
2dk
]
. δ2(1−τ)
[
‖κ(δ·)Wo(·)ψ(·)‖
2
L2(R) + ‖κ(δ·)Wo(·)φ(·)‖
2
L2(R)
+ δ2µ2‖φ‖2L2(R) +
∞∑
b=1
∫
B
|Fb[µ, δ](k)|
2 dk
]
≤ CM δ
2(1−τ)
[
‖φ‖2L2(R) + ‖ψ‖
2
L2(R) +
∞∑
b=1
∫
B
|Fb[µ, δ](k)|
2
dk
]
,(6.43)
where CM is a constant which depends on M .
Furthermore, recalling that Fb[µ, δ] is given by (6.8), (6.9), it is straightforward
to show using Lemma 2.1 and the boundedness on R of Wo and κ that for |µ| ≤M ,
|δ| ≤ δ0 ≤ 1,
∞∑
b=1
∫
B
|Fb[µ, δ](k)|
2
.
∥∥∥ψ(1)p (·, δ·)∥∥∥2
H2(R)
+ ‖κ‖2L∞(R) ‖Wo‖
2
L∞(R)
∥∥∥ψ(1)p (·, δ·)∥∥∥2
L2(R)
+
∥∥∥ψ(0)(·, δ·)∥∥∥2
H2(R)
+ δ2
∥∥∥ψ(1)p (·, δ·)∥∥∥2
H2(R)
≤ CM δ
−1 .
Substituting this bound into (6.43) and again using the boundedness of Wo and κ
we have
‖E [φ;ψ, µ, δ]‖2H2(R) ≤ C
′
Mδ
2(1−τ)
[
‖ψ‖2L2(R) + ‖φ‖
2
L2(R)
]
+ C′′M δ
1−2τ ,
which proves part 1 and (6.34) of Proposition 6.3.
To prove (6.35) of part 2, we choose τ ∈ (0, 1/2) and set
ρδ ≡
√
2C′′M δ
1/2−τ and δ0 ≡ min
{
1,
C′′M
C′MR
2
}
.
Then, for 0 < δ < δ0, if φ ∈ Bfar,δτ (ρδ), we have E [φ;ψ, µ, δ] ∈ Bfar,δτ (ρδ).
To prove the Lipschitz estimate (6.36) (part 3 of the Proposition 6.3 ), note
from (6.26) that for each δ > 0,
E˜b[φ, ψ, µ, δ] = A˜b[φ, ψ, µ] + δ
2µ
φ˜b,far(k)
Eb(k)− E⋆
,
where (φ, ψ, µ) 7→ A˜b[φ, ψ, µ] is affine in (φ, ψ, µ). Thus, (6.36) follows by estimates
similar to those in the proof of part 2. This completes the proof of Proposition 6.3.
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Proof of Corollary 6.4: Part 1, the existence of a unique fixed point of solution of
(6.27), is an immediate consequence of (6.35) and (6.36) of Proposition 6.3, and
the contraction mapping principle. The Lipschitz estimate (6.37) of Part 2 follows
from (6.36) applied to φ1 = φ2 = ηnear, the fixed point solution of (6.27). The
bound (6.38) of Part 2 follows from (6.34) with φ = ηnear, the fixed point solution
of (6.27).
We prove Part 3, using that (6.27) is a linear inhomogeneous equation with
source terms driven by η˜b,near and Fb[µ; δ]. Let [A˜ηnear]b(k;µ, δ) solve the fixed
point system (6.25) with Fb[µ; δ](k) set equal to zero. Also, let µB˜b(k; δ)+ C˜b(k; δ)
denote the solution of (6.25) with η˜b,near set equal to zero, for all b; recall from
(6.8) that Fb[µ; δ](k) is affine in µ. Each of the maps {[A˜ηnear]b}b≥1, {B˜b(k; δ)}b≥1
and {C˜b(k; δ)}b≥1 are fixed points of mappings comprised of a subset of the terms
in the definition of the mapping E [φ, ψ, µ, δ]. Therefore, the bounds of Proposition
6.3 apply and the proof of part 3 is complete. Part 4 is direct consequence of Part
3. This completes the proof of Corollary 6.4.
4. Lyapunov-Schmidt reduction to a Dirac system for the near energy
components
Having constructed the mapping ηfar = ηfar[ηnear, µ, δ] with appropriate bounds,
we may view the system (6.18)-(6.19) as a closed system for (ηnear, µ), depending
on the parameter δ ∈ (0, δ0). Our next step is to rewrite this system as a perturbed
Dirac system.
Rescaling the near-energy region. Set
η˜±,near(k) ≡ η̂±,near
(
k − k⋆
δ
)
.
Recall that the near energy components are band limited, (6.16):
η˜±,near(k) = η̂±,near
(
k − k⋆
δ
)
= χ
(
|k − k⋆|
δ
≤ δτ−1
)
η̂±,near
(
k − k⋆
δ
)
.
Introduce the recentered and rescaled quasimomentum:
(6.44) ξ ≡
k − k⋆
δ
.
Hence,
(6.45) η˜±,near(k) = χ
(
|ξ| ≤ δτ−1
)
η̂±,near(ξ).
By smoothness of E±(k) near k⋆ (Proposition 3.5) we have:
E±(k)− E⋆ = δE
′
±(k⋆)ξ +
1
2
(δξ)2E′′±(ξ˜
δ
±),
where E±(k⋆) = E⋆ and ξ˜
δ
± lies between k⋆ and k⋆ + δξ. Thus,
(6.46) (E±(k)− E⋆)η˜±,near(k) = δξE
′
±(k⋆)η̂±,near(ξ) +
1
2
(δξ)2E′′±(ξ˜
δ
±)η̂±,near(ξ).
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Since E′±(k⋆) = ±λ♯ (Proposition 3.5), substituting (6.46) into the near energy
equations (6.18) and (6.19), and canceling a factor of δ yields:
− λ♯ ξ η̂−,near(ξ) + χ(|ξ| ≤ δ
τ−1) 〈Φ−(·, k⋆ + δξ), κ(δ·)Wo(·)ηnear(·)〉L2(R)(6.47)
= χ(|ξ| ≤ δτ−1)F−[µ, δ](k⋆ + δξ) + δµ η̂−,near(ξ)
− χ(|ξ| ≤ δτ−1) 〈Φ−(·, k⋆ + δξ), κ(δ·)Wo(·)ηfar[ηnear, µ, δ](·)〉L2(R)
−
1
2
δE′′−(ξ˜
δ
−)ξ
2η̂−,near(ξ),
+ λ♯ ξ η̂+,near(ξ) + χ(|ξ| ≤ δ
τ−1) 〈Φ+(·, k⋆ + δξ), κ(δ·)Wo(·)ηnear(·)〉L2(R)(6.48)
= χ(|ξ| ≤ δτ−1)F+[µ, δ](k⋆ + δξ) + δµ η̂+,near(ξ)
− χ(|ξ| ≤ δτ−1) 〈Φ+(·, k⋆ + δξ), κ(δ·)Wo(·)ηfar[ηnear, µ, δ](·)〉L2(R)
−
1
2
δE′′+(ξ˜
δ
+)ξ
2η̂+,near(ξ).
We next implement a somewhat lengthy computation resulting in equation (6.75) of
Proposition 6.7. This equation is a reformulation of (6.47)-(6.48) as a band-limited
system of non-homogeneous Dirac equations, formulated in quasi-momentum space.
To this end, we must expand the inner products in (6.47)-(6.48) for δ 6= 0 and small.
Simplifying 〈Φ±(·, k⋆ + δξ), κ(δ·)Wo(·)ηnear(·)〉L2(R) via Poisson summation.
We simplify the inner product by expressing ηnear in terms of its spectral compo-
nents near E⋆ (k
′ ≡ k − k⋆ small) plus a correction.
By (6.13), using that Φ±(x, k) = e
ikxp±(x, k), we have
ηnear(x) =
1
2π
∫
|k−k⋆|≤δτ
Φ+(x, k)η˜+,near(k)dk
+
1
2π
∫
|k−k⋆|≤δτ
Φ−(x, k)η˜−,near(k)dk
=
1
2π
∫
|k−k⋆|≤δτ
eik⋆xei(k−k⋆)xp+(x, k)η̂+,near
(
k − k⋆
δ
)
dk
+
1
2π
∫
|k−k⋆|≤δτ
eik⋆xei(k−k⋆)xp−(x, k)η̂−,near
(
k − k⋆
δ
)
dk.
By Proposition 3.5, p±(x, k) is smooth in k, and we may write
p±(x, k) = p±(x, k⋆) + (k − k⋆)∂kp±(x, k˜±(x, δξ))
= p±(x, k⋆) + δξ∂kp±(x, k˜±(x; δξ))
≡ p±(x, k⋆) + ∆p±(x; δξ),(6.49)
where k˜±(x; δξ) lies between k⋆ and k⋆ + δξ, and
(6.50) |∆p±(x, δξ)| ≤ sup
x∈[0,1], |ω|≤δτ
|∆p±(x, ω)| ≤ δ
τ , |ξ| ≤ δτ−1 .
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By (6.49) and (6.44)-(6.45)
ηnear(x) = e
ik⋆xp+(x, k⋆)
δ
2π
∫
|ξ|≤δτ−1
eiξδxη̂+,near(ξ)dξ +
δ
2π
eik⋆xρ+(x, δx)
+ eik⋆xp−(x, k⋆)
δ
2π
∫
|ξ|≤δτ−1
eiξδxη̂−,near(ξ)dξ +
δ
2π
eik⋆xρ−(x, δx)
= eik⋆x
δ
2π
[p+(x, k⋆)η+,near(δx) + ρ+(x, δx)
+p−(x, k⋆)η−,near(δx) + ρ−(x, δx)] ,(6.51)
where
(6.52) ρ±(x,X) =
∫
|ξ|≤δτ−1
eiξX∆p±(x, δξ)η̂±,near(ξ)dξ.
We next expand the inner product in (6.48) for small δ; the (6.47) case is treated
similarly. Substituting (6.51) into the inner product in (6.48) yields
〈Φ+(·, k⋆ + δξ), κ(δ·)Wo(·)ηnear(·)〉L2(R) =(6.53)
δ
2π
〈
eiξδ·p+(·, k⋆ + δξ), p+(·, k⋆)Wo(·)κ(δ·)η+,near(δ·)
〉
L2(R)
(6.54)
+
δ
2π
〈
eiξδ·p+(·, k⋆ + δξ), p−(·, k⋆)Wo(·)κ(δ·)η−,near(δ·)
〉
L2(R)
(6.55)
+
δ
2π
〈
eiξδ·p+(·, k⋆ + δξ),Wo(·)κ(δ·)ρ+(·, δ·)
〉
L2(R)
(6.56)
+
δ
2π
〈
eiξδ·p+(·, k⋆ + δξ),Wo(·)κ(δ·)ρ−(·, δ·)
〉
L2(R)
.(6.57)
To obtain a detailed expansion of the inner product terms in (6.54)-(6.57) we
shall make repeated use the following lemma, which is proved using the L2loc−
Poisson summation formula of Theorem 2.2.
Lemma 6.5. Let f(x, ξ) and g(x) denote smooth functions of (x, ξ) ∈ R × R
that are 1-periodic in x. Let Γ(x,X) be defined for (x,X) ∈ R × R, and such that
conditions (2.14)-(2.15) hold:
Γ(x+ 1, X) = Γ(x,X),(6.58)
2∑
j=0
∫ 1
0
∥∥∂jxΓ(x,X)∥∥2L2(RX) dx < ∞.(6.59)
Denote by Γ̂(x, ω) its Fourier transform on R with respect to the X variable. Then,
δ
2π
〈
eiξδ·f(·, δξ), g(·)Γ(·, δ·)
〉
L2(R)
(6.60)
=
∑
m∈Z
∫ 1
0
e2πimxΓ̂
(
x,
2πm
δ
+ ξ
)
g(x)f(x, δξ)dx,
with equality holding in L2loc([−ξmax, ξmax]; dξ), for any fixed ξmax > 0.
Remark 6.2. We shall apply Lemma 6.5 with f(x, δξ) and g(x) arising from
p±(x, k⋆+δξ) and p±(x; k⋆), for |δξ| ≤ δτ , τ > 0. The functions, Γ, which arise are:
Γ = Γ(δx) = κ(δx)η±,near(δx) and Γ = Γ(x, δx) = κ(δx)ρ±(x, δx), where ρ±, which
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depends on η±,near, is defined in (6.52). The function η±,near will be constructed to
be band-limited. Recall also that p±(x, k) is smooth in x and k. Hence, for these
choices of f, g and Γ, the hypotheses of Lemma 6.5 are easily checked.
To prove Lemma 6.5 we shall use:
Lemma 6.6. Let F (x, ζ) and the sequence Fn(x, ζ), n = 1, 2, . . . , belong to
L2([0, 1]× [−ζmax, ζmax]; dxdζ). Assume that
(6.61) ‖Fn − F‖L2([0,1]×[−ζmax,ζmax];dxdζ) → 0, as n→∞ .
Let G ∈ L2([−ζmax, ζmax]; dζ). Then, in L2([0, 1]; dx)
lim
n→∞
∫ ζmax
−ζmax
Fn(x, ζ)G(ζ)dζ =
∫ ζmax
−ζmax
lim
n→∞
Fn(x, ζ)G(ζ)dζ =
∫ ζmax
−ζmax
F (x, ζ)G(ζ)dζ.
Proof of Lemma 6.6: Square the difference, apply Cauchy-Schwarz and then
integrate
∫ 1
0 dx.
Proof of Lemma 6.5: Note first that the inner product on the left hand side of
(6.60) is well-defined in L2([0, 1]; dξ) by Remark 2.1. Applying Lemma 6.6 and
using that x 7→ f(x, δξ) and x 7→ g(x) have period one we obtain
δ
2π
〈
eiξδ·f(·, δξ), g(·)Γ(·, δ·)
〉
L2(R)
=
δ
2π
∫ ∞
−∞
e−iξ(δx)f(x, δξ)g(x)Γ(x, δx)dx
=
δ
2π
lim
N→∞
∫ N+1
−N
e−iξ(δx)f(x, δξ)g(x)Γ(x, δx)dx
=
δ
2π
lim
N→∞
N∑
n=−N
∫ n+1
n
e−iξδxΓ(x, δx)f(x, δξ)g(x)dx
=
δ
2π
lim
N→∞
∫ 1
0
[
N∑
n=−N
e−iξδ(x+n)Γ (x, δ(x+ n))
]
f(x, δξ)g(x)dx.
Next, we apply Theorem 2.2 with Γ = Γ(x, δx) and ζ = δξ. We obtain∑
m∈Z
e−iξδ(x+m)Γ (x, δ(x+m)) =
2π
δ
∑
m∈Z
e2πimxΓ̂
(
x,
2πm+ δξ
δ
)
=
2π
δ
∑
m∈Z
e2πimxΓ̂
(
x,
2πm
δ
+ ξ
)
,
with equality holding in L2([0, 1] × [−ξmax, ξmax]; dxdξ). Again applying Lemma
6.6, we may interchange limit and integral:
=
δ
2π
∫ 1
0
[
2π
δ
lim
N→∞
N∑
m=−N
e2πimx Γ̂
(
x,
2πm
δ
+ ξ
)]
f(x, δξ)g(x)dx
= lim
N→∞
N∑
m=−N
∫ 1
0
e2πimxΓ̂
(
x,
2πm
δ
+ ξ
)
f(x, δξ)g(x)dx,
This completes the proof of Lemma 6.5. 
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We next apply Lemma 6.5 to each of the inner products (6.54)-(6.57).
Expansion of inner product (6.54): Let f(x, δξ) = p+(x, k⋆ + δξ),
g(x) = p+(x, k⋆)Wo(x) and Γ(x, δx) = κ(δx)η+,near(δx). By Lemma 6.5,
δ
2π
〈
eiξδ·p+(·, k⋆ + δξ), p+(·, k⋆)Wo(·)κ(δ·)η+,near(δ·)
〉
L2(R)
=
∑
m∈Z
∫ 1
0
e2πimxFX [κη+,near]
(
2πm
δ
+ ξ
)
p+(x, k⋆ + δξ)p+(x, k⋆)Wo(x)dx.
Using the expansion of p+(x, k⋆ + δξ) displayed in (6.49), we may rewrite this as
δ
2π
〈
eiξδ·p+(·, k⋆ + δξ), p+(·, k⋆)Wo(·)κ(δ·)η+,near(δ·)
〉
L2(R)
≡ I1+(ξ; η+,near) + I
2
+(ξ; η+,near),
where
I1+(ξ; η+,near)(6.62)
=
∑
m∈Z
FX [κη+,near]
(
2πm
δ
+ ξ
)∫ 1
0
e2πimx |p+(x, k⋆)|
2
Wo(x)dx,
I2+(ξ; η+,near)(6.63)
=
∑
m∈Z
FX [κη+,near]
(
2πm
δ
+ ξ
)∫ 1
0
e2πimx∆p+(x, δξ)p+(x, k⋆)Wo(x)dx.
The m = 0 term in the summation of I1+(ξ; η+,near) in (6.62) vanishes:∫ 1
0
|p+(x, k⋆)|
2Wo(x)dx = 0,
since the integrand is the product of even and odd index Fourier series. Thus
(6.64)
I1+(ξ; η+,near) =
∑
|m|≥1
FX [κη+,near]
(
2πm
δ
+ ξ
)∫ 1
0
e2πimx |p+(x, k⋆)|
2
Wo(x)dx.
Expansion of the inner product (6.55): By Lemma 6.5 with f(x, δξ) = p+(x; k⋆ +
δξ), g(x) = p−(x, k⋆)Wo(x) and Γ(δx) = κ(δx)η−,near(δx), we have
δ
2π
〈
eiξδ·p+(·, k⋆ + δξ), p−(·, k⋆)Wo(·)κ(δ·)η−,near(δ·)
〉
L2(R)
=
∑
m∈Z
FX [κη−,near]
(
2πm
δ
+ ξ
)∫ 1
0
e2πimxp+(x, k⋆)p−(x, k⋆)Wo(x)dx
+
∑
m∈Z
FX [κη−,near]
(
2πm
δ
+ ξ
)∫ 1
0
e2πimx∆p+(x, δξ)p−(x, k⋆)Wo(x)dx
≡ FX [κη−,near] (ξ) 〈Φ1,WoΦ2〉L2([0,1]) + I
3
+(ξ; η−,near) + I
4
+(ξ; η−,near),
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where
I3+(ξ; η−,near)
(6.65)
≡
∑
|m|≥1
FX [κη−,near]
(
2πm
δ
+ ξ
)∫ 1
0
e2πimxp+(x, k⋆)p−(x, k⋆)Wo(x)dx,
I4+(ξ; η−,near)
(6.66)
≡
∑
m∈Z
FX [κη−,near]
(
2πm
δ
+ ξ
)∫ 1
0
e2πimx∆p+(x, δξ)p−(x, k⋆)Wo(x)dx.
The m = 0 contribution is nonzero in this case, provided 〈Φ1,WoΦ2〉 6= 0.
Expansion of inner products (6.56) and (6.57): Note the form of the dependence
of ρ+(x, δx) on x and recall the expansion (6.49) of p+(x, k⋆ + δξ). Applying
Lemma 6.5 to (6.56) with f(x, δξ) = p+(x; k⋆ + δξ), g(x) = Wo(x) and Γ(x, δx) =
κ(δx)ρ+(x, δx) we have
δ
2π
〈
eiξδ·p+(·, k⋆ + δξ),Wo(·)κ(δ·)ρ+(·, δ·)
〉
L2(R)
≡ I5+(ξ; η+,near) + I
6
+(ξ; η+,near) ,
where
I5+(ξ; η+,near) ≡
∑
m∈Z
∫ 1
0
e2πimxFX [κρ+]
(
x,
2πm
δ
+ ξ
)
p+(x, k⋆)Wo(x)dx ,
(6.67)
I6+(ξ; η+,near) ≡
∑
m∈Z
∫ 1
0
e2πimxFX [κρ+]
(
x,
2πm
δ
+ ξ
)
∆p+(x, δξ)Wo(x)dx .
(6.68)
Further, by Lemma 6.5 applied to (6.57) with f(x, δξ) = p+(x; k⋆ + δξ), g(x) =
Wo(x) and Γ(x, δx) = κ(δx)ρ−(x, δx) we have
δ
2π
〈
eiξδ·p+(·, k⋆ + δξ),Wo(·)κ(δ·)ρ−(·, δ·)
〉
L2(R)
≡ I7+(ξ; η−,near) + I
8
+(ξ; η−,near),
where
I7+(ξ; η−,near) ≡
∑
m∈Z
∫ 1
0
e2πimxFX [κρ−]
(
x,
2πm
δ
+ ξ
)
p+(x, k⋆)Wo(x)dx ,
(6.69)
I8+(ξ; η−,near) ≡
∑
m∈Z
∫ 1
0
e2πimxFX [κρ−]
(
x,
2πm
δ
+ ξ
)
∆p+(x, δξ)Wo(x)dx .
(6.70)
Assembling the above expansions, we find that the full inner product, (6.53), may
be expressed as:
(6.71) 〈Φ+(·, k⋆ + δξ), κ(δ·)Wo(·)ηnear(·)〉L2(R) = ϑ♯κ̂ηnear,−(ξ)+
8∑
j=1
Ij+(ξ; ηnear) ,
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where by assumption (5.7) in Theorem 5.1:
(6.72) ϑ♯ = 〈Φ1,WoΦ2〉L2([0,1]) 6= 0 .
A very similar calculation yields:
(6.73) 〈Φ−(·, k⋆ + δξ), κ(δ·)Wo(·)ηnear(·)〉L2(R) = ϑ♯κ̂ηnear,+(ξ)+
8∑
j=1
Ij−(ξ; ηnear),
where the terms Ij−(ξ; ηnear) are defined analogously to I
j
+(ξ; ηnear). Note that each
term Ij±(ξ; ηnear) is linear in η+,near or η−,near.
Noting that F±[µ, δ], displayed in (6.8)-(6.9), is an affine function of µ, that
Ij±(ξ; η̂near) are linear in η̂+,near and η−,near, and that ηfar, given by (6.39), is affine
in both µ and ηnear, we may summarize the above calculations in the following:
Proposition 6.7. Let
(6.74) β̂(ξ) =
(
η̂−,near(ξ)
η̂+,near(ξ)
)
.
The near-energy system (6.47)-(6.48) for the corrector (η, µ) (see (6.12)) may be
written compactly in the form:
(6.75)
(
D̂δ + L̂δ(µ)− δµ
)
β̂(ξ) = µM̂(ξ; δ) + N̂ (ξ; δ).
Here, D̂δ denotes the Fourier transform of a “band-limited Dirac operator” defined
by:
(6.76) D̂δβ̂(ξ) ≡ −λ♯σ3ξβ̂(ξ) + ϑ♯χ
(
|ξ| ≤ δτ−1
)
σ1κ̂β(ξ), 0 < τ < 1/2.
Furthermore, L̂δ(µ) is a linear operator acting on β̂ given by
L̂δ(µ)β̂(ξ) ≡
1
2
δχ
(
|ξ| ≤ δτ−1
)(E′′−(ξ˜δ−)
E′′+(ξ˜
δ
+)
)
ξ2β̂(ξ)
+ χ
(
|ξ| ≤ δτ−1
) 8∑
j=1
(
Ij−(ξ; η̂±,near(ξ))
Ij+(ξ; η̂±,near(ξ))
)
(6.77)
− χ
(
|ξ| ≤ δτ−1
)(〈Φ−(·, k⋆ + δξ), κ(δ·)Wo(·)[Aηnear](·;µ, δ)〉L2(R)
〈Φ+(·, k⋆ + δξ), κ(δ·)Wo(·)[Aηnear](·;µ, δ)〉L2(R)
)
,(6.78)
M̂(ξ; δ) ≡
3∑
j=1
M̂j(ξ; δ)
= χ
(
|ξ| ≤ δτ−1
)(〈Φ−(·, k⋆ + δξ), ψ(0)(·, δ·)〉L2(R)〈
Φ+(·, k⋆ + δξ), ψ(0)(·, δ·)
〉
L2(R)
)
(6.79)
+ δχ
(
|ξ| ≤ δτ−1
)
〈
Φ−(·, k⋆ + δξ), ψ
(1)
p (·, δ·)
〉
L2(R)〈
Φ+(·, k⋆ + δξ), ψ
(1)
p (·, δ·)
〉
L2(R)
(6.80)
+ χ
(
|ξ| ≤ δτ−1
)(〈Φ−(·, k⋆ + δξ), κ(δ·)Wo(·)B(·; δ)〉L2(R)
〈Φ+(·, k⋆ + δξ), κ(δ·)Wo(·)B(·; δ)〉L2(R)
)
,(6.81)
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and N̂ (ξ; δ) is independent of µ, given by
N̂ (ξ; δ) ≡
4∑
j=1
N̂j(ξ; δ)
= χ
(
|ξ| ≤ δτ−1
)
×(6.82) 
〈
Φ−(x, k⋆ + δξ), (2∂x∂X − κ(X)Wo(x))ψ
(1)
p (x,X)
∣∣∣
X=δx
〉
L2(Rx)〈
Φ+(x, k⋆ + δξ), (2∂x∂X − κ(X)Wo(x))ψ
(1)
p (x,X)
∣∣∣
X=δx
〉
L2(Rx)

+ χ
(
|ξ| ≤ δτ−1
)
〈
Φ−(x, k⋆ + δξ), ∂
2
Xψ
(0)(x,X)
∣∣∣
X=δx
〉
L2(Rx)〈
Φ+(x, k⋆ + δξ), ∂
2
Xψ
(0)(x,X)
∣∣∣
X=δx
〉
L2(Rx)
(6.83)
+ δχ
(
|ξ| ≤ δτ−1
)
〈
Φ−(x, k⋆ + δξ), ∂
2
Xψ
(1)
p (x,X)
∣∣∣
X=δx
〉
L2(Rx)〈
Φ+(x, k⋆ + δξ), ∂
2
Xψ
(1)
p (x,X)
∣∣∣
X=δx
〉
L2(Rx)
(6.84)
+ χ
(
|ξ| ≤ δτ−1
)(〈Φ−(·, k⋆ + δξ), κ(δ·)Wo(·)C(·; δ)〉L2(R)
〈Φ+(·, k⋆ + δξ), κ(δ·)Wo(·)C(·; δ)〉L2(R)
)
.(6.85)
We conclude this section with a proposition asserting that from an appropriate
solution: (β̂δ, µ(δ)) ∈ L2,1(Rξ) × R of (6.75) one can construct a bound state(
Ψδ, Eδ
)
of the eigenvalue problem.
Therefore we can henceforth focus on the solving and estimating the
solution of the band-limited Dirac system (6.75).
Proposition 6.8. Suppose, for 0 < δ < δ0, the band-limited Dirac system
(6.75) has a solution
(
β̂δ(ξ), µ(δ)
)
, where β̂δ = (β̂δ−, β̂
δ
+)
T , satisfying:∥∥∥β̂(·;µ, δ)∥∥∥
L2,1(R)
. δ−1, 0 < δ < δ0 (Proposition 6.10),(6.86)
µ(δ) bounded and µ(δ)− µ0 → 0 as δ → 0 (Proposition 6.16).(6.87)
Recall from Remark 6.3 that β̂(ξ) is supported on the set where |ξ| ≤ δτ−1 and
define
(6.88) η̂near,+(ξ) = β̂+(ξ), η̂near,−(ξ) = β̂−(ξ).
Let
ηδnear(x) =
1
2π
∑
b=±
∫
|k−k⋆|≤δτ
η̂δnear,b
(
k − k⋆
δ
)
Φb(x; k) dk ,(6.89)
η˜δfar,b(k) = η˜far,b[ηnear, µ, δ](k), b ≥ 1 ; (see Corollary 6.4) ,(6.90)
ηδfar(x) =
1
2π
∑
b=±
∫
δτ≤|k−k⋆|≤π
η˜δfar,b (k) Φb(x; k) dk(6.91)
+
1
2π
∑
b6=±
∫
B
η˜δfar,b (k) Φb(x; k) dk .
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Finally, define
ηδ(x) ≡ ηδnear(x) + η
δ
far(x), E
δ ≡ E⋆ + δ
2µ(δ), 0 < δ < δ0.(6.92)
Then, for 0 < δ < δ0,
(a) ηδ(x) ∈ H2(R).
(b)
(
ηδ, µ(δ)
)
solves the corrector equation (6.4).
(c) Theorem 5.1 holds. The pair (Ψδ, Eδ), defined by (see also (5.2))
Ψδ(x) = δ1/2ψ(0)(x,X) + δ3/2ψ(1)p (x,X) + δ
3/2ηδ(x), X = δx,
Eδ = E⋆ + δ
2E(2) + o(δ2),
(6.93)
is a solution of the eigenvalue problem (5.1) with corrector estimates as-
serted in the statement of Theorem 5.1.
To prove Proposition 6.8 we use the following
Lemma 6.9. There exists a δ0 > 0 sufficiently small such that, for all 0 <
δ < δ0, the following holds: Assume β ∈ L2(R) and let ηδnear(x) be defined by
(6.89)-(6.91). Then,
(6.94) ‖ηnear‖H2(R) . δ
1/2 ‖β‖L2(R) .
Proof of Proposition 6.8: From β̂ we first construct ηδnear, which satisfies the bound:
‖ηnear‖H2(R) . δ
1/2 ‖β‖L2(R) (Lemma 6.9). Next, part 2 of Corollary 6.4, (6.38),
gives a bound on ηfar:
‖ηfar[ηnear;µ, δ]‖H2(R) ≤ C
′′
(
δ1−τ ‖ηnear‖L2(R) + δ
1/2−τ
)
. Note that all steps in
our derivation of the band-limited Dirac system (6.75) are reversible, in particular
our application of the Poisson summation formula in L2loc. Therefore, (Ψ
δ, Eδ),
given by (6.93) is an H2(R) eigenpair. 
It remains to prove Lemma 6.9.
Proof of Lemma 6.9: Since ηnear is band-limited, by Remark 2.2 it suffices to bound
ηnear in L
2(R). By (6.51),
‖ηnear‖L2(R) ≤ δ
∑
j∈{+,−}
‖pj(·, k⋆)ηj,near(δ·)‖L2(R) + δ
∑
j∈{+,−}
‖ρj(·, δ·)‖L2(R)
. δ1/2
∑
j∈{+,−}
‖ηj,near‖L2(R) + δ
∑
j∈{+,−}
‖ρj(·, δ·)‖L2(R) .(6.95)
We next estimate ‖ρj(·, δ·)‖L2(R), displayed in (6.52):
(6.96) ‖ρ±(·, δ·)‖L2(R) =
∥∥∥∥∥
∫
|ξ|≤δτ−1
eiξX∆p±(x, δξ)η̂±,near(ξ)dξ
∣∣∣∣
X=δx
∥∥∥∥∥
L2(Rx)
.
By periodicity, ∆p±(x, δξ) may be expanded as a Fourier series:
(6.97) ∆p±(x, δξ) =
∑
m∈Z
(∆̂p±)m(δξ)e
2πimx ,
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and by smoothness in x and k:
∥∥∥(∆̂p±)m∥∥∥
L∞[0,2π]
. δτ (1 +m2)−1.
Let
(6.98) Jδm(ξ) ≡ (1 +m
2) χ
(
|ξ| ≤ δτ−1
)
(∆̂p±)m(δξ)η̂±,near(ξ) .
Then
‖ρ±(·, δ·)‖
2
L2(R) =
∫
Rx
∣∣∣∣∣∑
m∈Z
e2πimx
∫
|ξ|≤δτ−1
eiξδx(∆̂p±)m(δξ)η̂±,near(ξ)dξ
∣∣∣∣∣
2
dx
=
∫
Rx
∣∣∣∣∣∑
m∈Z
e2πimx
1 +m2
∫
Rξ
eiξδxJδm(ξ)dξ
∣∣∣∣∣
2
dx
=
∫
Rx
∣∣∣∣∣∑
m∈Z
e2πimx
1 +m2
Ĵδm(δx)
∣∣∣∣∣
2
dx
≤
∫
Rx
∑
m∈Z
1
1 +m2
∣∣∣Ĵδm(δx)∣∣∣2 dx
. δ−1
∑
m∈Z
1
1 +m2
∫
R
∣∣Jδm(X)∣∣2 dX . δ−1+2τ ∫
R
|η̂±,near(ξ)|
2 dξ ,
or
‖ρ±(·, δ·)‖L2(R) . δ
− 12+τ ‖η̂±,near‖L2(R) .(6.99)
Returning to (6.95) we have, for δ sufficiently small,
‖ηnear‖L2(R) . δ
1/2
∑
j∈{+,−}
(1 + δτ ) ‖η̂j,near‖L2(R) . δ
1/2
∥∥∥β̂∥∥∥
L2(R)
.(6.100)
This completes the proof of the Lemma 6.9. 
5. Analysis of the band-limited Dirac system
The formal δ ↓ 0 limit of D̂δ, displayed in (6.76), is a 1D Dirac operator, D̂,
given by
(6.101) D̂β̂(ξ) ≡ −λ♯σ3ξβ̂(ξ) + ϑ♯σ1κ̂β(ξ).
Our goal is to solve the system (6.75). We therefore rewrite the linear operator in
equation (6.75) as a perturbation of D̂, and seek β̂ as a solution to:
(6.102) D̂β̂(ξ) +
(
D̂δ − D̂ + L̂δ(µ)− δµ
)
β̂(ξ) = µM̂(ξ; δ) + N̂ (ξ; δ).
Remark 6.3. We seek a band-limited solution, β, i.e. β̂ = χ(|ξ| ≤ δτ−1)β̂.
Note however that our reformulation of (6.75) as (6.102) is perturbative about D,
which does not preserve band-limited functions; D̂χ(|ξ| ≤ δτ−1) 6= χ(|ξ| ≤ δτ−1)D̂.
Our strategy is to first solve (6.102) for β̂ in L2,1(R; dξ). We then note that this
solution is band-limited. Indeed, clearly equation (6.102) for β̂ may be rewritten
as (6.75). Now applying the projection χ(|ξ| ≥ δτ−1) to (6.75) yields λσ3ξχ(|ξ| ≥
δτ−1)β̂(ξ) = 0, and so clearly β̂(ξ) is supported on the set {|ξ| ≤ δτ−1}.
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We shall now solve (6.102) using a Lyapunov-Schmidt reduction argument. By
Theorem 4.2, the null space of D̂ is spanned by α̂⋆(ξ), the Fourier transform of the
zero energy eigenstate α⋆(X) of D; see (4.27). Since α⋆(X) is Schwartz class, so too
is α̂⋆(ξ) and α̂⋆(ξ) ∈ Hs(R) for s ≥ 1. For any f ∈ L2(R) introduce the orthogonal
projection operators,
(6.103) P̂‖f = 〈α̂⋆, f〉 α̂⋆, and P̂⊥f = (I − P̂‖)f.
Since P̂‖ D̂ β̂(ξ) = 0 and P̂⊥D̂β̂(ξ) = D̂β̂(ξ), equation (6.102) is equivalent to the
system
P̂‖
{(
D̂δ − D̂ + L̂δ(µ) − δµ
)
β̂(ξ) − µM̂(ξ; δ)− N̂ (ξ; δ)
}
= 0,
(6.104)
D̂β̂(ξ) + P̂⊥
{(
D̂δ − D̂ + L̂δ(µ)− δµ
)
β̂(ξ)
}
= P̂⊥
{
µM̂(ξ; δ) + N̂ (ξ; δ)
}
.
(6.105)
Our strategy will be to first solve (6.105) for β̂ = β̂[µ, δ], for δ > 0 and sufficiently
small. This is carried out in Section 6. We then substitute β̂[µ, δ] into (6.104) and
obtain a closed scalar equation involving µ and δ. In Section 7 below, this equation
is solved for µ = µ(δ) for δ small.
The first step in this strategy is accomplished in
Proposition 6.10. Fix M > 0. There exists δ0 > 0 and a mapping
(µ, δ) ∈ RM,δ0 ≡ {|µ| < M} × (0, δ0) 7→ β̂(·;µ, δ) ∈ L
2,1(R),
which is Lipschitz in µ, such that β̂(·;µ, δ) solves (6.105) for (µ, δ) ∈ RM,δ0 . Fur-
thermore, we have the bound
(6.106)
∥∥∥β̂(·;µ, δ)∥∥∥
L2,1(R)
. δ−1, 0 < δ < δ0.
6. Proof of Proposition 6.10
Since D̂ is invertible on the range of P̂⊥, equation (6.105) may be rewritten as
(6.107)
(
I + Ĉδ(µ)
)
β̂(ξ) = D̂−1P̂⊥
{
µM̂(ξ; δ) + N̂ (ξ; δ)
}
,
where Ĉδ(µ) is the linear operator given by
(6.108) Ĉδ(µ) = D̂−1P̂⊥
(
D̂δ − D̂ + L̂δ(µ)− δµ
)
.
We study Ĉδ(µ) as a operator from L2,1(R) to L2,1(R). Our immediate goal is
to show that ‖Ĉδ(µ)‖L2,1(R)→L2,1(R) < 1 and that the right hand side of (6.107) is
in L2,1(R). This will imply the invertibility of I + Ĉδ(µ) and that we may solve for
β̂ ∈ L2,1(R; dξ). We first obtain L2,1 → L2 bounds on the operators (D̂δ − D̂) and
L̂δ(µ), and bounds on L2 norms of M̂(ξ; δ) and N̂ (ξ; δ). To obtain the required
L2 bounds, we employ Lemma 6.9 along with the following two lemmata. The first
lemma is used to bound contributions arising from the Ij±(ξ) terms.
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Lemma 6.11. Let f(x, ω), g(x) denote functions satisfying:
Cf ≡ sup
0≤x≤1, |ω|≤δτ
|f(x, ω)| < ∞, C′g ≡ ‖g‖L∞[0,1] <∞ .
Let Γ : (x,X) ∈ [0, 1]× R 7→ Γ(x,X) and denote by Γ̂(x; ζ) the Fourier transform
of Γ(x,X) with respect to the variable X. Assume further that
(6.109)
∥∥∥∥ sup
0≤x≤1
Γ̂(x, ζ)
∥∥∥∥
L2,1(Rζ)
<∞.
Define
Im(ξ; δ) ≡
∫ 1
0
e2πimxΓ̂
(
x,
2πm
δ
+ ξ
)
f(x, δξ)g(x)dx.
Then, summing over all m ∈ Z with m 6= 0 we have the bound:
(6.110)
∥∥∥∥∥∥χ (|ξ| ≤ δτ−1)
∑
|m|≥1
Im(ξ; δ)
∥∥∥∥∥∥
L2(Rξ)
. Cf C
′
g δ
∥∥∥∥ sup
0≤x≤1
Γ̂(x, ζ)
∥∥∥∥
L2,1(Rζ)
,
and summing over all m ∈ Z we have the bound:
(6.111)
∥∥∥∥∥χ (|ξ| ≤ δτ−1) ∑
m∈Z
Im(ξ; δ)
∥∥∥∥∥
L2(Rξ)
. Cf C
′
g
∥∥∥∥ sup
0≤x≤1
Γ̂(x, ζ)
∥∥∥∥
L2,1(Rζ)
.
Proof: We first prove (6.110). With Im(ξ; δ) as defined in (6.11),
∥∥∥∥∥∥χ (|ξ| ≤ δτ−1)
∑
|m|≥1
Im(ξ; δ)
∥∥∥∥∥∥
2
L2(Rξ)
=
∥∥∥∥∥∥χ (|ξ| ≤ δτ−1)
∑
|m|≥1
∫ 1
0
e2πimxΓ̂
(
x,
2πm
δ
+ ξ
)
f(x, δξ)g(x)dx
∥∥∥∥∥∥
2
L2(Rξ)
≤ C2f C
′2
g
∥∥∥∥∥∥χ (|ξ| ≤ δτ−1)
∑
|m|≥1
sup
0≤x≤1
∣∣∣∣Γ̂(x, 2πmδ + ξ
)∣∣∣∣
∥∥∥∥∥∥
2
L2(Rξ)
= C2f C
′2
g
∫
R
χ
(
|ξ| ≤ δτ−1
) ∑
|m|≥1
∣∣ 2πm
δ + ξ
∣∣∣∣ 2πm
δ + ξ
∣∣ sup0≤x≤1
∣∣∣∣Γ̂(x, 2πmδ + ξ
)∣∣∣∣2 dξ.
Note that |ξ| ≤ δτ−1 implies that
∣∣ 2πm
δ + ξ
∣∣ & |m|δ for |m| ≥ 1. Thus, by the
Cauchy-Schwarz inequality,
56 6. PROOF OF THE MAIN THEOREM
∥∥∥∥∥∥χ (|ξ| ≤ δτ−1)
∑
|m|≥1
Im(ξ; δ)
∥∥∥∥∥∥
2
L2(Rξ)
. C2f C
′2
g δ
2
∫
|ξ|≤δτ−1
∣∣∣∣∣∣
∑
|m|≥1
1
|m|
∣∣∣∣2πmδ + ξ
∣∣∣∣ sup
0≤x≤1
∣∣∣∣Γ̂(x, 2πmδ + ξ
)∣∣∣∣
∣∣∣∣∣∣
2
dξ
≤ C2f C
′2
g δ
2×
(6.112)
∫
|ξ|≤δτ−1
 ∑
|m|≥1
1
m2
 ∑
|m|≥1
∣∣∣∣2πmδ + ξ
∣∣∣∣2 sup
0≤x≤1
∣∣∣∣Γ̂(x, 2πmδ + ξ
)∣∣∣∣2
 dξ.
Since δ is taken to be small, for each m, the integrals in (6.112) are over disjoint
intervals. Therefore,∥∥∥∥∥∥χ (|ξ| ≤ δτ−1)
∑
|m|≥1
Im(ξ; δ)
∥∥∥∥∥∥
2
L2(Rξ)
. C2f C
′2
g δ
2
∫
R
|ζ|2 sup
0≤x≤1
|Γ̂(x, ζ)|2dζ
≤ C2f C
′2
g δ
2
∥∥∥∥ sup
0≤x≤1
Γ̂(x, ·)
∥∥∥∥2
L2,1(R)
.
This completes the proof of the first bound, (6.110).
The second bound, (6.111), is for an expression for a sum over Z, which includes
the m = 0 term, is similarly proved:∥∥∥∥∥χ (|ξ| ≤ δτ−1) ∑
m∈Z
Im(ξ; δ)
∥∥∥∥∥
2
L2(Rξ)
=
∥∥∥∥∥χ (|ξ| ≤ δτ−1)
∫ 1
0
∑
m∈Z
Γ̂
(
x,
2πm
δ
+ ξ
)
e2πimxf(x, δξ)g(x)dx
∥∥∥∥∥
2
L2(Rξ)
. C2f C
′2
g
∥∥∥∥∥χ (|ξ| ≤ δτ−1) ∑
m∈Z
sup
0≤x≤1
∣∣∣∣Γ̂(x, 2πmδ + ξ
)∣∣∣∣
∥∥∥∥∥
2
L2(Rξ)
. C2f C
′2
g
∫
R
χ
(
|ξ| ≤ δτ−1
) ∣∣∣∣∣∑
m∈Z
1 +
∣∣ 2πm
δ + ξ
∣∣
1 +
∣∣ 2πm
δ + ξ
∣∣ sup0≤x≤1
∣∣∣∣Γ̂(x, 2πmδ + ξ
)∣∣∣∣
∣∣∣∣∣
2
dξ .
Noting that 1 +
∣∣ 2πm
δ + ξ
∣∣2 & 1 + |m|2 for all m, because |ξ| ≤ δτ/δ, for δ > 0 and
small, we proceed as in the proof of (6.110) and obtain:∥∥∥∥∥χ (|ξ| ≤ δτ−1) ∑
m∈Z
Im(ξ; δ)
∥∥∥∥∥
L2(R)
. Cf C
′
g
∥∥∥∥ sup
0≤x≤1
Γ̂(x, ·)
∥∥∥∥
L2,1(R)
,
completing the proof of (6.111) and therewith the lemma.
The next lemma offers a formula for bounding a commonly occurring norm.
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Lemma 6.12. For all f ∈ L2(R) and b ∈ N,
(6.113)
∥∥∥χ (|ξ| ≤ δτ−1) 〈Φb(·, k⋆ + δξ), f(·)〉L2(R)∥∥∥
L2(Rξ)
. δ−1/2 ‖f‖L2(R) .
Proof. By Parseval’s identity, (2.11),
1
(2π)2
∫
|k−k⋆|≤δτ
∣∣∣〈Φb(·, k), f(·)〉L2(R)∣∣∣2 dk ≤ ‖f‖2L2(R) ,
and therefore, under the change of variables k − k⋆ = δξ, we obtain
1
(2π)2
∫
|ξ|≤δτ−1
∣∣∣〈Φb(·, k⋆ + δξ), f(·)〉L2(R)∣∣∣2 dξ ≤ δ−1 ‖f‖2L2(R) . 
We may now proceed to obtain the L2 bounds on the operators D̂δ − D̂ and
L̂δ(µ).
Proposition 6.13. There exists a δ0 > 0 such that for all 0 < δ < δ0 and
0 < τ < 1:
(6.114)
∥∥∥(D̂δ − D̂)β̂∥∥∥
L2(R)
. δ1−τ
∥∥∥β̂∥∥∥
L2,1(R)
,
and
(6.115)
∥∥∥L̂δ(µ)β̂∥∥∥
L2(R)
. δτ
∥∥∥β̂∥∥∥
L2,1(R)
.
Proof of Proposition 6.13: Note, from (6.76) and (6.101) that
(6.116) (D̂δ − D̂)β̂ = ϑ♯χ
(
|ξ| > δτ−1
)
σ1κ̂β.
To prove bound (6.114) we use that D̂δ − D̂ is only supported at high frequencies:∥∥∥(D̂δ − D̂)β̂∥∥∥2
L2(R)
≈
∥∥∥χ (|ξ| > δτ−1) κ̂β(ξ)∥∥∥2
L2(Rξ)
=
∫
|ξ|>δτ−1
∥∥∥κ̂β(ξ)∥∥∥2
C2
dξ
=
∫
|ξ|>δτ−1
|ξ|−2
∥∥∥ξκ̂β(ξ)∥∥∥2
C2
dξ ≤ δ2(1−τ)
∫
R
∥∥∥ξκ̂β(ξ)∥∥∥2
C2
dξ
=
δ2(1−τ)
2π
∫
R
‖∂X(κ(X)β(X))‖
2
C2
dX
. δ2(1−τ)
∫
R
(
‖β(X)‖2
C2
+ ‖∂Xβ(X)‖
2
C2
)
dX ≈ δ2(1−τ)
∥∥∥β̂∥∥∥2
L2,1(R)
.
Here, we have used that κ and κ′ are bounded functions on R.
We now embark of the proof of the bound (6.115) for the operator β̂ 7→ L̂δ(µ)β̂.
We have from (6.77) and (6.78),∥∥∥L̂δ(µ)β̂(·)∥∥∥
L2(R)
. δ
∥∥∥χ (|ξ| ≤ δτ−1) ξ2β̂(ξ)∥∥∥
L2(R)
+
∥∥∥∥∥∥χ (|ξ| ≤ δτ−1)
8∑
j=1
(
Ij−(ξ)
Ij+(ξ)
)∥∥∥∥∥∥
L2(R)
(6.117)
+
∥∥∥∥χ (|ξ| ≤ δτ−1)(〈Φ−(·, k⋆ + δξ), κ(δ·)Wo(·)[Aηnear](·;µ, δ)〉L2(R)〈Φ+(·, k⋆ + δξ), κ(δ·)Wo(·)[Aηnear](·;µ, δ)〉L2(R)
)∥∥∥∥
L2(Rξ)
.
(6.118)
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The first term on the right hand side of (6.117)-(6.118) is clearly bounded by
δτ‖β̂‖L2,1(R). The next term involves a sum over terms I
j
±, j = 1, . . . , 8, which we
bound using Lemma 6.11. We shall explicitly estimate only the Ij+ terms. The I
j
−
terms are similarly controlled.
Bound on I1+: Applying the bound (6.110) to I
1
+(ξ) in (6.64) with
f(x) = p+(x, k⋆), g(x) = p+(x, k⋆)Wo(x), and Γ̂ = Γ̂(ξ) = FX [κη+,near] (ξ) ,
and using Parseval’s identity and the boundedness of κ and κ′ we obtain:∥∥χ (|ξ| ≤ δτ−1) I1+(ξ)∥∥2L2(Rξ) . δ2 ‖FX [κη+,near](ξ)‖2L2,1(Rξ)
=
δ2
2π
∫
R
|∂X(κ(X)η+,near(X))|
2 dX
. δ2
∫
R
(
|η+,near(X)|
2
+ |∂Xη+,near(X)|
2
)
dX
≈ δ2 ‖η̂+,near‖
2
L2,1(R) ,
implying
(6.119)
∥∥χ (|ξ| ≤ δτ−1) I1+(ξ)∥∥L2(Rξ) . δ ‖η̂+,near‖L2,1(R) .
Bound on I3+: We similarly apply (6.110) to I
3
+, the sum over |m| ≥ 1, given in
(6.65), and obtain
(6.120)
∥∥χ (|ξ| ≤ δτ−1) I3+(ξ)∥∥L2(R) . δ ‖η̂−,near‖L2,1(R) .
Bound on I2+: Set f = f(x, δξ) = ∆p+(x, δξ), g(x) = p+(x, k⋆)Wo(x), and Γ̂ =
Γ̂(ξ) = FX [κη+,near] (ξ) . Using (6.111), the boundedness of κ and κ′, and that by
(6.50) C∆p+ . δ
τ , we have∥∥χ (|ξ| ≤ δτ−1) I2+(ξ)∥∥L2(Rξ) . C∆p+C′p+Wo ‖FX [κη+,near]‖L2,1(Rξ)
. δτ ‖η̂+,near‖L2,1(R) .(6.121)
Bound on I4+: The bound on I
4
+ is similar to that of I
2
+:
(6.122)
∥∥χ (|ξ| ≤ δτ−1) I4+(ξ)∥∥L2(R) . δτ ‖η̂−,near‖L2,1(R) .
Bound on I5+: The expression I
5
+ in (6.67) can be estimated using (6.111) of Lemma
6.11, where we set:
Γ̂(x, ζ) = FX [κρ+](x, ζ), f(x) = p+(x; k⋆), and g(x) =Wo(x) .
By (6.111) and the boundedness of κ and κ′:∥∥χ (|ξ| ≤ δτ−1) I5+(ξ)∥∥2L2(R) . ∫
R
sup
0≤x≤1
(
(1 + |ζ|2) |FX [κρ+](x, ζ)|
2
)
dζ
.
∫
R
sup
0≤x≤1
(
|ρ+(x,X)|
2
+ |∂Xρ+(x,X)|
2
)
dX
≈
∫
Rζ
sup
0≤x≤1
(1 + |ζ|2) |FX [ρ+](x, ζ)|
2
dζ .
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From (6.52) we have
FX [ρ+](x, ζ) = χ
(
|ζ| ≤ δτ−1
)
∆p+(x, δζ)η̂+,near(ζ) .
Therefore,∥∥χ (|ξ| ≤ δτ−1) I5+(ξ)∥∥2L2(R)
.
∫
R
sup
0≤x≤1
|∆p+(x, δζ)|
2
χ
(
|ζ| ≤ δτ−1
)
(1 + |ζ|2)|η̂+,near(ζ)|
2dζ
. (C∆p+)
2‖η̂+,near‖
2
L2,1(R) ≈ δ
2τ ‖η̂+,near‖
2
L2,1(R) ,
where we have used the bound on ∆p+ in (6.50). Thus,
(6.123)
∥∥χ (|ξ| ≤ δτ−1) I5+(ξ)∥∥L2(R) . δτ ‖η̂+,near‖L2,1(R) .
Similar estimates yield the bounds:∥∥χ (|ξ| ≤ δτ−1) I6+(ξ)∥∥L2(R) . δτ ‖η̂+,near‖L2,1(R) ,(6.124) ∥∥χ (|ξ| ≤ δτ−1) I7+(ξ)∥∥L2(R) . δτ ‖η̂−,near‖L2,1(R) ,(6.125) ∥∥χ (|ξ| ≤ δτ−1) I8+(ξ)∥∥L2(R) . δτ ‖η̂−,near‖L2,1(R) .(6.126)
Finally, to complete our bound of L̂(µ), we bound the term displayed in (6.118)
using Lemmas 6.12 and 6.9. With f(x) = κ(δx)Wo(x)[Aηnear](x;µ, δ) apply (6.113)
and the bound (6.41) on the mapping ηnear 7→ [Aηnear](x;µ, δ) to obtain∥∥∥∥χ (|ξ| ≤ δτ−1)(〈Φ−(·, k⋆ + δξ), κ(δ·)Wo(·)[Aηnear](·;µ, δ)〉L2(R)〈Φ+(·, k⋆ + δξ), κ(δ·)Wo(·)[Aηnear](·;µ, δ)〉L2(R)
)∥∥∥∥
L2(Rξ)
. δ−1/2 ‖κ(δ·)Wo(·)[Aηnear](·;µ, δ)‖L2(R)
. δ−1/2 ‖[Aηnear](·;µ, δ)‖L2(R) . δ
−1/2δ1−τ ‖ηnear‖L2(R) .
Employing (6.94) and the Plancherel theorem then gives∥∥∥∥χ (|ξ| ≤ δτ−1)(〈Φ−(·, k⋆ + δξ), κ(δ·)Wo(·)[Aηnear](·;µ, δ)〉L2(R)〈Φ+(·, k⋆ + δξ), κ(δ·)Wo(·)[Aηnear](·;µ, δ)〉L2(R)
)∥∥∥∥
L2(Rξ)
. δ1−τ ‖β‖L2(R) = δ
1−τ
∥∥∥β̂∥∥∥
L2(R)
.(6.127)
Finally, substituting (6.127) and the bounds on Ij± into (6.118) and (6.117)
therefore yields∥∥∥L̂δ(µ)β̂∥∥∥
L2
. δδτ−1
∥∥∥ξβ̂(ξ)∥∥∥
L2(Rξ)
+ δτ
∥∥∥β̂∥∥∥
L2,1(R)
+ δ1−τ
∥∥∥β̂∥∥∥
L2(R)
. δτ
∥∥∥β̂∥∥∥
L2,1(R)
,
because 0 < τ < 1/2. 
Next, we seek bounds on the inhomogeneous terms M̂(ξ; δ) and N̂ (ξ; δ) on the
right hand side of (6.107).
Proposition 6.14. M̂(ξ; δ) and N̂ (ξ; δ) are bounded in L2(R), with bounds∥∥∥M̂(·; δ)∥∥∥
L2(R)
. δ−1, and
∥∥∥N̂ (·; δ)∥∥∥
L2(R)
. δ−1.
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Proof. Proving Proposition 6.14 reduces to applications of (6.113) from Lemma
6.12. Applying (6.113) to f(x) = ψ(0)(x, δx), f(x) = δψ
(1)
p (x, δx) and f(x) =
κ(δx)Wo(x)B(x; δ), respectively, gives∥∥∥M̂(·; δ)∥∥∥
L2(R)
. δ−1/2
∥∥∥ψ(0)(·, δ·)∥∥∥
L2(R)
+ δ−1/2δ
∥∥∥ψ(1)p (·, δ·)∥∥∥
L2(R)
+ δ−1/2 ‖κ(δ·)Wo(·)B(·; δ·)‖L2(R)
. δ−1/2δ−1/2 + δ1/2δ−1/2 + δ−1/2δ1/2−τ . δ−1,
using Lemma 6.1, bound (6.42) and that 0 < τ < 1/2.
And with f(x) = (2∂x∂X −κ(X)Wo(x))ψ
(1)
p (x,X), f(x) = κ(δx)Wo(x)C(x; δ),
f(x) = ∂2Xψ
(0)(x,X), and f(x) = δ∂2Xψ
(1)
p (x,X), respectively, (6.113) implies that∥∥∥N̂ (·; δ)∥∥∥
L2(R)
. δ−1/2
∥∥∥(2∂x∂X − κ(X)Wo(x))ψ(1)p (x,X)∣∣∣
X=δx
∥∥∥
L2(Rx)
+ δ−1/2 ‖κ(δ·)Wo(·)C(·; δ·)‖L2(R)
+ δ−1/2
∥∥∥∂2Xψ(0)(x,X)∣∣∣
X=δx
∥∥∥
L2(Rx)
+ δδ−1/2
∥∥∥∂2Xψ(1)p (x,X)∣∣∣
X=δx
∥∥∥
L2(Rx)
≤ δ−1/2
[∥∥∥2∂x∂Xψ(1)p (x,X)∣∣∣
X=δx
∥∥∥
L2(Rx)
+
∥∥∥κ(δ·)Wo(·)ψ(1)p (·, δ·)∥∥∥
L2(R)
+ ‖κ(δ·)Wo(·)C(·; δ·)‖L2(R) +
∥∥∥∂2Xψ(0)(x,X)∣∣∣
X=δx
∥∥∥
L2(Rx)
+δ
∥∥∥∂2Xψ(1)p (x,X)∣∣∣
X=δx
∥∥∥
L2(Rx)
]
.
Employing Lemma 6.1 and bound (6.42) then gives
(6.128)∥∥∥N̂ (·; δ)∥∥∥
L2(R)
. δ−1/2
[
δ−1/2 + δ−1/2 + δ1/2−τ + δ−1/2 + δδ−1/2
]
. δ−1,
because 0 < τ < 1/2. 
Bounding Ĉδ(µ) on L2,1(Rξ) using the boundedness of wave operators. We
first outline the strategy. Note that we may express the inverse Dirac operator as
D̂−1P̂⊥ = D̂D̂−2P̂⊥. Therefore, operator bounds on D−1P⊥ can then be reduced
to bounds on D−2P⊥. To prove the latter, we first note (in physical space) that
D2 = (iλ♯σ3∂X + ϑ♯κ(X)σ1)
2
= −σ23λ♯
2∂2X + iλ♯ϑ♯σ1σ3κ(X)∂X + iϑ♯λ♯σ3σ1∂Xκ(X) + ϑ♯
2σ21κ
2(X)
= I(−λ♯
2∂2X + ϑ♯
2κ2(X)) + iλ♯ϑ♯(σ1σ3 + σ3σ1)κ(X)∂X + iλ♯ϑ♯σ3σ1κ
′(X)
= I(−λ♯
2∂2X + ϑ♯
2κ2(X)) + λ♯ϑ♯σ2κ
′(X) .
(6.129)
Here, I denotes the 2×2 identity matrix, prime denotes differentiation with respect
to X and the Pauli matrices σj , j = 1, 2, 3 are displayed in (1.21). Thus D
2 is a
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localized perturbation of a diagonal matrix Schro¨dinger operator. Furthermore,
since [I, σ2] = 0, D2 can be conjugated to a diagonal matrix of Schro¨dinger opera-
tors, which, in turn, can be conjugated on the range of P⊥ to a diagonal matrix of
constant coefficient Schro¨dinger operators using wave operators, introduced below.
The resulting constant coefficient Schro¨dinger operators are then bounded using
the boundedness properties of wave operators.
Let V (X) denote a function which decays as X → ∞. Wave operators can
be used to extend bounds for functions of a constant coefficient operator H0, to
bounds for a variable coefficient operatorH = H0+V (X) on its continuous spectral
part. The wave operator W+, and its adjoint, W
∗
+, associated with the constant
and variable coefficient Hamiltonians H0 and H are defined by
W+ ≡ s− lim
t→∞
eitHe−itH0
W ∗+ ≡ s− limt→∞
eitH0e−itHP⊥,
where s− denotes the strong limit and P⊥ is the continuous spectral projection
defined in (6.103).
For any f Borel on R,
(6.130) f(H) P⊥ =W+f(H0)W
∗
+, f(H0) =W
∗
+f(H)W+.
Thus, any bounds on f(H) P⊥ acting between the Sobolev spaces W
k1,p1(R) and
W k2,p2(R), can be derived from bounds on f(H0) between these spaces if the wave
operator W+ is bounded between W
k1,p1(R) and W k2,p2(R) for kj ≥ 0 and pj ≥ 1,
j = 1, 2. Boundedness of W+ is a consequence of the following
Theorem 6.15. [41]. Consider the Schro¨dinger operator H = −∂2y + V (y),
with a potential, V , satisfying ‖V ‖L1a(R) ≡
∫
R
(1+ |y|)a |V (y)| dy <∞, with a > 5/2.
Furthermore, let k ≥ 1, and assume that ∂ℓxV ∈ L
1(R), for ℓ = 0, 1, 2, . . . , k − 1.
Then, the wave operators W+, W
∗
+, originally defined on W
k,p ∩ L2, 1 ≤ p ≤ ∞,
have extensions to a bounded operators on W k,p, 1 < p <∞. Moreover, there exist
positive constants cp, such that for all f ∈W k,p(R) ∩ L2 (1 < p <∞)
(6.131) ‖W+f‖Wk,p(R) ≤ cp ‖f‖Wk,p(R) ,
∥∥W ∗+f∥∥Wk,p(R) ≤ cp ‖f‖Wk,p(R) .
See also [4,6,44].
Continuing, we next diagonalize D2, displayed in (6.129). It is easy to check
that σ2 has the eigenpairs (1, i)
T ↔ Λ = 1 and (1,−i)T ↔ Λ = −1. Therefore,
for any g(X) ∈ C2,
D2g(X) =
1
2
D2
[
g1(X)
(
1
i
)
+ g−1(X)
(
1
−i
)]
=
1
2
(
1
i
)[
−λ♯
2∂2X + ϑ♯
2κ2(X) + λ♯ϑ♯κ
′(X)
]
g1(X)
+
1
2
(
1
−i
)[
−λ♯
2∂2X + ϑ♯
2κ2(X)− λ♯ϑ♯κ
′(X)
]
g−1(X),(6.132)
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where g1(X) =
〈
(1, i)T , g(X)
〉
C2
and g−1(X) =
〈
(1,−i)T , g(X)
〉
C2
. Defining
H0 ≡ −λ♯
2∂2X + ϑ♯
2κ2∞ and
H± ≡ −λ♯∂
2
X + ϑ♯
2κ2(X)± λ♯ϑ♯κ
′(X)
= H0 + ϑ♯
2(κ2(X)− κ2∞)± λ♯ϑ♯κ
′(X) ,
we may then write (6.132) as
(6.133) D2g(X) =
1
2
(
1
i
)
H+g1(X) +
1
2
(
1
−i
)
H−g−1(X) .
Since κ2(X)− κ2∞ and κ
′(X) are assumed sufficiently smooth and rapidly de-
caying as X → ±∞, we can apply Theorem 6.15 to the wave operators associated
with H± to obtain bounds on functions of D2 in terms of bounds on functions of
the constant coefficient operator H0.
Let W+,κ′ and W+,−κ′ , respectively, denote wave operators associated with the
decaying potentials Υ+(X) ≡ κ2(X) − κ2∞ + κ
′(X) and Υ−(X) ≡ κ2(X) − κ2∞ −
κ′(X). Recall that Υ±(X) satisfy the hypotheses of Theorem 6.15 with k = 0, 2
and p = 2; see (5.8). By the intertwining property (6.130), for any f Borel on R,
f(D2)P⊥g
=
1
2
(
1
i
)
f(H+)P⊥g1(X) +
1
2
(
1
−i
)
f(H−)P⊥g−1(X)
=
1
2
(
1
i
)
W+,+κ′f(H0)W
∗
+,+κ′g1(X) +
1
2
(
1
−i
)
W+,−κ′f(H0)W
∗
+,−κ′g−1(X)
=
1
2
(
W+,+κ′f(H0)W
∗
+,+κ′ W+,−κ′f(H0)W
∗
+,−κ′
iW+,+κ′f(H0)W
∗
+,+κ′ −iW+,−κ′f(H0)W
∗
+,−κ′
)(
g1
g−1
)
.
(6.134)
We shall apply (6.134) below with the choice f(x) = x−1.
Returning to the operator Ĉδ(µ), displayed in (6.108), we separate the bounds
as∥∥∥Ĉδ(µ)β̂(·)∥∥∥
L2,1(R)
≤
∥∥∥D̂−1P̂⊥(D̂ − D̂δ)β̂(·)∥∥∥
L2,1(R)
+
∥∥∥D̂−1P̂⊥L̂δ(µ)β̂(·)∥∥∥
L2,1(R)
+ δ |µ|
∥∥∥D̂−1P̂⊥β̂(·)∥∥∥
L2,1(R)
,(6.135)
and study each term separately. From (6.135) it is clear that we need to study
terms of the form
∥∥∥D̂−1P̂⊥ĝ∥∥∥
L2,1(R)
. By Parseval’s identity
∥∥∥D̂−1P̂⊥ĝ∥∥∥
L2,1(R)
=
∥∥∥D̂D̂−2P̂⊥ĝ∥∥∥
L2,1(R)
≈
∥∥DD−2P⊥g∥∥H1(R) . ∥∥D−2P⊥g∥∥H2(R) .
(6.136)
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We obtain then from (6.136), (6.134) with f(H0) = H
−1
0 , and the wave operator
bounds of Theorem 6.15:∥∥∥D̂−1P̂⊥ĝ∥∥∥
L2,1(R)
.
∥∥∥∥(W+,+κ′H−10 W ∗+,+κ′ W+,−κ′H−10 W ∗+,−κ′iW+,+κ′H−10 W ∗+,+κ′ −iW+,−κ′H−10 W ∗+,−κ′
)(
g1
g−1
)∥∥∥∥
H2(R)
.
∥∥∥∥( g1g−1
)∥∥∥∥
L2(R)
.(6.137)
For the choice ĝ(ξ) = (D̂ − D̂δ)β̂(ξ), bound (6.137) gives∥∥∥D̂−1P̂⊥(D̂ − D̂δ)β̂∥∥∥
L2,1(R)
=
∥∥∥D̂−1P̂⊥ĝ∥∥∥
L2,1(R)
.
∥∥(D −Dδ)β∥∥
L2(R)
. δ1−τ
∥∥∥β̂∥∥∥
L2,1(R)
,
where the final inequality follows from Proposition 6.13. Similarly,∥∥∥D̂−1P̂⊥L̂δ(µ)β̂(·)∥∥∥
L2,1(R)
. δτ
∥∥∥β̂∥∥∥
L2,1(R)
, and
∥∥∥D̂−1P̂⊥β̂∥∥∥
L2,1(R)
≤
∥∥∥β̂∥∥∥
L2,1(R)
.
Substituting these bounds into (6.135), we have, for 0 < τ < 1,∥∥∥Ĉδ(µ)β̂(·)∥∥∥
L2,1(R)
.
(
δ1−τ + δτ + δ |µ|
) ∥∥∥β̂∥∥∥
L2,1(R)
.
It follows that, for |µ| ≤ M with M fixed, and 0 < δ < δ0 with δ0 sufficiently
small and depending on M ,
(6.138)
∥∥∥Ĉδ(µ)∥∥∥
L2,1(R)→L2,1(R)
< 1 .
Furthermore, using the same wave operator methods along with the bounds in
Proposition 6.14 we have that the right hand side of (6.107) is in L2,1(R) and
satisfies the bound:∥∥∥D̂−1P̂⊥ {µM̂(·; δ) + N̂ (·; δ)}∥∥∥
L2,1(R)
. |µ|
∥∥∥M̂(·; δ)∥∥∥
L2(R)
+
∥∥∥N̂ (·; δ)∥∥∥
L2(R)
. |µ| δ−1 + δ−1 . δ−1.(6.139)
Thus, for 0 < δ < δ0 we may solve (6.107) for β̂:
(6.140) β̂(ξ;µ, δ) =
(
I + Ĉδ(µ)
)−1
D̂−1P̂⊥
{
µM̂(ξ; δ) + N̂ (ξ; δ)
}
,
which, from (6.139), satisfies the bound
(6.141)
∥∥∥β̂(·;µ, δ)∥∥∥
L2,1(R)
.
∥∥∥D̂−1P̂⊥ {µM̂(ξ; δ) + N̂ (ξ; δ)}∥∥∥
L2,1(R)
. δ−1.
We complete the proof of Proposition 6.10 by verifying that β̂(ξ;µ, δ) is Lips-
chitz in µ. To ease notation, let
Ŝδ(µ) =
(
I + Ĉδ(µ)
)−1
and T̂ (ξ;µ, δ) = D̂−1P̂⊥
{
µM̂(ξ; δ) + N̂ (ξ; δ)
}
.
From (6.138) and (6.139), Ŝδ(µ) and T̂ (ξ;µ, δ) are bounded in their respective
norms:
(6.142)
∥∥∥Ŝδ(µ)∥∥∥
L2,1(R)→L2,1(R)
. 1, and
∥∥∥T̂ (·;µ, δ)∥∥∥
L2,1(R)
. δ−1,
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and therefore Ŝδ(µ) is a mapping from L2,1(R) to L2,1(R) and T̂ (ξ;µ, δ) ∈ L2,1(R).
Let |µ1|, |µ2| < M . Then∥∥∥β̂(·;µ2, δ)− β̂(·;µ1, δ)∥∥∥
L2,1(R)
=
∥∥∥Ŝδ(µ2)T̂ (·;µ2, δ)− Ŝδ(µ1)T̂ (·;µ1, δ)∥∥∥
L2,1(R)
=
∥∥∥(Ŝδ(µ2)− Ŝδ(µ1)) T̂ (·;µ2, δ)− Ŝδ(µ1)(T̂ (·;µ2, δ)− T̂ (·;µ1, δ))∥∥∥
L2,1(R)
=
∥∥∥(Ŝδ(µ2)− Ŝδ(µ1)) T̂ (·;µ2, δ)∥∥∥
L2,1(R)
(6.143)
+
∥∥∥Ŝδ(µ1)(T̂ (·;µ2, δ)− T̂ (·;µ1, δ))∥∥∥
L2,1(R)
.
We proceed to bound the various terms occurring in (6.143), beginning with Ŝδ(µ2)−
Ŝδ(µ1). Since Ĉ
δ(µ1) is affine in µ (see (6.108)), we have, for 0 < δ < δ0 with δ0
sufficiently small,∥∥∥Ŝδ(µ2)− Ŝδ(µ1)∥∥∥
L2,1(R)→L2,1(R)
=
∥∥∥∥(I + Ĉδ(µ2))−1 (Ĉδ(µ1)− Ĉδ(µ2))(I + Ĉδ(µ1))−1∥∥∥∥
L2,1(R)→L2,1(R)
.
∥∥∥Ĉδ(µ1)− Ĉδ(µ2)∥∥∥
L2,1(R)→L2,1(R)
. δ
∥∥∥D̂−1P̂⊥ (µ2 − µ1)∥∥∥
L2,1(R)→L2,1(R)
(6.144)
+
∥∥∥D̂−1P̂⊥ (L̂δ(µ2)− L̂δ(µ1))∥∥∥
L2,1(R)→L2,1(R)
.
The µ dependence in L̂δ(µ)β̂(ξ) arises through [Aηnear](ξ;µ, δ); see (6.78). Applying
the wave operator bounds in (6.137) and bound (6.40) from Corollary 6.4 gives∥∥∥D̂−1P̂⊥ (L̂δ(µ2)− L̂δ(µ1)) β̂(·)∥∥∥
L2,1(R)
(6.145)
. δ−1/2 ‖[Aηnear](·;µ2, δ)− [Aηnear](·;µ1, δ)‖L2,1(R)
≤ C′δ−1/2δ1−τ |µ2 − µ1| = C
′δ1/2−τ |µ2 − µ1| .(6.146)
Similarly, from (6.137) we obtain
(6.147) δ
∥∥∥D̂−1P̂⊥ (µ2 − µ1)∥∥∥
L2,1(R)→L2,1(R)
. δ |µ2 − µ1| .
Substituting (6.146) and (6.147) into (6.144) gives the desired bound on Sδ(µ):
(6.148)
∥∥∥Ŝδ(µ2)− Ŝδ(µ1)∥∥∥
L2,1(R)→L2,1(R)
. δ1/2−τ |µ2 − µ1| .
Next, the wave operator bound (6.137) and the L2− bound for M̂(ξ; δ) in
Proposition 6.14 imply that
∥∥∥T̂ (·;µ2, δ)− T̂ (·;µ1, δ)∥∥∥
L2,1(R)
≤
∥∥∥D−1P̂⊥M̂(·; δ) (µ2 − µ1)∥∥∥
L2,1(R)
. |µ2 − µ1| .
(6.149)
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Finally, putting the above together and substituting bounds (6.148), (6.149)
and (6.142) into (6.143) yields∥∥∥β̂(·;µ2, δ)− β̂(·;µ1, δ)∥∥∥
L2,1(R)
. δ1/2−τ |µ2 − µ1|
∥∥∥T̂ (·;µ, δ)∥∥∥
L2,1(R)
+ |µ2 − µ1|
∥∥∥Ŝδ(µ)∥∥∥
L2,1(R)→L2,1(R)
≤ CMδ
−1/2−τ |µ2 − µ1| .(6.150)
This proves, for (µ, δ) ∈ RM,δ0 ≡ {|µ| < M} × (0, δ0), that β̂(ξ;µ, δ) is Lipschitz in
µ, completing the proof of Proposition 6.10.
7. Final reduction to an equation for µ = µ(δ) and its solution
Substituting expression (6.140) for β̂ into (6.104), gives an equation relating µ
and δ:
J+[µ, δ] = 0,
where
J+[µ; δ] ≡ µ δ
〈
α̂⋆(·),M̂(·; δ)
〉
L2(R)
+ δ
〈
α̂⋆(·), N̂ (·; δ)
〉
L2(R)
− δ
〈
α̂⋆(·),
(
D̂δ − D̂
)
β̂(·;µ, δ)
〉
L2(R)
− δ
〈
α̂⋆(·), L̂
δ(µ)β̂(·;µ, δ)
〉
L2(R)
+ δ2µ
〈
α̂⋆(·), β̂(·;µ, δ)
〉
L2(R)
.
The function J+[µ, δ] is well defined for |µ| < M and 0 < δ < δ0. It is also
Lipschitz with respect to µ. In the following proposition, we note that J+[µ, δ] can
be extended to the half-open interval [0, δ0) to be continuous at δ = 0.
Proposition 6.16. Let δ0 > 0 be as above. Define
(6.151) J [µ, δ] ≡
{
J+[µ, δ] for 0 < δ < δ0,
µ− µ0 for δ = 0 .
Here,
(6.152) µ0 ≡ −
〈
α⋆,G
(2)
〉
L2(R)
= E(2) ,
where G(2) is given in (4.20); see also (4.21). Fix M ≥ 2 |µ0|. Then,
(µ, δ) ∈ {|µ| < M, 0 ≤ δ < δ0} 7→ J (µ, δ)
is well-defined and continuous.
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Proof. In Appendix H it is verified that, for all 0 < δ < δ0 with δ0 sufficiently
small and 0 < τ < 1/2, the following hold for some constant CM :
lim
δ→0
δ
〈
α̂⋆(·),M̂(·; δ)
〉
L2(R)
= 1;(6.153)
lim
δ→0
δ
〈
α̂⋆(·), N̂ (·; δ)
〉
L2(R)
= −µ0;(6.154) ∣∣∣∣δ 〈α̂⋆(·),(D̂δ − D̂) β̂(·;µ, δ)〉L2(R)
∣∣∣∣ ≤ CMδ1−τ ;(6.155) ∣∣∣∣δ 〈α̂⋆(·), L̂δ(µ)β̂(·;µ, δ)〉L2(R)
∣∣∣∣ ≤ CMδτ ;(6.156) ∣∣∣∣δ2µ〈α̂⋆(·), β̂(·;µ, δ)〉L2(R)
∣∣∣∣ ≤ CMδ.(6.157)
It follows from limits (6.153) and (6.154) and bounds (6.155) - (6.157) that
J+(µ; δ) = µ− µ0 + o(1) as δ → 0, uniformly for |µ| ≤M,
and therefore that J [µ, δ], defined in (6.151), is well-defined for (µ, δ) ∈ {(µ, δ) :
|µ| < M, 0 ≤ δ < δ0} and continuous at δ = 0. 
Given β̂(·, µ, δ), constructed in Proposition 6.10, to complete the solution of
the Lyapunov-Schmidt reduced system (6.104)-(6.105), it suffices to solve (6.104)
for µ = µ(δ). Moreover, note that (6.104) holds if and only if J [µ; δ] = 0.
Proposition 6.17. There exists δ0 > 0, and a function δ 7→ µ(δ), defined
for 0 ≤ δ < δ0 such that: |µ(δ)| ≤ M , limδ→0 µ(δ) = µ(0) = µ0 ≡ E(2) and
J [µ(δ), δ] = 0 for all 0 ≤ δ < δ0.
Proof of Proposition 6.17: Choose µ′ ∈ (µ0,M). Then, J (µ′, 0) = µ′ − µ0 > 0.
By continuity at δ = 0, there exists δ′ ≤ δ0 such that for all δ ∈ (0, δ
′), we have
J (µ′, δ) > 0. Similarly, let µ′′ ∈ (−M,µ0). Then, we have J (µ′′, 0) = µ′′ − µ0 < 0
and for all δ′′ ≤ δ′:
J (µ′′, δ) < 0 and J (µ′, δ) > 0 for all δ ≤ δ′′.
It follows that there exists some µ(δ) ∈ (µ′′, µ′) such that J (µ(δ), δ) = 0.
This completes the construction of a solution pair
(
β̂δ(ξ), µ(δ)
)
, with β̂δ ∈
L2,1(Rξ), which solves the band-limited Dirac system (6.75). Our main result,
Theorem 5.1, now follows directly from Proposition 6.8.
APPENDIX A
A Variant of Poisson Summation
Theorem A.1. Let Γ(x,X) be a function defined for (x,X) ∈ R × R. As-
sume that the mapping x 7→ Γ(x,X) is H2per([0, 1]) with respect to x with values in
L2(RX), i.e.
Γ(x+ 1, X) = Γ(x,X) ,(A.1)
2∑
j=0
∫ 1
0
∥∥∂jxΓ(x, ·)∥∥2L2(RX) dx < ∞.(A.2)
We denote this Hilbert space of functions by H2 with norm-squared, ‖ · ‖2
H2
, given
in (A.1)-(A.2). Denote by Γ̂(x, ω) the Fourier transform of Γ(x,X) with respect to
X given by
(A.3) Γ̂(x, ω) =def lim
N↑∞
1
2π
∫
|x|≤N
e−iωXΓ(x,X)dX ,
where the limit is taken in L2([0, 1]x × Rω). Then, for any ζmax > 0
(A.4)
∑
n∈Z
e−iζ(x+n)Γ(x, x + n) = 2π
∑
n∈Z
e2πinxΓ̂ (x, 2πn+ ζ)
in L2([0, 1]× [−ζmax, ζmax]; dxdζ).
Proof of Theorem A.1. We begin by recalling the classical Poisson summa-
tion formula, applied to functions f(y) ∈ S(R):
(A.5)
∑
n∈Z
f(y + n) = 2π
∑
n∈Z
f̂(2πn)e2πiny .
Here, we use the choice of Fourier transform given in (1.18). Now let Γ(x,X) be
C∞([0, 1]) and one-periodic with respect to x with values in Schwartz class, S(RX).
This subspace is dense in H2 with respect to the norm ‖ · ‖H2 . For such Γ we can
expand x 7→ Γ(x,X) in a rapidly convergent Fourier series:
Γ(x,X) =
∑
m∈Z
Γm(X)e
2πimx ,
where Γm(X) =
∫ 1
0
e−2πimxΓ(x,X)dx and Γm(X) ∈ S(RX). For each fixed m, we
apply (A.5) to Γm(·). We have that the Fourier transform of Γm(X) is Γ̂m(ξ) and
therefore:
(A.6)
∑
n∈Z
Γm(X + n) = 2π
∑
n∈Z
Γ̂m(2πn)e
2πinX .
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Next, multiplying both sides of (A.6) by e2πimx and summing overm ∈ Z (the rapid
convergence in n and m ensures that we may interchange summations) yields:
(A.7)
∑
n∈Z
Γ(x,X + n) = 2π
∑
n∈Z
e2πinX Γ̂(x, 2πn) .
Next, let’s apply (A.7) where Γ(x,X) is replaced by e−iζXΓ(x,X) and whose
Fourier transform is Γ̂ (x, ξ + ζ). We obtain for every (x,X) ∈ R× R:
(A.8)
∑
n∈Z
e−iζ(X+n)Γ(x,X + n) = 2π
∑
n∈Z
e2πinX Γ̂ (x, 2πn+ ζ) .
Setting X = x in (A.8) we obtain that for Γ(x,X) in a dense subspace of H2 we
have:
(A.9)
∑
n∈Z
e−iζ(x+n)Γ(x, x+ n) = 2π
∑
n∈Z
e2πinxΓ̂ (x, 2πn+ ζ) , x ∈ R.
We now seek to extend (A.9) to all H2 in the sense of (A.4). It will suffice to
prove the following two claims:
Claim 1: Assume Γ ∈ H2 and fix ζmax > 0. Then, the linear mappings defined by
the left and right hand sides of (A.4):
Γ 7→ L[Γ](x, ζ) ≡ lim
N→∞
N∑
n=−N
e−iζ(x+n)Γ(x, x+ n)(A.10)
Γ 7→ R[Γ](x, ζ) ≡ lim
N→∞
2π
N∑
n=−N
e2πinxΓ̂ (x, 2πn+ ζ)(A.11)
are well-defined as limits in L2([0, 1]× [−ζmax, ζmax]; dxdζ).
Claim 2: Γ 7→ L[Γ](x, ζ) and Γ 7→ R[Γ](x, ζ) are bounded linear transformations
from H2 to L2([0, 1]× [−ζmax, ζmax]; dxdζ). That is, there exist constants CL, CR >
0, depending on ζmax, such that for all Γ ∈ H2∫ ∫
[0,1]×[−ζmax,ζmax];
|L[Γ](x, ζ)|2 dxdζ ≤CL‖Γ‖
2
H2
,(A.12) ∫ ∫
[0,1]×[−ζmax,ζmax];
|R[Γ](x, ζ)|2 dxdζ ≤CR‖Γ‖
2
H2
.(A.13)
We first show that Claim 1 and Claim 2 imply Theorem A.1 and then give the
proofs of these claims. Fix a Γ ∈ H2. Then, there exists a sequence Γl(x;X), l ≥ 1
with Γ ∈ C∞(S1;S(R)), such that ‖Γl − Γ‖H2 → 0 as l → ∞. In the norm of
L2([0, 1]× [−ζmax, ζmax]; dxdζ) we have∥∥∥L[Γ]−R[Γ]∥∥∥
≤
∥∥∥L[Γ]− L[Γl]∥∥∥+ ∥∥∥L[Γl]−R[Γl]∥∥∥+ ∥∥∥R[Γl]−R[Γ]∥∥∥(A.14)
The middle term in (A.14) is identically zero since we have proved (A.9) for Γ ∈
C∞(S1;S(R)). Also, by linearity and the bounds (A.12) and A.13 we have, as
l→∞,∥∥∥L[Γ]−R[Γ]∥∥∥
L2([0,1]×[−ζmax,ζmax];;dxdζ)
≤ (CL + CR)‖Γl − Γ‖H2 → 0.
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Thus, L[Γ](x, ζ) = R[Γ](x, ζ) in L2([0, 1] × [−ζmax, ζmax]; ; dxdζ), as asserted in
Theorem A.1.
Proof of Claim 1: Pick K ∈ Z+ such that 2πK > ζmax. We first prove that
L[Γ](x, ζ), the limit in (A.10) exists. For any positive integer N define:
L
N
[Γ](x, ζ) =
N∑
n=−N
e−iζ(x+n)Γ(x, x+ n).
Let N1, N2 be positive integers with N1 < N2. Then∫ ∫
[0,1]×[−ζmax,ζmax]
∣∣L
N1
[Γ](x, ζ) − L
N2
[Γ](x, ζ)
∣∣2 dxdζ
=
∫ 1
0
dx
∫ ζmax
−ζmax
dζ
∣∣∣ ∑
N1<|n|≤N2
e−iζ(x+n)Γ(x, x + n)
∣∣∣2
≤
∫ 1
0
dx
∫ 2πK
−2πK
dζ
∣∣∣ ∑
N1<|n|≤N2
e−iζnΓ(x, x+ n)
∣∣∣2
= 4πK
∫ 1
0
dx
∑
N1<|n|≤N2
∣∣∣Γ(x, x+ n)∣∣∣2
The last equality follows from Parseval’s relation, since
ζ 7→
∑
N1<|n|≤N2
e−iζnΓ(x, x + n) is the Fourier series of a 2π periodic function.
Note now that
(A.15)
∣∣∣Γ(x, x + n)∣∣∣2 ≤ sup
0≤y≤1
∣∣∣Γ(y, x+ n)∣∣∣2 . 2∑
j=0
∫ 1
0
∣∣∣∂jyΓ(y, x+ n))|2dy.
Therefore,∫ ∫
[0,1]×[−ζmax,ζmax]
∣∣L
N1
[Γ](x, ζ) − L
N2
[Γ](x, ζ)
∣∣2 dxdζ
. 4πK
2∑
j=0
∫ 1
0
dy
∫ 1
0
dx
∑
N1<|n|≤N2
∣∣∣∂jyΓ(y, x+ n))|2dy
. 4πK
2∑
j=0
∫ 1
0
dy
∫
[−N2,N2+1]\[−N1,N1+1]
∣∣∣∂jyΓ(y,X)|2dX → 0
as N2 > N1 → ∞ by the assumptions on Γ(x,X): (A.1)-(A.2). It follows that
{L
N
}N∈N is a Cauchy sequence in L2([0, 1]× [−ζmax, ζmax]; dxdζ). We denote this
limit by L[Γ](x, ζ) and also write:
(A.16) L[Γ](x, ζ) =
∑
n∈Z
e−iζ(x+n)Γ(x, x + n) .
Now we turn to the proof that the limit R[Γ](x, ζ), the limit in (A.11) exists.
For a positive integer N define:
(A.17) R
N
[Γ](x, ζ) = 2π
N∑
n=−N
e2πinxΓ̂ (x, 2πn+ ζ) .
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For N2 > N1, we have∫ ∫
[0,1]×[−ζmax,ζmax]
∣∣R
N1
[Γ](x, ζ) −R
N2
[Γ](x, ζ)
∣∣2 dxdζ
= (2π)2
∫ ζmax
−ζmax
dζ
∫ 1
0
dx
∣∣∣ ∑
N1<|n|≤N2
e2πinxΓ̂ (x, 2πn+ ζ)
∣∣∣2 .(A.18)
We view the dx− integral in (A.18) as an expression of the general form:
(A.19)
∫ 1
0
|∆I(x, ζ)|
2dx, where ∆I(x, ζ) ≡
∑
n∈I
e2πinxΓ̂ (x, 2πn+ ζ) ,
and I denotes a finite subset of Z.
Proposition A.2. For ζ ∈ [−ζmax, ζmax] a.e.,
(A.20)
∫ 1
0
|∆I [Γ](x, ζ)|
2
dx .
2∑
j=0
∑
m∈I
∫ 1
0
∣∣∣∂jxΓ̂ (x, 2πm+ ζ) ∣∣∣2dx.
Proof of Proposition A.2: Note first that
∫ 1
0
dx |∆I [Γ](x, ζ)|
2
=
∫ 1
0
dx ∆I [Γ](x, ζ)∆I [Γ](x, ζ)
=
∫ 1
0
dx
∑
m,m′∈I
e2πi(m−m
′)x Γ̂ (x, 2πm+ ζ) Γ̂ (x, 2πm′ + ζ) .(A.21)
Consider the contribution from oscillatory-in-x terms, i.e. the sum over all
m ∈ I and m′ ∈ I for which m 6= m′. Integration by parts yields:∑
m 6=m′
∫ 1
0
e2πi(m−m
′)x Γ̂ (x, 2πm+ ζ) Γ̂ (x, 2πm′ + ζ) dx
=
∑
m 6=m′
(
1
2πi(m−m′)
)2
×
∫ 1
0
e2πi(m−m
′)x ∂
2
∂x2
[
Γ̂ (x, 2πm+ ζ) Γ̂ (x, 2πm′ + ζ)
]
dx
=
∑
j+j′=2
∑
m 6=m′
(
1
2πi(m−m′)
)2
×
∫ 1
0
e2πi(m−m
′)xcoeff
jj′
∂jxΓ̂ (x, 2πm+ ζ) ∂
j′
x Γ̂ (x, 2πm′ + ζ)dx,
(0 ≤ j, j′ ≤ 2)
.
∑
m 6=m′
(
1
2π(m−m′)
)2
×
2∑
j=0
[∫ 1
0
∣∣∣∂jxΓ̂ (x, 2πm+ ζ)∣∣∣2 dx] 12 2∑
j′=0
[∫ 1
0
∣∣∣∂j′x Γ̂ (x, 2πm′ + ζ)∣∣∣2 dx] 12 .
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The contribution from m,m′ ∈ I with m = m′ is:∑
m∈I
∫ 1
0
∣∣∣Γ̂ (x, 2πm+ ζ)∣∣∣2 dx .
It follows that∫ 1
0
|∆I [Γ](x, ζ)|
2
dx .
∑
m′∈I
∑
m∈I
1
1 + (m′ −m)2
zm(ζ) zm′(ζ),
=
∑
m′∈Z
1I(m
′)
∑
m∈Z
1
1 + (m′ −m)2
1I(m)zm(ζ)1I(m
′)zm′(ζ),(A.22)
where 1I(m) = 1 for m ∈ I and zero otherwise, and
(A.23) zm(ζ) ≡
2∑
j=0
[∫ 1
0
∣∣∣∂jxΓ̂ (x, 2πm+ ζ)∣∣∣2 dx] 12 .
To bound the sum in (A.22), first apply the Cauchy-Schwarz inequality to the sum
over m′: ∫ 1
0
|∆I [Γ](x, ζ)|
2
dx
.
∑
m′∈Z
1I(m
′)
∣∣∣∣∣∑
m∈Z
1
1 + (m′ −m)2
1I(m)zm(ζ)
∣∣∣∣∣
2
 12 ×(A.24)
(∑
m′∈Z
|1I(m
′)zm′(ζ)|
2
) 1
2
.
Next, by Young’s inequality (K ∈ l1(Z) =⇒ ‖K ⋆ z‖l2(Z) ≤ ‖K‖l1(Z) ‖z‖l2(Z))
(A.25)
∫ 1
0
|∆I [Γ](x, ζ)|
2
dx .
∑
m′∈I
|zm′(ζ)|
2.
Therefore by (A.25) and (A.23) we have
(A.26)
∫ 1
0
|∆I [Γ](x, ζ)|
2
dx .
2∑
j=0
∑
m∈I
∫ 1
0
∣∣∣∂jxΓ̂ (x, 2πm+ ζ) ∣∣∣2dx.
This completes the proof of Proposition A.2.
We next apply Proposition A.2 for the choice of I = {n ∈ Z : N1 < |n| ≤ N2}.
For this choice of I, we integrate (A.20) with respect to ζ and obtain:∫ ζmax
−ζmax
dζ
∫ 1
0
dx |∆I [Γ](x, ζ)|
2(A.27)
.
2∑
j=0
∫ 1
0
dx
∑
N1<|m|≤N2
∫ ζmax
−ζmax
dζ
∣∣∣∂jxΓ̂ (x, 2πm+ ζ) ∣∣∣2
≤
2∑
j=0
∫ 1
0
dx
∫ ∞
−∞
[ ∑
N1<|m|≤N2
1
[2πm−ζmax,2πm+ζmax]
(ξ)|∂jxΓ̂ (x, ξ) |
2
]
dξ(A.28)
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which tends to zero as N2 > N1 →∞ by (A.2) and the Plancherel identity. Since,
∆I(x, ζ) = RN2 [Γ](x, ζ) − RN1 [Γ](x, ζ), the sequence {RN [Γ]}N≥1 is Cauchy in
L2([0, 1]× [−ζmax, ζmax]) and has a limit which we denote by
(A.29) R[Γ](x, ζ) = 2π
∑
n∈Z
e2πinxΓ̂ (x, 2πn+ ζ) .
This completes the proof of Claim 1.
Proof of Claim 2: Pick K ∈ Z+ such that 2πK > ζmax. From the definition of
L[Γ](x, ζ) (A.16), the fact that ζ 7→
∑
n∈Z e
−iζnΓ(x, x + n) is the Fourier series of
a 2π− periodic function and the Parseval relation, we have:∫ ζmax
−ζmax
dζ|LN [Γ](x, ζ)|
2 =
∫ ζmax
−ζmax
dζ
∣∣∣e−iζx ∑
|n|≤N
e−iζnΓ(x, x+ n)
∣∣∣2
≤
∫ 2πK
−2πK
dζ
∣∣∣ ∑
|n|≤N
e−iζnΓ(x, x+ n)
∣∣∣2
≤ 4πK
∑
n∈Z
∣∣∣Γ(x, x + n)∣∣∣2.
Therefore, by (A.15)∫ ζmax
−ζmax
dζ|LN [Γ](x, ζ)|
2 . 4πK
2∑
j=0
∑
n∈Z
∫ 1
0
∣∣∂jyΓ(y, x+ n)∣∣2 dy.
Integration over x implies the bound (A.12). Namely,∫ 1
0
dx
∫ ζmax
−ζmax
dζ|LN [Γ](x, ζ)|
2 . 4πK
2∑
j=0
∑
n∈Z
∫ 1
0
∫ 1
0
dx
∣∣∂jyΓ(y, x+ n)∣∣2 dy
= 4πK
2∑
j=0
∑
n∈Z
∫ n+1
n
∣∣∂jyΓ(y,X)∣∣2 dXdy
= 4πK
2∑
j=0
∫
R
∣∣∂jyΓ(y,X)∣∣2 dXdy = 4πK ‖Γ‖2H2 .
Since LN [Γ] → L[Γ] in L2([0, 1] × [−ζmax, ζmax]) it follows that L : Γ 7→ L[Γ] is
bounded from H2 to L2([0, 1]× [−ζmax, ζmax]); dxdζ).
Finally, we turn to the bound on Γ 7→ R[Γ]. By (A.29), (A.19) and Proposition
A.2, with I = {−N ≤ |m| ≤ N}, we have∫ 1
0
|RN [Γ](x, ζ)|
2dx =
∫ 1
0
|∆I(x, ζ)|
2dx
.
2∑
j=0
∑
|m|≤N
∫ 1
0
dx|∂jxΓ̂(x, 2πm+ ζ)|
2 .
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Integration over [−ζmax, ζmax] with respect to ζ and applying the Plancherel identity
gives for every N ∈ Z+:∫ ζmax
−ζmax
dζ
∫ 1
0
dx |RN [Γ](x, ζ)|
2
.
2∑
j=0
∫ 1
0
dx
∫
R
1
[2πm−ζmax,2πm+ζmax]
(ξ)
∣∣∣∂jxΓ̂ (x, ξ) ∣∣∣2dξ
. C(K)
2∑
j=0
∫ 1
0
dx
∫
R
∣∣∣∂jxΓ (x,X) ∣∣∣2dX = C(K) ‖Γ‖2H2 .
Since RN [Γ]→ R[Γ] in L2([0, 1]×[−ζmax, ζmax]); dxdζ) we obtain the desired bound
(A.13). This completes the proof of Theorem A.1 (Theorem 2.2), the Poisson
summation formula in L2loc.

APPENDIX B
1D Dirac points and Floquet-Bloch Eigenfunctions
1. Conditions ensuring a 1D Dirac point; proof of Theorem 3.4
Let Ve ∈ L2e . We consider the Floquet-Bloch eigenvalue problem (2.4)
HVe(k)p = Ep, p(x+ 1; k) = p(x; k), where(B.1)
HVe(k) ≡ −(∂x + ik)
2 + Ve(x) ,(B.2)
for k near k⋆ = π. We write
k = k⋆ + k
′ ,
where |k′| will be taken to be small and rewrite the Floquet-Bloch eigenvalue prob-
lem as (
−(∂x + i(k⋆ + k
′))2 + Ve(x)
)
p(x; k⋆ + k
′) = E(k⋆ + k
′) p(x; k⋆ + k
′),(B.3)
p(x+ 1; k⋆ + k
′) = p(x; k⋆ + k
′).
Recall that E⋆ is a double eigenvalue with corresponding eigenspace spanned
by {Φ1,Φ2}. We study (B.3) for E near E⋆ and k′ small as a problem in the
perturbation theory of a degenerate eigenvalue. Let
(B.4) pj(x) = e
−ik⋆xΦj(x)
and seek a solution of the form:
E(k⋆ + k
′) = E⋆ + E
(1),(B.5)
p(x; k⋆ + k
′) = p(0) + p(1), p(0) ≡ αp1 + βp2 ,(B.6)
where
(B.7)
〈
pj , p
(1)
〉
L2[0,1]
= 0, j = 1, 2.
Substituting (B.5)-(B.6) into (B.3) we obtain the inhomogeneous problem for
p(1) ∈ L2[0, 1]:
(HVe(k⋆)− E⋆) p
(1) =
(
2ik′(∂x + ik⋆)− (k
′)2 + E(1)
)
p(1)
+
(
2ik′(∂x + ik⋆)− (k
′)2 + E(1)
)
p(0)
≡ J(α, β, k′, E(1), p(1)) .(B.8)
Introduce the orthogonal projections P‖ and P⊥ defined by:
P‖f(x) = 〈p1, f〉L2([0,1]) p1(x) + 〈p2, f〉L2([0,1]) p2(x),
P⊥f(x) = (I − P‖)f(x).
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Equation (B.8) may be rewritten as the following system for the unknowns p(1) =
p(1)(x; k′) and E(1) = E(1)(k′):
(HVe(k⋆)− E⋆) p
(1) = P⊥J(α, β, k
′, E(1), p(1)),(B.9)
0 = P‖J(α, β, k
′, E(1), p(1)).(B.10)
In detail, system (B.9)-(B.10) reads
(HVe(k⋆)− E⋆) p
(1) = P⊥
(
2ik′(∂x + ik⋆)− (k
′)2 + E(1)
)
p(1)
+ P⊥ (2ik
′(∂x + ik⋆)) p
(0),(B.11)
P‖
(
2ik′(∂x + ik⋆)− k
′2 + E(1))
)
p(0) + P‖ (2ik
′(∂x + ik⋆) p
(1) = 0.(B.12)
Introduce the resolvent
Rk⋆(E⋆) = (HVe(k⋆)− E⋆)
−1 ,
defined as a bounded map from P⊥L
2[0, 1] to P⊥H
2[0, 1]. Equation (B.11) for p(1)
can be rewritten as
(B.13) (I +A) p(1) = Rk⋆(E⋆) P⊥ (2ik
′(∂x + ik⋆) p
(0),
where
(B.14) f 7→ Af ≡ Rk⋆(E⋆) P⊥
(
−2ik′(∂x + ik⋆) + (k
′)2 − E(1)
)
f
is a bounded operator on H2per[0, 1] for any s. Furthermore, for |k
′| + |E(1)| suffi-
ciently small, the operator norm of A is less than one, (I +A)−1 exists, and hence
(B.13) is uniquely solvable in P⊥H
2
per[0, 1]:
p(1) =
(
I + Rk⋆(E⋆) P⊥
(
−2ik′(∂x + ik⋆) + (k
′)2 − E(1)
) )−1
◦ Rk⋆(E⋆) P⊥ (2ik
′(∂x + ik⋆)) p
(0).(B.15)
Recall that p(0) = αp1(x) + βp2(x) (equation (B.6)) and therefore that p
(1) is
linear in α and β. We may therefore write
(B.16) p(1) = p(1)(x; k′, E(1)) = k′ g(1)[k′, E(1)](x)α + k′ g(2)[k′, E(1)](x)β,
where (k′, E(1)) 7→ g(j)(k′, E(1)) is a smooth mapping from a neighborhood of
(0, 0) ∈ R× C into H2per([0, 1]), which satisfies the bound∥∥∥g(j)(k′, E(1))∥∥∥
H2([0,1])
. 1 + |k′|+ |E(1)| , j = 1, 2.
Note also that
(B.17) P‖g
(j)(k′, E(1)) = 0, j = 1, 2.
Thus we can substitute (B.16) into (B.12) and obtain a system of two homoge-
neous linear equations for α and β. To express this system in a compact form we
note the following relations:
(∂x + ik⋆) pj = e
−ik⋆x ∂x e
ik⋆xpj = e
−ik⋆x∂xΦj ,
〈pi, pj〉L2[0,1] = 〈Φi,Φj〉L2[0,1] = δij , j = 1, 2,(B.18)
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and define
G(j)[k′, E(1)](x) = eik⋆x g(j)[k′, E(1)](x), and note
〈
Φi, G
(j)
〉
= 0, i, j = 1, 2
by (B.17). Furthermore, since
∂x : H
s
k⋆,σ → H
s−1
k⋆,σ
, σ = e, o,
Rk⋆(E⋆) : P⊥H
s
k⋆,σ → P⊥H
s+2
k⋆,σ
, σ = e, o,(B.19)
we have that
G(1)[k′, E(1)] ∈ H2e , and G
(2)[k′, E(1)] ∈ H2o .
Equation (B.12) for (α, β) can now be written in the form
(B.20) M(E(1), k′)
(
α
β
)
= 0,
with (inner products in (B.21) are over L2([0, 1]))
M(E(1), k′) ≡
(
E(1) + 2ik′ 〈Φ1, ∂xΦ1〉 − k
′2 2ik′ 〈Φ1, ∂xΦ2〉
2ik′ 〈Φ2, ∂xΦ1〉 E(1) + 2ik′ 〈Φ2, ∂xΦ2〉 − k′
2
)
+ 2i(k′)2
(〈
Φ1, ∂xG
(1)[k′, E(1)]
〉 〈
Φ1, ∂xG
(2)[k′, E(1)]
〉〈
Φ2, ∂xG
(1)[k′, E(1)]
〉 〈
Φ2, ∂xG
(2)[k′, E(1)]
〉) ,(B.21)
where (k′, E(1)) 7→ G(j)[k′, E(1)], ∂xG(j)[k′, E(1)] are smooth functions of (k′, E(1))
in a neighborhood of (0, 0) and
‖G(j)[k′, E(1)]‖L2[0,1] + ‖∂xG
(j)[k′, E(1)]‖L2[0,1] = O
(
1 + |k′|+ |E(1)|
)
.(B.22)
Thus, E = E⋆ +E
(1)(k′) is an eigenvalue for the spectral problem (B.3) if and
only if E(1) = E(1)(k′) solves
(B.23) detM
(
E(1), k′
)
= 0.
Symmetries can be used to simplify (B.21). Indeed, by the relations (B.19) and
the fact that
(B.24) f ∈ L2k⋆,e, g ∈ L
2
k⋆,o =⇒ 〈f, g〉 = 0,
the matrix Mij
(
E(1), k′
)
, displayed in (B.21), has vanishing off-diagonal entries:
(B.25) Mij
(
E(1), k′
)
= 0 for i, j = 1, 2 and i 6= j.
Therefore, det M
(
E(1), k′
)
= 0, (B.23), implies that either
(B.26) E(1) + 2ik′ 〈Φ1, ∂xΦ1〉 − k
′2 + 2ik′
2
〈
Φ1, ∂xG
(1)[k′, E(1)]
〉
= 0,
or
(B.27) E(1) + 2ik′ 〈Φ2, ∂xΦ2〉 − k
′2 + 2ik′
2
〈
Φ2, ∂xG
(2)[k′, E(1)]
〉
= 0.
Furthermore, since Φ1(x) = I [Φ2] (x) = Φ2(−x), it is easily seen that
(B.28) 〈Φ1, ∂xΦ1〉 = −〈Φ2, ∂xΦ2〉.
Thus, using (B.22), we have the two branches of the dispersion locus:
F−(E
(1), k′) ≡ E(1) + λ♯ k
′ − k′
2
+ k′
2
γ1(k
′, E(1)) = 0,(B.29)
F+(E
(1), k′) ≡ E(1) − λ♯ k
′ − k′
2
+ k′
2
γ2(k
′, E(1)) = 0,(B.30)
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where γj(k
′, E(1)), j = 1, 2, are smooth and
γj(k
′, E(1)) ≡ i
〈
Φj , ∂xG
(j)[k′, E(1)]
〉
= O
(
1 + |k′|+ |E(1)|
)
, j = 1, 2,
for |k′|+ |E(1)| small.
The constant (“Fermi velocity”), λ♯, may be expressed in terms of the Fourier
coefficients of Φ1 ∈ L
2
k⋆,e
:
λ♯ ≡ 2i 〈Φ1, ∂xΦ1〉L2([0,1])(B.31)
= 2i
∫ 1
0
∑
m∈2Z
c(m)e−ik⋆xe−2πimx
∑
p∈2Z
i(2pπ + k⋆)c(p)e
ik⋆xe2πipxdx
= −2π
{
2
∑
m∈2Z
m |c1(m)|
2
+ 1
}
(Recall k⋆ = π).(B.32)
Thus, λ♯ is real.
Nondegeneracy Hypothesis: λ♯, given by (B.31), (B.32) is non-zero. In Lemma
C.2 below, it is shown that λ♯ is always nonzero for ε sufficiently small.
Since λ♯ 6= 0, the implicit function theorem can be applied to show the existence
of a positive constant, ζ0, and smooth maps k
′ 7→ η±(k
′) = O(k′), defined for
|k′| < ζ0, such that
F−(E
(1)
− (k
′), k′) = 0 and F+(E
(1)
+ (k
′), k′) = 0,
where
E
(1)
− (k) = −λ♯ k
′ (1 + η−(k
′)) ,(B.33)
E
(1)
+ (k) = +λ♯ k
′ (1 + η+(k
′)) ,(B.34)
are defined for |k′| < ζ0. Note that ±λ♯ is the linear order term in the expansion
of E±(k) around k⋆ - that is, E
′
±(k⋆) = ±λ♯.
This completes the proof of Theorem 3.4.
2. Expansion of Floquet-Bloch modes near a 1D Dirac; proof of
Proposition 3.5
Corresponding to the Floquet-Bloch eigenvalue E−(k
′), given by (B.34), we
have the corresponding null-vector, (α−, β−) = (1, 0) of M(E−(k′), k′). Via (B.6)
this generates the Floquet-Bloch eigenstate:
(B.35) Φ−(x; k
′) = c−(k
′) ( Φ1(x) + ξ−(x; k
′) ) ∈ L2k⋆,e,
where c−(k
′) = 1 +O±(k′) is a normalization constant and k′ 7→ ξ−(x; k′), c−(k′)
are smooth for x ∈ [0, 1], |k′| < ζ0. Similarly, the Floquet-Bloch eigenvalue E+(k′),
given by (B.33), and corresponding null vector (α+, β+) = (0, 1) of M(E+(k′), k′),
generates, via (B.6), the Floquet-Bloch eigenstate:
Φ+(x; k
′) = c+(k
′) ( Φ2(x) + ξ+(x; k
′) ) ∈ L2k⋆,o,(B.36)
where c+(k
′) = 1 +O±(k
′) is a normalization constant and k′ 7→ ξ+(x; k
′), c+(k
′)
are smooth for x ∈ [0, 1], |k′| < ζ0.
APPENDIX C
Dirac Points for Small Amplitude Potentials
Consider the Floquet-Bloch eigenvalue problem (2.4)
H(ε)Φ = EΦ, Φ(x+ 1) = eik⋆Φ(x), where
H(ε) ≡ −∂2x + εVe(x).
(C.1)
We first show that for |ε| small there exist quasi-momentum / energy pairs
(k⋆, E
(ε)
⋆,n) with (π,E
(ε)
⋆,n))|ε=0 = (π, π2(2n + 1)2), which are Dirac points in the
sense of Definition 3.1. Fix n and to simplify notation set E
(ε)
⋆,n ≡ E⋆. By Theorem
3.4 we need to prove that, for ε sufficiently small, the following conditions hold.
I. E⋆ is a simple L
2
k⋆,e
- eigenvalue of H(ε) with 1-dimensional eigenspace
span{Φ1(x)} ⊂ L
2
k⋆,e.
II. E⋆ is a simple L
2
k⋆,o
- eigenvalue of H(ε) with 1-dimensional eigenspace
span
{
Φ2(x) = I [Φ1] (x) = Φ1(−x)
}
⊂ L2k⋆,o.
III. Non-degeneracy condition:
(C.2) 0 6= λ♯ ≡ 2i 〈Φ1, ∂xΦ1〉 = −2π
{
2
∑
m∈2Z
m |c1(m)|
2
+ 1
}
,
where {c1(m)}m∈Z denote the L2k⋆,e− Fourier coefficients of Φ1(x).
Since εVe(x) ∈ L2e , it follows from Proposition 3.3 that property I implies property
II. Thus to prove Theorem 3.6, it is sufficient verify properties I and III:
Lemma C.1. (Property I) There exists an ε0 > 0 such that for all ε ∈ (−ε0, ε0),
E⋆ is a simple L
2
k⋆,e
- eigenvalue of H(ε) with 1-dimensional eigenspace
span{Φ1(x)} ⊂ L
2
k⋆,e.
Lemma C.2. (Property III) There exists an ε0 > 0 such that for all ε ∈ (0, ε0),
the “Fermi velocity”, λ♯, defined in (C.2) for H
(ε) is nonzero.
Proof of Lemma C.1: Recall that E(0) ≡ E
(0)
⋆,n = π
2(2n+ 1)2 is a simple L2k⋆,e
eigenvalue of (C.1) for ε = 0, with eigenspace
(C.3) span
{
Φ(0)n (x) = e
iπx e2πinx
}
⊂ L2k⋆,e, if n is even,
and eigenspace
(C.4) span
{
Φ(0)n (−x) = e
iπx e2πi(−n−1)x
}
⊂ L2k⋆,e, if n is odd.
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Without loss of generality, we may assume that n is even and denote the corre-
sponding eigenfunction as Φ(0)(x).
We seek a solution to (C.1) of the form
Φ(ε)(x) = Φ(0)(x) + εΦ(1)(x),
E(ε) = E(0) + εE(1),
(C.5)
where Φ(1) and E(1) are ε− dependent corrections and |ε| 6= 0 and small. Substi-
tuting (C.5) into (C.1), we obtain the inhomogeneous problem for Φ(1) ∈ L2k⋆,e:
(C.6)
(
−∂2x − E
(0)
)
Φ(1) +
(
Ve − E
(1)
)(
Φ(0) + εΦ(1)
)
= 0.
We proceed with a Lyapunov-Schmidt reduction argument. Define the orthog-
onal projection operators Q‖ and Q⊥:
Q‖f(x) =
〈
Φ(0), f
〉
L2[0,1]
Φ(0)(x), and Q⊥f(x) = (I −Q‖)f(x).
Equation (C.6) may be rewritten as the following system for the unknowns Φ(1) =
Φ(1)(x) and E(1):
Q‖
(
Ve − E
(1)
)(
Φ(0) + εΦ(1)
)
= 0,(C.7) (
−∂2x − E
(0)
)
Φ(1) = −Q⊥
(
Ve − E
(1)
)(
Φ(0) + εΦ(1)
)
.(C.8)
Next, we introduce the bounded resolvent operator
R(E(0)) =
(
−∂2x − E
(0)
)−1
: Q⊥L
2
k⋆,e → Q⊥H
2
k⋆,e,
and rewrite equation (C.8) as
(C.9) (I +A(ε))Φ(1)(x) = −R(E(0))Q⊥
(
Ve(x)− E
(1)
)
Φ(0),
where
A(ε) = εR(E(0))Q⊥
(
Ve − E
(1)
)
,
is a bounded operator on H2k⋆,e. Furthermore, for ε sufficiently small, A(ε) has
norm less than one. Therefore (I +A(ε))−1 exists and (C.8) is uniquely solvable in
Q⊥H
2
k⋆,e
:
(C.10)
Φ(1) = −
(
I + εR(E(0))Q⊥
(
Ve(x)− E
(1)
))−1
◦R(E(0))Q⊥
(
Ve(x)− E
(1)
)
Φ(0).
Substituting (C.10) into (C.7), yields algebraic problem with E(1) as the only
unknown:
(C.11) G(E(1); ε) ≡
〈
Φ(0),
(
Ve − E
(1)
)(
Φ(0) + εΦ(1)
)〉
L2[0,1]
= 0.
We solve G(E(1); ε) = 0 for E(1) using the implicit function theorem.
For ε = 0, equation (C.11), the Fourier description of the potential Ve in (3.5)
and the definition of Φ(0) in (C.3) imply
E(1) =
〈
Φ(0), VeΦ
(0)
〉
L2[0,1]
= v0.(C.12)
Moreover, G(E(1); ε) is analytic in a neighborhood of (E(1), ε) = (v0, 0), and it
is straightforward to check directly that ∂E(1)G(v0, 0) = −1. Therefore, by the
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implicit function theorem, there exists a ε0 > 0 such that for ε ∈ (−ε0, ε0), there is
a continuous function ε 7→ E(1)(ε), satisfying E(1)(0) = v0 and
G(E(1)(ε), ε) = 0 for ε ∈ (−ε0, ε0).
It follows from the expansions in (C.5) that, for ε ∈ (−ε0, ε0), E⋆ ≡ Eε is a
simple L2k⋆,e− eigenvalue with corresponding eigenfunction Φ1(x) ≡ Φ
(ε)(x). This
completes the proof of Lemma C.1.
Proof of Lemma C.2: We continue to assume, without loss of generality, that
n is even. From (C.5) and (C.3), Φ1(x) may be expanded:
Φ1(x) ≡ Φ
(ε)(x) = eik⋆x e2iπnx +O(ε).
Calculating λ♯ we have:
λ♯ = 2i 〈Φ1, ∂xΦ1〉L2([0,1])
= 2i
∫ 1
0
e−ik⋆xe−2πinx∂x
(
eik⋆xe2πinx
)
dx+O(ε)
= −2 (2nπ + k⋆) +O(ε) = −2π (2n+ 1) +O(ε).(C.13)
Therefore, for ε sufficiently small, λ♯ 6= 0. This completes the proof of Lemma C.2
and therewith the proof of Theorem 3.6.

APPENDIX D
Genericity of Dirac Points - 1D and 2D cases
Theorem 3.6 establishes the existence of a sequence of Dirac points of H(ε) =
−∂2x + Ve(x) in the sense of Definition 3.1 for all ε sufficiently small and non-zero.
That is, for each fixed n ≥ 1, there exists ε0 = ε0(n) > 0 and a real-valued
continuous function, defined on (−ε0, ε0):
ε 7→ E
(ε)
⋆,n, with E
(ε)
⋆,n
∣∣∣
ε=0
= π2(2n+ 1)2,
such that (k⋆ = π,E
(ε)
⋆,n) is a Dirac point (linear band crossing) in the sense of
Definition 3.1 with symmetry S = I and decomposition H2k⋆ = H
2
k⋆,e
⊕H2k⋆,o.
The article [11] studies the operators H
(ε)
h = −∆ + εVh, where Vh is a a
honeycomb lattice potential on R2, satisfying a simple non-degeneracy condition.
For H
(ε)
h there is an analogous notion of Dirac point (linear band crossing), a quasi-
momentum / energy pair at which a conical touching of adjacent dispersion surfaces
occurs; see Theorem 4.1 of [11]. Part (3) of Theorem 5.1 of [11] states that that for
all ε ∈ (−ε0, ε0)\{0} the operator H
(ε)
h , has a Dirac point (k = K⋆, E = E
ε
⋆) where
K denotes a high-symmetry quasi-momentum (a vertex of the regular hexagonal
Brillouin zone) provided Vh is a two-dimensional honeycomb lattice potential with
an appropriate non-degeneracy hypothesis.
In [11] it is further proved that H
(ε)
h has Dirac points for all real ε with |ε| ≥ ε0,
except possibly for an exceptional set, C˜, which is countable and closed; see Parts
(1) and (2) of Theorem 5.1 of [11]. The method of [11] can be applied to the
operator H(ε) = −∂2x + Ve(x) to show that each map ε 7→ E
(ε)
⋆,n can be continued
extended from (−ε0(n), ε0(n)) to all R minus an exceptional set, C˜n, which is a
countable and closed subset of R \ (−ε0(n), ε0(n)), and such that for all ε ∈ R \ C˜n
the quasi-momentum / energy pair (k⋆ = π,E
(ε)
⋆,n) is a Dirac point in the sense of
Definition 3.1 with symmetry S = I and decomposition H2k⋆ = H
2
k⋆,e
⊕H2k⋆,o.
The purpose of this section is to prove:
Proposition D.1. For H(ε) = −∂2x + Ve(x), the exceptional set of ε− values
is a discrete subset of R \ (−ε0, ε0).
We carry out the proof for H(ε) = −∂2x+ Ve(x). Discreteness of the exceptional set
holds as well for H
(ε)
h and in Remark D.1 we explain how to adapt the proof in this
section to obtain this result. Without loss of generality, assume ε ≥ 0.
The global study of the eigenvalue problem for H(ε) is facilitated by the fol-
lowing:
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Proposition D.2. There exists a function (E, ε) 7→ Ee(E, ε), defined and ana-
lytic on C2 and such that for ε real, E is an L2
e
− eigenvalue of geometric multiplicity
m if and only if E is a root of Ee(E, ε) = 0 of multiplicity m.
In analogy with the construction in [11], we take Ee(E, ε) = det[I − (µ + 1)T (ε)],
where T (ε) is a trace class operator, obtained when formulating the eigenvalue
problem for −∂2x + Ve(x) on L
2
e as a Lippmann-Schwinger (nonlocal / integral )
equation. See Section 7 of [11] for details for the case of H
(ε)
h = −∆ + εVh. In
[11] the analogue of T (ε) is not trace class and hence a renormalized (modified)
determinant is required.
We require the following two results on complex-analytic functions on C2.
Lemma D.3. Let F (z, t) be analytic on a neighborhood of (0, 0) ∈ C2 with
F (0, 0) = 0. Suppose F (z, t) = 0 and t ∈ R implies z ∈ R. Then there exists
an analytic function g(t) on a neighborhood of 0 ∈ C such that g(0) = 0 and
F (g(t), t) = 0 for all small t.
Lemma D.4. Let F be as in Lemma D.3. Then we may write
(D.1) F (z, t) = G(z, t)×Πmν=1 (z − gν(t)) ,
where m ≥ 1,
(1) G(z, t) and gν(t), ν = 1, . . . ,m, are analytic in a neighborhood of the
origin,
(2) gν(0) = 0 for each ν = 1, . . . ,m, and
(3) G(0, 0) 6= 0.
Proof of Lemma D.3: By hypothesis, for t ∈ R, F can only vanish for z ∈ R.
Therefore F is not identically zero. Therefore, the equation F (z, t) = 0 can be
solved for z in terms of t by a Puisieux series [22], i.e. a convergent series of the
form
(D.2) z =
∑
l≥1
al(t
1
m )l,
where m ≥ 1 is an integer and any mth root of t produces a solution of F (z, t) = 0.
Let t be small and positive and use the positive mth root of t. By hypothesis, z
must be real. Hence, all al are real. If all non-zero al are such that l ≡ 0 (mod m),
then we are done. Otherwise, let n denote the least positive integer such that n is
not a positive integer multiple of m and an 6= 0. We may then write our solution
of F (z, t) = 0 as
(D.3) z =
[ ∑˜
l≥1
alt
l/m
]
+ an
(
t1/m
)n
+ o(|t|
n
m ),
where
∑˜
l≥1 indicates a sum over all l ≥ 1, such that l ≡ 0 (mod m). Recall again
that (D.3) holds with any choice of mth root of t.
Whenever t is real, we know that z is real, and therefore the expression in (D.3)
within brackets is real. Therefore, an
(
t1/m
)n
= real quantity + o
(
|t|n/m
)
for t
real and small. Since an is real and non-zero, we must have
(D.4)
(
t1/m
)n
= real quantity + o
(
|t|n/m
)
for t real;
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here again t1/m may be any of the mth roots of t. It follows that (e2πi/m)n ∈ R, i.e.
n/m ∈ Z or n/m ∈ Z+ 1/2. By the definition of n, we have n/m /∈ Z. Therefore,
n/m ∈ Z+ 1/2.
Now take t small and negative and we obtain
(
t1/m
)n
∈ iR. This contradicts
(D.4). It follows that all non-zero al are real and are such that l ≡ 0 mod m.
In other words, the Puisieux series (D.2), which we now denote g(t), is in fact a
convergent power series in the variable t in a neighborhood of 0 ∈ C. This completes
the proof of Lemma D.3.
Proof of Lemma D.4: Since z 7→ F (z, 0) is analytic and F (z, 0) 6= 0 for z /∈ R,
we know that F (z, 0) vanishes to finite order at z = 0. We proceed by induction
on, m ≥ 0, the order of vanishing. We cannot have m = 0 since F (0, 0) = 0. If
m = 1, then the desired conclusion follows from the implicit function theorem.
Suppose that F (z, 0) vanishes at z = 0 to order m ≥ 2 and assume the validity
of Lemma D.4 for F˜ (z, t), such that F˜ (z, 0) vanishes to order ≤ m − 1 at z = 0.
We next establish the conclusion of Lemma D.4 for the function F , completing our
induction on m.
Applying the Weierstrass preparation theorem [23], we may assume without
loss of generality that F (z, t) is a Weierstrass polynomial, i.e. F (z, t) = zm +∑m−1
l=0 fl(t)z
l in a neighborhood of (0, 0) with fl(t) analytic and fl(0) = 0. By
Lemma D.3, there is an analytic function g(t) such that g(0) = 0 and F (g(t), t) = 0
. Dividing the polynomial in z, F (z, t), by the polynomial in z, z − g(t) we may
write
(D.5) F (z, t) = (z − g(t)) · F˜ (z, t),
where F˜ (z, t) satisfies the hypotheses of Lemma D.4 and F˜ (z, 0) vanishes to order
m−1 at z = 0. Applying the induction hypothesis to F˜ and using (D.5), we obtain
the conclusion of Lemma D.4 for the function F (z, t).
Proposition D.1, discreteness of the exception set of ε values, will now be de-
duced from:
Proposition D.5. For all ε ∈ (0,∞) outside of a discrete set, there exists a
Floquet-Bloch eigenpair (E,Φ1) = (E
ε
⋆ ,Φ
ε
1) with Φ
ε
1 ∈ L
2
e
for (−∂2x + εVe)
∣∣
L2
e
with
the following properties:
(a) |E| ≤ C0ε+ C1, where C0 and C1 depend only on Ve.
(b) E is a multiplicity one eigenvalue of (−∂2x + εVe)
∣∣
L2
e
(c) Non-degeneracy condition: λ♯ = λ
ε
♯ 6= 0 holds, where λ♯ defined in terms
of Φ1, is given in (C.2).
Proof of Proposition D.5: Our analysis for the small ε regime implies that
there exist positive constants ε1 and C1 (depending only on Ve, such that every
ε ∈ [0, ε1) admits an eigenpair (E,Φ1) for (−∂2x + εVe)
∣∣
L2e
satisfying (a), (b) and
(c), with |E| ≤ C1. We choose C0 > maxx∈R |Ve(x)|.
We say that a given ε is “good” if there exists an eigenpair (E,Φ1) for
(−∂2x + εVe)
∣∣
L2e
satisfying (a)-(c); otherwise we say that ε is “bad”. All ε ∈ [0, ε1)
are good.
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Suppose now that Proposition D.5 fails. Then for some ε˜ > 0 there are infinitely
many bad ε in (0, ε˜). We will derive a contradiction. Let
εc ≡ inf{ ε˜ > 0 : infinitely many ε in (0, ε˜) are bad. }
By definition of εc, 0 < ε1 ≤ εc <∞ and we have the following
For any ε˜ ∈ (0, εc), there are only finitely many bad ε in (0, ε˜).(D.6)
For any ε˜ > εc, there are infinitely many bad ε in (0, ε˜).(D.7)
By (D.6), we can find a strictly increasing sequence {εν}ν≥1 such that each εν is
good, and εν ↑ εc as ν →∞.
Corresponding to εν , let (Eν ,Φ1,ν) be an eigenpair for (−∂2x + εVe)
∣∣
L2e
satisfy-
ing (a)-(c). By (a), for each ν we have |Eν | ≤ C0εc + C1. Hence, by passing to a
subsequence we have that there exists Ec such that
Eν → Ec as ν →∞, with |Ec| ≤ C0εc + C1.
For z0 ∈ C and r, η > 0, introduce the notation
D(z0, r) ≡ {z ∈ C : |z − z0| < r} and I(η) ≡ (εc − η, εc + η) .
By Proposition D.2 there exists an analytic mapping Ee : D(Ec, η1)×D(εc, η1)→
C such that
E is an eigenvalue of (−∂2x + εVe)
∣∣
L2e
with multiplicity m(D.8)
if and only if E is a zero of Ee(·, ε) of order m,
where we take 0 < η1 < εc. Property (D.8) holds for all (E, ε) ∈ D(Ec, η1) ×
D(εc, η1) and all m ≥ 1.
Next, in a manner which is parallel to the analysis of Section 8 in [11] we have
that for some 0 < η2 < εc
there exist finitely many analytic functions (E, ε) 7→ Φ1,jk(x;E, ε), 1 ≤ j, k ≤ N
mapping D(Ec, η2)×D(εc, η2) to H
2
k⋆,e with the following property:
For any (E, ε) ∈ D(Ec, η1) × D(εc, η1) such that E is a multiplicity one eigen-
value of (−∂2x + εVe)
∣∣
L2e
, all Φ1,jk(x) are in the corresponding eigenspace. Further-
more, there is at least one choice of jk with 1 ≤ j, k ≤ N , such that the function
Φ1,jk(x;E, ε) is not identically zero.
Denote by λ♯,jk(E, ε) the quantity arising from the function Φ1,jk(·;E, ε) ∈
H2k⋆,e via the formula (C.2). We have that
each mapping (E, ε) 7→ λ♯,jk(E, ε) is analytic on D(Ec, η2)×D(εc, η2)
and the following holds:
Let (E, ε) ∈ D(Ec, η2) ×D(εc, η2), and suppose E is a multiplicity one eigenvalue
of (−∂2x + εVe)
∣∣
L2e
. Then, 1
(c) holds for (E, ε) if and only if λ♯,jk(E, ε) 6= 0 for some j, k = 1, . . . , N .(D.9)
By taking η1 and η2 smaller we may take η1 = η2.
1 The expression for λ♯ in (C.2) depends on the choice of eigenfunction, but condition (c)
does not.
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From (D.8) we have that ε ∈ R and Ee(E, ε) = 0 implies E ∈ R. By Lemma
D.4 we find that Ee may be expanded as:
(D.10) Ee(E, ε) = Θ(E, ε) · Π
J
j=1 ( E − gj(ε) )
mj , on D(Ec, η3)×D(εc, η3) ,
where Θ(E, ε) is analytic and non-vanishing on D(Ec, η3)×D(εc, η3), and
g1, . . . , gJ : D(εc, η2)→ D(Ec, η1) are distinct analytic functions of ε,
and m1, . . . ,mJ are positive integers. We may suppose η3 < η2 = η1.
Since Eν → Ec and εν → εc as ν → ∞, we may pass to a subsequence and
assume that (Eν , εν) ∈ D(Ec, η3)×D(εc, η3) for all ν. Since each (Eν , εν) satisfies
(b), from (D.8) and (D.10) we have that for each ν we have µν = gjν (εν) for some
jν ∈ {1, . . . , J}, with mjν = 1. By passing to a subsequence and by permuting
g1, . . . , gJ and m1, . . . ,mJ , we may assume without loss of generality that jν = 1
for each ν. Thus, for each ν ≥ 1,
Eν = g1(εν) with m1 = 1.(D.11)
Since the ε 7→ g1(ε), . . . , gJ(ε) are distinct analytic functions on D(εc, η3), there are
only finitely many ε ∈ I (η3/2) = (εc − η3/2, εc + η3/2) such that g1(ε) = gj(ε) for
some j 6= 1. Therefore, by (D.10) and since m1 = 1, it follows that E = g1(ε) is a
simple zero of Ee(·, ε) for all but finitely many ε ∈ I (η3/2).
Thanks to (D.8) we conclude that
E = g1(ε) is a multiplicity one eigenvalue of (−∂
2
x + εVe)
∣∣
L2e
(D.12)
for all but finitely many ε ∈ I(η3/2).
Note that ddε (−∂
2
x + εVe)
∣∣
L2e
= Ve has norm at most C0 as an operator on L
2
e.
Hence, (D.12) and perturbation theory of simple eigenvalues together show that
|g′1(ε)| ≤ C0 for all but finitely many ε ∈ I (η3/2). Recalling that g1(ε) is analytic
in D(εc, η3) we conclude that |g′1(ε)| ≤ C0 for all ε ∈ I (η3/2).
Recalling that Eν = g1(εν), that the εν strictly increase to εc and that each
(Eν , εν) satisfies (a), we conclude that
(D.13) E = g1(ε) satisfies |E| ≤ C0ε+ C1
for all ε ∈ (εν , εc + η3/2), where we pick ν so that
(D.14) εν belongs to I (η3/2), and εν < εc
From (D.12), (D.13), (D.14) we see that
(D.15) (E, ε) ≡ (g1(ε), ε) satisfies (a) and (b)
for all but finitely many ε ∈ Î ≡ (εν , εc + η3/2), where
(D.16) εc is an interior point of Î and Î ⊂ I (η3/2) .
Next, we address (c). Since (Eν , εν) satisfies (c), we learn from (D.9) that the
vector in CN
2
: (λ♯,jk(Eν , εν)), j, k = 1, . . . , N is nonzero for each ν. Recalling
(D.11), we see that the function ε 7→ (λ♯,jk(Eν , εν)), j, k = 1, . . . , N , which maps
D(εc, η3) into C
N2 , is analytic and not identically zero. Hence, there are at most
finitely many ε ∈ Î for which λ♯,jk(Eν , εν) = 0 for all j, k = 1, . . . , N . Another
appeal to (D.9) tells us that (c) holds for (E, ε) = (g1(ε), ε) for all but finitely
many ε ∈ Î.
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Together with (D.15)-(D.16), this in turn tells us that
(D.17) all but finitely many ε ∈ Î = (εν , εc + η3/2) are good.
On the other hand, (D.6) tells us that
(D.18) all but finitely many ε ∈ Î = (0, εν) are good.
since εν < εc. From (D.17) and (D.18) we conclude that there are at most finitely
many bad ε in (0, εc + η3/2), contradicting (D.7). Thus, our assumption that
Proposition D.5 fails must be false.
Remark D.1 (Honeycomb lattice potentials in 2D; the exceptional set of ε for
H
(ε)
h is discrete). The above strategy can be applied to H
(ε)
h = −∆+ εVh, where
Vh is a honeycomb lattice potential in the sense of [11]. In particular, it can be
shown that outside of a possible discrete set of real ε− values, the operator H
(ε)
h
has Dirac points for all ε ∈ R \ {0}.
We remark briefly on how to adapt the argument of this section to H
(ε)
h . For
definitions and notation see [11]. The essential differences are:
(i) A Dirac point is an energy / quasimomentum pair (K⋆, E⋆), with K⋆ ∈
Bh ⊂ R2k, the 2D Brillouin zone, such that:
- E⋆ is a simple L
2
K⋆,τ
eigenvalue of H
(ε)
h ,
- E⋆ is a simple L
2
K⋆,τ
eigenvalue of H
(ε)
h , and
- E⋆ is not a L
2
K⋆,1
eigenvalue of H
(ε)
h . We note that E⋆ is a simple L
2
K⋆,τ
eigenvalue implies, by a symmetry argument, that E⋆ is a simple L
2
K⋆,τ
eigenvalue.
- Let E⋆ denote such an eigenvalue. Then, λ♯ (see (4.1) of [11] ), defined
in terms of any choice of normalized L2
K⋆,τ
eigenstate corresponding to
the eigenvalue E⋆, does not vanish.
(ii) There is an analytic function, Eτ (E, ε) which vanishes to order m if and
only if H
(ε)
h has an eigenfunction with geometric multiplicity eigenvalue
m in the space L2
K,τ .
(iii) There is an analytic function, E1(E, ε) which vanishes to order m if and
only if H
(ε)
h has an eigenfunction with geometric multiplicity eigenvalue
m in the space L2
K,1.
Discreteness follows from the formulation and proof of an assertion analogous to
Proposition D.5: For all ε ∈ R \ (−ε0, ε0), outside of a possible discrete set of
exceptional values, there exists a real eigenvalue of H
(ε)
h , E = E
ε
⋆ satisfying the
following conditions:
(a) |E| ≤ C0ε+ C1, where C0 and C1 depend only on Vh.
(b.τ) E is a multiplicity one L2
K,τ− eigenvalue of H
(ε)
h .
(b.1) E is not an L2
K,1− eigenvalue of H
(ε)
h
(c) Non-degeneracy condition: λ♯ = λ♯(E, ε) 6= 0 holds.
Remark D.2. In a preprint (arXiv.org/abs/1412.8096) and follow-up ongoing
work to revise it, G. Berkolaiko and A. Comech have been working to simplify the
treatment of Dirac points [11] and to clarify the nature of the exceptional set of ε−
values, defined therein. They have recently communicated their ideas to us. Those
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ideas have some overlap with our use of Lemma D.3 and Lemma D.4 . The above
works are independent of one another.

APPENDIX E
Degeneracy Lifting at Quasi-momentum Zero
In this section we prove Remark 3.4. Fix k = 0 and consider the Floquet
eigenvalue problem (2.4):
H(ε)Φ = EΦ, Φ(x+ 1) = Φ(x), where
H(ε) ≡ −∂2x + εVe(x).
(E.1)
For ε = 0, (E.1) has, for n ∈ Z, doubly degenerate eigenvalues at E
(0)
n = (2nπ)2 with
corresponding eigenfunctions Ψn(x) = e
2πinx. We now study how these eigenvalues
perturb for ε small but nonzero.
Fix n ∈ Z. To simplify notation, we shall drop the n subscripts and label the
eigenvalue as E(0) = E
(0)
n and corresponding eigenfunctions as Ψ1(x) = Ψn(x) =
e2πinx and Ψ2(x) = Ψ−n(x) = e
−2πinx. For |ε| 6= 0 and small, expand the solution
of the eigenvalue problem (E.1) as
Φ(x; ε) = Φ(0) + εΦ(1), Φ(0) = αΨ1 + βΨ2,
E(ε) = E(0) + εE(1),
(E.2)
where Φ(1) and E(1) are ε− dependent corrections. Substituting (E.2) into (E.1)
yields an inhomogeneous problem for Φ(1) ∈ L2per[0, 1]:
(E.3)
(
−∂2x − E
(0)
)
Φ(1)(x) +
(
Ve(x) − E
(1)
)(
Φ(0)(x) + εΦ(1)(x)
)
= 0.
We now proceed by a Lyapunov-Schmidt reduction strategy. Define the or-
thogonal projection operators Q‖ and Q⊥:
Q‖f(x) = 〈Ψ1, f〉L2[0,1]Ψ1(x) + 〈Ψ2, f〉L2[0,1]Ψ2(x), and
Q⊥f(x) = (I −Q‖)f(x).
Equation (E.3) may then be rewritten as the equivalent system
Q‖
(
Ve − E
(1)
)(
Φ(0) + εΦ(1)
)
= 0,(E.4)
Q⊥
(
Ve − E
(1)
)(
Φ(0) + εΦ(1)
)
=
(
−∂2x − E
(0)
)
Φ(1).(E.5)
Introducing the resolvent operator
R(E(0)) =
(
−∂2x − E
(0)
)−1
: Q⊥L
2 → Q⊥H
2 ,
equation (E.5) for Φ(1) may be equivalently written as
(E.6) (I +Aε) Φ
(1) = R(E(0)) Q⊥
(
Ve(x)− E
(1)
)
Φ(0),
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where
(E.7) f 7→ Aεf ≡ −εR(E
(0)) Q⊥
(
Ve(x) − E
(1)
)
f
is a bounded operator on H2per[0, 1]. Furthermore, for ε sufficiently small, the
operator norm of Aε is less than one, (I+Aε)−1 exists, and hence (E.6) is uniquely
solvable in Q⊥H
2
per[0, 1]:
Φ(1) =
(
I − ε R(E(0))Q⊥
(
Ve(x) − E
(1)
))−1
R(E(0))Q⊥
(
Ve(x) − E
(1)
)
)Φ(0).
(E.8)
Recall that Φ(0) = αΨ1(x) + βΨ2(x) and therefore that Φ
(1) is linear in α and
β. We may therefore write
(E.9) Φ(1) = g(1)[ε, E(1)](x)α + g(2)[ε, E(1)](x)β,
where (ε, E(1)) 7→ g(j)(ε, E(1)) is a smooth mapping from a neighborhood of (0, 0) ∈
R× C into H2per([0, 1]), which satisfies the bound
(E.10)
∥∥∥g(j)(ε, E(1))∥∥∥
H2([0,1])
. 1 + |ε|+ |E(1)| , j = 1, 2.
Note also that
(E.11) Q‖g
(j)(ε, E(1)) = 0, j = 1, 2.
We may now substitute (E.9) into (E.4), projecting onto Ψ1 and Ψ2 to obtain
a system of two homogeneous linear equations for α and β. Noting the relations
〈Ψi,Ψj〉L2[0,1] = δij , i, j = 1, 2,
〈Ψi, VeΨi〉L2[0,1] = v0, i = 1, 2,
〈Ψi, VeΨj〉L2[0,1] = v2n, i, j = 1, 2, i 6= j,
and 〈
Ψi, g
(j)(ε, E(1))
〉
L2[0,1]
= 0, i, j = 1, 2,
from (E.11), this system may be compactly written as
(E.12) M(ε, E(1))
(
α
β
)
= 0,
with (inner products in (E.13) are over L2([0, 1]))
M(ε, E(1))
(E.13)
=
(
v0 − E(1) + ε
〈
Ψ1, Veg
(1)[ε, E(1)]
〉
v2n + ε
〈
Ψ1, Veg
(2)[ε, E(1)]
〉
v2n + ε
〈
Ψ2, Veg
(1)[ε, E(1)]
〉
v0 − E(1) + ε
〈
Ψ2, Veg
(2)[ε, E(1)]
〉) .
Therefore E(ε) = E(0) + εE(1) is an eigenvalue for the spectral problem (E.1)
if and only if E(1) = E(1)(ε) solves
(E.14) detM
(
ε, E(1)
)
= 0,
or equivalently
J (E(1), ε) ≡ (E(1))2 − 2E(1)v0 + v
2
0 − v
2
2n + ερ(ε, E
(1)) ,(E.15)
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where (ε, E(1)) 7→ ρ(ε, E(1)) is a smooth mapping from a neighborhood of (0, 0) ∈
R× C given by
ρ(ε, E(1)) ≡ (v0 − E
(1))
(〈
Ψ1, Veg
(1)
〉
+
〈
Ψ2, Veg
(2)
〉)
− v2n
(〈
Ψ1, Veg
(2)
〉
+
〈
Ψ2, Veg
(1)
〉)
+ ε
(〈
Ψ1, Veg
(1)
〉〈
Ψ2, Veg
(2)
〉
−
〈
Ψ2, Veg
(1)
〉〈
Ψ1, Veg
(2)
〉)
,
and satisfies the bound
ρ(ε, E(1)) = O
(
1 + |ε|+
∣∣∣E(1)∣∣∣) ,
for |ε|+
∣∣E(1)∣∣ small. We solve J (E(1), ε) = 0, (E.15), for E(1) with ε small using
the implicit function theorem.
Since, for
ν± = ν±,n = v0 ± v2n ,
J (E(1), ε) is analytic in a neighborhood of (E(1), ε) = (ν±, 0), J (ν±, 0) = 0 and
∂E(1)J (ν±, 0) = ±2v2n, it follows from the implicit function theorem that for v2n 6=
0, there exists an ε0 > 0 and continuous functions ε 7→ E
(1)
± (ε), satisfying
J (E
(1)
± (ε), ε) = 0, for ε ∈ (0, ε0) .
Thus, for v2n 6= 0 and ε sufficiently small and nonzero, the double eigenvalue at
k = 0 splits and the degeneracy is “lifted”:
E±(ε) = E
(0) + εE
(1)
± (ε)
= (2nπ)2 + ε (v0 ± v2n) +O
(
ε2
)
.

APPENDIX F
Gap Opening Due to Breaking of Inversion
Symmetry
We consider the Floquet-Bloch eigenvalue problem (2.4)
(HVe(k) + δκ∞Wo(x)) p = Ep, p(x+ 1; k) = p(x; k), where(F.1)
HVe(k) ≡ −(∂x + ik)
2 + Ve(x) ,(F.2)
for k near k⋆ − π and δ small and nonzero. Here we allow δ to take both positive
and negative values: δ > 0 corresponds to the κ∞ case while δ < 0 corresponds to
the −κ∞ case. We let
k = k⋆ + δζ ,
where ζ is bounded and rewrite the Floquet-Bloch eigenvalue problem as(
−(∂x + i(k⋆ + δζ))
2 + Ve(x) + δκ∞Wo(x)
)
p(x; k⋆ + δζ)
= E(k⋆ + δζ) p(x; k⋆ + δζ),(F.3)
p(x+ 1; k⋆ + δζ) = p(x; k⋆ + δζ).
Recall that for δ = 0, E⋆ is a doubly degenerate eigenvalue with corresponding
eigenspace spanned by {Φ1,Φ2}. We study how E in (F.3) deforms away from E⋆
for δ small. Let
pj(x) = e
−ik⋆xΦj(x)
and seek a solution of the form:
E(k⋆ + δζ) = E⋆ + δE
(1),(F.4)
p(x; k⋆ + δζ) = p
(0) + δp(1), p(0) ≡ αp1 + βp2 ,(F.5)
where 〈
pj, p
(1)
〉
L2[0,1]
= 0, j = 1, 2.
Substituting (F.4)-(F.5) into (F.3), we obtain an inhomogeneous problem for
p(1) ∈ L2per[0, 1]:
(HVe(k⋆)− E⋆) p
(1) =
(
2iδζ(∂x + ik⋆)− δ
2ζ2 + δE(1) − δκ∞Wo(x)
)
p(1)
+
(
2iζ(∂x + ik⋆)− δζ
2 + E(1) − κ∞Wo(x)
)
p(0)
≡ J(α, β, δ, ζ, E(1), p(1)) .(F.6)
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We proceed to follow a Lyapunov-Schmidt reduction argument. Introduce the
orthogonal projections Q˜‖ and Q˜⊥ defined by:
Q˜‖f(x) = 〈p1, f〉L2([0,1]) p1(x) + 〈p2, f〉L2([0,1]) p2(x),
Q˜⊥f(x) = (I − Q˜‖)f(x).
Equation (F.6) may then be rewritten as the equivalent system for the unknowns
p(1) = p(1)(x; δ, ζ) and E(1) = E(1)(δ, ζ):
(HVe(k⋆)− E⋆) p
(1) = Q˜⊥J(α, β, δ, ζ, E
(1), p(1)),(F.7)
0 = Q˜‖J(α, β, δ, ζ, E
(1), p(1)).(F.8)
In detail, system (F.7)-(F.8) reads as
(HVe(k⋆)− E⋆) p
(1) = Q˜⊥
(
2iδζ(∂x + ik⋆)− δ
2ζ2 + δE(1) − δκ∞Wo(x)
)
p(1)
+ Q˜⊥
(
2iζ(∂x + ik⋆)− κ∞Wo(x)
)
p(0),(F.9)
0 = Q˜‖
(
2iζ(∂x + ik⋆)− δζ
2 + E(1) − κ∞Wo(x)
)
p(0)
+ Q˜‖
(
2iδζ(∂x + ik⋆)− δκ∞Wo(x)
)
p(1).(F.10)
Introduce the resolvent
Rk⋆(E⋆) = (HVe(k⋆)− E⋆)
−1
,
defined as a bounded map from Q˜⊥L
2[0, 1] to Q˜⊥H
2[0, 1]. Equation (F.9) for p(1)
may then be rewritten as
(F.11) (I +Aδ) p
(1) = Rk⋆(E⋆) Q˜⊥
(
2iζ(∂x + ik⋆)− κ∞Wo(x)
)
p(0),
where
f 7→ Aδf ≡ −Rk⋆(E⋆) Q˜⊥
(
2iδζ(∂x + ik⋆)− δ
2ζ2 + δE(1) − δκ∞Wo(x)
)
f
is a bounded operator on H2per[0, 1]. Furthermore, for δ sufficiently small, the
operator norm of Aδ is less than one, (I+Aδ)
−1 exists, and hence (F.11) is uniquely
solvable in Q˜⊥H
2
per[0, 1]:
p(1) =
(
I − Rk⋆(E⋆) Q˜⊥
(
2iδζ(∂x + ik⋆)− δ
2ζ2 + δE(1) − δκ∞Wo(x)
) )−1
◦ Rk⋆(E⋆) Q˜⊥ (2iζ(∂x + ik⋆)− κ∞Wo(x)) p
(0).
Recall that p(0) = αp1(x) + βp2(x) (equation (F.5)) and therefore that p
(1) is
linear in α and β. We may therefore write
(F.12) p(1) = p(1)(x; δ, ζ, E(1)) = g(1)[δ, ζ, E(1)](x)α + g(2)[δ, ζ, E(1)](x)β,
where (δ, ζ, E(1)) 7→ g(j)(δ, ζ, E(1)) is a smooth mapping from a neighborhood of
(0, 0, 0) ∈ R× R× C into H2per([0, 1]), which satisfies the bound∥∥∥g(j)(δ, ζ, E(1))∥∥∥
H2([0,1])
. 1 + ζ + |δ|
(
1 + |E(1)|
)
, j = 1, 2.
Note also that
(F.13) Q˜‖g
(j)(δ, ζ, E(1)) = 0, j = 1, 2.
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We may now substitute (F.12) into (F.10) and obtain a system of two homoge-
neous linear equations for α and β. To express this system in a compact form we
employ several simplifying relations. Recall that
(∂x + ik⋆) pj = e
−ik⋆x ∂x e
ik⋆xpj = e
−ik⋆x∂xΦj ,(F.14)
〈pi, pj〉L2[0,1] = 〈Φi,Φj〉L2[0,1] = δij , j = 1, 2,(F.15)
along with the definitions of λ♯ and ϑ♯ in (4.14):
2i 〈pi, (∂x + ik⋆)pi〉L2[0,1] = 2i 〈Φi, ∂xΦi〉L2[0,1] = (−1)
i+1λ♯, i = 1, 2,(F.16)
〈pi,Wo(x)pi〉L2[0,1] = 〈Φi,Wo(x)Φj〉L2[0,1] = ϑ♯, i 6= j.(F.17)
Define
(F.18)
G(j)[ζ, E(1)](x) = eik⋆x g(j)[ζ, E(1)](x), and note
〈
Φi, G
(j)
〉
L2[0,1]
= 0, i, j = 1, 2
by (F.13). Furthermore, since
f ∈ L2k⋆,e, g ∈ L
2
k⋆,o =⇒ 〈f, g〉 = 0,
we obtain
〈pi, (∂x + ik⋆)pj〉L2[0,1] = 〈Φi, ∂xΦj〉L2[0,1] = 0, i 6= j,(F.19)
〈pi,Wopi〉L2[0,1] = 〈Φi,WoΦi〉L2[0,1] = 0, i = 1, 2,(F.20)
Using the above relations (F.14)-(F.20), equation (F.10) for (α, β) can now be
written in the form
(F.21) M(E(1), δ, ζ)
(
α
β
)
= 0,
with (inner products in (F.22) are over L2([0, 1]))
M(E(1), δ, ζ) ≡
(
E(1) + ζλ♯ −κ∞ϑ♯
−κ∞ϑ♯ E(1) − ζλ♯
)
+
δ
(
−ζ2 +
〈
Φ1, (2iζ∂x − κ∞Wo)G(1)
〉 〈
Φ1, (2iζ∂x − κ∞Wo)G(2)
〉
−ζ2 +
〈
Φ2, (2iζ∂x − κ∞Wo)G
(1)
〉 〈
Φ2, (2iζ∂x − κ∞Wo)G
(2)
〉) ,(F.22)
where (δ, ζ, E(1)) 7→ G(j)[δ, ζ, E(1)], ∂xG(j)[δ, ζ, E(1)] are smooth functions of
(δ, ζ, E(1)) in a neighborhood of (0, 0, 0) and
‖G(j)[δ, ζ, E(1)]‖L2[0,1] + ‖∂xG
(j)[δ, ζ, E(1)]‖L2[0,1] = O
(
1 + |ζ|+ |δ|
(
1 +
∣∣∣E(1)∣∣∣)) .
Thus E = E⋆+E
(1)(δ, ζ) is an eigenvalue for the spectral problem (F.3) if and
only if E(1) = E(1)(δ, ζ) solves
detM
(
E(1), δ, ζ
)
= 0,
or equivalently
J (E(1), δ, ζ) = 0,
where
J (E(1), δ, ζ) ≡ (E(1))2 − ζ2λ♯
2 − κ2∞ϑ♯
2 + δρ(δ, ζ, E(1)) ,
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and ∥∥∥ρ(δ, ζ, E(1))∥∥∥
L2[0,1]
. 1 + ζ + |δ|
(
1 + |E(1)
)
.
Note that J (E(1), 0, ζ) has a solution
E(1) = ν±(ζ) ≡ ±
√
κ2∞ϑ♯
2 + ζ2λ♯
2.
We will now apply the implicit function theorem to prove that there exists a δ0 > 0
and smooth functions E
(1)
± (δ, ζ) given by
E
(1)
± (δ, ζ) = ν±(k) (1 +O(δ)) = ±
√
κ2∞ϑ♯
2 + ζ2λ♯
2 +O(δ) ,
and defined for |δ| < δ0 and |ζ| ≤ 1 such that
J (E
(1)
± (δ, ζ), δ, ζ) = 0 .
To confirm this it suffices to check that
∂E(1)J (ν±, 0, ζ) = 2ν±(ζ) 6= 0,
which holds since by assumption ϑ♯ 6= 0.
Altogether then, for all |δ| < δ0 and nonzero and quasi-momentums k such that
(F.23) |k − k⋆| < δ,
the eigenvalue E in (F.3) splits:
(F.24) Eδ,±(k) = E
(0) + δE
(1)
± (δ, k/δ) = E⋆ ±
√
δ2κ2∞ϑ♯
2 + k2λ♯
2 +O
(
δ2
)
.
APPENDIX G
Bounds on Leading Order Terms in Multiple Scale
Expansion
In this section we prove bounds on x 7→ ψ(0)(x, δx) and ψ
(1)
p (x, δx) in order to
prove Lemma 6.1. For any s ≥ 0 the bound
∥∥∥ψ(0)(·, δ·)∥∥∥
Hs(R)
+
∥∥∥∂2Xψ(0)(x,X)∣∣∣
X=δx
∥∥∥
L2(R)
. δ−
1
2
is a straightforward consequence of the expression for ψ(0)(x, δx) and the bound-
edness of Φj , j = 1, 2 and its derivatives in L
∞(R).
Turning now to the bounds on ψ
(1)
p (x,X), recall from (4.9) and (4.10) that ψ
(1)
p
satisfies:
(−∂2x + Ve(x)− E⋆)ψ
(1)
p (x,X)
=
2∑
j=1
[
2∂xΦj(x)∂Xα⋆,j(X) + (−κ(X)Wo(x))α⋆,j(X)Φj(x)
]∣∣∣
X=δx
≡ G(1)(x,X)
∣∣∣
X=δx
≡
4∑
i=1
fi(x)gi(X)
∣∣∣
X=δx
, ψ(1)p (x+ 1, X) = e
ik⋆ψ(1)p (x,X)
(G.1)
Recall further thatWo(x), Φj(x, k) are smooth and have derivatives with respect to
x which are uniformly bounded on R, and furthermore that α⋆ = (α⋆,1, α⋆,2) ∈ S(R)
(Remark 6.1), and therefore that fi(x) is bounded, smooth and k⋆-pseudo periodic,
and that gi(X) ∈ S(RX).
The solution of (G.1), ψ
(1)
p (x,X), can be expanded in terms of a complete set
of k⋆− pseudo-periodic states: Φb(x, k⋆) = eik⋆xpb(x; k⋆) , pb(x+1; k⋆) = pb(x; k⋆),
b ≥ 1. Here, we recall that the Dirac point occurs at the intersection of the b⋆-band
and (b⋆ + 1)-band.
(G.2)
ψ(1)p (x, δx) =
∑
b≥1
b6=b⋆,b⋆+1
1
(Eb(k⋆)− E⋆)
〈
Φb(·; k⋆), G
(1)(·, X)
〉
L2([0,1])
∣∣∣∣
X=δx
Φb(x; k⋆) .
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Squaring and integrating over R yields:∥∥∥ψ(1)p (·, δ·)∥∥∥2
L2(R)
=
∑
b≥1
b6=b⋆,b⋆+1
1
(Eb(k⋆)− E⋆) (Eb′ (k⋆)− E⋆)
×
∫
R
〈
Φb(·; k⋆), G
(1)(·, δx)
〉 〈
Φb′(·; k⋆), G(1)(·, δx)
〉
· Φb(x; k⋆)Φb′(x; k⋆) dx
=
∑
b≥1
b6=b⋆,b⋆+1
1
(Eb(k⋆)− E⋆) (Eb′ (k⋆)− E⋆)
∫ 1
0
pb(x; k⋆)pb′(x; k⋆) ×
[ ∑
m∈Z
〈
Φb(·; k⋆), G
(1)(·, δ(x +m))
〉 〈
Φb′(·; k⋆), G(1)(·, δ(x +m))
〉 ]
dx
(G.3)
Consider now the sum in square brackets in (G.3). By (G.1),∣∣∣ ∑
m∈Z
〈
Φb(·; k⋆), G
(1)(·, δ(x +m))
〉
L2([0,1])
〈
Φb′(·; k⋆), G(1)(·, δ(x +m))
〉
L2([0,1])
∣∣∣
=
∣∣∣ ∑
1≤i,j≤4
[
〈Φb(·; k⋆), fi(·)〉L2([0,1]) 〈Φb′(·; k⋆), fj(·)〉L2([0,1]) ×∑
m∈Z
gi(δ(x+m))gj(δ(x+m))
] ∣∣∣
≤ C max
1≤i,j≤4
∣∣∣ ∑
m∈Z
gi(δ(x+m))gj(δ(x +m))
∣∣∣ ,
where C is a constant depending only on bounds of fj , 1 ≤ j ≤ 4.
Since gi ∈ S(RX), we may apply the Poisson summation formula to the sum
just above and obtain:∑
m∈Z
gi(δ(x +m))gj(δ(x+m)) =
2π
δ
∑
m∈Z
ĝi gj
(
2πm
δ
)
e2πimx
=
2π
δ
ĝigj (0) + ∑
m∈Z
m 6=0
ĝigj
(
2πm
δ
)
e2πimx
 .(G.4)
Furthermore, since gi ∈ S(R) we have for δ sufficiently small that the sum over
nonzero m is bounded:
max
1≤i,j≤4
∣∣∣∣∣∣∣
∑
m∈Z
m 6=0
ĝigj
(
2πm
δ
)
e2πimx
∣∣∣∣∣∣∣ ≤ C
∞∑
m=1
1
1 +
(
2πm
δ
)100 . ∞∑
m=1
(
δ
m
)100
. δ100 .
Therefore, the full sum (G.4) is of order of magnitude δ−1. Substitution of the
above bounds into (G.3) and using the Weyl asymptotics: Eb(k) ≈ b2, b ≫ 1, we
obtain ∥∥∥ψ(1)p (·, δ·)∥∥∥
L2(R)
. δ−1/2.
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The general Hs bound:
∥∥∥ψ(1)p (·, δ·)∥∥∥
H2(R)
. δ−1/2 and the bounds∥∥∥∂2Xψ(1)p (x,X)∣∣∣
X=δx
∥∥∥
L2(Rx)
. δ−1/2 and
∥∥∥∂x∂Xψ(1)p (x,X)∣∣∣
X=δx
∥∥∥
L2(Rx)
. δ−1/2 ,
are all obtained very similarly. We omit the details.

APPENDIX H
Derivation of Key Bounds and Limiting relations
in the Lyapunov-Schmidt Reduction
The proof of our main theorem is reduced to the search for solutions, µ = µ(δ),
of the algebraic equation J+[µ, δ] = 0; see Section 7 of Chapter 6 . The construction
of (µ, δ) 7→ J+[µ, δ] requires the following:
Proposition H.1. Let 0 < τ < 1/2. There exist constants δ0, CM > 0, such
that for all 0 < δ < δ0:
lim
δ→0
δ
〈
α̂⋆(·),M̂(·; δ)
〉
L2(R)
= lim
δ→0
3∑
j=1
δ
〈
α̂⋆(·),M̂j(·; δ)
〉
L2(R)
= 1;(H.1)
lim
δ→0
δ
〈
α̂⋆(·), N̂ (·; δ)
〉
L2(R)
= lim
δ→0
4∑
j=1
δ
〈
α̂⋆(·), N̂j(·; δ)
〉
L2(R)
= −µ0;(H.2) ∣∣∣∣δ 〈α̂⋆(·),(D̂δ − D̂) β̂(·;µ, δ)〉L2(R)
∣∣∣∣ ≤ CMδ1−τ ;(H.3) ∣∣∣∣δ 〈α̂⋆(·), L̂δ(µ)β̂(·;µ, δ)〉L2(R)
∣∣∣∣ ≤ CMδτ ;(H.4) ∣∣∣∣δ2µ〈α̂⋆(·), β̂(·;µ, δ)〉L2(R)
∣∣∣∣ ≤ CMδ.(H.5)
We first recall from (4.8) that ψ(0)(x,X) = α⋆,1(X)Φ1(x) + α⋆,2(X)Φ2(x). It
is convenient to introduce the notation:
α⋆,−(X) ≡ α⋆,1(X) and α⋆,+(X) ≡ α⋆,2(X).
It follows that
ψ(0)(x,X) = α⋆,−(X)Φ−(x; k⋆) + α⋆,+(X)Φ+(x; k⋆) .(H.6)
Proof of limit (H.1). There are three terms in M̂(ξ; δ) that contribute to the
limit (H.1). These are the expressions M̂j(ξ; δ), j = 1, 2, 3, displayed in (6.79)-
(6.81). We first check that the contributions from the j = 2 and j = 3 terms tend
to zero in the limit as δ → 0. We then evaluate the contribution from M̂1(ξ; δ).
103
104H. DERIVATION OF KEY BOUNDS AND LIMITING RELATIONS IN THE LYAPUNOV-SCHMIDT REDUCTION
Applying (6.113) in Lemma 6.12 and the bound (6.42) for B(x; δ), we observe:
δ
〈
α̂⋆(ξ),M̂3(ξ; δ)
〉
L2(Rξ)
= δ
∣∣∣∣∣
〈
α̂⋆(ξ),
(
χ
(
|ξ| ≤ δτ−1
)
〈Φ−(·, k⋆ + δξ), κ(δ·)Wo(·)B(·; δ)〉L2(R)
χ
(
|ξ| ≤ δτ−1
)
〈Φ+(·, k⋆ + δξ), κ(δ·)Wo(·)B(·; δ)〉L2(R)
)〉
L2(Rξ)
∣∣∣∣∣
. δ ‖α̂⋆‖L2(R) δ
−1/2 ‖κ(δ·)Wo(·)B(·; δ)‖L2(R)
. δ1/2 ‖B(·; δ)‖L2(R) . δ
1/2δ1/2−τ . δ1−τ .
Similarly,
δ
〈
α̂⋆(ξ),M̂2(ξ; δ)
〉
L2(Rξ)
≤ ‖α̂⋆‖L2(R)
∥∥∥∥∥∥∥δ2χ
(
|ξ| ≤ δτ−1
)
〈
Φ−(·, k⋆ + δξ), ψ
(1)
p (·, δ·)
〉
L2(R)〈
Φ+(·, k⋆ + δξ), ψ
(1)
p (·, δ·)
〉
L2(R)

∥∥∥∥∥∥∥
L2(Rξ)
≤ δ2δ−1/2
∥∥∥ψ(1)p (·, δ·)∥∥∥
L2(R)
. (δ2δ−1/2)δ−1/2 = δ.
Therefore limδ→0
∑3
j=2 δ
〈
α̂⋆(ξ),M̂j(ξ; δ)
〉
L2(Rξ)
= 0 and it follows that
lim
δ→0
δ
〈
α̂⋆(·),M̂(·; δ)
〉
L2(R)
= lim
δ→0
δ
〈
α̂⋆(·),M̂1(·; δ)
〉
L2(R)
.
To compute this limit we begin with the following:
Claim A: The components of M̂1(ξ; δ) satisfy
χ
(
|ξ| ≤ δτ−1
) [
δ
〈
Φ±(·, k⋆ + δξ), ψ
(0)(·, δ·)
〉
L2(R)
− 2πα̂⋆,±(ξ)
]
= o(1)(H.7)
as δ → 0 in L2(Rξ).
Assuming (H.7), it follows that
δ
〈
α̂⋆(ξ),M̂1(ξ; δ)
〉
L2(Rξ)
= 2π ‖α̂⋆‖L2(|ξ|≤δτ−1) + o(1)
= ‖α⋆‖
2
L2(R) + o(1) = 1 + o(1) .
We now prove the claim (H.7). Recall from (H.6) that
ψ(0)(x,X) = α⋆,+(X)p+(x, k⋆) + α⋆,−(X)p−(x, k⋆) and that
Φ±(x, k) = e
ikxp±(x, k). Therefore,
δ
〈
Φ+(·, k⋆ + δξ), ψ
(0)(·, δ·)
〉
L2(R)
= δ
〈
eiξδ·p+(·, k⋆ + δξ), α⋆,+(δ·)p+(·, k⋆)
〉
L2(R)
+ δ
〈
eiξδ·p+(·, k⋆ + δξ), α⋆,−(δ·)p−(·, k⋆)
〉
L2(R)
,(H.8)
We now apply the expansion Lemma 6.5, based on the Poisson summation, to
expand the inner products in (H.8). With the choices: f(x, δξ) = p+(x, k⋆ + δξ),
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g(x) = p±(x, k⋆) and Γ(x,X) = α⋆,±(X) we obtain, in L
2
loc(dξ),
δ
〈
Φ+(·, k⋆ + δξ), ψ
(0)(·, δ·)
〉
L2(R)
= 2π
∑
m∈Z
∫ 1
0
eimxp+(x, k⋆ + δξ) ×[
α̂⋆,+
(
2πm
δ
+ ξ
)
p+(x, k⋆) + α̂⋆,−
(
2πm
δ
+ ξ
)
p−(x, k⋆)
]
dx
= 2π
∫ 1
0
p+(x, k⋆ + δξ) [α̂⋆,+ (ξ) p+(x, k⋆) + α̂⋆,− (ξ) p−(x, k⋆)] dx
+ 2π
∑
|m|≥1
∫ 1
0
eimxp+(x, k⋆ + δξ) ×[
α̂⋆,+
(
2πm
δ
+ ξ
)
p+(x, k⋆) + α̂⋆,−
(
2πm
δ
+ ξ
)
p−(x, k⋆)
]
dx
≡ â+(ξ; δ) + Â+(ξ; δ),(H.9)
where â+ refers to the first line and Â+ to the second. An analogous expression
holds for the inner product in (H.8) with Φ− in place of Φ+.
Since p±(x, k) is uniformly bounded in (x, k) ∈ [0, 1]× [0, 2π] we may pass to
the limit as δ → 0 in â±(ξ; δ) and using the orthonormality of p±(x, k) we obtain
â±(ξ; δ) = 2π α̂⋆,±(ξ) + o(1), as δ → 0.
With a view toward proving (H.7) we use (H.9). Subtracting 2πα̂⋆,+(ξ) from
(H.9) we obtain:
(H.10) LHS of (H.7) = χ(|ξ| ≤ δτ−1)
[
( â+(ξ; δ)− 2π α̂⋆,+(ξ) ) + Â+(ξ; δ)
]
,
and we seek to show that this expression tends to zero in L2(Rξ). An analogous
argument applies with − in place of +. By orthonormality of p±(x, k), the first
term within the brackets of (H.10) can be written as
â+(ξ; δ)− 2π α̂⋆,+(ξ) = 2π
∫ 1
0
[
p+(x, k⋆ + δξ)− p+(x, k⋆)
]
α̂⋆,+(ξ)p+(x, k⋆) dx
+ 2π
∫ 1
0
[
p+(x, k⋆ + δξ)− p+(x, k⋆)
]
α̂⋆,−(ξ)p−(x, k⋆) dx .(H.11)
By (6.50) we have :
χ
(
|ξ| ≤ δτ−1
) ∣∣∣â+(ξ; δ)− 2π α̂⋆,+(ξ)∣∣∣
. χ
(
|ξ| ≤ δτ−1
)
δ|ξ| (|α⋆,+(ξ)|+ |α⋆,−(ξ)|) . δ
τ |α⋆(ξ)| .(H.12)
Squaring and integrating over Rξ we obtain:∥∥∥χ (|ξ| ≤ δτ−1) [â+(ξ; δ)− 2π α̂⋆,+(ξ)] ∥∥∥
L2(Rξ)
. δτ .
To complete the proof of Claim A we study the L2(Rξ)− limit, as δ → 0 of
χ
(
|ξ| ≤ δτ−1
)
Â±(ξ; δ). Applying Lemma 6.11 with the identifications f(x, δξ) =
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p+(x, k⋆ + δξ), g(x) = p±(x, k⋆) and Γ̂(x, ξ) = α̂⋆,±(ξ), (6.110) implies
(H.13)
∥∥∥χ (|ξ| ≤ δτ−1) Â+(ξ; δ)∥∥∥
L2(R)
. δ ‖α̂⋆‖L2,1(R) . δ.
A similar bound applies to Â−(ξ; δ). This completes the proof of the Claim A,
(H.7), and therewith the evaluation of the limit, (H.1).
Proof of limit (H.2). We now turn to evaluating
lim
δ→0
δ
〈
α̂⋆(·), N̂ (·; δ)
〉
= lim
δ→0
4∑
j=1
δ
〈
α̂⋆(·), N̂j(·; δ)
〉
,
where N̂j(ξ; δ), j = 1, . . . , 4, are displayed in (6.82)-(6.85). We first show that the
contributions from the j = 3 and j = 4 terms vanish in the limit as δ tends to zero.
Using the expression for (6.85) in N̂4, the bound (6.113) (Lemma 6.12) and the
bound (6.42) for C(x; δ), we obtain:
δ
〈
α̂⋆(ξ), N̂4(ξ; δ)
〉
L2(Rξ)
= δ
∣∣∣∣∣
〈
α̂⋆(ξ),
(
χ
(
|ξ| ≤ δτ−1
)
〈Φ−(·, k⋆ + δξ), κ(δ·)Wo(·)C(·; δ)〉L2(R)
χ
(
|ξ| ≤ δτ−1
)
〈Φ+(·, k⋆ + δξ), κ(δ·)Wo(·)C(·; δ)〉L2(R)
)〉
L2(Rξ)
∣∣∣∣∣
. δ ‖α̂⋆‖L2(R) δ
−1/2 ‖κ(δ·)Wo(·)C(·; δ)‖L2(R)
. δ1/2 ‖C(·; δ)‖L2(R) . δ
1/2δ1/2−τ = δ1−τ .
Similarly, the contribution to the limit (H.2) from δ
〈
α̂⋆(ξ), N̂3(ξ; δ)
〉
L2(Rξ)
van-
ishes, by Lemma 6.1, since:
δ
∥∥∥∥∥∥∥δχ
(
|ξ| ≤ δτ−1
)
〈
Φ−(·, k⋆ + δξ), ∂2Xψ
(1)
p (x,X)
∣∣∣
X=δx
〉
L2(R)〈
Φ+(·, k⋆ + δξ), ∂2Xψ
(1)
p (x,X)
∣∣∣
X=δx
〉
L2(R)

∥∥∥∥∥∥∥
L2(R)
. δ2δ−1/2‖∂2Xψ
(1)
p ‖L2 . δ
2δ−1/2δ−1/2 = δ.
Therefore
lim
δ→0
δ
〈
α̂⋆(·), N̂ (·; δ)
〉
= lim
δ→0
2∑
j=1
δ
〈
α̂⋆(·), N̂j(·; δ)
〉
.
Claim B: In L2(|ξ| ≤ δτ−1; dξ), we have the following as δ → 0:
(1) The component inner products of the vector N̂1(ξ; δ) are given by:
δ
〈
Φ±(·, k⋆ + δξ), (2∂x∂X − κ(X)Wo(x))ψ
(1)
p (x,X)
∣∣∣
X=δx
〉
L2(Rx)
= 2π
∫ 1
0
Φ±(x, k⋆)FX
[
(2∂x∂X − κ(X)Wo(x))ψ
(1)
p (x,X)
]
(ξ)dx + o(1).(H.14)
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(2) The component inner products of the vector N̂2(ξ; δ) are given by:
δ
〈
Φ±(x, k⋆ + δξ), ∂
2
Xψ
(0)(x,X)
∣∣∣
X=δx
〉
L2(Rx)
= 2π
∫ 1
0
Φ±(x, k⋆)FX
[
∂2Xψ
(0)(x,X)
]
(ξ)dx + o(1).(H.15)
Below we give the proof of Claim B, (H.14)-(H.15), but we first show how to use
these assertions, together with the formal multi-scale asymptotic calculation of
Section 1 of Chapter 4, to evaluate the limit (H.2).
Using the asymptotics (H.14)-(H.15), and recalling that N̂ (ξ; δ) is localized to
the set |ξ| ≤ δτ−1, we obtain
lim
δ→0
δ
〈
α̂⋆(ξ), N̂ (ξ; δ)
〉
L2(Rξ)
= lim
δ→0
∫
|ξ|≤δτ−1
dξ α̂⋆(ξ)
T
2∑
j=1
δN̂j(ξ; δ)
= lim
δ→0
∫
|ξ|≤δτ−1
dξ α̂⋆(ξ)
T
×
〈
δΦ−(x, k⋆ + δξ), (2∂x∂X − κ(X)Wo(x))ψ
(1)
p (x,X) + ∂
2
Xψ
(0)(x,X)
∣∣∣
X=δx
〉
L2(Rx)〈
δΦ+(x, k⋆ + δξ), (2∂x∂X − κ(X)Wo(x))ψ
(1)
p (x,X) + ∂
2
Xψ
(0)(x,X)
∣∣∣
X=δx
〉
L2(Rx)

= 2pi
∫
L2(Rξ)
dξ α̂⋆(ξ)
T
×
〈
Φ−(x, k⋆),FX
[
(2∂x∂X − κ(X)Wo(x))ψ
(1)
p (x,X) + ∂
2
Xψ
(0)(x,X)
]
(ξ)
〉
L2x[0,1]〈
Φ+(x, k⋆),FX
[
(2∂x∂X − κ(X)Wo(x))ψ
(1)
p (x,X) + ∂
2
Xψ
(0)(x,X)
]
(ξ)
〉
L2x[0,1]

= 2pi
〈
FX [α⋆](ξ),

〈
Φ−(x, k⋆),FX [G
(2)](x, ξ)
〉
L2x[0,1]〈
Φ+(x, k⋆),FX [G
(2)](x, ξ)
〉
L2x[0,1]
〉
L2(Rξ)
,
whereG(2)(x,X) is as defined in (4.18). The last equality bridges the current quasi-
momentum domain calculation to the formal multi-scale calculation of Section 1 of
Chapter 4.
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We now evaluate the limiting inner product, by interchanging the order of
integration and an application of the Plancherel Theorem:
2π
〈
FX [α⋆](ξ),
(〈
Φ−(x, k⋆),FX [G(2)](x, ξ)
〉
L2x[0,1]〈
Φ+(x, k⋆),FX [G(2)](x, ξ)
〉
L2x[0,1]
)〉
L2(Rξ)
= 2π
∫
Rξ
∑
j=±
FX [α⋆,j ](ξ)
〈
Φj(x; k⋆),FX [G
(2)](x, ξ)
〉
L2x[0,1]
dξ
= 2π
∫ 1
0
∑
j=±
Φj(x; k⋆)
〈
FX [α⋆,j ](ξ),FX [G
(2)](x, ξ)
〉
L2(Rξ)
dx
=
∫ 1
0
∑
j=±
Φj(x; k⋆)
〈
α⋆,j(X), G
(2)(x,X)
〉
L2(RX)
dx
=
∫
RX
∑
j=±
α⋆,j(X)
〈
Φj(x; k⋆), G
(2)(x,X)
〉
L2x([0,1])
dX
=
〈
α⋆(X),
(〈
Φ−(·; k⋆), G(2)(·, X)
〉
L2[0,1]〈
Φ+(·; k⋆), G(2)(·, X)
〉
L2[0,1]
)〉
L2(RX )
=
〈
α⋆(X),G
(2)(X)
〉
L2(RX)
= −E(2) =def −µ0,(H.16)
where E(2) ≡ µ0 is given in (4.21) and G(2)(X) is defined in (4.20); see also (6.152).
That G(2)(X) and E(2) do indeed match the multiscale definitions follows from
(H.6) and (4.18).
Proof of Claim B, (H.14) and (H.15): We begin with (H.15) which is proved in
a manner similar to the proof of (H.7). By the definition of ψ(0)(x,X) and since
Φ±(x, k) = e
ikxp±(x, k), the left hand side of (H.15) may be written as
δ
〈
Φ+(·, k⋆ + δξ), ∂
2
Xψ
(0)(·, δ·)
〉
L2(R)
= δ
〈
eiξδ·p+(·, k⋆ + δξ), ∂
2
Xα⋆,+(X)p+(x, k⋆)
∣∣∣
X=δx
〉
L2(Rx)
+ δ
〈
eiξδ·p+(·, k⋆ + δξ), ∂
2
Xα⋆,−(X)p−(x, k⋆)
∣∣∣
X=δx
〉
L2(Rx)
.(H.17)
We next apply Lemma 6.5 to (H.17) with the identifications: f(x, δξ) = p+(x, k⋆+
δξ), g(x) = p±(x, k⋆) and Γ(x, δx) = ∂
2
Xα⋆,±(X)|X=δx. In L
2
loc(dξ) we have (recall
that FX denotes the Fourier transform with respect to the variable X):
δ
〈
Φ+(·, k⋆ + δξ), ∂
2
Xψ
(0)(·, δ·)
〉
L2(R)
≡ d̂+(ξ; δ) + D̂+(ξ; δ),(H.18)
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where
d̂+(ξ; δ) = 2π
∫ 1
0
p+(x, k⋆ + δξ) ×
(H.19)
[
FX
[
∂2Xα⋆,+
]
(ξ)p+(x; k⋆) + FX
[
∂2Xα⋆,−
]
(ξ)p−(x; k⋆)
]
dx,
D̂+(ξ; δ) = 2π
∑
|m|≥1
∫ 1
0
eimx p+(x, k⋆ + δξ)e
−ik⋆xFX
[
∂2Xψ
(0)(x,X)
](2πm
δ
+ ξ
)
.
(H.20)
The terms d̂+(ξ; δ) and D̂+(ξ; δ) are, respectively, the m = 0 and |m| ≥ 1 terms in
the Poisson sum. An analogous expression holds for when Φ+ is replaced by Φ−.
The expression for D̂+ is of the same type as Â+, displayed in (H.9). Thus, in
a manner similar to the proof of the bound (H.13) we can apply Lemma 6.11 to
obtain
lim
δ→0
∥∥∥χ(|ξ| ≤ δτ−1)D̂±(ξ; δ)∥∥∥
L2(Rξ)
= o(δ) .
So to prove claim (H.15) of Claim B it suffices to show that as δ → 0:∥∥∥χ(|ξ| ≤ δτ−1)[ d̂±(ξ; δ)−2π ∫ 1
0
Φ±(x, k⋆)FX
[
∂2Xψ
(0)(x,X)
]
(ξ) dx
]∥∥∥
L2(Rξ)
→ 0.
To see this, we have from (H.19):
d̂+(ξ; δ)
= 2π
∫ 1
0
p+(x, k⋆)
[
FX
[
∂2Xα⋆,+
]
(ξ)p+(x; k⋆) + FX
[
∂2Xα⋆,−
]
(ξ)p−(x; k⋆)
]
dx
+ 2π
∫ 1
0
[
p+(x, k⋆ + δξ)− p+(x, k⋆)
]
×[
FX
[
∂2Xα⋆,+
]
(ξ)p+(x; k⋆) + FX
[
∂2Xα⋆,−
]
(ξ)p−(x; k⋆)
]
dx
= 2π
∫ 1
0
Φ+(x, k⋆)FX
[
∂2Xψ
(0)(x,X)
]
(ξ) dx+ ê+(ξ, δ),
where (as in (H.11)-(H.12)) we have∥∥∥ χ(|ξ| ≤ δτ−1)ê+(ξ; δ) ∥∥∥
L2(Rξ)
.
∥∥∥χ(|ξ| ≤ δτ−1)δξ · ξ2α̂⋆(ξ)∥∥∥
L2(Rξ)
≤ δτ
∥∥∥ξ2α̂⋆(ξ)∥∥∥
L2(Rξ)
,
which tends to zero as δ → 0. Similar results hold for Φ+ replaced by Φ− in (H.18).
This completes the proof of (H.15) of Claim B.
We conclude the proof of Claim B by now verifying the limit (H.14). Recall
from (5.4), (5.5) and the relation Φj(x, k⋆) = e
ik⋆xpj(x, k⋆), j = ±, that
ψ(1)p (x,X) = R(E⋆) ◦ e
ik⋆xA P (0)(x,X) ≡ eik⋆x Rk⋆(E⋆)A P
(0)(x,X).(H.21)
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Here,
P (0)(x,X) = e−ik⋆xψ(0)(x,X) =
∑
j∈{+,−}
α⋆,j(X)pj(x, k⋆) ,(H.22)
A = A(x,X, ∂x, ∂X) ≡ 2 (∂x + ik⋆) ∂X − κ(X)Wo(x).(H.23)
The operator Rk⋆(E⋆) is given by
Rk⋆(E⋆) = e
−ik⋆x R(E⋆) e
ik⋆x = (HVe(k⋆)− E⋆)
−1(H.24)
and is bounded from Π⊥L
2
per(dx) to H
2
per(dx). Here, Π⊥ projects onto the orthog-
onal complement of the nullspace of HVe(k⋆)−E⋆. Note that α⋆(X) was chosen to
ensure solvability, which is equivalent to x 7→ AP (0)(x,X) ∈ Π⊥L2per([0, 1]; dx); see
(4.11)-(4.12).
Next, applying the operator (2∂x∂X − κ(X)Wo(x)) to ψ
(1)
p we obtain:
(2∂x∂X − κ(X)Wo(x))ψ
(1)
p (x,X) = e
ik⋆xK(x,X), where(H.25)
K(x,X) ≡
(
A ◦Rk⋆(E⋆) ◦ A
)
P (0)(x,X) .(H.26)
We next substitute (H.25) into the inner product on the left hand side of (H.14)
and find
δ
〈
Φ+(x, k⋆ + δξ), (2∂x∂X − κ(X)Wo(x))ψ
(1)
p (x,X)
∣∣∣
X=δx
〉
L2(Rx)
= δ
〈
eiδξxp+(x, k⋆ + δξ),K(x, δx)
〉
L2(Rx)
.(H.27)
We study the limit of (H.27) as δ → 0 by applying Lemma 6.5 with the choices
f(x, δξ) = p+(x, k⋆+δξ), g(x) ≡ 1 and Γ(x,X) = K(x,X). To verify the hypotheses
of Lemma 6.5 we shall check that
(H.28) ‖K‖2
Ha,b
≡
a∑
j=0
∫ 1
0
‖∂jyK(x,X)‖
2
Hb(RX )
dx <∞ , for a = 2, b = 2 .
The condition (H.28), which is more stringent than the condition (6.59) of Lemma
6.5, will be used below. Denote by Ha,b the Hilbert space of functions obtained via
completion of the linear space of functions x 7→ Γ(x,X) which are C∞per([0, 1]x) with
values in S(RX); compare with (A.2). Note that A : Ha,b → Ha−1,b−1 is bounded
and Rk⋆(E⋆)Π⊥ : H
a,b → Ha+2,b is bounded.
Therefore,
‖K(x,X)‖2
H2,2
=
∥∥∥(A ◦Rk⋆(E⋆) ◦ A) P (0)(x,X)∥∥∥2
H2,2
.
∥∥∥ (Rk⋆(E⋆) ◦ A) P (0)(x,X)∥∥∥2
H3,3
.
∥∥∥AP (0)(x,X)∥∥∥2
H1,3
.
∥∥∥P (0)(x,X)∥∥∥2
H2,4
≤ C,(H.29)
where C is an order one constant which depends on pj , j = ±, and α⋆(X); see
(H.22).
Applying Lemma 6.5 to (H.27), the inner product on the left hand side of
(H.14), we obtain
(H.27) ≡ f̂+(ξ; δ) + F̂+(ξ; δ),(H.30)
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where
f̂+(ξ; δ) = 2π
∫ 1
0
p+(x, k⋆ + δξ)FX [K(x,X)](ξ)dx ,(H.31)
and
F̂+(ξ; δ) = 2π
∑
|m|≥1
∫ 1
0
eimxp+(x, k⋆ + δξ)FX [K(x,X)]
(
2πm
δ
+ ξ
)
dx .(H.32)
Analogous expressions can be obtained for the inner product (H.30), with Φ+ re-
placed by Φ−, leading to expressions: f̂−(ξ; δ) and F̂−(ξ; δ).
We next apply the bounds Lemma 6.11 to show χ
(
|ξ| ≤ δτ−1
)
F̂+(ξ; δ)→ 0 in
L2(dξ). The hypotheses of Lemma 6.11 require, with Γ̂(x, ζ) = FX [K(x,X)](ζ) ≡
K̂(x, ζ), the bound (6.109):
(H.33)
∥∥∥∥ sup
0≤x≤1
|K̂(x, ζ)|
∥∥∥∥
L2,1(Rζ)
<∞ .
To prove (H.33), first note∣∣∣∣ sup
0≤x≤1
|K̂(x, ζ)|
∣∣∣∣2 ≤ ∫ 1
0
|K̂(x, ζ)|2 + |∂xK̂(x, ζ)|
2 dx .
Multiplication by 1 + ζ2 and integration dζ over R and applying the Plancherel
identity, yields∥∥∥∥ sup
0≤x≤1
|K̂(x, ζ)|
∥∥∥∥2
L2,1(Rζ)
≤
∫
R
(1 + |ζ|2) dζ
∫ 1
0
|K̂(x, ζ)|2 + |∂xK̂(x, ζ)|
2 dx
=
∫ 1
0
dx
∫
R
(1 + |ζ|2)
(
|K̂(x, ζ)|2 + |∂xK̂(x, ζ)|
2
)
dζ
=
∫ 1
0
dx
∫
R
|(I − ∂2X)
1
2K(x,X)|2 + |∂x(I − ∂
2
X)
1
2K(x,X)|2 dX
=
1∑
j=0
∫ 1
0
‖∂jxK(x,X)‖
2
H1(RX )
dx = ‖K‖2
H1,1
.
The norm ‖K‖H1,1 is finite by (H.29) and therefore (H.33) holds.
Now apply Lemma 6.11 and we obtain, using (H.26), that∥∥∥χ (|ξ| ≤ δτ−1) F̂+(ξ; δ)∥∥∥
L2(Rξ)
. δ
∥∥∥∥ sup
0≤x≤1
K̂(x, ζ)
∥∥∥∥
L2,1(Rζ)
. δ
∥∥∥(|ζ|2 + 1) α̂⋆ (ζ)∥∥∥
L2,1(Rζ)
≈ δ ‖α̂⋆‖L2,3(R) . δ.
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The same bound holds with F̂+ replaced by F̂−. Therefore,
∣∣∣ 〈α̂⋆(ξ),(χ (|ξ| ≤ δτ−1) F̂−(ξ; δ)
χ
(
|ξ| ≤ δτ−1
)
F̂+(ξ; δ)
)〉
L2(Rξ)
∣∣∣
. ‖α̂⋆‖L2(R)
∥∥∥∥∥
(
χ
(
|ξ| ≤ δτ−1
)
F̂−(ξ; δ)
χ
(
|ξ| ≤ δτ−1
)
F̂+(ξ; δ)
)∥∥∥∥∥
L2(Rξ)
. δ.
To complete the proof of Claim B, we study the limits of limδ→0 f̂±(ξ; δ).
f̂+(ξ; δ) = 2π
∫ 1
0
p+(x, k⋆)K̂(x, ξ)dx
+ 2π
∫ 1
0
[
p+(x, k⋆ + δξ)− p+(x, k⋆)
]
K̂(x, ξ)dx .(H.34)
Multiplying (H.34) by χ
(
|ξ| ≤ δτ−1
)
and estimating in L2(Rξ) we have:
∥∥∥χ (|ξ| ≤ δτ−1) [f̂+(ξ; δ)− 2π ∫ 1
0
p+(x, k⋆)K̂(x, ξ)dx
]∥∥∥
L2(Rξ)
.
∥∥∥χ (|ξ| ≤ δτ−1) (δξ) sup
0≤x≤1
|K̂(x, ξ)|
∥∥∥
L2(Rξ)
. δτ
∥∥∥ sup
0≤x≤1
|K̂(x, ξ)|
∥∥∥
L2(Rξ)
= o(δτ ), δ → 0(H.35)
using (6.50) and (H.33). Finally observe from (H.25) that
2π
∫ 1
0
p+(x, k⋆)FX [K](x, ξ)dx = 2π
∫ 1
0
Φ+(x, k⋆)FX [e
ik⋆xK](x, ξ)dx
= 2π
∫ 1
0
Φ+(x, k⋆)FX
[
(2∂x∂X − κ(X)Wo(x))ψ
(1)
p (x,X)
]
(ξ)dx .(H.36)
The last equality holds by (H.25). This proves (H.14) and therewith Claim B .
Proof of bound (H.3). To prove (H.3), we use that
(D̂δ − D̂) = ϑ♯χ
(
|ξ| > δτ−1
)
σ1κ̂β
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(see (6.116)) acts only on high frequencies components and that α̂⋆, being a Schwartz
class function, is dominated by low frequencies. We obtain, using the Cauchy-
Schwarz inequality, Plancherel identity and the uniform boundedness of κ(X):∣∣∣∣δ 〈α̂⋆(·),(D̂δ − D̂) β̂(·;µ, δ)〉L2(R)
∣∣∣∣
. δ
(∫
|ξ|>δτ−1
|α̂⋆(ξ)|
2
dξ
)1/2(∫
|ξ|>δτ−1
∣∣∣κ̂β(ξ;µ, δ)∣∣∣2 dξ)1/2
. δ
(∫
|ξ|>δτ−1
|ξ|2
|ξ|2
|α̂⋆(ξ)|
2 dξ
)1/2
‖κβ(·;µ, δ)‖L2(R)
. δ
1
δ(τ−1)
(∫
|ξ|>δτ−1
|ξ|2 |α̂⋆(ξ)|
2
dξ
)1/2 ∥∥∥β̂(·;µ, δ)∥∥∥
L2,1(R)
. δ2−τ ‖ξα̂⋆(ξ)‖L2(Rξ) δ
−1 . δ1−τ .
Here, we have used the bound ‖β(·, µ, δ)‖L2,1 . δ
−1 in (6.106).
Proof of bound (H.4). The bound (H.4) follows from the Cauchy-Schwarz in-
equality, bound (6.115) (Proposition 6.13) and (6.106):∣∣∣∣δ 〈α̂⋆(·), L̂δ(µ)β̂(·;µ, δ)〉L2(R)
∣∣∣∣ ≤ δ ‖α̂⋆‖L2(R) ∥∥∥L̂δ(µ)β̂(·;µ, δ)∥∥∥L2(R)
. δ1δτ
∥∥∥β̂(·;µ, δ)∥∥∥
L2,1(R)
. δ1+τδ−1 = δτ .
Proof of bound (H.5). The bound (H.5) follows directly from the Cauchy-Schwarz
inequality and (6.106):∣∣∣∣δ2µ〈α̂⋆(·), β̂(·;µ, δ)〉L2(R)
∣∣∣∣ ≤ δ2 |µ| ‖α̂⋆‖L2(R) ∥∥∥β̂(·;µ, δ)∥∥∥L2(R) . δ2δ−1 = δ.
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