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Synopsis
　　The　terms　of　the　optimum　estimations　are　de丘ned　as　the　estimations　of　minimizing　the　norm　of
the　error（the　difference　of　a　state　vector　from　its　expectations）．
　　It　is　mentioned　that　if　the　observed　signals　are　the　linear　coupling　of　each　argument，　which　is　two
・signals（state　vectors），　observed　noises，　the　optimum　estimations　of　a　state　vector　are　reduced　to　the
solutions　of　the　simultaneous　differential　equations　which　are　the　optimum　estimation　processes　of
each　state　vector．
1．　まえがき
最適フィルタ問題はN．Wienerの予測フィルタ問
題1）として出発し，その後急速に拡張発展をみた。最適
フィルタを求めることは結局ウィーナー・ホッフ型積分
方程式を解くことであって，定常確率過程に属する入力
に対しては，周波数領域で解を求めることができる。し
かしながら，可変定数フィルタ，すなわち，入力がひと
たび非定常確率過程に属するか，あるいは，所望の信号
波に非定常性を要求する場合には上述の積分方程式を解
くことは線形系に対してもかなり困難となる。このよう
な場合には，積分方程式をそのまま解くことよりもいっ
たんそれを微分方程式系に変換して解く方が電子計算機
の使用と共にはるかに有利であることは良く知られてい
る。このような要求に答えられるのがR．E．　Kalmanと
R・S．Bucyによって発表された2），ランダムプロセスと
しての入力信号を状態ベクトルで表わしている推定理論
である。近来推定理論はますます発展している3）。従来
の研究では，観測された受信入力は1種類の状態ベクト
ルと観測雑音から構成されるものとして考えられてい
る。
　本論文では，観測系が2種類の状態ベクトルと観測雑
音が互いに線形結合をしている場合に対する線形推定理
論について報告する。したがってまた，ウイナー・ホツ
フ型積分方程式が，どのようにして微分方程式系に変換
されるかが次第に明らかにされるであろう。
（87）
2．　問題の記述
　さて，以下の議論に使用される主な記号についての説
明と共に整理をしておこう。
X（t）：非定常ランダムプロセスに属する信号を表わす
　nl次元の列ベクトル
y（t）：非定常ランダムプロセスに属する信号を表わす
　n2次元の列ベクトル
Wl（の，ω2（の：ブラウン運動過程を表わす，それぞれ
　Ml，　M2次元列ベクトル。ここで
　　　　　　　　　　　　dw2（のdWl（の　　　　　　　　　　　　　　　一W2（t）　　 ＝－w、（t），　　　　　　　　　　　　　dtdt
で定められたW，　（t），W2（のは白色雑音であって，そ
れぞれMl，　M2次元列ベクトル
V（の：ブラウン運動過程に属する観測雑音を表わすd次
　元列ベクトル。ここで
　　dv（の　　　　　＝v（の　　　dt
で定められるy（のは白色雑音であって，d次元列ベク
トル
F・（t），F2　（t）：それぞれn、xnl，　n2×n2行列を表わし，
　tは時間変数で現在時刻を示すと共に，tについてそ
　の要素は連続関数
G，（t），G2（t）：それぞれn1×M1，　n2×M2行列を表わし，
　t　tlこついてその要素は連続関数。
H，（t），H2（t），　r（t）；それぞれn3×nl，　n3×n2，　n3×d
　行列を表わし，tについてその要素は連続関数
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z（の：観測を表わすn3次元列ベクトル
　命（t），b（t）：それぞれX（t），　y（彦）の推定値を表わす
　nl，　n2次元列ベクトル
A（t，τ），B（t，τ）：それぞれnl×n3，　n2×n3行列で，イ
　γパルス応答関数を表わし，t，τについて，それらの
　要素が連続微分可能とする。
X＊：共状態ベクトルで，状態ベクトルXの双対ベクト
　ルである。とくにXにおけるX＊の値を，それらの要
素をXi，　Xi＊（i－1，2……n）とすれば
　　［：＊，x］一ΣXi＊筋
　　　　　　i＝1
で定めることにする。したがってX＊はXの実数値一次
関数となっている。
E：期待値演算を表わす。
N（t），P（t）：それぞれ誤差を表わし
　　M（t）　＝x（t）－2（の，シ（の＝u（t）一倉（の
で定められる。
　さて以上の約束のもとで次の演算を定義する列ベクト
ルX，〃に対してX’uは内積を示し，その結果はスカラ
ーとなる。これを（X，g）とも書くことにする。ただし
以下，’は転置を示すことにする。κ〆は外積とよば
れ，その結果は行列となる。そのとき，Xのノルムを
11xlで示せば
　　llxlト（x’x）1／2＝（x，x）1／2
と定めることにする。
　次にXとyの共分散を
　　C・V［X，・y］：一・E［xy’］－E［X］E［y’］
で定義する。
　X＊についても上と同様にそのノルムを
　　1［x＊H＝（x＊，x＊’）1／2
で定義して
　　E［x＊，x］2－E（x＊x）2・・E（x＊xx’x＊’）
　　　－x＊［E（xx’）］x＊’＝Hx＊H2ε（xx’）
なる演算を許すものとする。
　そこで，問題は次のように要約される。
　2種類の信号（状態ベクトルで表わされる）x（t），U
（t）は次の微分方程式で表わされる力学系の解を示すも
のとする。
　　dx（t）＝F1（t）x（t）dt＋G，（t）dw1（の
　　dg（の一取の〃（のdt＋G2（のdw2（t）
また，観測信号Z（t）は
dz＝lli（のx（t）dt＋U2（の〃（のdt＋r（のdv（t）
））?（（
（3）
の解として与えられるものとする。このとき
　　E［x＊，x（の一i佛）］2
を，すべての共状態ベクトルX＊に対して最小とするよ
うt£　k（tlt）を求めよ。ここでi（tlt）のカッコ内の意味
は，現在時刻tにおける観測値によって，時刻跡こおけ
る推定値を意味している。
3．最適条件
　以下の議論の便利の為に（1）（2）（3）のかわりに，形
式的ではあるが
　　4盤LF1α）x（・）・G，（t）・W，（t）　　（1）’
　　dy（t）　　　　　－F2　（t）y（t）＋02α）恥（’）　　　（2）’
　　　dt
　　Z（t）＝H「1（t）x（t）十H「2（t）U（t）十1［（t）y（t）　（3），
を用いることにする。ここで観測開始時刻をtoとすれば
｛鵜　　　（・・
なる初期条件を仮定する。ただし
　　　　　dz（の　　　　　　　　　　　　　　　　　　　　　　（5）　z（t）　＝　　　　　　dt
また，白色雑音ベクトルW・（t），w2　（t），　V（t）の分散
はそれぞれ
　　c・v［Wi（t），　γ、（τ）］－Q（t）δ（t一τ）　　（6）
　　c・v［W2（の，隅（τ）］－R（t）δ（t一τ）　　　（7）
　　cov［17てt），17（τ）］＝S（彦）δ（t一τ）　　　　　　　　　　（8）
であたえられるものとする。ここにQ（t），R（の，8（t）
はそれぞれM1×Ml，　M2×M2，　d1×d1の正定置行列を
示し，かつ対称行列である。さらに踵こついて連続微分
能とする。またδ（t一τ）はディラックのデルタ関数であ
る。さらに
　　C・V［rVi（の，　W2（τ）］
　　　＝COV［W1（の，　y（τ）］
　　　＝cov［彫2（の，　V（τ）］＝0　　　　　　　　　　　　　　（9）
である。上式の意味は，どの雑音過程も互いに無相関で
あることを示している。またこのとき，（1）（2）（3）に
おいて，安定な一意連続解の存在は保証されているもの
とする。
　観測開始時刻彦oから現在の時刻tまでの観測信号の
値の集合を｛z（τ），τ∈（t。，t）｝－Zt。，tで表わすと，最適
推定
・　・・1・）　・・　Sl，・…　・）…）…　t・≦・≦t
と，条件つき期待値
　　i（・1・）一∫。，．，，・（・）・｛・（・）1・・…｝・Z
（10）
（11）
と等価であることが知られている。ここにE（n・）はnl次
元ユークリッド空間を示し，P｛）は条件つき確率密度
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関数である。
　さて（10）を用いてE［x＊，x（t）－fe（tlt）］2を最小にす
るために，良く知られている直交射影定理4）の適用にょ
って，A（t，τ）の満足しなければならぬ必要十分条件は
次のウィーナー・ホッフ型積積分方程式であることが容
易に示される。
・・V…t）・…）］一轤P，・・…）・・V［…）…の・dr
　　　　　　　　　　　　　　　t。≦σ〈t　（12）
　4．最適推定過程
　ここで（12）の両辺をtについて微分すると，まつ左辺
については
　　骨…［x（t），z（・）］一…階）・z（a）］
となるが，これに（1）ノおよびcov［Wi（t），z（σ）］＝0な
る性質を用いると
　　∂　　　　C・V［X①，Z（σ）］－Flα）C・V［X（t），Z（σ）］
　　∂t
　　　　　　　　　　　　　　　　　　　　　（13）
右辺についても同様に
妾∫1・（ちτ）COV［Z（τ），Z（σ）］dT
　　　－∫lo∂肇の呵・ω，・ω）］dT
　　　　＋A（ちのCOV［Z（t），Z（a）］
　　　一∫io　∂ノ4碁穿τ）　COV［Z（τ）・Z（σ）］dT
　　　　＋K，（t）｛Hl（のC・V［X（t），Z（σ）］
　　　十H～（t）cov［〃（t），z（σ）］｝　　　　　　　　　　　（14）
ただしK，（t）＝A（t，　t）とおいた。またCOV［V（t），Z（σ）］
＝：：　Oを用いた。
　さて，状態ベクトルU（t）に関する条件つき期待値
9（・1・）一∫。，n，，y・t）・｛U・t）・1・・．・t・｝・dy・・（15・
と等価な
b（・1・）一∫1，B（ち畷畝　　　（16）
なる表現を適用して，共状態ベクトル〃＊の導入によっ
て
　E［9＊，y①一b（tlt）］2
を最小にすることを同時に考えることにすれば，（12）と
同様に
c・v［y（t）・・（・）］＝・　／l。B（ち伽［z（・），・（・）］dT
　　　　　　　　　　　　　　　to≦σ〈t　　　（17）
をうるから，（14）に（12）（17）を代入して
　　∫1。｛∂鵠，τ）－F，・（t）A（t，・・）
　　　　＋K、（t）H，（t）A（ちτ）＋K、（t）ll2　（t）
　　　　°・B（t，τ）｝cov［z（τ），z（σ）］dτ；0　　　　　　　（18）
このことは｛｝内が零となることを要求していること
が示される。よって
　　∂A（t，τ）
　　　　　　－Fl（t）A（ちτ）一・Kl（の・ff、（t）A（ちτ）
　　　∂t
　　　－」Kl（t）H2（t）B（t，τ）　　　　　　　　　　　　　　　　　　（19）
（19）を（10）に代入するとk（tlt）の最適推定過定
　　囎の一一F，・（t）k（・lt）・K，（t）［z（t）
　　　－H1（t）全（tlt）］－K1（t）H2（t）∂（彦1彦）　　　　　（20）
をうる。しかしながら右辺に未知の推定D（tlt）を含む
からこのままでは解は求まらない。そこで9）　（tlt）につ
いても全く同様な手続きをふむと次式をうる。
　　ゴ鷺lfL凡（の∂佛）・K・（の〔z（の一珈）
　・D（t1のトK2（の丑、（のk（t【の　　　　（21）
ただし　K『2（つ＝B（ちの
　したがってk（tlt）を解くためには結局D（tlt）の推定
過程と共に，すなわち（20）と（21）との連立微分方程式を
解く必要があることがわかった。しかしなお未知関数
K，（の，K2　（t）がのこっている。いま，（12）を変形する
と，η（t）－H，（t）x（の＋H2（t）〃（のとおくことによって
・・v［・（t・・…）］一
轤堰C・　…　・）・・v…（r…（・）］dT
　　　－∫i。・（ちゆ［r（・）・v（・）・・r（・）・v（・）］dT
　　　；A（ちσ）r（σ）s（σ）1’”（σ）
しかるに
　C・V［i（の，η（の］－P1（t）　H1’（の＋Σt1H2’（の
　　　一C・V［X（t）－Sir（t　lt）rp　（t）］
　　　一・一［・・t）…の］一∫1，・（t・T…v
　　　・［η（τ），η（の］dτ
（22）
（23）
（22）はσについて連続関数なることからσ・＝tとおいた
式と（23）とから
　　K1（の二P1（のHl’（の［r（の8（の1「ノ（の］－1
　　　十Σtlll2’（の［r（t）S（t）rノ（の］－1　　　　（24）
ここでP，　（t）は誤差の分散を表わしていて
　　P1（t）＝＝cov［涜（tlt），発（tlt）］　　　　　　　　　　　　　（25）
　　Σtl二cov［i（tlt），U（の］　　　　　　　　　（26）
ただし（22）においてcov［x（t），　V（σ）］；0なる性質を用
いた。全く同様にして
　　．K2（の一P2α）H2’（の『（の8（のr’（の］－1
（89）
　＋Σ，211，’（t）［r（t）S（t）F’（の］－1
P2（の＝CQV［疹佛），す（tlt）］
Σt2　一＝　COV［ず（tlt），X（t）］
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（27）
（28）
（29）
これでK，（のとK2（t）があたえられるがなおP1（t），
P2（の，Σtl，Σε2が未知のまま残っている。したがっ
て次にはこれらをあたえる微分方程式系を導かねばなら
ない。
5．誤差の分散
4急1の一・・V［響の…tl・）］
＋・・v
mM（・lt）・4驚lllの］
に（1）ノ（20）から
（30）
　　d黛1；1の一［珊一K，（t）H・（の］x・（・lt）
　　　＋G1（t）　W1（t）－K，（t）r（t）V（の
　　　一KL（t）H，（t）諺（tlt）　　　　　　　　　　　　　　　　　　　　（31）
をつくり，（30）を解いた形
　　i－di（ち嚥・∫1，　¢’（t…）［c1ω脈）
　　　－K、（τ）T（τ）y（τ）－K、（τ）H・（τ）D（τiτ）］dτ
　　　　　　　　　　　　　　　　　　　　　（32）
を（29）に代入し若干の演算を行うと
　　dPi（t）　　　　　　＝［F，（の一K1（彦）石r1α）］P1（の
　　　dt
　　　＋Pl（t）［F，（t）－K，（t）　H，（t）］’
　　　＋G，（t）Q（t）　G，’（の＋K（t）r（t）S（の
　　　・r’（のK’（の一K，　（t）H，（t）Σt4
　　　一Σε3H2’（t）K，’（の　　　　　　　　　　（33）
ここにilx　（t，　to）は（30）の推移行列5）であり
　　Σ　t3　＝＝　cov［i（tlt），ij　（tit）］　　　　　　　　（34）
　　Σ‘4＝cov［渉（tlt），簿（tlt）］　　　　　　　　（35）
とおいた。また上の演算で雑音ベクトルと初期値ベクト
ル，および状態ベクトル間に無相関性を仮定した。以下
同様にして
　　dP2（の　　　　　　＝［F2（の一K2（のH2（の］P2（t）　　　dt
　　　＋P2（の［凡（の一K2（のH・（の］’
　　　＋G2（t）Q（t）G2’（の＋K2（t）11（の8（彦）
　　　・r’（t）K2’（t）－K2（t）H、（t）Σt3
　　　一Σt4H1’（t）K2’（の　　　　　　　　　　（36）
望一［Fl（の一K1（のH，（の］Σ・1
　＋Σ，IF2’（の一K，（t）H2（t）　P2（の
　　‘沸2－［P’2（t）－K2（t）」墜』（t）］Σ1・
　　　＋Σ‘2F，’（t）－K2（t）H・（t）　P・（t）
さらにΣt3，Σ，4についても同様にして
　　＃tt3…［F1（の一K・（の丑1（t）］Σ・・
　　　＋Σt3［F2（の一K2（t）H，（の］’
　　　＋Ki（t）r（t）s（t）T’（t）K『2’（の
　　　一P、（t）H、’（t）K2’（t）－K，（t）H・（t）P2（t）
　　噸4－［F2（の一K・（の蘭］Σ・4
　　　＋Σt4［Fl（t）－K，（t）石「1（t）］’
　　　＋K2（t）r（t）s（t）r’（t）K’（t）
　　　－K2（t）　H，（t）　・Pi（t）－P2（t）H・’（t）Ki（t）
6．む　す　び
（37）
（38）
（39
（40）
　2種類の状態ベクトルのうち一方の状態ベクトル（こ
こではX（t））の推定を行うために結局もう一方の状態
ベクトル（y（t））の推定を同時に行うことによって，
（20）（21）の連立ベクトル微分方程式を解けば良いことが
わかった。さらにそのためには（24）（27）によって誤差の
分散P，　（t），P2（のを求めれば良いのではあるが，それ
には，（33）（36）（37）（38）（39）（40）の6個からなる連立ベ
クトル微分方程式系の解を求めることによって目的が達
成されることが示された。なおこれら6個の微分方程式
系の中には依然としてK1　（t），　K2（t）が残っているが，
これは（24）（27）を代入することによって解けることにな
る。
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