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概 要
本研究では, Laplace変換と固有関数展開を用いて, 原資産が SABRモデルに従う時のヨー
ロピアン・オプションの価格公式の導出を試みる. まず準備として CEVモデルを解析し, 固有
関数が Bessel関数, 固有関数展開が Fourier-Besselの定理で与えられることを示し, オプション
価格公式も導出する. この結果を用いて, 原資産と確率的ボラティリティの相関がゼロの場合の
SABRモデルの固有関数は, Bessel関数と変形された Bessel関数の積で与えられることを示す.
そして変形された Bessel関数の固有関数展開は, Mehler-Fock変換と関連付くことを示す.
1 はじめに
SABRモデルは, 確率的ボラティリティモデルの一つであり, フォワード・スワップ・レートな
どのフォワード過程を記述するモデルである. 特にスキューやスマイルなどの表現力に優れ, それ
が多くの金融機関で採用される理由となっている. 一般的にモデルを解析的に解くことは不可能だ
が, このモデルでは, Hagan等によりヨーロピアン・コール・オプションのインプライド・ボラティ
リティの近似解が摂動論を用いて求められている [5, 6]. したがって, 実務的に重要となる数値計算
の速度が問題とならない利点を持つ. ただしこの解は, 行使価格が極端に低い場合や高い場合, 更
にオプションの満期が長い場合に近似精度が悪くなることが指摘されている. この欠点は, Hagan
等の結果を用いて, コンスタント・マチュリティ・スワップの価格をコンベクシティ調整を用いて
近似評価した場合 [11], 調整項の過大評価もたらす可能性がある.
Hagan等やそれに続く幾つかの研究では, 基本的には満期までの期間が短い近似を行っている.
同じく満期までの期間が短い近似を用いた研究には, Henry-Labordere[7]や Paulot[13]の研究があ
る. 一方, これと異なるアプローチとして, Islah[8]ならびに Antonov等 [1, 2]の研究がある. 彼ら
は相関係数 を摂動パラメータとして理論を展開し, 特に  = 0でオプション公式の解析解を導出
した. ただしそれは積分で与えられ, Islahは 3重積分, Antonov等は更に改良して 2重積分の形ま
でまとめ, 特定のパラメータ設定下では Hagan等の近似よりも精度が高いことを数値的に示した.
そこで本研究では, Islah[8]ならびにAntonov等 [1, 2]と同じに,相関係数 を摂動パラメータとす
るアプローチを取る. このアプローチでは がゼロの場合に変数分離法により Constant Elasticity
of Variance (CEV)モデルに帰着でき, CEVモデルの結果を利用できる利点がある. その上で, 我々
は Laplace変換を用いて SABRモデルのオプション価値の導出を試みる. 問題に現れる積分の評価
は, Laplace変換により複素平面上の極やカットの解析に置き換えられ, オプション価値はその逆変
換による積分で表される. このようなアプローチは先行研究でも本質的には行われてきたが, ここ
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では更に Laplace変換の積分計算に固有関数展開の方法を用いることにする. 我々はまず, 準備と
して, Normalモデル, Black-Scholesモデル, そして CEVモデルでの結果を示す. Normalモデル
と Black-Scholesモデルの結果は明らかであるが, CEVモデルでの固有関数展開を用いた結果は,
著者の知る限り初めてと思われる. CEVモデルの固有関数系は Bessel関数で与えられことを示す.
次に, CEVモデルでの結果を基礎に, SABRモデルを解析した. がゼロの場合の固有関数は CEV
モデルの Bessel関数と第 2種の変形された Bessel関数の積で表せ, 固有関数展開はMehler-Fock
の展開式と関係付くことを示す. そして, 具体的な計算には至らなかったが, 相関がゼロでない場
合の解析方法の指針を述べる.
本論文は次のように構成される. まず第 2節で Laplace変換を基礎に固有関数展開を用いた方法
の一般論を説明する. 第 3節では, Normalモデルに適用した結果を, 第 4節では, Black-Scholesモ
デルに適用した結果を述べる. 次の第 5節では, CEVモデルに適用した結果を述べる. ここでは伸
長作用素を用いた方法を示し, 問題が Besselの微分方程式に帰着されることを示す. そして第 6節
で, SABRモデルに適用した結果を述べる. 最後にまとめと今後の課題について第 7節で述べる.
2 Laplace変換を用いた方法
本節では Laplace変換を用いたオプション価値の導出方法の一般論を述べる. 特に, 固有関数と
固有関数による展開式, レゾルベントなどの定義を行う. 次節以降では, この方法を具体的なモデ
ルへと適用していく.
2.1 Laplace変換を用いた方法による形式解
この小節では, Laplace変換を用いた方法によって, オプション価値の形式解がどのように表せる
かを示す. 以降, 本節では, 適当な変数変換を行うことで, 各変数やパラメータ, オプション価値を
無次元化した形で既に問題の定式化が終えていると仮定する.
着目している原資産の現時点での値を f とし, その原資産から派生したオプションの価値を
u = u(f; ) (f 2 f ;   0) とする. 1 ここで  は現時点からオプション満期までの時間である.
このとき, オプション価値の満たす Black-Scholesの偏微分方程式は, Feynman-Kacの方法により,
@u(f; )
@
= (Lu)(f; ) (2.1)
と表せる. ここで Lは原資産 f に関する偏微分で構成される微分作用素である. Laplace変換の方
法では, この方程式を  に関して Laplace変換するところから始まる. 任意の関数 wの  に関する
Laplace変換を w^と記し, 次の積分で定義する.
w^(z) :=
1
2i
Z 1
0
w()e zd: (2.2)
ここで z は複素数で, 典型的には, 収束座標と呼ばれるある定数 rが存在して, Re z > rを満たす
任意の複素数 zに対して上の積分が存在することを仮定する. また関数 w()が適切な条件を満た
せば, 次の逆 Laplace変換が成り立つことが知られる.
w() =
1
2i
Z c+i1
c i1
w^(z)ezdz; 8c > r: (2.3)
1f は変数 f が値を取る範囲である. 例えば Black-Scholes モデルでは, f = (0;1) である.
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この定義に従い, Black-Scholes方程式 (2.1)の両辺を  に関して Laplace変換すれば, 部分積分す
ることで,
zu^(f; z)  u0(f) = (Lu^)(f; z) (2.4)
と求まる. ここで Lが  に依存しないことを用いた. また lim!1 u(f; ) = 0を仮定した. ここ
で現れた u0(f) := u(f; 0)は元の偏微分方程式の初期条件であり, オプションの終端条件でもある.
(2.4)式も偏微分方程式であるが, この解は形式的には次のように表せる.
u^(f; z) =  

1
L  z u0

(f; z) (2.5)
ここで (L  z) 1は Lのレゾルベントと呼ばれる作用素である. この u^(f; z)が求まれば, これを逆
Laplace 変換することで元のオプション価値 u(f; )が求まる, すなわち,
u(f; ) =
1
2i
Z c+i1
c i1
u^(f; z)ezdz =   1
2i
Z c+i1
c i1

1
L  z u0

(f; z)ezdz (2.6)
である. これは形式解ではあるが, モデル・パラメータへの依存性などのオプションの価格の挙動
を解く問題は, Lのレゾルベントの複素平面上での挙動を解く問題に置き換わっている.
2.2 固有関数展開を用いたレゾルベントの積分表示
時間に関する Laplace変換をすることで, Black-Scholes方程式を解く問題は (2.4)式の定常的な
問題になる. 仮にこの方程式の固有値問題が解ければ, 固有関数展開を用いて Lのレゾルベントを
具体的に求めることができる. ここではこの方法を解説する.
Lの固有値を , それに属する固有関数を '(f)と表すと, 定義から
(L')(f) = '(f) (2.7)
が成り立つ. このような固有値 の集合を L と表す. L は Lのスペクトルと呼ばれる. 一方, そ
の補集合 L := CnL は, Lのレゾルベント集合と呼ばれる. Lのレゾルベントは, 任意の z 2 L
に対して数学的に問題なく定義されることが知られる.
このとき, 任意の関数 w(f)に対して, 上の固有関数系 f'g による次の展開式
w(f) =
Z
L
'(f)
 Z
f
'(f
0)w(f 0)(f 0)df 0
!
()d (2.8)
が求まったと仮定しよう. 2 ここで ()は複素共役を取ることを意味し, また (f), ()は適当な
重み関数である. また固有値 が縮退している場合は, 固有関数は縮退度についても区別され, 上の
積分も縮退した自由度について更に和または積分を取る. この展開式を用いると, レゾルベントは,
1
L  zw

(f) =
Z
L

1
L  z'

(f)
 Z
f
'(f
0)w(f 0)(f 0)df 0
!
()d (2.9)
=
Z
f
Z
L
1
  z'(f)'

(f
0)()d

w(f 0)(f 0)df 0 (2.10)
2L が自己共役作用素であれば, 関数系 f'g は完全正規直交系に他ならない.
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となり, 積分で表せる. したがって, レゾルベントを計算することは, 次の積分核
K0f (z; f
0) :=
Z
L
1
  z'(f)'

(f
0)()d (2.11)
を求めることに帰着される. この積分核が求まれば, 形式解は,
u(f; ) =   1
2i
Z c+i1
c i1
 Z
f
K0f (z; f
0)u0(f 0)(f 0)df 0
!
ezdz (2.12)
=
Z
f

  1
2i
Z c+i1
c i1
K0f (z; f
0)ezdz

u0(f
0)(f 0)df 0 (2.13)
と表現できる. この積分核K0f (z; f 0)を Laplace逆変換することで得られる, もう一つの積分核
G0f (; f
0) :=   1
2i
Z c+i1
c i1
K0f (z; f
0)ezdz (2.14)
はGreen関数と呼ばれる. Green関数の挙動はもちろんレゾルベントの挙動で決まる. 以降の節で
は, 実際にこの積分核K0f (z; f 0), G0f (; f 0)を個別のモデルに対して具体的に求めていく. 2つの積
分核を求める問題は, 展開式 (2.8)とこれを満たす固有関数系 f'g を求めることが本質となる.
3 Normalモデル
本節では,原資産がNormalモデルで記述されるときのヨーロピアン・オプションの価値を, Laplace
変換と固有関数展開を用いた方法で求める. Normalモデルは原資産が正規分布に従う単純な過程
だが, 近年は負金利政策の導入により注目されることとなった.
3.1 モデルの定義と基本的事実
Ft はフォワード・スワップ・レートなどを表す確率過程とする. Ft が Normalモデルで記述さ
れるとは, Ft が次の確率微分方程式に従うときをいう.
dFt = dWt
ここでWtは標準ブラウン運動, または正定数とし, 現時点を tとしたときの初期値 Ftを Ft = F
と表すことにする.
次に Black-Scholes方程式を求める. Ft を原資産とするあるオプション価値 Ut = U(Ft; t)の満
たす確率微分方程式は, 伊藤の公式より
dUt =
@Ut
@t
dt+
@Ut
@F
dFt +
1
2
@2Ut
@F 2
dhFti
=
@Ut
@t
dt+
@Ut
@F
dWt +
1
2
@2Ut
@F 2
2dt
である. したがって, Black-Scholes方程式は, Feynman-Kacの定理よりドリフト部分に着目すれば,
@U
@t
+
1
2
@2U
@F 2
2 = 0
4
と求まる. オプションが時点 T を満期とする場合, 時間に関して  0 = T   tの形で依存することが
期待される. そこで, tから  0 に変数変換をすれば,
 @U
@ 0
+
1
2
@2U
@F 2
2 = 0
これは拡散方程式に他ならない. 以降では U(F; t) = U(F;  0)と書く. 次に方程式の各変数を無次
元化する. あるオプションの行使価格をK とする. このとき,
u :=
U
K
; f :=
F  K
K
;  :=  0
2
2
;  :=

K
とおくと,
@u
@
=
@2u
@f2
(3.1)
と変形される. u = u(f; ) = U(K(f +1); (2K2=2))=Kである. 終端条件は初期条件と読みかえ
られ, 以降では u0 := u(f; 0)と記す. 行使価格K のヨーロピアン・コール・オプションの場合は,
u0 = u(f; 0) = f
+
行使価格K のヨーロピアン・プット・オプションの場合は,
u0 = u(f; 0) = ( f)+
と表される.
3.2 レゾルベントの導出
Normalモデルでの微分演算子 Lは,
L :=
@2
@f2
である. Lの固有値 に属する固有関数は,  =  k2 と置くとき, 1p
2
eikf (8k 2 R) の 2つが存
在し縮退している. このとき, Lのスペクトルは L = ( 1; 0]の半直線である. この固有関数は
Fourier変換の積分核に他ならないから, 縮退度も含めて固有関数を 'k(f) = 1p2 eikf と選べば, 任
意の関数 w(f) (f 2 R)に対して, Fourier変換と Fourier逆変換を連続して作用した次の展開式
w(f) =
Z 1
 1
'k(f)
Z 1
 1
'k(f
0)w(f 0)df 0

dk (3.2)
が成り立つ. これは自然に縮退度を考慮した形になっている. したがって, (2.11)式から, Normal
モデルのレゾルベントの積分核は
K0f (z; f
0) :=  
Z 1
 1
1
2
eik(f f
0)
k2 + z
dk (3.3)
とわかる. これは d = f   f 0 と置いて, 留数定理を使えば,
K0f (z; f
0) =  
Z 1
 1
1
2
eikd
(k   ipz)(k + ipz)dk =  
e jdj
p
z
2
p
z
(3.4)
と求まる.
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次に Green関数を計算する. 今の場合, 収束座標 cは c = 0の虚軸であり, レゾルベントの積分
核は L = ( 1; 0]をカットに持つことに注意する. このとき, (2.14)式での積分経路は, カットを
囲む形でカットに沿ったに変形でき, 変形後に更に 2 = zと変数変換すると, 今度は -平面の虚軸
に沿った積分路に変形できる. すなわち,
G0f (; f
0) =
1
2i
Z +0+i1
+0 i1
e jdj
p
z
2
p
z
ezdz (3.5)
=
1
2i
Z +0+i1
+0 i1
e jdj
2
e
22d (3.6)
=
e jdj
2=(4)
2
p
2
Z 1
 1
e 
2=2d =
e jdj
2=(4)
p
4
(3.7)
と求まる.
3.3 オプション価格公式の導出
プット・オプションの場合の解を求める. (2.13)式と (2.14)式に, 上で求めたGreen関数を代入
すれば,
u(f; ) =
Z 1
 1
e jf f
0j2=(4)
p
4
( f 0)+df 0 (3.8)
=
p
2
Z 0
 1
e jf=
p
2 0j2=2
p
2
[ f=
p
2 + (f=
p
2   0)]d0 (3.9)
=  fN( f=
p
2) 
p
2
1p
2
e jf=
p
2 j2=2 (3.10)
=
1
K
24(K   F )N   F  K

p
T   t

  pT   t 1p
2
e
 

F K

p
T t
2
=2
35 (3.11)
と求まる. これはNormalモデルのプット・オプションの価格公式に他ならない. コール・オプショ
ンの価格公式も同様に求めることができる.
4 Black-Scholesモデル
本節では, 原資産が Black-Scholesモデルで記述されるときのヨーロピアン・オプションの価値
を, Laplace変換と固有関数展開を用いた方法で求める. 対数正規分布は正規分布に変換すること
で, 前節のNormalモデルでの結果が使える. 変換には変数変換に加え, おそらく応用するのは初め
てと思われる, 時間に関する伸長作用素を用いる.
4.1 モデルの定義と基本的事実
Ftは原資産の価格などを表す確率過程とする. Ftが Black-Scholesモデルで記述されるとは, Ft
が次の確率微分方程式に従うときをいう.
dFt = RFtdt+FtdWt (4.1)
6
ここでWt はリスク中立測度 QN の下での標準ブラウン運動, Rは無リスク金利で定数, はボラ
ティリティで正定数, そして現時点を tとしたときの初期値 Ftを Ft = F (> 0)と表すことにする.
次に Black-Scholes方程式を求める. Ft を原資産とするあるオプション価値 Ut = U(Ft; t)の満
たす確率微分方程式は, 伊藤の公式より
dUt =
@Ut
@t
dt+
@Ut
@F
dFt +
1
2
@2Ut
@F 2
dhFti (4.2)
=
@Ut
@t
dt+
@Ut
@F
RFtdt+
@Ut
@F
FtdWt +
1
2
@2Ut
@F 2
(Ft)
2dt (4.3)
である. したがって, 相対価格 Ut=eRt がリスク中立測度の下でマルチンゲールであることと,
Feynman-Kacの定理により, Black-Scholes方程式は,
@U
@t
+
@U
@F
RF +
1
2
@2U
@F 2
(F )2  RU = 0 (4.4)
と求まる. オプションが時点 T を満期とする場合を考え, 変数を tから  0 = T   tに変換をすれば,
 @U
@ 0
+
@U
@F
RF +
1
2
@2U
@F 2
2F 2  RU = 0 (4.5)
以降では U(F; t) = U(F;  0)と書く. 次に方程式の各変数を無次元化する. あるオプションの行使
価格をK とする. このとき,
U :=
UeR
0
K
; f :=
F
K
;  :=  0
2
2
; r := R

2
2
 1
; (4.6)
とおくと,
@ U
@
= rf
@ U
@f
+ f2
@2 U
@f2
(4.7)
と変形される. U = U(f; ) = U(Kf; (2=2))eR 0=K である. 終端条件は初期条件と読みかえら
れ, 以降では U0 := U(f; 0)と記す. 行使価格K のヨーロピアン・コール・オプションの場合は,
U0 = U(f; 0) = (f   1)+ (4.8)
行使価格K のヨーロピアン・プット・オプションの場合は,
U0 = U(f; 0) = (1  f)+ (4.9)
と表される.
4.2 伸長作用素 ~D( r)によるドリフト項の除去
最初に, 伸長作用素 ~D で Black-Scholes方程式 (4.7)を変換することで, 方程式からドリフト項
rf@ U=@f を除去する. この変換は伸長変換またはスケール変換と呼ばれ, その作用は, R上の任意
の関数 u(f) と任意の実数のパラメータ に対して,
( ~D()u)(f) = u(ef) (4.10)
で定義する. この変換は群特性を満たすため逆作用素も存在する. 一般的に伸長作用素は等長性を
満たすように定義されるが [15], ここではあえて満たさない形で導入した. 本論文では満たす型は
D()で表す. 詳細は付録の第 A節を参照せよ.
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パラメータを  = g() =  r と選び, 伸長作用素 ~D( r)を (4.7)式の両辺に作用すれば,
@ ~D( r) U
@
+ rf
@ ~D( r) U
@f
= rf
@ ~D( r) U
@f
+ f2
@2 ~D( r) U
@f2
(4.11)
が得られる. ここで, (A.22)式と (A.25)式を用いた. したがって,
u(f; ) := ~D( r) U(f; ) (4.12)
と更に置けば,
@u
@
= f2
@2u
@f2
(4.13)
となりドリフト項が除去できた.
4.3 伸長作用素D()によるNormalモデルへの変換
本小節では, Black-Scholes方程式 (4.13)を更に伸長作用素Dを用いて Normalモデルへ変換す
る. 今度の伸長作用素Dは等長性を満たし, 1パラメータ・ユニタリー群を成す. この変換の作用
は, R上の任意の関数 u(f) と任意の実数のパラメータ に対して,
(D()u)(f) = e=2u(ef) (4.14)
で定義される. 詳細は付録の第 A節を参照せよ. 本小節では, 特にパラメータを  =  と選び, 
はあとで決定する定数である. まずD() と @=@ との間には次の交換関係が成り立つ.
D()
@u
@

(f; ) =
@(D()u)(f; )
@
  
2
(D()u)(f; )  f @(D()u)(f; )
@f
(4.15)
一方で, f に関する微分作用素 f2@2=@f2 と伸長作用素とは可換であることが示されるこれらの事
実に注意して, Black-Scholes方程式 (4.13)の両辺を伸長作用素で変換すれば,
@v
@
  
2
v   f @v
@f
= f2
@2v
@f2
; v(f; ) := D()u(f; ) (4.16)
が得られる.
次に変数変換 y = ln f (f = ey)を行うと, f の定義域 (0;1)が y の定義域 Rに変換され, 微分
演算についても
@
@f
=
@y
@f
@
@y
=
1
f
@
@y
; (4.17)
@2
@f2
=
1
f
@
@y
1
f
@
@y
=
1
f2

@2
@y2
  @
@y

(4.18)
となる. これらを用いれば, Black-Scholes方程式 (4.16)は,
@w
@
   @w
@y
=
@2w
@y2
  @w
@y
; w(y; ) := e =2v(f; ) (4.19)
と変形される. したがって, 特に  = 1と選べば,
@w
@
=
@2w
@y2
; w(y; ) = e =2(D()u)(f; ) (4.20)
となり, Normalモデルの Black-Scholes方程式が得られる. Normalモデルのレゾルベントの積分
核は前節で既に計算できている. したがって, 上の方程式を再び解く必要はなく, 前節の結果を使
うことができる.
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4.4 オプション価格公式の導出
この小節では, プット・オプションの場合の価格公式を求める. Black-Scholes方程式 (4.20)から
出発すれば, Green関数 (3.7)までは同一の結果が得られるが, ペイオフが純粋なヨーロピアン・オ
プションになっていない点が異なる. Black-Scholes方程式 (4.20)で眺めたプット・オプションの
ペイオフは
w0 := w(y; 0) = (1  f)+ = (1  ey)+ (4.21)
となっている. これを考慮すれば, 元の問題のオプション価値を求める問題は, 変数を yから f に
戻し, 伸長作用素の逆変換を施せば,
U(F;  0)
= e R
0
K U(f; ) = e R
0
K ~D(r)D( )e=2w(ln f; ) (4.22)
= e R
0
K ~D(r)D( )e=2
Z 1
 1
e j ln f y
0j2=(4)
p
4
(1  ey0)+dy0 (4.23)
= e R
0
K ~D(r)D( )e=2
h
N( (ln f)=
p
2)  feN( ((ln f)=
p
2 +
p
2))
i
(4.24)
= e R
0
K ~D(r)[N( (ln f   )=
p
2)  fN( (ln f + )=
p
2)] (4.25)
= e R
0
KN( (ln f + (r   1))=
p
2) KfN( (ln f + (r + 1))=
p
2) (4.26)
= e R
0
KN
0@  ln(F=K) +

R  22

 0

p
 0
1A  FN
0@  ln(F=K) +

R+ 
2
2

 0

p
 0
1A(4.27)
と求まる. これは Black-Scholesモデルのプット・オプションの価格公式に他ならない. コール・オ
プションの価格公式も同様に求めることができる.
5 CEVモデルのラプラス変換での解法
本節では, 原資産が CEV モデルで記述されるときのヨーロピアン・オプションの価格公式を,
Laplace変換と固有関数展開を用いた方法で求める. ここでは, 更に発展させた伸長作用素の方法
を用いることで, CEVモデルで現れる Black-Scholes方程式が Bessel方程式に帰着でき, 問題が解
析的に解けることを示す. CEVモデルの確率的ボラティティ・モデルへの拡張版が SABRモデル
であるから, 本節は SABRモデルの解析のための準備でもある.
5.1 モデルの定義と基本的事実
Ftは原資産の価格などを表す確率過程とする. Ftが CEVモデルで記述されるとは, Ftが次の確
率微分方程式に従うときをいう.
dFt = RFtdt+0F

t dWt (5.1)
ここでWtはリスク中立測度QN の下での標準ブラウン運動, Rは無リスク金利で定数, 0は正定
数, パラメータ  は 0 <  < 1, そして現時点を tとしたときの初期値 Ft を Ft = F (> 0)と表す
ことにする.
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次に Black-Scholes方程式を求める. Ft を原資産とするあるオプション価値 Ut = U(Ft; t)の満
たす確率微分方程式は, 伊藤の公式より
dUt =
@Ut
@t
dt+
@Ut
@F
dFt +
1
2
@2Ut
@F 2
dhFti (5.2)
=
@Ut
@t
dt+
@Ut
@F
RFtdt+
@Ut
@F
0F

t dWt +
1
2
@2Ut
@F 2
(0F

t )
2dt (5.3)
と求まる. 相対価価格Ut=eRtがリスク中立測度の下でマルチンゲールであることと, Feynman-Kac
の定理より, Black-Scholes方程式
@U
@t
+
@U
@F
RF +
1
2
@2U
@F 2
(0F
)2  RU = 0 (5.4)
が求まる.
オプションが時点 T を満期とする場合, 時間に関して  0 = T   tの形で依存することが期待され
る. そこで, tから  0 に変数変換をすれば,
 @U
@ 0
+
@U
@F
RF +
1
2
@2U
@F 2
(0F
)2  RU = 0 (5.5)
以降では U(F; t) = U(F;  0)と書く. あるオプションの行使価格をK とする. このとき, 次のよう
にパラメータを再定義することで, 無次元化を行う.
U :=
UeR
0
K
; f :=
F
K
;  0 :=  0
20
2
; r := R

20
2
 1
; (5.6)
すると,
@ U
@ 0
= rf
@ U
@f
+K2( 1)f2
@2 U
@f2
(5.7)
と変形される. U = U(f;  0) = U(Kf; (2=20) 0)er
0
=K である.
終端条件は初期条件と読みかえられ, 以降では U0 := U(f; 0)と記す. 行使価格K のヨーロピア
ン・コール・オプションの場合は,
U0 = U(f; 0) = (f   1)+ (5.8)
行使価格K のヨーロピアン・プット・オプションの場合は,
U0 = U(f; 0) = (1  f)+ (5.9)
と表される.
5.2 伸長作用素 ~D( r 0)によるドリフト項の除去
CEVモデルに対しても, 伸長作用素 ~Dで Black-Scholes方程式 (5.7)を変換することで, 方程式
からドリフト項 rf@ U=@f を除去できる. 伸長作用素 ~D( r 0)を (5.7)式の両辺に作用すれば,
@ ~D( r 0) U
@ 0
= e (2 2)( r
0)K2( 1)f2
@2 ~D( r 0) U
@f2
(5.10)
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が得られる. ここで, (A.22)式と (A.25)式を用いた. したがって,
u(f; ) := ~D( r 1()) U(f;  1());  := ( 0) = e
2(1 )r 0   1
2(1  )r (5.11)
と置けば, @@ = @
0
@
@
@ 0 = e
 2(1 )r 0 @
@ 0 より,
@u
@
= f2
@2u
@f2
(5.12)
となりドリフト項が除去できた. また  0 = 0のとき  = 0となり, この変換により初期条件の関数
形は変わらない.
5.3 伸長作用素 Z()によるBlack-Scholes方程式の変換
本小節では, 前節で用いた伸長作用素 D()の派生形として新たに定義した伸長作用素 Z()を
用いる. Z()でCEVの Black-Scholes方程式を変換すると Besselの微分方程式に自然に帰着でき
ることを示す. Z()の作用は, R+ 上の任意の関数 uと任意の実数パラメータ に対して,
(Z()u)(f) = e=2f (e
 1)=2u(fe

): (5.13)
で定義される. 伸張作用素 Z()も L2(R+)上の 1パラメータ・ユニタリー群となる. 詳細は付録
の第 B節を参照されたい. (5.12)式の両辺に左から Z()を作用すると,
@Z()u
@
= K2( 1)Z()f2
@2u
@f2
となる. ここでパラメータ を
e =
1
1   (> 1)
と選び, (B.31)式を使って上式右辺を更に変形すると,
e2K 2( 1)
@Z()u
@
=

@2
@f2
Z()  2(e   1)f 1 @
@f
Z() +
(e   1)(3e   1)
4
f 2Z()

u
(5.14)
と求まる.
次にべき指数 sを未知数として,
w(f; ) := f s(Z()u)(f; ) (s 2 R)
と置き, sの値によって関数wの満たす方程式がどのように変わるか考察する. (5.14)式に (Z()u)(f; ) =
fsw(f; )を代入すれば, w(f; )の満たす方程式
e2K 2( 1)
@w
@
=
@2w
@f2
+ 2[s  (e   1)]f 1 @w
@f
+

s(s  1)  2(e   1)s+ (e
   1)(3e   1)
4

f 2w (5.15)
が得られる. 例えば, (5.15)式で
s = e =
1
1   (> 1)
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と選べば,
e2K 2( 1)
@w
@
=
@2w
@f2
+
2
f
@w
@f
  l(l + 1)
f2
w
が得られ, (5.15)式の右辺の微分作用素に対する固有値方程式の解は球 Bessel関数になる. ここで
l = s=2  1=2 = e=2  1=2 (> 0)と置いた. また別の選択肢として,
s = e   1
2
=
1
1    
1
2
(> 1=2)
と選べば,
e2K 2( 1)
@w
@
=
@2w
@f2
+
1
f
@w
@f
  
2
f2
w (5.16)
が得られ, (5.15)式の右辺の微分作用素に対する固有値方程式の解は今度は Bessel関数になる. こ
こで
 =
e
2
=
1
2(1  )
と置いた.
5.4 レゾルベントの導出
本小節では, s = e   1=2と選んだ Black-Scholes方程式 (5.16)を出発点として, レゾルベント
の具体形を導出する. 特に, CEVモデルにおける展開式 (2.8)が, Fourier-Besselの定理で与えられ
ることを示す.
微分演算子 LB を
LBw :=
@2w
@f2
+
1
f
@w
@f
  
2
f2
w (5.17)
と定義すれば, Black-Scholes方程式 (5.16)は,
@ w(f; )
@
= (LB w)(f; ) (5.18)
と表せる. ここで
0 := e
2K 2( 1) = (2)2K1= ;  := =0; w(f; ) = w(f; 0)
と置いた.
微分演算子 LB の固有関数を 'k(f), 固有値を  k2 (k  0)と置くと, 3
(LB'k)(f) =  k2'k(f) (5.19)
, @
2'k(=k)
@2
+
1

@'k(=k)
@
+

1  
2
2

'k(=k) = 0 (5.20)
3Bessel の微分方程式は２次元の Helmholtz 方程式 u+ u = 0 を極座標表示した時の, 変数分離後の動径方向の式
から得られる. すなわち, x = r cos , y = r sin  と置けば,
u+ u =
@2u
@r2
+
1
r
@u
@r
+
1
r2
@2u
@2
+ u = 0
  の固有値  は非負実数全体である. u = '(r)ei と置くと ' に関する Bessel の微分方程式が得られる. このことか
ら問題の固有値も少なくとも非負実数全体にわたることがわかる.
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と求まる. ここで  := kf と置いた. 方程式 (5.20)はBesselの微分方程式に他ならない. Besselの微
分方程式の解の基本形は, Bessel関数 J とNeumann関数N の 2つからなる（ここでの関数の定
義は補足の第 C節に載せた）. しかしここでは, Bessel関数だけを選び, 以降では 'k(f) := J(kf)
と置くことにする. このように選べば, Bessel関数 J を積分核とする, 関数 f(x)から g(y)への
Hankel変換
g(y) =
Z 1
0
f(x)xJ(xy)dx (5.21)
とその逆変換を適用することが出来るからであり,
f(x) =
Z 1
0
g(y)yJ(xy)dy (5.22)
特に, 次の Fourier-Bessel定理が成り立つ.
f(x) =
Z 1
0
Z 1
0
f(x0)x0yJ(x0y)J(xy)dx0dy (5.23)
=
Z 1
0
f(x0)
Z 1
0
x0yJ(x0y)J(xy)dy

dx0 (5.24)
これは, Hankel変換を含め, 任意の Re  >  1, x > 0で成り立つことが知られる. 展開式 (2.8)に
対応する CEVモデルにおける展開式がこの式となる.
次に, Fourier-Bessel定理を使ってレゾルベント 1=(LB z)の積分表示を求めよう. Fourier-Bessel
定理から重み関数は (x) = (x) = xと分かるから, (2.11)に CEVモデルにおける具体的な各関
数を代入すれば, レゾルベントの積分核は, Bessel関数に関する積分公式を用いて,
K0f (z; f
0) =  
Z 1
0
J(kf
0)J(kf)
k2   (ipz)2 kdk (5.25)
=  i
2
J((f ^ f 0)i
p
z) H(1) ((f _ f 0)i
p
z) (5.26)
=  i
2
 
i
e i
sin 
J(fi
p
z)J(f
0i
p
z)  i 1
sin 
J((f ^ f 0)i
p
z)J ((f _ f 0)i
p
z)
!
(5.27)
と求まる. ここでH(1) は第一種 Hankel関数であり,
H(1) (x) := J(x) + iN(x) (5.28)
N(x) :=
1
sin 
(cos  J(x)  J (x)) (5.29)
で定義される. ここで, (5.27)式の第 2項目は zの正則関数になってることが示せる. したがって,
この項の逆ラプラス変換はゼロである.
5.5 Green関数の導出
レゾルベントの積分核の逆ラプラス変換を求める. Bessel関数のカットが負の実軸上にあること
から, 収束座標 cは c = 0と考えられる. したがって, 積分核 (5.27)を (2.14)式に代入して,
G0f ( ; f
0) =   1
2i
Z +0+i1
+0 i1
 i
2
i
e i
sin 
J(fi
p
z)J(f
0i
p
z)ezdz (5.30)
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が得られる. 次に上の積分路をカットである負の実軸を囲むように変形する. このとき, Besse関数
の解析接続
J(e
miz) = emiJ(z); m 2 Z
に注意すると,
G0f ( ; f
0) =
1
2i
Z 1
0
i
2
i
e i
sin 
J(fi
p
ei)J(f
0i
p
ei)ee
id(ei)
=
Z 1
0
xJ(fx)J(f
0x)e x
2dx (5.31)
=
1
2
e (f
2+f 02)=(4)I

ff 0
2

; (5.32)
最後の等式は Re  >  1のときに成り立つ積分公式を用いた. また I(z)は第 1種の変形された
Bessel関数であり, 関数の定義は補足の第 C節に載せた. この結果は [9]で導出されている Bessel
過程の確率密度関数の式と関連している.
Bessel過程を用いた方法とここでの方法との関係は次のように分かる. (5.1)式に従う CEVモデ
ルの確率過程 Ft を変換して, 次の新しい確率過程
Xt =
F 1 t
0(1  )
を考える. 伸長作用素 Z()が引き起こす変数のベキ乗もこの変換と本質的に同じである. Xtは次
の確率微分方程式を満たす.
dXt = dWt +

~ +
1
2

1
Xt
dt; ~ :=   1
2(1  )
このXtは負の指数 ~ を持つ Bessel過程 BES(~) と呼ばれる. Xtについては, 遷移確率密度など多
くの結果が知られており, それらを用いれば CEVモデルに関する結果が得られる [9]. 本研究との
関係を理解するため, 次にXtを原資産とするオプションの価格 Utの従う確率微分方程式を求めて
みる. 伊藤の公式より,
dUt =
@Ut
@t
dt+
@Ut
@X
dXt +
1
2
@2Ut
@X2
dhXti (5.33)
=
@Ut
@t
dt+
@Ut
@X

dWt +

~ +
1
2

1
Xt
dt

+
1
2
@2Ut
@X2
dt (5.34)
だから, Feynman-Kacの定理よりドリフト部分に着目すれば, Ut = U(Xt; t)と表せて,
@U
@t
+

~ +
1
2

1
X
@U
@X
+
1
2
@2U
@X2
= 0 (5.35)
が得られる. この方程式は伸長作用素 Z() を用いた変換で得られた方程式 (5.18)と一見一致しな
い. この原因は, Z()が等長性を満たすように構成したためである. Z()の代わりに, 等長性は満
たさないが, より簡単に次の形で定義することも考えられる.
~Z()f(x) = f(xe

): (5.36)
これを用いて (5.18)式に対応する方程式を導出すれば, 実は (5.35)式と等価であることを確認でき
る [第 B節 (B.40)式を参照]. 一方, (5.35)式の方を逆に変形して (5.18)式に繋げることもできる.
U(X; t) = XsW (X; t) と置けば, W は,
@W
@t
+
1
2
@2W
@X2
+

~ +
1
2
+ s

1
X
@W
@X
+
1
2
s(s+ 2~)
1
X2
W = 0 (5.37)
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を満たすことが確かめられる. したがって特に s =  ~ と選べば,
 2@W
@t
=
@2W
@X2
+
1
X
@W
@X
  ~
2
X2
W (5.38)
と求まる. この結果は正に方程式 (5.18)と等価であり, 右辺に Besselの微分方程式に現れる微分作
用素が再び得られる.
5.6 コール・オプションの価格公式
本小節ではコール・オプションの価格公式を導出する. 前小節で求めた Green関数と, 伸長作用
素 Z()と ~D( r 0)のそれぞれの逆作用素 Z( )と ~D(r 0)を使えば直ちに計算できる.  = e=2
と w0(f) =
p
2f (f2   1)+ に注意すれば,
U(f;  0) = ~D(r 0)(Z( )fs w)(f; )
= ~D(r 0)Z( )fs
Z 1
0
G0f ( ; f
0) w0(f 0)f 0df 0
= ~D(r 0)Z( )fs
Z 1
0
1
2
e (f
2+f 02)=(4)I

ff 0
2
p
2f 0 (f 02   1)+f 0df 0
= ~D(r 0)e =2f (e
  1)=2(fe
 
)s
Z 1
0
1
2
e (f
2e +f 02)=(4)
I
 
fe
 
f 0
2
!p
2f 0 (f 02   1)+f 0df 0
= ~D(r 0)
1
4
f1=2
Z 1
0
e (f
1=+y1=)=(4)
y(3 2)=(2)
I

f1=(2)y1=(2)
2

(y   1)+dy
=
1
4
(er
0
f)1=2
Z 1
0
e ((e
r0f)1=+y1=)=(4)
y(3 2)=(2)
I
 
(er
0
f)1=(2)y1=(2)
2
!
(y   1)+dy
=
1
4e r 0=2( 0)=0
f1=2
Z 1
0
e (f
1=+e r
0=y1=)=(4e r
0=( 0)=0)
y(3 2)=(2)
I
 
f1=(2)y1=(2)er
0=(2)
2( 0)=0
!
(y   1)+dy
更に, 無次元化したパラメータを元のパラメータに戻せば, 1= = 2(1  )に注意して
U(F;  0) = e R
0
K U(F=K;  0) (5.39)
= e R
0 1
4e r 0=2( 0)=0
F 1=2
Z 1
0
e (F
1=+e r
0=Y 1=)=(4K1=e r
0=( 0)=0)
K1=Y 3=2 1=
I
 
F 1=(2)Y 1=(2)K 1=er
0=(2)
2( 0)=0
!
(Y  K)+dY (5.40)
= e R
0
Z 1
0
(Y  K)+PF (Ft 2 dY ) (5.41)
と求まる. 上の結果を導出する際, コール・オプションのペイオフの特性は一切使っていないため,
実は任意のペイオフ関数で成り立つ. したがって, ここで導入した関数 PF (Ft 2 dY )は, 確率変数
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Ft の確率密度関数と解釈できる. 実際, 具体形は次のように求まる.
PF (Ft 2 dY ) = 1
4e r 0=2( 0)=0
F 1=2
e (F
1=+e r
0=Y 1=)=(4K1=e r
0=( 0)=0)
K1=Y 3=2 1=
I
 
F 1=(2)Y 1=(2)K 1=er
0=(2)
2( 0)=0
!
dY
=
(1  )
c( 0)
eR[ 2(1 )+1=2]
0
exp
 
 F
2(1 ) + Y 2(1 )e 2R(1 )
0
2c( 0)
!
F 1=2Y  3=2+2(1 )I1=[2(1 )]
 
F (1 )Y (1 )e R(1 )
0
c( 0)
!
dY
=

F
Y e R 0
1=2
exp
 
 F
2(1 ) + (Y e R
0
)2(1 )
2c( 0)
!
I1=[2(1 )]
 
F 1 (Y e R
0
)1 
c( 0)
!
d
 
(Y e R
0
)2(1 )
2c( 0)
!
これは CEVモデルの確率密度関数となっている (例えば [9]を参照). ここで,  = 1=[2(1  )]で
あることを用いた. また
c( 0) := 2K1=e r
0=( 0)=0 =
(1  )20
2R
(1  e 2R(1 ) 0)
と定義した. また確率密度関数は,
PF (Ft 2 dY ) = p2
 
F 2(1 )
c( 0)
;
3  2
1   ;
(Y e R
0
)2(1 )
c( 0)
!
d
 
(Y e R
0
)2(1 )
c( 0)
!
とも表せる. ここで関数 p2(x; k; )は, 確率変数X が自由度 k, 非心度 の非心カイ二乗分布に従
うときの確率密度関数である.
p2(x; k; ) :=
1
2
e (x+)=2
x

(k=2 1)=2
Ik=2 1
p
x

:
したがって, オプション価格の積分は非心度に関する積分となっている.
ヨーロピアン・コール・オプションの価格公式の具体形は, (5.41)式を積分することで求めるこ
とができる. 積分変数を z0 = (Y e R 0)2(1 )=(2c( 0))と置いて第 1種の変形された Bessel関数の
展開式 (C.1)を用いれば,
U(F;  0) = (2c( 0))
Z 1
w
(zz0)=2e z z
0
(zz0)=2
1X
n=0
(zz0)n
n!  ( + n+ 1)
dz0
 e R 0K
Z 1
w
(z=z0)=2e z z
0
(zz0)=2
1X
n=0
(zz0)n
n!  ( + n+ 1)
dz0
= F
1X
m=1
g(m; z)G( +m;w)  e R 0K
1X
m=1
g( +m; z)G(m;w) (5.42)
と求まる. ここで,
g(; u) :=
u 1
 ()
e u; G(; u) :=
Z
vu
g(; v)1v0dv; z :=
F 2(1 )
2c( 0)
; w :=
K2(1 )
2c( 0)
;
と置いた. (5.42)式は CEVモデルのオプション価格公式と一致する (例えば [9]を参照).
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6 SABRモデルのラプラス変換での解法
本節では, 原資産が SABRモデルで記述されるときのヨーロピアン・オプションの価格公式の
導出を, Laplace変換と固有関数展開を用いた方法で試みる. 我々は, Islah[8]ならびに Antonov等
[1, 2]と同じに, 相関係数 を摂動パラメータとするアプローチを取る. このアプローチで取り組め
ば, SABRモデルが CEVモデルの確率的ボラティリティ・モデルへの拡張であることから, がゼ
ロの場合に伸長作用素の方法や前節の CEVモデルで得られた結果を応用できる利点がある.
6.1 モデルの定義と基本的事実
Ftはフォワード・スワップ・レートなどを表す確率過程とする. Ftが SABRモデルで記述され
るとは, Ft が次の確率微分方程式に従うときをいう.
dFt = tF

t dWt; (6.1)
dt = vtdZt; (6.2)
ここでWt, Zt は標準ブラウン運動で瞬間的な相関
dhW;Zit = dt; (6.3)
を持つと仮定する. ここで は定数で  1 <  < 1である. またパラメータ  は CEVモデルと同
じく 0 <  < 1とする. 各確率過程の初期値は, 現時点を tとしたとき,
Ft = F = f (> 0); t =  =  (> 0) (6.4)
と表すことにする.
次に Black-Scholes方程式を求める. Ftを原資産とするあるオプション価値 Ut = U(Ft;t; t) の
満たす確率微分方程式は, 伊藤の公式より
dUt =
@Ut
@t
dt+
@Ut
@F
dFt +
@Ut
@
dt +
1
2
@2Ut
@F 2
dhFti+ @
2Ut
@F@
dhFt;ti+ 1
2
@2Ut
@2
dhti
(6.5)
=
@Ut
@t
dt+
@Ut
@F
tF

t dWt +
@Ut
@
vtdZt
+
1
2
@2Ut
@F 2
2t (F

t )
2dt+
@2Ut
@F@
v2tF

t dt+
1
2
@2Ut
@2
v22tdt (6.6)
だから, Feynman-Kacの定理よりドリフト部分に着目すれば,
@U
@t
+
1
2
@2U
@F 2
2(F )2 +
@2U
@F@
v2F  +
1
2
@2U
@2
v22 = 0 (6.7)
を満たす. オプションが時点 T を満期とする場合, 時間に関して  0 = T   tの形で依存することが
期待される. そこで, tから  0 に変数変換をすれば,
 @U
@ 0
+
1
2
@2U
@F 2
2(F )2 +
@2U
@F@
v2F  +
1
2
@2U
@2
v22 = 0 (6.8)
と求まる. 以降では U(F;;  0) = U(F;; t)と書く.
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次に方程式の無次元化を行う. オプションの行使価格をK とするとき, ここでは次のようなパラ
メータの再定義を行う.
u :=
U
K
; f :=
F
K
;  :=  0
v2
2
;  :=

v
; (6.9)
とおくと,
@u
@
= K2( 1)2f2
@2u
@f2
+ 2K 12f
@2u
@f@
+ 2
@2u
@2
(6.10)
と変形される. u = u(f; ; ) = U(Kf; v; (2=v2))=K である. 終端条件は初期条件と読みかえら
れ, 以降では u0 := u(f; 0)と記す. 行使価格K のヨーロピアン・コール・オプションの場合は,
u0 = u(f; 0) = (f   1)+ (6.11)
行使価格K のヨーロピアン・プット・オプションの場合は,
u0 = u(f; 0) = (1  f)+ (6.12)
と表される.
6.2 伸長作用素による変換
本小節では準備として, 変数 f の取り扱いを簡単にするため, 変数 f に関して, CEVモデルの解
析で用いた伸長作用素 Z() (e = 1=(1   ))でブラック・ショールズ方程式 (6.10)を変換して
おく.
まず CEVモデルのときと同様に, s = e   1=2と置いて, 関数 wを
w(f; ; ) := f s p(Z()u)(f; ; ) (6.13)
で導入する. ここで pは定数である. 次の小節で p = 1=2に選ぶことを説明する. すると,
@ w
@
= 2LB w + 0
2LMB w + 20K
 1f s pZ()2f
@2
@f@
Z( )fsp w (6.14)
と変形できる. ここで
0 := e
2K 2( 1);  := =0; w(f; ; ) = w(f; ; 0); (6.15)
と置いた. また, LB は (5.17)式で定義した Besselの微分方程式に帰着される微分作用素
LB w :=
@2 w
@f2
+
1
f
@ w
@f
  
2
f2
w;  = s=2 + 1=4 = e=2; (6.16)
そして LMB は以下で定義される微分作用素
LMB w :=
@2 w
@2
+
2p

@ w
@
+
p(p  1)
2
w; (6.17)
である. 次に被摂動部分 L0 と摂動部分 V として, 以下の二つの微分作用素
L0 w := 
2LB w + 0
2LMB w; (6.18)
V w := 20K
 1f s pZ()2f
@2
@f@
Z( )fsp w (6.19)
を導入する. すると, ブラック・ショールズ方程式 (6.14)は最終的に
@ w
@
= (L0 + V ) w (6.20)
と表せる.
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6.3 被摂動部分 L0の固有関数の導出 ( = 0)
本小節では, 被摂動部分 L0 に対するレゾルベントを求めるための準備をする. L0 は変数分離す
ることができ, 変数 f に関しては CEVモデルの結果を用い, 変数 に関しては変形された Bessel
の微分方程式に帰着されることを示す.
L0 の固有値を  0 (  0), 4 固有関数を w とする, すなわち,
L0 w(f; ) =  0 w(f; ) (6.21)
このとき, 固有関数 w で変数分離可能なものを見つけることが出来る. 実際,
w(f; ) = '(f)  () (6.22)
と表されとすると,
(LB')(f)
'(f)
=  0(L
MB )()
 ()
  0
2
(6.23)
変形できる. 最後の式の左辺は f だけに依存する一方, 右辺は だけに依存する. f と は独立な
変数だから, したがって両辺は定数でなければならない. それを k20 (k  0)と置く. すると, ２
つの固有値方程式
(LB')(f) =  2'(f);  := kp0 (6.24)
および
(LMB )() +

2
 () = k2 () (6.25)
が得られる. '(f)に関する固有値方程式は CEVモデルのときと同じ形であるから, 解は Bessel関
数で与えられることがわかる. 一方,  ()に関する固有値方程式は, 実は変形された Besselの微分
方程式に帰着できる. X() =  (=k) ( = k)と置くと, 方程式は kを陽に含まない形で次のよう
に変形できる.
1
k2
(LMB )() +

k22
 ()   ()
=
@2X()
@2
+
2p

@X()
@
 

1  p(p  1) + 
2

X() = 0 (6.26)
ここで特に p = 1=2と選べば,
@2X()
@2
+
1

@X()
@
 

1 +
2
2

X() = 0 (6.27)
と求まる. これは変形された Besselの微分方程式に他ならない. ここで,
2 :=  

  1
4

(6.28)
と置いた. 固有値 がどのような範囲の値を取るかは次のようにわかる. 変数変換  = ln を行っ
て, () = X(e)と置けば,
 @
2()
@2
+ e2() = (  1=4)() (6.29)
4固有値は負の実数全体と予想されるが証明しなければならない.
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が得られる. このとき, 任意の性質のよい関数 w（急減少関数など）に対して, 上式左辺の微分作
用素は, Z 1
 1
w()

  @
2
@2
+ e2

w()d =
Z 1
 1
 @w()@
2 + jew()j2
!
d  0 (6.30)
を満たす. ここで ()は関数の複素共役をとる操作を表す. したがって,
  1=4 (6.31)
が期待されることがわかる. そこで以降では,
 = i!; ! :=
r
  1
4
(6.32)
と置くことにする. !は非負実数として定義できる.
変形された Besselの微分方程式の解の基本形は, 第 1種の変形された Bessel関数 I()と第 2種
の変形された Bessel関数K()である. 我々はこれらの解について, (2.8)式に相当する展開式を
求めなければならない. 実はこれについては,  = i!のとき, 次の !の積分の形の展開式が知られ
ている. 任意の関数 g()に対して,  = k, 0 = k0, g() = g(=k)などと置けば,
g() =
Z 1
0

2
2
Z 1
0
Ki!()Ki!(
0) sinh(!) !d!

g(0)
d0
0
(6.33)
が成り立つ. 例えば [12]を参照せよ. 5 以上をまとめると, L0の固有値 0に属する固有関数は,
w;k(f; ) = J(f) Ki!(k);  = !
2 + 1=4;  = k
p
0; !  0; k  0; (6.34)
と求まった. この固有関数は任意の固有値 について成り立つから, 固有値 は固有値 について
縮退していることになる. また固有関数による展開式は, 任意の関数 w(f; )に対して,
w(f; ) =
Z 1
0
Z 1
0
 
2
2
Z 1
0
Z 1
0
J(f)J(f
0)Ki!()Ki!(0) sinh(!)!dd!
!
 w(f 0; 0)f 0df 0 d
0
0
(6.35)
と求まった. 以降では, この固有関数展開を施す単位作用素を ISABR と置き,
(ISABR w)(f; ) =
Z 1
0
Z 1
0
 
2
2
Z 1
0
Z 1
0
J(f)J(f
0)Ki!()Ki!(0) sinh(!)!dd!
!
 w(f 0; 0)f 0df 0 d
0
0
(6.36)
と定義することにする. 定義から ISABR w = wである.
6.4 固有関数展開 (6.33)とMehler-Fock変換の関係について
Hagan等の研究において, SABRモデルの確率密度関数の第ゼロ近似はMckeanの積分核 [10]で
表される. Mehler-Fock変換はこの積分核の計算で使われる [6]. 彼らの研究との関係は明らかでは
ないが, 本小節では, 展開式 (6.33)がMehler-Fock変換と関連付くことに触れておく.
5この関係式はもともと量子力学における固有値問題の例として, (6.29) 式を扱った結果として求められた [16].
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方程式 (6.26)の両辺をラプラス変換する. L(r) = R1
0
X()e rdと置き, X()と dX()=dが
 # 0および  !1でゼロになると仮定すれば,
(1  r2)d
2L(r)
dr2
  2(2  p)r dL(r)
dr
  [2(1  p) + p(p  1) + ]L(r) = 0 (6.37)
が求まる. この方程式は p = 1と選べば, 指数  1=2  i! の Legendreの微分方程式になる. この
ことは, Legendre関数の逆 Laplace変換が変形された Bessel関数で表せることを示唆する. 実際,
次が示せる.
 () =
r

2

cosh!

1
2i
Z  1+i1
 1 i1
P 1=2+i!(r)erdr (6.38)
=
r

2

Z 1
1
P 1=2+i!(r)e rdr = 1=2Ki!();  = k (6.39)
ここで最後の等式は積分公式を使った [4]. Mehler-Fock変換は, 任意の関数 y(r) (r  1) に対する,
Legendre関数による固有関数展開であり, 以下で与えられる.
~y(!) =
Z 1
1
y(r)P 1=2+i!(r)dr; y(r) =
Z 1
0
~y(!)P 1=2+i!(r)! tanh(!)d! (6.40)
これより, 次の固有関数展開が成り立つ.
y(r) =
Z 1
1
Z 1
0
P 1=2+i!(r)P 1=2+i!(r0)! tanh(!)d!

y(r0)dr0 (6.41)
したがって, 固有関数展開 (6.33)は, 上式のMehler-Fock変換による固有関数展開と関連すること
が示唆される.
6.5 相関がゼロでない場合の解析
本小節では, 相関がゼロでない場合の解析方法について指針のみを述べる. ブラック・ショール
ズ方程式 (6.20)は次の第 2レゾルベント方程式を使うことで被摂動部分と摂動部分に分解するこ
とができる.
1
L0 + V   z =
1
L0   z   
1
L0   z V
1
L0 + V   z : (6.42)
この関係式を (2.6)式に代入すれば, w(f; ; )の形式解は
w(f; ; ) =
1
2i
Z
 
^w(f; ; z)ezdz (6.43)
=   1
2i
Z
 
1
L0   z w0(f; ; 0)e
zdz    1
2i
Z
 
1
L0   z V ^w(f; ; )e
zdz
(6.44)
と表せる. これは Fredholm形第 2種積分方程式になっている. 上式の第一項目が解の被摂動部分,
第二項目が摂動部分となる. 特に相関 がゼロの場合は被摂動部分が真の解になる.
被摂動部分は, 固有関数展開式 (6.35)から, 任意の関数 w(f; )に対して,
1
L0   z w

(f; )
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=
1
L0   z
Z 1
0
Z 1
0
 
2
2
Z 1
0
Z 1
0
J(f)J(f
0)Ki!()Ki!(0) sinh(!)!dd!
!
 w(f 0; 0)f 0df 0 d
0
0
(6.45)
=  
Z 1
0
Z 1
0
 
2
2
Z 1
0
Z 1
0
1
0 + z
J(f)J(f
0)Ki!()Ki!(0) sinh(!)!dd!
!
 w(f 0; 0)f 0df 0 d
0
0
(6.46)
と形式的に表せる. 具体形を求めるためにはこの積分を実行しなければならない.
次に摂動部分までをも含む解の解法を述べる. 最も直接的な方法は摂動論的方法で, (6.42)式右
辺の第 2項の 1=(L0 + V   z)を 1=(L0   z)で置きかえることである. すなわち,
1
L0 + V   z '
1
L0   z   
1
L0   z V
1
L0   z (6.47)
となり, レゾルベント 1=(L0 + V   z)の の 1次の補正を与える.
また別の解析方法としては, ISABR を使って
1
L0 + V   z =
1
L0   z   
1
L0   z I
SABRV ISABR
1
L0 + V   z (6.48)
と書けることから, ISABRV ISABR の項を解析することである. V は変数 f の関数に作用する部分
V B と変数 の関数に作用する部分 VMB との積に分離できることを使う, すなわち,
V w := 20K
 1V BVMB w (6.49)
ここで,
V B w := f sZ()f
@
@f
Z( )fs w; VMB w :=  p2 @
@
p w (6.50)
と定義した. したがって,
ISABRV ISABR =
Z 1
1=4
d
Z 1
0
d
Z 1
1=4
d0
Z 1
0
d0
   
Z 1
0
dffJ(f
0)(V BJ)(f)


Z 1
0
d 1Ki!0()(VMBKi!)()

   : (6.51)
と表せる. このとき, 仮に, 積分変数 f と に関する 2つの積分が, それぞれ と 0, !と !0 の間
の特別な関係の時だけ重みを持つようであれば, 第 2レゾルベント方程式を 1=(L0 + V   z)につ
いてより高次の項を有効に取り込んだ形の近似解が得られる可能性がある.
6.6 SABRモデルの先行研究との関係
本研究では, 相関係数 を摂動パラメータとして, SABRモデルの解析を進めた. このようなア
プローチは Islah[8]や Antonov等 [1, 2]の研究に見られる. 一方, モデルの提唱者である Hagan等
は, 現在時刻からオプション満期までの時間をある意味で摂動パラメータに選んでいる [5, 6]. 本節
では 2つのアプローチの違いと, 本研究との関係を考察する.
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まず Hagan等のアプローチを再確認する. 彼等は有名な Black-Scholesのオプション公式に対す
る SABRモデルのインプライド・ボラティリティの公式を導出した.
B(K; f) =

(fK)(1‐ )=2f1 + (1‐ )224 (ln f=K)2 + (1‐ )
4
1920 (ln f=K)
4 +   g

z
(z)



1 +

(1  )2
24
2
(fK)1 
+
1
4

(fK)(1 )=2
+
2  32
24
v2

(T   t) +   

(6.52)
ここで, z = v (fK)(1 )=2 ln f=K; (z) = ln
p
1 2z+z2+z 
1 

である. この公式はスワップショ
ン・マーケットのスキューやスマイルに十分にキャリブレーションさせることのできる高い表現力
を持ち [5], 多くの金融機関に採用されていると思われる. この公式を導出するために, Hagan等は
次の変数変換に帰着した. 6
 =
1p
1  2
Z x
0
dx0
C(x0)
  y

;  = y (x = F; y = =v; C(x) = x) (6.53)
この変換を  = (z) ( := (; ); z = (x; y))と表す. これを Black-Scholes方程式 (6.8)に施すこ
とで, 最終的に解は次のように求まる.
U( 0; F;) = ((I + s ~V =2)es~L0=2~u0)(s; (z)) +O((s)2) (6.54)
ここで s =  0=T;  = v2T ,  1 は の逆変換, ~u0 = ~u(0; )である. また, Hagan等の選んだ被摂
動部分の時間発展作用素 es~L0=2はMcKeanの積分核 [10]を使って具体的に計算できる. この展開
式は sでのテーラー展開に見えるが, 各係数は依然 sの関数であるため厳密な意味での展開では
ない. しかし, 素朴には s, したがって満期までの時間が短い時に良い近似となることが期待され
る. Laplace近似を使って, Hagan等は Green関数の sに関する 1次の近似を求めている.
相関係数 を摂動パラメータに選んだ本研究との違いは, (6.54)式の ~V を zの座標系で具体的に
書き下すとわかる.
(V u)(s; z) := ( ~V ~u)(s; (z)) =  y2C(x)C 0(x)@u(s; z)
@x
(6.55)
と求まる. これが Hagan等が選んだ摂動項である. 高々微分作用素だから, (6.54)式の展開の高
次の項は原理的には計算できる. この摂動項 V は  = 0でゼロにはならない. C = 1, すなわち
Normalモデルの場合にゼロとなる. 相関を摂動パラメータに選んだときの摂動項は (6.8)または
(6.10)式のクロス項 2K 12f @2u@f@ であるが, これと上の Hagan等の摂動項は全く違う.
なお, 満期までの時間が短い近似を用いた方法として, Henry-Labordere[7]や Paulot[13]の研究
が知られる. 鞍点法を使うことで, ヨーロピアン・コール・オプションの価格 C( 0;K)について次
の結果を得ている.
C( 0;K)  (F  K)+ = 
03=2
2
p
2
exp
(
  1
2
s2min
 0v2
  ln s
2
min
2v2
+ ln(K
p
min) Amin
)
(1 +O( 0)) (6.56)
ここでは smin;min; Amin 等の定義は割愛するが, 詳細は [7, 13]を見られたい.
6Hagan 等はこの変換を Poincare 平面上の確率微分方程式の幾何学的性質を調べることで導いた. なお計算の詳細は
示さないが, この変換は楕円型偏微分方程式の標準形への変換からも求めることが出来る.
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次に Islah[8]ならびに Antonov等 [1, 2]のアプローチを確認する. 彼らは相関係数 を摂動パラ
メータとして理論を展開し, 特に  = 0でオプション公式の解析解を導出した. ただしそれは積分
で与えられ, Islahは 3重積分, Antonov等は更に改良して以下の 2重積分の形までまとめた.
C( 0;K)  (F  K)+ = 2

p
KF
(Z s+
s 
ds
sin((s))
sinh s
G( 0v2; s)
+ sin()
Z 1
s+
ds
e  (s)
sinh s
G( 0v2; s)
)
(6.57)
ここで関数 GはMcKeanの積分核の積分で与えられる. ここでも s; ; (s);  (s); G( 0v2; s)の
定義の詳細は省略する. 一般の相関 に対して Antonov等は, ゼロ相関写像法（Zero Correlation
Map）という方法を提唱した. この方法は, (6.57) 式を (6.56) 式と比較することで, (6.57) 式の
; v;の定数パラメータをあらためて ; v;の関数だと思い, その関数形を求めるというもので
ある. この写像法ならば満期までの時間が短い時には少なくとも良い近似を与えることが期待され
る. 実際, Hagan等, Henry-Labordere, Paulotの近似よりも精度が高いことを数値的に示した.
本研究は, Islah[8]ならびに Antonov等 [1, 2] と同じく相関係数を摂動パラメータと選んで議論
を展開している. しかし, Laplace変換と特に固有関数展開の議論をベースにしている点では手法
が異なる. 解析解の導出にはまだ至っていないが, 計算できれば彼らの結果と比較することで計算
の妥当性や違いを比較検討できる. 相関がゼロでない場合の計算については, 仮に計算が出来れば,
満期までの時間が短い仮定は行わないので, 特定のパラメータの範囲では, 近似精度の改善が見ら
れる可能性がある.
7 まとめと今後の課題
本研究は, Laplace変換と固有関数展開を用いた方法に基礎を置き, Black-Scholes方程式を解い
てきた. そしてこの方法を用いて, Normalモデル, Black-Scholesモデル, CEVモデルのヨーロピ
アン・オプションの価格公式を解析的に導出した. この中で特に CEVモデルでは, Bessel過程に
帰着した確率微分方程式からアプローチする方法が知られているが, 本研究での固有関数展開を用
いて Black-Scholes方程式からアプローチする方法はあまりなかったと思われる. この方法がうま
くいった理由は, 伸長作用素 Z()を用いて Besselの微分方程式に帰着できた点と, Bessel関数に
よる固有関数展開が Fourier-Besselの定理として既に知られていたことである. 伸長作用素 Z()
は, 従来の伸長作用素D()を発展させたものであるが, これも本論文が初めてと思われる. この変
換も 1パラメータ・ユニタリー群になり, 偏微分方程式との相性が良く, 解の基本的な性質を変え
ない. この伸長作用素を用いた解析も著者の知る限り先行研究ではなかったように思われる.
SABRモデルについては, 原資産 f と確率的ボラティリティ との相関係数を摂動パラメータと
して扱い, 相関がゼロのときの Black-Scholes方程式を解析した. この Black-Scholes方程式の固有
値問題は変数 f と について変数分離可能であり, 変数を f とする固有値方程式は Besselの微分
方程式に帰着できることを示した. この結果は上記の伸長作用素を用いた CEVモデルでの解析結
果に負うものである. 一方, 変数を とする固有値方程式は変形された Besselの微分方程式に帰着
できることを示した. 変形された Bessel関数に付随する固有関数展開式は, Mehler-Fock変換に関
連することを示した. 関係は明らかではないが, この変換は [6]でも重要な役割を果たしておりこの
ことは興味深い. 固有値問題が解けたので, 形式的には固有関数展開が求まった. したがって, 相関
がゼロの場合の SABRモデルのレゾルベントを積分形で形式的には書き下せるが, 本研究でその具
体形を求めるには至らなかった. これは今後の課題である.
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本研究では, 相関がゼロでない場合の SABRモデルの解析には残念ながら全く着手できなかった.
相関がゼロでない場合の解析は, 相関係数を摂動展開のパラメータとして, 第 2レゾルベント方程
式 (6.42)から出発することが考えられる. この方程式は相関込みのレゾルベントの再帰的な方程式
になっているため一般には解けないが, (6.47)式のように相関係数の 1次で近似する方法がまず考
えられる. もう一つは, 摂動項である作用素 V の固有関数 w;k(f; ) への具体的な作用を調べ, 次
の積分 R df R d w0;k0V w;k が重みを持つ k; k0, ; 0の関係を調べることで, より高次の項を取り
込む有効な近似方法を考案することが考えられる. ここで提案した方法では, 相関係数が小さいこ
とは仮定しているが, 満期までの時間の長さについては特に仮定を置いていない. Antonov等のゼ
ロ相関写像法は満期までの時間が短いことを仮定しているため, この点では近似精度の改善が見ら
れる可能性がある.
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補足
A 伸張作用素
本節では, 伸張作用素 (dilation operator) の定義といくつかの性質について述べる. 伸長作用素
は一般的に等長性を満たすように導入されるが [15], ここでは等長性を満たさないタイプも導入す
る. 後者は, Black-Scholes方程式に金利のドリフト項を付加または除く変換として応用できること
を示す.
A.1 伸張作用素D()
本小節では, 等長性をみたす従来の伸張作用素 (dilation operator)について述べる. 任意の R上
の関数 f に対して, 伸張作用素D() ( 2 R)を次で定義する：
D()f(x) = e=2f(ex): (A.1)
伸張作用素 D()は, f 2 L2(R)とするとき, L2(R)上のユニタリー作用素である. 実際, f; g 2
L2(R), (f; g) =
R
fgdxを L2(R)の内積とするとき, D()の共役作用素をD()と書けば,
(f;D()g) =
Z
f(x)e=2g(ex)dx (A.2)
=
Z
e =2f(e )g()d = (D()f; g) (A.3)
よりD() = D( )とわかる. したがって,
D()D() = D()D() = I (A.4)
が成り立ち, D 1() = D()とわかる. また等長性
kD()fk2 =
Z
jD()f(x)j2dx =
Z
ejf(ex)j2dx =
Z
jf()j2d = kfk2 (A.5)
も成立する.
またD(1)D(2) = D(1 +2)が成立するから, fD()g2Rは 1-パラメータ・ユニタリー群を
成す. したがって, ある自己共役作用素の生成子 T が存在し, D() = e iT と書ける. T は次のよ
うに求まる.
Tf(x) = lim
!0
i
dD()f(x)
d
(A.6)
= lim
!0
i
de=2f(ex)
d
(A.7)
= lim
!0
i

1
2
e=2f(ex) + ex

D()
df
dx

(x)

(A.8)
= i

1
2
f(x) + x
df(x)
dx

(A.9)
=
i
2

dxf(x)
dx
+ x
df(x)
dx

: (A.10)
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また T とD()は可換であり, したがって任意の n = 1; 2; : : :に対して,
D()TnD( ) = Tn (A.11)
が成り立つ. 特に,
x
d
dx
=  iT   1
2
(A.12)
x2
d2
dx2
=  T 2   1
4
  2x d
dx
=  T 2   1
4
  2

 iT   1
2

(A.13)
であり, T の多項式で表せるから, これらも D()と可換である. より一般的な事実は次の小節で
示す.
ここで, 関数が 2変数 xと  に依存する場合, すなわち関数 f(x; )を対象として,  に関する偏
微分 @=@ と伸長作用素D(g()) の交換関係を確認しておく. パラメータ の代わりに  の関数 g
が引数となっていることに注意されたい. この交換関係は伸張作用素のパラメータに  が入るため
自明ではない. q := eg()xと置くと,
@(D(g())f)(x; )
@
=
@eg()=2f(eg()x; )
@
(A.14)
= eg()=2

g0()
2
f(q; ) + g0()q
@f(q; )
@q
+
@f(q; )
@

(A.15)
=
g0()
2
(D(g())f)(x; ) + g0()x
@(D(g())f)(x; )
@x
+

D(g())
@f
@

(x; ) (A.16)
ここで
x
@f(eg()x; )
@x
= q
@f(q; )
@q
(A.17)
を用いた. したがって,
D()
@
@
f =
@
@
D()f   g
0()
2
D()f   g0()x @
@x
D()f (A.18)
が成り立つ.
A.2 伸張作用素 ~D()
本小節では, 等長性をあえて満たさない伸張作用素も導入する. 任意の R上の関数 f に対して,
伸張作用素 ~D() ( 2 R)を次で定義する：
~D()f(x) = f(ex): (A.19)
この ~D()も群特性を満たす. ここでは, ~D()と xm@n=@xn, ~D()と @=@ との交換関係をそれ
ぞれ調べておく. q := exと置くと, まず,
xm
@n( ~D()f)(x)
@xn
= xm
@nf(ex)
@xn
= xmen
@nf(q)
@qn
(A.20)
= e(n m)qm
@nf(q)
@qn
= e(n m)

~D()xm
@nf
@xn

(x) (A.21)
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したがって,
~D()xm
@n
@xn
f = e (n m)xm
@n
@xn
~D()f (A.22)
が成り立つ. 両辺は定数 e (n m) 倍だけ異なるだけで, 本質的には可換であり, 特に n = mのと
きは真に可換である. このことはD()の議論で見たとおりである. 同様に, q := eg()xと置けば,
@( ~D(g())f)(x; )
@
=
@f(eg()x; )
@
= g0()q
@f(q; )
@q
+
@f(q; )
@
(A.23)
= g0()x
@( ~D(g())f)(x; )
@x
+

~D(g())
@f
@

(x; ) (A.24)
したがって,
~D(g())
@f
@
=
@
@
~D(g())f   g0()x @
@x
~D(g())f (A.25)
が得られる.
B 伸張作用素の派生型
B.1 伸張作用素Z()
本節では, 伸張作用素の派生型について述べる. 任意のR+上の関数 f に対して, 伸張作用素Z()
( 2 R)を次で定義する：
Z()f(x) = e=2x(e
 1)=2f(xe

): (B.1)
伸張作用素 Z()は, f 2 L2(R+)とするとき, L2(R+)上のユニタリー作用素である. 実際, f; g 2
L2(R+), (f; g) =
R
fgdxを L2(R+)の内積とするとき, Z()の共役作用素を Z()と書けば,
(f; Z()g) =
Z
f(x)e=2x(e
 1)=2f(xe

)dx (B.2)
=
Z
f(x)e=2x(e
 1)=2f(xe

)e x (e
 1)d(xe

) (B.3)
=
Z
f(x)e =2x (e
 1)=2f(xe

)d(xe

) (B.4)
=
Z
f(1=e

)e =2(1=e

) (e
 1)=2f()d() (B.5)
=
Z
f(e
 
)e =2((e
  1)=2f()d() (B.6)
=
Z
e =2f(e )g()d = (Z()f; g) (B.7)
より Z() = Z( )とわかる. また群特性も,
Z()Z()f(x) = Z()e=2x(e
 1)=2f(xe

) (B.8)
= e=2x(e
 1)=2e=2(xe

)(e
 1)=2f((xe

)e

) (B.9)
= e(+)=2x(e
+ 1)=2f((xe
+
) (B.10)
= Z(+ )f(x) (B.11)
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となり満たす. したがって,
Z()Z() = Z()Z() = I (B.12)
が成り立ち, Z 1() = Z()Z( )とわかる. また等長性
kZ()fk2 =
Z
jZ()f(x)j2dx =
Z
exe
 1jf(xe)j2dx =
Z
jf()j2d = kfk2 (B.13)
も成立する. 以上より, fZ()g2R は 1-パラメータ・ユニタリー群を成す. したがって, ある自己
共役作用素の生成子 T が存在し, Z() = e iT と書ける. Z は次のように求まる.
Tf(x) = lim
!0
i
dZ()f(x)
d
(B.14)
= lim
!0
i
de=2x(e
 1)=2f(xe

)
d
(B.15)
=
i
2

d(x lnx)f(x)
dx
+ (x lnx)
df(x)
dx

: (B.16)
また T とD()は可換であり, したがって任意の n = 1; 2; : : :に対して,
D()TnD( ) = Tn (B.17)
が成り立つ.
微分演算子 @=@x, @2=@x2 との交換関係を確認しておく. まず @=@xについて,
@
@x
Z()f(x) =
@
@x
e=2[x(e
 1)=2f(xe

)] (B.18)
= e=2
e   1
2
x(e
 1)=2 1f(xe

) + e=2x(e
 1)=2 @x
e
@x
@
@y
f(y)

y=xe
(B.19)
=
e   1
2
x 1Z()f(x) + exe
 1Z()
@
@x
f(x) (B.20)
よって
exe
 1Z()
@
@x
=
@
@x
Z()  e
   1
2
x 1Z() (B.21)
と求まる. 次に, @2=@x2 について,
@2
@x2
Z()f(x) =
@
@x

e   1
2
x 1Z()f(x) + exe
 1Z()
@
@x
f(x)

(B.22)
=  e
   1
2
x 2Z()f(x) +
e   1
2
x 1
@
@x
Z()f(x)
+e(e   1)xe 2Z() @
@x
f(x) + exe
 1 @
@x
Z()
@
@x
f(x) (B.23)
=  e
   1
2
x 2Z()f(x) +
e   1
2
x 1
@
@x
Z()f(x)
+e(e   1)xe 2Z() @
@x
f(x)
+exe
 1

e   1
2
x 1Z() + exe
 1Z()
@
@x

@
@x
f(x) (B.24)
=  e
   1
2
x 2Z()f(x) +
e   1
2
x 1
@
@x
Z()f(x)
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+
3
2
e(e   1)xe 2Z() @
@x
f(x)
+e2x2(e
 1)Z()
@2
@x2
f(x) (B.25)
=  e
   1
2
x 2Z()f(x) +
e   1
2
x 1
@
@x
Z()f(x)
+
3
2
(e   1)x 1

@
@x
Z()  e
   1
2
x 1Z()

f(x)
+e2x2(e
 1)Z()
@2
@x2
f(x) (B.26)
=  3e
   1
2
e   1
2
x 2Z()f(x) + 2(e   1)x 1 @
@x
Z()f(x)
+e2x2(e
 1)Z()
@2
@x2
f(x) (B.27)
よって,
e2x2(e
 1)Z()
@2
@x2
=
@2
@x2
Z()  2(e   1)x 1 @
@x
Z() +
(e   1)(3e   1)
4
x 2Z() (B.28)
が成り立つ. 特に, e   1  e = 0 (e = 1=(1  ))と選べば,
e2x2(e
 1)Z()
@2
@x2
= e2x2(e
 1)(xe

) 2Z()x2
@2
@x2
(B.29)
= e2x2(e
 1 e)Z()x2
@2
@x2
(B.30)
= (1  ) 2Z()x2 @
2
@x2
(B.31)
である.
B.2 伸張作用素 ~Z()
伸張作用素を Z()とは別に, より簡単に次のように定義することも考えられる.
~Z()f(x) = f(xe

): (B.32)
この場合も, 群特性
~Z() ~Z()f(x) = ~Z(+ )f(x) (B.33)
は成り立つが, 等長性したがってユニタリー群にはなりえない. 微分演算子 @=@x, @2=@x2 との交
換関係は次のようになる. まず @=@xについて,
@
@x
~Z()f(x) =
@
@x
f(xe

) =
@xe

@x
@
@y
f(y)

y=xe
(B.34)
= exe
 1 ~Z()
@
@x
f(x) (B.35)
よって
exe
 1 ~Z()
@
@x
=
@
@x
~Z() (B.36)
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と求まる. 次に, @2=@x2 について,
@2
@x2
~Z()f(x) =
@
@x

exe
 1 ~Z()
@
@x
f(x)

(B.37)
= e(e   1)xe 2 ~Z() @
@x
f(x) + exe
 1 @
@x
~Z()
@
@x
f(x) (B.38)
= (e   1)x 1 @
@x
~Z()f(x) + exe
 1

exe
 1 ~Z()
@
@x

@
@x
f(x)(B.39)
よって,
e2x2(e
 1) ~Z()
@2
@x2
=
@2
@x2
~Z()  (e   1)x 1 @
@x
~Z() (B.40)
が成り立つ. 特に, e   1  e = 0 (e = 1=(1  ))と選べば,
e2x2(e
 1)Z()
@2
@x2
= e2x2(e
 1)(xe

) 2Z()x2
@2
@x2
(B.41)
= e2x2(e
 1 e)Z()x2
@2
@x2
(B.42)
= e2Z()x2
@2
@x2
(B.43)
である.
C 特殊関数
ここでは本論文で使用する特殊関数を列挙する. ここに載せた特殊関数の定義では, 厳密には適
当な領域でしかうまく定義できない場合があるが, 実際には積分表現などを経由して解析接続して
得られる関数で定義する.
C.1 ガンマ関数
ガンマ関数は以下の積分で定義される関数を解析接続して得られる関数で定義される.
 (z) :=
Z 1
0
e ttz 1dt (Rez > 0)
ガンマ関数は z = 0; 1; 2; : : :で 1位の極を持ち, それ以外の z では正則であることが知れられ
る. 関数等式として,
 (z + 1) = z (z)
などが知られる.
C.2 Gaussの超幾何関数
Gaussの超幾何関数は以下で定義される.
F (; ; ; z) :=
 ()
 () ()
1X
n=0
 (+ n) ( + n)
 ( + n)
zn
n!
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C.3 Legendre関数
第 1種の Legendre関数は以下で定義される.
P(z) := F

 ;  + 1; 1; 1  z
2

第 2種の Legendre関数は以下で定義される.
Q(z) :=
p
  ( + 1)
 ( + 3=2)
1
(2z)+1
F

 + 1
2
;

2
+ 1;  +
3
2
;
1
z2

C.4 Bessel関数
Bessel関数は以下で定義される.
J(z) :=
z
2
 1X
n=0
( 1)n(z=2)2n
n! ( + n+ 1)
(z 2 Cn( 1; 0))
Neumann関数は以下で定義される.
N(z) :=
cos  J(z)  J (z)
sin 
( =2 Z; z 2 Cn( 1; 0))
C.5 変形されたBessel関数
文献によっては修正 Bessel関数とも呼ばれる. 第 1種の変形された Bessel関数は以下で定義さ
れる.
I(z) :=
z
2
 1X
n=0
(z=2)2n
n! ( + n+ 1)
(z 2 Cn( 1; 0))
更に第 2種の変形された Bessel関数は以下で定義される.
K(z) :=
i
2
I (z)  I(z)
sin 
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