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ON GOAL-ORIENTED MULTIOBJECTIVE EMBEDDED OPTIMIZATION FOR
SYSTEM PERFORMANCE ASSESSMENT
GETACHEW K. BEFEKADU
Abstract. In this short note, we discuss a goal-oriented multiobjective optimization problem
for system performance assessment. The objective function for such optimization problem, which
is usually a composite of different performance indices corresponding to different operating con-
ditions or scenarios in the system, is then posed as a goal-oriented multiobjective optimization
problem. The (sub)-optimal solution(s) for such nonlinear optimization problem can be solved
using a Sequential Quadratic Programming algorithm.
The dynamic performance of large system can often be enhanced by formulating the problem as a
multiobjective dynamic embedded optimization problem (see e.g., [1] - [4]). In such optimization
problem, the associated cost function, which usually embeds the evolving system dynamics as a
feasible set constraint, can be used for assessing as well as improving the qualitative behavior
of the system. For a large class of problems, it is sufficient to assume that the cost function
is smooth, though the underlying dynamic response is non-smooth due to intrinsic interactions
between continuous dynamics and discrete events in the system. A typical multiobjective dynamic
embedded optimization can be reformulated using the following objective function
min
x,θ,tf
J(x, θ, tf )
s. t. x(t) = Φ(t, θ, x0)
x ∈ Ω ⊆ Rn (state space constraint)
θ ∈ Θ ⊆ Rp (parameter space constraint)(1)
where
J(x, θ, tf ) = ϕ(x(tf ), θ, tf ) +
∫ tf
t0
ψ(x(t), θ, t)dt(2)
and θ are design parameters (i.e., controller parameters to be optimized in the system) and Φ(t, θ, x0)
defines the evolution of the dynamic system. Moreover, tf is the final time and its adjustability is
usually problem specific.
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Though, the above problem formulation attempts to solve the optimal parameters for a particular
operating condition or scenario, these controllers when implemented in the system do not guar-
antee robustness for other operating conditions [1], [2] and [4]. In this short note, we discuss an
optimization problem that considers several operating conditions or system scenarios within the
optimization framework of (1) so as to guarantee robustness in the system for these envisaged op-
erating conditions. Thus, the optimization problem that considers several operating conditions can
be reformulated using the following goal-oriented composite objective function
min γ
s. t. x(t) = Φi(t, θ, x0)
x ∈ Ω ⊆ Rn (state space constraint)
θ ∈ Θ ⊆ Rp (parameter space constraint)
Ji(x, θ, tf )− γiwi ≤ J
∗
i (x, θ
∗
i , tf )
wi > 0,
γi (are unrestricted scalar variables)
i = 1, 2, . . . , N (operating conditions)(3)
where
Ji(x, θ, tf ) = ϕi(x(tf ), θ, tf ) +
∫ tf
t0
ψi(x(t), θ, t)dt(4)
is the ith-objective function, wi is the weighting factor, Φi(t, θ, x0) defines the evolution of the
dynamic system for the ith-operating condition, and the vector γ is given by [γ1, γ2, . . . , γN ]
T .
Furthermore, the parameter vector θ∗i and the corresponding achievable objective value J
∗
i are the
(sub)-optimal solution for the ith-operating condition.
The problem formulation in (3) requires conceptually a two stage optimization strategy to solve
the problem, i.e.,
- First solving the (sub)-optimal solution of the parameter vector θ∗i and the corresponding
achievable objective value J∗i (i.e., ith-objective goal) for the ith-operating condition (assuming
there are N operating conditions), and
- Second solving a single parameter vector θ for these N operating conditions using goal-oriented
composite objective function of (3).
The above two stage strategy, besides solving a single parameter vector θ for the corresponding
operating conditions, gives quantitative information about the degree of under - and over - attain-
ment of the goals J∗i for different weighting coefficients wi. This further gives a qualitative measure
about the robustness of the controller(s) since the latter designing step (or controller(s) parameter
optimization) accounts different operating conditions and possibly different system scenarios simul-
taneously. Moreover, in the above optimization problem, it is possible to incorporate structurally
different systems (i.e., systems with different topology structures corresponding to different oper-
ating conditions). However, the structure of the dynamic state-variable space for each system must
remain topologically equivalent [1].
Therefore, the goal-oriented multiobjective optimization problem is based on the concept of gather-
ing the values of all objectives (i.e., for each operating condition) into a single value (see references
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[5] and [6]). Then, the optimization problem can be solved using a multiobjective gradient-based
optimization algorithm such as a Sequential Quadratic Programming (SQP) algorithm. Moreover,
the weighting values in the composite objective function can be appropriately chosen to reflect the
trade-off among the individual objectives. In contrast to other algorithms, the approach discussed in
this note can provide solutions for a set of weighting values that represents or reflect a priori known
system operations. Further analysis of these weighting values guides how to choose proper weight-
ings for the individual objectives that could be used for the composite objective function.
Remark 1. If the structure of the dynamic state-variable varies during the course of its operation
(i.e., the corresponding system is topological different from time to time), then the above problem
formulation may not be directly applicable.
Remark 2. The weighting factors are usually assigned positive values that sum to unity, i.e.,
1 =
∑N
i=1 wi and wi > 0.
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