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Abstract
Thomas proved that every undirected graph admits a linked tree decomposition of width
equal to its treewidth. In this paper, we generalize Thomas’s theorem to digraphs. We prove
that every digraph G admits a linked directed path decomposition and a linked DAG decompo-
sition of width equal to its directed pathwidth and DAG-width respectively.
Keywords: DAG-decomposition, DAG-width, Directed path decomposition, Directed path-
width, Menger’s theorem.
1 Introduction
Let G be an undirected graph and let tw(G) denote its treewidth. Robertson and Seymour [RS90]
proved that every undirected graph admits a linked tree decomposition of width < 3.2tw(G). This
theorem is a crucial technical tool for proving that every set of bounded treewidth graphs is well-
quasi-ordered. Thomas [Tho90] improved this theorem with the best possible bound i.e., every
undirected graph admits a linked tree decomposition of width equal to its treewidth (see [BD02]
for an alternate proof). An analogous theorem for branch-width was proved by Geelen, Gerards
and Whittle [GGW02]. They used this result to prove that all matroids representable over a fixed
finite field and with bounded branch-width are well-quasi-ordered under minors. Kim and Seymour
[KS12] proved that every semi-complete digraph admits a linked directed path decomposition of
width equal to its directed pathwidth. They used this result to show that all semi-complete digraphs
are well-quasi-ordered under “strong” minors1.
Tree decomposition (resp. path decomposition) of an undirected graph G is a collection of
subsets of vertices (called bags) attached to an underlying tree (resp. path). These bags correspond
to a certain “separators” of G. Linked decompositions are a kind of “canonical” decompositions
based on “minimum” separators and hence satisfying a “menger-like” property. Thomas’s theorem
1A digraph H is a “strong” minor of a digraph G if H can be obtained from a subdigraph of G by repeatedly
contracting a strongly-connected subdigraph to a vertex.
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states that this property can be achieved in the optimal decomposition without increasing the width
of the bags.
Directed path decompositions and DAG decompositions are based on a notion of guarding,
which is a natural generalization of undirected separators to digraphs (see Section 1.2). Hence,
directed pathwidth and DAG-width are naturally suited to study directed linked decompositions.
Directed pathwidth was introduced by Reed, Seymour and Thomas (see [Bar06]). Berwanger
et al. [BDHK06] and independently Obdrzˇa´lek [Obd06] introduced DAG-width. For an undirected
graph G, let pw(G) and tw(G) denote its pathwidth and treewidth respectively. For a digraph G,
let dpw(G) and dgw(G) denote its directed pathwidth and DAG-width respectively. The following
proposition further emphasizes the “naturalness” of directed pathwidth and DAG-width.
Proposition 1. For an undirected graph G, let
↔
G be the digraph obtained by replacing each edge
{u, v} of G by two directed edges (u, v) and (v, u), then: (i) dpw(
↔
G) = pw(G) [Bar06, Lemma 1]
and (ii) dgw(
↔
G) = tw(G) + 1 [BDHK06, Proposition 5.2].
In this paper, we generalize Thomas’s theorem to digraphs. We prove that every digraph G
admits a linked directed path decomposition and a linked DAG decomposition of width equal to
its directed pathwidth and DAG-width respectively. Similar to [Tho90, BD02], we prove a stronger
result using “lean” decompositions (see (DPW-4), (DPW-5), (DGW-4) and (DGW-5) for definitions
of linked and lean decompositions). Our main theorems are Theorem 7 and Theorem 14. Our
techniques generalize the alternate proof of Thomas’s theorem given by Bellenbaum and Diestel
[BD02].
1.1 Basic Notation
We use standard graph theory notation and terminology (see [Die05]). All digraphs are finite and
simple (i.e. no self loops and no multiple arcs). For a digraph G, we write V (G) for its vertex set
and E(G) for its arc set. For S ⊆ V (G) we write G[S] for the subdigraph induced by S, and G \ S
for the subdigraph induced by V (G)− S.
We use the term DAG when referring to directed acyclic graphs. A node is a root if it has no
incoming arcs. Let T be a DAG. For two distinct nodes i and j of T , we write i ≺T j if there is
a directed walk in T with first node i and last node j. For convenience, we write i ≺ j whenever
T is clear from the context. For nodes i and j of T , we write i  j if either i = j or i ≺ j. We
define Tv = T [{x | x  v}] and Tv = T [{x | x  v}]. For t1, t2 ∈ V (T ), let dT (t1, t2) denote the
shortest directed distance from t1 to t2. Whenever t1  t  t2 we say t ∈ [t1, t2].
Let X = (Xi)i∈V (T ) be a family of finite sets called node bags, which associates each node i of
T to a node bag Xi. We write Xi to denote
⋃
ji
Xj .
1.2 Separation and Guarding
Definition 2. [Separation] Let G be a digraph and A,B ⊆ V (G). We say (A,B) is a separation
of G of order s if:
• A ∪B = V (G),
• |A ∩B| = s, and
2
• there is no edge from A \B to B \A.
For X,Y ⊆ V (G), we say that (A,B) separates (X,Y ) if X ⊆ A and Y ⊆ B. Alternately we say
that A ∩B separates (X,Y ).
Theorem 3. (Menger’s Theorem [Men27]) For a digraph G, two subsets X,Y ⊆ V (G) and an
integer k ≥ 1, exactly one of the following holds:
• there are k vertex-disjoint directed paths from X to Y .
• there is a separation (A,B) of G of order < k with X ⊆ A and Y ⊆ B.
Directed pathwidth and DAG-width are based on the following notion of guarding:
Definition 4. [Guarding] Let G be a digraph and W,X ⊆ V (G). We say X guardsW if W∩X = ∅,
and for all (u, v) ∈ E(G), if u ∈W then v ∈W ∪X.
In other words, X guards W means that there is no directed path in G \X that starts from W
and leaves W .
2 Linked directed path decomposition
Definition 5. [Directed path decomposition and Directed pathwidth [Bar06]] A Directed path
decomposition of a digraph G is a sequence X1, X2, . . . , Xr of subsets (node bags) of V (G), such
that:
• ⋃1≤i≤rXi = V (G). (DPW-1)
• For all i, j, k ∈ [r], if i ≤ j ≤ k, then Xi ∩Xk ⊆ Xj . (DPW-2)
• For all arcs (u, v) ∈ E(G), there exist i, j with 1 ≤ i ≤ j ≤ r
such that u ∈ Xi and v ∈ Xj . (DPW-3)
The width of a directed path decomposition X = (Xi)i∈[r] is defined as max{|Xi| : 1 ≤ i ≤ r} − 1.
The directed pathwidth of G, denoted by dpw(G), is the minimum width over all possible directed
path decompositions of G.
(DPW-2) can be replaced by the following equivalent statement:
• For any v ∈ V (G), {i : Xi ∩ v 6= ∅, 1 ≤ i ≤ r} is an integer interval. (DPW-2’)
(DPW-3) can be replaced by the following equivalent statement:
• For any i with 1 < i < r, there is no edge from
⋃
i+1≤j≤r
Xj to
⋃
1≤j≤i−1
Xj in G \Xi. (DPW-3’)
A directed path decomposition is called linked if it satisfies the following condition:
• Given any k > 0 and t1, t2 ∈ [r] such that t1 ≤ t2,
either G contains k vertex-disjoint directed paths from Xt2 to Xt1
or there exists i ∈ [t1, t2] such that |Xi| < k. (DPW-4)
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A directed path decomposition is called lean if it satisfies the following condition:
• Given any k > 0 and t1, t2 ∈ [r] such that t1 ≤ t2,
and subsets Z1 ⊆ Xt1 , and Z2 ⊆ Xt2 such that |Z1| = |Z2| =: k,
either G contains k vertex-disjoint directed paths from Z2 to Z1
or there exists i ∈ [t1, t2 − 1] such that |Xi ∩Xi+1| < k. (DPW-5)
Lemma 6. (Path meeting lemma) For l ≥ 2, let P = v1v2. . .vl be a directed path in a digraph G.
Let X = (Xi)i∈[r] be a directed path decomposition of G such that vl ∈ Xa and v1 ∈ Xb and a < b.
Then V (P ) ∩Xi 6= ∅ for all a ≤ i ≤ b.
Proof. We may assume b − a ≥ 2. Let V (P ) ∩ Xj = ∅ for some c such that a < c < b. Let
Xleft =
c−1⋃
i=1
Xi and Xright =
r⋃
i=c+1
Xi. By (DPW-2’), for any x ∈ V (P ), x is in Xleft or Xright,
but not in both. Since vl ∈ Xleft and v1 ∈ Xright, there is an edge (vj , vj+1) ∈ E(P ) such that
vj ∈ Xright and vj+1 ∈ Xleft. This violates (DPW-3’).
Theorem 7. Every digraph G has a directed path decomposition of width dpw(G) that satisfies
(DPW-1) − (DPW-5).
Proof. Note that (DPW-5) generalizes2 (DPW-4). Let the fatness of a directed path decomposition
be the n-tuple (fn, fn−1, . . . , f0), where fi = |{j : |Xj | = i}| and n := |V (G)|. Let X = (Xi)i∈[r]
be a directed path decomposition of lexicographically minimal fatness. It is easy to see that X has
width dpw(G). We shall prove that X satisfies (DPW-5).
Suppose X does not satisfy (DPW-5) i.e., there exists a quadruple (t1, t2, Z1, Z2) and k > 0 such
that |Xi∩Xi+1| ≥ k for every i ∈ [t1, t2−1]3 and there do not exist k vertex-disjoint directed paths
from Z2 ⊆ Xt2 to Z1 ⊆ Xt1 in G. We choose such a quadruple for which t2 − t1 is minimum. By
Menger’s theorem there is a separation (A,B) of minimum order s < k that separates (Z2, Z1). We
construct path decompositions XA, XB of G[A] and G[B] respectively. We concatenate these two
path decompositions to obtain a path decomposition X ′ of G whose fatness is less than that of X ,
contradicting our choice of X .
Let P1, P2, . . . , Ps be s vertex-disjoint paths from Z2 to Z1 such that q = |
⋃
1≤j≤s
V (Pj)| is mini-
mum. They exist by the minimality of s. By the minimality of q and (DPW-3’), for each 1 ≤ j ≤ s,
the first vertex of Pj is in Xt2 and no other vertex of Pj is in Xt2 . Similarly, the last vertex of Pj
is in Xt1 and no other vertex of Pj is in Xt1 . By the minimality of s := |A ∩ B|, for each j ∈ [s],
|Pj ∩ (A ∩B)| = 1. Let pj = Pj ∩ (A ∩B).
We now construct XB = (XBi )1≤i≤t2 . For each 1 ≤ i ≤ t2, we define XBi as follows:
XBi = (Xi ∩B) ∪ {
⋃
1≤j≤s
{pj : Xi ∩ (A ∩ Pj) 6= ∅}}.
Claim 8. XB is a path decomposition of G[B].
2(DPW-5) is particularly interesting when t1 = t2
3Hence, |Xi| ≥ k for every i ∈ [t1, t2]
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Proof. We show that XB satisfies (DPW-1), (DPW-2) and (DPW-3).
1. It is easy to verify that
t2⋃
i=1
XBi = B. Hence, (DPW-1) is satisfied.
2. To show that XB satisfies (DPW-2) it is enough to show that XB satisfies (DPW-2’) for
pj = Pj ∩ (A ∩ B) for any 1 ≤ j ≤ s. By construction of XBi , it is enough to show that
{i : Xi ∩ (A ∩ Pj) 6= ∅} is an integer interval in X , for any 1 ≤ j ≤ s. This follows from
Lemma 6, since for each 1 ≤ j ≤ s, the first vertex of Pj is in Xt2 and the last vertex of Pj
is in Xt1 .
3. We know that X satisfies (DPW-3). Fix j and note that {i : pj ∈ Xi, 1 ≤ i ≤ t2} ⊆ {i : pj ∈
XBi , 1 ≤ i ≤ t2}. Hence XB also satisfies (DPW-3)
Similarly we construct XA = (XAi )t1≤i≤r, a path decomposition of G[A]. For each t1 ≤ i ≤ r,
we define XAi as follows:
XAi = (Xi ∩A) ∪ {
⋃
1≤j≤s
{pj : Xi ∩ (B ∩ Pj) 6= ∅}}.
Since Z2 ⊆ A and Z1 ⊆ B we have A ∩B ⊆ XBt2 ∩XAt1 . We concatenate XB and XA to obtain
a path decomposition X ′ of G.
Lemma 9. Let S = A ∩B. The following are true:
1. For all 1 ≤ i ≤ r, if |XAi | = |Xi| then XBi ⊆ S.
2. For all 1 ≤ i ≤ r, if |XBi | = |Xi| then XAi ⊆ S.
Proof. We prove (1). The proof of (2) is analogous. We may assume that t1 < i < t2. Let
|XAi | = |Xi| and assume that XBi is not a subset of S. This means Xi∩B 6= ∅. By our construction
of XAi , for every vertex in Xi ∩ B some p ∈ A ∩ B was added in XAi . Let D := XAi \ Xi and
S′ := (S \D) ∪ (Xi ∩B). Note that |D| = |Xi ∩B| and hence, |S′| = |S|.
It is easy to see that (i) S′ separates (Z2, Z1) and (ii) S′ separates (Z2, Xi). This implies that
for any Z ⊆ Xi with |Z| = k, the quadruple (t, t2, Z, Z2) violates (DPW-5). This contradicts the
choice of t1 and t2. Recall that t1 and t2 are chosen to minimize t2 − t1.
Lemma 10. There exists i ∈ [t1, t2] such that |XAi | < |Xi| and |XBi | < |Xi|.
Proof. Note that Xt1 ∩B 6= ∅ and Xt2 ∩A 6= ∅. We claim that there exists an i ∈ [t1, t2] such that
Xi ∩A 6= ∅ and Xi ∩B 6= ∅. Suppose not, since Xt1 ∩B 6= ∅ and Xt2 ∩A 6= ∅, there is an i ∈ [t1, t2]
such that Xi ⊆ B and Xi+1 ⊆ A. This implies that |Xi ∩ Xi+1| ⊆ A ∩ B. Since |A ∩ B| < k, i
satisfies (DPW-5), which is a contradiction. Hence, there exists an i ∈ [t1, t2] such that Xi ∩A 6= ∅
and Xi ∩B 6= ∅. Combining this with Lemma 9, we get the desired lemma.
Lemma 11. Fatness of X ′ is less than that of X .
Proof. Note the following:
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• for all i ∈ [t1], XBi = Xi
• for all i ∈ [t1, t2], |XBi | ≤ |Xi|
• for all i ∈ [t2, r], XAi = Xi
• for all i ∈ [t1, t2], |XAi | ≤ |Xi|
• for all i ∈ [t1, t2], |Xi| ≥ k > s
Hence, by Lemma 9, for every j > s the number of bags of order j in X ′ is at most the number
of such bags in X . By Lemma 10, there is one such j such that the number of bags of order j in
X ′ is strictly less than the number of such bags in X . The lemma follows.
Lemma 11 contradicts our choice of X . Hence, X satisfies (DPW-5).
3 Linked DAG decomposition
Definition 12. [DAG-decomposition and DAG-width [BDHK06, Obd06, BDH+12]] A DAG de-
composition of a digraph G is a pair D = (T,X ) where T is a DAG, and X = (Xi)i∈V (T ) is a family
of subsets (node bags) of V (G), such that:
• ⋃i∈V (T )Xi = V (G). (DGW-1)
• For all nodes i, j, k ∈ V (T ), if i  j  k, then Xi ∩Xk ⊆ Xj . (DGW-2)
• For all arcs (i, j) ∈ E(T ), Xi ∩Xj guards Xj \Xi. For any root r ∈ V (T ),
Xr is guarded by ∅. (DGW-3)
The width of a DAG-decomposition D = (T,X ) is defined as max{|Xi| : i ∈ V (T )}4. The DAG-
width of G, denoted by dgw(G), is the minimum width over all possible DAG-decompositions of
G.
A DAG decomposition is called linked if it satisfies the following condition:
• Given any k > 0 and t1, t2 ∈ V (T ), such that t1  t2,
either G contains k vertex-disjoint directed paths from Xt2 to Xt1
or there exists i ∈ [t1, t2] such that |Xi| < k. (DGW-4)
A DAG decomposition is called lean if it satisfies the following condition:
• Given any k > 0 and t1, t2 ∈ V (T ), such that t1  t2,
and subsets Z1 ⊆ Xt1 , and Z2 ⊆ Xt2 such that |Z1| = |Z2| =: k,
either G contains k vertex-disjoint directed paths from Z2 to Z1
or there exists i ∈ [t1, t2 − 1] such that |Xi ∩Xi+1| < k. (DGW-5)
Lemma 13. (Path meeting lemma) For l ≥ 2, let P = v1v2. . .vl be a directed path in a digraph
G. Let D = (T,X ) be a DAG decomposition of G such that vl ∈ Xa and v1 ∈ Xb and a ≺ b. Then
V (P ) ∩Xi 6= ∅ for all a  i  b.
4Unlike directed pathwidth there is no −1 here.
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Proof. Proof is similar to that of Lemma 6.
Theorem 14. Every digraph G has a DAG decomposition of width dgw(G) that satisfies (DGW-1)
− (DGW-5).
Proof. This proof is a generalization of Theorem 7’s proof. Let D = (T,X ) be a DAG decomposition
of lexicographically minimal fatness. Suppose D does not satisfy (DGW-5) i.e., there exists a
quadruple (t1, t2, Z1, Z2) and k > 0 such that |Xi ∩Xi+1| ≥ k for every i ∈ [t1, t2 − 1]5 and there
do not exist k vertex-disjoint directed paths from Z2 ⊆ Xt2 to Z1 ⊆ Xt1 in G. We choose such
a quadruple for which dT (t1, t2) is minimum. By Menger’s theorem there is a separation (A,B)
of minimum order s < k that separates (Z2, Z1). Let S = A ∩ B. Among all such separators of
minimum order we choose the one that minimizes the following “t1t2 distance” of S.
Definition 15. [t1t2 distance] Let S ⊆ V (G). The t1t2 distance of S is defined as
∑
v∈S dv, where
dv := min{dT (i, j) | i ∈ [t1, t2] and v ∈ Xj}
We construct DAG decompositions DA, DB of G[A] and G[B] respectively. We “merge” these
two DAG decompositions to obtain a DAG decomposition D′ of G whose fatness is less than that
of D, contradicting our choice of D. Let P1, P2, . . . , Ps be s vertex-disjoint paths from Z2 to Z1
such that q = |
⋃
1≤j≤s
V (Pj)| is minimum. They exist by the minimality of s. By the minimality of
q and (DGW-3), for each 1 ≤ j ≤ s, the first vertex of Pj is in Xt2 and no other vertex of Pj is in
Xt2 . Similarly, the last vertex of Pj is in Xt1 and no other vertex of Pj is in Xt1 . By the minimality
of s := |A ∩B|, for each j ∈ [s], |Pj ∩ (A ∩B)| = 1. Let pj = Pj ∩ (A ∩B).
We now construct DB = (T,XB), where XB = (XBi )i∈V (T ) is defined as follows:
XBi = (Xi ∩B) ∪ {
⋃
1≤j≤s
{pj : Xi ∩ (A ∩ Pj) 6= ∅}}.
Claim 16. DB is a DAG decomposition of G[B].
Proof. We show that DB satisfies (DGW-1), (DGW-2) and (DGW-3).
1. It is easy to verify that
t2⋃
i=1
XBi = B. Hence, (DGW-1) is satisfied.
2. To show that DB satisfies (DGW-2) it is enough to show that DB satisfies (DGW-2) for
pj = Pj ∩ (A ∩ B) for any 1 ≤ j ≤ s. By construction of XBi , it is enough to show that
{i : Xi ∩ (A ∩ Pj) 6= ∅} is a connected “sub-DAG” of T , for any 1 ≤ j ≤ s. This follows from
Lemma 13, since for each 1 ≤ j ≤ s, the first vertex of Pj is in Xt2 and the last vertex of Pj
is in Xt1 .
3. We know that D satisfies (DGW-3). Fix j and note that {i : pj ∈ Xi, 1 ≤ i ≤ t2} ⊆ {i : pj ∈
XBi , 1 ≤ i ≤ t2}. Hence DB also satisfies (DGW-3)
5Hence, |Xi| ≥ k for every i ∈ [t1, t2]
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Similarly we construct DA = (T,XA), a DAG decomposition of G[A]. For each i ∈ V (T ), we
define XAi as follows:
XAi = (Xi ∩A) ∪ {
⋃
1≤j≤s
{pj : Xi ∩ (B ∩ Pj) 6= ∅}}.
Since Z2 ⊆ A and Z1 ⊆ B we have A ∩ B ⊆ XBt2 ∩XAt1 . We “merge” DB and DA by adding a
directed edge from XBt2 to X
A
t1 . Let the resulting DAG decomposition be D′.
Lemma 17. Let S = A ∩B. The following are true:
1. For all i ∈ V (T ), if |XAi | = |Xi| then XBi ⊆ S.
2. For all i ∈ V (T ), if |XBi | = |Xi| then XAi ⊆ S.
Proof. We prove (1). The proof of (2) is analogous. We may assume that i /∈ V (T ) \ V (Tt1) and
i /∈ V (Tt2). Let |XAi | = |Xi| and assume that XBi is not a subset of S. This means Xi ∩ B 6= ∅.
By our construction of XAi , for every vertex in Xi ∩ B some p ∈ A ∩ B was added in XAi . Let
D := XAi \Xi and S′ := (S \D) ∪ (Xi ∩B). Note that |D| = |Xi ∩B| and hence, |S′| = |S|.
It is easy to see that (i) S′ separates (Z2, Z1) and (ii) S′ separates (Z2, Xi). This implies that
for any Z ⊆ Xi with |Z| = k, the quadruple (t, t2, Z, Z2) violates (DGW-5). This contradicts the
choice of t1 and t2. Recall that t1 and t2 are chosen to minimize dT (t1, t2). Hence, i /∈ [t1, t2].
Let v ∈ S \S′ and v′ ∈ S′ \S. Let tv be the “home bag” of v that minimizes the distance dv (see
Definition 15). Consider the underlying DAG T of D. Note that i separates tv from T [{j ∈ [t1, t2]}].
Let d be the distance of i from T [{j ∈ [t1, t2]}]. Since v′ ∈ Xi we have dv′ ≤ d < dv. Hence, the
t1t2-distance of S
′ is smaller than that of S, a contradiction.
Lemma 18. There exists i ∈ [t1, t2] such that |XAi | < |Xi| and |XBi | < |Xi|.
Proof. Note that Xt1 ∩B 6= ∅ and Xt2 ∩A 6= ∅. We claim that there exists an i ∈ [t1, t2] such that
Xi ∩A 6= ∅ and Xi ∩B 6= ∅. Suppose not, since Xt1 ∩B 6= ∅ and Xt2 ∩A 6= ∅, there is an i ∈ [t1, t2]
such that Xi ⊆ B and Xi+1 ⊆ A. This implies that |Xi ∩ Xi+1| ⊆ A ∩ B. Since |A ∩ B| < k, i
satisfies (DGW-5), which is a contradiction. Hence, there exists an i ∈ [t1, t2] such that Xi ∩A 6= ∅
and Xi ∩B 6= ∅. Combining this with Lemma 9, we get the desired lemma.
Lemma 19. Fatness of D′ is less than that of D.
Proof. Note the following:
• for all i ∈ V (T ) \ V (Tt1), XBi = Xi
• for all i ∈ [t1, t2], |XBi | ≤ |Xi|
• for all i ∈ V (Tt2), XAi = Xi
• for all i ∈ [t1, t2], |XAi | ≤ |Xi|
• for all i ∈ [t1, t2], |Xi| ≥ k > s
Hence, by Lemma 17, for every j > s the number of bags of order j in D′ is at most the number
of such bags in D. By Lemma 18, there is one such j such that the number of bags of order j in
D′ is strictly less than the number of such bags in D. The claim follows.
Lemma 19 contradicts our choice of D. Hence, D satisfies (DGW-5).
8
References
[Bar06] Janos Barat. Directed path-width and monotonicity in digraph searching. Graphs and
Combinatorics, 22(2):161–172, 2006. 2, 3
[BD02] Patrick Bellenbaum and Reinhard Diestel. Two short proofs concerning tree-
decompositions. Combinatorics, Probability & Computing, 11(6):541–547, 2002. 1,
2
[BDH+12] Dietmar Berwanger, Anuj Dawar, Paul Hunter, Stephan Kreutzer, and Jan Obdrzˇa´lek.
The dag-width of directed graphs. J. Comb. Theory Ser. B, 102(4):900–923, 2012. 6
[BDHK06] Dietmar Berwanger, Anuj Dawar, Paul Hunter, and Stephan Kreutzer. Dag-width and
parity games. In Proceedings of the 23rd Annual conference on Theoretical Aspects
of Computer Science, STACS’06, pages 524–536, Berlin, Heidelberg, 2006. Springer-
Verlag. 2, 6
[Die05] Reinhard Diestel. Graph Theory. Springer, 3 edition, 2005. 2
[GGW02] James F. Geelen, A. M. H. Gerards, and Geoff Whittle. Branch-width and well-quasi-
ordering in matroids and graphs. J. Comb. Theory, Ser. B, 84(2):270–290, 2002. 1
[KS12] Ilhee Kim and Paul D. Seymour. Tournament minors. CoRR, abs/1206.3135, 2012. 1
[Men27] Karl Menger. Zur allgemeinen kurventheorie. Fund. Math, 10:96–115, 1927. 3
[Obd06] Jan Obdrzˇa´lek. Dag-width: connectivity measure for directed graphs. In Proceedings
of the seventeenth annual ACM-SIAM symposium on Discrete algorithm, SODA ’06,
pages 814–821, New York, NY, USA, 2006. ACM. 2, 6
[RS90] Neil Robertson and Paul D. Seymour. Graph minors. iv. tree-width and well-quasi-
ordering. J. Comb. Theory, Ser. B, 48(2):227–254, 1990. 1
[Tho90] Robin Thomas. A menger-like property of tree-width: The finite case. J. Comb. Theory,
Ser. B, 48(1):67–76, 1990. 1, 2
9
