The traditional feedback linearization method often requires the full system parameter and state information. In this paper, we consider an asymptotic stabilization problem of a class of feedback linearizable nonlinear systems by using less than the full parameter/state information. First, our approach is to classify system parameters into two categories -'directly used parameters' and 'indirectly used parameters.' Then, a feedback linearizing controller is designed by using only the 'directly used parameters' and the observer is utilized to estimate the transformed states (diffeomorphism) which includes 'indirectly used parameters.' Thus, in our control approach, we use only a partial set of system parameters and partial state information for asymptotic stability. The useful aspects of the proposed scheme are illustrated through an example.
Introduction
Since the introduction of feedback linearization in early 1980's, there have been many research results dealing with the extension of feedback linearization. The main feature of feedback linearization is the use of diffeomorphism such that complicated-looking nonlinear systems can be comfortably viewed as linear systems. The feedback linearization has been successfully engaged in many practical systems such as an electromagnetic suspension system [5] , a robot arm [7] , and a series DC motor [8] , etc. Thus, the feedback linearization has certain merits not only in theoretical viewpoints, but also in a practical sense.
However, the feedback linearization also has some shortcomings. The main approach of feedback linearization is to first transform nonlinear systems into the linearized forms. Then, the linearizing pre-feedback is applied to the linearized forms in order to erase any nonlinear terms by division and subtraction. Thus, the accurate knowledge on system model and system parameters is often required [6] , [7] . In many practical systems, this requirement is usually not satisfied. Thus has been so-called the approximate feedback linearization in which the model uncertainty problem is mainly studied [2] , [4] , [9] . In this paper, we are also interested in extending the feedback linearization method. The inherent problems with the traditional feedback linearization approach are the requirement of full state and exact parameter information. However, we notice that it may be difficult to know the exact values of system parameters and full state information in many cases. First, we provide a way to classify the 'directly used parameters' and 'indirectly used parameters' including states. Note that in [1] , we proposed an output feedback control scheme to globally exponentially stabilize the perturbed chain-of-integrators where the nonlinearly perturbed terms satisfy the linear growth condition. We utilize this control structure for the internal controller v of our proposed feedback linearzing controller such that the transformed states (formed via diffeomorphism) containing (possibly uncertain) parameters are robustly estimated. In this way, we uses only the directly used parameters and states in the proposed controller. Thus, in this paper, we suggest a new feedback linearizing controller which is more robust than the standard one while using the less information. The useful aspects of the proposed scheme are illustrated through a robot arm with flexible joint.
System Formulation
Consider a class of single-input single-output nonlinear systems given bẏ
where x ∈ R n is the state, u ∈ R and y ∈ R are the input and the output of the system, respectively. The vector θ ∈ Γ θ ∈ R p denotes the constant system parameters. We assume that f (x, θ), g(x, θ), and h(x) are smooth vector fields in R n . Moreover, f (0, θ) = 0 for all θ ∈ Γ θ and h(0) = 0.
Regarding the system (1), (2), we assume the followings: For all x ∈ D x , θ ∈ Γ θ , (A1) { f (x, θ), g(x, θ)} is a feedback linearizable pair. Equivalently, we have the following conditions: 
Note that we use the normal Lie Algebra in (A1) and (A2), that is, ad f g(x, θ) =
etc. Under (A1) and (A2), we identify all elements of θ that appear in
T . Thus, the system parameters are re-ordered as
T and the system (1), (2) is rewritten aṡ
Lemma 1. Under (A1) and (A2), with a diffeomorphism given by
the system (3), (4) is transformed intȯ
where
Here,x denotes the partial or full set of state x, i.e.,x ⊆ x.
Proof. From (ii) of (A2), we have
Then, with (i) of (A2) and rankG = n for all x ∈ D x , θ ∈ Γ θ , it is obvious that Example: Consider a simple inverted pendulum motion x = (T + mgl sin x)/J which describes the mechanics of the limb movement [3] . Letting x = x 1 ,ẋ = x 2 , and y = x 1 , we have a state equation:ẋ 1 = x 2 ,ẋ 2 = θ 1 sin x 1 + θ 2 T , y = x 1 , θ 1 = mgl/J and θ 2 = 1/J where T is the applied torque, m is the mass of the forearm, g is the gravitational constant, l is the distance from the elbow to the center of mass, and J is the moment of inertia relative to the elbow. It is easy to check that both (A1) and (A2) are satisfied. Then, by computing ∂h(x) ∂x ad n−1 f g(x, θ) = −θ 2 , we rename θ 1 =θ and θ 2 =θ. Thus, we express the system asẋ 1 = x 2 ,ẋ 2 = θ sin x 1 +θT , y = x 1 . Also, we note that state x 1 ∈x.
and (A2) hold. More specifically, there is a constant ρ > 0 such that |b(x,θ)| > ρ for allx ∈ Γx andθ ∈ Γ¯θ. In the above example, we see that b(x,θ) = θ 2 = 1/J = ρ > 0. In general, we need to calculate b(x,θ) to obtain ρ for the given system.
Output Feedback Control Scheme
We apply the pre-feedback u = v/b(x,θ) to the system (6), (7) . Then, we havė
where a(z, θ) = a(x,θ,θ)| x=T −1 θ (z) . Here, it is obvious that there exists a domain D z around the origin and a constant γ such that a(z, θ) ≤ γ z for all z ∈ D z , θ ∈ Γ θ . From z = T θ (x) in (5), the values of z are not generally known except z 1 ifθ is uncertain. Thus, assuming that the known state and parameters are only x ∈x and θ ∈θ, we need to estimate the values of z in order to stabilize the system (9), (10). Now, for the stabilization of the system (9), (10), we introduce the following output feedback controller:
T , and 0 < ≤ 1. (11) is a pole-placement controller same as one in the standard feedback linearizing controller and ζ is the estimated diffeomorphism generated from the observer (12). 
Remark 3. From the proposed controller (11), (12
T P L ( )e. Then, along the trajectory of (13),
Here, we note that E Ba(z,
where σ 1 = P L which is a finite constant independent of and γ. With (11), the closed-loop system becomeṡ
Similarly as before, since A K is Hurwitz, we have a Lyapunov equation
where P K ( ) = E P K E and a new Lyapunov function V c (z) = z T P K ( )z. Now, along the trajectory of (16),
With E Ba(z, θ) ≤ γ E z and E BK( )e = −1 BKE e, we haveV
where σ 2 = P K , σ 3 = P K K which are finite constants independent of and γ. Now, we set a composite Lyapunov function V(e, z) = dV o (e) + V c (z), d > 0. Along the trajectories of (15) and (18),V (e, z)
From (19),V(e, z) is negative definite if and only if d(
2 ). Note that * (γ) is maximized when d = σ 3 /(γσ 1 ). Thus, for 0 < < min{1, * (γ)}, the system (9), (10) is asymptotically stabilized by (11), (12). The asymptotic stability of the system (1), (2) is naturally followed from the property of diffeomorphism.
In our control approach, in order to stabilize the system (1), (2), the necessary state and parameters information for the proposed controller are ones contained in b(x,θ) in a feedback linearization framework. We state two advantages in the following:
• From the system parameters, we only use the parameters ofθ in controller design. Thus, we don't need the exact physical values of the several parameters (denoted asθ) in the system, i.e., only the bounds ofθ are required.
• Since we use only the state information in b(x,θ), partial state feedback is possible. Moreover, if b(x,θ) can be expressed as b(y,θ), then the output feedback control can stabilize the system (1), (2).
Illustrative Example
Consider the model of a robot with flexible joint taken from [7] 
in which q 1 and q 2 are the link displacement and the rotor displacement, respectively. The link inertia J l , the motor rotor inertia J m , the elastic constant k, the link mass M, the gravity constant g, the center of mass l and the viscous friction coefficients F l , F m are positive constant parameters. The control u is the torque delivered by the motor. The control objective is to asymptotically stabilize the system (20),
.
We let x 1 = q 1 , x 2 =q 1 , x 3 = q 2 , and x 4 =q 2 . We also denote the system parameters as
, and θ 6 = 1/J m . Then, the system (20), (21) is rewritten in a state form aṡ
This system (22), (23) satisfies (A1) and (A2). Now, we classify the system parameters. From
∂x ad 3 f g(x, θ) = −θ 3 θ 6 , we rename θ 3 and θ 6 as θ 3 =θ 1 and θ 6 =θ 2 . The remaining system parameters are renamed as θ 1 =θ 1 , θ 2 =θ 2 , θ 4 =θ 3 , and θ 5 =θ 4 . Now, we obtain the re-ordered form as 
T where φ(θ, x 1 , x 2 , x 3 ) =θ 2 1 x 2 +θ 1θ2 sin x 1 +θ 1θ1 (x 1 − x 3 ) + θ 2 x 2 cos x 1 −θ 1 x 2 +θ 1 x 4 and a pre-feedback u = v/(θ 1θ2 ), the system (24), (25) becomeṡ
It is obvious that there exist a constant γ > 0 such that a(z, θ) ≤ γ z . Then, the system (26), (27) 
T . The feedback gains are chosen as
The simulation is carried out for two cases.
Nominal case: The system parameters are set as F l = 1.5, M = 0.5, g = 9.8, l = 0.5, F m = 1, k = 0.5, and J l = J m = 0.1. In Fig. 1 , it is shown that our proposed controller shows a reasonable performance under the restrictive resource when it is compared with the standard feedback linearizing controller. In view of control input cost, the input value by the proposed method is regularly less than 2 while the standard feedback linearization method shows some initial peaking input cost.
Uncertain case: Some uncertain parameters are reset as F l = 3, M = 2, l = 0.4, and F m = 1.5 without a priori notice. These parameters belong to only θ 1 , θ 2 , θ 4 , θ 5 and not θ 3 , θ 6 (see Eqs. (22), (23)), thus they are classified as 'indirectly used parameters.' As shown in Fig. 2 , the standard feedback linearizing controller exhibits weakness against parameter uncertainty as it is designed based on the exact system and parameter information. On the other hand, our proposed controller is shown to be robust against some system parameters because is set for some range of uncertain parameters (F l , M, l, F m ) . In this case, the difference in input cost by both methods is more obvious.
In summary, when we compare the standard feedback linearizing controller [7] with our proposed scheme, the benefits are as follows:
• We only use the state x 1 in our controller. Thus, output feedback is achieved. From the controller implementation viewpoint, we only need to measure the link displacement.
• We only use the parameters θ 3 = k/J l and θ 6 = 1/J m .
For other parameters such as F l , M, g, l, F m , we only need some parameter bounds rather than exact values. Thus, in controlling the robot arm, several system parameters are not directly used in our proposed scheme. This naturally implies that the designed controller has some robustness against parameter uncertainty.
Conclusions
In this paper, we have proposed a new control approach to feedback linearizable nonlinear systems. While the standard feedback linearizing controller often requires the exact knowledge on system model and parameters, our proposed scheme requires the less information. More specifically, our scheme requires less system parameter and state information in many cases. The usefulness of the proposed scheme is illustrated through the control of a robot model with flexible joint.
