Abstract: A significant reduction in the time required to obtain an estimate of the mean frequency of the spectrum of Doppler signals when seeking to measure the instantaneous velocity of dangerous near-Earth cosmic objects (NEO) is an important task being developed to counter the threat from asteroids. Spectral analysis methods have shown that the coordinate of the centroid of the Doppler signal spectrum can be found by using operations in the time domain without spectral processing. At the same time, an increase in the speed of resolving the algorithm for estimating the mean frequency of the spectrum is achieved by using fractional differentiation without spectral processing. Thus, an accurate estimate of location of the centroid for the spectrum of Doppler signals can be obtained in the time domain as the signal arrives. This paper considers the implementation of a fractional-differentiating filter of the order of 1 ⁄2 by a set of automation astatic transfer elements, which greatly simplifies practical implementation. Real technical devices have the ultimate time delay, albeit small in comparison with the duration of the signal. As a result, the real filter will process the signal with some error. In accordance with this, this paper introduces and uses the concept of a "pre-derivative" of 1 ⁄2 of magnitude. An optimal algorithm for realizing the structure of the filter is proposed based on the criterion of minimum mean square error. Relations are obtained for the quadrature coefficients that determine the structure of the filter.
Introduction
A number of technical problems require the estimation of the parameters of the spectrum of broadband signals in real time. For example, in radar, the central frequency of the Doppler signal spectrum determines the radial component of the speed of the moving object and is necessary for prediction of its trajectory. In particular, this issue refers to Doppler radar systems that measure the spectral characteristics of beats of a probing and reflected signal. Accurate and rapid measurement of these parameters, in this case, is a necessary condition for effective operation of such systems. However, in order to estimate the parameters of the reflected signal spectrum, the use of spectral analysis does not always satisfy operational requirements. For example, the spectrum of the Doppler signal can be broadened by the motion of individual points of the object with different velocities. In the case when the various points of the object forming the reflected signal move with different velocities (for example, when the object rotates), the reflected signal can have a wide spectrum of Doppler frequencies corresponding to the spectrum of the reflecting point velocities on its surface. In such a case, the centroid of the energy spectrum of the Doppler signal is used as the Doppler frequency in the radar, which remains a stable characteristic corresponding to the motion of the center of mass of the moving object. A complex movement of an object can take place if the object 1 ⁄2 has been proposed, which allows for the estimation of the centroid of the spectrum of the input signal to be obtained in real time without spectral processing. It has also been shown that the use of such a fractal-processing algorithm makes it possible to increase the rate by which an estimate can be obtained by up to six orders of magnitude [4] .
Of course, modern signal-processing tools should be designed as digital, given obvious progress in the development of digital devices, and questions about the analog methods. The characteristics of digital filters are absolutely stable, while the parameters of analog filters are unstable and depend on external conditions. Nevertheless, models of analog devices usually precede the construction of digital models. Analog algorithms are more obvious than digital ones. The analog filter in this problem is interesting in that it allows for real-time signal processing, i.e., at the rate of input of the input signal.
In the present paper, using an analog FDF as an example, we consider its possible use by simple technical means in the form of a set of operations realized by simple elements of-astatic transfer elements of the first order. We show that, mathematically, the structure of the FDF can be represented by a linear approximation of the kernel of the fractional derivative operator of the order of 1 ⁄2 by decaying exponents. We propose an optimal realization of the structure of the FDF by the criterion of minimum mean square error.
The problem considered in the present paper belongs to that class of problems pertaining to the recognition of signal singularities. We note the rapid growth of the development of algorithms using fractional differentiation, specifically in the field of artificial intelligence. These include, for example, image-processing algorithms [5] , the identification of image features [6] [7] [8] , and computer [9] [10] [11] and experimental [12, 13] implementation of fractal proportional-integral-derivative (PID) controllers for industrial control systems.
The Possibility of Using Fractal Signal Processing
As a signal x(t), we consider a class of Lebesgue measurable functions L p (Ω) on a set Ω = [T 0 , T], −∞ ≤ T 0 < T ≤ ∞. In other words, for functions x(t), the inequality
where 1 ≤ p < ∞. The function x(t) corresponds to the spectral density of the signal amplitude (spectrum) S(ω) = F[x(t)]. Here, the symbol F denotes the Fourier transform of the signal. In the theory of signals, the method of moments [14] (pp. 135-136) is widely used to estimate the parameters of the spectrum, according to which the mean frequency and effective width of the signal spectrum on the positive half-axis of frequencies is defined as the centroid ω 0 and twice the radius In the theory of signals, the method of moments [14] (pp. 135-136) is widely used to estimate the parameters of the spectrum, according to which the mean frequency and effective width of the signal spectrum on the positive half-axis of frequencies is defined as the centroid ω 0 and twice the radius of inertia (twice the standard deviation) 2Δω of the energy spectrum of the signal 
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is the velocity distribution of the reflecting elements of the object's surface.
In the case of expanding the spectrum of Doppler frequencies, it can be agreed that the "average" speed of the object is estimated from the position of the centroid of the spectrum [15] whose definition is given by the ratio:
Calculations using Equation (1) require a sufficiently long time for the observation of the signal and its processing, since processing uses the procedure for calculating the spectrum ) (ω S , which from the computational point of view is quite laborious. With the number N of signal ) (t x samples, the calculation of the spectrum in the most economical case will require the number N N 2 log of multiplications by the fast Fourier transform (FFT) technique. To this, we additionally require N 2 multiplications in order to calculate the integrals in the numerator and denominator in the fraction (1) . In addition, in order to carry out these calculations it is necessary to first obtain the entire signal (all N samples), which introduces an additional delay in obtaining an estimate. Moreover, such an algorithm requires a fairly large amount of working memory for N counts of the spectrum. In this case, it is advantageous to have a flow algorithm that allows for the calculation of the numerator and denominator in Equation (1) in real time as the signal arrives. This condition is satisfied by the Duhamel integral calculation algorithm, which can be realized using a transversal filter that processes a signal in the time domain in real time. This allows us to calculate the numerator and denominator in Equation (1) at the end of the signal. In the case of expanding the spectrum of Doppler frequencies, it can be agreed that the "average" speed of the object is estimated from the position of the centroid of the spectrum [15] whose definition is given by the ratio:
Calculations using Equation (1) require a sufficiently long time for the observation of the signal and its processing, since processing uses the procedure for calculating the spectrum S(ω), which from the computational point of view is quite laborious. With the number N of signal x(t) samples, the calculation of the spectrum in the most economical case will require the number N log 2 N of multiplications by the fast Fourier transform (FFT) technique. To this, we additionally require 2N multiplications in order to calculate the integrals in the numerator and denominator in the fraction (1) . In addition, in order to carry out these calculations it is necessary to first obtain the entire signal (all N samples), which introduces an additional delay in obtaining an estimate. Moreover, such an algorithm requires a fairly large amount of working memory for N counts of the spectrum. In this case, it is advantageous to have a flow algorithm that allows for the calculation of the numerator and denominator in Equation (1) in real time as the signal arrives. This condition is satisfied by the Duhamel integral calculation algorithm, which can be realized using a transversal filter that processes a signal in the time domain in real time. This allows us to calculate the numerator and denominator in Equation (1) at the end of the signal.
It has been shown in [3, 4] that the right-hand side of Equation (1) can be represented by the ratio of the square of the fractional derivative to the square of the signal's norm (energy), which allows for us to find the centroid of the spectrum without using the Fourier transform:
Here D 1/2 is the operator of the fractional Liouville derivative of half-integer order [16] 
which we further refer to as the semiderivative operator in accordance with the terminology that has been accepted in the literature. The denominator of the fraction in Equation (2) is derived using Parseval's equation [14] (p. 140) in the transition from the frequency domain to the time domain:
Similarly, on the basis of Parseval's equality, the numerator of the fraction in (2) is also transformed:
where i is the imaginary unit. From this, it follows that in order to calculate the centroid of the spectrum, it is necessary to calculate the square of the norm of the fractional derivative of the order of 1 ⁄2 and the signal energy.
The semi-derivative operator must satisfy the following condition:
Equation (6) shows that the fractional derivative can be calculated using linear FDF. The action of the fractional derivative operator according to Equation (6) is interpreted as the convolution of the investigated signal with the following function
which is usually called the pulse response of the FDF. The pulse response (7) is identical to the kernel of the fractional differentiation operator. It follows from Equation (2) that for a limited observation interval of signal (T − T 0 < ∞), the processing time x(t) can be substantially reduced if we calculate the fractional derivative of the order of 1 ⁄2 in real time [3, 4] . Estimating the location of the centroid of the spectrum (2) can be undertaken without spectral processing as the reflected signal reaches the detector and is obtained at the end of the observation interval T. For example, in the problem of the rapid estimation of the radial velocity of a potentially dangerous near-Earth asteroid, the real computational speed can be increased by a million times [4] .
In fact, for a space object with a diameter of~100 m and a rotation period of~10 min, the width of the velocity spectrum amounts to~1 m/s, which corresponds to the width of the Doppler spectrum in the X band~50 Hz. In this case, the average Doppler frequency at a speed of 30 km/s is~2 MHz; the signal sampling frequency should be appropriately selected as >4 MHz ( ∆T ∼ 0.1 MS).
For high-speed resolution (~0.01 m/s or higher), it is necessary to measure the Doppler frequency with an accuracy of~0.5 Hz. With a Doppler duration of~0.1 s, this will require processing N ∼ 10 6 of the signal samples.
A standard calculation using the FFT method will require N f lop ≥ 2 · 10 7 multiplication operations. For a processor with a performance of 1 Mflops, this will take about 20 s, while the signal delay in the filter for the filter of order M = 100 is only T m = M∆T = 10 −5 s. Thus, the gain in speed will be more than six orders. Time costs will be comparable only when using the FFT method on processors with a performance of several teraflops, which is economically unprofitable and technically difficult to implement.
Thus, it is important to find the optimal algorithm for an approximate calculation of the fractional derivative of the signal (maximum accuracy with a minimum of computational operation). If fractional differentiation is performed on analog devices, then the algorithm simultaneously determines the design of real devices. The present paper is devoted to the search for the quadrature of the highest degree of accuracy for finding the approximate value of the fractional semi-derivative.
We emphasize that we do not construct an n-point quadrature of the highest degree of accuracy for calculating the semi-derivative in which the semi-derivative is approximated by the weighted sum of the values of the integrand at different nodes. Such a problem was solved long ago [17, 18] . Instead, we find the best approximation precisely for the kernel h(t) of the fractional derivative operator, and the calculation of the semi-derivative by the quadrature formula deduced by us reduces to the sum of integrals contained as weight-function damped exponentials.
The Pulse Response Characteristic of the Liouville Semi-Derivative
By virtue of the linearity property of the fractional differentiation operator and the difference kernel, expression (6) can be written as the Duhamel integral [14] (p. 142),
and this means that the fractional differentiation operator can be realized as a linear stationary FDF with specified characteristics. The general requirements imposed on the filter are expressed by the conditions (9) and (10) . Among the mandatory requirements is the condition of causality of the impulse response
which has already been taken into account in its definition in Equation (8) .
The specific form of the pulse response is determined by the method of specifying a fractional derivative. In [3, 4] , the definition of a fractional Riemann-Liouville derivative was used. Here we confine ourselves to its particular limiting case, the Liouville derivative [16] The Liouville derivative (3) has more habitual and evident properties, such as the identity vanishing of the derivative of a constant. The latter, as follows from Equation (8), implies another condition on the pulse response
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An explicit expression for the pulse response of the Liouville operator of a semi-derivative is presented in [3, 4] :
Here δ(t) is the Dirac function, and σ(t) is the Heaviside function. Since this expression was originally derived in an article in a hard-to-get edition [19] , we reiterate its derivation below. 
We call the real quantity ε ≥ 0 the parameter of the pre-derivative.
Definition 2. The Liouville fractional derivative of order 1 ⁄2 (see Equation (3)) is then defined as the limit of sequence of the Liouville pre-derivatives:
Theorem 1. The pulse response of the Liouville operator of a semi-derivative (13) is given by Equation (11).
Proof. Differentiating the integral with a variable upper limit on the rhs of Equation (12) with respect to t,
and using the definition (6), we find an expression for the pulse response of the pre-derivative in the form
Passing to the limit ε → 0 , we confirm that Equation (11) is satisfied.
Approximation of Operator Kernel of Fractional Pre-Derivative by Superposition of Damped Exponentials
For the practical implementation of analog FDF, it is desirable to use the simplest technical means. These are physical elements with pulse characteristics in the form of damped exponentials that are the first-order astatic transfer elements [20] . The time of the pulse response decay τ from the physical point of view corresponds to the memory time of the physical element.
We construct the best approximation of the impulse response of a FDF of the order of 1 ⁄2 by a linear combination of damped exponentials. We will take into account the fact that, in the practical implementation of differentiating or integrating filters, one always has to have finite systems in which there is a finite delay time ε. The magnitude of the time delay ε is sufficiently small and is determined by the signal delay in the input circuits of the analog device. Usually it is a fraction of a microsecond, which is commensurate with the clock interval of digital signal processing processors, and is small when compared to the time of signal processing by the filter. As digital technology develops, the value of ε will only decrease.
Our task is to approximate the component of expression (15) , which has the form of a damped power function,
by a set of damped exponentials on the interval ξ = [0, ∞).
The direct Laplace transform of a function f (p),
is the expansion of a function F(ξ) over an infinite set (continuum) of exponentials. The problem is reduced to finding a quadrature formula containing a finite number of exponentials for an approximate presentation of F(ξ),
instead of the true representation (the continuum of exponentials). Here, R is the remainder term, b k , the weight coefficients, and a k , the nodes of the approximating quadrature formula. Let us change a variable. We introduce the function:
Then, (17) can be rewritten in the form:
where p(ϕ) is the inverse of (19) . From the condition for the existence of the Laplace integral,
and from definition (19) , it follows that,
and the variable ϕ itself is defined on the interval [0, ϕ max ].
The maximum accuracy when approximating the integral (20) by a quadrature of type (18), as we know, can be achieved using the Gaussian quadrature of the highest degree of accuracy [21] . To achieve maximum accuracy, when integrating the integral over a finite interval with a fixed number of nodes N, the quadrature formula follows ϕ k as nodes, where a k = p(ϕ k ); we take the nodes ϕ k of the Legendre polynomials, and b k as weight coefficients and some functional combinations of them. In this case, of course, it is necessary to transform the segment [−1, 1] on which the Legendre polynomials are defined into a segment [0, ϕ max ]. The nodes and weight coefficients of the Gauss-Legendre quadrature formulas can be found in the reference books [22] . We note that the inverse Laplace transform,
and the relation resulting from (19) ,
allow for us to establish a connection between ϕ and F if (23) is integrated over p:
For F(ξ) in a particular form (16) , the Laplace transform is known:
Here, Γ(x) is the gamma function. Integrating (24), we find:
The function ϕ(p) that is found increases monotonically from zero to the maximum value:
Unfortunately, the function p(ϕ) according to (27), although continuous on the interval [0, 1], is non-smooth. When ϕ → 0 it behaves like p ∼ (3/4) 2/3 π 1/3 ϕ 2/3 , so p(ϕ) does not even have the first derivative. According to the standard estimate [22],
where M 2N is the majorant estimate of the absolute value of the derivative,
the Gauss-Legendre quadrature will not show rapid convergence with an increasing number of nodes.
Test Results
In numerical calculations, a harmonic signal with a constant amplitude and phase was considered as a model. The accuracy of the approximation was estimated by the mean-square error:
Figure 2 demonstrates on a logarithmic scale the approximated function F(ξ) (upper curve), and approximating functions F N (ξ), successively approaching F(ξ) at N = 6, 10, 14. show that to achieve acceptable accuracy in radio engineering of 1% (i.e.,
, it is necessary to take N = 18 elements. It should be borne in mind that the elements making up a real filter include errors due to the imperfection of their manufacture. In this case, in practice the error introduced by each element will be accumulated separately and, therefore, it is not profitable to build a filter from such a large number of elements ( N = 18).
Consider the optimization of the number of elements N in more detail. Let each element be characterized by a relative error p in the manufacture of the device. It is natural to expect the total error introduced by N elements to be defined as a statistical error proportional to the root of the number of elements. Then, the total error of the FDF approximation will be: The minimum is thus flat, and this means that when decreasing the number of elements, the error will change insignificantly. Hence it follows that for almost the same accuracy of approximation it is economically more advantageous to use 6-8 elements to construct the FDF. The calculations show that R N decreases with growth N, but its tendency to zero is relatively slow because the exponents decrease faster than a polynomial of any degree. The same calculations show that to achieve acceptable accuracy in radio engineering of 1% (i.e., R N = 0.01), it is necessary to take N = 18 elements. It should be borne in mind that the elements making up a real filter include errors due to the imperfection of their manufacture. In this case, in practice the error introduced by each element will be accumulated separately and, therefore, it is not profitable to build a filter from such a large number of elements (N = 18).
Consider the optimization of the number of elements N in more detail. Let each element be characterized by a relative error p in the manufacture of the device. It is natural to expect the total error introduced by N elements to be defined as a statistical error proportional to the root of the number of elements. Then, the total error of the FDF approximation will be: Figure 3 presents the graphs of the total error r N . If the permissible error of the device is p = 0.01, then, as follows from the figure, the minimum of the total error as a function of the number of elements is reached approximately at N = 12. The minimum is thus flat, and this means that when decreasing the number of elements, the error will change insignificantly. Hence it follows that for almost the same accuracy of approximation it is economically more advantageous to use 6-8 elements to construct the FDF. 
Conclusions
The radial velocity of fast asteroids that pose a danger to the Earth (speeds of tens of kilometers per second) can be accurately measured by means of radar by estimating the centroid of the Doppler signal spectrum.
An increase in the speed of the algorithm used for estimating the average frequency of the spectrum of the Doppler signals in the time domain as the signal is received can be achieved by using fractional differentiation without spectral processing. Thus, an accurate estimate of the centroid of the signal spectrum can be obtained almost immediately after the arrival of the signal.
The approximation of the impulse response of an analog FDF by a quadrature of the highest degree of accuracy is constructed in this paper. The kernel of the fractional pre-derivative operator is approximated by the sum of the damped exponentials. The calculation is made for FDF, as composed of the first-order astatic elements that are common in engineering, which greatly simplifies practical implementation. Relations are obtained for the quadrature coefficients that determine the structure of the FDF. The number of approximation nodes corresponds to the number of elements making up the filter. There is convergence: with the increasing number of nodes used, the accuracy of the approximation can be made arbitrarily high. The accuracy of the procedure for approximate fractional differentiation, based on the use of an approximating quadrature on the example of a function, is proved using the analytic expression of the Liouville semi-derivative for which it is known (the harmonic signal).
The problem of optimizing the analog FDF circuit, composed of first-order astatic elements, has been solved. In order to limit the number of elements used, and in order to achieve the specified accuracy, an optimal number of elements is found for a given error of each. It is shown that to achieve a precision characteristic in engineering of 99%, the optimal scheme is from 
The problem of optimizing the analog FDF circuit, composed of first-order astatic elements, has been solved. In order to limit the number of elements used, and in order to achieve the specified accuracy, an optimal number of elements is found for a given error of each. It is shown that to achieve a precision characteristic in engineering of 99%, the optimal scheme is from N = 8 ÷ 16 elements.
Patents
The method for estimating the mean frequency of Doppler signals reflected by fast maneuvering targets in real time using fractional differentiation operations is protected by the Russian Federation Patent [Zakharchenko V 
