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ABSTRACT 
In this paper, adaptive coding schemes for contour line 
drawings based on chain code representation is presented. 
In this scheme, the chain code or the chain-difference code 
of a contour is modeled as an n-order Markov sequence and 
then coded with arithmetic coding scheme adaptively. Ex- 
perimental result shows that the proposed approach is bet- 
ter than some other conventional approaches. 
1. INTRODUCTION 
Line drawings can always be described with chain code. 
Freeman[l] proposed an eight-directional encoding scheme 
for line drawings. In this coding scheme, we first superim- 
pose a rectangular grid on the curve and then quantize the 
curve to the nearest grid point. A link is then defined as 
one of the eight possible straight-line segments between two 
adjacent quantized points. The ordered sequence of these 
links forms a chain code. In this case, the chain code is of 
a 3 bit per link to present a line drawing. 
Obviously, successive links are highly correlated. Free- 
man[2] proposed a chain-difference coding scheme to  im- 
prove the coding efficiency by making use of this prop- 
erty. In his approach, variable-length codewords are as- 
signed to  the difference between two consecutive links. In- 
deed, this property has been widely used in various coding 
schemes[3,4] to achieve a better coding efficiency. 
Recently, Lu and Dunham[5] have proposed two efF- 
cient coding schemes to encode contour line drawings based 
on Freeman’s chain code representation. In these two 
schemes, the chain-difference code of a curve is first ob- 
tained. The chain-difference code is then modeled as a 1st- 
order or 2nd-order Markov sequence. For each state in the 
chain-difference code, the conditional probability distribu- 
tions for the next chain-difference input are measured ex- 
perimentally. Based on the statistics measured, the chain- 
difference code is encoded with either Huffman coding or 
arithmetic coding scheme. 
Both Huffman and Arithmetic coding schemes can uti- 
lizes the statistics of the message to make the most frequent 
symbols correspond to  the shorter code and the rare sym- 
bols correspond to the longer code. However, theoretically 
speaking, arithmetic coding scheme is superior to Huffman 
coding scheme since it can be easily adaptive to the local 
statistics of the message[6]. This property is practically use- 
ful especially when the local message statistics varies often. 
Furthermore, it makes adaptive encoding possible. In this 
paper, based on Lu and Dunham’s coding scheme[5], we in- 
troduce two more efficient coding schemes by making use 
of this property of the arithmetic coding scheme. 
2. CODING SCHEMES 
In Lu and Dunham’s coding schemes[5], the chain- 
difference code instead of the chain code is modeled as 
Markov sequence for encoding. Theoretically, either chain- 
difference code or chain code can be modeled as Markov 
sequence for encoding. If they are directly encoded with- 
out further processing, chain-difference code is much better 
than chain code to  be encoded since it decorrelates most 
of the correlation between consecutive symbols. However, 
this is not the case when they are modeled as a Markov 
sequence for encoding. 
Chain-difference code can be obtained from chain code 
via a simple 1-tag recursive filter which decorrelates the 
correlation between two consecutive links. Therefore, if 
an entropy encoderldecoder for non-Markov sequences is 
exploited, the sequence is better to be a chain-difference 
code. However, if an entropy encoder/decoder for a high- 
order Markov sequence is exploited, we found that a similar 
or even higher compression rate can be achieved when the 
chain code is used as the input. 
In fact, this phenomenon can be explained quite eas- 
ily. The reason is that the chain-difference code sequence is 
highly uncorrelated compared with the chain code sequence. 
This implies that the conditional probability P(yl+nlyl+n-l  
. . . yl) is more or less evenly distributed while the condi- 
tional probability P ( z ~ + ~ ~ z ~ + ~ - ~ .  . .z2) is not, where z, 
is the z t h  symbol of the chain code sequence and yt = 
zE-z1-1. Therefore, there will be no gain in applying arith- 
metic coding to the chain-difference code sequence but to 
the chain code sequence when they are modeled as a high- 
order Markov sequence. In other words, the chain code 
itself is more suitable than the chain-difference code to be 
modeled BS a higher-order Markov sequence. 
Lu and Dunham’s coding schemes[5] are basically 2- 
pass algorithms since the statistics of the message has to  be 
obtained before performing the entropy coding. When the 
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message length is long enough, there will be a considerable 
processing delay. On the other hand, extra bits for carry- 
ing the information of the message statistics are required 
to be sent or stored. In view of these factors, it would be 
more efficient to exploit 1-pass algorithm instead. In that 
case, arithmetic coding is superior to  Huffman coding since 
it can be implemented in a way that it does not require the 
probability distribution of the symbols to start the encod- 
ing process. 
However, it doesn’t mean that 2-pass algorithms are al- 
ways inferior. To make the message statistics converge to  
the real statistics in an 1-pass arithmetic coding scheme, 
the length of the coding sequence must be long enough. 
When the sequence is modeled with a higher-order Markov 
model, the length of the message required for the statistics 
to converge wonld be longer. If the input sequence is too 
short, the compression rate of an 1-pass coding scheme can 
be much lower than that of a 2-pass scheme. Note also that 
the overhead of exploiting 2-pass coding schemes is tolera- 
ble in this case. Therefore, 2-pass coding schemes would be 
preferred in such a case. 
Adaptive scheme can also be applied in a 2-pass al- 
gorithm. Since the real statistics of the whole message is 
transmitted or stored as a header of the message, the de- 
coder knows the message statistics and, during decoding, 
it is able to  get the statistics of the message segment not 
yet received based on the symbols already received. In that 
case, the decoder can always have the real statistics of the 
following symbol received and therefore can make the best 
use of the arithmetic coding scheme. 
In our proposed approach, the source code sequence is 
modeled as a Markov sequence. Either chain-difference code 
or chain code is used as the source code sequence. Which 
one is used depends on the order of the Markov model ex- 
ploited. Generally speaking, if the order is higher than 2 ,  
chain code is directly modeled. Otherwise, chain-difference 
code is used instead. 
In the first scheme, the message statistics is obtained 
at  the first pass and, a t  the second pass, the message is 
encoded with the arithmetic coding scheme based on the 
conditional probabilities obtained. During the first pass, 
the number of conditional occurrence of a particular sym- 
bol in the message is recorded. This information forms a 
header and is encoded with variable-length coding tech- 
nique. Based on this information, the message statistics 
can be computed. At the second pass, whenever a symbol 
is transmitted, the encoder decreases the number of this 
symbol’s conditional occurrence by one accordingly. The 
statistics of the message segment not yet transmitted is 
also updated correspondingly such that the arithmetic cod- 
ing encoder can encode the following message symbol with 
the most updated statistics. At the receiver, the decoder 
gets the header and calculates the message statistics. The 
statistics is updated in a similar way as the encoder does 
and decodes the coming message with the current statistics. 
In the second scheme, the message is encoded in a sin- 
gle pass. The message statistics is assumed based on a 
priori knowledge and is updated as the symbols are en- 
coded/decoded. Note that the updated message statistics 
will converge to the real one if the message length is long 
enough. Based on the current message statistics on hand, 
the input symbol is encoded with the arithmetic coding 
scheme. Specifically, to encode a particular symbol, its pre- 
vious symbols and the conditional probabilities of its occur- 
rence are exploited. The number of previous symbols which 
have to be retained for encoding equals to the order of the 
Markov model used to  describe the message. 
3. SIMULATION RESULTS 
Simulation has been carried out to evaluate the perfor- 
mance of the proposed coding schemes. A data set which 
consisted of contour maps of size 2000 x 2000 each was en- 
coded with chain coding scheme and chain-difference coding 
scheme. Each output sequence was then modeled as Markov 
sequences of various orders and encoded with 1-pass and 2- 
pass arithmetic coding schemes individually. The length 
of the chain/chain-difference code sequences varied from 
6500 to 16000 symbols. Both adaptive and non-adaptive 
approaches were simulated for comparison. In our simula- 
tions, contour maps were divided into 5 groups according to 
their geographical locations and separately encoded. When 
1-pass arithmetic coding scheme was exploited, the average 
of the statistics of all chain/chain-difference code sequences 
except those belong to Europe Group was used as the initial 
message statistics to encode individual sequence. 
Tables 1 and 2 show the average bit length per sym- 
bol required to encode the chain/chain-difference code se- 
quences when various approaches are used. Overheads for 
2-pass approaches are not included in the figures reported. 
Roughly speaking, when 2-pass algorithms is applied, it 
takes 0.006 to 0.012 bits per symbol to encode the over- 
head for an Non-Markov sequence, and, 0.01 to 0.02 bits 
per symbol for a Markov-I sequence and so on. Based on 
our simulation results, we have the following observations: 
i/. The coding efficiency of adaptive coding scheme is al- 
ways better than that of non-adaptive coding scheme 
[ 5 ]  when 2-pass approach is applied. 
ii/. When the length of the sequence being encoded is 
long enough, the compression rate of the 1-pass adap- 
tive approach is comparable to those of the 2-pass 
approaches. In fact, by taking the overhead that re- 
quired in a %pass approach into account, sometimes 
the performance of the 1-pass approach would be even 
more respectable. 
iii/. Higher compression rate can be achieved by encod- 
ing chain code instead of chain-difference code if the 
input sequence is modeled as a high-order Markov se- 
quence during encoding. From our simulation results, 
we found that it was better to encode chain code di- 
rectly when the input was modeled as a Markov se- 
quence of order higher than 2. 
425 
Authorized licensed use limited to: Hong Kong Polytechnic University. Downloaded on July 27, 2009 at 23:55 from IEEE Xplore.  Restrictions apply. 
iv/. Higher compression rate can be achieved by encod- 
ing chain-difference code instead of chain code if the 
input sequence is not modeled as a Markov sequence 
during encoding. 
v/. From the tables shown, i t  sounds that it is better 
for us to  model the input sequence as a higher-order 
Markov sequence. However, this is not always true 
in general. When 1-pass scheme is applied, i t  takes 
longer message for the message statistics to  converge 
to the real one if higher-order Markov model is used. 
One can see the larger difference of the compression 
rate between 1-pass scheme and 2-pass schemes when 
higher-order model is used. This is because the mes- 
sage statistics used for encoding in the 1-pass scheme 
is still quite far from the real. When 2-pass scheme is 
applied, the overhead is exponentially proportional to  
the order of the Markov model exploited. Hence, in 
practice, Markov model of order 2 or 3 is appropriate. 
4. CONCLUSIONS 
In this paper, two adaptive coding schemes for encod- 
ing contour line drawings are proposed. These two schemes 
model an input sequence, which is either a chain code or a 
chain-difference code, as a Markov sequence and adaptively 
encode it with arithmetic coding scheme. Both schemes 
are adaptive in a way that it updates the message statis- 
tics whenever a symbol is encoded/decocled during encod- 
ing/decoding the message and encodes/decodes the follow- 
ing symbol with the most updated statistics. Among these 
two schemes, one is an 1-pass algorithm and another one is 
a 2-pass algorithm. Both show their advantages over some 
other non-adaptive coding schemes such as those proposed 
in ref.[5]. 
An analysis on the influence of some of the factors 
which affects the performance of the proposed schemes is 
also given in this paper. These factors includes the order of 
the Markov model exploited, the choice between chain code 
sequence and chain-difference code sequence as the source 
being modeled, and the choice between 1-pass scheme and 
2-pass scheme. 
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Table 1: Average bit rates achieved when various approaches are used to encode the chain code sequences. 
1- pass, Non- Markov , Adaptive 
2 -~ass .  Non- M arkov . Non-adar, tive 
Average bit length per link 
Australia Africa S. America N. America Europe 
2.9579 2.9459 2.9014 2.9479 2.9260 
2.9545 2.942 9 2.8985 2.9463 2.9244 
- I  
2-pass, Non-Markov, Adaptive 
1-pass, 1st-Markov, Adaptive 
2-pass, 1st-Markov, Non-adaptive 
2 -~ass .  1st-Markov. AdaDtive , - ,  I 
I 1-Dass. 2nd-Markov. AdaDtive 1.4280 I 1.2504 I 1.3623 I 1.3209 I 1.3499 I 
2.9496 2.9363 2.8924 2.9429 2.9215 
1.5471 1.4926 1.5082 1.4765 1.5026 
1.5330 1.4779 1.4904 1.4706 1.4950 
1.5195 1.4631 1.4744 1.4611 1.4866 
* ,  
2-pass, 2nd-Markov, Non-adaptive 
2-pass, and-Markov, Adaptive 
1-pass, 3rd-Markov, Adaptive 
2-pass, 3rd-Markov, Non-adaptive 
2-oass. 3rd-Markov. AdaDtive 
1.4048 1.2214 1.3414 1.3107 1.3334 
1.3724 1.1911 1.3026 1.2895 1.3142 
1.3988 1.1867 1.3239 1.2859 1.3402 
1.3574 1.1367 1.2839 1.2673 1.2947 
1.2893 1.0815 1.2115 1.2248 1.2543 
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1- pass, Non- Markov , Adaptive 
2-pass, Non-Markov, Non-adaptive[5] 
2-pass, Non-Markov, Adaptive 
1-pass, 1st-Markov, Adaptive 
2-pass, 1st-Markov, Non-adaptive[5] 
2-pass, 1st-Markov, Adaptive 
1-pass, 2nd-Markov, Adaptive 
2-pass, 2nd-Markov, Adaptive 
1-pass, 3rd-Markov, Adaptive 
2-pass, 3rd-Markov, Non-adaptive 
2-pass, 3rd-Markov, Adaptive 
2-pass, and-Markov, Non-adaptive[5] 
Average bit length per link difference 
Australia Africa S. America N. America Europe 
1.5751 1.5234 1.5661 1.5228 1.5457 
1.5743 1.5219 1.5649 1.5218 1.5449 
1.5718 1.5187 1.5615 1.5202 1.5436 
1.4179 1.1887 1.3626 1.3195 1.3546 
1.3985 1.1532 1.3418 1.3079 1.3364 
1.3547 1.1234 1.2963 1.2838 1.3133 
Authorized licensed use limited to: Hong Kong Polytechnic University. Downloaded on July 27, 2009 at 23:55 from IEEE Xplore.  Restrictions apply. 
