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ixIntroduction
There are about 250 GHz of available bandwidth between 3 and 300 GHz (also re-
ferred as mm-wave (MMW) band) [1], which have the potential to unleash very high
data-rates even with low spectral eciencies. Such a `spectrum El Dorado' in the last
years led to a `MMW rush', in which researchers with dierent backgrounds studied
dierent aspects related to transmissions at high-frequencies, ranging from channel
modeling, antenna and hardware design, beamforming solutions and system-related
aspects (see e.g. references [2{7]).
From an industrial perspective, while MMW frequencies have been already stan-
dardized for niche applications (e.g. in 802.11ad or 802.153c) or used for test-bed
prototypes, a mass commercial application of MMW in 5G wireless networks requires
major technologies advances, from both a component and an architectural perspec-
tive. Component-wise, novel and cost-eective solutions for beamforming, waveform
and antenna design and hardware implementations are needed [4{7]. Architecture-
wise, MMWs require a redenition of the functionalities in the network, for example
via a separation between control and data channels and a tight integration and a fast
handover with lower carriers [2]. From a deployment perspective, further studies on
channel propagation and modeling at high frequencies are another important step
for a throughout understanding of MMW communications [3].
In this thesis we focus on one of the problems mentioned above, i.e. the need of
designing cost-eective beamforming solutions at MMW frequencies, to provide the
link-budget required for a reliable communication. As a matter of fact, and as
emphasized in [7], when assuming a single omnidirectional antenna, the path-loss
increases with the frequency, e.g. an additional 20dB loss is expected for a system
operating at 60 GHz compared to 6 GHz. On the other hand, by using a xed
directive antenna of a given aperture size, the antenna directivity increases with the
square of the frequency. While xed antennas are eective solutions for MMW back-
haul applications, for access applications, 
exible solutions based on beamforming
via antenna arrays are essential to allow multi access. Moreover, while in traditional
cellular frequencies, beamforming-related processing is performed at the baseband,
at the MMW frequencies this design philosophy crashes against the high cost and
high-energy consumption of radio frequency (RF) hardware [4]. Therefore, dierent
solutions have been proposed based on either analog or hybrid digital-analog im-
plementations. A good analysis of dierent analog implementations is carried out
in [5]. While analog solutions (e.g. based on analog phase shifters) are competitive
in terms of cost, they impose a constant modulo constraint on the beamforming
weights. Therefore, in [4], a hybrid analog-digital solution is proposed, where the
xiantenna array is driven by a limited number of RF chains and multi-antenna pro-
cessing is implemented via a layered baseband/analog solution.
xiiChapter 1
A channel model for mm-wave
While signals at lower frequencies can penetrate more easily through buildings, mm-
wave signals do not penetrate most solid materials very well. Signicant causes of
attenuation at high frequency are foliage losses, raindrops and oxygen band absorp-
tion, which can be a limiting impairment for propagation in some cases. On the other
hand for the same antenna aperture areas, shorter wavelengths (higher frequencies)
should not have any inherent disadvantage compared to longer wavelengths (lower
frequencies) in terms of free space loss. More antennas can be packed into the same
area if the wave length is small, allowing beamforming with high gains.
We start from an expression of a static narrow-band mm-wave channel impulse
response. Furthermore multiple input multiple output (MIMO) models will be con-
sidered.
1.1 Channel impulse response
The equivalent complex low-pass impulse response of a mm-wave MIMO channel
with narrow-band impulses is a matrix CNM, where M and N are the number of
antennas at transmitter (Tx) and receiver (Rx) sides respectively
b H =
p
G
2
6
4
h11  h1M
. . . ... . . .
hN1  hNM
3
7
5 =
p
GH; (1.1)
G is the average path gain of the channel. While G is a deterministic factor, entries of
H are, in general, complex random variables. Matrix H should satises the average
constraint on its squared Frobenius norm
E

kHk
2
= MN: (1.2)
1.1.1 Power attenuation characterization
A general expression for G is provided by
G =


4d
n
t (t; #t)r (r; #r)G
(o)G
(r)G
(f); (1.3)
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where:
  = c=fc is the wave length at carrier frequency fc;
 d is the distance between transmitter and receiver;
 n is the path-loss exponent factor;
 t is the Tx directional antenna gain, function of azimuth t and elevation #t
of the transmitted ray;
 r is the Rx directional antenna gain, function of azimuth r and elevation #r
of the received ray;
 G(o) is the average attenuation due to oxygen absorption;
 G(r) is the average attenuation due to rain;
 G(f) is the average attenuation due to foliage.
In this case antenna contributions t and r are considered constant for each ray
angle of arrival and departure, therefore they are included in the global gain G-
factor. The given attenuation model is valid for values of d which are in the far-
eld, or Fraunhofer region, of the transmitting antenna. This is dened as the region
beyond the far-eld distance, which is related to the largest linear dimension of the
transmitter antenna aperture and the carrier wavelength, i.e. if [8, pp. 72]:
d  Dant; d   and d 
2D2
ant

(1.4)
where Dant is the largest physical linear dimension of the antenna.
Free space path loss
The rst gain term in (1.3) is the attenuation due to the free space propagation.
The exponent factor n in free space is 2, but it is known that a two-ray model
(represented in Figure 1.1) leads, under commonly satised conditions, to a fourth
power law. One of these conditions is that the path length dierence between the
direct and re
ected rays is less than =2, which denes the break-point distance
d0 = 4hthr= as a function of antennas height, beyond which the fourth power law
can be used.
For the frequency range from 60 to 66 GHz and the receive and transmit antenna
heights, hr = 1:8 m and ht 2 [5; 50] m, respectively, we get d0 2 [7:2; 79:21] km,
which is far beyond the expected range of the transmission at mm-wave frequency.
This means that the fourth power law is not expected at mm-wave therefore we set
n = 2, which is conrmed by measurements [9, pp. 77].
21.1 - Channel impulse response
Figure 1.1: Two rays model used for the derivation of the fourth law attenuation
expression.
Antennas gain
Due to high free space losses and other attenuations factors, that will be analyzed
later, the usage of directional antenna is near mandatory for a successful commu-
nication. An advantage of using directive antennas is the limitation of multipath
phenomena due to the antenna pattern gain.
As an example, a rectangular horn antenna of dimensions a and b has a radiation
pattern [3, pp. 318] given by
(; #) =
 
 
sin[(a=)sin()]sin[(b=)sin(#)]
2(ab=2)sin()sin(#)
 
 
2
: (1.5)
In Figure 1.2 the radiation patterns, expressed by (1.5), of two horn antennas with
dierent dimensions are plotted in the azimuth plane. The main lobe is narrower if
the antenna dimensions are bigger.
Another simple radiation pattern is:
(; #) =
(
0;  2 [min; max]; # 2 [#min; #max]
0; otherwise
(1.6)
where 0 is a constant gain over the sector dened by  2 [min; max] and # 2
[#min; #max].
In the case of a ray-tracing approach, angle values are dened and constant. In
other situations t, r, #t and #r are all considered uniformly distributed in their
sectors as
t; r  U [min; max]; #t; #r  U [#min; #max]: (1.7)
Oxygen band absorption
Around 60 GHz there is a peak of attenuation due to oxygen resonance in atmo-
sphere. The term G(o) is negligible in the ultra high frequencies (UHF) band, but
cannot be neglected at higher frequencies. In [9, pp. 78] a model for the attenuation
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Figure 1.2: Normalized radiation patterns in azimuth plane for dierent
rectangular horn antenna parameters.
due to oxygen absorption has been developed
G
(o)
[dB=km](fc[GHz]) =
(
0:104(fc   60)3:26   15:10 60  fc  63
5:33(fc   63)1:27   11:35   (fc   63)2:25 63 < fc  66
(1.8)
where fc is the carrier frequency.
There are other attenuation phenomena due to water vapour or fog, but they can
be neglected since their attenuation is in order of 0.1 dB/km [9, pp. 78].
Rain attenuation model
In mm-wave also rain has relevance in attenuating the transmitted signal. Depending
on the rainfall rate R [mm=h] this model [9, pp. 78] yields:
G
(r)
[dB=km](fc[GHz]; R[mm=h]) =  k(fc)R
a(fc); (1.9)
where
k(fc) = 10
1:203log(fc) 2:290; a(fc) = 1:703   0:493log(fc): (1.10)
Rain contribution to path gain plays an important role, and its attenuation can
reach values larger than those for oxygen; for example G(r) =  18 [dB=km] for
R=50 mm/h.
Formulas show that oxygen and rain attenuations cannot be neglected if large dis-
tances (greater than 1 km) are to be considered, but for ranges less than 200 m they
may not be so relevant.
Foliage attenuation
An attenuation formula due to foliage is given in [10]:
G
(f)(fc; dfol) =
5
f0:3
c d0:6
fol
(1.11)
where dfol is the depth of foliage area between transmitter and receiver.
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Remarks on shadowing
Many studies on mm-wave indoor propagation (for example [11, pp. 9] and [12, pp.
2821]) add an additional random gain term to (1.3) due to shadowing. The gain is
modelled as a log-normal random variable and it is justied by the exponential law
attenuation when shadowing is due to blocking objects [13, pp. 44] present on the
line of propagation.
However for an outdoor propagation environment no shadowing eects are contem-
plated. In fact, due to small penetration capabilities of mm-wave1 through solid
materials, the received power due to rays incurring in outdoor shadowing phenom-
ena is negligible with respect to contribution by diracted and re
ected rays.
1.1.2 MIMO channel models
Two models are considered for H:
 correlation based model;
 phase array model.
The rst model starts from Tx and Rx correlation matrices, while the second is
based on a geometrical approach that underline the signals phase dierences in
antenna arrays at Tx and Rx sides. The last model is characterized by limited
spatial diversity and is suitable for arrays with a lot of antenna elements packed in
a conned space.
Kronecker MIMO channel model
The Kronecker MIMO channel is probably the best-know correlation-based model.
It's based on the assumption that the spatial correlation coecients between Tx
elements are independent of the specic Rx element. The following simple and
generic denitions for the transmitter and receiver correlation matrices are given
[14]:
RTX = E

H
HH

=
2
6 6 6 6 6 6
4
1  2  M 1
 1  ... . . .
2  1 ... 2
. . . ... ... ... 
M 1  2  1
3
7 7 7 7 7 7
5
MM
RRX = E

HH
H
=
2
6 6 6
6 6 6
4
1  2  N 1
 1  ... . . .
2  1 ... 2
. . . ... ... ... 
N 1  2  1
3
7 7 7
7 7 7
5
NN
(1.12)
1Numerical values of specic attenuation are given in [1, pp. 103].
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where  2 [0; 1] and  2 [0; 1] are the Tx and Rx correlation coecients, respec-
tively. Given the Tx and Rx correlations matrices, in [14], it has been shown that
the channel H 2 CNM can be expressed as
H = R
1=2
Rx Hi:i:d:R
1=2
Tx (1.13)
where Hi:i:d: 2 CNM is a matrix of i.i.d. circularly symmetric complex Gaussian
random variables with zero mean and unit variance.
Two opposite and extreme cases are contemplated by the correlation based MIMO
channel:
 if rank(RTx) = M (rank(RRx) = N) the channel is said to be fully uncorre-
lated at Tx (Rx) side;
 if rank(RTx) = 1 (rank(RRx) = 1) the channel is said to be fully correlated
at Tx (Rx) side.
Phase array MIMO channel model
This model is taken from [4, pp. 3783] and describes a channel matrix for an uniform
linear array (ULA) for beamforming in azimuth plane and for a uniform planar array
uniform planar array (UPA) which enables beamforming also in elevation.
Uniform linear array
Let us consider antenna elements to form an ULA on the azimuth plane with an
inter-element spacing equal to D. For a uniform linear array with N elements, from
Figure 1.3, let a be a vector of phasors
a() =
1
p
N

1 ejD sin  ej(N 1)D sinT ; (1.14)
where  = 2= and  represents the ray angle of arrival or the angle of departure
in the azimuth plane. If
g`  CN(0; 1); (1.15)
the narrow-band channel impulse response for a system with a ULA of M and N
elements at Tx and Rx side, respectively, is a matrix HULA 2 CNM dened as:
HULA =
r
MN
L
L X
`=1
g`ar


(r)
`

a
H
t


(t)
`

; (1.16)
where L is the total number of rays and ar() and at() are dened in (1.14). Note
that the elements of a represent phase osets due to distances between antenna
elements. The relative phase dierence for a ULA is a function only of the azimuth
variable . Moreover, in (1.16), the average power gain factor
p
G of (1.1) is dropped
for simplicity.
61.1 - Channel impulse response
Figure 1.3: Relative path dierence in an ULA.
Uniform planar array
We also consider an UPA constituted by N = WH antenna elements, with W
antennas, D spaced, on a dimension and H antennas with same D inter-element
distance on the other dimension.
Let b is a vector of phasors dened as:
b(; #) =
1
p
N

1  ejD(w sinsin#+hcos#)  ejD[(W 1)sinsin#+(H 1)cos#]T
(1.17)
where w = 0; 1; :::; W  1 and h = 0; 1; :::; H 1, are indexes of antenna elements
and  = 2=. The narrow-band channel impulse response for a system with a UPA
of M and N elements at Tx and Rx side, respectively, as in (1.16), is a matrix
HUPA 2 CNM expressed by
HUPA =
r
MN
L
L X
`=1
g`br


(r)
` ; #
(r)
`

b
H
t


(t)
` ; #
(t)
`

: (1.18)
Two dimensions antennas array enable beamforming in elevation, indeed the channel
impulse response is also function of elevation #.
Matrix formulation
The expressions of MIMO channel impulse response given in (1.16) and (1.18) can
be rewritten [15, pp. 27] into matrix synthetic and useful forms:
HULA =
r
MN
L
 
ArHgA
H
t

HUPA =
r
MN
L
 
BrHgB
H
t

(1.19)
where
Ar =
h
ar


(r)
1

 ar


(r)
L
i
Br =
h
br


(r)
1 ; #
(r)
1

 br


(r)
L ; #
(r)
L
i
At =
h
at


(t)
1

 at


(t)
L
i
Bt =
h
bt


(t)
1 ; #
(t)
1

 bt


(t)
L ; #
(t)
L
i
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(1.20)
and
Hg = diag(g1; :::; gL): (1.21)
where the diag() operator denotes a matrix with only the main diagonal dierent
from zero composed by the list arguments in given order.
Statistical remarks on ULA channel
In this section the mean and statistical power of the generic entry on row p and
column q of the ULA matrix channel HULA are evaluated. The generic N M ULA
channel matrix with L rays, given in (1.19), is expanded in (1.22), emphasizing the
column q 2 [1; M] and the row p 2 [1; N]. Considering (1.15), the mean of [HULA]p;q
is equal to zero
E
h
[HULA]p;q
i
=
1
p
L
E
"
L X
`=1
g`e
jD(p 1)sin
(r)
` e
 jD(q 1)sin
(t)
`
#
=
1
p
L
L X
`=1
E[g`]
|{z}
=0
E
h
e
jD(p 1)sin
(r)
` e
 jD(q 1)sin
(t)
`
i
= 0:
(1.23)
and the statistical power is equal to
E
  [HULA]p;q
  
2
=
1
L
E
"
L X
`=1
L X
o=1
g`g

oe
jD(p 1)sin
(r)
` e
 jD(q 1)sin
(t)
`
e
 jD(p 1)sin
(r)
o e
jD(q 1)sin
(t)
o
i
=
1
L
L X
`=1
E

jg`j
2
E
  e
jD(p 1)sin
(r)
` e
 jD(q 1)sin
(t)
`
  
2
= 1:
(1.24)
The result in (1.24) is reached exploiting the independence between the gains g and
the angle of rays , that leads to
8
> > > <
> > > :
E

jg`j
2
E
 
ejD(p 1)sin
(r)
` e jD(q 1)sin
(t)
`
 

2
= 1 if ` = o
E[g

`]
| {z }
0
E[go]
| {z }
0
E
  ejD(p 1)sin
(r)
` e jD(q 1)sin
(t)
o
  
2
= 0 if ` 6= o:
(1.25)
The statistical power value of each entry of HULA in (1.24) assures that (1.2) is true
for the ULA channel model.
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The correlation of ULA channel
In this section we provide an expression for the entries of the ULA channel Tx and
Rx correlation matrices,
RTx = E

H
H
ULAHULA

and RRx = E

HULAH
H
ULA

: (1.26)
According to matrix product, the expressions of the generic element on row p and
column q are
[RTx]p;q = E

rowp
 
H
H
ULA

colq (HULA)

= E
h
(colp (HULA))
H colq (HULA)
i
(1.27)
and
[RRx]p;q = E

rowp (HULA)colq
 
H
H
ULA

= E
h
rowp (HULA)(rowq (HULA))
H
i
: (1.28)
Starting from (1.27) we have
[RTx]p;q =
1
L
E
"
N X
i=1
L X
`=1
L X
o=1
g

`goe
jD(p 1)sin
(t)
` e
 jD(q 1)sin
(t)
o
#
=
N
L
L X
`=1
L X
o=1
E
h
g

`goe
jD(p 1)sin
(t)
` e
 jD(q 1)sin
(t)
o
i
;
(1.29)
as the terms in the summation are independent of the row index i = 1; :::; N.
Exploiting the independence between the gains g and the angle of rays , the ex-
pectations in (1.29) are equal to
8
> <
> :
E

jg`j
2
E
h
ejD(p q)sin
(t)
`
i
if ` = o
E[g

`]
| {z }
0
E[go]
| {z }
0
E
h
ejkD(p 1)sin
(t)
` e jD(q 1)sin
(t)
o
i
= 0 if ` 6= o; (1.30)
therefore (1.29) can be rewritten more compactly
[RTx]p;q =
N
L
L X
`=1
E

jg`j
2
| {z }
=1
E
h
e
jD(p q)sin
(t)
`
i
= NE
h
e
jD(p q)sin(t)i
; (1.31)
where from (1.7) 
(t)
`  U [min; max] for each ` = 1; :::; L, hence, for simplicity,
the subscript ` is dropped.
Similarly, the generic entry on row p and column q of the correlation matrix RRx is
equal to
[RRx]p;q = ME
h
e
jD(p q)sin(r)i
: (1.32)
From (1.7) (t) and (r) are both distributed as a random variable denoted by ,
uniform in [min; max], characterized by a probability density function (PDF) equal
to
f(a) =
(
1
max min; a 2 [min; max]
0; otherwise:
(1.33)
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Applying the expectation law of a function of a random variable, we are able to
provide a closed form expression for the generic entry on row p and column q of the
Tx correlation matrix
[RTx]p;q =
N
max   min
Z max
min
e
jD(p q)sinada (1.34)
and of the Rx correlation matrix
[RRx]p;q =
M
max   min
Z max
min
e
jD(p q)sinada: (1.35)
We note that the amplitudes of the correlation matrix entries are independent of
the number of rays L for the ULA channel model.
Numerical examples of ULA correlation
A couple of numerical examples for the amplitude of (1.34) with min =  60,
max = 60, wavelength  = 0:005 m, M = 6, L = 20, are given with an antenna
separation D = =5
abs

1
N
RTX

=
2
6 6 6 6 6 6
4
1 0:78 0:28 0:16 0:30 0:13
0:78 1 0:78 0:28 0:16 0:30
0:28 0:78 1 0:78 0:28 0:16
0:16 0:28 0:78 1 0:78 0:28
0:30 0:16 0:28 0:78 1 0:78
0:13 0:30 0:16 0:28 0:78 1
3
7 7 7 7 7 7
5
(1.36)
and D = 2
abs

1
N
RTX

=
2
6
6 6 6 6 6
4
1 0:12 0:01 0:06 0:02 0:04
0:12 1 0:12 0:01 0:06 0:02
0:01 0:12 1 0:12 0:01 0:06
0:06 0:01 0:12 1 0:12 0:01
0:02 0:06 0:01 0:12 1 0:12
0:04 0:02 0:06 0:01 0:12 1
3
7 7
7 7 7 7
5
; (1.37)
We observe that by increasing D leads to a decreasing correlation between elements.
Moreover, for D = /5 the correlation between adjacent element can be quite high.
1.1.3 Remarks on the number of rays
Both ULA and UPA channels given by (1.19) need a value for L. How great is the
number of rays due to re
ections or difraction phenomena in a mm-wave scenario?
Experiments [3, pp.314] at 38 GHz show that, in absence of rain and with a clear
line of sight, no multipath reception could happen. This may be expected, since the
specular re
ected wave is reduced due the the rough surface scattering, moreover
re
ected waves with large angle of arrival are rejected by directional antenna radi-
ation patterns. At higher frequencies, (more than 60GHz) these considerations are
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Figure 1.4: Geometrical re
ection model.
much appreciated because scattering due to irregular surface is greater and antenna
radiation patterns narrower. However multipath may be observed during rain and
also in clear weather conditions, if the path is obstructed by foliage, or there are
re
ecting objects near the direction of propagation.
At this point a ray-tracing simulation for a given propagation environment may be
a solution, but we are interested in a general approach, oriented to an estimate of
L.
In [3, pp. 316], a simple geometrically based mm-wave channel model is developed,
and it is summarized in the next sections.
Multipath considerations for mm-waves
The re
ection coecient, dened as the power percentage conserved after a ray
undergoes a re
ection, is dependent on polarization of the electro-magnetic eld,
angle of incidence, dielectric properties of the scatter and its surface roughness. In
[16] some expressions are given.
When highly directional antennas are used, strong multipath components are caused
only by scatters close to the line of sight (LOS) path, therefore the angle between
the incident wave and re
ecting surface is very small, hence eects of the surface
roughness are negligible and the re
ection coecient has an amplitude close to unit
value. For a worst case scenario each scatter in next considerations is assumed to
be a perfect re
ector. The simple re
ection model in Figure 1.4 is considered and
the denitions of \relative received power" and \excess delay time" are given for a
scatter present in a point of coordinates x, y and z.
Relative received power
The relative received power of the `-th ray, P`, is dened as the ratio between the
power of the LOS ray weighted by the radiation pattern of Rx and Tx antennas and
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the power of the `-th ray. If d represents the LOS length between antennas and if
the distance covered by the `-th ray from transmitter to receiver is d1 + d2, as in
Figure 1.4, it is
P`(x; y; z) = t (t; #t)r (r; #r)

d
d1 + d2
2
; (1.38)
where the angles are dened in Figure 1.4.
Excess delay time
The excess delay time is dened as the delay between time of arrival of `-th ray and
LOS
`(x; y; z) =
(d1 + d2   d)
c
: (1.39)
Indeed it is path length dierence between the two path divided by the propagation
speed, in this case the speed of light c.
Relative power zone and excess delay zone
By equating (1.38) and (1.39) to a couple of constant desired values, a space surface
can be drawn in an appropriate space system. For example, a surface generated
by (1.38) with [P`]dB = 10 represent the points loci where, if an ideal re
ector
is present, a re
ected ray, 10 dB less powerful than the direct one, is generated.
Moreover a re
ector on the surface generated by (1.39) with  = 3 ns may generate
a ray delayed 3 ns respect to the direct one. The surfaces are called relative power
zone and excess delay zone respectively. A couple of illustrative example in azimuth
plane are provided in [3, pp. 319].
A simple estimate of L
By overlaying the plots onto a site map and identifying potential scatters, the delay
and power of possible multipath components can be estimated. On the other hand,
by xing the maximum P` and ` for the considered system, estimation of the
number of signicant rays L can be given by considering, as an example, only rst
order re
ections.
We are interested on the maximum dimension of the space volume, inside which,
objects can act as potential re
ectors. We denote with ypz and ydz the radii of
a couple of imaginary cylinders between Tx and Rx on which surfaces, potential
scatters, could generate re
ected rays described by a relative power and excess
delay, dened in (1.38) and (1.39), respect to the direct ray. In Tables 1.1 and
1.2 are given example values for the transversal dimension of relative power zone,
ypz and of excess delay time zone, ydz, showed together, for simplicity, in Figure
1.4. These values are taken from the conguration, presented in [3, pp. 319], of a
system with a rectangular horn antenna as the transmitter and a circular parabolic
antenna as the receiver. Given d and the maximum P` (for example equal to
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Table 1.1: Relative power zone radii, ypz.
ypz [m]
P [dB]
5 10 20 30 35
d [km]
0.5 7 10 19 35 46
1 14.5 19.5 38.5 70 92
2 29 39 77 140 185
5 72 96 192 352 461
Table 1.2: Excess delay zone radii, ydz.
ydz [m]
 [ns]
10 20 30 40 50
d [km]
0.5 27.4 38.8 47.6 55.1 61.7
1 38.8 54.9 67.2 77.7 86.9
2 54.8 77.5 95.0 19.7 122.7
3 67.1 94.9 116.3 134.3 150.2
4 77.5 109.6 134.2 155.0 173.4
5 86.6 122.5 150.1 173.3 193.8
the sensitivity of the receiver), an estimation of L can be provided with a few steps
procedure:
1. nd out ypz from Table 1.1;
2. enumerate the number L0 of possible scatters inside a cylinder with a radius
equal to ypz, with the help of a site map;
3. for each re
ector evaluate the re
ected ray excess delay ` from Table 1.2, and
compare it with the symbol period;
4. the number L of rays is comparable to the number2 of re
ectors L0 and the
delay of each ray can be estimated by using Table 1.2.
2L may be equal to re
ectors number only if rays generated by rst order re
ections are con-
sidered, otherwise L my be greater than the number of scatters if second or third order re
ections
are taken into account.
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Optimal and sub-optimal
beamforming
At the beginning of this chapter we introduce the general framework for the per-
formance analysis, in terms of signal to noise ratio (SNR), of a mm-wave MIMO
system.
Next we discuss, from a theoretical point of view, the state of art and various sub-
optimal array gain techniques for conventional MIMO systems. These approaches
require all antenna signals to be independently analog acquired and jointly processed
at base band in the digital domain. This aspect could be a problem in the physical
implementation of low cost wireless terminals, where hardware complexity should
be limited.
Finally we investigate methods present in the technical literature that shift part of
the spatial signal processing from base-band to the analog RF front-end in order to
reduce the number of analog to digital converters. This perspective of reducing the
hardware complexity should be very interesting for mm-wave systems.
2.1 SNR denitions
We introduce various denitions of SNR that are used later to evaluate and compare
the performance of the systems considered. We start by dening the average SNR,
with respect to noise and channel gain, of a simple single input single output (SISO)
system denoted here additive white Gaussian noise (AWGN) channel. Next, we
extend the denition of SNR for a MIMO system.
2.1.1 AWGN channel
System model
Figure 2.1 shows the base-band equivalent of a 
at-fading AWGN channel system,
while Table 2.1 gives the description of the signals. The noise n is Gaussian dis-
tributed with zero mean and variance 2
n,
n  CN(0; 
2
n): (2.1)
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Figure 2.1: AWGN system.
Table 2.1: Signals associated to the AWGN system.
x 2 C information symbol
s 2 C transmitted signal
h 2 C channel gain
n 2 C additive noise
r 2 C received signal
y 2 C received symbol at decision point
In the system considered
s = x and r = y (2.2)
because there is no presence of precoding or combining that could invalidates (2.2).
SNR expression
The received signal, considering (2.2), is equal to
y = r = hs + n = hx + n: (2.3)
We denote with
Mh = E

jhj
2
and Mx = E

jxj
2
(2.4)
the statistical power of the channel gain h and the information symbol x respectively.
The expression of the average SNR at receiver, called  AWGN, is given by
 AWGN =
Eh;x

jhxj
2
En

jnj
2 =
Eh

jhj
2
Ex

jxj
2
2
n
=
MhMx
2
n
: (2.5)
Setting the statistical power of the input sample and of the channel to one
Mx = Mh = 1; (2.6)
yields
 AWGN =
1
2
n
: (2.7)
162.1 - SNR de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Figure 2.2: MIMO system.
Table 2.2: Signals associated to the MIMO system.
M 2 N number of transmitted antennas
N 2 N number of receive antennas
x 2 C information symbol
s 2 CM transmitted signal vector
H 2 CNM matrix of channel gains
n 2 CN additive noise vector
r 2 CN received signal vector
y 2 C received symbol at decision point
2.1.2 MIMO channel
We consider now a generic MIMO conguration with M antennas at the transmitter
and N antennas at the receiver, characterized by a single input stream and a single
output stream1. We provide a SNR denition associated to a specic channel real-
ization and averaged with respect to the noise contribution. Moreover, we dene a
functional that measures the improvement, in terms of SNR, of the MIMO system
respect to the AWGN case.
System model
Figure 2.2 shows the system considered and the precoder and combiner elements
represent the most general form of processing that we prevision. Table 2.2 gives
the description of the used symbols. The received vector noise n is modelled as a
complex circular independent identically distributed (i.i.d.) Gaussian noise vector,
n  N
 
0; 
2
nIN

; (2.8)
where 2
n is the variance of the generic entry of n, which is distributed as (2.1).
SNR expression
At the decision point, for a given channel realization H, after the combining opera-
tion of received signals, we consider the SNR, expressed by  , as the ratio between
the statistical power of useful part of the signal over the statistical power of the
1The multiple antennas architectures considered throughout all this work are aimed at increasing
the SNR, exploiting Tx and Rx diversity. In this scenario we are talking about array gain, see [17,
p. 7]. In other words, we are interested on exploiting the array gain rather than the multiplexing
gain of a multi antenna system.
17Chapter 2 - Optimal and sub-optimal beamforming
noise component. Next we normalize   to the channel noise and dene the metric

 =
 
 AWGN
: (2.9)
Moreover we will characterize the system performance on average with respect to
the channel and dene
  = EH [ ]; 
 = EH [
] =
 
 AWGN
; (2.10)
where EH [] denotes that the expectation is taken with the respect to the channel
H.
2.2 Optimal beamforming (state of art)
We seek now to design the optimal precoder and combiner of Figure 2.2 in order to
maximize 
 in (2.9). We will see that the optimal solution is represented, both at
Tx and Rx side, by the maximum ratio beamforming (MRB).
2.2.1 Framing of the problem
The precoder and combiner in Figure 2.2 are substituted by two vectors of weights
called beamformers. Let
f =

f1  fM
T 2 C
M1 (2.11)
and
u =

u1  uN
T 2 C
N1 (2.12)
be the transmit and receive beamformers. The input stream modulates the Tx
antennas array by the weights of f, while the received vector signal is recombined
to an output single stream by weight vector u from the array of antennas at re-
ceiver. Figure 2.3 represents the described system. The transmitted vector signal s
is represented by the entries
s =

s1  sM
T 2 C
M1; (2.13)
and its expression is
s = fx: (2.14)
We note that if the transmitted signal s is subject to an average power constraint
P it implies that also the power of the beamformer f is constrained and it must be,
Ex

ksk
2
= kfk
2 Mx  P =) kfk
2 
P
Mx
: (2.15)
The received signal r is denoted by the vector
r =

r1  rN
T 2 C
N1 (2.16)
and it is equal to
r = Hfx + n: (2.17)
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Figure 2.3: System model of optimal beamformer.
SNR expression
The reconstructed signal y is equal to
y = u
Hr = u
HHfx + u
Hn; (2.18)
where n is dened in (2.8).
Without loss of generality, let is consider x with unitary average power (Mx = 1)
and a transmission power constraint P = 1. Hence from (2.15) it must be kfk
2 = 1.
Moreover we assume a unit statistical power for each entry of the channel matrix
H, as from (2.6)
E
  [H]p;q
  
2
= 1; p = 1; :::; N; q = 1; :::; M: (2.19)
If also the power of the combiner is equal to one2 (kuk
2 = 1) we can provide the
expression of   for the system if Figure 2.3
  =
Ex
h uHHfx
 2i
En
h
juHnj
2
i =
 uHHf
 2
2
n
; (2.20)
2A power constraint on the combiner u has no eect on system performance; however, for
simplicity, from now on we consider kuk
2 = 1 unless otherwise specied.
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which is dependent on the channel realization H and, therefore, random distributed.
It can be worth to state that
En
h
u
Hn

2i
= E
2
4
    
N X
i=1
u

ini
    
23
5
= En
"
N X
i=1
N X
o=1
u

iniuon

o
#
(1)
=
N X
i=1
E

ju

inij
2
= 
2
n
N X
i=1
ju

ij
2
= 
2
n kuk
2
= 
2
n;
(2.21)
the equality (1) comes from the zero mean and statistical independence of the entry
of n.
In turn, from (2.20), (2.9) becomes

 =
 u
HHf
 2
: (2.22)
This means that for the system in Figure 2.3 
 is independent of the power of noise
2
n.
We note that for a SISO conguration with M = N = 1, it is H = h, f = u = 1.
Indeed all beamformers approach have identical performance and, from (2.22), 
 =
jhj
2. As jhj is Rayleigh distributed and has a unit statistical power, E

jhj
2
= 1.
Instead 
 = jhj
2 is exponential distributed and its mean and variance are given by:

 = E[
] = E

jhj
2
= 1 
2

 = M
   

2 = 1 (2.23)
because the statistical power of an exponential random variable is equal to M
 =
2

E

jhj
22
= 2.
The optimization problem
We are focused now on nding weight vectors f and u that maximize the functional
(2.22). The optimization problem can be outlined as
argmax
f;u
 u
HHf
 2
subjectto kfk
2 = 1
kuk
2 = 1:
(2.24)
The constraints on the squared norm of the beamformers suggest that 
 should be
maximized by choosing the optimal f and u with no increase of the needed power.
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2.2.2 Singular value decomposition approach (SVD-MRB)
The solution of problem (2.24) is well known in the literature [17, pg. 44] and implies
the singular value decomposition (SVD) decomposition of channel matrix H. In the
next section we brie
y summarize the procedure and outline the maximum value
reached by 
 for a given channel, next, some numerical values of 
 will be given.
The SVD-MRB solution
The complex N  M channel matrix H with rank  has the following SVD decom-
position [17]
H = UF
H =

u1 ::: uN

2
6 6 6
6 6 6 6
4
1  0
. . . ... . . .
0 ::: 
0  0
. . . ... . . .
0 ::: 0
3
7 7 7 7
7 7 7
5
2
6
4
fH
1
. . .
fH
M
3
7
5; (2.25)
where
 the non-zero diagonal real values of  2 RNM are called singular values of
H and they satisfy
1  2      0; (2.26)
 the column vectors of U 2 CNN, denoted by u1; :::; uN are the left singular
vectors3 of H,
 the column vectors of F 2 CMM, denoted by f1; :::; fM are the right singular
vectors of H.
The complex matrices U and F are said to be unitary, which entails
U
HU = UU
H = IN; F
HF = FF
H = IM: (2.27)
It can be shown that the optimal beamformers for the problem (2.24), denoted by
fSVD MRB and uSVD MRB are equal to the right singular vector associated to the
largest sigular value and to the left sigular vector associated to the largest singular
value respectively. In symbols
fSVD MRB = f1 and uSVD MRB = u1: (2.28)
3We recall that the left singular vectors of a N  M matrix A are the eigenvectors of the
hermitian matrix AAH, while the right singular vectors of the same matrix are the eigenvectors
of AHA. Both AAH and AHA have the same eigenvalues which are equal to the squared singular
values.
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We note that the constraints on the squared norms of beamformers are satised as
from (2.27)
kf1k
2 = tr
 
f
H
1 f1

= 1 and ku1k
2 = tr
 
u
H
1u1

= 1: (2.29)
Applying (2.28), 
 in (2.22) is equal to

 =
 u
H
1Hf1
 2
=
   
     
  
u
H
1

u1 ::: uN

2
6
6 6 6 6 6
6
4
1  0
. . . ... . . .
0 ::: 
0  0
. . . ... . . .
0 ::: 0
3
7
7 7 7 7 7 7
5
2
6
4
fH
1
. . .
fH
M
3
7
5f1
   
     
  
2
=

    
 
u
H
1u1

| {z }
1
 
f
H
1 f1

| {z }
1
1 +  +
 
u
H
1u

| {z }
0
 
f
H
1 f

| {z }
0

 
   
2
= 
2
1;
(2.30)
which is equal to the largest eigenvalue of the Hermitian matrices HHH or HHH.
From (2.10) the average performance with respect to the channel is measured by

 = EH


2
1

; (2.31)
some numerical values are given.
Performance analysis
Let us consider a L = 20 rays environment and a carrier with a wave length  =
0:005 m. Two ULA arrays at Tx and Rx sides, made of antenna elements separated
by D = =5, characterizes the channel, which is modelled as a matrix HULA 2 CNM
expressed by (1.19). The transmitter and receiver rays angles, t and r, are both
uniform random variables in the sector [ 60; 60] on azimuth plane, as from (1.7).
Figure 2.4 shows how 
 for the optimal SVD-MRB approach increases with the
number of Tx antennas and Rx antennas. Table 2.3 collects some standard deviation
values of (2.30). Finally it is interesting to see the distribution of the random variable
(2.30) around its mean value for dierent channel realizations. In this perspective
we consider the cumulative distribution function (CDF) of 
 = 2
1 dened as
F
(a) = Pr(
  a) a 2 R; (2.32)
while its PDF
f
(a) =
dF
(a)
da
: (2.33)
Figure 2.5, reports a simulation of f
(a) over 5000 channel realizations. From Table
2.3 and Figure 2.5 we note that the standard deviation 
 is comparable with the
mean and therefore very high, this is due to the statistical properties of the channel
considered.
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Figure 2.4: Simulated 
 in (2.31) for various values of N and M, over 5000 channel
realizations.
Table 2.3: Simulated values of the standard deviation, 
, over 5000 channel
realizations for SVD-MRB.

 [dB]
M
1 4 10 20 60
N
1 -0.01 4.65 7.24 9.34 12.64
4 4.50 9.21 11.73 13.57 17.14
10 7.17 11.59 13.90 15.97 19.60
20 9.34 13.65 15.91 17.91 21.70
60 12.65 17.22 19.60 21.63 25.39
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Figure 2.5: Simulated PDF of 
 as from (2.30) for 5000 channel realizations.
Remarks on performance
As expected, from Figure 2.4, performance of the SVD-MRB improves with the
number of Tx and Rx antennas. We note also that (2.30) is independent of the
noise power 2
n, in other words the improvement of the SNR with respect to the
AWGN case does not care about how high is the noise power. Of course this is
an ideal solution: the perfect knowledge of the channel matrix is required at Rx
and Tx side, moreover the procedure implies the SVD decomposition of H and
this could be a challenging task from an implementation point of view. The result
given by SVD-MRB, however, is important and represents an upper-bound for other
approaches.
2.2.3 Iterative approach (I-MRB)
Applying the SVD decomposition of the channel matrix, the SVD-MRB provides a
solution, in closed form, to the problem (2.24).
We investigate now an iterative approach to get the same solution [18].
For multiple input single output (MISO) (N = 1) or single input multiple output
(SIMO) (M = 1) systems, the optimal solution to (2.24) is provided by simple
expressions known in literature as maximum ratio transmission and maximum ratio
reception. Part of the work in [18] exploits the simple MISO and SIMO solutions
cyclically in a procedure that converges in few iterations (3  7) to the SVD-MRB
performance.
In next two sections this procedure is explained from a general point of view. This
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will also represent a starting point for the resolution of (2.24) with more constraints
on f and u, which will be later considered for suboptimal beamforming solutions.
Splitting and reformulation of the problem
Assuming that optimal fopt or, alternatively, uopt is known, problem (2.24) can be
splitted into an iterative SIMO and MISO optimization problem. Let us set
hSIMO = Hfopt 2 C
N1 and hMISO = u
H
optH 2 C
1M: (2.34)
The SIMO and MISO optimization problems are, respectively, expressed by
argmax
u
 u
HhSIMO
 2
argmax
f
jhMISOfj
2
subjectto kuk
2 = 1 subjectto kfk
2 = 1:
(2.35)
Let:
GSIMO = hSIMOh
H
SIMO 2 C
NN GMISO = h
H
MISOhMISO 2 C
MM
Ru = uu
H 2 C
NN Rf = f f
H 2 C
MM;
(2.36)
both problems in (2.35) can be rewritten in an equivalent form
argmax
Ru
tr(GSIMORu) argmax
Rf
tr(RfGMISO)
subjectto tr(Ru) = 1 subjectto tr(Rf) = 1
Ru  0 Rf  0
rank(Ru) = 1 rank(Rf) = 1
(2.37)
where  0 denotes that the matrix has to be positive semi-denite.
The split of MIMO optimization problem into SIMO or a MISO scenarios in (2.35)
and the reformulation presented in (2.37) are not enough to carry out a simple
solution. Indeed, the two optimization problems in (2.37) still remain non-convex.
Note that the objective functions and power requirements are linear in Ru and Rf,
furthermore the positive semi-denite requirements are convex, however the rank-
one constraints are non-convex.
The kind of problems in (2.37) can be relaxed to a convex optimization problems by
omitting the rank-one constraint yielding to a semi-denite problem, which can be
resolved by public domain algorithms. The solution of the relaxation may represents
the optimum if it satises the rank-one constraint, otherwise a suboptimal solution
can be found exploiting heuristics [18, pp. 5397].
Fortunately the semi-denite relaxation, in the particular case of SIMO or MISO,
as the case in (2.37), leads to an optimal solution that can be given by a closed
expression.
Cyclic optimization procedure
The original SNR maximization problem in (2.24) is based on the fundamental
assumptions made in (2.34) that imply the knowledge, a priori, of the optimum
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beamformer at transmitter and receiver for the SIMO or MISO problem, respectively.
In order to bypass this issue, [18, pp. 5398] proposes a simple cyclic procedure that
can be described in few steps.
step 0 Set u to an initial value, for example a vector where entries are all equals to
1=
p
N);
step 1 obtain the transmitter beamformer f by solving the MISO problem in (2.37),
setting hMISO = uHH, where u is xed at its most recent value;
step 2 update the receiver beamformer u by solving the SIMO problem in (2.37),
setting hSIMO = Hf, where f was obtained in step 1;
step 3 iterate step 1 and step 2 until a given stop criterion is satised.
The procedure is simple and numerical simulations show that it converges in 3  7
iterations, depending on the values of M and N. Note that if the procedure is starts
with the initialization of f instead of u, the nal result does not change.
The iterative maximum ratio beamforming (I-MRB) solution
The I-MRB approach represents the solution of problems (2.37) with only the rank-
constraint relaxation, no other constraints are added, therefore, the considered op-
timization problems for SIMO and MISO are described by
argmax
Ru
tr(GSIMORu) argmax
Rf
tr(RfGMISO)
subjectto tr(Ru) = 1 subjectto tr(Rf) = 1
Ru  0 Rf  0
(2.38)
respectively. The optimal solutions uI MRB and fI MRB can be shown ([18, pp. 5396],
[19, pp. 1459]) to be equal to
uI MRB =
hSIMO
khSIMOk
and fI MRB =
hH
MISO
khMISOk
; (2.39)
where hSIMO and hMISO are evaluated by the above cyclic optimization procedure.
The beamformers in (2.39) are known as maximum ratio combining and maximum
ratio transmission, respectively.
The corresponding SNR 
 in (2.22) is given by

 =

u
H
I MRBHfI MRB

2
: (2.40)
Figure 2.6 shows how the average functional (2.40), over 5000 channel realizations,
converges to the SVD-MRB performance for a sample system conguration.
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Figure 2.6: Convergence behaviour of the I-MRB approach.
Table 2.4: Simulated values of the standard deviation, 
, on 5000 channel
realizations for I-MRB with 6 iterations.

 [dB]
M
1 4 10 20 60
N
1 -0.01 4.65 7.24 9.34 12.64
4 4.50 9.21 11.74 13.57 17.15
10 7.17 11.59 13.91 15.99 19.65
20 9.34 13.66 15.94 17.95 21.76
60 12.65 17.24 19.65 21.68 25.48
Performance analysis
We report in this section the same performance evaluation for I-MRB that have been
done previously for SVD-MRB. The propagation environment is also the same, as
the channel model.
Figure 2.7 shows 
 for the I-MRB approach versus the number of Tx and Rx an-
tennas. Table 2.4 collects some standard deviation values and Figure 2.8, plots a
simulated PDF over 5000 channel realization.
Remarks on performance
We note that the I-MRB (with 6 iterations) performance is equivalent4 to that of
SVD-MRB. The iterative procedure is simpler because it exploits closed form for-
mulas of the MISO and SIMO beamformers.
4The average values of 
 in Figures 2.4 and 2.7 are the same and also the standard deviations
and the PDFs are comparable.
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Figure 2.7: Simulated 
 of I-MRB for various values of N and M, over 5000
channel realizations.
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Figure 2.8: Simulated PDF of 
 as from (2.40) for 5000 channel realizations.
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However both optimal MRB approaches carry diculties for a possible implemen-
tation in the analog domain: in fact a phase splitter has to separate the quadrature
from in-phase component and two independent variable gain ampliers should be
applied at each branch before combining.
2.3 Suboptimal beamforming approaches
We have just said that the MRB represents an upper-bound to the MIMO array
gain obtained by Tx and Rx beamformers. However, splitting the original problem
into simpler SIMO and MISO problems (2.37) is useful to give an (iterative) solution
for other suboptimal beamforming architectures.
In [5] various beamforming approaches are considered by adding increasing con-
straints, in problem (2.24) or equivalently in problems (2.37). Two of them are
reported here:
 iterative real weights beamforming (I-RWB);
 iterative equal gain beamforming (I-EGB).
The former provides real beamformers, the latter implies beamformers with unitary
amplitude. In particular, using an analog implementation, in the RF perspective,
I-RWB solution simplies hardware components, indeed the phase splitter is no more
necessary and there is only one variable gain amplier for each antenna. The I-EGB
instead implies only a phase shifter for each antenna.
2.3.1 Iterative real weights beamforming I-RWB
This approach requires that beamformers are real valued. Two optimization prob-
lems are considered
argmax
Ru
tr(GSIMORu) argmax
Rf
tr(RfGMISO)
subjectto tr(Ru) = 1 subjectto tr(Rf) = 1
Ru  0 Rf  0
u 2 R
N1 f 2 R
M1:
(2.41)
In this case the optimal solutions uI RWB and fI RWB are given in closed forms as the
eigenvector corresponding to the largest eigenvalue of <fGSIMOg and <fGMISOg,
respectively [5, pp. 2376].
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Table 2.5: Simulated values of the standard deviation, 
, on 5000 channel
realizations for I-RWB with 6 iterations.

 [dB]
M
1 4 10 20 60
N
1 -0.01 4.24 6.35 8.03 10.89
4 4.12 8.51 10.54 12.12 15.05
10 6.34 10.38 12.24 13.94 16.96
20 8.07 12.15 13.85 15.54 18.66
60 10.90 15.23 16.87 18.56 21.66
2.3.2 Iterative equal gain beamforming I-EGB
The I-EGB approach works only on the phase of beamformers, keeping the gain
constant. The I-EGB optimization problems are expressed by
argmax
Ru
tr(GSIMORu) argmax
Rf
tr(RfGMISO)
subjectto Ru  0 subjectto Rf  0
[Ru]i;i =
1
N
; i = 1; :::; N [Rf]i;i =
1
M
; i = 1; :::; M
(2.42)
in this way, the amplitude of all beamformers entries are forced to be equal to
1=
p
N and 1=
p
M for u and f, respectively. Note that the amplication constraint
is implied in the equal gain constraint and, therefore, omitted.
The optimal solutions uI EGB and fI EGB to problems (2.42) have been shown [18,
pp. 5397] to yield
uI EGB =
1
p
N
e
j\(hSIMO)+'R and fI EGB =
1
p
M
e
j\(hH
MISO)+'T (2.43)
where \() represents the vector formed only by angles values of the operator ar-
gument entries. Moreover 'R and 'T are constant phase factor in [0; 2[ and, for
simplicity they are set to zero: 'R = 'T = 0.
2.3.3 Performance analysis
With the same channel model of Section 2.2.2 in Figure 2.9 we show 
 for I-RWB
and I-EGB beamformers. For a comparison, performance of I-MRB is also reported.
Tables 2.5 and 2.6 collect some standard deviation values for I-RWB and I-EGB,
respectively.
Remarks on performance
As expected, I-RWB and I-EGB are characterized by lower performance with re-
spect to the optimal SVD-MRB because more constraints on beamformers. On the
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Figure 2.9: Simulated 
 comparison for M = 10 versus N, over 5000 channel
realizations.
Table 2.6: Simulated values of the standard deviation, 
, on 5000 channel
realizations for I-EGB with 6 iterations.

 [dB]
M
1 4 10 20 60
N
1 -0.01 4.33 6.65 8.60 11.80
4 4.16 8.70 11.04 12.77 16.28
10 6.56 10.91 13.14 15.23 18.89
20 8.62 12.90 15.15 17.13 21.05
60 11.80 16.40 18.87 21.00 24.94
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other hand, this suboptimal approaches implies simpler hardware implementation if
they are performed in analog domain. Moreover the design procedures have a low
complexity, especially for the I-EGB, similar to that of I-MRB.
2.4 Analog-digital beamforming (ADB)
Until now, only weight vector beamformers have been considered. In a mm-wave
scenario, working in the RF domain could be more convenient, but, often, we lose
the digital base-band 
exibility.
It is known from SVD-MRB approach that the best transmit beamformer is the
dominant right singular vector of H and the best receive beamformer is the dominant
left singular vector of H. We investigate now a analog-digital beamforming (ADB)
layered architecture5 [4] that takes advantages from the I-EGB (which is simpler
to construct in the analog domain) combined to a reduced number, with respect
to the antenna elements, of RF chains. However, this congurations needs a base-
band (BB) precoder and combiner in order to achieve MRB performance.
2.4.1 Framing of the problem
As in the previous sections, we consider a transmitter and a receiver with M and N,
antennas, respectively. However, in this section, the transmitter is equipped with
MRF RF chains with MRF < M. Analogously the receiver has NRF RF chains with
NRF < N. The transmitter is assumed to apply an MRF  1 complex valued base-
band precoder, called fBB, followed by a RF precoder FRF 2 CMMRF. Similarly, the
receiver is constituted by a RF combiner URF 2 CNNRF and a base-band combiner
uBB 2 CNRF1. The received signal is written as
y = u
H
BBU
H
RFHFRFfBBx + u
H
BBU
H
RFn; (2.44)
n is dened in (2.8). The described system is illustrated in Figure 2.10, the digital
BB part is located before the digital to analog converter (DAC) at Tx and after the
analog to digital converter (ADC) at Rx. Moreover
fBB =

fBB;1 fBB;2  fBB;MRF
T 2 C
MRF1 (2.45)
and
uBB =

uBB;1 uBB;2  uBB;NRF
T 2 C
NRF1: (2.46)
We seek to design the precoder and combiner to maximize the performance in term
of 
, dened in (2.9), which, in this case, can be written as

 =
 u
H
BBU
H
RFHFRFfBB
 2
: (2.47)
5The main dierence between our analysis and [4] is that we send only one data stream as
we do not exploit spatial multiplexing. Moreover, the system performance here are evaluated in
terms of SNR improvement respect to a single antenna architecture, dierently, in [4], a capacity
maximization has been considered.
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Figure 2.10: ADB architecture: BB equivalent model.
Optimization problem
From (2.47) the maximization problem is
argmax
FRF;fBB;URF;uBB
 u
H
BBU
H
RFHFRFfBB
 2
subjectto
 
[FRF]i;j
 
 = 1; i = 1 :::; M; j = 1 :::; MRF
  [URF]i;j
   = 1; i = 1 :::; N; j = 1 :::; NRF
kFRFfBBk
2 = 1



u
H
BBU
H
RF



2
= 1;
(2.48)
where the constraints underline that the RF part of beamformer must apply changes
only on signals phases, and, as usual, beamformers do not amplify powers.
2.4.2 The precoder and combiner design
No general solutions are known for the optimization problem (2.48). The optimiza-
tion procedure is splitted between Rx and Tx side and a solution for an approxima-
tion of the original problem is proposed in the next section.
Joint analog-digital precoder
The receiver operations are abstracted6 and the focus is set on the precoder design.
From (2.39), the optimal MIMO transmit precoder is the M  1 dominant right
singular vector of H denoted by fopt. The key intuition presented in [4] is to exploit
the structure of the ULA MIMO channel and the knowledge of the optimal precoder.
6Abstracting the receiver operations assumes that optimal combining is performed at Rx side.
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In practice fopt is approximated by a linear combination of MRF columns of matrix
At, given in (1.20), weighted by fBB entries:
fopt ' FRFfBB = fBB;1 [col1 (FRF)] +  + fBB;MRF [colMRF (FRF)]; (2.49)
where the columns of FRF, indicated with colj (FRF), j = 1; :::; MRF, are chosen
between the best columns of At. This solution ensures compliance with the unitary
amplitude constraints on entries of FRF.
The optimization problem in (2.48) is rewritten, from the precoder point of view, as
the best layered precoder FRFfBB that minimize the \distance" from the optimum
precoder fopt
argmin
FRF;fBB
kfopt   FRFfBBk
subjectto colj (FRF) 2
n
at


(t)
`

; 1  `  L
o
; j = 1; :::; MRF
kFRFfBBk
2 = 1:
(2.50)
Now the precoding problem consists of selecting the best MRF columns of At and
nding their optimal combination fBB.
To solve the problem (2.50), [4, pp. 3785] proposes a simple iterative algorithm
displayed in Algorithm 1. The precoding procedure is based on the concept of basis
Algorithm 1 Precoder construction.
1: FRF   empty matrix
2: fBB   empty vector
3: fres   fopt
4: for i = 1 to MRF do
5: 	   AH
t fres
6: o   argmax
`2f1;:::;Lg

		
H
`;`
7: FRF  

FRFjcolo (At)

8: fBB  
 
FH
RFFRF
 1 FH
RFfopt
9: fres  
fopt FRFfBB
kfopt FRFfBBk
10: end for
11: fBB  
fBB
kFRFfBBk
12: return FRF; fBB
pursuit and least squares. Algorithm 1 is summarized by next steps:
 nd the vector at


(t)
o

; 1  o  L, between the columns of At along which
the optimal precoder has the maximum projection;
 append the oth column of At, denoted by colo (At), to the RF precoder FRF;
 evaluates the least squares solution to fBB;
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 the contribution of selected vector is removed from fopt and the procedure
iterates nding the column along which the residual precoding vector fres has
the largest projection;
 the procedure ends when MRF columns of At are selected, nally the transmit
power is normalized.
Receiver operations
So far, the focus has been set on the transmitter, abstracting the receiver operations.
In a similar way, abstracting the transmitter operations, the basis pursuit approach,
displayed in Algorithm 1 for the precoder, can be adopted also for the combiner
with the dierences outlined in Algorithm 2. Separately designing the precoder and
Algorithm 2 Combiner construction.
1: URF   empty matrix
2: uBB   empty vector
3: ures   uopt
4: for i = 1 to NRF do
5: 	   AH
r ures
6: o   argmax
`2f1;:::;Lg

		
H
`;`
7: URF  

URFjcolo (Ar)

8: uBB  
 
UH
RFURF
 1 UH
RFuopt
9: ures  
uopt URFuBB
kuopt URFuBBk
10: end for
11: uBB  
uBB
kURFuBBk
12: return URF; uBB
combiner, however, may leads to a loss in received power if at Rx side the number
of RF chains is lower than the number of RF chains at Tx side. In this case, a
performance loss happens because beamforming degrees of freedom at receiver are
limited and power can't be collected in a lot of directions. Conversely a 
exible
beamforming at receiver may be not useful if the Tx beamformer has few degrees of
freedom. As a result, transmitter has to consider the constrains, in terms of number
of RF chains, at receiver and vice versa.
In order to avoid the issue of mismatched precoder and combiner, [4] proposes to
schedule Algorithms 1 and 2 in according to rules expressed in Algorithm 3.
2.4.3 Performances analysis
With the propagation environment and channel model described in the performance
analysis in Section 2.2.2, a set of simulations is performed in order to evaluate the
ADB performance. In Table 2.7 are reported values of 
 for dierent values of
M, N, MRF and NRF. Table 2.8, instead, shows standard deviations for the same
congurations.
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Algorithm 3 Precoder and combiner scheduler design.
1: if MRF < NRF then
2: fopt   dominant right singular vector of H
3: Solve Algorithm 1 which returns FRF and fBB
4: uopt   HFRFfBB
5: Solve Algorithm 2 which returns URF and uBB
6: else
7: uopt   dominant left singular vector of H
8: Solve Algorithm 2 which returns URF and uBB
9: fopt   HHURFuBB
10: Solve Algorithm 1 which returns FRF and fBB
11: end if
Table 2.7: Simulated 
 on 5000 HULA realizations for ADB.

 [dB]
(M; MRF)
(1; 1) (4; 2) (10; 5) (20; 10) (60; 15)
(N; NRF)
(1; 1) -0.02 5.78 9.96 12.99 17.76
(4; 2) 5.85 11.27 14.91 17.70 22.18
(10; 5) 10.03 14.93 18.10 20.57 24.69
(20; 10) 13.04 17.67 20.56 22.78 26.70
(60; 15) 17.78 22.18 24.66 26.69 30.31
Table 2.8: Simulated 
 on 5000 HULA realizations for ADB.

 [dB]
(M; MRF)
(1; 1) (4; 2) (10; 5) (20; 10) (60; 15)
(N; NRF)
(1; 1) -0.01 4.45 7.17 9.22 12.68
(4; 2) 4.57 9.00 11.60 13.57 17.16
(10; 5) 7.23 11.58 13.89 15.91 19.51
(20; 10) 9.12 13.61 16.00 17.89 21.58
(60; 15) 12.73 17.02 19.42 21.59 25.31
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Remarks on performance
From Table 2.7 we note that ADB reaches the performance of optimum SVD-MRB
of Figure 2.4 with the advantage of a reduced number of RF chains. We underline
that, we have sought to move, as much as possible, the beamforming in the analog
domain and reduce the number of analog to digital conversions. Indeed for mm-wave
this is convenient in terms of hardware cost and power consumption.
However the ADB approach carries also some disadvantages. First of all the algo-
rithm that compute the digital optimal weights, represented by the entries of fBB
and of uBB, needs further knowledge about the channel as matrices At and Ar de-
ned in (1.20) which are factors of HULA. Moreover, the ADB procedure entails
inversion of matrices which could be numerically ill conditioned in some cases.
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MRB with coarse quantization
In the previous chapters we have described the optimal and some sub-optimal beam-
forming architectures; in addition we gave performance evaluations with some com-
parisons between dierent systems. Each of these solution considers an array gain
also at Tx side, which implies a perfect channel knowledge at transmitter. More-
over, with the exception of ADB, nothing has been said if the implementation of
beamforming scheme is in the digital or analog domain.
In order to give a low-complexity approach, in this chapter we investigate a SIMO
conguration where the array-gain is exploited only at Rx side and there is no need
to transmit the channel state information (CSI) back at Tx. In particular the re-
ceiver performs a MRB in digital domain with the use of uniform ADCs with very
few bits. Performance is carried out under the assumption of both perfect channel
knowledge and with an estimate of it. We call these two approaches CQ-KC and
CQ-EC, respectively. Moreover, for both solutions, antenna selection can be con-
sidered in order to reduce the number of RF chains. After an analytical evaluation
that makes use of some assumptions, we also report a system simulation to validate
the analytical results.
3.1 System model
In Figure 3.1 is reported the BB equivalent of the reference system architecture. A
fully digital MRB needs 2N ADCs (one for in-phase and one for the quadrature
component), in the scheme the ADC couple is represented by one block for each
branch for simplicity.
3.1.1 Signals description
By introducing the channel vector
h =

h1  hp  hN
T 2 C
N1; (3.1)
from the received signal r 2 CN1,
r = hx + n; (3.2)
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Figure 3.1: Receiver with antenna selections and ADCs.
where n is dened in (2.8), a selector chooses, in the analog domain, the Nsel (Nsel 
N) best branches
r
(sel) =
h
r
(sel)
1  r
(sel)
p  r
(sel)
Nsel
iT
2 C
Nsel1: (3.3)
The vector
w =

w1  wp  wNsel
T 2 C
Nsel1; (3.4)
gathers the quantization noise samples for each selected branch. The real and imag-
inary parts of wp in (3.4) are assumed to be uncorrelated.
The quantized received vector is written as
b r
(sel) = r
(sel) + w = h
(sel)x + n + w; (3.5)
where h(sel) represents the channel vector after the selector which gathers the chosen
channel gains.
Finally, the Nsel components of b r(sel) are weighted by the combiner
u =

u1  uNsel
T 2 C
Nsel1 (3.6)
and the output sample y is obtained.
As the combining procedure is performed in digital domain there are more degrees
of freedom, indeed MRB is considered.
3.1.2 The selector policy
In Figure 3.1 the selector block chooses Nsel antennas from the total set N of received
signals. For each antenna branch the signal to noise ratio p is given by
p =
Ex

jhpxj
2
En

jnpj
2 =
jhpj
2
2
n
; p = 1; :::; N: (3.7)
The selection policy is based on the choice of the branches with the best Nsel values
of p in (3.7).
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3.1.3 ADC model
The in-phase and quadrature components of the received signal rp, p = 1; :::; N,
are digitally converted by two identical ADCs, which, for simplicity, in Figure 3.1
are represented by one block per Rx branch. Both converters are characterized
by a mid-riser [20] uniform minimum mean square error (MMSE) quantizer with
symmetrical saturation level 
(sat)
p and 2b thresholds, where b denotes the number
of bits.
Let us consider the p-th branch. If we dene the quantization error as wp = b r
(sel)
p  
r
(sel)
p (and correspondingly w = b r(sel)   r(sel)), the p-th ADC is characterized by the
signal to quantization noise ratio (SQR)

 =
Mrp
Mwp
=
jhpj
2 + 2
n
Mwp
(3.8)
and by the parameter dened in [20]
 =
p q
Mrp

2
; (3.9)
where Mrp and Mwp represent the statistical power of r
(sel)
p and wp, respectively, while
p is the quantizer step size.
The introduction of the additive quantization error wp can be represented with the
equivalent model of Figure 3.2.
In [20] the optimal  which maximize 
 is given by a joint minimization of the
granular and saturation errors for a Gaussian distributed input. Values are reported
in Tab. 3.1 for b = 1; 2; 3.
Table 3.1: Optimal  and corresponding maximum 
 dened in (3.9) and (3.8),
respectively, for a Gaussian input.
b  max(
) (in dB)
1 1:5956 4:40
2 0:9957 9:25
3 0:5860 14:27
3.1.4 Two useful denitions
For later use a couple of useful denitions are given,
e Mh =
1
Nsel
Nsel X
p=1

h
(sel)
p

2
(3.10)
and
e Qh =
1
Nsel
Nsel X
p=1

h
(sel)
p

4
; (3.11)
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Figure 3.2: The equivalent model of the pth ADC.
if the elements of h(sel) are statistical independent of each others and Nsel becomes
large, it holds
e Mh ! Mh = E
h
h
(sel)
p

2i
and e Qh ! Qh = E
h
h
(sel)
p

4i
for Nsel ! 1: (3.12)
3.2 Analytical evaluation
In this section we give an analytical evaluation of the system for both CQ-KC and
CQ-EC approaches. The received signal, quantization noise and channel estimation
error are considered uncorrelated of each others and with these assumptions we
provide the analytical expression, in closed form, for the SNR improvement 
.
3.2.1 Analytical CQ-KC
We begin from the case of a perfect channel knowledge at Rx side.
In this situation the combiner is set equal to MRB, expressed in (2.39),
u =
h(sel)
kh(sel)k
: (3.13)
SNR characterization
From (3.5), the received signal at the decision point is
y = u
Hb r
(sel) = u
H  
xh
(sel) + n + w

: (3.14)
We consider, optimistically, that each ADC yields the maximum SQR as from Tab.
3.1. Next, we can use (3.8) to obtain
Mwp =
2
n + jhpj
2


: (3.15)
423.2 - Analytical evaluation
If the entries of n and w are assumed statistically uncorrelated and u is equal to
(3.13), the overall noise power component of y in (3.14) yields
En;w
h u
H (n + w)
 2i
=
Nsel X
p=1
En;w
h u

p
 2 jnp + wpj
2
i
=
1
kh(sel)k
2
Nsel X
p=1
 h
(sel)
p
 2  

2
n + Mwp

= 
2
n +
2
n


+
1


e Qh
e Mh
;
(3.16)
using (3.15).
Under the same conditions the power of the useful component of y is
Ex
h u
Hxh
(sel) 2i
=
1
kh(sel)k
2

   
Nsel X
p=1
 h
(sel)
p
 2

   
2
Ex

jxj
2
=

 
h
(sel)
 
2
= Nsele Mh: (3.17)
Therefore, 
 in (2.9) becomes


(a)
CQKC =
e Mh
1
Nsel

1 + 1

 + 1

2
n
e Qh
e Mh
: (3.18)
Let us note that, if no quantization errors are present (
 ! 1), (3.18) becomes
equal to the SVD-MRB bound expressed in (2.30).
3.2.2 Analytical CQ-EC
Now at Rx side we know only an estimate of the channel. In other words h is
aected by a random additive vector noise z.
The combiner, is set to be as much as possible \close" to the MRB combiner in
(3.13), i.e.
u =
b h(sel)
kh(sel)k
=
h(sel) + z
kh(sel)k
; (3.19)
where
b h
(sel) =
h
b h
(sel)
1  b h
(sel)
p  b h
(sel)
Nsel
iT
2 C
Nsel1; (3.20)
is the estimated channel and
z =

z1  zp  zNsel
T 2 C
Nsel1; (3.21)
represents channel estimation error vector.
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Estimation procedure and estimation noise
In this section the channel estimation procedure is brie
y described and a statistical
model for the random estimation error is developed.
For the channel estimation we use a training maximum length sequence (MLS), with
unit amplitude samples xk, of length K. At the receiver, the MLS is correlated with
the received signal
b r
(sel)
p;k = xp;khp + np;k + wp;k: (3.22)
If o denotes a lag time index, the correlation signal rxp;b r
(sel)
p [o] between x and b r
(sel)
p
is dened by
rx;b r
(sel)
p [o] =
1
K
K 1 X
k=0
x

kb r
(sel)
p;k+o (3.23)
if
  rx;b r
(sel)
p [o]
   assumes its maximum for o = 0 it is
b h
(sel)
p = rx;b r
(sel)
p [0] =
1
K
K 1 X
k=0
jxkj
2
|{z}
1
h
(sel)
p +
1
K
K 1 X
k=0
x

k (np;k + wp;k)
| {z }
zp
= h
(sel)
p +zp: (3.24)
If K is large enough and if the random variables x
k (np;k + wp;k) are independent
through time instants k the random variable zp, thanks to the central limit theorem1,
can be approximated by a normal distribution
zp  CN

0;
2
n + Mwp
K

; (3.25)
where the noise np and the quantization noise wp are considered statistically inde-
pendent. It is clear that a large K leads to a smaller variance for zp, therefore to a
better channel estimate.
SNR characterization
If u is equal to (3.19) the received signal becomes
y = u
H  
xh
(sel) + n + w

=
1
kh(sel)k
 
xh
(sel)Hh
(sel) + xz
Hh
(sel) + h
(sel)Hn + z
Hn + h
(sel)Hw + z
Hw

;
(3.26)
1If X1; X2; ::: is a sequence of i.i.d. random variables with mean X and variance 2
X < 1,
as K approach innity, the random variables 1
K
K P
k=1
Xk   X converge in distribution to a normal
distribution N

0;

2
X
K

.
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which, under the assumption of uncorrelated noises, yields a SNR improvement 

given by


(a)
CQEC =
e Mh
1
K
n
1
N +
2
n
khk2 + 1

khk2
h 
3 + 2



e Mh
 
1 + 1


 e Qh
2
n +
 
2 + 1



2
n
io
+ 1
N

1 + 1

 + 1

2
n
e Qh
e Mh
:
(3.27)
Note that if the estimation is perfect (K goes to 1) (3.27) becomes equal to (3.18)
as expected.
3.3 Simulative evaluation
Above assumptions of uncorrelation may not hold if thermal noise is low and channel
gain is correlated across dierent antennas. To validate (3.18) and (3.27), values of

 are obtained by simulations of the quantization errors. For a given channel vector
h, the overall noise vector v is obtained as the dierence between the quantized
version of the received signal and the useful part, i.e.
v = b r
(sel)   xh
(sel) = n + w: (3.28)
3.3.1 Simulative CQ-KC
We start from the case where the channel is perfectly known at the receiver side.
Recalling the expression of y, given in (3.14), with a MRB combiner u equal to
(3.13), the SNR   becomes
  =
Ex
h uHxh(sel) 2i
En;w
h
juH (n + w)j
2
i =

 
h(sel)
 
2 =Nsel
1
Nselkh(sel)k
2Ev
h
jh(sel)Hvj
2i (3.29)
and 



(s)
CQKC =
e Mh
1
2
nNselkh(sel)k
2Ev
h
jh(sel)Hvj
2i: (3.30)
The expectation at the denominator of (3.30) is approximated over many realizations
of v, which is obtained by (3.28).
3.3.2 Simulative CQ-EC
Now we consider a channel estimate at the receiver by a training MLS xk of length
K.
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Figure 3.3: The p-th ADC scheme with correlator for channel estimation.
The simulation of the estimation procedure
From (3.28), at instant k
vp;k = b r
(sel)
p;k   xkh
(sel)
p = xkh
(sel)
p + np;k + wp;k   xkh
(sel)
p = np;k + wp;k: (3.31)
Recalling the expression of the p-th estimated channel gain b h
(sel)
p , given in (3.24), we
report the expression of the p-th estimation error zp in relation to the overall noise
vp;k dened in (3.31)
zp = b h
(sel)
p   h
(sel)
p =
1
K
K 1 X
k=0
x

k (np;k + wp;k) =
1
K
K 1 X
k=0
x

kvp;k: (3.32)
The simulation of the estimation procedure is illustrated in Figure 3.3.
It is important to underline that, in this case, no assumptions on the statistical
independence over time k for x
kvp;k is done, therefore the central limit theorem is
not used to obtain the distribution of zp.
SNR characterization
After the simulation of the channel estimation error vector z, composed by the
entries zp given in (3.32), we are able to test the performance of the receiver with
the approximated MRB combiner dened in (3.19). The expression of the output
signal y, recalling (3.26) with the use of the equivalent noise vector v, becomes equal
to
y = u
H  
xh
(sel) + v

=
1
kh(sel)k
 
xh
(sel)Hh
(sel) + xz
Hh
(sel) + h
(sel)Hv + z
Hv

;
(3.33)
that yields


(s)
CQEC =
e Mh
1
2
nNselkh(sel)k
2Ev;z
h
jxzHh(sel) + h(sel)Hv + zHvj
2i; (3.34)
where e Mh is dened in (3.10).
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Figure 3.4: Analytical and simulative CQ-KC average 
 curves vs. the number of
antennas N. The values are averaged over 1000 noise realizations and 5000 channel
realizations,  AWGN = 0 dB.
3.4 Performance evaluation
In this section we show some curves of the average SNR improvement 
 versus the
number of antennas. Performance evaluation is for the same channel settings and
propagation characteristics of Section 2.2.2.
3.4.1 CQ-KC performance
Figures 3.4 and 3.6 show, for two values of  AWGN, the average SNR improvement

 versus the number of receiver antennas N. Figures 3.5 and 3.7, on the other
hand, show the same curves versus the number of selected antennas Nsel over the
total array size of N = 60. The solid curves with full circles represent the SVD-
MRB bound without quantization, or equivalently when w = 0, the solid curves
denote the analytical performance (3.18), while the dashed curves represent the
simulated performance (3.30). For each  AWGN, results, are reported for two dierent
quantization granularity, b = 2 and b = 3.
Remarks on performance
In the high noise scenario ( AWGN = 0 dB) in Figures 3.4 and 3.5, the average
SNR improvement 
 is relevant and greater than the case when  AWGN = 5 dB,
reported in Figures 3.6 and 3.7. From a general point of view, in the case of low
noise, the quantization noise dominates over the thermal noise and only with a high
number of bits we can reduce the SVD-MRB bound gap. We note also that the
gap between analytical and simulated curves is remarkable only with few bits and
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Figure 3.5: Analytical and simulative CQ-KC average 
 curves vs. the number of
selected antennas Nsel over N = 60 Rx antennas. The values are averaged over
1000 noise realizations and 5000 channel realizations,  AWGN = 0 dB.
Figure 3.6: Analytical and simulative CQ-KC average 
 curves vs. the number of
antennas N. The values are averaged over 1000 noise realizations and 5000 channel
realizations,  AWGN = 5 dB.
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Figure 3.7: Analytical and simulative CQ-KC average 
 curves vs. the number of
selected antennas Nsel over N = 60 Rx antennas. The values are averaged over
1000 noise realizations and 5000 channel realizations,  AWGN = 5 dB.
low noise, because, in this case, the assumption of Gaussian input is only partially
true and values of  in Tab. 3.1 are not optimum. Indeed, just for b = 3, the
quantization noise is less relevant and the simulated and analytical curves are very
close. Antenna selection leads to a remarkable improvement of 
 with the few best
antennas, while when Nsel approaches N the curves become 
at.
3.4.2 CQ-EC performance
For the same propagation characteristic and identical Rx antenna array described for
the performance of CQ-KC, Figures 3.8 and 3.10 show the analytical and simulated
curves of 
 versus N for CQ-EC, while Figuers 3.9 and 3.11 show the same curves
versus the number of selected antennas Nsel over an array of N = 60 antennas.
Remarks on performance
The remarks on performance of CQ-EC are analogous to the remarks that have been
made for CQ-KC. In addition, we note that the gap between the SVD-MRB bound
and the curves obtained by coarse quantization with the channel estimate is bigger
with respect to the performance obtained with the known channel: this gap can be
lowered by using higher values of K.
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Figure 3.8: Analytical and simulative CQ-EC average 
 curves vs. the number of
antennas N. The values are averaged over 1000 noise realizations and 5000 channel
realizations,  AWGN = 0 dB, K = 3.
Figure 3.9: Analytical and simulative CQ-EC average 
 curves vs. the number of
selected antennas Nsel over N = 60 Rx antennas. The values are averaged over
1000 noise realizations and 5000 channel realizations,  AWGN = 0 dB, K = 3.
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Figure 3.10: Analytical and simulative CQ-EC average 
 curves vs. the number of
antennas N. The values are averaged over 1000 noise realizations and 5000 channel
realizations,  AWGN = 5 dB, K = 3.
Figure 3.11: Analytical and simulative CQ-EC average 
 curves vs. the number of
selected antennas Nsel over N = 60 Rx antennas. The values are averaged over
1000 noise realizations and 5000 channel realizations,  AWGN = 5 dB, K = 3.
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Non-coherent D-PSK
In Chapter 2 we have considered full CSI at both Tx and Rx, in Chapter 3 we
have relaxed the strong assumption of channel knowledge at Tx and investigated a
low-complexity quantization MRB with known and estimated CSI at Rx. Now we
go to the case where no CSI, is known also at Rx.
In this chapter we seek to explore the receiver multi-antenna array gain in non-
coherent1 dierential phase shift keying (D-PSK) SIMO conguration. As in Chap-
ter 3 antenna selection is investigated with the aim to have a simpler receiver with
few RF chains which do not consider the worst branches.
4.1 The system description
An extension to the SIMO case of the implementation for the classical D-PSK is
considered. It is assumed that the receiver recovers the signal carrier, except for
a phase oset, in other terms it is as if the constellation at the receiver is rotated
by that oset. By the dierential non-coherent method, a receiver detects the data
computing the dierence between the phase of signals at successive time instants.
In Figure 4.1 is considered a SIMO system with one transmit antenna and N receive
antennas. At instant k, the transmitter sends a D-PSK symbol sk, which is obtained
1In our framework we say that a system is coherent if it is able to recover the phase as well
as the carrier frequency of the received signal, otherwise, a non-coherent receiver oscillates only at
the carrier frequency and no informations about the phase are recovered.
Figure 4.1: SIMO DPSK system.
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from xk by adding the phase k 1 = \(sk 1) of the previous transmitted sample.
Each receiver processes the received signal by an operation in the analog domain
(denoted as  in Figure 4.2) that yields the phase dierence between sk and sk 1
in order to suppress the channel phase oset. Next, Nsel  N entries of the received
vector
rk =

r1;k  rp;k  rN;k
T 2 C
N1 (4.1)
are chosen by a selector in a proper way to form the vector
r
(sel)
k =
h
r
(sel)
1;k  r
(sel)
p;k  r
(sel)
Nsel;k
iT
2 C
Nsel1: (4.2)
Finally, the Nsel components of r
(sel)
k are joined by the combiner
u =

u1  up  uNsel
T 2 C
Nsel1 (4.3)
and the output yk is obtained as
yk = u
Hr
(sel)
k : (4.4)
If the channel is denoted by the vector
h =

h1  hp  hN
T 2 C
N1; (4.5)
after the selector, the channel vector,
h
(sel) =
h
h
(sel)
1  h
(sel)
p  h
(sel)
Nsel
iT
2 C
Nsel1; (4.6)
to be gathers the Nsel channel samples chosen in a way that full the selector policy
described in Section 4.1.2.
The vector noise is
nk =

n1;k  np;k  nN;k
T 2 C
N1 (4.7)
as dened in (2.8).
4.1.1 Input-output relationship
Let xk denotes the the phase shift keying (PSK) symbol to be transmitted at instant
k, if M represents the constellation size, xk assumes the values
xk = e
j k;  k 2
n 
M
(2m   1)
   m = 1; :::; M
o
: (4.8)
The transmitted symbol sk is equal to
sk = e
jk = e
j( k+k 1); (4.9)
where k 1 = \(sk 1) is the phase of the transmitted symbol at the previous instant.
The signal at the generic pth (p = 1; :::; N) receive antenna is processed by a 
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Figure 4.2: Baseband equivalent representation of  block for the pth receive
antenna.
block, represented in Figure 4.2, to yield rp;k. Referring to Figure 4.2, where T
denotes a delay and () the complex conjugation, the output signal is equal to
rp;k = (skhp + np;k)(sk 1hp + np;k 1)

= jhpj
2 xk + skhpn

p;k 1 + s

k 1h

pnp;k + np;kn

p;k 1:
(4.10)
In the presence of a selector, the received signal becomes
r
(sel)
p;k =

h
(sel)
p

2
xk + skh
(sel)
p n

p;k 1 + s

k 1h
(sel)
p np;k + np;kn

p;k 1 (4.11)
which is combined by up, to obtain yk as given by (4.4).
4.1.2 The selector policy
In Figure 4.1 the selector chooses Nsel antennas from the total set of N receive
antennas. After the dierential block , the signal to noise ratio for each branch
will be denoted by p, p = 1; :::; N, and considering (4.10), it is
p =
Ex
h jhpj
2 xk
 
2i
En
h skhpn
p;k 1 + s
k 1h
pnp;k + np;kn
p;k 1
 2i =
jhpj
4
2
n
 
2jhpj
2 + 2
n
; (4.12)
because noise samples are assumed statistically independent in time and across the
dierent branches. The selector chooses the Nsel branches with the largest p.
We also consider a random selection policy, in this case, the selector chooses Nsel 
N branches randomly. This is not a selection policy at all, but can represent an
interesting performance comparison.
4.2 SNR characterization
The output sample yk, expanding (4.4) and considering (4.11) is equal to
yk =
Nsel X
p=1
u

p

h
(sel)
p

2
xk + skh
(sel)
p n

p;k 1 + s

k 1h
(sel)
p np;k + np;kn

p;k 1

: (4.13)
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The statistical power of the useful term of equation (4.13) is equal to
Ex
2
4
    
Nsel X
p=1
u

p

h
(sel)
p

2
xk
    
23
5 =
    
Nsel X
p=1
u

p

h
(sel)
p

2
    
2
Ex

jxkj
2
=
    
Nsel X
p=1
u

p

h
(sel)
p

2
    
2 (4.14)
while the statistical power of the noise is
En;s
2
4
 
 
 
Nsel X
p=1
u
p

skh(sel)
p n
p;k 1 + s
k 1h(sel)
p np;k + np;kn
p;k 1

 
 
 
23
5
(1)
=
Nsel X
p=1

En;s

 u
pskh(sel)
p n
p;k 1
 

2
+ En;s

 u
psk 1h(sel)
p np;k

 
2
+ En;s
h u
pnp;kn
p;k 1
 2i
=2
n
Nsel X
p=1
 u
p
 2

2

 h(sel)
p

 
2
+ 2
n

;
(4.15)
where the equality (1) comes from the uncorrelation of noise samples in time and
across the dierent antennas.
Then the SNR  , is equal to
  =
   
Nsel P
p=1
u
p
 
h
(sel)
p
  
2   
2
2
n
Nsel P
p=1
 u
p
 2

2
 
h
(sel)
p
 

2
+ 2
n
: (4.16)
4.2.1 Two combiners
In order to handle D-PSK diversity we try two combining solutions.
1. The rst combiner weights all branches with same coecients
up =
1
p
Nsel
; for p = 1; :::; Nsel; (4.17)
this is the simplest approach and is equivalent to sum together all the branches.
In this case the SNR improvement respect to single antenna conguration is
equal to


(1)
DPSK =
 
 
Nsel P
p=1
  h
(sel)
p
  
2 
 
2
Nsel P
p=1

2
  h
(sel)
p
  
2
+ 2
n
: (4.18)
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2. The second combiner tries to increase the SNR by weighting each contribution
with the square root of the SNR of the branch. The weights up are equal to
up =
p
p; for p = 1; :::; Nsel; (4.19)
where p is given by (4.12). In this second approach the expression of 

becomes


(2)
DPSK =
   
 
Nsel P
p=1
  h
(sel)
p
  
4
r
2
  h
(sel)
p
  
2
+2
n
   
 
2
Nsel P
p=1
  h
(sel)
p
  
4 : (4.20)
We note that the second combiner is more complex than the rst one, moreover
to set the combiner weights we need to know the channel gains.
4.3 Performance analysis
The performance are evaluated, as usual, in terms of the average 
. We consider
dierent size N of the receiver array of antenna elements and two dierent thermal
noise powers. For the description of the channel model and the propagation envi-
ronment we refer to Section 2.2.2.
Figures 4.3 and 4.4 show plots of (4.18), for  AWGN = 0 dB and  AWGN = 5 dB
respectively, whereas in Figures 4.5 and 4.6 are showed values of (4.20), in the same
conditions. The horizontal axis of each plot represent a double scale, one is for
the number of selected antennas Nsel and one for the total number of receiver an-
tennas. More precisely, for the SVD-MRB bound (solid line) we have to read the
numbers of horizontal axis as the size N of the array, without selection. The same
interpretation is valid also for the random selection (dashed line) because choosing
antennas randomly, on average, does not lead to better performance if the array size
increases. For the curves with dierent marker shapes, the horizontal axis represent
the number of selected antennas Nsel over the total array size N indicated in the
legend.
4.3.1 Remarks on performance
From a comparison between the four gures we note that the two combining strate-
gies (4.17) and (4.19) yield very similar performance, hence it is preferable to use
(4.17) due to its simplicity with no need of CSI. Antenna selections enables great

 improvement with few antennas (the best ones), while when Nsel get closer to N
the curves becomes more 
at.
The SNR improvement 
, in contrast to the MRB with coarse quantization of Chap-
ter 3, increases with the decreasing of the thermal noise power.
It is interesting to underline that the non-coherent SIMO D-PSK with optimal selec-
tion, in spite of its simplicity, achieves good performance. In order to underline this
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Figure 4.3: Average values of 
 as given by (4.18) for dierent Rx arrays sizes
versus the number of selected antennas over 5000 channel realizations,
 AWGN = 0 dB.
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Figure 4.4: Average values of 
 as given by (4.18) for dierent Rx arrays sizes
versus the number of selected antennas over 5000 channel realizations,
 AWGN = 5 dB.
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Figure 4.5: Average values of 
 as given by (4.20) for dierent Rx arrays sizes
versus the number of selected antennas over 5000 channel realizations,
 AWGN = 0 dB.
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Figure 4.6: Average values of 
 as given by (4.20) for dierent Rx arrays sizes
versus the number of selected antennas over 5000 channel realizations,
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Table 4.1: Sample performance comparison between SVD-MRB and SIMO DPSK.
N Nsel  AWGN [dB] 
 [dB] 
 [dB]
SVD-MRB (M = 1) 30 30 whatever 14.78 10.47
SIMO DPSK (optimal selection) 60 30 5 13.57 8.77
SIMO DPSK (random selection) 60 30 5 11.12 7.26
fact, in Table 4.1 we give an example comparison between the optimum SVD-MRB
in a SIMO conguration (M = 1) and the D-PSK.
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A dierent coarse ADC approach
In this appendix we propose the same system of Chapter 3, characterized by a one
antenna at the transmitter and by multiple-antennas at the receiver which imple-
ments a digital MRB with ADCs with few bits. In this system, however, we do not
use MMSE ADCs, but we design the saturation thresholds (sat) based on the useful
signal, ignoring the presence of thermal noise. In this perspective, in the case of
high thermal noise, the ADC works mainly in saturation and this may degrade per-
formance, however, in the case of low noise this approach could be more convenient.
The structure of the appendix traces Chapter 3, the new ADC model is brie
y de-
scribed and all the expressions of 
 in Chapter 3 are reprised with the reference of
the new quantization model. Finally, performance evaluations are provided.
A.1 A new ADC model
The system reference structure is described at the beginning of Chapter 3 and its
graphical representation is reported in Figure 3.1, the signals and the selector policy
are the same, but we introduce a dierent ADC model.
The in-phase and quadrature components of the p-th, p = 1; :::; N, received signal
rp are digital converted by two identical ADCs. Both converters, as in Chapter
3, are characterized by an uniform quantization with symmetrical saturation levels

(sat)
p and 2b thresholds, where b denotes the number of bits.
If   1 is a real number and jxjM = max
x
jxj represents the maximum value over
the Tx constellation symbols amplitude, it holds that the in-phase and quadrature
parts of the p-th useful signal xhp are smaller than jhpjjxjM:
j<fxhpgj; j=fxhpgj  jhpjjxjM ; (A.1)
where <fg and =fg represent the real and imaginary parts respectively. Therefore,
ignoring the noisy part of the received signal rp, 
(sat)
p can be set equal to (A.1)

(sat)
p = 
 h
(sel)
p
 jxjM ; (A.2)
where  is intentionally not xed in order to keep a scale factor degree of freedom.
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A.2 Analytical performance evaluation
In this section we provide the analytical expression of 
 for the known channel
CQ-KC and its estimate CQ-EC.
The p-th double ADC can be render with a simple equivalent model that is charac-
terized by the introduction of the complex quantization noise wp in addition to the
noise np on the useful signal. In absence of saturation and if b is large enough, the
in-phase and quadrature components of the quantization noise wp can be modelled
as uniform random variable
<fwpg; =fwpg  U

 
p
2
;
p
2

; (A.3)
where p = 2
(sat)
p
.
2b represents the quantizer step size. In this case, the statistical
power of the complex random variable wp is equal to
Mwp = E

jwpj
2
= E

(<fwpg)
2 + (=fwpg)
2
=
2
p
6
=
2
3
2
  h
(sel)
p
  
2
jxj
2
M
22b :
(A.4)
The assumptions that lead to (A.3) and (A.4) may be in contrast with the require-
ments of low-complexity ADCs characterized by few bits.
A.2.1 Analytical CQ-KC
As in Chapter 3 we start from evaluating the analytical performance of beamforming
with channel known at Rx side.
The received signal at the decision point is given by (3.14), if the entries of n
and w are supposed uncorrelated and u is equal to (3.13), the overall noise power
component of y yields
En;w
h
u
H (n + w)

2i
=
Nsel X
p=1
En;w
h
u

p

2 jnp + wpj
2
i
=
1
kh(sel)k
2
Nsel X
p=1
 h
(sel)
p
 2  

2
n + Mwp

= 
2
n +
1
kh(sel)k
2
2
3
2 jxj
2
M
22b
Nsel X
p=1
 h
(sel)
p
 4
:
(A.5)
Under the same conditions the power of the useful component of y is
Ex
h
u
Hxh
(sel)
2i
=
1
kh(sel)k
2
    
Nsel X
p=1

h
(sel)
p

2
    
2
Ex

jxj
2
=



h
(sel)


2
: (A.6)
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Therefore, the signal to noise ratio   becomes
  =

 
h(sel)
 
2 =Nsel
1
Nsel

2
n +
Nsel
kh(sel)k
2
2
3
2jxj2
M
22b
1
Nsel
Nsel P
p=1
 
h
(sel)
p
 

4
=
e Mh
1
Nsel

2
n + 2
3
2jxj2
M
22b
e Qh
e Mh

(A.7)
and, the SNR improvement


(a)
CQKC =
e Mh
1
Nsel

1 + 2
3
2jxj2
M
22b
e Qh
2
ne Mh
; (A.8)
where e Mh and e Qh are dened in (3.10) and (3.11) respectively.
A.2.2 Analytical CQ-EC
Now we provide the 
 expression of analytical performance in the case of channel
estimation. In the same way as in Chapter 3 the channel h(sel) is estimated by a
correlation method that uses a training sequence ak of length K. The estimate
b h
(sel)
p = h
(sel)
p + zp of the p-th channel gain is provided by equation (3.24) and the
estimation error zp is assumed that is distributed as a Gaussian random variable
described in (3.25). Under these assumptions we can provide the CQ-EC analytical
performance


(a)
CQEC =
e Mh
1
K

1
Nsel +
2
n
kh(sel)k
2 + 1
kh(sel)k
2
2
3
2jxj2
M
22b

e Qh
2
n

1 + 2
3
2jxj2
M
22b

+ 2e Mh

+ 1
Nsel

1 + 2
3
2jxj2
M
22b
e Qh
2
ne Mh
:
(A.9)
A.3 Simulative evaluation
In this section we focus on the simulative performance for the known channel in
CQ-KC approach and for the channel estimate in CQ-EC approach. As in Chapter
3, in the simulative approach we consider the overall noise vector v, which contains
the degradation of both thermal and quantization noises, by the dierence between
the signal after quantization and the useful received signal part.
We note that the expressions of 
 are equal to the equation in Chapter 3, in particular
the CQ-KC simulative performance expression is equal to (3.30) and CQ-EC is equal
to (3.34). For simplicity we rewrite them


(s)
CQKC =
e M
1
2
nNselkh(sel)k
2Ev
h
jh(sel)Hvj
2i (A.10)
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Figure A.1: Analytical and simulated CQ-KC average 
 curves vs. the number of
antennas N. The values are averaged over 1000 noise realizations and 5000 channel
realizations. jxjM = 1, b = 2 and  AWGN = 0 dB.
and


(s)
CQEC =
e Mh
1
2
nNselkh(sel)k
2Ev;z
h
jxzHh(sel) + h(sel)Hv + zHvj
2i: (A.11)
We note that although expressions of 
 are the same as those of Chapter 3, the
ADCs use dierent setting that lead to dierent system performance.
A.4 Performance evaluations
With the same channel settings and propagation characteristics of Section 2.2.2, we
give some average performance results for CQ-KC and CQ-EC for dierent values
of the saturation threshold scaling factor .
A.4.1 CQ-KC performance
Figures A.1 and A.3 show the average 
 versus the number of receiver antennas
N, with two dierent thermal noise powers, while Figures A.2 and A.4 represent
the performance with antenna selection. The solid curve is the SVD-MRB bound
in presence of perfect digital conversions, or equivalently for w = 0. The dashed
curves denote analytical performance, while the dotted ones simulated performance
as from (A.8) and (A.10), respectively. Moreover triangles and circles indicate,
correspondingly, two dierent values of the saturation scaling factor .
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Figure A.2: Analytical and simulated CQ-KC average 
 curves vs. the number of
selected antennas Nsel over N = 60 Rx antennas. The values are averaged over
1000 noise realizations and 5000 channel realizations. jxjM = 1, b = 2 and
 AWGN = 0 dB.
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Figure A.3: Analytical and simulated CQ-KC average 
 curves vs. the number of
antennas N. The values are averaged over 100 noise realizations and 1000 channel
realizations. jxjM = 1, b = 2 and  AWGN = 5 dB.
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Figure A.4: Analytical and simulated CQ-KC average 
 curves vs. the number of
selected antennas Nsel over N = 60 Rx antennas. The values are averaged over 100
noise realizations and 1000 channel realizations. jxjM = 1, b = 2 and
 AWGN = 5 dB.
Remarks on performance
The simulated performance is closer to analytical performance in the low thermal
noise ( AWGN = 5) conguration.
We note that the simulated curves in Figures A.1 and A.2 are aected by a saturation
phenomenon which limits the performance with an high number of antennas. In the
case of antenna selection, the saturation is grater and can turn in an inversion of
the increasing trend. This behaviour is more important when in the received signal
the Gaussian noise dominates and is due to ADC model that clips signals to the
saturation threshold, phenomenon represented schematically in Figure A.5. This
problem is more remarkable in antenna selection because the channel gain are chosen
with decreasing power, while the noise power is the same. If the few bits ADCs work
in saturation, it implies that a great number of b r entries can be equal and v, from
(3.28), may inherit the correlation that aects h, as expressed in (1.35). Moreover,
also if entries of h are optimistically uncorrelated, we expect no improvement due to
the MRB weighing at the denominator of 
. We can limit the problem of a coloured
noise v by enlarging the dynamic of the ADC by selecting  > 1, the drawback will
be in terms of quantization accuracy when few antennas are used.
About Figures A.3 and A.4, when the noise is low ( AWGN = 5), it can be said that
the drawback on performance due to the saturation of the quantizer is less notable.
Therefore, the alteration of the saturation threshold by the setting of  > 1 could
leads to worse performance. From a general point of view, in the case of low noise,
the quantization error w dominates over n and only with a higher number of bits
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Figure A.5: A representation of the generic ADC model working in saturation.
(b > 2) we can reduce the gap to the MRB bound.
A.4.2 CQ-EC performance
Figures A.6 and A.8 show the average 
 versus the number of receiver antennas N
in the case of channel estimation, Figures A.7 and A.9 represent the performance
with antenna selection.
Remarks on performance
The CQ-KC performance remarks are valid also in the case of channel estimation.
In addition, in CQ-EC we note a greater gap between the analytical and simulated
curves due to the channel estimation error.
67Chapter A - A dierent coarse ADC approach
0 10 20 30 40 50 60
0
2
4
6
8
10
12
14
16
18
N
γ
[
d
B
]
 
 
SVD-MRB
γ
(a)
CQEC (α = 1)
γ
(s)
CQEC (α = 1)
γ
(a)
CQEC (α = 1.2)
γ
(s)
CQEC (α = 1.2)
Figure A.6: Analytical and simulated CQ-EC average 
 curves vs. the number of
antennas N. The values are averaged over 100 noise realizations and 1000 channel
realizations. jxjM = 1, b = 2, K = 3 and  AWGN = 0 dB.
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Figure A.7: Analytical and simulated CQ-EC average 
 curves vs. the number of
selected antennas Nsel over N = 60 Rx antennas. The values are averaged over 100
noise realizations and 1000 channel realizations. jxjM = 1, b = 2, K = 3 and
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Figure A.8: Analytical and simulated CQ-EC average 
 curves vs. the number of
antennas N. The values are averaged over 100 noise realizations and 1000 channel
realizations. jxjM = 1, b = 2, K = 3 and  AWGN = 5 dB.
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Figure A.9: Analytical and simulated CQ-EC average 
 curves vs. the number of
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