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Abstract
In this paper, we present an automatic child-directed speech de-
tection system to be used in the study of child language devel-
opment. Child-directed speech (CDS) is speech that is directed
by caregivers towards infants. It is not uncommon for corpora
used in child language development studies to have a combina-
tion of CDS and non-CDS. As the size of the corpora used in
these studies grow, manual annotation of CDS becomes imprac-
tical. Our automatic CDS detector addresses this issue.
The focus of this paper is to propose and evaluate differ-
ent sets of features for the detection of CDS, using several off-
the-shelf classifiers. First, we look at the performance of a set
of acoustic features. We continue by combining these acoustic
features with several linguistic and eventually contextual fea-
tures. Using the full set of features, our CDS detector was able
to correctly identify CDS with an accuracy of .88 and F1 score
of .87 using Naive Bayes.
Index Terms: motherese, automatic, child-directed speech,
infant-directed speech, adult-directed speech, prosody, lan-
guage development
1. Introduction
Child-directed speech (CDS), also known as motherese is
speech that is directed by caregivers towards infants. Numer-
ous studies in the field of child language development have
shown this speech to have exaggerated prosody and shorter ut-
terance lengths when compared to adult-directed speech (ADS)
[1, 2, 3, 4, 5]. In particular, CDS on average has been shown to
have higher mean fundamental frequency (F0), higher F0 range
and higher vowel durations [5]. There are a few theories as to
the reasons behind these differences between CDS and ADS,
one theory being that prosodic exaggeration in CDS helps at-
tract the attention of infants [2].
Moreover, studies have shown particular properties of CDS
to contribute greatly to language development [6, 7, 8]. There-
fore, when analyzing large datasets that include both CDS and
ADS, it is very important for child language researchers to be
able to separate CDS from ADS in an efficient manner so they
can analyze CDS and its contributions to language develop-
ment. Given the specialized nature of the CDS classification
problem, there has been few prior work on it [9, 10, 11]. The
importance of identifying CDS for the study of child language
development and the relatively small number of prior studies on
this has led us to develop a fully automatic CDS detector using
the Human Speechome corpus [12].
2. Corpus
The corpus used for this paper is from the Human Speechome
Project (HSP) which was collected for the study of early child
language development. The HSP corpus is high-density, longi-
tudinal and naturalistic. The corpus consists of high fidelity au-
dio and video recordings throughout the home of a family with
a young child (recorded continuously for the first three years of
the child’s life) [12]. Audio was recorded using ceiling mounted
boundary-layer microphones (AKG C562CM) at 16 bit resolu-
tion with a sampling rate of 48 KHz. The boundary-layer mi-
crophones allowed for most of speech throughout the house to
be captured. The corpus consists of roughly 120,000 hours of
audio. However, our current analysis of the HSP data is on the
child’s 9-24 month age range which contains about 4260 hours
of 14-track audio of which about 1150 hours contain speech.
The data consists of adult-directed and child-directed speech
from the three primary caregivers. All child-directed speech is
directed at the same infant. Two of the caregivers, the mother
and the father, are native English speakers while the third care-
giver, the female nanny, speaks English as a second language,
though this corpus consists of only English utterances.
There are approximately 2.5 million utterances in our
dataset (an utterance is on average 3 seconds long). Of the 2.5
million utterances in the corpus we analyze an evenly-sampled
5000 utterances that have been hand-transcribed using new,
semi-automatic methods and for which the speaker has been
automatically identified with high confidence using our auto-
matic speaker-identification system [13]. The 5000 utterances
were distributed between 4 annotators who then used an anno-
tation tool to identify the utterances as child-directed or adult-
directed. This annotation tool allowed the annotators to listen to
an utterance while reading the corresponding transcription and
then making a decision on whether the speech was directed at
the child or at an adult. In order to measure the accuracy of
the human annotations, a total of 300 utterances were randomly
chosen from the 5000 utterances and were given to all the 4
annotators.
Table 1 shows the inter-annotator agreement between pairs
of annotators. The average pairwise inter-annotator agreement
was 0.95 which shows a high level of consistency and accu-
racy in the human annotated data. Of the 5000 utterances, the
annotators identified 3618 as child-directed and 1382 as adult-
directed. In order to have an even sample of child-directed and
adult-directed utterances (which will help us later in our analy-
sis), we randomly selected 1382 of the 3618 child-directed ut-
terances and threw out the rest. This left us with a total of 2764
utterances (about 138 minutes of audio), evenly distributed be-
tween child-directed and adult-directed speech.
Table 1: Pairwise inter-annotator agreement for all 4 annotators.
A2 A3 A4
A1 .95 .94 .96
A2 .96 .95
A3 .97
3. CDS Detection
CDS detection is a binary classification problem. As with most
classification problems, the main factor affecting the perfor-
mance of our CDS detector was the set of features that were
used. In this study we created three different CDS detectors us-
ing different sets of features. The first detector uses only acous-
tic features. The second detector relies on both acoustic and
linguistic features. Finally, the third detector uses a combina-
tion of acoustic, linguistic, and contextual features. We decided
to break down our features into these three sets so that we can
clearly show the contribution of each set and most importantly
to allow our detectors to be used on different datasets, including
those that might not have access to one or more of these feature
sets (e.g. audio corpora with no transcripts).
Since this paper’s focus is on identifying features that can
best characterize CDS and not on novel classification tech-
niques, we used several off-the-shelf classifiers to create our
CDS detectors and test the performance of these features. In
this paper we only show the results for the top three perform-
ing classifiers: Naive Bayes, k-Nearest Neighbors (kNN), and
Decision Tree.
3.1. Acoustic features
As mentioned in the introduction, one of the main motivating
factors for this study was previous work in the field of child
language development on prosodic difference between CDS and
ADS [1, 2, 3, 4, 5]. Therefore for our acoustic features we de-
cided to use the prosodic features that these papers have identi-
fied as being exaggerated in CDS. These prosodic features are:
mean fundamental frequency (F0), F0 range, mean intensity,
and mean vowel duration. Since our dataset contains speech
from multiple speakers we also included the speaker as a fea-
ture.
Since one of the main goals of an automatic CDS detector
is to improve efficiency by automating the annotation of speech,
we made our feature extraction process completely automatic.
Figure 2 shows the complete feature extraction pipeline used
in this study. Below we explain how each of these acoustic
features were extracted.
3.1.1. Feature Extraction
As mentioned previously, the speaker of an utterance is identi-
fied using an automated speaker identification system that was
developed in our lab [13]. F0 and intensity contours for each ut-
terance are extracted using the PRAAT system [14]. These con-
tours are then used to calculate the F0 range (F0max−F0min),
mean F0, and mean intensity of an utterance.
In order to calculate the mean vowel duration in an utter-
ance, we first extracted duration for all vowel tokens in our
corpus using a forced-aligner. We next converted these to nor-
malized units for each vowel separately (via z-score), and then
measured the mean standardized vowel duration for all the vow-
els in our utterance. For example, a high score on this measure
  
W EH R IH Z DH AH B AO L
Where is The Ball
Figure 1: A sample phoneme level alignment of an utterance
generated by the HTK forced-aligner.
Figure 2: Schematic of the feature extraction pipeline.
for an utterance would reflect that the vowels that occurred in
that utterance were on average often long relative to compara-
ble vowel sounds that appeared in other utterances spoken by
the same speaker. We grouped similar vowels by converting
transcripts to phonemes via the CMU pronunciation dictionary
[15].
The forced-aligner that was used for this task uses the Hid-
den Markov Model Toolkit (HTK) [16] and works as follows.
Given a speech segment and its transcript, the Viterbi algorithm
in HTK is applied to align the transcript to the speech segment
on the phoneme level, using the CMU pronunciation dictionary
[15] and an acoustic model. Since each transcript is associated
with a speaker ID label that is generated automatically using
our speaker-identification program [13], we can use speaker-
specific acoustic models (which we have trained using thou-
sands of samples from our corpus) to get more accurate align-
ments [17]. Figure 1 shows a sample phoneme level alignment
of an utterance done by our forced-aligner.
3.1.2. Classification
We used 5 fold cross-validation to train and evaluate several
classifiers using the acoustic features explained above. Table 2
shows the performance of each of the classifiers. For reference
we included a majority classifier to act as the baseline. Since
the dataset had equal number of positive and negative examples,
the majority classifier has a .5 accuracy, the same accuracy as
random chance. Naive Bayes was the best performing classifier
with an accuracy of .74 and an area under ROC curve (AUC) of
.8. Figure 3 shows the corresponding ROC curves.
3.2. Linguistic features
Not all audio datasets will have transcriptions but some datasets
like the HSP corpus do have a great number of transcribed utter-
Table 2: Performance of the CDS detector using acoustic fea-
tures.
Accuracy AUC F1 score
Majority .50 .50 .67
Decision Tree .54 .57 .67
kNN(k=10) .67 .75 .68
Naive Bayes .74 .80 .72
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Figure 3: ROC curves of the top three classifiers using acoustic
features.
ances. In this section we extracted and used several linguistic
features from these transcripts to improve the performance of
our CDS detector.
3.2.1. Feature Extraction
The first feature that we extracted from the transcripts was the
number of words in an utterance, also known as the length of
an utterance (LU). This is a good feature to use since CDS has
been shown to have on average a lower LU when compared to
ADS.
The transcripts were also used to train language models.
We constructed two bigram language models for each of the
three speakers, the first model was trained on CDS and the other
model on ADS. A bigram language model calculates the prob-
ability of a word given the preceding word, as shown in the
equation below.
P (wn|w1, w2, w3...wn−1) = P (wn|wn−1)
We then calculated the probability of an utterance being child-
directed or adult-directed using our bigram language models, as
shown in the equations below.
P (CDS|utt, speaker) = P (utt|bigramCDS,speaker)
P (ADS|utt, speaker) = P (utt|bigramADS,speaker)
These two probability values and length of utterance (LU) were
used as the linguistic features in our CDS detector, which com-
bined with the acoustic features gave us a total of 8 features:
mean fundamental frequency (F0), F0 range, mean intensity,
mean vowel duration, speaker, LU, P(CDS|utt,speaker), and
P(ADS|utt,speaker).
3.2.2. Classification
As with the previous section, we used 5 fold cross-validation to
train and evaluate several classifiers using the acoustic and lin-
guistic features. Table 3 shows the performance of each of the
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Figure 4: ROC curves of the top three classifiers using acoustic
and linguistic features.
classifiers. Naive Bayes was still the best performing classifier
with an accuracy of .82 and an AUC of .88. Figure 4 shows the
ROC curves for these classifiers. The results clearly show that
using linguistic features in combination with the acoustic fea-
tures greatly improved the performance of our CDS detector,
achieving an impressive .82 accuracy rate.
Table 3: Performance of the CDS detector using a combination
of acoustic and linguistic features.
Accuracy AUC F1 score
Majority .50 .50 .67
kNN(k=10) .74 .80 .75
Decision Tree .78 .79 .77
Naive Bayes .82 .88 .82
3.3. Contextual features
Finally, the unique nature of our dataset granted us access to cer-
tain contextual features. Specifically, since the data is recorded
in the same household, each utterance is tagged with location
(room), time of day (ToD), and date (which we used to find the
day of the week or DoW). These features capture certain contex-
tual aspects of CDS. For instance, there are certain times of the
day when the caregivers are more likely to be interacting with
the child. Similarly, there might be certain days of the week and
rooms in which the caregivers are more likely to be interacting
with the child.
Since all the speech in our corpus is tagged with this
information when recorded, no further processing is needed
to extract these features. Combining these features with the
acoustic and linguistic features we get a total of 11 features:
mean fundamental frequency (F0), F0 range, mean inten-
sity, mean vowel duration, speaker, LU, P(CDS|utt,speaker),
P(ADS|utt,speaker), ToD, DoW, and room.
We again used 5 fold cross-validation to train and evaluate
our classifiers using these 11 features. Table 4 shows the per-
formance of our classifiers. The best classifier, Naive Bayes,
achieved an accuracy of .88 with an AUC of .92. Figure 5
shows the ROC curves for these classifiers. We saw significant
improvement in the performance of our CDS classifiers when
using contextual features in conjunction with the other features.
Table 5 summarizes the performance of our best classifier
(Naive Bayes) using the different feature sets explained in this
paper. It is evident from the results that with the addition of each
Table 4: Performance of the CDS detector using a combination
of acoustic, linguistic, and contextual features.
Accuracy AUC F1 score
Majority .50 .50 .67
kNN(k=10) .78 .87 .80
Decision Tree .86 .88 .85
Naive Bayes .88 .92 .87
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Figure 5: ROC curves of the top three classifiers using acoustic,
linguistic, and contextual features.
of these feature sets, the performance of our CDS classifier was
improved.
Table 5: Performance of the best performing classifier (Naive
Bayes), using different sets of features (Acs: Acoustic, Ling:
Linguistic, Ctx: Contextual).
Features Accuracy AUC F1 score
Acs .74 .80 .73
Acs + Ling .82 .88 .82
Acs + Ling + Ctx .88 .92 .87
4. Discussion
In this paper, we have shown how to design a fully automatic
CDS detection system. We started by training and evaluating a
CDS classifier using acoustic features. We then introduced lin-
guistic and eventually contextual features to our classifier. The
performance of our CDS classifier improved significantly with
the addition of each of these feature sets. Our final CDS de-
tector, trained and evaluated using the HSP corpus, was able to
correctly identify CDS with an accuracy of .88 and an F1 score
of .87. This is especially impressive given the relatively small
size of our training dataset and the fact that the HSP corpus
contains natural, noisy and unstructured speech recorded from
open air microphones. An accuracy of .88 is high enough for
our CDS detector to be used on the HSP corpus. Almost all
previous work on CDS classification has relied exclusively on
acoustic features [9, 10, 11], our CDS classifier is different from
those as it uses a combination of acoustic, linguistic, and con-
textual features, allowing it to be used on a variety of datasets.
Our CDS detector enables child language researchers to au-
tomatically separate CDS and non-CDS. Our system will be es-
pecially useful when dealing with large datasets like the HSP
corpus which currently has more than 2.5 million utterances.
Overall, we see our CDS detector as an important and useful
tool for research in the field of child language development.
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