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Abstract
Proper Orthogonal Decomposition (POD) allows to compress information by identifying the most
energetic modes obtained from a database of snapshots. In this work, POD is used to predict the
behavior of compressible flows by means of global and local approaches which exploit some features of
a discontinuous Galerkin spatial discretization. The presented global approach requires the definition
of high-order and low-order POD bases which are built from a database of high-fidelity simulations.
Predictions are obtained by performing a cheap low-order simulation whose solution is projected
on the low-order basis. The projection coefficients are then used for the reconstruction with the
high-order basis.
However, the non-linear behavior related to the advection term of the governing equations makes the
use of global POD bases quite problematic. For this reason, a second approach is presented in which
an empirical POD basis is defined in each element of the mesh. This local approach is more intrusive
with respect to the global approach but it is able to capture better the non-linearities related to
advection. The two approaches are tested and compared on the inviscid compressible flow around a
gas-turbine cascade and on the compressible turbulent flow around a wind turbine airfoil.
Keywords— Reduced Order Model, POD, Compressible flows, RANS, Discontinuous Galerkin
1 Introduction
Reduced Order Models have been extensively investigated as low cost prediction methods in several fields
of engineering. As far as fluid mechanics is concerned there are several different approaches: Proper Or-
thogonal Decomposition (POD) [15, 18, 20, 31, 36, 42, 43, 46, 47, 53], Proper Generalised Decomposition
(PGD) [22], Reduced Basis (RB) [40, 41], Dynamic Mode Decomposition [45], Grassmannian interpo-
lation [4], Empirical Interpolation Method (EIM) [9], Discrete Empirical Interpolation Method (DEIM)
[21], hyper-reduction [6, 44, 54], regularized ROM [52], domain decomposition approaches [8, 13, 16].
In this work the attention is focused on the use of POD for the prediction of compressible steady flows
described by the Euler equations or by the Reynolds Averaged Navier-Stokes (RANS) equations. The
POD algorithm, also known as Principal Component Analysis in other fields, allows to compress the
information contained in a database of snapshots by extracting the most energetic modes. After the def-
inition of the POD basis there are several approaches to exploit it for performing predictive simulations.
A classical approach consists in projecting the governing equations of the problem onto the POD basis
by means of a Galerkin projection [11, 36, 43]: this leads to a set of ordinary differential equations which
describe the evolution of the coefficients of the modes.
When steady problems are considered an effective approach is based on the evaluation of the POD
coefficients for the configurations available in the database: the prediction of new configurations will
be performed by interpolating the POD coefficients in the parameter space (for example by means of
Kriging interpolation [14]).
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In this work an alternative approach is proposed by defining a two levels description of the solutions
in the database. In particular, each sampling point in the parameter space is investigated by perform-
ing a cheap low-order and an expensive high-order spatial discretization. The results are used to build
two POD bases at different levels of accuracy. The prediction of new configurations is carried out by
performing a cheap low-order simulation and projecting its solution on the low-order POD basis. The
coefficients obtained by this projection are then used to reconstruct the solution with the high-order
POD basis.
The space discretization adopted in the high-fidelity scheme used for this work is particularly suited to
this multi-level description of the solution. In particular, a discontinuous Galerkin method is used to
discretise the governing equations in space and a modal hierarchical orthonormal basis is employed to
describe the solution in each element.
The previously described approach, which will be referred in the following as two levels global (TLG)
method, exploits global POD modes which are defined on the entire computational domain. Since the
POD modes are linear combinations of the snapshots and the predicted solution is a linear combination
of POD modes, this approach assumes that the predicted solution can be reasonably approximated as
a linear combination of the previously computed solutions. However, the presence of the non-linear ad-
vection term in the fluid mechanics equations makes this assumption difficult to be satisfied for several
flows. In particular, the non-linear phenomena related to the advection of structures in the flow field
can be accurately described by global POD modes only by using a very fine sampling of the parameter
space. This means that, in order to get a reasonable accuracy in the low cost prediction, it is necessary
to spend a lot of time in the offline phase for the generation of a very rich database. This is the price
to pay for the description of a non-linear effect by means of a linear method. In such a situation the
use of global modes could become questionable since the cost required to generate the database could be
potentially larger than the cost that would be spent if the predictions were directly performed by using
the high-fidelity solver.
An alternative approach is considered in this work by exploiting some properties of the chosen DG
discretization. The idea is to substitute in each element the original DG basis with a smaller but still
accurate empirical POD basis (LPOD-DG). Since the number of degrees of freedom contained in each
DG element is quite large when high-order schemes are considered, there is the possibility to signifi-
cantly reduce the cost of the predictive simulation. In other words, if the non-linearities are so strong
that the global approach would require a prohibitive offline cost it would be natural to directly use the
high-fidelity solver in the predictions. However, the flexibility of the DG discretization allows to use a
different basis in each element: in this way it is possible to introduce local empirical bases which contain
more degrees of freedom in the regions where non-linear effects are stronger. The predicted solution is
still obtained by the integration of the discretized governing equations but the global number of degrees
of freedom can be significantly reduced.
The LPOD-DG method presented in this paper shares the same spirit of the reduced basis local ap-
proaches proposed for the solution of elliptic problems by Maday and Ronquist [35] and Kaulmann et al.
[33]. In particular, Maday and Ronquist [35] study a thermal problem by decomposing the domain in a
set of elements and introducing a reduced basis in each elements of a continuous Galerkin discretization:
the solutions at the interfaces between the elements are then coupled by means of a mortar-type method.
Kaulmann et al. [33] study elliptic multiscale problems by means of a discontinuous Galerkin approach.
In the LPOD-DG method proposed in this paper, both the original DG and the POD bases are defined
in each element in order to make the method less intrusive and with the purpose of defining an error
indicator based on the residuals in the original DG space. Furthermore, the present work is focused on
non-linear convection dominated problems since Euler equations and RANS equations at high Reynolds
numbers are considered.
Finally, the LPOD-DG method can be put in relationship with the domain decomposition method pro-
posed by Baiges et al. [8] for the continuous Galerkin discretization of the incompressible Navier-Stokes
equations. In particular, Baiges et al. [8] propose to decompose the domain in several regions and to
define a local POD basis in each region. They suggest to define the local POD basis by a restriction
of a global POD basis (LG-POD) or by a local application of the POD procedure (L-POD). In both
cases, they observe some stability issues which they solve by introducing some techniques to match the
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POD solutions at the interface between the different regions. In particular, they suggest to penalize
the difference between the POD coefficients (in the LG-POD approach) or to introduce an overlapping
(in the L-POD approach). In the present work, the use of local POD approaches is exploited in the
framework of DG schemes which allow to intrinsically deal with the interface problem.
The LPOD-DG method described here exploits the locality concept in the physical space by defining a
different POD basis for each element of the mesh. This approach is different to what is done in several
local ROM approaches available in the literature[5, 7, 23, 55] where the locality concept is exploited in
the parameter space: these approaches are local in the sense that the modes (defined on the full physical
domain) are built from a subset of the database which contains only the sampling points closer to the
prediction point. The LPOD-DG method presented in this work exploits the locality concept both in
the physical and in the parameter space as shown in the following.
The paper is organized as follows. In Section 2 the governing equations are presented. In Section 3
the numerical methods used for performing the high-fidelity simulations are described. In Section 4 the
POD algorithm is reported. In Sections 5 and 6 the two level global method and the local method are
presented, respectively. In Section 7 the two methods are tested and compared on the prediction of the
compressible inviscid flow around a gas turbine cascade which interacts with an upstream perturbation.
Finally, in Section 8 the two methods are tested on the prediction of the turbulent flow around a wind
turbine blade. The conclusions and the future perspectives are reported in Section 9.
2 Physical model
The problems considered in this work are described by the two-dimensional Euler or RANS equations
defined on the spatial domain Ω. The RANS equations with the Spalart-Allmaras turbulence closure [2]
are reported in the following:
∂ρ
∂t
+∇ · (ρu) = 0 (1)
∂
∂t
(ρu) +∇ · (ρuu) = −∇P +∇ · τ (2)
∂E
∂t
+∇ · (u(E + P )) = ∇ · (τ · u−Φ) (3)
∂ρν̂
∂t






(ν+ν̂)∇ρ·∇ν̂ x ∈ Ω ⊂ R2, t ∈ 0+
(4)
where ρ, u, P , E, ν, ν̂, x and t are density, velocity, pressure, total energy per unit volume, molecular








ρu · u (5)
where γ is the specific heat ratio.
The viscous stress tensor τ includes both the molecular and eddy viscosity contributions and its compo-
nents are given by:


















The model terms P̃ , D̃ and fv1 and the constants σ, cb2 are defined in [2]. Finally, the heat flux q is










where T , cp, Pr and Prt are the temperature, the constant pressure specific heat capacity, the Prandtl
number and the turbulent Prandtl number.
3
The Euler equations can be obtained by considering Eqs. 1-3 and neglecting viscous terms. The previous
equations can be written in the following compact form:
∂q
∂t
+∇ · F = S q,S ∈ Rn, F ∈ Rn×2 (8)
where n is the number of governing equations (n = 4 for Euler equations and n = 5 for Spalart-Allmaras
RANS equations), q is the vector of the conservative variables, F contains the fluxes defined in equations
1-4 and S is a source term (active only for Eq.4).
The goal function evaluated in the first test case considered in this work is related to the total pressure
(P ◦) which is defined as follows:









where M = |u|/
√
γRT is the Mach number and R is the gas constant. The fluid is supposed to follow
the ideal gas law (P = ρRT ).
All the equations and the results in the following will be considered dimensionless after normalization
with respect to a reference pressure (Pref ), a reference temperature (Tref ), a reference length (Lref ), a




The governing equations are discretized by means of the method of lines: the discontinuous Galerkin
method is adopted for the space discretization while a linearized implicit Euler scheme is used for the
time integration.
3.1 Discontinuous Galerkin space discretization
The spatial domain Ω is discretized with a collection of non-overlapping elements Ωe. The numerical
solution is searched inside a finite dimensional functional space Vh which is spanned by polynomial
functions of degree at most p continuous only inside each element. Consider a basis for Vh with functions
φ(x). Denote as Ne the size of the basis in the e-th element. The vector of conservative variables q ∈ Rn




q̃li(t)φi(x) 1 ≤ l ≤ n (10)
and q̃ ∈ Rn×Ne contains the degrees of freedom inside the element.
In this work a modal basis obtained by the application of the modified Gram-Schmidt orthonormalisation
to a set of monomials defined in the physical space is adopted, following the approach of Bassi et al.





Note that the same basis functions are used for all the conservative variables and so there is the same
number of degrees of freedom for the different conservative variables.
In the following, a DG scheme which uses a reconstruction order p will be identified as DGp.
The weak formulation of the problem is obtained by multiplying the governing equations by an arbitrary
test function belonging to Vh and then integrating by parts. This leads to the following set of ordinary























SlφjdΩ 1 ≤ l ≤ n, 1 ≤ j ≤ Ne
(12)
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where n is the outward unit normal vector. The flux Flm in the volume integral is computed by means
of the element’s degrees of freedom. Since the solution is not continuous across the interfaces between
the elements also the fluxes are not continuous. In order to make the scheme conservative a common
numerical flux F̄lm is imposed across the interface. In this work the convective part of the numerical flux
is computed by solving a Riemann problem with the method proposed by Osher and Solomon [37] and
implemented according to Pandolfi [38]. The diffusive part of the numerical flux is computed by means
of a recovery based approach [26].
The volume and surface integrals in Eq. 12 are discretized by means of quadrature formulas with a
number of points related to the degree of the reconstruction and the shape of the element.
3.2 Implicit time integration
In this work steady problems are considered. The solution is obtained by means of a time marching
approach in which Eq. 12 is integrated until a steady solution is reached. In particular, a linearized
implicit Euler scheme is adopted. Consider the global vector Q̃ ∈ RNDOF which contains all the NDOF
degrees of freedom of the problem. The time evolution of this vector is obtained by putting together all





where R̃ ∈ RNDOF contains all the elemental contributions from the right hand side of Eq. 12 and the
block diagonal mass matrix [M ] is the identity because the chosen basis is orthonormal. The linearized





= R̃(Q̃k) + J̃(Q̃k)(Q̃k+1 − Q̃k) (14)
where ∆t is the time step size and J̃ ∈ RNDOF×NDOF is the jacobian matrix. Here the jacobian matrix








where ε = 10−8 is the perturbation magnitude and ej is the j-th versor in RNDOF .
The resulting linear system is solved in parallel by means of the GMRES solver with ILU0 preconditioner
provided by the PARALUTION library [34].
4 Proper Orthogonal Decomposition
The POD approach requires to build a database with Ns high-fidelity solutions (snapshots) obtained by
changing the working conditions which are identified by a parameter z. The information in the database
is compressed by the algorithm in order to identify the most significant modes. This will allows to






In the following, ΩPOD will be set equal to the full domain Ω (see Section 5) or to a single element
Ωe (see Section 6). The POD modes (ψli) can be expressed as a linear combination of the snapshots






where zj is the value of the design parameter for the j − th working condition in the database.




f(x) · g(x)dΩ (18)
where the integral is approximated by means of the same quadrature formula used for the volume integral
in Eq.12. Let || · ||ΩPOD be the norm related to this scalar product.
The coefficients blj are computed by solving a maximization problem. In particular, the coefficients








subject to ||ψli(x)||ΩPOD = 1 1 ≤ i ≤ Ns, 1 ≤ l ≤ n. (19)
An eigenvalue problem is obtained by substituting Eq. 17 in Eq. 19. The coefficients blj which appear
in Eq. 17 are obtained from the eigenvectors of the system. Note that a different POD basis must be
computed for each conservative variable. This is in contrast with the DG basis defined in Section 3.1
which is used for all the conservative variables.
The contribution given by each mode to the reconstruction of the snapshots can be quantified by
looking to the eigenvalues (λli) associated to the modes. The sum of all the eigenvalues represents the
Total Information Content of the database. In order to limit the size of the POD basis it is possible to





1 ≤ N̂l ≤ Ns, 1 ≤ l ≤ n (20)
where Ns is the number of snapshots and hence the maximum possible size of the POD basis.
5 Two levels global method (TLG)
In this Section the two levels global (TLG) method is illustrated. Consider the POD algorithm de-
scribed in Section 4 and define the POD modes as global modes on the full computational domain, i.e.
ΩPOD = Ω.
The modal basis used in the chosen DG scheme is hierarchical and orthonormal: this makes very easy
to project a low-order solution on an higher order basis. For this reason, the steady solution is usually
found by performing a sequence of simulations in which the reconstruction order (and the cost) is in-
creased from first order to the required accuracy level. In particular, this sequence of simulations can
be performed on the same mesh: the increased accuracy is related to the increased number of degrees of
freedom which are introduced in each element during the p-refinement procedure.
In this framework, it is natural to keep in the database both the low-order (pL) and the high-order
(pH) simulations related to each sampling point. This makes it possible to build two different global
POD bases related to the different discretization levels (ψLli and ψ
H
li ). More details on the choice of pL
and pH will be given in Section 5.2. This completes the offline stage of the procedure.
5.1 Low order projection and high-order reconstruction
Suppose now to need a prediction for a new configuration not included in the database. The high fidelity
DG solver can be called with the low reconstruction order (pL) to get the low order solution q
L
l : this
makes it possible to perform a very fast prediction of this new configuration because of the low number
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of degrees of freedom in each element. The obtained solution can then be projected on the low-order













li(x)dΩ 1 ≤ i ≤ N̂l, 1 ≤ l ≤ n (21)
where NT is the number of elements in the mesh and the integral on each element is approximated by
the same quadrature formula used for the volume integral in Eq. 12.
The POD coefficients obtained from the low-order POD basis are then used for the reconstruction of the
predicted high-order solution (qH
′
l ) by using the high-order POD basis:
qH
′





li (x) 1 ≤ l ≤ n (22)
This approach is based on the assumption that the low and the high accuracy discretizations give
POD bases such that it is possible to identify a correlation between each mode of the low-order basis
and a corresponding mode in the high-order basis: the validity of this assumption will be discussed in
the following Section 5.2.
The TLG method described here must not be confused with the two levels method proposed in [51] in
which only the nonlinear terms of a POD-Galerkin model are computed on a coarse mesh. Furthermore,
there are some connections between the TLG method and the ideas behind multiresolution methods used
in optimization problems [39]. Multiresolution optimizations allow to reduce the cost of an optimization
procedure by using low-fidelity models to accelerate the search but with occasional and systematic use
of high-fidelity models to monitor the optimization progress [1]. An example of multifidelity approach
is given by the Efficient Global Optimization (EGO) method in which a low-fidelity surrogate model is
built by performing Kriging interpolation of the goal function values obtained by an high-fidelity model
[32]: in the TLG method the role of the Kriging interpolation is played by the projection-reconstruction
procedure described by Eqs. 21 and 22. Furthermore, while the EGO method works directly on the goal
function, the TLG method allows to reconstruct the flow fields.
5.2 Choice of the resolution levels pL and pH
The choice of the resolution levels pL and pH is a key point of the TLG method. The choice of pH
can be based on a preliminary convergence study. In particular it is useful to start the offline phase by
performing a set of first order (p = 0) simulations on very coarse meshes. Then the reconstruction order
has to be increased until the solution reaches convergence and the goal function does not change any
more. This fixes the required pH level. This approach is particularly efficient when smooth problems are
considered because in this case the DG method gives exponential convergence when p is increased.
The choice of pL is less evident. In particular, it is necessary to guarantee a sufficient accuracy level
in the prediction performed during the on-line phase such that the projection coefficients are correctly
placed in the space spanned by the pH basis. This condition can be studied systematically during the
offline phase by adopting an iterative algorithm. Consider a database of solutions available at different
accuracy levels (0 ≤ p ≤ pH) which are used to build several corresponding POD bases at different
accuracy levels. The analysis can be initialized by setting pL = 0. For each point in the parameter space,
it is possible to project the pL solution to the pL basis using Eq.21: this projection is exact since the
projected solution is one of the snapshots used to generate the pL basis. However, when the projection
coefficients are used to predict the qH
′
l solution by Eq.22 an approximation is introduced: the larger
the distance between pL and pH , the larger the approximation. In particular, if the pL solution is too
inaccurate to properly describe some structures in the flow field which represent peculiar differences
between the pH snapshots then the projection coefficients obtained by Eq.21 will not be able to correctly
identify the position of the predicted solution in the space of the pH basis. In order to quantify this error
it is possible to measure the relative distance EHH′ between the high-order solution q
H
l in the database
7
and the predicted solution qH
′




∣∣∣∣∣∣qHl − qH′l ∣∣∣∣∣∣
Ω∣∣∣∣qHl ∣∣∣∣Ω
 (23)
If this distance is larger than a certain threshold σ then the pL level must be increased and the test
repeated. The algorithm is schematically reproduced by the following pseudo-code:
Algorithm 1 Choice of pL
1: Set pL = −1
2: do
3: Set pL = pL + 1





li(x)dΩ 1 ≤ i ≤ N̂l, 1 ≤ l ≤ n








li 1 ≤ l ≤ n
6: Distance evaluation: EHH′
7: while EHH′ > σ
The algorithm has to be applied during the offline phase to all the points of the database (or to a
representative subset) and the most restrictive (the largest) value of pL should be chosen among all the
governing equations. The error indicator introduced in Eq. 23 could be substituted by an error on a
goal function.
6 Local POD-DG method (LPOD-DG)
The global approach is based on the use of POD modes which are defined on the full computational
domain Ω. This means that the predicted solution will be described as a linear combination of the solu-
tions in the database. However, the governing equations contain advection terms which lead to non-linear
phenomena. In order to understand this effect it is sufficient to think to a database of two solutions
which are characterized by different positions of a particular structure in the fluid. If a linear combina-
tion of these snapshots is performed then it will not be possible to get a solution with the structure in
an intermediate positions: the linear interpolation will give the superposition of the structures in their
original positions.
In order to deal with this problem a different approach is proposed. Consider the POD algorithm de-
scribed in Section 4 and apply it on each element of the mesh: this will give a POD basis for each element
(and for each conservative variable). Since the POD basis is now defined locally there is the possibility
to predict better non linear phenomena related to the advection of fluid structures in space.
6.1 Substituing the DG basis with the POD bases
In the TLG approach the POD bases are just used to compress the information of the database and to
perform projections and reconstructions. In the local approach the POD bases can be directly exploited
in the framework of the DG discretization: the general purpose DG modal basis used in Eq. 10 is sub-
stituted by an empirical local POD basis. The solution will still be obtained by the integration of the
discretized governing equations (Eq. 12) but, since the POD is able to compress the information, there is
the possibility to reduce the number of degrees of freedom required by each element with respect to the
original DG discretization. This is particularly true when high-order DG methods are considered since
the number of degrees of freedom inside each element grows quickly with the order (quadratically in 2D)
and so there are large margins of reduction for high-order schemes. The price to pay is related to the
fact that the original modal DG basis was the same for all the conservative variables while in the local
approach it is necessary to introduce a different basis for each conservative variable. The size of the local
POD basis can be decided by setting a threshold for the RIC indicator defined in Eq.20. This will lead
to a locally changing size of the POD basis in the same spirit of p-adaptive techniques usually adopted
for DG methods [3, 17, 25, 26, 29, 50]. In order to maximize the cost reduction introduced by the local
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approach it is possible to compute the element POD basis by selecting a reduced set of snapshots from
the database: in particular, only the first sampling points in the parameter space closer to the predic-
tion point should be considered as snapshots. This allows to reduce the size of the element POD basis
by keeping only the information relevant to the chosen prediction point. In this way the method will
be local not only in the physical space but also in the parameter space. Several studies on the benefits
related to the use of the locality concept in the parameter space are available in the literature [5, 7, 23, 55].
6.2 A less intrusive implementation
The proposed LPOD-DG method is intrusive because requires to modify the solver. However, it is possible
to make some choices which minimize the modifications which have to be introduced. In particular, steady
problems are considered in this work and so implicit time integration schemes are used. A simple profiling
analysis shows that most of the computational time is related to the solution of the linear system in Eq.
14 which is required at each time step. For this reason, the goal will be to reduce the size of this system
without changing the structure of the solver: this can be done by keeping both the original DG basis
and the POD local basis descriptions.
The vector Â ∈ RNPODDOF contains all the POD degrees of freedom â in the entire mesh and is signifi-
cantly smaller than the corresponding vector Q̃ ∈ RNDOF of the original DG discretization. In particular







where N̂le represents the number of degrees of freedom related to the l-th conservative variable in the





= R̂(Ân) + Ĵ(Ân)(Ân+1 − Ân) (25)
where the global mass matrix [M ] is still the identity because the POD modes are orthonormal by








where R̂i is the time derivative of the i-th degrees of freedom in the POD representation.
Let consider the following element-wise projection operators from the DG basis to the POD basis
and vice versa:








(q̃ljφj)ψlidΩ 1 ≤ i ≤ N̂le, 1 ≤ l ≤ n (27)








(âljψlj)φidΩ 1 ≤ i ≤ Ne, 1 ≤ l ≤ n (28)
These operators contain only space integrals and so they can be applied to both the solution (ql)
and its time derivative (∂ql/∂t). In particular the time derivative of the POD degrees of freedom (R̂i)
which appears in Eq.25 can be computed by projecting the time derivative of the DG degrees of freedom.
Consider the i-th POD degrees of freedom which is related to the element e and the conservative variable












where j1le and j
2
le identify the range of the degrees of freedom of the DG basis in the element e for the
conservative variable l.
In this way most of the solver remains unchanged: both the DG and the POD basis are defined in
each element. At each time step the POD solution is projected on the DG basis and the solution on the
DG basis is used to compute the time derivative of the DG degrees of freedom by exploiting the original
structure of the solver. Then the time derivative of the DG degrees of freedom are projected with Eq. 29
in order to get the time derivative of the POD degrees of freedom which are required by Eq. 25. All the
spatial integrals which are computed in the process are approximated by the same quadrature formula
required by the original DG basis.
6.3 An approach to judge the quality of a LPOD-DG solution
When a classical DG simulation of steady problems is performed the computation is stopped when the
time derivative of the DG degrees of freedom reaches a sufficiently low value such that the goal function
does not change anymore. This means that the engineer knows from experience the admissible value
of the time derivative at which the simulation can be stopped. This know-how can be exploited in the
framework of the LPOD-DG method to judge whether the obtained solution is sufficiently close to the
steady solution of a full DG simulation.
The availability of the time derivatives for both the DG and POD degrees of freedom can be exploited to
get an estimation of the distance from the solutions obtained by the LPOD-DG method and the full DG
method. In particular, the LPOD-DG simulation is stopped when the time derivative of the POD degrees
of freedom which appears in Eq. 25 reaches a sufficiently low value (10−10 in this work). However, the
time derivative of the DG degrees of freedom does not fall to machine precision but goes asymptotically
to a finite value. The magnitude of this finite value can be considered as a measure of the distance from
the DG basis and the POD basis: if the POD basis would contain the same information of the full DG
basis then both time derivatives would reach machine precision.
















and can be used to judge the distance from the LPOD-DG solution and a corresponding full DG solution.
If the prediction obtained by the LPOD-DG method gives a value of ||r|| too high there are too possible
remedies: the database could be improved or the LPOD-DG solution can be used as an initial condition
for a full DG simulation which will be quite cheap since it would start from a relatively good initial
condition.
7 Perturbed inviscid flow around a turbine airfoil
In this Section the global and local approaches are tested and compared on the study of the inviscid
compressible flow around the MTU T106 gas turbine airfoil. This airfoil is representative of the ge-
ometry of low pressure turbines in modern aeronautical turbofans and can show large separations in
certain working conditions [27, 30]. In this work the inviscid flow around this geometry is studied and a
perturbation in the inlet total pressure is introduced. In particular the undisturbed inlet total pressure
(P 0i = 1, as it is chosen as reference pressure Pref ) is reduced by a Gaussian perturbation ∆P
0(y):
∆P 0(y) = ∆e−
(y−yw)2
σ2 (31)
where ∆, σ and yw are related to the intensity, the thickness and the position of the perturbation,
respectively. The presence of the perturbation in the inlet total pressure distribution can represent the
wake of a a fixed obstacle upstream of the profile. This configuration can be observed at the interface
between high-pressure and low-pressure turbines in aeronautical turbofans. The inlet total temperature
(T 0 = 1) and the inlet angle (α) are uniform. Since the flow is inviscid and subsonic there is no entropy
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generation and so the entropy wake related to the perturbation is transported by the flow around the
airfoil.
The static pressure is imposed at the subsonic outlet and periodic boundary conditions are imposed on
the lateral boundaries. The computational domain and the mesh with 3063 elements are shown in Figure
1.
The problem is parametrized with two variables: the inlet flow angle (31.7◦ ≤ α ≤ 33.7◦) and the
vertical position of the inlet total pressure perturbation (0.03 ≤ yw ≤ 0.04). The range for α is centered
on the design value of this airfoil which is 32.7◦ [30]. These parameters have been chosen because when
they change the perturbation moves in space: this represents a typical advection phenomenon which is
challenging for POD methods because of its non-linearity. The entropy and Mach number fields for two
different configurations (α = 31.7◦, yw = 0.03 and α = 33.7
◦, yw = 0.04) are reported in Figures 2 and 3,
respectively.
A set of high fidelity solutions are computed by means of the DG solver by choosing a fifth order
accurate scheme (p = 4). This requires 15 degrees of freedom per equation in each element (see Eq.
11). Since there are 4 governing equations and 3063 elements the total number of degrees of freedom is
183780. A Cartesian sampling of the parameter space is performed and three databases are considered
with 2 × 2, 3 × 3 and 5 × 5 sampling points, respectively (see Figure 4). The uniform sampling is
sufficient for the purpose of this study but there are several more efficient sampling techniques in the
literature: adaptive sampling for POD-based surrogates [49], adaptive sampling based on a leave-one-out
error indicator [14, 55], compact POD bases [19], greedy approaches based on Voronoi tessellation [12].
The goal function for this test case is the total pressure loss distribution in the vertical control section
L located 0.5 axial chords behind the trailing edge. Figure 5 shows the total pressure loss distribution
(1− P 0(y)) in the section L for the high-fidelity simulations of the 2× 2 database.
The performances of the global and local solvers will be tested by trying to predict the solution for
10 pseudo-random points in the parameter space generated by the Sobol sequence (see Figure 4). The
quality of the predictive simulations is evaluated by considering the following error on the total pressure










where P 0exa is the total pressure value computed by means of a standard DG4 simulation.
Two levels global method The low accuracy level pL required by the TLG method is chosen accord-
ing to the strategy reported in Section 5.2. In particular, the iterative procedure is applied to the points
of the 2× 2 database which represent the limits of the parameter space. The results reported in Table 1
show that there is a large improvement when moving from pL = 0 to pL = 1 while a further increase to
pL = 2 or pL = 3 gives smaller benefits. For this reason, pL is set to 1.
The TLG method is tested on the 10 prediction points. The solutions in the database at pL = 1 and at
pH = 4 are used to generate two global POD bases in which the modes are defined in the full domain Ω.
The number of modes kept in the POD bases is chosen by setting RIC = 99.9999%.
Each prediction is obtained by performing a second order accurate DG1 simulation and then projecting
the solution on the pL POD basis. The obtained POD coefficients are then used for the reconstruction of
the solution with the pH POD basis. The reduction in the computational cost with respect to a classical
DG4 prediction is significant because the ratio between the number of degrees of freedom at the two
accuracy levels is equal to 5.
Local POD-DG method The POD bases used by the local method for each prediction point are
built by considering the snapshots from the first 4 closest sampling points in the parameter space. The
threshold on the RIC is set to 99.9999%. This assures that almost all the information in the original
snapshots is kept in the basis. Even with this high value of RIC there are some elements in which the
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Table 1: Effect of pL on EHH′ (database 2x2)
yw α[
◦] EHH′(pL = 0) EHH′(pL = 1) EHH′(pL = 2) EHH′(pL = 3) EHH′(pL = 4)
0.03 31.7 0.224 0.127 0.099 0.071 0.
0.04 31.7 0.206 0.113 0.095 0.051 0.
0.03 33.7 0.221 0.120 0.095 0.049 0.
0.04 33.7 0.202 0.112 0.093 0.074 0.
local POD basis contains just 1 or 2 modes. In Figure 6 a map of the number of degrees of freedom per
element is shown: the reduction with respect to the original DG4 discretization is evident. The regions
of the domain in which the map has the value 4 require just 1 mode per element for all the conservative
variables. In order to simplify the implementation the same number of degrees of freedom is used for all
the conservative variables in each element. In particular, the size of the basis is chosen by taking the
maximum number of degrees of freedom required by the imposition of the RIC threshold between all the
four conservative variables.
Comparison of the methods The comparison between the TLG and the LPOD-DG methods is done
by evaluating the prediction error and the cost of the predictions. The cost includes the generation of
the database (which is the same for the two methods in this example) and the cost of the predictive
simulation. The cost of the predictive simulation can be related to the number of degrees of freedom
required by a DG1 simulation (3063 × 3 × 4 = 36756) for the TLG method and to the total number
of POD degrees of freedom (NPODDOF ) for the LPOD-DG method, respectively. The results are reported
in Tables 2, 3 and 4 for the 2 × 2, 3 × 3 and 5 × 5 databases, respectively. The results show that the
number of degrees of freedom required by a prediction with the TLG method is larger with respect to
the LPOD-DG method. However, the error obtained by the LPOD-DG method is significantly smaller
with respect to the TLG method. Furthermore, both methods allow a strong reduction of the cost with
respect to the full DG4 simulation which requires 183780 degrees of freedom.
It is interesting to note that when the sampling of the database is improved, the LPOD-DG method can
benefit of the better POD basis and gives a lower prediction error. This is true also for the TLG method
but only when the database is increased from 2 × 2 to 3 × 3. A further improvement in the sampling
(to the 5× 5 database) does not reduce the prediction error: this means that now the error of the TLG
method is fixed by the error of the DG1 predictive simulation. Any further improvement of the database
is useless. It would be necessary to increase the order of the low level simulation in order to exploit the
new information added in the database.
It is interesting to compare the error obtained by the two proposed methods with a classical DG dis-
cretization with approximately the same number of degrees of freedom. The total number of degrees
of freedom for a classical DG discretization can be obtained by Eq. 11(36756 for DG1, 73512 for DG2,
122520 for DG3, 183780 for DG4) which shows that the DG1 discretization requires a number of degrees
of freedom equal to the TLG method and comparable to the LPOD-G method. In Table 5 the predic-
tion error obtained by a classical DG1 simulation is reported: it is significantly higher than the errors
obtained by the TLG and LPOD-DG methods.
In Figure 7 the predicted total pressure loss distribution in the control section is reported for a reference
DG4 simulation, for the TLG and LPOD-DG methods (with database 3 × 3) and for a standard DG1
discretization. The first configuration (yw = 0.035599, α = 32.1016
◦) of Table 3 is considered. The
Figure shows clearly the better agreement obtained by the local method. The global method shows
negative losses in the region out of the wake where the losses should be zero: this could be related to the
fact that the projections used by the global method are done on the conservative variables and not on
the total pressure. The standard DG1 prediction which has the same number of degrees of freedom of
the TLG method gives a significantly higher error. This is due to the fact that the POD-based methods
work with POD modes obtained from DG4 snapshots: when the order of reconstruction is increased
from DG1 to DG4 with the same mesh there is an exponential convergence to the exact solution and
this explain why the standard DG1 simulation gives poor results with respect to the POD-based methods.
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Table 2: Comparison of global and local methods in predictive simulations (database 2x2)
yw α[
◦] NDOF (TLG) Er (TLG) NDOF (LPOD-DG) Er (LPOD-DG)
0.03559 32.10 36756 0.367 25860 0.183
0.03078 33.39 36756 0.327 25860 0.191
0.03979 33.39 36756 0.375 25860 0.064
0.03382 32.50 36756 0.292 25860 0.252
0.03712 33.16 36756 0.311 25860 0.187
0.03227 31.96 36756 0.463 25860 0.122
0.03770 32.94 36756 0.277 25860 0.229
0.03273 33.61 36756 0.394 25860 0.111
0.03606 32.33 36756 0.304 25860 0.231
0.03012 32.12 36756 0.443 25860 0.156
Table 3: Comparison of global and local methods in predictive simulations (database 3x3)
yw α[
◦] NDOF (TLG) Er (TLG) NDOF (LPOD-DG) Er (LPOD-DG)
0.03559 32.10 36756 0.274 22788 0.0861
0.03078 33.39 36756 0.290 22416 0.0849
0.03979 33.39 36756 0.275 21820 0.0490
0.03382 32.50 36756 0.269 22812 0.0471
0.03712 33.16 36756 0.269 21820 0.0825
0.03227 31.96 36756 0.307 22812 0.109
0.03770 32.94 36756 0.266 21820 0.0696
0.03273 33.61 36756 0.298 22416 0.0633
0.03606 32.33 36756 0.263 22788 0.145
0.03012 32.12 36756 0.310 22812 0.106
In Table 6 the norm-2 of the time derivative of the DG degrees of freedom (||r|| defined in Eq.30) is
reported for the predictive simulations with the LPOD-DG method. The Table shows that, in average,
the value of ||r|| tends to decrease when the sampling of the parameter space is improved.
8 Turbulent flow around a wind turbine airfoil
The TLG and the LPOD-DG methods are evaluated by considering the prediction of the flow around
a wind turbine airfoil. In particular the DU91-W2-250 profile is considered. The geometry and some
experimental results are available in [48]. The computational domain and the mesh are shown in Figure
10. The computational domain is a circle and the far field boundary is at 10 chords from the airfoil. The
mesh, generated by the high-order meshing tool Gmsh [28], is composed by a structured region close to
the wall surrounded by an unstructured triangular grid. It contains 7416 elements. Details of the mesh
close to the airfoil and in the trailing edge region are reported in Figures 11 and 12.
The experimental data shows that the stall for this airfoil is reached at approximately 10◦ of incidence
when the Reynolds number is 3 millions. Here we study the flow field for different values of Reynolds
number (Re) and angle of attack (α). The following ranges are chosen: 0.5 · 106 ≤ Re ≤ 2 · 106 and
3◦ ≤ α ≤ 12◦. The far field Mach number and turbulent intensity are set to M∞ = 0.2 and ν̂/ν = 1,
respectively.
A database of four high-fidelity simulations (p = 3) corresponding to the limits of the parameter
space is built. The database points are reported in Figure 13. All the database solutions are obtained
as a sequence of steady simulations from p = 0 to p = 3. Since the mesh is quite coarse the boundary
layer and the separated shear layer are strongly unresolved for the lower reconstruction orders: this can
lead to instability problems when large time steps are performed during the implicit time integration of
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Table 4: Comparison of global and local methods in predictive simulations (database 5x5)
yw α[
◦] NDOF (TLG) Er (TLG) NDOF (LPOD-DG) Er (LPOD-DG)
0.03559 32.10 36756 0.281 20060 0.0369
0.03078 33.39 36756 0.289 19604 0.0403
0.03979 33.39 36756 0.275 19000 0.0232
0.03382 32.50 36756 0.270 20252 0.0815
0.03712 33.16 36756 0.259 19648 0.0989
0.03227 31.96 36756 0.307 19568 0.0492
0.03770 32.94 36756 0.251 19216 0.0440
0.03273 33.61 36756 0.296 19176 0.0254
0.03606 32.33 36756 0.266 20228 0.0440
0.03012 32.12 36756 0.302 19568 0.0456
Table 5: Standard DG1 predictions
yw α[
◦] NDOF (DG1) Er (DG1)
0.03559 32.10 36756 1.86
0.03078 33.39 36756 1.82
0.03979 33.39 36756 1.78
0.03382 32.50 36756 1.85
0.03712 33.16 36756 1.79
0.03227 31.96 36756 1.89
0.03770 32.94 36756 1.80
0.03273 33.61 36756 1.80
0.03606 32.33 36756 1.84
0.03012 32.12 36756 1.89
Table 6: DG residuals in LPOD-DG prediction
yw α[
◦] |R| (db 2× 2) |R| (db 3× 3) |R| (db 5× 5)
0.03559 32.10 2.97E-04 2.04E-04 6.78E-05
0.03078 33.39 2.52E-04 3.52E-04 6.39E-05
0.03979 33.39 3.21E-04 1.80E-04 5.01E-05
0.03382 32.50 3.25E-04 1.65E-04 4.46E-04
0.03712 33.16 2.83E-04 9.96E-05 1.77E-04
0.03227 31.96 2.94E-04 1.32E-04 7.21E-05
0.03770 32.94 3.10E-04 1.13E-04 6.86E-05
0.03273 33.61 2.31E-04 1.01E-03 7.27E-05
0.03606 32.33 3.13E-04 3.54E-04 9.22E-05
0.03012 32.12 3.16E-04 1.54E-04 7.24E-05
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Figure 1: Mesh with 3063 elements
Figure 2: Entropy field for α = 31.7o and yw = 0.03 (left) and for α = 33.7
o and yw = 0.04 (right)
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Figure 3: Mach field for α = 31.7o and yw = 0.03 (left) and for α = 33.7
o and yw = 0.04 (right)
















Figure 4: Sampling points and test points in the parameter space
































Figure 5: Total pressure loss distribution for the sampling points in the database 2x2
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Figure 6: Distribution of the number of degrees of freedom per element: original DG4 (top) and local
POD approach (bottom)
















Figure 7: Prediction of the total pressure loss distribution with TLG and LPOD-DG methods
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Figure 8: Mach field at α = 12◦ and Re = 0.5 · 106 (left) and at α = 3◦ and Re = 2 · 106 (right)
the equations. In order to make the integration more robust, a filtering approach is adopted during the
initial transient following the approach proposed in [24]. This filtering stabilization is then deactivated
when the solution is close to the steady state.
The results of the high-fidelity simulations at Re = 0.5 ·106 / α = 12◦ (left) and Re = 2 ·106 / α = 3◦
(right) are reported in Figures 8 and 9 which show the Mach field and the modified eddy viscosity (ρν̂)
field, respectively. The field at the higher angle of attack is characterized by a large separation while
the flow is attached in the other configuration. This means that the range explored in this study is suf-
ficiently large to include both pre-stall and near-stall working conditions. The wall pressure coefficient
(cp) distribution is reported in Figure 14 for the database points: it is possible to identify a plateau on
the suction side close to the trailing edge at Re = 0.5 · 106 / α = 12◦ which corresponds to the separated
region.
The TLG and the LPOD-DG methods are tested by predicting the solution in nine configurations
reported in Figure 13. The RIC threshold is set to 99.9999% for both the TLG and LPOD-DG methods.
The local bases used by the LPOD-DG method are obtained by the p = 3 high-fidelity simulations while
the low and high-accuracy levels required by the TLG method are set to pL = 1 and pH = 3, according
to the algorithm proposed in Section 5.2.
These choices lead to a total number of degrees of freedom equal to 101645 and 111240 for the LPOD-DG
and the TLG methods, respectively. These values represent a significant reduction with respect to the
number of degrees of freedom in the high-fidelity DG3 discretization (370800). Figure 15 shows the spa-
tial distribution of degrees of freedom per element in the original DG and in the LPOD-DG discretisations.
The wall pressure coefficient (cp) distribution predicted by the TLG and LPOD-DG methods are
compared with the reference values obtained by the DG3 high-fidelity simulations and by standard DG1
simulations (which have the same online cost of TLG predictions and approximately the same cost of
LPOD-DG predictions). These results are reported in Figures 16-24. The results of the LPOD-DG
method are very close to the high-fidelity results and systematically better than those obtained by the
TLG method. Furthermore, the cost of the LPOD-DG method is significantly lower than the cost of
the high-fidelity simulations since the implicit integration of the LPOD-DG equations requires to solve a
system which is approximately 3.7 times smaller than the system required by the original DG3 scheme.
The results obtained by the TLG method show a prediction error which is comparable to the standard
DG1 computations: in some predictions the TLG performs better than the DG1 and vice versa. However,
the DG1 results are characterized by large oscillations which are typical of DG methods in the presence
of strongly unresolved boundary layers. On the contrary, the TLG results do not show these oscillations
because they are built on DG3 snapshots which have enough resolution in the boundary layer.
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Figure 9: Turbulent variable (ρν̂) field at α = 12◦ and Re = 0.5 ·106 (left) and at α = 3◦ and Re = 2 ·106
(right)
Figure 10: Computational mesh for wind turbine airfoil
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Figure 11: Computational mesh for wind turbine airfoil: region close to the wall
Figure 12: Computational mesh for wind turbine airfoil: detail of the trailing edge
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Figure 13: Database and predictions points in the parameter space


























Figure 14: Wall pressuce coefficient distribution for database points
21
Figure 15: Number of degrees of freedom per element in the DG3 scheme (left) and LPOD-DG scheme
(right)

















Figure 16: Predicted cp distribution for Re = 1.0 · 106 / α = 3◦


















Figure 17: Predicted cp distribution for Re = 1.0 · 106 / α = 5◦
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Figure 18: Predicted cp distribution for Re = 1.0 · 106 / α = 10◦
















Figure 19: Predicted cp distribution for Re = 1.0 · 106 / α = 12◦


















Figure 20: Predicted cp distribution for Re = 0.5 · 106 / α = 5◦
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Figure 21: Predicted cp distribution for Re = 0.5 · 106 / α = 10◦


















Figure 22: Predicted cp distribution for Re = 2.0 · 106 / α = 5◦
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Figure 23: Predicted cp distribution for Re = 2.0 · 106 / α = 10◦
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Figure 24: Predicted cp distribution for Re = 1.0 · 106 / α = 7.5◦
9 Conclusions
Two different ROM approaches are presented in the framework of a DG modal discretization.
The TLG method is based on global POD modes which are defined on the full computational domain.
It requires to compute a database of solutions which are used to build low-order and high-order POD
bases. This step can be easily accomplished in the framework of DG schemes because the accuracy of the
discretization can be incremented by adding more degrees of freedom in the elements without changing
the mesh. The TLG prediction is obtained by performing a low-order simulation, projecting the result on
the low-order basis and using the projection coefficients for the reconstruction with the high-order basis.
An offline algorithm for the choice of the reconstruction order required by the two levels is proposed.
The LPOD-DG method is based on the definition of a local POD basis in each element which can sub-
stitute the original DG basis. The ability of the POD to compress the information allows to reduced the
number of degrees of freedom inside each element with respect to the original DG scheme. The price
to pay for this reduction is an increase in the memory requirements related to the fact that a different
POD basis must be used for each conservative variable. The results show that the LPOD-DG method
allows to significantly reduce the simulation cost with respect to a full order DG solution.
A direct comparison between the two methods shows that the LPOD-DG method gives better predictions
at lower cost with respect to the TLG method when the same sampling of the parameter space is used.
Furthermore, the two methods behave differently when the sampling of the database is improved: on
one hand, the LPOD-DG method benefits from the new information which is added in the POD bases.
On the other hand, the TLG method shows some improvements when the sampling of the database is
increased until a limit error is reached. This limit of the TLG method seems to be related to the dis-
cretization error imposed by the low-order prediction. While the LPOD-DG method gives a prediction
error always lower than a comparable (in terms of degrees of freedom) DG1 simulation on the same mesh,
the TLG method shows smaller benefits, depending on the particular test case considered.
A particular implementation of the LPOD-DG method is suggested in order to make the approach less
intrusive. In particular, both the original DG basis and the POD basis can be kept in each element: in
this way the implementation reduces to the definition of projection operators but still allows to reduce
the size of the linear system required by the implicit time integration which represents the bottleneck
of the discretization. Furthermore, the availability of both bases allows to estimate the quality of a
predictive LPOD-DG steady simulation: while a steady solution is reached in the POD space, the time
derivatives of the DG degrees of freedom goes asymptotically to a finite value which gives indications on
the distance between the POD basis and the full DG basis. This error indicator could be exploited in
future works to locally adapt the solution by substituting the POD basis with the original high-fidelity
DG basis in those elements where the POD basis is not able to properly predict the solution.
The potential reduction in the number of degrees of freedom introduced by the LPOD-DG method in-
creases for high-order DG schemes and decreases for high-dimensional parameter spaces. So the method
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is efficient for smooth problems in which high-order schemes can be efficiently employed on coarse meshes.
The presence of shock waves, which limit the regularity of the solution, suggests the use of low-order
schemes with fine meshes and so the LPOD-DG method does not seem to be convenient for this kind of
problems because the number of POD modes in each element would become equivalent to the size of the
original DG basis. However, it would be interesting to evaluate the behavior of the LPOD-DG method
in the framework of hp-adaptive schemes: in the regions characterized by shock waves fine meshes with
low-order DG bases could be used for both high-fidelity and low-fidelity simulations. On the contrary,
smooth regions could be described by coarse meshes which use high-order DG bases in the high-fidelity
simulations and LPOD-DG bases in the low-fidelity predictions.
The proposed methods have been tested on the prediction of turbulent flows by means of RANS equa-
tions in a test case characterized by a fixed geometry studied under several different working conditions.
This kind of study could be used to accelerate RANS simulations in robust design analysis of industrial
components.
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[7] Alberto Bad́ıas, David González, Iciar Alfaro, Francisco Chinesta, and Elias Cueto. Local proper
generalized decomposition. In AIP Conference Proceedings, volume 1896, page 170007. AIP Pub-
lishing, 2017.
26
[8] Joan Baiges, Ramon Codina, and Sergio Idelsohn. A domain decomposition strategy for reduced
order models. application to the incompressible navier–stokes equations. Computer Methods in
Applied Mechanics and Engineering, 267:23–42, 2013.
[9] Maxime Barrault, Yvon Maday, Ngoc Cuong Nguyen, and Anthony T Patera. An ’empirical interpo-
lation’ method: application to efficient reduced-basis discretization of partial differential equations.
Comptes Rendus Mathematique, 339(9):667–672, 2004.
[10] Francesco Bassi, Lorenzo Botti, Alessandro Colombo, Daniele A Di Pietro, and Pietro Tesini. On
the flexibility of agglomeration based physical space discontinuous galerkin discretizations. Journal
of Computational Physics, 231(1):45–65, 2012.
[11] Michel Bergmann, C-H Bruneau, and Angelo Iollo. Enablers for robust pod models. Journal of
Computational Physics, 228(2):516–538, 2009.
[12] Michel Bergmann, Thierry Colin, Angelo Iollo, Damiano Lombardi, Olivier Saut, and Haysam Telib.
Reduced order models at work in aeronautics and medicine. In Reduced Order Methods for Modeling
and Computational Reduction, pages 305–332. Springer, 2014.
[13] Michel Bergmann, Andrea Ferrero, Angelo Iollo, Edoardo Lombardi, Angela Scardigli, and Haysam
Telib. A zonal galerkin-free pod model for incompressible flows. Journal of Computational Physics,
352:301–325, 2018.
[14] T Braconnier, M Ferrier, J-C Jouhaud, M Montagnac, and P Sagaut. Towards an adaptive pod/svd
surrogate model for aeronautic design. Computers & Fluids, 40(1):195–209, 2011.
[15] Marcelo Buffoni and Karen Willcox. Projection-based model reduction for reacting flows. In 40th
Fluid Dynamics Conference and Exhibit, page 5008, 2010.
[16] Marcelo Buffoni, Haysam Telib, and Angelo Iollo. Iterative methods for model reduction by domain
decomposition. Computers & Fluids, 38(6):1160–1167, 2009.
[17] A Burbeau and P Sagaut. A dynamic p-adaptive discontinuous galerkin method for viscous flow
with shocks. Computers & fluids, 34(4-5):401–417, 2005.
[18] Alfonso Caiazzo, Traian Iliescu, Volker John, and Swetlana Schyschlowa. A numerical investiga-
tion of velocity–pressure reduced order models for incompressible flows. Journal of Computational
Physics, 259:598–616, 2014.
[19] Kevin Carlberg and Charbel Farhat. A compact proper orthogonal decomposition basis for
optimization-oriented reduced-order models. In 12th AIAA/ISSMO Multidisciplinary Analysis and
Optimization Conference, page 5964, 2008.
[20] Kevin Carlberg, Charbel Bou-Mosleh, and Charbel Farhat. Efficient non-linear model reduction via
a least-squares petrov–galerkin projection and compressive tensor approximations. International
Journal for Numerical Methods in Engineering, 86(2):155–181, 2011.
[21] Saifon Chaturantabut and Danny C Sorensen. Nonlinear model reduction via discrete empirical
interpolation. SIAM Journal on Scientific Computing, 32(5):2737–2764, 2010.
[22] Francisco Chinesta, Adrien Leygue, Felipe Bordeu, Jose Vicente Aguado, Eĺıas Cueto, David
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[31] Miloš Ilak and Clarence W Rowley. Modeling of transitional channel flow using balanced proper
orthogonal decomposition. Physics of Fluids, 20(3):034103, 2008.
[32] Donald R Jones, Matthias Schonlau, and William J Welch. Efficient global optimization of expensive
black-box functions. Journal of Global optimization, 13(4):455–492, 1998.
[33] Sven Kaulmann, Mario Ohlberger, and Bernard Haasdonk. A new local reduced basis discontinuous
galerkin approach for heterogeneous multiscale problems. Comptes Rendus Mathematique, 349(23-
24):1233–1238, 2011.
[34] Dimitar Lukarski and Nico Trost. Paralution project. URL http://www. paralution. com. Accessed:
December, 2014.
[35] Yvon Maday and Einar M Ronquist. The reduced basis element method: application to a thermal
fin problem. SIAM Journal on Scientific Computing, 26(1):240–258, 2004.
[36] Bernd R Noack, Paul Papas, and Peter A Monkewitz. The need for a pressure-term representation
in empirical galerkin models of incompressible shear flows. Journal of Fluid Mechanics, 523:339–365,
2005.
[37] Stanley Osher and Fred Solomon. Upwind difference schemes for hyperbolic systems of conservation
laws. Mathematics of computation, 38(158):339–374, 1982.
[38] Maurizio Pandolfi. A contribution to the numerical prediction of unsteady flows. AIAA journal, 22
(5):602–610, 1984.
[39] Benjamin Peherstorfer, Karen Willcox, and Max Gunzburger. Survey of multifidelity methods
in uncertainty propagation, inference and optimization. Technical report, Technical Report TR-
16-1. Aerospace Computational Design Laboratory, Department of Aeronautics and Astronautics,
Massachusetts Institute of Technology, Cambridge, MA, USA, 2016.
[40] Alfio Quarteroni and Gianluigi Rozza. Reduced order methods for modeling and computational
reduction, volume 9. Springer, 2014.
[41] Alfio Quarteroni, Gianluigi Rozza, and Andrea Manzoni. Certified reduced basis approximation for
parametrized partial differential equations and applications. Journal of Mathematics in Industry, 1
(1):3, 2011.
28
[42] Clarence W Rowley. Model reduction for fluids, using balanced proper orthogonal decomposition.
International Journal of Bifurcation and Chaos, 15(03):997–1013, 2005.
[43] Clarence W Rowley, Tim Colonius, and Richard M Murray. Model reduction for compressible flows
using pod and galerkin projection. Physica D: Nonlinear Phenomena, 189(1):115–129, 2004.
[44] David Ryckelynck. A priori hyperreduction method: an adaptive approach. Journal of computational
physics, 202(1):346–366, 2005.
[45] Peter J Schmid. Dynamic mode decomposition of numerical and experimental data. Journal of fluid
mechanics, 656:5–28, 2010.
[46] Sirod Sirisup, George Em Karniadakis, Dongbin Xiu, and Ioannis G Kevrekidis. Equation-
free/galerkin-free pod-assisted computation of incompressible flows. Journal of Computational
Physics, 207(2):568–587, 2005.
[47] Lawrence Sirovich. Turbulence and the dynamics of coherent structures part i: coherent structures.
Quarterly of applied mathematics, 45(3):561–571, 1987.
[48] WA Timmer and RPJOM Van Rooij. Summary of the delft university wind turbine dedicated
airfoils. Journal of solar energy engineering, 125(4):488–496, 2003.
[49] Massimiliano Vasile, Edmondo Minisci, Domenico Quagliarella, Marc Guénot, Ingrid Lepot, Caro-
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