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Abstract
Diabetes is an incurable metabolic disease characterized by high blood sugar levels.
The feet of people with diabetes are at the risk of a variety of pathological consequences
including peripheral vascular disease, deformity, ulceration, and ultimately amputation.
The key to managing the diabetic foot is prevention and early detection. Unfortunately,
current hospital centered reactive diabetes care and the availability of inadequate
qualitative diagnostic screening procedures causes physicians to miss the diagnosis in 61%
of the patients. We have developed a computer aided diagnostic system for early detection
of diabetic foot. The key idea is that diabetic foot exhibits significant neuropathic and
vascular damages. When a diabetic foot is placed under cold stress, the thermal recovery
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will be much slower. This thermal recovery speed can be a quantitative measure for the
diagnosis of diabetic foot condition. In our research, thermal recovery of the feet following
cold stress is captured using an infrared camera. The captured infrared video is then filtered,
segmented, and registered. The temperature recovery at each point on the foot is extracted
and analyzed using a thermal regulation model, and the problematic regions are
identified. In this thesis, we present our research on the following aspects of the developed
computer aided diagnostic systems: subject measurement protocols, a trustful numerical
model of the camera noise and noise parameter estimations, infrared video segmentation,
new models of thermal regulations, thermal patterns classifications, and our preliminary
findings based on small scale clinical study of about 40 subjects, which demonstrated the
potential the new diagnostic system.
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#

Abbreviators Meaning

1.

IR

Infrared (meaning thermal infrared as default)

2.

NIR

Near infrared

3.

ROI

Region of interest

4.

[D]PN

[Diabetic] peripheral neuropathy

5.

ODE

Ordinary differential equation

6.

PDE

Partially differential equation

7.

FLIR

FLIR model SC 305 infrared camera

8.

Heimann

Heimann 32x31 infrared array module

9.

CCD

Charge-coupled device

10. CMOS

Complementary metal–oxide–semiconductor

11. FOV

Field of view

12. LED

Light emission diode

13. PCB

Printed circuit board

14. BB

Black body

15. FIR

Finite impulse response (filter)

16. ACF

Autocorrelation function

17. CCF

Cross-correlation function

18. MS

Microsoft (company name)

19. VBA

Visual basic for application (programming language)

20. RGB

Red-green-blue (color space, visible band)

21. 2D (3D)

Two-dimensional (three-dimensional)
vii

22. GUI

Guided user interface

23. CAD

Computer-aided diagnosis

24. LF (HF)

Low (high) frequency

25. PCA

Principal component analysis

26. ICA

Independent component analysis

27. CIVD

Cold-induced vasodilation
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Introduction
Sing, goddess, the anger of Peleus' son Achilles and its devastation...
Homer. Iliad.
The lock has been filled with melted bronze. Who knows what's in there?
Shi Nai'an, and Luo Guanzhong. Water Margin.
According to the Center for Disease Control (CDC), diabetes afflicts an estimated
171 million people worldwide. Diabetes patients are at risk of a wide range of
complications including heart disease, kidney disease (nephropathy), ocular diseases
(diabetic retinopathy), and diabetic peripheral neuropathy (hereafter DPN), i.e., nerve
damage [1][2][3]. Neuropathy most often affects in the lower extremities (i.e., leg and foot)
and can lead to serious pathological consequences. In this research, we focus on the feet of
diabetes patients, which are at risk of peripheral neuropathy. It is estimated that 50% of
diabetes have some degree of neuropathy. Fifteen percent of them will develop a foot ulcer
during the lifetime [2][4][5][6]. Foot ulcers are the main cause for 85% of lower extremity
amputation in patients with diabetes [7][8][9][10].
In the US, diabetes afflicts approximately 25.8 million Americans (8.3% of US
population) [11]. The cost for managing diabetes was 245 Billion USD in 2012, of which
one third can be attributed to diabetic foot. The long-term management of diabetes has
become one of the greatest challenges and burdens of the US Health Care System. The goal
of this research is to develop a computer aided diagnostic system for the early detection
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and prevention of diabetic foot conditions.
Studies have shown that neuropathy is a cause for the impairment of blood flow in
the diabetic foot [12][13]. Patients with long-standing neuropathy have poor regulatory
mechanisms and microcirculatory dysfunction [14][15]. This condition is linked to
neuropathic complications that alter the regulatory mechanisms controlling blood flow in
the extremities (e.g., foot), which is confirmed by laser Doppler studies [16][17][18].
The key to preventing the advanced stages of DPN is early detection and
intervention. Traditional techniques for diagnosing peripheral neuropathy are mostly based
on sensory examination. Examples of these tests include Semmes-Weinstein monofilament
testing [19], i.e., a monofilament wire is used to exert about 10 gram of force against a
location on plantar surface of the foot for 1 second, tuning fork [20][21], pinprick sensation
[22], vibration perception threshold [23][24], just to name a few. Most of these tests are
simple and noninvasive and aim to determine if a patient has lost sensation in the feet. The
patients who for example, cannot reliably detect the location of a monofilament are
considered to have lost sensation and have developed neuropathy. Many of these tests
unfortunately present significant inter- and intra-observer variability. Studies have revealed
that physicians may miss the diagnosis of diabetic peripheral neuropathy in as much as
61% of patients. A reliable and quantitative means for evaluating capillary function for
early (possibly pre-clinical) diagnosis of peripheral neuropathy and the risk of foot ulcers
are still lacking. A repeatable means for accurately measuring pre-clinical signs of
peripheral neuropathy would reduce significantly the magnitude of morbidity from this
disease.
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We have developed a new system for early quantitative detection of diabetic
neuropathy based on thermal imaging and bioinformatics techniques. The key to our
system is to use infrared imaging to quantitatively measure the thermal response of the feet
of diabetic patients following cold stress. The technique is based on the theory that
neuropathy causes impairment of blood flow in the diabetic foot [13]. Patients with
neuropathy will have poor thermoregulation [14]. However, unlike the previous attempts,
which used thermal imaging to image diabetic foot [25][26][27][28][29], and focused on
discovering skin/tissue temperature differences for individuals and spatial variations, we
focused on the thermoregulation characteristics with respect to time following cold
stimulus. The rationale for this, which has been hypothesized by a number of other
investigators [30][31][32], is that with poor thermoregulation, a diabetic foot after being
cooled or warmed should recover slower to the core body temperature.
In our new system, a dynamic technique has been employed to overcome the
shortcomings of previous static thermal measurements. More specifically, a cold stimulus
is first applied to the diabetic foot, which will trigger the thermal auto-regulation. The
recovery of the foot to the core body temperature is then captured with a thermal imaging
device. The thermal video is then processed and analyzed to produce a quantitative measure
of the thermoregulation of the foot. The model parameters obtained are finally used to
classify the two main categories of interests, i.e., diabetic patient with and without risk of
peripheral neuropathy. It is also worthwhile to note that such studies have only been made
possible in the recent decade with the availability of high resolution and high sensitivity
portable thermal imaging devices. Unfortunately, even in present times these devices
cannot be claimed as low cost ones. Thus, another goal we had during this research is to
3

develop a low cost medical embedded system that provides in-home, quantitative, objective
and repeatable means for early detection of diabetic foot.
The research presented in this dissertation is multidisciplinary, and spans statistical
physics, image processing, physiology and medicine, applied electronics, control theory,
and of course, computer science as well. The rest of the work is organized as follows.
Chapter 1 describes our clinical experimental set up, which includes the IRB-approved
patient study protocol and characteristics of the measuring devices. Chapter 3 describes
the preprocessing of the captured infrared video, registration of video frames and tracking
of the feet. Chapter 4 presents our novel bio-heat transfer models based on
thermoregulation for parameter extraction for the recovery phase. Chapter 5 is about the
modeling of Heat transfer during the cooling phase extends the thermal model to the
cooling phase of the experiment. Chapter 6 discusses different approaches of diagnosis and
presents some classification results. Chapter 7 concludes the thesis and discusses future
work.
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Chapter 1 The experiment
His hand automatically kept on making the dainty motion, practiced a
thousand times over, of dunking the handkerchief, shaking it out, and
whisking it rapidly past his face, and with each whisk he automatically
snapped up a portion of scent-drenched air, only to let it out again with the
proper exhalations and pauses. Until finally his own nose liberated him from
the torture, swelling in allergic reaction till it was stopped up as tight as if
plugged with wax. He could not smell a thing now, could hardly breathe.
Patrick Süskind, The Perfume.

1.1 The standard protocol
The general idea of the experiment is to take a thermal infrared video of the foot
before and after the cold stress. The following equipment has been used for the experiment,
see Figure 1.1. :


A water basin for 2 gallons of cooled water with a digital thermometer for tracking the
water temperature, Figure 1.1. .c)



A chair



A feet support.



Infrared cameras (see detail described below). (We used a Panasonic RGB camera
during the early stage of the experiments. We have later on decided that the RGB video
is not useful to our purpose.)
5



The tripod[s] for the cameras.



Semmes-Weinstein monofilament, see Figure 1.1. b).



128-Hz vibration tuning fork, see Figure 1.1. b).



Computer for camera control and data storage and processing.

b)

a)

c)

Figure 1.1.
a) the natural experiment setup
b) the 10 g. Semmes-Weinstein monofilament (above) and the 128-Hz vibration tuning fork (below)
c) the bagged foot in the water bassin

The subject study protocol approved by West Cost Institutional Review Board
(IRB) includes the following steps.
1. Reviewing of the subject including the existed diagnosis and current medication used.
2. Visual inspection of the feet and toes; any existence of reddened, pale, blue or shiny
skin, crooked toes, plantar callus, etc. must be noted.
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3. 10-gram monofilament test. The goal is to check the sensitivity of the skin to 10 gram
of force [33][34]. The inability to feel the filament indicates that patient is at risk for
advanced stages of peripheral neuropathy, i.e. foot ulceration. More specifically, the
monofilament is applied to the subject with eyes closed for one second (see Figure 1.2.
to the pre-selected points of the foot Figure 1.2. The patient should respond “yes” each
time he/she feels the stimulus.
4. Vibration tuning fork test [33][35]]. The vibration perception threshold (VPT) test
assesses nerve fiber function. The tuning fork is stroke and applied to the pre-selected
points. The patient with eyes closed should respond when the vibration is “on” and
when “off”, see Figure 1.2.
5. Clean the patient’s feet with an alcohol tissue.
6. A 3-minute thermal IR video is then taken of the patient’s foot. This video will be used
as a baseline control video.
7. Put the patient’s foot into a thin waterproof plastic bag. Put the foot to the cold bath
with a temperature ~13C for a ~5 minutes, see Figure 1.1. Record the room air
temperature and the water temperature before and after the cold stress.
8. Take the foot out of the cold water, remove the plastic bag, and place the foot on the
feet support. Take the thermal IR video for 15 minutes.
Note that, the cooling water temperature, cooling time, and the how long the recovery
process will be imaged are all experimental parameter. The numbers shown were from the
original protocol. We have investigated the impact from varying these parameters. The
details are presented in the Chapter 4.3.
7

1.2 The standard protocol
The following three types of subjects are enrolled in our study:


Diabetes for 10 years with no peripheral neuropathy



Diabetes for 10 years with peripheral neuropathy



Normal (control)

Figure 1.2.

a)

b)

c)

d)

Monofilament test a) and the corresponding application points b) [34];
vibrating fork test c) and the corresponding application points d) [35].

The existed diagnosis is assumed as the ground truth for the future classification.
Visual inspections, monofilament test, and tuning fork test are included to detect the
8

problematic areas of the foot if any.
The points of interests for the tuning fork test correspond to the bones [2] and
described in Figure 1.2. . The monofilament test was performed to the highlighted points
on the foot as it is shown at Figure 1.2. , which also correspond to the bones.

1.3 Summary.
Totally the data of 70 experiments with 41 subjects have been collected.
Particularly: 37 experiments with 11 control subjects (including 23 experiments with the
subject VQB 04); 14 experiments with 14 subjects with diagnosed DPN for 10 years or
more; 19 experiments with 16 diabetic subjects without diagnosed DPN.

9

Chapter 2 The cameras
2.1 General Requirement
The infrared (hereafter IR) camera is the main measuring device in our experiment.
Thermal (functional) imaging can anatomically show relevant information that is useful in
the assessment of local and regional function of the microvascular network. Performing
regional analysis of the effects of cold provocation is equally important in the evaluation
of people with diabetes. The thermal image videos present information about the blood
delivery and blood extraction for a particular region as affected by damaged neurons and
small vessels in that region of the body. For example, an image of the dorsal surface of the
foot reflects both the systemic microvascular status and the status of the large
(macrovascular) vessels supplying the leg. A pattern of the toes and plantar regions of the
foot will reveal the spatial and temporal dynamics of the microvascular network, which
contains information not currently analyzed for finding the relations of these parameters
(spatial and temporal) to the risk of the onset or increase in the level of peripheral
neuropathy.
The first main requirement to the cameras is the wavelength. We need to acquire a
thermal radiant emittance within the thermal IR band, i.e., the spectral change of 7-13 m
region of the infrared spectrum. At these wavelengths, one is measuring the thermal
emission from the field of view, in our case the plantar region of the subject’s foot. The
wavelength determines the type of optics (usually germanium vs. traditional silicon) and
the type of sensors (usually uncooled or even liquid nitrogen cooled bolometers vs. widely
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used CCD and CMOS ones) which both make the thermal IR cameras more expensive than
the cameras working in visual or Near IR band. (Note that, the Near IR band, of NIR band
if the typical spectral range for night vision applications.)
When choosing an IR camera, the following aspects were considered: (1) accuracy
and the thermal sensitivity, (2) dynamic range, (3) frame rate, (4) spatial resolution, and
(5) cost. The camera choice represents a tradeoff between the above parameters.

2.2 FLIR SC305
This 320x240 pixel thermal IR camera became our main measurement device. It
has the frame rate ~8 Hz, 14 bpp (bit per pixel) dynamic range, 0.05C thermal sensitivity
in 7.5-13 m range [36]. It uses uncooled bolometer with 25 m pixel pitch as the thermal
IR sensor and costs US$ 12,000 (with the software) at the time of the experiment. It has
the prime lens with 18 mm focal length and f-number 1.3 which corresponds to 25 18.8
field of view (hereafter FOV) with the focal plane electronically adjustable from the
minimum distance 0.250 m to infinity. The depth of field at 0.8 m is ~300 mm which is
sufficient to keep the whole foot in focus.

2.3 Heimann array module
We have also experimented with the Heimann IR camera, which is about 1/6 of the
cost of the FLIR 305 camera. The Heimann camera has the prime lens with focal distance
10 mm and f-number 1.0 which corresponds to 38.8 FOV for the 32x31 pixel sensor with
220 m pixel pitch [37]. The depth of field is 250 mm at 350 mm distance. The Heimann
camera is also sufficient for the study but is much noisier than the high-end FLIR camera,
see the Figure 2.1. , Table 2.1. , and Chapter 2.7 for more details.
11

a)

b)

c)

d)

Figure 2.1.
FLIR SC305 camera a) and the sample thermal IR foot pattern b);
Heimann 32x31 array module c) and corresponding thermal IR foot pattern d)

2.4 Low cost IR diagnostic system
The high cost of the camera means that the screening is too expensive even for
clinics and can only be carried out in hospitals or diabetes care centers. Early detection and
prevention of diabetic foot will require routine monitoring of the foot. Thus, the solution
to the long-term management of diabetic foot must be a home-oriented, patient/person
centered process. It is highly demanding to develop a system that is low cost for routine inhome use. Towards that goal, we present a lightweight, foot neuropathy diagnostic system
using infrared sensors [38].
Figure 2.2. shows the schematic overview of our infrared diagnostic system. The
12

system consists of one microcontroller (Microchip® PIC18F4550 processor), four infrared
sensors (the Melexis® MLX90614-ESF-DCH infrared temperature sensors [39]), one
serial communication module and a wireless Bluetooth module. Also, an LED display with
push buttons is included for user control and interface (not shown in Figure 2.2. ).
Compared to the FLIR Infrared Camera, which is about $12,000, the embedded system
costs about $300 (including PCB manufacturing cost), but will be significantly cheaper
when mass-produced.

Figure 2.2.

The design of the low cost IR diagnostic system

A graphical user interface application on PC is also implemented using Microsoft
Visual Studio for receiving and processing data from the embedded system.
The Melexis® MLX90614-ESF-DCH infrared sensor can be used for non-contact
temperature measurement. It is packaged in a TO-39 can with integrated low noise
amplifier, 17-bit ADC and DSP unit. The field of view is 10-degree. The sensor supports
both SMBus and PWM with 10-bit output. The maximum temperature range is 40C~125C and can reach up to the resolution of 0.02C. In the range of 0C~50C, the
sensor nominal accuracy is 0.5C. The voltage supply of the sensor is 2.6 ~ 3.6V, and the
current consumption is about 2mA. When first powered on, the sensor takes 0.65 seconds
to warm up, and the response time is about 50ms in use. The sensor also supports a sleep
mode for power saving. Under the sleep mode, the sensor pulls a negligible current of less
13

than 6A, and it will take about 33ms to wake up the sensor.

Figure 2.3.

The low cost IR diagnostic system

Microchip® PIC18F4550 is a low-power microcontroller and consists of various
communication and control resources, including Serial-USB adaptor, I2C (i.e., SMBus),
and PWM. Its operating voltage is 2~5.5V. It has 32KB flash memory, 2KB SRAM, 256B
EEPROM. It also has a high current for peripherals and can support up to 25mA as sink
and source. It supports run, idle, and sleep mode. In idle mode, which is most of the time
we set the controller to, the current is down to 5.8A with all the peripherals on.
For wireless communication, we select the RN-42 Class 2 Bluetooth Module. It
supports Baud rate from 1,200 bps up to 921 Kbps, where the non-standard baud rates can
be programmed. The transmission range is 60 feet (20 meters). Its frequency is 2,402 ~
2,480 MHz. It also supports 128-bit encryption and error correction. Power consumption
is 26A for sleep mode, 3mA when connected, and 30mA during transmission. However,
transmission only takes a few microseconds.
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An LED display is added to facilitate user operations of the device. When turned
on, the display pulls about 30 ~ 40mA.
Since the diabetic foot doesn’t affect the foot uniformly, the infrared sensors can
also be customized to monitor different areas for different patients when prescribed for inhome monitoring. Our strategy is to use an array of TO-39 sockets, thus allowing the
sensors to be custom arranged to monitor different regions.
2.4.1 Power management
When designing the device, our goal is to run the system on two AA batteries for
at least a year. Assuming the patient take a measurement once every two days, each
measurement takes about 15 minutes, and a usual AA battery operates at 1,800 mAh
(milliampere hour), this means the entire system should be operating at about 40mAh, i.e.,
pulling a current of about 40mA. Our initial measurement indicates that without any power
management, the total consumption is about 50mA with 4 infrared sensors. Since we are
measuring patient temperature changes, a sampling rate of 1Hz is sufficient for the
application. To take advantage of this, we programed the system to put everything to sleep
whenever possible. This reduces the power consumption to about 3mA on average with the
LED display turned off.
It is also worth mentioning that when the system is connected to a computer via
USB, all power is drawn from the USB connection, and the system is fully turned on.
2.4.2 Impact of field of view
Since the device is designed for in-home use, the set up may not always be accurate,
which means the field of view, i.e., distance from the subject may change. To estimate the
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impact of field of view, the system was placed at a distance of 2.5 cm, 5 cm, 12.5 cm, and
25 cm from an object with uniform temperature. For each particular distance, the average
of 2-minute recording at 1 Hz sampling rate is taken for analyzing the statistical properties
of the sensor. The results are shown in the table below (recall that our prototype board has
4 sensors):
Table 2.1.

Distance(cm)
Sensor (C)
#1


#2


#3


#4



2.5

5

12.5

25

25.65
0.06
25.81
0.06
25.88
0.05
25.86
0.07

25.61
0.06
25.77
0.06
25.80
0.06
25.77
0.06

25.61
0.05
25.77
0.05
25.80
0.05
25.78
0.06

25.75
0.06
25.89
0.06
25.89
0.06
25.86
0.06

As can be seen from the table, the impact of sensor to object distance is almost
negligible. For a distance of about 25cm, which well beyond the range of our patient
experiments, the impact of distance is only about 0.15C.

2.5 Comparison of cameras
The Table 2.2. collects the main attributes of the specification of the cameras
described above.
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Specifications of the cameras
Camera name
FLIR SC 305
Table 2.2.

Heimann 32x31
array

Low cost IR
diagnostic system

Wavelength, m
Focal length, mm
FOV

7.5-13
18
25x18.8

8-14
10
38.8

Minimum focus
distance, m
F-number
Focus

0.25

0.1

5.5-14
10 for each
sensor
0

Optical

Detector type

IR resolution
Detector pitch, m

1.3
1.0
Electric (built-in
+
motor)
Detector
Focal plane array
Focal plane array
(FPA), uncooled
(FPA), uncooled
microbolometer
microbolometer
320×240
32×31
25
220

+

Single uncooled
microbolometers
4 single
490 (sensor area)
10000 (distance
between the
sensors)

Data
Dynamic range, bpp
Frame rate, Hz

14
9

Thermal sensitivity,
C
Accuracy, C

0.05

12
20
Measurement
0.1

2 or 2% of
reading

10
1
0.02

3

0.5 (0.1 in
“medical” range)

2.000

300 (for a single
test unit)

Cost
Cost, US$

12.000

Whereas the main differences between the first two cameras are in resolution and
sensitivity, the low cost diagnostic system represents a completely different approach. The
closest biological analogies are: the eye of a human (or generally an animal), and the eye
of an insect; see Figure 2.4. The first one has one main lens, which projects the light (in
some wavelength range) to the sensor. The parts of the projection corresponding to the
different pixels (photoreceptors) do not overlap and almost do not have gaps in between
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(more precisely, are as dense as the photoreceptors). In the second case each pixel has its
own lens which are independent, i.e. virtually could be targeted anywhere. There is no focal
plane for that type of sensors in principle. The “focal plane” could be assumed for the
planar array of the independent sensors as the plane where the projections of the objects to
the corresponding sensors are quite dense but do not overlap.

a)
Figure 2.4.

b)
Human eye a) and facet insect eye b) [40]

Let’s take a look on the synthetic “image” which actually is the superposition of
the independent signals from the corresponding sensors. For the clearness let’s not literally
follow the current 4×1 design but generalize the concept as N×M board, which is also
possible to implement on the element base described above. The minimum diameter of the
spot which is just 25 mm far from the main “focal plane” for 38.8 FOV is 17.8 mm, i.e.
the diameter of the spot on the inner arch foot captured by one sensor is that much bigger
than the diameter of the spot from the ball, see Figure 2.5.
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a)
Figure 2.5.

b)

Foot shape a) and exaggerated projection of the matrix FOV to the image plane b)

This feature and corresponding inaccuracy due to 3D feet shape should be taken
into account, which generally requires of a 3D foot model for the compensation. To avoid
the overlapping of spots taking into account the non-parallel optical axes we need to bring
the subject even closer to the “focal plane”. So, we placed the array with the 1 cm distance
between 10 FOV sensors approximately to 5 cm from the object to get the non-overlapped
projected spot diameter 8.7 mm, see Figure 2.6.

a)
Figure 2.6.

b)

The experiment setup with the low cost IR diagnostic system a) and the aproximate areas of the
foot projected to the corresponding sensors (highlighted white circles), b).
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However, since the embedded system is for in-home use and will be customized for
tracking particular spot or spots on the foot, it is sufficient for the application.

2.6 Calibration
Generally speaking, by calibration, or radiometric calibration we aim to ensure that
all measurements are accurate and precise. In a nutshell, the calibration will produce a
function f, such that when applied to the measured value x, T = f (x) is the true temperature
(within certain pre-specified error criteria). Most cameras require frequent recalibration.
For example, the FLIR SC 305 camera has to be recalibrated every 6 months as per the
manufacturer requirements.
The raw output from IR cameras are 16-bit integers from analog-to-digital converters
(ADC). There raw output are not temperature readings but the measured radiant emission
of the objects. From Stefan-Boltzmann Law [41], the energy radiated by a blackbody
radiator per second per unit area is proportional to the fourth power of the absolute
𝑃

temperature and is given by 𝐴 = 𝜀𝜎𝑇 4 , where P is the radiated power, A is the area, 𝜀 is
the emissivity (0.98 for human tissue), 𝜎 is the Stefan-Boltzmann constant (5.670310-8
watts/m2 K4), and the temperature, T, is in degrees Kelvin K. Thus the raw output, i.e., the
radiant emission is proportional to the fourth power of the absolute temperature T.
An Omega BB703 black body [42] was used for the calibration of the cameras, see
Fig. 2.8 a) below, where the black circle is the black body and the digital indicator left
displays the current temperature value at 0.1C resolution. This black body has a
temperature range from ambient temperature to 100C with 0.3C stability; see Figure 2.7.
20

a)

b)

c)

Figure 2.7.
Omega BB703 black body a) and
the sample thermal IR patterns during the calibration via FLIR SC305 b) and Heimann 32x31 c)

Different camera manufacturers use different calibration rules. For FLIR, a
polynomial degree 4 is suggested for the entire camera, see Figure 2.8.
For the experimental low cost device, we calibrated each sensor individually; 8
temperature measurements have been done within the 27 ~ 35 C range. During the
calibration, each sensor was placed 5 cm away from the black body to ensure that the field
of view of sensor is completely within the active region of the black body.
The calibration measurements indicated a linear relationship between the set
temperature of the black body and the sensor readings with an accuracy of 0.2 ~ 0.4C; see
Figure 2.8. For the temperatures below the calibrated range we used corresponding
extrapolation. These calibrations gave us confidence that the sensors were indeed within
the specifications from the manufacturer.
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a)

b)
Figure 2.8.

Sample calibration data. FLIR CS305 a); one sensor of the low cost IR diagnostic system

2.7 Noise of the experiment
Accordingly to [36] and [37], the cameras has uncooled microbolometer array
thermal infrared sensor; the low cost system has independent microbolometers [39].
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Following [43], the main sources of the noise in uncooled microbolometers are the
following: white Johnson noise, white thermal noise, 1⁄𝑓 flicker noise due to resistance
fluctuations, and drift noise with approximately 1⁄𝑓 2 spectral density. The influence of
other sources of noise such as different environmental noise including microphonics
(vibrations which can produce noise in electric circuits), air currents, light induced noise
and electromagnetic influence are usually minimized by the manufacturers and can be
neglected. Thus, the power spectrum of the noise can be written [43] as follows:
𝑏2 𝑐 2
𝑆(𝑓) = 𝑎 + + 2 ,
𝑓 𝑓
2

where 𝑎2 , 𝑏 2 , and 𝑐 2 stand for the variances of the white, flicker, and drift noise,
correspondingly. The drift noise could be almost filtered out with the high-pass filter.
Almost in the whole bandwidth the 1⁄𝑓 noise is the most valuable component; only at the
very high frequencies the spectrum becomes almost invisibly more flat due to Johnson
noise.
1⁄𝑓 noise seems to have equal power at all frequencies. The terms flicker noise,
1/f noise, and pink noise [44] are synonyms. “Pink” color has been chosen to emphasis that
this noise it has high intensity on low frequencies and low intensity at high frequencies,
but fades with frequency increasing not as fast as 1⁄𝑓 2 “red” noise. The term “pink noise”
is more general and used not only for the canonic 1⁄𝑓 , but also for the 1⁄𝑓 2−𝛼 noise,
where 0 < 𝛼 < 2.
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a)

b)

c)

d)

Figure 2.9.
Sample realizations, i.e. zero-mean temperature dependence at one pixel in time denoted as  (left
column, blue plots) and corresponding loglog power spectra (right column, purple plots) of thermal IR
signals from FLIR SC305 a) and b), Heimann 32x31 array c) and d), correspondently. 𝑓𝑠 stands for the
sampling frequencies.

Generally, pink noise has Tweedie distribution [45], i.e. not necessarily normal.
The chi-square test of the experimental data refused the normal distribution 0-hypothesis;
see the plots at Figure 2.10.

Here and below the paragraph is illustrated with the

experimental data from the FLIR SC305 camera as default (otherwise the different camera
type is marked).
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Figure 2.10.

Histograms of zero-mean temperatures at 6 different ROIs with the estimated parameters of the
corresponding normal random processes and all refused results of chi-square test.

2.7.1 Separation of the noise
Let’s first investigate the signal to separate the sources of the noise. Take a brief
look at Figure 2.9. a) to see the slow change of the temperature with the period ~4…6 min
together with the fast changes. Even the most thermostatically stable available source of
the temperature, which the calibrator is, cannot keep absolutely the same temperature for a
while. In the environment colder that the required temperature, the calibrator first warms
up to the little bit higher temperature within the precision. The temperature changes very
slowly, for a few minutes normally; observe the top-left plot at Figure 2.11. Then it colds
down until the lower bound, then warms up again, and so on. The change of temperature
is displayed on the digital indicator of the calibrator (see Figure 2.7. a). We need to
determine the frequency cutoff for the actual temperature change to claim the higher
frequencies as the camera noise.
Let’s compare the experimental signal Figure 2.9. with the pure 1⁄𝑓 spectrum
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model signal. To obtain such signal one needs just to modulate the power spectrum of the
white noise and make inverse Fourier transform. Figure 2.11. below shows sample
experimental and model realizations (top blue plots) and their power spectra with the linear
interpolation (bottom magenta plots and dash cyan lines, correspondingly). Remind that
the power spectrum density of the pink noise is 1⁄𝑓 2−𝛼 , and the linear interpolation
coefficient 𝛼 = 1 corresponds to the “canonic” flicker noise, i.e. to the pure 1⁄𝑓 .

Figure 2.11. Zero-mean experimental realization (left top),
the corresponding numerical model (right top),
their power spectra with their linear interpolations (botom left and right, correspondently).

Besides the spectra above look very similar, the processes are quite different. It can
be detected by comparing their auto- and cross-correlation functions, see Figure 2.12. .
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Figure 2.12.

Two zero-mean realizations: experimental (left top),
the corresponding numerical model (right top),
their auto- and cross-correlation functions (botom left and right, correspondently).

The cross-correlation function (red solid line bottom left) of the experimental is
very similar to the low-frequency auto-correlation functions of sample realizations from
the distant pixels (i.e. with the long Manhattan distance on the sensor plane). It means a
presence of the low-frequency deterministic component in the experimental signal in
contrary to the numerical model. It also can be confirmed by the plots Figure 2.13. below.
The narrow elliptic distribution of the sample experimental realizations in contrary to the
near round one for the numerical model means that the experimental random process is
strongly correlated.
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a)
Figure 2.13.

b)

Distribution of temperatures for two sample realizations:
experimntal a) and uncorrelated numerical model b).

It is not a surprise, as we have noticed above. Let us filter the low frequency
temperature change of the calibrator’s temperature out. Let us chose the low cut frequency
of the high pass FIR (finite impulse response) filter with order 777 (i.e. definitely a very
high order!) as 0.007 of the sampling frequency 𝑓𝑠 (chosen experimentally), see the
magnitude response at Figure 2.14. .
One can see that the low pass signals are mutually almost deterministic, especially
at near pixels, Figure 2.15. a) with the coordinates at the sensor plane (199, 130) and
(200,130), i.e. Manhattan distance = 1. The high pass signals are not as correlated as at
Figure 2.13. a), but also not as uncorrelated as at Figure 2.13. b). The experiments have
shown that one cannot fully avoid the correlation just by increasing the cutoff frequency.
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a)

b)

Figure 2.14. Magnitude response of high-pass FIR filter a),
and the low-pass signals filtered out from the sample realizations b)

a)

b)

c)

d)

Figure 2.15. Distribution of temperatures for two sample realizations:
low pass filtered near pixels a), low pass filtered distant pixels b),
high pass filtered near pixels c), high pass filtered distant pixels d).
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For the illustration, see the correlation functions of the high pass signals in Figure
2.16. below. The ACFs of the experimental signals do not look that dramatically different
to the model as at Figure 2.12. but look very similar.

Figure 2.16. Two zero-mean realizations and their high pass filtering:
experimental (left top), corresponding numerical model (right top),
and their auto- and cross-correlation functions (botom left and right, correspondently).

2.7.2 Noise correlation between the pixels of different cameras
Nevertheless, the CCFs at Figure 2.16. look quite different (compare red solid
curves at two bottom plots). High peak value ~0.8 of left CCF indicates the presence of the
correlation between pixels even at high frequencies. Therefore, one cannot claim the
realizations statistically independent. To make the correspondence between the model and
the experiment the multivariate Gaussian random number generator is used; then the
spectrum modulation is applied to the numerical model, as before. The spectra look
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similarly; the correlation is illustrated at Figure 2.17. and Figure 2.18. .

a)

b)

c)

d)

Figure 2.17. Normalized correlation coefficients of the highpass experimental a),
and model b) processes; distribution of high pass realizations: experimental a), and model b).
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Figure 2.18. Two zero-mean realizations and their high pass filtering:
experimental (left top), corresponding numerical model (right top),
and their auto- and cross-correlation functions (botom left and right, correspondently).

The really good match between spectral and correlational characteristics of the
experimental and model processes gives us the promising model. Thus, we can claim the
noise at FLIR SC305 thermal IR camera as the correlated band-limited pink random
process.
Figure 2.17. shows the normalized to one correlation coefficients of the high-pass
filtered experimental signal a) and of the corresponding numerical model b). Observing the
correlation coefficients one can see that the correlation between the pixels is stronger for
the close pixels. It could be explained by the electrical feedback (mostly via induction)
between the near pixel circuits [46]. The manufacturer company calls this “imperfection in
detector read-out circuits” and gives a very promising recommendation how to overcome
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it: “Live with it”. Visually it could look like a column-ordered noise.
Another possible explanation of the correlation of spatially close pixels is the lens
blur, i.e. the quality of lens and/or ability of precise focusing are lower than the sensor pitch
size. In this case the 2D impulse response spot overlaps not just one pixel but also its
neighbors; therefore, they become correlated. The correlation coefficients of Heimann
camera indirectly confirm (but not proof) this hypothesis: for the sensor with much bigger
pitch size (220 m vs. 25 m for FLIR SC305) we don’t see increasing of the correlation
for the close pixels. Figure 2.19. below illustrates the statistical behavior of the noise of
the Heimann infrared array. Thus, we can claim the noise at Heimann 32×31 array as the
uncorrelated band-limited pink random process.
The sensors of the low cost IR diagnostic system are independent, distant and
electrically isolated. Nevertheless, they could correlate as well if the distance from the
device to the object will be big enough to overlap, see Figure 2.5. Unfortunately, the
geometrical base of this device is greater than the size of the black body’s working surface.
Thus, the correlation between the sensors of the low cost system cannot be measured
similarly to the other two cameras.
We don’t have enough data to differentiate the correlation between pixels due to
blur and due to electric circuit. Actually, for our research it is sufficient to characterize the
camera noise, i.e., whether the noise is stationary.
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a)

b)

c)

d)

Figure 2.19. Heimann array: normalized correlation coefficients of the highpass experimental a),
and model b) processes; distribution of high pass realizations: experimental a), and model b).

2.7.3 Investigation of the statistical stationarity of the camera noise
Flicker noise together with the thermal noise has been predicted by Walter H.
Schottky in 1918 [47] and first time successfully measured by J.B. Johnson in 1925 [48]
(and named it as the Schottky effect) and then discovered by Schottky in 1926 [49]. For
almost a hundred years the number of the publications related to this effect is almost
constantly growing year by year, see Figure 2.20. Of course that is because pink noise
effect exists – I would say – almost everywhere, from the solid state physics and
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microelectronic devices to astrophysics, from car traffic to macroeconomics, from biology
to geology, from music to weather behavior… On the other hand, it cannot exist by the
contradiction to Parseval’s theorem: the spectrum of a random process must be integrable,
∞ 𝑑𝑓

whereas ∫−∞

𝑓

= +∞, so called cutoff paradox [51].

Figure 2.20.

Growth of the 1/𝑓 noise-related publications [52].

The stationarity of the flicker noise also is an interesting question. Many researchers
from Benoit Mandelbrot [50] and until present times [51] claim that 1/𝑓 noise can be nonstationary and consequently non-self-averaging observable, non-ergodic. Note that “can be
non-stationary” does not mean that it necessarily is non-stationary. The assumption of
stationarity and ergodicity is very important for our measurements. Ergodicity makes
possible to get the same statistical properties for the different particular pixels and ROIs,
and thus to investigate them similarly. Moreover, it makes possible to trust to the
measurements made with the array of bolometers. Stationarity makes possible to trust the
measurements made in a long time and also to model the noise by corresponding shaping
of stationary white noise spectrum. Thus, we are doomed to check the stationarity and
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ergodicity of the experimental noise to go further.
Let’s check the hypothesis of stationarity and ergodicity with the method described
in [53]. The non-stationarity means that the short time average of the squared noise seemed
to exhibit larger statistical fluctuations than had been expected for stationary stochastic
processes. Thus, the experimental signals representing the tested stochastic process were
band limited with different ratios of bounding frequencies, squared, and exponentially
weighted averaged. As the result, we got the variance noise. The properties of this
stochastic process have been compared to the properties of similarly weighted 1/𝑓 –shaped
normally distributed stationary and ergodic zero mean stochastic process. In contrary to the
original investigation [53], we will use the advantages of digital signal processing and
explicit formulas for the cross-correlation functions.
Denote a normally distributed stationary and ergodic zero mean stochastic process
as 𝜉(𝑡). Let 𝜎𝜉2 stands for the variance of 𝜉 and 𝜓𝜉𝜉 (𝜏) = 𝐸[𝜉(𝑡)𝜉(𝑡 + 𝜏)] for its
autocorrelation function. New random variable 𝜂1 (𝑡) proposed in [53] for exponentially
weighted average square of 𝜉(𝑡) is
∞

𝑥
1
𝜂1 (𝑡) = ∫ 𝑒 −𝑇 𝜉 2 (𝑡 − 𝑥)𝑑𝑥
𝜏
0

Physically it corresponds to the integration of the square weighted average square
with the integrating RC circuit, with the time constant 𝜏 = 𝑅𝐶. We have a possibility to
integrate the squared 𝜉(𝑡) digitally, so there is no need of the exponent weighting and by
this we introduce the following stochastic process:
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𝜏

1
𝜂(𝑡) = ∫ 𝜉 2 (𝑡 − 𝑥)𝑑𝑥
𝜏
0

Mean of 𝜂(𝑡) is 𝜎𝜉2 and the variance is

2

𝜏

2

𝜎𝜂 = ∫ 𝜓2𝜉𝜉 (𝑥) 𝑑𝑥
𝜏

0

Physically the random process 𝜂(𝑡) means the variance noise of 𝜉(𝑡).
Let the 1/𝑓 noise be band-limited with the frequencies
spectral density inside the band pass is 𝑆𝜉𝜉 (𝑓) =

𝜎𝜉2
𝑓
2𝑓ln ℎ

𝑓ℎ
𝑓𝑙

> 1; then the power

. The lower frequency limit cuts of

𝑓𝑙

∞ 𝑑𝑓

the spectrum near 0 and makes the integral ∫−∞

𝑓

finite. Physically it means that we are

investigating the stationarity during the certain time limit. The noise of our cameras is
naturally band-limited, as it has been shown above, so we are fine with this assumption.
The normalized autocorrelation function for the band-limited pure 1/𝑓 noise has been
derived in [54] is
𝜏2
𝜓𝜉𝜉 (𝑡) ln ( 𝑡 )
=
𝜓𝜉𝜉 (0) ln (𝜏2 )
𝜏1
where 𝜓𝜉𝜉 (0) = 𝜎𝜉2 and 𝜏1,2 = 1⁄𝑓 , correspondently and 𝜏1 < 𝑡 < 𝜏2 .
ℎ,𝑙

This yields the normalized variance
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2

𝜏

𝜏

ln ( 𝑥2 )

2

𝜏

𝜎𝜂
2
2
1
2
) 𝑑𝑥 =
∫ ln2
𝑑𝑥
4 = 4 ∫ (𝜎𝜉
𝜏
2
𝑓𝑙 𝑥
𝜎𝜉 𝜎𝜉
2 𝑓ℎ
ln
(
)
τln
0
𝜏1
𝑓𝑙 0
As usually for this kind of noise we are not lucky to get the explicit formula for the
integral above.
Let’s now consider not only exact 1/𝑓 noise but also a more general case: the noise
with the power spectra 𝑓 −2+𝛼 , where 0 ≤ 𝛼 ≤ 2. The case 𝛼 = 1 corresponds to case we
have just discussed above. The cases with 1 ≤ 𝛼 ≤ 2 correspond to more wideband noise,
which should not appear in our experiments. The normalized autocorrelation function for
the case 0 ≤ 𝛼 < 1 (and all other noted cases as well) has been derived by Watanabe in
[55]:
𝑡 1−𝛼
𝜓𝜉𝜉 (𝑡)
1−( )
, 𝑡 ≤ 𝜏0
={
𝜏0
(0)
𝜓𝜉𝜉
0, 𝑡 > 𝜏0
where
1

𝜏0 = {(𝜏21−𝛼 − 𝜏11−𝛼 )⁄Γ(𝛼)}1−𝛼 ,
∞

and 𝛤(. ) is the gamma-function: Γ(𝛼) = ∫0 𝑥 𝛼−1 𝑒 −𝑥 𝑑𝑥.
More precisely, this ACF as well as the ACF of the canonic 1/𝑓 pink noise has
been computed assuming Lagrangian [54] and multi-Lagrangian [55] noise model. Other
examples of 1/𝑓 noise such as fractional Gaussian noise [56] [57], fractional Brownian
motion [58][59][60][61], Cauchy-class process [63], generalized Cauchy process [64],
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and some other ones are not considered here. It means that their ACFs are not substituted
to (2.3), mostly because, looking a bit forward, we have been enough satisfied with the
results with the multi-Lagrangian model; also they don’t have the explicit formulas of
ACFs for the band-limited process. See the observation [65] for the comparison of the
above mentioned models.
Similarly, substituting the correlation function to the expression for the normalized
variance of 𝜂(𝑡) (2.3) one get:
𝜏0

2

𝜎𝜂2
2
𝜏𝑥 1−𝛼
2
=
∫
(𝜎
(
1
−
(
) )) 𝑑𝑥.
𝜉
𝜏0
𝜎𝜉4 𝜎𝜉4
0

We need to compare normalized variance of 𝜂(𝑡) (2.5) or (2.8) depending on the
noise power 𝛼 with the experimental results in the range of

𝑓ℎ
𝑓𝑙

. Good correspondence

between the measured and calculated data should mean that the noise could be assumed as
the stationary.
The Omega calibrator has been targeted by the FLIR and Heimann cameras, as it
shown in Figure 2.21. The regions of interest are highlighted as white rectangles. The
sizes of ROIs are 11×11 for FLIR and 5×5 for Heimann. Time series for each pixel
corresponds to the particular realization of the stochastic processes 𝜉(𝑡), which covers the
whole ROI. The bandpass FIR filter order 777 has been chosen to cutoff the frequency;
Figure 2.22. clearly demonstrates the quality of the filtering.
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a)
Figure 2.21.

Figure 2.22.

b)

Selected ROIs for FLIR SC305 a) and Heimann 32x31 b)

Frequency response of sample bandpass FIR filter order 777

Figure 2.23. and Figure 2.24. illustrate the results of the investigation of the bandlimited noise of FLIR SC305 camera and Heimann 32x31 array correspondently. The plots
containing 4 subplots correspond to the different ratio

𝑓ℎ
𝑓𝑙

𝜏

= 𝜏2. The top-left subplot
1

represents a sample realization of the zero-mean band-limited stochastic process 𝜉(𝑡), the
top-right one shows its power spectrum and linear interpolation in the frequency band,
bottom right one stands for the power spectrum of 𝜂(𝑡), and the bottom left shows the
correspondence between the experimental measurements of

𝜎𝜂2
𝜎𝜉4

(box plots) and the

corresponding theoretical values (solid blue line). In our investigation we didn’t limit
ourselves by fixing of the upper cutoff frequency 𝑓ℎ as has been proposed in [53], but did
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the investigations in the wide range of frequencies. Many similar plots are missed to save
some space.
Observing the plots at Figure 2.23. and Figure 2.24. we made the following
conclusions.
1. The experimental box plots are intersected by the theoretical curves in a wide range of
frequencies. It means that the process can be assumed as the stationary, which is the
most important conclusion.
2. The parameters 𝛼 corresponding to the best fits are generally different for different
frequency bands. They are within 0 < 𝛼 ≤ 1, so the assumption of the flicker noise is
correct. 𝛼 is greater for the higher frequencies, so the thermal noise is valuable on low
frequencies, especially for the FLIR camera.
3. Unsurprisingly that the linear interpolation of the very noisy spectrum not always give
a perfect estimation of 𝛼, especially for the less precise Heimann camera with the lower
sampling frequency. The variance of the estimation is very big, see the header of the
top right subplots. Instead of this, the power parameter 𝛼 can be robustly estimated as
the best fit of the theoretical curve and experimental values.
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a)

b)

2𝑓𝑙
𝑓𝑠

2𝑓𝑙
𝑓𝑠

= 0.02,

2𝑓ℎ

= 0.01,

2𝑓ℎ

𝑓𝑠

𝑓𝑠

= 0.2,

𝑓ℎ

= 0.2,

𝑓ℎ

42

𝑓𝑙

𝑓𝑙

= 10, 𝛼 = 0.3

= 20, 𝛼 = 0.5

c)

d)

2𝑓𝑙
𝑓𝑠

= 0.005,

2𝑓𝑙
𝑓𝑠

= 0.07,

2𝑓ℎ
𝑓𝑠

2𝑓ℎ
𝑓𝑠

= 0.5,
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𝑓𝑙

𝑓𝑙

= 100, 𝛼 = 1.0

= 10, 𝛼 = 1.0

e)

f)
Figure 2.23.
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𝑓𝑙

𝑓ℎ
𝑓𝑙

= 100, 𝛼 = 1.0

= 20, 𝛼 = 0.5

Invertigation of the stationarity of the FLIR SC305 camera noise.
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a)

b)
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𝑓𝑙

𝑓𝑙

= 10, 𝛼 = 0.6

= 100, 𝛼 = 0.9

c)

d)
Figure 2.24.

2𝑓𝑙
𝑓𝑠

2𝑓𝑙
𝑓𝑠

= 0.009,
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= 0.005,

2𝑓ℎ

𝑓𝑠

𝑓𝑠

= 0.09,

= 0.5,

𝑓ℎ
𝑓𝑙

𝑓ℎ
𝑓𝑙

= 10, 𝛼 = 0.62

= 100, 𝛼 = 0.83

Invertigation of the stationarity of the Heimann 32x31 array noise.
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2.7.4 Ergodicity of the noise
Proven the stationarity of the noise, we can simply prove the ergodicity in the mean
just by comparing of means for different realizations. We should not anticipate the noise
variance to be neither less than the cameras’ accuracy, nor less than the black body’s
precision. BB is much more precise than the cameras, as it required for the calibration
device, so we should be within the cameras’ accuracy, and we are for all cameras we use.
2.7.5 The numerical model
As it has been noticed above, the 1⁄𝑓 power spectrum of the numerical model is
modulated from the power spectrum of Gaussian white noise. We use the multivariate noise
with the same correlation between the “pixels” of the model as we have for the
experimental model. It is as stationary as the experimental signal, see for the illustration
Figure 2.25. , and also naturally ergodic in mean. Thus, we have got numerical model of
the random process, which has a very good correspondence with the original random
process specific for each camera in the following terms.


spectral density;



auto-correlation and cross-correlation between the realizations, i.e. in
multivariate statistical property;



stationarity;



ergodicity.

In other words, we have got the trustful numerical model, which can be used for
the numerical simulation of the natural experiment.
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Figure 2.25. Comparison of the experimental data (left) and the numerical model (righ)
band-limited random processes: signals (up plots), power spectra (the 2-nd and the 3-rd ones),
and variance of the 𝜂(𝑡) (lower ones) for stationarity.
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Chapter 3 Basic Data Processing
After choosing the name for his Marionette, Geppetto set seriously to
work to make the hair, the forehead, the eyes. Fancy his surprise when he
noticed that these eyes moved and then stared fixedly at him.
Carlo Collodi. The Adventures of Pinocchio.
The basic data type is thermal IR video sequence. The nature of the input data
determines the specifics of the processing. The current flowchart of the data processing is
shown at Figure 3.1. The “Capturing” block of the flowchart has been discovered in
Chapter 2. This chapter describes next 5 blocks, namely “Preprocessing”,
“Synchronization”, “Intermediate output”, “Registration”, and “Data extraction”.

Figure 3.1.

The flowchart of the data processing
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3.1 Conversion to common data format
Some processing steps are not enough interesting to be described into the
dissertation but necessary so must be at least mentioned. The main processing software
tool is MatLab™ whereas the data from the cameras come in their original formats: binary
for FLIR camera and text for other two ones. Thus, the first preprocessing step is
conversion from these formats to *.mat MatLab™ format. Second, some data comes from
the Word form. It includes the patient’s diagnosis, age, sex and other survey parameters
filled up manually. The form also contains the experiment parameters including the air
temperature, the cold bath temperature, the beginning and end times of the cold stress. All
this data is exported to the text format with the MS VBA script and later imported to
MatLab. After all these steps, the MatLab data becomes a relatively complex structure with
the fields containing contained video header, body, times of each frame, and the general
parameters of the experiment.

3.2 Filtering
3.2.1 Adaptive spatial filtering
The “hot pixels” effect is known from the very first years of digital imaging [66].
The same might happen with the particular microbolometers in the camera sensor array.
Also it might happen not due to the hardware but because of the reflection. In our case the
target, i.e. the feet assumed having pretty smooth surface temperature distribution. If one
single pixel has very different intensity comparing to its neighbors, we assume that it
should be filtered out. It might happen also on the sharp edge, so this case must be
considered to prevent not required smoothing of the edge. The adaptive filtering algorithm
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has been developed.
The term “adaptive filtering” means that the pixels should be processed quite not
similarly but depending on their local properties [67][68]. In this case we want to process
only detected “hot” pixels and leave all other pixels without any change.
The pseudocode of the algorithm is shown at Figure 3.2.
For every image frame do
Apply 5x5 median filter to the initial frame;
Take the difference between the filtered and initial frames;
Mark the pixels of the difference frame brighter than the given threshold as “noisy”;
If any noisy pixels found
Apply the Canny edge detector filter to the initial frame;
Unmark the noisy pixels which belong to the edge;
If any noisy pixels exist
Exchange the values of the noisy pixels on the initial frame to the corresponding
value of the median filter.
Figure 3.2.

The algorithm of adaptive filtering

It must be noticed that the occasion of real hot pixels happen really rarely. See
Figure 3.3. for illustration.
3.2.2 ROIs
The points of the standard monofilament test (see Chapter 1.1) can be pointed
enough approximately. To reflect this and also to average the noise the temperature is
averaging in the selected regions of interest (hereafter ROIs). It is possible due to the
proven stationarity and ergodicity of the camera noise, see Chapter 2.7.
The chosen ROIs correspond to the one of the schemes of the monofilament test,
namely the following: 1) big toe, 2) third toe, 3) ball, 4) inside arch, 5) lateral (outside)
arch, and 6) heel. The ROIs placed above the foil stars used at the early set of experiments,
see Figure 3.4.
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Figure 3.3.
Adaptive filtering. Only one potentially noisy pixel
(marked as red at the lower right plot) has been removed.

a)
Figure 3.4.

b)

c)

ROIs on foot a); feet images in visible band b) and FLIR SC305 screenshot c).
ROIs marked with the black rectangles on a) and blue ones on c).

The filtering therefore means the averaging of each frame in ROIs. For the
averaging, the round shape of ROIs has been chosen with the diameters 9 pixels for the big
toe, 5 for the third toe and 21 for all other ROIs. Smaller size for the toe ROIs has been
chosen to fit the toes and not to process the temperature in the space between them. These
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sizes relate to the FLIR SC305 camera. Much lower resolution of the Heimann camera
excludes the possibility to process the toes – they cannot be differentiated. Greater diameter
of the ROI means less sensitivity to the spatial inaccuracy of registration. On the other
hand, increasing the diameter reduces potential resolution. Thus, there is a technical
contradiction for the relatively noisy and low resolution Heimann camera. The accuracy of
registration for our Heimann camera is definitely worse than for FLIR SC305 due to noise
and resolution; it requires increasing the diameter of ROIs, which contradicts with the
lower resolution. Therefore, FLIR SC305 camera became the main measurement tool.

3.3 Temporal registration (synchronization)
All three cameras, i.e. FLIR, Heimann and low-cost IR screening system send the
data to the computer, so they have common time scale. Each frame has the time of
recording in the file headers. The events of beginning and ending of the cold stress
registered manually by hitting the dedicated button at the MS Word experiment form with
the VBA script, i.e. with 1 second accuracy. These data is automatically saved to text file
after the end of the experiment and then imported to the main MatLab program. The
sequence of the events in time for the setup with both FLIR and Heimann cameras looks
like it is shown in Figure 3.5. . Zero ordinate values on plots correspond to absence of the
corresponding event. First 3 minutes are for the control measurement (both cameras are on
and overlapping in time, the Heimann camera has been switched off some later), 5 minutes
for the cooling event, and then 15 minutes for the recovery after the cold stress.
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Figure 3.5.

Sequence of the events during the experiment in time.

It might also happen that the setup includes the cameras without common time
scale. For example, one of them could save the video to the internal memory. It is possible
to synchronize the times on computer and external camera, but usually within 1-second
accuracy. It could be enough for some applications, but not enough, say, for stereo video.
For this case the “clapperboard event” should be introduced.
We used Panasonic RGB camera with internal memory at the early stage of the
experiments. Thus, the clapperboard event should be easily recognizable and automatically
detectable with both visual and thermal infrared bands. To satisfy this requirement, we
either put the cold ruler or the hand with the piece of ice into the field of view trying not to
shade the target, i.e. the foot.
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Figure 3.6.
Synchronization of IR (left) and RGB (right) videos.
Observe a cold piece of ice (dark blue, colder than 5C on the left subplot) in the warm hand.

The videos can be synchronized automatically by correlating the intensity change
in IR and RGB. To increase the accuracy and robustness and also to simplify it, the event
should happen in the certain part of the field of view. In our case we analyze the intensity
change on the metal ruler at the low part of the frames. It is very contrast in both visible
and thermal IR bands, see Figure 3.6. and Figure 3.7. .

a)
Figure 3.7.

b)

Intensity change due to the clapperboard event before a) and after b) the synchronization.
Red plots are for the thermal IR, blue ones for the visible band.
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3.4 Spatial registration and tracking
3.4.1 Problems and requirements
In the current experiment setup, the patient’s feet are placed on the feet support
with no location. It is impossible for the subject to keep the feet still for 15 minutes while
the IR camera is videotaping the recovery. Thus in order to extract the temperature recovery
for each point on the foot, the IR video needs to segmented and registered to establish the
correspondence between the same position on different frames. We call this process spatial
registration and tracking. Precisely, by registration, we need to segment (i.e., delineate) the
foot on each IR video frame and transform (i.e., translate, rotate, scale, shear, etc.) the
segmented foot to a common coordinate system [69], so that the same point on the foot can
be tracked.
The main requirement to the registration is spatial accuracy. The six ROIs as
described in the previous chapters can be used to quantify the accuracy of the registration
process. Ideally, one would like to achieve a one-pixel spatial accuracy.
Note that one-pixel accuracy means approximately ½ overlap of the true and
measured ROIs with the diameter 5 pixels for the small toe; ~¼ for the big toe with the
diameter 9 pixels, and ~1/10 for the rest 4 ROIs with the diameter 21 pixels. That’s why
the smallest ROIs - the toes - are the most sensitive to the motion, especially if their motion
is quite independent to the motion of whole foot.
3.4.2 Affine model of the spatial feet deformation
The IR image of a subject’s foot is obtained by projecting the foot, a 3D object onto
the 2D sensor plane of the camera along the optical axis. From our experience, the
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dominating movement of the foot during the imaging process is clockwise or
counterclockwise rotation around the heel. Assuming that the optical axis of the camera is
perpendicular to the foot plantar, the rotation of the foot is best modeled by translation and
rotation. Another type of motion that also occurs is the inclination of the foot toward and
aware from the imaging plane along the optical axis due to muscle relaxation. The
inclination is best modeled to scaling.
From the above discussion, it is clear that the foot movement should be represented
using affine transform [70]. Let 𝑓𝑅1 (𝑥, 𝑦) to be the reference image of segmented foot on
the 1-st video frame, 𝑓 𝑖 (𝑥, 𝑦) be the segmented foot on i-th frame, and 𝐴(𝑥, 𝑦|𝒂) =
𝑎1
[𝑎4
0

𝑎2
𝑎5
0

𝑎3
𝑎6 ], be the affine transformation from 𝑓𝑅1 (𝑥, 𝑦) from the 1st frame to the i-th
1

frame 𝑓 𝑖 (𝑥, 𝑦), where 𝒂 is the set of the parameters 𝑎1 , 𝑎2 , … , 𝑎6 . It is clear that the optimal
affine transformation A should minimize the difference or discrepancy between the
transformed foot 𝐴 ∘ 𝑓𝑅1 and the segmented foot 𝑓 𝑖 , i.e.,:
𝒂 = 𝑎𝑟𝑔𝑚𝑖𝑛 ‖𝑓 𝑖 , 𝐴(𝑥, 𝑦|𝒂) ∘ 𝑓𝑅1 ‖,

(3.1)

where ‖𝑓 𝑖 , 𝐴(𝑥, 𝑦|𝒂𝒊 ) ∘ 𝑓𝑅1 ‖ is the metric for measuring image discrepancy. As a
concrete example, for the simplest case the affine transformation accounting for only
translation and rotation is:
cos(𝜃) −sin(𝜃) 𝑎𝑥
𝐴 = [ sin(𝜃) cos(𝜃) 𝑎𝑦 ],
0
0
1

and
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(3.2)

𝒂 = {𝑎𝑥 , 𝑎𝑦 , 𝜃}.

(3.3)

It must be noted that the affine transform approach assumes the foot is a rigid body
and cannot account for motions such as bending of the foot arch or toe movement. These
types of motions can only be accounted for using more complex model (like, for example,
morphing [71]). Fortunately, from our experience, affine models are sufficient for our
purpose.
3.4.3 Foot segmentation on the first video frame
Rough segmentation of the feet requires Canny edge detecting [72], filling the
contours up, analysis of the size and position of the filled contours. The idea is to minimize
false positives for the markers at the background analyzing just the segmented areas.

a)

b)

c)

Figure 3.8.
Step 1. Segmentation of feet and ruler.
Initial image a), Canny filtered b), and segmented objects c).

3.4.4 Registration and tracking via detected markers
We have experimented with several different techniques of calculating the affine
transformation matrix. Our first idea is to take advantage of the ROIs, which are marked
with reflective foils. The main idea to segment these ROIs on each video frames and use
the locations of the ROIs to calculate the transformation matrix.
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Figure 3.9.
The flowchart of the data processing.
Referencing and registration via detected markers highlited at the second row of blocks.

The main challenge for this method is the segmentation of the reflective foils. Since
the foot temperature changes throughout the recovery phase, the reflecting marker may be
different on the next frame because it is reflecting a very different environment. The
markers are not flat, so additional fragmentation of the markers is possible as well. Markers
are less contrast on the cooled feet because the feet temperature becomes closer to the
temperature of environment.
To segment the markers, we use Canny edge detection and morphological
processing to obtain closed contours of the reflecting stars. This may produce false
positives (marked as blue dots at Figure 3.10. ). The temporal information from adjacent
video slices has been used to filter out the false positives.
The frames with the number of matched objects less than 3 to be omitted. It could
happen by obstacles or just by bad reflection of some markers at particular frame.
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Nevertheless, some frames could be taken into account even with the obstacles.
So, the next step is matching of the detected markers to the initial set. Assuming
smooth feet movement, we first find the detected potential markers closest to the given set
of labeled markers (base points); select by distance. By this we clear away some dots distant
from the previous set of markers.
Our final affine transformation is calculated with Procrustes analysis, which
determines a linear transformation of the points from the initial video frame to best conform
them to the points in the other frames [73][74]. The goodness-of-fit criterion is the sum of
squared errors. Note that, we opted not to perform a frame-by-frame transform to avoid the
cumulative errors.

a)

b)

c)

Figure 3.10. Detected markers a), markers and initial ROIs b), and ROIs at the last frame.
True markers highlited as white dots, omitted one as blue and non-recognized as black ones.
ROIs highlighted as blue rectangles.

3.4.5 The cross-correlation registration and tracking
The other method for generating the affine matrix that we have tried is the crosscorrelation method [73][74]. In this method, a rectangular reference window is first
selected on the first frame of the video. The goal of the registration is to identify the
windows corresponding to this reference window on each subsequent video frames. This
60

is achieved by “shifting” the reference window around on each remaining frame to
maximize Person’s correlation coefficient [75], [76]:
𝑛

𝑋𝑗 − 𝑋̅ 𝑌𝑗 − 𝑌̅
1
𝑅=
∑(
)(
),
𝑛−1
𝑠𝑋
𝑠𝑌

(3.4)

𝑗=1

where X, Y are the two rectangular regions in two different frames, 𝑋̅, 𝑌̅ are the means, and
𝑠𝑋 and 𝑠𝑌 are the standard deviations. The rectangular regions identified on each image
frame will produce the affine transformation matrix that accounts for translation and rotate
between successive frames and thus register all the frames. In our research, the reference
window(s) were the regions of the feet with high contrast such the big toe and the heel.
3.4.6 Comparison of the methods
To quantify the accuracy of the two tracking algorithms, we have manually
segmented the reflecting foils on each video frames, and applied the affine transformation
matrix calculated by the tracking algorithm. The results are shown in Figure 3.11. As can
be seen, both tracking algorithms works well and fast and can achieve within 1-2 pixels
accuracy. It is also worth noting that the correlation based tracking algorithm is much faster
than the ROI based algorithm. However, the correlation-based algorithm doesn’t take into
account of scaling and shear.
Tracking by detection of markers program is less sensitive to the warming because
the algorithms based onto the contour segmentation are used, but is more sensitive to the
noise, which affects the shape and contrast of the stars, like the speckle noise. The crosscorrelation registration program is more sensitive to the smooth change of intensity, i.e.
cooling. To avoid this, the shifted referencing frame number has been introduced, i.e. not
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necessarily 1-st, default is 1500 (of ~7720 total). The program is also sensitive to the
changes behind the feet as far it can be within the regions of cross-correlation.
By manual testing of the cases above (measuring the distance from the center of the
corresponding star to the position of the label in the selected frames, see Figure 3.11. ) one
can conclude that in the case of smooth and contrast images, both programs are almost
equally precise.
The cross-correlation registration program is more sensitive to the smooth change
of intensity, i.e. cooling. To avoid this, the shifted referencing frame number has been
introduced, i.e. not necessarily 1-st, default is 1500 (of ~7720 total). The program is also
sensitive to the changes behind the feet as far it can be within the regions of crosscorrelation. The geometric accuracy of the segmentation is within 1-2 pixels, which is
sufficient considering the diameters of the ROIs are around 11-13 pixels. The impact of
radiometric error due to the geometric inaccuracy is about 0.1 C.
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a)

b)
Figure 3.11. Geometric shifts in horizontal direction for the tracking
by detection of markers a) and CCF b). Solid lines are the coordinates of the markers
detected by the programs; dot lines for the actual coordinates measured manually.
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The cross-correlation registration program runs for less than 13 minutes. Is a clear
winner – more than 10 times faster even taking into account that other program process
two files and two feet. For the acceleration the decimation parameter is introduced into the
tracking by detection of markers program, i.e. it may track not each frame. It works well
for the smooth movement but not for the sharp ones. The cross-correlation registration code
is also much simple: just two functions vs. 50. Therefore, the cross-correlation program
has been chosen as default registration and tracking tool. In the problematic cases the
detection of markers program should be tried. If it not helps the whole video should not be
considered.
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Chapter 4 Heat transfer model
“Kant’s proof,” objected the educated editor with a thin smile “is also
unconvincing. And not for nothing did Schiller say that the Kantian arguments on
the question could satisfy only slaves, while Strauss simply laughed at that proof...”
“This Kant should be taken and sent to Solovki [the concentration camp] for two or
three years for such proofs!” Ivan Nikolayevich blurted out quite unexpectedly...
“Precisely, precisely,” the foreigner shouted, and a twinkle appeared in his green
left eye, which was turned towards Berlioz, “that’s the very place for him! I said to
him then over breakfast, you know: ‘As you please, Professor, but you’ve come up
with something incoherent! It may indeed be clever, but it’s dreadfully
unintelligible. They’re going to make fun of you.’”
Berlioz opened his eyes wide. “Over breakfast… to Kant? … What nonsense is this
he’s talking?” he thought.
Mikhail Bulgakov, The Master and Margarita.

4.1 Motivation
Once the thermal infrared video is processed, the temperature changes of each point
on the foot is extracted (see Figure 4.1). Time zero on the plot marks the end of the cold
stress and the beginning of the recovery. In this chapter, we discuss how to extract
quantitative properties of these curves for differentiating diabetic foot subjects using our
heat transfer model.
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Figure 4.1.

Sample set of temperature curves extracted for 6 ROIs.

The temperature data extracted are noisy. In addition to the high frequency 1/𝑓
camera noise discussed at Chapter 2.4 there is low frequency (LF) noise induced by the
movement of feet, which is not fully compensated by the tracking. The data must be further
processed before classification. This is clearly a model-based curve-fitting problem. Our
first model used is the Newton’s Law of Cooling [105]:
𝜕𝑇(𝑡)
= −𝑘(𝑇(𝑡) − 𝑇𝐴 )
𝜕𝑡

(4.1)

In this ordinary differential equation (ODE), T(t) describes the temperature changes
over time t, TA is the ambient temperature, i.e., core body temperature, and k is a constant.
The differential equation (4.1) has a simple analytical solution (4.2), illustrated with
Figure 4.2:
𝑇(𝑡) = 𝑇𝐴 + (𝑇0 − 𝑇𝑎 )𝑒 −𝑘𝑡
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(4.2)

𝑇𝐴

𝑇0

Figure 4.2.

Illustration of the Newton’s Law of cooling: the set of plots with different k.

The curve fitting is modeled using the following least square optimization:
𝑎𝑟𝑔𝑚𝑖𝑛{‖𝑇(𝑡) − 𝑇𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 (𝑡)‖22 }
{𝑘, 𝑇0 , 𝑇𝐴 } =
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑙𝑏 ≤ { 𝑘, 𝑇0 , 𝑇𝐴 } ≤ 𝑢𝑏

(4.3)

where 𝑙𝑏 and 𝑢𝑏 are lower and upper bounds for the vector of parameters.
The curve fitting results using the Newton’s Law of Cooling is shown in Figure
4.3, where the X-axis is time in minutes and the Y-axis is temperature in C. The
experimental data is the zigzagged curve in red and the extrapolation is smooth curve in
blue. The parameters 𝑇0 , 𝑇𝐴 , 𝑘 are determined using nonlinear least square (4.3) [78]. To
verify the quality of the curve fitting, we removed the first 0, 0.5, 1 and 1.5 minutes of
temperature data and compared the extrapolations with original data. The extrapolation
error for 𝑇0 at the beginning of recovery is 0.5-1.5 C is much greater than the camera
accuracy, making the extrapolation result not satisfactory. We believe the reason is that the
Newton’s Law of Cooling only considers heat transfer between objects of different
temperature, but doesn’t consider thermal regulation such as increasing or decreasing the
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blood flow as in the human body. To overcome this, we decided to use the Pennes’ Bioheat Transfer Equation to model the recovery process.

Figure 4.3.
Extrapolation of the experimental data with Newton’s Law of Cooling.
The same experiment, 6 plots for 6 ROIs. 𝑇0 -s are the extrapolated temperatures at 𝑡 = 0
for removed 0, 0.5, 1 and 1.5 min. of the experimental data.

4.2 The Bio-heat Transfer equation
The heat transfer between the tissue, blood and environment is commonly described
by the Pennes’ Bio-heat Transfer Equation [79][80] with the assumption of uniform
environment and tissue-independent blood temperature. We will modify it to fit the
conditions of our experiment, and to take the thermoregulation effect into account.
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𝑉𝜌𝑐

{

𝜕𝑇
= 𝛻(𝜒𝛻𝑇) + (𝜌𝑐)𝑏 𝜔𝑏 (𝑇𝑏 − 𝑇) + (𝜌𝑐)𝑒 𝜔𝑒 (𝑇𝑒 − 𝑇)
𝜕𝑡
+𝑞𝑚 + 𝑞𝑟𝑎𝑑 + 𝑞𝑣𝑎𝑝
𝜕𝑇𝑒
𝑉𝑒 (𝜌𝑐)𝑒
= (𝜌𝑐)𝑒 𝜔𝑒 (𝑇 − 𝑇𝑒 ) − 𝑞𝑟𝑎𝑑 − 𝑞𝑣𝑎𝑝
𝜕𝑡

(4.4)

In the above equation, 𝑉 [𝑚3 ] is volume, 𝑇 [°K] is temperature, 𝑐 [𝐽 ∗ kg −1 ∗ °K −1 ]
is heat capacity, 𝜌 [𝑘𝑔 ∗ 𝑚−3 ] is density, and 𝜒 [𝐽 ∗ 𝑚2 ∗ 𝑠𝑒𝑐 −1 ∗ °K −1 ] is surface thermal
conductivity. The variables without subscript are related to tissue. The subscripts 𝑏 and 𝑒
stand for blood and environment, correspondently; 𝜔𝑏 [𝑚3 ∗ 𝑠𝑒𝑐 −1 ] represents blood
perfusion, and 𝜔𝑒 [𝑚3 ∗ 𝑠𝑒𝑐 −1 ] is environment (air) perfusion. 𝑞𝑟𝑎𝑑 [𝐽 ∗ 𝑠𝑒𝑐 −1 ] is the
radiant heat, 𝑞𝑚 [𝐽 ∗ 𝑠𝑒𝑐 −1 ] is metabolic volumetric heat, and 𝑞𝑣𝑎𝑝 [𝐽 ∗ 𝑠𝑒𝑐 −1 ] (always
negative) is the evaporative heat.
The equation (4.4) has too many unknowns and is too complicated to be directly
useful. Moreover, in our experiments we measure just a few variables, so just we don’t
have enough data to estimate the parameters in such a multiparametric equation. Our
approach is to simplify it by emphasizing the main thermoregulation mechanisms.
The first equation of (4.3) shows the energy transfer in tissue per unit time. The
radiant term following Stefan-Boltzmann law [81] is:
𝑞𝑟𝑎𝑑 = 𝜀𝜎(𝑇 4 − 𝑇𝑒4 )𝐴𝑒

(4.5)

In our experiments, minimal value for 𝑇 is 13 C; maximum for 𝑇𝑒 is 25C. Assume
the foot surface area 𝐴𝑒 = 0.03 𝑚2 , 𝜀=1, and a foot mass of 1 kg with its mass-specific
capacity close to the mass-specific capacity of water 𝑐𝑤 = 4181.3 J/kg/K, 𝜎 is a StephanBoltzmann constant, we can estimate the warming up from the radiant heat to be no more
69

than 0.03 C per minute, which is negligible.
The evaporation term is:
𝑞𝑣𝑎𝑝 =

𝑚𝑤 𝑐𝑤
⁄𝑑𝐻

(4.6)

where 𝑚𝑤 is the mass of evaporated water, and 𝑑𝐻 is the enthalpy of vaporization.
Thus, assuming 𝑐 ≈ 𝑐𝑤 , about 2g of water need to be evaporated to cool down 1 kg foot
by 1 C, and therefore can also be ignored in the frames of our experiment (for example,
compare this value with Figure 4.1).
Further, we also can ignore the metabolic heat term due to the relative short time
process [82].
Since, we are only measuring the surface temperature, 2-dimensional diffusion can
be used. For the relatively small surface areas like ROIs we can ignore the diffusion term
𝛻(𝜒𝛻𝑇) assuming locally uniform surface temperature distribution. It means that we
assuming the influence of near branch or branches of thermally significant blood vessels
under the skin is much higher than the diffusion between the near pieces of skin surface.
The second equation of (4.4) shows the energy transfer in the environment per unit
time. Our environment is the air-conditioned room; the room temperature almost does not
change during the experiment. Thus let us assume 𝑉𝑒 ≫, i.e. the perfusion of the air
thermally interacted with the tissue 𝜔𝑒 is relatively slow to change the environment
temperature in the room. Therefore, the environment temperature becomes constant:
𝑇𝑒 (𝑡) = 𝑇𝑒 (0),

𝜕𝑇𝑒
𝜕𝑡

= 0, and the second equation is neglected, too.
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To summarize, the main contribution to heat transfer is given by the thermally
significant blood vessels with diameter 0.08…1 mm [82],[83],[83]. Thus, the boundaryvalue problem in 3D space and time for the initial PDEs [85],[86] is reduced to the Cauchy
problem for the set of ODEs with the given initial conditions: 𝑇(0) = 𝑇 0 , and 𝑇𝑒 (0) = 𝑇𝑒0.
Assuming that the regions of interests (ROIs) are mutually independent we obtain the
number of similar ODEs each describing the particular ROI. The actual dependence
between them, if any, could be determined later by statistical analysis.
Finally, the set of equations becomes the following ODE:
𝑑𝑇
= −𝑟𝑏 (𝑇 − 𝑇𝑏 ) − 𝑟𝑒 (𝑇 − 𝑇𝑒 )
𝑑𝑡
where 𝑟𝑒 =

(𝜌𝑐)𝑒
𝑉𝜌𝑐

(4.7)

𝜔𝑒 [𝑠𝑒𝑐 −1 ] is the characteristic of the body (foot) with respect to

the external media, 𝑟𝑏 =

(𝜌𝑐)𝑏
𝑉𝜌𝑐

𝜔𝑏 [𝑠𝑒𝑐 −1 ] that accounts for all the biological and thermal

dynamical parameters responsible for the heat transfer between the blood and body, which
will be discussed in details in the next section. Note that the equation (4.7) is equivalent to
(4.1) so far.

4.3 The model of thermoregulation
4.3.1 The control theory approach
As it has been noted above, thermoregulation in humans exists and it is determined
by microcirculatory function. We will model the thermal regulation in the terms of control
theory.
The scheme of thermoregulation is shown in Figure 4.4. a). The foot (as a part of
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a human body which shares the feedback via the nervous system) is assumed under the
heat disturbance 𝑇𝑒 (𝑡) = 1(𝑡) at the zero time, i.e. at the end of the cold stress, see Figure
4.4 a) and b). The controlled variable 𝑇(𝑡) is the foot temperature which is registered with
the thermal IR camera, see Figure 4.4 c). Here 1(𝑡) is the unit step function, or the
Heaviside function (also denoted sometimes as 𝑢(𝑡)), i.e.
∞

1(𝑡) = ∫ 𝛿(𝑡) 𝑑𝑡,
−∞

where 𝛿(𝑡) is the Dirac unit function.
The transmitting response 𝑊(𝑝) of the scheme Figure 4.4 a) is [87], [88]:

𝑊(𝑝) =

𝑊1 (𝑝)
1 − 𝑊1 (𝑝)𝑊0 (𝑝)

(4.8)

where 𝑊0 (𝑝) is the transmitting response of the feedback elements, 𝑊1 (𝑝) is the
𝑑

transmitting response of the rest elements, and 𝑝 is the Laplace operator, i.e. 𝑑𝑡. Thus, one
needs just to describe the corresponding elements of the controlling system. Since we can’t
measure the transmitting responses, we cannot measure the contribution of each particular
controller such as vasomotion, sweating, or heat production separately. We can monitor
just one controlled variable 𝑇 and one disturbance variable 𝑇𝑒 . Thus we must describe the
thermoregulation system as a black box with the parameters noted above. For the modeling
we may start from the simplest description of 𝑊(𝑝) as elementary plants.
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a)

b)

c)

Figure 4.4.
The model of human thermal regulation. The scheme a) illustrated with:
input b) - environment temperature 𝑇𝑒 (𝑡) at the end of cold stress as a unit step function,
and controlled variable c) - measured tissue temperature 𝑇(𝑡).

The equations (4.1) and (4.7) have the same view of the transmitting response:

𝑊𝑁𝑒𝑤𝑡𝑜𝑛′ 𝑠 𝐿𝑎𝑤 𝑜𝑓 𝐶𝑜𝑜𝑙𝑖𝑛𝑔 (𝑝) =

𝑏0
,
𝑎0 + 𝑎1 𝑝

(4.9)

where 𝑎0 , 𝑎1 , and 𝑏0 are the coefficients. As far as we have a unit step function as
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the input, our output is just the step response, which is:

h(𝑡) =

𝑏0
(1(𝑡) − 𝑒 −𝑎0 𝑡/𝑎1 )
𝑎0

(4.10)

Compare (4.2) and (4.10) to see that they are equivalent.
If the physical meaning of all above is clear, one may not read this paragraph. If
this looks not very clear in terms of thermodynamics, let me describe the behavior of the
electrical RC-circuit, Figure 4.5a), which is absolutely equivalent to our system in terms
of control systems, i.e. it has the same transmitting response (4.8). The only difference is
that for the electrical circuit the input and output have the physical sense of voltage, not
temperature. In the terms of control systems this circuit is the system of the 1-st order and
is the one of base plants, namely the inertial plant.

a)

b)

Figure 4.5.
The 1-st order systems or inertial elementary plants:
simple RC circuit a) and RC circuit with the parametrically changing capacity b).
𝑏

0
The transmitting response of RC circuit is 𝑊𝑅𝐶 (𝑝) = 1+𝑅𝐶𝑝
and the step response

is ℎ𝑅𝐶 (𝑡) = 𝑏0 (1(𝑡) − 𝑒 −𝑡/RC ). Compare these formulae with (4.9), (4.2), and (4.10) to
see that they are correspondently equivalent. The physical (here electrical) meaning is the
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following. 𝑅𝐶-circuit is an analogous low-pass filter with the cutoff frequency

1
𝑅𝐶

. The high

frequencies near the zero time pass through the capacity; later on, with some inertia, the
capacity charges up. Or, if the input step is negative, the capacity is discharging through
the resistivity by exponent with the same time constant factor equal to 𝑅𝐶.
4.3.2 The control system of the second order
Let us come back to the experiment. Let us observe Figure 4.3 again. At the
beginning of recovery, the extrapolated temperature goes above the real one; later on it
gives a good approximation. It means that the temperature stress turns the additional
regulation on, and later it comes to naught. There is just one source of heat in (4.1) but two
ones at (4.7): environment temperature and blood temperature. Thermoregulation means
that the amount of heat exchange between blood and tissue is changeable, i.e. 𝑟𝑏 =

(𝜌𝑐)𝑏
𝑉𝜌𝑐

𝜔𝑏

should be the function of time. For the liquid, which the human blood is, the change of
density and thermal capacity (𝜌𝑐)𝑏 definitely can be neglected for such narrow temperature
range; thus, we have to consider the change of blood perfusion 𝜔𝑏 (𝑡). It makes the equation
(4.7) parametric (don’t confuse with non-linear!) [86]. Similarly, comparing (4.7) and
(4.1), we conclude the change of the cooling speed in time. Therefore, we can substitute
the regulation parameter 𝑟(𝑡) instead of 𝑘 to (4.1). By the way, in terms of electric circuits
it corresponds to the RC circuit with the nonlinear capacity Figure 4.5b), and the capacity
is the controlling object of the thermoregulation system.
Let us be more specific. Initial rapid increasing of the speed of cooling (or warming
in our case) can be described with the following modification of (4.2) trying to keep it as
simple as possible:
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𝑇(𝑡) = 𝑇𝐴 + (𝑇0 −𝑇𝐴 )𝑒 −𝑘(1+𝑄𝑒

−𝑠𝑡 )𝑡

.

(4.11)

So, we guessed the possible solution; let’s find the corresponding parametric
differential equation of the 1-st order. The following equation has (4.11) as the explicit
solution:
𝑑𝑇(𝑡)
= −𝑘 (1 + (𝑄𝑒 −𝑠𝑡 (1 − 𝑠𝑡))) (𝑇(𝑡) − 𝑇𝐴 ).
𝑑𝑡

(4.12)

Denote the thermal interaction term 𝑟2 (𝑡) [𝑠𝑒𝑐 −1 ], i.e. the thermoregulation
parameter as
𝑟2 (𝑡) = 𝑘 (1 + (𝑄𝑒 −𝑠𝑡 (1 − 𝑠𝑡))).

(4.13)

The subscript “2” stands for the second order of the control system corresponding
to this model. Let’s describe the obtained heat transfer model with thermoregulation (4.1113). As before, 𝑇0 is the initial temperature, 𝑇𝐴 is ambient temperature, dimensionless 𝑘 is
the stationary exponent factor, dimensionless 𝑄 is the intensity of regulation, and 𝑠 [𝑠𝑒𝑐 −1 ]
is the speed of regulation. The thermoregulation parameter has a view shown in Figure 4.6
b). Greater values of |𝑄| mean bigger thermoregulation whereas the case 𝑄 ≈ 0 should
indicate absence of the thermoregulation, i.e. it exactly corresponds to the Newton’s Law
of Cooling (4.1). Also, greater values of 𝑠 mean faster thermoregulation whereas 𝑠 ≈ 0
corresponds to the absence of regulation, which in our case may indicate peripheral
neuropathy. It is easier to imagine values of 𝑠 −1 in time units. One can observe that 𝑟2 (𝑡)
asymptotically converges to the stationary value equal to 𝑘.
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Q
Q

a)
Figure 4.6.

b)

Sample plots (not related to any experiment) illustrating (4.10) a), and (4.12) b).

The scheme of the control system describing the thermoregulation exactly
corresponds to the Figure 4.4 a) except the controlled variable is not 𝑇(𝑡) but 𝑟2 (𝑡). One
more time but in other words: this control system controls thermoregulation, not
temperature. Also, the transmitting response 𝑊𝑟 (𝑝) does not have a view (4.9) as far as
(4.13) is not equivalent to (4.2). Generally, the intersection of 𝑟2 (𝑡) and the asymptotic line
𝑡 = 𝑘 called overregulation or overshoot [89], [90] indicates that the control system has
the order greater than 1 [88], [89], [90], [91], i.e. 2 in our simplest case. Thus,

𝑊𝑟2 (𝑝) =

𝑏0 + 𝑏1 𝑝
.
𝑎0 + 𝑎1 𝑝 + 𝑎2 𝑝2

(4.14)

At this point it is a good time to understand the physical meaning of the control
system parameters. Let us re-parameterize (4.14) to the following view:

𝑊𝑟2 (𝑝) =

𝜔0
𝑝 + 𝛽𝜔0
∗ 2
.
𝛽 𝑝 + 2𝜁𝜔0 𝑝 + 𝜔02

(4.15)

Here dimensionless 𝛽 −1 is the coefficient of amplification, 𝜔0 = 2𝜋𝑓0 [𝑟𝑎𝑑 ∗
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𝑠𝑒𝑐 −1 ] is the resonant frequency parameter and determines the speed of response of the
control system. Dimensionless 𝜁 is the damping ratio (in mechanical terms) or inverse
quality factor (in electrical circuit terms); it’s very visual physical meaning is the ratio of
the band pass to the resonant frequency. It determines the shape of response. So, a zero
damping ratio, i.e. no damping in the systems of the second order correspond to nonfeeding oscillations at the resonant frequency, or, if one wish, an infinite quality factor;
increasing the damping ratio 0 < 𝜁 < 1 means faster feeding of the oscillations; the values
𝜁 ≥ 1 correspond to non-oscillating systems.
Recall [88], [91] that formally the step response can be obtained as the inverse
Laplace transform ℒ −1:

ℎ(𝑡) = ℒ

−1 [𝑊(𝑝)⁄

𝑝] =

𝑛

= ∑ Res
𝑗=1

1 𝜌+𝑖∞ 𝑊(𝑝) 𝑝𝑡
∫
𝑒 𝑑𝑝 =
2𝜋𝑖 𝜌−𝑖∞ 𝑝

(4.16)

𝑊(𝑝) 𝑝𝑡
𝑒 |
.
𝑝 = 𝜆𝑗
𝑝

Here 𝜆𝑗 is the 𝑗-th pole of the integrand (including of course the repeating ones, if
any), 𝑛 is the number of the poles, and
1⁄𝑝 = ℒ[1(𝑡)].

(4.17)

Thus, the step response of 𝑊𝑟2 (𝑝) is:

ℎ𝑟2 (𝑡) = ℒ −1 [𝑊𝑟2 (𝑝)⁄𝑝] = ℒ −1 [

𝜔0
𝑝 + 𝛽𝜔0
∗
]=
2
𝛽 𝑝(𝑝 + 2𝜁𝜔0 𝑝 + 𝜔02 )
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(4.18)

ℒ

−1

𝜔02
1 𝑑
𝜔02
−1
[
]+
(ℒ [
]).
𝛽𝜔0 𝑑𝑡
𝑝(𝑝2 + 2𝜁𝜔0 𝑝 + 𝜔02 )
𝑝(𝑝2 + 2𝜁𝜔0 𝑝 + 𝜔02 )

Obviously, the transmitting response of the 2-nd order system has two poles:
𝜆1,2 = −𝜁𝜔0 ± 𝜔0 √𝜁 2 − 1.

(4.19)

If 𝜁 < 1 they are complex conjugate
𝜆1,2 = −𝜁𝜔0 ± 𝑖𝜔0 √1 − 𝜁 2 ,

(4.20)

and thus the step response is:
𝜁<1
ℎ𝑟2 (𝑡) = 𝑐1 1(𝑡)

(4.21)

+ 𝑐2 𝑒 −𝜁𝜔0 𝑡 (𝑐3 sin (√1 − 𝜁 2 𝜔0 ) + cos (√1 − 𝜁 2 𝜔0 )).
Hereafter 𝑐𝑗 are the constants depending on the initial conditions. It is clear that the
sin(√1 − 𝜁 2 𝜔0 ) and cos(√1 − 𝜁 2 𝜔0 ) functions give the oscillations around the resonant
frequency fading due to the real exponential term 𝑒 −𝜁𝜔0 𝑡 .
In the case 𝜁 > 1 the transmitting response has two different real poles and the 2nd order control system can be decomposed to the sequence of two 1-st order plants. The
step response is:
𝜁>1
ℎ𝑟2 (𝑡) = 𝑐4 1(𝑡) + 𝑐5 𝑒 −(𝜁+√𝜁

2 −1)𝜔 𝑡
0

+ 𝑐6 𝑒 −(𝜁−√𝜁

2 −1)𝜔

0𝑡

.

(4.22)

The sum of two real exponents does not have oscillations; it is a monotonic function
for big values of 𝜁.
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Finally, 𝜁 = 1 gives two repeating poles; in this case the step response is the
following:
𝜁=1
ℎ𝑟2 (𝑡) = 𝑐7 1(𝑡) + 𝑐8 𝑒 −𝜔0 𝑡 + 𝑐9 𝜔0 𝑡𝑒 −𝜔0𝑡 .

(4.23)

Figure 4.8 shows the frequency response functions, the zero-pole maps and the step
responses for all three cases. The parameters of the corresponding systems following (4.14)
are shown in Table 4.1. Observing the step responses here and comparing them with Figure
4.6 b) one can see that 𝑟2 (𝑡) has overshooting but not oscillating, unlike the oscillating step
response for 𝜁 < 1, also unlike the smooth step response for 𝜁 > 1, and exactly like the
step response for 𝜁 = 1. Thus one can decide the transmitting response (4.15) has two
repeated poles, and by substituting 𝜁 = 1 it can be simplified to:

𝑊𝑟2 (𝑝) =

𝜔0
𝑝 + 𝛽𝜔0
𝜔0 𝑝 + 𝛽𝜔0
∗ 2
=
∗
.
2
𝛽 𝑝 + 2𝜔0 𝑝 + 𝜔0
𝛽 (𝑝 + 𝜔0 )2

(4.24)

One can create the control system (4.24) by the superposition of two elementary
plants of the 1-st order; the corresponding scheme is shown at Figure 4.7. The
correspondence between the feedback coefficients in Figure 4.7 and (4.24) one can get by
the simple substituting to (4.8):
𝑏0 + 𝑏1 𝑝
𝜔0
𝑝 + 𝛽𝜔0
=
∗ 2
.
1 + (𝑏0 + 𝑏1 𝑝)(𝑎′0 + 𝑎′1 𝑝)
𝛽 𝑝 + 2𝜔0 𝑝 + 𝜔02

(4.25)

Therefore 𝑎0 = 1 + 𝑎′0 𝑏0, 𝑎2 = 𝑎′1 𝑏1, and 2𝑎′1 𝑏1 (1 + 𝑎′0 𝑏0 ) = 𝑎′0 𝑏1 + 𝑎′1 𝑏0 .
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#

𝜔0 , [𝑟𝑎𝑑
∗ 𝑠𝑒𝑐 −1 ]

𝜁, [𝑟𝑎𝑑
∗ 𝑠𝑒𝑐 −1 ]

𝛽

Poles

Zero

ℎ(𝑡)

1.

0.0191

1

0.25

𝜆1,2 = −0.0095

𝜍 = −0.0048

(4.22)

𝜆1 = −0.0227

𝜍 = −0.0048

(4.21)

𝜍 = −0.0048

(4.20)

2.

1.4

𝜆2 = −0.0040
3.

0.6

𝜆1,2 = −0.0057
± 0.0076𝑖

Table 4.1. The parameters of the systems reflected in Figure 4.7.

The physical meaning of the parameters became clear by comparing (4.23) and
(4.13): 𝑠 and 𝑄 in (4.13) are 𝜔0 and 𝛽 −1 in (4.23-4.24), correspondently.

Figure 4.7.

Scheme of the sample 2-nd order control system (4.13).
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b)

a)
Figure 4.8.

c)

Sample 2-nd order control system (4.14) with different damping factor 𝜁: frequency responses a), step response b), and pole-zero map c).
The poles marked with x-crosses; all zeros are the same for all 3 systems marked with the circle.
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In our experiments we don’t measure 𝑟2 (𝑡), so we can prove our conclusions only
indirectly. Let us do the extrapolation of the experimental data but with the new function
(4.10). Also like the tests as presented in Figure 4.3, we manually remove the first 0, 0.5,
1 and 1.5 minutes of temperature data and compared the extrapolations obtained our model
with original experimental data. As it can be seen from Figure 4.9, the extrapolation with
thermal regulation is much more accurate. The maximum extrapolation error at zero time
is about 0.1 – 0.2 C with thermoregulation, which is sufficiently accurate for this research.
A metric that indicates the goodness of fit is the coefficient of determination 𝑅 2 [92]. As
we will see later, 𝑅 2 is mostly above 99.9%, i.e. the accuracy is really good at the whole
range of time of the experiments.

Figure 4.9.
Extrapolation of the experimental data with (4.10).
The same experiment, 6 plots for 6 ROIs. 𝑇0 -s are the extrapolated temperatures
at 𝑡 = 0 for removed 0, 0.5, 1 and 1.5 min. of the experimental data.
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4.3.3 The control system of the first order
We like the robust results, and generally could trust the obtained model. To be
absolutely sure let’s try to simplify it by the Occam’s blade principle: investigate the 1-st
order model, and compare it with the second one observed above. Assume the equation
with thermoregulation to be:
𝑑𝑇(𝑡)
= −𝑘(1 − 𝑄𝑒 −𝑠𝑡 )(𝑇(𝑡) − 𝑇𝐴 ),
𝑑𝑡

(4.26)

and thus a new thermoregulation parameter to be:
𝑟1 (𝑡) = 𝑘(1 − 𝑄𝑒 −𝑠𝑡 ).

(4.27)

The transmitting response of the control system with the step response (4.27) is the
same very familiar 1-st order system (4.9) which is simple than the 2-nd order one (4.14).
The frequency response, the step response, and the pole-zero map of the system
corresponding to (4.9) are shown at Figure 4.11. The explicit solution of (4.15) is:

𝑇(𝑡) = 𝑇𝐴 + (𝑇0 −𝑇𝐴 )𝑒

𝑄
−𝑘(𝑡+ (𝑒 −𝑠𝑡 −1))
𝑠

.

(4.28)

The scheme of the corresponding control system is shown at Figure 4.10. The
sample plots including frequency response, step response, and pole-zero map are in Figure
4.8; for this example, the coefficients of (4.9) are: 𝑏0 = 1, 𝑎0 = 1, 𝑎1 = 1 [𝑠𝑒𝑐].

𝑊1 (𝑝) =

𝑠/𝑄
𝑝+𝑠
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Figure 4.10.

Scheme of the 1-st order control system (4.9).
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b)

a)
Figure 4.11.

c)

A sample 1-st order control system (4.9): frequency response a), step response b), and pole-zero map c). No zeros, one pole at −1 + 𝑖0.
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Q

Q

a)

b)

Q

c)
Figure 4.12.

Sample plots (not related to any experiment) illustrating (4.16) a, b), and (4.15) c).

The physical meaning and the dimensions of the parameters 𝑘, 𝑄, and 𝑠 are the
same as for the second order model described above. One thing should be noticed, that this
type of regulation (4.27) is slower than (4.13) given the same values of the model
parameters; compare the plots Figure 4.6b) and Figure 4.12c). As far as we are finding
these parameters as the best fit for the same experimental data, one should expect greater
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value of 𝑠 for the slower first order model.
4.3.4 Comparison of the obtained models
Table 4.2 below summarizes the mathematical description of the models also
compared with the Newton’s law of cooling.
Let us compare the interpolation quality for the 3 models we have: Newton’s law
of cooling without any thermoregulation, the thermoregulation system of the 1-st order,
and the thermoregulation system of the 2-nd order, see Figure 4.13

a)

b)

c)

d)

Figure 4.13.

Nonlinear fit for 3 models: in the whole time range a)
for 0…2 min b), 2…5 min c), and 5…15 min d).
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Both models with thermoregulation demonstrate really good interpolation quality.
They both growth faster than Newton’s law of cooling, see Figure 4.13 b). At the same
time they both have the value of 𝑘 some smaller than the correspondent values of Newton’s
law of cooling. There is no contradiction in it, because they are faster due to the
thermoregulation. The parameter 𝑠 which is the speed of thermoregulation is always greater
for the 1-st order system as far as for the same parameters the plots Figure 4.12c) are
slower than the correspondent plots Figure 4.6b) for the 2-nd order system. See the sample
values of 𝑘 −1 and 𝑠 −1 in the legend of the plot.
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Model of
thermoregulation

Newton’s law
of cooling (0
order)

The 1-st order
thermoregulation system

The 2-nd order
thermoregulation system

Equation
𝑑𝑇(𝑡)
=
𝑑𝑡

−𝑘(𝑇(𝑡) − 𝑇𝐴 )

−𝑘(1 − 𝑄𝑒 −𝑠𝑡 )(𝑇(𝑡) − 𝑇𝐴 )

−𝑘 (1 + (𝑄𝑒 −𝑠𝑡 (1 − 𝑠𝑡))) (𝑇(𝑡) − 𝑇𝐴 )

Solution
𝑇(𝑡) =

𝑇𝐴 + (𝑇0 −𝑇𝐴 )𝑒 −𝑘𝑡

Thermoregulation parameter
𝑟(𝑡) =

𝑘

𝑄 −𝑠𝑡
)

𝑇𝐴 + (𝑇0 −𝑇𝐴 )𝑒 −𝑘(𝑡+ 𝑠 𝑒

𝑘(1 − 𝑄𝑒 −𝑠𝑡 )
Transmitting response
𝑊(𝑝) =

𝑏0

𝑏0
𝑎0 + 𝑎1 𝑝

Control system

Table 4.2. The models of thermoregulation.

90

𝑇𝐴 + (𝑇0 −𝑇𝐴 )𝑒 −𝑘(1+𝑄𝑒

𝑘 (1 + (𝑄𝑒 −𝑠𝑡 (1 − 𝑠𝑡)))
𝑏0 + 𝑏0 𝑝
𝑎0 + 𝑎1 𝑝 + 𝑎2 𝑝2

−𝑠𝑡 )𝑡

4.3.5 Uniqueness and fullness of the obtained set of the models
So far we have proposed two thermoregulation models, and found the biological
explanation for both. Should one try to find more models and explain them then?
The answer is: fortunately, no, at least if the maximum order of the system will be
bounded by 2. Look at the logarithmic frequency responses of the systems Figure 4.8 a)
and Figure 4.11 a). They are low pass, i.e. asymptotically flat at low frequencies and then
asymptotically fall with the asymptote inclination 6 dB/octave (10 dB/decade) for the 1-st
order system and 12 dB/octave (20 dB/decade) for the 2-nd order system at high
frequencies. Also they are stable, i.e. all zeros if any and poles of the transmitting response
𝑊(𝑝) must have a negative real part. There are no more plants of the 1-st order satisfying
these requirements [87][88][89][90][91] Figure 4.11 c). In other words, the solution
corresponding to the system of the 1-st order is unique.
On the other hand, one can develop different low pass filters of the 2-nd order, but
our system has the overregulation property, which has to be satisfied. It excludes from the
consideration the systems with two different negative poles on the real axis as far as they
will behave similarly to the systems of the first order just some faster. Adding the imaginary
components to the poles, i.e. 𝜁 < 1 in (4.14) will affect the oscillations of the step response,
which has never been observed in our experiments. Thus the plant must have two identical
negative real poles. If the zero of 𝑊(𝑝) would have the same or greater negative value as
the poles, the system would behave like the system of the 1-st order. Thus, the only way is
to have a zero more closely to the origin than the poles are, see Figure 4.8 c)
Aw we have discussed above, two repeating poles correspond to the dumping
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parameter 𝜁 = 1 in (4.14). A very meticulous one could notice that the small changes of 𝜁
should not dramatically change the behavior of the system. Indeed, there is the quite narrow
range of 𝜁 where the behavior of formally oscillating system (with two complex conjugated
poles) as well as the system with two different real negative poles would be almost the
same or at least very similar to the system with two repeating real poles, see Figure 4.14.
Note that this adds one more parameter to the system, i.e. 𝜁. It means incrementing the
degrees of freedom of the optimization problem and by this reducing the robustness and
general complication. By the way, three different equations must be parameterized and
tested for the best fit of the experimental curves, namely (4.20), (4.21), and (4.22) which
exactly corresponds to the (4.12) tested above. It does not look reasonable, especially
because the systems behave really similarly; the same effect, i.e. greater thermoregulation
for 𝜁 < 1 or lower thermoregulation for 𝜁 > 1 can be achieved using the model with 𝜁 =
1 varying the parameter 𝑄 in (4.12) or, the same, parameter 𝛽 −1 in (4.14). It is reflected on
the pole-zero map in Figure 4.14 c): while a change of 𝜁 affects redistribution of poles on
the map, then a change of 𝛽 moves the zero along the real axis.
Figure 4.14 illustrates the behavior of the different systems (4.14) in the narrow
range of 𝜁 close to 1. The parameters are reflected in the Table 4.3; the systems in the table
and the colors correspond to the ones reflected in Figure 4.14:
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#

𝜔0 ,
[𝑟𝑎𝑑
∗ 𝑠𝑒𝑐 −1 ]

𝜁,
[𝑟𝑎𝑑
∗ 𝑠𝑒𝑐 −1 ]

𝛽

Poles

Zero

1.

0.0191

1

0.25

𝜆1,2 = −0.0095

𝜍 = −0.0048

1.1

0.25

𝜆1 = −0.0149

𝜍 = −0.0048

2.

𝜆2 = −0.0061
3.

0.9

0.25

𝜆1,2 = −0.0086
± 0.0042𝑖

𝜍 = −0.0048

4.

1

0.2

𝜆1,2 = −0.0095

𝜍 = −0.0038

5.

1

0.3

𝜆1,2 = −0.0095

𝜍 = −0.0057

Table 4.3. The parameters of the systems reflected in Figure 4.14.

Comparing the step responses of the systems in Figure 4.7 with the first three ones
in Figure 4.14, one can see that for 𝜁 ≲ 1 the damping is big enough to completely fade
the oscillations with two complex conjugate poles in the third system in the table. It means
that the real exponent in (4.20) fades faster than sin( ) and cos( ). On the other hand,
𝜁 ≳ 1 is small enough to still give overshooting for the non-repeating poles (4.21), the
second system. The tricky thing is that moving the zero farther from the origin but not that
far as the poles, see the system #5 in the table, one can reduce the overshooting even more
than for the given system (4.21), and vice versa, the system #4.
This means that the obtained models with the order of the control system upper
bounded by 2 are not unique in terms of the best fit, but are the simplest ones. The model
of the 2-nd order (4.12) with the solution (4.13) is unique if to bound the maximum number
of the parameters, i.e. fix the dumping factor 𝜁 = 1. It is natural from both physical and
biological points of view: two different negative poles correspond to two real exponents
with similar exponent factors. It requires two different but quite similar physical processes.
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On the other hand, the couple of complex conjugant roots mean fading oscillations of
thermal regulation, which also have not been observed. Moreover, as it is shown right
below, see the Chapter 4.4, even the simplest system of the second order (4.12 – 4.13)
appeared unnecessarily complex.
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b)

a)

c)

Figure 4.14.
Sample 2-nd
order control systems (4.14)
with different damping factor
𝜁
and amplification
frequency responses a), step response b), and pole-zero map c). The poles marked with x-crosses; the zeros are marked with the circles.
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𝛽 −1 :

4.4 The biological sense of the thermoregulation models
4.4.1 The biological mechanisms of human thermoregulation
Precisely, by thermoregulation we are referring to the change of particular
parameters accounted for by 𝑇 depending on the temperature and time. The list of the
human thermoregulation mechanisms includes the following ones: convection, conduction,
radiation, goose bumps, and evaporation [93]. Our experiment includes three phases:
control, cooling and recovery of the peripheral body part.
Go back to the equation (4.3). The radiation term (4.4) may be ignored in the model
of a foot recovery in room temperature, as we discussed above in Chapter 4.2. Similarly,
in the short time cooling phase we may ignore evaporation (4.5). The goose bumps during
cooling give almost no effect on thermoregulation because of direct contact between the
human skin and cold pressor (through a thin bag of ice). Fat to energy transform in the
mitochondria can also be neglected by local and short time cooling and also for adult
humans [81].
The convection and conduction are related to the interaction of the tissue with both
external media and blood. Let us discuss the thermal energy exchange with the
environment first. The energy exchange for the given skin area by the conduction cannot
be regulated. The change of the convection intensity in the room by the temperature change
can also be neglected. Thus, the thermoregulation happens inside the human body, i.e.
between the tissue and blood. Blood current corresponds to the convection. Naturally
assuming the constant values for heat capacity and density for both tissue and blood during
the 15-20 minutes of the experiment, one can claim that the change of blood perfusion
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𝜔𝑏 (𝑡) is the main factor of thermoregulation.
Mechanically and hydrodynamically the blood current in a human body is
absolutely analogous to the liquid current in the pumping hose, where the heart works as a
pump, and the vessels as the hoses. Thus, we could name the heart pulse rate, and pulse
amplitude as the general parameters related to the “pump” whereas the diameters of vessels
are the parameters related to the local properties of the “hose”. The blood pressure indicates
the interaction between the “pump” and the rest liquid distributing system. We will not
solve the Navier-Stokes equation in 3D for the hydrodynamical (hemodynamical in our
case) model together with the thermal conductivity equation with the boundary conditions
determined by the vessels of changing diameters, but use the same principle of control
theory as above, i.e. assume the whole complex system as a black box and try to get its
parameters. It must be noted that we cannot differentiate the influence of each factor using
just the data of the measurements we made. For example, to investigate the dependence
between the thermoregulation and the pulse amplitude [94] the laser Doppler fluorometer
has been used to measure the flux of the red cells in the fingers and toes, and the pulse
amplitude has been measured with the photoelectrical pulse plethysmographs. One of the
conclusions have been made in [94] is that these general factors do have the influence on
the thermoregulation state. Particularly it means that the thermoregulation of the same
subject will be quite different with different pulse amplitude and rate (and also with
different breathing, and even with mental stress). One may conclude by this that it should
be taken into account investigating repeatability. Nevertheless, the main goal of this
research is to diagnose the peripheral neuropathy with the key word “peripheral”. It means
that beyond of pulse rate, etc. the diameters of the vessels can almost literally be the
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bottleneck for the blood current. Therefore, it is the main thermoregulation mechanism
must be taken into account. Its local nature gives a possibility to differentiate healthy and
problematic areas on the foot beyond of the body parameters.
Thus the major factors in thermal regulation are vasoconstriction, i.e. shrinking
(constricting) of arterioles to reduce heat loss from the blood and vasodilation which is the
opposite process. In contrast in the recovery stage all the mechanisms above should be
switched back to the “normal” mode, i.e. vasodilation instead of vasoconstriction.
4.4.2 The correspondence between the biological mechanisms and the
analytical models of thermoregulation
Let us compare two models in terms of the biological thermoregulation
mechanisms. Observing the obtained model parameters after nonlinear fit in the legends in
Figure 4.13 one can see that the dimensionless intensity of thermoregulation denoted as 𝑄
is positive for the 2-nd order model whereas it is negative for the 1-st order model. Indeed,
comparing the temperature dependences for the models Figure 4.6 a) and Figure 4.12a, b)
clear that the neither the plots with 𝑄 < 0 for the 1-st order model nor the neither the plots
with 𝑄 > 0 look similarly to each other and to the interpolated experimental curves. In
contrary to these illustrations, Figure 4.14 shows only the parameters which have sense,
i.e. 𝑄 ≥ 0 for the 2-nd order model and 𝑄 ≤ 0 for the other one. They are absolutely equal
at 𝑄 = 0 which corresponds to the Newton’s law of cooling (4.2). Increasing the
thermoregulation intensity |𝑄|, the temperature plots go above the asymptotic Newton’s
plot for the 2-nd order model (4.10) Figure 4.14 a) and below for another one (4.16) Figure
4.14 b) whereas at the times corresponding to the beginning of recovery both models make
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the temperature growth faster than the asymptote. There is no contradiction in this as far as
the 2-nd order model later on slows down after the time 𝑡 = 𝑠 −1 . The main difference
between the models is that they describe different biological mechanisms of
thermoregulation. The 1-st order model Figure 4.14 d) is monotonically increasing,
therefore it corresponds to vasodilation. It has greatest value of the derivative of (4.15) i.e.
greatest intensity of thermoregulation at the beginning and that it exponentially goes to 0.
The 2-nd order model Figure 4.14 c) reflects vasodilation at the beginning until the
intersection of the thermoregulation curve with the asymptotic line at the time 𝑡 = 2𝑠 −1
and vasoconstriction later on.
Let us explain the simplest model first. As we have discussed above, the body part
being cooled down gets less blood to preserve the heat energy of the human body under
the cold stress [93]. Thus, the cold stress turns the vasoconstriction on. Then, the unit step
function of heat at the beginning of the recovery process opens the vasodilation phase. This
explanation is very clear and has neither doubts no contradictions with the known facts for
the biology of human body.
In contrary to this simple explanation, the model of the second order describes the
process of alternating of vasodilation and vasoconstriction, so called so called hunting
response or Lewis reaction [94][95][96][97][98][98]. We did not measure the change of
the vessel diameters directly, so we cannot claim the existence of the more complex
biological process, especially the one has been criticized [100] [101] [102] [103] [104].
Moreover, Lewis reaction has been claimed as induced by cold, whereas recovery is the
opposite process. That’s why the model of the 1-st order has been chosen for further
investigation. Both models are similarly robust, and give the same inter- and extrapolation
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quality, but the control system of the first order is simpler, unique, and, more important,
has a clear biological meaning.

4.5 Accuracy of the model of thermoregulation
Similarly to (4.3) for Newton’s law of cooling, we will use the nonlinear least
square fit to find the parameters of the solution independently for each ROI for each
experiment:
𝑎𝑟𝑔𝑚𝑖𝑛{‖𝑇(𝑡) − 𝑇𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 (𝑡)‖22 }
{𝑘, 𝑠, 𝑄, 𝑇0 , 𝑇𝐴 } =
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑙𝑏 ≤ { 𝑘, 𝑠, 𝑄, 𝑇0 , 𝑇𝐴 } ≤ 𝑢𝑏

(4.29)

where 𝑙𝑏 and 𝑢𝑏 are lower and upper bounds for the vector of parameters.

a)
Figure 4.15.

b)

Interpolation quality with Newton’s law of cooling a) and the TR-1 model b)

Let us compare the interpolation quality of the models for the full range of data, i.e.
where the experimental measurement has been taken as close to the beginning of recovery
as it is possible.
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ROI 5 Lateral Arch
T0, C

RMSE 103

 0.5 min
 2 min
No thermoregulation: Newton’s Law of Cooling
Mean

0.96

40.04

17.58

STD

0.39

12.73

5.91

Median

0.86

39.38

17.46

Min

0.44

17.21

7.66

1.90
62.82
30.92
Max
The Model of Thermoregulation of the 1-st Order
Mean

0.060

4.23

3.45

STD

0.056

1.78

0.77

Median

0.048

4.14

3.25

Min

0.003

1.87

2.27

Max

0.212

9.02

4.94

Table 4.2. Comparison of interpolation quality of TR-1 with Newton’s Law of Cooling.

Also, for the same experiments, assume that the measurements started with the 0.5
min delay, and 1.5 min. delay. We need to know how sensitive the model is to the loss of
data like this, which, unfortunately, happened quite often. Unsurprisingly, we see the same
effect. Moreover, the mean error 0.26-0.60 C for the TR-1 with incomplete data is less
than the mean error of Newton’s law of cooling with the complete data.
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ROI 5 Lateral Arch
t0.5 min

t1 min

t1.5 min

No thermoregulation: Newton’s Law of Cooling
Mean

1.26

1.61

1.89

STD

0.62

0.71

0.75

Median

0.98

1.44

1.80

Min

0.48

0.72

0.90

2.90
3.61
Max
The Model of Thermoregulation of the 1-st Order

4.00

Mean

0.27

0.43

0.60

STD

0.25

0.41

0.56

Median

0.18

0.31

0.41

Min

0.00

0.01

0.00

0.90

1.99

2.48

Max

Table 4.3. Extrapolation quality of TR-1 and Newton’s Law of Cooling with the loss of data.

Let us discuss the meaning of the model parameters. Whereas 𝑄 – the amplitude of
regulation, and 𝑠 – speed of regulation – depends on the properties of vessels, vessel
muscles and reaction of peripheral nervous system on the stress, i.e. should vary for every
experiment with different conditions, 𝑘 rather depends on tissue, and should be very similar
for the same subject. Thus, for the set of 27 experiments with the same volunteering subject
we substituted 𝑘 = 𝑘𝑚𝑒𝑎𝑛 , and let other model parameters vary. It means that the problem
(4.29) became
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𝑎𝑟𝑔𝑚𝑖𝑛{‖𝑇(𝑡) − 𝑇𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 (𝑡)‖22 }
{𝑠, 𝑄, 𝑇0 , 𝑇𝐴 } =
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑙𝑏 ≤ { 𝑠, 𝑄, 𝑇0 , 𝑇𝐴 } ≤ 𝑢𝑏, 𝑘 = 𝑘𝑚𝑒𝑎𝑛

(4.30)

The interpolation quality did not change a lot; see Table below.

ROI 5 Lateral Arch
T0, C

RMSE 103
 0.5 min

 2 min

The Model of Thermoregulation of the 1-st Order, k = kmean
Mean

0.082

4.58

3.66

STD

0.073

1.96

1.07

Median

0.064

4.43

3.52

Min

0.001

1.21

1.87

0.288
8.51
6.48
Max
The Model of Thermoregulation of the 1-st Order
Mean

0.060

4.23

3.45

STD

0.056

1.78

0.77

Median

0.048

4.14

3.25

Min

0.003

1.87

2.27

Max

0.212

9.02

4.94

Table 4.3. Interpolation quality of TR-1 with fixed and varying parameter k.

All this means, first, that the thermoregulation model has in orders of magnitude
greater accuracy and robustness comparing to the model without the thermoregulation, and
second, it describes real biological processes, and its parameters can be used for their
quantification.
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Chapter 5 Heat transfer during the cooling
phase
There did not seem to be so many pools of water under the snow on the left side of
Henderson Creek, and for half an hour the man saw no signs of any. And then it
happened. At a place where there were no signs, the man broke through. It was not
deep. He was wet to the knees before he got out of the water to the firm snow.
Jack London, To Build a Fire.

5.1 Motivation
The standard measurement protocol described in Chapter 2 includes three main
phases: control, cooling and recovery. The control and recovery phases in the room
temperature air are quite similar, whereas cooling in the cold water is physically,
biologically, and (based on many personal impressions of the tested subjects) even
emotionally very different. In the previous chapter, we have developed thermal regulations
models and tested the model using the temperature recovery curves. One would expect that
the same model should also work with the cooling phase. In fact, one would expect
applying the model to the data points of the cooling phase should improve the overall
accuracy of the parameters.

104

5.2 The thermoregulation model of the cooling phase.
5.2.1 General solution.
The simple model (4.11, 4.25) obtained for the process of a foot recovery in the
room temperature is based on the several assumptions. Most of them are still applicable to
the cooling phase in water, but not all of them. The assumptions that need to be modified
are mostly related to the environment. In the recovery phase, the impact to the surrounding
air is negligible, while the impact of to the cold water bath is not. Because of these, the
following two assumptions must be adjusted:
1. The constant environment temperature has been assumed in the recovery phase.
It allows us to ignore the second equation from (4.3). While this is a valid
assumption for room temperature, it is not the case for the cooling phase when
the subject’s foot is submerged in a 2-gallon bath of cold water. To ensure that
this assumption is still valid, we will have to keep the water temperature
constant. This is achieved by adding cold water or ice to keep the water
temperature constant during the cooling.
2. The assumption 𝑟𝑏 ≫ 𝑟𝑒 in (4.6) is based on (1) the mass-specific heat capacity
of air 𝑐𝑎 ≈ 963 J/kg/°K is much less than for the blood which is within the
range 𝑐𝑏 = 3594 … 4153 J/kg/°K [77], and (2) the blood is constantly
circulating, whereas there is no artificial air current in our experiments. In the
cooling phase, however, the mass-specific heat capacity of water is: 𝑐𝑤 =
4181.3 … 4186 J/kg/°K. Also, we ask the subjects to move their feet to make
the cooling more uniform.
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Recall Equation (4.6) (denoted as Equation (5.1) in this Chapter):
𝑑𝑇(𝑡)
= −𝑟1 (𝑡)(𝑇(𝑡) − 𝑇𝑏 ) − 𝑟𝑒 (𝑇(𝑡) − 𝑇𝑒 )
𝑑𝑡
where 𝑟𝑒 =

(𝜌𝑐)𝑒
𝑉𝜌𝑐

(5.1)

𝜔𝑒 [𝑠𝑒𝑐 −1 ] is the characteristic of the body (foot) with respect to

the external media (here "𝑒" stands for environment, i.e., water in the cooling phase), and
𝑟1 (𝑡) =

(𝜌𝑐)𝑏
𝑉𝜌𝑐

𝜔𝑏 (𝑡) [𝑠𝑒𝑐 −1 ] accounts for all the biological and thermal dynamical

parameters responsible for the heat transfer between the blood ("𝑏") and tissue, as before.
Recall that the original of time 𝑡 is the beginning of the recovery, i.e., the end of
cooling. To avoid negative times, let 𝑡 ′ = 𝑡 − 𝑡𝑐𝑜𝑜𝑙𝑖𝑛𝑔 , where 𝑡𝑐𝑜𝑜𝑙𝑖𝑛𝑔 is the cooling time.
After this change of variables, equation (5.1) is still a linear parametric equation with
respect to t’, and has an explicit solution, which is:

𝑇(𝑡 ′ ) = 𝑒 −𝑡

′ (𝑘+𝑟 )+𝑄𝑘 𝑒 −𝑠𝑡′
𝑒
𝑠

(𝐶2

(5.2)
′

+ ∫ (((1 + 𝑄𝑒 −𝑠𝑡 )𝑇𝑏 𝑘 + 𝑇𝑒 𝑟𝑒 )𝑒 𝑡

′ (𝑘+𝑟 )−𝑄𝑘 𝑒 −𝑠𝑡′
𝑒
𝑠

) 𝑑𝑡 ′ )

Recall, 𝑘 is the speed of cooling due to blood, 𝑄, and 𝑠 are the parameters of the
thermoregulation, 𝑟𝑒 is the speed of cooling due to the interaction with the environment.
Observe that substitute 𝑄 = 0 – no thermoregulation. This solution becomes:
𝑇𝑁𝑒𝑤𝑡𝑜𝑛′ 𝑠 𝐿𝑎𝑤 𝑜𝑓 𝐶𝑜𝑜𝑙𝑖𝑛𝑔 (𝑡 ′ ) = (𝑇𝑒 𝑟𝑒 + 𝑇𝑏 𝑘 + 𝐶2 𝑒 −𝑡
for the initial conditions
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′ (𝑘+𝑟 )
𝑒

)⁄(𝑘 + 𝑟𝑒 )

(5.3)

𝑇(𝑡 ′ = 0) = 𝑇𝑟𝑒𝑓 ,

(5.4)

where the integration constant is
𝐶2 = 𝑇𝑟𝑒𝑓 (𝑘 + 𝑟𝑒 ) − 𝑇𝑒 𝑟𝑒 − 𝑇𝑏 𝑘.

(5.5)

Thus, the new solution is consistent with the Newton’s Law of Cooling.
Now observe that:

′

∫ (((1 + 𝑄𝑒 −𝑠𝑡 )𝑇𝑏 𝑘 + 𝑇𝑒 𝑟𝑒 )𝑒𝑡

′ (𝑘+𝑟 )−𝑄𝑘 𝑒 −𝑠𝑡′
𝑒
𝑠

= (𝑇𝑏 𝑘 + 𝑇𝑒 𝑟𝑒 ) ∫ (𝑒 𝑡
+ 𝑄𝑇𝑏 𝑘 ∫ (𝑒 𝑡

) 𝑑𝑡 ′

′ (𝑘+𝑟 )−𝑄𝑘 𝑒 −𝑠𝑡′
𝑒
𝑠

′ (𝑘+𝑟 −𝑠)−𝑄𝑘 𝑒 −𝑠𝑡′
𝑒
𝑠

(5.6)

) 𝑑𝑡 ′

) 𝑑𝑡 ′

Let

𝑏=

𝑄𝑘
𝑠

(5.7)

𝑎1 = 𝑘 + 𝑟𝑒

(5.8)

𝑎2 = −𝑠 + 𝑘 + 𝑟𝑒

(5.9)

Then
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′

𝑥 = 𝑒 −𝑠𝑡
1
| 𝑡 ′ = − 𝑙𝑛𝑥 |
′
1
′
−𝑠𝑡
𝑠
∫ (𝑒 𝑎𝑡 −𝑏𝑒 ) 𝑑𝑡 ′ =
= − ∫(𝑥 −𝑎⁄𝑠−1 𝑒 −𝑏𝑥 )𝑑𝑥
1 𝑑𝑥
𝑠
|𝑑𝑡 ′ = −
|
𝑠 𝑥
′
𝑒 𝑎𝑡 = 𝑥 −𝑎⁄𝑠

(5.10)

𝑏𝑥 = 𝑦
𝑏 𝑎⁄𝑠
𝑑𝑦| = −
=|
∫(𝑦 −𝑎⁄𝑠−1 𝑒 −𝑦 )𝑑𝑦
𝑠
𝑑𝑥 =
𝑏
Let
1 𝑦
𝑡 ′ = − 𝑙𝑛
𝑠 𝑏
𝑦 = 𝑏𝑒 −𝑠𝑡

(5.11)

′

(5.12)

The integral (5.10) is known as lower incomplete gamma function [78]:
𝑦
′

∫ 𝑦 −𝑎⁄𝑠−1 𝑒 𝑦 𝑑𝑦 = ∫ 𝑦 −𝑎⁄𝑠−1 𝑒 𝑦 𝑑𝑦 + 𝐶 = γ𝑙 (− 𝑎⁄𝑠 , 𝑏𝑒 −𝑠𝑡 ) + 𝐶

(5.13)

0

Recall that the complete gamma function Γ(𝑎) is:
∞

(5.14)

Γ(𝑎) ≡ ∫ 𝑡 𝑎−1 𝑒 −𝑡 𝑑𝑡 = γ𝑙 (𝑎, ∞).
0

The complete gamma-function can be split into the sum of a lower and an upper
∞

𝑥

∞

incomplete gamma-functions, i.e. ∫0 (Γ(𝑎)) = ∫0 (Γ(𝑎)) + ∫𝑥 (Γ(𝑎)) . The normalized
lower incomplete gamma function is:

108

𝑥

γ𝑙 (𝑎, 𝑥) ∫0 𝑡 𝑎−1 𝑒 −𝑡 𝑑𝑡
P𝑙 (𝑎, 𝑥) =
= ∞
Γ(𝑎)
∫ 𝑡 𝑎−1 𝑒 −𝑡 𝑑𝑡

(5.15)

0

Thus, the items of (5.6) can be reduced to the following form:

(𝑇𝑏 𝑘 + 𝑇𝑒 𝑟𝑒 ) ∫ (𝑒 𝑡

=−

′ (𝑘+𝑟 )−𝑄𝑘 𝑒 −𝑠𝑡
𝑒
𝑠

(𝑇𝑏 𝑘 + 𝑇𝑒 𝑟𝑒 ) (
𝑠

𝑄𝑇𝑏 𝑘 ∫ (𝑒 𝑡

(5.16)

(𝑘+𝑟𝑒 )⁄𝑠

𝑄𝑘
𝑠 )

(γ𝑙 (− (𝑘 + 𝑟𝑒 )⁄𝑠 ,

′ (−𝑠+𝑘+𝑟 )−𝑄𝑘 𝑒 −𝑠𝑡′
𝑒
𝑠

𝑄𝑘
−𝑄𝑇𝑏 𝑘 ( 𝑠 )
=
𝑠

) 𝑑𝑡 ′

𝑄𝑘 −𝑠𝑡 ′
𝑒
) + 𝐶4 )
𝑠

(5.17)

) 𝑑𝑡

(𝑘+𝑟𝑒 −𝑠)⁄𝑠

(γ𝑙 (− (𝑘 + 𝑟𝑒 − 𝑠)⁄𝑠 ,

𝑄𝑘 −𝑠𝑡 ′
𝑒
) + 𝐶5 )
𝑠

Substitute the formulae above to the general solution (5.2):

𝑇(𝑡

′)

=𝑒

−(𝑘+𝑟𝑒 )𝑡 ′ +

𝑄𝑘 −𝑠𝑡′
𝑒
𝑠

𝑄𝑘
−( )
𝑠

(5.18)
(𝐶1

(𝑘+𝑟𝑒 )⁄𝑠

+ γ𝑙 (1 −

(𝑇𝑏 (

𝑘 + 𝑟𝑒
𝑘 + 𝑟𝑒 𝑄𝑘 −𝑠𝑡 ′
γ𝑙 (−
,
𝑒
)
𝑠
𝑠
𝑠

𝑘 + 𝑟𝑒 𝑄𝑘 −𝑠𝑡 ′
,
𝑒
))
𝑠
𝑠

+ (𝑇𝑒 − 𝑇𝑏 )

𝑟𝑒
𝑘 + 𝑟𝑒 𝑄𝑘 −𝑠𝑡 ′
γ𝑙 (−
,
𝑒
))),
𝑠
𝑠
𝑠

where the integration constant 𝐶1 is
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𝑄𝑘

𝐶1 = 𝑇𝑟𝑒𝑓 𝑒 − 𝑠

(5.19)
(𝑘+𝑟𝑒 )⁄𝑠

+(

𝑄𝑘
)
𝑠

+ γ𝑙 (1 −

(𝑇𝑏 (

𝑘 + 𝑟𝑒
𝑘 + 𝑟𝑒 𝑄𝑘
γ𝑙 (−
, )
𝑠
𝑠
𝑠

𝑘 + 𝑟𝑒 𝑄𝑘
, ))
𝑠
𝑠

+ (𝑇𝑒 − 𝑇𝑏 )

𝑟𝑒
𝑘 + 𝑟𝑒 𝑄𝑘
γ𝑙 (−
, ))
𝑠
𝑠
𝑠

Notice herewith that (5.18-5.19) represent the explicit solution to (5.1).
Nevertheless, it still does not look obvious and intuitively understandable, especially
comparing with the solutions obtained in the previous chapter. Let us continue the
reduction.
Using the following decomposition of the lower incomplete gamma function [79,
80]:
𝑥0
𝑥1
𝑥2
γ𝑙 (𝑎, 𝑥) = 𝑒 −𝑥 𝑥 𝑎 ( +
+
+⋯)
𝑎 𝑎(𝑎 + 1) 𝑎(𝑎 + 1)(𝑎 + 2)

(5.20)

𝑥0
𝑥1
𝑥2
𝑥 ( +
+
+⋯)
1 (𝑎 + 1) (𝑎 + 1)(𝑎 + 2)

−1 −𝑥 𝑎

=𝑎 𝑒

One can see from (5.20) that
𝑎−1 𝑒 −𝑥 𝑥 𝑎 + 𝑎−1 γ𝑙 (1 + 𝑎, 𝑥) = γ𝑙 (𝑎, 𝑥)

(5.21)

Substitute (5.21) to (5.18-5.19). The solution will be reduced to the following:
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𝑇(𝑡 ′ )

(5.22)

= 𝑇𝑏 + 𝐶1 𝑒 −(𝑘+𝑟𝑒

)𝑡 ′ +

𝑄𝑘 −𝑠𝑡′
𝑒
𝑠

− (𝑇𝑏
(𝑘+𝑟𝑒 )⁄𝑠

𝑄𝑘 −𝑠𝑡′ 𝑄𝑘
𝑟𝑒
)𝑡 ′
− 𝑇𝑒 ) (𝑒 −(𝑘+𝑟𝑒 + 𝑠 𝑒
( )
𝑠
𝑠

) γ𝑙 (−

𝑘 + 𝑟𝑒 𝑄𝑘 −𝑠𝑡 ′
,
𝑒
)
𝑠
𝑠

where the integration constant 𝐶1 is

𝐶1 = (𝑇𝑟𝑒𝑓 − 𝑇𝑏 )𝑒

−

𝑄𝑘
𝑠

(𝑘+𝑟𝑒 )⁄𝑠

𝑟𝑒 𝑄𝑘
+ (𝑇𝑏 − 𝑇𝑒 ) ( )
𝑠 𝑠

γ𝑙 (−

𝑘 + 𝑟𝑒 𝑄𝑘
, )
𝑠
𝑠

(5.23)

There is one more representation of incomplete gamma function [82]:
γ𝑙 (𝑎, 𝑥) = 𝑎−1 𝑒 −𝑥 𝑥 𝑎 𝑀(1,1 + 𝑎, 𝑥)

(5.24)

Here 𝑀(1,1 + 𝑎, 𝑥) is the confluent hypergeometric function of the first kind [78,
83]:
∞

𝑀(𝛼, 𝛽, 𝑧) = ∑
𝑛=0

(𝛼)𝑛 𝑛
𝛼 1
𝛼(𝛼 + 1) 2
𝑧 =1+
𝑧 +
𝑧 +⋯
(𝛽)𝑛 𝑛!
𝛽 1!
𝛽(𝛽 + 1) 2!

(5.25)

where the (𝛼)𝑛 and (𝛽)𝑛 are Pochhammer symbols denoted as:

(𝑥)𝑛 ≡

Γ(𝑥 + 𝑛)
= 𝑥(𝑥 + 1)(𝑥 + 𝑛 − 1).
Γ(𝑥)

(5.26)

Substitute (5.24) to (5.22 – 5.23) we obtain the solution on the following form:
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𝑇(𝑡 ′ ) = 𝑇𝑏 + 𝐶1 𝑒 −(𝑘+𝑟𝑒

)𝑡 ′ +

− (𝑇𝑏 − 𝑇𝑒 )

𝑄𝑘 −𝑠𝑡′
𝑒
𝑠

(5.27)

𝑟𝑒
𝑘 + 𝑟𝑒 𝑄𝑘 −𝑠𝑡 ′
𝑀 (1,1 −
,
𝑒
)
𝑘 + 𝑟𝑒
𝑠
𝑠

where the integration constant 𝐶1 is:

𝐶1 = (𝑇𝑟𝑒𝑓 − 𝑇𝑏 + (𝑇𝑏 − 𝑇𝑒 )

𝑄𝑘
𝑟𝑒
𝑘 + 𝑟𝑒 𝑄𝑘
𝑀 (1,1 −
, )) 𝑒 − 𝑠
𝑘 + 𝑟𝑒
𝑠
𝑠

(5.28)

Finally, using the decomposition to series we got the following formula:

𝑇(𝑡 ′ ) = 𝑇𝑏 + 𝐶1 𝑒 −(𝑘+𝑟𝑒

)𝑡 ′ +

𝑄𝑘 −𝑠𝑡′
𝑒
𝑠

(5.29)
′

(𝑄𝑘)𝑒 −𝑠𝑡
𝑟𝑒
− (𝑇𝑏 − 𝑇𝑒 )
(1 +
(𝑠 − 𝑘 − 𝑟𝑒 )
𝑘 + 𝑟𝑒
′

(𝑄𝑘)2 𝑒 −2𝑠𝑡
+
(𝑠 − 𝑘 − 𝑟𝑒 )(2𝑠 − 𝑘 − 𝑟𝑒 )
′

(𝑄𝑘)3 𝑒 −3𝑠𝑡
+
+⋯)
(𝑠 − 𝑘 − 𝑟𝑒 )(2𝑠 − 𝑘 − 𝑟𝑒 )(3𝑠 − 𝑘 − 𝑟𝑒 )
where the integration constant 𝐶1 is:
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(5.30)

𝐶1 = (𝑇𝑟𝑒𝑓 − 𝑇𝑏

+ (𝑇𝑏 − 𝑇𝑒 )

(𝑄𝑘)
𝑟𝑒
(1 +
(𝑠 − 𝑘 − 𝑟𝑒 )
𝑘 + 𝑟𝑒

+

(𝑄𝑘)2
(𝑠 − 𝑘 − 𝑟𝑒 )(2𝑠 − 𝑘 − 𝑟𝑒 )

+

(𝑄𝑘)3
(𝑠 − 𝑘 − 𝑟𝑒 )(2𝑠 − 𝑘 − 𝑟𝑒 )(3𝑠 − 𝑘 − 𝑟𝑒 )
𝑄𝑘

+ ⋯ )) 𝑒 − 𝑠

Observe that the explicit solution in the form (5.29-5.30) is real, whereas the
solution in the form (5.22 – 5.23) with incomplete gamma function has complex items for
negative values of 𝑄, which correspond to the cooling phase. The series in the parenthesis
(5.29-5.30) obviously converges; the computations show that it is enough to compute just
3 items of series for the accuracy within 10−4. That’s why this form has been chosen for
the implementation and computation.
5.2.2 The thermoregulation term.
As far as we did not introduce any new physical and biological mechanisms, the
thermoregulation term must be in the general solution above as well. Note that the stronger
interaction with the environment is still linear; it is the same Newton’s law of cooling, but
with the different exponent factor. Similarly, the thermoregulation depends on 𝑟𝑒 . Denote
the thermoregulation term of the 1-st order model with the strong interaction with the
environment similarly to the previous models, i.e. as the exponent factor of (5.27) and
(5.29):
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𝑟1𝑒 (𝑡) = (𝑘 + 𝑟𝑒 )(1 − 𝑄𝑒 −𝑠𝑡 )

(5.31)

Introduce the dimensionless ratio 𝑟𝑒 /𝑘; the equation (5.31) can be reduced to
𝑟1𝑒 (𝑡) = 𝑘(1 + 𝑟𝑒 ⁄𝑘 )(1 − 𝑄𝑒 −𝑠𝑡 )

(5.32)

One can see that the difference between (5.32) and (4.27) is negligible for small
𝑟𝑒 ⁄𝑘, and vice versa.
5.2.3 Important special cases.
To better understand the solutions as developed in this Chapter, we should
demonstrate how the solution applies to some important special cases. Recall that 𝑘, 𝑟𝑒 , and
𝑠 are the parameters which have the dimension of frequency; they show how fast the tissue
temperature changes by such factors as blood, environment, and thermoregulation,
correspondently.
5.2.3.1 No thermoregulation (examples: DPN subjects, Newton’s law of cooling):
𝑸 = 𝟎.
Substitute 𝑄 = 0 to any form of the general solution. We have:

𝑇𝑁𝑒𝑤𝑡𝑜𝑛 (𝑡 ′ ) =

𝑇𝑏 𝑘 + 𝑇𝑒 𝑟𝑒
′
+ 𝐶0 𝑒 −(𝑘+𝑟𝑒)𝑡
𝑘 + 𝑟𝑒

(5.33)

where the integration constant 𝐶0 is:

𝐶0 = 𝑇𝑟𝑒𝑓 −

𝑇𝑏 𝑘 + 𝑇𝑒 𝑟𝑒
𝑘 + 𝑟𝑒

(5.34)

Not surprisingly, we arrive at the Newton’s law of cooling, where the weighted
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coefficient and averaged time constant account for independent interaction with two media,
i.e., blood and environment.
5.2.3.2 Thermoregulation in the air: 𝒓𝒆 = 𝒓𝒂𝒊𝒓 ≪ 𝒓𝒆 = 𝒓𝒘[𝒂𝒕𝒆𝒓] , 𝒓𝒂𝒊𝒓 ≪ 𝒌.
Substitute back to 𝑡 for time instead of t’, 𝑟𝑎𝑖𝑟 vs. 𝑟𝑤[𝑎𝑡𝑒𝑟] for the temporal constant
of the external media, 𝑇0 for the initial temperature, and 𝑇𝐴 for the stationary temperature,
we end up with the same solution as in the previous chapter:
𝑄𝑘 −𝑠𝑡
𝑒

𝑇1 (𝑡) = 𝑇𝐴 + 𝐶3 𝑒 −𝑘𝑡+ 𝑠

(5.35)

where the integration constant 𝐶3 is:
𝑄𝑘

𝐶3 = (𝑇0 − 𝑇𝐴 )𝑒 − 𝑠

(5.36)

Note that this is due to the fact that incomplete gamma and confluent
hypergeometric functions do not conflict with the nice and understandable exponents.
5.2.3.3 Strong thermoregulation (example: normal subjects).
Recall that for normal subjects with the good thermoregulation, 𝑠 ≫ 𝑘. At the same
time, we may assume 𝑟𝑤 ≈ 𝑘 because the mass-specific heat capacity of blood and water
are almost the same. Therefore (𝑠 − 𝑘 − 𝑟𝑤 ) ≾ 𝑠. Thus Equation (5.29-5.30) can be
approximated as:

𝑇𝑛𝑜𝑟𝑚𝑎𝑙 (𝑡 ′ ) ≿ 𝑇𝑏 + 𝐶1𝑛𝑜𝑟𝑚𝑎𝑙 𝑒 −(𝑘+𝑟𝑒

)𝑡 ′ +

𝑄𝑘 −𝑠𝑡′
𝑒
𝑠

where the integration constant 𝐶1𝑛𝑜𝑟𝑚𝑎𝑙 is:
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−

𝑟𝑒 (𝑇𝑏 − 𝑇𝑒 ) 𝑄𝑘𝑒 −𝑠𝑡′
𝑒𝑠
𝑘 + 𝑟𝑒

(5.37)

𝑄𝑘

𝐶1𝑛𝑜𝑟𝑚𝑎𝑙 = (𝑇𝑟𝑒𝑓 − 𝑇𝑏 )𝑒 − 𝑠 +

𝑟𝑒 (𝑇𝑏 − 𝑇𝑒 )
𝑘 + 𝑟𝑒

(5.38)

Note that this is also consistent with the results from Chapter 4.

5.3 Experimental results
5.3.1 Model verification for the recovery phase
As it has been shown above, the model (5.29-5.30) is a generalization of the model
(4.11, 4.25). As a result, we obtained very similar quality curve fitting results with the data
from the recovery phase. Figure 5.1 shows the comparison results for the two models. One
can see that the difference between two interpolating curves is below the measurement
noise. It means that two models are equally good in describing the recovery of the cooled
feet to core body temperature.
Figure 5.2 shows the typical thermoregulation plots computed by these two models.
Observe that the plots look quite similar, but not exactly.

116

a)

b)

c)

d)

Figure 5.1.
Nonlinear fit of the experimental data for TR-1e and TR-1 re<<:
in the whole time range a) for 0…2 min b), 2…5 min c), and 5…15 min d).
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Figure 5.2.
Sample thermoregulation plots for 4 ROIs computed with two different models; red
dashed line shows the stationary value for the model (5.29-5.30), solid blue line; observe that is is
some different for the model (4.11, 4.25), dashed black line.

5.3.2 Application of the general model to both cooling phase and recovery
phase
For ≥15 minutes of measurements in the recovery phase with 8-9 Hz frame ratio
one has a 7-8 thousands of control points obtained by direct measurements. For the cooling
phase, we have two points of intersection of the interpolating curves obtained for the
control and recovery phases, correspondently: 𝑇𝑟𝑒𝑓 at the beginning of cooling and 𝑇0 at
the end of cooling (i.e., the beginning temperature of the recovery, i.e. 𝑡 = 0). The green
dash almost horizontal line shows the change of water temperature, i.e. the quality of the
satisfying the assumption of constant environment temperature. As can be seen, the water
temperature change is within 1 degree and therefore can be ignored.
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𝑇𝑟𝑒𝑓

𝑇𝐴 = 𝑇(∞)

𝑇0
𝑇𝑤𝑎𝑡𝑒𝑟

−𝑡𝑐𝑜𝑙𝑑
Figure 5.3.

Sample plots illustrating three phases of the experiment.

When applying the model to the cooling phase, we have assumed that the model
parameters for the same subject have [relatively] small variation between the cooling and
the recovery phase. This is a valid assumption and has been experimentally verified; where
we varied the starting conditions for the same subject and calculated the model parameters
(see Table 5.1).
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Cold stress temperature, C

Cold stress
duration,
min
5.5

7.0-7.5

9.0-9.5

1

10.0-10.5

11.0-13.0

15.0

7

10p
[19, 20R],
[23, 24R]

27

5

25.0

12

2
3

18.0

17p,
[25, 26R]p

1

18p

13

16p

2p,8,9p

3p,
[21, 22R]p

4,14,15

11

5p

6p

Table 5.1. The initial conditions of the experiments with the normal subject VQB 04. Here the main
index X means the number of the experiment (23 experiments total); two indices in the square parenthesis
mark two feet placed into the water at the same time (4 such experiments gives 27 experiment indices); X R
means the right foot, and the indices without the superscript correspond to the left foot. Xp indicate the
afternoon experiments, and the ones without the subscript done at the morning time.

With the above assumption, i.e., the same thermoregulation model parameter for
the cooling phase and the recovery phase, one can find them as solution of the following
optimization problem:
𝑁

2

(𝑗)

{𝑄, 𝑠, 𝑘} =

𝑎𝑟𝑔𝑚𝑖𝑛 {∑ ‖𝑇 (𝑗) (𝑡) − 𝑇𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 (𝑡)‖ }

(5.39)

2

𝑗=1
(𝑗)

(𝑗)

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑙𝑏 ≤ {𝑄, 𝑠, 𝑘, 𝑇0 , 𝑇𝐴 } ≤ 𝑢𝑏
(𝑗)

where 𝑇𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 are data from the j-th experiment, 𝑇 (𝑗) are the correspondent
(𝑗)

model data, and 𝑇0

are the initial temperatures interpolated for each experiment

independently. We use the equation (5.39) to apply for the same thermoregulation model
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as for the recovery phase in Chapter 4, i.e. the TR-1 assuming weak interaction with the
environment. For the model Chapter 5.2 accounting the strong interaction with the
environment one gets a very similar problem formulation:
𝑁

2

(𝑗)

{𝑄, 𝑠, 𝑘, 𝑟𝑒 } =

𝑎𝑟𝑔𝑚𝑖𝑛 {∑ ‖𝑇 (𝑗) (𝑡) − 𝑇𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 (𝑡)‖ }

(5.40)

2

𝑗=1
(𝑗)

(𝑗)

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑙𝑏 ≤ {𝑄, 𝑠, 𝑘, 𝑟𝑒 , 𝑇0 , 𝑇𝐴 } ≤ 𝑢𝑏
Intuitively, the goal of this curve fitting is to minimize the difference between the
interpolated and the actual temperature at the end of the cooling phase.

Figure 5.4.

Sample plots illustrating the data and the residuals of the cooling phase.
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The box plot Figure 5.6 below illustrates the residuals for all 26 experiments of
Table 5.1. One can see the few outliers where the error is > 4 C or even more.
Experiment
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26

Ball
-0.33
-3.75
0.63
2.32
1.90
0.61
0.15
0.53
0.60
2.13
1.05
-0.68
1.39
2.63
1.09
-0.40
0.14
-0.72
0.71
-1.02
-0.51
-1.98
-1.44
0.43
0.31
-1.95

Inner Arch
-1.82
-7.72
-0.89
1.57
2.30
0.98
-0.13
2.07
2.06
1.06
1.13
-0.35
2.06
2.95
2.47
-1.29
0.53
-1.57
0.64
0.13
0.49
-2.83
-0.03
0.31
1.03
-1.28

Lateral Arch
-1.79
-2.03
-0.85
0.78
1.26
0.34
0.07
1.05
0.91
0.76
0.91
-0.31
1.69
1.52
1.36
-0.91
-0.05
-0.17
1.41
-0.10
0.53
-1.52
-0.58
-0.61
0.28
-1.39

Table 5.2. The residuals of cooling phase, all 26 similar experiments.
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Heel
-2.14
-4.08
-1.27
1.31
2.14
0.33
0.71
1.38
1.88
0.16
0.80
-1.25
1.94
2.08
1.85
-4.64
-0.84
-0.82
1.05
0.12
0.83
1.23
-0.16
0.38
1.37
-0.78

Figure 5.5.

The residuals of the cooling phase reflected in Table 5.2 above.

A further investigation of the experimental data revealed that the most outliers
correspond to abnormal experimental conditions. For example, two of such outliers
correspond to 5-minute cooling into the colder water (9-10 C). Note that normally, cooling
is performed for 3 minutes and using (10 C) water. Another one of such outliers
corresponds to cooling with 25 C water. One would assume that these experiments under
fairly extreme conditions could be very different. Based on our record, we don’t have
explanation for the 4th outlier.
Figure 5.7 a) and Table 5.3 a) show the curve fitting results without the 4 outliers.
For all 4 ROIs the medians are within 0.3 C from 0; the main parts of the distribution
(25%-75%, marked with the boxes) are within 1 C from the corresponding medians; the
worse cases are within 2.5 C (marked with whiskers); no outliers found. This showed that
our generalized model captures the cooling phase.
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Experiment
1
3
4
5
7
8
9
10
11
12
13
14
15
17
18
19
20
21
23
24
25
26

Ball
-0.37
-0.11
1.69
1.36
0.44
-0.20
-0.35
2.24
1.16
-0.32
1.25
2.06
0.41
0.05
-0.96
0.68
-1.04
-1.05
-1.53
0.33
-0.12
-2.39

Inner
Arch
-1.97
-2.39
0.31
1.31
-0.01
0.62
0.28
1.29
1.34
-0.02
1.82
1.71
1.15
0.34
-1.88
0.49
-0.03
-0.68
-0.31
0.04
0.51
-1.81

Lateral
Arch
-1.85
-1.33
0.36
0.94
0.48
0.53
0.26
0.76
0.95
0.03
1.54
1.15
0.91
-0.15
-0.40
1.36
-0.15
0.22
-0.67
-0.70
-0.12
-1.79
a)

Heel
-2.10
-2.39
0.35
1.45
0.78
0.18
0.36
0.28
0.93
-0.88
1.77
1.25
0.83
-0.90
-1.18
1.12
0.18
-0.02
-0.18
0.35
0.67
-1.47

Ball
-1.22
-0.01
2.07
1.59
1.37
0.66
0.82
2.67
1.35
-0.57
1.27
1.76
0.81
-0.46
-0.07
-0.57
-2.30
-2.24
-2.86
-0.99
1.61
-0.66

Inner
Arch
-2.75
-2.28
0.69
1.52
0.78
1.47
1.41
1.69
1.52
-0.28
1.86
1.44
1.54
-0.12
-1.03
-0.67
-1.19
-1.82
-1.54
-1.20
2.13
-0.19

Lateral
Arch
-2.66
-1.23
0.74
1.15
1.38
1.40
1.41
1.19
1.15
-0.21
1.57
0.86
1.31
-0.63
0.48
0.16
-1.35
-0.94
-1.95
-1.97
1.57
-0.09
b)

Heel
-2.97
-2.26
0.77
1.67
1.76
1.11
1.61
0.73
1.14
-1.13
1.80
0.95
1.27
-1.40
-0.24
-0.14
-1.07
-1.19
-1.52
-0.99
2.49
0.35

Table 5.2. Residuals of the cooling phase, 22 experiments by the model with the strong interaction with the
environment a), and by the model with the week interaction with the environment b).
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a)

b)

Figure 5.6.
Residuals of the cooling phase, 22 experiments by the model with the strong interaction
with the environment a), and by the model with the week interaction with the environment b).

It is also worthwhile to point out that we have applied the model from Chapter 4 to
the cooling phase as well for comparison with the general model. The fitting results Figure
5.7 a) and Table 5.3 a) in larger error in the following terms: the medians are farther from
zero, the main part of distribution is visually wider, and the largest error is greater.
This is the only way to compare the quality of two models for the case where they
should be different, i.e. for cooling, and we see that they really are. We can conclude that
the model taking into account interaction with the environment (here – with water) is more
accurate.
Observing the typical cooling curves Figure 5.5 one can visually separate two subphases of cooling. The model shows that being submerged to cold water, the tissue surface
colds down rapidly (first sub-phase), and then – slowly (second sub-phase). It means that
the thermoregulation reacts much faster for the negative temperature jump than for the
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positive one in recovery phase, i.e. the vessels constrict fast; after the end of this sub-phase,
i.e. after the end of thermoregulation, the tissue slowly colds down by the Newton’s law of
cooling. See the thermoregulation plots at Figure 5.8 below; compare the speed of
thermoregulation for the recovery phase, Figure 5.3 – it is ~50 times faster at the beginning
of cooling.

Figure 5.7.

Parameters of thermoregulation and r(t) for the cooling phase, 22 experiments.
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5.4 Practical recommendations.
The cooling phase is much more difficult for measurements; also, the optimization
described above is ill-posed because of the assumptions we made. Despite of this, one can
get some practical recommendations from the results obtained above.
First, one can bound the temperature and the duration of required cold stress, which
is important to save time, and even much more important to make the patients more
comfortable. 3 minutes in 11-13 C water is much easier for any tested subject that 5
minutes in 10 C. On the other hand, the stress temperatures 20 C are too high to switch
the thermoregulation on with confidence.
Second, if one got the far outlying parameters of thermoregulation modeling for the
cooling phase, it should indicate that the experiment requires more attention. It does not
mean that the subject has a DPN, but it could be one of the reasons. Another reason could
be that something went wrong during the experiment. Thus, if the cooling phase shows the
far outlying parameters, and much more robust recovery phase shows the slow
thermoregulation, the subject definitely suspected to be a DPN. If two phases show
different results, especially if the cooling phase demonstrates far outlying, we could
recommend repeating the experiment with this subject.
It must be noticed that the set of the experiments described above has been done
with one subject. To bound the thermoregulation parameters of cooling phase more
precisely, which is definitely required for the estimation of outliers, more experiments with
different subjects are required.
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5.5 Conclusion
1.

The model of the feet thermoregulation taking into account interaction between the
tissue and cooling water has been developed.

2.

The model has been verified for the recovery phase, and demonstrated the same
accuracy and robustness as the simplified model.

3.

The model has been applied for the modeling of cooling phase. It demonstrates better
accuracy than the model without strong interaction.

4.

The model has been used to bound the cold stress conditions to minimize the
discomfort of tested subjects, and to estimate variance of the thermoregulation
parameters.

5.

The additional criterion for the more robust diagnostics of DPN based on the
estimation of thermoregulation parameters and modeling error in cooling phase is
proposed.
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Chapter 6 Classification
‘Who are YOU?’ said the Caterpillar.
This was not an encouraging opening for a conversation. Alice replied, rather shyly,
‘I–I hardly know, sir, just at present– at least I know who I WAS when I got up this
morning, but I think I must have been changed several times since then.’
‘What do you mean by that?’ said the Caterpillar sternly. ‘Explain yourself!’
‘I can’t explain MYSELF, I’m afraid, sir’ said Alice, ‘because I’m not myself, you
see.’
‘I don’t see,’ said the Caterpillar.
Lewis Carroll. Alice’s Adventures in Wonderland.
Carving is easy; you just go down to the skin and stop.
Michelangelo Buonarotti.

6.1 Motivation
The ultimate goal of this research is to investigate that if one can differentiate the
DPN subjects from the non-DPN subjects using the parameters extracted from the thermal
regulation models.
Since the beginning of this research, some 40 subjects have been measured using
the protocol described in Section 2. The subjects are partitioned into different age-racegender matched groups with the suggestion from an endocrinologist. The group of the 64-
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72-year old white male subjects is shown here to demonstrate the classification with
different criteria. The group is picked because it has the largest population so far in our
current patient database. The group includes four control subjects and four subjects who
have been diagnosed with diabetic peripheral neuropathy.
Let us describe herewith the various algorithms proposed for the diagnosing.

6.2 The first naïve expectation: slower recovery of PN comparing to the
control group
Since we are measuring the quality of thermal regulation, an intuitive classifier is
the speed of recovery. The idea has been proposed in [112] and later discussed in [113]
[114] [115]. One would expect the foot of healthy subject without peripheral neuropathy
should recover faster to the core temperature than a subject with peripheral neuropathy
following cold stimulus, compare the plots at Figure 6.1.

Figure 6.1. Different temperature change over time
of the neuropathic subject (left), and the normal subject (right).

Let 𝑇𝑟𝑒𝑓 be the temperature of a particular region of interest (ROI) on a subject’s
foot before the cooling. Assume the ROI is cooled down to 𝑇0 , and let 𝑇(𝑡) be the
temperature recovery of the ROI over time 𝑡. See Figure 6.2 for illustrations. In the plot,
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the X-axis is time and Y-axis is temperature. The temperature before t = 0 is the original
core temperature Tref. Recovery starts at time t = 0. (Note that we are not imaging the
cooling process.) The cool down temperature T0 is the temperature at t = 0, and the recovery
temperature T(t) over time is the curve fitting result of temperature change extracted from
the infrared video.

𝑇𝑟𝑒𝑓
𝑇(𝑡)

𝑇0
𝑡
Figure 6.2.

Illustrating Tref, T0, and T(t)

Denote the recovery ratio at time t as
𝜖(𝑡) =

𝑇(𝑡) − 𝑇0
.
𝑇𝑟𝑒𝑓 − 𝑇0

(6.1)

As mentioned in Chapter 2, we have 6 regions of interests (ROIs) identified. We
shall denote the recovery ratio of the six ROIs as 𝜖𝑗 (𝑡), where j = 1, 2, 3, 4, 5, 6. Since
peripheral neuropathy affects the foot non-uniformly, i.e., some ROIs may have a good
thermal regulation whereas others may not, and a patient is diagnosed with peripheral
neuropathy if he or she has lost sensation at the any part of the foot, the classifier is chosen
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as the minimum recovery ratio amongst all six ROIs, i.e.,
𝜖𝑚𝑖𝑛 (𝑡) = 𝑚𝑖𝑛{𝜖𝑗 (𝑡), 𝑗 = 1, 2, 3, 4, 5, 6}
Figure 6.3 shows the scatter plot of the group of 64-72-year old white male subjects
for 𝜀𝑚𝑖𝑛 at time 𝑡 = 3 𝑚𝑖𝑛𝑢𝑡𝑒. The blue diamonds represent the healthy subjects without
peripheral neuropathy, and the red asterisks represent subjects with diagnosed peripheral
neuropathy. Figure 6.3 indicates that 𝜀𝑚𝑖𝑛 can potentially be used as a classifier for
quantitative identification of peripheral neuropathy.

Figure 6.3.

Scatter plot of 𝜺𝒎𝒊𝒏 (𝒕) for t = 3 minutes.

It is also worthwhile to note the following.
1) There is no particular reason for picking t = 3 minutes. However, clinically it is
ideal to use a shorter time t since it can help reduce the imaging time and thus
improve patient throughput.
2) The recovery speed is determined more with the body parameters, which are
different for different patients (like heart rate, body temperature, blood
pressure) and the environment. The influence of the peripheral features in the
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overall thermal signal is much smaller, almost noise-level; it is impossible to
differentiate them. Mostly therefore the method is not robust.

6.3 The parametric classification
The methods based on the estimated parameters of the thermoregulation model
discussed in Chapter 4 naturally differentiate the peripheral features of the foot.
6.3.1 Amplitude of regulation.
Remind the thermoregulation r(t) which is (4.15) for the model of the first order
TR-1. Denote the amplitude 𝐴𝑟 of thermal regulation [116] [117] [118] as:
𝐴𝑟 = 𝑟(0) − 𝑟(∞) = 𝑘|𝑄|.

(6.2)

See Figure 6.4 for the illustration. Greater value of 𝐴𝑟 means stronger
thermoregulation. Therefore, for subjects without peripheral neuropathy, we expect
stronger thermoregulation than for the ones with peripheral neuropathy |𝑄| ≈ 0.

Figure 6.4. Illustration of the parameters of (5.2).
Here 𝐴𝑟 changes from 0 for |𝑄| = 0 to 3 for |𝑄| = 3

As mentioned previously, since peripheral neuropathy affects the foot nonuniformly, the minimum of 𝐴𝑟 for all ROIs is used as a classifier. Figure 6.5 shows the
scatter plot of the age group 64-72-year old white male for minimum 𝐴𝑟 . Like in Figure
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6.3, the blue diamonds represent healthy subjects without peripheral neuropathy and the
red asterisks represent subjects with diagnosed peripheral neuropathy. Thus minimum 𝐴𝑟
can be a good classifier for identifying peripheral neuropathy [117] [118].

Figure 6.5.

Scatter plot of 𝐴𝑟 for the selected group.

It is also worthwhile to note the following. From Figure 6.5 one can see that for all
four subjects with diabetic peripheral neuropathy, the minimum of their 𝑨𝒓 ’s are close to
0. This implies at least one ROI has extremely small amplitude of thermoregulation. This
is illustrated in the scatter plot of the 𝑨𝒓 ’s for individual ROIs in Figure 6.6. As can be
seen from Figure 6.6, three out of four subjects with peripheral neuropathy has bad thermal
regulation in their big toe Figure 6.6 a) and two out of the four subjects with peripheral
neuropathy have bad thermal regulation in their heel Figure 6.6 b).
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a)

b)
Figure 6.6.

Scatter plots of 𝐴𝑟 with different ROIs.

6.3.2 Inversed speed of regulation
One of the successful classifiers is the thermal regulation speed t [116]. It is equal
to
∆𝑡 = 2𝑠 −1 .

(6.3)

Smaller value of ∆𝑡 means faster time to reach maximum thermal regulation, and
therefore a stronger thermoregulation.
Since peripheral neuropathy affects the foot non-uniformly, the maximum of ∆𝑡 for
four ROIs (excluding toes) is used as a classifier. Figure 6.7 shows the scatter plot for
maximum t for the same age-race-gender matched small group of 8 subjects (4 normal
control and 4 with diabetic peripheral neuropathy). As can be seen, the maximum t shows
promise as a classifier of peripheral neuropathy.
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Figure 6.7.

Scatter plots of 𝑚𝑎𝑥(∆𝑡) for the selected group b).

6.3.3 Advantages and disadvantages
The main advantage of the parametric classification is the ability to separate the
strongest signal component, which corresponds to the non-regulated warming from the
area-specific regulation. Also they are the only ones usable for the low-cost IR diagnostic
system described in Chapter 2.4 as far this camera does not produce an image. One can
visually compare the regulation curves for the tested subjects and certain that the diabetic
subject has greater value of ∆𝑡.
The first disadvantage is that the processing with these methods requires some
manual operation, at least entering the positions of ROIs and the initial referencing for the
registration.
The main disadvantage is common for all methods requiring discrete ROIs.
Selection of ROIs is very approximate, very subjective, and very non-robust geometrically.
The next day the same operator for the same subject could select some different and may
be even non-overlapping ROIs inside the foot.
The problematic areas, which are strongly damaged with diabetes, i.e. the areas of
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DPN are generally different on the foot for different PN subjects. The ROIs may not
overlap with the problematic areas. Moreover, for the different patients they may overlap
with the different problematic areas.

6.4 The “take attention” supplementary approach.
For the increasing of overall robustness of classification, it is proposed to complete
the parametric classification with other methods, which let us filter the wrong experiments
out, or, if it happens, take additional attention for such experiments and subjects.
6.4.1 Delay of capturing.
The TR-1 model gives a robust interpolation even with the absence of the initial
data, i.e. with the delay of capturing of the recovery phase. Notice that the exponential
solution of the model equation changes much faster namely at the beginning. It means that
the investigators not measuring early stage are missing most important part of recovery
signal. The model keeps robustness up to 1.5 min of delay; if 2 min of data is lost the
model cannot guarantee neither the good fit, nor correct values of the model parameters.
Therefore, the most correct approach is a) start capturing in time; b) repeat the
experiment with the significant loss of data.
6.4.2 Parameters of the cooling phase.
As it has been notices at Chapter 5, if one got the far outlying parameters of
thermoregulation modeling for the cooling phase, it should indicate that the experiment
requires more attention. One needs to take more experiments with different normal subjects
to bound so ill-posed cooling model with some confidence; nevertheless, we have enough
data to bound one subject.
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6.4.3 Parameters related to bounds.
The optimization problems (4.3, 4.29, 5.39) are constrained, because they are
formulated as subject to bounds. It narrows the domain of search, keeps the parameters
within their physical meaning, and let avoid meaningless local minima. If the optimization
algorithm hits the bound during the computation, it means that the found parameters may
be are mathematically optimal, i.e. correspond to a local minimum, but may be not
physically reasonable. It could indicate either the error of the experiment or potentially
problematic region.
The first bound is 𝑚𝑖𝑛(𝑇0 − 𝑇𝑤𝑎𝑡𝑒𝑟 ) for all ROIs. Obviously, 𝑇𝑤𝑎𝑡𝑒𝑟 is the lower
bound for the foot temperature: the foot cannot be colder than the water. If the optimization
finds the solution where 𝑇0 − 𝑇𝑤𝑎𝑡𝑒𝑟 ≅ 0 it indicates a potential error, most often
correlated either with the delay of capturing, or with the untracked strong foot shake, see
Figure 6.8 a).
The second source of potential error is if 𝑄/𝑄𝑏𝑜𝑢𝑛𝑑 ≈ 1, see Figure 6.8 b), which
could happen by the same reasons.

a)

b)

Figure 6.8. Examples of bounded solutions:
a) T0-Twater0; subject VQB-022 (diabetic); b) Q/Qbound = 1; subject UNM-03 (normal).
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6.4.4 Interpolation quality parameters.
Low interpolation quality means that the model does not fit the experiment well. It
could happen due to untracked foot shake, or could indicate a potentially problematic
region, see Figure 6.9. The natural metrics of the goodness of fit are mean error and root
mean square error.

a)
Figure 6.9.

b)
a) Experimental error (strong shaking); subject UNM-019 (diabetic).
b) Problematic region (heel); subject VQB-03 (diabetic).

6.5 Results of the parametric classification.
We have also experimented in setting up a classifier with the entire data set that
include 17 for the normal control subjects, 20 diabetes subjects with no formal diagnosis
of DPN, and 14 diabetes subjects with the diagnosed peripheral neuropathy (DPN), see
Table 6.1.
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Control subjects
#

Experiment ID
1 Test feet 001
2 Patient VQ 002
3 Subject UNM 01
4 Patient UNM-01
5 Patient UNM 03
6 Test feet 007
7 Subject VQB 01
8 Test feet pat 001
9 Test feet pat 005
10 Test feet pat 006
11 Test feet pat 007
12 Test feet pat 009
13 Test feet pat 010
14 Test feet pat 011
15 Test feet 001 p
16 Subject VQB 04
17 p 06 24
18
19
20

Diabetic subjects
Cold
Initial End pressor Delay of
H2O H2O time, capturing,
Temp Temp min. min.
13.1
13.1
11.3
13.4
13.4
13.3
12.2
13.2
13.2
13.2
13
13.5
13
13.6
13.4
11.2
11.9

13.4
13.4
12.3
14
13.7
13.9
13.1
13.2
14.1
14.5
13.4
13.5
14
14.3
14.2
12.5
12.1

5.05
5.02
4.82
5.27
5.15
5.73
5.02
5.02
5.17
5.10
5.08
5.17
5.02
5.05
5.23
5.00
5.02

1.67
0.24
0.77
1.05
3.65
2.00
0.25
0.35
0.22
0.53
0.41
0.40
0.83
2.01
1.90
0.22
0.08

Experiment ID

DPN subjects
Cold
Initial End pressor Delay of
H2O H2O time, capturing,
temp. temp. min. min.

Subject UNM 015 13.8
Subject UNM 016 13.7
Subject UNM 017 13.5
Subject UNM 019 13.5
Subject UNM 020 13.9
Subject UNM 021 13.7
Subject UNM 022 13.7
Subject UNM 023 13.8
Subject UNM 025 13.9
Patient VQ 019 11.7
Test feet VQ 03 1 12.9
Patient VQ 03 02 13.3
Patient VQ 03 03 13.2
VQB 22 01
13
VQB 22 02
13
Test feet pat 008 13.4
Test feet 012
13.8
Test feet 013
13.1
Test feet 014
13.6
Test feet 015
13.3

14.2
13.9
13.8
13.7
14.1
13.9
14.3
14.2
13.9
12.8
13.4
14.2
14.4
14
14
14.2
14.2
14.1
14.7
14.2

5.13
5.00
5.07
5.07
5.12
5.10
5.15
5.82
5.33
5.03
5.03
5.05
5.05
5.02
5.05
5.10
5.03
5.07
5.30
5.10

2.70
1.49
1.85
2.31
4.38
2.66
1.65
2.23
1.23
0.37
1.62
0.17
0.10
0.23
0.13
0.28
0.41
0.84
0.94
0.37

Table 6.1. Data collected by the standard protocol
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Experiment ID

Cold
Initial End pressor Delay of
H2O H2O time, capturing,
temp. temp. min. min.

Test feet 016
Test feet 017
Test feet 018
Patient UNM-002
Patient UNM 004
Subject UNM 005
Subject UNM 006
Subject UNM 008
Subject UNM 009
Subject UNM 010
Subject UNM 012
Subject UNM 013
Subject UNM 014
Subject UNM 018

13
13.8
13.6
13.6
13.4
13
13
13.8
13.5
13.5
13.8
13.5
13.5
13.39

13.5
14.1
14.7
14
13.4
13.2
13.4
14.1
13.5
13.7
13.8
13.9
13.8
13.78

5.32
5.03
5.05
5.05
5.70
4.87
5.00
5.07
5.88
5.15
5.35
5.02
5.03
5.02

1.28
2.22
1.08
2.75
1.70
1.97
3.09
1.28
3.42
3.04
2.05
3.14
3.06
1.62

Cold stress temperature, C

Cold stress
duration,
min
5.5

7.0-7.5

9.0-9.5

1

10.0-10.5

11.0-13.0

15.0

7

10p
27

[19, 20R],
[23, 24R]

17p,
[25, 26R]p

1

18p

13

16p

2p,8,9p

3p,
[21, 22R]p

4,14,15

5

25.0

12

2
3

18.0

11

5p

6p

Table 6.2. The initial conditions of the experiments with the normal subject VQB 04. Here the main
index X means the number of the experiment (23 experiments total); two indices in the square parenthesis
mark two feet placed into the water at the same time (4 such experiments gives 27 experiment indices); X R
means the right foot, and the indices without the superscript correspond to the left foot. Xp indicate the
afternoon experiments, and the ones without the subscript done at the morning time.

6.5.1 Exclusion of the outliers.
The

toe ROIs have been excluded in this study because they can’t be reliably

segmented and tracked due to motions.
The interpolation quality parameters for all experiments taken into consideration
reflected in Figure 6.10 (max(ME) for 5 min) and 6.11 (max(RMSE) for 10 min). It looks
like the diabetic subject VQB 22 (index 4) and DPN subjects UNM 22 (index 4) requires
additional attention (which is true for both).
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Figure 6.10. Interpolation quality parameter max|ME| for 5 min.

Figure 6.11. Interpolation quality parameter max|RMSE| for 10 min.

Figures 6.12 and 6.13 show the parameters related to bounds: 𝑚𝑖𝑛(𝑇0 − 𝑇𝑤𝑎𝑡𝑒𝑟 )
and 𝑄/𝑄𝑏𝑜𝑢𝑛𝑑 , correspondently. The first criterion marked as suspects 4 DPN and 2
diabetic subjects; the second one pointed to one diabetic subject (index 10) and 3 DPN
subjects.
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Figure 6.12. Bounded 𝑚𝑖𝑛(𝑇0 − 𝑇𝑤𝑎𝑡𝑒𝑟 )

Figure 6.13. Bounded 𝑚𝑎𝑥(𝑄/𝑄𝑏𝑜𝑢𝑛𝑑 )

6.5.2 Classification by the thermoregulation model parameters.
The tables and scatter plots on Figures 6.14 and 6.15 demonstrates the classification
with the parameters discussed above: 𝑚𝑖𝑛(𝑘|Q|) and 𝑚𝑖𝑛(𝑠), correspondingly. The
horizontal level lines correspond to the optimal values of corresponding parameters. One
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can use different criteria for thresholding; we used the Bayesian criteria to minimize the
total probability of false positives (i.e., control subjects recognized as DPNs) and the false
negatives (i.e., DPN subjects recognized as normal ones). By this, the threshold value for
𝑚𝑖𝑛(𝑘|Q|) is 0.0031 sec-1, and for 𝑚𝑖𝑛(𝑠) it is equal to 0.0038 sec-1. As far as there is no
gap between these sets, we are not trying to classify diabetic subjects without DPN; they
could be relatively “classified” so far as “rather DPN” or “rather not”.

Figure 6.14. 𝑚𝑖𝑛(𝑘|Q|)
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Figure 6.15. 𝑚𝑖𝑛(𝑠)

The tables in Figure 6.16-6.17 show the number of misrecognized subjects and the
probabilities of errors, sensitivity and specificity. The number of classified experiments is
27 for VQB-04 + 10 for other control subject (37 control experiments total), and 14 DPN
subjects.
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Diagnosis

VQB 04

Controls

DPNs

Diagnosis

Controls

DPNs

No DPN

25

7

1 (8)

No DPN

0.86

0.07

DPN

2 (6, 5)

3 (1, 3, 8)

13

DPN

0.14

0.93

a)

b)

Figure 6.16. 𝑚𝑖𝑛(𝑘|Q|). Number of correctly and incorrectly classified subjects, and the indices of
incorrectly classified ones a); probabilities of errors, sensitivity and specificity.
Diagnosis

VQB 04

Controls

DPNs

Diagnosis

Controls

DPNs

No DPN

26

6

1 (1)

No DPN

0.86

0.07

DPN

1 (6)

4 (1, 5, 6, 8)

13

DPN

0.14

0.93

a)

b)

Figure 6.17. 𝑚𝑖𝑛(𝑠) Number of correctly and incorrectly classified subjects, and the indices of
incorrectly classified ones a); probabilities of errors, sensitivity and specificity.

The receiving operating characteristic (ROC) curves for both parameters are
presented on Figure 6.18. This curves shows true positive rate vs. false positive rate. The
areas under the curves are 0.9266 and 0.9208, correspondingly (close to 1, i.e. good
enough).
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a)

b)
Figure 6.18. ROC curves for 𝑚𝑖𝑛(𝑘|Q|) a), and 𝑚𝑖𝑛(𝑠) b).
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Observe similar scatter plots for both parameters for each of 4 ROIs, see Figures
6.19-6.26. If one would set the same threshold values as above, the sensitivity and
specificity values will be predictable worse for each ROI than for minimum values shown
above. One can see numerous false negatives as the × symbols above the threshold at the
right columns of all a)-d) subplots, for both chosen criteria. Notice that the indices of the
misclassified subjects are different for different ROIs, see also Table 6.3-6.4. It happens
because diabetes could affect different areas for different subjects. Therefore, we strongly
recommend to use the minimum parameter values for classification to reflect the worse
cases for each subject. In other words, to avoid the most serious diagnostic error: missing
of DPN, a subject should be classified as a DPN one if he/she has any problematic area.

Figure 6.19. Classifier by 𝑘|𝑄| for ball.
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Figure 6.20. Classifier by 𝑘|𝑄| for inside arch.

Figure 6.21. Classifier by 𝑘|𝑄| for lateral arch.
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Figure 6.22. Classifier by 𝑘|𝑄| for heel.

Figure 6.23. Classifier by 𝑠 for ball.
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Figure 6.24. Classifier by 𝑠 for inside arch.

Figure 6.25. Classifier by 𝑠 for lateral arch.
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Figure 6.26. Classifier by 𝑠 for heel.

ROI

Diagnosis

VQB 04

Controls

DPNs

Ball

No DPN

27

8

10 (1, 5, 6, 7, 8, 9, 10, 11, 12, 13)

DPN

0

2 (1, 8)

4

Inside
arch

No DPN

27

9

8 (1, 2, 5, 8, 10, 12, 13, 14)

DPN

0

1 (8)

6

Lateral
arch

No DPN

25

9

5 (1, 3, 8, 13, 14)

DPN

2 (5, 6)

1 (1)

9

Heel

No DPN

26

8

8 (1, 2, 3, 7, 8, 9, 12, 14)

DPN

1 (6)

2 (1, 3)

6

No DPN

25

7

1 (8)

DPN

2 (6, 5)

3 (1, 3, 8)

13

min(4
above)

Table 6.3. 𝑚𝑖𝑛(𝑘|Q|). ROI-specific number of correctly and incorrectly classified subjects,
and the indices of incorrectly classified ones.

152

ROI

Diagnosis

VQB 04

Controls

DPNs

Ball

No DPN

27

6

5 (1, 2, 3, 4, 12)

DPN

0

4 (1, 5, 6, 8)

9

Inside
arch

No DPN

27

6

6 (1, 2, 3, 5, 11, 12)

DPN

0

2 (1, 5)

8

Lateral
arch

No DPN

26

7

7 (1, 3, 4, 7, 9, 11, 14)

DPN

1 (6)

3 (1, 6, 8)

7

Heel

No DPN

26

8

7 (1, 2, 4, 8, 19, 11, 12)

DPN

1 (6)

2 (1, 5)

7

No DPN

26

6

1 (1)

DPN

1 (6)

4 (1, 5, 6, 8)

13

min(4
above)

Table 6.4 𝑚𝑖𝑛(𝑠) ROI-specific number of correctly and incorrectly classified subjects,
and the indices of incorrectly classified ones.

Investigating the scatter plots and corresponding tables above including the Table
6.1, it could be recommended to investigate additionally the subjects VQB_19 and
VQB_13 (experiment indices 1 and 8 in the recent tables), which has been classified as
DPNs by both criteria.
It is naturally to combine both successful criteria. The naïve Bayesian classifier in
2-D feature space for both 𝑚𝑖𝑛(𝑠) and 𝑚𝑖𝑛(𝑘|𝑄|) is shown at Figure 6.27. The values true
and false positives and negatives and the misrecognized subjects shown on Figure 6.28.
Observe increasing of sensitivity for 2-parameter classifier comparing to both 1-paremeter
ones. The discriminant curve of the classifier is shown as bold dashed line at Figure 6.27
a). The area under the 2-parametric ROC curve is 0.9517, i.e. some more close to 1.0 than
the previous ones.
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a)

b)
Figure 6.27. Classifier a) and ROC curves b) for 2-parametric classification.
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Diagnosis

VQB 04

Controls

DPNs

Diagnosis

Controls

DPNs

No DPN

26

9

1 (1)

No DPN

0.92

0.07

DPN

1 (6)

1 (1, 8)

13

DPN

0.08

0.93

a)

b)

Figure 6.28. 2-parametric Bayesian classifier: number of correctly and incorrectly classified subjects,
and the indices of incorrectly classified ones a); probabilities of errors, sensitivity and specificity
b).

6.6 The pattern recognition approach
It has been observed [119] that the healthy subjects and DPN ones usually have
visually different thermal foot signature. While the hot area of the control subjects is
kidney-shaped, i.e. hot at the inner arch, and then smoothly and almost uniformly diffuses
to the rest foot, the PN subjects often have more irregular pattern with visually recognized
spots, Figure 6.29. The irregular patterns are different for the different subjects.
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a)

b)

c)

d)

Figure 6.29. Sample thermal foot signatures. Control subjects, a), b), and the PN ones c) and d).

The metrics proposed for the classification of spotty and regular patterns is similar
to the lossy compression quality. Most of the image compression algorithms use the
smoothness of the images of natural origin; it is their main and principal difference to the
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general compression algorithms [120] [121]. The first stage of image compression is some
transform, i.e. projection from the spatial domain to the domain of the chosen transform.
The great majority of the image information is concentrated into the few components in
the new domain, so the lossy compression requires keeping and encoding just that few ones
and ignoring the other ones. Decompression means inverse transform of the set of saved
components back to the spatial domain. One can choose the transform between the
traditionally applicable for image compression, for example principal component analysis
(PCA), independent component analysis (ICA), Fourier transform, wavelet transform; for
the last one there is a huge choice of the wavelet type [121]. The simple and natural metrics
of compression quality is the measure of the nonzero (lossy compression!) difference
between the initial image and the decompressed one; also there is a choice between
Euclidian, Manhattan, Minkovsky distances, and other measures like standard deviation of
the obtained difference, etc. It is not a big deal; all these things are really similar. The
problem of choosing a right classification threshold requires a statistically significant data
set.
Smooth images have better compression quality in all the domains named above. It
must be noted that the compression quality depends on the edges very much. In our case
the even the spots are much smoother than the foot edges, i.e. the contrast boundary
between the foot and the background. Thus, instead of compressing of the whole image or
the whole foot one have to make a rectangular selection inside of the investigated foot area
and crop image by the selection.
For the illustration, see the compression quality for PCA. Initial fragment on the
foot image has been compressed with the different number of PCA components. See the
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compression quality and the difference between the initial and decompressed images
Figure 6.30. Top left subplots are the original images; bottom left is the result of the
reconstruction by 4 first PCA components; bottom right is the difference between them;
top right is the reconstruction by 30 first PCA components.

a)

b)

c)

d)

Figure 6.30. Illustration of the image compression quality at 0 a), 1 b), 3 c), and 7 min d).
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a)

b)
Figure 6.31. Segmented foot with the selection a),
and the amount of the first 4 PCA components comparing to all others for the different frames b).

See the change of compression quality with increasing of the time, Figure 6.31.
Indeed, after the cold stress the thermal patterns of a foot should become smoother in time;
therefore, for the later frames more information is concentrated in less number of PCA
components. Let’s be more specific and try the following metrics: compare the amount of
all PCA components but the first 4 for the frame at 3 min. after beginning of recovery. 3
minutes has been chosen to try the method even for the subjects with the lost first 2 minutes
of data; 4 PCA components chosen some intuitively; I don’t claim that it is the best choice.
This method has been investigated less of all so far, that’s why the robustness has
been not investigated yet. Four cases at Figure 6.29 reflect that it is less robust than we
would like it to be: here there are two hits for two diagonal patterns and two classification
errors of both kinds for the non-diagonal ones. By the way, it reflects what we see: the
thermal signature of the normal subject Figure 6.29 b) looks less smooth than thermal
signature of the DPN subject Figure 6.29 c). I don’t claim by this that the method works
with probability 50%. I made the pessimistic selection of the subjects now not to be
disappointed later. The method definitely works better, but it is the subject for the further
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investigation. The main break for this is that it requires a segmentation, registration and
similar spatial orientation for all comparing frames; so far it is manual.
The potential advantages of this method are the following. Initial visual recognition
is quite easy for the diagnostics, even for the observers who are not confident in the subject
like the patients themselves. It can be easy explained to the doctors and to the patients;
definitely more easily than the difference between the thermoregulation models of different
order. The people like simple things! Just one frame required (optimistically) to initially
estimate the diagnosis. Also, this approach is not sensitive to the missed frames.
Additionally, it is extremely fast: it takes almost no computational time comparing to the
initial data processing.
The disadvantages are the following. First, it’s the overall feature, nothing ROI
specific, i.e. no detail diagnostics is possible, just the integrated classification. Second, the
compression quality metrics can be applied just to the inner part of the foot; the boundary
effect with the foreground, which is generally different for each experiment, gives a huge
error for any type of compression, even with the toes and the space between them, which
are recommended to be excluded from the compression quality analysis. Third, the manual
selecting of the areas inside the foot is very operator-specific. Also, it is natural to compare
images decomposed to the same amount of PCAs, so the size of the selection in pixels must
be the same for all comparing selections. Note that generally the feet have size on the IR
image.
The classification metrics is not patient – specific; the “healthy – PN” threshold has
to be chosen by analyzing of the statistically significant number of the experiments which
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we don’t have yet.
It looks interesting to make it applicable for the more detail diagnostics with the
potential geometrical resolution compatible with the spot size. The metrics for description
of the spots taking into account their geometrical position is required for this. The idea to
compare this potentially interesting method with the area-specific diagnostics with high
resolution (see right below) looks attractive, especially if the methods would be mutually
supplementing.

6.7 The foot segmentation approach
6.7.1 Segmentation
As mentioned previously, peripheral neuropathy does not affect the diabetic foot
uniformly. So far we limit the scope of the investigation to six regions of interests marked
manually by reflective stars. In order to demonstrate a truly useful computer aided system
for detecting peripheral neuropathy, we must be able to analyze the entire foot and identify
problematic regions. To study the whole foot requires an image-processing algorithm that
is capable of segmentation and registration of the foot for a given infrared video. Once the
video frames are registered, the temperature recovery of each point on the feet plantar can
then be extracted and analyzed using our bio-thermal model. The regions that exhibit
abnormal ability to recover can then be detected. It means that the overall resolution of the
system in the domain of the model parameters will be increased explosively: from just 6
ROIs to the 𝑂(𝑁), where 𝑁 is upper bounded by the number of the pixels on the foot;
𝑁~2 ∗ 104 for the FLIR SC 305 camera.
Also by the foot segmentation one can dramatically reduce the registration error.
161

By this, the range of trustful times can be reduced, as well and the robustness of the model
will be increased. Also the actual resolution in the domain of the model parameters will be
increased.
Comparing to the segmentation of a digital video in a visible band, the segmentation
of IR video of the thermally changing object like the recovering foot is really challenging.
The main challenges are the following.
1) As the foot warms up, it creates an ever-changing contrast. More specifically, at
for the most cases the beginning of the recovery process, the foot is colder than the
surrounding, Figure 6.32 a). However, as the foot temperature warms up, the contrast
between the foot and the surrounding decreases to a point where there is almost no contrast
at all. Beyond this point, the foot becomes warmer than the surrounding. One can observe
the loss of contrast in 10 minutes at the inner arch area, which usually is the warmest part
of the foot in Figure 6.32 b).
2) As the foot warms up, it also warms up the surrounding. Thus, there is no
thermally stable background. This effect mostly happens due to the thermal interaction
between the heel and the supporting bench, especially if the subject moves the foot during
the recovery; see Figure 6.33.
3) Sometimes the feet and the background are not enough contrast even at the
beginning; see Figure 6.34. It happened mostly in winter in the relative cold room.
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a)

b)
Figure 6.32. Very contrast feet at the beginning a) and the loss of the contrast at the inner arch area b).
Also observe some shape distortion below the heel area b).
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a)

b)
Figure 6.33. Illustration of the thermal interaction between the heel and the supporting bench.

164

Figure 6.34. Initially low contrast foot at the very beginning of recovery.

All of these factors make it difficult to segment all the frames of the non-fixed
patient’s feet independently, see Figure 6.35.

Figure 6.35. Frame-by-frame segmentation of two feet; z-axes corresponds to time.
Observe the deformations described above.
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To overcome these challenges, we have developed the following palliative solution.
1) Apply the continuous max-flow method [122] to segment the foot at the very
beginning of the recovery by taking advantage of the high contrast created by the cold foot.
We have experimented with a number of other segmentation algorithms before decided to
use max-flow method because the boundary contours are not biased by the choice of
computational grid. As with most segmentation algorithm, max-flow method also requires
a temperature threshold. To avoid manual tuning, the temperature of the cold water for
cooling, the environment temperature and the initial tissue temperature before cooling are
incorporated to set up the threshold. Also the temperatures are normalized to within the
given range.
2) Based on the segmentation of the first frame, we apply shape extraction to create
the geometric foot model as a smooth simple polygon.
3) For the successive frames, we use numerical optimization to search for the best
fit of the foot model similarly to the registration and tracking discussed in Chapter 3.4.
Let 𝑃0 (𝑥, 𝑦) be the foot model obtained from the first frame 𝑓0 (𝑥, 𝑦). Let 𝑓(𝑥, 𝑦)
be the current frame to be segmented. The goal of the optimization is to find a
transformation 𝐴 when applied to 𝑃0 (𝑥, 𝑦) generates the foot polygon 𝑃(𝑥, 𝑦) that best
“fits” the frame 𝑓.
After several trials, the affine transformation without scaling and shearing, i.e., 𝐴 =
cos(𝜃) −sin(𝜃) Δ𝑥
[ sin(𝜃) cos(𝜃) Δ𝑦] is seems to give very good result and chosen for the optimization.
0
0
1
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Interested readers may wonder why only rotation and translation is needed. This is because:
(1) there is no deformation of the foot. (2) The foot doesn’t warm up uniformly. In fact, the
medial (inner) arch warms up so fast and quickly blend in with the surrounding. More
advanced transforms 𝐴 will not only increase computation time, but introduces
unnecessary deformations of the foot model that results in a bad segmentation.
(3) The patient’s feet may move during the recovery period. The transformation
matrix automatically accounts this motion.
6.7.2 Labeling
Using the segmentation of the feet at each frame, we can do more than just classify
the subjects. The thermoregulation model can be applied to every point of the observed
foot surface. By this, one can classify every pixel of the segmented foot. In other words,
the problem areas of the foot will be visualized for the client. It gives an additional degree
of freedom for the practical diagnostics comparing to the classification by 3 classes.
Figure 6.36 illustrates this approach. The pictures on the left are the initial frames
of the infrared video, while the pictures on the right are the result of the processing which
includes registration and tracking, segmentation, modeling and the extracting of the
thermoregulation model parameters at every pixel, and finally mapping of the model
parameters to the segmented frame.
The geometric accuracy of the segmentation has been evaluated with manually
placed star-shaped markers. Even though in our current CAD system, the reflective stars
are no longer used for diagnostic purpose, but the markers do come handy for evaluating
the geometric accuracy of the segmentation. The affine transform for each frame has been
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applied to the initial coordinates of the geometric centers of the markers, which are then
compared to their actual positions at every frame. The geometric accuracy of the
segmentation is within 1-2 pixels (less than 1 mm), which is more than sufficient for the
CAD system. We have also compared the automatic segmentation with manual
segmentation, which also shows good agreement.
With the foot segmented and registered, we can extract the temperature change for
each point on the foot plantar. By analyzing the temperature changes with our
thermoregulation model as described in Chapter 4, we can obtain the map of
thermoregulation at each point of the feet, see Figure 6.36 b) and d). The colored areas
correspond to the healthy foot areas, while the dark blue ones do not show thermoregulation
(as well as the background), so they have been classified as the problematic areas.

a)

b)
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c)

d)

Figure 6.36. Initial frames a), c) and the mapping of the thermoregulation parameter
to the whole segmented area b), and d). Here a) and correspondently b)
belong to the normal subject whereas c) and d) belong to the DPN subject.

This is the illustration of the main advantage of this method: one obtains not just
the integrating diagnosis but the quantitative diagnostics virtually for each point of the foot.
Also the number of manually inputted parameters is reducing a lot: no need for pointing of
ROIs. If we could obtain the fully automatic segmentation, the manual input can be
excluded.
The principal disadvantage is the increasing of the computation times for the
modeling proportionally to the number of the pixels. The computation time can be reduced
by the natural parallelism of the processing, i.e. in the frames of our “1D” model every
pixel is assumed independent.
The main disadvantage of the palliative approach virtually comparing with the ideal
segmentation is the geometrical accuracy of the registration. With the accuracy 1 pixel
we reduce the actual spatial resolution in the model parameters domain 4 times and,
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correspondently 16 times with the accuracy 2 pixels. Also, the non-rigid foot
transformations (like tow moves) are not taken into account.
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Chapter 7 Conclusions and Future Work
The repose in being still warm.
The present thinks keep me for
tomorrow tomorrow tomorrow tomorrow.
César Vallejo, Trilce.
Osgood Fielding III: “Well, nobody's perfect”.
Robert Thoeren, Michael Logan, Some like it hot.

7.1 Conclusions
1.

The protocol of the experiment has been developed.

2.

The original low cost camera has been designed, calibrated and investigated.

3.

The noise of the cameras has been investigated in detail; particularly the noise
stationarity has been proven.

4.

The robust estimation of the power 𝛼 of the 1⁄𝑓 2−𝛼 flicker noise has been proposed.

5.

The trustful numerical model of the camera noise has been developed.

6.

The required preprocessing of the thermal IR video has been developed. It includes
spatial and temporal filtering, synchronization, registration and tracking.

7.

The original problem specific algorithms for adaptive filtering and tracking has been
developed, implemented and investigated.

8.

The novel model of the human body thermoregulation has been derived from the
equation of the bio heat transfer.

9.

The applicability of the model to the real vascular processes, i.e. vasodilation
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(recovery phase) and vasoconstriction (cooling phase), has been explained from the
various points of view including the control theory, physiology, and experimental
data fit.
10.

The robustness of the model has been investigated in detail including the robustness
of the experimental data fit, and the robustness of the model parameters.

11.

The uniqueness and fullness of the model has been discovered within the assumption
of the bounded model complexity.

12.

The requirements to the experiment to satisfy the given criteria of accuracy of the
model parameters estimation has been derived using the analytical methods,
processing of the data of the natural experiments, and the numerical modeling of the
experiment. More specifically, they include the requirements to the camera, to the
geometric accuracy of the video frames tracking, and to the time of capturing.

13.

The type of error of the model parameter estimation due to the reducing of the
experimental data has been shown.

14.

The model of the feet thermoregulation taking into account strong interaction
between the tissue and external environment has been developed.

15.

The model has been verified for the recovery phase, and demonstrated the same
accuracy and robustness as the simplified model.

16.

The model has been applied for the modeling of cooling phase. It demonstrates better
accuracy than the model without strong interaction.

17.

The model has been used to bound the cold stress conditions to minimize the
discomfort of tested subjects, and to estimate variance of the thermoregulation
parameters.
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18.

The additional criterion for the more robust diagnostics of DPN based on the
estimation of thermoregulation parameters and modeling error in cooling phase is
proposed.

19.

Different classification algorithms have been proposed and tested, including the
following: classification by estimation of the thermoregulation model parameters for
ROIs and for the whole foot; classification by the analysis of the lossy compression
quality of the thermal signatures.

7.2 Future work
For future research, our team will work in the following two areas. First, we need
to collect more patient data. Our statistical power analysis has indicated that we may need
hundreds of patients in order to make stronger clinical claims. Secondly, we would like to
improve the performance and accuracy of our segmentation and tracking system. It would
also help if we can localize the patient’s feet to reduce the impact of the motions. Thirdly,
we would like to perform longer-term repeated measurements for diabetes patient. We
believe thermal regulations, like the blood pressure, needs to be continuously monitored.
Therefore, as part of the future research, we would like to perform monthly measurements
of diabetes patients and track the progression of DPN.
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