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asymptotic analysis
V.G. Maz’ya∗, A.B. Movchan† and M.J. Nieves‡
Abstract
We construct the asymptotic approximation to the first eigenvalue
and corresponding eigensolution of Laplace’s operator inside a domain
containing a cloud of small rigid inclusions. The separation of the small
inclusions is characterised by a small parameter which is much larger
compared with the nominal size of inclusions. Remainder estimates for
the approximations to the first eigenvalue and associated eigenfield are
presented. Numerical illustrations are given to demonstrate the effi-
ciency of the asymptotic approach compared to conventional numerical
techniques, such as the finite element method, for three-dimensional
solids containing clusters of small inclusions.
1 Introduction and highlights of results
The paper is devoted to the asymptotic analysis of an eigenvalue problem
for a solid containing a cloud with a large number of small impurities of
different shapes. An approximation for the first eigenvalue is accompanied
by a meso-scale approximation for the corresponding eigenfunction.
Understanding the dynamic response of solid components containing
large arrays of small defects is extremely important for various applica-
tions in physics and engineering. Analysis of problems of this type present
a serious computational challenge for conventional techniques such as finite
elements. As an alternative, several analytical techniques have been devel-
oped to tackle problems involving solids containing large clusters of small
inclusions, which take into account the interaction of small inclusions and
their influence on the solid.
The well-known homogenisation approach can reveal interesting effects
on the governing equations when the number of obstacles in a region increase,
while their nominal size decreases. This has been studied in [10], where an
∗Department of Mathematics, Linko¨ping University, SE-581 83 Linko¨ping, Sweden.
†Department of Mathematical Sciences, University of Liverpool, Liverpool L69 3BX,
U.K.
‡Mechanical Engineering and Materials Research Centre, Liverpool John Moores Uni-
versity, James Parsons Building, Byrom Street, Liverpool L3 3AF, U.K.
1
equation representing the effective properties of a densely perforated medium
appears in this limit.
Initial boundary value problems for diffusion phenomena in densely per-
forated solids have also been considered in [10], using homogenisation based
techniques. As the overall number of perforations becomes large the con-
vergence of the considered problem to a limit problem is studied and the
authors show the appearance of additional terms in the governing equations.
For the Dirichlet problem, such a term is proportional to the limit problem’s
solution and its coefficient depends on the capacity of the perforations. In
the scenario when Neumann conditions are imposed on the voids, such ad-
ditional terms include those which show that during the diffusion process in
the perforated medium, this medium has a memory. It should be noted that
for the problems treated in [10], explicit asymptotic representations of the
fields inside the perforated domains are not given, whereas results of this
type based on the method of compound asymptotic expansions appear in,
for example, [26, 17, 21].
The eigenvalue problem for the Laplacian inside a heavily perforated n-
dimensional solid (n ≥ 2) containing voids, corresponding to the Neumann
boundary conditions, has been treated in [10]. In producing asymptotic
models for such problems, one should invoke the dipole characteristics of
individual voids There, the authors also analyse the spectrum in the limit
as the number of voids within the solid grows. Again, explicit asymptotic
representations are not given for both eigenvalues and corresponding eigen-
functions.
Compared with [10], we analyse the eigenvalue problem for the Laplacian
inside a domain with a large disordered array of rigid inclusions, with the
Dirichlet boundary conditions. This approach leads to an explicit asymp-
totic structure for both the first eigenvalue and corresponding eigenfunction
for this problem (see Theorems 1 and 2). In addition, the asymptotic approx-
imation of the eigenfunction is uniform throughout the strongly perforated
solid. The formulae are also supplied with rigorous remainder estimates in
L2 over the perforated region.
The analysis of a collection of many randomly distributed obstacles has
also been considered in [7] for the Dirichlet problem and [8] for a mixed
problem of the Laplacian. There, the convergence of the governing equation
to the limit operator was studied.
Here, we seek a different type of approximation suitable for the case
when the small inclusions can be close to one another and their number is
large. Such approximations, are known as mesoscale asymptotic approxima-
tions, which do not require any assumptions on the periodicity of the clus-
ter of defects, or mutual positions and geometrical shapes of the inclusions.
Mesoscale approximations originated in [17], where the Dirichlet boundary
value problem for the Laplacian in a densely perforated domain was consid-
ered. Mixed boundary value problems for a domain with many small voids
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Figure 1: A non-periodic cluster of inclusions ω
(j)
ε , 1 ≤ j ≤ N , contained
inside the set ω, which is a subset of ΩN := Ω\ ∪Nj=1 ω(j)ε .
were treated in [21]. Extension of the mesoscale approach to vector elasticity
has been carried out for a solid with a large number of small rigid defects
[23] and voids [24]. A collection of approximations of Green’s kernels and
solutions to boundary value problems in domains with finite collections or
mesoscale configurations of perforations, respectively, can be found in the
monograph [22]. Applications of the mesoscale approach have also appeared
in [4, 5], where the remote scattered field produced by a cluster in an infinite
medium has been studied.
1.1 Highlights of the results
In the present paper, we extend the analysis of eigenvalues and eigenfunc-
tions in solids with a finite number of holes, in [26], to the case of large clus-
ters of small inclusions, as shown in Fig. 1. In [26], several low-frequency
asymptotic approximations are presented for eigenvalues and eigenfunctions
of the Laplacian in a domain with a single small hole, supplied with various
boundary conditions. The case of elasticity is also considered there, along
with the extension to scalar eigenvalue problems for solids with multiple de-
fects. Asymptotic analysis of spectral problems for elasticity in anisotropic
and inhomogeneous media has been carried out in [29]. The spectral prob-
lem for the plate containing a single small clamped hole and corresponding
asymptotics of the first eigenvalue and corresponding eigenfunction can be
found in [3]. For Dirichlet problems, asymptotics of spectra for the Lapla-
cian inside n-dimensional domains with a single small ball have been derived
in [30, 33, 34]. For mixed problems, asymptotics of eigenfunctions and eigen-
values for the Laplacian in 2-dimensional domains containing small circular
3
holes supplied with the Neumann or Robin condition were constructed in
[32, 36]. A similar analysis of spectra has been carried out for domains in
Rn containing a single spherical void [35]. Homogenisation based techniques
have also been developed in [6] to tackle problems when periodic lattices are
subjected to high-frequency vibrations.
We consider an eigenvalue problem in a three-dimensional domain ΩN
containing a cluster of N small inclusions ω
(j)
ε , 1 ≤ j ≤ N , with homoge-
neous Dirichlet boundary conditions on their surfaces, and the Neumann
boundary condition on the exterior boundary ∂Ω. Here Ω is the set without
any inclusions and ΩN := Ω\ ∪Nj=1 ω(j)ε . Each inclusion ω(j)ε has smooth
boundary, a diameter characterised by a small parameter ε and contains an
interior point O(j), 1 ≤ j ≤ N . We assume the minimum separation be-
tween any pair of such points within the cloud is characterised by d, defined
by
d = 2−1 min
k 6=j
1≤j,k≤N
|O(k) −O(j)| .
In addition to the above sets, we assume there exists a set ω ⊂ ΩN such
that
∪Nj=1ω(j)ε ⊂ ω , dist(∪Nj=1ω(j)ε , ∂ω) = 2d and dist(ω, ∂Ω) = 1 . (1)
For D ⊂ R3 we denote by |D| the three-dimensional measure of this set.
We construct a high-order approximation for the first eigenvalue λN , and
develop a uniform asymptotic approximation of the corresponding eigenfunc-
tion uN , which is a solution of:
∆uN (x) + λNuN (x) = 0 , x ∈ ΩN := Ω\ ∪Nj=1 ω(j)ε , (2)
∂uN
∂n
(x) = 0 , x ∈ ∂Ω , (3)
uN (x) = 0 , x ∈ ∂ω(j)ε , 1 ≤ j ≤ N , (4)
where N is considered to be large.
Our approximations rely on model problems in Ω and the exterior of
ω
(j)
ε , 1 ≤ j ≤ N . In particular, the approximation is formed using
1. the regular part H of Neumann’s function G in Ω,
2. the capacitary potential P
(j)
ε of ω
(j)
ε ,
3. quantities such as the capacity cap(ω
(j)
ε ) of the set ω
(j)
ε and
Γ
(j)
Ω =
1
|Ω|
∫
Ω
dz
4pi|z−O(j)| . (5)
Here we present the following theorem concerning the approximation
of first eigenfunction for −∆ in ΩN , which is accompanied by remainder
estimates in L2 over the domain containing the cluster of inclusions:
4
Theorem 1 Let
ε < c d3 (6)
where c is a sufficiently small constant. Then the asymptotic approximation
of the eigenfunction uN , which is a solution of (2)–(4) in ΩN , is given by
uN (x) = 1 +
N∑
j=1
CjΓ
(j)
Ω cap(ω
(j)
ε )
+
N∑
j=1
Cj{P (j)ε (x)− cap(ω(j)ε )H(x,O(j))}+RN (x) , (7)
where RN is the remainder term, and the coefficients Ck, 1 ≤ k ≤ N , satisfy
the solvable algebraic system
1 + Ck(1− cap(ω(k)ε ){H(O(k),O(k))− Γ(k)Ω })
+
∑
j 6=k
1≤j≤N
Cjcap(ω
(j)
ε )
{
G(O(k),O(j)) + Γ(j)Ω
}
= 0 , 1 ≤ k ≤ N . (8)
Here RN satisfies the estimate
‖RN‖L2(ΩN ) ≤ Const ε2d−6 . (9)
We also present the next theorem, for the corresponding first eigenvalue:
Theorem 2 Let the small parameters ε and d satisfy (6) Then the first
eigenvalue λN corresponding to the eigenfunction uN admits the approxima-
tion
λN = − 1|Ω|
N∑
j=1
Cjcap(ω
(j)
ε ) +O(ε
2d−6) . (10)
We also note that the methods developed in [10], assume the defect size
and the minimum separation between neighbouring defects satisfy a con-
straint similar to that imposed here in (6). This constraint is unavoidable
in the analysis as it governs the solvability of the system (8) as shown in
section 4. The homogenisation approach of [10] also requires that the mi-
crostructure of the perforated medium satisfies some periodicity constraints
or is governed by some probability law. In this paper, the analysis relies on
no such assumptions on the position of the defects.
For the purpose of illustration, in Fig. 2 we show the analytical asymp-
totic approximation versus the finite element simulation produced for a
cluster of 8 Dirichlet-type inclusions on several cross-sections. The first
eigenfunction in the overall three-dimensional domain with the cluster of
inclusions is shown on Fig. 2(a).
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Figure 2: (a) A slice plot of the eigenfield inside a sphere, containing 8
small spherical inclusions, computed using the method of finite elements in
COMSOL on a mesh with 1477957 elements. Contour plot of the eigenfield
along the planes (b) x3 = −0.5 and (d) x3 = 0.5 based on the computations
from COMSOL. The contour plot of the eigenfield on the planes (c) x3 =
−0.5 and (e) x3 = 0.5 computed using the asymptotic approximation (7).
The average absolute error between the computations in (b) and (c) is 2.1×
10−3, whereas between (d) and (e) it is 3.3× 10−3.
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Figure 3: (a) The cloud of 64 small inclusions contained in the cube (0, 2)3.
(b)–(e) The asymptotic approximation for eigenfield corresponding to the
first eigenvalue in the ball of radius 7, centred at the origin, and containing
the cloud of inclusions. We show the cross-sectional plots on the planes (b)
x3 = 0.25, (c) x3 = 0.75, (d) x3 = 1.25 and (e) x3 = 1.75.
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The amount of memory required to run finite element computations
increases substantially when the number N of inclusions becomes large. For
example, in 3-dimensions, with N = 64 inclusions in a cluster, COMSOL
fails due to lack of memory on a standard 16GB workstation. On the other
hand, the proposed asymptotic algorithm remains robust and efficient with
the results shown in Figure 3. The positions and the radii of inclusions
are arbitrary, subject to constraints outlined earlier. In addition to the 3-
dimensional illustration in Figure 3(a), we also show several cross-sectional
plots in Figures 3(b)–3(e). The asymptotic approximations are uniform and
take into account mutual interaction between the inclusions with the cluster.
The structure of the article is as follows. In section 2 we formally in-
troduce model problems necessary to compute the approximations (7) and
(10). Formal asymptotic derivations of (7) and (10) are then given in section
3. Solvability of the system (8) is proven in section 4. We provide the steps
used to attain the remainder estimates (9) and (10) in section 5. In section
6, the higher-order approximation for the first eigenvalue and corresponding
eigenfunction are given along with the completion of the proof of Theorems
1 and 2. The approximations of Theorems 1 and 2 are compared with those
produced by the method of compound asymptotic expansions [26] in section
7. In section 8, we further demonstrate the effectiveness of the approach
presented here, by comparing (10) with numerical computations of eigen-
values for solids containing non-periodic clusters produced in COMSOL. In
section 9, we discuss the homogenised problem obtained from the algebraic
system (8) in the limit as the number of inclusions within the cluster grow.
In the Appendix, we present technical steps of the derivation to a higher
order approximation of the first eigenvalue and corresponding eigenfunction
given in section 6. The final section includes bibliographical remarks on the
method of compound asymptotic expansions related to the present study.
2 Model problems
We now introduce solutions to model problems that are necessary in con-
structing the asymptotic approximations for λN and uN .
1. The Neumann function in Ω. Here, G denotes the Neumann
function in Ω, which is a solution of
∆xG(x,y) + δ(x− y)− 1|Ω| = 0 , x,y ∈ Ω , (11)
∂G
∂nx
(x,y) = 0 , x ∈ ∂Ω,y ∈ Ω . (12)
This definition of G is also supplied with the orthogonality condition∫
Ω
G(x,y)dx = 0 ,
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which implies the symmetry of G:
G(x,y) = G(y,x), x,y ∈ Ω, x 6= y .
We also introduce the regular part H of the Neumann function as
H(x,y) = 1
4pi|x− y| − G(x,y) .
2. Capacitary potential for the inclusion ω
(j)
ε . The capacitary
potentials P
(j)
ε , 1 ≤ j ≤ N , are used to construct boundary layers in
the exterior of the small inclusions. The function P
(j)
ε solves
∆P (j)ε (x) = 0 , x ∈ R3\ω(j)ε ,
P (j)ε (x) = 1 , x ∈ ∂ω(j)ε ,
P (j)ε (x)→ 0 , as |x| → ∞ .
The behaviour of the capacitary potential far from the inclusion ω
(j)
ε
is characterised by the capacity of this set, defined as
cap(ω(j)ε ) =
∫
R3\ω(j)ε
|∇P (j)ε (x)|2dx .
We note that cap(ω
(j)
ε ) < Cε, where the constant C is independent
of j.
Lemma 1 (see [17], [26, 27]) For |x − O(j)| > 2ε, the capacitary
potential admits the asymptotic representation
P (j)ε (x) =
cap(ω
(j)
ε )
4pi|x−O(j)| +O
( ε2
|x−O(j)|2
)
.
3 Formal asymptotic algorithm
We now state and prove two auxiliary results concerning the formal asymp-
totics for the first eigenvalue λN and corresponding eigenfunction uN .
First we state the asymptotic approximation for the first eigenvalue of
−∆ in ΩN :
Lemma 2 The formal approximation to the first eigenvalue of −∆ in ΩN
is given by
λN = ΛN + λR,N , (13)
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where
ΛN = − 1|Ω|
N∑
j=1
Cjcap(ω
(j)
ε ) , (14)
the coefficients Cj, 1 ≤ j ≤ N , satisfy the algebraic system (8), and λR,N is
the remainder of the approximation.
The approximation of the first eigenfunction uN contained in the next
lemma. There we give the leading term of the approximation and the bound-
ary value problem satisfied by this term. Estimates for the right-hand sides
of both the governing equations and boundary conditions of this problem
are also presented.
Lemma 3 The formal approximation of the eigenfunction uN of problem
(2)–(4) has the form
uN (x) = U(x) +RN (x) , (15)
where
U(x) = 1 +
N∑
j=1
CjΓ
(j)
Ω cap(ω
(j)
ε )
+
N∑
j=1
Cj{P (j)ε (x)− cap(ω(j)ε )H(x,O(j))} , (16)
the coefficients Cj satisfy the linear algebraic system (8) and the function
U , defined according to (16), satisfies the problem
∆U(x) + ΛNU(x) = fN (x) , x ∈ ΩN ,
∂U(x)
∂n
= ψ(x) , x ∈ ∂Ω ,
U(x) = φk(x) , x ∈ ∂ω(k)ε , 1 ≤ k ≤ N ,
where
|fN (x)| = O
(
ε2d−3
(
d−3 +
N∑
j=1
|Cj |
|x−O(j)|
))
, x ∈ ΩN ,
|ψ(x)| = O
( N∑
j=1
ε2|Cj |
|x−O(j)|3
)
, x ∈ ∂Ω , and
|φk(x)| = O
(
ε2
(
d−3 +
∑
j 6=k
1≤j≤N
|Cj |
|O(k) −O(j)|2
))
,x ∈ ∂ω(j)ε , 1 ≤ k ≤ N .
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Proof of Lemmas 2 and 3. Let
U(x) = 1 +
N∑
j=1
CjP
(j)
ε (x) + u1(x) . (17)
It is assumed the remainders RN (x) and λR,N in (15) and (13) are of the
order O(ε2d−6). In addition, we will show in section 4
u1(x) = O(εd
−3) and ΛN = O(εd−3) , (18)
and the preceding is used below.
The governing equation in ΩN . According to (17), it holds that
0 = ∆U(x) + ΛNU(x)
= ∆
(
1 +
N∑
j=1
CjP
(j)
ε (x) + u1(x)
)
+ ΛN
(
1 +
N∑
j=1
CjP
(j)
ε (x) + u1(x)
)
for x ∈ ΩN .
Since the capacitary potentials are harmonic, this implies in ΩN that
∆U(x) + ΛNU(x) = ∆u1(x) + ΛN
(
1 +
N∑
j=1
CjP
(j)
ε (x) + u1(x)
)
. (19)
For x ∈ ΩN , using Lemma 1 and (18), one can write (19) in the form
∆U(x) + ΛNU(x)
= ∆u1(x) + ΛN +O(ε
2d−6) +O
(
ε2d−3
N∑
j=1
|Cj |
|x−O(j)|
)
. (20)
Exterior boundary condition. Next we consider the normal deriva-
tive of U(x) on ∂Ω. We have
∂U(x)
∂n
=
∂
∂n
{
1 +
N∑
j=1
CjP
(j)
ε (x) + u1(x)
}
,x ∈ ∂Ω .
Using Lemma 1, this can be updated to
∂U(x)
∂n
=
∂
∂n
{ N∑
j=1
Cjcap(ω
(j)
ε )
4pi|x−O(j)| + u1(x)
}
+O
( N∑
j=1
ε2|Cj |
|x−O(j)|3
)
,(21)
for x ∈ ∂Ω.
The terms u1 and ΛN . Consulting (20) and (21), we set
∆u1(x) = −ΛN , x ∈ Ω , (22)
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∂u1(x)
∂n
= − ∂
∂n
{ N∑
j=1
Cjcap(ω
(j)
ε )
4pi|x−O(j)|
}
, x ∈ ∂Ω , (23)
and we prescribe that ∫
Ω
u1(x)dx = 0 . (24)
Note that according to this problem, the term ΛN can be computed using
Green’s identity in Ω to give
−|Ω|ΛN =
∫
Ω
∆u1(x)dx =
∫
∂Ω
∂u1
∂n
(x)dSx
= −
∫
∂Ω
∂
∂n
{ N∑
j=1
Cjcap(ω
(j)
ε )
4pi|x−O(j)|
}
dSx
=
N∑
j=1
Cjcap(ω
(j)
ε ) .
Thus, from this we prove (14) of Lemma 2.
In addition, u1 can be constructed in the form
u1(x) = −
N∑
j=1
Cjcap(ω
(j)
ε )
{
H(x,O(j))− Γ(j)Ω
}
, (25)
with Γ
(k)
Ω specified in (5). It can be checked this satisfies (22)–(24).
Interior boundary conditions on small inclusions. Taking the
trace of U(x) on the boundary of ∂ω
(k)
ε , 1 ≤ k ≤ N , and using the definition
of the capacitary potentials gives
U(x) = 1 + Ck +
∑
j 6=k
1≤j≤N
CjP
(j)
ε (x) + u1(x) .
Next, Taylor’s expansion about x = O(k), Lemma 1 and (18) can be em-
ployed in the above condition to obtain
U(x) = 1 + Ck +
∑
j 6=k
1≤j≤N
Cjcap(ω
(j)
ε )
4pi|O(k) −O(j)| + u1(O
(k))
+O(ε2d−3) +O
( ∑
j 6=k
1≤j≤N
ε2|Cj |
|O(k) −O(j)|2
)
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for x ∈ ∂ω(k)ε , 1 ≤ k ≤ N . According to (25), this is equivalent to
U(x) = 1 + Ck(1− cap(ω(k)ε ){H(O(k),O(k))− Γ(k)Ω })
+
∑
j 6=k
1≤j≤N
Cjcap(ω
(j)
ε ){G(O(k),O(j)) + Γ(j)Ω }
+O(ε2d−3) +O
( ∑
j 6=k
1≤j≤N
ε2|Cj |
|O(k) −O(j)|2
)
. (26)
We then set up a system of algebraic equations with respect to Ck, 1 ≤ k ≤
N , which takes the form of (8) in order to to remove the leading order term
in (26). This together with (13) and (14) prove Lemma 2.
The problem for U . As a result of equations (20), (22), we have that
U satisfies
∆U(x) + ΛNU(x) = O(ε
2d−6) +O
(
ε2d−3
N∑
j=1
|Cj |
|x−O(j)|
)
, x ∈ ΩN .
(27)
On the exterior boundary, owing to (21) and (23) we obtain
∂U(x)
∂n
= O
( N∑
j=1
ε2|Cj |
|x−O(j)|3
)
, x ∈ ∂Ω . (28)
The algebraic system (8) together with (26), provides the following on the
interior boundaries
U(x) = O(ε2d−3) +O
( ∑
j 6=k
1≤j≤N
ε2|Cj |
|O(k) −O(j)|2
)
(29)
for x ∈ ∂ω(k)ε , 1 ≤ k ≤ N .
By combining (15), (17), (25), (8) and (27)–(29), we arrive at the proof
of Lemma 3. 2
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4 The algebraic system and its solvability
In this section, it will be shown that the algebraic system (8) identified in
the previous section is solvable. We rewrite the system (8) as
0 = 1 + Ck{1− cap(ω(k)ε )(H(O(k),O(k))− 2Γ(k)Ω )}
+
∑
j 6=k
1≤j≤N
Cjcap(ω
(j)
ε )g(O
(k),O(j))− Γ(k)Ω
N∑
j=1
Cjcap(ω
(j)
ε ) ,
where
g(x,y) = G(x,y) + ΓΩ(y) + ΓΩ(x) , (30)
and
ΓΩ(x) =
1
|Ω|
∫
Ω
dz
4pi|z− x| .
This system can then be written in matrix form as:
−E = (I−HD + GD− ΓD)C , (31)
where I is the N ×N identity matrix,
C = (C1, . . . , CN )
T , E =
N∑
j=1
e
(N)
j ,
and e
(N)
i = [δij ]
N
j=1. In addition G = [Gij ]
N
i,j=1 with
Gij =
 g(O
(i),O(j)) , for i 6= j ,
0 , otherwise,
and
H = diag1≤j≤N{H(O(j),O(j))− 2Γ(j)Ω )} ,
Γ = [Γ
(j)
Ω ]
N
i,j=1 , D = diag1≤j≤N{cap(ω(j)ε )} .
Solvability of the algebraic systems
We consider the system (31), whose rows can be written as in (8), and here
we show the invertibility of the N ×N matrix I + (G−H− Γ)D.
Taking the scalar product of (31) with DC one obtains
−〈DC,E〉 = 〈DC,C〉+ 〈DC,GDC〉
−〈DC,HDC〉 − 〈DC,ΓDC〉 . (32)
In proving the solvability of (8), we need the following estimates:
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Lemma 4 The estimates
|〈DC,HDC〉| ≤ Const ε 〈C,DC〉 , (33)
|〈DC,ΓDC〉| ≤ Const ε d−3〈C,DC〉 (34)
and
〈DC,GDC〉 ≥ −Const d−1〈DC,DC〉 . (35)
hold.
Proof of (33) and (34). Since the regular part H is bounded in ω,
one has that
|〈DC,HDC〉| =
∣∣∣ N∑
k=1
(Ckcap(ω
(k)
ε ))
2{H(O(k),O(k))− 2Γ(k)Ω )}
∣∣∣
≤ Const ε 〈C,DC〉 ,
which is (33). In addition, using (5) gives
|〈DC,ΓDC〉| ≤
N∑
k=1
N∑
j=1
|CkCjcap(ω(k)ε )cap(ω(j)ε )Γ(k)Ω |
≤ Const
N∑
k=1
N∑
j=1
|CkCjcap(ω(k)ε )cap(ω(j)ε )| .
The Cauchy inequality then implies
|〈DC,ΓDC〉| ≤ Const 〈DC,C〉
N∑
k=1
cap(ω(k)ε )
≤ Const εd−3〈DC,C〉 ,
proving (34).
Proof of (35). The term
〈DC,GDC〉 =
N∑
k=1
Ckcap(ω
(k)
ε )
∑
j 6=k
1≤j≤N
g(O(k),O(j))Cjcap(ω
(j)
ε ) . (36)
According to (11) and (12) the function g defined in (30) satisfies
∆Xg(X,Y) + δ(X−Y) = 0 , X,Y ∈ Ω , (37)
∂g
∂nX
(X,Y) =
∂ΓΩ
∂nX
(X) , X ∈ ∂Ω ,Y ∈ Ω .
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It also holds from (30) that
g(X,Y) = g(Y,X), X 6= Y .
As a result, application of Green’s formula to g(Z,X) and g(Z,Y) shows
that this function satisfies the orthogonality condition:∫
∂Ω
g(Z,Y)
∂ΓΩ
∂nZ
(Z)dSZ = 0 . (38)
Here, (37) shows that g is harmonic if X 6= Y. Using this, (36) can be
rewritten with the mean value theorem inside disjoint balls to give
〈DC,GDC〉
=
482
pi2d6
N∑
k=1
N∑
j=1
∫
B(k)
∫
B(j)
Ckcap(ω
(k)
ε )g(X,Y)Cjcap(ω
(j)
ε )dXdY
− 48
pid3
N∑
k=1
(Ckcap(ω
(k)
ε ))
2
∫
B(k)
g(X,O(k))dX . (39)
where B(j) = {X : |X−O(j)| < d/4}.
The fact g(x,O(k)) = O(|X−O(k)|−1) allows for the estimate∫
B(k)
g(X,O(k))dX ≤ Const d2 . (40)
The function
Θ(x) =
{
Ckcap(ω
(k)
ε ) , x ∈ B(k)
0 otherwise,
can be employed to the double sum in (39) to yield:
N∑
k=1
N∑
j=1
∫
B(k)
∫
B(j)
Ckcap(ω
(k)
ε )g(X,Y)Cjcap(ω
(j)
ε )dXdY
=
∫
Ω
∫
Ω
Θ(X)g(X,Y)Θ(Y)dXdY . (41)
Next set
h(X) =
∫
Ω
g(X,Y)Θ(Y)dY .
This function satisfies
∆xh(X) = −Θ(X) , X ∈ Ω , (42)
∂h
∂nX
(X) =
∂ΓΩ
∂nx
(X)
∫
Ω
Θ(Y)dY .
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Note that owing to (38):∫
∂Ω
h(X)
∂h
∂nX
(X)dSX =
∫
∂Ω
h(X)
∂ΓΩ
∂nX
(X)dSX
∫
Ω
Θ(Y)dY = 0 .
Thus, after integration by parts, one can show using this and (42) that∫
Ω
∫
Ω
Θ(X)g(X,Y)Θ(Y)dXdY =
∫
Ω
|∇h(x)|2dx ≥ 0 .
Then, this estimate, (36), (39), (40) and (41) prove (35), completing the
proof. 2
Lemma 5 Let the small parameters ε and d satisfy the inequality (6). Then
the system (31) is solvable and the estimate
N∑
j=1
C2j ≤ Const d−3 , (43)
holds.
Proof. We start from (32), and use the Cauchy inequality to obtain
〈E,DE〉1/2〈C,DC〉1/2 ≥ 〈C,DC〉+ 〈DC,GDC〉
−〈DC,HDC〉 − 〈DC,ΓDC〉
Now from Lemma 4, we have
〈E,DE〉1/2 ≥ 〈C,DC〉1/2
(
1− Const
(
d−1
〈DC,DC〉
〈C,DC〉 + ε+ εd
−3
))
≥ 〈C,DC〉1/2
(
1− Const (d−1 max
k
{cap(ω(k)ε )}+ ε+ εd−3)
)
.
Since cap(ω
(k)
ε ) = O(ε), 1 ≤ k ≤ N , the preceding inequality shows that the
system is solvable for ε and d satisfying (6). The estimate (43) then follows
immediately. The proof is complete. 2
Note that estimates (18) can also be obtained using (5) and the repsen-
tations (14) and (25).
5 Remainder estimates
In this section we present the remainder estimate for approximations asso-
ciated with the first eigenvalue λN and the corresponding eigenfunction uN
required for the proof of Theorems 1 and 2.
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We begin by introducing auxiliary functions that enable the estimates for
the remainders of our formal approximations to be carried out via integrals
over proper neighborhoods of the boundaries of ΩN .
Auxiliary functions. Let
Ψ0(x) =
N∑
j=1
Cj
{
P (j)ε (x)−
cap(ω
(j)
ε )
4pi|x−O(j)|
}
and for k = 1, . . . , N ,
Ψk(x) = −Ckcap(ω(k)ε )(H(x,O(k))−H(O(k),O(k)))
−
∑
j 6=k
1≤j≤N
Cjcap(ω
(j)
ε )G(O(k),O(j))
+
∑
j 6=k
1≤j≤N
Cj{P (j)ε (x)− cap(ω(j)ε )H(x,O(j))} . (44)
It can be verified that
∂U
∂n
=
∂Ψ0
∂n
, x ∈ ∂Ω , (45)
U = Ψk , x ∈ ∂ω(k)ε , 1 ≤ k ≤ N , (46)
and
∆Ψ0(x) = 0 , x ∈ ΩN ,
∆Ψk(x) + ΛN = 0 , x ∈ ΩN , 1 ≤ k ≤ N . (47)
Let B
(j)
r = {x : |x−O(j)| < r}. In addition, let χ(j)ε ∈ C∞0 (B(j)3ε ), which
is equal to 1 on B
(j)
2ε . These cut-off functions will be used to reduce certain
integrals over ΩN to integrals in the vicinity of the small inclusions.
Below, we also use the cut-off function χ0 ∈ C∞0 . This function is chosen
to be equal to one on the set {x : dist(x, ∂Ω) ≤ 1/6,x ∈ Ω} and zero on
the set {x : dist(x, ∂Ω) ≥ 1/2,x ∈ Ω}. In what follows, V := {x : 0 <
dist(x, ∂Ω) < 1/2,x ∈ Ω}.
The function σN
Now we use the auxiliary functions to construct
σN = A {U − χ0Ψ0 −
N∑
j=1
χ(j)ε Ψj} , (48)
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where the constant A is chosen to enable
‖σN‖L2(ΩN ) = 1 .
According to (45)–(47),
∆σN + ΛNσN = FN , x ∈ ΩN , (49)
∂σN
∂n
= 0 , x ∈ ∂Ω , (50)
σN = 0 , x ∈ ∂ω(k)ε , 1 ≤ k ≤ N , (51)
where
FN = A{∆U + ΛNU}
−A{∆(χ0Ψ0) + ΛNχ0Ψ0}
−
N∑
j=1
A{∆(χ(k)ε Ψk) + ΛNχ(k)ε Ψk} , x ∈ ΩN . (52)
In the following we prove the next Lemma.
Lemma 6 Let the small parameters ε and d satisfy the inequality (6). Then
the estimates
‖σN − uN‖L2(ΩN ) ≤ Const ε3/2d−9/2 , (53)
and
|λR,N | ≤ Const ε3/2d−9/2 , (54)
hold, where λR,N = λ− ΛN .
Estimate of FN
We first consider an estimate for FN in (49) and (52) in L2(ΩN ). Here we
show
‖FN‖L2(ΩN ) ≤ Const ε3/2d−9/2 . (55)
Terms appearing in FN can be further expanded to give
FN = A{∆U + ΛNU} −A{2∇χ0 · ∇Ψ0 + Ψ0∆χ0}
−A
N∑
j=1
{2∇χ(k)ε · ∇Ψk + Ψk∆χ(k)ε − χ(k)ε ΛN}
−AΛN
{
χ0Ψ0 +
N∑
k=1
χ(k)ε Ψk
}
, x ∈ ΩN . (56)
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This provides
‖FN‖2L2(ΩN ) ≤ Const
{
‖∆U + ΛNU‖2L2(ΩN ) + ‖∇Ψ0‖2L2(V) + ‖Ψ0‖2L2(V)
+ε−2
N∑
k=1
[
‖∇Ψk‖2
L2(B
(k)
3ε \ω(k)ε )
+ ε−2‖Ψk‖2
L2(B
(k)
3ε \ω(k)ε )
]
+ P + S
}
(57)
where
P = Λ2N
N∑
k=1
‖χ(k)ε ‖2L2(B(k)3ε \ω(k)ε ) (58)
S = Λ2N
∥∥∥χ0Ψ0 + N∑
k=1
χ(k)ε Ψk
∥∥∥2
L2(ΩN )
. (59)
Thus (55) can be achieved if the right-hand side of (57) is estimated.
Inequalities associated with Ψ0
As a result of Lemma 1 and the Cauchy inequality, we have the estimate
‖Ψ0‖2L2(V) ≤ Const ε4
∫
V
∣∣∣ N∑
j=1
|Cj |
|x−O(j)|2
∣∣∣2 dx
≤ Const ε4
N∑
m=1
|Cm|2
N∑
j=1
∫
V
dx
|x−O(j)|4 .
Since dist(ω, ∂Ω) = O(1), using Lemma 5, we arrive at
‖Ψ0‖2L2(V) ≤ Const ε4d−6 . (60)
Using similar approach to the estimate (60), one can show that
‖∇Ψ0‖2L2(V) ≤ Const ε4d−6 . (61)
Inequalities associated with Ψk, 1 ≤ k ≤ N
Now we prove that
N∑
k=1
‖Ψk‖2
L2(B
(k)
3ε \ω(k)ε )
≤ Const ε7d−9 (62)
N∑
k=1
‖∇Ψk‖2
L2(B
(k)
3ε \ω(k)ε )
≤ Const ε3d−9 . (63)
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Proof of inequality (62). The terms Ψk are estimated in L2(B
(k)
3ε \ω(k)ε )
as follows. The Taylor expansion about x = O(k) gives∫
B
(k)
3ε \ω(k)ε
∣∣∣Ckcap(ω(k)ε )(H(x,O(k))−H(O(k),O(k)))∣∣∣2dx ≤ Const ε7|Ck|2 .
(64)
We note that using Taylor’s expansion about x = O(k) also yields∫
B
(k)
3ε \ω(k)ε
∣∣∣ ∑
j 6=k
1≤j≤N
Cjcap(ω
(j)
ε )G(O(k),O(j))
−
∑
j 6=k
1≤j≤N
Cj{P (j)ε (x)− cap(ω(j)ε )H(x,O(j))}
∣∣∣2dx
≤ Const
∫
B
(k)
3ε \ω(k)ε
∣∣∣ ∑
j 6=k
1≤j≤N
Cj
{
P (j)ε (x)−
cap(ω
(j)
ε )
4pi|O(k) −O(j)|
}∣∣∣2dx . (65)
Lemma 1 can then be applied to obtain the estimate∫
B
(k)
3ε \ω(k)ε
∣∣∣ ∑
j 6=k
1≤j≤N
Cj
{
P (j)ε (x)−
cap(ω
(j)
ε )
4pi|O(k) −O(j)|
}∣∣∣2dx
≤ Const ε2
∫
B
(k)
3ε \ω(k)ε
∣∣∣ ∑
j 6=k
1≤j≤N
Cj
{ 1
|x−O(j)| −
1
|O(k) −O(j)|
}∣∣∣2dx
≤ Const ε7
∣∣∣ ∑
j 6=k
1≤j≤N
Cj
|O(k) −O(j)|2
∣∣∣2 . (66)
Using the Cauchy inequality and Lemma 5 we find the right-hand side is
majorised by
Const ε7d−3
∑
j 6=k
1≤j≤N
1
|O(k) −O(j)|4 . (67)
Through combining (64)–(67), it can then be asserted that
‖Ψk‖2
L2(B
(k)
3ε \ω(k)ε )
≤ Const ε7
{
|Ck|2 + d−3
∑
j 6=k
1≤j≤N
1
|O(k) −O(j)|4
}
.
(68)
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It then follows
N∑
k=1
‖Ψk‖2
L2(B
(k)
3ε \ω(k)ε )
≤ Const ε7
{ N∑
k=1
|Ck|2 + d−3
N∑
k=1
∑
j 6=k
1≤j≤N
1
|O(k) −O(j)|4
}
.
Lemma 5 then gives
N∑
k=1
‖Ψk‖2
L2(B
(k)
3ε \ω(k)ε )
≤ Const ε7
{
d−3 + d−9
∫∫
ω×ω:
|X−Y|>d
dYdX
|X−Y|4
}
(69)
which yields (62).
Proof of inequality (63). Consulting (44), we can derive that
N∑
k=1
‖∇Ψk‖2
L2(B
(k)
3ε \ω(k)ε )
≤ Const {M+N} , (70)
with
M =
N∑
k=1
∥∥∥∇(Ckcap(ω(k)ε )H(x,O(k)))∥∥∥2
L2(B
(k)
3ε \ω(k)ε )
, (71)
N =
N∑
k=1
∥∥∥∇( ∑
j 6=k
1≤j≤N
Cj{P (j)ε (x)− cap(ω(j)ε )H(x,O(j))})
∥∥∥2
L2(B
(k)
3ε \ω(k)ε )
.
(72)
The regular part H(x,O(j)) and its derivatives are bounded for x ∈ ω. As
a consequence, we have
M ≤ Const ε5
N∑
k=1
|Ck|2 .
Applying Lemma 5 then gives
M ≤ Const ε5d−3 . (73)
For N , it is appropriate to use Lemma 1 where the far-field behaviour of
P
(j)
ε , j 6= k, is given. Thus one obtains the inequality
N ≤ Const ε2
N∑
k=1
∫
B
(k)
3ε \ω(k)ε
( ∑
j 6=k
1≤j≤N
|Cj |
|x−O(j)|2
)2
dx
≤ Const ε5
N∑
k=1
( ∑
j 6=k
1≤j≤N
|Cj |
|O(k) −O(j)|2
)2
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where the Taylor expansion has been employed about x = O(k) in moving
to the last line. Next the Cauchy inequality and (43) produce
N ≤ Const ε5
N∑
m=1
|Cm|2
N∑
k=1
∑
j 6=k
1≤j≤N
1
|O(k) −O(j)|4
≤ Const ε5d−3
N∑
k=1
∑
j 6=k
1≤j≤N
1
|O(k) −O(j)|4 .
The second sum can be approximated by a double integral over ω to give
N ≤ Const ε5d−9
∫∫
ω×ω:
|X−Y|>d
dXdY
|X−Y|4 ≤ Const ε
5d−9 . (74)
Proof of inequality (55)
The characteristic functions χ0 and χ
(j)
ε , 1 ≤ j ≤ N , are bounded by unity,
and this together with (60) and (68) show that
∥∥∥χ0Ψ0 + N∑
k=1
χ(k)ε Ψk
∥∥∥2
L2(ΩN )
≤ Const
{
ε4d−6 + ε7
N∑
k=1
|Ck|2
+ε7d−3
N∑
k=1
∑
j 6=k
1≤j≤N
1
|O(k) −O(j)|4
}
. (75)
The double sum in the right-hand side can be approximated by a double
integral over ω. Therefore, with Lemma 5, one can write the estimate
∥∥∥χ0Ψ0 + N∑
k=1
χ(k)ε Ψk
∥∥∥2
L2(ΩN )
≤ Const
{
ε4d−6 + ε7d−3 + ε7d−9
∫∫
ω×ω:
|X−Y|>d
dXdY
|X−Y|4
}
(76)
then we arrive at∥∥∥χ0Ψ0 + N∑
k=1
χ(k)ε Ψk
∥∥∥2
L2(ΩN )
≤ Const ε4
{
d−6 + ε3d−3 + ε3d−9
}
≤ Const ε4d−6 . (77)
The term
∆U(x) + ΛNU(x)
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can be estimated in L2(ΩN ) using (27) and an estimate for the term∫
ΩN
∣∣∣ N∑
j=1
|Cj |
|x−O(j)|
∣∣∣2 dx .
The Cauchy inequality shows the latter is majorised by
Const
N∑
j=1
|Cj |2
N∑
k=1
∫
ΩN
dx
|x−O(k)|2 .
The above integrals are bounded by a constant, and so we have∫
ΩN
∣∣∣ N∑
j=1
|Cj |
|x−O(j)|
∣∣∣2 dx ≤ Const d−3 N∑
j=1
|Cj |2 .
Thus, from this and using (27), we can say owing to Lemma 5 that
‖∆U + ΛNU‖2L2(ΩN ) ≤ Const ε4d−6
{
d−6 + d−3
N∑
j=1
|Cj |2
}
≤ Const ε4d−12 . (78)
Since ΛN = O(εd
−3), for S in (59), it holds that
S ≤ Const ε2d−6
∥∥∥χ0Ψ0 + N∑
k=1
χ(k)ε Ψk
∥∥∥2
L2(ΩN )
.
Using (77) yields
S ≤ Const ε6d−12 . (79)
The term P, in (58), as a result of χ(k)ε ∈ C∞0 (B(k)3ε \ω(k)ε ), satisfies
P ≤ Const ε5d−9 . (80)
Combining (57), (60)–(63), (78)–(80) yields (55).
Proof of Lemma 6
From (2)–(4), we can then write a boundary value problem for the difference
of σN and uN as
∆(σN − uN ) + ΛN (σN − uN )− λR,NuN = FN , x ∈ ΩN , (81)
∂
∂n
(σN − uN ) = 0 , x ∈ ∂Ω , (82)
σN − uN = 0 , x ∈ ∂ω(k)ε , 1 ≤ k ≤ N , (83)
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where λR,N = λN − ΛN . One can then multiply (81) through by the differ-
ence σN − uN and integrate by parts in ΩN to obtain
−
∫
ΩN
|∇(σN − uN )|2 dx + ΛN
∫
ΩN
(σN − uN )2 dx
−λR,N
∫
ΩN
uN (σN − uN ) dx =
∫
ΩN
FN (σN − uN ) dx . (84)
Poincare´’s inequality implies∫
ΩN
|∇(σN − uN )|2 dx ≥ Const
∫
ΩN
|σN − uN |2 dx
which together with (84) shows
−λR,N
∫
ΩN
uN (σN − uN ) dx−
∫
ΩN
FN (σN − uN ) dx
≥ Const (1− ΛN )
∫
ΩN
|σN − uN |2 dx . (85)
From this and using the fact ΛN = O(εd
−3) one obtains the inequality
Const ‖σN − uN‖L2(ΩN ) ≤ |λR,N |‖uN‖L2(ΩN ) + ‖FN‖L2(ΩN )
= |λR,N |+ ‖FN‖L2(ΩN ) (86)
as ‖uN‖L2(ΩN ) = 1.
From (86), one can obtain an estimate for σN − uN in L2(ΩN ) in terms
of the small parameters ε and d. To aid us develop such an estimate we now
use (55).
Estimates for the remainders. Rayleigh’s quotient allows one to
assert that λN = O(εd
−3). As a consequence we can say
|λR,N | ≤ Const εd−3 .
With (55) and (86), we derive that
‖σN − uN‖L2(ΩN ) ≤ Const εd−3 . (87)
In addition, using integration by parts, the definitions of uN in (2)–(4) and
σN in (49)–(51) together with (81), it is possible to show that
−λR,N
∫
ΩN
σNuN dx =
∫
ΩN
FNσN dx +
∫
ΩN
FN (uN − σN ) dx .
The Cauchy inequality then gives the estimate
−λR,N
∫
ΩN
σNuN dx ≤ ‖FN‖L2(ΩN )(1 + ‖uN − σN‖L2(ΩN )) .
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Using (87), a lower bound for the left-hand side can be established through
the estimate∫
ΩN
σNuN dx =
∫
ΩN
σ2N dx +
∫
ΩN
σN (uN − σN )dx ≥ 1−C εd−3 , (88)
where C is a positive constant independent of ε and d. Thus (55), (87) and
(88) prove (54). It remains to combine this with (86) and deduce that (53)
holds, completing the proof of Lemma 6. 2
Note that it is possible to write RN of (7)
RN = −χ0Ψ0 −
N∑
j=1
χ(j)ε Ψj +QN ,
so that with (48)
uN = A
−1σN +QN ,
and by Lemma 6 we have
‖QN‖L2(ΩN ) ≤ Const ε3/2 d−9/2 .
This together with (77) shows
‖RN‖L2(ΩN ) ≤ Const ε3/2d−9/2 .
The remainder estimates of Theorems 1 and 2 follow the same procedure
as in Lemma 6, and require the construction of the higher-order terms in
the asymptotic approximations. This relies on the introduction of additional
model fields for the inclusions ω
(k)
ε and an additional algebraic system which
removes higher-order discrepancies produced on the small inclusions.
Remark. The above estimates are improved further through analysis of
higher-order terms in the next section, as follows
‖RN‖L2(ΩN ) ≤ Const ε2d−6 , (89)
|λR,N | ≤ Const ε2d−6 . (90)
6 Higher-order asymptotics
6.1 Additional model problem
To section 2, we now add one more field used to construct the higher-order
approximation presented here. We define a vector function D(k) as the
solution of a problem posed in the exterior of scaled inclusion ω(k) := {ξ :
εξ + O(k) ∈ ω(k)ε }. This vector function is subject to
∆D(k)(ξ) = O , ξ ∈ R3\ω(k) ,
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D(k)(ξ) = ξ , ξ ∈ R3\ω(k) ,
D(k)(ξ)→ O as |ξ| → ∞ .
The behaviour of this vector field at infinity is summarised in the next lemma
(see [22] for the proof).
Lemma 7 (see [22]) For |ξ| > 2, the vector function D(k) = [D(k)i ]3i=1
admits the asymptotic representation:
D(k)(ξ) = T (k) ξ|ξ|3 +O(|ξ|
−3)
where T (k) = [T (k)ij ]3i,j=1 is a constant matrix whose entries are given by
T (k)ij = meas3(ω(k))δij +
∫
R3\ω(k)
∇D(k)i (ξ) · ∇D(k)j (ξ)dξ ,
and it is symmetric positive definite.
We define D
(k)
ε (x) = εD(k)(ξ) and the matrix T (k)ε = ε3T (k) which are
quantities associated with the exterior of the small inclusion ω
(k)
ε .
Before moving to the proof of the higher-order approximation, we restate
Lemma 1, providing an additional term in the far-field asymptotics of P
(j)
ε ,
1 ≤ j ≤ N :
Lemma 8 (see [26]) For |x −O(j)| > 2ε, the capacitary potential admits
the asymptotic representation
P (j)ε (x) =
cap(ω
(j)
ε )
4pi|x−O(j)| + β
(j)
ε · ∇
( 1
4pi|x−O(j)|
)
+O
( ε3
|x−O(j)|3
)
,
where |β(j)ε | = O(ε2).
6.2 Main result I: Higher-order approximation for the first
eigenfunction
Here we present a theorem concerning a higher-order asymptotic approx-
imation of the first eigenvalue and corresponding eigenfunction of −∆ in
ΩN . Before moving to the theorem regarding this eigenfield, we introduce
the new constant coefficients used in this approximation. In the asymptotic
approximation below, we supply each D
(k)
ε , 1 ≤ k ≤ N , with a weight B(k)
defined by:
B(k) = Ckcap(ω
(k)
ε )∇xH(O(k),O(k))−
∑
j 6=k
1≤j≤N
Cjcap(ω
(j)
ε )∇xG(O(k),O(j)) ,
(91)
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for 1 ≤ k ≤ N .
Another algebraic system is also used to ensure the asymptotic formulae
presented satisfy the boundary conditions to a high accuracy. To this end,
we also use the coefficients Aj , 1 ≤ j ≤ N , which are solutions of
−v(k) = Ak(1− cap(ω(k)ε ){H(O(k),O(k))− Γ(k)Ω })
+
∑
j 6=k
1≤j≤N
Ajcap(ω
(j)
ε )(G(O(k),O(j)) + Γ(j)Ω ) , (92)
where
v(k) = Ckβ
(k)
ε · (∇zH(O(k), z)
∣∣∣
z=O(k)
+ γ
(k)
Ω )
−
∑
j 6=k
1≤j≤N
Cjβ
(j)
ε · (∇zG(O(k), z)
∣∣∣
z=O(j)
− γ(j)Ω )
+Λ
(1)
N
N∑
j=1
Cjcap(ω
(j)
ε )
∫
Ω
G(y,O(k))G(y,O(j)) dy , (93)
where Λ
(1)
N is given by the right-hand side of (14) and
γ
(j)
Ω = −
∫
Ω
∇z
(
1
4pi|x− z|
) ∣∣∣
z=O(j)
dx .
We have the theorem:
Theorem 3 Let the small parameters ε and d satisfy the inequality (6).
Then the first eigenfunction of −∆ in ΩN is given by
uN (x) = 1 +
N∑
j=1
(Cj +Aj){P (j)ε (x)− cap(ω(j)ε )(H(x,O(j))− Γ(j)Ω )}
+
N∑
j=1
B(j) ·D(j)ε (x) +
N∑
j=1
Cjβ
(j)
ε · [∇zH(x, z)
∣∣∣
z=O(j)
+ γ
(j)
Ω ]
+Λ
(1)
N
N∑
j=1
Cjcap(ω
(j)
ε )
∫
Ω
G(y,x)G(y,O(j))dy +RN (x) (94)
where the coefficients Cj and Aj, 1 ≤ j ≤ N , satisfy the solvable systems
(8) and (92)–(93), respectively.
The remainder RN admits the estimate
‖RN‖L2(ΩN ) ≤ Const ε5/2d−15/2 . (95)
The proof of Theorem 3 can be found in the Appendix.
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6.3 Main result II: Higher-order approximation for the first
eigenvalue
The next theorem contains the higher-order approximation of λN .
Theorem 4 Let the small parameters ε and d satisfy the inequality (6).
Then the approximation to the first eigenvalue of −∆ in ΩN has the form
λN = Λ
(1)
N + Λ
(2)
N + λR,N
where Λ
(1)
N is the right-hand side of (14),
Λ
(2)
N = −
1
|Ω|
N∑
j=1
cap(ω(j)ε )(Aj + Λ
(1)
N CjΓ
(j)
Ω ) , (96)
the coefficients Cj, 1 ≤ j ≤ N , are the same as in the algebraic system
(8), Aj are solutions of (92)–(93) and λR,N is now the remainder of this
approximation with
|λR,N | ≤ Const ε5/2d−15/2 .
For the relevant derivation of Theorem 4 we refer to the Appendix.
6.4 Completion of the proofs of Theorems 1 and 2
Concerning the coefficients Aj and B
(j), 1 ≤ k ≤ N , one can obtain the
estimates presented in the next lemma. The detailed proofs are found in the
Appendix.
Lemma 9 Let the small parameters ε and d satisfy the inequality (6). Then
the system (92)–(93) is solvable and the estimates
N∑
j=1
A2j ≤ Const ε4d−15 , (97)
N∑
j=1
|B(j)|2 ≤ Const ε2d−9 , (98)
hold.
With Lemmas 5 and 9, one can show that
|Λ(2)N | ≤ Const ε2d−6 ,
with Λ
(2)
N given in (96). This with Theorem 4, proves Theorem 2.
29
Note that it is possible to write RN of (94) as
RN = −χ0Ψ0 −
N∑
j=1
χ(j)ε Ψj +QN , (99)
where χ0, χ
(k)
ε , 1 ≤ k ≤ N , are introduced in section 5 and for the higher-
order approximation presented here the function Ψ0 is defined as
Ψ0(x) =
N∑
j=1
(Cj +Aj)
[
P (j)ε (x)−
cap(ω
(j)
ε )
4pi|x−O(j)|
]
+
N∑
j=1
B(j) ·D(j)ε (x) +
N∑
j=1
Cjβ
(j)
ε · ∇z
(
1
4pi|x− z|
) ∣∣∣
z=O(j)
.
(100)
For 1 ≤ k ≤ N , Ψk has the form
Ψk(x) =
∑
j 6=k
1≤j≤N
[
(Cj +Aj)
[
P (j)ε (x)−
cap(ω
(j)
ε )
4pi|O(k) −O(j)|
]
+ B(j) ·D(j)ε (x)
]
+
∑
j 6=k
1≤j≤N
Cjβ
(j)
ε · ∇z
(
1
4pi|O(k) − z|
) ∣∣∣
z=O(j)
+ B(k) · (x−O(j))
−
N∑
j=1
(Cj +Aj)cap(ω
(j)
ε )(H(x,O(j))−H(O(k),O(j)))
+
N∑
j=1
Cjβ
(j)
ε · [∇zH(x, z)
∣∣∣
z=O(j)
−∇zH(O(k), z)
∣∣∣
z=O(j)
]
+Λ
(1)
N
N∑
j=1
Cjcap(ω
(j)
ε )
∫
Ω
G(y,O(j))(G(y,x)− G(y,O(k)))dy .
(101)
Here, the functions Ψk, 0 ≤ k ≤ N , are constructed in order to satisfy the
properties (45) and (46), involving RN defined in Theorem 3, together with
the leading order term of the approximation (94). The latter term we denote
by V (see (B.3) in the Appendix) and this replaces U in (45) and (46).
In the Appendix, we prove estimates concerning Ψk, 0 ≤ k ≤ N , and
their derivatives in L2, which are contained in the next lemma.
Lemma 10 The function Ψ0 satisfies the L2-estimates
‖Ψ0‖2L2(V) ≤ Const ε8d−18 , ‖∇Ψ0‖2L2(V) ≤ Const ε8d−18 ,
(102)
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whereas for the Ψk, 1 ≤ k ≤ N , we have:
N∑
k=1
‖Ψk‖2
L2(B
(k)
3ε \ω(k)ε )
≤ Const ε11d−21 , (103)
and
N∑
k=1
‖∇Ψk‖2
L2(B
(k)
3ε \ω(k)ε )
≤ Const ε7d−15 .
(104)
Then, with (99)
uN = A
−1σN +QN ,
with σN having the form
σN = A {V − χ0Ψ0 −
N∑
j=1
χ(j)ε Ψj} , (105)
where (94) can be used to define V = uN −RN . From (95) we have
‖QN‖L2(ΩN ) ≤ Const ε5/2 d−15/2 .
In addition, by Lemma 10 and the definition of the cut-off functions∥∥∥χ0Ψ0 + N∑
j=1
χ(j)ε Ψj
∥∥∥
L2(ΩN )
≤ Const ε9/2d−18/2 .
Thus with (99)
‖RN‖L2(ΩN ) ≤ Const{ε9/2d−18/2 + ε5/2d−15/2} ,
proving Theorem 3. Now, using Lemmas 7 and 8, one can show the term
W (x) =
N∑
j=1
Aj{P (j)ε (x)− cap(ω(j)ε )(H(x,O(j))− Γ(j)Ω )}
+
N∑
j=1
B(j) ·D(j)ε (x) +
N∑
j=1
Cjβ
(j)
ε · [∇zH(x, z)
∣∣∣
z=O(j)
+ γ
(j)
Ω ]
+Λ
(1)
N
N∑
j=1
Cjcap(ω
(j)
ε )
∫
Ω
G(y,x)G(y,O(j))dy
admits the estimate
|W (x)| ≤ Const ε2d−6 , x ∈ ΩN ,
and so
‖W‖L2(ΩN ) ≤ Const ε2d−6 .
This together with Theorem 3 completes the proof of Theorem 1. 2
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7 Approximations for dilute clusters versus large
clusters of inclusions
We now consult the case of a domain containing a dilute cluster of inclusions,
which was considered in [26]. For this we assume N is finite and we define
the domain Ωε = Ω\ ∪Nj=1 ω(j)ε . We now relax the assumption of (1) and
constrain the interior points of the collection of inclusions ω
(j)
ε , 1 ≤ j ≤ N ,
to be separated by a finite distance from each other (so that d = O(1)).
These points are also assumed to be sufficiently far away from the exterior
boundary ∂Ω.
For this configuration, the first eigenvalue λε and the corresponding
eigenfunction uε satisfy:
∆xuε(x) + λεuε(x) = 0 , x ∈ Ωε , (106)
∂uε
∂n
(x) = 0 , x ∈ ∂Ω , (107)
uε(x) = 0 , x ∈ ∂ω(j)ε , 1 ≤ j ≤ N . (108)
According to the method of compound asymptotic expansions presented
in [26] for the dilute cluster of inclusions the first eigenvalue λε and the
corresponding eigenfunction uε are approximated as follows:
Theorem 5 The asymptotic approximation of the eigenfunction uε, which
is a solution of (106)–(108) in Ωε, is given by
uε(x) = 1−
N∑
j=1
Γ
(j)
Ω cap(ω
(j)
ε )
−
N∑
j=1
{P (j)ε (x)− cap(ω(j)ε )H(x,O(j))}+Rε(x) ,
where Rε is the remainder term satisfying
‖Rε‖L2(Ωε) ≤ Const ε2 .
Theorem 6 The first eigenvalue λε corresponding to the eigenfunction uε
in Ωε admits the approximation
λε =
1
|Ω|
N∑
j=1
cap(ω(j)ε ) +O(ε
2) . (109)
The results of Theorems 5 and 6, applicable to domains with finite clus-
ters, can be compared with the results of Theorems 1 and 2. The asymptotic
approximations have a similar structure, utilising model problems posed in
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the domain Ω and in the exterior of the sets ω
(j)
ε , 1 ≤ j ≤ N . One can
also obtain the estimates for the remainders of these approximations via the
approach presented in sections 5 and 6.
However, we note the uniform approximation for uε does not require
the solution of an algebraic system for unknown coefficients, which are re-
sponsible for compensating the error produced in the boundary conditions
on small inclusions. The approximation for uN does require the solutions
Cj , 1 ≤ j ≤ N , to system (8). This system contains information about
the shape and size of small inclusions, through the presence of the capac-
ity of individual inclusions. In addition, the positions of the inclusions are
incorporated in this system, through the arguments of Neumann’s function
G.
As a result, it can be concluded from comparing approximations (109)
and (10) for the first eigenvalue, that to leading order the latter approxi-
mation only takes into account the shape and size of the inclusions and the
exterior domain Ω. In addition to this, the leading order term of the approx-
imation in (10) incorporates the knowledge of the position of the inclusions
through Cj , 1 ≤ j ≤ N .
It should be noted that the approximations in Theorems 5 and 6 cannot
efficiently serve the case when the inclusions are close together and when
their number becomes large, whereas (7)–(9) and (10) cover both scenarios,
in addition to the domain with the finite cluster Ωε.
8 Numerical illustration
In this section, we implement the asymptotic formulae of Theorems 1 and
2 in numerical schemes and compare with finite element computations in
COMSOL.
We begin with a general description of the computational geometry, in-
volving a sphere containing small spherical inclusions, in sections 8.1 and
8.2. There, we also present the model fields related to the exterior and inte-
rior problems relevant to the asymptotic approximation (7). In sections 8.3
and 8.4, the asymptotic formulae of Theorems 1 and 2 are compared with
the finite element computations in COMSOL. The coefficients in (7), which
are solutions of (8), are also computed in section 8.5 for a sphere containing
a cluster occupying a cube.
8.1 Computational geometry and model fields for spherical
bodies and inclusions
The computational geometry we consider in the numerical simulations pos-
sesses spherical frontiers. We note that the asymptotic algorithm presented
here is generic and suitable for non-spherical shapes. Our purpose here is to
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illustrate the effectiveness of the asymptotic formulae presented for domains
having simple geometries. For such cases, as we show, terms appearing in
the asymptotic formulae can be computed explicitly and are compact.
Therefore, we consider the domain Ω to be a sphere BR of radius R, with
the centre at the origin. In addition, let the sets ω
(j)
ε , 1 ≤ j ≤ N , be small
spheres with centres O(j) and radii r
(j)
ε , respectively.
Capacitary potential for the spherical inclusion ω
(j)
ε . For the
spherical inclusion of radius r
(j)
ε and centre O(j) inside in R3, the capacitary
potential is
P (j)ε (x) =
r
(j)
ε
|x−O(j)| ,
where the capacity for the cavity is cap(ω
(j)
ε ) = 4pir
(j)
ε .
The Neumann function in BR. For the sphere BR, the Neumann
function G is a solution of the problem
∆xG(x,y) + δ(x− y)− 3
4piR3
= 0 , x ∈ BR ,
∂G
∂nx
(x,y) = 0 , x ∈ ∂BR .
The function G is given by
G(x,y) = 1
4pi|x− y| − H(x,y) ,
where the regular part H takes the form
H(x,y) = −|x|
2 + |y|2
8piR3
− R
4pi|y||x− y|
− 1
4piR
log
[ 2R2
R2 − x · y + |y||x− y|
]
with y = R2y/|y|2. The above representation can be found through modifi-
cation of the result in [28], where the last two terms in the above right-hand
side can be found. As in [28], we note that logarithmic potentials are char-
acteristic of two dimensional problems, for which they are harmonic. We
note that the logarithmic term occurring in the right-hand side is harmonic
and analytic in BR. A detailed proof of these properties are found in [28].
The second term is obtained through the classic method of images which
yields a harmonic function.
Algebraic system. In particular if Ω = BR, we have∫
BR
dz
4pi|z−O(j)| =
1
2
(
R2 − |O
(j)|2
3
)
, (110)
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which can be computed through Green’s formula applied to the kernel of
the above integral and the function |z|2 in Ω.
Then, in combining (5), (8) and (110) we receive that for this scenario,
the coefficients Ck, 1 ≤ k ≤ N , can be determined from
1 + Ck
{
1− cap(ω(k)ε )
(
H(O(k),O(j))− 3
8piR
+
1
8piR3
|O(j)|2
)}
+
∑
j 6=k
1≤j≤N
Cjcap(ω
(j)
ε )
{
G(O(k),O(j)) + 3
8piR
− 1
8piR3
|O(j)|2
}
= 0 .
(111)
8.2 Geometry of the problem for the numerical simulations
We compute the first eigenvalue, for several configurations of ΩN , using the
approximation (10) and compare this with results based on the finite element
method in COMSOL. The results are presented in Table 1 and discussed
below. Here, we consider the sphere Ω, centred at the origin, having radius
R = 7. The spherical inclusions are arranged inside this domain, according
to Table 1. We note that there is an excellent agreement for values given by
the method of finite elements and the asymptotic formula (10).
First we consider the case when the positions of inclusions form the
corners of the cube with centre (0,0,0) and side length 1. In this case, the
centres Oijk are arranged as follows:
Oijk =
(
− 1
2
+ i− 1,−1
2
+ j − 1,−1
2
+ k − 1
)
,
with 1 ≤ i, j, k ≤ 2. We denote this collection of points by the set
P = {Oijk : 1 ≤ i, j, k ≤ 2} .
In addition, later we use the notations V = (−0.25, 0, 0) and
W = {(−0.25, 0, 0), (0.25, 0, 0)}. The radii rijk corresponding to the inclu-
sions with centres Oijk, are
r111 = 0.0125 r112 = 0.015 r121 = 0.0075 r211 = 0.01
r212 = 0.02 r221 = 0.0125 r122 = 0.03 r222 = 0.01725 ,
and the set R = {rijk : 1 ≤ i, j, k ≤ 2} is used to denote the collection of
these values.
We define the small parameters as
ε = R−1 max
1≤j≤N
{r(j)ε } and d = R−1 min
k 6=j
1≤k,j≤N
dist(O(j),O(k)) .
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For N = 8, these parameters are ε = 0.0043 and d = 0.1428 for the simu-
lations presented in Figure 2, (discussed section 8.4). The computations of
Figure 2 demonstrate that the approximation (7) works well even in a range
surpassing the assumption (6).
8.3 Evaluation of the first eigenvalue
In Table 1, we show the first eigenvalue computed in COMSOL and the com-
putations based on the asymptotic approximation (10) for various configura-
tions of inclusions. We consider arrangements of inclusions where N = 8, 9
or 10. We begin with the configuration having centres and radii according
to P and R, respectively. Results are also presented for case of a sphere
containing collections of inclusions with centres P∪V (N = 9) and P∪W
(N = 10), where additional inclusions have been introduced in the simu-
lations. The radii of the additional inclusions are also supplied in Table
1.
The computations based on the leading order part of (10) and COMSOL
agree very well with each other. The relative error in the computations for
N = 8, 9, 10 (with d = 0.1428, 0.1072, 0.0714, respectively) is less than 3.5%.
This error between the computations for λN increases as we increase N .
Note that the mesh size for each simulation has the same order. The mesh
sizes presented represent those close to the maximum mesh size that the
first eigenfield and eigenvalue could be computed with in COMSOL.
Table 1: Comparison of the approximation for λN with results from COM-
SOL for a spherical solid containing a finite cluster with N inclusions,
(N = 8, 9, 10).
Radii Centres
No. of
finite
elements
λN
(approx.)
(×10−3)
λN
(COMSOL)
(×10−3)
Relative
error
R P 1477957 0.96588 0.98287 1.73%
R ∪ {0.02} P ∪V 1598887 1.08686 1.11180 2.64%
R ∪ {0.02}
∪{0.015} P ∪W 1670448 1.17062 1.21600 3.37%
8.4 Computations for the first eigenfunction
Next, for an arrangement of N = 8 voids, we compute the first eigenfunction
using the asymptotic formula (7). The resulting field computed in COMSOL
is shown in Figure 2(a) as a slice plot. Here, the perturbation to the field
can be clearly seen near the origin. A contour plot of the field in the vicinity
of the inclusions along the plane x3 = −0.5, based on the COMSOL com-
putations is shown in Figure 2(b). The corresponding computations based
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on the asymptotic approximation (7) are given in Figure 2(c). The com-
putations in Figures 2(b) and 2(c) are visibly indistinguishable. In fact the
average absolute error between the results inside this computational window
is 2.1×10−3. The COMSOL computation for first eigenfield along the plane
x3 = 0.5, near the inclusions, is presented in Figure 2(d). Once again, the
eigenfield computed via (7) is shown in Figure 2(d). There is visibly an ex-
cellent agreement between the two computations, with the average absolute
error between these results being 3.3 × 10−3 inside the computational win-
dow. The example here clearly demonstrates the accuracy of the asymptotic
approach as this compares well with the results of COMSOL.
8.5 The asymptotic coefficients Cj, 1 ≤ j ≤ N
The asymptotic coefficients Cj , 1 ≤ j ≤ N , contained in the approximation
for the first eigenvalue and corresponding eigenfunction of −∆ in ΩN can
be computed by solving the system (8). In this section, the cluster inside
the spherical body is represented by a collection of many small spherical
inclusions positioned close to each other within a cube of side length 2 and
centre at (1,1,1). The algebraic system for this case takes the form (111).
For a configuration with N = 1728 inclusions, with ε = 1.7369 × 10−6 and
d = 0.0238 the quantities |Cj | are plotted as functions of j, 1 ≤ j ≤ N ,
in Figure 4. The resulting picture shows that the absolute value of each
coefficient is close to 1 (corresponding to the dilute approximation) and not
comparable with the magnitude of the ε and d.
9 Comparison with the homogenisation approach
for a periodic cloud contained in a body
In this section, we discuss the connection of the algebraic system (8) to the
homogenised problem obtained in the limit as N →∞, which we show is a
mixed boundary value problem for an inhomogeneous equation. We begin
with some underlying assumptions which lead to the homogenised problem.
Geometric assumptions
We assume the domain ω is occupied by a periodic distribution of identical
inclusions. To describe the cloud ω inside Ω, we divide the set ω into N small
identical cubes Q
(j)
d = O
(j) +Qd, with Qd = {x : −d/2 < xj < d/2, 1 ≤ j ≤
3}, with centres O(j) ∈ O, where
O = {x : x1 = id, x2 = jd, x2 = kd, where i, j, k ∈ Z and x +Qd ⊂ ω} .
We assume that ω
(j)
ε ⊂ Q(j)d , 1 ≤ j ≤ N . Here, ε and d are subjected to the
constraint (6). Each inclusion is defined by ω
(j)
ε = O(j) +Fε, for 1 ≤ j ≤ N ,
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Figure 4: The quantities |Cj |, plotted as a function of j, 1 ≤ j ≤ N , N =
1728. The coefficients correspond to the case of a non-periodic cubic cluster
of spherical inclusions (characterised by ε = 1.7369× 10−6 and d = 0.0238)
contained in a spherical body of radius 7 with centre at the origin. The
index j is assigned in a way that we count the inclusions along the kth
plane, defined by x3 = (2k − 1)/12, 1 ≤ k ≤ 12, inside the cluster. In each
plane there are 144 inclusions, i.e. Cj , 1 ≤ j ≤ 144 corresponds to the
inclusions on the plane x3 = 0.
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where Fε is a specified set with smooth boundary, containing the origin as an
interior point and having a diameter characterised by ε. Since the inclusions
are identical we have for 1 ≤ j ≤ N , cap(ω(j)ε ) = cap(Fε). Here we define
µ = lim
d→0
cap(Fε)
d3
. (112)
In this section, we consider the case when N →∞ (and subsequently d→ 0,
ε → 0). In this limit, we will assume the solutions Cj , 1 ≤ j ≤ N , of the
algebraic system (8) converge to Cˆj , 1 ≤ j ≤ N , respectively, and they are
given as
Cˆj = uˆ(O
(j)) , 1 ≤ j ≤ N ,
with uˆ being the solution of the homogenised problem obtained in the same
limit from problem (2)–(4).
Algebraic system and connection to the auxiliary homogenised
equation
Let
G(x,y) = G(x,y) + ΓΩ(y)
and
H(x,y) =
1
4pi|x− y| −G(x,y) .
Here
ΓΩ(y) =
1
4pi|Ω|
∫
Ω
dz
|z− y| ,
and we note ΓΩ(O
(j)) = Γ
(j)
Ω , 1 ≤ j ≤ N . In addition,
∆xG(x,y) + δ(x− y)− 1|Ω| = 0, x ∈ Ω , (113)
which follows from the definition of G in section 2 (see (11)). From (8), the
algebraic system may be written as
1 + Ck(1− cap(Fε)H(O(k),O(k)))
+
cap(Fε)
d3
∑
j 6=k
1≤j≤N
CjG(O
(k),O(j))d3 = 0
for 1 ≤ k ≤ N. By taking the limit N → ∞ (so that d → 0) in the
preceding equation, we replace the Riemann sum by an integral over ω\Q(k)d .
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Simultaneously, as N → ∞, we have d → 0, ε → 0 and we retrieve the
equation
1 + uˆ(x) + µ
∫
ω
G(x,y)uˆ(y)dy = 0, x ∈ ω ,
where µ is defined in (112). It remains to apply the Laplacian to this equa-
tion, to obtain
∆xuˆ(x)− µ
(
uˆ(x)− 1|Ω|
∫
ω
uˆ(x)dx
)
= 0 , x ∈ ω .
Here we have used (113). In turn, the equation for uˆ in Ω\ω takes the form
∆xuˆ(x) + µ = 0 , x ∈ Ω\ω .
From this, the auxiliary homogenised problem can now be stated.
Auxiliary homogenised problem
The function uˆ, defined inside the homogenised medium Ω containing an
effective inclusion ω ⊂ Ω, is a solution of the inhomogeneous equation
∆uˆ(x)− µ
(
χω(x)uˆ(x)− 1
)
= 0 , x ∈ Ω (114)
with χω denoting the characteristic function for the set ω. Together with
this, we supply the boundary condition on the exterior of the domain in the
form
∂uˆ
∂n
(x) = 0 , x ∈ ∂Ω , (115)
and the transmission conditions across the interface of ω as:[
uˆ(x)
]
∂ω
= 0 and
[
∂uˆ
∂n
(x)
]
∂ω
= 0 , (116)
where [·]∂ω indicates the jump across the boundary ∂ω. In addition, we note
that uˆ satisfies
1
|Ω|
∫
ω
uˆ(x)dx = 1 .
One can check that the problem (114)–(116) is solvable by applying integra-
tion parts to uˆ inside ω ∪ Ω\ω.
Example: Homogenised problem for a sphere with spherical clus-
ter of inclusions
We present an example for the case Ω = BR and ω = Br, with Bρ :=
{x : |x| < ρ}. In this case, the solution of (114)–(116) can be computed
explicitly, and has the form
uˆ(x) = χΩ\ω(x)uˆO(x) + χω(x)uˆI(x) , (117)
40
x3
x1 x2
Figure 5: The slice plot of the homogenised solution uˆ, defined in (117)–
(119), satisfying (114)–(115), for the case then Ω = B7 and ω = B1. The
computation has been performed using the parameter µ = 0.09.
where χD denotes the characteristic function of the set D,
uˆI(x) =
1
3
R3 − r3
(
√
µr cosh(
√
µr)− sinh(√µr))
sinh(
√
µ|x|)
|x| +
1
µ
(118)
and
uˆO(x) = −1
6
|x|2 − 1
3
R3
|x|
+
1
6
((r3 + 2R3)µ+ 6r)
√
µ cosh(
√
µr)− (3r2µ+ 6) sinh(√µr)
µ(
√
µr cosh(
√
µr)− sinh(√µr)) .
(119)
For the case when R = 7, r = 1 and µ = 0.09, the slice plot of the solution
uˆ is plotted in Figure 5. One can see the magnitude of the field inside the
effective inclusion ω drops as |x| → 0.
Comparison with the asymptotic approximation (7)
Consequently, the homogenisation approach provides the following approx-
imation for the eigenvalue λN and the coefficients Cj in the representation
(7) of the field uN :
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λN ' µ, Cj ' uˆ(O(j)), j = 1, . . . , N,
where µ is defined by (112), and uˆ is the solution of the inhomogeneous
transmission problem (114)–(116).
The asymptotic scheme demonstrated in Sections 1–8, has proved to be
superior compared to the homogenisation approximation, as it has deliv-
ered a uniform approximation of the first eigenfunction over Ω including a
disordered cloud ω of small inclusions.
Appendix: Higher order approximation
We present here more details concerning the proofs associated with the
higher order approximations given in section 6 for the field uN and the
corresponding first eigenvalue λN . Section A contains the proof of Lemma
9. The proof of Theorems 3–4, including the proof of the auxiliary estimate
Lemma 10, are presented in Section B.
A Proof of Lemma 9: Estimates of constant coef-
ficients Aj and B
(j)
The solvability of (92)–(93) can be proved using similar steps given in the
proof of Lemma 5, as one needs to invert the coefficient matrix in (31) to
find Cj , 1 ≤ j ≤ N and this is also required to identify Aj , 1 ≤ j ≤ N . Such
a proof yields the inequality
N∑
j=1
A2j ≤ Const
N∑
j=1
(v(j))2
where it remains to estimate the right-hand side with (93). In fact, from
(93), we can obtain with Young’s inequality:
N∑
j=1
(v(j))2 ≤ Const ε4
N∑
k=1
{
C2k +
( ∑
j 6=k
1≤j≤N
Cj
|O(k) −O(j)|2
)2
+ d−6
( N∑
k=1
Cj
)2}
.
Applying Cauchy’s inequality and Lemma 5 it can be deduced:
N∑
j=1
v2j ≤ Const ε4d−3
{
1 + d−12 +
N∑
k=1
∑
j 6=k
1≤j≤N
1
|O(k) −O(j)|4
}
≤ Const ε4d−3{1 + d−12 + d−6}
and then (97) follows. A similar approach yields the estimate (98). 2
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B Proof of Theorems 3 and 4
First we write the formal asymptotic representations for higher order ap-
proximations to uN and λN in section B.1, which also includes the problem
for leading order approximation of uN and associated estimates with proofs.
The proof of Lemma 10 is found in section B.2. In section B.3, we then
complete the proofs of Theorems 3 and 4.
B.1 Formal asymptotic representations
The first eigenvalue λN and corresponding eigenfunction uN and are now
sought in the form:
uN (x) = V (x) +RN (x) , (B.1)
λN = ΛN + λR,N , (B.2)
where
V (x) = 1 +
N∑
j=1
(Cj +Aj){P (j)ε (x)− cap(ω(j)ε )(H(x,O(j))− Γ(j)Ω )}
+
N∑
j=1
B(j) ·D(j)ε (x) +
N∑
j=1
Cjβ
(j)
ε · [∇zH(x, z)
∣∣∣
z=O(j)
+ γ
(j)
Ω ]
+Λ
(1)
N
N∑
j=1
Cjcap(ω
(j)
ε )
∫
Ω
G(y,x)G(y,O(j))dy (B.3)
and ΛN is redefined as:
ΛN = Λ
(1)
N + Λ
(2)
N . (B.4)
The term Λ
(2)
N is defined in (96). In what follows we assume Λ
(2)
N = O(ε
2d−6).
Problem for the function V
Before stating the problem that the function V satisfies (see (B.3)), we
first introduce auxiliary functions used in the proof of Theorem 3. These
functions we denote by Ψk, 0 ≤ k ≤ N , and they appear in (100) and (101).
They are constructed in similar way to as in section 5, where Ψ0 is harmonic
in ΩN and Ψk, 1 ≤ k ≤ N , satisfies
∆Ψk(x) + F(x) = 0 , x ∈ ΩN , 1 ≤ k ≤ N ,
with
F(x) = Λ
(1)
N
[
1 + Λ
(1)
N +
N∑
j=1
Cjcap(ω
(j)
ε )G(x,O(j))
]
− 1|Ω|
N∑
j=1
Ajcap(ω
(j)
ε ) .
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It is possible to show, utilising Lemmas 5 and 9 that
‖F‖L∞(ΩN ) ≤ Const εd−3 .
We note in following steps outlined in section 5, to determine the remainder
estimate for the higher-order approximation in L2, the function F replaces
ΛN in second line of (56) and the term (58).
The next lemma concerns the problem for V .
Lemma 11 The function V of (B.3) satisfies the problem
∆V (x) + ΛNV (x) = f(x) , x ∈ ΩN , (B.5)
∂V
∂n
(x) = Ψ0(x) , x ∈ ∂Ω , (B.6)
V (x) = Ψk(x) , x ∈ ∂ω(k)ε , 1 ≤ k ≤ N , (B.7)
where ΛN is given in (B.4),
|f(x)| ≤ Const ε2 d−3
N∑
j=1
{ |Aj |
|x−O(j)| + εd
−3 |Cj |
|x−O(j)| + ε
|Cj |+ |Aj |
|x−O(j)|2
+ε2
|Cj |
|x−O(j)|3 + ε d
−3|Cj |+ ε2 |B
(j)|
|x−O(j)|2
}
, x ∈ ΩN ,
(B.8)
for x ∈ ∂Ω
|Ψ0(x)| ≤ Const ε2
N∑
j=1
[ ε|Cj |
|x−O(j)|3 +
|Aj |
|x−O(j)|2 +
ε|B(j)|
|x−O(j)|2
]
, (B.9)
and for x ∈ ∂ω(k)ε , 1 ≤ k ≤ N ,
|Ψk(x)| ≤ Const ε2
[ N∑
j=1
{
|Aj |+ ε|Cj |+ εd−3|Cj |
}
+ε2
∑
j 6=k
1≤j≤N
{ ε|Cj |
|O(k) −O(j)|3 +
|Aj |
|O(k) −O(j)|2 +
ε|B(j)|
|O(k) −O(j)|2
}]
.
(B.10)
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Proof of (B.5) and (B.8)
Owing to asymptotics of the fields P
(j)
ε and D
(j)
ε , in Lemmas 1 and 7, re-
spectively, from (B.3) it can be shown
V (x) = 1 +
N∑
j=1
(Cj +Aj)cap(ω
(j)
ε )(G(x,O(j)) + Γ(j)Ω )
−
N∑
j=1
Cjβ
(j)
ε · [∇zG(x, z)
∣∣∣
z=O(j)
− γ(j)Ω ]
+Λ
(1)
N
N∑
j=1
Cjcap(ω
(j)
ε )
∫
Ω
G(y,x)G(y,O(j))dy
+O
( N∑
j=1
ε3|Cj |
|x−O(j)|3
)
+O
( N∑
j=1
ε2|Aj |
|x−O(j)|2
)
+O
( N∑
j=1
ε3|B(j)|
|x−O(j)|2
)
.
Moreover, after multiplication by ΛN in (B.3), one can show
ΛNV (x) = Λ
(1)
N + Λ
(2)
N + Λ
(1)
N
N∑
j=1
Cjcap(ω
(j)
ε )(G(x,O(j)) + Γ(j)Ω )
+O
(
ε2d−3
N∑
j=1
|Aj |
|x−O(j)|
)
+O
(
ε3d−6
N∑
j=1
|Cj |
|x−O(j)|
)
+O
(
ε3d−3
N∑
j=1
|Cj |+ |Aj |
|x−O(j)|2
)
+O
(
ε4d−3
N∑
j=1
|Cj |
|x−O(j)|3
)
+O
(
ε3d−6
N∑
j=1
|Cj |
)
+O
(
ε4d−3
N∑
j=1
|B(j)|
|x−O(j)|2
)
.
(B.11)
Using the model problems in section 2,
∆V (x) =
1
|Ω|
N∑
j=1
(Cj +Aj)cap(ω
(j)
ε )− Λ(1)N
N∑
j=1
Cjcap(ω
(j)
ε )G(x,O(j)) .
(B.12)
Thus, (B.11) and (B.12) together with (14) and (96), show that V satisfies
(B.5) and (B.8). 2
Proof of (B.6) and (B.9)
The condition (B.6) is obtained by using (B.3) and the model problems of
section 2. Since dist(ω, ∂Ω) = O(1), for x ∈ ∂Ω, Lemmas 1 and 7 allow one
to obtain (B.9).
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Proof of (B.7) and (B.10)
The proof of (B.7) again follows from (B.3) and the model problems of
section 2. Here we derive estimates for the functions Ψk, for x ∈ ∂ω(k)ε ,
1 ≤ k ≤ N . Lemma 1 shows that
∑
j 6=k
1≤j≤N
(Cj +Aj)
[
P (j)ε (x)−
cap(ω
(j)
ε )
4pi|O(k) −O(j)|
]
+
∑
j 6=k
1≤j≤N
Cjβ
(j)
ε · ∇z
(
1
4pi|O(k) − z|
) ∣∣∣
z=O(j)
=
∑
j 6=k
1≤j≤N
Cj(x−O(k)) · ∇x
( cap(ω(j)ε )
4pi|x−O(j)|
)∣∣∣
x=O(k)
+O
(
ε2
∑
j 6=k
1≤j≤N
{ ε|Cj |
|O(k) −O(j)|3 +
|Aj |
|O(k) −O(j)|2
})
, (B.13)
where Taylor’s expansion about x = O(k) has been used. A similar applica-
tion of this expansion and the use of Lemma 7, provides the estimates
∑
j 6=k
1≤j≤N
B(j) ·D(j)ε (x) ≤ Const
∑
j 6=k
1≤j≤N
ε3|B(j)|
|O(k) −O(j)|2 (B.14)
N∑
j=1
Cjβ
(j)
ε · [∇zH(x, z)
∣∣∣
z=O(j)
−∇zH(O(k), z)
∣∣∣
z=O(j)
] ≤ Const
N∑
j=1
ε3|Cj | ,
(B.15)
and
Λ
(1)
N
N∑
j=1
Cjcap(ω
(j)
ε )
∫
Ω
G(y,O(j))(G(y,x)− G(y,O(k)))dy
≤ Const ε3d−3
N∑
j=1
|Cj | , (B.16)
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for x ∈ ∂ω(k)ε , 1 ≤ k ≤ N . The Taylor expansion about x = O(k) shows that
B(k) · (x−O(k))−
N∑
j=1
(Cj +Aj)cap(ω
(j)
ε )(H(x,O(j))−H(O(k),O(j)))
= (x−O(k)) ·
(
B(k) −
N∑
j=1
Cjcap(ω
(j)
ε )∇xH(O(k),O(j))
)
+O
( N∑
j=1
ε2|Aj |
)
, (B.17)
for x ∈ ∂ω(k)ε , 1 ≤ k ≤ N . The combination of (101) and (B.13)–(B.17),
yields (B.10).
B.2 Proof of Lemma 10: auxiliary L2-estimates for Ψk, 0 ≤
k ≤ N and their derivatives
Here we prove Lemma 10 that concerns the point-wise estimates for the
functions Ψk, 0 ≤ k ≤ N . We require the next auxiliary result.
Lemma 12 For x ∈ V, where V is a neighbourhood of ∂Ω defined in section
5, the function Ψ0 satisfies
|Ψ0(x)| ≤ Const ε2
N∑
j=1
[ ε|Cj |
|x−O(j)|3 +
|Aj |
|x−O(j)|2 +
ε|B(j)|
|x−O(j)|2
]
,
|∇Ψ0(x)| ≤ Const ε2
N∑
j=1
[ ε|Cj |
|x−O(j)|4 +
|Aj |
|x−O(j)|3 +
ε|B(j)|
|x−O(j)|3
]
,
(B.18)
whereas for x ∈ B(k)3ε \ω(k)ε , the functions Ψk, 1 ≤ k ≤ N , satisfy the inequal-
ities
|Ψk(x)| ≤ Const ε2
[ N∑
j=1
{
|Aj |+ ε|Cj |+ εd−3|Cj |
}
+ε2
∑
j 6=k
1≤j≤N
{ ε|Cj |
|O(k) −O(j)|3 +
|Aj |
|O(k) −O(j)|2 +
ε|B(j)|
|O(k) −O(j)|2
}]
,
(B.19)
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and
|∇Ψk(x)| ≤ Const ε
[ N∑
j=1
ε(1 + d−3)|Cj |
+
∑
j 6=k
1≤j≤N
{ ε|Cj |
|O(k) −O(j)|3 +
|Aj |
|O(k) −O(j)|2 +
ε2|B(j)|
|O(k) −O(j)|3
}]
.
(B.20)
Proof. Estimates (B.18) and (B.19) are proved in exactly the same way as
(B.9) and (B.10) of Lemma 11 were derived.
The proof of (B.18) follows from applying the gradient to (100) and
using the model problems of section 2, Lemmas 7 and 8. It remains to prove
(B.20). Note that from (101)
∇Ψk(x) =
∑
j 6=k
1≤j≤N
(Cj +Aj)∇P (j)ε (x) + B(k) +
∑
j 6=k
1≤j≤N
B(j) · ∇D(j)ε (x)
−
N∑
j=1
(Cj +Aj)cap(ω
(j)
ε )∇H(x,O(j)) +
N∑
j=1
Cj∇(β(j)ε · ∇zH(x, z)
∣∣∣
z=O(j)
)
+Λ
(1)
N
N∑
j=1
Cjcap(ω
(j)
ε )∇
∫
Ω
G(y,O(j))G(y,x)dy .
(B.21)
The last two terms satisfy
N∑
j=1
Cj∇(β(j)ε · ∇zH(x, z)
∣∣∣
z=O(j)
) ≤ Const ε2
N∑
j=1
|Cj | (B.22)
Λ
(1)
N
N∑
j=1
Cjcap(ω
(j)
ε )∇
∫
Ω
G(y,O(j))G(y,x)dy ≤ Const ε2d−3
N∑
j=1
|Cj | .
(B.23)
As with the derivation of (B.14), we have
∑
j 6=k
1≤j≤N
B(j) · ∇D(j)ε (x) ≤ Const
∑
j 6=k
1≤j≤N
ε3|B(j)|
|O(k) −O(j)|3 . (B.24)
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The far-field representation of the capacitary potentials gives
∑
j 6=k
1≤j≤N
(Cj +Aj)∇P (j)ε (x)−
N∑
j=1
(Cj +Aj)cap(ω
(j)
ε )∇H(x,O(j))
= −Ckcap(ω(k)ε )∇xH(O(k),O(k)) +
∑
j 6=k
1≤j≤N
Cjcap(ω
(j)
ε )∇xG(O(k),O(j))
+O
(
ε2|Ck|+
∑
j 6=k
1≤j≤N
{ ε2|Cj |
|O(k) −O(j)|3 +
ε|Aj |
|O(k) −O(j)|2
})
. (B.25)
Now, gathering (B.21)–(B.25) with (91) produces the inequality (B.20). 2
Completion of the proof of Lemma 10
We use Lemma 12 and apply similar estimates, to those employed in section
5, in addition to Lemmas 5 and 9 to yield the results of Lemma 10. 2
In a equivalent way, one also shows that the function f (in (B.5) and
(B.8)), satisfies the next estimate.
Lemma 13 The following estimate
‖∆V + ΛNV ‖2L2(ΩN ) ≤ Const {ε5d−12 + ε6d−18}
holds.
B.3 Completion of the proofs of Theorems 3–4
It then follows from Lemmas 10 and 13 and the proof of section 5, that the
function σN constructed according to (105), with (100) and (101), satisfies
the following estimate
‖σN − uN‖L2(ΩN ) ≤ Const ε5/2 d−15/2 .
In addition, for the approximation ΛN (see (B.2), (B.4) and Theorem 4) to
the first eigenvalue λN admits the estimate
|λN − ΛN | = |λR,N | ≤ Const ε5/2 d−15/2 ,
holds. 2
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10 Bibliographical remarks on compound asymp-
totic expansions
The present paper gives a new advance in the asymptotic analysis of a class of
eigenvalue problems in domains with many small impurities whose positions
are not constrained by periodicity. Below we also give an outline of relevant
publications on asymptotic analysis of singularly perturbed problems and
modelling of solids with rapid oscillation of material parameters.
The method of uniform asymptotic approximations for solids with large
clusters of small defects has been developed in the series of papers [17],
[21], [23], [24] and the book [22]. The singular perturbation approach is
applicable to the case of clouds containing large numbers of inclusions/voids
with different boundary conditions on their surfaces.
While the relative size of the inclusions is small, their overall number
may be large, and the homogenisation algorithms for such mesoscale type
domains are challenging, as discussed in [10] and [11].
In particular, the change of eigenvalues due to a singular perturbation
of the domain is an interesting and challenging problem, which is discussed
in detail in [26] for domains containing a finite number of small inclusions.
Moreover, developing asymptotic approximations for the eigenfunctions
which are valid up to and including the boundaries of the domain is a serious
challenge, which is not addressed in the existing literature for eigenfunctions
corresponding to large clusters of small inclusions.
The method of compound asymptotic approximations is systematically
presented in [26, 27] for solutions to a range of boundary value problems
with small holes and irregular boundary points. This method can lead to
asymptotic expansions for integral characteristics of several quantities such
as energy, stress-intensity factors and eigenvalues associated with such prob-
lems. The method is versatile and has been used in the monograph [12] to
treat problems concerning multi-structures commonly found in civil engi-
neering and many other applications in physics and applied mathematics.
When periodicity is prevalent within a multi-structure or composite,
powerful homogenisation based approaches are used to model these situa-
tions using the notion of an average medium [1, 39]. This is a very effective
tool in characterising the behaviour of the microstructure of composites,
such as those re-enforced by periodically placed fibers [9, 2] that are sub-
jected to different loads. Averaging procedures have been adopted in [38], to
model the overall behaviour of materials with regions containing randomly
distributed inclusions.
The method proposed in [26, 27] was important in the recent develop-
ment in the asymptotic treatment of solutions to boundary value problems
with non-smooth loading terms in singularly and regularly perturbed do-
mains [13].
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Uniform approximations of singular solutions in a domain with a small
rigid perforation have been presented in [14]. Uniform approximations of
fields in solids with impurities supplied with different boundary conditions
have appeared, for instance, in [16] for traction free boundaries or in [20]
for transmission conditions. The asymptotic scheme uses model problems in
the domain without defects and boundary layers posed in the exterior of a
single defect. Different boundary conditions require different boundary lay-
ers. In the case of rigid boundaries, corresponding to the Dirichlet boundary
conditions, we invoke the the notion of capacity associated with the inclu-
sion [26]. When the Neumann conditions are supplied on small voids, the
asymptotic algorithm must be modified and dipole characteristics for the
impurity should be used to construct correction terms in the approximation
[25]. Approximate Green’s functions in thin or long rods have appeared
in [15]. Uniform asymptotics in multiply perforated bodies for problems
of vector elasticity were constructed in [18, 19]. Uniform asymptotic ap-
proximations of Green’s kernels have been used to study a Hele-Shaw flow
containing several obstacles in [37].
In [26], the method of compound asymptotic expansions is used to de-
velop asymptotic formulae for a variety of eigenvalue problems for Laplace’s
operator in two- or three-dimensional domains with small rigid inclusions or
voids. Approximations of this type allow one to determine the behaviour of
the effect of the perturbation to the first eigenvalues when these defects are
introduced. In contrast with what is analysed here, these approximations
are built on the assumption that the small defects are separated by a finite
distance and are not situated near the external boundary. Extension of the
results to the vector case of elasticity is demonstrated. In addition, asymp-
totics of the first eigenvalue and eigenfunction are constructed for the case
of a Riemannian manifold with a small rigid inclusion.
For the body with a single rigid inclusion and with zero external forces
on the exterior, a complete asymptotic series is constructed for the first
eigenvalue and the corresponding eigenfunction. For this mixed problem,
to leading order, the approximation to the first eigenvalue does not contain
information about the position of the inclusion inside the body. It does rely
on knowing the capacity of the small inclusion and the volume of the set
without inclusions, which depend on the shape and size of the inclusion or
body, respectively. The leading order approximation to the eigenfunction
uses the capacitary potential for the exterior of the inclusion, see [26, 22],
which decays sufficiently fast at infinity, along with model problems for
the domain without the defect (which includes Green’s function for this
domain). A similar approach can be used to tackle the equivalent problem
but for a domain containing an arrangement of a finite number of inclusions.
In this case, the size of the first eigenvalue is shown to grow as the number
of inclusions increases. For the two-dimensional case, the functions used
to construct static boundary layers in the exterior of small holes have a
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logarithmic growth at infinity.
Other asymptotic approximations for the first eigenvalue and the asso-
ciated eigenfunction of the Laplacian, that rely on the use of the capacity of
an inclusion, include those for Dirichlet’s problem in a 3-dimensional domain
with a small inclusion [26].
When rigid inclusions are introduced into the body, one can expect the
first eigenvalue to increase, which is a feature predicted by the asymptotic
approximations. As mentioned above, asymptotic representations of the
type found in [26] are useful in determining how the geometry of the per-
forated domain influences the change in the first eigenvalue when a void is
introduced. Here, boundary layers are constructed using dipole fields for the
void, which decay quicker far away from the defect than those in the case of
a rigid inclusion. As a result, the asymptotic approach demonstrates that
the perturbation to the first eigenvalue of Laplace’s operator is smaller than
in the case when a rigid inclusion is situated in this domain. In addition,
introducing a void into the domain does not necessarily increase the first
eigenvalue as with the case of a Dirichlet type inclusion. One can find cases
where this quantity decreases or increases and this change depends on the
position of the hole or properties of the first eigenfunction for the domain
without holes.
In [26], asymptotics of eigenvalues and eigenfunctions are presented for
Dirichlet’s problem on a Riemannian manifold with a small hole. In par-
ticular, here the leading order term of the first eigenvalue depends on the
logarithmic capacity of the small inclusion. Examples of this approxima-
tion have been demonstrated for the surface of the sphere with a small rigid
inclusion.
The compound asymptotic approximations mentioned above provide a
framework for the the extension of the theory to more complicated sys-
tems, such as that found in vector elasticity. In [26], approximations for
first eigenvalues and associated eigenfunctions for elastic bodies containing
small soft inclusions in three-dimensional and planar bodies with cavities
are presented.
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