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Résumé : 
 
L’équation de Smoluchowski, est un modèle décrivant simplement la coagulation de particules. 
Plusieurs algorithmes stochastiques ont été proposés pour résoudre cette équation. Dans ce travail, 
nous étudions le schéma numérique modifié de type Monte Carlo proposé par Babovsky (1999). Nous 
proposons une démonstration complète de sa convergence, en donnant pour cela les lemmes et les 
théorèmes nécessaires. 
 
Abstract : 
 
The Smoluchowsi equation governs the coagulation process of particles. Several stochastic schemes 
have been proposed for the resolution of this equation. The aim of this paper is to study the modified 
Monte Carlo scheme proposed by Babovsky (1999). A convergence proof based on appropriate lemmas 
and theorems is presented. 
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1 Introduction  
 
Les modèles stochastiques d’agglomération des particules en des particules plus 
grosses ont été introduits par Smoluchowski (1916), pour décrire l’évolution de la 
concentration c(i,t) des particules de taille i à un instant t. Cette équation en espace discret et 
temps continu est la suivante: Pour i=1,2,3,… et  0≥t
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En fait, l’équation (1) est un système infini d’équations différentielles non linéaires du 
premier ordre, avec une condition initiale pour chaque i. A l’instant initial t=0, la quantité 
positive c(i,0) est la proportion des particules de taille i telle que ∑ =
≥1
.1)0,(
i
ic Donc, les c(i,0) 
forment une densité de probabilité. Si on note N le nombre total des particules à l’instant t=0, 
alors à l’instant t, la quantité c(i,t) est la proportion des particules de taille i et Nc(i,t) est le 
nombre total des particules de taille i à l’instant t. Au cours du temps, n’importe quelle 
particule de taille i peut s’agglomérer avec n’importe quelle autre particule de taille j pour 
former une particule de taille i+j. Le taux de coagulation d’une particule de taille i avec une 
autre particule de taille j est donné par le noyau de coagulation K(i, j), qui est supposé positif 
et symétrique: K(i,j) et K(i,j)=K( j,i). La masse m0≥ i d’une particule étant proportionnelle à 
sa taille i, la masse totale des particules à l’instant t s'écrit: ,),( 
1
∑=
≥i
tiicNM µ où µ est la 
constante de proportionnalité.  
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En multipliant l’équation (1) par i et en sommant sur tous les i, on vérifie (Cf. Heilmann 
(1992)) que la masse est conservée, c’est à dire: 
                                                                ,0),(
1
=∑
≥i
tiic
dt
d                                               (2)          
à condition que l’on puisse interchanger les signes sommes et dérivées.  
 
La résolution numérique de l’équation (1) avec les méthodes déterministes est une 
tâche difficile. Pour cela plusieurs algorithmes stochastiques ont été proposés. A ce propos 
Babovsky (1999) a établi un schéma numérique modifié de type Monte Carlo, pour simuler la 
densité de masse des particules de tailles i, définie par ).,(),( tiictig = Mais la convergence de 
ce schéma numérique n’a été que brièvement abordée. Dans la suite, on reformule 
l’algorithme et on donne une preuve de sa convergence. 
 
2 Description de l’algorithme  
 
Pour simuler g(i,t), il suffit d’introduire un nombre fixe N (suffisamment grand) de 
particules. Mais, ceci n’est pas valable pour simuler c(i,0) par exemple. En effet, après 
quelques pas de temps le nombre initial de particules diminue par agglomération, et il faut 
donc introduire de nouvelles particules pour améliorer la précision de l’algorithme. Si l’on 
écrit )(~ tgi  pour g(i,t), l’équation (1) devient: 
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où          
 
j
jiKjiK ),(),( =∗ . 
La fonction ∗K  est supposée bornée. De plus on suppose que  
     .1 
1
,0∑≥ =i ig                                                                (4) 
Ainsi, la relation de conservation de la masse (2) entraîne  
∑
≥
=
1
.1)(~
i
i tg  
Pour  on note  En appliquant le schéma d’Euler direct et en utilisant le fait 
que pour tout  
,INn∈ .tntn ∆=
INn∈
                                                                  ∑
≥
=
1
1)(~
j
nj tg ,               (5) 
on peut remplacer l’équation (3) par l’équation discrétisée suivante : 
                   (6) )(~)(~)),(1()(~)(~),()(~
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On choisit un entier N et, pour tout INn∈ , on approche la solution à l’instant tn à l’aide de N 
particules , telles que  )(........., ),(),( )()(2
)(
1 nznznz
N
N
NN
                                      )(~})(:{#1    )( ni
N tginz
N
INi ≈=∈∀ ∗ ll .                                     (7) 
Le symbole # représente le cardinal de l’ensemble considéré. Dans la suite, on pose 
                                             })(:{#1  )( )()( inz
N
nG NNi == ll .                                              (8) 
L’algorithme de Monte Carlo peut alors être résumé comme suit: 
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Initialisation: Pour , on choisit à l’instant t=0, tels que Ni ≤≤1 ....}3,2,1{)0()( ∈Niz
i
N
i gGINi ,0
)( )0(   ≈∈∀ ∗  
 
Coagulation: Pour N≤≤ l1 , le passage de à est donné par le jeu  )()( nz Nl )1()( +nz Nl
aléatoire suivant : 
 (i) Pour i=1,…,N on choisit les nombres aléatoires  et  indépendants et 
uniformément distribués respectivement dans {1,.......,N}et dans [0,1].  
)( N
iπ )( Nir
(ii)  On choisit un pas de temps t∆  tel que . 1),( <∆ ∗
∈
jiKSupt
INi,j
(iii) On note et on définit, pour ),(),( jitKjip ∗∆= N≤≤ l1  
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On introduit les variables aléatoires réelles de Bernoulli  
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et, on définit aussi les variables aléatoires réelles suivantes: 
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3 Convergence du schéma numérique  
 
Pour vérifier la convergence de l’algorithme, on rappelle d’abord les lemmes suivants: 
 
Lemme 1. Soit  un espace de probabilité. Soit  une suite de variables 
aléatoires réelles dans L
),,( PAΩ 1)( ≥NNX
2(Ω ) et IR∈γ . Les deux conditions suivantes sont équivalentes : 
                        (a)       ;      (b)  γ⎯⎯ →⎯ )(2 ΩLNX 22 ][limet    ][lim γγ == ∞→∞→ NNNN XEXE
 
Lemme 2. Soient { }  iδ  la mesure de Dirac sur IN* et une suite de probabilités sur IN1)( ≥NNP * 
qui converge faiblement vers une probabilité P sur IN* avec  
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i
N
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=
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i
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1
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( c'est à dire,  , ou encore, i
N
iN
INi αα =∈∀ ∞→∗ )(lim: :0C∈∀ϕ ><→>< ∞→ ϕϕ ,, PP NN )    
 
Si est une famille de suites uniformément bornées et (s) une suite bornée, telles que  1)( )( ≥NNs
)()(lim    )( isisINi N
N
=∈∀ ∞→
∗ , 
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i
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Cela implique en particulier que pour  toute suite bornéeσ, on a 
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La convergence du schéma numérique découle de la proposition suivante: 
 
Proposition. Pour tout   siINn  ,∈
                                  : ∗∈∀ INi ),(~)( 2)( niLNi tgnG ⎯→⎯   
         alors 
  : ∗∈∀ INi )(~)1( 1)( 2 +⎯→⎯+ niLNi tgnG . 
Démonstration:  
Soient d’après le lemme1, il suffit de vérifier que  ,et  ∗∈∈ INiINn
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• Pour vérifier la relation (13), on calcule  pour )]1([ )(, +nE Ni lχ .1 N≤≤ l On a: 
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On simplifie cette relation et on commence d’abord par le terme p1, on a: 
 
a) si j < i et k = i-j, alors 
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b) si j = i, alors 
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c) si non, p1=0. 
 
Passons maintenant au terme p2, on a: 
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 D’autre part,  
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En sommant ces égalités de N== ll  à 1 et en divisant les deux membres par N, on a 
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En partant des relations (5) et (12), on définit sur IN* les probabilités: 
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D’après l’hypothèse de la proposition et le lemme 1, on obtient le résultat suivant: 
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donc, la suite converge faiblement vers P. Si l'on définie d'une part la suite   1)( ≥NNP
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on obtient à partir de la relation (16) et du lemme (2) : 
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En utilisant maintenant la suite ),,(1)( kipk −=σ on déduit de (16) et du lemme 2:  
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Ceci termine la preuve de la relation (13).  
 
• La relation (14), est démontrée comme suit:  
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(le carré d'une fonction indicatrice étant égale à elle même). 
 
Mais pour les v.a.r. sont indépendantes. Ainsi,  ,m≠l )1(et  )1( )(,)(, ++ nn NmiNi χχ l
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Les variables étant des variables de Bernoulli, on déduit facilement que: )1()(, +nNi lχ
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ce qui termine la preuve de la relation (14).  
 
La démonstration de la proposition découle évidemment du lemme 1 et la 
convergence de l'algorithme est ainsi vérifiée. 
 
4 Conclusions  
 
Après avoir reformulé les principales étapes de l’algorithme stochastique proposé par 
Babovsky (1999) pour résoudre l’équation de Smoluchowski, nous avons énoncé et démontré 
une proposition basée sur une approche probabiliste qui a conduit à établir la convergence du 
schéma numérique. Ce travail veut être une contribution qui aide à mieux comprendre la 
convergence d’autres schémas numériques similaires. 
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