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ABSTRACT 
Electricity load forecasts now form an essential part of the routine operations of 
electricity companies. The complexity of the short-term load forecasting (STLF) 
problem arises from the multiple seasonal components, the change in consumer 
behaviour during holiday seasons and other social and religious events that affect 
electricity consumption. The aim of this research is to produce models for electricity 
demand that can be used to further the understanding of the dynamics of electricity 
consumption in South Wales. These models can also be used to produce weather 
corrected forecasts, and to provide short-term load forecasts. 
Two novel time series modelling approaches were introduced and developed. Profiles 
ARIMA (PARIMA) and the Variability Decomposition Method (VDM). PARIMA is a 
univariate modelling approach that is based on the hierarchical modelling of the 
different components of the electricity demand series as deterministic profiles, and 
modelling the remainder stochastic component as ARIMA, serving as a simple yet 
versatile signal extraction procedure and as a powerful prewhitening technique. The 
VDM is a robust transfer function modelling approach that is based on decomposing 
the variability in time series data to that of inherent and external. It focuses the transfer 
function model building on explaining the external variability of the data and produces 
models with parameters that are pertinent to the components of the series. 
Several candidate input variables for the VDM models for electricity demand were 
investigated, and a novel collective measure of temperature the Fair Temperature Value 
(FTV) was introduced. The FTV takes into account the changes in variance of the daily 
maximum and minimum temperatures with time, making it a more suitable explanatory 
variable for the VDM model. 
The novel PARIMA and VDM approaches were used to model the quarterly, monthly, 
weekly, and daily demand series. Both approaches succeeded where existing approaches 
were unsuccessful and, where comparisons are possible, produced models that were 
superior in performance. The VDM model with the FTV as its explanatory variable was 
the best performing model in the analysis and was used for weather correction. Here, 
weather corrected forecasts were produced using the weather sensitive components of 
the PARIMA models and the FTV transfer function component of the VDM model. 
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Exceptional days. Easter Monday and Tuesday and bank holidays that are 
part of the UK calendar year. 
External variability. Variability of a time series that can be explained by 
explanatory variables in a transfer function formulation. 
Hierarchical Profiling. Multilevel modelling of the change of behaviour of a 
time series. 
i. i. d. Independent and identically distributed variable; typically used to 
describe white errors. . 
ID. Illumination Deficit, the degradation in illumination due to, for example, 
cloud cover and atmospheric mist. 
Inherent variability. Variability of a time series that can be explained by past 
values of the time series. 
Input Variable. Explanatory variable 
Invertibility. A condition that ensures the duality between the MA and AR 
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SP(t). Exceptional days profiles for the daily electricity demand series. 
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Chapter 1 
INTRODUCTION 
1.1 Introduction 
The UK energy market has evolved into a competitive consumer-led 
economy since the privatisation of the energy sector. Utility companies now 
operate in a competitive market where consumers can chose their energy 
supplier ((EA), 1998). Although some studies by the Electricity Association 
claim that this choice is mainly price driven ((EA), 1992), research by the 
National Grid Company (NGC) has established that value added services, 
such as appliance insurance, may influence the consumer's energy purchase 
decisions (NGC, 1999). As a result, utility companies are under increased 
pressure to improve the efficiency of their operations to gain a competitive 
edge in this newly evolving market. A key element of operational efficiency is 
the ability to understand and forecast consumer demand, since it represents 
the basis for short-term, mid-term and long-term operations and expansion 
planning for the utility companies. Therefore, a successful model for 
consumer demand plays a vital role in the daily operations of the utility 
companies in areas such as supply plans, storage allocation and infrastructure 
planning. In fact, improved modelling and forecasting regimes carry more 
weight in the energy sector than in most other sectors of the economy ((EA), 
1998). This is due to the nature of the energy market where supply must meet 
demand at all times (Taylor and Majithia, 2000). An exceptional case of the 
energy supply sector is the electricity supply and demand market. Its 
difference lies in the fact that electricity, unlike gas for example, cannot be 
stored. Therefore, forecasts for electricity demand are of more importance to 
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electricity companies due to the added weight of the critical use of the 
forecasts to predict how much and where electricity needs to be generated. 
Hence, demand forecasting forms an integral part of the day-to-day 
operations of electricity companies. On a wide scale, such as the national 
level, forecasts essentially aim to answer the questions of how much electricity 
will be needed, and where and when it is required (Willis, 1996). However, at 
regional levels the spatial nature of forecasts is of less importance and the 
studies are mostly temporal. Typically, forecasts are produced at three main 
levels; long-term forecasts of 5-20 years, mid-term forecasts of a few months 
to 5 years and short-term forecasts of a few hours to a few weeks ahead. 
While long and mid-term forecasts are used in generation capacity planning, 
maintenance scheduling, planning for power sharing arrangements and 
pricing structure, short-term forecasts are needed for real-time control and 
security evaluations, so that demand can be met at all times with minimised 
risk of system overload (AlAlawi and Islam, 1996; Hagan and Behr, 1987). 
Hence, the advantages of improved short-term forecasts are usually mirrored 
in the scheduling and planning operations, giving rise to lower operating cost 
and higher reliability of electricity supply (Chen et al., 1995; Islam and 
AlAlawi, 1997). The most involved of these are the short-term studies since 
they are based on data sampled at a high resolution, usually half hourly, hourly 
or daily. Electricity demand sampled at this high resolution usually contains 
many of the social factors reflected in its behaviour. For example, hourly 
sampled domestic electricity demand (hourly demand) will have daily 
seasonality; created by the consumers' daily routines; weekly seasonality, 
corresponding to the consumers' weekly routines, and annual seasonality, 
influenced by the calendar year. In addition, the hourly demand series will 
have the change in consumer behaviour during exceptional periods, such as 
Christmas, at both the hourly and daily levels. Consequently, this has made 
short-term load forecasting (STLF) a challenging task which inspired studies 
to apply different modelling approaches, attempting to produce informative 
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models and reliable forecasts (AlAlawi and Islam, 1996; Islam and AlAlawi, 
1997). These studies also aim to investigate suitable explanatory variables that 
can parsimoniously' explain as much of the variability in electricity demand as 
possible. 
The purpose of this research is to study electricity demand data in South 
Wales. The study programme is supported by the South Wales Electricity 
Company (SWALEC), whose data are the base of this analysis. 
1.2 Data in the time domain 
Electricity demand is a continuous process. However, it is usually sampled at 
discrete time intervals thus making the realisation of this process a discrete 
time series. 
In practice, a time series is a chronological sequence of observations of a 
process that contains an uncertainty element (Box et al., 1994; Brockwell and 
Davis, 1996). The main components of a time series, yr , are: 
Yý =f(TR1, SN,, CL,, 1R) , (1.1) 
such that f can be an additive, multiplicative or a mixed function of its 
components in time. Where 
t is time; 
y, is the observed datum at time t; 
TR, is the trend component; the average level and the growth of the series at 
time t; 
SN, is the seasonal component; recurring variability that is repeated across 
equal periods of time caused by, for example, the days of the week; 
Parsimonious modelling is a model selection process that is based on the minimisation of the number 
of parameters in the model and the loss function. This principle has been suggested by several authors 
(e. g. Chatfield, 2001; Box et al., 1994 and Roberts and Harrison, 1984) who have noted that, in 
general, time series models with fewer parameters and not necessarily minimised loss function 
outperform purely loss function-minimised models in out-of-sample forecasting applications. 
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CL1 is the cyclic component; recurring variability around the trend caused by, 
for example, business cycles; and 
IR, is the irregular component; other variability that can be explained. 
Electricity demand is, by nature, a compound function of several economic, 
social and environmental factors. These factors, local or otherwise, may affect 
the industrial, domestic or both segments of electricity demand in the form of 
multiple seasonal components, periodic and aperiodic disturbances, trend and 
several other extreme observations. Conversely for the SWALEC domestic 
electricity demand data, the trend is typically the influence of the number of 
customers, several seasonal components exist due to the weekly and annual 
seasonality of the data, and several cyclic components may also exist as a 
result of holiday periods such as Christmas. 
Furthermore, electricity demand is affected by aperiodic but repeated factors. 
Such influences may include Easter, Bank holidays and holiday seasons. The 
effect of these factors on SWALEC's demand series is reflected in the form 
of disturbances to the general flow of the series; where these disturbances are 
repeated every year around, but not exactly at the same date. Consequently, 
date driven modelling applications fail to describe the effects of such periods. 
In general, modelling applications aim to describe the dynamics of electricity 
demand and to produce reliable predictions. The wider goals of the modelling 
exercise, however, extend beyond this; it aims to provide information about 
the suitability and quality of the data involved in the process. It also aims to 
identify future improvements on the resulting models such as the inclusion of 
explanatory variables that were not considered in the first instance of the 
modelling exercise. 
Electricity demand modelling approaches may generally be classified into 
univariate; where historic values of electricity demand are used on their own 
to describe the variability of the data, and transfer function approaches; where 
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explanatory, or input variables are used alongside historic values of electricity 
demand to describe the variability of future demand (Alfares and 
Nazeeruddin, 2002). 
This challenging nature of electricity demand has prompted many studies and 
investigations aiming to learn about the underlying dynamics of and to 
forecast electricity demand. The modelling approaches employed in these 
studies range from expert systems to pattern recognition approaches. 
Significant electricity demand modelling approaches, their strengths and 
weaknesses are discussed in Section 1.3 below. 
1.3 Literature Survey 
The significance of reliable electricity demand forecasts to the operation of 
electricity companies has prompted investigations aiming to model and 
forecast demand. Modelling applications mainly aim to describe the data and 
attempt to understand the dynamics of the process whilst forecasting 
applications aim to obtain models that can be use to produce out of sample 
forecasts. A major part of existing electricity demand modelling and 
forecasting applications can be classified based on modelling approaches into 
the following categories. 
1. Regression based applications (Baker, 1985; Haida and Muto, 1994; 
Haida et al., 1998; Moghram and Rahman, 1989). 
2. Neural Networks applications (Al-Shakarchi and Ghulaim, 2000; 
Kiartzis et al., 1995; Krunic et al., 2000; Senjyu et al., 2000). 
3. Expert Systems applications Qabbour et al., 1988a; Rahman and 
Hazim, 1993; Rahman and Hazim, 1996) 
4. Dynamic Time Series applications (Campo and Ruiz, 1987; Harvey 
and Koopman, 1993; Kiartzis, 1997; Moghram and Rahman, 1989) 
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5. Time Series based applications (Chen et at, 1995; Hagan and Behr, 
1987; Islam and AlAlawi, 1997; Moghram and Rahman, 1989). 
1.3.1 Regression based applications 
Regression typically aims to model a dependent variable (electricity demand in 
this case) by means of one or more independent variables. The general form 
of a regression model is: 
a+Ax, +Qzzz: +... +ßnxn, +e! (1.2) 
where 
y, is the dependent variable; 
x;,; i =1, """, n are the independent variables; 
a, ß; ;i =1, """, n parameters to be estimated; and 
e,: are the model errors. These errors are assumed to satisfy the following 
conditions E(e, ) = 0; E(ee) =o; E(e;, ee) =0 Vi ýj (Freedman et al. ). 
The typical parameter estimation criterion for regression is Ordinary Least 
Squares (OLS), where the estimates aim to minimise the model errors. For 
OLS to be successfully implemented, the model errors need to satisfy the 
conditions above. Additionally, the dependent variables have to be 
uncorrelated for a successful model estimation to be applied (Dodge and 
Birkes, 1993). Correlated explanatory variables in regression have the effect of 
producing incorrect Standard Errors for the parameters thus risking unreliable 
parameter estimates and selection process. This effect is often referred to as 
Collinearity when two variables are involved or Multi-Collinearity for more. 
than two (Bowerman and O'Connell, 1993; Makridakis, 1998). Therefore, 
applying regression to time series data usually ignores the serial correlation of 
the errors and the correlation between the independent variables, or Multi- 
Collinearity (Campo and Ruiz, 1987). This often results in misleading findings 
and consequently unreliable forecasts. (Moghram and Rahman, 1989) attempt 
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to build a regression model for a STLF application in a study that compares 
five modelling approaches. This regression application is based on modelling 
the hourly demand of Southern Utility (US) as a base and weather-sensitive 
components. The weather-sensitive component in this study includes 
variables that are correlated by nature, such as the dry temperature, average 
temperature and the three hours lagged average temperature. This model 
clearly risks the effect of Multi-Collinearity, and its results are questionable. 
The analysis of (Haida and Muto, 1994) is based on the maximum 
temperature, the average temperature of the past two days and the relative 
humidity. Collinearity is also expected to affect this model and the reliability 
of its results may be questionable. Furthermore, the authors make no 
reference to the seasonality of demand and temperature and its effect on the 
errors of the regression model, adding an extra question to the reliability and 
validity of the estimated model, since the seasonality of the data is expected to 
produce correlated errors contradicting the conditions of OLS regression 
analysis. (Haida et al., 1998) propose a trend decomposition technique as part 
of an overall regression model for electricity demand. This model can also be 
criticised on bases as above since, although de-trended, the authors attempt to 
model seasonal data by using correlated explanatory variables. 
The effect of Collinearity, seasonality and correlated errors in regression 
analysis is recognised by the authors of (Baker, 1985). The model produced in 
this analysis attempts to explain the weather-demand relationship while 
excluding the effects of holy days, public holidays and other exceptional 
periods and days. The errors from that model are correlated and exhibit 
seasonality, as recognised by the author. 
In conclusion, pure regression models have limited application in modelling 
time series data, in general. This limitation arises from the possibility of the 
conditions of regression analysis not being satisfied as a result of trend and 
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seasonality and the correlations between the independent variables 
consequently resulting in unreliable and misleading results. 
1.3.2 Neural Networks based applications 
Neural Networks (NNs) are a class of possible non-linear models. NNs are 
unlike other time series approaches in that they do not attempt to model the 
errors (Chatfield, 2000). A typical NN comprises of the input and the output 
variables, linked internally through a hidden layer of nodes. For example, 
Figure 1 shows a simple Neural Network, known as the single-unit 
perceptron (Cheng and Titterington, 1994). Here, the dependant variable, yr , 
is related to several input variables, x1 , x2 ,""", xp as 
P 
Yr = W. +1 wixt " 
(1.3) 
r=i 
The node (i. e. circle) in the figure represents a computational unit, where the 
x1's are fed and multiplied by the weights o. 's. The resulting products are 
added and the level, (v, is added. This network is analogous to a multiple 
regression model where the NN analysis aims to estimate the weights O.; 's 
and co,, so that the output y, can be regenerated as close to the observed 
values as possible. For this, non-linear estimation procedures, such as the 
Gradient Descent or the Lavenberg Marquardt (LM) method are employed 
(Golden, 1996). 
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Figure 1 
Simple Neural Network similar to a multiple 
regression model. 
In general, NNs are a collection of simple links between variables that are 
interlinked by a system of relationships. Therefore, network specification (i. e. 
design) is one of the first steps in a NN analysis (Darbellay and Slama, 2000). 
Typically, NN modelling comprises of a training process in which part of the 
observed data is held back. The NN is then `trained' to estimate the node 
weights, and hence the functional relationship between the system variables, 
by learning' from historic input and output patterns. The performance of the 
trained NN is then tested using the held data to assess the reliability of the 
forecasts and whether further retraining is needed. The training of the NN 
ends if these comparisons are satisfactory Gamshidi, 2001). After training, the 
NN is expected to be able to forecast the output of the system through values 
of the input variables (Kiartzis et al., 1995). 
NNs have been used successfully in non-temporal pattern recognition 
applications such as speech recognition (Kasabov et al., 1998; Rabi and Lu, 
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1998; Rothkrantz and Nollen, 1999; Ryeu and Chung, 1996), hand writing 
recognition (Fu et al., 2000; Yaeger et al., 1998), sexing and recognition of 
faces (Chang and Chen, 2001; Dror et al., 1996; Hagelin and Hewit, 1994; 
Kanno et al., 2001) and solutions of optimal routing problems such as the 
travelling salesman problem (Aras et al., 1999; Baglietto et al., 2001; Feng and 
Douligers, 2001; Tsujimura et al., 1997). 
In temporal analysis, NNs represent a Black Box' approach to modelling 
where no expert input or unexpected changes are allowed for in the system. 
Consequently, NN models offer no information about the dynamics of the 
process or the nature of its interactions with the input variables (Chatfield, 
1993). Furthermore, the design specification and the selection of input 
variables involve a lengthy and computationally expensive heuristic procedure 
(Amari et al., 1994; Moshiri and Cameron, 2000). NNs can risk over-training, 
where the NN learns to reproduce not only the signal but the noise as well, 
resulting in unreliable out-of-sample forecasts (See (Ameen et al., 1998; 
Chatfield, 1996) for further details). 
In NN modelling of electricity demand, some authors apply time series 
models as a benchmark in assessing the performance of NN models. For 
example, (Islam and AlAlawi, 1997) report a superior NN load forecasting 
model compared to a Box Jenkins based modelling of the same data, where 
two separate models were produced for weekdays and weekend demand. The 
data set used in this study spans over less than two months hence offering an 
insufficient number of cycles for the trend and seasonality patterns to be 
recognised. Furthermore, the time series modelling part of this application 
was carried out by using an automated modelling procedure built-in a 
commercial software package. Therefore, the uncritical acceptance of the 
findings of this study is unlikely. This is not only due to the limitations 
imposed by the short data set but also the uninvolved time series modelling of 
the benchmark application. Other NN based STLF studies (see for example 
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(Al-Shakarchi and Ghulaim, 2000; Kodogiannis, 2000; Krunic et al., 2000; 
Senjyu et al., 2000)) contain no base for model performance comparisons; the 
analysis are not carried out using an approach other than NNs, therefore 
providing no evidence of the superiority or otherwise of the NN approach in 
STLF analysis (see (Ripley, 1993) for further discussion). 
By contrast, (Darbellay and Slama, 2000) apply NN and time series to hourly 
and daily electricity demand data spanning over 2 years. This study compares 
analysis of electricity demand data using NNs and time series models. It 
concludes that, unless strong non-linearity is suspected, no non-linear 
approach (NNs in this case) will be significantly better than properly 
performed time series models. 
In conclusion, there is no systematic evidence to support the superiority of 
NNs in modelling electricity demand compared to statistical approaches. The 
`black box' nature of NN modelling limits its models in adopting intervening 
expert input or in adapting to changes. NN models also provide limited 
information in terms of the dynamics of the process and the nature of the 
relationships between the explanatory and dependent variables. 
1.3.3 Expert Systems based applications 
Expert system analyses of electricity demand are rule-based approaches, 
where the rules are set by human experts (Rahman and Hazim, 1993). 
Typically, an expert's experience in demand expectation is extracted, 
quantified and represented in the form of rules in the forecasting model. For 
example, (Hyde and Hodnett, 1993) introduce the following basic electricity 
load model: 
y(k) = N(k) +W (K) + S(k) + r(k), (1.4) 
where y(k) represents the demand in hour k, N(k) represents the normal 
load, W(k) represents the weather-dependant demand component, S(k) 
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represent the seasonal component and r(k) represent a random load 
component. The weather-dependant demand component is then individually 
modelled, based on previously identified relationships as: 
W(k) =a, T(k)+a2T(k-24)+a3S(k)+a4V(k)+a5H(k), (1.5) 
where T (k) represents the temperature at hour k, S represents the sunshine 
duration in hours, V represents wind velocity, H represents the relative 
humidity and a; ; (i =1, """, 5) are the parameters of the weather variables that 
are to be estimated. Similarly, the normal load model corresponds to a set of 
standardised load shapes for each type of day that has been identified, by an 
expert, to occur throughout the year. And so on for the rest of the 
components. Forecasts are generated by identifying the expected 
characteristics of the target forecast day and time, and aggregating the 
expected demand attached to each of these characteristics to produce an 
overall forecast. 
Assuming that adequate expert input is available, Expert Systems based 
analyses suffer from two main problems. Firstly, it is not always practical to 
express the expert input in unique quantitative terms. This typically leads to 
inconsistent rules when more than one expert input is taken into account in 
the model (Rahman and Hazim, 1993). Secondly, the parameter estimation 
procedures of the rules models are typically based on OLS, hence bringing in 
all the problems associated with regression and OLS estimation, as introduced 
in Section 1.3.1. These limitations are recognised by (Rahman and Hazim, 
1996) where a more sophisticated rule based modelling approach is applied to 
half hourly demand from four sites in the USA. This Knowledge-Based STLF 
approach is based on three base models corresponding to summer, winter 
and spring and autumn. It classifies the days, in each of the three models, 
according to seasonal effects as being Normal, when the weather is steady; 
Abnormal, for cool summer days or warm winter days; Extreme, for very hot 
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summer or very cold winter days and Transitional, for warm spring days or a 
cold autumn day signalling the arrival of the next season. For each of these 
day classifications, it identifies typical load values associated with categorical 
classifications of many weather parameters, such as time of the year, day of 
the week, hour of the day, temperature, temperature 24 hours before, 
humidity and sky cover for each of the three models. Forecasts are generated 
by employing expert input to identify the day that is the subject of the 
forecast value according to the classifications above. Historic data is then used 
to quantify the amount of electricity demand associated with every weather 
parameter and a forecast is obtained from assembling the loads attached to 
each of the characteristics. Expert opinion to adjust forecasts is allowed' for in 
the model in the form of a scaling parameter. 
Although the authors of this study explain that "in general, accuracy is directly 
proportional to the complexity of the forecasting algorithm", and assuming 
that by "accuracy" they mean improved forecasts, this opinion contradicts the 
general approach of parsimony (Box et al., 1994) and the view that less 
sophisticated models with fewer parameters usually produce better out of 
sample forecasts (Chatfield, 2000; Kendall and Ord, 1990). In this approach, 
the large number of operations involved in obtaining the forecast risk the 
effect of accumulation of errors thus compromising the reliability of the 
forecasts. 
Furthermore, as a measure of forecast error, the study employs the absolute 
relative error percentage, calculated as a percentage for a given hour, n, as the 
absolute value of. 
Relative Error(t)= 
Forecast(t)-Actual(t) 
(1.6) 
peak demand for the day 
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where the values range from 1.22% to 2.70%. These results are incorrectly 
compared to the mean absolute percentage error (NAPE), calculated as 
Qabbour et al., 1988a): 
MAPE= 
iForecast(t)-Actual(t)l 
x 100%, (1.7) Actual(t) 
as obtained in other related studies. Clearly, scaling by peak demand results in 
understated percentages that are not comparable to the MAPE measure. 
A notable expert systems approach, the Automated Load Forecasting 
Assistant (ALFA), is introduced by Qabbour et at, 1988a). This approach is a 
rule based demand analysis based on 10 years of historic data and takes into 
account the daily, weekly, seasonal, trend and local variations. It is an on-line 
system that is constantly updated as new weather and demand information 
becomes available therefore requires a considerable amount of computing 
power to implement. The weather component of the model consists of four 
independent variables, namely, dry temperature, relative humidity, wind speed 
and cloud cover. These variables or not necessarily correlated, thus increasing 
the possibility of obtaining a successful regression model representing their 
relationship to electricity demand. The ALFA approach identifies the effects 
of the exceptional periods on electricity demand and adjusts for it in the 
forecasts accordingly. This approach is forecast driven as it succeeds in 
producing acceptable forecasts for electricity demand Qabbour et al., 1988b). 
However, it offers little information about the dynamics of electricity demand 
at seasonal levels, exceptional periods and holiday seasons. 
In conclusion, expert systems and rule based electricity demand modelling are 
heavily biased towards the expert's input into the model. The success of the 
analysis is reliant on the availability and the successful quantification of that 
input, and the cautious setting of the regression based modelling of the 
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relationships in question. It is forecast driven and offers limited information 
about the dynamics of electricity demand. 
1.3.4 Dynamic Models based applications 
Dynamic Models are a general modelling and forecasting approach. They 
represent a general framework for many established approaches, such as 
Structured Models and State Space models, to be applied within it They allow 
for explicit modelling of the components of a model. Dynamic Models are 
typically time varying models that are capable of representing processes with 
uncertainty in their observed and unobserved parameters, expressed using 
probabilistic distributions. Further details of this modelling approach will be 
introduced in Chapter 3. 
Dynamic Models are on-line systems so that the model parameters are 
updated as new observations become available. The weight of older 
observations in the model is consequently reduced as the new values are 
observed and incorporated in the model. Typically, for a long data set with 
multiple seasonal components, the explicit modelling nature of Dynamic 
Models and the iterative updating procedure may require a correspondingly 
large amount of computing storage and CPU time. It is probably this that 
motivated (Watson et al., 1987) to de-seasonalise the electricity demand series 
prior to applying Dynamic Models to model their demand data, so as to 
reduce the dimensionality of the problem. The results from this exercise 
clearly show the misspecification of the Dynamic Model, hence a white noise 
model for electricity demand was obtained. 
An approach similar to the one above can be found in (Moghram and 
Rahman, 1989) where the analysis applied a special realisation of Dynamic 
Models where trend and seasonality are not explicitly modelled. Hence, the 
series was transformed to stationarity prior to the modelling. Although 
Dynamic Models do not require stationarity, it is suspected that this was 
carried out to reduce the dimensionality of the problem as the study deals 
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with half hourly electricity demand. Nevertheless, Dynamic Models 
performed as well as the other approaches considered in this study in terms of 
1 forecast MAPE. 
In general, Dynamic Models have been applied to electricity demand 
modelling applications with notable success (AlAlawi and Islam, 1996). 
However, the data sets in most of these applications are limited in length 
hence not all the seasonal components of the data are modelled. It is expected 
that the dimensionality of a Dynamic Model catering for, say, level and 
growth and daily, weekly and an annual seasonal components will be beyond 
the capabilities of modem computing outlets in terms of storage and CPU 
time. Nevertheless, Dynamic Models will be considered with more detail in 
Chapter 3. 
1.3.5 Time Series based applications 
The time series approach is a commonly used approach in modelling and 
forecasting electricity demand (Hagan and Behr, 1987). This approach usually 
applies the procedures outlined by (Box and Jenkins, 1971). This procedure 
uses a mixed autoregressive and moving average model (ARMA) to describe 
the data. The series to be modelled must be stationary, or close to stationary 
for this procedure to be applied successfully (Durbin and Quenneville, 1997). 
Therefore, for non-stationary series, linear differencing is used to render the 
series stationary prior to modelling. Hence, these models are known as 
ARIMA models, where the `I' represents the process of Integration, the 
reverse of the linear differencing transformation applied initially to the non- 
stationary series (Janacek, 2001). 
Depending on whether information from explanatory variables are utilised or 
not, the time series approach can be grouped into univariate and transfer 
function modelling approaches. Typical explanatory variables for an electricity 
demand transfer function model are weather variables, such as temperature, 
cloud cover and humidity. 
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In general, the time series approach was found to be a suitable for modelling 
electricity demand in several sites (Chen et al., 1995; Darbellay and Slama, 
2000; Moghram and Rahman, 1989) and unsuitable for others (Islam and 
AlAlawi, 1997; Watson et at, 1987). This variation in performance is due to 
the local nature of the factors that influence electricity demand. The most 
difficult part of applying time series models to electricity demand data is 
transforming the series to stationarity. This is due to the complexity of the 
series described earlier, and introduced in detail in Chapter 2. Consequently, 
many time series based studies develop separate models for each season, to 
reduce the number of seasonal components in the data. For example, (Hagan 
and Behr, 1987) have developed four separate models for each season of the 
year. This application introduces a non-linear correction that gives an 
improvement to the four models. This implies that the time series analysis 
was carried out on non-linear data and hence raises a question about the 
appropriateness of this application. (Watson et al., 1987) describe trend and 
seasonality in their monthly data. Although seasonal differencing was applied, 
this application was limited by the capabilities of the software, hence it was 
not possible for the authors to perform first order differencing or include 
non-seasonal parameters in the model. Therefore, the model which was used 
to compare the time series analysis with other approaches is inadequate as its 
errors displayed serial correlations, which the authors recognised but did not 
account for. 
Better results obtained by applying time series to model electricity demand are 
introduced in (Moghram and Rahman, 1989). This analysis is based on two 
separate models for winter and summer, where four weeks of data are used to 
build each model. The two separate models and the short data sets helped to 
avoid the complication of a multi-seasonal component of electricity demand; 
hence it was possible to transform the series to stationarity prior to modelling. 
A successful time series application was also reported by (Chen et al., 1995), 
where the time series approach was applied to 42 days of data. In this case, 
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the data from seven days within this historical set was removed from the 
analysis due to its `abnormality' to enable a successful transformation to 
stationarity. Two models were developed for this application, a weekday and a 
weekend model. It is expected that building two separate models for the data 
helped in avoiding the multiple seasonality of electricity demand. This, with 
the exclusion of the abnormal demand periods during holidays, helped in a 
successful transformation of the series. 
From the above, the following conclusions can be drawn for using the 
univariate time series approach to modelling electricity demand. 
1. The application of the univariate time series approach is dependant 
on the successful preparation of the data prior to modelling. 
2. The established methodology of data preparation involves loss of 
information as the trend and seasonalities of demand are implicitly 
decomposed through linear differencing, and then integrated back in 
the forecasts. This process provides no information about these 
components, making it an essentially forecast driven analysis. 
All applications introduced above have attempted to introduce explanatory 
weather variables into the time series model for electricity demand. This aims 
to understand more clearly how the variability of electricity demand may be 
influenced by the weather and hence to improve the forecasts. Other than the 
application by (Watson et al., 1987) that failed to identify a transfer function 
model due to the ill preparation of the data, all the applications introduced 
above have identified transfer function models relating raw temperature to 
demand. However, the general consensus amongst the authors is that the 
introduction of the explanatory variable(s) does not necessarily lead to 
improved forecasts. This counter intuitive result raises a fundamental question 
about the sources of variability in a time series, and about the levels at which 
variables are related. For example, it is well known that annual seasonality is 
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present in electricity demand and raw temperature. This suggests a 
relationship between the two variables. However, this link at the seasonal level 
becomes less clear in the de-seasonalised variables; hence a relationship 
between the two variables at the base level may be weak. This can be argued 
to explain the unexpected results presented above. 
This effect has prompted investigations into the time series modelling 
methodology and several authors have introduced revised approaches. For 
example, (Nogueira et al., 1997) introduced a transfer function modelling 
approach based on relating remainders from the ARIMA modelling of both 
the explanatory and the output series. However, these authors do not appear 
to provide a logical or analytical justification for relating two presumably 
white noise series in a transfer function form. (Young et al., 1999) suggest the 
use of the unobserved components model with time varying parameters. This 
computationally extensive approach has been successfully applied to the well 
known airline data in (Box and Jenkins, 1971), and has produced a model that 
is equivalent in performance to the original analysis of the series by Box and 
Jenkins, be it with added information about the dynamics of the series. 
(Hagan and Behr, 1987) introduce a non-linear extension to transfer function 
modelling by including a third order polynomial component to the model to 
account for the non-linearity in the data. The inclusion of this component 
served to provide an improved model for the data, compared to the 
conventional model. However, the out-of-sample forecasts are questionable, 
and it is expected that multi step-ahead forecasts may not be as successful. 
Nevertheless, this approach has provided information about the trend of the 
data. (Chen et al., 1995) have introduced and adaptive error learning algorithm 
that updates the transfer function model as new observations become 
available. The model produced by this approach has performed as well as the 
conventional model. This model risks the domination of forecasts by a large 
recent error. 
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A notable alternative modelling approach has been introduced by (hang et al., 
1992). This approach, known as the Autoregressive Deconvolution Method 
(ADM), uses a multiple regression-shape transfer function model known as 
the impulse response model (Box and Jenkins, 1971). The authors suggest a 
simple OLS-based parameter estimation approach that, at least in theory, 
introduces an improvement on the established approaches. 
In conclusion, the time series transfer function approach to modelling 
electricity demand is reasonably suitable for this type of application. Its 
downfalls he in the following three main areas. 
1. It provides no indicator to the source of variability in the output 
series. Hence leading to possibly inferior models compared to their 
univariate counterparts. 
2. It provides little information about the different components of the 
input and output series. 
3. As with the univariate approach, this approach can only be applied to 
stationary input and output data. 
1.4 Motivation of this research 
This research is concerned with the modelling and forecasting of the multi- 
year quarterly, monthly, weekly and daily electricity demand in South Wales 
supplied by SWALEC. The aims of this research are to learn about the 
dynamics of electricity demand at different seasonal levels; learn about the 
effect of holy days, holiday seasons and other calendar related events on 
demand; and learn about the effect of the weather on electricity demand. This 
will ultimately enable the production of weather adjusted (or corrected) 
electricity demand forecasts. 
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It is worth noting that internal SWALEC factors, such as productivity levels, 
the sale and re-sale of the company and other policy level management 
factors, such as marketing strategies, are expected to have an impact on 
electricity consumption. However, these factors, though significant, will not 
be considered in this research. It is assumed here that internal SWALEC and 
policy level factors are constants throughout the period of the electricity 
demand sample and hence the forecast periods. 
The modelling methodology employed in this research is the time series 
approach. This is because electricity demand and temperature are both time 
dependent and hence time series modelling is relevant. However, the direct 
application of univariate and transfer function time series analysis to 
SWALEC's data was not possible. This is due to the compound nature of the 
demand data and the problems of the time series modelling approach. In 
particular, the existing data preparation techniques failed to render the 
detailed electricity demand series stationary thus limiting the direct application 
of time series. Furthermore, the existing transformations decompose the 
trend and seasonality implicitly thus providing limited information about 
these components. 
In addition, time series modelling provides no explicit information about the 
source of variability of the data; whether the variability is influenced by an 
external factor or is inherent in the dynamics of the series. 
The present work proposes two main time series based modelling approaches. 
These novel approaches are expected to address most of the problems in the 
existing approaches introduced above. In particular, the present work 
introduces and develops the following propositions to address these 
problems. 
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1. Decomposition of variability. This research proposes the 
decomposition of the variability of a time series into two main 
components; inherent variability, which can be explained by historic 
values of the series itself; and external variability, that is due to and 
can be explained by explanatory variable(s). For this, a decomposition 
method is introduced. This decomposition is used to develop a novel 
transfer function modelling approach, the Variability Decomposition 
Method (VDM). VDM models provide several advantages over 
existing approaches in terms of model identification, physical meaning 
of parameters and model performance. 
2. The Profiles ARIMA (PARIMA) univariate modelling approach. The 
PARIMA modelling approach introduces profiling; a powerful data 
preparation technique that is capable of dealing with multiple seasonal 
components, abnormalities in the data such as exceptional periods 
and outliers and different shapes of trend. 
It is expected that the new approaches will introduce significant enhancement 
to modelling time series in general, resulting in the widening of the scope of 
applications in time series data. Throughout this work, the two approaches 
above will be developed, validated and compared to existing methodologies 
and approaches. The proposed approaches are then applied to industrial 
multi-year quarterly, monthly, weekly and daily electricity demand data from 
the South Wales electricity company, SWALEC. Hence, Chapter 2 introduces 
SWALEC's electricity demand data. It introduces the two data sets provided 
by SWALEC, the quarterly and daily series. In addition, and in preparation for 
transfer function modelling of the data, several candidate explanatory weather 
variables are introduced and their applicability is discussed and evaluated. 
Chapter 3 introduces the univariate time series modelling approach and 
outlines the strengths and weaknesses of the approach and its applicability to 
SWALEC's data. Chapter 4 introduces and develops Profiling and the 
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Profiles ARIMA univariate modelling approach. PARIMA models 
decompose a time series into two main components, a deterministic and a 
stochastic component. The deterministic component is used to model 
seasonality, data abnormalities and trend providing a quantified understanding 
of the dynamics of the series. When decomposed, the remainder stochastic 
component is then modelled as ARIMA to provide an insight into the 
probabilistic part of the series. This approach addresses the deficiencies and 
difficulties associated with the existing methodologies. Unlike the existing 
modelling approaches, PARIMA models provide explicit modelling of the 
different components of the series while serving as a powerful prewhitening 
technique. Chapter 5 introduces the existing transfer function modelling 
approaches, stressing the strengths and weaknesses of the methodology. 
Chapter 6 introduces the VDM transfer function modelling approach. Here, a 
variability decomposition technique is proposed and validated. This technique 
is then utilised in building the VDM model, a transfer function model that 
aims to explain only the external variability of the series by the explanatory 
variable(s). Further validation of the VDM approach using simulated data is 
introduced and discussed prior to applying the proposed approaches to real- 
life industrial data. Chapter 7 introduces the results of applying the PARIMA 
and VDM approaches to SWALEC's electricity demand data. Finally, Chapter 
8 introduces the conclusions of this work and outlines our suggestions for 
future work. 
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Chapter 2 
ELECTRICITY DEMAND DATA 
2.1 Introduction 
The characteristics of electricity demand, whether domestic or industrial, are 
mainly a function of local economic, environmental and social factors, 
although national and international factors are also involved. These local 
circumstances contribute to the variability of electricity demand through, for 
example, seasonality, outlying observations and outlying time windows. Thus, 
other historically developed tools need to be used with care as their 
applicability is questionable. Further, an essential element of this study is the 
provision of information on the dynamics of the variability of electricity 
demand. 
This chapter discusses the essential modelling components for the present 
forecasting application. Established measures of temperature (Baker, 1977; 
Baker, 1985; CEGB, 1981; EC, 1974; Lyness, 1984; SWALEC) are reviewed 
in detail and a novel measure is introduced. However, before considering the 
different measures it is helpful to review how they will be used to take the 
work forward. Hence in Section 2.2 we offer a structured approach to the 
application of these measures. Section 2.3 introduces the SWALEC electricity 
demand data. Section 2.4 introduces the weather-demand relationship and 
several established weather summary variables. 
Finally, the new temperature measure of Fair Temperature Value is developed 
in Section 2.5. This novel summary variable is expected to provide an 
improvement over existing weather summary variables as it accounts for the 
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variations over time within each of the maximum and minimum temperature 
values. 
2.2 Structured analysis approach 
It should be remembered that this study is concerned with modelling and 
forecasting SWALEC electricity demand in South Wales. Its aim is to provide 
an understanding of the daily, weekly, quarterly and annual variability and of 
the dynamics of electricity demand. To this end, the following structured 
approach has been adopted. 
1. Background information was gathered. 
Regular expert input from SWALEC colleagues was employed 
to gain an understanding of the nature of electricity demand in 
South Wales, and of variations due to special events, different 
days of the week, bank holidays and holy days. This input also 
included information about SWALEC's pricing structure for 
the domestic and industrial sectors. This expert input was 
maintained throughout the progress of this research so 
providing industrial authority to this project. 
2. The local characteristics of electricity demand were identified. 
The background information, time plots of the data, ACF and 
PACF (which will be discussed in Chapter 3) and descriptive 
statistics were utilised to identify the main elements of 
variation in the electricity demand series. Specifically,. 
observable seasonalities, trends (level and growth), and 
disturbances during special days and time windows were 
identified for further investigation. 
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3. The appropriate methodology was chosen. 
Several univariate and transfer function modelling approaches 
were investigated and validated in order to identify an 
appropriate modelling technique. This included automated 
deterministic methods such as the Holt-Winters (Grubb and 
Mason, 2001; Snyder and Shan-d, 2001), autocorrelation based 
methods such as the Box Jenkins approach (Bowerman and 
O'Connell, 1993; Box et al., 1994) and time varying models 
e. g. Dynamic Models (Ameen, 1992; West and Harrison, 
1997). These investigations led to the development of a 
number of new approaches that will be introduced later in the 
text. 
4. The validity of the model results was checked. 
5. The resulting model was analysed to gain a quantitative insight 
into the characteristics of the series hence the dynamics of the 
variability in electricity demand. 
6. Lastly, the resulting model was used to forecast future 
electricity demand. 
This structured approach is consistent with the well established Management 
Information Systems (MIS) general analysis strategy that is based on using 
data to generate information and hence knowledge to feed-forward into the 
process (Rudman, 2002). The approach also satisfies the general econometric 
strategy (Ghysels and Osborn, 2001) to learn about the process being 
modelled and the statistical goals of improved forecasts. 
It is worth mentioning that similar approaches (e. g. (Chatfield, 2001)) suggest 
that an outlier correction step should be carried out prior to the methodology 
selection stage (point 3 above). In our approach, by contrast, outlier detection 
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will be carried out at the model diagnostic stage. This is because it is 
undesirable to use the information in outliers to influence the model 
identification. 
2.3 SWALEC electricity demand data 
The data supplied by SWALEC represents electricity demand in Mega Watts 
(MW). The raw demand data set contains two series. The first is the total 
demand consumed per quarter (which will be referred to as quarterly demand) 
and the second is the demand consumed per day, or daily demand. For the 
quarterly demand series, the corresponding Degree Days series was obtained 
from the Meteorological Office and is supplied with the demand data. The 
second SWALEC data set, the daily demand data is supplied with the 
maximum and minimum daily temperature series. Both the daily temperature 
and the quarterly Degree Days series represent readings from the 
Meteorological Office's node in Rhoose, South Wales. The two data sets are 
introduced below. 
2.3.1 Quarterly data and Degree Days 
The quarterly data set spans over 91 quarters from the fourth quarter of 1973 
to the last quarter of 1995. Observations in the series represent the total 
domestic consumption of electricity demand supplied by SWALEC at the end 
of the quarters, measured by MW. The Degree Days series is coupled with the 
quarterly demand series and spans the same period as the quarterly demand 
series. Figure 2 represents the quarterly demand and Degree Days series. This 
plot shows a repetitive pattern over four quarters (annual seasonality) for both 
series. It also reveals evidence of heteroscedasticity in the quarterly demand 
series as its variance appears to change after observation 51 (Quarter 3 of 
1986). This change in the variance coincides with SWALEC's introduction of 
a new pricing structure for the domestic and industrial segments of the 
market. Otherwise, there are no unusual disturbances to be noted for both 
series. 
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2.3.2 Daily demand series 
The daily demand series covers the period from 1n of January 1993 to 3 of 
March 2000. The observations represent the daily average of half-hourly 
demand supplied by SWALEC, measured in MW, for both the domestic and 
industrial segments. 
Figure 3 gives a plot of the daily demand series screening the flow of the daily 
demand series. Generally, it shows a distinct and consistent seasonal annual 
and weekly cycle throughout the eight years of the sample. However, in each 
of the annual cycles three main time windows that deviate from this general 
pattern can be noted, as shown in Figure 4, Figure 5 and Figure 6. These 
outlying time windows occur during Christmas (marked on the graph by a 
circle), May June and a disruption around the July-August holiday periods,. 
marked on the graph by a rectangle and oval, respectively. 
With the exception of Christmas, the disturbances occur at different times 
around their general time of the year. Even Christmas falls on different days 
of the week, so impinging differently on the effects of weekend electricity 
demand. 
The multiple seasonal components and the exceptional periods make the daily 
series particularly unsuitable for linear data preparation transformations, as 
will be shown later in the text. In fact, several electricity demand forecasting 
studies recognise the exceptional periods and discard them during the model 
building process (e. g. (Hyde and Hodnett, 1997a)). By contrast, this study 
aims to model the exceptional periods within the overall framework of the 
analysis. It is hoped that this will provide an added understanding and also a 
planning tool to facilitate further studies in the future. 
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2.3.3 Daily temperature series 
The daily minimum and maximum temperature series are supplied with the 
daily demand series. These figures are in centigrade. A calculated average (i. e. 
arithmetic mean) of the daily minimum and maximum temperature series is 
also included in this data set, taken over 1n of January 1993 to 315` of March 
2000. This series will be referred to as the average temperature. Figure 7-a 
represents the minimum temperature, Figure 7 -b the average daily 
temperature and Figure 7 -c the maximum temperature series. As expected, 
all three series display a typical seasonal pattern. This seasonal pattern 
counters that of the daily demand suggesting an inverse relationship between 
electricity demand and temperature. 
The weather-demand relationship has been established by many studies 
(Davies, 1958; Hyde and Hodnett, 1993; Hyde and Hodnett, 1997b; Rahman 
and Hazim, 1996). Temperature represents only an incomplete part of the 
influence of weather. Nevertheless, temperature data is readily available, as are 
temperature forecasts, making temperature an attractive explanatory variable 
in short term electricity demand forecasting applications. 
The data of Figure 7 suggests that the raw minimum and maximum 
temperature series are more erratic than the average temperature series. It is 
conjectured that this relative absence of erratic behaviour makes average 
temperature a more suitable explanatory series since the consumer reaction to 
temperature changes is not immediate. 
Seasonal variations such as early summers and/or late winters present a 
possible temperature modelling problem. This fluctuation may render the 
measured temperature unsuitable for linear data preparation procedures. 
The object of the present work is to establish consumer behaviour as the 
main factor driving the variability in electricity demand. Consumer behaviour 
is, in fact, a function of weather, through other social, econometric, religious 
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and environmental factors (Figure 4, Figure 5 and Figure 6). This definition 
allows for exceptional periods to be considered in the modelling process 
within the framework of temperature, or any other factor that effects 
variability in domestic electricity demand. It also allows for industrial sector- 
specific factors to be considered under the same framework. Nevertheless, 
the weather-demand relationship is a major factor contributing to the 
variability in electricity demand and is introduced next. 
2.4 The weather-demand relationship 
Studies have established weather as being a major determinant of the short- 
term variation in domestic electricity demand in the UK (Ameen et al., 1998; 
Baker, 1977; Baker, 1985; CEGB, 1981). The weather-demand relationship 
arises through a variety of consumers' use of electricity: heating, water 
heating, refrigeration, lighting and air-conditioning. Each of these electricity 
applications is a function of one or more weather elements. Electricity 
consumption due to heating, for example, is affected by temperature and 
wind speed, whereas demand due to lighting electricity depends on the natural 
sky illumination. 
There have been several attempts to include all the weather indicators as 
explanatory variables for electricity demand (TESLA, 1995). The complexity 
of this approach inevitably makes it costly, and it usually yields over 
parameterised models that suffer from multicollinearity, since the weather- 
demand elements are correlated. Other studies (Ameen et al., 1998; Baker, 
1985; Lyness, 1984) that recognise this problem have attempted to create a 
single input variable that encapsulate as many of the individual weather 
variables as possible with minimum loss of information. Such variables are 
usually centred on temperature, since heating demand, which is very sensitive 
to temperature, dominates the other applications. 
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The following sections introduce some of the weather summary variables that 
have been used as explanatory variables in electricity demand modelling 
studies, and discuss the applicability of these measures to the present work. 
The two main practical considerations in selecting an explanatory weather 
summary variable are the availability of the data and the cost of obtaining 
weather variables from the Meteorological Office. For this reason, many 
studies (Campo and Ruiz, 1987; Jabbour et al., 1988a; Rahman and Hazim, 
1996) elect to use the raw temperature data or the average temperature, 
introduced in Section 2.4.1, due to the cost-effective availability of these 
variables. Other studies especially in the USA (Eto, 1988; Romo and 
Eddleman, 1995), prefer the use of the Degree Days, introduced in Section 
2.4.6, over the other measures, due to local building properties. There appears 
to be no general consensus to which of the weather summary variables 
provides a better explanation of the variability in electricity demand. 
2.4.1 Average Temperature (T ) 
This is the arithmetic mean of the maximum and minimum observed daily 
temperatures in a given day. That is, 
T= (Tmax + Tmin) , 
(2.1) 
where 7' and T°"° are the maximum and minimum recorded temperatures 
for day t. 
The variability in average temperature is usually less erratic than that of the 
maximum temperature or minimum temperature series. This may be an 
advantage for the transfer function model since the consumer response to 
temperature changes is not immediate. 
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2.4.2 Effective Temperature (t) 
The Effective Temperature of any day is a weighed average of the 
temperature on that day and the effective temperature of the day before 
(Lyness, 1984). It can be applied to raw temperature as well as average 
temperature. This measure is useful in cases when there is a long delay 
(typically, of more than one day) in changes of demand in response to 
changes of temperature. In effect, it is a smoothing filter. 
The Effective Temperature is calculated as: 
T =(1-S)T+BT_,; i, =0, (2.2) 
where T is the temperature and 8 is a smoothing parameter. 
The Effective Temperature is a measure of the smoothed raw temperature 
that further reduces the fluctuation of the series. This represents a time lag in 
the response of heating appliances within buildings to change in ambient 
temperature. Therefore, its use for within-day forecasts (i. e. half hourly or 
hourly), where the fluctuation is important, is limited. 
2.4.3 Cooling Power of the Wind (CPW ) 
Cooling Power of the Wind is an empirical function of the mean temperature, 
T and wind speed W at time t and is given by: 
W. 1(18.3-T) for T <18.3°C 
CPW = (2.3) 
0 for 
, >_18.3°C 
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Note, however, that this relationship has been shown to be reliable only when 
applied to effects of draughts (Baker, 1985). When the wind conditions are 
such as to produce large wind cooling power the relationship becomes 
inaccurate. 
2.4.4 Wind Corrected Temperature (TC ) 
This measure may be applied to the wind chill effect of strong winds and has 
been used by British Gas as an explanatory variable in their gas demand 
model (Lyness, 1984). It is given as: 
TCC =kxT, x chill effect of wind, (2.4) 
where T is the observed temperature and k is a constant to be estimated 
during model fitting. Chill effect of wind = max(T - T,, 0) x max(W - 
W, 0). 
T and W are temperature and wind thresholds. Thus, if the temperature is 
warmer than t or the wind speed is less than W then the chill effect is 0. 
2.4.5 Effective Illumination of the Sky (EI) 
The Meteorological Services of the UK do not provide measurements or 
forecasts of daylight illumination. Hence this measurement is derived from 
the relationship between observable variables as: 
EI, =MI, -ID,, (2.5) 
where MI, is the Maximum Illumination of the sky (i. e. perfect visibility and 
no clouds) and ID, is the Illumination Deficit which is a function of visibility, 
number of cloud layers, type of cloud layers and the amount and type of 
precipitation (Baker, 1985). 
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This measure can be valuable in the development of an electrical lighting load 
model. However, its use as an explanatory variable for an overall electricity 
demand forecasting model is limited since its formulation does not include 
any measure of temperature. 
2.4.6 Degree Days (DD) 
The degree days measure is well established. It was developed in the USA 
prior to the second world war (Schoenau and Kehrig, 1990; SWALEC). 
Studies followed in the UK to assess the applicability of degree days to the 
UK's climate conditions, building structures and heating methods. These 
studies established that there is a relationship between degree days and the 
amount of fuel used is heating a typical building. This relationship, however, 
is not mathematically exact due to the influences of, for example, non-climatic 
factors such as building layout and heat isolation material. Nevertheless, 
degree days have been successfully applied in many consumer energy demand 
models (Romo and Eddleman, 1995; SWALEC). 
The term "degree days" is an abbreviation of "the difference, in degrees 
Fahrenheit, for one day (i. e. 24 hours) between the temperature inside a 
building and outside". It has been suggested that electricity demand for 
heating is proportional to the difference between interior and exterior 
temperature, such that the heat required to maintain the inside temperature of 
a building at a comfortable level, say 65°F , is proportional to the difference 
between 60° F and the outside temperature. For example, if the outside 
temperature is 59°F, a difference of 1°F from 60°F, and this difference 
remains for 24 hours, the fuel consumed for heating during that day is 
proportional to this difference in temperature. Thus, in this case there is one 
degree difference in 24 hours; i. e. it represents one degree day. 
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In practice, the difference between the inside and the outside temperature is 
not stable. Therefore, the Meteorological Office has developed the following 
formulae to be used in calculating degree days (SWALEC): 
60° _ 
Tmax + Tnýn 
2 
DD=< 2 
(60° -1 ý-4 (Tnax - 60°) 
4(60° 
-T"»") 
max < 60° F, T" < 60°F 
T"'a" -600F <60°F-T°"" 
. ý2.6ý 
min Tt, -60°F _ 60°F-7 
Some limitations in the application of Degree Days must be recognised. For 
example, daily and weekly degree days do not, in general, give good results 
(Romo and Eddleman, 1995; SWALEC). It is recommended that monthly or 
quarterly degree days should normally be used. 
Determining a reliable base temperature (60°F in the above example) is 
extremely important for degree days to be used effectively. Studies in the USA 
suggest using 65°F as a base for calculating degree days (Romo and 
Eddleman, 1995). Pilot studies in the UK suggest 60°F (EA, 1993; 
SWALEC). 
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2.5 Fair Temperature Value (FTV) 
The Fair Temperature value (FTV) is a temperature summary variable. It is 
calculated from the minimum and maximum temperature as: 
TMQ TM; 
CTm" 
+ 
TM'. 
FTV ='C ` (2.7) 
where CT 
u- 
and CT 
Mýý 
are the variances of the Maximum and Minimum 
temperatures at time t, respectively. The FIV initialises with 
CöM- = Var(TM x) and CoMýý = Var(T 4") . As new temperature observations 
become available, the variances are updated as: 
1 0.93 
+ 1, (2.8) C: C1_1 
substituting C; with Cr 
U. 
and CT 
m- 
accordingly. Figure 8 shows the daily 
FI'V for the period of SWALEC's electricity demand data. It can be noted 
from the graph that the typical annual seasonality of temperature is retained in 
the Fair Temperature Value. 
The main characteristic of the FTV is its scaling of the raw maximum and 
minimum temperature data by their variances. The formulation in equation 
(2.7) will produce an equally weighted average should the variances be equal 
or when the maximum and minimum temperatures are equal. However, if the 
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variance of one temperature series is larger than that of the other, the FTV 
adjusts for this by giving less weight to the series with the large variance. 
Hence, the FTV restricts the effects of erratic variations in the maximum or 
minimum temperatures. Therefore, it provides a more balanced temperature 
summary variable compared to the arithmetic mean or the raw temperature 
data. It is expected that the FTV will provide an improved insight into the 
weather-demand relationship investigations of SWALEC's data. 
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Chapter 3 
TIME SERIES MODELLING-EXISTING METHODS 
3.1 Data in the time domain 
A time series is a chronological sequence of observations, or samples, of a 
process taken sequentially in time. The nature of the process and the sampling 
methodology make a time series continuous' or discrete'. In both cases, adjacent 
observations in a time series are usually dependent. Hence, time series analysis is 
the process of studying the dependencies amongst the observations and the 
development of single, or a combination of deterministic, stochastic and dynamic 
models to describe the observations, and applying the models in forecasting and 
control applications. All these models use historic data in their description of the 
process. This historic data can be drawn from a single variable, where this type of 
analysis is referred to as Univariate Analysis or from a combination of historic 
data from the same variable and other explanatory' variables. This type of analysis 
is referred to as Transfer Function modelling. 
Time series analyses for demand forecasting finds applications in economics, 
business, engineering, metrology and social sciences. However, the present work 
is concerned with its application to the forecasting of electricity demand. 
This chapter introduces the two main univariate time series modelling 
methodologies, the Box Jenkins methodology and the Dynamic Modelling 
2 Where an observation is available at every instance of time 
3 Where observations are made at (usually regularly) spaced intervals 
4 Explanatory variables are also known as Predictor or Input variables. 
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approach. The philosophies behind the two approaches are different in that the 
Box Jenkins approach is observations driven, as it uses past observations and 
errors to produce a forecast. Dynamic models follow the classical approach of 
decomposing the time series into separate components. Both methods have been 
applied to electricity demand forecasting as well as a wide range of other areas 
with notable success. 
A novel alternative approach to time series analysis is also introduced in section 
3.4. This new approach, which will be referred to as the Variability 
Decomposition method (VD), is based on decomposing the variability of a time 
series into three parts; Inherent, External and noise. The VD method offers a 
fresh insight into the application of time series analysis while maintaining the use 
of many of the existing tools and techniques. In particular, the VD univariate 
analysis yields models that are identical to the Box Jenkins approach but would 
yield additional information about the process and its dynamics. 
The remainder of the chapter is organised as follows. Section 3.2 introduces the 
Box Jenkins models. Section 3.3 introduces the Dynamic Models approach. 
Section 3.4 introduces the development of the new VD technique. Section 3.5 
reviews the strengths and weaknesses of both methods and the choice of 
methodology in this research. Related topics and further details of the 
methodology are introduced in Appendixl. 
3.2 The Box Jenkins approach 
The Box Jenkins methodology was introduced in (Box and Jenkins, 1971). The 
methodology is based on the use of one, or a combination of two stochastic 
processes to form the time series model. It is worth mentioning that the 
methodology itself existed prior to the introduction of (Box and Jenkins, 1971), 
but G. Box and G. Jenkins introduced several pioneering amalgamations of the 
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existing tools and methodologies that refined the now known as the Box Jenkins 
Methodology. 
Box Jenkins models are based on the use of past observations and past errors to 
produce a prediction of a future value that is yet to be observed. Refinements to 
the models, such as outliers and intervention components, can be included to 
cater for abnormalities in the time series. 
The Box Jenkins approach assumes that seasonality and other time dependent 
components are decomposed from the series prior to modelling. Hence the 
resulting models do not model the trend and cyclical components of the series 
explicitly. 
The Box Jenkins model is chosen from a number of candidates. Its selection 
criterion is heuristic and the choice of the final working model is experiential, 
based on "best fit" analysis of the several candidate models. However, once 
selected, a model for the process is adopted as the true model for the process 
without further modification. 
By contrast, the approaches of (Chatfield, 2001; Jenkins, 1982), Ameen's 
discussion in (Chatfield, 1995) and others which introduce the concept of model 
uncertainty to challenge the existence of a true model and argues that models are 
subjective. This approach devises alternative solutions to the position of most 
applications in the literature that follow the Box Jenkins approach and consider 
the selected model as a true model. 
Two stochastic processes form the core of the Box Jenkins methodology; the 
Autoregressive (AR) and the Moving Average (MA) processes. Both processes 
and their relevant characteristics are introduced below. 
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3.2.1 The Autoregressive process 
The Autoregressive process is a process that uses past observations to explain the 
behaviour of the series. Therefore, the AR process is a function of historical data 
and noise only. The general form of an AR process of order p, AR(p), is: 
y, _ Oºyt-I +02yt-2 +... +Opy$-P +at, (3. iß 
where y, is the observed datum at time t, pis the order of the process, 
O, (i = 1, """, p) are the parameters of the process and at - i. i. d (independent 
and identically distributed) is a random shock, or noise, that effects the process at 
time t. The AR process can alternatively be written using the backshift operator, 
B, as follows: 
(1_q B-_ 2B2 _... _OPBn)Yr =a, (3.2) 
or 
O(B)y, = a,, (3.3) 
where By, =y,. 1 and q5(B)=(1-O1B-g2B2 -"""-OpBn). 
The Box Jenldns methodology uses mostly the AR (1), (1- qB)y, = a, and the 
AR (2), (1 - 01 B- 02 B2) yr = a, processes. This is because of the duality 
between the AR and MA' processes where a lower order invertible' MA process 
can be used to describe an AR process of a higher order. The characteristics of 
these two processes have been thoroughly discussed in the literature (Box and 
5 See Appendixl 
6 See sections 3.2.7 and 5 
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Jenkins, 1971; Brockwell and Davis, 1991; Kendall and Ord, 1990; Knoth and 
Schmid, 2002; Triacca, 2002). The restrictions of the parameters of the AR 
processes are of particular concern since these parameters define the behaviour of 
the forecasts. Hence their reliability as measured by the variance, calculated from 
the models, as will be shown later in the text. 
3.2.2 The Moving Average process 
The Moving Average Process is a process that uses past errors to explain the 
behaviour of the series. That is, it is a function of the errors only. The general 
form of a Moving Average process of order q, MA(q), is: 
y, =a, -e, a1_, -02a, _2 -... 
-Ogt1t_q, (3.4) 
where a, - i. i. d and Oj (j =1, """, q) are parameters of the model. Similar to the 
AR process, the MA(q) process can be re-written in the forms: 
y, =(1-01B-92B2 -"""-OgB9)at (3.5) 
or 
Y, = O(B)a, (3.6) 
where 9(B)a, =(1-O1B-02B2 -"""-OgB9). 
As with the AR process, the two MA models that are mostly used are the MA (1) 
and MA (2), and the characteristics of these models have been studied and 
documented in the literature (see for example (Box et al., 1994; Kendall and Ord, 
1990)). 
62 
3.2.3 The Mixed Model (ARMA) 
The Autoregressive Moving Average (ARMA(p, q)) process is, as its name implies, 
a model that is formed from a combination of an AR (p) and a MA (q) process. 
The ARMA (p, q) model is formed as: 
ý(B)Y, = O(B)a,, (3.7) 
where the polynomial ý(B) is of order p and represents the AR part of the 
model, the polynomial B(B) is of order q and represents the MA part of the 
model, with the roots of both polynomials outside the unit circle?. The errors 
a, - i. i. d and y, is a time series with zero mean'. 
The ARMA model describes a time series by using historic data, where the model 
learns from past values of the series and by using past errors of the model so that 
it learns from its past errors and corrects its forecasts accordingly. 
3.2.4 The Box Jenkins model identification procedure 
The model identification procedure is the process that identifies the order (p, q) 
of the AR and MA processes that make up the ARMA model. Prior to the model 
identification stage, a data preparation procedure must be carried out to ensure 
that it is suitable for modelling (e. g. differencing and transformations). Figure 9 
summarises the Box Jenkins model identification procedure which relies on the 
sample autocorrelation function (ACF) and the sample partial autocorrelation 
function (PACF). A detailed description of the procedure is introduced in 
Appendix1. 
7 See Sections 3. Z6 and 3.27 for discussion. 
' It is common practice to subtract the mean from the series prior to modelling (Brock-well and Davis 1996). If the mean is 
not subtracted it will show as an added constant in the model Therefore, representing the model without this constant does 
not pose a loss of generality. 
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Summary of the Box Jenkins model identification procedure 
3.2.5 Seasonal Box Jenkins models 
It is often the case that time series contain seasonal factors that need to be 
included in the model: for example, variability due to consumer behaviour that is 
influenced by the days of the week. In such cases, the Box Jenkins seasonal 
models are used to describe the data. These models typically consist of two main 
components, the seasonal and the non-seasonal. Hence, the model identification 
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procedure has two stages, where each of the components is identified on its own 
in a separate phase. The non-seasonal identification procedure is as described in 
section 3.2.4 while taking into consideration that any significant spikes in the 
ACF and PACF at the seasonal level will be modelled at the second phase and 
need not be considered at this stage. This part of the procedure produces 
indicators for the values of p and q, the order of the non-seasonal AR and MA 
parts of the model. For the seasonal component(s) of the model, the ACF and 
the PACF are examined at the seasonal level only, and the same model 
identification guidelines are followed to infer the suggested orders, denoted by 
P and Q, of the seasonal AR and MA parts of the model. The non-seasonal and 
seasonal components are then combined to form the Seasonal ARMA model: 
(D(B)O(B)Yr = 0(B)e(B)a,, (3.8) 
where 
the polynomial (1)(B) =(1-(I)1BJ -cb2B2s -"""-(DPBPS) (3.9) 
is the seasonal AR part of the model and 
the polynomial O(B)_(1-01B'-O2B2 -"""-OQBQs) (3.10) 
is the seasonal MA part. 
For data with more than one seasonal factor, additional seasonal components can 
be identified and added to the mode as needed. However, the model 
identification procedure at the seasonal level becomes distorted as the compound 
effect of the multiple seasonal factors masks the true effect of the individual 
seasonal factors of the ACF and PACF (Brockwell and Davis, 1991). 
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The most valuable tool in the model identification procedure is the examination 
of plots of data at different time resolutions using aggregates or averages over 
several logically chosen time units. This process aids in identifying seasonality as 
well as other irregularities and non-linear effects that may be present in the time 
series, which are often masked in the ACF and PACF (Bowerman and 
O'Connell, 1993) 
3.2.6 Stationarity 
A special class of stochastic processes with wide applications, known as stationary 
processes, is now introduced. Stationary processes are stochastic processes that 
are in a state of statistical stability as their properties are not affected by the 
change of time. 
A stochastic process, y, , 
is said to be strictly stationary if the joint distribution of 
yr, , yt,.. ,""", yr. is the same 
for all i and n. That is, if f (y,, , yr_ ,""", yr. 
) 
denotes the density of observations at time t, t2 ,""", t,, and 
k is an integer 
constant, the process y, is strictly stationary if 
f(y,, 
+k'Y2,,..., yl.. k)=f(y,,, y,,,..., y,. ) Vk, (3. ý1) 
and so on. When n =1, the strictly stationary assumption implies that f (y, ) is 
constant and may be written as f(y). Hence, a strictly stationary process has a 
constant mean 
E(y, ) = y,. f(Y)=p (3.12) 
dt 
which defines the level at which the process fluctuates, and a constant variance 
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var(y) = E(Y1_P)2 =E (Yr - fß)2. f (y) = ay . (3.13) 
dt 
In general, the whole probability structure of a strictly stationary process depends 
on time lag only. A special case of stationarity, known as weak stationarity, is less 
restrictive and describes a wider range of processes. Weak stationarity of order m 
requires that all moments up to some order m depend only on time lag. For 
example, a weakly stationary process of order m=2 has a constant mean 
E(y, ) =p and cov(y,, y, +k) = Yk 
Vt, Vk . Hence, the variance of the process 
var(y, ) = cov(y,, y, ) = 6y is a constant. 
The term "stationary" will henceforth in the text be used to mean second order 
weakly stationarity. This is a necessary condition for the Box Jenkins 
methodology to be applied. 
For an AR (p) process, y1 _ 01 yr_1 + 02yr_2 +"""+ q51, y, _, 
to be stationary the 
roots (or "zeros") of its auxiliary equation 
fi(x) =1-O, x-O2x2 -"""-Opxn =0 (3.14) 
need to be greater than one in absolute value. In contrast, all MA (q) processes 
are stationary. Refer to Appendixl for a detailed discussion about stationarity. 
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3.2.7 Invertibility 
Invertibility is a condition that ensures the duality between the MA and the AR 
process. That is, the use of a low order MA model to represent an AR model of a 
higher order. In section 3.2.6, stationarity restrictions on the parameters of an AR 
process were introduced. These restriction allow an AR process of the form 
c(B)y, = e, , 
(3.15) 
where cD(B) is a polynomial in B, to be written as 
Yr = -' (B)e,, (3.16) 
and the polynomial (D'1 (B) to be expanded as a geometric series only if 
(D-' (B) =1. Invertibility imposes similar restrictions on the parameters of the 
MA processes such that the roots of the polynomial lie outside the unit circle. As 
a result, an MA process of the form 
y, = O(B)e,, (3.17) 
where O(B) is a polynomial in B, can be expanded and estimated as 
O'' (B)e: = y,. (3.18) 
The significance of Invertibility lies in that a lower order MA model can be 
parsimoniously used to approximate an AR (00) model. 
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3.2.8 Non-Stationary data preparation 
All the Box Jenkins models assume that the time series that is to be modelled is 
stationary. If the time series is not stationary, the forecasts produced by the 
resulting model cannot revert back to the mean of the process, as it is not 
defined. Similarly, the variance of the forecast will not converge to a steady value 
as this value is also undefined. 
Nonstationary time series may sometimes be transformed into stationary series by 
linear differencing (Bowerman and O'Connell, 1993; Box et al., 1994; Hamilton, 
1996). Statistical tests are available for testing the time series for non-stationarity 
such as the Dickey and Fuller test (Diebold and Rudebusch, 1991), turning point 
test (Kendall and Ord, 1990) and others (Clements and Hendry, 1999; Milbrodt, 
1992). Alternatively, studies using the ACF at different transformations may be 
used to identify the one which is most suitable for the series under investigation 
(Bowerman and O'Connell, 1993; Kendall and Ord, 1990). 
3.2.8.1 Linear D jerencing 
Linear differencing is mostly used for trend removal and the decomposition of 
seasonal components. The first backward difference of a time series, y, , 
is 
defined as 
Vy, = y, - y, -, = (i - B)yr 
(3.19) 
the second difference is therefore 
V 2yy =V (Vy, ) = (1- B)2 y, 
=V (Y, - y, -, 
) (3.20) 
= yy-2yr_, +yy_2 
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Differencing can also be used to remove polynomial trends of the form 
yr =a+bt+ct2, (3.21) 
where a, b, c are constants and t is time. 
Seasonal differencing, defined as 
V IYI = Y, -. v" (3.22) 
is used to remove seasonal components from the data. For example, if the series 
is effected by a weekly seasonal pattern, seasonal differencing of order 7, V7, 
may be used to remove this component, assuming linearity in the trend and 
seasonal patterns, such that, for example, 
Saturday 
,, (rk, - 
Saturday 
. k, _, 
(3.23) 
should remove the effect of that particular day from the series, and so on for the 
rest of the weekdays. Different levels of differencing may be combined to remove 
more than one of the factors that contribute to the non stationary component of 
the series. For example, for a series with weekly seasonality and trend, the 
operation: 
VV7y, =V(yr -y1-7) (3.24) 
may be used to remove the weekly seasonality and the trend component, 
assuming that both are linear. 
Linear differencing as a pre-whitening procedure has several deficiencies when 
dealing with time series with multiple periodicities. For example, for a daily series, 
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such as the electricity demand series, several seasonal components exist. For this 
series, a choice of date driven seasonal differencing (e. g. 1' January 1996 - 1" 
January 1995) can help rid the series from date specific components but will 
introduce extra disturbances to other seasonalities such as the weekly seasonality, 
which is weekday dependant. A weekday driven differencing (e. g. first Monday of 
1996 - first Monday 1995) will stabilise the weekly seasonality, but disturb other 
date driven seasonal components9. This problem poses a serious limitation to the 
applicability of the Box Jenkins models in series when differencing fails. 
3.2.8.2 Tran. rformationr 
Transformations are identified and used empirically to remove other 
"problematic" components of the series. The choice of transformations is wide 
and, in theory, any reversible transformation can be applied. 
Below are a few examples of the use of transformations: 
If a series has an exponential trend such as 
bt 
Yt=ae , 
(3.25) 
a natural log transformation, ln(y, ), can be used to transform the trend to 
linearity where it may be removed by differencing. Natural log transformations 
can also be used to transform a series with multiplicative effects to an additive 
effect series. 
Also, some non-stationary series may be stabilised by applying the Box-Cox 
transformation 
9 Other problems in differencing as a prewhitening technique have been discussed in the literature (see for 
example [Roberts] and (Durbin]. 
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Iln(y, ) A=O 
L 
y2-1 
otherwise 
(3.26) 
to the data. This transformation stabilises heteroscedasticity, where the value of 
the constant % is chosen in a heuristic manner, based on subjective judgement. 
The Box Jenkins model for non-stationary series is known as the Autoregressive 
Integrated Moving Average model (ARIMA (p, d, q)(P, D, Q)). The main 
dissimilarity between the ARMA (p, q) models introduced earlier and the ARIMA 
models is the inclusion of the difference operator, d, at non seasonal level and D 
for seasonal level differencing in the model specification. For example, a Seasonal 
ARIMA(1,1,0)(2,2,1) is a model where the series is differenced once at the non 
seasonal level and twice at the seasonal level. This model, as defined for ARMA 
models in previous sections, has an AR(1), a seasonal AR(2), no MA and a 
seasonal MA(1). 
3.3 Dynamic Linear Models (DLMs) 
In Chapter 1, a time series is defined to be a set of components, where each of 
these components represents a certain level of variability in the time series, such 
as seasonality and trend. DLMs utilise this decomposition to develop a stepwise 
modelling procedure, which is in contrast to the Box Jenkins methodology which 
treats a time series as a fixed sample size whole. 
DLMs represent the Bayesian realisation of State Space Models that were 
developed initially by the engineering community (Durbin and Koopman, 2001). 
A=O 
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As the idea was adopted by the statistical community later, much refinement to 
the methodology was contributed by studies from both disciplines. 
Due to the multidisciplinary background of DLMs, there is a wide variety of 
terminology and notation in the literature. But, in general, a DLM is formulated 
from an observation equation: 
y, = F'B1 +v, v, - NID[0, V ] (3.27) 
and a state equation 
6r = G, 0, _, + w, w, - 
NID[O, W 1, (3.28) 
where y, is the observed datum at time t, F is known as the design vector of 
r known values of independent variables, G, is the (n x n) state transition 
matrix, VV is the variance of the Normally Independently Distributed (NID) 
observational error v,, 0, is the state vector, W, is the (n x n) variance matrix of 
the NID state error co, and n is the number of parameters in the model 
(Ameen, 1992; West and Harrison, 1997). 
Denote the information available at time t as D, , the 
DLM initialises with the 
information: 
(O I Do) - N[mo , Ca ]. (3.29) 
Assuming that the information available at any time t is the closed set: 
D, = {y,, D, _, 
}, (3.30) 
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DLMs use the Kalman Filter to update the probability distribution of Br 
(Chatfield, 1996; Chatfield, 2000; Chatfield, 2001; West and Harrison, 1997) as 
follows: 
Posterior at time t -1: 
(e, 
-, 
1 D, 
-1) - 
N[m, 
-1' 
Cr-i ]. (3.31) 
Prior at time t: 
ýer Dr-1) ^' N[ar , Rr ], (3.32) 
where a, = Grm, _t and 
Rý = GC, -, 
G, +W, W. 
One step forecast: 
(y, (D1-, )-N[f, Q, ], (3.33) 
where f= F'a1 and Q1 = F'A F, +V . 
Posterior at time t: 
(e, 1 D, )-N[m Cr], (3.34) 
where m, =ar+4e1, C, =A-4Q, A, 4=R, F, Q, 1 and e, =y, -f. 
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DLMs can be specified to represent a wide variety of existing models. For 
example, when w, =0 and G°I, the model reduces to 
y, = F'6+v, v1 - NID[O, V, ], (3.35) 
since 0, =0 Vt. The model under these conditions is a standard multiple 
regression model. However, these cross representations are not unique. For 
example, (Durbin and Koopman, 2001; Kendall and Ord, 1990; West and 
Harrison, 1997) have provided three variations to the presentation of ARIMA 
models in the state space formulation. 
A notable development in this field was introduced by (Harvey, 1984; Harvey, 
1985) and (Harvey and Durbin, 1986) where a special class of models called the 
Structural Time Series Models (STS) were developed. STS models include explicit 
parameters to model the trend, irregular fluctuations and any seasonal 
components in the series, and the analysis of STS models fall within the DLM's 
framework. To illustrate the DLM formulation of STS models, consider the 
following example. A local linear trend model is a model that assumes the series 
to have a trend (level and slope) with no seasonality. Thus, the observation 
equation of this model is 
Yr = ýu + yr yr -. N[0, Q, 
2, ], (3.36) 
where y, is the observed datum at time t, p, is the trend at time t and v, is the 
observation error. The trend, p, consists of the trend at time t -1 and slope, a, 
so 
75 
f=t+l =fir+a, +ý, ý' "'N[O, o 
], 
the slope, a, is assumed a random walk, modelled as 
"], a, +, = ar + 
cr c N[O, 0 
(3.37) 
(3.38) 
where the terms ý and ý are the mutually independent growth and slope errors, 
respectively. 
The complete STS representation of this model is the observation, growth and 
slope equations combined as: 
Yt = fur + v, 
fit+l = Pt + at + ý, 
ar+t = a, + ý, 
v, N[0, ßv ], 
ýr ~N[O, 6f], 
c^ N[0,6s ]. 
This is equivalent to the following DLM formulation: 
"t 
2 
Y, = (1 U+ v1 v, ^' MO, o], 
t 
(3.39) 
(3.40) 
(3.41) 
(3.42) 
11 fir+ý 
_ 
fýI 
+ w, wt - N[O, W, ], (3.43) ar+l 01 at 
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W0 (3.44) 
In general or during the modelling process, W, will not remain diagonal due to 
the possible correlation between A and a, (West and Harrison, 1997). 
Seasonality is incorporated in the model as an extra parameter and is updated by 
using a set of sinusoidal functions, where the matrix G, is extended to include an 
extra 
2x (2 x 2) harmonic elements for every seasonal component (s is the 
number of seasons), and extending the matrix F accordingly. Further, multiple 
seasonality can be incorporated in the model by adding a seasonal parameter 
corresponding to every seasonal component. However, this can pose a 
computational problem as the dimensions of the matrices defining the model 
become too large for normal computing outlets to handle. 
STS models provide a stepwise update of forecasts as new information becomes 
available. That is, at time t, a forecast for the observation y,,, obtained, and 
when y,,, becomes available (is observed) the system is updated with the new 
information, and the updated system is used to produce a forecast for Y, +2, and 
so on. This means that the system forecast at time t is essentially 
E(y, +1 I. v, y, -, ... 
). (3.45) 
This forecast and updating recursion can be obtained as demonstrated in (3.29)= 
(3.34) above (Ameen, 1992; West and Harrison, 1997). 
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3.4 Sources of variability: the Variability Decomposition approach 
The two modelling approaches introduced earlier represent the main strands in 
time series analysis. In this section, however, we now propose an alternative 
approach. This considers the sources of variability in a time series rather than the 
examination and analysis of the observations. It is suggested that this approach 
offers several enhancements to the existing methods and provides new insights to 
assist in a better understanding of the series. 
On the basic level, reasons for variability in a time series can be divided into three 
main factors; Inherent (variability that is due to the past behaviour of the series); 
External (which is influenced by other external series); and Noise. Hence the 
Inherent variability of a time series may be explained by its past values, whereas 
the External variability can only be explained by using the relevant input series 
that caused the variability. 
For the univariate ARMA process introduced in section 3.2.3: 
O(B)y, = O(B)a,, (3.46) 
where O(B)y, is the AR part and B(B)a, is the MA part. Both O(B) and B(B) 
are polynomials in B. Rewriting the above equations as 
0= -ý(B)y, +O(B)a1, (3.47) 
and by adding and subtracting yr to both sides 
yr = . v, - q5(B)y, + O(B)a,. 
(3.48) 
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We have 
Z, = y, - O(B)Y, and E1 = O(B)a,. (3.49) 
Substituting in (3.48) yields 
y, = z, +E,. (3.50) 
In the above, and without loss of generality, Zt is free of y, terms. That is, Z1 is 
a function of y, _1, y, _2, """ representing 
the inherent variability in y, . The term 
E, on the other hand, represents the external variability in y,. Therefore, the 
variability of y, ,V 
(y, ) 
, can 
be explained as 
V(Yr)=V(Z1)+V(Er), (3.51) 
since Zt and E, are independent. 
Variance Decomposition provides a new way of explaining ARMA models, since 
the AR part is the process that explains the Inherent variability and the MA part 
explains the external. Therefore, a model dominated by a MA process may 
provide an indicator to the existence of an external variable that needs to be 
considered in the modelling process. 
The VD approach will be further developed throughout this research to form the 
bases of a novel Transfer Function modelling approach as well as its application 
in Univariate analysis. 
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3.5 Choice of methodology 
In this section, the modelling and forecasting methodologies reviewed in the 
previous sections are compared, and the bases of the development proposed in 
this section are discussed. 
The methods reviewed in Appendixl are mostly deterministic which provide 
simple point forecasts with no validation. Autoregression is a special and limited 
case of ARIMA models. In General, autoregressive models can produce over 
parameterised models which can easily be improved by adding an MA 
component to the model. This leaves the two main time series analysis 
approaches; the observation driven Box Jenkins approach and the component 
decomposition Dynamic Linear Models. 
The early development of the DLMs took place within the engineering rather 
than the statistical community. The key development was that of Kalman in 1960 
(Durbin and Koopman, 2001) in which a general approach was introduced to 
encapsulate a wide range of problems within a unified framework, namely, State 
Space Models and the Kalman filter. Further refinements to this methodology 
were introduced through the Bayesian framework and the development of the 
Dynamic Linear Models. These developments also introduced a computer 
friendly recursive process that provides a step-by-step forecasting and update 
procedure that is particularly attractive for on-line applications (Pole et al., 1994). 
DLMs also offer a multilevel presentation of the system in question with lucid 
interpretations of the terms of the model. Such terms may include trend and 
seasonal components which are be modelled directly within the STS model. 
On the other hand, the Box Jenkins methodology is widely understood by both 
the engineering and statistical communities. Software for ARIMA modelling is 
widely available as part of major general packages such as SAS (SAS/ETS, 1999a; 
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SAS/ETS, 1999b), SPSS (Tashman, 2001), S-Plus (Heiberger and Teles, 2002) 
and R (www. r-project. org). The Box Jenkins methodology provides a strongly 
defined and structured model identification procedure. Further, model 
diagnostics and improvements are also clearly defined procedures. 
The two main practical limitations to the Box Jenkins methodology are: 
" Stationarity, since the data needs to be transformed to stationarity prior to 
modelling. It is often the case that real-life data cannot be transformed to 
stationarity by differencing; leaving the difficult question of how close to 
stationarity is close enough? (Durbin and Quenneville, 1997). 
" The Box Jenkins methodology eliminates trend and seasonality prior to 
modelling. This might not be a drawback when the application is just 
forecasting. But, in many cases, such as official statistics or electricity 
demand, knowledge about these components has particular importance. 
Even so, these components are lost in the Box Jenkins modelling 
procedure. 
DLMs offer clearer interpretations of the models through the decomposition of 
the components. However, incorporating multiple seasonal components in the 
model formulation, as in the case of the electricity demand series, inflates the 
dimensions of the state transition matrix G,. This poses a serious computational 
problem in terms of computer memory and storage which may render DLMs 
practically unusable because of the excessive amount of memory and computing 
power required for the stepwise updating of the model. Moreover, and from a 
methodological point of view, DLMs give more weight to recent observations 
and less to ones which are more remote. Although this may be an advantage in 
short-term forecasting, but in middle and long-term forecasting applications this 
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can be a disadvantage since it permits a recent transient disturbance to dominate 
the mid or long-term forecasts. Further, The DLM modelling approach is an 
expert interactive methodology which requires regular expert intervention, 
making it harder to implement by an operator where the expert intervention is 
absent. Conversely, Box Jenldns models require expert intervention at the 
modelling stage only, making them suitable for operator level implementation, 
and utilise the whole series in the model building and parameter estimation. This 
provides a more even insight into the behaviour of the data through its history. 
The first limitation of the Box Jenkins methodology is a problem of data 
preparation rather than a methodological or a philosophical deficiency. The 
second limitation is due to the nature of the stochastic processes that ARIMA 
models are composed from. 
The present research introduces and develops an improvement in the Box- 
Jenkins methodology that addresses and overcomes the two main drawbacks in 
the univariate Box Jenkins models. This new development is based on the use of 
profiles explicitly to extract and model the trends and seasonality whilst remaining 
within the Box Jenkins framework. This procedure also serves as an additional 
process in the data preparation stage that can be applied instead of or in 
conjunction with differencing and the other established transformations. 
The next chapter introduces and develops the Profiles ARIMA models, an 
extension to the Box Jenkins methodology that facilitates the inclusion of expert 
opinion into the models and enables the univariate modelling of time series that 
have irregularities and outlying time windows present. 
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Chapter 4 
THE PROFILES ARIMA MODEL 
4.1 Introduction 
As introduced in Chapter 3, stationary time series can successfully be 
modelled using ARIMA models. The verified resulting model can be used to 
infer some characteristics of the process as well as for forecasting and control 
applications. The major obstacle in the application of ARIMA based time 
series modelling is in rendering the data stationary, which is a necessary 
condition for the modelling process to be carried out. Nonstationary series 
need to be prewhitened prior to modelling. 
The Box Jenkins methodology suggests the use of linear differencing and 
other transformations to prewhiten the series when necessary. Though these 
operations may be sufficient for the prewhitening of well behaved data, they 
fail to address many real-life time series that contain multiple seasonal 
components, outlying time windows and structural changes. This is due to the 
linear nature of the differencing operation, which assumes that disturbances 
and time windows are periodic. 
The electricity demand data has several components that occur once within 
each cycle but at changeable points. Typical examples are the fluctuations in 
demand due to Easter and bank holidays, since these events occur at a. 
different times every year. Differencing of the electricity data will inevitably 
result in doubling the number of outlying observations in the prewhitened 
series. 
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By contrast, Section 4.2 introduces Intervention Models; the Box Jenkins 
approach to dealing. with outlying time windows and level changes. Section 
4.3 introduces Profiles, a proposed generalisation of the Box Jenkins 
Intervention Models that can also be thought of as a prewhitening technique. 
In the present application, the main principle behind the use of profiles is to 
extract the effect on electricity demand of human behaviour at certain time 
windows from the series. It is expected that this will be the main reason for 
nonstationarity in the series. The profiles-corrected series is expected to be 
suitable for ARIMA modelling. Next, Section 4.4 introduces the Profiles 
ARIMA models and addresses the advantages of using profiles, whilst section 
4.5 introduces a simple example of the use of profiles as part of ARIMA 
modelling. 
4.2 Intervention models 
The presence of outliers does not affect the stationarity of a time series. 
However, outliers disfigure the model identification tools. Intervention 
analysis is part of the process of model building in these circumstances (Box 
et al., 1994). 
When the system that is to be modelled is subject to an external shock or 
"intervention" (e. g. strike, competitor launches rival pricing policies) an 
intervention component is added to the model to account for the change. The 
impact of such interventions may be permanent or temporary and either 
gradual or abrupt, but their key feature is that they are unique events. 
The existence of interventions such as shocks may cause serious bias in the 
ACF, producing misleading results. This bias will depend on the type, 
magnitude, and relative position of shocks and can lead to under- or over- 
parameterisation of the time series model. This is why Intervention Analysis 
forms an important part of time series analysis. 
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4.2.1 Intervention analysis 
Consequences of a shock to a system can be temporary or permanent. 
Intervention models may use dummy binary variables to "flag" the time at 
which the intervention occurs. For a purely temporary pulse shock (such as 
the effect on electricity demand of televised major sporting events), occurring 
at a known time, to , the dummy variable, 
P, used to model an outlier may 
take the form: 
1t= to 
P= (4.1) 
0 tt, 
whereas the dummy variable, S, for a step change (i. e. change of level) may 
be of form: 
1 t>_to 
(4.2) 
0t <to. 
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Although simple, the dummy variables above are capable of dealing with an 
extended variety of interventions by incorporating different response 
functions. This is shown in Table 1 below (Bowerman and O'Connell, 1993; 
Kendall and Ord, 1990). 
Type of response 
Response Typical Shape of 
Function intervention 
1. Temporary Pulse Opt 
t 
to 
2. 
Temporary Pulse, gradual 
decay t 
#o 
3" 
Temporary, fixed-term (zero 
(ý - ý'B)P at to +k if co, = 0) ° t. 
4. Permanent level shift cost 
111it 
to 
5. Permanent gradual shift 
CO 
-S (1 SB) ` 11,11111 t 
to 
G 
Fixed-term effect (zero for 
o)(1- Bk )S 
III0t 
t>_to+k) to 
. 7. 
Seasonal effect (nonzero at w 
` t t =t°)t° +5,... ) (1-B5) to tal. S 
Table 1- Variety of Intervention Shapes 
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4.2.2 Intervention model identification 
Intervention analysis is used to account for the impact of a shock or 
intervention hence limiting the resulting bias. Thus, the time at which the 
shock effects the series, t,,; the nature of the shock; e. g. whether it is likely to 
be temporary or permanent and its impact sudden or gradual are subjectively 
defined by the analyst. This initial specification is not irrevocable and can be 
modified or changed if needed. 
Denote P or St by x,, as appropriate, and the response function by v(B), 
the general form of the univariate intervention model is: 
Y, =f(t)+Z (4.3) 
where f (t) = v(B)xl is a sampled continuous function and Z, = 
O(B) 
of 
er - i. i. d . 
The form of the response function v(B) is selected empirically by 
considering the underlying mechanisms that cause the disturbance and the 
implied form of change that is expected. Direct inspection of the series and of 
pre-intervention residual plots can also be used in the identification process. 
Once the form of the intervention component is identified, the parameters of 
the model are estimated as follows. The model for the intervention-free series, 
Z, = O(B) er, 
is identified as the described in Chapter 3 and the parameter 
estimates are obtained using data prior to the intervention time. This model 
for the intervention-free series is used to obtain the transformation: 
O(B) 
yt _ 
O(B) 
f(t) + 
_(B) 
Z (4.4) 
6(B) 9(B) 9(B) 
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hence 
O(B) O(B) 
f(t)+e, (4.5) 
6(B) Yr = 9(B) 
label 
qi(B) 
y, as Y and 
O(B) 
f (t) as g(t). 6(B) 9(B) 
Equation 4.4 becomes a simple linear regression equation: 
g(t)+e, e1'-i. i. d, (4.6) 
and parameter estimates for the intervention component can be obtained by 
using OLS. 
Intervention analyses have been applied to a variety of time series applications 
across disciplines with notable success. For example (Tagaris et al., 1997)used 
a permanent level shift intervention component to assess the changes of 
signal in Functional Magnetic Resonance Imaging (FMRI) due to brain 
activity during task performance; (Bianchi et al., 1998) used intervention 
analysis to forecast the number of incoming calls to telemarketing centres. 
Intervention components were used to account for the several outliers in the 
data using the automated procedure in the SCA package; and (Girard, 2000) 
used ARIMA models with intervention to analyse the epidemiological 
situation of whooping-cough in England and Wales for the period 1940-1990. 
Intervention components were used to account for the effect of the 
introduction of widespread vaccination in 1957 and the fall of the levels of 
vaccination in 1978. 
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4.2.3 Notes about ARIMA intervention analysis 
1. The function f (t) represents the additional effect of the intervention 
over the intervention-free series Z,. Hence, the model for Zr is 
identified and fitted using data prior to the time of intervention. 
When the intervention occurs early in the series with only few data 
points free from the intervention component prior to the shock, this 
may cause considerable practical difficulties. 
2. Intervention analysis assumes that only the level of the series is 
affected by the disturbance. Thus the form and parameters of the 
model of the intervention-free series Z, is constant before, within 
and after the intervention. Intervention analysis offer no treatment for 
possible changes in the variance of the series, be it transient or 
permanent, as a result of an intervention. 
3. Considerable differences in the accuracy with which the intervention 
model parameters are estimated can exist, depending on the 
intervention-free series Z, being stationary or nonstationary. 
4. Intervention analysis assumes that the time of intervention to is 
known at the model identification stage. Therefore, it can be seen as 
the "expert opinion" input to the Box Jenkins models. Notable 
studies to identify intervention components, that is t,, and the form 
of v(B), have been carried out by (Tsay, 1988) and (Balke, 1993) in 
attempts to "automate" the procedure in the absence of expert 
opinion. However, and as demonstrated by (Vaage, 2000), both 
procedures are not consistent in identifying the form of f (t) in 
simulated data. 
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4.3 A proposed extension to the Intervention model 
The intervention model identified in the previous section is of form: 
yr =f (t) + Z1 (4.7) 
where f (t) is a deterministic component that models the effect of 
intervention, as defined earlier, on the intervention-free model. 
In cases when the conventional Box Jenkins approach fails, for example when 
the series has multiple seasonal components, several intervention components 
or a combination of both, f (t) can be extended to include the components 
that cause the methodology to be unsuccessful. This will, in theory at this 
stage, serve as a prewhitening process that leads to the construction of the 
otherwise unidentifiable Box Jenkins model for the series. 
Specifically, the electricity demand series introduced in Chapter 2 contains 
visible seasonal cycles at the weekly and annual levels. Cycles represent the 
human behaviour that is affected by the days of the week and the time of 
year. Most Short Term Load Forecasting studies recognise this problem. For 
example, (Chen et al., 1995; Islam and AlAlawi, 1997) have constructed 
separate models for week days and weekends, producing a discontinuous 
overall model that provides little information about the weekly variability of 
the data, while (Lertpalangsunti and Chan, 1998; Moghram and Rahman, 
1989) have modelled electricity demand data using two separate models, one 
for winter and another for summer. This method suffers from discontinuity 
in the annual seasonality; hence the method's performance is inconsistent 
since the models are unsuccessful in describing the series during the spring. 
and autumn seasons. 
Human behaviour is also reflected in the electricity demand series during the 
major religious holidays, holiday seasons and bank holiday days. (Hyde and 
Hodnett, 1997b) have recognised this effect and have produced a regression 
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based model"' that could be identified and fitted while discarding these 
periods as missing values. 
The goal of the present study is to describe as well as forecast the daily 
electricity demand series for all periods. Therefore, both approaches above 
are of limited benefit. They do not provide a complete description of the 
multiple seasonal variations of the series and they do not provide information 
regarding the change in the behaviour of the series during the special time 
windows. 
The following section introduces profiles and the hierarchical construction of 
the extended f (t) that is used to capture the major part of human behaviour- 
related disturbances leading to the identification of the otherwise hidden Box- 
Jenkins model of the series. 
4.4 The Profiles ARIMA model 
A Profile is defined to be the typical pattern change of behaviour of a time 
series during a certain time window. Intervention components in a stationary 
series are essentially special case profiles, since they model the deviation of the 
series from the stationarity base line. A seasonal component can be viewed as 
a profile, since it also models the change of the series' behaviour from 
stationarity, and so on. 
In this context, profiles can be used to model single outliers, unique outlying 
time windows, repeated outlying time windows and seasonality. This, 
therefore, leads to a hierarchical classification of profile, depending on the 
span of the time windows in which they occur; with Level 1 profiles 
modelling intervention events and higher level profiles modelling seasonality. 
The modelling of lower level profiles before higher level ones aids in 
eliminating any bias in the higher profile models that may be caused by the 
10 See section 1.3.1 for discussion about regression applications in electricity demand forecasting. 
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lower profiles. Typically, once the required profiles are identified, modelled 
and decomposed from the series, the profiles-corrected series is expected to 
be suitable for ARI 1A modelling. The profiles' identified models and the 
ARIMA model for the profiles corrected series are finally combined to form 
the concluding Profiles ARIMA model for the series. 
The Profiles ARIMA model is of the same form as that of Intervention 
models. The function f (t) , 
however, is extended to include the profiles. 
Models for individual profiles are incorporated in the model as added 
switching models, for sub profiles, or as continuous "parallel" correcting 
models otherwise. Intervention components are a typical example of the 
switching case whereas seasonality is an example of the continuous parallel 
case. 
4.4.1 Properties of the Profile model 
The model of a Profile should typically be a simple sampled continuous 
function. This function can be chosen empirically or analytically, based on the 
information that is available on the shape of the change in the behaviour of 
the series. As the profile model is not necessarily linear, a non-linear 
parameter optimisation process may be applied to provide least squares 
parameter estimates for the model. The parameter optimisation algorithm 
employed in this research is the Levenberg-Marquardt (LM) optimisation 
algorithm. The LM algorithm can solve small scale practical non-linear 
optimisation problems with time and computer resource efficiency (Golden, 
1996). 
The continuous property of profiles is important. As an illustration of this 
importance, suppose that a daily series has multiple periodicities at the weekly 
and quarterly levels, and that the analysis requires a profile for the quarterly 
seasonality. 
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To model the quarterly profile, the daily averages over a quarter series (i. e. 
average daily demand in a quarter) can be used. The quarterly averages series 
will eliminate the weekly seasonality and increase the likelihood of finding a 
more representative profile for the quarterly seasonality, compared to that 
estimated from the original daily series where the weekly seasonality is 
present. However, the profile obtained in this case will be of quarterly 
resolution. In order for this profile to be incorporated in the concluding 
model, it needs to be "stretched back" to, or re-sampled in daily resolution. A 
continuous profile model facilitates this re-sampling process. All that is 
required to stretch the profile is to use an adjusted time index variable as an 
input to the model to reproduce the profile in the original resolution of the 
series. For the example above, suppose that the quarterly profile, Qp(t) , was 
found to be a simple sinusoidal seasonal effect, and that it was modelled as: 
Qp(tq) =a sin(ß 2 
tq) + eta (4.8) 
where tq is the quarterly time index, a and ß are parameters of the model 
estimated under least squares criteria and e1 is the error term". This profile 
0 
can be re-sampled in the daily domain using the following transformation 
QP(ta) =a sin(/3 
Ir 
x 
td ) (4.9) 
2 91.25 
where td is the daily time index. Hence, 2x 91.25 =182.5,365 182.5 
represents the harmonic regression angle for daily seasonality Therefore, a 
continuous profile model allows for flexibility in model estimation as it can be 
carried out at convenient resolutions different to the series' observed 
" eý 
q 
's nature is not of concern as it will be modelled at a later stage. 
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resolution. The profile can then be stretched back to the series' original time 
domain to be included in the overall model. 
4.4.2 The Hierarchical Profiles ARIMA model identification procedure 
The Profiles ARIMA model identification proceeds with an examination of 
the time series. This examination is carried out in a stepwise fashion and at 
different levels. The first level is to investigate the series for intervention 
components, or subprofiles. For every profile identified, a suitable model is 
found and its parameters estimated. Once all the profiles at this level are 
identified, the level 1 profiles function fl(t) is assembled from combining 
these profiles in a switching form, and the level 1 profiles-corrected series 
yr' is calculated from the original series yt and the level one profiles 
function as 
Yt" = Y, -. f (t) (4.10) 
where y, (') will be free from the subprofiles. The second level of profiles to 
be investigated is the seasonal level, where profiles are to be created for one 
or more of the seasonal component in the series. At this level, it is necessary 
to calculate the profiles corrected series for every level 2 profile as it is 
obtained. This stepwise correction ensures the elimination of bias in 
estimating the seasonal models, which can be caused by the presence of 
multiple seasonal components in the series at the profile estimation step. 
Once all necessary seasonal profiles are obtained, the level two profiles 
function f2 (t) is formed by combining the profiles found at this level, 
stretching profiles back to the observed time domain if needed. The level 1. 
and level 2 profiles-corrected series y(2) is then calculated as 
. vt2' = yt" -f2 (t) (4.11) 
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The series y, (2) is examined for further profiles. If found, the level 3 profiles 
function f3(t) is formed and the series y(2) is corrected for level 3 profiles 
producing y(, 3) in a similar fashion. This process can be repeated beyond level 
3 as needed. As all the profiles are identified and modelled, the overall profiles 
function f (t) is found as 
f(t) = f, (t)+ f2(t)+ f3(t)+""" (4.12) 
and the overall profiles corrected series, 
Z, =Y, -f(t) (4.13) 
is calculated and modelled as ARIMA or Seasonal ARIMA, forming the 
concluding Profiles ARIMA model for the series. 
4.4.3 Concluding remarks 
There are strong advantages to be expected from the use of Profiles ARIMA 
models. The principle gains will be: 
1. Profiles provide explicit modelling of the seasonality and trend of the 
series within the Box Jenkins framework. This addresses one of the 
main criticisms against the Box Jenkins methodology. 
2. Profiles provide an improved understanding of the behaviour of the 
series at special time windows during exceptional periods, as well as a 
clear identification and representation of seasonality and trend. 
3. Profiles can be used for dealing with repeated Intervention 
components as well as unique Interventions. 
4. From the modelling point of view, profiling serves as a powerful 
prewhitening process that can be used for dealing with multiple 
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seasonality, time-fluctuating repeated disturbances, be they single 
observations or time windows, as well as a variety of other non 
standard situations including intervention. 
5. Profiling may be seen as an extension of the Box Jenkins 
methodology. It widens the scope of application of the method 
allowing for the identification of the hidden Box Jenkins models that 
are otherwise unidentifiable because of the failure of the classical data 
preparation techniques. 
4.5 Application: The South Wales daily average temperature 
series 
This example illustrates the use of profiles as a prewhitening and modelling 
technique. The data is the observed average daily temperature in Rhoose, 
South Wales12 from 1" of January 1993 to 315t of October 2000. A plot of the 
raw daily data is shown in Figure 10. The plot reveals no Level 1 subprofiles 
therefore Level 1 profiles are not considered for this series. 
A dominant feature of the daily temperature series is the annual seasonality. 
The removal of seasonality by linear differencing is constrained by the 
aperiodic variations caused by early or late winters and summers. Hence, a 
profile may be created for the annual seasonality. To deduce the profile, the 
weekly averages series (i. e. weekly average of the average daily temperature) 
was calculated (Figure 11). The annual seasonality in the weekly averages 
series is more evident since it is less affected by the daily disturbances. Hence 
the effect of the daily variations on the estimated profile may be limited by 
using the weekly averages series to estimate the profile. As the seasonality is 
of sinusoidal shape, the weekly averages series was used to estimate a 
harmonic regression model of the form: 
12 Source of data: SWALEC 
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=a+ bt + ct Z+ 
26 
. cos i-t +e. sin c- AP(t) t+ ww 
{dý ( 
26w 
)( 
26 w)} '7,, i-I 
where tx, is the weekly time index, the term (a + btw + ctw) is used to model 
the trend component, d; and e; are parameters to be estimated. The model of 
the profile was estimated using SPSS and the following parameters were 
found significant 
Asymptotic 95 % 
Asymptotic Confidence Interval 
Parameter Estimate Std. Error Lower Upper 
A 10.680127689 . 093476513 10.496366581 10.863888798 
Dl -4.786661550 . 132962973 -5.048047247 -4.525275853 
El -3.247325443 . 131416391 -3.505670786 -2.988980100 
E2 . 675526689 . 132103491 . 415830608 . 935222770 
D10 -. 316492006 . 132228615 -. 576434061 -. 056549951 
with RZ=0.83. 
Therefore, the full, 52 week, annual seasonality profile is: 
AP(t. ) =10.68 - 4.79 cos( 
26 tw ) 
-3.25 sin( t) + 0.68 sin(2 x 
Ir t) - 0.32 cos(10 xtj 26 '" 26 '" 26 '" 
However, as this profile was estimated from the weekly averages series, its 
time index, t,, represents weeks rather than days. In order for the profile to 
be used in the model, it was stretched to the daily time domain by substituting 
tW with , where td is the daily time index. 
The profiles function f (td) was set as f(td) = AP(td) . The profiles 
corrected series was calculated as y(2 = yid -f(td) and examined for 
further profiles (Figure 13). A possible sinusoidal movement spanning over 
four years can be noted in the Level 2 corrected series and therefore a profile 
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for this cycle was investigated by using the weekly averages series and 
harmonic regression. The model estimated for this 4 year cycle is: 
Asymptotic 95 % 
Asymptotic Confidence Interval 
Parameter Estimate Std. Error Lower Upper 
D1 -. 473734780 . 127877740 -. 725121788 -. 222347772 
D5 -. 515665935 . 194649628 -. 898315706 -. 133016165 
E5 . 525256405 . 190754593 . 150263645 . 900249164 
with R2=0.1. 
This means that the four-year cycle profile is: 
t, ), FYC(t,, )=-0.47cos(Ir tw) - 0.52 cos(5 x2 t, )+0.53sin(5x 2 
which was stretched back to the daily time domain in a similar transformation 
as AP(t,, ) (Figure 14), and the profiles function at level 3 was set as 
f, (td) = FYC(td) . The level 3 profiles corrected series was calculated as 
yid >=y (f )- }'3 (td) and examined for further profiles (Figure 15). None 
were noted. 
Therefore, the profiling phase of the analysis is now complete and the final 
profiles function was formed as f (t) = f2 (t) + f3 (t) and the final profiles 
corrected series Z, = y1 -f (t) was obtained, where t represents the original 
time index of the series. 
The profiling stage of the analysis has captured two seasonal components; 
and the remainder series was considered for ARMA modelling. The ACF and 
PACF of Z1 are shown in Figure 16. Following the guidelines in the 
Appendixl, an ARMA(1,1) model was considered for the data, and the model 
for the data was found as: 
98 
B SEB T-RATIO APPROX. PROB. 
AR1 . 68208636 . 01844989 36.969667 . 00000000 
MAl -. 11912715 . 02505843 -4.753975 . 00000209 
i. e. 
(1- 0.682B)Z1 = (1 + 0.118B)er . 
The ACF and PACF of the residuals (Figure 17) indicate that the model is 
adequate. Therefore, the concluding model for the data is: 
Yl =f(t)4 
(1 + 0.1 18B) 
el (1- 0.682B) 
with residual variance =2 .69. 
By contrast, and following the Box Jenkins methodology, the operation that 
transformed the data as close to stationarity as possible was one seasonal and 
one first level differencing. The ACF and PACF of (1- B 365)(1- B) y, are 
shown in (Figure 18). Both figures provide no clear indicator to the structure 
of the model for the data, and a heuristic model identification process was 
carried out. The appropriate model for the data was found to be a Seasonal 
ARIMA(1,1,2)(0,1,0) with parameter estimates: 
B SEB T-RATIO APPROX. PROB. 
AR1 . 67455769 ' . 02118051 31.848042 . 00000000 
MAI . 85759820 . 02766053 31.004400 . 00000000 
MA2 . 12999165 . 02670342 4.867978 . 00000120 
and residual variance 5.52. The ACF and PACF functions for the errors 
(Figure 19) indicate no model inadequacy. 
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By comparing the models obtained using the two methodologies, it is clear 
that the Profiles ARIMA model is superior to the pure Box Jenkins ARMIA 
model. This is evident in the residuals variance, which was found to be 5.52 
for the Box Jenkins model compared to 2.69 for the Profiles ARIMA model 
Furthermore, the two MA parameters of the Box Jenkins model indicate that 
the model is close to the boundary of the invertibility region, which raises 
uncertainties regarding the reliability of the Box Jenkins model. By contrast, 
the Profiles ARIMA model has fewer parameters and their estimates are well 
within the stationarity and invertibility conditions. 
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Chapter S 
TRANSFER FUNCTION MODEL - EXISTING METHODS 
5.1 Introduction 
In previous chapters, we have concentrated on univariate models. By contrast, 
this chapter is concerned with Transfer Function models that describe and 
model the required time series as weighted sum of successive observations of 
the explanatory variable and of past observations of the target series. In 
particular, this chapter is concerned with linear transfer function models 
whose weights are time-invariant. 
Although the Profiles ARIMA model introduced in Chapter 4 produced a 
satisfactory model for the electricity demand series, further understanding of 
the dynamics of the series is necessary. The relationship between the weather 
and electricity demand is of particular interest as it can provide an insight into 
the dynamics of the domestic segment of electricity consumption. Hence, a 
successful transfer function model relating the weather to electricity demand 
may be expected to facilitate several improvements to SWALEC's operations 
in terms of marketing, production and pricing policies. The proposed model 
should offer insight into the effect of the changes in temperature on electricity 
demand as well as forecasting future electricity demand given temperature 
forecasts. 
Several transfer function modelling techniques have been developed (Chen et 
al., 1995; Christiaanse, 1971; Dong et al., ; Hagan and Behr, 1987; Harvey and 
Koopman, 1993; Hippen et al., 2001; Kim et al., ; Papalexopoulos and 
Hesterberg, 1990; Toyoda et al., 1970; Watson et al., 1987). Of those, the 
regression transfer function is perhaps the simplest non trivial model. Its 
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application is restricted, due to limitations in the model structure. However, it 
is included in many commercial statistical packages and has been applied to 
many real life problems. 
Historically, the Box Jenkins Transfer Function (Bowerman and O'Connell, 
1993; Box and Jenkins, 1971) has been adopted as an industry standard, and is 
still widely applied. The most notable improvement to the Box Jenkins 
technique was introduced by Kang, Y. S. et al (Kang et al., 1992), where the 
Autoregressive Deconvolution Technique provides a simpler form of the 
transfer function model with a simplified parameter estimation process. 
The general form of a transfer function model is: 
y, =a+ Boxt-k + ßIxt-(k+1) +... + Nnxr-(k+n) + 8t 
(5.1) 
E, - ii. d 
where y, is the dependent variable (or output series), x1 is an explanatory 
variable (or input series) and e, are the residuals. The weights ß0, ""-,, 6. , 
termed the impulse response function, are parameters to be estimated. The 
transfer function model in (5.1) may involve a large number of parameters 
therefore alternative parsimonious representations of the transfer function 
model have been developed. 
In this chapter the development of Transfer Function techniques are 
discussed in more detail before a novel transfer function modelling approach 
is presented in Chapter 6. Section 5.2 introduces the regression transfer 
function model. Section 5.3 introduces the Box Jenkins transfer function. 
models. Section 5.4 introduces the Autoregressive Deconvolution technique. 
Finally, Section 5.5 evaluates the strengths and weaknesses of the existing 
methods as a base for discussion of the new approach. 
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5.2 The Regression Transfer Function model 
The regression transfer function (Papalexopoulos and Hesterberg, 1990) 
(SPSS, 2001) -model is of form: 
q(B)yf =a+ bx, -k+ 
9(B)ee (5.2) 
so that 
Yr =Q"+ 
b 
xr-t+e(B)er (5.3) O(B) O(B) 
where 
a* and a: Constants such that a* =a O(B) 
y,: Output series, 
x,: Input series, 
e,: Errors 
q5(B) #0 and 9(B) are polynomials in the backward shift operator B. 
k is the delay in response. 
In this model, the error term is not estimated as an independent ARMA but 
as a MA process with respect to yb. . This may lead to inaccurate estimation of 
the output error components with complicated process structures. Also, the 
input to the transfer function (i. e. the sequence x, ) is a single parameter at the 
estimation phase. This means that the influence of the past values of x is not 
modelled explicitly, but approximated via the AR model for y, O(B), acting 
on x, as 0"' (B)x1 , using the duality property. This means that the number of 
parameters in the model is small thus giving a less flexible model, posing a 
risk of under parameterisation. 
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5.3 The Box Jenkins approach 
The Box Jenkins approach introduces a more flexible model that allows for 
complicated model structures in the transfer function and the error 
components to be modelled explicitly. The B -j Transfer Function model is of 
form (Box et al., 1994; Brockwell and Davis, 1991): 
w (B) x 0(B) et =C8 (B) r-k + (B) 1 J, (5.4) 
eý i. i. d 
where 
yl : Output series. 
x1 : Input series. 
C: Constant, 
k: Delay in response, 
w, (B) : Polynomial in B of order s, 
8, (B) : Polynomial in B of order r, 
q5(B), 9(B) are polynomials in B, and 
B is the backwards shift operator, so that Bx, = xx_, . 
In this approach, the model is more flexible than the regression transfer 
function model of Section 5.2. It allows for a more versatile transfer function 
component to be identified and estimated, and for a more complicated noise 
component to be estimated. 
The first step to building the transfer function model is to identify a model 
that can describe the input series, x,, alone. This must first be transformed to 
stationarity, and the resulting series fitted as an ARMA process. Once a model 
describing x, is found, it is then used to prewhiten the values of x, and y,, 
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producing a, and /3, , respectively, as a preliminary step to determining the 
relationship between xx and y, . 
The second step is to calculate and plot the sample cross correlation function 
(CCF) between the prewhitened residuals at and A. The sample cross 
correlation function at lag k is calculated from (Bowerman and O'Connell, 
1993): 
(af -a)(ß+k -Q) 
Pk (at 
, Yt) =n 
r=b 
n, 
(5.5) 
ý(at -ä)Z (ßr -! 3)2 
t=b r=b 
where 
1n_n la and/3= 
1 tß (5.6) 
n-b+l f-b n-b+l i-b 
In (5.5) pk (a,, /3) is the sample cross correlation function between a, and 
ßý at lags k=---, -2, -1,0,1,2,... and measures the linear relationship 
between a, and the values of ß+k . 
It can be shown that when x, is white noise, the value of pk (a,, /3, ) at a 
given lag is proportional to the corresponding term in the impulse response 
function (Box et al., 1994; Kendall and Ord, 1990). Therefore, the plot of 
different lags of the cross correlation function is used to estimate the delay in 
response and to infer the orders of the polynomials co(B) and 8(B) . This 
delay in response is identified at the first lag in the cross correlation function 
where the value of pr (a,, A) is statistically different from zero (larger than 
two standard errors). The order, s, of the polynomial v(B) is set equal to 
the number of lags that reside between the first significant value of the CCF 
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and the beginning of its pattern of decay. Also, the order, r, of the 
polynomial 8(B) is determined from the pattern in which the sample cross 
correlation function decays, starting from lags (k + s). A damped exponential 
pattern corresponds to r =1. While a sine-wave decaying pattern 
corresponds to r=2 (Bowerman and O'Connell, 1993). 
The first two steps will identify the model 
w(B) k Yr =/1+C8(B)B XI+7l$" (5.7) 
The third and final step is to identify an ARMA model describing i) by using 
the ACF and the PACF. 
This error component is then substituted in the model above, and the final 
form of the Transfer Function model is obtained. The parameters of the 
model are then estimated simultaneously by means of least squares. 
5.4 The Autoregressive Deconvolution Method 
Contrary to the Box Jenkins methodology that uses the form of Transfer 
Function model of Equation (5.4), the Autoregressive Deconvolution Method 
(ADM) uses the impulse response function Transfer Function model of the 
form: 
Yr = f(B)xr-k + e, , (5.8) 
where 
e, are the residuals, f (B) = f, +fB+"""+f. B', B is the backwards shift 
operator, fl, i=0, """, m are parameters to be estimated. 
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In practice, the values of the error term, e, in the above model may be time 
dependent and are also likely to contain auto correlations. i. e. 
cove; eý) # 0; Vi # j, (5.9) 
contradicting the basic conditions of the ordinary least squares estimation 
(Dodge and Birkes, 1993) method which require that: 
E(e, )=0; E(ee)=a,, E(e;, ej)=0; Vi # j. (5.10) 
Therefore, the parameter estimates f., i=0, """, m are often biased and 
unreliable. This problem is addressed by starting with a preliminary least 
squares estimation of the parameters f (B) : 
vt = }; ' + f'xt-k + f2 xt-k-I +... + fmxt-k-(m-1) + i7t . (5.11) 
The resulting residual series, 77, are then modelled using ARMA, producing 
the model 
q5(B)i7 = O(B)a,, (5.12) 
where b(B) and 9(B) are polynomials in B. 
The error terms a, - i. i. d and satisfy the conditions in equation (5.10). The 
model describing the residuals is then used to prewhiten both the input series 
and the output series: 
O(B)Yl 
=Yt, 
O(B)xt 
=xt. (5.13) 6(B) 9(B) 
The new variables are then used to build the model: 
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y, = f(B)xf + a,. (5.14) 
Since the at are ii. d., the ordinary least squares estimation method can be 
used to provide improved estimates for the parameters fo, fl, """, f,.. These 
new parameters are then substituted in the original equation as well as the 
errors' model, producing the final Transfer Function model 
Yr =fo +fxt k +. fixr-ka +... + 
ýýB)a,. 
(5.15) 
5.5 Limitations of existing Transfer Function modelling 
methods 
The transfer function modelling techniques reviewed earlier have been 
applied to a wide range of real life data with variable results due mainly to 
limitations in the applications of the transfer function modelling approaches. 
The number of parameters in the regression transfer function model is small 
rendering it inflexible and less capable of describing data with complicated 
error components. Its advantage lies in the ease of use and understanding and 
its ready availability in software packages. 
The Box Jenkins approach is confined to input series that can be modelled as 
ARIMA, so that is limited to applications where both the input and output 
series are, or can be rendered, stationary (Chatfield, 2001). The parameters of 
the Box Jenkins model have poor physical interpretations; thus the model 
provides limited information about the physical characteristics of the 
interaction between the input and the output series. 
The ADM represents a theoretical advancement on the Box Jenkins 
approach. Its use of the impulse function provides a clearer and more easily 
interpreted model structure using least squares estimation. However, 
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modelling the impulse response function directly may lead to over 
parameterisation when the transfer function is a slow decaying process, for 
example. Also, the practical accuracy of the error component estimate may be 
limited since the preliminary estimates of the model's parameters are based on 
Least Squares with correlated errors. 
5.6 Concluding remarks 
The external variability of the electricity demand series is expected to be due 
to two main factors; the weather and consumer behaviour. These two factors 
are correlated by nature, since a large part of the consumer's behaviour is 
influenced by the weather. However, the transfer function modelling 
techniques reviewed earlier are only capable of dealing with one input series. 
The inclusion of a second input series gives rise to two major deficiencies in 
the methodologies: 
" Collinearity, since the two input series are highly correlated. The effect 
of collinearity is unreliable estimates of the model parameters' 
standard errors, leading to incorrect model specification. 
" Uniqueness of the model, since the model obtained from a two input 
series transfer function is not unique, as its parameters and possibly its 
structure depends on which input series is considered first. 
Although the first of these deficiencies does not yet appear to have a solution 
(Kendall and Ord, 1990), thus the inclusion more than one input series in a 
transfer function model needs to be applied with care, the second has been 
addressed by several authors (e. g. (Box et al., 1994; Lon-Mu and Hanssens, 
1982). 
The limitations of the existing transfer function modelling techniques suggest 
the need to revisit the principles of transfer function modelling. This, coupled 
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with the new variability decomposition approach introduced in Chapter 4, has 
prompted the development of a novel transfer function modelling technique. 
This proposed technique, which will be referred to as the Variability 
Decomposition Method (VDM), appears to overcome many of the 
limitations of the existing methods and is the subject of Chapter 6. 
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Chapter 6 
THE VARIABILITY DECOMPOSITION TRANSFER FUNCTION 
MODEL 
6.1 Introduction 
The decomposition of variability, introduced in Chapter 3, leads naturally to 
the development of a transfer function modelling approach where inherent 
variability is presented through the past observations of a process. In this 
chapter , an improved transfer 
function model is obtained by employing the 
transfer function approach to model the external variability of the process as a 
function of the explanatory variable(s). The development and validation of 
the variability decomposition method (VDM) for building a transfer function 
model is discussed as well. 
Section 6.2 introduces the VDM and the model identification and building 
procedures, where the external variability of the output series is expressed by 
means of the input series. Consequently, it is expected that this approach will 
generate significantly more reliable forecasts compared to the existing 
methods. Hence, the VDM provides parameters with more pertinent physical 
interpretations. 
Section 6.3 is concerned with the validation of the VDM approach. AX2 test 
of goodness of fit is used to examine its suitability for different common 
circumstances. In addition, simulated data is used to assess the performance 
of the proposed VDM against that of other popular transfer function models. 
Finally, Section 6.4 introduces the advantages that the VDM offers compared 
to the existing methodologies. 
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6.2 The Variability Decomposition Transfer Function model 
The general form of the proposed Transfer Function model follows the Box- 
Jenkins approach: 
Yr =C 
o(B) 
xr + 
O(B) 
e` (5.4) 8(B) B(B) 
The VDM approach starts by modelling the output series y, as an 
autoregressive integrated moving average process (ARIMA). The 
autoregressive part's residuals (the MA component) represent the series with 
its inherent variability removed: i. e. containing only external variability, and 
noise. The autoregressive part of the output series forms the denominator of 
the Transfer Function. 
The new numerator of the Transfer Function model is then estimated by 
regressing different lags of the input series, as independent variables, on the 
external variability and noise-only output series, as a dependent variable. 
It is likely that the successive errors generated by this process will be 
autocorrelated, so ordinary least squares estimates may be biased (Dodge and 
Birkes, 1993). In order to improve the parameter estimates, an ARMA model 
for the correlated errors is developed and a preliminary estimation of the 
errors' model is carried out. Both sides of the regression equation are passed 
through the errors' model prior to making the final estimation of the 
parameters. This step ensures that the ordinary least squares estimates of the 
parameters are not affected by the autocorrelations that are likely to be 
present before pre-whitening with the errors' model. In practice, however, a 
few iterations of estimating the error's model, prewhitening and parameter 
estimation may be required to obtain unbiased least squares estimates of the 
parameters of the errors and transfer function terms. 
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The final Transfer Function model is composed of the regression estimates 
(the numerator polynomial), the output series' auto regressive component 
(the denominator polynomial) added to the errors' ARMA model. 
6.2.1 Model identification procedure 
The algorithm for the proposed VD method is as follows: 
1. Model y, as ARIMA. 
2. Decompose the inherent variability of y, by pre-whitening with its 
AR part of the model in step 1, producing y, . 
3. Use the Cross Correlation function between xr and yy to identify the 
delay in response and significant lags of x,. 
4. Establish the multiple regression equation between y, and the x's 
identified in step three above. 
5. Model the residuals produced from the regression equation obtained 
from 4 above as ARMA. 
6. Pre-whiten yy and x, with the residuals' model from step 5 above. 
7. Repeat steps 4 and 5 above using the new pre-whitened yr and the 
x's. 
8. Iterate steps 4,5,6 and 7 till parameter estimates converge. 
This procedure generates the model 
s(B)y, = c. w(B)x, -k + 
B(B) 
er (6.1) 
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where: 
8(B) is the AR part of the ARMA model for y,; 
9(B) y, = yy is y, with its inherent variability decomposed ; 
o(B) is estimated using linear regression; 
9(B) is the 
ARMA model for the residuals; 
8 (B), co(B), q5(B) and B(B) are polynomials in B, the back shift operator 
k is the delay in response. 
Let 
9(B) . 
cb(B) Yr = yr 
(6.2) 
and 
O(B) 
x=x (6.3) O(B) rr 
The parameters of the polynomial w(B) in the model y, = c. co(B)xx + e, are 
estimated and reintroduced in the original model (6,1) to produce the final 
Transfer function model: 
y, =Cws(B)xr_k+O(B)er. (6.4) 8, (B) O(B) 
where s and r are the orders of their corresponding polynomials. In (6.4), 
C 
SBB) xr_, is the expected contribution of x, to the output series and 
O(B) ee 
is the output series, though without the contribution of x1 to the 
total variation at this stage. 
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6.3 Validating the VDM 
The VDM transfer function modelling approach developed above is an 
alternative to the existing modelling approaches. Its main advantages he in the 
isolation of the inherent variability at the modelling stage, allowing clear 
modelling of the external variability, and a more pertinent interpretation of 
the model components. 
The identification of the sources of variability is introduced in Section 3.4 and 
the proposed decomposition of variability approach is validated analytically in 
equations (3.46) - (3.51) . By contrast, the present section investigates and 
assesses the practical validity of the VDM approach. To this end, experiments 
were carried out to investigate the following two practical aspects of the 
VDM approach: 
1. The decomposition of variability. 
2. The performance of the VD transfer function model (VDM) 
in relationship to the existing modelling approaches. 
For the decomposition of variability, the analysis is based on the use of the 
autoregressive process to model the inherent variability of a series, since it is 
essentially a function of past observations only. Given our proposition that, in 
a transfer function context, an input series contributes only to the external 
variability of the output series, the inherent variability model (i. e. the 
autoregressive component of the output series) is expected to be retained 
whether the series is modelled in univariate or transfer function form. 
In order to examine the performance of the VDM, a number of time series 
were simulated from known models of different structures. The two existing 
approaches and our proposed VDM approach were used to model the 
simulated series independently and the performance of the VDM is compared 
to that of models derived from the established approaches. The aim of these 
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experiments is to asses the performance of the VDM compared to the exiting 
approaches over a range of modelling scenarios. 
The success of the validation experiments will launch the VDM as a viable 
modelling approach and will be used in modelling the SWALEC electricity 
demand data. 
6.3.1 Decomposition of variability 
The investigations of the proposed decomposition of variability in time series 
data employed an input data set, xl ,a white noise series and 
different 
expressions of the form: 
(1-rv, B-w2B2 -... _WmBm) 
Yr °C (1-81B-82B2 -... _ö B^) 
x`-k +er' (6.5) 
where 
y,: Output series 
x,: Input series 
B: Backward shift operator 
k: Delay in response 
e,: Noise. 
to generate time series data for use in the validation experiments. 
The investigation to validate the model employed the following input 
variables: 
" an established input series known as the advertising-sales series. This 
is a real life process which has been extensively studied (Bowerman 
and O'Connell, 1993; Box and Jenkins, 1971) and is usually modelled 
as an ARMA(1,1). It is used in the experiments as it represents a 
typical input series for a Box Jenkins transfer function model. This 
series contains 100 observations. 
126 
" ARMA (m, n) models with m=0,1,2 and n=0,1,2 following the 
general ARMA modelling guideline in (Box and Jenkins, 1971) that 
this combination covers most practical Time Series processes. 
" different parameter values for the polynomials [Table 2]. These 
parameters were chosen so as to ensure that all the polynomial model 
components satisfy the stationarity and invertibility conditions thus 
producing typical well behaved Box Jenkins models. 
" random numbers generated from N(0,1), to represent a series of 
white noise. 
The generated data sets were modelled using ordinary ARMA. If the 
proposed decomposition of data is valid, and the input series does not 
contribute to the internal variability of the series, then the AR part of the 
ARMA model will (successfully) identify the order and structure of the 
polynomial (1- S1B - 82B2 -"""-8,, B") of the generating transfer function 
model. A3x3 table was created with tows and columns corresponding to 
the values of m and n, respectively. 
For each of the possible combinations, the experiments were repeated on 
different sets of data and the number of successful ARMA models was noted 
[Table 3]. 
The resulting 3x3 table was used to form a goodness of fit ,f test 
for the 
hypothesis that the inherent variability was not effected by the variability of 
the input series, and hence that the AR part can successfully identify the 
denominator of the Transfer Function model Thus, the inherent variability of 
y, is captured by the AR part, leaving the external variability and noise in the 
MA part. 
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The hypothesis test will establish the suggested decomposition of variability in 
the time series data. This reinforces the validation of the VDM approach. The 
MA part of an ARMA model which is applied to a time series suggests the 
influence of an external factor affecting the variability of the series. This in 
turn suggests the validity of the Transfer Function approach, rather than the 
single-variable ARMA analysis. 
The main condition for the goodness of fit , Z2 test, 
for a two-way 
nxm table, is that the cell expected values should be greater than or equal to 
5 (Freedman et al., 1991; Siegel and Castellan, 1988). This condition ensures 
that Pearson's approximation of the calculated statistic has aX2 distribution, 
with d. f= (m - 1)(n -1) , and can be compared to tabulated X2 
probabilities. Five experiments were carried out for each of the possible 
combinations. 
6.3.1.1 Experiments and results 
The generic model used in the experiments is 
AR(y, ) = AR(x1)+e1 
er N MO' ae ] 
(6.6) 
where, AR(y) is a polynomial in the backward shift operator (B) of order m 
acting as an autoregressive process on the output series y, and AR(x) is a 
polynomial of order n in the backward shift operator (B) acting as an 
autoregressive process on the input series x. The series er is a noise series 
generated from N[0,1]. The experiments were carried out with a combination 
of AR(y, ) and AR(x) independently being of order 0,1 or 2. Therefore, 
nine possible combinations of model structures were used with five iterations 
for every one of the possible combinations of m and n. Iterations were 
carried out with different values of the model parameters for each of the 
combinations. The values of these parameters are presented in Table 2-a and 
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Table 2-b. These values are chosen to cover a wide combination of model 
structures in order to minimise bias in the experiments. For the combinations 
n=1, m=0 and n=0, m=1 the values in Table 2-a were used for the parameters 
of the models. Therefore, for n=1 and m=0 five experiments were carried out 
using the model 
(1-SB)Y, =eh, (6.7) 
with S taking the values 0.2,0.7, -0.2, -0.7 and 0.5 for each of the 
experiments, respectively. For n=0 and m=1, five experiments were carried 
out using the model 
Yr = (1-S)B)x1 +er, (6.8) 
with S2 taking the values 0.6,0.3, -0.6, -0.3 and 0.2 for each experiment. For 
the other seven combinations of models, the values in Table 2-b were used as 
parameters for the models. For example, for n=2 and m=0, the model 
(1-51B-82BZ)Y1 =er (6.9) 
was used with S, taking the values 0.2,0.5, -0.2,0.2 and -0.2 and S2 taking 
the values 0.5,0.2,0.5, -0.5 and -0.5 covering all possible model structures for 
the particular experiment with parameter values 0.2 and 0.5. For n=1 and 
m=2, the model 
(1-8B)y, =(1-S21B-c22BZ)xr+ee (6.10) 
was used. The values of the parameters for the five experiments are 8=0.2, - 
0.5, -0.2,0.2 and -0.2; S2, = 0.6,0.3, -0.6,0.6, -0.6 and Q2 = 0.3,0.6,0.3, -0.3, 
0.3, covering a wide range of model structures. And so on for the rest of the 
experiments. 
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Table 3 details the results of the individual experiments in the following 
convention. The rows represent the order of the numerator of the transfer 
function term and the columns represent the order of the denominator 
polynomial of the term. Each cell in the table includes five entries 
representing the results of the experiments. A4 mark is used to note a 
successful experiment where the AR part of the identified model is identical 
in order and structure to the numerator part of the transfer function term in 
the corresponding generating model, and ax mark otherwise. Noted next to 
these marks is the model identified in each of the experiments. 
The white noise model (m=0, n=0) was identified successfully in all five 
experiments. By contrast, the model with n=1 and m=0 had the lowest 
success with only one model identified successfully in all five experiments. In 
total, 29 models were successfully identified out of the possible 45. Table 4 
represents the summary of the results where the entries in the cells represent 
the number of successful experiments. 
The hypothesis assumed for this experiment is that all the experiments are 
successful; hence the expected values for the goodness of fit test are 5 for 
each cell. 
The goodness of fit test was conducted and the results are as follows. The 
calculated x2=8, d. f. =4 compared to the tabulated 
zT @0.05 = 9.48773 with the same d. f. These results suggest that there is 
no evidence to reject the hypothesis that the AR part successfully identifies 
the order of the Transfer Function model. 
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6.3.2 Simulated models 
To validate the performance of the proposed modelling technique against 
Box Jenkins and ADM (Autoregressive Deconvolution Method) methods, six 
data sets were generated from the following models: 
1- 1.3(1+0.44B-0.599B2)x_ +1e (1 vý - - 1.2B + 0.706B 2) tZ (1 - 0.48B + 0.34B 2) 
y, = 1.3 
(1- 0.2B + 0.7B2) (1 + 0.41B) 2- e (1-0.44B+0.2BZ) xt_2 + (1-0.11B+0.18BZ) 
3- y, =-0.53(1-0.68B+0.96BZ)x_ +1e (1 -0.57B) `3 (1-1.53E+0.63B2) ` 
4- y, = -399.67 
1 
xr + (1- 0.837B4 )er (1 + 0.0068B) 
yt - 
(1- 0.8B) 
2 xt_a + 
(1- 0.48B)(1 + 0.34B4 + 0.41B' )e, (1 -0.7B+0.59B) 
_ 
(1- 0.2B) 
e1 ý' y` (1-0.706B+0.59BZ) x'+ 
The structure of the models and the values of the parameters were selected 
from different established applications. This selection is based on reflecting. 
different model structures, in both the transfer function and the error terms, 
into the generated data. Thus, the transfer function terms, the error terms and 
the values of the parameters were varied to provide a wide range of model 
structures for use in the validation experiments. For example, models 1 and 3 
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have the same error term structure but different transfer function terms. 
Models 4 and 5 introduce seasonality in the error term whilst model 6 is a 
white noise error term model. This selection of the forms of the simulated 
models was designed to cover a wide range of model structures thus to 
provide unbiased validation experiments of the VD Modelling approach. It is 
worth noting that the conditions of polynomials' stationarity and invertibility 
become confounded in cases when the given term is a rational, with little or 
no studies addressing the subject in the literature. Nevertheless, the simulated 
models were selected such that all the roots of the individual polynomials that 
form the six models he outside the unit circle thus satisfying the two 
conditions. Figure 20 (a, b, c, d, e and f) represent the generated data from the 
six simulated models used in the validation experiments. All the models 
appear stationary with the exception of model 3 (Figure 20-c) as it displays 
signs of heteroscedasticity. This need not be a problem since it adds to the 
variation of the generated data that is deployed in the validation experiments. 
Figure 20-g is a plot of the advertising-sales series that is used as an input 
series to the simulated models and Figure 20-h is the histogram of the 
generated noise series and the corresponding normal N[0,1] distribution. The 
noise series displays no deviation from normality that needs to be noted. Both 
the advertising-sales input series and noise series were used to generate the 
data from all six models that form this experiment. This ensures that the 
variation in the generated data is solely a function of the models' different 
structures and the values of their parameters. 
Hence, six output series, y, 's, of 100 observations were generated by 
reworking the six models using the advertising-sales series, x, as the input to 
the model and the randomly generated noise described above. 
Experiments were conducted to remodel the generated y, 's as transfer 
function models using firstly the Box Jenkins, then ADM and finally the 
VDM approach. The aim of these experiments is to compare the 
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performance of the VD approach against the benchmark Box Jenkins 
approach and the ADM models. The results of these experiments and model 
comparisons are introduced below. 
6.3.2.1 Experiments and Results 
Figure 20-g and Figure 20-h represent the input series and noise series used in 
simulating the six series forming this validation experiments. The six 
generated data sets were modelled using the Box Jenkins and ADM 
approaches. The VDM was then used to model the generated data sets and a 
comparison of the models obtained from the three approaches was carried 
out. The aim is to assess the performance of the VDM against that of the two 
established approaches. The benchmark for this experiment is the Box- 
Jenkins approach for two reasons. It is a well established approach that is 
often considered as the `standard' methodology. Also, the generated models 
are essentially Box Jenkins models generated by using a Box Jenkins input 
series thus adding an advantage to the Box Jenkins approach over the ADM 
and VDM approaches. 
For model 1, the Box Jenkins identified model is 
y, = 1.325 
(1 + 0.43B - 0.55B 2) x_+I e (1-1.45B+0.697B2) " (1-0.825B+0.45B2) ' 
with RSS=290.62, the ADM identified model is 
yr =1.37xr_2 + 2.21x3 + 0.86x1_4 - 0.4xr_5 -1.1xt_6 - 0.44x1_8 + 0.26xt_9 
+ 0.63x, _10 + 
0.46x1_11 + 0.3x1_12 + (1- 0.63B + 0.35B2 )et 
with RSS=410.4 and the VDM identified mode is 
y, =1 . 325 
(I + 0.399B - 0.5476B 2) x, _= +1e, (1 - 1.2B + 0.706E ) (1 - 0.692B + 0.41B2) 
with RSS=275.6. 
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For model 2, the Box Jenkins identified model is 
y, = 1.33 
(1 - 0.42B + 0.48B2) XI-2 + 
(1 - 0.85B) e` (1 - 0.49B + 0.21B2) (1 + 0.33B + 0.06B2) 
with RSS=95.4, the ADM identified model is 
y, 1.32x, -2-2X, -3+ 
2.5x, 
-4-1.65x, _5 +1.87X, -6-1.36x, -7+ 
1.29x, 
-, 
-0.83x, _9 +0.8lx, _Io -0.59x, _ 
+0.39x, _, 2 -0.2x, _ +(1+0.47B-0.42B2)e, 
and the VDM identified model is 
y, =1.33(1-0.39B+0.38B2)x_ + 
(1+0.45B) 
e, 
(1-0.67E+0.2B2) Z (1-0.3807B) 
with RSS=153.2. 
For model 3, the Box Jenkins identified model is 
0.56 (1 - 0.36B + 
0.62B2) 
X+1e y' (1 - 0.35B) '"' (1 - 1.35B + 0.49B2) ' 
with RSS=221.3, the ADM identified model is 
y$ = 0.62x, _3 - 
0.37x, 
_5 + 
0.09x, 
_, 0 + 
(1-1.2B + 0.4B Z )e1 
with RSS=413.5 and the VDM identified model is 
-0.603 
(1- 0.47927B + 0.737977B2) 
X t-3 
1e 
y' (1- 0.4562B) `-3 (1-1.5923B + 0.698B2) ` 
with RSS=208.4. 
For model 4, the Box Jenkins identified model is 
1 
yr = -399.7 (1 + 0.007B) 
x, + e, 
with RSS=74929, the ADM identified model is 
yr = -394.9x, + (1- 0.39B + 0.5B 2 )e, 
with RSS=5006717 and the VDM identified model is 
y, = -274.4 
1 
(1+0.739B) xr +e 
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with RSS=26974.7. 
For model 5, the Box Jenkins identified model is 
yý = 1.001 
(1 - 0.78B) 'X, -4 + (1 + 0.23B)e, (1-0.71B+0.63B ) 
with RSS=119.8, the ADM identified model is 
yt = 0.9x, _4 - 
0.46x, 
_5 - 
0.96x6 -0.37X, -7+ 
0.26x, 
_8 + 
0.52x_9 
- 0.22x_ - 0.15x1_, 2 + (1- 0.69B + 0.63B2 )e1 
and the VDM identified model is 
y, = 0.96 
(1- 0.6B) 
x`_4+ (1 + 0.82B)(1 + 0.48B4 )et (1-0.64E+0.78B2) 
with RSS=312. 
For model 6, the Box Jenkins identified model is 
y, =1.006 
(1-0.13B) 
x +e` (1-0.69B+0.6B2) 
with RSS=105.2, the ADM identified model is 
y, = xr - 0.5x, _, - 
0.91xt_2 - 0.35x1_3 + 0.27xt_4 + 0.49x, _5 + 
0.13x: 
_6 
- 0.14x, _7 - 
0.22x, 
_8 + 
0.1x1_10 - 0.11x, _13 + e1 
with RSS=265.4 and the VDM identified model is 
0 . 678 
(1- 0.153B) 
x +e y` (1- 0.761B + 0.795B2) `` 
with RSS=810.4. 
Table 5 is a summary of the RSS obtained by the three approaches, Table 6 
represents a summary of the models identified by the Box Jenkins approach, 
Table 7 represents the models identified by the ADM approach and Table 8 
represents the models identified by the VDM approach. Section 6.3.2.2 below. 
discusses these results and compares the models obtained by the three 
approaches. 
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6.3.2.2 Comparison of models 
The six simulated series were modelled using the Box Jenkins and the ADM. 
The VDM approach was then used to model the simulated data, in order to 
compare the performance of the VDM with that of the Box Jenkins and 
ADM. The measure of model performance used in this experiment is the 
residual sum of squares (RSS) calculated from the one-step-ahead forecasts. 
In general, The VDM and Box Jenkins approaches produced better models in 
terms of structure and number of parameters. By contrast, the ADM models 
are over parameterised, as had been expected, due to the use of the impulse 
response function (see Section 5.4). The exceptions are models 3 and 4 where 
the ADM models failed to identify the structure of the generated models; 
hence the performance of these is inferior to the Box Jenkins and VDM. 
Table 7 summarises the models identified by the VDM approach. 
The Box Jenkins models have, in general, succeeded in identifying the 
structure of the generating models, in both the transfer function and error 
terms. However, the seasonal components in the error terms of models 4 and 
5 failed to be identified. This demonstrates a possible weakness in the Box- 
Jenkins methodology that may need further investigation, since the generating 
models are essentially Box Jenkins models. These results are summarised in 
Table 6. 
The VDM has, in general, identified the structure of all six generating models. 
It has successfully produced transfer function terms that are identical, in 
structure to the generating models. The error terms, on the other hand, were 
identified correctly in models 1,3 and 6. The VDM method also succeeded in 
partial identification of the seasonal component in model 5 that the Box- 
Jenkins model failed to identify. In model 2, the numerator part of the error 
term was identified correctly, but the denominator part is not entirely 
identified. The seasonal component of the error term in model 4 was not 
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identified and the model produced is a white noise model. Table 8 represents 
a summary of these findings. 
The VDM performed better than both the Box Jenkins and ADM in models 
1,2 and 4. It performed as well as the other methods in models 3 and 5. In 
model 6, Box Jenkins was marginally superior, followed by the ADM and the 
VDM. It is worth noting that model 6 is the only white noise model whereas 
the other five simulated models contained coloured noise error terms. Table 5 
represents the RSS obtained for each method for the six simulated models, 
and summarises the results above. Note that the ADM entries have the 
coefficient if determination, R2 , as well as the 
RSS statistic. 
In summary, the VDM approach has, in general, produced encouraging 
results. It has succeeded in identifying the structure of the generating models 
in most cases, and has produced models that are superior, or comparable in 
performance to the Box Jenkins models. The performance of the ADM 
models is, in general, inferior to the VDM and Box Jenkins models and the 
structure of the obtained ADM models is less informative. The result of this 
experiment is encouraging and, coupled with the positive results from the 
goodness-of-fit test, establishes the VDM as a modelling strategy worthy of 
consideration with a potential for further refinements. 
These experiments have established the validity of the variability 
decomposition approach as an alternative to the existing observation and 
component driven methodologies. It has been shown that there is significant 
evidence to support the proposed decomposition of variability into its 
inherent and external components. Furthermore, VDM based models can 
provide an alternative transfer function modelling approach offering many 
advantages over the existing methodologies. These benefits are introduced 
and discussed in Section 6.4 below. 
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6.4 Benefits of the VDM 
Most of the existing modelling techniques are not robust, and their 
performance varies for different classes of data (Durbin and Koopman, 2001; 
Durbin and Quenneville, 1997; Roberts and Harrison, 1984; Young et al., 
1999). One reason for this could be the presence of inherent variability which 
distorts the model identification process. The VDM overcomes this problem 
by removing inherent variability and modelling only external variability. The 
foregoing analyses suggest strongly that this method will produce models that 
perform better than those produced by the existing techniques. It is also 
robust and can be applied to a wide variety of data. 
The general form of the models produced by the new method is identical to 
the Box Jenkins models and the ADM models. However, the new models 
offer more pertinent interpretations of the parameters. Since the numerator of 
the Transfer Function component is in essence a regression equation, its 
parameters represent the contribution of the input series to the external 
variability of the output series. Similarly, the denominator decomposes the 
output series' inherent variability (i. e. y1's AR part). It should therefore 
represent an important part of the modelling process which will be visible in 
the final model. 
Unlike the Box Jenkins approach that utilises a Cross Correlation based 
heuristic process to infer the structure of the transfer function term of the 
model; the VDM employs the cross correlation function only to identify the 
delay in response. The terms that form the transfer function component are 
found using established statistical techniques that are based on the widely 
understood multiple regression analysis. The inclusion of a given lag of the. 
input series is determined by the significance of its parameters and thus the 
structure of the Transfer Function term is subsequently determined. 
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Figure 20 - 
(a), (b), (c), (d), (c) and (f) represent time plots of the simulated models 1, ..., 6 used in the validation 
experiments. (g) is a time plot of the advertising-sales series used as an input in generating the simulated 
models. (h) is a plot of the randomly generated N 10,11 series used as noise in generating the simulated models. 
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(b) y x 
art ar2 art ar2 
1 0.2 0.5 0.6 0.3 
0.5 0.2 0.3 0.6 
-0.2 0.5 -0.6 0.3 
0.2 -0.5 0.6 -0.3 
-0.2 -0.5 -0.6 -0.3 
(a) art art 
1 0.2 0.6 
0.7 0.3 
-0.2 -0.6 
-0.7 -0.3 
0.5 0.2 
Table 2 
The different values for the parameters of the polynomials 
that were used in the goodness of fit test. 
1(m) 0 1 2 
Y (n) 
J1 nt: v J 2NL\ J 2, %1. v 
J 21M: A x : AR\t: A(1,1) x 2. AR 
0 1, \t: \ J 1h1: \ J IM. \ 
J INIA IM: \ J IM. \ 
J lNLv J 2NLv J IMM: v 
x 11vt: A x INI. A J: 11Z1`t: A(i, l) 
JARMl: A(1,1) x 1NLA x 1! ßt: A 
x 1D1: A ' ARNIA(1,1) x INI: A 
x IRMA J: \RNI\(1,1) J 1. \R 
xI NL\ J AItIA(1,1) x2 AR 
x IAR J: UAL\(2,2) J: VEAL\(2,1) 
J2AR x IM: \ x tN1: A 
2 J 
: ARNE\(2,2) x IAR 
J 2. AR 
J 2AR J 2: AR x ARNI: A(1,2) 
2AR 2AR J2AR 
1 able 3 
(Detailed results of the goodness of tit test. Entries in the cells represent 
either success or failure and the model identified in the experiment. 
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X (m) 
Y (n) 
0 1 2 
0 S 4 4 
1 1 3 2 
2 4 3 3 
Table 4 
Summary of the goodness of fit experiments. Cell entries represent the Number of successes 
in identifying inherent variability 
Model B- ADM, R2 VDM 
1 290.6208 410.38,0.97 275.5524 
2 95.41 742.143,0.89 153.19 
3 221.3137 413.454,0.84 208.4389 
4 74929 5006717,0.98 26974.66 
5 119.814 499.73,0.89 312.034 
6 105.23 265.39,0.97 810.44 
Table 5 
Residuals Sum of Squares of the models used in the validation experiments for all three 
approaches. Rows represent the simulated model and columns represent the modelling approach. 
Model B -j 
1 y, - 1.325 
(1 + 0.43B - 0.55B') x"' +1 e ') (1-1.458 +0.6978') (1-0.825B +0.458 
2 y, =1.33(1-0.42B+0.48B')x_ + (1-0.858) e _ (1-0.49E +0.21B') (1+0.338 +0.068=) 
3 +1 56 
(1 - 0.368 + 0.62B2) x _ -0 y r_3 . , (1 - 0.358) (1 - 1.358 + 0.498 ) 
4 -399.7 x, + e, y, =1 (1 + 0.007 B) 
5 y, =1 . 001 
(1 - 0.78 B) x, _, + 
(1 + 0.23 B )e, 
(1-0.71B+0.638 ) 
6 y, = 1.006 
(1 - 0.13B) x, + e' ` (1 - 0.69B + 0.6B2) 
Table 6 
Models identified by the Box Jenkins approach in the simulated models experiment. Model 
structures are close to their corresponding generating models. Seasonaltiy not identified in 
models 4 and S. 
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Model Identified model 
y, =1.37x, _, + 
2.21xr_3 + 0.86xr_4 - 0.4xr_5 -1.1xi_6 - 0.44x, _, + 
0.26xt_9 
1 
+ 0.63x, _, () 
+ 0.46x, _ + 
0.3x, 
_,, + 
(1- 0.63B + 0.35B2)e, 
=1.32x, _2 - 
2x, 
_3 + 
2.5x, 
_, -1.65x, _5 + 
1.87xi_6 -1.36x, _7 + 
1.29x, 
_8 2 
- 0.83x, _, + 
0.81x, 
_, 0 - 
0.59x, 
_ + 
0.39x, 
_i2 - 
0.2x, 
_, j + 
(1 + 0.47E - 0.42B' )e, 
3 y, = 0.62xr_3 - 0.37xr_5 + 0.09x, _,, + 
(1 - 1.2B + 0.4B 2 )e, 
4 y, =-394.9x, + (1 - 0.39B + 0.5B 2 )e, 
y, = 0.9x1_4 - 0.46xr_5 - 0.96x, _6 - 
0.37xi_7 + 0.26x, + 0.52x, 
5 
- 0.22x, _ - 
0.15x, 
_,, + 
(1 - 0.69B + 0.63B2 )e, 
= x, - 0.5x, _, - 
0.91x, 
_, - 
0.35xr_3 + 0.27x1_4 + 0.49x, _5 + 
0.13x, 
_6 6 
- 0.14x, _, - 
0.22xt_8 + 0.1x, _, 0 - 
0.11x, 
_13 + e, Table 7 
Models identified by the ADM in the simulated models experiment. ( )verparameterisatiun and 
uninformative model structures arc evident in models 1,3,5 and 6. 
Model VDM 
1 e, =1.325(I-0.399E-0.5476B 
2) 
iI 
(I-1 .2B+0 .706 
B') (I -0 .692B+0 .4IB 
2) 
2 (I - 0.39B + 0.38B(1 + 0.45B) 1.33 + 
(I - 0.67B + 0.2B(1 - 0.3807B) 
(1 - 0.47927B + 0.737977B2) 1 3 y= -0.603 (1- 0.4562B) 
X' ;+ (1-1.5923E + 0.698B2) 
e` 
1 
4 x+ e y= -274.4 (1 + 0.739B) 
5 yt = 0.96 
(1- 0.6B) 
x, _,, 
+ (1 + 0.828)(1 + 0.48B4 )e, 2 (1-0.64E+0.78B ) 
(1- 0.153B) 
6 y, = 0.678 x, +e, er (1-0.761E+0.795B2) r 
Table 8 
Models identified by the VI) in the simulated models experiment. Transfer function term structures 
are identical to the terms in the corresponding generating model. Model 5 partially identifies the 
seasonality in the error term. 
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Chapter 7 
RESULTS AND DISCUSSION 
7.1 Introduction 
Electricity demand is a function of consumer behaviour which is 
compounded of many environmental, social and economic factors. These 
factors are reflected in the observed electricity demand series as multiple 
seasonal components, as time variant outlying windows as well as other 
disturbances. This is described in Section 2.3. The presence of these 
disturbances in the series renders unusable the established data preparation 
techniques. Hence the established modelling approaches are not appropriate 
for the modelling of SWALEC's electricity demand series. 
However, the results obtained using the present Profiles ARIMA and the 
novel VDM approaches are encouraging, and have prompted the use of the 
new approaches to model SWALEC's electricity demand series. Experiments 
were carried out to model the series initially as a univariate process, using the 
PARIMA approach. A transfer function model was then adopted after using 
profiles as a data preparation technique. The aim of these experiments was to 
investigate the indirect effect of the weather on electricity demand and to use 
the model for reliable forecasting. 
The univariate analyses were carried out on the quarterly, monthly, weekly 
and daily demand, where the quarterly and daily series were supplied by 
SWALEC and the weekly and monthly series were generated from the daily 
series. The transfer function analyses were carried out on the quarterly and 
daily data supplied by SWALEC. Hence, this chapter is divided into two main 
sections corresponding to the results of the univariate modelling and of the 
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transfer function modelling experiments. Where possible, experimental results 
from the established methods are noted in their relevant sections to provide a 
base for comparison of the PARIMA and VDM approaches with the 
established methodologies. Each section concludes with a subsection which 
discusses its results and which then offers appropriate remarks and 
observations. The chapter concludes with the weather correction electricity 
demand model that is the subject of the present work. 
7.2 Univariate analysis 
A major part of the analysis carried out in this section is concerned with data 
preparation and transformation to render the observed electricity demand 
series stationary and suitable for modelling. The main criterion employed in 
this research to determine whether a given series is stationary is, firstly, the 
time plot of the series- i. e. whether a change of level or variance with time can 
be noted. Secondly, following the guidelines in (Bowerman and O'Connell, 
1993; Box and Jenkins, 1971; Chatfield, 2000), the ACF - i. e. where a series is 
expected to be stationary, or close to stationary, and is considered for 
modelling if its ACF dies down quickly. 
Formal tests for stationarity are available, such as the Dickey-Fuller and 
Phillips-Perron tests (Brockwell and Davis, 1996; SAS/ETS, 1999a; 
SAS/ETS, 1999b). These tests are unit-root based. Hence the null and 
alternative hypothesis can be too close, thus compromising the reliability of 
the test (Chatfield, 2001). As an alternative, we have employed a means- 
comparison analysis to test for stationarity. In this test, the series is divided 
empirically into three or more contiguous time windows and the mean for 
every time window is calculated. The null hypothesis that these means come 
from the same distribution is investigated using Friedman's chi-square test 
(Siegel and Castellan, 1988). This hypothesis can serve in establishing the 
weak stationarity conditions as it investigates the change of the mean and 
variance of the series with time. It is worth noting that we have used this test 
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only as an added indicator to infer stationarity, reinforcing the ACF and time 
plots which we discussed above. 
7.2.1 Quarterly data 
The quarterly demand series contains annual seasonality and evidence of 
heteroscedasticity. Figure 21 represents the observed series. The seasonality of 
the series can be noted clearly in the plot, as well as the change of the variance 
in the region of the first quarter of 1985. The series was transformed to 
approximate stationarity through linear differencing. It was then possible to 
apply the Box Jenkins approach and the PARIMA approaches to model the 
series. Figure 22 represents the quarterly series after the seasonal differencing. 
Heteroscedasticity is more evident in the differenced series. 
7.2.1.1 Box Jenkins modelling of the quarterly series 
The data preparation stage involved first order and seasonal differencing at 
lag 4 (VV4 ). i. e. the series 
yý =(1-B)(1-B4)y1, (7"1) 
was calculated. Figure 23 represents the ACF and PACF of the differenced 
series of equation (7.1) where the ACF decays quickly, indicating stationarity. 
Following the modelling guidelines introduced in Chapter 3, the following 
model was obtained: 
. (1-0.74B4) Y, = (1+0.4B+0.33B2)e1, 
(7.2) 
yielding a residual sum of squares (RSS) of 19046.5. The ACF and PACF of 
the errors from model (7.2) above are represented in Figure 24, displaying no 
evidence of further information remaining in the errors. 
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7.2.1.2 FARINA modelling of the quarterly series 
In this case, the data preparation involved two steps: profiling and 
differencing. The quarterly seasonality of the data was modelled as a profile 
using harmonic regression. The profile model obtained using Levenberg- 
Marquardt optimisation (LM) was: 
f(t) = 540 + 0.78t - 29.3 cos(at) + 98.2 sin(at) - 5.7 cos(2at) , (7.3) 
in which a= 
24 
. Figure 25 represents the quarterly profile and the original 
data. The profile corrected series 
Z, =Yr-. f(t), (7.4) 
was calculated. Figure 26 represents the profile corrected series of equation 
(7.4). Elements of seasonality and trend were noted in the ACF and PACF of 
the profile corrected series. Hence first order (i. e. linear) and seasonal 
differencing were employed to transform the data, where the series 
4 Yl =(1-B)(1-B)z,, (7.5) 
was obtained. Figure 27 represents the first order and seasonally differenced 
profile corrected series given in equation (7.5) above where Friedman's Chi- 
Square test (d. f. =3) is 4.553 with p=0.208 suggesting stationarity. Figure 28 
represents the ACF and PACF of this series indicating no signs of non- 
stationarity. Using these results as a starting point to infer the model structure, 
the following model for the data was obtained: 
yý =(i-0.57B)(1-0.71B4)er (7. G) 
This model generated the RSS of 19018.34. 
Figure 29 represents the ACF and PACF of the errors from the model of 
equation (7.6) above, displaying no signs of model inadequacy. 
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7.2.2 Monthly data 
Simple averaging of the daily series over the months was used to produce the 
monthly data. 
Figure 30 shows the monthly data where the annual seasonality can be noted. 
It was possible to transform the series almost to stationarity. Hence both the 
Box Jenkins and PARIMA approaches were applied to model the series. 
7.2.2.1 Box Jenkins modelling of the monthly series 
In this case, the data preparation stage involved first order and seasonal 
differencing at lag 12 (VV12) . i. e. the series 
Yr =(1-B)(1-B'Z)Y,, (7.7) 
was generated. Figure 31 represents the differenced and seasonally differenced 
series. The series appears to be stationary, as the ACF dies down quickly, and 
suitable for Box Jenkins modelling. Figure 32 represents the ACF and PACF 
of the prewhitened series. Using the ACF and PACF as a starting point, the 
following model for the data was obtained: 
Y, _ 
(1-0.88B) 
e (7.8) (1- 0.36B)(1 + 0.61B12 + 0.49B24 + 0.39B36) ` 
yielding RSS of 59446.24. 
Figure 33 represents the ACF and PACF displaying no signs of further 
information in the errors. 
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7.2.2.2 PARIMA modelling of the monthly series 
The data preparation stage involved modelling the annual seasonality of the 
series as a profile. For this, a harmonic regression model was used, and the 
following profile for the annual seasonality was obtained using LM: 
f (t) =1283.1 + 2.24t + 124.8 cos(at) + 77.4 sin(at) 
-13.1 cos(2at) 
-33.3 cos(3at) -11.3 sin(3at) (7.9) 
-15.51 cos(5at) -10.5 sin(5at) 
-8.7 cos(6at) 
where a= 
12 
. Figure 34 represents the original series and the annual 
seasonality profile. The profile corrected series 
z, =. v, -f (t), (7.10) 
was calculated. The time plot of the profile corrected series (Figure 35) 
indicates a polynomial trend and possible serial correlations at the seasonal 
level. Hence, first order differencing was required to transform the profile 
corrected series of equation (7.10) close to stationarity where Friedman's chi- 
square (d. f. =7) was 13.167 with p=0.068. 
Figure 36 represents the ACF and PACF of the differenced profiles corrected 
series y, = (1- B)z, where signs of stationarity can be noted (the ACF and 
PACF die out quickly), suggesting the following model for the series: 
y, = (1- 0.674B)e1 , (7.11) 
producing RSS of 50798.96. 
The ACF and PACF of the errors from model (7.11) are shown in Figure 37, 
displaying no signs of further information in the errors. 
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7.2.3 Weekly data 
The weekly series was calculated from the equally weighted averaging of the 
daily demand over a week. Figure 38 shows the weekly demand series. The 
annual seasonality of the series can be noted in the graph. Furthermore, the 
effects of the exceptional periods, the holiday seasons and the national 
holydays can also be noted in the graph as disturbances to the general 
dynamic of the data. It was possible to transform the data close to stationarity 
by linear differencing. Thus, both the Box Jenkins and PARIMA approaches 
were applied to model the series. 
7.2.3.1 Box Jenkins modelling of the weekly series 
Here, data preparation involved first order and seasonal differencing at lag 52, 
thus creating the series 
Figure 39 represents the first order and seasonally differenced weekly demand 
series. Although the effect of the exceptional periods is reflected in the series 
as a number of outliers, the series, in general, appears stationary, as can be 
noted from the ACF. It is therefore suitable for modelling. Figure 40 
represents the AFC and PACF of the differenced series. By using the ACF 
and PACF and the guidelines introduced in Appendixl, the following model 
was obtained: 
. (1-0.91B) y` _ (1- 0.24B)(1 + 0.34BSZ) 
et (7.12) 
yielding RSS of 696201.01 
Figure 41 shows the ACF and PACF of the errors from model of equation 
(7.12) above displaying no evidence of further information in the errors. 
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7.2.3.2 PARIMA modelling of the weekly series 
The profiling stage involved modelling annual seasonality in the series as a 
profile using both a polynomial trend and a harmonic regression. The 
following profile for the annual seasonality was obtained using LM: 
f (t) =1277.78 + 0.6t - 0.0004t2 
+149.2cos(at) + 45.8 sin(at) -31.8cos(3at) 
-6.5 sin(4at) - 21.1 cos(5at) - 8.2 cos(6at) 
-10.5 cos(7at) = 8.16 cos(8at) - 8.1 cos(9at) , (7.13) 
-7.79sin(9at) + 7.96 sin(l Oat) - 8.71 sin(1 lat) 
-8.5 cos(12ar) + 9.3 cos(13at) + 6.9 sin(13at) 
-5.8 cos(14at) + 7.7 sin(18at) - 6.9 cos(24at) 
in which a=2; 
r 
52 
Figure 42 represents the original series and the profile. To de-seasonalise the 
data, the profile corrected series 
Zt =y-. f(t) (7.14) 
was calculated. Figure 43 is a time plot of the profile corrected series of 
equation (7.14). A sinusoidal trend can still be seen in the series. Therefore, 
differencing was employed to transform the series, and the differenced series 
y= (1- B)z1, (7.15) 
was obtained. Friedman's chi-square (d. f. =3) yielded 4.613 with p=0.202 
indicating no evidence of nonstationarity. Figure 44 represents the ACF and 
PACF of the differenced profile corrected series and indicating stationarity. 
Following the guidelines introduced in Appendixl as a starting point, the 
model obtained for the series was: 
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. (1-0.89) yl _ e` (7.16) SZ) (1-0.16B)(1-0.11B 
producing RSS of 1159.19 . 
Figure 45 showss the ACF and PACF of the errors from the PARIMA 
model, displaying no signs of further information in the errors. It may be 
expected that the outlying observations caused by the exceptional periods be 
mirrored in the errors. However, dealing with the exceptional periods is the 
subject of the next section. It is there that the daily data may be expected to 
provide a better understanding of the behaviour of electricity demand during 
these exceptional periods. 
7.2.4 Daily Data 
The daily data series contains seasonality at the weekly level (i. e. days of the 
week) and the annual level. The effect of the exceptional periods is evident; 
Christmas, the May June holiday season, the July-August holiday season and 
bank holidays are evident in the data in the form of disturbances to the 
general movement of the series. For the reasons discussed in Appendix 2, 
differencing was ineffective in transforming the series to stationarity. Many of 
the disturbances occur at different times in the year, rendering differencing 
ineffective due to its linear nature. Further, the two main seasonalities occur at 
different levels, date and weeks of the day (i. e. weekly seasonality is weekday 
related whereas annual seasonality is date related). Applying differencing to 
remove one of the seasonalities distorts the other. Therefore, it was not 
possible to transform the data to stationarity, or near stationarity using 
differencing. Therefore, it was not possible to apply the Box Jenkins 
approach to model this data. Further discussion and experiments on 
differencing the daily data will be introduced in Appendix 2. 
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7.2.4.1 Box Jenkins modelling of the daily series 
In this case, all the established methods of data preparation failed. The series 
could not be rendered stationary using differencing and transformations due 
to multi seasonality and the effect of the exceptional periods. Therefore, Box- 
Jenkins analysis could not be carried out. 
7.2.4.2 PARIMA modelling of the daily series 
In this case, the data preparation modelling process was based on the 
production of hierarchical profiles, as introduced in Chapter 0, to model the 
different disturbances and seasonalities in the data; Level 1 profiles were used 
to represent the disturbances that are within the annual cycle, Level 2 profiles 
were used to represent profiles that span over a year and Level 3 profiles were 
used to represent profiles modelling cycles that span over more than a year. 
Level 1 Profiles: for disturbances within the annual cycle. 
Level 1 profiles address the disturbances due to the exceptional periods of the 
year - Christmas, holiday seasons, Easter and bank holidays. Each exceptional 
period requires a separate and distinct profile. This is discussed on a case-by- 
case basis below. 
Christmas (10th Dec. - 20th Jan. ). By definition, a profile models the change 
of behaviour in the series during a certain period or time window. Direct 
modelling of the change of behaviour of the series over Christmas may be 
distorted by the weekly seasonality in the series during that time window. This 
is simply because Christmas falls on a different day of the week every year. 
Therefore, assuming additivity, the profile model was calculated in two steps. 
The first step is modelling the overall behaviour of the series during 
Christmas. This includes the change in behaviour and the weekly seasonality. 
The second step is decomposing the overall model into its two component 
parts; the weekly seasonality and the change in behaviour, where the latter 
forms the profile for the time window. This method of estimation ensures 
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that the profile model is not affected by the weekly seasonality in the data. 
Hence, step one involved modelling the series as a polynomial trend and 
harmonic regression model. The overall trend and seasonality model for 
Christmas was found using LM as: 
OCHR(t) = 238.94-81.1t+3.33t2 
-64.9 cos(at) + 73.6 sin(at) (7.17) 
+61.12 cos(2at) - 52.69 sin(2at) 
where a=2 and t=1 at the beginning of the time window. 7 
Assuming that the pattern of the weekly seasonality does not change 
throughout the series, the change in the series' behaviour during Christmas 
(i. e. the profile) is modelled as: 
CHR(t) = 
238.94+81.1t+3.33t2 10Dec. StS 20 Jan. 
0 Otherwise (7.18) 
Note that the model of equation (7.18) is the polynomial trend component of 
the overall Christmas model in equation (7.17). This analysis can be seen 
more clearly through the graphs of Figure 46, Figure 47 and Figure 48. Figure 
46 shows the raw data during Christmas, for the eight years (1993-2000), 
superimposed on the same graph. The change in behaviour and the weekly 
seasonality during Christmas can be noted from the graph. Figure 47 
represents the average behaviour of the series during Christmas and the 
overall model in equation (7.17), where the overall profile was modelled using 
tl}e average behaviour of the series during Christmas. Figure 48 shows the 
average behaviour during Christmas over the eight years and the trend 
component of the overall model (i. e. the profile) in equation (7.18). 
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May June (10`h May - 15t' June). The May June holiday disturbance does 
not occur at exactly the same dates every year. This can be seen in Figure 49 
which represents the May June holiday season disturbances for the eight years 
over time. The pattern of change in the series is not clear in the graph. This is 
because of the different dates at which the disturbances occur. However, the 
pattern can be seen more clearly in Figure 50, where the graph was adjusted 
for the start of the disturbance rather than date. The average behaviour of the 
series during the May June holiday season was calculated and used for the 
profile estimation process. 
Similarly to the Christmas profile, the May June profile was estimated in two 
stages. This involved firstly the estimation of an overall profiles model and 
secondly the decomposition of that profile into its two main components to 
obtain the profile. The overall model was estimated using a polynomial trend- 
harmonic regression model. Using LM, the overall profile was found as: 
OMJ(t) =156.23 -22.05t +0.61t2 
- 54.92 sin(gt) , (7.19) 
-68.69cos(2at) - 86.54sin(2at) 
in which a=2 and t=1 at the beginning of the time window. 7 
Hence, the May June profile is the polynomial trend component of the 
equation of (7.19), modelled as: 
MJ(t) - 
1156.23_225t+O. 61t2 tE May/June holiday season 20) 
10 Otherwise 
Figure 51 represents the average May June data and the overall model in 
equation (7.19). Figure 52 shows the average May June data and the profile in 
equation (7.20). 
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July - August (10' July - 28' Aug. ). Similarly to the May June holiday 
period, the July-August holiday disturbance does not occur at exactly the same 
date every year. Figure 53 represents the July-August disturbances for all years 
against time. A unique pattern in the change of behaviour of the series during 
that period is also difficult to spot as the disturbance does not occur at the 
same date every year. However, the pattern becomes more evident in Figure 
54, where the graph represents the July-August holiday season demand, 
adjusted for the start of the disturbance rather than date. The profile model 
for this time windows was also estimated from the calculated average 
behaviour of the series. 
Similarly to the two Level I profiles above, an overall model was estimated by 
applying a polynomial trend-harmonic regression to the average behaviour. 
during the time window, where the overall profile model was found using LM 
as: 
OJA(t) =122.68 -18.43t + 0.44t2 
+86.33 cos(2at) + 26.69sin(2at)' 
(ý 21) 
where a= and t=1 at the beginning of the time window. 
Hence, the profile for the July-August holiday season, representing the change 
in the behaviour of the series, is: 
JA(t) = 
122.68 -18.43t + 0.44t2 tE July/Aug holiday season (722) 10 Otherwise ' 
where t is the overall time index and tJA is the profile's time index that is set 
to 1 for the first observation of the profile. 
I 
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Figure 55 represents the overall July-August model in equation (7.21). Figure 
56 represents the average behaviour of the series during the July-August 
period and the profile in equation (7.22). It can be seen from the graph that 
the profile represents the `dip' in the behaviour of the series during this time 
window. 
At this stage, all the noticeable time windows that are within the annual cycle 
are profiled and the Level 1 profiles function is formed as: 
f, (t) = CHR(t) + MJ(t) + JA(t). (7.23) 
Hence, the series was corrected for Level 1 profiles, and considered suitable 
for Level 2 profiles investigations. Figure 57 represents the Level 1 profiles 
corrected series. It can be seen from the graph that the Level 1 profiles are 
decomposed from the series where the effect of Christmas, May June and 
July-August disturbances is not evident in the series. 
Level 2 Profiles: representing disturbances which span over a year 
Level 2 profiles were used to profile, or model the annual seasonality of the 
data, leaving the weekly seasonality to be modelled at the final modelling 
stage. 
Annual Profile: The annual seasonality of the data was modelled as a profile 
using a polynomial trend-harmonic regression model. The model was 
estimated from the weekly average using LM as: 
AP(t) = 1277.77 + 0.66t - 0.0004t2 
+149.15 cos(at) + 45.79 sin(at) - 31.80 cos(3at) - 6.47 sin(4at) 
-21.11 cos(Sat) - 8.21 cos(6at) -10.50 cos(7at) - 8.16 cos(8at) 
-8.10 cos(9at) - 7.98 sin(9at) + 7.96 sin(1 Oat) -8.71 sin(1 lat) 
ýý24) 
-8.53 cos(12at) + 9.28 cos(13at) + 6.94 sin(13at) - 5.75 cos(14at) 
+7.73sin(18at) - 6.94cos(24at) 
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where a= 
2r 
. The profile was re-sampled in the daily time domain by using 
a=2, . Figure 58 represents the Level 2 profile in equation (7.24) and 52x7 
the Level 1 corrected series. Modelling the annual seasonality of the data will 
conclude Level 2 profiling. Thus, the Level 2 profiles function, f2 (t), is set 
as: 
f2 (t) = AP(t) (7.25) 
Thus far in the analysis, all the identified profiles have been modelled. Figure 
59 is a time plot of the original electricity demand series and Level 1 and Level 
2 profiles. It can be seen from the graph that the profiles identified at the two 
levels model the disturbances, the trend and the annual seasonality of the data. 
At this stage, both Level 1 and Level 2 profiles were decomposed from the 
series, and the corrected series was inspected for further profiles. Figure 60 
represents the Level 1 and Level 2 corrected series where a seasonal pattern 
spanning over 3 years can be noted in the Profiles corrected series. To 
investigate this seasonality, the series was smoothed using unweighted 
averaging over the months and its ACF was calculated. Figure 79 represents 
the ACF of the smoothed series where the 3 year cyclicity can be noted from 
the significant AC at lag 36. Therefore, an additional profiling level was used 
to investigate and model this cycle. 
Level 3 Profiles: Representing disturbances which span over more than a year 
3 years cycle: The profile corrected series at this stage was investigated for 
the existence of a seasonal pattern spanning over approximately three years. 
As noted above, a seasonal pattern spanning over approximately three years 
can be seen in the Level 1 and Level 2 profiles corrected series. A profile was 
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used to investigate a model for this cycle. This profile was modelled using 
harmonic regression and estimated using LM as: 
TYC(t) =15.93 cos(at) - 9.47 sin(at) - 7.25 cos(2at) 
-5.56cos(3at) - 7.79 cos(5at) + 7.92sin(5at) 
+8.99 sin(7at) + 7.45 cos(1 Oat) + 5.46 sin(1 lat) (7.26) 
+5.89 cos(12at) + 5.77 cos(13at) - 6.03 sin(14at) 
+5.04 cos(18at) + 5.82 cos(2Oat) 
where a= 2ir / 52. This weekly sampled profile was re-sampled in the daily 
time domain using a=2; r /(52 x 7). Figure 61 shows the three years cycle 
profile and the Level 1 and Level 2 profiles adjusted data. The series was 
adjusted for this profile and investigated for further profiles, none were noted. 
Therefore, the Level 3 profiles function was set as: 
l3 (r) _ 'C(r) (7.27) 
Figure 62 represents the level 3 profiles corrected data. The overall level of 
the series appears stable and suitable for further modelling, thus concluding 
the profiling stage of the analysis. 
At the end of this three-stage profiling process, assumed additivity 
throughout, the series appears stationary and now suitable for modelling. 
Exceptional Days 
The UK Calendar year has several exceptional days and periods in which 
most businesses scale down their operations and allow a significant number 
of their workforce to take the day off work. Consequently, this change of 
consumer behaviour is mirrored in electricity demand as a drop in demand, 
compared to the demand in the same day a week before. 
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For SWALEC's daily data, inspections of the dataset have revealed that this 
effect is evident during Easter (Monday and Tuesday), the bank holiday on 
the first Monday of May (Mayday), the bank holiday on the last Monday of 
May, the bank holiday on the last Monday of August and Boxing day. Table 9 
shows the dates at which the exception days occur for each year of the 
SWALEC's data. 
It is clear from Table 9 that these exceptional days are aperiodic (with the 
exception of Boxing Day), though repeated every year. A Profile was created 
to model (and adjust for) the change in demand during these exception days. 
To this end, the Level 3 Profiles corrected series was used to estimate the 
profile, as follows. For each of the exceptional days, the change in demand 
compared to the same day 7 days earlier was calculated. This produced eight 
change-in-demand measurements for each exceptional day, one for every year 
of the data. For everyone of the exceptional days, The Least Squares Estimate 
(i. e. the average) of the eight change-in-demand measurements was used as 
the profile. For example, Mayday in year 1993 occurs on the 3" of May. The 
Levels 3 Profiles corrected demand on this day was -249.8 MW and a week 
earlier (i. e. on 26th April) was 58.9 MW. The change-in-demand measurement 
for this day is -249.8 - 58.9=-308.7 MW. Similarly, the Mayday change-in- 
demand measurement was -313.4, -284.8, -225.9, -264.3, -216.1, -323.6 and - 
299.5 MW for the years 1994-2000, respectively. The Mayday Profiles (i. e. the 
Least Squares Estimate of the Mayday change in demand) is the average of 
these numbers, (-279.54) MW. The remaining part of the profile was 
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calculated in a similar fashion, producing the Exceptional Days' profile 
(SP(t) ): 
Exceptional Day (f Profile (MW) 
Easter Monday -261.86 
Easter Tuesday -101.95 
May Day -279.54 
End of May Monday 203.83 
August Bank Holiday 178.74 
Boxing Day 273.31 
Elsewhere zero 
The Level 1 profiles function, f (t) in equation (7.23) is amended to include 
the Exceptional Days profile function, SP(t), as: 
f, (t) = CHR(t)+MJ(t)+JA(t)+SP(t) (7.28) 
Although exceptional days occur within the annual cycle, its profile was 
estimated from the Level 3 Profiles corrected series. The Use of the Level 3 
Profiles corrected series ensured that the Profile estimates are not affected by 
the trend, annual seasonality or the three years cycle. Hence, this will allow for 
an improved estimation of the weekly seasonality of the data since the 
majority of extreme observations are adjusted for by SP(t). 
The Level 3 profiles corrected series was recalculated by using the amended 
Level 1 Profiles corrected series in equation (7.28). 
Building the concluding model 
As the profiling process is assumed to be linear so that the profiles are 
additive, the profiles corrected series was calculated. However, even after 
correcting by the Level 1, Level 2 and Level 3 profiles, the series still contains 
weekly seasonality (corresponding to the consumer behaviour patterns during 
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weekdays). A relatively simple and straightforward de-seasonalisation 
procedure was applied to model the weekly seasonality of the data, as follows. 
Weekly Profile: 
The weekly seasonality was estimated using Crude Seasonal Decomposition". 
The seasonal profile was estimated as: 
Weekday Fri. Sat. Sun. Mon. Tue. Wed. Thu. 
Seasonal (7.29) 
faetor 
35.7 -125.1 -156.5 40.9 63.54 66.6 67.1 
corresponding to the days of the week starting with Friday. Figure 63 shows 
the weekly profile and the raw data for a sample year. 
Finally, the profiles identified at Level 1,2 and 3 and the weekly profile were 
collected together as: 
f(t) = fl (t) + f2 (t) + f3 (t)+WP(t), (7.30) 
to form the overall profiles function f (t), and the profiles corrected series 
was calculated as: 
(7.31) 
Figure 64 represents the overall profiles function, f (t) and the observed 
series. It can be seen from the graph that the profiles function has succeeded 
in modelling the persistent periodic consumer behaviour. The dissimilarities 
between the profiles and the observed series are expected to represent the 
variations in consumer behaviour due to external factors, such as the weather. 
Figure 65 represents the profile corrected series. Apart from the few outlying 
1-3 Introduced in Appendix 3. 
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observations, the series appears stationary; Friedman's chi-square (d. f. =2) is 
1.279 with p=0.528. 
Investigations were carried out to model the profiles-adjusted series of 
equation (7.31) as ARMA. Figure 66 shows the ACF and PACF of the 
profiles adjusted series displaying no significant signs of non-stationarity. 
Using the guidelines introduced in Chapter 3 as a starting point, the ARMA 
model for the series was obtained: 
(1+0.080B) (7 32) (1-0.554B)(1-0.136B 7 -0.111B 14) 
e` 
The ACF and PACF of the errors from model (7.32) are represented in 
Figure 67. The ACF and PACF display no remaining error patterns hence the 
concluding PARIMA model for the series is: 
_ t) + 
(1 + 0.080B) (7.33) y` -f( (1-0.554B)(1-0.136B7 -0.111B14) 
e`' 
yielding Res. Variance of 1493.63. 
7.2.5 Discussion 
In all univariate models, models obtained from the Profiles ARIMA approach 
are superior to those obtained using the Box Jenkins models. This is because 
profiles can model and hence can decompose periodicities of a compound 
nature. The attraction of linear differencing lies in its economical 
computational requirements, which were limited in terms of CPU power and 
storage at the time differencing was introduced as a data preparation 
approach. At present, all major software packages include built-in functions 
that efficiently estimate nonlinear models. For example, both S-Plus and SPSS 
include nonlinear regression facilities where a profile model can be specified 
and its parameter estimates calculated. With minor additions, these packages 
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can be extended to accommodate the profiling approach within univariate 
and transfer function modelling. 
For all the applications introduced earlier, other than for the daily data 
analysis, the concept of profiling is not new. (Brockwell and Davis, 1996), for 
example, includes a facility in his ITSM package, referred to as classical 
decomposition, for a limited application of similar nature. The power and 
versatility of profiling is demonstrated in the modelling of the daily series 
where differencing failed. Profiles are also capable of prewhitening data with 
complex time variant outliers and outlying time windows. 
For the quarterly data, the prewhitened series from both approaches are very 
similar in shape (Figure 22 and Figure 27). This is due to the simple seasonal 
pattern as demonstrated by the profile model, which both approaches 
identified successfully. Hence, the complexity of electricity demand is less 
evident in the quarterly data due to the sampling resolution of the series. Both 
approaches succeeded in highlighting the heteroscedasticity of the data 
beginning at the first quarter of 1985. The Profiles ARIMA approach can be 
extended to stabilise heteroscedasticity, as will be discussed in Chapter 8. 
The annual seasonal pattern of the monthly series reflects some of the 
exceptional periods and disturbances in electricity demand. Due to the 
sampling resolution of the series, the time variant nature of these disturbances 
is not present in the series. The most noticeable feature is the variation in the 
pattern of seasonality duzing Christmas. Both the Profiles ARIMA and the 
Box Jenkins approaches succeeded in modelling the series though the Profiles 
ARIMA model is superior in terms of RSS and the informative model, 
components. Further, the profile corrected series (Figure 35) displays signs of 
the presence of the 3-year cycle. Although linear differencing was used in the 
analysis to decompose this cycle, an appropriate profile could have been 
created and used to prewhiten the series. We have omitted this step from the 
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analysis since the 3-year cycle is better investigated after adjusting the series 
for the exceptional periods using the daily series. 
The effects of the exceptional periods are more evident in the weekly series. 
This effect can be seen in the Box Jenkins prewhitened series (Figure 39) and 
the profile corrected series (Figure 43). The Box Jenkins differenced series 
contains several positive and negative outlying observations mostly 
corresponding to the changing pattern of seasonality during Christmas, while 
providing no other indicator about the nature of that change. On the other 
hand, the Profile corrected series contains mostly negative outliers indicating 
that the profile is mainly over-estimating at these particular times. This 
suggests that the change of behaviour of the series is of a convex14 nature 
with respect to the normal behaviour of the series. Further, the magnitudes of 
the outliers provide an insight into the consistency of the amount of change 
across the periodic disturbances. Additionally, the profile corrected series 
provides evidence of the presence of the 3-year cycle of the data. This cycle 
and the exceptional periods were investigated in the daily series for the 
advantages stated earlier. For the weekly series, differencing was used to 
decompose the 3-year cycle. This demonstrates the versatility of the Profiles 
ARIMA approach and the possibility of being integrated with established 
approaches. Not surprisingly, the PARIMA model is superior to the Box- 
Jenkins since it is better used to address compound seasonal patterns. 
The robustness of the Profiles ARIMA approach is demonstrated in the 
modelling of the daily data, where established data preparation approaches 
fail. Hierarchical profiles not only succeeded as a data preparation procedure, 
but provided a valuable insight into the behaviour of electricity demand at 
exceptional periods and into its annual seasonality. Interestingly, it also 
showed that demand is influenced by a 3-year cycle. This cycle was 
14 where a straight line joining any two points on its graph lies above the graph 
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decomposed as a by-product of the Box Jenkins data preparation approach in 
the lower resolution samples which gave no indication of its existence. 
The hierarchical profiling approach has modelled the behaviour of the 
observed series during the exceptional periods. It has modelled the seasonal 
dynamics of the series at the annual level; and it has identified and modelled a 
3-year cyclicity in demand that would otherwise have been missed in the Box- 
Jenkins approach. A quantitative insight has therefore been provided into the 
behaviour of electricity demand at its normal times and its deviation from the 
norm during the exceptional periods. Since consumer behaviour is the main 
factor driving the variability of electricity demand, this approach has indirectly 
identified and quantified the effect of routine consumer behaviour on 
electricity demand. Hence, the profile corrected demand represents the 
stochastic variability that was modelled as ARIMA. 
Further improvements to the PARIMA analysis of the daily series can be 
introduced by investigating the change in the patterns of behaviour of the 
series at the exceptional periods of Level 1. In Figure 65, some changes can 
be noted especially during the Christmas period of 1995,1996 and 1997. 
These changes are not periodic; they had no effect on the ACF and PACF of 
this series (Figure 67) or on the annual profile. The PARIMA analysis of the 
daily series produced a successful univariate model for the data and has 
provided insight into the effect of routine and stochastic consumer behaviour. 
Improvements to the univariate analysis of electricity demand may also be 
introduced by investigating the weather-demand relationship and modelling 
electricity demand as a transfer function of weather variables. Experiments, 
were carried out to model the quarterly electricity demand series as a function 
of Degree Days, and the daily demand series as a function of the average 
temperature. The results of these experiments are introduced in the next 
section. 
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7.3 Transfer Function models using raw temperature 
The transfer function modelling experiments aim firstly to investigate the 
weather-demand relationship and secondly to attempt to improve the 
univariate models of demand found in Section 7.2 in terms of the loss 
function employed in the analysis (i. e. the residuals sum of squares). From the 
list of candidate weather variables introduced in Chapter 2, we have chosen 
raw temperature as the explanatory, or input, variable as it is a variable that 
can be easily understood and its forecasts are readily available from the 
Metrological Office. Further, the maximum and minimum temperature series 
are more erratic than the average temperature data. Although this may present 
an advantage in modelling very short term electricity demand (e. g. half hourly 
data), the overall daily behaviour of consumers is, in general, not affected by 
the detailed variations of temperature. This can be seen from Figure 68, which 
represents the correlation coefficient between the maximum and minimum 
temperature and the average demand. The highest value for the coefficients, - 
0.518, is between the average temperature and average demand, that are the 
selected input and output variables of our daily demand transfer function 
model. 
Degree Days were chosen as an input variable for the quarterly demand 
transfer function model. As the effects of relatively detailed temperature 
variations are not expected to significantly influence quarterly demand, 
Degree Days should provide a quarterly summation of temperature and 
weather changes. Degree Days data can be obtained from the Meteorological 
Office at a cost higher than that of raw temperature data. This cost can be 
justified by the advantages of having reliable quarterly demand forecasts and- 
their significance in maintenance planning and running cost allocations. 
7.3.1 Daily data 
Experiments on the daily data aim to model the average daily demand as the 
dependent, or output, series. They employ the average temperature as the 
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explanatory, or input series. Both the average demand and average 
temperature series used in building the transfer function models are profiles- 
adjusted hence de-seasonalised. The details of the profile correction 
procedures are presented in Sections 7.2.4 and 7.2.4.2. Using profiles-adjusted 
data ensures that the general consumer behaviour that is due to periodic and 
persistent variations (such as seasons and weekdays) are decomposed. The 
model building is therefore particularly concerned with the daily variations in 
demand that are an indirect result of daily temperature variations. 
7.3.1.1 ADM (Autoregressive Deconvolution Method) transfer function modelling of the 
daily series 
The ADM transfer function modelling approach introduced in Chapter 5 uses 
the impulse response formulation of the transfer function and involves two 
steps. The first involves identifying the model structure and a model for the 
residuals; and the second involves transforming the model to a white noise 
errors model and updating the parameter estimates. This modelling approach 
was used to model the daily demand data as a function of average 
temperature. 
The first step identified the following transfer function model: 
y, = -2.779x1- 3.118x1_, +'7 , (7.34) 
Figure 69 shows the ACF and PACF of the errors from model of equation 
(7.34) above. Following the guidelines introduced in Appendixi as a starting 
point, the model for the errors was obtained: 
_ 
(1- 0.753B)(1 + 0.329B' - 0.638B14 ) (7 
(1-1.35B+0.48B2)(1+0.19B' +0.79B14) 
e,. (7.35) 
Transforming the model to a white noise errors model involved prewhitening 
the input and output series with the error terms model given by: 
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(1) (1-1.35B + 0.48B2)(1 + 0.19B' + 0.79B'4) Yr -ý ýa Yr º (7.36 (1- 0.753B)(1 + 0.329E - 0.638E ) 
1) = 
(1-1.35B+0.48B2)(1+0.19B7 +0.79B14) 
(1 - 0.753B)(1 + 0.329B 7 -0.638B14) 
XI. (73 
Hence, 
(1 -1.35B + 0.48B2)(1 + 0.19B7 + 0.79B14) 
-e,. (7.38) (1-0.753B)(1+0.329B7 -0.638B14) 
77` _ 
Step 2 updated the parameter estimates using y"I = ax"' + 6x121 + eI and 
reintroduced a and 8, producing the concluding model: 
Y2.461x 8.313x + 
(1- 0.753B)(1 + 0.329B' - 0.638B14) e (7.39) r--r- r'ý (1-1.35B + 0.48B')(1 + 0.19B7 + 0.79B14) r 
This model produced Residuals Sum of Squares of 421173751.4 
Figure 70 represents the ACF and PACF of the errors from model (7.39) 
displaying no signs of further information in the errors. 
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1 7.3.1.2 Box Jenkins tran. ferfunction modelling of the daily, series 
The average temperature series introduced in the example of Chapter 4 is 
modelled as: 
(1- 0.688)x, = (1 + 0.12B)er 
that is; x, = 
(1 + 0.12B) 
e 
(7.40) 
` (1- 0.68B) ` 
Both y, and xx were prewhitened by the model in equation (7.40), producing 
a, and /1,, respectively. The Cross Correlation function between a, and /3, 
(Figure 71) suggests a transfer function term with a numerator polynomial of 
order 2. However, an improvement to this model was introduced using a 
transfer function term comprising a denominator polynomial of order 1. The 
transfer function term was estimated and the errors calculated and modelled 
as ARIMA, following the guidelines introduced in Appendixi. Figure 72 
shows the estimated parameters, producing the concluding model: 
= -3.54 x+ 
(1 + 0.065B)(1- 0.71B') 
e (7.41) Y, (1- 0.53B) ` (1- 0.534B)(1- 0.83B2) `' 
yielding Residuals Sum of Squares of 4839939.7. 
Figure 73 represents the ACF and PACF of the model of equation (7.41)'s 
errors displaying no sign of further information. 
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7.3.1.3 VDM transfer function modelling of the daily series 
From Section 7.2.4.2, the Univariate model for daily demand was found to be: 
(1- 0.554B)(1- 0.136B' - 0.111B14 )y, = (1 + 0.080B)e1 . (7.42) 
The inherent variability of the series was decomposed by prewhitening the 
series with the autoregressive component of the series as: 
y; = (I-0.554B)(1-0.136B7-0.111B 14) yr , (7.43) 
leaving the external variability of the series to be modelled in a transfer 
function form. 
The CCF between the external-variability demand and the average 
temperature series (Figure 76) suggests investigating a transfer function 
component with no delay in response and four lags of temperature. However, 
the parameters for lags two and three of temperature were not significant in 
the modelling stage thus producing the following model at step 1: 
y, =5.21x, +3.28x, _, +7j1, (7.44) 
where 
q, =(I - 0.655B)ee . (7.45) 
Therefore, the initial transfer function model at step 1 of the VDM analysis is: 
yr = 
(5.21+3.28B) 
14 xý +(1-0.655B)eý (7.4G) (1-0.554B)(1-0.136E 7 -0.111E ) 
The parameter estimates of the numerator polynomial in equation (7.46) are 
expected to be biased since r), is autocorrelated. Therefore, parameter 
estimates need correction for series bias. For this, both the input and output 
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series were prewhitened with the preliminary model for the errors found at 
step 1, (1- 0.655B) , producing. 
(7.47) y` (1-0.655B) Y, and ` xý'ý(1-0.655B) x 
The parameter estimates of the transfer function model were re-estimated 
using the prewhitened series, where the following model was obtained: 
Ty; ) =(4.676+3.204B)xx'ý +(1-0.656B)er. (7.48) 
at Step 2. This process was iterated to ensure that the parameter estimates 
were not biased as a result of correlated errors in the model. Hence, both the 
input and output series were prewhitened with the updated model for the 
errors in equation (7.48) as: 
"cz> =1 . (I) xcz> =1 x(') (7.49) y` (1-0.656B) y' '' (1-0.656B) ` 
and the parameter estimates were updated using the prewhitened series from 
equation (7.49), where the following model was obtained: 
y<(2) = (4.676 + 3.204B)xx 2ý + (1- 0.656B)e,. (7.50) 
Since the parameter estimates converge, to 3 decimal places the iterations 
were terminated and the final parameter estimates were adopted as the 
concluding estimates for the model. The resulting model as: 
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ii7 
9 4! ' 
yt = f(t)+ 
(4.676+3.204B) 
+(1-0.656B)e ` (7.51) (1-0.554B)(1-0.136B7 -0.111B4) 
Xt 
where f (t) is the overall profiles function identified in the univariate analysis. 
This model produces Residuals Sum of Squares 4376378.71, an improvement 
to the Residual Sum of Squares of 4839939.7 found in the Box Jenkins 
analysis. 
Figure 78 represents the ACF and PACF of the errors from the model in 
equation (7.51) displaying no signs of further information. 
7.3.2 Quarterly data 
Experiments on the quarterly data aim to model demand as the dependent, or- 
output series by employing degree days as an explanatory, or input, series. It 
was possible to achieve stationarity in the quarterly data set, for both 
electricity demand and degree days through linear differencing. Hence, it was 
possible to apply the Box Jenkins approach alongside the VDM on this data 
set 
7.3.2.1 Box-Jenkins tranrfer function modelling of the quarterly series 
Data preparation involved first order and seasonal differencing for the 
demand series and seasonal differencing for the degree days series. Following 
Box Jenkins transfer model building guidelines introduced in Appendixi, the 
first step was modelling the input series, degree days as a univariate series. 
However, a seasonal transformation at lag 4 transformed, the series to a 
stationary state and no univariate modelling was required. The CCF between 
the seasonally differenced Degree Days series and the differenced and' 
seasonally differenced demand series was investigated to infer the form of the 
transfer function term of the model (Figure 74). The significant spike'at lag 0 
suggests a transfer function component with no delay in response and a single 
regression component. The parameter for this component was estimated and 
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the errors displayed no signs of autocorrelations. Thus, producing the transfer 
function model: 
y, =3.62+0.08785x1+ee (7.52) 
yielding RSS=230.39. 
Figure 75 represents the ACF and PACF of the errors from the model of 
equation (7.52) above where no signs of further information were noted. 
7.3.2.2 ADM modelling of the quarterly, aseries 
The ADM approach suggested a model identical to the Box Jenkins 
approach's model in equation (7.52) at step one. As this is a white noise 
model, the second step of the ADM approach was not needed and the initial 
parameter estimates are adopted. 
7.3.2.3 VDM transfer function modelling of the quarterly, series 
From the univariate analysis of quarterly demand in Section 7.2.1.1, the 
inherent variability of the series was decomposed by using the autoregressive 
part of the model as: 
y, =(1+0.4B+0.33B2)y,. (7.53) 
The regression of the prewhitened y, against Degree Days was found for 
different values of the lag, and hence initial parameter estimates were found. 
A model for the regression residuals was obtained and the iterative process of 
prewhitening and updating parameter estimates, as described in Chapter 6, 
was carried out. 
The parameter estimates converge (to 3 decimal places) after four iterations, 
producing the concluding model: 
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y, = 0.05785 
(1-0.895B)xx 
+(1-0.458B4)ee, (7.54) (1- 0.54B) 
producing RSS=180.92. This represents an improvement to the RSS of 
230.39 obtained from the Box Jenkins modelling of the data. 
7.3.3 Discussion 
The key feature in the VDM approach is the decomposition of variability into 
inherent and external components. The transfer function modelling is then 
concentrated on the external variability of the output series. It is suggested 
that this element of the VDM method is responsible for the superior transfer 
function models obtained in the present investigations, compared to the 
models from existing approaches. It is worth noting that it would have not 
been possible to successfully apply any of the established approaches to 
model the electricity demand data without a careful consideration of a suitable 
prewhitening strategy to account for the exceptional time windows identified 
earlier in the electricity demand data. From SWALEC's management point of 
view, the inherent component can be interpreted as the growth of demand 
resulting from local and national economic and social factors such as 
inflation, natural growth in the number of households and industrial growth. 
For the daily average demand and the average temperature series, models 
from the three approaches identified the same significant lags of temperature 
making the transfer function terms of the models. The seasonal component 
of the demand series is `pushed' into the residuals term of both the ADM and 
Box Jenkins models, though the annual seasonality of this series is inherent. 
This is because the observed series contains a sufficient number of historic 
seasonal cycles and a univariate modelling of this seasonality can be carried 
out. Given that this seasonal component is part of the demand series, its 
appearance in the residuals term (which represents the unexplained part of the 
model) represents a contradiction. By contrast, the seasonal component of 
demand in the VDM model resides in the autoregressive term of the demand 
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univariate model. Hence it occurs in the transfer function term. Consequently, 
the components of the transfer function term of the VDM model are more 
meaningful and physically representative, and the errors term is simpler. 
Hence, the VDM model is superior in terms of the quadratic loss and in the 
logical relevance of its parameters. 
The advantages of modelling only the external variability of the series is also 
evident in the quarterly demand model; where the ADM and the Box Jenkins 
approaches identified a simple regression model. By contrast, the VDM 
approach identified a more informative transfer function model, in terms of 
both the transfer function and error terms. In addition, the error term of the 
VDM model is formed using a seasonal component. This indicates the 
presence of an external series affecting the variability of quarterly electricity 
demand that is not considered in the model. Nevertheless, the present VDM 
model is superior to the ADM and Box Jenkins models. 
These results further support the proposed variance decomposition approach 
as it has produced superior models in terms of model structure and one step- 
ahead forecast performance. 
Earlier, we have noted that a change in the behaviour of the series during the 
exceptional periods existed and it was noticeable in the univariate analysis of 
the data. It was anticipated that these disturbances, noted in Section 7.2.5 
earlier, will be explained as the average temperature is introduced the model. 
However, Four major disturbances can still be noted in the errors of this 
model during Christmas of 1995,1997 and 1998 and July-August of 1998, as 
shown in 
Figure 77 which represents the errors from the temperature and demand 
model in equation (7.51). These disturbances occur at times where Level 1 
profiles were used to either model or correct the data. This indicates that the 
behaviour of the series during these particular time windows is not the same 
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as it is over the entire sample. We may conjecture that an external factor, 
other than temperature, has affected the series during these time periods. 
However, as these disturbances are not periodic their effect on the ACF and 
PACF of the errors (Figure 78) is not significant. Investigations into this 
phenomenon remain for future work. 
7.4 Transfer Function models using the Fair Temperature 
value. 
This section introduces the transfer function modelling experiments of the 
daily demand series using the Fair Temperature Value (FTV) as the 
explanatory variable. 
The demand series used in the following results is the profiles corrected 
series. Experiments were carried out using both the Box Jenkins and the 
ADM approaches. The VDM approach was then applied to model the data 
and the models obtained from the three approaches were compared. 
Contrary to the analysis of Section 7.3, profiling was not used to prewhiten 
the F'TV series. Instead, differencing was applied, so as to provide an extra 
variation in assessing the performance of the VDM in comparison to the 
existing approaches. 
7.4.1 The Box Jenkins approach 
First order differencing was used to transform the FTV series (x1) to 
stationarity. i. e. 
xý _ Vxx = xr - xx_, (7.55)' 
was calculated. Figure 80 shows the ACF and PACF of the differenced series 
in equation (7.55). Using the guidelines introduced in Appendix 1 as a starting 
point, the following model was found for the series: 
176 
(1- 0.732B + 0.12B2 )x, * = (1- 0.88B)ee , (7.56) 
yielding RSS=1277.0819. 
Figure 81 represents the ACF and PACF of the errors of the model in 
equation (7.56), displaying no signs of further information remaining in the 
errors. 
The model in equation (7.56) was used to prewhiten both the demand and 
FTV series. The CCF between the prewhitened demand and the FTV (Figure 
82) suggests no delay in response and a single parameter transfer function 
term. This left an error component with seasonal terms, hence the concluding 
model is 
Y, =-3.65x, +(1-0.15B-0.06B2)(1-0.145B7)e,. (757) (1- 0.78B)(1- 0.46E 7) 
yielding RSS=4445161.4. 
The ACF and PACF of the errors of the model in equation (7.57) are shown 
in Figure 83, displaying no signs of further information in the model errors. 
7.4.2 ADM approach 
Following the analysis in Section 7.4.1 above, as the transfer function term is 
in impulse response form, the ADM transfer function was assumed identical 
to the model found in equation (7.57). 
7.4.3 VDM approach 
The external variability only series, y, , identified in equation (7.43) was used 
as the output variable for this model. Figure 84 shows the CCF between the 
prewhitened FT'V and y; . The CCF suggests a transfer function term with no 
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delay in response and two terms of the FTV. However, step 1 of the 
experiments identified the following model 
Y, = -8.82x, + (1- 0.648B)e,, (7.58) 
with a simple regression transfer function modeL 
Both y, and xx were prewhitened with the errors model producing 
*(I) 1 Yr - (1- 0.648B) Yr 
(7.59) 
and 
"(I) =1 x` (1- 0.648B) xf . 
(7.60) 
The new prewhitened variables in equations (7.59) and (7.60) were used to re- 
estimate the transfer function term, producing the model 
y, '(') =-7.277x, +e, (7.61) 
at step 2. As this is a white noise model, no further iterations were carried out. 
Hence the concluding model is 
y, = f(t) + -7.277 7 1a xr + 
(1- 0.648B)e1(7.62) 
(1-0.554B)(1-0.136E -0.111E ) 
Yielding RSS=4354122. 
The ACF and PACF of the concluding model of equation (7.62) are shown in 
Figure 85. It can be seen from the graphs that there is no evidence of further 
information in the errors. 
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7.4.4 Discussion 
Experiments introduced in this section investigated the transfer function 
modelling of the daily electricity demand data using the Fair Temperature 
Value (FTV) as an explanatory variable. 
Similar to the raw temperature application introduced in Section 7.3, the 
VDM produced a model that is superior in terms of RSS and physical 
interpretation of parameters to their Box Jenkins and ADM counterparts; the 
VDM model produced RSS of 4354122 compared to RSS=4445161.4 for the 
Box Jenkins and ADM models. In addition, the VDM approach also adds a 
significant improvement to the interpretation of the components of the 
electricity demand model. This result further enforces the validity of the 
VDM as an alternative, and possibly superior transfer function modelling 
approach that is capable of producing more informative models. 
In the Box Jenkins and ADM models, seasonality appeared in the error terms. 
This implicates a misleading interpretation that the seasonality is an 
unexplained component of the model as it is essentially part of the output 
series. By contrast, the seasonal terms appeared in the denominator of the 
transfer function term of the VDI`i model and the error term is a 
Movingaverage model. The interpretation of the model's parameters places 
seasonality, correctly, as an explained component of the model as it is a 
demand component. Furthermore, The Movingaverage error term may be 
confidently interpreted as an unexplained component prompting 
investigations into other explanatory variables for demand. 
We have noted in Section 2.5 that the fair temperature value takes into 
account the variances of the maximum and minimum temperatures over time, 
making it a more balanced measure of temperature. 
The effect of this can be seen clearly in this analysis since the FTV transfer 
function models are superior in terms of the RSS to their raw temperature 
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counterparts; the Box Jenkins models RSS was reduced from 4839939.7 for 
the raw temperature model to 4445161.4 for the FTV model and the VDM 
RSS was reduced from 4376378.7 to 4354122. This means that the FI'V 
succeeded in explaining more of demand's variability than the amount 
explained by the raw temperature. 
This result is encouraging, and suggests further investigations into the use of 
the FTV in applications of similar nature. It is conjectured that the ITV can 
introduce significant improvements in energy demand forecasting, such as 
gas, where consumers' response to temperature is similar to that for 
electricity. 
7.5 Weather Corrected electricity demand forecasts 
Thus far in this work, the variability of electricity demand has been 
decomposed influences of the following components: 
1. Special Days SP(t). 
2. Time Windows CHR(t), MJ(t) and JA(t). 
3. Level, Growth and annual seasonality AP(t) 
4. Weekly Seasonality T VP(t) . 
5. The Three years Cycle TYC(t) . 
The amount of variability in electricity demand that is contributed by each of 
these components was modelled as Profiles and decomposed from the series. 
The resultant from this decomposition was modelled as a transfer function 
with the FT'V as the input series, as shown in equation (7.62). 
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This transfer function model contains two main terms; the transfer function 
term and the errors term. Logically, the errors term represents the part of 
electricity demand variability that cannot be explained by the components of 
the model. This means that the transfer function term represents the input 
series' contribution to the variability in demand. Therefore, temperature's 
contribution to the variability of demand can be decomposed using the 
transfer function model as follows. 
Recall the transfer function model for FTV and demand in equation (7.62): 
Y, = f(t)+ -7.277 xt+(1-0.648B)e . 14 ) (1-0.554B)(1-0.136B ' -0.111B 
Let 
_ -7.277 a'ý (1-0.554B)(1-0.136B' -0.111B14) 
xr (7.63) 
and 
ßý _ (1- 0.648B)ee , (7.64) 
so that 
Yý =f ýtý+a, +ß, . (7.65) 
Where 
f, (t) = SP(t)+CHR(t)+MJ(t)+JA(t)+AP(t)+TYC(t)+WP(t) . 
Hence, a, in equation (7.65) represents the weather component of the model 
This formulation of the transfer function model shows a detailed 
decomposition of the attributes in consumers' behaviour that influence 
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electricity demand. As introduced earlier, several of these components are due 
to behavioural and habitual consumer activities that are independent of the 
weather. The components that can be attributed to the weather are: 
1. The annual seasonality (excluding level and growth), as it is a result of 
seasonal weather related factors. 
2. The weather component of the transfer function mode, a,, as 
introduced above. 
Recall the annual seasonality profile introduced in (7.24): 
AP(t) =1277.77 + 0.66t - 0.0004t2 
+149.15 cos(at) + 45.79 sin(at) - 31.80 cos(3at) - 6.47 sin(4at) 
-21.11 cos(5at) - 8.21 cos(6at) -10.50 cos(7at) - 8.16 cos(8at) 
-8.10 cos(9at) - 7.98 sin(9at) + 7.96 sin(1 Oat) - 8.71 sin(1 lat) 
-8.53 cos(12at) + 9.28 cos(13at) + 6.94 sin(13at) - 5.75 cos(14at) 
+7.73 sin(18at) - 6.94 cos(24at) 
The polynomial term of this model, 1277.77 + 0.66t - 0.0004t', represents 
the level and growth components. This means that the annual seasonality, 
AS(t), can be calculated as: 
AS(t) = AP(t) -1277.77 + 0.66t - 0.0004t2 (7.66) 
Therefore, the weather component of the daily electricity demand model can 
be represented as: 
aý + AS(t). (7.67) 
Accordingly, the weather corrected (i. e. adjusted) model for electricity 
demand can be represented as: 
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Yr =r(t)+ f1r, (7.68) 
where 
r(t) =f (t) - a, - AS(t). (7.69) 
Figure 86 shows the Annual Profile of electricity demand with the level and 
growth decomposed. The annual variability due to the annual seasonality can 
be seen clearly in the graph with peak demand occurring during the summer. 
Figure 87 shows the temperature component, a,, of the transfer function 
model. It can be seen from the graph that temperature can have an increasing 
or a decreasing effect on demand. 
Figure 89, Figure 90 and Figure 91 show the one step-ahead weather 
corrected electricity demand forecasts produced from the model of equation 
(7.68). It can be seen from the graphs that the weather related components 
are not present in the forecasts. By contrast, non weather related disturbances 
such as those during exceptional periods are reproduced by the model. 
Weather Corrected electricity demand is not an observed series. Therefore, 
errors and related forecast statistics are unobtainable at this stage. However, 
work can be extended to investigate the production of forecast variance and 
confidence limits. Hence, It is expected that the weather corrected forecasts 
will be mainly used by SWALEC for planning and policy evaluation purposes. 
This is because weather correction facilitates a clearer insight into the trend 
and other factors that are otherwise masked by the strong variability induced 
by the weather components of the model. This can be seen in Figure 92 
where the trend, the weekly seasonality, the three years cycle and the 
disturbances in demand during exceptional periods can be noted more clearly 
with the weather components decomposed. 
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** Correlation is signiticant at the 0.01 level (2-tailed). 
Figure 68 
(; orrclation coefficients between average demand and maximum, minimum and average 
temperature series. The highest correlation is between average demand and average temperature 
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Standard Approx 
Parameter Estimate Error t Value Pr > Itl Lag Variable Shift 
MA1,1 -0.06470 0.03242 -2.00 0.0461 1 y 0 
MA2,1 0.70460 0.04450 15.83 <. 0001 7 Y 0 
AR1,1 0.53433 0.02745 19.47 <. 0001 1 Y 0 
AR2,1 0.83005 0.03509 23.65 <. 0001 7 Y 0 
SCALE1 -3.54288 0.39012 -9.08 <. 0001 0 X 0 
DEN1,1 0.52987 0.06375 8.31 <. 0001 1 X 0 
Figure 72 
Box Jenkins transfer function model estimation. All estimated parameters are significant 
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Partial Autocorrelations 
Lag Correlation -1987 654321012345678 91 
1 0.00101 I . 1. I 2 0.01691 I . 1. I 3 0.01378 I . 1. I 4 -0.06695 1 *1. 
5 -0.03524 *1. 
6 -0.02408 I . 1. I 7 6.01042 I . 1. I 8 0.01046 . 1. I 9 -0.02970 *1. 
10 -0.00784 I . 1. Figure 73 
ACF and PACF of Box Jenkins transfer function model residuals. Significant ACF values at lags 4.5,6 and 
9 and PACF values at lags 4,5 and 9 may indicate model inadequacy 
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Chapter 8 
CONCLUSIONS AND FUTURE WORK 
8.1 Introduction 
This programme of work addressed the time series modelling of 
SWALEC's electricity demand data. Its aim was to find an informative 
model for electricity demand that would aid in the understanding of 
the dynamics and the short and mid-term forecasting of electricity 
demand. Key aspects of the modelling problem were: 
rendering the electricity demand series stationary and thus 
suitable for modelling, 
the identification of a transfer function model linking 
electricity demand to weather variables; 
the implicit modelling of model components rendering the 
resulting models uninformative in describing the seasonalities, 
trend and other dynamics of electricity demand. 
The discrete electricity demand series used in this research represents a 
realisation of an underlying continuous process, as noted in Chapter 2. 
The discretisation of the process resulted in the conflict of periodicities 
of the annual and weekly seasonal components; weekly spanning over 
364 days and annual over 365. Hence, discrete data preparation 
techniques failed in transforming the data to stationarity, as introduced 
in Appendix 2. An alternative modelling approach can include the 
application of a suitable interpolation technique, such as cubic splines, 
and hence the application of continuous time series models. 
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In this research, the characteristics of the data that made the 
application of the existing discrete modelling approaches unreliable 
were identified. Consumer behaviour was used as a unifying 
framework to identify and explain the multiple seasonalities and the 
disturbances in demand during exceptional periods. 
Two novel approaches were introduced to address the key modelling 
problems above; Hierarchical Profiling and Variability Decomposition. 
While Hierarchical Profiles were used to model and decompose 
consumer behaviour, Variability Decomposition was used to build a 
transfer function model for SWALEC's electricity demand and 
temperature. The sections below introduced the key findings from 
these approaches. 
8.2 Hierarchical profiles 
In this work we introduced Hierarchical Profiles, a novel technique 
that models the change of behaviour of the series during given time 
windows. Hierarchical Profiles were used to model trends and the 
effects of consumer behaviour on electricity demand at different 
seasonal levels and at exceptional periods. These Profiles were 
integrated with ARIMA models to form PARIMA models for 
electricity demand. Hierarchical Profiling provided the following 
advantages over existing approaches. 
" It is a powerful prewhitening technique that is capable of 
transforming data of compound nature to stationarity. 
" It provided a better understanding of the series by explicitly 
modelling trend, seasonality and exceptional time windows. 
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" Hierarchical Profiling allows for bulk forecasting of the data 
during exceptional periods, providing a valuable planning 
scheduling tool for utility companies. 
" Profiles model trend, seasonality and exceptional periods 
explicitly allowing for improved understanding of the 
dynamics of the data at several seasonal and non-seasonal 
levels. 
" There is strong evidence suggesting that Hierarchical Profiling 
is superior to differencing as a prewhitening technique in terms 
of transforming the series to stationarity prior to modelling. 
" PARIMA models are more informative and superior to 
conventional ARIMA models for SWALEC's electricity 
demand in terms of the loss function employed in this research 
(i. e. the one-step ahead forecast residuals sum of squares). 
" Only minor modifications are required for Profiling and 
PARIMA models to be implemented into existing software 
packages. 
Throughout this work, we have only used harmonic regression and 
Seasonal Decomposition as profile functions. Despite the relative 
success of this choice, work needs to be extended to investigate the 
benefits of employing alternative functions to model profiles. 
Candidate models to be investigated may include trigonometric 
functions, the inverted Normal, the 'inverted Gamma, high order 
polynomials or a combination of two or more of the above. 
Work can also be extended to investigate the use of profiles to obtain 
bulk forecasts of electricity consumption during exceptional time 
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windows and holidays. This can assist as a powerful planning tool for 
electricity companies in determining future load requirements beyond 
the normal periods covered by the few steps ahead forecasts. 
Hierarchical profiles essentially decomposed the non-linear 
components of demand and the aperiodic but repeated disturbances in 
the series during the exceptional periods. Thus, the use of non-linear 
time series modelling approaches such as Threshold Models, 
Exponential Autoregressive models and ARCH to model the series 
can be investigated as alternative approaches. 
8.3 Variability Decomposition 
Chapter 5 introduced the Variability Decomposition approach that 
explains the sources of variability of time series data. It was suggested 
that variability in a time series can be decomposed into inherent and 
external components. The goodness-of-fit validation experiments and 
the simulated models provided strong evidence supporting this 
decomposition. 
Variability decomposition encapsulates many of the prewhitening 
techniques employed in time series analysis. For example, first order 
differencing is essentially prewhitening using an autoregressive process 
with parameter value of 1. Therefore, prewhitening series of sufficient 
length with first order differencing represents a decomposition of an 
inherent component (i. e. the trend of the series)". Similarly, seasonal 
differencing, when there are a sufficient number of seasonal cycles in 
the series, may be viewed as a decomposition of an inherent 
component. 
15 This also applies to the Partial Differencing approach introduced in [Brockwell and Davis 
1994] where the differencing parameter is not necessarily equal to 1. 
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Our Variability Decomposition approach provides a flexible 
framework for data preparation in which first order and seasonal 
differencing represent a special case. In fact, Variability 
Decomposition allows for more complex inherent components to be 
decomposed and for an improved understanding of the sources of 
variability in time series data. 
The chief practical results from the novel Variability Decomposition 
approach strongly suggest the following two points: 
"a predictor variable contributes mainly to the external 
component (i. e. the MA component) of the variability of the 
series; 
" the presence of an MA part in a transfer function model 
indicates the presence of such a predictor variable that is not 
taken into account in the mode. 
The significance of this result lies in that a resulting time series model 
for a series may prompt further investigations into the identification of 
more predictor variables that need to be included in the analysis, 
should and MA component be identified. This can be particularly 
useful in the analysis of short series when insufficient data is available 
for a successful univariate analysis to be carried out. 
In Section 6.3.1, a goodness of fit X2 test was used to examine the 
hypothesis that the inherent variability of a time series is not affected 
by the variability of a related input series. The result of this test 
provided evidence supporting the validity of this novel approach. The 
test was based on 45 trials from which 29 were successful. However, 
this number of successful identifications is not significantly larger (at 
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5% level) than the number of unsuccessful ones 
(X2 (d. f. =1, all categories equal) = 3.756, p=0.052). 
Consequently, further validation experiments need to be carried out to 
fully establish the viability of this novel approach. This may include 
and increased number of trials for the goodness of fit test and also a 
wider variety of models for the simulated models. 
8.4 VDM modelling approach 
Variability Decomposition was used to develop a novel transfer 
function modelling approach; the VDM. This is based on modelling 
the external variability of the series as a function of the explanatory 
variable(s). The main results that can be concluded for this approach 
are as follows. 
" Inherent variability may mask the effects of predictor variables 
on the variability of a time series. Hence, the VDM succeeded 
in identifying informative transfer function models where 
established techniques have failed. This is because it 
concentrated on modelling only the external variability of 
electricity demand as a function of the predictor variable(s) 
" Electricity demand transfer function models produced by the 
VDM are superior to those produced using the existing 
methods considered in this research. This can be seen in the 
quadratic loss, the structure of the transfer function model and 
the physical meaning of the parameters. 
" It has been noted that the applicability and performance of 
existing methods are often dependent on the characteristics of 
the data. By contrast, the VDM is more robust 'and less data 
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driven. This may widen its application beyond electricity 
demand data. 
" The VDM models have better logical explanation and their 
parameters have stronger physical meaning. 
Clearly, further experiments using real-life data need to be carried out 
to examine the viability of VDM as an alternative modelling approach. 
It is conjectured that VDM models will provide an improved 
understanding of time series data and models that are superior in 
performance compared to many of the existing modelling approaches. 
8.5 Results using industrial electricity demand data. 
The results from applying Hierarchical Profiling, PARIMA and VDM 
analysis to SWALEC's electricity demand data were encouraging; 
Hierarchical Profiles provided a quantitative insight into the variability 
of the data at different seasonal and non-seasonal levels. They also 
served as a prewhitening technique that transformed the data to 
stationarity and hence enabled the application of other modelling 
approaches. We have successfully modelled the quarterly, monthly, 
weekly and daily demand in a univariate fashion using PARIMA 
models, and as transfer function models using the VDM. The main 
results that can be noted from the analyses are as follows. 
" Hierarchical Profiling, as a prewhitening technique, enabled the 
time series analysis of electricity demand when established data 
preparation techniques failed. 
" The univariate PARIMA analysis of the data provided valuable 
quantitative insight into the nature of the seasonal behaviour 
of electricity demand. It also provided information about the 
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change of electricity demand's behaviour during the 
exceptional periods as well as modelling the stochastic 
component of the variability. 
" PARIMA models for SWALEC's electricity demand series are 
superior to the Box Jenkins models in terms of the 
information they provide about the behaviour of the series and 
the loss function. 
The VDM approach identified superior and more informative 
transfer function models for SWALEC's electricity demand 
and temperature series. It is also the only approach that 
succeeded in identifying a transfer function model for 
SWALEC's daily demand and temperature data. 
" Transfer function modelling of SWALEC's electricity demand 
and temperature, in general, is inferior to the univariate models 
of demand in terms of the loss function. However, transfer 
function models provided an insight into the interaction of 
demand with temperature. 
" Consumer behaviour was established as the main factor 
influencing the variability of electricity demand. 
The disturbances in the errors series during the Christmas time 
windows need to be investigated. Investigations may be carried out to 
explore any changing patterns in the weekly seasonality, the level and 
the variance of the series during the times of these disturbances. 
Alternative profile functions can be investigated for an improved 
description of the change of the series' behaviour during these times. 
In addition, indicators to the starting times of the aperiodic time 
windows (i. e. the holiday seasons profiles) can be investigated. These 
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can then be used to ensign the starting time of the holiday seasons 
profiles in the daily demand forecasting model. 
8.6 Weather Correction 
The advantage of our two novel approaches over existing 
methodologies can be clearly noted in the weather correction model; 
firstly, it is a single model representing electricity demand during the 
four seasons of the year. It gives a clear view of the variability and 
evolution of both the weather sensitive and weather independent 
components of demand. Secondly, the model can be easily extended to 
quantify and accommodate more demand components. Finally, as the 
inherent component of demand is identified and decomposed, it can 
be examined for its characteristics and properties, giving further insight 
into the dynamics of electricity demand. 
The weather correction analysis demonstrated that only a limited 
amount of variability in electricity consumption in South Wales can be 
explained by temperature. By contrast, the inherent annual seasonality 
component is the dominant weather sensitive component. It is the 
sufficient number of seasonal cycles that facilitated a successful 
univariate identification of the profile and inherent component 
corresponding to the annual seasonality. 
However, future work can concentrate on investigating and 
quantifying the factors influencing the dynamics of electricity demand 
at the annual seasonality level. Such factors may include weather 
elements other than temperature. Of these, the number of daylight 
hours and the effective illumination of the sky are the logical 
candidates, and are expected to provide further insight into the 
dynamics of this weather sensitive component of electricity demand. 
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The introduction of an explanatory variable to the model helped in 
providing a better understanding of the dynamics of the series. 
However, it did not improve the model in terms of the RSS and hence 
the reliability of the forecasts. The raw temperature series used in this 
research (as an explanatory variable and the calculation of the FTV) 
was observed at the Meteorological Office's node in Rhoose, South- 
West of Cardiff. By contrast, the demand series represents electricity 
consumption in the whole of South Wales. Therefore, it is conjectured 
that employing weather data that is more representative of the whole 
of South Wales in the modelling process will introduce an 
improvement on the models obtained in the present study. 
As noted in Chapter 2, the daily demand data represents the total 
electricity consumption in South Wales, aggregated from both the 
domestic and industrial segments of the market. Clearly, domestic 
electricity consumption is more sensitive to weather than the industrial. 
Hence, modelling domestic demand only as a function of the weather 
is expected to improve on the present application and further the 
understanding of the dynamics of electricity demand. 
8.7 Application of findings 
The chief findings of this research will be compiled and conveyed to 
SWALEC's management. It is conjectured that our findings will find 
application in areas such, as real-time control and security evaluations, 
power sharing arrangements, maintenance and scheduling and 
generation capacity and expansion planning. Specifically, weather 
corrected forecasts provide a clear view of the growth of electricity 
consumption and the transient changes in demand during the 
exceptional periods. It is expected that these will provide a more 
effective tool in SWALEC's mid and long-term planning applications. 
This, with bulk forecasts of the drop in demand during the exceptional 
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periods is expected to introduce a significant improvement on the 
efficiency and productivity of SWALEC's operations. 
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Appendix1 
FURTHER TOPICS IN TIME SERIES MODELLING AND THE 
BOX-JENKINS APPROACH 
1 Introduction 
This appendix includes relevant detailed information that was omitted from 
the main body of the chapter for clarity reasons. 
2 Stochastic Processes 
A stochastic process is defined to be a process of change governed by the laws 
of probabilities at each step (Kendall and Ord, 1990). The simplest non-trivial 
stochastic process is the random walk process. This process assumes that the 
variability of observations follows the model: 
Yr = Yr-i + er 
where y, is the observed datum at time t and e, is a random shock that is 
independent of the process y,. The model above means that the best "guess" 
for the value of a future observation is its previous value. 
3 The Box Jenkins model identification procedure 
The model identification procedure is the process that identifies the order of 
the AR and MA processes that make up the ARMA model (Bowerman and 
O'Connell, 1993). It makes use of the Autocorrelation and the Partial 
Autocorrelation Functions for the data at different lags in order to infer the 
order of these processes. 
(1) 
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The Sample Autocorrelation, rk, calculated as (Box and Jenkins, 1971): 
n-k k-I 
Z(Y, -3')(Yr-k -Y) 1+2Err2 
rk = '`' n with standard error 
Srk =i -I (2) 
1: (YI 2n 
t=1 
R 
Ey, 
where y, is the observed series and y= `" , measures the linear n 
relationship between the time series observations separated by a lag of k time 
units (Brockwell and Davis, 1991). As a correlation coefficient, rk takes values 
-1 <_ rk S 1, where an absolute value dose to 1 indicates that observations 
separated by time lag of k move together in a linear fashion. A negative rk 
value indicates that this movement is with a negative linear slope while a 
positive value indicates that the movement is with a positive linear slope 
(Bowerman and O'Connell, 1993). 
The Sample Autocorrelation Function (SACF) is typically a listing, or a graph, 
of rk at k =1,2, """. Significant values of rk are those with values greater than 
the limits 2xS, 
k . 
Many computer programs, such as SPSS plot the limits 
using ±2s, 4 where 
1+2±r, 2 
s= "' (3) 
n 
calculated iteratively using q=k -1 at each stage. 
The Sample Partial Autocorrelation, rAk , 
is a quantity that measures the access 
correlation at lag k which is not accounted for by. an AR(k-1) model 
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(Bowerman and O'Connell, 1993). The Sample Partial Autocorrelation at lag 
k is calculated as (Box et al., 1994) 
ri k=1 
r= k-' (4) kk 
rk - rk-l. irk-1 
kk-1 k=2,3, """ - 
1-1: rk-lirk 
where 
rk; = rk-l,; - rrk rk-I, k-; (5) 
with standard error 
s=1 r 
ý/ n 
The Sample Autocorrelation Function is typically a listing or a graph of the 
sample Partial Autocorrelation at lags k =1,2, """. Significant values of the 
SPACF are those that are greater in value than 2xS,,, . 
The behaviour of the SACF and the SPACF functions provide indicators to 
the order of the ARMA model that describes the series. The general guidelines 
for identifying an ARMA from the two functions are (Bowerman and 
O'Connell, 1993; Chatfield, 1996; Kendall and Ord, 1990): 
(G) 
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Behaviour of ACF Behaviour of PACF Suggested Model 
has spikes at lags 
Dies down in a 
1- 2 ..., q and cuts of 1 
damped exponential MA(q) , 
after lag q 
fashion, damped 
sinewave or mixed 
Dies down in a has spikes at lags 1,2 
2- damped exponential ,p and cuts of after AR(p) fashion, damped lag p sinewave or mixed 
has spikes at lags has spikes at lags 1,2 
3- 1,2 ..., q and cuts of ..., p and cuts of after MA(q) or AR(p) 
after lag lag 
Dies down in a Dies down in a ARMA(p, q) 
_ 4 
damped exponential damped exponential P=I or 2 fashion, damped fashion, damped Q =1 or 2 sinewave or mixed sinewave or mixed 
5- No significant Spikes No significant spikes No model 
trigure 9s 
Box Jenkins model identification guidelines 
It is worth mentioning that the above are just guidelines to be used as 
indicators to the form of the desired model. Often in practice, the model 
suggested by these guidelines is used as a starting point for a heuristic model 
identification process. The model selection criterion can be based on several 
possible measurements. The two mostly used measurements for model 
performance are the residual variance and the Akaike Information Criterion 
(AIC) (Chatfield, 2000). The residual variance is usually calculated from the 
one-step ahead forecasts produced by the model while the AIC is calculated 
from the likelihood function (Box et al., 1994), L, and the number of 
parameters in the model, N, as: 
AIC = -21n(L) + N. (7) 
(Brockwell and Davis, 1996; Kendall and Ord, 1990) and others have pointed 
out that the AIC is not a consistent criterion, as its probability of selecting the 
"true" or generating model for the series does not approach one as n -+ oo. 
Therefore, the one-step ahead forecast residual variance and its variants (e. g. 
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residual sum of squares) were used as a measurement of model performance in 
this research, since this measurement also takes into account the number of 
parameters in the model, as well as provides an easily interpreted and widely 
understood criterion to measure model performance. 
4 Stationarity 
Recall the AR(1) process introduced in Section 3.2.1, y, = 01y, -, 
+ a,. For this 
model to be stationary (Kendall and Ord, 1990), 
E(y, 2) = Qy (y1 has zero mean). (8) 
Hence 
ay = E(Yi) = E{(O1Yr-1 + ar )2 } 
= OI E(Y;, )+20, E(y, -Ia, 
)+E(aý ) 
=Y', 
ZQy +Qa (9) 
Qy(1-o; )=C7 
aoz 
ýr - 1_0tz 
as the RHS must be strictly positive, 
1-c, 2>0 I01 j<1. (10) 
Therefore, for an AR(1) process to be stationary, its parameter 0t needs to be 
less than one in absolute value, and vice versa. 
For an AR(2) process, the analysis follow the same form as for the AR(1), and 
the expression for the variance can be shown to be: 
cr 
2_ C02 
(1-02) 
(11) 
y (1-Y 
-02)(1-02 +Y1)(1+02) 
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To ensure that oy is positive, ... above implies that 
1-c1-02 <0,1-02+01 >0 and 102 1<1, (12) 
hence, these are the restrictions on the parameters of an AR(2) process for it 
to be stationary, and vice versa. 
In general, for an AR(p) process to be stationary, the roots (or "zeros") of its 
auxiliary equation 
O1x-02x2-"""-OpXp =O (13) 
need to be greater than one in absolute value (Box and Jenkins, 1971). 
On the other hand, for the MA(q) process 
=a, -Oa, -, -a2 0, _2 - ... - eq a, -q , 
(14) 
the mean 
E(Yr)=E(ar)-01E(ara)-----O E(a, 
-v)=0 
Vt (15) 
and the variance 
var(y, ) = E{(a1-0, a, -, -... -Oqa, -Q)2} 
Q)}, (16) = 
E{(a, +9,2a; , +.. -+0,2a2 
= Q2(1+e12 +e2 +"""+0Q ) 
which is positive for all values of 9; (i =1, """ q). Therefore, an a MA(q) 
process is always stationary since the RHS of equation (16) will be positive for 
all values of O, , i=1, """, q. 
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Given that the conditions of stationarity above are satisfied, the AR and MA 
processes are suitable to describe stationary processes. It has been shown that 
AR and MA processes of sufficient orders can in fact describe any stationary 
process (Uri, 1974). 
5 Invertibility 
To explain the invertibility condition, the geometric expansion needs to be 
introduced as it forms the bases of the argument. For a given series, R, where: 
R =1+a+a2 +"""+a" +""" (17) 
and a is a constant, 
aR=a+a2+"""+a"+'+""", (18) 
hence 
R-aR =(I+ a+ a'+"""+a" +""")-(a+a'+ ... +a'+l +""") (19) 
R(1- a) =1 if la l< 1. (20) 
So, 
R- 
1 
1-a 
Provided that Ia j< 1, R will converge. This series is known as the geometric 
series, and the expansion of 
1= 
(1 +a +a 2 +""+a "+"" ") is known äs 1-a 
the geometric expansion (Kendall and Ord, 1990). 
For a stationary AR(1) process (1- qB) y1 = a, , the process can 
be rewritten 
as 
(21) 
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1 
Yt -1_OB' ' 
where the term 1- 
1 
OB can 
be expanded as a geometric series, hence 
stationarity implies 101<1. For a stationary MA(1) process y, (1- OB)a, , 
however, where no restrictions are imposed on 0, the form 
1 
yr = a, of 1-68 
the model will not be a finite geometric expansion unless the invertibility 
condition 10 1< 1 is satisfied. 
(22) 
In general, for an MA(q) process to be invertible, its "zeros" (i. e. the roots of 
its auxiliary equation) must he outside the unit circle. 
6 Parameter estimation and diagnostics 
After a candidate ARIMA model has been identified using the procedure 
described in the previous section, the parameters of the model need to be 
estimated. Box Jenkins (Box et al., 1994; Box and Jenkins, 1971) favour using 
maximum likelihood to estimate the parameters. Other approaches include 
using least square estimation which can produce parameter estimates that are 
identical, or very close, to those obtained from the maximum likelihood when 
the errors are normally distributed (Brockwell and Davis, 1996). In general, 
iterative numerical methods are used to calculate parameter estimates that 
minimise the standard error 
(yt - v, )2 SE (23) 
n-np 
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where n. is the number of parameters in the mode, y1 is the observed series, 
y, is the forecast value of y, produced by the model and n is the number of 
observations. 
Associated with every parameter estimate in the model is its standard error. 
The t value for any parameter in the model, 0, is calculated as: 
re 
SB 
where 0 is the estimate of 0 and SB is the standard error of that estimate 
(Bowerman and O'Connell, 1993). The t value is used to test Ho :0=0 
against H, :0#0. If the t statistic provides evidence to reject Hi in favour of 
H. (t < 1.96, a=0.05), the corresponding parameter is excluded from the 
model, and the parameters of the reduced model are re-estimated. This 
process is repeated until all the parameters in the model are significant 
(Chatfield, 1995). 
The values of the parameter estimates are then inspected for stationarity and 
invertibility conditions, as described in Sections 4 and 5. If the values of the 
parameter estimates are contrary to these conditions, this can be an indicator 
of non-stationarity and further data preparation may be required. On the other 
hand, it is possible that the parameter estimates represent a local minimum of 
the standard error rather than an overall minimum. In this case, different 
parameter initialisation values need to be specified and the parameter 
estimation process is rerun with these new values to obtain new estimates 
(Brockwell and Davis, 1991). 
The residuals obtained from the model are then examined. This examination is 
based on the following assumption: The modelling process is expected to 
account for the relationship between the time series observations. If the 
(24) 
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modelling is adequate then all relationships between the observations are 
"captured" in the model, and the remainder (i. e. residuals) is random noise 
with no further information. Therefore, "good" residuals are expected to be 
random and contain no significant serial correlations and no time dependant 
repetitive patterns. Statistical tests, such as the Box Pierce statistic (Godfrey, 
1979) and the Ljung-Box test (Davies), for autocorrelations in the errors can 
assist in this task. It has been indicated, however, that the plot of the residuals 
against time and the residual SACF and SPACF provide adequate model 
diagnostics and checking tools (Chatfield, 2001). 
If the residuals contain more information that failed to be captured by the 
model, the behaviour of the residual SACF and SPACF is used to tentatively 
identify (by using the general guidelines) a model for the residuals. This model 
is then combined with the original model to obtain an improved overall model 
for the data (Bowerman and O'Connell, 1993). 
For example, suppose that the first model for a given series was - 
Yr =(1-OB)a1, (25) 
the residual series, a, , was examined and evidence that the model 
is 
inadequate were noted. Then, rewrite the model as: 
Yr =(I - OB)ijt , (26) 
where i, is used to denote the non random remainder, and proceed to model 
the residuals as usual. Suppose t], are examined, and modelled in the usual 
manner and the following model was found: 
(1-qiB-g2B2 -q53B3)i, = e, where e, ^-i. t. d (27) 
so 
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_ 
e, (28) %t 
(1_ b1B_02B2 _03B3) 
This model is then combined with the original model y, = (1- OB)i71 yielding. 
=(1-OB)(1-OIB-02BZ 
-0383) 
(29) 
or 
(1-g1B-02B2-03B3)Y1=(1-8B)e, e, -i. i. d. (30) 
This process can be used to identify data preparation operations and 
prewitening steps for the series to transform to aid in the stationarity 
transformation process. So for the example above, the `new' term in the model 
can be applied to the data at the data preparation stage creating, say, 
Z! -11-O1B-q$2B2-q$3B3)y, 
(31ý 
so that zr can be modelled on its own as 
z, = (1-OB)a1. 
This same process can be used in modelling a time series in a two-step 
procedure. First, the series is modelled at a seasonal level. The resulting 
residuals are then used tc identify the non-seasonal level model for the series, 
and the two models are then combined to obtain an overall model for the 
series. It has been suggested that dividing the model identification procedure 
for seasonal time series into two stages provides an improved model 
identification process compared to the one step process. This is because 
seasonal and non-seasonal spikes in the SACF SPACF can form confusing 
patterns in certain cases. This opinion is iterated in the literature by several 
(32) 
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authors and researchers (Hamilton, 1996; Janacek, 2001; Kendall and Ord, 
1990). 
7 Other univariate methodologies 
This section is a review of some alternative approaches to univariate time 
series analysis. Many of these methods are "special cases" of the Box Jenkins 
and STS methodologies reviewed earlier. 
7.1 Holt's Method 
Holt's method (Kendall and Ord, 1990) assumes a forecast function, obtained 
at time t for k steps ahead, of the form 
Ya(k)=al+kb,. 
The level and growth parameters a, and b, are updated according to 
(33) 
a, =a, Y, +(1-a, )(a, -, +br-t) 
(34) 
b, = a2 (a, - a, _, 
) + (1- a2 )b1_ (35) 
where the first equation represents a weighted average of the new observation 
and its previous one step ahead prediction and the second equation is a 
weighted average for the slope coefficient. The constants al and a2 are 
weighted average parameters. Typical starting values of a, , a2 , a, and b, 
would be a, z 0.02, a, >- 0.2, ao = y, and b, = y2 - y, . 
7.2 The Holt-Winters Seasonal Model 
A direct extension to Holt's method was introduced by Winters (Grubb and 
Mason, 2001) to allow for seasonal behaviour in the data. This is achieved by 
adding a multiplicative seasonal parameter, c to the forecast equation as 
follows: 
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. v1 
(1) = (a, + b, )c, +1-: , (36) 
and the updating equations are modified to include the seasonal factor as 
a, = a, 
Yr + (1- a, )(a, _1 + 
(37) 
ct_s 
b, =a2(a, -a, _, 
)+(1-a2)b, 
_,, 
(38) 
and c, = a3 
Yr 
+ (1- a3 )c, _s . 
(39) 
a, 
where s is the seasonality period. There is an additive version of the Holt- 
Winters model, where the seasonal term cl+, _t 
is added rather than multiplied 
in the forecast equations and the ratio terms in the updating equations are 
replaced with differences. 
7.3 Autoregression 
Autoregression models are a special case of ARIMA models where there is no 
MA component and no differencing involved (Dodge and Birkes, 1993). The 
formulation of Autoregression models is typically the use of past values of the 
series as explanatory variables in a multiple regression model to explain the 
present values. 
7.4 Exponential Smoothing 
Exponential smoothing is a forecast procedure that uses the immediate 
historic value to forecast future observations (Alfares and Nazeeruddin, 2002; 
Snyder and Shami, 2001). However, the recursive nature of the procedure 
ensures that information from observations "older" than the immediate past 
are included, but with giving most weight to the recent past. 
A typical exponential smoothing forecast function is: 
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Y, (1) = (1-ß)yß +ßv, _, " (40) 
Popular use of exponential smoothing often involves choosing a value for 
a= 1 -, 6 and a starting value y,. Typical values for a are in the 
range (0.05,0.3] (Ledolter and Abraham, 1984). 
i 
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Appendix 2 
PREPARING THE DAILY SERIES BY DIFFERENCING 
Experiments to prewhiten the series using differencing were carried out at the 
initial stages of this research, as an attempt to use purely the Box Jenkins 
approach to model the data. The series contains two main seasonalities; weekly 
seasonality spanning over a year and annual seasonality. The weekly seasonality 
of the data corresponds to the days of the week, repeating every 52 weeks at 
day 364. The annual seasonality is date driven and is repeated every 365 days 
(the affect of leap years can be omitted from this discussion without loss of 
generality). Data preparations that use differencing to decompose one 
seasonality generally distort the other. For example, Figure 94 represents the 
ACF of the daily demand series seasonally differenced at lag 7, where the 
resulting series is expected to contain a trend and the annual cycle. It can be 
seen in the ACF that the annual cycle peaks at lag 364 instead of the expected 
peak at lag 365 corresponding to the annual seasonality remaining in the data. 
When the trend of the series is decomposed with differencing (i. e. the series is 
now differenced and seasonally differenced at lag 7), the weekly seasonality 
and trend are decomposed (Figure 95) leaving the series fairly close to 
stationarity when inspected at the first few lags. However, the annual 
seasonality of the series becomes distorted since, as can be noted in Figure 96, 
the annual seasonality peaks at lag 364. 
On the other hand, first order and seasonal differencing at lag 365 rids the 
series from the trend and annual seasonality, as can be seen in Figure 97 which 
represents the ACF of the resulting series where the ACF at lags 365 and 730 
are not significant. The weekly seasonality can still be seen in the data as 
significant spikes at lags 7 and its multiples. Adding seasonal differencing at lag 
7 to this series, to decompose the weekly seasonality, renders the series fairly 
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close to stationarity at the initial lags (Figure 98) but reintroduces the annual 
seasonality at lag 365, even though the seasonal differencing at lag 365 
decomposes it (as demonstrated above in Figure 97). Figure 98 also 
demonstrates the distorting effect of the two seasonal differencing operations 
at the seasonal level, where the ACF at both lags 364 and 365 is significant. As 
an investigative step, a Box Jenkins model was fitted to the differenced and 
seasonally differenced data at lags 7 and 365 to investigate whether the 
compound effect of the model terms model the distorted seasonality of the 
series. Figure 99 represent the SAS output for the estimated parameters of this 
investigative model and the model obtained from this analysis. The errors 
from the model still display significant autocorrelations at lags 364 and its 
multiples, as can be seen in the ACF of the investigative model errors in Figure 
100. 
As this indicates seasonality at the 52 weekly level (Le. 364 days), the data was 
further seasonally differenced at lag 364 to decompose this seasonality. Figure 
101 represents the ACF of the first order and seasonally differenced series at 
lags 7,364 and 365. It can be noted from the graph that at the first annual 
cycle, the ACF is significant at lags 364 and 365, even though seasonal 
differencing at lag 365 decomposes that cycle as demonstrated earlier. Further, 
at the second annual cycle, the ACF is significant at lag 729 that is not a 
multiple of any of the annual cycles in the data. 
Therefore, strict linear differencing as a data preparation procedure for the 
daily demand series failed to transform the data to stationarity, close to 
stationarity or to produce a series with logical correlations for an ARMA or 
other approach to model. 
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Lag Corr. Std Error 
343 0.00956 . 
I. 0.051679 
344 -. 02447 0.051680 
345 -. 04015 .* 
I. 0.051684 
346 -. 06566 .* I. 0.051695 347 -. 08790 "* I. 0.051724 
348 -. 10319 "* I. 0.051776 
349 -. 14302 0.051848 
350 -. 17841 f"" 0.051987 
351 -. 18689 """* I. 0.052201 
352 -. 19789 """* ý. 0.052435 
353 -. 20984 """" ý. 0.052697 
354 -. 19800 "'" I. 0.052989 
355 -. 18813 *"" I. 0.053248 
356 -. 15934 "*" I. 0.053481 
357 -. 13589 "*" I. 0.053648 
358 -. 03589 ." ý. 0.053768 359 0.06105 . ý'. I 0.053777 
360 0.17770 " "" 0.053801 
361 0.27081 " "" 0.054007 
362 0.36238 ý ""*"""' 0.054481 
363 0.46032 ý """"*"""* 0.055321 
364 0.57867 I ffffffffffff 0.056649 
365 0.53695 ý """"*"""""" ( 0.058687 
366 0.48963 ý *****. """" ( 0.060387 
367 0.42003 I "'"""" 0.061765 
368 0.34430 I """"""" 0.062759 
369 0.26125 II "*"** 0.063419 
370 0.17305 ý """ 0.063796 
371 0.06388 ý '. 0.063960 
372 -. 00098 0.063983 
373 -. 06361 0.063983 
374 -. 11464 ( . *"ý 0.064005 
375 -. 15581 "'"ý 0.064077 
376 -. 18085 f""'ý 0.064210 
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Figure 94 
ACF of seasonally differenced daily data at 7. Graph reveals the trend of the series. Also demonstrates 
the effect of weekly differencing on the annual seasonality as the seasonality pattern peeks at lag 34. 
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Figure 95 
ACF of first order and seasonally differenced daily data at 7. Differencing decomposed the trend and 
the weekly seasonality is evident from the significant ACF values at lags 7 and 14. 
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Figure 96 
ACF of first order and seasonally differenced daily series at 7. The significant ACF value at lag 34 
demonstrates the distorting effect of weekly differencing on annual seasonality 
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Figure 97 
ACF of first order and seasonally differenced daily data at 365. The annual 
seasonality of the data is decomposed by this transformation since the ACF at 
lag 365 and 730 are not significant. Weekly seasonality is still present in the 
data 
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Figure 98 
ACF of first order and seasonally differenced daily data at 7 and 365. The compound effect of the two 
seasonal differencing is evident from the significant values of the ACF around lag 365 and the 
significant value of the ACF at lag 365 in contrast with analysis in Figure 97 where the annual 
seasonality was decomposed by the seasonal differencing at 365. 
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Parameter Estimate Error t Value Pr > Itl Lag 
MA1,1 0.87351 0.01515 57.67 c. 0001 1 
MA2,1 0.93868 0.0074228 126.46 c. 0001 7 
MA3,1 0.67555 0.01624 41.60 c. 0001 365 
AR1,1 0.46581 0.02667 17.47 c. 0001 1 
(1- 0.466B) y, = (1- 0.676B365)(1- 0.939B7)(1- 0.874B)er 
where 
Yr = V365V7V} 
Y is the daily demand series. 
Figure 99 
Parameter estimates and model from an investigative Box Jenkins 
modelling experiment on the daily series 
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Figure 100 
ACF of the errors from the investigative Box-Jenkins modelling experiment of the daily data. The 
significant values of the ACF at the first few lags indicate model inadequacy. The significant ACF 
values at lags 364 and 728 (as opposed to the annual lags and 365 and 730) resulting from the 
compound effect of the two seasonal differencing demonstrate the failure of the Box Jenkins data 
preparation approach. 
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Figure 101 
ACP of Diffcreneed and seasonally differenced series at 7,364 and 365. Applying weekday related 
differencing at 364 adds distortion to the seasonal relationships rendering the series unsuitable for 
ARNIA modelling. 
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Appendix 3 
PROCEDURES APPLIED IN BUILDING PARIMA MODELS 
1 Crude Seasonal Decomposition 
This method was used to estimate the weekly profile of the daily data in 
Section 7.2.4.2. Crude Seasonal Decomposition and moving average 
procedures are described is detail in (Hamilton, 1996; Kendall and Ord, 
1990) and (Brockwell and Davis, 1996). Here, we will provide a brief 
introduction. 
Crude Seasonal Decomposition assumes that general model of the data, 
for a seasonal period d, is specified as: 
Y =mt+st+Xt, t=1, """, n, (1) 
such that E(X, ) = 01 sr+d = s, and J, , s; = 
0. where mt is the trend and 
s1 is the seasonal components at time t. Y is the value of the process and 
X, is the de-trended and de-seasonalised process at time t. 
For the set of observed data, y1, y2, -.., y,,, the Crude Seasonal 
Decomposition method -starts with estimating the trend by applying a 
moving average filter chosen to eliminate the seasonal component and to 
dampen the noise. If the seasonal period, d is odd (say d= 2q + 1, q an 
integer), the trend of the observed series, m, , is estimated as: 
9 
mý=1: y, _;, 
q+1<_t<_n d -q. (2) 
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When d is even, At is estimated as a weighted average using the weights 
[0.5,1,..., 1,0.5]. 
The second step is estimating the seasonal component. For each 
k =1, ---, d, the average, COk , of the deviations 
((y*+w - thk+; d ), q+1: 5 k+ id -< n- q) 
is calculated. As these averages do 
not sum to zero, the seasonal component, sk is estimated as 
d ;., 
and sk =sk_d, k>d. 
Hence, the de-seasonalised data, y, is then defined to be the original series 
with the estimated seasonal components decomposed, i. e., 
Yr (4) 
2 The Levenberg-Marquardt Optimisation Algorithm 
This section introduces the Levenberg-Marquardt optimisation algorithm 
that is used in estimating the parameters of the Profiles. Most of the topics 
presented here are discussed in (Finschi, 1996; Golden, 1996; StatSoft, 
2002). 
The Levenberg-Marquardt (LM) is a least-squares driven parameter 
optimisation algorithm. It is an efficient algorithm for solving small scale 
practical non-linear optimisation problems. The LM algorithm can be seen 
as a variation of an iterative optimisation algorithm known as the Newton 
Optimisation Procedure. Therefore, this discussion will be developed by 
introducing the general problem, the Newton Procedure and progressing 
to introduce the LM algorithm. 
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The general form of the optimisation problem the LM algorithm solves is 
as follows. Given a vector relationship of the form Y=f (X), where X 
and Y are vectors of not necessarily similar dimensions. 
The LM algorithm aims to find a vector of values, x, satisfying 
y=f (x) +e for which IIe (I is minimal. 
where y and x are observed vectors. 
2.1 The Newton iteration 
Newton's approach starts from an initial value xo and refines this value 
using the assumption that f is locally linear. A first order approximation 
of f (xo + A) yields: 
f(xo+A)= f(xo)+JA (5) 
where J is the Jacobian matrix and 0 represents a small displacement. 
Under these assumptions, minimizing e= eo - JO can be solved through 
linear least-squares. A simple derivation of this equation yields 
N0=JTJA=JTe (6) 
This equation is known as the normal equation. The solution to the 
problem is found by starting from an initial solution and refining it based 
on successive iterations, such that 
xi+1 =xi+Ai (7) 
with L being the solution of the normal equation (6) evaluated at xi. 
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The convergence of this algorithm to the optimum solution is generally 
reliant on the selection of the initial value, xo . Therefore, it is possible for 
this algorithm to produce local minimum solutions or not converge at all. 
2.2 The Levenberg-Marquardt iteration 
The Levenberg-Marquardt iteration is a variation on the Newton iteration 
above. Here, the normal equations in (6) are augmented to 
N'0=J Te i8) 
where NÜ = (1 + 8, ýý, )N; ý with 8, the Kronecker delta. 
The value % is initialized to a small value (e. g. 10-'). If the value obtained 
for A reduces the error, the increment is accepted and A is divided by 10 
before the next iteration. On the other hand, if the error increases then A 
is multiplied by 10, and the augmented normal equations are solved again. 
This procedure is repeated until an increment is obtained that reduces the 
error. The convergence of the algorithm is imminent, since for a large % 
the method approaches a steepest descent. 
Therefore, Levenberg-Marquardt works by making the assumption that 
the underlying function being modelled is linear. Based on this calculation, 
the minimum can be determined exactly in a single step. The calculated 
minimum is tested, and if the error there is lower, the algorithm updates 
the estimates to the new point. This process is repeated iteratively on each 
estimate. Since the linear assumption is not strongly founded, it can easily 
lead to estimates that are inferior to the current one. However, The 
Levenberg-Marquardt algorithm determines the new point as a 
compromise between a step in the direction of the steepest descent of 
estimates and the above-mentioned leap. Successful steps are accepted and 
lead to a strengthening of the linearity assumption (which is approximately 
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IN. 
true near to a minimum). Unsuccessful steps are rejected and lead to a 
more cautious downhill step. Thus, Levenberg-Marquardt continuously 
switches its approach; it can make quick progress and is guaranteed to 
converge if a minimum exists. 
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