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A combined linear-response–frozen electron-density model has been implemented in a
molecular-dynamics scheme derived from an extended Lagrangian formalism. This approach is
based on a partition of the electronic charge distribution into a frozen region described by
Kim-Gordon theory J. Chem. Phys. 56, 3122 1972; J. Chem. Phys. 60, 1842 1974 and a
response contribution determined by the instantaneous ionic configuration of the system. The
method is free from empirical pair potentials and the parametrization protocol involves only
calculations on properly chosen subsystems. We apply this method to a series of alkali halides in
different physical phases and are able to reproduce experimental structural and thermodynamic
properties with an accuracy comparable to Kohn-Sham density-functional calculations. © 2005
American Institute of Physics. DOI: 10.1063/1.2001637
I. INTRODUCTION
One of the goals in atomistic computer simulations is to
enlarge both the time and length scale of simulations without
compromising accuracy. Due to the high computational cost
of ab initio techniques, empirical interaction models are
adopted in the study of chemical and physical problems of
large-scale systems. However, the widely accepted pairwise
additivity approximation leads to computationally efficient
algorithms at the price of transferability. For this reason the
formulation of new methodologies aimed at combining the
advantages of both ab initio and empirical techniques is a
very active area of research.1–13
We recently proposed a molecular-dynamics MD
implementation of an ab initio parametrized polarizable
force field PFF.14 In this method, which may be considered
an extension of the chemical-potential equalization
scheme,15–18 the total density of the system was defined as
the sum of a reference 0 and a response density . The
formulation was derived from a second-order expansion of
the energy functional in terms of  and the change in the
external potential, . Polarization effects were described via
a density-functional theory DFT derived treatment of the
response density and the corresponding fictitious dynamical
variables propagated in time using an extended Lagrangian
formalism.19 This method proved to be stable and computa-
tionally efficient.14 A single parametrization of the model
provided a satisfactory description of different physical
phases of LiI, a system with known polarization effects. A
limitation of the model is that the nonelectrostatic energy
contributions due to 0 are described by a pairwise Born-
Mayer-like term. The parametrization of this pair potential
was performed by a least-squares fit to ionic forces collected
from ab initio MD simulations.19 Due to the extensive con-
figuration sampling required by such a “force-matching” pro-
cedure, application of the PFF model to chemically complex
systems is not straightforward.20
Here we present a related approach, based on a linear-
response formulation of polarization effects, that avoids the
use of pair potentials while keeping the computational cost at
a minimum. This improved methodology treats the total un-
perturbed electronic reference density 0 in a frozen electron-
gas framework. In analogy with the Kim-Gordon theory,21,22
the energy of 0 defined as the superposition of frozen ref-
erence densities of subsystems is calculated via the density-
functional theory of the inhomogeneous electron gas. Thus,
no pairwise additivity of the forces among subsystems is
assumed, and no force-matching procedure on the specific
system under study is needed.
Frozen-density-based schemes have a long history. In the
original Kim-Gordon KG model21 potential-energy sur-
faces of interacting closed-shell fragments were calculated
with a nonvariational approach. Simple additivity of indi-
vidual electronic densities was assumed, i.e., no rearrange-
ment of the subsystem charge distribution with respect to the
vacuum density takes place upon interaction with other sub-
systems. Frozen densities were obtained from Hartree-Fock
calculations, and both the kinetic-energy KE and exchange-
correlation XC energy terms were treated by local-density
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approximations. The KG theory could not describe the rear-
rangement of electronic density characterizing the formation
of chemical bonds between open-shell systems, but it proved
to be accurate when applied to noble gas atoms. However,
further studies showed that the good performance of the KG
model was, in fact, due to a cancelation of errors between the
KE and XC contributions.23 The construction of more accu-
rate energy functionals stimulated the formulation of new
computational schemes exploiting and extending the original
idea of KG.24–39 Specifically, Wesolowski and co-workers
proposed a hybrid Kohn-Sham electron-gas approach, based
on a self-consistent treatment of “freezing” and “thawing”
the electronic density of properly chosen fragments.32–37
Such a Kohn-Sham constrained electron-density KSCED
formalism is based on the variational principle, thus avoiding
the limitation of frozen subsystem densities.
Barker and Sprik have recently presented a molecular-
dynamics implementation of the electron-gas model applied
to liquid water and were able to satisfactorily reproduce ex-
perimental structural data.39 At difference with the original
KG theory, the subsystem frozen charge distributions were
no longer taken from isolated molecules but adapted to the
condensed phase environment. In particular, the model den-
sity of water molecules was adjusted to match the average
H2O dipole moment in liquid water.40 Moreover, assuming
that only valence electrons significantly contribute to inter-
actions among closed-shell molecules, all-electron densities
have been replaced by smoother frozen pseudodensities
which match the true charge distribution only in the valence
region. In order to ensure the correct charge balance, the full
ionic charges were replaced by point nuclear pseudocharges.
Removal of the core electronic distributions, characterized
by a steep radial dependence, facilitates computational effi-
ciency.
The methodology presented here is a compromise be-
tween the KSCED and the pure frozen density molecular-
dynamics schemes. In analogy with the Barker-Sprik ap-
proach, we have defined 0 as the valence electronic charge
distribution of a reference system.39 Optimal pseudized va-
lence densities of subsystems are obtained from KS-DFT cal-
culations and kept frozen along the simulations. Interaction
with the core is described by a novel-type of local atomic
pseudopotentials. All the modifications of the charge distri-
bution due to polarization are accounted for by a response
density , modeled as a superposition of subsystem re-
sponse basis functions.14 Density response coefficients de-
pend on the instantaneous ionic configuration and are al-
lowed to vary in response to changes in the chemical
environment. The method has been tested by performing ex-
tensive simulations on a series of alkali halides in different
physical phases and comparing the calculated properties with
both experimental data and ab initio calculations. The imple-
mentation of the method is available through the open source
project CP2K.41
II. METHOD
A. Energy
The system under consideration is built from a set of N
interacting subsystems atoms, molecules, or closed-shell
ions, and their electronic charge distribution r is defined
as the sum of a frozen contribution 0 and a response density
,
r = 0r + r = 
A
A
0r + Ar . 1
Additivity of both reference and response densities is as-
sumed, i.e., the total density is the superposition of indi-
vidual subsystem densities. The A
0
’s are optimum frozen
pseudodensities modeling after the valence charge distribu-
tion of each individual subsystem. Thus, in the present for-
mulation 0r represents the total valence density of the
reference system. We start from the energy functional of the
system,
E, = F + rrdr + VNN, 2
where F is a functional of the density, VNN the nuclear-
nuclear interaction energy and r an external potential. Un-
der the assumptions that no external field is present and that
0 is the valence electronic reference density, only the ionic
pseudocharges and the core electrons contribute to r. Ex-
panding this functional up to second order in  and , the
following expression is obtained Eq. 16 of Ref. 14:
E0, = FSR0 + rrdr + VNN
+
1
2   rrr − r drdr
+ FSR0
r
rdr +
1
2   r
 2FSR0
rr
	rdrdr. 3
The basic equations of the present model can be derived
starting from this expression and the charge conservation,
namely,
 rdr = 0. 4
As in Ref. 14, the response density is obtained from the
linear-response-DFT calculations,42–45 on an isolated sub-
system and expanded in a finite basis set of atom-centered
functions
Ar = 
i
cii
Ar 5
with the property
 iArdr = 0. 6
Expression 3 reduces to the Kim-Gordon model with
pseudized densities when the density response is set to zero
=0. The A
0
’s are linear combinations of localized func-
tions reproducing the Kohn-Sham valence electronic density
of the individual subsystem. Cartesian Gaussian functions
have been chosen as basis functions for both the frozen and
074108-2 Tabacchi, Hutter, and Mundy J. Chem. Phys. 123, 074108 2005
 Reuse of AIP Publishing content is subject to the terms: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to  IP:  130.60.47.22 On: Fri, 20 May 2016
10:56:35
the response densities. FSR is the sum of a kinetic-energy
functional e.g., Thomas-Fermi TTF and an exchange-
correlation functional EXC
FSR = TTF + EXC . 7
In the present study, the local-density approximation LDA
exchange-correlation functional was used.
In the following we will assume that FSR is a local func-
tional of the density. Equation 3 can be rearranged to
E0, = FSR0 + rSRps rdr − Eself + Eovlp
+
1
2   
trtr
r − r
drdr + FSR
1 + FSR
2 ,
8
where the total charge density tr is defined by
tr = 0r + cr + r , 9
and the shorthand notations
FSR
1 = FSR rdr =  FSRr	=0rdr ,
FSR
2 =
1
2  FSR rdr
=
1
2  r 
2FSR
2r
	
=0
rdr 10
have been introduced. Using a normalized Gaussian core
charge distribution with width A
c for the calculation of the
Coulomb term results in
Eself = 
A
ZA
2 Ac2	
1/2
, 11
Eovlp = 
BA
ZAZB
RA − RB
erfc RA − RB
A−1 + B−1	 . 12
Here erfc denotes the complementary error function. Finally,
SR
ps r is the short-range part of the external potential after
the subtraction of the Coulomb potential associated with the
Gaussian core charges.
The total energy of the system is calculated solving Eq.
8 for r. We replace r with its finite basis-set ex-
pression to obtain the energy as a function of the expansion
coefficients ci. Minimization with respect to the ci pro-
vides the optimal coefficients that determine the density re-
sponse due to the interacting subsystems, and thus the polar-
ization effects in the system. The coefficients ci are then
propagated in time using an extended Lagrangian scheme.
The molecular-dynamics implementation closely follows the
procedure reported in Ref. 14. A Nosé-Hoover thermostat is
applied to the coefficients in order to avoid energy transfer
between ionic and fictitious degrees of freedom.46,47 Thus,
our new formulation leads to a polarizable model which fully
avoids the pair-potential approximation and where all param-
eters are derived from DFT or linear response LR DFT
calculations on the individual subsystems.
B. Forces
A molecular-dynamics implementation of the pseudized
Kim-Gordon response density PKGRD model requires the
calculation of forces on both ions and coefficients at each
time step. The forces on the density response coefficients are
given by
−
E
ci
= − drVcoulr + SRps r + FSR + FSR ir , 13
where Vcoulr is the Coulomb potential of the total charge
distribution tr. As both the frozen and response densities
are defined as linear combinations of atomic position-
dependent localized functions, the forces on particles will
have Pulay contributions. Moreover, derivation of FSR
2
leads to a term depending on the third derivative of the ker-
nel, namely,
FSR =  2FSR3r	=0r2. 14
The resulting formula for the ionic gradients is quite in-
volved:
 E
RI
	 = Eovlp
RI
+

RI
 0r + r	SRps rdr
+ Vcoulr crRI 	dr + Vcoulr + FSR
+ FSR +
1
2
FSR 	 0rRI 	dr + Vcoulr + FSR
+ FSR  rRI 	dr . 15
Under the condition E /ci=0, the same expression for the
ionic forces would also be obtained in the case of a Born-
Oppenheimer dynamics. In Eq. 15, the first two terms are
calculated analytically in real space, whereas the remaining
terms are evaluated numerically on discrete grids. The ex-
pression for the ionic forces in a reduced pseudo-Kim-
Gordon model i.e., no response density can be easily de-
rived from 15 by setting  to zero.
C. Pseudo and response densities
In analogy with other frozen-density schemes,21,39 opti-
mal pseudodensities should be obtained a priori from an
orbital-based calculation and provided as input for the
PKGRD simulations. Moreover, the explicit treatment of the
density response requires a set of subsystem-centered basis
functions. These response functions i
Ar are calculated via
linear-response KS-DFT in a plane-wave basis and then pro-
jected on a small basis set of smooth primitive Cartesian
Gaussians 	
:
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i
Ar = 


b
,i	
r , 16
where b
 are the contraction coefficients. Basis functions of
both s and p types have been used in order to allow for
description of dipole perturbations see Ref. 14 for details.
A similar procedure has been adopted for the subsystem fro-
zen electronic pseudodensity, A
0r. Due to the use of
pseudopotentials in the plane-wave DFT code, subsystem
densities are already pseudized, exhibiting a smooth radial
dependence. What remains is to project the density onto a set
of Cartesian Gaussian functions
A
0r = 
g=1
nA
qA
gAg

	3/2exp− Ag r − RA2 . 17
The parameters of 0 in Eq. 17 i.e., exponents and coeffi-
cients have been determined by a charge-constrained fit to
the KS pseudodensity using a simplex minimization
algorithm.48 Very accurate fits were obtained using a set of
56 s-type Cartesian Gaussians. As the method has been
applied to alkali halides of type MX, M+ and X− have been
chosen as reference subsystems. Care has been taken to
verify that the calculations on negatively charged species
produce bound states.14 However, at difference with Ref. 14
the anionic isolated subsystem was embedded in an external
parabolic confining potential in order to mimic a condensed
phase environment when obtaining the pseudodensities and
response basis functions.
D. Local pseudopotentials
Assuming that the contribution of core electrons to in-
termolecular interactions is negligible, we have defined A
0r
as the frozen electronic pseudized valence density of sub-
system A. Accordingly, ZA represents its pseudonuclear
charge, when combined with A
0r yields the correct net
charge of the subsystem. The absence of explicit core elec-
trons leads to the problem of defining appropriate pseudopo-
tentials PPs for the model. In contrast with all-electron
schemes, where core electrons are explicitly treated and r
is therefore simply the Coulomb potential associated to the
nuclear charge, the external potential should effectively in-
corporate the interactions with the core electrons. The inclu-
sion of such contribution is crucial for achieving a physically
consistent description of the system. Atomic PPs adopted in
standard KS-DFT are intrinsically nonlocal and cannot be
used in the context of a density-based approach. The same
problem is also faced in orbital-free schemes, where it has
been circumvented using empirical local PP Refs. 49 and
50 or requiring that the local PP should reproduce the Kohn-
Sham energy and electron density of a reference bulk
state.51,52 However, such potentials are generally designed
for bulk metallic systems. We have therefore implemented a
novel procedure to obtain local atomic PP that approximate
the properties of standard nonlocal PP. The same idea has
already been exploited by Troullier and Martins to generate a
fully local PP for silicon.53 The potential parameters mini-
mize the difference between the all-electron and pseudo-
eigenvalues, and charges of all valence electronic states si-
multaneously. Our prescription follows the Goedecker-Teter-
Hutter GTH approach for constructing nonlocal PP.54,55
The analytic form of the local part of GTH PP is optimal for
calculations with Gaussian basis sets. We use the following
generalized form:
r =
− Z
r
erf
0r + 
i=0,N−1
exp− ir2C1 + 2C2ir2
+ 4C3i
2
r4 + 8C4i
3
r6 . 18
Experience has shown that the use of a small set of ’s
typically 3–4 considerably improves the quality of local PP
with respect to the standard form with a single exponent. The
energy contribution of SR
ps can be calculated analytically us-
ing Obara-Saika recursion relations for Gaussian overlap
integrals.56
Not surprisingly, these local pseudopotentials are less ac-
curate than the standard nonlocal GTH PP. Whereas GTH
potentials typically reproduce the eigenvalues and charges of
the occupied states to within 10−6-a.u. Ref. 54 local PP
show discrepancies of 10−3 a.u. A similar level of accuracy
had also been achieved for the local PP of silicon.53 The
validity of the local potentials in the framework of the
present methodology has been thoroughly tested by perform-
ing the PKGRD calculations on both gas-phase molecules
and condensed phase systems.
III. RESULTS AND DISCUSSION
Owing to their relatively simple chemistry and to the
large amount of experimental data available in literature, al-
kali halides have often been chosen as benchmarks for vali-
dating new computational techniques. Following this prac-
tice, we applied the PFF method to lithium iodide.14 The
presence of Li+ and a highly polarizable anion makes this
system an ideal candidate for testing the reliability of a po-
larizable model. We will profit from our experience and ap-
ply the new PKGRD technique to the same LiI model system
as well as others of the MX series. Comparison with the
results of Ref. 14 as well as with the KS-DFT calculations
and experimental data enables us to gain detailed informa-
tion about the performance of the present approach.
All parameters in the PKGRD equations are obtained
from calculations on the individual subsystems. This sug-
gests that the PKGRD method should be less sensitive to
transferability problems compared to standard pairwise em-
pirical potentials. We investigate this issue by performing
calculations on LiCl using the same Li+ parameters adopted
for the LiI system. Moreover, in order to better assess limi-
tations of the model, the relative stability of the B1 and B2
crystal structures of CsCl will be calculated employing the
Cl− parameter set used for LiCl.
Thus, the isolated cation and anion were chosen as ref-
erence subsystems for this case study. The pseudovalence
density of the anions integrates to −8 and the corresponding
pseudonuclear charge is 7. Due to the choice of reference
subsystems, the pseudovalence density of alkali cations
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should be identically zero. However, in the case of Li+, we
have adopted the original GTH semicore PP, which is local.
Therefore, the pseudovalence density of Li+ integrates to −2
and ZLi=3.
The robustness of the method and the quality of our
parametrization of the frozen densities, response basis func-
tions, and PP has been tested by modeling different physical
phases of the aforementioned systems, namely, the MX gas
phase dimers, the liquid phase, and the solid phase in both
the B1 and B2 crystal structures. The average structural
properties of the condensed phases have been investigated by
inspecting the pair-correlation functions obtained from the
MD simulations. Thermodynamic properties of the solid
phases lattice energies, equilibrium cell parameters, and
bulk moduli have been calculated and the relative stability
of the B1/B2 crystal structures examined. For the gas-phase
dimers, potential-energy curves have been obtained.
All calculations described in this work were performed
with local-density functionals, i.e., LDA for XC and the
Thomas-Fermi functional for KE.
For each test case KS-DFT calculations using the LDA
functional were performed as an unbiased reference. The ab
initio calculations have been performed with the plane-wave/
pseudopotential code CPMD.57 In these calculations the GTH
pseudopotentials semicore in the case of Li and an energy
cutoff of 60 Ry were employed. Car-Parrinello simulations
of the condensed phases have been run on relatively small
systems of 32 formula units with periodic boundary condi-
tions for 5 ps. Equations of motion were integrated using a
time step of 7.5 a.u. and a fictitious mass of 1000 a.u. The
size of the cubic simulation cell has been determined using
the experimental values of the cell parameter for the solid
and density for the liquid. The calculations on the gas-phase
dimers were performed on a large cubic supercell a
=15 Å in order to minimize image interactions.
A. The LiI system
A series of iodine local PP were constructed and tested to
estimate the number of parameters required to obtain reliable
results. In general, 3–4 ’s and a total number of parameters
ranging from 6 to 12 lead to accurate and transferable PP for
PKGRD calculations. However, there is no single set of op-
timal PP parameters; rather, different parametrizations of the
potential may lead to results of comparable quality.
The semicore description of Li enforces the use of Gaus-
sians with large exponents, whereas the I− pseudodensity can
be expanded utilizing a set of smoother functions. KS-DFT
calculations were performed on both the free and the “em-
bedded” I− anion. In the latter case, an additional confining
potential of radius of 5.25 a.u. was employed. The chosen
value is of the order of the Li–I separation in the B1 crystal
phase.
A basis of s- and p-type response functions for I− and s
functions for Li+ were used. The Li+ Ar’s and the p-type
functions of I− without confining potentials are the ones
adopted in the PFF scheme,14 whereas the s-type I− function
has been parametrized using smoother Gaussians. In the case
of “embedded” I−, test calculations have shown that p-type
functions alone can well describe density response effects.
The parameters of the subsystems PPs, frozen pseudodensi-
ties, and response basis functions i.e., basis set exponents
and coefficients adopted without any modifications are col-
lected in Tables I, II, and III, respectively.
Tests on gas-phase molecules help in assessing the accu-
racy and transferability of the PKGRD approach. Potential-
TABLE I. Parameters of the local atomic pseudopotentials adopted in the present calculations.
Z n i C1 C2 C3 C4
Li
ps 3 1 3.125 −14.034 87 9.553 47 −1.766 49 0.084 37
IA
ps 7 3 2.0 69.987 73
2.082 46 −82.820 45
1.905 48 24.966 83
IB
ps 7 4 2.0 4284.030 58 −36.021 82
2.082 46 −246.121 01
1.905 48 −1045.290 31
2.091 94 −2995.862 11
Cl
ps 7 4 2.282 86 11.845 44 2.875 87
2.170 14 3.784 43 −9.160 80
2.362 95 29.198 50 −2.536 80
2.425 82 1.717 35 −0.167 01
Cs1
ps 1 4 0.394 36 11.632 39 −14.616 57
0.413 22 13.222 64 18.821 46
0.542 54 −2.925 40 −10.403 24
0.378 07 −0.969 28 −0.881 30
Cs9
ps 9 4 1.664 98 12.317 61 −5.531 99
2.170 14 18.718 17 −7.886 28
3.858 02 22.761 44 19.947 43
0.856 61 0.791 39 1.439 08
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energy curves have been obtained for the LiI dimer for a
series of interatomic distances. Both the “bare” set A and
the embedded set B parameters for I− have been tested with
both the PKGRD- and KG-like methods. These energy
curves are plotted together with the reference KS-DFT cal-
culation in Fig. 1. All curves compare reasonably well to the
KS-DFT reference, a rather surprising result for frozen-
density methods. These results also provide evidence of the
transferability of the local PP. In fact, the PP was constructed
for the neutral iodine atom and can rather successfully re-
produce the potential-energy surface of a system with the
negatively charged species present. Looking in more detail, it
can be seen that with the simple KG method and the bare
iodine parameters, the KS-DFT minimum-energy distance
rmin=2.38 Å is correctly predicted and the depth of the
minimum is about 0.02 a.u. less than the KS-DFT reference.
Better agreement with the value of the binding energy at the
equilibrium distance is obtained with PKGRD and using the
embedded I− parametrization. However, these curves are
softer than the KS-DFT reference curve at short distances
and slightly underestimate the equilibrium Li–I separation.
Such a result could be due to the use of the Thomas-Fermi
kinetic-energy functional. KSCED calculations on hydrogen-
bonded dimers have shown that the use of more accurate
GGA kinetic-energy functionals may produce more accurate
values of the binding energy and the equilibrium
separation.58 For interatomic distances larger than rmin, all
models predict binding energies less negative than the refer-
ence KS-DFT energy curve. This feature is common in
frozen-density, nonvariational calculations and may be attrib-
uted to the fact that these approaches cannot account for net
changes in the subsystem charge distributions upon modifi-
cations of the chemical environment.32,39 The inclusion of
polarization effects through response densities partially cir-
cumvents this limitation. Overall, the level of agreement is
about the same as that obtained by the PFF calculations14
with the advantage that no readjustment of parameters is
needed in passing from the gas-phase molecule to the con-
densed phase systems.
We now turn to the results of the KG/PKGRD simula-
tions on the liquid and the solid phases. In both cases, MD
simulations have been performed on the same model systems
as used for the KS-DFT reference simulations. Equations of
motions were integrated using time steps of 1.0 and 0.6 fs for
the KG and PKGRD runs, respectively. After equilibration,
each simulation was run for 30 ps to obtain adequate sta-
tistics for the structural properties. Due to the presence of the
semicore Li density, a cutoff of 120 Ry had to be used.
Liquid phase simulations were performed in the NVT
ensemble, T=800 K utilizing Nosé-Hoover chain thermo-
stats, in a periodic box of size L=13.5 Å.59 Fictitious degrees
of freedom were thermostated at a temperature of 2 K. The
radial distribution functions RDFs calculated from the four
trajectories and the KS-DFT reference are reported in Fig. 2.
TABLE II. Parameters of subsystem frozen densities adopted in the calculations. : exponents of the primitive
Cartesian Gaussians; q: contraction coefficients.
Li,
s
0 4.1
qLi,
s
0
−2.0
IA,
s
0 1.0 0.8 0.6 0.4 0.2
qIA,
s
0
−15.2433 47.6878 −47.7377 15.2834 −7.9901
IB,
s
0 2.0923 2.0586 2.0559 0.3936 0.1563
qIB,
s
0 1465.1215 −20 187.7367 18 724.8412 −6.8565 −3.3696
Cl,
s
0 2.6442 2.6425 2.4859 0.570 4 0.2034
qCl,
s
0
−11 405.6830 11 529.5248 −123.2871 −6.147 23 −2.4074
Cs9,
s
0 2.2480 2.2483 1.7265 0.9270 0.3520
qCs9,
s
0
−20 809.5829 20 788.3214 29.4320 −8.9045 −7.2660
TABLE III. Parameters of subsystem basis functions for the density response adopted in the calculations.
: exponents of the primitive Cartesian Gaussians; b: contraction coefficients.
Li,s 0.1 0.5 1.0 2.0 4.0
bLi,s −0.000 368 0.038 00 −0.1619 0.5437 −0.941
IA,s 1.0 0.8 0.6 0.4 0.2
bIA,s 0.2118 −0.5534 0.6636 −0.3663 0.052 09
IA,p 0.368 1.041
bIA,p 0.023 44 0.117 5
IB,p 0.938 89 0.305 91
bIB,p 0.110 517 0.014 045
Cl,p 2.194 105 0.120 755
bCl,p 0.636 226 0.057 189
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All models predict that Li–Li pair-correlation functions
are more structured than the KS-DFT reference. This is ex-
pected and we interpret the broadening at short Li–Li dis-
tances in the KS-DFT RDF as due to multicenter bonds with
charge transfer from I− to Li+, thus allowing the cations to
approach each other at distances significantly shorter than
the first peak position.14 The representation of such charge-
transfer interaction is beyond the scope of the present frozen-
density computational scheme.
We observe that the inclusion of polarization effects im-
proves the Li–Li RDF with respect to the bare frozen-density
scheme. All models underestimate the position of the first
peak in I–I RDF by about 0.2 Å. However, with the excep-
tion of the KG-like scheme with the bare I− set, the shape
and height of the peak are rather well reproduced by the
simulations. The Li–I RDF compare more favorably, even
though the height of the first peak is slightly overestimated.
Quite surprisingly, the simulation performed without polar-
ization correction and with the I−A parameter set, correctly
predicts the first peak position 2.65 Å. In the previous
study on LiI a slightly better representation of the unlike-ion
RDF was achieved.14 However, recall that the parametriza-
tion of the RDF was based on a KS-DFT simulation on the
LiI melt, whereas in the present simulation no direct infor-
mation about the liquid phase system is contained in the
parameter set.
The results of the KG/PKGRD simulations on the solid
phase system were obtained at 300 K L=12.02 Å Ref.
59. Once again information on structural data is gained by
comparing RDFs. Figure 3 shows that both parametrizations
reproduce the KG-DFT MD results rather well. In particular,
the PKGRD I–I and Li–I RDFs lie on top of the KS-DFT
reference; only the height of the Li–Li RDF peak is slightly
overestimated. As expected, the pseudo-KG model with the
I−A parameters exhibits the largest differences. However,
the use of the simple KG model in conjunction with the
I−B parameters still leads to a satisfactory agreement. Gen-
erally we see that the use of response functions as a tool to
model polarization effects improves the structural description
of the solid LiI phase. In addition, the accuracy level
achieved by PKGRD in reproducing KS-DFT MD is in this
case significantly better than PFF.14 Remarkably, the
PKGRD results obtained using the two sets of I− parameters
are very similar to each other indicating that the subsystem
parametrization procedure is flexible enough to allow for dif-
FIG. 1. Potential-energy curves for the gas-phase LiI molecule. The refer-
ence KS-DFT curve is represented by open diamonds. Open triangles: KG,
with I−A parameter set see Table I; Filled triangles: PKGRD, with I−A
parameter set; Filled circles: KG, with I−B parameter set; Open squares:
PKGRD, with I−B parameter set.
FIG. 2. Radial distribution functions from KG/PKGRD molecular-dynamics
simulations for liquid LiI. Reference results from the KS-DFT simulations
are also shown thick solid line. Long-dashed line: KG, with I−A param-
eter set see Table I; Dotted line: PKGRD, with I−A parameter set;
Dashed line: KG, with I−B parameter set; Dot-dashed line: PKGRD, with
I−B parameter set.
FIG. 3. Radial distribution functions from KG/PKGRD molecular-dynamics
simulations for solid LiI. Reference results from the KS-DFT simulations
are also shown thick solid line. Long-dashed line: KG, with I−A param-
eter set see Table I; Dotted line: PKGRD, with I−A parameter set;
Dashed line: KG, with I−B parameter set; Dot-dashed line: PKGRD, with
I−B parameter set.
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ferent choices of frozen densities, response functions, and
PP, all leading to good overall representations of the investi-
gated system. This could suggest that in the case of more
complex systems, the construction of a proper parameter set
should not be too difficult.
The data discussed so far represent indeed a strong indi-
cation in favor of the ability of the present model to repro-
duce KS-DFT results when polarization effects without
charge transfer play a dominant role. Comparison of repre-
sentative thermodynamic properties with experimental and
other ab initio data may be of further help in assessing its
reliability in a wider context.
The procedures for calculating thermodynamic proper-
ties were reported in Ref. 14. For better accuracy, larger
simulation systems composed of 108 and 125 formula units
were used for the B1 and B2 phases, respectively. The cal-
culated properties are collected in Table IV, together with the
correspondent KS-DFT results. Besides the reference KS-
DFT-LDA calculations, KS-DFT calculations with a
gradient-corrected functional BLYP Refs. 60 and 61 were
also performed for this system. In line with previous
studies,62,63 the well-known tendency of LDA to overbind
leads to a shorter lattice constant and a larger bulk modulus
with respect to experiment, whereas KS-DFT-BLYP slightly
overestimates the lattice parameter 3% and predicts a
smaller bulk modulus 11%.
In general, the comparison of the PKGRD thermody-
namic quantities with both the experimental and KS-DFT-
LDA values is very satisfactory. We now discuss the data in
Table IV in more detail. First of all, both I− parametrizations
correctly predict that LiI crystallizes in the B1 i.e., NaCl
structure. Such a result had been also achieved by the PFF
model, however, with a value of the cell parameter signifi-
cantly larger 12% than in experiment.14 From the stability
curve of the B1 crystal structure the equilibrium lattice con-
stant, the lattice energy, and the bulk moduli have been cal-
culated. With the present model errors on cell parameters and
lattice energies are of the order of 2%–5%, i.e., of a quality
comparable to KS-DFT-LDA calculations. Errors on the bulk
moduli are larger, suggesting that the approximation of fro-
zen valence pseudodensities may be inappropriate for an ad-
equate description of the system under compression, i.e., the
distortions of the electronic density may be too large to be
treated by a linear-response theory. However, the value of the
bulk moduli improves using the parameter set corresponding
to the embedded I−. This should not be surprising, as the
frozen valence density calculated for the bare anion is prob-
ably too diffuse to successfully reproduce the behavior of the
crystal under pressure.
B. LiCl and CsCl
The LiCl and CsCl alkali halides have been the subject
of a large number of studies performed with a wide variety
of techniques, ranging from simple empirical force fields to
fully ab initio calculations.62–70 A thorough comparison of
our results with previous work in this area would be a diffi-
cult and lengthy task, and is beyond the scope of the present
paper. Thus, the discussion will be focused on establishing
how closely our methodology can approximate KS-DFT re-
sults on the condensed phases and whether a reasonably
good agreement with a subset of experimental thermody-
namic properties can be achieved. In this series of applica-
tions, our main goal is to assess the transferability of the
subsystem parameter sets.
Frozen pseudodensities and basis functions for density
response were determined by DFT and LR-DFT calculations
on Cl−, using a confining potential of radius 4.75 a.u. The
potential-energy curves calculated for the gas-phase LiCl
systems are reported in Fig. 4. Both the KG and PKGRD
curves are softer than the KS-DFT reference at short dis-
tances. In both cases, the interatomic distance corresponding
to the energy minimum is slightly underestimated by
0.1 Å. With the employed subsystem parameters, the
binding energy at the equilibrium separation calculated with
the frozen-pseudodensity scheme agrees well with the KS-
DFT value, whereas PKGRD overemphasizes the energy
depth by about 0.01 a.u. Therefore, a simple KG-like scheme
is able to reproduce the KS-DFT potential-energy curve of
this gas-phase molecule better than PKGRD scheme.
The simulation temperature 920 K and the size of the
MD supercell 11.50 Å for the liquid phase were the same
as adopted in the corresponding reference KS-DFT simula-
tion. As in the case of liquid LiI, the comparison of the
calculated RDFs with the corresponding reference Fig. 5
shows the largest differences in the Li–Li RDFs which are
overstructured. Agreement with the KS-DFT results is better
for the Cl–Cl and Li–Cl pair-correlation functions.
TABLE IV. Calculated and experimental lattice parameters, lattice energies,
B2/B1 energy differences, and bulk moduli in LiI.
aB1
Å
EB1
lat
a.u.
EB2−B1
a.u.
B
GPa
PKGRDA 5.65 0.281 0.0143 32.0
KGA 5.72 0.269 0.0124 31.9
PKGRDB 5.70 0.278 0.0144 29.3
KGB 5.70 0.277 0.0144 30.0
KS-DFT-LDA 5.84 0.299 25.7
KS-DFT-BLYP 6.13 0.270 21.4
Expt. 5.95a 0.286b 24.0c
aFrom Ref. 74.
bFrom Ref. 75.
cFrom Ref. 76.
FIG. 4. Potential-energy curves for the gas-phase LiCl molecule. The refer-
ence KS-DFT curve is represented by open diamonds. Filled squares: KG;
open circles: PKGRD.
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MD simulations of LiCl in the B1 crystal phase were
performed at T=300 K using a cubic supercell of size L
=10.16 Å. RDFs obtained from a 50-ps trajectory are re-
ported in Fig. 6. It is evident that KS-DFT MD results are
nicely reproduced by both methods, in particular, the
PKGRD RDFs can be considered a very good approxima-
tion.
Unlike the gas-phase molecule, inclusion of response
densities for LiCl leads to structural properties of condensed
phases in better agreement with KS-DFT MD. The good per-
formance of the frozen-density approach without response
densities, first highlighted in the case of the isolated LiCl
molecule, is, however, confirmed by the results obtained on
the condensed phase systems. This might be due to the fact
that in this system polarization is less relevant than in LiI,
being Cl− a smaller and less polarizable anion. Therefore a
suitable choice of the frozen density of Cl− and good local
pseudopotentials may be sufficient to achieve an accurate
description of different LiCl phases.
A sensitive test of any computational technique aimed at
simulating condensed phase systems is its ability to predict
the relative stability of different crystal structures. The crys-
tal structure B1 experimentally found for LiCl is correctly
predicted by both the frozen-density and PKGRD ap-
proaches. Moreover the calculated thermodynamic properties
Table V are in very good agreement with the corresponding
KS-DFT values; in particular, in the case of cell parameters,
the difference can hardly be regarded as significant. Com-
parison with experiment can be considered satisfactory as
well, even though the bulk moduli are overestimated by
about 25%, as it was in the case of LiI. Overall, recalling that
the same PP, frozen density, and response basis functions for
the Li+ subsystem have been used in all the calculations per-
formed on both the LiI and LiCl systems, the good results
obtained by both schemes indicate that subsystem parameters
are transferable within the alkali halide series.
Due to the very small energy difference between the B1
and the B2 structures 1.3 Kcal/mol of CsCl, an attempt to
reproduce experiment is challenging. Among the wide family
of solid-state theories applied to alkali halides, only few
methods have been able to achieve the correct B2 crystal
structure bearing the name of this salt see, e.g., Refs. 66 and
68. A detailed explanation of the reasons determining the
thermodynamic stability of the B2 over the B1 phase in CsCl
can be found in the works of Pyper.68,69 Here we take this
system simply as a particularly difficult test case, which
should fully highlight limitations of the present model thus
establishing its range of applicability. In general, frozen-
density schemes and also other more accurate related ap-
proaches fail in predicting the relative stability of the CsCl
B1 and B2 phases.62,65
Calculations were performed using the same Cl− param-
eters adopted for LiCl and a simple Cs+ subsystem, with no
FIG. 5. Radial distribution functions from KG/PKGRD molecular-dynamics
simulations for liquid LiCl. Reference results from the KS-DFT simulations
are also shown thick solid line. Long-dashed line: KG; Dotted line:
PKGRD.
FIG. 6. Radial distribution functions from KG/PKGRD molecular-dynamics
simulations for solid LiCl. Reference results from the KS-DFT simulations
are also shown thick solid line. Long-dashed line: KG; Dotted line:
PKGRD.
TABLE V. Calculated and experimental lattice parameters, lattice energies,
B2/B1 energy differences, and bulk moduli in LiCl.
aB1
Å
EB1
lat
a.u.
EB2−B1
a.u.
B
GPa
PKGRD 4.98 0.307 0.0225 48.0
KG 4.99 0.300 0.0178 46.7
KS-DFT-LDA 4.97 0.338 40.9
Expt. 5.08a 0.322b 35.4c
aFrom Ref. 65.
bFrom Ref. 77.
cFrom Ref. 78.
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semicore pseudodensity ZCs=1. With no core density on
Cs, the model predicts the correct crystal structure. More-
over, the lattice energy agrees well with experiment Table
VI. On the other hand, larger errors are present in the cell
parameter and the bulk modulus is twice the experimental
value. We tried to improve the results by including the frozen
density of the outermost core shell of cesium. Such a choice
led to a much better agreement with the experimental bulk
modulus and cell constant; however, now the B2 structure
turned out to be less stable than B1, and the discrepancy of
the calculated lattice energy significantly increased. These
findings suggest that the error of the current method is larger
than the experimental energy difference between the B2 and
B1 CsCl phases. However, the results indicate that, even in
this particularly difficult case, the agreement with experi-
ment is better than expected. Furthermore, the combination
of our parametrization procedure with the PKGRD approach
ensures transferability of subsystem parameters among
chemically related compounds.
IV. SUMMARY AND CONCLUSIONS
We have presented a novel approach aimed at providing,
at low computational cost, pure density-functional descrip-
tion of the physical properties in condensed phase systems.
Although chemical reactivity and in general charge-transfer
processes are still outside the range of applicability, our
methodology is able to give a satisfactory representation of
polarization effects, which are treated within a DFT-based
linear-response framework. The present technique is an ex-
tension of frozen-density approaches and also an improve-
ment of our recently developed polarizable force field
scheme.14 It has successfully circumvented one of the major
limitations characterizing such models, namely, the use of a
pair-potential approximation. This has been made possible
by using a frozen-density representation for the reference,
unperturbed electronic charge distribution. Borrowing ideas
from related models,39 pseudized frozen densities accurately
describing the valence charge distribution of an individual
subsystem have been adopted. This choice, combined with
the use of a novel local PP, allowed a significant gain in
computational efficiency without compromising the accuracy
of the approach.
The method and the subsystem parametrization protocols
have been tested on a small set of MX compounds. The cho-
sen systems represent the most difficult test cases among the
alkali halide series, and are still capable of severely challeng-
ing solid-state theories more accurate and ambitious than the
present approach.
The advantages of the PKGRD approach shown in this
study are i rigorous, DFT-based theoretical framework,
ii accuracy comparable to KS-DFT methods, iii simple
parametrization protocol for obtaining subsystem densities
and PP, iv transferability of subsystem parameters among
different physical phases of chemically related compounds,
and v efficient MD implementation. In addition, with no
response basis assigned to the subsystem, a KG-like frozen-
density description is recovered.
The main disadvantage of the method is that the descrip-
tion of charge transfer is by construction beyond the scope of
this frozen-density based technique. Such a limitation could
possibly be bypassed by adopting a self-consistent treatment
of the full valence density, such as an orbital-free or a
KSCED-like scheme.
Frozen density and frozen-density embedding schemes
have been applied in the recent past to the study of solute-
solvent systems.30,31,71,72 With the use of gradient-corrected
functionals for both kinetic and exchange-correlation terms,
the present technique might also be applied to the study of
aqueous ionic solutions. In this context, it should, however,
be established which scheme i.e., the PKGRD or the frozen
pseudodensity without response achieves the better compro-
mise between accuracy and computational cost, and can be
also utilized as an effective biasing potential for ab initio
Monte Carlo calculations.73
In fact, another interesting feature emerging from the
analysis of the results is the surprisingly good performance
of the frozen-pseudodensity scheme without response densi-
ties. Besides confirming the reliability of the parameteriza-
tion protocol, this finding suggests the idea of coupling the
present computationally efficient technique with KS-DFT in
a mixed scheme.72 A frozen-density description is still com-
petitive, in terms of simplicity, with a classical molecular
mechanics model. Moreover, as no point-charge representa-
tion is used, the description of intermolecular interactions
should be much closer to corresponding KS-DFT interaction,
thus facilitating a seamless interface with this method.
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