The recursion relations that were proposed in [2] for implementing vector extrapolation methods are used for devising generalizations of the power method for linear operators. These generalizations are shown to produce approximations to largest eigenvalues of a linear operator under certain conditions. They are similar in form to the quotient-difference algorithrn and share similar convergence properties with the latter. These convergence properties resemble also those obtained for the basic LR and QR algorithms. Finally, it is shown that the convergence rate produced by one of these generalizations is twice as fast for normal operators as it is for non-normal operators.
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INTRODUCTION
Let B be a normed linear space over the field of complex numbers, and denote the norm associated with B by II • II . In case B is also an inner product space, we adopt the following convention for the homogeniety property of the inner product: for y ,z _ B and o_,[5complex numbers, the inner product (.,-) satisfies (cry ,13z)= _13(y ,z). The norm in this case is the one induced by the inner product,
i.e.,ifx e B, II x 11 ='/(x,x).
Let xi, i = 0,1 ..... be a sequence in B. We shall assume that In Section 4 we will analyze one of the recursive techniques of Section 2, namely the qd-MPE algorithm, in conjunction with vector sequences xm, m = 0,1 ..... that are generated by iterating with a normal operator, and we will show that the rate of convergence for this case is twice that obtained for an arbitrary non-normal operator that has the same spectrum.
Finally, we mention that the recursive techniques developed in this work are based on the recursive algorithms that were developed by Ford and Sidi [2] for implementing some vector extrapolation method, such as the modified minimal polynomial extrapolation (MMPE), the topological epsilon algorithm (TEA), and the minimal polynomial extrapolation (MPE), from which their names are derived. The methods of proof relating to the convergence of these techniques are similar to those that were used in Sidi, Ford, and Smith [8] and in Sidi [6] in the analysis of the above mentioned vector extrapolation methods, and in Sidi [7] in the analysis of some other recent extensions of the power method as they are applied to normal operators. We also mention that the scalar and vector epsilon algorithms of Wynn [9, 10] can also be used as generalizations of the power method and produce results similar to the ones given in Section 3 of the present work. This has been shown by Brezinski
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We also define Finally, we let Note that by (2.3) and (2.4)
(2.5)
The qd-MMPE Algorithm
Let Q 1,Q2 ..... be a sequence of linearly independent bounded linear functionals on B, and let
We recall that in case B is a complete inner product space each Qj has a unique representer q) in B in the sense that Q) (z) = (qj,z) for all z in B.
As is shown in [2, Theorem 2.1], the quantities T_,
Note that d_ o o = I.t,/l_,+l from (2.5) and (2.8). Note also that T_(_/) = 0 for 0 <j < k-1.
As will be shown in Section 3, for the vector sequences Xo,Xl,X 2..... described in the beginning of Section 1, 1/d_ --) 7_ k as n --) 0. under certain conditions. Thus the developments above provide us with a technique that can produce approximations to _._,_ ..... in this order. This technique is summarized below:
Given the sequence xo,xl,x2 ..... compute I.t_ m, m,n >-0, by (2.6), and set T_(I z)) =lx_/. For k = 1,2 ..... use (2.8) to compute rift, and then use (2.7) to compute Tff(lff), j >-k.
We note that dff is constructed from the k+l vectors x, ,Xn+l .... ,xn+k.
Finally, we observe that
which is exactly the approximation provided by the power method for _1, the largest eigenvalue in modulus of a linear operator, provided this eigenvalue is simple, and satisfies 17V l I > I _ I. In this sense the qd-MMPE algorithm generalizes the power method.
The qd-TEA Algorithm
Let Q be a bounded linear functional on B, and let
Again, in case B is a complete inner product space Q has a unique representer q in B in the sense that
The rest is exactly as in the qd-MMPE algorithm. We only have to observe that d_ now is determined by the 2k vectors x n ,x,,+ l.... ,x,,+2k-l. We also observe that for k = 1 the qd-TEA and qd-MMPE algorithms are the same when Q = Q 1-Consequendy, as with the qd-MMPE algorithm, also with the qd-TEA algorithm the power method is obtained for k=l. Hence the qd-TEA algorithm also generalizes the power method.
The qd-MPE Algorithm
The scalar quantities IX_ are now defined by g_m=(xm,xn), m,n >_0. . Note that d_ = i_/Ix_'+l, n >_0, and d'_ = g,_-l/g2+:, n > 1, from (2.5) and (2.13). Note also that T_(gJ) = 0 for n < j <-n+k-1, and 7_(lx j) = 0 for n-1 -< j -< n +k-2.
As will be shown in Section 3, for the vector sequences x0,xvx2 ..... described in the beginrting of Section I, 1/dF, ---) Xk and 1/d_' _ Xk as n ---) ** under certain conditions. Thus, the develop- (lxJ) , j < n-l, j >_n+k, and 7:_(_t/), j < n-2, j >-n+k-1.
Observe that d_ and d_' are constructed from the k+2 vectors xn_l,xn ,xn+ I .... ,Xn+k only.
Finally, we observe that 1/d_ = _ _t_+l/kt_ = (xn ,xn+l)/(x_ ,xn), which is exactly the Rayleigh quotient that provides an approximation to _.l, the largest eigenvalue in modulus of a linear operator, provided this eigenvalue is simple, and satisfies I_.11 > I L21 . In this sense the qd-MPE algorithm generalizes the power method (the Rayleigh quotient). It is known that in case the vector sequence x0,xl,x2 ..... is generated by a normal operator, the Rayleigh quotient converges to _-t twice as quickly as it does for a non-normal operator.
So far we have shown that the three algorithms above generalize the power method for a linear operator. We would now like to explain why they are of the quotient-difference type. First, the algorithms are somewhat similar in form to the quotient-difference method. Second, as is shown in the next section (see (3.20) and (3.24)), the d_ are all expressed in terms of four determinants the way the quantities in the quotient-difference method are. Furthermore, again as will be shown in the next section, these determinants have asymptotic expansions very similar in form to those obtained for the determinants involved in the quotient-difference method. We note in passing that the determinants that appear in the quotient-difference algorithm are Hankel determinants. The same holds true for the qd-TEA algorithm as wiU be clear in the next section, although the indices of these determinants are different in the two methods.
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CONVERGENCE ANALYSIS OF THE ALGORITHMS
We now state the main convergence results for the qd-type algorithms that were devised in the previous section.
The following assumption is common to all three methods:
I _.k-t I > I_.k I > I_.k+l I for some integer k >_. 1; 7_ o -**.
(3.1)
Let us also define
Thus, ek < 1. 
In the qd-TEA algorithm provided (3.1) holds and (3.5) is satisfied. Gff+l.n Vk-lr2-n+lgt '
Gff,n-I _ n+2,_ Uk_l
Gff +lm-I _-_kt'2-n + l,n_l " • --(vl,vk)
•"" (vk,vD 
THE qd-MPE ALGORITHM FOR NORMAL OPERATORS
As we have shown in Theorem 3.3, the convergence rate of the qd-MPE algorithm is the same as those of the qd-MMPE and qd-TEA algorithms, in general. When the vectors v l,v2 ..... in the expansion (1.1) are orthogonal with respect to the inner product (','), however, the convergence rate of the qd-MPE method becomes twice that given in Theorem 3.3, as will be shown shortly in Theorem 4.1.
When the vector sequence Xo,Xl ..... is generated by the matrix iterative process xj÷ t =Axj, j = 0,1 ..... with Xo arbitrary, then, as we mentioned in the introduction to this work, x_ satisfies (1.1),
with Xi there being nonzero eigenvalues of A that possess only eigenvectors and no principal vectors, and vi there being proportional to the corresponding eigenvectors. Now when A is a normal operator it has only eigenvectors, and these form an orthogonal set with respect to the inner product. We recall that hermitian and antiherrnitian operators are normal. Thus Theorem 4.1 below applies to vector sequences generated by matrix iterative processes with normal matrices. i.e., the sequence {1/d_}_=o converges to _,k monotonically from below, and if Xk+t/_,k < Xk/%k-1, then 1/d_ -_,k+ Yk as n --->**, some Yk> 0, (4.4) i.e., the sequence {1/dff}_'=o converges to 7_k monotonically from above. _k and )'k are given in the proof below. 
Abstract
The recursion relations that were proposed in "Recursive Algorithms for Vector Extrapolation Methods" by W.F. Ford and A. Sidi (Appl. Numer. Math, 4 (1988) , pp. 477-489) for implementing vector extrapolation methods are used for devising generalizations of the power method for linear operators. These generalizations are shown to produce approximations to largest eigenvalues of a linear operator under certain conditions. They are similar in form to the quotient-difference algorithm and share similar convergence properties with the latter. These convergence properties resemble also those obtained for the basic LR and QR algorithms. Finally, it is shown that the convergence rate produced by one of these generalizations is twice as fast for normal operators as it is for nonnormal operators.
