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Abstract—The fifth generation of mobile technology,
5G is anticipated to be a significant leap in the evo-
lution of mobile communication. 5G will be designed
to attain 1000 times higher data volumes, 10 times
lower latency, and 100 times more connected devices
than its predecessor, 4G. Due to 5Gs ability to sustain
high bandwidth per unit area, 5G is considered to
be a cost-efficient solution to provide Fixed Wireless
Access (FWA) to households on a large scale. FWA is
seen as an attractive alternative for fixed broadband
access in scenarios where last mile access based on
wired technologies is not economically viable. Whilst
approaches for enhancing user experience in a 5G
FWA environment are investigated in the research
community, the problem of providing cost-effective
high capacity transport for FWA deployments still
remains a major challenge. This is particularly chal-
lenging due to diverse transport network architec-
tures and requirements imposed by different 5G de-
ployment models. This paper addresses this prob-
lem by formulating a generalized joint-optimization
framework to simultaneously plan wireless access and
optical transport for 5G FWA networks in order to
minimize the deployment cost whilst meeting various
network requirements. We demonstrate the applica-
bility of the proposed framework by applying it to
a real scenario with a range of deployment options
and where different types of optical x-haul solutions
are considered. The results provide a cornerstone
for deployment strategies that will be imperative for
realizing a future-proof and cost-effective broadband
access network.
Index Terms—Optical networks; 5G wireless net-
work; FWA; network optimization.
I. INTRODUCTION
F ixed wireless access (FWA) is a technique used toprovide fixed broadband services to end users via
wireless technologies. FWA is a cost-effective approach
in scenarios where the deployment of wired solutions,
e.g., fiber to the home (FTTH), might not be economi-
cally viable [1]. In addition, FWA also provides other
advantages including shorter deployment cycles. Given
the high capacity and low latency features required
by the next-generation wireless technologies such as
5G [2], FWA is gaining traction as a prominent concept
to enable a fully connected society [1]. As a result,
FWA systems are one of the options considered by
government bodies and Telco carriers around the globe
(including Australia, Europe, and USA) that are plan-
ning broadband roll-outs to solve the issues of digital-
divide [3].
Given the mass volume of wireless cells that will be
deployed in a 5G network, transporting huge amounts
of data between thousands of cells and the network
core with low-latency in a cost-effective manner is a
major challenge [4]. In this scenario, the architecture
of a backhaul/fronthaul (x-haul) network and its capac-
ity requirements depend on the deployment model of
the radio access network (RAN). With the introduction
of RAN architectures such as centralized/cloud RAN
(C-RAN) [5] and Fog-RAN (F-RAN) [6], the choice
of which Baseband Unit (BBU) functions should be
deployed centrally, i.e., at the central office (CO), and
which functions should be placed at the cell sites, i.e.,
at the Remote Radio Heads (RRHs), provides an addi-
tional parameter for the cost and network performance
optimization.
More precisely, the choice of a specific functional
split determines the capacity and latency require-
ments of the x-haul [7]. As a result, different types
of optical technologies and architectures, e.g., point
to point (PtP) optical links and point to multipoint
(PtMP) passive optical networks (PON), can be used
in the x-haul [8]. In addition, FWA is serving fixed
users. As a result, functionalities such as handover
are not needed, and the use of cooperative commu-
nication functions would be minimal. Therefore, the
requirement of centralizing all baseband processing
functionalities is relaxed under FWA deployments in
comparison to when 5G is used to serve mobile users.
In light of the above, determining which x-haul archi-
tecture should be used in a FWA network to provide
cost-effective and quality of service (QoS) guaranteed
access is a crucial aspect to be addressed.
5G FWA networks consist of a high number of
densely deployed cells with fairly small coverage areas
in order to provide sufficiently high data rates. As a
result, a large number of optical x-haul links will have
to be available for the x-hauling of these cells. There-
fore, there is a need for a cost-effective deployment
strategy that is able to satisfy the requirements of both
the wireless and the optical transport segments of a
FWA network. In the literature there are a number
2Fig. 1. Schematic view of a FWA network and possible functional splits.
of studies that investigate how to enhance the user
experience in optical wireless integrated networks in
the context of 5G [9]–[11]. However, the cost-optimal
deployment of the wireless and transport segments of
a FWA network received minimal attention so far.
This paper provides a comprehensive analysis of
how the deployment of the wireless and optical x-haul
segment of a 5G FWA network can be jointly optimized
with respect to cost while considering: (i) different
RAN functional splits, and (ii) diverse requirements in
terms of wireless coverage and capacity. As a result, we
develop a generalized framework that can be used to
jointly plan and optimize the deployment of a 5G FWA
network. The proposed optimization framework is then
used to solve a practical use case, i.e., the planning of a
FWA network in a suburban area of Eastern Australia
considering a range of deployment scenarios.
The rest of the paper is organized as follows. A
discussion on the different x-haul architectures and
optical technologies that can be considered for FWA
network deployment and research in progress is pre-
sented in Section II. Section III shows the details of the
proposed optimization framework. In Section IV, we
use the optimization framework to analyze the optimal
solutions for different deployment scenarios as well as
different optical x-haul options. The paper is concluded
in Section V with a summary of our findings.
II. 5G FWA NETWORK ARCHITECTURES AND
VARIOUS X-HAUL OPTIONS
The FWA configuration considered in this study
and the different functional splits that can be imple-
mented in a FWA network are shown in Fig. 1. In
a FWA network, the customer premises equipment
(CPE) is mounted either on the roof or on the side of
a house/building and it is connected to a RRH/cell via
a 5G wireless link. The RRH is then connected to the
BBU placed at the CO via an optical x-haul network.
The capacity required in the optical x-haul depends
on the functional split between the BBU and RRH [8],
[12]. Figure 1 shows different functional split options.
The x-haul bandwidth requirement of each functional
split is determined by few factors. For example, the
bandwidth requirements in Options 7-2 and 7-3 as-
cend with both number of streams and the wireless
bandwidth in use and hence rely on the number of
active users and their traffic. In contrast, the capacity
requirements in options 7-1 and 8 are independent of
user traffic and ascend with the number of antenna
ports and the wireless bandwidth. The capacity re-
quirements of each split option shown in Fig. 1 are
calculated based on 5G system that operates with 200
MHz of bandwidth, 64 QAM, MIMO antenna array of
8X12, and 96 antenna ports [8].
For example (as shown in Fig. 1), if Option 1 is
selected a 1 Gbps capacity is required in the x-haul
because most of the baseband processing functions are
placed at the cell site. However, if Option 8 is selected,
in a 5G scenario, more than 800 Gbps are required in
the x-haul link [8] because the baseband processing
takes place at the centralized BBU. As illustrated in
Fig. 1, with split options up to 6, a transport solution
that supports data rates in the range of 1 Gbps per cell
is sufficient for the FWA deployment. Therefore, PtMP
PON technologies, including variations of wavelength
division multiplexing (WDM) PONs (e.g., coarse WDM
(CWDM) PON, dense WDM (DWDM) PON, and Time
WDM (TWDM) PON (NGPON2)) can be used without
any critical impact on latency. This is because each
wireless cell can be assigned a unique wavelength for
its communication. On the other hand, for Options 7
and 8, high capacity PtP optical links are required for
the x-haul segment.
Therefore, with the development of 5G, the design of
a cost-optimized FWA network is increasingly placed
under scrutiny by both academia and industry [8],
3[13]. The majority of the investigations carried out
focus on enhancing the wireless connectivity of FWA
networks [11], [13]. For example, authors in [13] in-
vestigated an approach to enhance the link budget in
a non-line-of-sight (NLOS) path between a RRH and
the CPE of 5G FWA system.
In addition to the investigations addressing the
wireless segment, there are few research works pub-
lished on the transport part of a 5G FWA network.
In [8], the authors studied the requirements of the op-
tical transport networks of the FWA deployment. They
analyzed (via simulations) some important character-
istics of the FWA environment such as the required
cell density, i.e., to provide the expected data rate, and
the optical technology options for the FWA transport
network implementation. In a scenario where a limited
number of wireless access points have fiber backhaul,
the authors in [14] investigated the advantages of
using an access-integrated wireless backhaul in a FWA
network, i.e., when the backhaul network shares the
radio resources with the FWA. Their analysis suggests
that in such a scenario data rates of up to 40 Mbps can
be achieved when access-integrated wireless backhaul
is used in conjunction with fiber backhaul.
The planning of 5G FWA networks received mini-
mal attention so far. In [15], a mathematical model
to automate the selection and configuration of the
wireless base stations of a FWA network was investi-
gated. When developing their mathematical model the
authors only considered the constraints imposed by the
wireless network. Moreover, the work presented in [16]
formulated a mathematical framework for planning
both the coverage and the capacity of a FWA network
but considering only the radio constraints.
Furthermore, a few studies on the optimal design
and dimensioning of PON in greenfield scenario with-
out considering wireless access network deployments
are also reported in the literature [17]–[20]. For ex-
ample, authors in [18] investigated an optimization
scheme for the deployment of greenfield time division
multiplexing (TDM)/WDM PONs to minimize the over-
all deployment cost. The framework proceeds in three
phases to provide cost-optimal PON deployment whilst
accommodating network traffic demand.
As seen in the literature, there is a significant gap
in terms of a proper planning framework for 5G FWA
networks. This is because, during the planning phase,
the constraints from the transport network should be
taken into account in addition to the wireless ones as
the transport network can cause major implications
on the cost and performance. Having this idea in
mind, we investigated how we can optimally choose the
most cost-effective optical transport technology for the
deployment of a FWA network [21]. In this paper, we
present an Integer Linear Programming (ILP)-based
joint optimization framework that can be applied in
any given scenario to simultaneously plan a cost-
optimal 5G FWA and its optical x-haul network. As
TABLE I
DATA SET
Notation Description
C A set of locations (existing COs) where the Optical
Line Terminals (OLTs) and BBUs are placed
M A set of locations (fiber access points, FAPs) where
we have access to existing fiber and hence, can place
splitters/MUXs in the network
O A set of locations where RRHs and ONUs can be placed,
which we call a node
B A set of locations of households to which we need to
provide 5G FWA service
inputs of our framework, we consider the deployment
costs of both the 5G FWA and its x-haul network, the
geographic/network locations of equipment and house-
hold, and a range of network requirements including
transport network capacity, user capacity, and user
coverage. The framework provides the cost-optimal
solution by identifying the optimal locations of the
RRH/Optical Network Units (ONUs) that satisfy the
coverage and capacity requirements, the optimal fiber
routes that leverage the existing fiber resources to
deploy the x-haul network, and the optimal locations
to deploy optical splitters, BBUs, and CO equipment.
III. OPTIMAL FWA NETWORK PLANNING: PROBLEM
FORMULATION
We formulate an ILP-based optimization framework
with the objective of minimizing the total deployment
TABLE II
NETWORK PARAMETERS
Notation Description
nC Number of existing COs available for the BBU and
OLT placement, nC = |C|
nM Number of FAPs, nM = |M|
nO Number of nodes available for the RRHs and ONUs
deployment nO = |O|
nB Number of households, nB = |B|
dfi,j Distance between ith CO and jth FAP,
where iC, jM
ddj,k Distance between jth FAP and kth node, where
jM, kO
tk,l tk,l = 1, if the lth household is within a given
radius from the kth node;
tk,l= 0, otherwise; where kO, lB.
dmax Maximum transmission distance of a PON
ns Number of splits per splitters (split ratio)
np Number of PONs/OLTs supported by one line card
nr Maximum number of RRHs deployed in one location
pc Required percentage of household coverage,
where 0 ≤ pc ≤ 100
ch Capacity requirement of a household
cr Capacity provided by an RRH
bigM A large integer
4cost of 5G FWA and its optical x-haul networks whilst
satisfying other important network constraints includ-
ing household coverage, capacity, and connectivity. We
model the framework to satisfy the requirements of
PtMP optical x-haul deployment. However, the frame-
work can be easily adapted to plan PtP optical x-haul
deployments by omitting a few cost values and con-
straints. The formulation of the optimization frame-
work is as follows.
A. Data sets and network parameters
In our framework we use four different datasets to
represent various network locations. These sets and
their descriptions are listed in Table I. The framework
is also based on a set of parameters that can be
changed according to the user preference to suit the
deployment scenario in consideration. The parameters
are listed in Table II.
B. Variables
Our framework consists of several decision variables
as detailed below.
• Binary variable fi,j
fi,j =

1; if an OLT at the ith CO is connected to
a splitter at the jth FAP
0; otherwise
• f˜i,j : number of fiber connections between the ith
CO and the jth FAP
• Binary variable dj,k
dj,k =

1; if a splitter at the jth FAP is connected
to a ONU at the kth node
0; otherwise
• d˜j,k : number of fiber connections between the jth
FAP and the kth node
• Binary variable sj
sj =
1; if j
th FAP is selected to place splitter/s.
0; otherwise
• s˜j : number of splitters placed at the jth FAP.
• Binary variable rk
rk =
1; if k
th node is selected to place RRH/s
0; otherwise
• r˜k : number of RRHs placed at the kth node.
• xi is a binary variable
xi =
1; if the i
th CO is selected to place a BBU
0; otherwise
• y˜i is an integer variable: number of line cards in
the ith CO.
• hl is a binary variable
hl =
{
1; if the lth household is covered
0; otherwise
• zk,l is a binary variable
zk,l =

1; if lth household is served by an RRH
placed at the kth node
0; otherwise
C. The Total Deployment Cost of FWA Network
The proposed framework considers the total deploy-
ment cost of the optical x-haul and of the wireless
access components of the FWA network. The optical
x-haul is designed by leveraging on the available fiber
resources and by extending them to provide new fiber
connectivity to RRHs when required. Therefore, this
framework considers the cost associated with the use
of the existing fiber facilities and also the deployment
cost of new optical routes. The cost of using existing
fiber facilities is calculated by considering the cost of
the fiber itself, of the equipment, and of the labor. In
particular, the feeder fiber routes are selected from
a set of existing fiber routes. In the framework, the
cost of using an existing fiber per unit length is de-
noted as αff . The labor and equipment related costs
involved in connecting a fiber x-haul to an existing
fiber access point is denoted by αfc. Finally, the cost
of the optical time domain reflectometer (OTDR) that
tests the integrity of existing fiber optic cables from
the exchange/CO to the passive optical splitter/MUX
is denoted as αfr.
Since new fiber network is required to be deployed
from existing FAPs to some selected RRHs, the costs of
new fiber, fiber preparation, their installations, and the
cost of trenching need to be considered in the cost func-
tion. Therefore, in the framework, the cost to trench
a unit length and the fiber installation cost per unit
length are denoted by αft and αfi, respectively. The
cost per unit length of a new fiber is denoted by αfb.
The other major cost involved in x-haul deployment is
arising from the deployment of equipment located in
the CO. The transceiver cost is denoted by αot. Each
optical technology uses a different type of transceiver
that can support the required bandwidth and therefore
has a different value for αot. The cost of a line card
that supports np number of PONs is denoted by αlc.
Moreover, the cost of an OLT chassis is denoted by
αoc. The framework also considers the cost associated
with splitter/MUX installation for the scenario where
the x-haul consists of PtMP PON technology. The cost
of a splitter/MUX and its installation are denoted by
αss and αsi, respectively.
The costs associated with the deployment of a cell
site are mainly related to the RRH cost, the price
of an ONU, and the labor cost associated with the
5installation of this equipment. These costs are denoted
by αrr, αon, and αri, respectively. αrr can have a
different value depending on the functional split used.
We also consider the cost associated with the BBU
deployment at the selected central office(s) . In the
framework, the cost of a BBU that supports nrb num-
ber of RRHs is denoted by αbb. A BBU hotel that will
be deployed at a selected CO consists of nbb number of
BBUs. The labor cost associated with the installation
of a BBU hotel is denoted by αbi.
D. Objective
The main objective of the framework is to minimize
the total deployment cost of the 5G FWA network. The
objective function of the framework is shown in Eq.
(1) depicting each of the major cost categories under
consideration.
minαfr
∑
i∈C
∑
j∈M
f˜i,j + αff
∑
i∈C
∑
j∈M
f˜i,j ∗ df i,j︸ ︷︷ ︸
feeder fiber
+
(αft + αfi)
∑
j∈M
∑
k∈O
dj,k ∗ ddj,k + αfb
∑
j∈M
∑
k∈O
d˜j,k ∗ ddj,k︸ ︷︷ ︸
distribution fiber
+ αlc
∑
i∈C
y˜i︸ ︷︷ ︸
OLT line cards
+(αbb + αbi + αoc)
∑
i∈C
xi︸ ︷︷ ︸
BBU & OLT chassis
+
(αot + αfc)
∑
j∈M
s˜j︸ ︷︷ ︸
cost per connection at CO
+αsi
∑
j∈M
sj + αss
∑
j∈M
s˜j︸ ︷︷ ︸
splitters/MUX
+
(αon + αrr)
∑
k∈O
r˜k + αri
∑
k∈O
rk︸ ︷︷ ︸
ONU & RRH
(1)
The objective function captures the cost arising from
the existing feeder fiber usage, installing new distribu-
tion fiber, fiber connections at the central office for us-
ing existing fiber facility, in addition to the equipment
and installation costs arising from RRHs and ONUs
at the cell site, splitters/MUXs at the FAPs, and BBU,
OLT and optical transceivers at the CO.
E. Constraints
Our framework consists of several constraints to
guarantee the major requirements of both optical
and wireless networks. These constraints capture
the network requirements including household
coverage, user capacity, limitations of split ratio of
the splitters/MUX, PtP/PtMP optical connectivity, and
BBU placement. The constraints of our framework
are as follows.
1) Coverage Requirement:∑
l∈H
hl ≥ pc ∗ nB/100 (2)
hl ≤
∑
k∈O
tk,l ∗ rk, ∀l ∈ B (3)
hl ≥
∑
k∈O
tk,l ∗ rk/bigM, ∀l ∈ B (4)
One major requirement of a 5G FWA network is to
provide enough network coverage for houses/buildings
in the considered area. Therefore, we need to
guarantee that the number of houses covered by 5G
cells meets the FWA requirement. Here we consider
the deployment of omnidirectional antenna at the
cell site. The household coverage is modeled through
cell radius with the use of the parameter tk,l. The
parameter tk,l has different values depending on
the radius we considered for the deployment. The
constraints of required coverage are formulated as
shown in Eqs. (2), (3), and (4). These equations make
sure that pc% of houses are covered in the considered
area. pc can be set according to the preference of
service providers.
2) Capacity Requirement:
r˜k ∗ cr ≥ ch ∗
∑
l∈B
zk,l, ∀k ∈ O (5)
∑
k∈O
zk,l ≥ hl, ∀l ∈ B (6)
zk,l ≤ tk,l, ∀k ∈ O,∀l ∈ B (7)
Another major requirement of the FWA service
is to provide sufficient wireless bandwidth to fixed
users (ex. household) to provide guaranteed services.
Therefore, the capacity requirement of the network
should also be considered at the planning stage of the
network. In order to ensure the capacity requirement
of a fixed user (ch), our framework incorporates
constraints shown in Eqs.(5), (6), and (7).
3) Point to Multipoint Deployment:∑
i∈C
f˜i,j == s˜j , ∀j ∈M (8)
∑
j∈M
d˜j,k == r˜k, ∀k ∈ O (9)
∑
j∈M
dj,k == rk, ∀k ∈ O (10)
dj,k ≤ sj , ∀j ∈M,∀k ∈ O (11)
6∑
k∈O
d˜j,k ≤ ns ∗ s˜j , ∀j ∈M (12)
Depending on the considered functional split, op-
tical technology used in x-haul varies to support the
required transport bandwidth. For example, whilst
functional split Options 8 and 7.1 require PtP optical
connectivity, other functional split options can be sup-
ported through high bandwidth PON technologies. In
order to provide a single framework that can offer the
cost-optimal solution irrespective of optical technology
in use, we designed the connectivity constraints that
are suitable for PtMP network. The cost optimal solu-
tion for PtP x-ahul option can be obtained by changing
a few parameters such as setting ns = 1 and modifying
related cost values in the objective function.
In a PtMP PON network, splitters/MUXs are placed
at the selected FAP location. Each of these splitters
requires one connection to the OLT/CO. Similarly,
each ONU placed at a selected location of a node needs
an optical connectivity from a splitter. This point to
multipoint connectivity requirement is ensured by
the constraints shown in Eqs. (8 - 11). Moreover, the
limitation of split ratio (1:ns) is considered for each
deployment and the corresponding number of fiber
connections are guaranteed by Eq. (12).
4) Network Span:
fi,j ∗ df i,j + dj,k ∗ ddj,k ≤ dmax,
∀i ∈ C,∀j ∈M,∀k ∈ O (13)
Passive optical networks typically span across tens
of kms. The span of the network is also dependent
on the number of splits and the RAN requirement.
Therefore, in our framework, the maximum span (the
total length of distribution and feeder fibers) of the
x-haul is captured using Eq. (13).
5) Line Card Selection at the CO :
yi ≤ (
∑
j∈M
f˜i,j/np) + 1, ∀i ∈ C (14)
yi ≥
∑
j∈M
f˜i,j/np, ∀i ∈ C (15)
Each OLT line card supports only np number of
PONs and this requirement is captured by Eqs. (14)
and (15).
6) Placement of BBU:
yi/bigM ≤ xi, ∀i ∈ C (16)
yi ≥ xi, ∀i ∈ C (17)
Since we consider the deployment of an entire FWA
network, our framework places a BBU in the ith
CO location if the ith CO location is selected for the
deployment of OLTs. This constraint is enforced by
Eqs. (16) and (17).
7) Nonlinear Relationships between Variables:
f˜i,j ≥ fi,j , ∀i ∈ C ∀j ∈M (18)
f˜i,j/bigM ≤ fi,j , ∀i ∈ C ∀j ∈M (19)
d˜j,k ≥ dj,k, ∀j ∈M ∀k ∈ O (20)
d˜j,k/bigM ≤ dj,k, ∀j ∈M ∀k ∈ O (21)
s˜j ≥ sj , ∀j ∈M (22)
s˜j/bigM ≤ sj , ∀j ∈M (23)
r˜k ≥ rk, ∀k ∈ O (24)
r˜k/bigM ≤ rk, ∀k ∈ O (25)
There are integer and binary variable pairs which
have nonlinear relationships. These pairs are (f˜i,j
and fi,j), (d˜j,k and dj,k), (s˜j and sj), and (r˜k and
rk). These non-linear relationships are captured by
the linear constrains shown in Eqn. (18) to (25).
For example, the binary variable rk represents the
placement of RRHs/ONUs at the kth node where
k ∈ O and the integer variable r˜k represents the
number of RRHs/ONUs placed at the kth node.
These two variables have a non-linear relationship,
rk = min(1, r˜k), which is captured by the pair of
constraints shown in Eqs. (24) and (25).
8) Bounds of Integer Decision Variables:
f˜i,j ≥ 0, ∀i ∈ C,∀j ∈M (26)
d˜i,j ≥ 0, ∀j ∈M,∀k ∈ O (27)
0 ≤ rk ≤ nr, ∀k ∈ O (28)
s˜j ≥ 0, ∀j ∈M (29)
IV. EVALUATIONS OF THE OPTIMAL SOLUTIONS
In order to demonstrate its applicability, the pro-
posed framework is used to plan a 5G FWA with
different optical x-haul options in a suburban area in
eastern Australia. We choose the size of the geograph-
ical area accordingly with the standard planning area
used by service providers. We use the commercially
available CPLEX linear programming solver (version
12.6.2.0) to find the optimal deployment solution. It is
important to note that depending on the complexity
and the size of the dataset, the solution time varies.
However, for the use case considered in this work
CPLEX is able to solve the problem in a few seconds
on a computer with 18GB RAM and Intel i7 processor.
The map of the considered use case is illustrated in
Fig. 2(a). This suburban area has over 6000 residents.
7Fig. 2. (a) Input dataset; (b) Optimal solution of 10 DWDM-PON 1:8 split x-haul network and 99% household coverage with 25Mbps
capacity requirement.
The major intersections available in this suburban
area are considered to be the most viable places for
the placement of RRH/antennas, as they are typically
equipped with a light pole. Existing COs of a key
telecommunication service provider in Australia are
considered as the potential locations of BBU and OLT
placement and in the considered area we have only
one CO location. Moreover, placement of feeder and
distribution fibers are selected from the pre-defined
networks of existing fibers and new routes, respec-
tively. The existing fiber access points are considered
as potential locations of splitters/MUXs placement and
they are connected to the CO by existing fiber routes.
We consider various cost components in modeling
the objective function. Their notation and cost are
listed in Table III. The cost values are chosen from
various studies and vendor specification materials
TABLE III
COST COMPONENTS: 10G DWDM-PON BASED X-HAUL
Cost component Notation Normalized Cost
Existing fiber /km αff 41.6
Distribution fiber/ km αfd 10.4
Fiber trenching/ km αft 93.7
Testing per fiber αfr 1
OLT chassis (16 slots) αoc 118.75
OLT line card (16X10G) αlc 13.3
Optical transceiver αot 3.6
CO connection αfc 3.1
MUX/DMUX (1:8) αsi 3.3
ONU αon 4.7
RRH αrr 20.8
BBU αbb 729.1
[22]–[25] and are normalized with respect to the cost of
fiber testing. We compare the optimal deployment costs
when different x-haul options are used with diverse ca-
pacity and coverage requirements of households. Each
optical x-haul option can support different functional
split options. For example, a 10G DWDM PON with
1:4 splits can support functional split options 1 to 6
and 7.3 whilst a 40G TWDM PON with 1:4 splits can
support options 1 to 6, 7.2, and 7.3.
The capacity that can be supported by an RRH
is assumed to be 1Gbps, whilst in order to provide
realistic analyses, the capacity required per household
is varied from 25Mbps to 100Mbps (i.e., the capacity
ratio of RRH to household is varied from 1:40 to 1:10).
However, the capacity and population coverage re-
quirements are parameters in the framework and can
be set according to the specification of the equipment
and service providers. Moreover, nr and np can also
be set according to the desired specifications. In our
study, we use 3 and 16, respectively.
Each deployment scenario under evaluation pro-
vides a unique optimal deployment solution derived
from the framework. For example, Fig. 2(b) shows the
map of the optimal solution when the x-haul consists of
a 10G DWDM PON, the RRHs have 300 m radius, the
coverage requirement is set to 99%, and the capacity
required per household is set to 25 Mbps. The feeder
fibers showed in Fig. 2(b) (i.e., dotted lines) are opti-
mally selected from the set of existing fiber routes. The
blue lines correspond to the logical connectivity of op-
timally selected distribution fiber routes that connect
the optimally selected RRHs with the selected MUX
locations. The information of which feeder fiber route
and which cell location are to be used, in addition the
8Fig. 3. Optimal deployment costs with diverse cell radii.
locations where a MUX and OLT/BBU should be placed
are all derived by solving the problem formulation.
We compare the total deployment costs of differ-
ent FWA deployment scenarios. Figure 3 shows the
optimal deployment costs (i.e., broken down to the
cost contributions of the wireless and the optical x-
haul segments) for three x-haul options (i.e., PtP and
10G DWDM-PON with different split ratios) and for
different values of the cell radii. The cost values shown
in Fig. 3 are normalized with respect to the total
deployment cost result for the case of a PtP fiber x-haul
with a cell radius of 200m (≈ 1790k). The coverage and
the capacity requirements of households are set to 99%
and 50Mbps, respectively.
According to the results shown in Fig. 3, the x-haul
is the major cost contributor to the FWA deployment.
When the cell radius reduces, the total deployment
cost increases irrespective of the x-haul technology
under consideration. Particularly, when the cell radius
is increased from 200m to 300m there is a signifi-
cant cost reduction in the total deployment costs. On
Fig. 4. Optimal deployment costs with diverse cell radii.
the other hand, moving from the 300m to the 400m
deployment scenarios, the deployment cost remains
the same. However, for all radii, PON-based solutions
show significant cost reduction compared to the PtP
case. For example, when the FWA network has a 200m
cell radius, 10G DWDM-PON with a 1:8 split ratio
can save approximately 30% of the deployment cost
compared to the PtP deployment scenario.
The results shown in Fig. 3 also exhibit dependence
of the x-haul deployment cost on the functional split
options. For example, 10G DWDM PON with 1:8 split-
ting ratio provides an average bandwidth of 1.25 Gbps
per cell which matches the x-haul bandwidth require-
ments of functional split Options 1 to 6. Therefore,
for a 200m cell radius deployment, 10G DWDM PON
with 1:8 splitting ratio leads to the optimal cost for
functional split Options 1 to 6. Further, for functional
split Option 7.3, an x-haul bandwidth of 2 Gbps is
required. Under this condition, a 10G DWDM PON
with 1:4 splitting ratio results in the lowest cost.
On the other hand, functional split Option 7.2 can
be implemented using 10G PtP fiber links as Option
7.2 requires 6 Gbps of bandwidth. As shown in Fig.
3 under 200m cell radii, using any functional split
Option from 1 to 6 (i.e., 1:8 splitting ratio) and/or
Option 7.3 (i.e., 1:4 splitting ratio) can save 34% and
29% of the x-haul deployment cost, respectively. These
numbers are in comparison to the usage of functional
split Option 7.2.
Figure 4 shows the normalized deployment costs
for a scenario similar to the one considered in Fig. 3
but with a different household capacity requirement
(25Mbps). The cost values shown in Fig. 4 are normal-
ized with respect to the total deployment cost result for
the case of a PtP fiber x-haul with a cell radius of 200m
(≈ 1330k). The results in Fig 4 show trends similar to
those in Fig. 3. However, the value of the cell radius
has a different impact on the total deployment cost. In
particular, in the case of 1:8 10G DWDM-PON x-haul,
the total deployment cost can be halved using 300m
cell radii instead of 200m. These results clearly show
the importance of developing a generalized optimiza-
tion framework that provides cost-optimal deployment
irrespective of the FWA network setting.
Next, we evaluate the total deployment costs when
PtP fiber and 1:8 10G DWDM-PON are used as x-haul
with varying household coverage requirements. The
capacity requirement is set to 50 Mbps. The results are
shown in Fig. 5. The cost values are normalized with
respect to the total deployment cost result for the case
of a PtP fiber x-haul with a coverage requirement of
99%. The results shown in Fig. 5 indicate that the de-
ployment costs of both x-haul options are higher when
the household coverage increases. However, with a 10G
DWDM-PON the deployment cost is significantly lower
compared to the PtP scenario and the cost difference
is greater when the coverage requirement increases.
For example, when the coverage requirement is set to
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Fig. 5. Optimal deployment costs vs. coverage requirements.
99%, PON shows 30% reduction in the deployment cost
compared to the PtP scenario.
To get a better understanding of the impact of the
network parameters on the optimal solution, we com-
pute the deployment cost when the household capacity
requirement varies from 25 Mbps to 100 Mbps. For
this set of analyses, we assume the number of cells per
location to be limited to 6 and the value of cell radius to
be equal to 200m. The cost values shown in Fig. 6 are
normalized with respect to the total deployment cost
result for the case of a PtP fiber x-haul with a capacity
requirement of 100 Mbps (≈ 2450k). The results shown
in Fig. 6 indicate that the deployment cost of all the
x-haul options increases with the increasing value of
the required household capacity. Also, there is only
a slight difference between the deployment cost of
the 1:4 and the 1:8 split ratio cases for the PON-
based x-haul options. On the other hand, there is
a significant difference between the PON-based and
PtP-based x-haul scenarios. More specifically, the cost
difference is higher for higher values of the household
capacity requirement. For example, when the capacity
requirement is set to 100 Mbps the PON-based x-haul
option can save more than 40% of the deployment cost
Fig. 6. Optimal deployment costs vs. capacity requirements.
compared to the PtP case.
We also evaluate and compare the value of the opti-
mal solution from the framework considering different
types of PON technologies for the x-haul. Figure 7
shows the deployment costs when 40G TWDM PONs
and 10G DWDM PONs are used for the x-haul under
different household capacity requirements and cell
radii conditions. It is worthwhile to note that, when
using TWDM PON which allows multiple users/cells
to share the same wavelength similar to traditional
TDM PON, extra care should be taken to minimize
the operational delay. This delay is heavily dependent
on the resource allocation mechanism implemented
in the network. Previous studies have investigated
the implementation of appropriate resource allocation
mechanisms to meet the 5G delay requirements when
using TDM-based PON [26] and also demonstrated the
effectiveness of using TWDM PON as 5G x-haul [27].
The cost values shown in Fig. 7 are normalized with
respect to the total deployment cost of 10G DWDM
PON with 200m cell radii and 50Mbps capacity re-
quirement. Due to unavailability of the cost of 40G
TWDM PON line card, we take a conservative ap-
proach where we assume only four 40G TWDM PONs
can be supported by each line card instead of 16 in 10G
DWDM PON. The results shown in Fig. 7 correspond to
the deployment of 10G DWDM PON and 40G TWDM
PON with 1:8 and 1:16 split ratio, respectively. As can
be seen, x-haul is the major contributor to the total
deployment cost irrespective of the PON technology
used and the deployment scenario considered. For
low household rate requirement conditions, both PON
technology options show similar values of the deploy-
ment cost, regardless of the considered cell radius.
However, when the household capacity requirement
is set to 50 Mbps, 40G TWDM PON shows slight
improvement with the added advantage of providing
higher capacity x-haul compared to 10G DWDM PON.
This is due to the fact that when the capacity require-
ment is higher, the network needs more cells and x-
Fig. 7. Optimal deployment costs for different types of PONs.
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haul links. Therefore, a high capacity TWDM PON can
cater to these requirement efficiently with its ability
of providing a higher number of splits.
V. CONCLUSION
In this paper, we proposed a generalized optimiza-
tion framework that can be used to cost-optimally plan
5G FWA and its optical x-haul network. Our proposed
ILP-based framework is also capable of meeting impor-
tant requirements of FWA network such as fixed user
coverage and capacity. We demonstrated the suitability
of our proposed framework by using it to plan 5G
FWA and its optical x-haul networks in Australian
eastern suburban areas. We analyzed the optimal de-
ployment cost performance of the framework under
various network conditions and deployment scenarios
in order to demonstrate how versatile the proposed
framework is in identifying, in each case, the best x-
haul option among the ones under consideration. The
framework presented in this paper is one of the first to
be able to jointly optimize the wireless and the optical
x-haul segment of a 5G FWA network and it will be
vital to realizing future-proof fixed wireless broadband
deployments.
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