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GLOSARIO 
 
Anemómetros: miden la velocidad instantánea del viento, pero las ráfagas de viento desvirtúan 
la medida, de manera que la medida más acertada es el valor medio de medidas que se tomen a 
intervalos de 10 minutos.  
 
Combustibles fósiles: Se agrupan bajo esta denominación el carbón, el petróleo y el gas natural, 
productos que por sus características químicas se emplean como combustibles. Se han formado 
naturalmente a través de complejos procesos biogeoquímicos, desarrollados bajo condiciones 
especiales durante millones de años. 
 
Control: La palabra control proviene del término francés controle y significa comprobación, 
inspección, fiscalización o intervención. También puede hacer referencia al dominio, mando y 
preponderancia, o a la regulación sobre un sistema. 
 
Controlador: Es aquel que compara el valor medido con el valor deseado, en base a esta 
comparación calcula un error (diferencia entre valor medido y deseado), para luego actuar a fin 
de corregir este error. Tiene por objetivo elaborar la señal de control que permita que la variable 
controlada corresponda a la señal de referencia. 
 
Ecuaciones en el espacio de estados: En el análisis en el espacio de estados se centra la atención 
en los tres tipos de variables que aparecen en el modelado de los sistemas dinámicos; las 
variables de entrada, las variables de salida y las variables de estado. La representación en el 
espacio de estados de un sistema dado no es única, salvo que el número de variables de estado es 
el mismo para cualquiera que sea la representación en variables de estado de un mismo sistema. 
 
Energía eólica: la energía eólica es la energía obtenida del viento, es decir, aquella que se 
obtiene de la energía cinética generada por efecto de las corrientes de aire y así mismo las 
vibraciones que el aire produce. 
 
Entrehierro: no es más que una zona donde el núcleo o camino del flujo sufre un salto o 
discontinuidad que se traduce en una zona con baja permeabilidad. 
 
Espacio de estados: El espacio n-dimensional cuyos ejes de coordenadas están formados por el 
eje   , eje   ,..., eje   , donde   ,   ,...,    son las variables de estado, se denomina espacio de 
estados. Cualquier estado se puede representar como un punto en el espacio de estados. 
 
Estado: El estado de un sistema dinámico es el conjunto de variables más pequeño (llamadas 
variables de estado), de forma que el conocimiento de estas variables en     , junto con el 
conocimiento de la entrada para     , determinan completamente el comportamiento del 
sistema en cualquier     .  
 
Factor de potencia: Es un indicador cualitativo y cuantitativo del correcto aprovechamiento de 
la energía eléctrica. También podemos decir, el factor de potencia es un término utilizado para 
describir la cantidad de energía eléctrica que se ha convertido en trabajo. 
 
Generador Sincrónico: Es un convertidor electro magnético donde la bobina del rotor excita 
mediante corriente continua y la parte fija denominada estator. En el estator circula corriente 
alterna produciendo un campo magnético rotatorio que gira entre el entrehierro con frecuencia 
angular de las corrientes de armadura, girando a la misma velocidad el campo magnético 
rotatorio para que el par eléctrico sea diferente de cero en régimen permanente. [1] 
 
Inercia: (del latín inertĭa) es la propiedad que tienen los cuerpos de permanecer en su estado 
de reposo o movimiento, mientras la fuerza sea igual a cero, o la resistencia que opone 
la materia a modificar su estado de reposo o movimiento.  
 
LDI: Inclusiones diferenciales lineales (Linear Differential Inclusions). 
 
LINEAL: una función lineal es aquella que satisface las propiedades aditiva y homogénea. 
 
LMI: Desigualdades lineales matriciales (Linear Matrix Inequalities). 
LQR: Regulador cuadrático – lineal (Linear Quadratic Regulator). 
 
LTI: Sistema lineal e invariante en el tiempo (Linear Time-Invariant), es aquel que, como su 
propio nombre indica, cumple las propiedades de linealidad e invariancia en el tiempo. 
 
Modelo: es una representación abstracta, conceptual, gráfica o visual, física, matemática, de 
fenómenos, sistemas o procesos a fin de analizar, describir, explicar, simular - en general, 
explorar, controlar y predecir- esos fenómenos o procesos. Un modelo permite determinar un 
resultado final u output a partir de unos datos de entrada o inputs.  
 
No lineal: los sistemas no lineales representan sistemas cuyo comportamiento no es expresable 
como la suma de los comportamientos de sus descriptores. 
 
Optimización convexa: La optimización es una herramienta esencial en la toma de decisiones 
basada en criterios cuantitativos y en el análisis de sistemas físicos. El concepto de convexidad, 
que se aplica tanto a conjuntos como funciones, es fundamental en optimización, pues implica 
que el problema formulado es accesible en diferentes aspectos. Para los problemas de 
optimización convexa se ha desarrollado una eficaz teoría de la dualidad y se han establecido 
resultados sobre condiciones de optimalidad. Un problema de optimización convexa presenta dos 
grandes ventajas: que dichos problemas se resuelven numéricamente de manera eficiente, y que 
se alcanzan soluciones globales del problema. [2] 
 
Par: O el torque puede ser el momento de fuerza o momento dinámico, que es una magnitud 
vectorial obtenida a partir del punto de aplicación de la fuerza. Esta magnitud se obtiene como 
producto vectorial (el vector ortogonal que resulta de una operación binaria entre dos vectores de 
un espacio euclídeo tridimensional). 
 
Parámetro: se conoce como parámetro al dato que se considera como imprescindible y 
orientativo para lograr evaluar o valorar una determinada situación. A partir de un parámetro, una 
cierta circunstancia puede comprenderse o ubicarse en perspectiva. 
PID: Significa Proporcional, Integral y Derivativa. Un lazo de control PID está diseñado para 
eliminar la necesidad de supervisión continúa de una operación por parte de los operadores. 
 
PMSG: Generador síncrono de imanes permanentes. 
 
Potencia: es la cantidad de trabajo que se realiza por unidad de tiempo. 
 
Presión atmosférica: se debe al peso del aire sobre un cierto punto de la superficie terrestre por 
lo tanto,  es lógico suponer que cuanto más alto esté el punto,  tanto menor será la presión,  ya 
que también es menor la cantidad de aire que hay por encima. 
 
SEP: Sistema eléctrico de potencia conformado por el conjunto de centrales generadoras, de 
líneas de transmisión interconectadas entre sí y de sistemas de distribución esenciales para el 
consumo de energía eléctrica. 
 
Turbina: Rueda hidráulica, con paletas curvas colocadas en su periferia, que recibe el agua por 
el centro y la despide en dirección tangente a la circunferencia, con lo cual aprovecha la mayor 
parte posible de la fuerza motriz. 
 
Turbulencia: es un efecto natural ocasionado por los cambios en la dirección y la velocidad de 
las corrientes de aire. 
 
Variables de estado: Las variables de un sistema dinámico son las variables que constituyen el 
menor conjunto de variables que determinan el estado del sistema dinámico. Si al menos se 
necesitan   variables   ,   ,...,    para describir completamente el comportamiento de un 
sistema dinámico (de forma que una vez que la entrada para      está dada y el estado inicial 
en      está especificado, el estado futuro del sistema está determinado completamente), 
entonces tales   variables son un conjunto de variables de estado. 
 
 
RESUMEN 
 
 
En esta tesis se investiga como método de control un PI robusto como controlador de 
retroalimentación a través del enfoque de LMI (Linear Matrix Inequalities): aplicado a un 
generador síncrono de imanes permanentes (PMSG por sus siglas en inglés) conectado a un 
sistema eléctrico de potencia (SEP). Se inició con el estudio detallado del estado del arte del 
modelo matemático del generador nombrado anteriormente y se obtienen las ecuaciones de 
estado por medio de técnicas de identificación de sistemas. 
 
Después se procede a realizar el estudio de la técnica de control mencionada con las ecuaciones 
de estado que representan la dinámica del sistema y aplicando diferentes restricciones con el 
objetivo de observar el comportamiento de las señales de salida ante una determinada referencia 
y teniendo en cuenta perturbaciones que se puedan presentar; Dicho en otras palabras se requiere 
para un generador eólico o aerogenerador mantener la salida de tensión y frecuencia iguales a los 
que tiene el SEP con el que se encuentra interconectado, en un determinado valor de referencia a 
pesar de las variaciones constantes e imprevistas del viento, que es la fuente de energía en este 
caso, sin dejar de mencionar el valor de utilizar energías más limpias y renovables en la 
actualidad y a futuro; Es allí donde radica la importancia de un buen control ya que este tipo de 
generación de energía puede afectar al SEP o a la carga que alimenta ocasionando 
inestabilidades, deslastre de carga, caídas de tensión, etc. 
 
 
 
 
 
 
 
 
 
 
INTRODUCCIÓN 
 
 
El aumento de la población mundial ha ocasionado a su vez un mayor uso de las energías en 
especial la energía eléctrica, como motor de la economía e impulsor del desarrollo industrial y de 
nuevas tecnologías y como un recurso utilizado en el diario vivir de las personas, este 
explotamiento continuo a gran escala de los recursos naturales es uno de las grandes factores por 
los cuales se ha incrementado la problemática ambiental, por esto la necesidad de utilizar 
energías renovables es cada vez más notoria, como la energía eólica, que utiliza medios de 
generación más limpios y amigables con el planeta, por tal motivo, el uso de este tipo de energía 
ha ido en aumento en los últimos años y su inclusión en los sistemas eléctricos de potencia se ha 
convertido en un tema de interés en la actualidad.  
 
A pesar de esto el uso de la energía eólica en Colombia es prácticamente nulo debido a que solo 
se cuenta con un parque eólico ubicado en la guajira (Parque eólico Jepírachi);  Debido a la 
naturaleza de nuestra geografía, cerca del 60% de la generación de energía eléctrica es de tipo 
hidráulica y el resto es cubierto con centrales térmicas, teniendo un porcentaje muy bajo en 
generación con otras fuentes de energía.  
 
Uno de los temas de mayor estudio para el desarrollo de los aerogeneradores y su integración de 
forma confiable y segura al sistema eléctrico de potencia son las técnicas de control a 
implementar en el generador que se encuentra acoplado en la turbina eólica (generador síncrono 
de imanes permanentes, para este caso), estos aerogeneradores están sometidos a flujos de viento 
que varían su intensidad y dirección con el tiempo y por sus características constructivas y de 
diseño el aprovechamiento del máximo de la potencia generada se da a una determinada 
velocidad del viento, por esto la importancia del control para alcanzar el nivel de referencia y 
tener la mayor eficiencia posible.  
 
Normalmente el control en los aerogeneradores es realizado por un controlador PI, sin embargo, 
hay numerosos problemas de control donde esta simple estructura de controlador PI resultara 
insuficiente, como en sistemas no lineales, sistemas con grado relativo mayor que dos, sistemas 
de fase mínima, etc. por otro lado, los problemas prácticos de control ocupan sobre todo los 
variantes en el tiempo, sistemas inciertos y que requieren un alto rendimiento, tales como la 
optimización de los resultados de rendimiento, minimización de los esfuerzos de control, rápidas 
y bien amortiguadas respuestas en el tiempo, de alta capacidad de rechazo a perturbaciones 
incluso bajo la incertidumbre del sistema. Sin embargo un controlador PI simple no es capaz de 
hacer frente a la mayoría de estos problemas juntos, simultáneamente. [3]  
 
Por esto se presenta como solución la implementación la técnica de LMI a un controlador PI, a 
sistemas no lineales donde resulta insuficiente la estructura simple del controlador PI, con el 
objetivo de mejor la respuesta y la estabilidad de dicho sistema. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Capítulo 1. Energía Eólica 
 
 
La energía eólica es conocida como la fuente de energía producida por el viento; en la actualidad 
es una de las fuentes de energía en la que se busca aplicar nuevos estudios enfocados al desarrollo 
de su eficiencia de producción de energía gracias a sus características. Esta al provenir de la 
naturaleza representa un recurso barato e inagotable que no contamina el medio ambiente 
eliminando en cierta parte el uso de combustibles fósiles. 
1.1.  El viento 
 
El viento es una masa de aire cuyo movimiento es causado por la diferencia de temperatura y por 
la variación de la presión atmosférica en el planeta. La característica del viento en la zona de 
captación del aerogenerador en el sistema de generación eléctrica cumple un papel importante 
pues factores del sitio tales como su zona geográfica, obstáculos a su alrededor y clima dependerá 
la eficiencia del sistema estableciendo la mayor rentabilidad energética y económica posible del 
sistema. 
 
Para la colocación de aerogeneradores durante un largo periodo de tiempo en una zona 
determinada es necesario realizar un estudio preliminar sobre la influencia y comportamiento del 
viento; obteniendo la función de distribución acumulada del viento por medio de la distribución 
de Weibull [4], al igual que la intensidad y dirección por medio de la Rosa de los Vientos. [1] 
 
Otro de los parámetros importantes a tener en cuenta en el análisis de la producción eficiente de 
energía eléctrica obtenida mediante energía eólica es la colocación del aerogenerador. Se parte 
del principio de que ha a mayor altura se encuentre éste, mayor será la velocidad del viento. La 
producción de potencia por medio del aerogenerador igualmente aumentará con la altura, debido 
a que el suelo choca con el viento provocando un efecto de frenado donde el potencial de 
generación disminuye. [4] 
 
 
 
1.1.1.  Velocidad del Viento y la Curva de Potencia 
 
La curva de potencia-velocidad del aerogenerador muestra la potencia que este es capaz de 
suministrar para determinadas velocidades de viento. En vientos escasos al no aportar energía 
cinética suficiente hacia las palas no existe generación de potencia, las palas del aerogenerador 
empieza a girar desde una velocidad mínima de viento que se la llama velocidad de arranque que 
varía entre 3-5 m/s. a partir de que se de esta velocidad la potencia va a ir creciendo de forma no 
lineal al seguir aumentando la velocidad del viento hasta llegar un valor tope donde el 
aerogenerador va producir su potencia nominal, este tope se le llama velocidad nominal. Como se 
ilustra en la figura 1. [4] 
 
 
 
Figura 1. Curva de potencia de un aerogenerador de velocidad variable. 
 
 
Cuando se alcanza el valor nominal de la velocidad del viento en la pala se reduce el rendimiento 
del rotor eólico para así limitar la potencia que será entregada al generador eléctrico, como 
muestra la zona III de la Figura 1. 
 
La curva de potencia de un aerogenerador se determina a partir de mediciones realizadas en 
campo por medio de un anemómetro cuyo fin es estimar la velocidad del viento que posee el 
lugar. La velocidad del viento al ser oscilante, se estima mediante el promedio de las distintas 
mediciones realizadas, buscando medir siempre las mismas zonas de baja intensidad de 
turbulencia donde el viento incida directamente en la parte delantera de la turbina [1] 
 
1.2. El Aerogenerador 
 
Es una máquina que convierte energía cinética en energía eléctrica a partir del recurso disponible 
del viento que se transporta mediante redes eléctricas, previamente adaptada a tensiones 
adecuadas para su trasmisión  o caso contrario es almacenada en sistemas aislados. 
 
1.2.1. Componentes de un Aerogenerador 
 
Un aerogenerador está compuesto por diversos elementos como se observa en la Figura 2, de los 
cuales se analizan los más importantes. 
 
 Turbina Eólica 
 Caja Multiplicadora 
 Generador 
 Sistema de soporte 
 
 Figura 2 Componentes del Aerogenerador. [5] 
1) Turbina Eólica 
 
La turbina eólica interviene como un convertidor de energía accionado por el viento sobre sus 
palas. Esta energía extraída de las corrientes de viento es transformada en movimiento rotatorio 
de baja velocidad que primero pasa por una caja multiplicadora para accionar al generador 
eléctrico. [5] 
 
Las palas fueron diseñadas con forma de hélice con el fin de que interactúe y corte 
potencialmente el viento para tener un sistema aerodinámicamente óptimo. Al momento que el 
viento llega a tener contacto con las hélices, éste genera un impacto en ellas y se produce una 
fuerza de arrastre y empuje en varios puntos de las palas, proporcionando movimiento al rotor. 
[5]  
2) Caja multiplicadora 
 
Este complemento del aerogenerador es un juego de engranajes con la capacidad de convertir la 
rotación producida por las palas. El propósito de la caja consiste en adecuarla velocidad delas 
palas a las especificaciones de rotación (par y velocidad) del generador. [5] [6] 
 
Es importante el uso de este elemento, ya que es demasiado improbable que la turbina girara a la 
misma velocidad que un generador, esto solo es concebible si se aumenta el número de polos de 
la máquina para así disminuir su velocidad o aumentar la velocidad de giro de la turbina. Ninguna 
de estas dos opciones son viables económicamente e imposibles de dimensionar. [6] 
 
3) Generador 
 
Los generadores utilizados en los sistemas eólicos son de corriente alterna por la necesidad de 
incrementar las tensiones. Son comercializados por su fácil y relativo mantenimiento, y también 
se especifican debido a su relación potencia/peso al momento de la construcción de la torre y su 
acondicionamiento mecánico. Su control, depende esencialmente del tipo de generador que se 
utilice, para este caso un generador síncrono de imanes permanentes. [6] 
 
4) Sistema de soporte 
 
Los soportes para los aerogeneradores tienen la función de mantenerlos en una altura adecuada 
para su funcionamiento, teniendo en cuenta que debe aguantar el peso y las exigencias que 
conlleva estar en esa altura a la exposición de fuertes vientos y sostener el cuerpo en el momento 
que tenga que rotar. [1] 
 
1.3. Generadores sincrónicos de imán permanente (PMSG) 
 
Poseen los arrollados del estator conectados a la red a través de un convertidor de potencia, 
además que son auto excitado poseen una operación a mayor factor de potencia y por ende con 
más eficiencia. Este tipo de generadores son utilizados para turbinas tipo: Turbinas de velocidad 
variable con convertidores completos de frecuencia. [7] 
 
Las máquinas síncronas de imanes permanentes son empleadas en aplicaciones de baja potencia 
(como en tornos y fresadores) y alta potencia (como es el caso de los generadores eólicos). Las 
máquinas síncronas son ideales para aplicaciones en donde se requiera: alta densidad de flujo en 
el entrehierro, alta relación de par/inercia, para conseguir elevadas aceleraciones, alta relación 
potencia/peso, alto rendimiento y factor de potencia, diseño compacto (Llor 2003). 
 
1.3.1. Modelo matemático en espacio y estado del generador de imanes permanentes 
(PMSG)  
 
Para el control de potencia del PMSG es necesario tener en cuenta el viento que es la fuente 
primaria para la generación de energía se presenta varias consideraciones para su uso. La 
variación que tiene durante tiempo, estos cambios de magnitud del viento o dirección ocasiona 
alteraciones importantes en la potencia entregada por el aerogenerador que pueden producir 
daños en algún dispositivo a causa del incumplimiento de condiciones de calidad. Algunas de 
estas condiciones pueden ser, mantener constante el nivel de la tensión generado por la máquina 
y la frecuencia que se registran para la conexión a la red eléctrica. [5] 
 
 
 
 
 
 
 
 
 
 
 
 
Las ecuaciones de fase del PMSG son: 
 
Figura 3. Circuito del generador PMSG [8] 
         
 
  
   
         
 
  
                                                         (1.1) 
         
 
  
   
 
Donde:  
 
  : es la resistencia estatórica 
  ,    y   : son las tensiones instantáneas en cada fase del estator 
  ,    e   : son las corrientes instantáneas en cada fase del estator  
  ,   y   : son los flujos totales a través de cada fase del estator. 
 
El modelo en espacio de estados en el sistema de referencia d-q-0, se obtiene al aplicar  la 
transformada conocida como transformada de Park (       )) que transforma las magnitudes en 
las tres fases a-b-c (fabc) a un sistema de referencia d, q, 0 (fdq0). Esto es              )) 
fabc. Se desprecian los valores de la componente 0, puesto que para un sistema balanceado 
siempre serán cero. La transformación de Park está definida como: [9] 
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                           (1.2) 
 
El resultado de aplicar la transformación de Park da como resultado las magnitudes referidas en 
un marco de referencia con el eje d centrado en el rotor del generador y el eje q perpendicular al 
eje d (Ong 1998). Las ecuaciones para poder representar los voltajes en cada una de las fases en 
su forma matricial se definen mediante: [9] 
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]                                                 (1.3) 
 
Aplicando la transformación de Park se obtiene: 
 
         
 
  
                                                    (1.4) 
         
 
  
                                                     (1.5) 
 
Donde    y     son los enlaces de flujo que concatenan los devanados en los ejes directo y de 
cuadratura d y q, respectivamente 
 
 
                                                                      (1.6) 
             
 
Finalmente el espacio de estados queda descrito por: 
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La ecuación es de la forma: 
 
*
 
  
 +  [    ][ ]  [ ][ ]  [     ]                            (1.8) 
 
  
   ̇ 
 
Linealizando alrededor del punto de operación 
 
[  ]̇  [ ̃][ ]  [ ̃][  ]                                        (1.9) 
Donde: 
 
[ ̃]  [      ] 
[ ̃]  [ ] 
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Finalmente:  
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(1.10) 
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La ecuación de salida:  
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Linealizando 
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De  forma matricial 
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La ecuación es de la forma 
 
[ ]  [ ][ ]  [ ][ ]                                           (1.14) 
 
Donde:  
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Nota: EL subíndice op indica el parámetro respectivo evaluado en el punto de operación 
Capítulo 2. Desigualdades Lineales Matriciales (LMI) 
 
El uso de las LMIs en el análisis de los sistemas dinámicos se remonta a más de 100 años [10]. 
La historia comienza alrededor del año de 1890, cuando Lyapunov publicó su trabajo en el cual 
formula el estudio de estabilidad de sistemas dinámicos a través de una desigualdad matricial. En 
la década de los años 40’s, Lur’e, Postnikov y otros investigadores aplican el método de 
Lyapunov formulados a través de estas desigualdades en algunos problemas prácticos de la 
ingeniería, especialmente en el problema de la estabilidad de ciertos sistemas dinámico no 
lineales [11].  
 
En un principio, las desigualdades que permitían estudiar la estabilidad de un sistema se resolvían 
analíticamente, lo que limitaba la aplicación de esta técnica solo a sistemas de orden reducido. 
Posteriormente en los años 60’s, investigadores como Yakubovich, Popov, Kalman entre otros, 
lograron encontrar la solución de las LMIs que surgieron en el problema de Lur’e a simples 
criterios gráficos, usando lo que se conoce como el lema real positivo (PR) [10]. Este resultado 
puede ser aplicado a sistemas de alto orden, pero desafortunadamente no puede extenderse a 
sistemas con más de una no linealidad. 
 
Alrededor del año 1970, se conoció que la LMI del lema real positivo podría también resolverse a 
través de la solución de una ecuación de Riccati. De esta manera, en la década de los años setenta 
los investigadores contaban ya con varios métodos para resolver tipos especiales de LMIs entre 
los que se encontraban: métodos directos (solo aplicables a sistemas de bajo orden), método 
gráficos (como el criterio del círculo) y métodos basados en resolver ecuaciones lineales de 
Lyapunov o de Riccati (cuya resolución era conocida) [10]. Sin embargo, tanto los métodos 
gráficos como los métodos analíticos no tenían la consideración simultánea de un gran número de 
parámetros de diseño.  
 
Un gran avance ocurrió años después, cuando las LMIs fueron formuladas como problemas de 
optimización convexa, este hecho permitió resolver varias LMIs de manera fiable facilitando así 
el diseño a partir de dicho enfoque. Autores como Pyatnitskii y Skorodinskii en [11], fueron 
algunos de los primeros investigadores en formular la búsqueda de una función de Lyapunov 
como un problema de optimización convexa. Un límite importante que permitió avanzar en la 
resolución eficiente de LMIs, fue la aparición de métodos de punto interior a raíz del trabajo de 
Karmarkar [12]. De igual fue Nesterov, quien extiende el algoritmo de punto interiores 
presentado por Karmarkar para optimización lineal y optimización convexa.  
 
Actualmente, muchos problemas de control robusto de sistemas lineales pueden ser formulados 
como problemas de optimización convexa mediante LMIs. Numéricamente, estos problemas de 
optimización pueden ser solucionados eficientemente a través de potentes algoritmos 
implementados en varios toolboxes de MATLAB [13]. 
 
Dos razones que explican este interés son la gran variedad de especificaciones y restricciones de 
diseño que se pueden expresar mediante LMIs; y que una vez formulado en términos de LMIs, un 
problema se puede resolver mediante algoritmos muy eficientes de optimización convexa, 
especialmente los basados en métodos de punto interior. El campo de aplicaciones se extiende a 
diversas técnicas, como control robusto, control óptimo y control difuso, entre otros. [14] 
 
2.1. Algunos problemas definibles con LMIs 
 
Una desigualdad lineal matricial (LMI) es una restricción convexa [ ], expresada usualmente de la 
forma 
 
        ∑                                                       (2.1) 
 
donde     ,        . Las matrices simétricas              son fijas y   es la variable. 
Por tanto      es una función afín de los elementos de  . La LMI (2.1) significa que      es una 
matriz definida positiva. También se puede dar en la forma       . Es fácil ver que una LMI 
define un conjunto convexo; es decir, el conjunto              es convexo; además, no 
necesariamente tiene una frontera suave. [14] 
Se define la función:  
 
     {          
          
                                
                                    (2.2) 
 
Esta función tiene la propiedad de ser finita únicamente en   y de tender a infinito cuando se 
acerca a su frontera. Las curvas de nivel de la función   dan una aproximación suave de la forma 
del conjunto factible  . Esta aproximación por líneas de contorno es ilustrada en la Figura 4. [14] 
 
 
 
Figura 4. Líneas de contorno de la función     , las cuales dan una aproximación suave de la 
forma del conjunto factible   [14]. 
 
Varias LMIs               se puede expresar como la LMI                      . Una 
LMI también permite expresar finitas desigualdades lineales. Si se quiere expresar      (es 
claro que esta desigualdad es componente por componente) de la forma (2.1), se toma    
              y                    , donde     son las entradas de la matriz   y    
las del vector  . Una restricción cuadrática convexa                      , con 
     se puede escribir, usando los complementos de Schur, de la forma: 
 [
     
            
]                                            (2.3) 
 
La cual se puede escribir de la forma (2.1) con:  
 
   *
   
   
+       [
   
  
   
]                                (2.4) 
 
donde            . Así mismo, la restricción          donde      es una matriz, no 
necesariamente cuadrada, que depende de  , se puede expresar como:  
 
[
     
      
]                                                    (2.5) 
 
pues         , es equivalente a              . También se puede plantear el problema 
de minimizar        de la forma:  
 
                                                  (2.6) 
𝑠    𝑜         [
      
       
]     
 
con variables   y  . Al tipo de programa matemático que minimiza una función lineal con 
restricciones expresadas como LMIs se le denomina programa semidefinido. Desigualdades en 
las que las variables son matrices, son comunes en problemas que vienen de la teoría de control, 
tal es el caso de la desigualdad de Lyapunov,  
 
                                                          (2.7) 
 
donde   es una matriz de     y      es la variable. La desigualdad (2.7) se puede expresar de 
la forma (2.1) así: Sean            una base para las matrices simétricas de            
       entonces se toma      y      
       . Así que no se hará distinción entre las 
formas (2.1) ó (2.7) de expresar una LMI. Los problemas siguientes son llamados problemas 
estándar, necesarios para plantear las aplicaciones en control que se tratarán adelante [14]. 
 
2.1.1. Problemas LMI  
 
Dada una LMI       , el correspondiente problema LMI (LMIP) es encontrar un    tal que 
        ó determinar que tal    no existe; es decir, que la LMI no es factible [14]. 
 
2.1.2. Problemas de valores propios  
 
El problema de valores propios (EVP) es minimizar el valor propio máximo de una matriz que 
dependa de alguna variable, sujeto a una LMI, por ejemplo:  
 
                 
𝑠    𝑜                                                             (2.8) 
       
 
Un EVP también puede aparecer como un programa semi-definido, es decir, de la forma: 
 
                      
        𝑠    𝑜                                                               (2.9) 
 
2.1.3. Problemas de valores propios generalizado  
 
El problema anterior se puede extender a minimizar el máximo valor propio generalizado de un 
par de matrices que dependen de alguna variable sujeto a una LMI (GEVP). Su forma general es 
[14]:  
 
 
 
                         
𝑠    𝑜                                                               (2.10) 
                     
                     
 
2.2. Inclusiones diferenciales lineales  
 
Una Inclusión Diferencial (DI) se describe por:  
 
              ̇                                                           (2.11) 
 
donde   es una función de       en una familia de subconjuntos de  
 . Cualquier       
   que satisface la DI se le llama trayectoria. Es claro que hay muchas trayectorias para una DI 
dada. Un caso particular de DI es la lineal. Una Inclusión Diferencial Lineal (LDI) está dada por: 
 
 ̇                                                            (2.12) 
 
Donde   es un conjunto de matrices    . La anterior definición se puede generalizar a sistemas 
con múltiples entradas y salidas de la siguiente forma: 
 
 ̇                                                                (2.13)  
        
 
donde        
  es el vector de estado,        
  es el vector de entradas,        
  es 
la salida y las matrices satisfacen que: 
 
*
  
  
+                                                           (2.14) 
 
para todo     y   es un conjunto de matrices de    𝑠       . En adelante solo 
interesarán las siguientes clases de LDIs [14].  
2.2.1. Sistemas lineales invariantes en el tiempo (LTI)  
 
Son sistemas en los cuales   es unitario:  
 
  ,*
  
  
+-                                                (2.15)  
 
2.2.2. LDIs Politópicos (PLDI)  
 
En esta clase se encuentran los sistemas donde es un politopo descrito por sus vértices, esto es, 
tiene la forma:  
 
    {[
    
    
]    [
    
    
]}                      (2.16) 
 
donde    es la envolvente convexa del conjunto de matrices. Esto permite evaluar todos los 
estados intermedios incluidos en el politopo [14]. 
  
2.3. Estabilidad cuadrática  
 
Se consideran LDIs donde   tiene alguna de las formas descritas anteriormente. Una condición 
suficiente para que cualquier trayectoria de una LDI converja al origen cuando     es la 
estabilidad cuadrática; es decir, que exista una función cuadrática           con     
decreciente a lo largo de cualquier trayectoria no trivial de la LDI. A esta función   se le llama 
función cuadrática de Lyapunov. Si           es una función cuadrática de Lyapunov, 
entonces: 
 
 
  
                                                     (2.17) 
 
luego   es decreciente si y sólo,          para toda     [14].  
 
2.3.1. Sistemas en tiempo continuo  
 
Así, que una LDI sea cuadráticamente estable, es equivalente a que exista una matriz   tal que:  
 
                                                          (2.18) 
 
Por tanto, para sistemas LTI la condición (2.18) es entonces:  
 
                                                        (2.19) 
 
que es el criterio clásico de estabilidad de Lyapunov para sistemas LTI. Ahora, para una PLDI, la 
condición (2.18) toma la forma:  
 
           
                                               (2.20) 
 
La tasa de decaimiento, también llamada el mayor exponente de Lyapunov, de una LDI, se 
define como el mayor 𝛼 tal que:  
 
       
                                                     (2.21) 
 
Para todas las trayectorias de la LDI. La función cuadrática de Lyapunov           sirve para 
establecer una cota inferior para la tasa de decaimiento. Si: 
 
 
  
                                                        (2.22) 
 
para toda trayectoria  , entonces  (    )        (    ) Así que, 
 
          (
       
       
)
 
                                     (2.23) 
 
 
para todas las trayectorias, luego la tasa de decaimiento es al menos 𝛼. Ahora, la condición (2.22) 
es equivalente a:  
 
        𝛼                                           (2.24) 
 
Así que, para los tipos de sistemas enunciados, la máxima cota inferior para la tasa de 
decaimiento que se puede encontrar usando funciones cuadráticas de Lyapunov, se halla 
resolviendo los siguientes GEVP con variables   y 𝛼 [14]. 
 
2.3.1.1. LTI 
 
                                                                       𝛼                                                (2.25) 
𝑠    𝑜                        𝛼    
 
2.3.1.2. PLDI  
 
                                          𝛼           
𝑠    𝑜                                 𝛼                       (2.26) 
        
 
Los problemas anteriores se pueden plantear también como EVPs de la siguiente forma: 
Dividiendo   por el valor propio mínimo de   y por el doble de tal valor en la ecuación (2.24), se 
obtienen 𝛼    y  ̂    tales que: 
 
?̂? ̂     ̂   ̂                                            (2.27)  
 
Como  ̂   , entonces:  
 
 𝛼     ̂   ̂  𝛼 ̂     ̂   ̂                            (2.28)  
 
Entonces el problema se plantea como:  
 
                                      𝛼                                              (2.29) 
𝑠    𝑜                    𝛼           
 
Ajustándolo a cada uno de los sistemas enunciados. A un sistema se le llama estabilizable 
cuadráticamente si existe una ganancia de retroalimentación de estado   tal que el sistema en 
lazo cerrado sea cuadráticamente estable. Si se fija una matriz  , un sistema es cuadráticamente 
estable si y sólo si existe una matriz     tal que: 
 
                             [   ]                          (2.30) 
 
Ó con la expresión equivalente, si existe     tal que: 
 
                              [   ]                        (2.31) 
 
Ninguna de las dos expresiones anteriores es una desigualdad convexa en las matrices   y   o  , 
pero con el cambio de variable      en la segunda desigualdad, se obtiene la expresión 
equivalente, 
 
                             [   ]                         (2.32) 
 
Este LMIP, con variables   y  , resulta factible si y sólo si, el sistema es estabilizable 
cuadráticamente, con ganancia de retroalimentación de estado        [14]. 
 
 
 
 
 
 
 
Capítulo 3. Control por realimentación de estados usando LMIs 
 
En las técnicas clásicas de control se considera como única variable de realimentación la salida 
del sistema, haciendo uso del concepto de función de transferencia. Sin embargo, en muchas 
aplicaciones, además de la salida del sistema, es posible contar con variables adicionales para 
realizar el control. Los sistemas lineales invariantes en el tiempo (LTI) pueden ser representados 
por una ecuación diferencial ordinaria con parámetros constantes, a partir de la cual, al aplicar la 
transformada de Laplace con condiciones iniciales nulas, se obtiene la función de transferencia 
del sistema. Esta ecuación diferencial también puede ser representada como un conjunto de 
ecuaciones diferenciales de primer orden conocido como representación de estados o modelo en 
variables de estado del sistema [15]. La técnica de realimentación de estado parte de una 
representación del sistema en variables de estado, es decir, el sistema LTI mostrado en el 
Capítulo 1 (1.1): [16] 
 
 ̇                       ̂        
                                                                   (3.1) 
                                
 
Dicha representación permite no sólo observar las variables de entrada u(t) y la salida y(t), sino 
también un conjunto de variables que proporcionan toda la información dinámica de la planta, es 
decir x(t). Además en el modelo se consideran el vector de perturbaciones w(t), el vector de 
salidas controladas z(t) y el vector de salidas medibles y(t). La Figura 5, muestra una 
representación esquemática de un sistema mediante variables de estado, donde no se considera 
z(t) ni w(t). [16] 
 Figura 5. Esquema de un sistema descrito en variables de estado [16] 
 
Considerando que todas las variables de estado son medibles y que están disponibles para 
realimentación, la ley de control de la forma:  
 
                                                                           (3.2) 
 
donde   es el vector de ganancias de realimentación que ponderan cada una de las variables de 
estado, se denomina realimentación de estado. Mediante el control por  realimentación de estado 
se podrán colocar los polos del sistema en cualquier lugar del plano complejo sin restricciones. 
La Figura 6 muestra el esquema de control por realimentación de estado. [16] 
 
 
Figura 6. Esquema de control por realimentación de variables de estado [16] 
Sustituyendo la ley de control (3.2) en el modelo LTI (3.1), el comportamiento dinámico del 
sistema en lazo cerrado se describe por la ecuación: 
 
 ̇                                                                  (3.3) 
 
siendo los autovalores de la matriz          los polos deseados en lazo cerrado. Si el sistema 
es controlable, puede determinarse un vector de ganancias de realimentación de estados que 
ubique los polos en cualquier lugar deseado [15]. La noción de controlabilidad de un sistema está 
asociada con la posibilidad de hacer que las variables de estado de un sistema tomen cualquier 
valor deseado, sin importar cuales sean las condiciones iniciales, en un tiempo finito. Para 
determinar si un sistema es o no controlable, con           y          , se construye la 
matriz de controlabilidad definida como [16] 
 
    [                ]                                       (3.4) 
 
donde si y solo si             y            el sistema dinámico es controlable. Para el 
caso del sistema realimentado (3.3), la condición de estabilidad asintótica de Lyapunov del 
Teorema 2.1.1, se puede realizar a través del estudio de la siguiente desigualdad matricial: 
 
                           0                                    (3.5)  
o  
                                                            (3.6) 
 
Puede observarse que esta desigualdad (3.6) no corresponde a una LMI, ya que contiene la 
multiplicación de las variables   y  , lo que produce una desigualdad bilineal. Por tal motivo, 
con el fin de reescribir (3.6) de forma lineal, es necesario multiplicar ambos lados de la 
desigualdad por    , es decir: 
 
   [                      ]                                       (3.7)  
                                   
 
definiendo      y          , la desigualdad (3.7) puede ser reescrita como 
 
                                                        (3.8) 
  
siendo        . 
 
De esta manera, puede obtenerse un vector de ganancias   que estabilice el sistema (3.3), si 
existe una matriz simétrica definida positiva  tal que cumpla con la condición (3.8). [16] 
 
3.1. PID según la técnica de LMI basado en la estrategia de control LQR 
 
En la sección anterior se obtuvo la formulación de realimentación de estados de un sistema 
general politópico lineal variable en el tiempo (LTV). En esta sección, se presenta la técnica de 
síntesis para el PID; Se indica como es la estructura basada en LMI. Se va a considerar el control 
de realimentación de estados del sistema LTV, así: 
 
 ̇̃   ̃    ̃   ̃                                                            (3.9) 
    ̃  ̃     ̃  
 
y la señal de control será     ̃, el objetivo es encontrar la ganancia de control  ̃ que minimiza 
el objetivo cuadrático      𝑠  ∫   ̃   ̃       
 
 
 sobre todas las trayectorias de estado 
donde     y    . Es bien sabido que este problema es equivalente al problema de valor 
propio:  
 
               ̃ 
     ̃  
𝑠    𝑜    [
 ̃    ̃
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]                   (3.10)  
                  
Aquí  ̃ 
     ̃  es el límite superior para   y la ganancia de control que minimiza este índice de 
rendimiento es        . 
Capítulo 4. Control PI en el Generador síncrono de imanes permanente (PMSG) 
 
El controlador PI se realiza sobre el modelo de espacio de estados del generador PMSG mostrado 
en el capítulo 1. Además, las ganancias del controlador se calculan en base a diferentes técnicas. 
Con el fin de compararlas y observar las diferencias entre sí para verificar la técnica de control 
más óptima para este caso específico. Las técnicas de control utilizadas se describen en este a 
continuación. 
 
4.1. Controlador PI aplicado al modelo del generador PMSG basado en la herramienta PID 
Tuning de MATLAB.  
 
PID Tuning es el proceso de encontrar los valores de las ganancias proporcional, integral y 
derivativo de un controlador PID para lograr el rendimiento deseado y cumplir con los requisitos 
de diseño [18]. 
 
El PID Tuning permite lograr un buen equilibrio entre rendimiento y robustez, ya sean 
controladores PID de uno o dos grados de libertad.  
 
El PID tuning:  
 
 Calcula automáticamente un modelo lineal de la planta en su modelo. La planta se 
considera como la combinación de todos los bloques entre la salida del controlador PID y 
la entrada. Por lo tanto, la planta incluye todos los bloques en el bucle de control, que no 
sean el propio controlador.  
 
 Calcula automáticamente un diseño PID inicial con un equilibrio entre rendimiento y 
robustez. El PID tuning basa el diseño inicial de la respuesta en frecuencia en lazo abierto 
de la planta linealizada.  
 
 La interfaz gráfica del PID Tuning ayuda a refinar interactivamente el desempeño del 
controlador PID para satisfacer sus requisitos de diseño [18].  
En la Figura 7 se observa la configuración utilizada para implementar el modelo del generador 
PMSG y el control PI utilizando la herramienta PID tuning en Matlab. El controlador PID se 
hace con base a una referencia escalón unitario. 
 
 
Figura 7 Topología de la configuración utilizada para implementar el modelo del generador 
PMSG y el control PI utilizando la herramienta PID tuning Matlab. 
 
4.2. Controlador PI aplicado al modelo del generador PMSG basado en la técnica LMI 
garantizando únicamente la estabilidad del sistema.  
 
La técnica LMI permite calcular las ganancias proporcional, integral y derivativo tal y como se 
muestra en el capítulo 2. En este caso se calcula el sistema aumentado de la planta mostrada en el 
capítulo 1, esto con el fin de garantizar que el método entregue la ganancia integral además de la 
proporcional. A continuación se puede apreciar el sistema aumentado: 
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+                                                          (4.1) 
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Donde   ̌ y   ̌ son la matriz   y   respectivamente del sistema en espacio de estados aumentado. 
 
Remplazando las matrices obtenidas en el capítulo 1 se obtiene: 
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(4.2) 
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El sistema de LMI que garantiza la estabilidad del sistema cumpliendo con el criterio de 
Lyapunov se observa  
 
 ̌    ̌   ̌     ̌                                               (4.3) 
                    
  
La solución del sistema y el cálculo de las ganancias del controlador se realiza utilizando el 
toolbox de LMI de Matlab. El algoritmo implementado se puede apreciar en el apéndice A. 
Algoritmos.  
 
La configuración utilizada para implementar el controlador PID basado en las LMI se observa en 
la Figura 8. 
 
 Figura 8. Topología de la Configuración utilizada para implementar el controlador PID basado en 
las LMI. 
 
4.3. Controlador PI aplicado al modelo del generador PMSG según la técnica de LMI 
basado en la estrategia de control LQR.  
 
En este caso se calculan las ganancias PI del controlador sobre el sistema aumentado mostrado en 
la ecuación 4.1, pero además de garantizar la estabilidad del sistema, se emplea la estrategia de 
control LQR.  
 
El sistema de LMI emplea la estrategia nombrada anteriormente y además garantiza la estabilidad 
del sistema se muestra a continuación en su forma matricial. 
 
[
 ̌     ̌   ̌    
  ̌ 
 
          
    
   
   
    
   
   
]                         (4.4) 
                 
 
Los valores de las matrices Q y R se obtienen según las ecuaciones 4.5  y 4.6 respectivamente.  
 
                                                              (4.5) 
                                                              (4.6) 
donde   y   son las matrices del sistema en espacio de estados mostrado en el capítulo 1.  
 
La solución del sistema y el cálculo de las ganancias del controlador se realiza utilizando el 
toolbox de LMI de Matlab. El algoritmo implementado se puede apreciar en el apéndice A. 
Algoritmos.  
 
La configuración utilizada para implementar el controlador PI según las LMI y basado en LQR se 
observa en la Figura 9. 
 
 
Figura 9. Topología de la configuración utilizada para implementar el controlador PI según las 
LMI y basado en LQR. 
 
Nota: La topología de la figura 9 es la misma utilizada de la Figura 8 para el controlador PI 
según las LMI sin embargo lo que cambian son las constante Kp y Ki calculadas según la técnica 
a utilizar. 
 
 
 
 
 
 
 
 
Capítulo 5. Resultados de las simulaciones y análisis 
 
A continuación se muestran los resultados de las simulaciones realizadas sobre el modelo en 
espacio de estados del Generador síncrono de imanes permanentes conectado a la red mediante la 
herramienta de SIMULINK/MATLAB. Las pruebas realizadas consisten en implementar 
diferentes tipos de control PI, uno con la herramienta PID tuning de MATLAB, otro aplicando la 
técnica de las LMI garantizando únicamente la estabilidad cuadrática y finalmente un control que 
además de garantizar la estabilidad cuadrática, se basa en la estrategia de control LQR, para 
finalmente realizar una comparación entre ellas y concluir al respecto.  
 
Los valores de los parámetros del generador PMSG utilizados para realizar las simulaciones se 
observan en la tabla  
 
  [  ]  Inductancia de eje d directo 1.1 
   [  ]  Inductancia de eje q perpendicular 1.1 
   [  ]  es la resistencia estatórica 0.01 
 𝑜 [  ] Velocidad síncrona 1 
  𝑜 [  ] Tensión de eje d directo 1 
  𝑜 [  ] Tensión de eje q perpendicular 1 
Tabla 5.1: parámetros del generador PMSG utilizados para realizar las simulaciones [19]. 
 
El modelo en espacio de estados reemplazando los parámetros del generador mostrados 
anteriormente es: 
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5.1. Resultados  
 
A continuación se muestran los resultados obtenidos para cada uno de las configuraciones de los 
controladores PI. 
 
5.1.1. Respuesta del Controlador PI basado en la herramienta PID Tuning de MATLAB.  
 
En la figura 10 se observa la respuesta del controlador utilizando la herramienta  
PID Tuning de MATLAB y la configuración mostrada en la figura 7. 
 
 
Figura 10. Respuesta de potencia activa y reactiva del PMSG con un control PI utilizando PID 
tunning. 
 
Con el control PI utilizando la herramienta PID tunning de MATLAB, el sistema responde en un 
tiempo de 800 ms hasta llegar a la señal de referencia, el cual, es un tiempo de establecimiento 
que puede llegar a ser muy grande dependiendo de la aplicación y las necesidades que se tengan 
de control, además se nota cierto sobrepaso de la señal de control sobre la referencia. 
5.1.2. Respuesta del Controlador PI basado en la técnica LMI garantizando únicamente la 
estabilidad del sistema.  
 
En la figura 11 se muestra la respuesta que se obtiene del controlador PI empleando la técnica de 
las LMI, garantizando únicamente la estabilidad del sistema (ecuación 4.2), y empleando la 
configuración mostrada en la figura 8. 
 
 
Figura 11 Respuesta de potencia activa y reactiva del PMSG con un control PI basado en la 
técnica de las LMI garantizando la estabilidad del sistema. 
 
El controlador PI basado en la técnica de las LMI responde en un tiempo de 16 ms hasta llegar a 
la señal de referencia, pero se nota que antes de llegar a la referencia presenta oscilaciones de la 
señal de salida alrededor de la señal de referencia, para esta aplicación se busca tener las menores 
fluctuaciones posibles para obtener un mejor perfil de potencia con respecto a lo demandado, por 
lo cual una señal como esta no es conveniente es este caso. 
 
5.1.3. Controlador PI aplicado al modelo del generador PMSG según la técnica de LMI 
basado en la estrategia de control LQR.  
 
En la figura 12 se observa la respuesta obtenida del controlador PI empleando la técnica de las 
LMI y además basado en la estrategia de control LQR (ecuación 4.3), y empleando la 
configuración mostrada en la figura 9, además las matrices Q y R se calculan según las 
ecuaciones 4.4 y 4.5 respectivamente. 
 
 
Figura 12 Respuesta de potencia activa y reactiva del PMSG con un control PI basado en la 
técnica de las LMI basado en la estrategia de control LQR. 
 
El controlador PI empleando la técnica de las LMI y además basado en la estrategia de control 
LQR responde en un tiempo de 14 ms aproximadamente hasta llegar a la señal de referencia, 
mejorando el tiempo de respuesta en comparación de los otros dos controladores, y además se 
observa una señal mucho más suave donde se eliminan las oscilaciones antes y después de llegar 
a la señal de referencia, donde ante un cambio en la referencia se tendrá un mejor seguimiento 
por parte de la salida con menos fluctuaciones y en un menor tiempo, obteniendo un control más 
adecuado para este caso.   
 
CONTROLADOR 
Ganancia 
Proporcional 
(Kp) 
Ganancia 
Integral (Ki) 
Tiempo de 
Establecimiento [ms] 
PI basado en la herramienta 
PID Tuning 
-0,003155 -9724785313 800 
PI basado en la técnica LMI 
garantizando la estabilidad 
del sistema 
1,0704 1,9446 16 
PI según la técnica de LMI 
basado en la estrategia de 
control LQR 
4,2022 -1,153 14 
Tabla 5.2: Comparación de ganancias PI y tiempo de establecimiento según el tipo de controlador 
utilizado para la potencia activa. 
 
CONTROLADOR 
Ganancia 
Proporcional 
(Kp) 
Ganancia 
Integral (Ki) 
Tiempo de 
Establecimiento [ms] 
PI basado en la herramienta 
PID Tuning 
-0,00315 -9724785313 800 
PI basado en la técnica LMI 
garantizando la estabilidad 
del sistema 
-0,64372 0,47556 16 
PI según la técnica de LMI 
basado en la estrategia de 
control LQR 
-0,21899 0,25529 14 
Tabla 5.3: Comparación de ganancias PI y tiempo de establecimiento según el tipo de controlador 
utilizado para la potencia  reactiva. 
 
Los algoritmos implementados para la simulación de controladores anteriores se  encuentran en el 
Anexo B. Algoritmos. 
 
CONCLUSIONES 
 
 
Es evidente las ventajas que tiene un controlador PI basado en la técnica de las LMI con respecto 
a un controlador PI clásico que implementa el toolbox PID tunning de MATLAB 
 
Se logró diseñar un controlador PI con enfoque LMI para un modelo de un generador síncrono de 
imanes permanentes representando en espacio y estados, desarrollando y simulando las 
desigualdades matriciales lineales mediante Matlab y obteniendo resultados coherentes que 
cumplen con los objetivos propuestos 
 
Un controlador PI basado en la técnica de las LMI y en el criterio de Lyapunov garantiza la 
estabilidad del sistema, pero su respuesta puede presentar oscilaciones antes de llegar a su estado 
estacionario finalmente a la señal de referencia, igualmente la estrategia de control LQR permite 
garantizar la estabilidad del sistema y además mejora la respuesta de salida obteniendo un señal 
sin fluctuaciones o transitorios, en un menor tiempo de establecimiento y que llega a la referencia 
con error de estado estacionario igual a cero. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ANEXOS 
 
Anexo A. Modelado en el espacio de estados. 
 
La tendencia moderna en los sistemas de ingeniería es hacia una mayor complejidad, debido 
sobre todo a que se requieren tareas más complejas y buena precisión. Los sistemas complejos 
pueden tener múltiples entradas y múltiples salidas y pueden ser variantes en el tiempo. Debido a 
la necesidad de cumplir requisitos cada vez más exigentes en el comportamiento de los sistemas 
de control, el aumento en la complejidad del sistema y el fácil acceso a las computadoras a gran 
escala, la teoría moderna de control, que es una nueva aproximación al análisis y diseño de los 
sistemas de control complejo, se ha desarrollado desde 1960. Esta nueva aproximación se basa en 
el concepto de estado. El concepto de estado por sí mismo no es nuevo, puesto que ha existido 
durante bastante tiempo en el campo de la dinámica clásica y en otros campos. 
 
La teoría de control moderna contrasta con la teoría de control convencional en que su 
formulación es aplicable a sistemas de múltiples-entradas, múltiples-salidas, que pueden ser 
lineales o no lineales, invariables en el tiempo o variables en el tiempo, mientras que la teoría 
convencional sólo es aplicable a sistemas de una entrada-una salida invariantes en el tiempo. [17] 
 
Ecuaciones en el espacio de estados 
 
El sistema dinámico debe contener elementos que recuerden los valores de la entrada para   
  . Puesto que los integradores en un sistema de control en tiempo continuo sirven como 
dispositivo de memoria, las salidas de tales integradores se pueden considerar como las variables 
que describen el estado interno del sistema dinámico. Así las salidas de los integradores sirven 
como variables de estado. El número de variables de estado para definir completamente la 
dinámica del sistema es igual al número de integradores que aparezcan en el mismo. 
 
Sea un sistema de múltiples entradas-múltiples salidas con n integradores. Supóngase también 
que hay   entradas                       y m salidas                      . Se definen las   
salidas de los integradores como variables de estado:                        Entonces el sistema 
se puede describir mediante: [17] 
 
 ̇                                      ̇  
 ̇                                       
         . 
         . 
         . 
 ̇                                       
 
Las salidas                       del sistema se obtienen mediante 
 
                                       ̇  
                                        
         . 
         . 
         . 
                                                        
 
De manera general 
 
 ̇                                                         (1-A) 
                                                          (2-A) 
 
Donde la Ecuación (1-A) es la ecuación de estado y la Ecuación (2-A) es la ecuación de la salida. 
 
Si se define 
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Si las funciones vectoriales f y/o g involucran explícitamente el tiempo t, el sistema se denomina 
sistema variante con el tiempo. 
 
Si se linealizan las Ecuaciones (1-A) y (2-A) alrededor del estado de operación, se tienen las 
siguientes ecuaciones de estado y de salida linealizadas: 
 
 ̇                                                              (3-A) 
                                                               (4-A) 
 
Donde: 
 
A(t): se denomina matriz de estado 
B(t): matriz de entrada 
C(t): matriz de salida  
D(t): matriz de transmisión directa. 
 
 
 
 
 
 
 
 
En la Figura 13 aparece un diagrama de bloques que representa las Ecuaciones (3-A) y (4-A). 
 
 
Figura 13 Diagrama de bloques del sistema de control lineal en tiempo continuo representado en 
el espacio de estados. [17] 
 
Si las funciones vectoriales f y g no involucran el tiempo t explícitamente, el sistema se 
denomina sistema invariante con el tiempo. En este caso, las Ecuaciones (3-A) y (4-A) se 
simplifican a: [17] 
 
 ̇                                                            (5-A) 
                                                             (6-A) 
 
 
 
 
 
 
 
 
 
 
 
 
Anexo B. Algoritmos  
 
Algoritmo para encontrar las ganancias del control PI para el modelo del generador PMSG 
basado en las LMI, garantizando únicamente la estabilidad del sistema. 
 
%LMI PMSG 
clc 
clear all 
  
%Parámetros del generador de imanes permanente. 
  
rs=0.01; % [pu] 
lq=1.1;  % [pu] 
ld=1.1;  % [pu] 
w=1;     % [pu] 
Vdop=1;  % [pu] 
Vqop=1;  % [pu] 
  
%Variables de estado 
syms id iq Vd Vq 
  
%Ecuaciones de estado 
did=(1/ld)*(-rs*id+w*lq*iq-Vd) 
diq=(1/lq)*(-rs*iq-w*ld*id-Vq)  
  
  
%El Modelo es de la Forma dx = Ax + Bu, y=Cx+Dy 
%matriz de estado 
A = [-rs/ld w*lq/ld;-w*ld/lq -rs/lq] 
%matriz de entrada 
B = [-1/ld 0 ;0 -1/lq] 
%matriz de salida 
C = (3/2)*[Vdop 0;0 Vqop] 
%Sistema aumentado 
Aa=[A zeros(2,2);-C zeros(2,2)] 
Ba=[B;zeros(2,2)] 
  
%Solucion LMI con Control 
setlmis([]) 
  
X = lmivar(1,[4,1]); 
Y = lmivar(2,[2,4]); 
  
lmiterm([1 1 1 X],Aa,1,'s');   %LMI #1 
lmiterm([1 1 1 Y],Ba,1);       %LMI #1 
lmiterm([1 1 1 -Y],1,Ba');     %LMI #1 
  
lmiterm([-2 1 1 X],1,1);   %LMI #2 
  
lmis = getlmis; 
[tmin, xfeas] = feasp(lmis); 
  
X = dec2mat(lmis,xfeas,X) 
Y = dec2mat(lmis,xfeas,Y) 
  
%Constantes de control PID 
Ka= Y*inv(X) 
%Constante de propocionalidad 
K=Ka(:,1:2) 
%Constante de integración 
Ki=Ka(:,3:end) 
  
Algoritmo para encontrar las ganancias del control PI para el modelo del generador PMSG 
basado en las LMI con restricción LQR, garantizando únicamente la estabilidad del sistema. 
 
 
%LMI-LQR 
clc 
clear all 
  
%Parámetros del generador de imanes permanente. 
  
rs=0.01; % [pu] 
lq=1.1;  % [pu] 
ld=1.1;  % [pu] 
w=1;     % [pu] 
Vdop=1;  % [pu] 
Vqop=1;  % [pu] 
  
  
%Variables de estado 
syms id iq Vd Vq 
  
%Ecuaciones de estado 
did=(1/ld)*(-rs*id+w*lq*iq-Vd) 
diq=(1/lq)*(-rs*iq-w*ld*id-Vq)   
  
%El Modelo es de la Forma dx = Ax + Bu, y=Cx+Dy 
%matriz de estado 
A = [-rs/ld w*lq/ld;-w*ld/lq -rs/lq] 
%matriz de entrada 
B = [-1/ld 0 ;0 -1/lq;] 
%matriz de salida 
C = (3/2)*[Vdop 0;0 Vqop] 
%matriz de transmisión directa. 
D = [0 0;0 0] 
  
%Sistema aumentado 
Aa=[A zeros(2,2);-C zeros(2,2)]; 
Ba=[B;zeros(2,2)]; 
Ca=[C;zeros(2,2)]; 
Da=[D;zeros(2,2)]; 
  
%Solucion LMI con Control 
  
setlmis([]) 
  
Q = Ca*Ca'; 
R = Da'*Da; 
X = lmivar(1,[4,1]); 
Y = lmivar(2,[2,4]); 
  
lmiterm([1 1 1 X],Aa,1,'s');     %LMI #1 
lmiterm([1 1 1 Y],Ba,1);         %LMI #1 
lmiterm([1 1 1 -Y],1,Ba');       %LMI #1 
  
lmiterm([1 2 1 -X],1,Q'^(1/2));  %LMI #2 
lmiterm([1 2 2 0], - 1);         %LMI #2 
lmiterm([1 3 1 -Y],1,R'^(1/2));  %LMI #2 
lmiterm([1 3 3 0], - 1);         %LMI #2 
  
lmiterm([-2 1 1 X],1,1);         %LMI #3 
  
lmis = getlmis; 
[tmin, xfeas] = feasp(lmis); 
  
X = dec2mat(lmis,xfeas,X) 
Y = dec2mat(lmis,xfeas,Y) 
  
%Constantes de control PID 
Ka= Y*inv(X) 
%Constante de propocionalidad 
K=Ka(:,1:2) 
%Constante de integración 
Ki=Ka(:,3:end) 
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