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We derive a model describing the evolution of a nematic liquid-
crystal material under the action of thermal effects. The first
and second laws of thermodynamics lead to an extension of the
general Ericksen-Leslie system where the Leslie stress tensor and
the Oseen-Frank energy density are considered in their general
forms. The work postulate proposed by Ericksen-Leslie is tra-
duced in terms of entropy production. We finally analyze the
global-in-time well-posedness of the system for small initial data
in the framework of Besov spaces.
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1. Introduction
The main aim of this paper is to derive and analyze an evolutionary PDE’s-system modeling the
dynamics of nematic liquid crystals. The model we are interested in extends the general Ericksen-
Leslie theory, allowing a non-constant temperature. We derive such a model in accordance with
the main laws of thermodynamics.
Nowadays, the engineering and mathematical community is familiar with the concept of nematic
liquid crystals. A nematic medium is a compound of fluid molecules, which has a state of matter
between an ordinary liquid and a crystal solid. Although the centers of mass can freely translate
as in a common fluid, the constitutive molecules present a privileged orientation. This alignment
strongly interacts with the underlying flow of the nematic.
Reinitzer discovered one of these materials in the 1888 and since then there have been numerous
attempts to formulate continuum theories describing the time behavior of the flow. Ericksen
and Leslie developed the most widely recognaized model during the 1960’s in their pioneeric
papers [7, 8, 22], generalizing the Oseen-Frank theory for the static case [14]. From the first
mathematical success in analyzying the model performed by Lin and Liu [23] in the 1991, the
dynamics theory of liquid crystal has become the new El Dorado of theoretical studies motivated
by real-world applications. The well-posedness analysis in bounded domains [2, 20,25] as well as
in the whole space [6, 15], has especially received high interest in the recent decades, both for
what concerns the director theory and the Q-tensor framework. These results are often inspired by
the ample literature concerning the Navier-Stokes equations, since any derivation of a consistent
model for these anisotropic materials usually starts from the well-known conservation of mass and
balances of linear and angular momentum.
Despite a wide literature concerning the dynamics of nematic liquid crystals, to the best of our
knowledge there are few papers dealing also with thermodynamic effects. Liquid crystals are mostly
considered in an isothermal environment, which is sometimes unnatural. Indeed, as described by
Stewart in [27], liquid phases are mainly induced by changing the temperature (thermotropic
LC) or the concentration of a solvent (lyotropic LC). Moreover, only few articles allows thermal
effects and simoltaneously treat the consistency of their models with respect to the main laws
of thermodynamics. We refer for instance to the recent work of Hieber and Pru¨ss [21] as well
as of Fereisl [13] and Feireisl, Rocca and Schimperna [10], where the authors deal with the time-
evolution of incompressible non-isothermal nematics in the Ericksen-Leslie formalism. We mention
also the pioneristic works of Feireisl, Rocca, Schimperna and Zarnescu [11, 12], concerning the
flow of incompressible non-isothermal nematics, under the Q-tensor formalism.
This paper deals with the time-evolution of nematic liquid crystals assuming a non-constant tem-
perature. We indeed perform a thermodynamics-consistent model which extends the widespread
non-simplified Ericksen-Leslie theory. Moreover, this extension is performed both in the case of a
compressible as well as an imcompressible nematic material.
1.1. The equations of motion
3We begin with introducing the main continuum variables describing the evolution of the medium.
We denote by ρ(t, x) the density of the liquid crystal and by u = u( t, x ) ∈ Rd the velocity field
of the flow in the Eulerian reference system, for a fixed time t ∈ R+ and a position x ∈ R
d.
The time-evolution of the flow is described by a Navier-Stokes-type equation, under the action of
thermodynamic effects. We denote by n = n( t, x ) the so-called director field, returning values
into the sphere S d−1. The unit vector n represents the direction of the preferred long-range
orientation of the constitutive molecules in a neighborhood of any point. The evolution of the
director field n(t, x) is driven by a convection-diffusion equation, whose simplest form reduces to
the heat flow of harmonic map into the sphere (cf. [23]). In this paper, the director equation is
supported by the usual constraint | n | = 1, producing an high-order non-linearity in the system. It
is common in literature to relax such a non-linearity, introducing a Ginzburg-Landau penalization
term in the free energy of the system (cf. [9,11,12,17,23]). Finally, we denote by ϑ = ϑ( t, x ) > 0
the so-called absolute temperature, and we are interested in the range of temperatures such that
the nematic phase occurs. For instance, as explained by Stewart in [27] (see Figure 1.5), a PAA
exhibit a nematic behavior when its temperature is between 391K and 408K, while the 1¯0S5
becomes nematic as the temperature increases from 353K to 359K.
We denote by F the Helmholtz free energy density of the system, we assume depending on the
set of variables (ρ , ϑ , n, ∇n) and we expect a strong correlation between F and the classical
Oseen-Frank energy density for isothermal nematic media.
Furthermore, the non-isothermal environment we take into account generally gives rises to a non-
constant entropy. Thus, the first essential relation we take into account in this paper connects
the definition of the local entropy, we denote by η , and the Helmholtz energy density F . More
precisely, the Maxwell’s identity (cf. [18], section 2.3) insures η to be defined by means of
η := −
∂F
∂ϑ
. (1)
We begin with introducing the main balance laws that drive the evolution of a non-isothermal
and compressible liquid crystal material. Their pointwise forms read as follows:

ρ
[
∂tu+ u · ∇u
]
= div
[
− p Id +σE + σL
]
R+ × R
d,
∂tρ + div (ρ u ) = 0 R+ × R
d,
g + h = β n, R+ × R
d,
n · n = 1 R+ × R
d,
ϑ
[
∂tη + div ( uη )
]
= ϑ div
q
ϑ
+ ϑ ∆∗ R+ × R
d,
(2)
In system (2) we have introduced the balance of linear momentum, the conservation of mass, the
balance of angular momentum, the unitary-constraint on the director field n, and the so-called
Clausius-Duhem inequality, respectively. We assume that the considered liquid crystal occupies
the whole space Rd, with a dimension d ≥ 3. The large dimension is essential for the global-in-
time well-posedness result we perform in section 5. However, we claim that the thermodynamics
consistency of our model holds also in the bi-dimensional case.
A peculiarity of system (2) with respect to the general Ericksen-Leslie system relies in the last
equation, the Clausius-Duhem inequality also known as the second law of thermodynamics.
We begin with describing the main terms driving the time-evolution of the nematic medium. The
tensor σE in Rd×d in the momentum equation stands for the well-known Ericksen tensor, defined
4by means of
σE := −t
[
∇n
] ∂F
∂∇n
, i.e. σEi j := −nk,i
∂F
∂nk, j
(3)
where we have used the Einstein summation convention of summation over repeated indices.
Furthermore, the tensor σL in Rd×d denotes the Leslie stress tensor. We initially assume σL to
be only an isotropic tensor in Rd×d depending on the set of variables (ρ , ϑ , N , D, n). Here, D
stands for the symmetric part of ∇u and Ω for the skew-adjoint part:
D :=
∇u+ t∇u
2
and Ω :=
∇u− t∇u
2
.
The notation N identifies the so-called co-rotational time flux of the director field n, whose
formula is determined by
N := n˙ − Ω n = ∂ t n + u · ∇n − Ω n. (4)
It is worth to remark that a consistent number of papers in literature relax the co-rotational time
flux through the identity N ∼ n˙ = ∂tn + u · ∇n. This starts from the pioneristic work of Lin
and Liu [24], as analysis of a simplified version for the Ericksen-Leslie theory. In this work we
preserve the genuine structure given by (4).
The balance of angular momentum in (2) is expressed in terms of the molecular field h and the
kinematic transport g of the director n, which represents the effect of the macroscopic flow field
on the microscopic structure. We consider the following formulations:
h :=
δF
δn
=
∂F
∂n
− div
∂F
∂∇n
, g ⊗ n− n⊗ g = −
[
σ L − tσ L
]
. (5)
The above expression of the molecular field h is common in literature, when replacing the free
energy density F by the well-known Oseen-Frank energy density (cf. definition (18)). The
kinematic transport g is usually formulated as the orthogonal-projection with respect to n of
g˜ = γ1 N + γ2 Dn, that is
g = γ1 N + γ2
[
Dn − [ n · Dn ] n
]
, (6)
where the coefficient γ1 represents the co-rotational behavior of the nematics, reflecting the
molecular shape (Jeffery’s orbit [16]), and γ2 determines the stretching of the molecules by the
flow. We refer for instance the reader to identity (4.123) in [27]. The definition of g in (5)
extends the one of (6) when preserving a general structure of the isotropic Leslie stress tensor
σ L. However, it is worth to remark that whenever σ L coincides with its widespread formulation,
as for instance in (16), then g in (5) coincides with (6), up to the following relations
γ1 = α3 − α2 and γ2 = α6 − α5.
Assuming moreover that g is perpendicular to n, we can explicitly identify the kinematic transport
multiplying (5) by n, namely
g = −
[
σ L − tσ L
]
n. (7)
The β -term in the main system (2) stands for the Lagrangian multiplier which insures the unitary
constraint on the director field n, namely |n|2 = 1. An explicit formula for β can be achieved
multiplying the angular momentum equation by n, more precisely β = h · n.
Finally we denote by q the so-called heat flux and by ϑ∆∗ one of the key element for the
thermodynamic consistency of our model: the entropy production. We recall that according to the
second law of thermodynamics, the entropy production must be always semi-positive defined. The
5structure of the heat q can depend on the medium and we assume it to have a phenomenological
derivation, namely to be a function of the state variables.
It is worth to remark that system (2) coincides to the classical general Ericksen-Leslie system
for the evolution of an incompressible nematic, whenever F reduces to the classical Oseen-Frank
energy density (as in (18), below), σL stands for the the classical Leslie tensor (as in (16), below)
and moreover (ρ , ϑ , η) are assumed to be constant.
1.2. The pressure
As already pointed out, our model investigates both the case of a compressible liquid crystal as
well as an incompressible nematic. Whenever the density is assumed to be constant (we impose
equal to 1 for the sake of clarity), the conservation of mass reduces to the classical divergence-free
condition on the velocity field u. In section 5 we prove a well-posedness result for system (2) under
such a condition. In this framework, the pressure p stands for the Lagrangian multiplier insuring
the incompressible condition of the material. Furthermore, as additional assumption, F does not
depend on the density ρ . We point out that this is not a consequence of a constant density.
On the other hand, when deriving our model, we take into account both the case of compressible
and incompressible materials. Whenever the density is not constant, we assume the free energy
density to depends on the density, F = F(ρ , ϑ , n, ∇n). These conditions lead the pressure
p = p(ρ , ϑ , n, ∇n) to be defined by means of the Maxwell’s relation
p(ρ , ϑ , n, ∇n) = ρ∂ρF − F = ρ
2 ∂
∂ρ
[F
ρ
]
, (8)
where F/ρ is the free energy density per unit mass.
We now state our three main results: Theorem 1.1, Theorem 1.3 and Theorem 1.6. We collect
them into three subsections. The first and second theorems treat the consistency of system (2)
with respect to the first and second law of thermodynamics, while the third theorem deals with
the global-in-time well-posedness of our model.
1.3. The first law of thermodynamics
The first law of thermodynamics ensures that the rate of change of the total energy given by the
sum of the internal energy and the kinetic energy etot = eint + ρ |u|2/2, is totally transformed
into work Σ or heat q. We can write this postulate as follows:
∂te
tot = divΣ + div q. (9)
In this paper, we assume the work density Σ(t, x) ∈ Rd to have a specific structure. More
precisely, we consider an arbitrary smooth domain U which is not moving under the action the
flow u. Then, denoting by ν the normal vector to the boundary ∂ U , we define the work produced
by the system to the environment through the relationˆ
∂ U
Σ · ν dx =
ˆ
∂ U
[
T u + t
[
∂F
∂∇n
]
n˙ − u etot
]
· ν dx, (10)
where T = −p Id +σ E + σ L is the total stress tensor. The second term on the right-hands
side can be seen as an extension of the standard angular work defined on a three dimensional
spatial domain: If L and w are the couple stress tensor and w ∈ R3 is the local angular velocity
of the director n ∈ S2 given by n˙ = w ∧ n, then the following identity holds
Lw = t
[
∂ F
∂∇n
]
(w ∧ n) = t
[
∂ F
∂∇n
]
n˙. (11)
For further details we refer the reader to [27], formula (4.57).
6As a first main result of this article, we want to show that whenever explicit formulas for the heat
q and and the Leslie-stress tensor σ L are provided, then we automatically identify the entropy
production ϑ∆∗. More precisely, we will prove the following statement:
Theorem 1.1. Assuming the first law of thermodynamics (9) to be satisfied, then the entropy
production must fulfill the following identity
ϑ∆∗ = σ L : D + g ·N + q ·
∇ϑ
ϑ
. (12)
Remark 1.2. Whenever the temperature ϑ is constant, the entropy production given by (12)
reduces to the viscous dissipation D := σ L : D + g · N introduced by Ericksen and Leslie in
their rate-of-work postulate (see for instance [27], identity (4.82)). In this article the rate-of-work
is replaced by the second law of thermodynamics, namely the Clausius-Duhem inequality. The
viscous dissipation contributes to determine the formulation of the entropy production ϑ∆∗.
1.4. The second law of thermodynamics
In section 3 we then consider an explicit formulation of the Leslie stress tensor σL and an explicit
definition of the heat flux q, depending on the state variables. More precisely, we first assume
σL = σL(ρ , ϑ , N , D) given by means of
σ L = α0
[
n · Dn
]
Id +α1
[
n · Dn
]
n⊗ n + α2 N ⊗ n + α3 n⊗N + α4 D+
+ α5 Dn⊗ n + α6 n⊗ Dn + α7 trD Id +α8 trD n⊗ n,
(13)
which corresponds to the general structure of the Leslie stress tensor, including all the terms
taking into account a compressible behavior of the nematic liquid crystal. The Leslie viscosity
coefficients α0, . . . ,α8 are smooth functions depending on the temperature ϑ and the density
ρ . The coefficients: α0, α7 and α8 are strictly related to the compressible assumption, indeed
whenever the trD is null, the terms related to α7 and α8 disappear, while the α0-term can be
absorbed by the definition of the pressure.
The heat flux q we consider in section 3 is a vector-function depending on the set (ρ , ϑ , n, ∇ϑ).
More precisely, we extend the widespread Fourier’s laws for q as
q = λ1∇ϑ + λ2 [ n · ∇ϑ ] n. (14)
The coefficients λ1 and λ2 are smooth functions depending on the couple (ρ , ϑ). It is interesting
to remark that in [26], section 3.1.5, Virga and Sonnet derives an heat flux perturbed also by the
co-rotational time flux N as well as by the stretching term Dn:
q = λ1∇ϑ + λ2 [ n · ∇ϑ ] n + λ3 n ∧N + λ4 [D n ] ∧ n.
In this work we preserve the linearity of q with respect to ∇ϑ .
The second law of thermodynamics asserts that the entropy production ϑ∆∗ given by Theorem
1.1 must be semi-positive defined. Since σL does not depend on ∇ϑ , then (12) reduces to
σL : D + g ·N ≥ 0 and q · ∇ϑ ≥ 0.
We then perform the most general conditions on the α-coefficients as well as on the λ -ones for
the above inequality to hold:
Theorem 1.3. Let us assume that definitions (16) and (14) determine the entropy production
by (12). Then the second law of thermodynamics holds if and only if the following inequalities
7are fulfilled
λ1 ≥ 0, λ1 + λ2 ≥ 0,
α3 − α2 ≥ 0, α4 ≥ 0,
2α4 + α5 + α6 ≥ 0, 2α1 + 2α5 + 2α6 + 3α4 ≥ 0,
4(α2 − α3)(2α4 + 2α5 + 2α6 + 3α4 ) − (α2 + α3 + α5 − α6)
2 ≥ 0
(α4 + α7 + α8 )( (d − 1)α1 + (d− 1)α5 + (d− 1)α6 + (2d − 3)α4 ) ≥
(α8 + α1)
2
d
.
(15)
The first inequalities reflects the same restrictions of the α-coefficients imposed by Ericksen and
Leslie when considering incompressible isothermic nematic liquid crystals. The novelty of the
theorem must be seen in the last inequality which is essential for ϑ∆∗ to be semi-positive definite
when the liquid crystals has a non-constant density. Indeed, we disclose that the compressible
condition we can impose on our nematic materials, together with the coefficients α7 and α8
perturb the viscous dissipation σL : D+g ·N by means of non-trivial quadratic terms depending
on both trD and Dn.
Remark 1.4. As natural approach to prove Theorem (1.3), we can split the entropy production
(12) into two main terms. More precisely we can take separately into account the free-divergence
component Pu of u and its orthogonal projection P⊥u in the viscous dissipation. This is a standard
approach to the compressible Navier-Stokes equation, where the viscous dissipation reduces toˆ
Rd
S(t, x) : D(t, x)dx = µ‖∇Pu ‖2
L2(Rd) + (µ + λ )‖divP
⊥u ‖2
L2(Rd),
where S stands for the classical Cauchy stress tensor while µ and λ are viscous coefficients. We
can observe that the two projections Pu and P⊥u do not interact in the above dissipation. It is
then sufficient to separately analyze the term depending on Pu and the one on P⊥u.
However, when considering the general Leslie stress tensor (16), the anisotropic peculiarity of
nematic materials leads some term in the viscous dissipation to depend both on Pu and P⊥u.
We then analyze the entropy production in its general formulation. Nevertheless, it is worth to
remark that whenever α8 and α1 are null (i.e Pu and P
⊥u do not interact), then the last inequality
of (15) reduces to
α4 + α7 ≥ 0,
namely the classical assumption for the viscous coefficients of a compressible isotropic fluid.
1.5. Well-posedness
In section 5, we finally deal with the well-posedness of the system (2) when the density is assumed
to be constant. The stress tensors and the free energy density F are supposed to depend on the
set of variables (ϑ , n, ∇n ). Moreover, since the conservation of mass reduces to a divergence
free condition for the velocity field u, the Leslie stress tensor σ L in (13) reduces to
σ L = α1
[
n · Dn
]
n⊗ n + α2 N ⊗ n + α3 n⊗N + α4 D + α5 Dn⊗ n + α6 n⊗ Dn, (16)
where the Leslie viscosity coefficients α1, . . . ,α6 are smooth functions depending on the absolute
temperature ϑ . Defining the heat flux q as in (14), we then assume that the hypotheses of
Theorem 1.1 and Theorem 1.3 are fulfilled.
We recall that the kinematic transport g is defined by means of
g = −
[
σ L − t σ L
]
n = γ1N + γ2
[
Dn − [ n · Dn ] n
]
.
8where γ1 and γ2 depend on the absolute temperature ϑ and they are defined by
γ1 := α3 − α2 and γ2 := α6 − α5.
Applying Theorem 1.1 to the system (2) finally leads to the following model for the time evolution
of an incompressible non-isothermal nematic liquid crystal.

∂tu+ u · ∇u = div
[
− p Id +σE + σL
]
R+ × R
d,
div u = 0 R+ × R
d,
γ1N + γ2
[
Dn − [n · Dn ]n
]
+
δF
δn
= β n R+ × R
d,
n · n = 1 R+ × R
d,
− ϑ
[
∂t
∂F
∂ϑ
+ u · ∇
∂F
∂ϑ
]
= div
[
λ1∇ϑ + λ2 [ n · ∇ϑ ]n
]
+
+ σ L : D + γ1|N |
2 + γ2N · Dn R+ × R
d,
( u, ϑ , n)
∣∣
t=0
= ( u0, ϑ0, n0) R
d.
(17)
The free energy density F = F(ϑ , n, ∇n) is then defined as a non-trivial perturbation of the
classical Oseen-Frank energy density:
F(ϑ , n, ∇n ) = −ϑ lnϑ + WF(ϑ , n, ∇n) .
The term −ϑ lnϑ we have introduced in our definition leads to a parabolic behavior of the
temperature equation, while the temperature-dependent density WF = WF(ϑ , n, ∇n) stands
for the classical Oseen-Frank energy density with non-isothermal coefficients, namely
WF(ϑ , n, ∇n) =
k22(ϑ)
2
|∇ n |2 +
k11(ϑ) − k22(ϑ) − k24(ϑ)
2
|div n |2+
+
k33(ϑ) − k22(ϑ)
2
| n · ∇n |2 + k24(ϑ) tr{(∇n)
2}.
(18)
The coefficients ki j are assumed to be smooth functions depending on the temperature ϑ and
satisfying specific inequalities (we refer to (57), Section 5) in order to ensure a parabolic behavior
of the director equation.
Finally, the initial data we take into account belong to suitable homogeneous Besov spaces, more
precisely:
u0 ∈ B˙
d
2
−1
2,1 ∩ B˙
d
2
2,1, ϑ0 − ϑ¯ ∈ B˙
d
2
−2
2,1 ∩ B˙
d
2
2,1, n0 − n¯ ∈ B˙
d
2
2,1 ∩ B˙
d
2
+1
2,1 , (19)
where θ¯ is a fixed positive temperature and n¯ is a given unit vector in Rd.
In section 4.1 we provide a brief overview of the main properties of these functional spaces.
We mention that Besov regularities of solutions for the Ericksen-Leslie model have already been
introduced by the first author in [6].
Remark 1.5. The main system (17) does not present the standard scaling of the Ericksen-Leslie
model with constant coefficients: if (u, n, ϑ) solves (17), then
(uλ (t, x), nλ (t, x), ϑλ (t, x)) = (λu(λ
2t,λx), n(λ 2t,λx), λ 2ϑ(λ 2t,λx)), with λ > 0,
is not necessarily a new solution of (17), since any coefficient of the system is a smooth function
which depends on the temperature ϑ . There is no meaning to define a critical regularity for
system (17) and the regularities we assume on our initial data in (19) allow to well-define the
composition between any viscous coefficients and the temperature function ϑ(t, x).
9Furthermore, We remark that the intersection between homogeneous Besov spaces reminds the
functional framework of the so-called hybrid Besov spaces (cf. [3]).
We can state our well-posedness result:
Theorem 1.6. Let us assume that ( u0, ϑ0, n0) fulfills the initial conditions given by (19), and
moreover that they satisfy the smallness condition
‖ n0 − n¯ ‖
B˙
d
2
2,1∩B˙
d
2
+1
2,1
+ ‖ϑ0 − ϑ¯ ‖
B˙
d
2
2,1∩B˙
d
2
−2
2,1
+ ‖ u0 ‖
B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
≤ ε4, (20)
for a suitable small positive constant ε > 0. Assume that the Leslie coefficients α¯4 := α4(ϑ¯ ) is
large enough. Then system 2 admits a unique global-in-time strong solution, under the following
class-affinity:{
u ∈ L∞( R+, B˙
d
2
−1
2,1 ∩ B˙
d
2
2,1 ) with ( ∂tu, ∆u ) ∈ L
1( R+, B˙
d
2
−1
2,1 ∩ B˙
d
2
2,1 )
}
=: X1,{
ϑ−ϑ¯ ∈ L∞( R+, B˙
d
2
−2
2,1 ∩ B˙
d
2
2,1 ) with ( ∂tϑ ,∆ϑ ) ∈ L
1( R+, B˙
d
2
−2
2,1 ∩ B˙
d
2
2,1 )
}
=: X2,{
n− n¯ ∈ L∞( R+, B˙
d
p
2,1 ∩ B˙
d
2
+1
2,1 ) with ( ∂tn, ∆n ) ∈ L
1( R+, B˙
d
2
2,1 ∩ B˙
d
2
+1
2,1 )
}
=: X3.
(21)
Furthermore, the following inequalities hold:
‖ u ‖X1 ≤ ε
2 ‖ϑ − ϑ¯ ‖X2 + ‖ n − n¯ ‖X3 ≤ ε
3, (22)
where the following norms are defined:
‖ u ‖X1 := ‖ u ‖
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+ ‖ ∂tu ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+ α¯4‖∆u ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
,
‖ϑ − ϑ¯ ‖X2 := ‖ϑ − ϑ¯ ‖
L∞t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+ ‖ ∂tϑ ‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+ ‖∆ϑ ‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
,
‖ n− n¯ ‖X3 := ‖ n− n¯ ‖
L∞t B˙
d
2
2,1∩B˙
d
2
+1
2,1
+ ‖ ∂tn ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
+ ‖∆n ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
.
Remark 1.7. For the definition of the homogeneous Besov space B˙s2,1, we refer the reader to
Section 4.1. We point out that the natural and widespread definition of these spaces requires
the index of regularity s to be bounded by s ≤ d/2. The case of s > d/2 is usually treated in
literature slightly modifying the Definition 4.1. For the sake of clarity, we then remark that in the
above statements we have introduced an abuse of notation: a function f belongs to the space
B˙
d/2
2,1 ∩ B˙
d/2+1
2,1 if and only if f and ∇ f belong to B˙
d/2
2,1 .
Remark 1.8. The anisotropic smallness condition we have introduced in (20) for the initial data
plays a fundamental rule when determining the uniform-in-time bound in (22). This is mainly
due to the presence of linear terms in the main equations. For the sake of clarity, we anticipate
that any non-linear term allows the smallness condition in (22). An example is given by the the
non-linear term of the Navier-Stokes-type equation:
‖ u · ∇u ‖Y ≤ ‖ u ‖
2
X1
≤ Cε4,
for a suitable norm ‖ · ‖Y we will introduce in section 5. Thus, assuming ε small enough, the
above term is bounded by ε2. This property does not hold anymore whenever a linear term arises
in the equation. We can refer for instance to the tensor N ⊗ n¯ related to the the Leslie stress
σL, for which we require a stronger smallness condition to the norm of the director field n.
In order to solve such a challenging, we impose a large viscosity α¯4 in the balance of linear
momentum, which allows to close our uniform estimates.
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Remark 1.9. The regularity of the initial velocity in Theorem 1.6 is sufficient to generate a
Lipschitz velocity fields. We then claim that a similar result to Theorem 1.6 holds also assuming
a non-constant density, inspired by the Lagrangian approach used in [5]. This article does not
treat such a situation, since the main system 17 already presents non-trivial analytic challenges.
Remark 1.10. In this paper, we will denote by C any ”harmless” constant, and we will sometimes
use the notation A . B equivalently to A ≤ CB.
Before going on, let us give an overview of the paper. In section 2 we prove Theorem 1.1,
where the entropy production is expressed in terms of the viscous dissipation. In section 3 we
then establish Theorem 1.3, concerning the general conditions for the entropy production to be
semi-positive defined. In section 4.1 we then recall some important tools concerning the Besov
formalism we will use in section 5, when proving the global-in-time well-posedness of our main
system (17).
2. The first law of thermodynamics for nematic liquid crystals
In this section we aim to prove Theorem 1.1, where the entropy production (12) is explicitly
determined by the first law of thermodynamics. We recall that the first laws of thermodynamics
says that the rate of change of the total energy is totally transformed into work and heat. We
identify the heat as the feedback of the environment returning on the system. We point-wise
formulate the first law of thermodynamics by means of
∂t e
tot = ∂t
[
eint +
1
2
ρ | u |2
]
= divΣ + divq,
where Σ = Σ(ρ , ϑ , n,∇n) stands for the specific work done to the system and q is the heat flux
lost by the system (from which the choice of a positive sign in front of it).
It is worth to remark that whenever a nematic occupies a bounded domain, the above identity
requires our system to be local. More precisely there is no interactions between our material and
the environment but the one passing through the boundary.
Let us recall the statement we aim to prove:
Theorem 2.1. The first law of thermodynamics leads to the following relation between the entropy
production ϑ∆∗, the heat flux q, the co-rotational time flux N and the Leslie stress tensor σ L:
ϑ∆∗ = σ L : D + g ·N +
q · ∇ϑ
ϑ
. (23)
Proof. Since we assume the internal energy density eint = F + ϑη of the system to smoothly
depend on the state variables (ρ , ϑ , n , ∇n), the chain rule leads to
∂t
[
1
2
ρ | u |2 + e int
]
= ∂tρ
1
2
| u |2 + ρ u · ∂t u +
∂F
∂n
· ∂tn +
∂F
∂∇n
: ∂t∇n+ ϑ ∂tη ,
where we recall the definition of the local entropy η = − ∂F/∂ϑ , given by the Maxwell’s relation
in (1). Let us remark that in the case of an incompressible fluids with constant density, we can
neglect the time derivative of the density in the above identity. We then gather by the conservation
of mass and the balance of linear momentum that
∂t
[
1
2
ρ | u |2 + e int
]
= − div (ρu )
1
2
| u |2 − ρ u · ∇
| u |2
2
+ divT · u+
+
∂F
∂ρ
∂tρ +
∂F
∂n
· ∂tn +
∂F
∂∇n
: ∂t∇n+ ϑ ∂tη ,
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where T = −p Id +σ E + σ L is the total stress tensor. A further development leads the rate of
the total energy to fulfill
∂t
[
1
2
ρ | u |2 + e int
]
= div
[
T u− ρu
| u |2
2
]
− T : ∇u −
∂F
∂ρ
div(ρ u )+
+
∂F
∂n
· ∂tn +
∂F
∂∇n
: ∂t∇n+ ϑ ∂tη ,
We now reformulate the term with the higher number of derivatives into a divergence form. We
proceed as follows
∂F
∂∇n
: ∂t∇n = div
[
t
[ ∂F
∂∇n
]
∂tn
]
− div
[ ∂F
∂∇n
]
· ∂tn,
The core of our model releases in the above identity: the divergence term on the right-hand side
will be absorbed by the definition of the rate of work Σ, hence the term with the highest number
of derivatives will not contribute to the structure of the main system. Thanks to the entropy
equation of system (2), the rate of the total energy density etot satisfies
∂t e
tot = div
[
T u− ρu | u |2 + t
[ ∂F
∂∇n
]
∂tn
]
− T : ∇u − T : ∇u −
∂F
∂ρ
div(ρu )+
+
δF
δn
∂tn − ϑ div( uη ) + ϑ div
[
q
ϑ
]
+ ϑ∆∗,
(24)
where we recall that the Volterra derivative δF/δn stands for δF/δn := ∂nF − div ∂∇nF . We
remark that whenever the material is incompressible, then div(ρ u )∂F/∂ρ is identically null. We
now take into account the following relation:
div
[
F u
]
= ∇F · u + F div u =
∂F
∂ρ
u · ∇ρ + F div u +
∂F
∂ϑ
u · ∇ϑ +
∂F
∂n
·
(
u · ∇n
)
+
+
∂F
∂∇n
:
(
u · ∇2n
)
= −
[
ρ∂ρF − F
]
div u +
∂F
∂ρ
div(ρ u ) + div(η u )ϑ −
− div(η uϑ ) +
∂F
∂n
·
(
u · ∇n
)
+
∂F
∂∇n
:
(
u · ∇2n
)
.
Replacing the above identity into the rate of the total energy density etot in (24), we finally gather
∂t e
tot = div
[
T u− u
(
| u |2 +F − ϑη
)
+ t
[
∂F
∂∇n
]
∂tn
]
− (T + p Id ) : ∇u+
+
δF
δn
· ∂tn+
∂F
∂n
·
(
u · ∇n
)
+
∂F
∂∇n
:
(
u · ∇2n
)
+ divq−
q · ∇ϑ
ϑ
+ ϑ∆∗.
(25)
we specify that the last relation holds both for the compressible and incompressible cases. Indeed
whenever the density is non-constant then we recall that the pressure is defined by means of
p = ∂ρF − F . On the other hand a free-divergence condition on the velocity field u yields both
(∂ρF −F)div u = 0 and p Id : ∇u to be null.
We now analyze the contribution of the free energy F on the right-hand side of (25). We first
remark that
δF
δn
· ∂tn +
∂F
∂n
·
(
u · ∇n
)
+
∂F
∂∇n
:
(
[ u · ∇ ]∇n
)
=
=
δF
δn
n˙ + div
[
t
[
∂F
∂∇n
]
u · ∇n
]
−
[
t∇n
∂F
∂∇n
]
: ∇u ,
12
thus, replacing the above result into the last identity for the rate of the total energy e tot in (25),
we deduce
∂t e
tot = div
[
T u− u etot + t
[ ∂F
∂∇n
]
n˙
]
−
(
T + p Id + t∇n
∂F
∂∇n
)
: ∇u+
+
δF
δn
· n˙ + divq −
q · ∇ϑ
ϑ
+ ϑ∆∗.
(26)
Thanks to the definition of the Ericksen stress tensor and the total stress tensor
σ E = −
[
t∇n
] ∂F
∂∇n
and T = −p Id +σ E + σ L,
we finally get that
∂t e
tot = div
[
T u− u etot + t
[ ∂F
∂∇n
]
n˙
]
− σ L : ∇u +
δF
δn
· n˙ + divq −
q · ∇ϑ
ϑ
+ ϑ∆∗.
(27)
We now recall the work-postulate we have introduced in (10). We denote by Σ the rate at which
the system do work on the nematic material, namely
Σ = Tu + t
[
∂F
∂∇n
]
n˙ − u etot.
In the three-dimensional case Σ reduces to the rate at which linear and angular moments do work
on a nematic, that is
Σ = Tu + Lw − u etot ,
where w is the local angular velocity of the director n and L is the couple stress tensor. Inserting
the above identity into the rate of the total energy density ∂te
tot in (27) yields that
∂t e
tot = divΣ − σ L : D − σ L : Ω +
δF
δn
· n˙ + div q −
q · ∇ϑ
ϑ
+ ϑ ∆∗. (28)
The first law of thermodynamics holds if the rate of the total energy is totally transformed into
work and heat, more precisely if and only if
∂t e
tot = divΣ + div q.
We then impose the extra term in (28) to be identically null. This yields the following balance
between the entropy production ϑ∆∗, the heat flux q, the Leslie stress tensor σ L and the free
energy density F :
ϑ ∆∗ = σ L : D + σ L : Ω −
δF
δn
· n˙ +
q · ∇ϑ
ϑ
, (29)
We first reformulate the molecular-field term I := n˙ · δF/δn by means of the corotational time
flux N and the kinematic transport g. The angular momentum equation of system (2) yields
that
I = − g ·
[
∂tn+ u · ∇n
]
+ βn ·
[
∂tn+ u · ∇n
]
︸ ︷︷ ︸
=0
= − g ·N − g · Ω n, (30)
where β is the Lagrangian multiplier driving the constriction of unit-modulus |n|2 = 1. We recall
moreover that the co-rotational time flux is defined by N = ∂tn+ u · ∇n − Ω n. Thanks to the
definition (5) we have g ⊗ n− n⊗ g = −[σ L − tσ L ], which implies
g · Ω n + σL : Ω = 0,
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Replacing the above identity into the molecular-field term I in (30) leads to I = g ·N − σ L : Ω.
Hence the entropy production in (29) can be rewritten as follows:
ϑ ∆∗ = σ L : D + g ·N +
q · ∇ϑ
ϑ
,
which corresponds to (23). This concludes the proof of Theorem 2.1. 
3. The second law of thermodynamics for nematic liquid crystals
In this section we deal with the second law of thermodynamics for compressible nematic liquid
crystals. This principle is known as the Clausius-Duhem inequality and it infers that the entropy
production ϑ∆∗ must be semi-positive defined. Hence, according to Theorem (1.1) and the
balance for the entropy production in (12), the second law of thermodynamics can be split into
two parts:
σ L : D + g ·N ≥ 0, and
q · ∇ϑ
ϑ
≥ 0. (31)
Because of the material-frame indifferent, the Leslie stress tensor σL should be generally taken as
a smooth tensor depending on (ρ , ϑ) and as a smooth isotropic tensor depending on (n, N , D).
Thus, in order to better develope the Clausius-Duhem inequality, in this section we keep the
assumptions made by Ericksen and Leslie of σ L to be linearly dependent upon the couple (N ,
D). With similar arguments as the one reported by Stewart in [27] (we refer the reader to section
4.2.3), the explicit formula for the Leslie tensor σL = σ L(ρ , ϑ , n, N , D ) given by
σ L = α0
[
n · Dn
]
Id +α1
[
n · Dn
]
n⊗ n + α2 N ⊗ n + α3 n⊗N + α4 D+
+ α5 n⊗Dn + α6 Dn⊗ n + α7 trD Id +α8 trD n⊗ n.
(32)
In this section, any α-coefficient is considered to be a smooth function depending on the density
ρ and the absolute temperature ϑ . The coefficients from α1 until α6 are in a one to one relation
with the classical Leslie viscosities. The coefficient α0 is not new in the incompressible Ericksen-
Leslie theory (we refer for instance to [27], term µ9 in (4.74)), however it is usually neglected
since absorbed by the definition of the pressure. Assuming a compressible nematics, we preserve
such a term in the definition of the Leslie tensor.
Because of the compressible condition, we have also introduced the new terms α7 and α8 that
disappear whenever a free-divergence condition is imposed to the velocity field. It is worth to
remark that α7 coincides with the non-homogeneous viscosity of the Cauchy tensor for isotropic
fluid, while the α8-term is necessary to keep σ
L as the most general transversely isotropic tensor
with respect to n.
We assume the heat flux q = q(ρ , ϑ , n, ∇ϑ) to be smooth on (ρ , ϑ) and linear isotropic on
∇ϑ . Thus we can write it as
q = λ1(ρ , ϑ)∇ϑ + λ2(ρ , ϑ)
[
n · ∇ϑ
]
n (33)
with λ1 and λ2 two smooth functions depending on the couple (ρ , ϑ). Under the explicit formulas
given by (32) and (33), the Clausius-Duhem inequality (31) becomes
α0 ( n · Dn )trD + α1 | n · Dn |
2 + (α2 α3 + α5 − α6 )N · Dn + α4 |D |
2+
+ (α5 + α6 ) |Dn |
2 + (α3 − α2 ) |N |
2 + (α7 + α0 ) tr
2D + α8 trD ( n · Dn ) ≥ 0,
(34)
together with
λ1|∇ϑ |
2 + λ2| n · ∇ϑ |
2 ≥ 0. (35)
We first observe that from (35) the λ -coefficients must satisfy
λ1 ≥ 0, and λ1 + λ2 ≥ 0,
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which correspond to the first two inequalities in (15) of Theorem 1.3.
We then focus on the condition given by (34). As for a classical isotropic fluids, it is worth to
analyze this dissipation by means of D˜ := D − trD Id /d, the projection of D into the traceless-
matrices vector space, and its orthogonal matrix trD Id /d. Hence, (34) reduces to
α1 | n · D˜n |
2 + (α2 + α3 + α5 − α6 )N · D˜n+ α4 | D˜ |
2 + (α5 + α6 ) | D˜n |
2+
+ (α3 − α2 ) |N |
2 + (α0 + α4 + α7 + α8 ) tr
2 D + (α0 + α1 + α8 )trD ( n · D˜n ) ≥ 0.
(36)
We then localize two main terms: the classical Ericksen-Leslie viscous dissipation and an additional
contribution related to the compressible condition trD 6= 0. Seeking for the most general condition
on the α-coefficients, let us remark that we cannot separately analyze the dissipation given by D˜
and the one given by trD Id. The anisotropic structure of the total stress tensor is reflected by a
non-trivial interaction between D and D˜. We then need to take into consideration the entire set
of α-coefficients.
We aim to prove the following statement:
Theorem 3.1. Inequality (36) is satisfied if and only if
α3 − α2 ≥ 0, α4 ≥ 0, 2α4 + α5 + α6 ≥ 0, N (α1 + α5 + α6 ) + (N + 1 )α4 ≥ 0,
α4(α0 + α4 + α7 + α8 )
{
( d − 1 ) (α1 + α5 + α6 ) + dα4
}
≥ (d − 1)
(α0 + α1 + α8 )
2
4
(37)
for any N = 2, . . . ,d− 1.
Proof. For any fixed n ∈ Rd and N ∈ Rd, we consider an orthonormal basis (e1, e2, e3) fulfilling
n = e1 N = N e2 and D = Ai jei ⊗ e j.
Hence, the Duhem-Clausius inequality (36) readily reduces to
α1A˜
2
11 + (α2 + α3 + α5 − α6 )N A˜12 + α4 A˜i jA˜i j + (α5 + α6 )A˜1 jA˜1 j +
+ (α3 − α2 )N
2 + (α0 + α4 + α7 + α8 )tr
2A + (α0 + α1 + α8 )( trA )A11 ≥ 0.
Using the free-trace property of A˜, we can replace the term A˜dd by −(A˜11 + . . . + A˜(d−1),(d−1)),
which allows to split the above inequality into three independent parts:
(α2 − α3 )N
2 + (α2 + α3 + α5 − α6 )N A˜12 + (α5 + α6 + 2α4 )A˜
2
12 ≥ 0,
together with
( 2α4 + α5 + α6 )A˜
2
1d + 2α4
∑
2≤i< j≤d−1
A˜2i j ≥ 0.
and finally
(α1 + α5 + α6 + 2α4)A˜
2
11 + (α0 + α4 + α7 + α8 )tr
2A+
+ 2α4
d−1∑
i=2
A˜2ii + 2α4
∑
1≤i< j≤d−1
A˜iiA˜ j j + (α0 + α1 + α8 )( trA )A11 ≥ 0.
(38)
The first two inequalities reduce to the standard conditions for the Leslie coefficients (cf. [27],
inequalities (4.91) − (4.95)):
α3 − α2 ≥ 0, α4 ≥ 0, α5 + α6 + 2α4 ≥ 0.
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The main peculiarity of our model relies on the third inequality (38), where the term trA is not
necessarily null. This inequality holds whenever the following symmetric matrix is semi-positive
defined:
M :=


(α1 + α5 + α6 + 2α4) α4 α4 . . . α4
1
2(α0 + α1 + α8 )
α4 2α4 α4 . . . α4 0
α4 α4 2α4 . . . α4 0
...
...
...
. . .
...
...
α4 α4 α4 . . . 2α4 0
1
2(α0 + α1 + α8 ) 0 . . . . . . 0 (α0 + α4 + α7 + α8 )


∈ Rd×d.
We then we apply the Sylvester’s criterion, for which M is semi-positive defined whenever any
leading principal minor has positive determinant. The first leading principal minor we consider is(
(α1 + α5 + α6 + 2α4) α4
α4 2α4
)
⇒
{
α4 ≥ 0,
2(α1 + α5 + α6 ) + 3α4 ≥ 0.
(39)
Next, for any N ∈ 3, . . . ,d− 1, we denote by MN the N × N-matrix defined by the first N rows
and N columns of M . In order to prove that detMN is semi-positive, we make use of the following
lemma, whose proof is postponed to the end of this section:
Lemma 3.2. Let x, y and z be three real numbers and let A be am N × N matrix, with N ≥ 2
defined by
A :=


x y y . . . y
y z y . . . y
y y z . . . y
...
...
...
. . .
...
y y y . . . z

 .
Then the determinant of A satisfies
det A = (z− y)N−2
[
x z + (N − 2)x y − (N − 1)y2
]
. (40)
Replacing x = α1 + α5 + α6 + 2α4, y = α4 and z = 2α4 in the above lemma, we obtain that
detMN = α
N−1
4
[
N(α1 + α5 + α6) + (N + 1)α4
]
,
for any N = 3, . . . ,d− 1. Thus, MN is semi-positive defined, if and only if
N(α1 + α5 + α6) + (N + 1)α4 ≥ 0, (41)
I remains to impose the determinant of M to be semi-positive. We claim that such a determinant
is characterized by the following formula:
det M = αd− 24
[
α4(α0 + α4 + α7 + α8 )
{
( d − 1 ) (α1 + α5 + α6 )+
+ d α4
}
− (d − 1)
(α0 + α1 + α8 )
2
4
]
.
(42)
Indeed, applying twice the Leibenitz formula leads to
det M = (α0 + α4 + α7 + α8 ) det B1 −
(α0 + α1 + α8 )
2
4
det B2, (43)
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where B1 and B2 stand for the matrices
B1 :=


α0 + α1 + α5 + α6 + 2α4 α4 . . . α4
α4 2α4 . . . α4
...
...
. . .
...
α4 α4 . . . 2α4

 ∈ R(d−1)×(d−1),
B2 :=


2α4 α4 . . . α4
α4 2α4 . . . α4
...
...
. . .
...
α4 α4 . . . 2α4

 ∈ R(d−2)×(d−2).
Hence, making use of Lemma 3.2, we achieve that
det B1 = α
d− 3
4 [ ( d − 1 ) (α0 + α1 + α5 + α6 ) + d α4 ] ,
det B2 = α
d− 2
4 ( d − 1 ).
(44)
Combining (44) together with (43) finally leads to the identity (42), from which we deduce that
det M > 0 if and only if
α4(α0 + α4 + α7 + α8 )
{
( d − 1 ) (α1 + α5 + α6 ) + d α4
}
≥ (d − 1)
(α0 + α1 + α8 )
2
4
.
Summarizing the above inequality together with (39) and (41), finally leads to (37), which con-
cludes the proof of Theorem 3.1. 
We now perform the proof of Lemma 3.2.
Proof of Lemma 3.2. We proceed by induction. When N = 2 the matrix A reduces to
A =
(
x y
y z
)
with det A = x z− y2,
from which we achieve the base case. Let us assume that (40) is true for N − 1. Then the
Leibenitz formula together with the induction hypotheses yields
detA = x
∣∣∣∣∣∣∣∣∣
z y . . . y
y z . . . y
...
. . .
...
y . . . . . . z
∣∣∣∣∣∣∣∣∣
+ y
N−1∑
i=1
(−1)i det Bi
= ( z − y )N−3
[
x z2 + (N − 3)x z y − (N − 2) x y2
]
+ y
N−1∑
i=1
(−1)i det Bi
= ( z − y )N−2
[
x z + (N − 2) x y
]
+ y
N−1∑
i=1
(−1)i det Bi,
(45)
where Bi is the (N − 1 ) × (N − 1 ) matrix defined as follows:
• the components of the i-th row are all equal to y,
• the j-th row, with j < i is composed by z in the i-th column and by y elsewhere,
• the j-th row, with j > i is equal to z in the i + 1-th column and y elsewhere.
17
Applying i− 1 permutations, the matrix Bi always reduces to

y y . . . y
y z . . . y
...
. . .
...
y . . . . . . z

 , hence (−1)i detBi = −( z − y )N−3( yz − y2 ) = −( z − y )N−2y.
Thus, replacing the above identity into the relation (45), we gather
det A = ( z − y )N−2
[
x z + (N − 2)x y − (N − 1 ) y2
]
which concludes the proof of the lemma. 
4. Besov Spaces
The purpose of this section is to recall some important tools of the Littlewood-Paley decomposition
we will use in section 5, when proving the well-posedness of system (17). We first recall some
product and composition rules that play a key role when estimating some suitable approximate
solutions. Then, we deal with some results concerning the propagation of Besov regularities for
linear parabolic PDE’s. We refer the reader to [1], for more specifics.
4.1. Homogeneous Besov spaces
We define C to be the ring of center 0, of small radius 1/2 and great radius 2. There exist a
non-negative radial function ϕ belonging to D(C) that decomposes the unity as follows∑
q∈Z
ϕ
( ξ
2q
)
= 1, for any ξ ∈ Rd,
and such that any couple with large distance between indexes do not interact, in the following
sense: for any p ∈ Z and q ∈ Z with distance | p − q | ≥ 5, we get
Supp ϕ(2−q·) ∩ Supp ϕ(2−p·) = ∅.
We denote by F the Fourier transform acting on Rd. Then we define the homogeneous dyadic
block ∆˙q and the operator S˙q through the relations
∆˙q u = F
−1(ϕ(2−qξ )Fu),
S˙q u =
∑
j≤ q−1
∆˙ j u,
for any integer q. We recall that for two appropriately smooth functions a and b we have the
so-called Bony’s decomposition [1]:
ab = T˙a b + T˙b a + R˙(a, b)
where
T˙a b =
∑
q∈Z
S˙q−1a∆˙qb, T˙b a =
∑
q∈Z
S˙q−1b∆˙qb and R˙(a, b) =
∑
q∈Z,
i∈{0,±1}
∆˙qa∆˙q+ib.
Then the homogeneous Besov space B˙sp,r is identified by the following definition:
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Definition 4.1. The homogeneous Besov spaces B˙s2,1 with a real s ∈ R, p, r ∈ [1,∞]
2 fulfilling
s <
d
2
if r > 1, s ≤
d
2
if r = 1,
consists of all homogeneous tempered distributions u such that:
‖ u ‖B˙sp,r :=
∥∥ ( 2qs ∆˙q u )q∈Z ∥∥ℓr(Z) <∞.
We recall that this definition reduces to the classical homogeneous Sobolev space H˙s whenever
p = r = 2. In this work we deal with functions with low oscillations, that is we consider the case
p = 2 and r = 1. Moreover it is worth to remark that B˙s2,1 is continuously embedded in H˙
s(Rd)
and moreover B˙
d/2
2,1 is continuously included in F(L
1(Rd)) and thus in the space of continuous
bounded functions.
The following product rule between homogeneous Besov spaces is satisfied (cf. [3]):
Proposition 4.2. Let u be in B˙s12,1 and v be in B˙
s2
2,1 with s1, s2 ≤ d/2. If s1 + s2 > 0 then the
product u v belongs to B˙
s1 + s2−d/2
2,1 and the following inequality holds
‖ u v ‖
B˙
s1 + s2−
d
2
2,1
≤ C ‖ u ‖B˙s1
2,1
‖ v ‖B˙s2
2,1
,
for an harmless constant C depending on s and d.
Fixing s1 = s2 = d/2 in the above proposition leads to the algebra structure of the space B˙
d/2
2,1 .
In the next section we will repeatedly make use of the following sub-cases of Proposition 4.2
B˙
d
2
2,1 × B˙
d
2
−1
2,1 → B˙
d
2
−1
2,1 , B˙
d
2
2,1 × B˙
d
2
−2
2,1 → B˙
d
2
−2
2,1 , B˙
d
2
−1
2,1 × B˙
d
2
−1
2,1 → B˙
d
2
−2
2,1 . (46)
We recall that the domain Rd is assumed at least three dimensional, so that the regularity d/2−2
is strictly positive.
4.2. Regularizing effects
In this section we establish regularizing effects for parabolic-type equations in the framework of
the homogeneous Besov spaces. We begin with the following definition:
Definition 4.3. An operator Λ from D(Rd, RM) to itself is a second-order strong elliptic operator,
if there exists a positive constant λ0 such that
−
ˆ
Rd
Λv(x) · v(x)dx ≥ λ0‖∇v ‖L2(Rd)
for any smooth vector-function with compact support v ∈ D(Rd, RM).
The following classical result for parabolic equation in Besov spaces holds:
Theorem 4.4. Let us consider an initial-vector ϕ0 in ( B˙
s
2,1(R
d) )×M with regularity s ≤ d/2, and
for an integer M ≥ 1. Introducing a driving force f in L1t ( B˙
s
2,1 )
M , we denote by ϕ be the unique
solution of the following linear parabolic PDE’s{
∂tϕ − Λϕ = f R+×R
d,
ϕ
∣∣
t=0
= ϕ0 R
d,
(47)
where Λ is a strongly second order elliptic operator as in Definition 4.3. Then ϕ belongs to
L∞t ( B˙
s
2,1 )
M and the couple (∂tϕ , ∆ϕ) to L
1
t ( B˙
s
2,1 )
M . Furthermore, there exists an harmless
positive constant C such that
‖ϕ ‖L∞t B˙s2,1
+ ‖ ∂tϕ ‖L1t B˙s2,1
+ λ0‖∆ϕ ‖L1t B˙s2,1
≤ C
[
‖ϕ0 ‖B˙s
2,1
+ ‖ f ‖L1t B˙s2,1
]
. (48)
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Proof. We first apply the homogeneous dyadic bloc ∆˙q, to the main equation, we multiply by
∆˙qϕ both the left-hand the right-hand sides, and we integrate over R
d. We get
2‖ ∆˙q ϕ ‖L2x
d
d t
‖ ∆˙q ϕ ‖B˙s
2,1
−
ˆ
Rd
Λ∆˙qϕ ∆˙qϕ dx =
ˆ
Rd
∆˙q f ∆˙qϕ dx.
Since Λ is a strong elliptic operator, we deduce that
‖ ∆˙q ϕ ‖L2x
d
d t
‖ ∆˙q ϕ ‖B˙s
2,1
+ λ0‖∇∆˙qϕ ‖
2
L2x
. ‖ ∆˙q f ‖L2x ‖ ∆˙q ϕ ‖L2x .
A Bernstein-type inequality yields that there exists a constant c > 0 such that ‖∇∆˙qϕ ‖L2x ≥
c2q‖∆˙qϕ ‖L2x , from which we gather
d
d t
‖ ∆˙q ϕ ‖L2x + λ02
2q‖ ∆˙qϕ ‖L2x . ‖ ∆˙q f ‖L2x .
Hence, multiplying by 2qs both the left and the right-hand sides, taking the sum as q ∈ Z and
integrating in time over (0, t), we deduce
‖ ϕ(t) ‖B˙s2,1
+
ˆ t
0
‖ϕ(τ) ‖
B˙
s +2
2,1
dτ . ‖ϕ0 ‖B˙s2,1
+
ˆ t
0
‖ f (τ) ‖B˙s2,1
dτ .
To finally achieve a bound for ∂tϕ we apply (−∆)
−1 to the main system (47). Since (−∆)−1Λ
is a Fourier multiplier of degree 0, we get
‖ ∂tϕ ‖B˙s
2,1
. ‖ f ‖B˙s
2,1
+ ‖∆ϕ ‖B˙s
2,1
,
which finally leads to ∂tϕ ∈ L
1
t B˙
s
2,1 and to inequality (48). 
When estimating the co-rotational time flux N , we will to control the L2t B˙
d/2
2,1 -norm of ∂tn. The
L2-integrability in time is given by the following theorem:
Theorem 4.5. Let us consider an initial-vector ϕ0 such that ∇ϕ0 belongs to ( B˙
s
2,1(R
d) )×M
2
with
regularity s ≤ d/2, and for an integer M ≥ 1. Introducing a driving force f in L2t ( B˙
s
2,1 )
M, we
denote by ϕ be the unique solution of the following linear parabolic PDE’s{
∂tϕ − Λϕ = f R+×R
d,
ϕ
∣∣
t=0
= ϕ0 R
d,
where the second-order elliptic operator Λ is symmetric. Then there exists an harmless positive
constant C such that
‖ (∂tϕ , ∆ϕ) ‖L2t B˙s2,1
+ ‖∇ϕ ‖L∞t B˙s2,1
≤ C
[
‖∇ϕ0 ‖B˙s
2,1
+ ‖ f ‖L2t B˙s2,1
]
. (49)
Proof. Applying a standard energy estimate to the localized function ∆˙qϕ yields
‖ϕ ‖L∞t B˙s2,1
+ ‖ϕ ‖
L2t B˙
s+1
2,1
≤ C
[
‖ϕ0 ‖B˙s
2,1
+ ‖ f ‖
L2t B˙
s−1
2,1
]
.
Furthermore, the time derivative ∆˙q∂tϕ satisfies:
‖ ∆˙q∂tϕ ‖
2
L2x
−
ˆ
Rd
Λ∆˙qϕ · ∂t∆˙qϕdx ≤ ‖ ∆˙q f ‖
2
L2x
. (50)
Thanks to the symmetry of Λ, we also deduce
−
1
2
d
dt
ˆ
Rd
[
Λ∆˙qϕ · ∆˙qϕ
]
dx = −
ˆ
Rd
Λ∆˙qϕ · ∆˙q ∂tϕdx.
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Hence integrating (50) in time, leads toˆ t
0
‖ ∆˙q∂tϕ(τ) ‖
2
L2x
dτ + ‖ ∆˙q∇ϕ(t) ‖
2
L2x
. ‖ ∆˙q∇ϕ0 ‖
2
L2x
+
ˆ t
0
‖ ∆˙q f (τ) ‖
2
L2x
dτ ,
from which, multiplying by 22qs and taking the sum as q ∈ Z, we finally achieve (49). 
A similar result holds for the following Stokes-type system:
Theorem 4.6. Let u(t, x) ∈ Rd be a solution to the system

∂tu−A[ u ] +∇p = f , R+×R
d,
div u = 0 R+×R
d,
u
∣∣
t=0
= u0 R
d,
where the initial datum u0 belongs to B˙
s
2,1, s ≤ d/2, f ∈ L
1
t B˙
s
2,1 and the linear operator A is
strongly elliptic. Then a pressure p is defined by means of
p = (−∆)−1
[
− divA[ u ] + div f
]
∈ D′(R+ × R
d), with ∇p ∈ L1t B˙
s
2,1
and the following inequality is satisfied:
‖ u ‖L∞t B˙s2,1
+ ‖ (∂tu, ∇p) ‖L1t B˙s2,1
+ λ0‖∆u ‖L1t B˙s2,1
≤ C
[
‖ u0 ‖B˙s
2,1
+ ‖ f ‖L1t B˙s2,1
]
,
for a positive constant C and a constant λ0 > 0 introduced in Definition 4.3.
4.3. Composition under smooth function
We conclude this section considering the action of smooth functions on the Besov space B˙
d/2
2,1 .
We refer the reader to Theorem 2.61 in [1], for a detailed proof of the next lemma.
Lemma 4.7. Let f be a smooth function on R which vanishes at 0. For any functions v in B˙
d/2
2,1
the function f ( v ) still belongs to B˙
d/2
2,1 and the following inequality is satisfied,
‖ f ( v ) ‖
B˙
d
2
2,1
≤ Q
(
f , ‖ v ‖L∞x
)
‖ v ‖
B˙
d
2
2,1
where Q is a smooth function depending on the value of f and its derivative
We readily obtain the following corollary
Corollary 4.7.1. Let v1 be a function in B˙
d/2
2,1 ∩ B˙
d/2+1
2,1 and v2 be in B˙
s
2,1 ∩ B˙
s+1
2,1 such that the
product is continuous in
B˙
d
2
2,1 × B˙
s
2,1 → B˙
s
2,1.
Let f be a smooth function on R, then f (v1)v2 belongs to B˙
s
2,1∩B˙
s+1
2,1 and the following inequalities
are satisfied
‖ f (v1) v2 ‖B˙s
2,1
. Q
(
f , ‖ v ‖L∞x
)
‖ v1 ‖
B˙
d
2
2,1
‖ v2 ‖B˙s
2,1
,∥∥∥∇( f (v1) v2) ∥∥∥
B˙s
2,1
. Q
(
f , ‖ v ‖L∞x
){
‖∇v1 ‖
B˙
d
2
2,1
‖ v2 ‖B˙s
2,1
+ ‖ v1 ‖
B˙
d
2
2,1
‖∇v2 ‖B˙s
2,1
}
,
where Q is a smooth function depending on the value of f and its derivative.
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Proof. We begin with the first inequality, applying a translation in order to have f vanishing at
0:
‖ f (v1) v2 ‖B˙s
2,1
≤ ‖
(
f (v1) − f (0)
)
v2 ‖B˙s
2,1
+ | f (0) |‖ v2 ‖B˙s
2,1
≤ ‖ f (v1) − f (0) ‖
B˙
d
2
2,1
‖ v2 ‖B˙s
2,1
+ | f (0) |‖ v2 ‖B˙s
2,1
,
hence, applying Lemma 4.7 with f (x) − f (0) as smooth function, we deduce that
‖ f (v1) v2 ‖B˙s
2,1
. Q
(
f , ‖ v ‖L∞x
)
‖ v1 ‖
B˙
d
2
2,1
‖ v2 ‖B˙s
2,1
.
The second inequality turns out from a straightforward computations:
‖∇
(
f (v1) v2
)
‖B˙s2,1
≤ ‖ ( f ′(v1)− f
′(0) )∇v1 v2 ‖B˙s2,1
+ | f ′(0)|‖∇v1 v2 ‖B˙s2,1
+
+ ‖ ( f (v1)− f (0) )v1∇v2 ‖B˙s
2,1
+ | f ′(0)|‖ v1∇v2 ‖B˙s
2,1
. Q
(
f , ‖ v ‖L∞x
){
‖∇v1 ‖
B˙
d
2
2,1
‖ v2 ‖B˙s
2,1
+ ‖ v1 ‖
B˙
d
2
2,1
‖∇v2 ‖B˙s
2,1
}
,
which concludes the proof of the Corollary. 
5. Well-posedness
In this section we deal with the well-posedness of the system (17), where the nematic material
has a constant density. Thanks to Theorem 1.1 and Theorem 1.3, such a model arises when the
heat flux q, the Leslie stress tensor σL and the free energy F are defined by means of (14), (16)
and (18). The free energy F = F(ϑ , n, ∇n) we consider in this section does not depend on the
density and it generalizes the Oseen-Frank energy density for Nematic liquid crystal with variable
temperature:
F(ϑ , n, ∇n) := −ϑ lnϑ + WF(ϑ , n, ∇n), (51)
where WF stands for
WF =
K1(ϑ)
2
|∇n |2 +
K2(ϑ)
2
|div n |2 +
K3(ϑ)
2
| n · ∇n |2 +
K4(ϑ)
2
tr{ (∇n)2 }. (52)
The coefficients K1, . . .K4 are smooth functions depending on the temperature ϑ and they are
related to k1, . . . , k4 in (18) by
K1 = k12, K2 = k11 − k22 − k24,
K3 = k33 − k22, K4 = k24.
The local entropy η is thus explicitly defined by means of
η = −
∂F
∂ϑ
=
∂
∂ϑ
[
ϑ lnϑ − WF
]
= − ( 1 + ln ϑ) −
∂WF
∂ϑ
.
Then, the rate of increase of the local entropy as well its convection in the last equation of (17)
reduces to a material derivative on the temperature ϑ :
ϑ
[
∂tη + u · ∇η
]
= ∂tϑ + u · ∇ϑ − ϑ
[
∂t
∂WF
∂ϑ
+ u · ∇
∂WF
∂ϑ
]
.
In this section we impose a parabolic behavior to the momentum equation, the heat equation and
the balance of angular momentum. Recalling that 2Di j = ui, j + u j,i and 2Ωi j = ui, j − u j,i, we
define the linear operator A, by
A [ u ] := div
[
σ L
(
ϑ¯ , n¯, −Ωn¯, D
)]
, (53)
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and we denote by σ˜L = σL − σ L( ϑ¯ , n¯, −Ωn¯, D) the perturbed Leslie stress tensor. Without
loss of generality, we assume A to be strongly elliptic, since the Leslie coefficient α¯4 is supposed
large enough. Furthermore we decompose the λ -coefficients in the heat flux q through
λ1(ϑ ) = λ¯1 + λ˜1(ϑ − ϑ¯ ), λ2(ϑ )= λ¯2 + λ˜2(ϑ − ϑ¯ ), (54)
where the couple ( λ¯1, λ¯2 ) ∈ R
2 corresponds to the value (λ1(ϑ¯ ),λ2(ϑ¯ )). We assume (λ¯1, λ¯2)
fulfilling λ¯1 > 0 and λ¯2 > −λ¯1 so that the linear operator B defined by
B [ϑ ] = λ¯1∆ϑ + λ¯2[ n¯ · ∇ϑ ]n¯ (55)
is strongly elliptic. Finally, we decompose the K-coefficients through Ki(ϑ ) = K¯i + K˜i(ϑ − ϑ¯ )
for any i = 1 . . . , 4, where K¯i ∈ R and the smooth functions K˜i are null in ϑ − ϑ¯ = 0. We then
introduce the linear operator C
C[ n ] = K¯1∆n + (K¯2 + K¯4)(Id + n¯⊗ n¯)∇div n + K¯3 div
[
(n¯ · ∇n)⊗ n¯
]
, (56)
which is strongly elliptic when the following conditions hold:
K¯1 > 0, 2( K¯2 + K¯4 ) + K¯3 < K¯1. (57)
For the sake of notation, we introduce the variables ω = ϑ − ϑ¯ and m := n − n¯, describing the
perturbation of the temperature and the director with respect to (ϑ¯ , n¯). Thus, the main system
(2) reduces to

∂tu + u · ∇u − A[ u ] +∇p = div{σ
E + σ˜L},
div u = 0
∂tm + u · ∇m − C[m ] = γ˜1
[
∂tm + u · ∇m
]
+ γ1Ωm + γ1 Ωn¯+
+ γ2
[
D( n¯ + m ) − [ ( n¯ + m) · D( n¯ + m) ] (n¯ + m )
]
− h˜ + β˜n + f ,
| n¯ + m |2 = 1,
∂tω + u · ∇ω − B[ω ] = ( ϑ¯ + ω )
[
∂t
∂WF
∂ω
+ u · ∇
∂WF
∂ω
]
+
+ div{ λ˜1∇ω} + div{λ˜2[ (n¯ +m) · ∇ω ]( n¯ + m )} + σ
L : D + g ·N .
(58)
First, we have defined the perturbed molecular field h˜ by means of
h˜ = K3(∇m⊙∇m )n − div
{
(K1 − K¯1)∇m + (K2 − K¯2 ) divm Id +
+ (K3 − K¯3 ) [ n · ∇m⊗ n + (K4 − K¯4 )
t∇m
}
+
+ K¯3 div
{
[m · ∇m ]⊗ n + [ n · ∇m ]⊗m + [m · ∇m ]⊗m
}
.
Indeed, thanks to the definition for the free energy F , the Lagrangian multiplier for the constraint
| n |2 = 1 can be formulated as
β :=
δF
δn
· n = K1|∇m |
2 + (K2 + K4) |divm |
2 + K3 | n · ∇m |
2︸ ︷︷ ︸
β˜
−
− div
{
(K2 + K4 ) (divm) n
}
.
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Thus, defining the driving force f by means of the following identity
f := div
{
(K2 − K¯2 + K4 − K¯4 ) (divm) n
}
n + ( K¯2 + K¯4 )div
{
(divm)m
}
m+
+ ( K¯2 + K¯4 )div
{
(divm) n¯
}
m + ( K¯2 + K¯4 )div
{
(divm)m
}
n¯,
one gets the following equality
h − β n = −C[m ] + h˜ − β˜n − f .
5.1. Sketch of the proof
In this section we overview the proof of Theorem 1.6. We proceed with a standard method: we
use an iterative scheme to build a sequence of solutions for a linear approximation of system (17).
We set the first term of the sequence ( u0(t, x), ω0(t, x), m0(t, x), ) to be null everywhere in
R+×R
d. Then, we choose ( uk(t, x), ak(t, x), ωk(t, x), mk(t, x) ) as the solution of the following
linear system:

∂t u
k+1 + uk · ∇uk+1 −A[ uk+1 ] + ∇pk+1 = Fk1 R+×R
d,
divuk+1 = 0 R+×R
d,
∂t m
k+1 + uk · ∇mk+1−B [mk+1 ] = Fk2 R+×R
d,
∂t ω
k+1 + uk · ∇ωk+1 −C [ωk+1 ] = Fk3 R+×R
d,
( uk+1, ωk+1, mk+1 )
∣∣
t=0
= ( u0, ω0, m0 ) R
d,
(59)
for any k ∈ N. We have introduced the following notation: for any function f depending on
the variable (u, ω , m), we denote by f k the function f k(t, x) := f ( uk(t, x),ωk(t, x), mk(t, x) ).
Furthermore, we denote by δ f k the difference between two consecutive functions: δ f k := f k+1−
f k. The driving force Fki are then defined by means of
Fk1 := div
[
σE, k + σ˜L,k
]
,
Fk2 := (γ
k
1 − 1)
[
∂tm
k + uk · ∇mk
]
− γk1 Ω
k(n¯ + mk)+
+ γk2
[
Dk[ n¯ + mk ] −
(
[ n¯ + mk ] · Dk[ n¯ + mk ]
)
[ n¯ + mk ]
]
−
− h˜k + β˜ k(n¯ + mk ) + f k,
Fk3 := ( 1 + ω
k )
[
∂t
∂WF
k
∂ω
+ uk · ∇
∂WkF
∂ω
]
+
+ div{ λ˜ k1∇ω
k} + div{λ˜ k2 ( [n¯ +m
k] · ∇ωk )[n¯ + mk]}
+ σL,k : Dk + gk ·N k,
while the pressure pk satisfies
pk = (−∆)−1
[
−uk · ∇uk+1 − divA[uk] + Fk1
]
.
The core of the proof of Theorem 1.6 relies on the following proposition:
Proposition 5.1. Let ( uk, ωk, mk ) be the unique and global-in-time classical solution for system
(59). Then such a solution belongs to the same class affinity defined in Theorem 1.6 and the
pressure pk belongs to L1t B˙
d/2
2,1 ∩ B˙
d/2+1
2,1 , fulfilling
‖ uk ‖X1 + ‖∇p
k ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
≤ ε2, ‖ωk ‖X2 + ‖m
k ‖X3 ≤ ε
3, (60)
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Moreover, the difference between two consecutive solutions satisfies
‖ δuk ‖X1 + ‖∇δp
k ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
≤ εk, ‖ δωk‖X2 + ‖ δm
k‖X3 ≤ ε
k+1. (61)
If Proposition 5.1 holds, than the proof of Theorem 1.6 leads thanks to the convergence of the
following series: ∑
k∈N
‖ δuk ‖X1 + ‖ δω
k‖X2 + ‖ δm
k‖X3 < +∞.
The approximate solutions ( uk, ωk, mk ) form a Cauchy sequence in X1×X2×X3 and we claim
that the limit ( u, ω , m ) is a strong solution of system (58).
We remark that in system (59) we do not consider an unitary constraint on the direct field nk.
Nevertheless, Proposition 5.1 leads to an uniform bound for the L∞t,x-norm:
‖ nk ‖L∞t,x . 1 + ‖m
k ‖
L∞t B˙
d
2
2,1
. 1 + ε3.
We will recover the unitary constraint on the director field |n| = 1, in section 5.5, when passing
to the limit as k goes to ∞.
We now deal with the proof of Proposition 5.1. We separately analyze each equation of (59)
in sections 5.2, 5.3 and 5.4. We proceed by induction and the base case readily follows by the
definition of (u0, ω0, m0), which is identically null.
5.2. The balance of linear momentum
We begin with considering the approximate velocity field uk and we aim to prove that
‖ uk+1 ‖X1 + ‖∇p
k+1 ‖
L1t B˙
d
2
2,1∩B˙
d
2
−1
2,1
≤ ε2 and ‖ δuk+1 ‖X1 ≤ ε
k+1, (62)
assuming that inequalities (60) and (61) are satisfied by (uk, pk, ϑ k, mk) and (δuk, δpk, δϑ k, δmk)
respectively, for a fixed positive integer k. We recall that uk+1 is solution of{
∂t u
k+1 − A[ uk+1 ] +∇pk+1 = − uk · ∇uk+1 + Fk1 ,
div uk+1 = 0,
where Fk1 := div{σ
E, k + σ˜L,k }. Thanks to Theorem 4.6, we gather that the norms of uk+1 and
the pressure pk+1 are bounded by
‖ uk+1 ‖X1 + ‖∇p
k+1 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ‖ u0 ‖
B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+ ‖ − uk · ∇uk+1 + Fk1 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ‖ u0 ‖
B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+ ‖ uk ‖
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
‖∇uk+1 ‖
L1t B˙
d
2
2,1
+ ‖Fk1 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ‖ u0 ‖
B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+ ε ‖ uk+1 ‖X1 + ‖F
k
1 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
,
where we have used the continuity of the product from B˙
d/2−1
2,1 × B˙
d/2
2,1 to B˙
d/2−1
2,1 and the algebra
structure of B˙
d/2
2,1 . Making use of to the small assumption (20) to the initial data, with ε small
enough, we then obtain
‖ uk+1 ‖X1 + ‖∇p
k+1 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ε4 + ‖Fk1 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. (63)
We claim that the norm of Fk1 satisfies the following inequality
‖Fk1 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ‖divσ E ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+ ‖div σ˜ L ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ε3, (64)
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and we postpone the proof to the Appendix, in Section 6. We then replace inequality (64) into
the estimate (63), from which we deduce
‖ uk+1 ‖X1 + ‖∇p
k+1 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ε3 ⇒ ‖ uk+1 ‖X1 + ‖∇p
k+1 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
≤ ε2,
whenever ε is taken small enough. This concludes the proof of the first inequality in (62).
We now take into account the difference between two consecutive velocity, δuk+1 := uk+2− uk+1,
which is solution of
∂tδu
k+1 + uk+1 · ∇δuk+1 + δuk · ∇uk+1 −A[ δuk+1 ] + ∇δpk+1 = δFk1 .
with δFk1 = div { δσ
E, k + δσL, k}. Applying Theorem 4.6, we gather
‖ δuk+1 ‖X1 + ‖∇δp
k+1 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ‖ − uk+1 · ∇δuk+1 − δuk · ∇uk+1 + δFk1 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ‖ (uk, uk+1) ‖
L2t B˙
d
2
2,1∩B˙
d
2
+1
2,1
‖ (δuk, δuk+1) ‖
L2t B˙
d
2
2,1∩B˙
d
2
+1
2,1
+ ‖ δFk1 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ε2‖ δuk+1 ‖
L2t B˙
d
2
2,1∩B˙
d
2
+1
2,1
+ ε2‖ δuk ‖
L2t B˙
d
2
2,1∩B˙
d
2
+1
2,1
+ ‖ δFk1 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
.
Assuming ε small enough and thanks to the induction hypotheses we deduce that
‖ δuk+1 ‖X1 + ‖∇δp
k+1 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ε2‖ δuk ‖X1 + ‖ δF
k+1 ‖X1 ≤ ε
k+2 + ‖ δFk ‖X1 . (65)
We claim that the norm of δFk1 = div δσ
E, k + div δσ L, k can be bounded as follows:
‖div δσ L, k ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+ ‖div δσ E, k ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
.
. ε2
[
‖ δuk ‖X1 + ‖ δω
k ‖X2 + ‖ δm
k ‖X3
]
≤ εk+2,
(66)
and we postpone the proof to the appendix, in section 6.
We then replace inequalities (65) and (66) into (63) and assuming ε small enough, we finally
gather the following bound for δuk+1 and δpk+1:
‖ δuk+1 ‖X1 + ‖∇δp
k+1 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. εk+2 ⇒ ‖ δuk+1 ‖X1 + ‖∇δp
k+1 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
≤ εk+1,
which concludes the proof of the estimate in (61).
5.3. The balance of angular momentum
We now take into account the approximate director field nk = n¯ + mk and we aim to prove by
induction the following inequalities
‖mk+1 ‖X2 ≤ ε
3 and ‖ δmk+1 ‖X2 ≤ ε
k+2, (67)
assuming the hypothesis (60) and (61) for (uk, ϑ k, mk) and (δuk, δϑ k, δmk), for a fixed integer
k. The approximate solution mk+1 satisfies the following parabolic PDE:
∂tm
k+1 − B[mk+1 ] = − uk · ∇mk+1 + Fk2 ,
26
where the forcing term Fk2 is defined by means of
Fk2 := γ˜1(ω
k )
[
∂tm
k + uk · ∇mk
]
− γ1(ω
k )Ωk(n¯ + mk) + γ2(ω
k )
[
Dk[ n¯ + mk ]−
−
(
[ n¯ + mk ] · Dk[ n¯ + mk ]
)
[ n¯ + mk ]
]
− h˜k + β˜ k(n¯ + mk ) + f k,
h˜k := K3(ω
k )(∇mk ⊙∇mk )(n¯ + mk ) − div
{
K˜1(ω
k )∇mk + K˜2(ω
k ) divmk Id +
+ K˜3(ω
k ) [ (n¯ + mk ) · ∇mk ⊗ (n¯ + mk) + K˜4(ω
k ) t∇mk
}
+
+ K¯3 div
{
[mk · ∇mk ]⊗ ( n¯ + mk ) + [ (n¯ + mk) · ∇mk ]⊗mk + [mk · ∇mk ]⊗mk
}
,
f k := div
{
( K˜2(ω
k ) + K˜4(ω
k ) ) (divmk) (n¯ + mk )
}
(n¯ + mk )+
+ ( K¯2 + K¯4 )
{
div
{
(divmk)mk
}
m
k + div
{
(divmk) n¯
}
m
k + div
{
(divmk)mk
}
n¯
}
,
β k = K1(ω
k )|∇mk |2 + (K2(ω
k ) + K4(ω
k )) |divmk |2 + K3(ω
k ) | ( n¯ + mk) · ∇mk |2.
Thanks to Theorem (4.4) we gather that the X2-norm of m
k is bounded by
‖mk ‖X2 . ‖m0 ‖
B˙
d
2
2,1∩B˙
d
2
+1
2,1
+ ‖ uk · ∇mk+1 ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
+ ‖Fk2 ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ‖m0 ‖
B˙
d
2
2,1∩B˙
d
2
+1
2,1
+ ‖ uk ‖
L2t B˙
d
2
2,1∩B˙
d
2
+1
2,1
‖mk+1 ‖
L2t B˙
d
2
2,1∩B˙
d
2
+1
2,1
+ ‖Fk2 ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ε3 + ‖m0 ‖
B˙
d
2
2,1∩B˙
d
2
+1
2,1
+ ε2‖mk+1 ‖X2 + ‖F
k
2 ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
,
where we have used the algebra structure of B˙
d
2
2,1 ∩ B˙
d
2
+1
2,1 . Assuming ε small enough, we can
absorb the mk+1-term on the right hand side by the left-hand side of the above estimate, thus
‖mk ‖X2 . ε
4 + ‖Fk2 ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. (68)
We now aim to bound the norm of Fk2 . We first observe that∥∥∥ γ˜1(ωk )[ ∂tmk + uk · ∇mk ] ∥∥∥
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ‖ωk ‖
L∞t B˙
d
2
2,1
[
‖ ∂tm
k ‖
L1t B˙
d
2
2,1
+ ‖ uk ‖
L2t B˙
d
2
2,1
×
×‖∇mk ‖
L2t B˙
d
2
2,1
]
+ ‖∇ωk ‖
L2t B˙
d
2
2,1
[
‖ ∂tm
k ‖
L2t B˙
d
2
2,1
+ ‖ uk ‖
L∞t B˙
d
2
2,1
‖∇mk ‖
L2t B˙
d
2
2,1
]
+
+ ‖ωk ‖
L∞t B˙
d
2
2,1
[
‖ ∂t∇m
k ‖
L1t B˙
d
2
2,1
+ ‖∇uk ‖
L2t B˙
d
2
2,1
‖∇mk ‖
L2t B˙
d
2
2,1
+
+ ‖ uk ‖
L2t B˙
d
2
2,1
‖∆mk ‖
L2t B˙
d
2
2,1
]
. ε4,
while
‖ γ1(ω
k )Ωk(n¯ + mk) ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. (1 + ‖ωk ‖
L∞t B˙
d
2
2,1
)‖∇uk ‖
L1t B˙
d
2
2,1
(
1 + ‖mk ‖
L∞t B˙
d
2
2,1
)
+
‖∇ωk ‖
L∞t B˙
d
2
2,1
‖∇uk ‖
L1t B˙
d
2
2,1
(
1 + ‖mk ‖
L∞t B˙
d
2
2,1
)
+ (1 + ‖ωk ‖
L∞t B˙
d
2
2,1
)‖∆uk ‖
L1t B˙
d
2
2,1
×
×
(
1 + ‖mk ‖
L∞t B˙
d
2
2,1
)
+ (1 + ‖ωk ‖
L∞t B˙
d
2
2,1
)‖∇uk ‖
L1t B˙
d
2
2,1
‖∇mk ‖
L∞t B˙
d
2
2,1
. ε4,
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where we have assumed α¯4 > 1/ε
3 large enough, so that
‖∇uk‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
≤
1
α¯4
‖uk‖X1 ≤
1
α¯4
ε2 ≤ ε4.
As third term, we take into account∥∥∥γ2(ωk)[Dk[n¯+mk]− ([n¯+mk] · Dk[n¯+mk])[n¯+mk]]∥∥∥
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)×
×‖∇uk‖
L1t B˙
d
2
2,1
(
1 + ‖mk‖3
L∞t B˙
d
2
2,1
)
+ ‖∇ωk‖
L∞t B˙
d
2
2,1
‖∇uk‖
L1t B˙
d
2
2,1
(
1 + ‖mk‖3
L∞t B˙
d
2
2,1
)
+
+(1 + ‖ωk‖
L∞t B˙
d
2
2,1
)‖∆uk‖
L1t B˙
d
2
2,1
(
1 + ‖mk‖3
L∞t B˙
d
2
2,1
)
+ (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)‖∇uk‖
L1t B˙
d
2
2,1
×
×‖∇mk‖
L∞t B˙
d
2
2,1
(
1 + ‖mk‖2
L∞t B˙
d
2
2,1
)
. ε4,
from which we deduce that Fk2 fulfills the following inequality
‖Fk2 ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ε4 + ‖hk ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
+ ‖ β˜ k ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
+ ‖ f k ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. (69)
We proceed controlling hk. The first term we take into account is
‖K3(ω
k)(∇mk ⊙∇mk)(n¯+mk)‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)‖∇mk‖2
L2t B˙
d
2
2,1
×
×(1 + ‖mk‖
L∞t B˙
d
2
2,1
) + ‖∇ωk‖
L∞t B˙
d
2
2,1
‖∇mk‖2
L2t B˙
d
2
2,1
(1 + ‖mk‖
L∞t B˙
d
2
2,1
)+
+‖ωk‖
L∞t B˙
d
2
2,1
‖∇mk‖
L2t B˙
d
2
2,1
‖∆mk‖
L2t B˙
d
2
2,1
. ε4.
Furthermore, the following inequality is satisfied∥∥∥div(K˜1(ωk)∇mk)∥∥∥
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ‖ωk‖
L∞t B˙
d
2
2,1
‖∆mk‖
L1t B˙
d
2
2,1
+ ‖∇ωk‖
L2t B˙
d
2
2,1
‖∇mk‖
L2t B˙
d
2
2,1
+
+‖∇ωk‖
L∞t B˙
d
2
2,1
‖∆mk‖
L1t B˙
d
2
2,1
+ ‖ωk‖
L∞t B˙
d
2
2,1
‖∆∇mk‖
L1t B˙
d
2
2,1
+ ‖∆ωk‖
L2t B˙
d
2
2,1
‖∆mk‖
L2t B˙
d
2
2,1
+
+‖∇ωk‖
L∞t B˙
d
2
2,1
‖∆∇mk‖
L1t B˙
d
2
2,1
. ε4.
With a similar approach we can bound the following term∥∥∥ div{K˜2(ωk)divmk Id+K˜4(ωk)t∇mk}∥∥∥
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ε4.
We need then to control∥∥∥ div{K˜3(ωk)[(n¯+mk) · ∇mk ⊗ (n¯+mk)}∥∥∥
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ‖∇ωk‖
L2t B˙
d
2
2,1
‖∇mk‖
L2t B˙
d
2
2,1
×
×
(
1 + ‖mk‖2
L∞t B˙
d
2
2,1
)
+ ‖ωk‖
L∞t B˙
d
2
2,1
‖∆mk‖
L1t B˙
d
2
2,1
(
1 + ‖mk‖2
L∞t B˙
d
2
2,1
)
+ ‖ωk‖
L∞t B˙
d
2
2,1
×
×‖∇mk‖2
L2t B˙
d
2
2,1
(
1 + ‖mk‖
L∞t B˙
d
2
2,1
)
+ ‖∆ωk‖
L2t B˙
d
2
2,1
‖∇mk‖
L2t B˙
d
2
2,1
(
1 + ‖mk‖2
L∞t B˙
d
2
2,1
)
+
+‖∇ωk‖
L2t B˙
d
2
2,1
‖∆mk‖
L2t B˙
d
2
2,1
(
1 + ‖mk‖2
L∞t B˙
d
2
2,1
)
+ ‖∇ωk‖
L∞t B˙
d
2
2,1
‖∇mk‖2
L2t B˙
d
2
2,1
×
28
×
(
1 + ‖mk‖
L∞t B˙
d
2
2,1
)
+ ‖∇ωk‖
L∞t B˙
d
2
2,1
‖∆mk‖
L1t B˙
d
2
2,1
(
1 + ‖mk‖2
L∞t B˙
d
2
2,1
)
+ ‖ωk‖
L∞t B˙
d
2
2,1
×
×‖∇∆mk‖
L1t B˙
d
2
2,1
(
1 + ‖mk‖2
L∞t B˙
d
2
2,1
)
+ ‖ωk‖
L∞t B˙
d
2
2,1
‖∆mk‖
L1t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
2,1
×
×
(
1 + ‖mk‖
L∞t B˙
d
2
2,1
)
‖∇ωk‖
L∞t B˙
d
2
2,1
‖∇mk‖2
L2t B˙
d
2
2,1
(
1 + ‖mk‖
L∞t B˙
d
2
2,1
)
+ ‖ωk‖
L∞t B˙
d
2
2,1
‖∇mk‖
L2t B˙
d
2
2,1
×
×‖∆mk‖
L2t B˙
d
2
2,1
(
1 + ‖mk‖
L∞t B˙
d
2
2,1
)
+ ‖ωk‖
L∞t B˙
d
2
2,1
‖∇mk‖2
L2t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
2,1
. ε4,
and, similarly, also the following inequality holds∥∥∥div{[mk · ∇mk]⊗ (n¯+mk) + [ (n¯ + mk) · ∇mk ]⊗mk+
+ [mk · ∇mk]⊗mk
}∥∥∥
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ε4,
which finally leads to
‖hk ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ε4. (70)
We then take into consideration f k and we begin with estimating∥∥∥div{(K˜2(ωk) + K˜4(ωk))(divmk)(n¯+mk)}(n¯+mk)∥∥∥
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ‖∇ωk‖
L2t B˙
d
2
2,1
×
×‖∇mk‖
L2t B˙
d
2
2,1
(
1 + ‖mk‖2
L∞t B˙
d
2
2,1
)
+ ‖ωk‖
L2t B˙
d
2
2,1
‖∆mk‖
L2t B˙
d
2
2,1
(
1 + ‖mk‖2
L∞t B˙
d
2
2,1
)
+
+‖ωk‖
L2t B˙
d
2
2,1
‖∇mk‖2
L2t B˙
d
2
2,1
(
1 + ‖mk‖
L∞t B˙
d
2
2,1
)
+ ‖∆ωk‖
L2t B˙
d
2
2,1
‖∇mk‖
L2t B˙
d
2
2,1
(
1 + ‖mk‖2
L∞t B˙
d
2
2,1
)
+
+‖∇ωk‖
L2t B˙
d
2
2,1
‖∆mk‖
L2t B˙
d
2
2,1
(
1 + ‖mk‖2
L∞t B˙
d
2
2,1
)
+ ‖∇ωk‖
L2t B˙
d
2
2,1
‖∇mk‖
L2t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
2,1
×
×
(
1 + ‖mk‖
L∞t B˙
d
2
2,1
)
+ ‖∇ωk‖
L2t B˙
d
2
2,1
‖∆mk‖
L2t B˙
d
2
2,1
(
1 + ‖mk‖2
L∞t B˙
d
2
2,1
)
+ ‖ωk‖
L2t B˙
d
2
2,1
×
×‖∇∆mk‖
L2t B˙
d
2
2,1
(
1 + ‖mk‖2
L∞t B˙
d
2
2,1
)
+ ‖ωk‖
L2t B˙
d
2
2,1
‖∆mk‖
L2t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
2,1
×
×
(
1 + ‖mk‖
L∞t B˙
d
2
2,1
)
+ ‖∇ωk‖
L2t B˙
d
2
2,1
‖∇mk‖2
L2t B˙
d
2
2,1
(
1 + ‖mk‖
L∞t B˙
d
2
2,1
)
+ ‖ωk‖
L2t B˙
d
2
2,1
×
×‖∇mk‖
L2t B˙
d
2
2,1
‖∆mk‖
L2t B˙
d
2
2,1
(
1 + ‖mk‖
L∞t B˙
d
2
2,1
)
+ ‖ωk‖
L2t B˙
d
2
2,1
‖∇mk‖2
L2t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
2,1
. ε4.
Furthermore∥∥∥div{(divmk)mk}mk + div{(divmk)n¯}mk + div{(divmk)mk}n¯}∥∥∥
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
.
. ‖∆mk‖
L1t B˙
d
2
2,1
‖mk‖
L∞t B˙
d
2
2,1
(
1 + ‖mk‖
L∞t B˙
d
2
2,1
)
+ ‖∇mk‖2
L2t B˙
d
2
2,1
(
1 + ‖mk‖
L∞t B˙
d
2
2,1
)
+
+‖∆mk‖
L1t B˙
d
2
2,1
‖mk‖
L∞t B˙
d
2
2,1
+ ‖∇∆mk‖
L1t B˙
d
2
2,1
‖mk‖
L∞t B˙
d
2
2,1
(
1 + ‖mk‖
L∞t B˙
d
2
2,1
)
+
+‖∆mk‖
L1t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
2,1
(
1 + ‖mk‖
L∞t B˙
d
2
2,1
)
+ ‖∇∆mk‖
L1t B˙
d
2
2,1
×
29
×‖∇mk‖
L∞t B˙
d
2
2,1
+ ‖∆mk‖2
L2t B˙
d
2
2,1
. ε4,
which finally leads to the following inequality
‖ f k ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ε4. (71)
Thus it remains to control the β k-term. We observe that∥∥∥K1(ωk)|∇mk|2 + (K2(ωk) + K4(ωk))|divmk|2 ∥∥∥
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
.
(
1 + ‖ωk‖
L∞t B˙
d
2
2,1
)
×
×‖∇mk‖2
L2t B˙
d
2
2,1
+ ‖∇ωk‖
L∞t B˙
d
2
2,1
‖∇mk‖2
L2t B˙
d
2
2,1
+
(
1 + ‖ωk‖
L∞t B˙
d
2
2,1
)
×
×‖∇mk‖
L2t B˙
d
2
2,1
‖∆mk‖
L2t B˙
d
2
2,1
. ε4,
together with∥∥∥K3(ωk ) | ( n¯ + mk) · ∇mk |2∥∥∥
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
.
(
1 + ‖ωk‖
L∞t B˙
d
2
2,1
)(
1 + ‖mk‖2
L∞t B˙
d
2
2,1
)
×
×‖∇mk‖2
L2t B˙
d
2
2,1
+ ‖∇ωk‖
L∞t B˙
d
2
2,1
(
1 + ‖mk‖2
L∞t B˙
d
2
2,1
)
‖∇mk‖2
L2t B˙
d
2
2,1
+
(
1 + ‖(mk, ωk)‖
L∞t B˙
d
2
2,1
)
×
×‖∇mk‖
L∞t B˙
d
2
2,1
‖∇mk‖2
L2t B˙
d
2
2,1
+
(
1 + ‖ωk‖
L∞t B˙
d
2
2,1
)(
1 + ‖mk‖2
L∞t B˙
d
2
2,1
)
×
×‖∇mk‖
L2t B˙
d
2
2,1
‖∆mk‖
L2t B˙
d
2
2,1
. ε4,
from which we deduce that
‖β k ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ε4. (72)
Replacing inequalities (70), (71) and (72) into (69), we finally achieve that
‖mk+1 ‖X2 . ε
4 + ‖Fk2 ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ε4 ⇒ ‖mk+1 ‖X2 ≤ ε
3,
assuming a constant ε small enough. This concludes the proof of the first inequality in (67).
We now take into account the difference between two consecutive director fields, δmk+1 :=
m
k+2 −mk+1, which fulfills the following differential equation
∂tδm
k+1 + uk+1 · ∇δmk+1 + δuk · ∇mk+1 − B[ δmk+1 ] = δFk2 .
Thanks to Theorem 4.4 we first get
‖ δmk+1 ‖X2 . ‖ ( u
k+1 · ∇δmk+1, δuk+1 · ∇mk+1, δFk2 ) ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
.
We then investigate each term on the right-hand side. We begin with
‖( uk+1 · ∇δmk+1, δuk+1 · ∇mk+1) ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
.
. ‖uk+1‖
L2t B˙
d
2
2,1
‖∇δmk+1‖
L2t B˙
d
2
2,1
+ ‖δuk+1‖
L2t B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1
. ε2‖ δmk+1 ‖X2 + ε
3‖ δuk+1 ‖X1 . ε
2‖ δmk+1 ‖X2 + ε
k+4,
which yields
‖ δmk+1 ‖X2 . ε
k+4 + ‖ δFk2 ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. (73)
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We then analyze δFk2 , which can be formulated as follows:
δFk2 = δ γ˜
k
1
[
∂tm
k+1 + uk+1 · ∇mk+1
]
+ γ˜1(ω
k)
[
∂tδm
k + δuk · ∇mk+1 + uk · ∇δmk
]
−
−δγk1Ω
k+1(n¯+mk+1)− γ1(ω
k)δΩk(n¯+mk+1)− γ1(ω
k)Ωkδmk + δγk2
[
Dk+1[n¯+mk+1]−
−
(
[n¯+mk+1] · Dk+1[n¯+mk+1]
)
[n¯+mk+1]
]
+ γ2(ω
k)
[
δDk[n¯+mk+1] + Dkδmk−
−
(
[δmk · Dk+1[n¯+mk+1]
)
[n¯+mk+1]−
(
[n¯+mk] · δDk[n¯+mk+1]
)
[n¯+mk+1]−
+
(
[n¯+mk] · Dkδmk
)
[n¯+mk+1]
]
−
(
[n¯+mk] · Dk[n¯+mk]
)
δmk
]
−
−δhk + δ β˜ k(n¯+mk+1) + β˜ kδmk + δ f k.
(74)
We first observe that
‖δ γ˜k1
[
∂tm
k+1 + uk+1 · ∇mk+1
]
‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ‖δωk‖
L∞t B˙
d
2
2,1
(
‖∂tm
k‖
L1t B˙
d
2
2,1
+ ‖uk+1‖
L2t B˙
d
2
2,1
×
×‖∇mk+1‖
L2t B˙
d
2
2,1
)
+ ‖∇δωk‖
L∞t B˙
d
2
2,1
(
‖∂tm
k‖
L1t B˙
d
2
2,1
+ ‖uk+1‖
L2t B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1
)
+
+‖δωk‖
L∞t B˙
d
2
2,1
(
‖∂t∇m
k‖
L1t B˙
d
2
2,1
+ ‖∇uk+1‖
L2t B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1
+ ‖uk+1‖
L2t B˙
d
2
2,1
×
×‖∆mk+1‖
L2t B˙
d
2
2,1
)
. ε3‖δωk‖X3 . ε
k+4,
and moreover
‖γ˜1(ω
k)
[
∂tδm
k + δuk · ∇mk+1 + uk · ∇δmk
]
‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ‖ωk‖
L∞t B˙
d
2
2,1∩B˙
d
2
+1
2,1
×
×
(
‖∂tδm
k‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
+ ‖δuk‖
L2t B˙
d
2
2,1∩B˙
d
2
+1
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1∩B˙
d
2
+1
2,1
+ ‖uk‖
L2t B˙
d
2
2,1∩B˙
d
2
+1
2,1
×
×‖∇δmk‖
L2t B˙
d
2
2,1∩B˙
d
2
+1
2,1
)
. ε3
(
‖δmk‖X2 + ‖δu
k‖X1
)
. εk+3.
Then, we gather
‖δγk1Ω
k+1(n¯+mk+1) + γ1(ω
k)δΩk(n¯+mk+1) + γ1(ω
k)Ωkδmk‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ‖δωk‖
L∞t B˙
d
2
2,1
×
×‖∇uk+1‖
L1t B˙
d
2
2,1
(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
) + ‖∇δωk‖
L∞t B˙
d
2
2,1
‖∇uk+1‖
L1t B˙
d
2
2,1
(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)+
+‖δωk‖
L∞t B˙
d
2
2,1
‖∆uk+1‖
L1t B˙
d
2
2,1
(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
) + ‖δωk‖
L∞t B˙
d
2
2,1
‖∇uk+1‖
L1t B˙
d
2
2,1
‖∇mk+1‖
L∞t B˙
d
2
2,1
+
+(1 + ‖ωk+1‖
L∞t B˙
d
2
2,1
+ ‖mk+1‖
L∞t B˙
d
2
2,1
)‖∇δuk+1‖
L1t B˙
d
2
2,1
+ ‖∇ωk+1‖
L∞t B˙
d
2
2,1
(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)×
×‖∇δuk+1‖
L1t B˙
d
2
2,1
(1 + ‖ωk+1‖
L∞t B˙
d
2
2,1
)‖∇mk+1‖
L∞t B˙
d
2
2,1
‖∇δuk+1‖
L1t B˙
d
2
2,1
+ (1 + ‖ωk+1‖
L∞t B˙
d
2
2,1
+
+‖mk+1‖
L∞t B˙
d
2
2,1
)‖∆δuk+1‖
L1t B˙
d
2
2,1
+ (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)‖δmk‖
L∞t B˙
d
2
2,1
)‖∇uk‖
L1t B˙
d
2
2,1
+ ‖∇ωk‖
L∞t B˙
d
2
2,1
×
×‖δmk‖
L∞t B˙
d
2
2,1
‖∇uk‖
L1t B˙
d
2
2,1
+ (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)‖∇δmk‖
L∞t B˙
d
2
2,1
‖∇uk‖
L1t B˙
d
2
2,1
+ (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)×
×‖δmk‖
L∞t B˙
d
2
2,1
‖∆uk‖
L1t B˙
d
2
2,1
. ε2
(
‖δmk‖X2 + ‖δω
k‖X3
)
+ ‖∇δuk‖
L1t B˙
d
2
2,1∩L
2B˙
d
2
+1
2,1
≤ εk+3,
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where we have assumed α¯4 > 1/ε
3 large enough in order to have
‖∇δuk‖
L1t B˙
d
2
2,1∩L
2B˙
d
2
+1
2,1
≤
1
α¯4
‖δuk‖X1 ≤
1
α¯4
εk ≤ εk+3.
Similarly, we handle the next term through∥∥∥δγk2[Dk+1[n¯+mk+1]− ([n¯+mk+1] · Dk+1[n¯+mk+1])[n¯+mk+1]]∥∥∥
L1t B˙
d
2
2,1∩L
2B˙
d
2
+1
2,1
.
. ‖δωk‖
L∞t B˙
d
2
2,1
‖∇uk+1‖
L1t B˙
d
2
2,1
(
1 + ‖mk+1‖3
L∞t B˙
d
2
2,1
)
+ ‖∇δωk‖
L∞t B˙
d
2
2,1
‖∇uk+1‖
L1t B˙
d
2
2,1
×
×
(
1 + ‖mk+1‖3
L∞t B˙
d
2
2,1
)
+ ‖δωk‖
L∞t B˙
d
2
2,1
‖∆uk+1‖
L1t B˙
d
2
2,1
(
1 + ‖mk+1‖3
L∞t B˙
d
2
2,1
)
+
‖δωk‖
L∞t B˙
d
2
2,1
‖uk+1‖
L1t B˙
d
2
2,1
‖∇mk+1‖
L∞t B˙
d
2
2,1
(
1 + ‖mk+1‖2
L∞t B˙
d
2
2,1
)
. εk+3,
together with∥∥∥γ2(ωk)[δDk[n¯+mk+1] + Dkδmk]∥∥∥ . (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)(
1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)
‖∇δuk‖
L1t B˙
d
2
2,1
+
+‖∇ωk‖
L∞t B˙
d
2
2,1
(
1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)
‖∇δuk‖
L1t B˙
d
2
2,1
+ ‖∇mk+1‖
L∞t B˙
d
2
2,1
(
1 + ‖ωk‖
L∞t B˙
d
2
2,1
)
×
×‖∇δuk‖
L1t B˙
d
2
2,1
+
(
1 + ‖ωk‖
L∞t B˙
d
2
2,1
)(
1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)
‖∆δuk‖
L1t B˙
d
2
2,1
+
(
1 + ‖ωk‖
L∞t B˙
d
2
2,1
)
×
×‖δmk‖
L∞t B˙
d
2
2,1
‖∇uk‖
L1t B˙
d
2
2,1
+ ‖∇ωk‖
L∞t B˙
d
2
2,1
‖δmk‖
L∞t B˙
d
2
2,1
‖∇uk‖
L1t B˙
d
2
2,1
+ ‖∇δmk‖
L∞t B˙
d
2
2,1
×
×
(
1 + ‖ωk‖
L∞t B˙
d
2
2,1
)
‖∇uk‖
L1t B˙
d
2
2,1
+
(
1 + ‖ωk‖
L∞t B˙
d
2
2,1
)
‖δmk‖
L∞t B˙
d
2
2,1
‖∆uk‖
L1t B˙
d
2
2,1
. εk+3.
Similarly, the following inequality is satisfied:∥∥∥γ2(ωk)[([δmk · Dk+1[n¯+mk+1])[n¯+mk+1]− ([n¯+mk] · δDk[n¯+mk+1])[n¯+mk+1]−
+
(
[n¯+mk] · Dkδmk
)
[n¯+mk+1]
]
−
(
[n¯+mk] · Dk[n¯+mk]
)
δmk
]∥∥∥
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. εk+3.
Thus, we finally deduce that the norm of δmk+1 fulfills
‖ δmk+1 ‖X2 . ε
k+3 + ‖ (δhk, δ β˜ k(n¯+mk+1), β˜ kδmk, δ f k)‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. (75)
We begin with δhk = hk+1 − hk. First we observe that∥∥∥δKk3(∇mk+1 ⊙∇mk+1)(n¯+mk+1)∥∥∥
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ‖δωk‖
L∞t B˙
d
2
2,1
‖∇mk+1‖2
L2t B˙
d
2
2,1
(1+
+‖mk+1‖
L∞t B˙
d
2
2,1
) + ‖∇δωk‖
L∞t B˙
d
2
2,1
‖∇mk+1‖2
L2t B˙
d
2
2,1
(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)‖δωk‖
L∞t B˙
d
2
2,1
×
×‖∇mk+1‖
L2t B˙
d
2
2,1
‖∆mk+1‖
L2t B˙
d
2
2,1
(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
) + ‖δωk‖
L∞t B˙
d
2
2,1
‖∇mk+1‖2
L2t B˙
d
2
2,1
×
×‖∇mk+1‖
L∞t B˙
d
2
2,1
. ε3
(
‖δmk‖X2 + ‖δω
k‖X3
)
. εk+3.
Moreover∥∥∥Kk3(∇δmk ⊙∇mk+1)(n¯+mk+1) + Kk3(∇mk ⊙∇δmk)(n¯+mk+1) + ∥∥∥
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
.
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. (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)‖∇δmk‖
L2t B˙
d
2
2,1
‖(∇mk+1, ∇mk+1)‖
L2t B˙
d
2
2,1
+
+‖∇ωk‖
L∞t B˙
d
2
2,1
(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)‖∇δmk‖
L2t B˙
d
2
2,1
‖(∇mk+1, ∇mk+1)‖
L2t B˙
d
2
2,1
+
+(1 + ‖ωk‖
L∞t B˙
d
2
2,1
)‖∇mk+1‖
L∞t B˙
d
2
2,1
)‖∇δmk‖
L2t B˙
d
2
2,1
‖(∇mk+1, ∇mk+1)‖
L2t B˙
d
2
2,1
+
+(1 + ‖ωk‖
L∞t B˙
d
2
2,1
)(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)‖∆δmk‖
L2t B˙
d
2
2,1
‖(∇mk+1, ∇mk+1)‖
L2t B˙
d
2
2,1
+
+(1 + ‖ωk‖
L∞t B˙
d
2
2,1
)(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)‖∇δmk‖
L2t B˙
d
2
2,1
‖(∆mk+1, ∆mk+1)‖
L2t B˙
d
2
2,1
. εk+3
and ∥∥∥Kk3(∇mk ⊙∇δmk)δmk∥∥∥
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)‖∇δmk‖
L2t B˙
d
2
2,1
‖∇mk‖
L2t B˙
d
2
2,1
×
×‖δmk‖
L∞t B˙
d
2
2,1
+ ‖∇ωk‖
L∞t B˙
d
2
2,1
‖∇δmk‖
L2t B˙
d
2
2,1
‖∇mk‖
L2t B˙
d
2
2,1
‖δmk‖
L∞t B˙
d
2
2,1
+ (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)×
×‖∆δmk‖
L2t B˙
d
2
2,1
‖∇mk‖
L2t B˙
d
2
2,1
‖δmk‖
L∞t B˙
d
2
2,1
+ (1 + ‖ωk‖
L∞t B˙
d
2
2,1
‖∇δmk‖
L2t B˙
d
2
2,1
‖∆mk‖
L2t B˙
d
2
2,1
×
×‖δmk‖
L∞t B˙
d
2
2,1
+ (1 + ‖ωk‖
L∞t B˙
d
2
2,1
‖∇δmk‖
L2t B˙
d
2
2,1
‖∇mk‖
L2t B˙
d
2
2,1
‖∇δmk‖
L∞t B˙
d
2
2,1
. εk+3.
Furthermore∥∥∥div{δ K˜k1∇mk+1 + K˜k1∇δmk + δ K˜k4t∇mk+1 + K˜k4t∇δmk∥∥∥
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ‖∇δωk‖
L2t B˙
d
2
2,1
×
×‖∇mk+1‖
L2t B˙
d
2
2,1
+ ‖δωk‖
L2t B˙
d
2
2,1
‖∆mk+1‖
L2t B˙
d
2
2,1
+ ‖∇ωk‖
L2t B˙
d
2
2,1
‖∇δmk‖
L2t B˙
d
2
2,1
+ ‖ωk‖
L∞t B˙
d
2
2,1
×
×‖∆δmk‖
L1t B˙
d
2
2,1
+ ‖∆δωk‖
L1t B˙
d
2
2,1
‖∇mk+1‖
L∞t B˙
d
2
2,1
+ ‖∇δωk‖
L2t B˙
d
2
2,1
‖∆mk+1‖
L2t B˙
d
2
2,1
+
+‖∇δωk‖
L2t B˙
d
2
2,1
‖∆mk+1‖
L2t B˙
d
2
2,1
+ ‖δωk‖
L∞t B˙
d
2
2,1
‖∇∆mk+1‖
L1t B˙
d
2
2,1
+ ‖∇ωk‖
L2t B˙
d
2
2,1
×
×‖∆δmk‖
L2t B˙
d
2
2,1
+ ‖ωk‖
L∞t B˙
d
2
2,1
‖∇∆δmk‖
L1t B˙
d
2
2,1
+ ‖∇ωk‖
L2t B˙
d
2
2,1
×
×‖∆δmk‖
L2t B˙
d
2
2,1
+ ‖ωk‖
L∞t B˙
d
2
2,1
‖∇∆δmk‖
L1t B˙
d
2
2,1
. εk+3.
Finally, the following inequality holds∥∥∥div{δ K˜k3[(n¯+mk+1) · ∇mk+1 ⊗ (n¯+mk+1) + }∥∥∥
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ‖∇ωk‖
L2t B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1
×
×(1 + ‖mk‖2
L∞t B˙
d
2
2,1
) + ‖δωk‖
L∞t B˙
d
2
2,1
‖∆mk+1‖
L1t B˙
d
2
2,1
(1 + ‖mk‖2
L∞t B˙
d
2
2,1
) + ‖δωk‖
L∞t B˙
d
2
2,1
×
×‖∇mk+1‖
L2t B˙
d
2
2,1
‖∇mk‖
L2t B˙
d
2
2,1
(1 + ‖mk‖
L∞t B˙
d
2
2,1
) + ‖∇δωk‖
L2t B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1
×
×(1 + ‖mk‖2
L∞t B˙
d
2
2,1
) + ‖∇ωk‖
L2t B˙
d
2
2,1
‖∆mk+1‖
L2t B˙
d
2
2,1
(1 + ‖mk‖2
L∞t B˙
d
2
2,1
) + ‖∇ωk‖
L2t B˙
d
2
2,1
×
×‖∇mk+1‖
L2t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
2,1
(1 + ‖mk‖
L∞t B˙
d
2
2,1
) + ‖∇δωk‖
L∞t B˙
d
2
2,1
‖∆mk+1‖
L1t B˙
d
2
2,1
×
×(1 + ‖mk‖2
L∞t B˙
d
2
2,1
) + ‖∇δωk‖
L∞t B˙
d
2
2,1
‖∇∆mk+1‖
L1t B˙
d
2
2,1
(1 + ‖mk‖2
L∞t B˙
d
2
2,1
) + ‖∇δωk‖
L∞t B˙
d
2
2,1
×
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×‖∆mk+1‖
L1t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
2,1
(1 + ‖mk‖
L∞t B˙
d
2
2,1
) + ‖∇δωk‖
L∞t B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1
‖∇mk‖
L2t B˙
d
2
2,1
×
×(1 + ‖mk‖
L∞t B˙
d
2
2,1
) + ‖δωk‖
L∞t B˙
d
2
2,1
‖∆mk+1‖
L2t B˙
d
2
2,1
‖∇mk‖
L2t B˙
d
2
2,1
(1 + ‖mk‖
L∞t B˙
d
2
2,1
)+
+‖∇δωk‖
L∞t B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1
‖∆mk‖
L2t B˙
d
2
2,1
× (1 + ‖mk‖
L∞t B˙
d
2
2,1
)+
+‖∇δωk‖
L∞t B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1
‖∆mk‖
L2t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
2,1
. εk+3,
and with a similar approach also the following estimate is fulfilled∥∥∥div{K˜k3[δmk · ∇mk+1 ⊗ (n¯+mk+1)K˜k3[δmk · ∇mk+1 ⊗ (n¯+mk+1)+
+ K˜k3[(n¯+m
k) · ∇δmk ⊗ (n¯+mk+1) + K˜k3[(n¯+m
k) · ∇mk ⊗ δmk
}∥∥∥
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. εk+3.
Summarizing all the previous considerations leads to a bound for the molecular field hk:
‖ δhk‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. εk+3. (76)
Now, we take into consideration δ β˜ k(n +mk+1) = (β˜ k+1 − β˜ k)(n +mk+1) in (75). We begin
with analyzing the term δ β˜ k, first by∥∥(δKk1|∇mk+1|2 + Kk1∇δmk : ∇mk+1 + Kk1∇mk : ∇δmk + (δKk2 + δKk4)|divmk+1|2+
(Kk2 + K
k
4)divδm
kdivmk+1 + (Kk2 + K
k
4)divm
kdivδmk
∥∥
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
+ . ‖δωk‖
L∞t B˙
d
2
2,1
×
×‖∇mk+1‖2
L2t B˙
d
2
2,1
+ ‖∇δωk‖
L∞t B˙
d
2
2,1
‖∇mk+1‖2
L2t B˙
d
2
2,1
+ ‖∇δωk‖
L∞t B˙
d
2
2,1
‖∆mk+1‖
L2t B˙
d
2
2,1
×
×‖∇mk+1‖
L2t B˙
d
2
2,1
+ (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)‖∇δmk‖
L2t B˙
d
2
2,1
‖(∇mk, ∇mk+1)‖
L∞t B˙
d
2
2,1
+
+‖∇ωk‖
L∞t B˙
d
2
2,1
‖∇δmk‖
L2t B˙
d
2
2,1
‖(∇mk, ∇mk+1)‖
L∞t B˙
d
2
2,1
+ ‖ωk‖
L∞t B˙
d
2
2,1
‖∆δmk‖
L2t B˙
d
2
2,1
×
×‖(∇mk, ∇mk+1)‖
L∞t B˙
d
2
2,1
+ ‖ωk‖
L∞t B˙
d
2
2,1
‖∇δmk‖
L2t B˙
d
2
2,1
‖(∆mk, ∆mk+1)‖
L∞t B˙
d
2
2,1
. εk+3,
then, denoting by
I := δKk3|[n¯+m
k+1] · ∇mk+1|2 + Kk3[δm
k · ∇mk+1] : [(n¯+mk+1) · ∇mk+1]+
+ Kk3[(n¯+m
k) · ∇δmk] : [(n¯+mk+1) · ∇mk+1] + Kk3[(n¯+m
k) · ∇mk] : [δmk · ∇mk+1]+
+ Kk3[(n¯+m
k) · ∇δmk) : [n¯+mk) · ∇δmk],
we gather that
‖ I ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ‖δωk‖
L∞t B˙
d
2
2,1
(1 + ‖mk+1‖2
L∞t B˙
d
2
2,1
)‖∇mk+1‖2
L2t B˙
d
2
2,1
+ (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)×
×‖δmk‖
L∞t B˙
d
2
2,1
(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)‖(∇mk, ∇mk+1)‖2
L2t B˙
d
2
2,1
+ (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)×
×(1 + ‖(mk, mk+1)‖
L∞t B˙
d
2
2,1
)‖∇δmk‖
L2t B˙
d
2
2,1
‖(∇mk, ∇mk+1)‖
L2t B˙
d
2
2,1
+
+‖∇δωk‖
L∞t B˙
d
2
2,1
(1 + ‖mk+1‖2
L∞t B˙
d
2
2,1
)‖∇mk+1‖2
L2t B˙
d
2
2,1
++‖δωk‖
L∞t B˙
d
2
2,1
‖∇mk+1‖
L∞t B˙
d
2
2,1
×
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×(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)‖∇mk+1‖2
L2t B˙
d
2
2,1
+ ‖∇δωk‖
L∞t B˙
d
2
2,1
(1 + ‖mk+1‖2
L∞t B˙
d
2
2,1
)×
×‖∇mk+1‖
L2t B˙
d
2
2,1
‖∆mk+1‖
L2t B˙
d
2
2,1
+ ‖∇ωk‖
L∞t B˙
d
2
2,1
‖δmk‖
L∞t B˙
d
2
2,1
(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)×
×‖(∇mk, ∇mk+1)‖2
L2t B˙
d
2
2,1
+ (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)‖∇δmk‖
L∞t B˙
d
2
2,1
(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)×
×‖(∇mk, ∇mk+1)‖2
L2t B˙
d
2
2,1
+ (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)‖δmk‖
L∞t B˙
d
2
2,1
‖∇mk+1‖
L∞t B˙
d
2
2,1
×
×‖(∇mk, ∇mk+1)‖2
L2t B˙
d
2
2,1
+ (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)‖δmk‖
L∞t B˙
d
2
2,1
(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)×
×‖(∆mk, ∆mk+1)‖
L2t B˙
d
2
2,1
‖(∇mk, ∇mk+1)‖
L2t B˙
d
2
2,1
+ ‖∇ωk‖
L∞t B˙
d
2
2,1
×
×(1 + ‖(mk, mk+1)‖
L∞t B˙
d
2
2,1
)‖∇δmk‖
L2t B˙
d
2
2,1
‖(∇mk, ∇mk+1)‖
L2t B˙
d
2
2,1
+ (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)×
×‖(∇mk, ∇mk+1)‖
L∞t B˙
d
2
2,1
‖∇δmk‖
L2t B˙
d
2
2,1
‖(∇mk, ∇mk+1)‖
L2t B˙
d
2
2,1
+ (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)×
×(1 + ‖(mk, mk+1)‖
L∞t B˙
d
2
2,1
)‖∆δmk‖
L2t B˙
d
2
2,1
‖(∇mk, ∇mk+1)‖
L2t B˙
d
2
2,1
+ (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)×
×(1 + ‖(mk, mk+1)‖
L∞t B˙
d
2
2,1
)‖∇δmk‖
L2t B˙
d
2
2,1
‖(∆mk, ∆mk+1)‖
L2t B˙
d
2
2,1
. εk+3.
This finally leads to the following bound for δ β˜ k(n¯+mk+1):
‖δ β˜ k(n¯+mk+1)‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ‖δ β˜ k‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
(1 + ‖mk+1‖
L∞t B˙
d
2
2,1∩B˙
d
2
+1
2,1
) . εk+3. (77)
Similarly, we observe that
‖β˜ kδmk‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ‖β˜ k‖
L1t B˙
d
2
2,1
‖δmk‖
L∞t B˙
d
2
2,1
+ ‖∇β˜ k‖
L1t B˙
d
2
2,1
‖δmk‖
L∞t B˙
d
2
2,1
+
+‖β˜ k‖
L1t B˙
d
2
2,1
‖∇δmk‖
L∞t B˙
d
2
2,1
. ε2‖δmk‖X2 . ε
k+3.
(78)
It then remains to control the term δ f k = f k+1 − f k. We begin with
II := div
{
(δ K˜k2 + δ K˜
k
4)(divm
k+1)(n¯+mk+1)
}
(n¯+mk+1) + div
{
(K˜k2 + K˜
k
4)(divδm
k)×
×(n¯+mk+1)
}
(n¯+mk+1) + div
{
(K˜k2 + K˜
k
4)(divm
k)δmk
}
(n¯+mk+1)+
+div
{
(K˜k2 + K˜
k
4)(divm
k)(n¯+mk)
}
δmk.
We observe that
‖II‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ‖∇δωk‖
L2t B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1
(1 + ‖mk‖2
L∞t B˙
d
2
2,1
) + ‖δωk‖
L2t B˙
d
2
2,1
×
×‖∆mk+1‖
L2t B˙
d
2
2,1
(1 + ‖mk‖2
L∞t B˙
d
2
2,1
) + ‖δωk‖
L2t B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
2,1
×
×(1 + ‖mk‖
L∞t B˙
d
2
2,1
) + ‖∆δωk‖
L2t B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1
(1 + ‖mk‖2
L∞t B˙
d
2
2,1
) + ‖∇δωk‖
L2t B˙
d
2
2,1
×
×‖∆mk+1‖
L2t B˙
d
2
2,1
(1 + ‖mk‖2
L∞t B˙
d
2
2,1
) + ‖∇δωk‖
L2t B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
2,1
×
×(1 + ‖mk‖
L∞t B˙
d
2
2,1
) + ‖∇ωk‖
L2t B˙
d
2
2,1
‖∇δmk‖
L2t B˙
d
2
2,1
(1 + ‖mk+1‖2
L∞t B˙
d
2
2,1
) + ‖ωk‖
L∞t B˙
d
2
2,1
×
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×‖∆δmk‖
L1t B˙
d
2
2,1
(1 + ‖mk+1‖2
L∞t B˙
d
2
2,1
) + ‖ωk‖
L∞t B˙
d
2
2,1
‖∇δmk‖
L2t B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1
×
×(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
) + ‖∇ωk‖
L2t B˙
d
2
2,1
‖∇δmk‖
L2t B˙
d
2
2,1
(1 + ‖mk+1‖2
L∞t B˙
d
2
2,1
) + ‖ωk‖
L∞t B˙
d
2
2,1
×
×‖∆δmk‖
L1t B˙
d
2
2,1
(1 + ‖mk+1‖2
L∞t B˙
d
2
2,1
) + ‖ωk‖
L∞t B˙
d
2
2,1
‖∇δmk‖
L2t B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1
×
×(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
) + ‖∇δωk‖
L2t B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
2,1
(1 + ‖mk‖
L∞t B˙
d
2
2,1
)+
+‖δωk‖
L2t B˙
d
2
2,1
‖∆mk+1‖
L2t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
2,1
(1 + ‖mk‖
L∞t B˙
d
2
2,1
) + ‖δωk‖
L2t B˙
d
2
2,1
×
×‖∇mk+1‖
L2t B˙
d
2
2,1
‖∆mk‖
L∞t B˙
d
2
2,1
(1 + ‖mk‖
L∞t B˙
d
2
2,1
) . εk+3,
Furthermore, defining
J = div
{
(div δmk)mk+1
}
m
k+1 + div
{
(divmk)δmk
}
m
k+1+
+div
{
(divmk)mk
}
δmk + div
{
(divδmk)n¯
}
m
k+1 + div
{
(divmk)n¯
}
δmk+
+div
{
(divδmk)mk+1
}
n¯+ div
{
(divmk)δmk
}
n¯,
we achieve the following inequality
‖J ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. ‖∆δmk‖
L1t B˙
d
2
2,1
‖mk+1‖2
L∞t B˙
d
2
2,1
+ ‖∇δmk‖
L1t B˙
d
2
2,1
×
×‖∇mk+1‖
L∞t B˙
d
2
2,1
‖mk+1‖
L∞t B˙
d
2
2,1
+ ‖∇∆δmk‖
L1t B˙
d
2
2,1
‖mk+1‖2
L∞t B˙
d
2
2,1
+
+‖∆δmk‖
L1t B˙
d
2
2,1
‖∇mk+1‖
L∞t B˙
d
2
2,1
‖mk+1‖
L∞t B˙
d
2
2,1
+ ‖∆mk‖
L1t B˙
d
2
2,1
‖δmk‖2
L∞t B˙
d
2
2,1
+
+‖∇mk‖
L1t B˙
d
2
2,1
‖∇δmk‖
L∞t B˙
d
2
2,1
‖mk+1‖
L∞t B˙
d
2
2,1
+ ‖∇∆mk‖
L1t B˙
d
2
2,1
‖δmk‖
L∞t B˙
d
2
2,1
‖mk+1‖
L∞t B˙
d
2
2,1
+
+‖∆mk‖
L1t B˙
d
2
2,1
‖∇δmk‖
L∞t B˙
d
2
2,1
‖mk+1‖
L∞t B˙
d
2
2,1
+ ‖∆mk‖
L1t B˙
d
2
2,1
‖mk‖
L∞t B˙
d
2
2,1
‖δmk‖
L∞t B˙
d
2
2,1
+
+‖∇mk‖
L1t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
2,1
‖δmk‖
L∞t B˙
d
2
2,1
+ ‖∇∆mk‖
L1t B˙
d
2
2,1
‖mk‖
L∞t B˙
d
2
2,1
‖δmk‖
L∞t B˙
d
2
2,1
+
+‖∆mk‖
L1t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
2,1
‖δmk‖
L∞t B˙
d
2
2,1
+ ‖∆δmk‖
L1t B˙
d
2
2,1
‖(mk, mk+1)‖
L∞t B˙
d
2
2,1
+
+‖∇δmk‖
L2t B˙
d
2
2,1
‖(∇mk, ∇mk+1)‖
L2t B˙
d
2
2,1
+ ‖∇∆δmk‖
L1t B˙
d
2
2,1
‖(mk, mk+1)‖
L∞t B˙
d
2
2,1
+
+‖∆δmk‖
L2t B˙
d
2
2,1
‖(∇mk, ∇mk+1)‖
L2t B˙
d
2
2,1
+ ‖∆δmk‖
L1t B˙
d
2
2,1
‖(∇mk, ∇mk+1)‖
L∞t B˙
d
2
2,1
+
+‖∇δmk‖
L2t B˙
d
2
2,1
‖(∆mk, ∆mk+1)‖
L2t B˙
d
2
2,1
. εk+3.
Summarizing the previous considerations, we finally deduce that
‖ δ f k ‖
L1t B˙
d
2
2,1∩B˙
d
2
+1
2,1
. εk+3. (79)
We then plug inequalities (76), (77), (78) and (79) into (75) to finally obtain
‖ δmk+1 ‖X2 . ε
k+3 ⇒ ‖ δmk+1 ‖X2 ≤ ε
k+2,
which concludes the proof of inequalities (67).
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5.4. The temperature equation
We now deal with the approximate temperature given by ϑ k = ωk + ϑ¯ and we claim that the
following inequalities hold by induction:
‖ωk+1 ‖X3 ≤ ε
3 and ‖ δωk+1 ‖X3 ≤ ε
k+2. (80)
We assume that inequalities (60) and (61) are satisfied for a positive integer k. We then recall
that ωk+1 is a classical solution of the following parabolic equation:
∂tω
k+1 − C[ωk+1 ] = −uk · ∇ωk+1 + Fk3 ,
where the forcing term Fk3 is defined by means of
Fk3 = (1 + ω
k)
[
∂t
∂WkF
∂ω
+ uk · ∇
∂WkF
∂ω
]
+ div{λ˜ k1∇ω
k}+
+ div{λ˜ k2 ([n¯+m
k] · ∇ωk)[n¯+mk]}+ σL,k : Dk + gk ·N k.
Thanks to Theorem 4.4, the following bound for the Besov-norm of the solution holds
‖ωk+1‖X3 . ‖ω0 ‖
B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+ ‖ uk · ∇ωk+1 ‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+ ‖Fk3 ‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ε4 + ‖ uk ‖
L2t B˙
d
2
2,1
‖∇ωk+1 ‖
L2t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+ ‖Fk3 ‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ε4 + ε2‖ωk+1 ‖X3 + ‖F
k
3 ‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
,
hence, assuming ε small enough, we deduce the following inequality:
‖ωk+1‖X3 . ε
4 + ‖Fk3 ‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. (81)
We then control the norm of Fk3 developing any term. We first observe that the explicit formula
of ∂t∂W
k
F/∂ω is given by
∂tω
k
[
K′1(ω
k)
2
|∇mk|2 +
K′2(ω
k)
2
|divmk|2 +
K′3(ω
k)
2
|(n¯+mk) · ∇mk|2 +
K′4(ω
k)
2
tr{(∇mk)2}
]
+
+K1(ω
k)∇mk : ∇∂tm
k + K2(ω
k)divmkdiv∂tm
k + K4(ω
k)tr{∇mk∇∂tm
k}+
+K3(ω
k)
[
∂tm
k · ∇mk
]
:
[
(n¯+mk) · ∇mk
]
+ K3(ω
k)
[
(n¯+mk) · ∇∂tm
k
]
:
[
(n¯+mk) · ∇mk
]
.
hence, we gather∥∥∥(1 + ωk)∂t ∂WkF
∂ω
∥∥∥
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
.
(
1 + ‖ωk‖
L∞t B˙
d
2
2,1
)∥∥∥ ∂t ∂WkF
∂ω
∥∥∥
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
.
(
1 + ‖ωk‖2
L∞t B˙
d
2
2,1
)
×
×
(
1 + ‖mk‖2
L∞t B˙
d
2
2,1
)
‖∂tω
k‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
‖∇mk‖2
L∞t B˙
d
2
2,1
+
(
1 + ‖ωk‖2
L∞t B˙
d
2
2,1
)
‖∂tm
k‖
L1t B˙
d
2
2,1
×
×‖∇mk‖2
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+
(
1 + ‖ωk‖2
L∞t B˙
d
2
2,1
)(
1 + ‖mk‖
L∞t B˙
d
2
2,1
)
×
×‖∇mk‖
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
‖∂t∇m
k‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ε4.
(82)
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On the other hand, a similar technique leads to∥∥∥(1 + ωk)uk · ∇∂WkF
∂ω
∥∥∥
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
.
(
1 + ‖ωk‖
L∞t B˙
d
2
2,1
)
‖uk‖
L2t B˙
d
2
2,1
∥∥∥∇∂WkF
∂ω
∥∥∥
L2t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
.
.
(
1 + ‖ωk‖2
L∞t B˙
d
2
2,1
)
‖uk‖
L2t B˙
d
2
2,1
(
1 + ‖mk‖2
L∞t B˙
d
2
2,1
)
‖∇ωk‖
L2t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
‖∇mk‖2
L∞t B˙
d
2
2,1
+
+
(
1 + ‖ωk‖2
L∞t B˙
d
2
2,1
)(
1 + ‖mk‖
L∞t B˙
d
2
2,1
)
‖uk‖
L2t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
‖∆mk‖
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+
+
(
1 + ‖ωk‖2
L∞t B˙
d
2
2,1
)
‖∇mk‖
L∞t B˙
d
2
2,1
‖uk‖
L2t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
‖∇mk‖
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ε4.
(83)
We keep analyzing any term in Fk3 , and we proceed estimating
‖div {λ˜ k1∇ω
k}‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)‖∇ωk‖
L2t B˙
d
2
2,1
‖∇ωk‖
L2t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+
+‖ωk‖
L∞t B˙
d
2
2,1
‖∆ωk‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ε4,
together with
‖div {λ˜ k2 ([n¯+m
k] · ∇ωk)[n¯+mk]}‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)(1 + ‖mk‖2
L∞t B˙
d
2
2,1
)×
×‖∇ωk‖
L2t B˙
d
2
2,1
‖∇ωk‖
L2t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+ (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)(1 + ‖mk‖2
L∞t B˙
d
2
2,1
)‖∆ωk‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+
+(1 + ‖ωk‖
L∞t B˙
d
2
2,1
)(1 + ‖mk‖
L∞t B˙
d
2
2,1
)‖∇mk‖
L2t B˙
d
2
2,1
‖∇ωk‖
L2t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ε4.
It remains to control the viscous dissipation σ L, k : Dk + gk ·N k whose explicit formula is
αk1 |(n¯+m
k) · Dk(n¯+mk)|2 + (αk2 + α
k
3 + α
k
5 − α
k
6)N
k · Dk(n¯+mk)+
+ αk4 |D
k|2 + (αk5 + α
k
6)|D
k(n¯+mk)|2 + (αk3 − α
k
2)|N
k|2.
We then deduce that
‖σ L, k : Dk + gk ·N k ‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)
[
(1 + ‖mk‖4
L∞t B˙
d
2
2,1
)‖∇uk‖2
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+
+(1 + ‖mk‖
L∞t B˙
d
2
2,1
)‖N k‖
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
‖∇uk‖
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+ ‖N k‖2
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
]
. ε4,
where we have used the following bound for the co-rotational time flux N k
‖N k‖
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
= ‖∂tm
k + uk · ∇mk − Ωkn¯− Ωkmk‖
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ‖∂tm
k‖
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+
+‖uk‖
L2t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+ ‖∇uk‖
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
(1 + ‖mk‖
L∞t B˙
d
2
2,1
) . ε3.
This concludes the proof of the first inequality of (80).
We now take into account the difference between two consecutive approximate temperatures,
more precisely δωk = ωk+1 −ωk and we aim to prove by induction the second inequality in (80).
We observe that δωk+1 is solution of the following parabolic equation:
∂tδω
k+1 − C[ δωk+1 ] = −uk+1 · ∇δωk+1 − δuk · ∇ωk+1 + δFk3 ,
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with δFk3 = F
k+1
3 − F
k
3 . Thanks to Theorem 4.4, we gather a first estimate of the X3-norm for
δωk:
‖δωk+1‖X3 . ‖ − u
k+1 · ∇δωk+1 − δuk · ∇ωk+1 + δFk3 ‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ‖uk+1‖
L∞t B˙
d
2
−1
2,1
‖∇δωk+1‖
L1t B˙
d
2
−1
2,1
+ ‖uk+1‖
L2t B˙
d
2
2,1
‖∇δωk+1‖
L2t B˙
d
2
2,1
+
+ ‖δuk‖
L∞t B˙
d
2
−1
2,1
‖∇ωk+1‖
L1t B˙
d
2
−1
2,1
+ ‖δuk‖
L2t B˙
d
2
2,1
‖∇ωk+1‖
L2t B˙
d
2
2,1
+ ‖δFk3 ‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ε2‖δωk+1‖X3 + ε
k+3 + ‖δFk3 ‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
.
We then assume ε small enough in order to absorb the first term on the right-hand side of the
above inequality. Hence, we achieve
‖ δωk+1 ‖X3 . ε
k+3 + ‖ δFk3 ‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. (84)
We then proceed analyzing each term in δF3k . Denoting by H
k := ∂WkF/∂ω , the explicit formula
of δF3k is given by
δF3k = δω
k
[
∂tH
k+1 + uk+1 · ∇Hk+1
]
+ (1 + ωk)
[
∂tδH
k + δuk · ∇Hk+1 + uk · ∇δHk
]
+
+div{δ˜ λ k1∇ω
k+1}+ div{λ˜ k1∇δω
k}+ div{δ λ˜ k2 ([n¯+m
k+1] · ∇ωk+1)[n¯+mk+1]}+
+div{λ˜ k2 (δm
k · ∇ωk+1)[n¯+mk+1]}+ div{δ λ˜ k2 ([n¯+m
k] · ∇δωk)[n¯+mk+1]}+
+div{δ λ˜ k2 ([n¯+m
k] · ∇ωk)δmk}+ δσL,k : Dk+1 + σL,k : δDk + δgk ·N k+1 + gk · δN k.
(85)
Proceeding as for proving (82), we first gather that
‖δωk ∂tH
k+1‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ‖δωk‖
L1t B˙
d
2
2,1
∥∥∥∂t ∂Wk+1F
∂ω
∥∥∥
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ε4‖δωk‖X3 . ε
k+3,
while a similar approach to the one used in (83) leads to
‖δωk uk+1 · ∇Hk+1‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ε4‖δωk‖X3 . ε
k+3.
Recalling that nk = n¯+mk, we now observe that
∂tδH
k = ∂tδω
k
[
K′1
k+1
2
|∇mk+1|2 +
K′2
k+1
2
|divmk+1|2 +
K′3
k+1
2
|nk+1 · ∇mk+1|2+
+
K′4
k+1
2
tr{(∇mk+1)2}
]
+ ∂tω
k
{
δK′1
k
2
|∇mk+1|2 +
δK′2
k
2
|divmk+1|2 +
δK′3
k
2
|nk+1 · ∇mk+1|2+
+
δK′4
k
2
tr{(∇mk+1)2}+
K′1
k
2
∇δmk : ∇mk+1 +
K′2
k
2
divδmkdivmk+1 +
K′4
k
2
tr{∇δmk∇mk+1}+
+
K′3
k
2
[
δmk · ∇mk+1
]
:
[
nk+1 · ∇mk+1
]
+
K′1
k
2
∇mk : ∇δmk +
K′2
k
2
divmkdivδmk+
K′4
k
2
tr{∇mk∇δmk}+
K′3
k
2
[
nk · ∇δmk
]
:
[
nk+1 · ∇mk+1
]
+
K′3
k
2
[
nk · ∇mk
]
:
[
δmk · ∇mk+1
]
+
+
K′3
k
2
[
nk · ∇mk
]
:
[
nk · ∇δmk
]}
+ δKk1∇m
k+1 : ∂t∇m
k+1 + δKk2divm
k+1div∂tm
k+1+
39
+δKk3
[
∂tm
k+1 · ∇mk+1
]
:
[
nk+1 · ∇mk+1
]
+ δKk4tr{∇m
k+1∇∂tm
k+1}+
+Kk1∇δm
k : ∂t∇m
k+1 + Kk2divδm
kdiv∂tm
k+1 + Kk3
[
∂tδm
k · ∇mk+1
]
:
:
[
nk+1 · ∇mk+1
]
+ Kk4tr{∇δm
k∇∂tm
k+1}+ Kk1∇δm
k : ∂t∇m
k+1 + Kk2divδm
kdiv∂tm
k+1+
+Kk3
[
∂tδm
k · ∇mk+1
]
:
[
nk+1 · ∇mk+1
]
+ Kk4tr{∇δm
k∇∂tm
k+1}+ Kk1∇m
k : ∂t∇δm
k+
+Kk2divm
kdiv∂tδm
k + Kk3
[
∂tm
k · ∇δmk
]
:
[
nk+1 · ∇mk+1
]
+ Kk4tr{∇m
k∇∂tδm
k}+
+Kk3
[
∂tm
k · ∇mk
]
:
[
δmk · ∇mk+1
]
+ Kk3
[
∂tm
k · ∇mk
]
:
[
nk · ∇δmk
]
+
+δKk3
[
nk+1 · ∇∂tm
k+1
]
:
[
nk+1 · ∇mk+1
]
+ Kk3
[
δmk · ∇∂tm
k+1
]
:
[
nk+1 · ∇mk+1
]
+
+Kk3
[
m
k · ∇∂tδm
k
]
:
[
nk+1 · ∇mk+1
]
+ Kk3
[
m
k · ∇∂tm
k
]
:
[
δmk · ∇mk+1
]
+
+Kk3
[
m
k · ∇∂tm
k
]
:
[
nk · ∇δmk
]
.
Thus, we deduce that
‖(1 + ωk)∂tδH
k‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)‖∂tδH
k‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. (1+
+‖(ωk, ωk+1)‖2
L∞t B˙
d
2
2,1
)‖∂tδω
k‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
‖(∇mk, ∇mk+1)‖2
L∞t B˙
d
2
2,1
(1 + ‖(mk, mk+1)‖2
L∞t B˙
d
2
2,1
)+
+(1 + ‖(ωk, ωk+1)‖
L∞t B˙
d
2
2,1
)‖∂tω
k‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
‖δωk‖
L∞t B˙
d
2
2,1
‖(∇mk, ∇mk+1)‖2
L∞t B˙
d
2
2,1
×
×(1 + ‖(mk, mk+1)‖2
L∞t B˙
d
2
2,1
) + (1 + ‖(ωk, ωk+1)‖2
L∞t B˙
d
2
2,1
)‖∂t ω
k‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
‖δmk‖
L∞t B˙
d
2
2,1
×
×(1 + ‖(mk, mk+1)‖
L∞t B˙
d
2
2,1
) + (1 + ‖(ωk, ωk+1)‖
L∞t B˙
d
2
2,1
)‖δωk‖
L∞t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
×
×‖∂t∇m
k‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
(1 + ‖(mk, mk+1)‖2
L∞t B˙
d
2
2,1
) + (1 + ‖(ωk, ωk+1)‖
L∞t B˙
d
2
2,1
)‖δωk‖
L∞t B˙
d
2
2,1
×
×‖∇(mk, mk+1)‖2
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
‖∂tm
k‖
L1t B˙
d
2
2,1
(1 + ‖(mk, mk+1)‖
L∞t B˙
d
2
2,1
)+
+(1 + ‖(ωk, ωk+1)‖2
L∞t B˙
d
2
2,1
)‖ωk‖
L∞t B˙
d
2
2,1
‖∇δmk‖
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
‖∂t∇m
k+1‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
×
×(1 + ‖(mk, mk+1)‖2
L∞t B˙
d
2
2,1
) + (1 + ‖(ωk, ωk+1)‖2
L∞t B˙
d
2
2,1
)‖∇(mk, mk+1)‖
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
×
×‖∇δmk‖
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
‖∂tm
k‖
L1t B˙
d
2
2,1
(1 + ‖(mk, mk+1)‖
L∞t B˙
d
2
2,1
)+
+(1 + ‖(ωk, ωk+1)‖2
L∞t B˙
d
2
2,1
)‖ωk‖
L∞t B˙
d
2
2,1
‖∇mk‖
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
‖∂t∇δm
k‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
×
×(1 + ‖(mk, mk+1)‖2
L∞t B˙
d
2
2,1
) + (1 + ‖(ωk, ωk+1)‖2
L∞t B˙
d
2
2,1
)‖∇(mk, mk+1)‖
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
×
×‖∇mk‖
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
‖∂tδm
k‖
L1t B˙
d
2
2,1
(1 + ‖(mk, mk+1)‖
L∞t B˙
d
2
2,1
) . εk+3.
A similar approach leads the following inequalities to be satisfied:
‖(1 + ωk)δuk · ∇Hk+1‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. (1 + ‖(ωk, ωk+1)‖2
L∞t B˙
d
2
2,1
)‖δuk‖
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
×
×‖∇Hk+1‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ε3‖δuk‖X1 . ε
k+3,
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together with
‖(1 + ωk)uk · ∇δHk‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. (1 + ‖(ωk, ωk+1)‖2
L∞t B˙
d
2
2,1
)‖uk‖
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
×
×‖∇δHk‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. εk+3.
Furthermore, we observe that
‖div{δ˜ λ k1∇ω
k+1}+ div{λ˜ k1∇δω
k}‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ‖δωk‖
L∞t B˙
d
2
2,1
‖∆ωk+1‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+
+‖ωk‖
L∞t B˙
d
2
2,1
‖∆δωk‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+ ‖∇δωk‖
L2t B˙
d
2
2,1
‖∇ωk+1‖
L2t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+ ‖∇ωk‖
L2t B˙
d
2
2,1
×
×‖∇δωk‖
L2t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ε3‖ δωk ‖X3 . ε
k+3,
and also
‖div{δ λ˜ k2 ([n¯+m
k+1] · ∇ωk+1)[n¯+mk+1]}+ ‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ‖δωk‖
L∞t B˙
d
2
2,1
(1 + ‖mk+1‖2
L∞t B˙
d
2
2,1
)×
×‖∆ωk+1‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+ ‖∇δωk‖
L2t B˙
d
2
2,1
(1 + ‖mk+1‖2
L∞t B˙
d
2
2,1
)‖∇ωk+1‖
L2t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+ ‖δωk‖
L∞t B˙
d
2
2,1
×
×(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)‖∇mk+1‖
L2t B˙
d
2
2,1
‖∇ωk+1‖
L2t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ε3‖ δωk ‖X3 . ε
k+3.
A similar estimate holds also for
‖div{λ˜ k2 (δm
k · ∇ωk+1)[n¯+mk+1]}‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ‖ωk‖
L∞t B˙
d
2
2,1
(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)×
×‖δmk‖
L∞t B˙
d
2
2,1
‖∆ωk+1‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+ ‖∇ωk‖
L2t B˙
d
2
2,1
(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)‖δmk‖
L∞t B˙
d
2
2,1
×
×‖∇ωk+1‖
L2t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+ ‖ωk‖
L∞t B˙
d
2
2,1
(1 + ‖mk+1‖
L∞t B˙
d
2
2,1
)‖∇δmk‖
L2t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+
+‖ωk‖
L∞t B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1
)‖δmk‖
L∞t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ε3‖ δmk ‖X2 . ε
k+3,
together with
‖div{λ˜ k2 ([n¯+m
k] · ∇δωk)[n¯+mk+1]}‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ‖ωk‖
L∞t B˙
d
2
2,1
×
×(1 + ‖(mk, mk+1)‖2
L∞t B˙
d
2
2,1
)‖∆δωk‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+ ‖∇δωk‖
L2t B˙
d
2
2,1
(1 + ‖(mk, mk+1)‖2
L∞t B˙
d
2
2,1
)×
×‖∇δωk‖
L2t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+ ‖ωk‖
L∞t B˙
d
2
2,1
(1 + ‖(mk, mk+1)‖
L∞t B˙
d
2
2,1
)‖∇(mk, mk+1)‖
L2t B˙
d
2
2,1
×
×‖∇δωk‖
L2t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ε3‖ δωk ‖X3 . ε
k+3.
Moreover,
‖div{λ˜ k2 ([n¯+m
k] · ∇ωk)δmk}‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ‖ωk‖
L∞t B˙
d
2
2,1
(1 + ‖mk‖
L∞t B˙
d
2
2,1
)×
×‖δmk‖
L∞t B˙
d
2
2,1
‖∆ωk‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+ ‖∇ωk‖
L2t B˙
d
2
2,1
(1 + ‖mk‖
L∞t B˙
d
2
2,1
)‖δmk‖
L∞t B˙
d
2
2,1
×
×‖∇ωk‖
L2t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+ ‖ωk‖
L∞t B˙
d
2
2,1
(1 + ‖mk‖
L∞t B˙
d
2
2,1
)‖∇δmk‖
L2t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+
+‖ωk‖
L∞t B˙
d
2
2,1
‖∇mk‖
L2t B˙
d
2
2,1
)‖δmk‖
L∞t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ε3‖ δmk ‖X2 . ε
k+3.
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It then remains to control the difference between the two consecutive viscous dissipation, more
precisely
δσL,k : Dk+1 + σL,k : δDk + δgk ·N k+1 + gk · δN k = δαk1 |n
k+1 · Dk+1nk+1|2+
+αk1(δm
k · Dk+1nk+1)(nk+1 · Dk+1nk+1) + αk1(n
k · δDknk+1)(nk+1 · Dk+1nk+1)+
+αk1(n
k · Dkδmk)(nk+1 · Dk+1nk+1) + αk1(n
k · Dknk)(δmk · Dk+1nk+1)+
+αk1(n
k · Dknk)(nk · δDknk+1) + αk1(n
k · Dknk)(nk · Dkδmk) + (δαk2 + δα
k
3 + δα
k
5 − δα
k
6)×
×N
k+1 · Dk+1nk+1 + (αk2 + α
k
3 + α
k
5 − α
k
6)δN
k · Dk+1nk+1 + (αk2 + α
k
3 + α
k
5 − α
k
6)×
×N
k · δDknk+1 + (αk2 + α
k
3 + α
k
5 − α
k
6)N
k · Dkδmk + δαk4 |D
k+1|2 + αk4δD
k : Dk+1+
+αk4D
k : δDk + (δαk5 + δα
k
6)|D
k+1nk+1|2 + (αk5 + α
k
6)δD
knk+1 · Dk+1nk+1 + (αk5 + α
k
6)×
×Dkδmk · Dk+1nk+1 + (αk5 + α
k
6)D
knk · δDknk+1 + (αk5 + α
k
6)D
knk · Dkδmk+
+(δαk3 − δα
k
2)N
k+1 ·N k + (αk3 − α
k
2)δN
k ·N k + (αk3 − α
k
2)N
k · δN k.
We first remark that
‖δN k‖
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ‖∂tδm
k‖
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+ ‖δuk‖
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+
+‖uk‖
L∞t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
‖∇δmk+1‖
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+ ‖δΩk‖
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+ ‖Ωk+1‖
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
×
×‖δmk‖
L∞t B˙
d
2
2,1
.
1
α¯4
‖δuk‖X1 + ‖δm
k‖X2 . ε
3‖δuk‖X1 + ‖δm
k‖X2 .
Hence, a direct computation leads to the following inequality
‖δσL,k : Dk+1 + σL,k : δDk‖
L1t B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
. ‖δωk‖
L∞t B˙
d
2
2,1
{
(1 + ‖(mk, mk+1)‖2
L∞t B˙
d
2
2,1
)×
×(1 + ‖(N k, N k+1)‖2
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
)‖(∇uk, ∇uk+1)‖
L2t ∩B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+ ‖(N k, N k+1)‖2
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
}
+
+‖δmk‖
L∞t B˙
d
2
2,1
(1 + ‖ωk‖
L∞t B˙
d
2
2,1
)
{
(1 + ‖(mk, mk+1)‖3
L∞t B˙
d
2
2,1
)‖(∇uk, ∇uk+1)‖2
L2t ∩B˙
d
2
−2
2,1 ∩B˙
d
2
2,1
+
+‖(∇uk, ∇uk+1)‖
L2t ∩B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
‖(N k, N k+1)‖
L2t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
}
+ (1 + ‖ωk‖
L∞t B˙
d
2
2,1
)×
×‖∇δuk‖
L2t ∩B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
(1 + ‖(mk, mk+1)‖4
L∞t B˙
d
2
2,1
)‖(∇uk, ∇uk+1, N k, N k+1)‖
L2t ∩B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+
+‖δN k‖
L2t ∩B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
(1 + ‖ωk‖
L∞t B˙
d
2
2,1
)
{
‖(N k, N k+1)‖
L2t ∩B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+
+(1 + ‖(mk, mk+1)‖
L∞t B˙
d
2
2,1
)‖(∇uk, ∇uk+1, N k, N k+1)‖
L2t ∩B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
.
. ε2
{
ε3‖δuk‖X1 + ‖δm
k‖X2 + ‖δω‖X3
}
. εk+3.
Combining all the previous inequalities together with (84) finally leads to
‖ δωk+1 ‖X3 . ε
k+3,
which concludes the proof of inequalities in (80).
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5.5. Passage to the limit
We claim that the uniform estimates given by Proposition 5.1 allow us to pass to the limit as k
goes to ∞. Indeed, thanks to inequality (61), the sequence (uk, mk,ωk)N is a Cauchy sequence
in the Banach space X1 ×X2 × X3. We then achieve the following strong convergences:
uk → u in
(
L∞t B˙
d
2
−1
2,1 ∩ B˙
d
2
2,1
)
, ( ∂tu
k, ∆uk ) → ( ∂tu, ∆u ) in
(
L1t B˙
d
2
−1
2,1 ∩ B˙
d
2
2,1
)
,
m
k → m in
(
L∞t B˙
d
2
2,1 ∩ B˙
d
2
+1
2,1
)
, ( ∂tm
k,∆mk ) → ( ∂tm,∆m ) in
(
L1t B˙
d
2
2,1 ∩ B˙
d
2
+1
2,1
)
,
ωk → ω in
(
L∞t B˙
d
2
−2
2,1 ∩ B˙
d
2
2,1
)
, ( ∂tω , ∆ω
k ) → ( ∂tω , ∆ω ) in
(
L1t B˙
d
2
−2
2,1 ∩ B˙
d
2
2,1
)
,
for a set of functions (u, m, ω) in X1 ×X2 ×X3. Furthermore, any Oseen-Frank coefficient and
Leslie viscosity strongly converges in L∞t B˙
d/2
2,1 to the respective term. More precisely, we remark
that for any smooth function f , the sequence ( f (ωk) )N strongly converges to f (ω) in L
∞
t B˙
d/2
2,1 ,
since there exists a positive constant C, which does not depend on k, such that
‖ f (ωk )− f (ω )‖
L∞t B˙
d
2
2,1
≤ C‖ωk − ω‖
L∞t B˙
d
2
2,1
→ 0 as k →∞.
We gather that coefficients αi(ω
k) and Ki(ω
k) strongly converge in L∞t B˙
d/2
2,1 to αi(ω) and Ki(ω),
respectively and for any index i.
Thus, by passing to the limit as k → +∞, it readily follows that (u, n, ϑ) = (u, n¯+m, ϑ¯ +ω) is
a classical solution of (17), with the exception of the unitary constraint |n(t, x)| = 1. Indeed any
non-linear term depending on (uk, mk, ωk) strongly converges to the corresponding non-linear
term in (u, m, ω), in the class of affinity given by X1 × X2 × X3.
It remains to prove the unitary constraint on the director field |n(t, x)| = 1, for any (t, x) ∈
R+×R
d. Recalling that the Lagrangian multiplier β in the angular momentum of (17) is defined
as β = h · n = n · δF/δn, we multiply the director equation in (17) by n, obtaining
γ1
(
∂t
|n|2 − 1
2
+ u · ∇
|n|2 − 1
2
)
− 2β
|n|2 − 1
2
= 0, with
(
|n|2 − 1
)∣∣
t=0
= 0. (86)
Since |n|2 − 1 satisfies a linear transport equation with damping term, the uniqueness of the
equation yields |n(t, x)|2 − 1 = 0 everywhere, from which we recover the unitary constraint
n · n = 1.
5.6. Uniqueness
The scope of the present paragraph is to state the uniqueness of solutions to system (17), in the
class of affinity provided by Theorem 1.6. A tedious but straightforward computation yields the
following proposition to be satisfied:
Proposition 5.2. We consider a set of initial data (u0, n0, ϑ0) as in Theorem 1.6 and we denote
by (u j, n j, ϑ j) two classical solutions to system (17), which belong to X1× (n¯+X2)× (ϑ¯ +X3),
for a positive constant ϑ¯ and a fixed unit vector n¯. Defining δu = u1 − u2, δn = n1 − n2 and
δϑ = ϑ1 − ϑ2, the following inequality holds:
‖ δu ‖X1 + ‖ δn ‖X2 + ‖ δϑ ‖X3 . ε
2
[
‖ δu ‖X1 + ‖ δn ‖X2 + ‖ δϑ ‖X3
]
. (87)
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The proof of Proposition 5.2 is equivalent to that of inequality (61) in Proposition 5.1. Indeed
we remark that (δu, δm, δω) is a solution of

∂tδu + u
1 · ∇δu + δu · ∇u2 −A[ δu ] +∇δp = δF1,
div δu = 0,
∂tδm + u
1 · ∇δm + δu · ∇m2 − B[ δm ] = δF2,
∂tδω + u
1 · ∇δω + δu · ∇ω2 − C[ δω ] = δF3,
( u, ω , m )
∣∣
t=0
= (0, 0, 0 ),
where δF1 = div { δσ
E + δσL} and the driving terms δF2 and δF3 are defined by means of
(74) and (85), respectively, replacing (uk+1, mk+1, ωk+1) by (u1, m1, ω1) and (uk, mk, ωk) by
(u2, m2, ω2). With similar arguments as the ones used for proving inequality (61), we gather
‖ δu ‖X1 + ‖∇δp ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+ ‖ δn ‖X2 + ‖ δϑ ‖X3 . ‖ δF1 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
+
+‖ δF2 ‖
L1t B˙
d
2
2,1∩B˙
d
2
−1
2,1
+ ‖ δF3 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
.
[
‖ (u1, u2 ) ‖X1 + ‖ (m
1, m2 ) ‖X2 +
+ ‖ (ω1, ω2 ) ‖X3
][
‖ δu ‖X1 + ‖ δn ‖X2 + ‖ δϑ ‖X3
]
.
Since (u1, m1, ω1) = (u1, n1 − n¯, ϑ1 − ϑ¯ ) and (u2, m2, ω2) = (u2, n2− n¯, ϑ2 − ϑ¯ ) satisfy the
smallness condition (22), then inequality (87) holds. Hence, assuming the positive constant ε
small enough, we finally achieve
‖ δu ‖X1 + ‖ δn ‖X2 + ‖ δϑ ‖X3 = 0,
which finally leads to the uniqueness result of Theorem 1.6.
6. Appendix
6.1. Proof of inequality (64)
This paragraph is devoted to the proof of inequality 64. Thanks to Definition (3), the Ericksen
stress tensor σE, k can be formulated as follows:
σ E, k = t
[
∇mk
]∂WkF
∂∇n
= − Kk1∇m
k ⊙∇mk − Kk2 divm
k t∇mk −
− Kk3
[ (
∇mk ⊙∇mk
)
(n¯ + mk)
]
⊗ (n¯ + mk) − Kk4
t
[
(∇mk )2
]
.
Hence, we infer that
‖divσ E, k‖
L1t B˙
d
2
−1
2,1
= ‖σ E, k‖
L1t B˙
d
2
2,1
.
(
1 + ‖ωk‖
L∞t B˙
d
2
2,1
)(
1 + ‖mk ‖2
L∞t B˙
d
2
2,1
)
‖∇mk ‖2
L2t B˙
d
2
2,1
. ε2,
together with
‖divσ E, k‖
L1t B˙
d
2
2,1
.
(
1 + ‖mk ‖
L∞t B˙
d
2
2,1
)
‖∇ωk ‖
L2t B˙
d
2
2,1
‖∇mk ‖
L2t B˙
d
2
2,1
+
+
(
1 + ‖ωk‖
L∞t B˙
d
2
2,1
)
‖∇mk ‖
L∞t B˙
d
2
2,1
(
1 + ‖mk ‖
L∞t B˙
d
2
2,1
)
‖∇mk ‖2
L2t B˙
d
2
2,1
+
+
(
1 + ‖ωk‖
L∞t B˙
d
2
2,1
)(
1 + ‖mk ‖2
L∞t B˙
d
2
2,1
)
‖∇mk ‖
L2t B˙
d
2
2,1
‖∆mk ‖
L2t B˙
d
2
2,1
. ε3.
We now take into account the term related to the Leslie stress tensor σ L, k. We decompose such
a tensor into six terms σ L, k =
∑6
i=1 σ
L, k
i , where we denote by σ
L, k
i the tensor related to the
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coefficient αi, for any i = 1, . . . , 6. An explicit formulation of these tensors is provided in what
follows. We begin with σ L, k1 which stands for
σ˜L1 = α¯1
[
n¯ · Dm + m · D n¯+m · Dm
]
n⊗ n + α¯1
[
n¯ · Dm + m · D n¯ +m · Dm
]
m⊗ n+
+ α¯1
[
n¯ · Dm + m · D n¯ + m · Dm
]
n⊗m + α¯1
[
n¯ · Dm + m · D n¯ + m · Dm
]
m⊗m+
+ α˜1(ω)[ n · D n ]n⊗ n.
replacing (u, ω , m) by (uk, ωk, mk). We recall that αi(ω) = α¯i + α˜i(ω), for any i = 1, . . . , 6,
where α¯i is a real constant and α˜i(ω) is a smooth function depending on ω such that α˜i(0) = 0.
Hence, we infer that the approximate stress tensor σ L, k1 satisfies the following inequalities:
‖σ L, k1 ‖
L1t B˙
d
2
2,1
.
[
1 + ‖mk ‖2
L∞t B˙
d
2
2,1
][
‖mk ‖
L∞t B˙
d
2
2,1
+ ‖mk ‖2
L∞t B˙
d
2
2,1
]
‖∇uk ‖
L1t B˙
d
2
2,1
+
+
[
1 + ‖mk ‖
L∞t B˙
d
2
2,1
]4
‖ωk ‖
L∞t B˙
d
2
2,1
‖∇uk ‖
L1t B˙
d
2
2,1
. ε3,
together with
‖div σ L, k1 ‖
L1t B˙
d
2
2,1
.
[
1 + ‖mk ‖3
L∞t B˙
d
2
2,1
]
‖∇mk ‖
L∞t B˙
d
2
2,1
‖∇uk ‖
L1t B˙
d
2
2,1
+[
1 + ‖mk ‖2
L∞t B˙
d
2
2,1
][
‖mk ‖
L∞t B˙
d
2
2,1
+ ‖mk ‖2
L∞t B˙
d
2
2,1
]
‖∆uk ‖
L1t B˙
d
2
2,1
+
[
1 + ‖mk ‖
L∞t B˙
d
2
2,1
]3
‖ωk ‖
L∞t B˙
d
2
2,1
‖∇mk ‖
L∞t B˙
d
2
2,1
‖∇uk ‖
L1t B˙
d
2
2,1
+
+
[
1 + ‖mk ‖
L∞t B˙
d
2
2,1
]4
‖∇ωk ‖
L∞t B˙
d
2
2,1
‖∇uk ‖
L1t B˙
d
2
2,1
+
+
[
1 + ‖mk ‖
L∞t B˙
d
2
2,1
]4
‖ωk ‖
L∞t B˙
d
2
2,1
‖∆uk ‖
L1t B˙
d
2
2,1
. ε3,
From the previous relations we conclude that
‖div σ L, k1 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ε3. (88)
We now take into account the second stress tensor σL,k2 , which is defined by means of
σL,k2 = α¯
k
2
[
∂tm
k + uk · ∇mk − Ωmk
]
⊗
[
n¯ + mk
]
+
+ α˜2(ω
k)
[
∂tm
k + uk · ∇mk +Ωk mk
]
⊗
[
n¯ + mk
]
+
[
α¯k2 + α˜2(ω
k)
]
Ωn¯⊗mk.
We observe that the following estimates are fulfilled:
‖σ L, k2 ‖
L1t B˙
d
2
2,1
.
[
‖ ∂tm
k ‖
L1t B˙
d
2
2,1
+ ‖ uk ‖
L2t B˙
d
2
2,1
‖∇mk ‖
L2t B˙
d
2
2,1
+
+ ‖∇uk ‖
L1t B˙
d
2
2,1
][
1 + ‖mk ‖
L∞t B˙
d
2
2,1
]
. ε3
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together with
‖div σ L, k2 ‖
L1t B˙
d
2
2,1
.
[
‖ ∂tm
k ‖
L1t B˙
d
2
2,1
+ ‖ uk ‖
L2t B˙
d
2
2,1
‖∇mk ‖
L2t B˙
d
2
2,1
‖∇uk ‖
L1t B˙
d
2
2,1
]
‖∇mk ‖
L∞t B˙
d
2
2,1
+
+
[
‖ ∂t∇m
k ‖
L1t B˙
d
2
2,1
+ ‖∇uk ‖
L2t B˙
d
2
2,1
‖∇mk ‖
L2t B˙
d
2
2,1
+ ‖ uk ‖
L2t B˙
d
2
2,1
‖∆mk ‖
L2t B˙
d
2
2,1
+
+ ‖∇uk ‖
L1t B˙
d
2
2,1
][
1 + ‖mk ‖
L∞t B˙
d
2
2,1
]
. ε3.
Hence we conclude that
‖divσ L, k2 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ε3 (89)
The third stress tensor σ L, k3 is defined by means of
σLk3 = α¯
k
3
[
n¯ + mk
]
⊗
[
∂tm
k + uk · ∇mk −Ωkmk
]
+
+ α˜3(ω
k)
[
n¯ + mk
]
⊗
[
∂tm
k + uk · ∇mk +Ωk mk
]
+
[
α¯3 + α˜3(ω
k)
]
m
k ⊗ Ωkn¯.
Proceeding as for proving (89), we infer that
‖div σ L, k3 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ε3. (90)
Furthermore, by the definition of σL, k4 := α˜4(ω)D, with α˜4(0) = 0, we gather that
‖div σ L, k4 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ‖ωk ‖
L∞t B˙
d
2
2,1
‖∇uk ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ε3.
We now take into account the thensor σL,k5 whose explicit formula is given by
σL,k5 := α˜5(ω
k)
[
n¯ +mk
]
⊗ D
[
n¯ +mk
]
+ α¯5
[
m
k ⊗ Dkmk + n¯⊗ Dkmk + mk ⊗Dkn¯
]
,
from which we deduce
‖div σ L, k5 ‖
L1t B˙
d
2
−1
2,1
. ‖σ L, k5 ‖
L1t B˙
d
2
2,1
.
(
1 + ‖mk ‖
L∞t B˙
d
2
2,1
)2
‖ωk ‖
L∞t B˙
d
2
2,1
‖∇uk ‖
L1t B˙
d
2
2,1
+
+
(
‖mk ‖
L∞t B˙
d
2
2,1
+ ‖mk ‖2
L∞t B˙
d
2
2,1
)
‖∇uk ‖
L1t B˙
d
2
2,1
. ε3,
together with
‖div σ L, k5 ‖
L1t B˙
d
2
2,1
.
(
1 + ‖mk ‖
L∞t B˙
d
2
2,1
)2(
1 + ‖ωk ‖
L∞t B˙
d
2
2,1
)
‖∇ωk ‖
L∞t B˙
d
2
2,1
‖∇uk ‖
L1t B˙
d
2
2,1
+
+
(
1 + ‖mk ‖
L∞t B˙
d
2
2,1
)
‖∇mk ‖
L∞t B˙
d
2
2,1
‖ωk ‖
L∞t B˙
d
2
2,1
‖∇uk ‖
L1t B˙
d
2
2,1
+
(
1 + ‖mk ‖
L∞t B˙
d
2
2,1
)2
‖ωk ‖
L∞t B˙
d
2
2,1
‖∆uk ‖
L1t B˙
d
2
2,1
. ε3.
Summarizing the previous two inequalities we finally get that
‖div σ L, k5 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ε3. (91)
Similarly as for proving the above inequality, we deduce that the tensor σ L, k6
σL,k6 := α˜6(ω
k)
[
n¯ +mk
]
⊗ Dk
[
n¯ +mk
]
+ α¯5
[
Dkmk ⊗mk + Dkn¯⊗mk + Dkn¯⊗mk
]
.
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fulfills the following inequality
‖div σ L, k6 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ε3. (92)
Finally, summarizing inequalities (88), (89), (90), (91) and (92), the approximate Leslie stress
tensor σL,k fulfills the following inequality
‖div σ L, k ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ε3. (93)
This concludes the proof of inequality (64).
6.2. Proof of inequality (66)
This paragraph is devoted to the proof of inequality (66). We first take into account the difference
between two consecutive Ericksen Leslie tensors, namely
δσ E, k = − δKk1∇m
k+1 ⊙∇mk+1 − Kk1∇δm
k ⊙∇mk+1 − Kk1∇m
k ⊙∇δmk
− δKk2 divm
k+1 t∇mk+1 − Kk2 div δm
k t∇mk+1 − Kk2 divm
k t∇δmk −
− δKk3
[ (
∇mk+1 ⊙∇mk+1
)
(n¯ + mk+1)
]
⊗ (n¯ + mk+1)
−Kk3
[ (
∇δmk ⊙∇mk+1
)
(n¯ + mk+1)
]
⊗ (n¯ + mk+1)
−Kk3
[ (
∇mk ⊙∇δmk
)
(n¯ + mk+1)
]
⊗ (n¯ + mk+1)
−Kk3
[ (
∇mk ⊙∇mk
)
(δmk)
]
⊗ (n¯ + mk+1)− Kk3
[ (
∇mk ⊙∇mk
)
(n¯ + mk)
]
⊗ (δmk)
− δKk4
t
[
∇mk+1∇mk+1
]
− Kk4
t
[
∇δmk ∇mk+1
]
− Kk4
t
[
∇mk ∇δmk
]
.
Then a direct computation leads to
‖div δσ E, k ‖
L1t B˙
d
2
−1
2,1
. ‖ δωk ‖
L∞t B˙
d
2
2,1
‖∇mk+1 ‖2
L2t B˙
d
2
2,1
+ ‖ωk ‖
L∞t B˙
d
2
2,1
‖∇(mk, mk+1) ‖
L2t B˙
d
2
2,1
×
×‖∇δmk ‖
L2t B˙
d
2
2,1
+ ‖ δωk ‖
L∞B˙
d
2
2,1
(
1 + ‖ (mk, mk+1 ) ‖
L∞t B˙
d
2
2,1
)2
‖∇mk+1 ‖2
L2t B˙
d
2
2,1
+
+ ‖ωk ‖
L∞B˙
d
2
2,1
(
1 + ‖ (mk, mk+1 ) ‖
L∞t B˙
d
2
2,1
)2
‖∇δmk ‖
L2t B˙
d
2
2,1
‖∇(mk, mk+1 ) ‖
L2t B˙
d
2
2,1
+
+ ‖ωk ‖
L∞B˙
d
2
2,1
(
1 + ‖ (mk, mk+1 ) ‖
L∞t B˙
d
2
2,1
)
‖ δmk ‖
L∞t B˙
d
2
2,1
‖∇(mk, mk+1 ) ‖2
L2t B˙
d
2
2,1
,
which yields
‖div δσ E, k ‖
L1t B˙
d
2
−1
2,1
. ε4
[
‖ δωk ‖X2 + ‖ δm
k ‖X3
]
≤ εk+2.
A similar result holds for the L1t B˙
d/2
2,1 -norm of div δσ
E, k:
‖div δσ E, k ‖
L1t B˙
d
2
2,1
. ε4
[
‖ δωk ‖X2 + ‖ δm
k ‖X3
]
≤ εk+2. (94)
We then focus on the difference between two consecutive Leslie stress tensor div σ˜ L, k. We proceed
similarly as for proving (64) and we split σ˜ L, k by σ˜ L, k =
∑6
i=1 σ˜
L, k
i . We first define δ σ˜
L, k
1 by
δ σ˜L1 = α¯1
[
n¯ · δDk mk+1 + n¯ · Dk δmk + δmk · Dk+1 n¯+mk · δDk n¯+ δmk · Dk+1 mk+1 +
+mk · δDk mk+1 + δmk · Dk δmk
]
nk+1 ⊗ nk+1 + α¯1
[
n¯ · Dk mk + mk · D n¯+
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+mk · Dk mk
]
δmk ⊗ nk+1 + α¯1
[
n¯ · Dk mk + mk · D n¯+mk · Dk mk
]
nk ⊗ δmk+1 +
α¯1
[
n¯ · δDk mk+1 + n¯ · Dk δmk + δmk · Dk+1 n¯+mk · δDk n¯+ δmk · Dk+1mk+1 +
+mk · δDk mk+1 + δmk · Dk δmk
]
m
k+1 ⊗ nk+1 + α¯1
[
n¯ · Dk mk + mk · D n¯+
+mk · Dk mk
]
δmk ⊗ nk+1 + α¯1
[
n¯ · Dk mk + mk · D n¯+mk · Dk mk
]
m
k ⊗ δmk+1 +
α¯1
[
n¯ · δDk mk+1 + n¯ · Dk δmk + δmk · Dk+1 n¯+mk · δDk n¯+ δmk · Dk+1mk+1 +
+mk · δDk mk+1 + δmk · Dk δmk
]
nk+1 ⊗mk+1 + α¯1
[
n¯ · Dk mk + mk · Dk n¯+
+mk · Dk mk
]
δmk ⊗mk+1 + α¯1
[
n¯ · Dk mk + mk · D n¯+mk · Dk mk
]
m
k ⊗ δmk+1 +
α¯1
[
n¯ · δDk mk+1 + n¯ · Dk δmk + δmk · Dk+1 n¯+mk · δDk n¯+ δmk · Dk+1mk+1 +
+mk · δDk mk+1 +mk · Dk δmk
]
m
k+1 ⊗mk+1 + α¯1
[
n¯ · Dk mk + mk · D n¯+
+mk · Dk mk
]
δmk ⊗mk+1 + α¯1
[
n¯ · Dk mk + mk · D n¯+mk · Dk mk
]
m
k ⊗ δmk+1 +
+ δ α˜k1 [ n
k+1 · Dk+1 nk+1 ]nk+1 ⊗ nk+1 + α˜k1 [ δm
k · Dk+1 nk+1 ]nk+1 ⊗ nk+1+
+ α˜k1[ n
k · δDk nk+1 ]nk+1 ⊗ nk+1 + α˜k1 [ n
k · Dk δmk ]nk+1 ⊗ nk+1+
+ α˜k1[ n
k · Dk nk ]δmk ⊗ nk+1 + α˜k1 [ n
k · Dk nk ]nk ⊗ δmk.
A direct computation then leads to
‖div σ L,k1 ‖
L1t B˙
d
2
−1
2,1
. ‖σ L,k1 ‖
L1t B˙
d
2
2,1
. ‖∇δuk ‖
L1t B˙
d
2
2,1
[
‖ (mk, mk+1 ) ‖
L∞t B˙
d
2
2,1
+
+‖ (mk, mk+1 ) ‖4
L∞t B˙
d
2
2,1
]
+ ‖∇( uk, uk+1 ) ‖
L1t B˙
d
2
2,1
(
1 + ‖ (mk, mk+1 ) ‖3
L∞t B˙
d
2
2,1
)
‖ δmk ‖
L∞t B˙
d
2
2,1
+
+ ‖ δωk ‖
L∞t B˙
d
2
2,1
‖∇uk+1 ‖
L1t B˙
d
2
2,1
. ε2
[
‖ δuk ‖X1 + ‖ δω
k ‖X2 + ‖ δm
k ‖X3
]
. εk+2.
Similarly, the L1t B˙
d
2
2,1-norm of divσ
L,k
1 is treated by
‖div σ L,k1 ‖
L1t B˙
d
2
2,1
. ‖∆δuk ‖
L1t B˙
d
2
2,1
‖ (mk, mk+1 ) ‖
L∞t B˙
d
2
2,1
[
1 + ‖ (mk, mk+1 ) ‖3
L∞t B˙
d
2
2,1
]
+
+ ‖∇δuk ‖
L1t B˙
d
2
2,1
‖∇(mk, mk+1 ) ‖
L∞t B˙
d
2
2,1
[
1 + ‖ (mk, mk+1 ) ‖3
L∞t B˙
d
2
2,1
]
+
+‖∆( uk, uk+1 ) ‖
L1t B˙
d
2
2,1
(
1 + ‖ (mk, mk+1 ) ‖3
L∞t B˙
d
2
2,1
)
‖ δmk ‖
L∞t B˙
d
2
2,1
+ ‖∇( uk, uk+1 ) ‖
L1t B˙
d
2
2,1
×
×
(
1 + ‖ (mk, mk+1 ) ‖3
L∞t B˙
d
2
2,1
)
‖∇(mk, mk+1 ) ‖
L∞t B˙
d
2
2,1
‖ δmk ‖
L∞t B˙
d
2
2,1
+ ‖∇( uk, uk+1 ) ‖
L1t B˙
d
2
2,1
×
×
(
1 + ‖ (mk, mk+1 ) ‖3
L∞t B˙
d
2
2,1
)
‖∇δmk ‖
L∞t B˙
d
2
2,1
+ ‖∇δωk ‖
L∞t B˙
d
2
2,1
‖∇uk+1 ‖
L1t B˙
d
2
2,1
+
+ ‖ δωk ‖
L∞t B˙
d
2
2,1
‖∆uk+1 ‖
L1t B˙
d
2
2,1
+ ‖ δωk ‖
L∞t B˙
d
2
2,1
‖∇mk ‖
L∞t B˙
d
2
2,1
‖∇uk+1 ‖
L1t B˙
d
2
2,1
. ε2
[
‖ δuk ‖X1 + ‖ δω
k ‖X2 + ‖ δm
k ‖X3
]
. εk+2.
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The second stress tensor δσL, k2 is defined as
δσL,k2 = α¯2
[
∂tδm
k + δuk · ∇mk+1 + uk · ∇δmk − δΩkmk+1 − Ωkδmk
]
⊗
[
n¯ + mk+1
]
+
+δ α˜k2
[
∂tm
k+1 + uk+1 · ∇mk+1 +Ωk+1 mk+1
]
⊗
[
n¯ + mk+1
]
+ α˜k2
[
∂tδm
k + δuk · ∇mk+1+
+uk · ∇δmk + δΩkmk+1 + Ωk δmk
]
⊗
[
n¯+mk+1
]
+ α˜k2
[
∂tm
k + uk · ∇mk +Ωkmk
]
⊗ δmk+
+δ α˜kΩk+1n¯⊗mk+1 +
[
α¯2 + α˜2(ω
k)
]
δΩkn¯⊗mk+1 +
[
α¯2 + α˜2(ω
k)
]
Ωkn¯⊗ δmk.
Thus, we first observe that
‖div δσL,k2 ‖
L1t B˙
d
2
−1
2,1
.
[
1 + ‖ωk‖
L∞t B˙
d
2
2,1
][
‖ δσL,k2 ‖
L1t B˙
d
2
2,1
. ‖∂tδm
k‖
L1t B˙
d
2
2,1
+ ‖δuk‖
L2t B˙
d
2
2,1
×
×‖∇mk+1‖
L2t B˙
d
2
2,1
+ ‖uk‖
L2t B˙
d
2
2,1
‖∇δmk‖
L2t B˙
d
2
2,1
+ ‖∇δuk‖
L1t B˙
d
2
2,1
‖mk+1‖
L∞t B˙
d
2
2,1
+ ‖∇uk‖
L1t B˙
d
2
2,1
×
×‖δmk‖
L∞t B˙
d
2
2,1
]
+ ‖δωk‖
L∞t B˙
d
2
2,1
[
‖∂tm
k+1‖
L1t B˙
d
2
2,1
+ ‖uk+1‖
L2t B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1
+ ‖∇uk+1‖
L1t B˙
d
2
2,1
×
×‖mk+1‖
L∞t B˙
d
2
2,1
]
+ ‖ωk‖
L∞t B˙
d
2
2,1
[
‖∂tm
k‖
L1t B˙
d
2
2,1
+ ‖uk‖
L2t B˙
d
2
2,1
‖∇mk‖
L2t B˙
d
2
2,1
+ ‖∇uk‖
L1t B˙
d
2
2,1
×
×‖mk‖
L∞t B˙
d
2
2,1
]
‖ δmk ‖
L∞t B˙
d
2
2,1
+ ‖∇δuk ‖
L1t B˙
d
2
2,1
‖mk+1 ‖
L∞t B˙
d
2
2,1
+ ‖∇uk ‖
L1t B˙
d
2
2,1
‖ δmk ‖
L∞t B˙
d
2
2,1
. ε2
[
‖ δuk ‖X1 + ‖ δω
k ‖X2 + ‖ δm
k ‖X3
]
. εk+2.
Moreover
‖div δσL,k2 ‖
L1t B˙
d
2
2,1
[
1 + ‖ωk‖
L∞t B˙
d
2
2,1
][
‖ δσL,k2 ‖
L1t B˙
d
2
2,1
. ‖∂t∇δm
k‖
L1t B˙
d
2
2,1
+ ‖∇δuk‖
L2t B˙
d
2
2,1
×
×‖∇mk+1‖
L2t B˙
d
2
2,1
+ ‖δuk‖
L2t B˙
d
2
2,1
‖∆mk+1‖
L2t B˙
d
2
2,1
+ ‖∇uk‖
L2t B˙
d
2
2,1
‖∇δmk‖
L2t B˙
d
2
2,1
+
‖uk‖
L2t B˙
d
2
2,1
‖∆δmk‖
L2t B˙
d
2
2,1
+ ‖∆δuk‖
L1t B˙
d
2
2,1
‖mk+1‖
L∞t B˙
d
2
2,1
+ ‖∇δuk‖
L1t B˙
d
2
2,1
‖∇mk+1‖
L∞t B˙
d
2
2,1
+
+‖∆uk‖
L1t B˙
d
2
2,1
‖δmk‖
L∞t B˙
d
2
2,1
+ ‖∇uk‖
L1t B˙
d
2
2,1
‖∇δmk‖
L∞t B˙
d
2
2,1
]
+
+‖δωk‖
L∞t B˙
d
2
2,1
[
‖∂tm
k+1‖
L1t B˙
d
2
2,1
+ ‖uk+1‖
L2t B˙
d
2
2,1
‖∇mk+1‖
L2t B˙
d
2
2,1
+ ‖∇uk+1‖
L1t B˙
d
2
2,1
×
×‖mk+1‖
L∞t B˙
d
2
2,1
]
+ ‖ωk‖
L∞t B˙
d
2
2,1
[
‖∂tm
k‖
L1t B˙
d
2
2,1
+ ‖uk‖
L2t B˙
d
2
2,1
‖∇mk‖
L2t B˙
d
2
2,1
+ ‖∇uk‖
L1t B˙
d
2
2,1
×
×‖mk‖
L∞t B˙
d
2
2,1
]
‖ δmk ‖
L∞t B˙
d
2
2,1
+ ‖∇δuk ‖
L1t B˙
d
2
2,1
‖mk+1 ‖
L∞t B˙
d
2
2,1
+ ‖∇uk ‖
L1t B˙
d
2
2,1
‖ δmk ‖
L∞t B˙
d
2
2,1
.
Hence, we finally achieve that
‖div δσ L, k2 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ε2
[
‖ δuk ‖X1 + ‖ δω
k ‖X2 + ‖ δm
k ‖X3
]
. εk+2. (95)
The tensor δσ L,k3 corresponds to the transpose tensor of δσ
L,k
2 , replacing α2 by α3. Thus with
proceeding as for proving (95), we deduce that
‖div δσ L, k3 ‖
L1t B˙
d
2
−1
2,1 ∩B˙
d
2
2,1
. ε2
[
‖ δuk ‖X1 + ‖ δω
k ‖X2 + ‖ δm
k ‖X3
]
. εk+2. (96)
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We now consider δσ L, k4 , defined by δσ
L, k
4 := δ α˜
k
4 D
k+1 + α˜4(ω
k) δDk, hence
‖ δσ L, k4 ‖
L1t B˙
d
2
2,1
+ ‖div δσ L, k4 ‖
L1t B˙
d
2
2,1
. ‖δωk‖
L∞t B˙
d
2
2,1
‖∇uk+1‖
L1t B˙
d
2
2,1
+ ‖ωk‖
L∞t B˙
d
2
2,1
‖∇δuk‖
L1t B˙
d
2
2,1
+
+‖∇δωk‖
L∞t B˙
d
2
2,1
‖∇uk+1‖
L1t B˙
d
2
2,1
+ ‖ δωk ‖
L∞t B˙
d
2
2,1
‖∆uk+1‖
L1t B˙
d
2
2,1
+ ‖∇ωk ‖
L∞t B˙
d
2
2,1
‖∇δuk ‖
L1t B˙
d
2
2,1
+
+‖ωk ‖
L∞t B˙
d
2
2,1
‖∆δuk ‖
L1t B˙
d
2
2,1
. ε2
[
‖ δuk ‖X1 + ‖ δω
k ‖X2 + ‖ δm
k ‖X3
]
≤ εk+2.
(97)
It remains to control δ σ˜ L k5 together with δ σ˜
L k
6 . We focus on δ σ˜
L k
5 , since a similar result holds
for δ σ˜ L k6 . Such a tensor is defined by means of
δσL,k5 := δ α˜
k
5
[
n¯ +mk+1
]
⊗ Dk+1
[
n¯ +mk+1
]
+ α˜k5 δm
k ⊗ Dk+1
[
n¯ +mk+1
]
+
+ α˜k5
[
n¯ +mk
]
⊗ δDk
[
n¯ +mk+1
]
+ α˜k5
[
n¯ +mk
]
⊗ Dkδmk + α¯5
[
δmk ⊗ Dk+1mk+1+
m
k ⊗ δDkmk+1 +mk ⊗ Dkδmk + n¯⊗ δDkmk+1 + n¯⊗ Dkδmk + δmk ⊗ Dk+1n¯
]
.
We then deduce that
‖ σL,k5 ‖
L1t B˙
d
2
2,1
. ‖ δωk ‖
L∞t B˙
d
2
2,1
‖∇uk+1 ‖
L1t B˙
d
2
2,1
+ ‖ωk ‖
L∞t B˙
d
2
2,1
‖ δmk ‖
L∞t B˙
d
2
2,1
×‖∇(uk, uk+1) ‖
L1t B˙
d
2
2,1
+ ‖ωk ‖
L∞t B˙
d
2
2,1
(
1 + ‖mk ‖
L∞t B˙
d
2
2,1
)
‖∇δuk ‖
L1t B˙
d
2
2,1
+
(
1 + ‖ωk ‖
L∞t B˙
d
2
2,1
)
‖ (mk, mk+1) ‖
L∞t B˙
d
2
2,1
×
×‖∇(uk, uk+1)‖
L1t B˙
d
2
2,1
‖δmk‖
L∞t B˙
d
2
2,1
+ ‖δmk‖
L∞t B˙
d
2
2,1
(
1 + ‖ (mk,mk+1)‖
L∞t B˙
d
2
2,1
)
‖∇(uk, uk+1)‖
L1t B˙
d
2
2,1
. ε2
[
‖ δuk ‖X1 + ‖ δω
k ‖X2 + ‖ δm
k ‖X3
]
≤ εk+2.
Proceeding as for proving (95), the L1t B˙
d
2
2,1-norm of div σ
L,k
5 is bounded by
‖divσL,k5 ‖
L1t B˙
d
2
2,1
. ε2
[
‖ δuk ‖X1 + ‖ δω
k ‖X2 + ‖ δm
k ‖X3
]
≤ εk+2, (98)
which concludes the proof of inequality (66).
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