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Abstract
The algebraic approach to quantum mechanics has been key to
the development of quantum theory since its inception, and it has
evolved into a mathematically rigorous C∗-algebraic formulation of
the axioms. Conversely, the functional approach in the form of Feyn-
man path integrals is far from mathematically rigorous: Nevertheless,
path integrals provide an equally valid and useful formulation of the
axioms of quantum mechanics. The two approaches can be merged
by employing a notion of functional integration that allows to con-
struct functional integral representations of C∗-algebras. The merger
achieves a hybrid formulation of the axioms of quantum mechanics in
which topological groups play a leading role.
1 Introduction
The axioms of quantum mechanics (QM) can be roughly classified as kine-
matical and dynamical. On the kinematical side sit the notions of Hilbert
space of states, self-adjoint operators and the Born rule; while on the dy-
namical side sit the unitary evolution operator, the evolution equation, and
the outcome of observation/measurement. The axioms themselves are typ-
ically realized using either of two complementary strategies; the functional
approach as embodied in the Feynman path integral or the C∗-algebraic ap-
proach.1
The algebraic realization of the axioms was initiated by von Neumann[1]
and extended in [2],[3]. It essentially culminated in the Gelfand-Naimark-
1Our comments are restricted to QM where the functional and algebraic approaches are
well understood and enjoy equal status. Unfortunately, the algebraic approach to quantum
field theory (QFT) for interacting fields is notoriously problematic. On the other hand,
the functional integral approach, with its S-matrix interpretation, is quite developed and
successful and consequently dominates in QFT. We do not address QFT in this paper;
except for some remarks at the end.
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Segal construction and the Gelfand-Naimark theorem allowing the kinemat-
ical QM axioms to be formulated in terms of certain linear functionals on
C∗-algebras. By now the structure has been vastly elaborated and we refer to
[4], [5] for details and more references. The upshot is there exists a powerful
and well-developed C∗-algebraic framework on which to base the kinematics
of QM.
But the dynamics — both evolution and observation — requires further
input and interpretation: Dynamics is naturally described by specifying a
one-parameter group of ∗-automorphisms of the algebra, while the obser-
vation/measurement issue remains unresolved (or at least controversial) and
open to interpretation. Dynamical evolution leads to the study of derivations
on the algebra; and eventually, correspondence with classical physics fixes the
nature of the derivations — though, famously, not uniquely in general. This
somewhat awkward inclusion of dynamics in the algebraic formulation has
stimulated further work to develop a single encompassing structure.
One approach to implement both the kinematics and dynamics of QM
under one algebraic roof utilizes crossed products (which are reviewed from a
physics perspective in [6]–[8] and reviewed and rigorously developed in [9]).
Crossed products were introduced in [10] and are closely allied with the work
of Mackey[11]–[13] on representation theory.
The utility of crossed products in the context of QM is: (i) they provide
a single algebraic structure built from the original C∗-algebra encoding kine-
matics and the ∗-automorphism group encoding dynamics, and (ii) they may
be used to realize ∗-representations of the integrated Heisenberg equation on
an associated Hilbert space. Stated precisely, there is a one-to-one correspon-
dence between a covariant representation of a dynamical system (which, in
particular, encodes the integrated Heisenberg equation of motion) and non-
degenerate representations of the crossed product ([9] § 2.2–2.4). In short,
crossed products provide a convenient implementation of the C∗-algebraic
approach to QM — both kinematics and dynamics.
On the other side of the aisle, the Feynman path integral[15]–[17] lies at
the heart of the functional approach. The application of path integrals in
standard QM is well understood, and they simultaneously incorporate both
kinematics and dynamics. However, being a formal object, it is often difficult
to apply in more general settings with surety. Nevertheless, it is difficult to
overstate the value of the physical intuition inherent in this approach.
Of course there exists already a bridge between the functional and al-
gebraic approaches; but, other than supplying a translation dictionary, it
is of limited use. This is unfortunate because it effectively separates the
formal/heuristic appeal of path integrals and the rigorous mathematical de-
velopment of C∗-algebras.
The purpose of this paper is to describe an upgrade to that bridge.
Our main tool, the functional Mellin transform[18], provides a generalization
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of the standard Gaussian path integral and (importantly) contains crossed
products as a subclass. Under suitable conditions, the space of Mellin inte-
grable functionals is a C∗-algebra, and the functional Mellin transform is a
∗-representation. In particular, functional Mellin transforms allow to repre-
sent quantum operators, their traces, and their determinants as functional
integrals.
The rational for introducing functional integrals into the algebraic ap-
proach should be obvious: Formal and/or heuristic application of path in-
tegrals in the functional approach is quite useful, and one hopes to enjoy
similar benefits by applying functional integral techniques in the C∗-algebra
setting. The hybrid formulation based on functional Mellin transforms is a
generalization of the Feynman path integral representation of a dynamical
quantum system, and it is determined solely by an underlying topological
group and its unitary representations.
Since, mathematically, the functional Mellin transform is closely related
to crossed products, our approach to quantization is likewise closely related
to crossed-product-inspired quantization. Mathematically, the two different
approaches may or may not overlap or even coincide; depending on the par-
ticular system under consideration. However, there is an important physical
difference.
The latter employs (reduced) crossed products of C∗-dynamical systems
to model the quantum algebra. At the heart of this approach is a G-space
(G,X) comprised of a topological space X (usually interpreted as a classical
configuration/phase space) and a locally compact transformation group G.
One then constructs the C∗-dynamical system from the algebra C0(X) and
G-induced homomorphisms α : G→ Aut(C0(X)). The salient feature is the
starting point of the construction X — crossed product-inspired quantization
views quantization as a promotion of a classical system. This, of course, is
consistent with the historical strategy: classical→ quantum.
Meanwhile, we use functional Mellin transforms based on a topological
group to construct a C∗-algebra (assumed to model the quantum algebra)
from Mellin-integrable, operator-valued functions. The topological group
spawns the C∗-algebra, the quantum Hilbert space through its irreducible
representations , and the inner-automorphisms that generate dynamics. This
tack allows to focus on the guiding principle of symmetry without relying on
an assumed classical structure, but it asks much more of G than the crossed-
product approach. For us, G is a topological group revealed through measure-
ment/observation as a homomorphic family of locally compact topological
groups. Any classical configuration/phase space must come from the spec-
trum of its functional-Mellin-associated algebra and, in this sense, is emer-
gent. In this setting, the historical strategy is reversed: quantum→ classical.
To illustrate our approach, in the course of this paper we will apply the
formalism to the Heisenberg and Poincare´ groups. Quantizing based on the
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Heisenberg group, not surprisingly, is essentially equivalent to the crossed-
product approach and leads to non-relativistic QM. Meanwhile, the Poincare´
group leads to a theory, with Lorentz-invariant transition amplitudes, that
can be roughly characterized as displaying aspects of both relativistic QM
and QFT. We only sketch these two applications here since our ultimate
goal is to present the detailed quantization of Sp(8,R) (which we suspect
supersedes Poincare´) in a separate paper.
2 Quantization
The two primary ingredients required to effect algebraic quantization are a
C∗-algebra and a group of ∗-automorphisms of said algebra. Incorporating
functional integrals into the picture pays immediate dividends: it strongly
suggests that a single object— a topological group — generates the entire
structure. In consequence, given a (generally non-abelian) topological group,
the functional integral framework to which we adhere (see appendix A) pro-
vides a C∗-algebra of suitable functionals along with its associated inner
∗-automorphisms. The simple idea is that this structure models both the
kinematics and dynamics of a closed quantum system.
2.1 Preliminaries
Let’s set the stage for quantization. The kinematic input is: (i) some C∗-
algebra AL equipped with a Lie bracket structure whose self-adjoint elements
encode observable properties of some quantum system, (ii) an associated
Hilbert space of state vectors H that furnishes a physically relevant repre-
sentation π : AL → LB(H) where LB(H) is the algebra of bounded linear
operators on H, and (iii) suitable linear functionals to account for the Born
rule.
Now, a particularly interesting subset of elements of the algebra AL is its
set of units, i.e. invertible elements. Let AL be the group (or a subgroup)
of units of AL and let G denote a topological group isomorphic to AL. By
definition, G is a topological linear Lie group since AL is endowed with a Lie
bracket.[19, def. 5.32] Construct the complexified group GC. The plan is to
model AL by a certain C
∗-algebra of functionals2 F : GC → LB(H). Of course
this algebra is not likely to be equivalent to AL. But in practice one doesn’t
know AL explicitly anyway: Invariably, one starts with some symmetries
that characterize a system, identifies the associated group (which is typically
2We use the term functional to refer to an operator-valued function on some topolog-
ical space. Strictly, functional refers to a scalar-valued function on some vector space.
However, in the context where operator-valued functions on topological spaces are inte-
grands of functional integrals, we will continue to use the term imprecisely. The algebra
of functionals will be constructed below with the help of functional Mellin transforms.
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a Lie group), and constructs AL from there. So we might as well make this
assumption:
Assumption 2.1 The C∗-algebra that characterizes a quantum system can
be modeled by a certain subspace of integrable (to be made precise below)
functionals F(GC) ∋ F : GC → LB(H) where GC is a topological linear Lie
group whose Lie algebra possesses a triangular decomposition3 and the Hilbert
space H furnishes suitable (sub)-representations of GC.
According to the assumption, quantization (partly) corresponds to identi-
fying a topological linear Lie group, constructing its relevant representations,
and building a suitable space of integrable functionals. But generically, GC is
non-compact so it is not possible to directly extract measurable objects. So
the assumption covers the first two points of kinematic input but does not
address the Born rule. Fortunately, measurement is possible with locally com-
pact topological groups, and this underlies our entire construction/definition
of functional integrals.[24]
We require, then, some rationale to obtain locally compact topological
groups from GC. Let GCΛ := {GCλ , λ ∈ Λ} represent a countable family of
locally compact topological Lie groups GCλ indexed by group epimorphisms
λ : GC → GCλ . Since λ is surjective, one can view GCλ as a subset GCλ ⊂ GC.
We will be purposely nonspecific about the set Λ, because it depends on the
particular quantum system under consideration. But in general it represents
constraints, state preparation/observation, or any other system particulars
that one must specify to implement the Born rule. The point is, GC inherits a
Lie bracket structure from the quantum C∗-algebra that can only be glimpsed
as a member of GCΛ through observation/measurement of a particular system.
This leads to the second assumption:
Assumption 2.2 A query4 of a quantum system corresponds to a group
epimorphism λ : GC → GCλ where GCλ is a locally compact topological
linear Lie group.
Example 2.1 A good example is the familiar Feynman path integral for
paths in Rn. Here GC is the group (under point-wise addition) of Gaus-
sian5 pointed paths Xa ∋ (x, ta) → (Cn, xa) where ta ∈ R, x(ta) = xa ∈ Rn.
Xa is an infinite-dimensional abelian topological group when endowed with a
3We add this qualifier as it will simplify the discussion of representations. But more
importantly the decomposition characterizes physically relevant quantum numbers. It
is not significantly restrictive from a physics perspective, because it includes all finite-
dimensional and Kac-Moody Lie algebras. Moreover, algebras of inhomogeneous groups
can be obtained by contraction.
4By ‘query’ we mean any observation one may perform that leads to a measurable
quantity.
5By Gaussian paths we mean the pointed paths are characterized by a mean and
covariance.
5
suitable topology. The corresponding path integral over Xa is a formal object.
But as soon as one imposes a constraint on the loose ends of the paths, for
example x(tb) = xb ∈ Rn which ‘pins’ them to a single point, the group ‘local-
izes’ to a finite-dimensional group Xa,b.
6 Being a finite-dimensional topolog-
ical vector space, it is automatically locally compact: The corresponding path
integral can now be explicitly evaluated.
There are of course many other ‘constraints’ that one can impose on a
given system. These constitute the set Λ, and a particular choice of λ ∈ Λ
leads to a particular and explicit evaluation of the path integral over Xa.
Finally, to be economical, we suppose dynamics are modeled by inner
automorphisms of AL. It is natural to expect the algebra to include system
dynamics since it contains a linear Lie group. After all, the system pre-
sumably evolves independent of any external input. This leads to our last
assumption:
Assumption 2.3 The dynamics of a closed quantum system are generated
by a dynamical group GD such that GDλ ⊆ GCλ and are governed by continuous,
time-dependent unitary inner automorphisms Ad(GD) ⊆ Inn(F(GC)).
Expectations between physical states are ultimately determined by GD
not GC. Depending on the nature of GD, the Hilbert space H determined by
GC may be restricted. Later on we will investigate dynamics based on the
Heisenberg and Poincare´ groups. In both cases, H is restricted.
2.2 Representations
Suppose a family GCΛ that governs some quantum system has been identified.
The first order of business in the quantization program is to find all relevant
representations ρ : GCλ → L(Hλ) for all λ ∈ Λ where L(Hλ) denotes the set of
linear operators on Hλ. Keeping in mind the important qualifiers indicated
by sub/superscripts in GCλ , we will simply write G in this subsection (except
in Definition 2.1) to indicate a complexified locally compact topological Lie
group for notational clarity.
2.2.1 Induced representations
Consider the lie algebra G of G. Our preliminary goal is to determine and
interpret the representations ̺′(r) : G→ L(V(r)) furnished by G-modules V(r)
6To see this, parametrize the space of Gaussian pointed paths by mean and covariance.
Fixing the loose end-point fixes the mean, and the covariance is then parametrized by
points in Rn. Consequently, the moduli space of Gaussian pointed paths with both end-
points fixed in Rn is congruent to Rn.
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and labeled by r. Start with the triangular decomposition of the Lie algebra
G;
G = G− ⊕G0 ⊕G+ (2.1)
where
[G0,G0] = 0
[G+,G−] ⊆ G0
[G±,G0 ⊕G±] ⊆ G± . (2.2)
In a dominant-integral lowest/highest-weight representation, the Cartan
subalgebra G0 defines potential ‘charges’ (quantum numbers) and ‘ground
states’ through a weight-space decomposition where ‘charge’ corresponds to
a weight in the basis of fundamental weights and ‘ground state’ corresponds
to the lowest/highest weight. These are potential identifications, because we
have not yet determined that the quantum framework will respect the Lie
algebra structure.
In particular, let ̺′ : G→ L(V) be a representation with V a G-module.
The triangular decomposition of the algebra induces a decomposition of V
by
V =
⊕
w
V(w) , V(w) := {v ∈ V : ̺′(hi)v = wiv} , i ∈ {1, . . . , rank(G)}
(2.3)
where hi ∈ G0 and w = {w1, . . . , wrank(G)} is a weight in the Dynkin basis
composed of complex eigenvalues. Accordingly, representations are partially
characterized by rank(G) symmetry ‘charges’.
In the weight decomposition of finite-dimensional V, there is a distin-
guished subspace V(w+) ⊂ V associated with a maximal weight w+ such that
̺′(g+)v = 0, ∀g+ ∈ G+ (2.4)
for all v ∈ V(w+). The same can be said for minimal weights w−. For
simplicity, we will assume the dynamical system is invariant under the inner
automorphism G− ↔ G+, so there is no physical distinction between minimal
and maximal weight. We might as well follow mathematics convention and
confine our attention to maximal weight modules.7
Specifically, if ̺′ is irreducible, then there is only one maximal weight (now
called the highest weight) and V(w+) is one-dimensional possessing a unique
(up to scalar multiplication) highest-weight vector vw+. In this case module
V, now denoted Vw+ , is called a highest-weight module, and it is generated
by acting on vw+ with combinations of ‘lowering operators’ g− ∈ G−.
7However, there may be interesting physics associated with dynamical systems that are
not invariant under G
−
↔ G+, and this case deserves investigation.
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Finite-dimensional highest-weight irreducible representation (IR) mod-
ules have three important properties: (i) if the highest weight is dominant-
integral, then Vw+ possesses a positive-definite Hermitian inner product, (ii)
the module furnishes an IR for the connected component of G by exponen-
tiation of ̺′, and (iii) its highest-weight vector vw+ is a good candidate for a
quantum ground state. Unfortunately, highest-weight Vw+ will not be finite-
dimensional in general for all algebras possessing a triangular decomposition.
Infinite-dimensional highest-weight modules are generated by analogy:
Choose a highest-weight eigenvector of G0 and act on it by all combinations
of lowering operators. The problem is the resulting representation is not
irreducible in general. Consequently, its physical interpretation is problem-
atic. Of course, one can construct an irreducible quotient Verma module,
but being infinite-dimensional it doesn’t necessarily furnish a representation
of the group G that is amenable to physical interpretation (in the sense of
being able to characterize ‘charges’ and a ground state). Fortunately there
is a work-around — induced representations.
Induced representations leverage finite-dimensional IRs of the maximal
compact subalgebra Gc ⊆ G to construct the full infinite-dimensional (gen-
erally reducible) representations. The relevant finite-dimensional IRs can
be found first for the real form of GRc of Gc thanks to the fact that, given a
finite-dimensional complex irreducible ρ′
R
: GR → L(H), there exists a unique
irreducible extension ρ′ : G→ L(H) such that ρ′(gC) = ρ′R(g1) + iρ′R(g2) for
all gC = g1 + ig2 ∈ G with g1, g2 ∈ GR.[21, prop. 11.3]
Let V(µ) ⊂ Vw+ denote the submodule generated by GRc acting on a
dominant-integral highest-weight vector vw+. The submodule V(µ) furnishes
a complex IR of GRc and, by extension according to the cited proposition, it
also furnishes a complex IR of Gc. Since w+ is a highest weight, V(µ) is an
invariant subspace with respect to the parabolic subalgebra P := G+ ∪ Gc,
i.e. ¯̺ ′(P)V(µ) ⊆ V(µ) with ¯̺ ′ a sub-representation of ̺′. This can be seen by
using the triangular decomposition and the fact that G0 ⊆ Gc. Moreover,
¯̺ ′ exponentiates to an IR ¯̺ of the parabolic subgroup P ⊂ G since V(µ) is
finite-dimensional. Evidently, the span of V(µ) represents ‘parabolic covariant
states’ cyclicly generated by vw+ .
With a pertinent parabolic subgroup identified, construct the principal
coset bundle (G,X, p˘r, P ) and its associated vector bundle (V, X, pr,V(µ), P )
where the base space is the homogeneous coset space X := G/P and p˘r (re-
spectively pr) denotes the principal (respectively vector) bundle projection.
Following the standard method, an induced representation labeled by r
is defined in terms of equivariant maps ψ˘r ∈ L2(G,V(r)(µ)) by
IndG
(r)
P = {ψ˘r ∈ L2(G,V(r)(µ)) | ψ˘r(g p) = ¯̺(p−1)ψ˘r(g)} (2.5)
where p ∈ P and the continuous map ¯̺ : P → L(V(r)(µ)) is a dominant-
integral highest-weight IR. Similarly, an induced unitary representation (UR)
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is defined in terms of normalized equivariant maps ψ˘r ∈ L2(G,V(r)(µ)) by
UIndG
(r)
P = {ψ˘r ∈ L2(G,V(r)(µ)) | ψ˘r(g p) = N(p)¯̺(p−1)ψ˘r(g)} (2.6)
where p ∈ P , the normalization N2(p) := △P (p)/△G(p) with △G(g) =
|detAdG(g)| the modular function of G, and now the continuous representa-
tion ¯̺ : P → LB(V(r)(µ)) is unitary.
Construct the Whitney sum bundle for all relevant unitary representa-
tions constructed from the basic representation modules V(r)(µ) labeled by r
WV := (
rmax⊕
r=r1
V(r), X, pr,
rmax⊕
r=r1
V(r)(µ), P )
=:
(W, X, pr,W(µ), P ) (2.7)
where µ := (µ(r1), . . . , µ(rmax)). Note that W(µ) may be infinite dimensional
but we will assume that it is Hilbert and separable.
The induced unitary representation ρ : G → LB
(
L2(G,W(µ))
)
is fur-
nished by
UIndGP :=
⊕
r
UIndG
(r)
P . (2.8)
The representation can be expressed as
(ρ(g)ψ˘)(go) = ψ˘(g
−1go) =: ψ˘g(go) (2.9)
where go, g ∈ G.
It is important to stress these induced representations are not generally
irreducible. Fortunately, parabolically-induced UIRs are much studied by
mathematicians and we refer the reader to the literature.
2.2.2 Hilbert space of states
Elements of UIndGP are square-integrable maps characterized by the right
action of P which induces a change of basis in W(µ). But the choice of basis
in W(µ) is arbitrary to begin with. Therefore, physically relevant ψ˘ should
be covariant under the right action of P . This is just the statement of gauge
invariance in the bundle framework.
Recall that ψ˘ ∈ UIndGP and ψ ∈ L2(X,W) can be identified by ψ˘(g) =
g−1 ◦ψ(x) with the conditions p˘r(g) = x = gx0 where x0 is a choice of origin
inX .8 If a canonical local section σi on the principal bundle is chosen relative
to a local trivialization {Ui, ϕi}, then ψ˘ and ψ are canonically related, and we
can identify ψ(·) ≡ ψ˘(σi(·)).[22] In other words, ψ ≡ σ∗i ψ˘. Explicitly, for x ∈
8Because the principal and vector bundles are associated bundles, g is both a point in
p˘r−1(x) ∈ G and an admissible map g :W(µ) → pr−1(x) ∈ W [22, pg. 367].
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Ui ⊂ X , the representative of ψ(x) relative to the local trivialization is ψ(x) =
(x, vwg) where vwg = ψ˘(g). This canonical identification is tantamount to a
choice of basis for each fiber Wx over Ui given by ex = σi(x)e(µ) where e(µ)
is a basis of W(µ).
Note that p˘r(gσi(x)) = g p˘r(σi(x)) = gx so gσi(x) must be a point in the
fiber over gx, i.e. gσi(x) = σi(gx)p for some p ∈ P . Hence, using canonical
local sections relative to a given local trivialization yields a canonical induced
representation on W;
(ρ(g)ψ)(x) = (ρ(g)ψ˘)(σi(x))
= ψ˘(g−1σi(x))
= ψ˘(σi(g
−1x)p)
= N(p)¯̺(p−1)σ∗i ψ˘(g
−1x) = N(p)¯̺(p−1)ψ(g−1x)
=: N(p)¯̺(p−1)ψg(x) .
(2.10)
Remark that p depends on both x and g, and ¯̺(p) can be interpreted as a
gauge transformation about which much more can be said [23, appx. A.1].
Use this UR in a local trivialization to define an induced ∗-homomorphism
πx : ρ(G) ⊂ LB(H)→ LB(Wx) by
(πx(ρ(g))) vwg := (ρ(g)ψ)(x) ∀g ∈ G (2.11)
where (x, vwg) is the representative of ψ(x) in the local trivialization. More
generally, employing the functional calculus (for suitable functions t)
(πx(t(ρ(g))) vwg =: (πx(T(g))) vwg := (T(g)ψ)(x) ∀g ∈ G (2.12)
yields πx : LB(H)→ LB(Wx).
The action of G on ψ is arbitrary up to the right action of some p ∈ P .
This ambiguity is directly related to the choice of basis (relative to W(µ))
for each fiber Wx; and, like ψ˘, physical ψ are therefore covariant under the
right action of P . If ψ˘ represents a state of the quantum system and ρ is a
UR, then the canonical relation between ψ˘ and ψ allows to postulate that
a quantum state can be represented by an equivalence class [ψ] where the
equivalence relation is ψ(x) ∼ ψ(xp). Evidently these equivalence classes
are distinguished by dimR(P ) − dimR(Gc) labels. The equivalence can be
implemented by choosing a connection onW and restricting to horizontal ψ.
In this sense, the module H = L2(X,W) ⊂ Γ(X,W), which furnishes the
induced URs of G, contains the Hilbert space comprised of ‘gauge equivalent’
ψ labeled by rank(P ) quantum numbers. The connection also allows πx to
be extended to π : LB(H)→ LB(W(µ)).
Use the Hermitian inner product (·|·) on W(µ) to construct a bundle
metric on W. Then equip H with a Hermitian inner product induced from
10
W and the quasi-invariant measure µP on X according to([9] appx. H.2);
〈ψ1|ψ2〉 :=
∫
X
(ψ˘1(g)|ψ˘2(g))W(µ) dµP (gP ) =
∫
X
(ψ1(x)|ψ2(x))Wx dµP (x) .
(2.13)
Complete H with respect to the associated norm. Then H is Hilbert and it
models the kinematic quantum Hilbert space.
It must be emphasized that H does not necessarily coincide with the
physical Hilbert space HD which is generated by GD. Depending on the
nature of GD, HD may be a restriction of H. We call HD the physical Hilbert
space because its inner product is invariant under the dynamical gauge group
PD ⊆ GD.
Definition 2.1 The Hilbert space H = L2(X,W), where X = GC/PC and
W :=⊕rmaxr=r1 V(r), furnishes a direct sum of all relevant URs of GCΛ. The QM
physical Hilbert space HD ⊆ H is the subspace of gauge equivalent states
[ψ] ∈ L2(X,W) with respect to PD ⊆ GD.
To ensure ‘gauge equivalence’ of the quantum system with respect to
a dynamical group, it is important that the observables in PD and their
‘charges’ carry over to the physcial quantum Hilbert space as symmetries.
By construction, vectors in Wx ∼= W(µ) are labeled by quantum numbers
associated with IRs of GRc and gauge equivalence classes, and the quantum
ground state ψ0 can be defined by its representative ψ0(x) = (x, vw+) for
all x ∈ X . If the dynamical group GDλ is connected and simply connected
with H2(GDλ ,R)
∼= 0, then there are no intrinsic projective representations.
Otherwise, one must work to find a projective representation, or include
central charges, or simply promote GD to its universal cover. Either way, the
URs of PD will be symmetries of the quantum system and we can legitimately
identify PD ‘charges’ with physical state quantum numbers.
Now that we possess G, its induced representations, and the furnishing
Hilbert space H = L2(X,W) assumed properly normed and completed; it
remains to construct a suitable C∗-algebra of functionals to model AL.
2.3 Functional Mellin transform
To construct the C∗-algebra we use the functional Mellin transform which
is a particular type of functional integral defined in [24]. Roughly, to de-
fine functional integrals in general, we take the data (G,B, GΛ) with B an
associative Banach algebra and define a functional integral by a family of
integral operators intΛ : F(G) → B where F(G) is a certain space of con-
tinuous morphisms9 F ∈ MorC(GC,Ms(B)) whose restrictions f := F|Gλ are
Haar-integrable for all λ ∈ Λ. A brief introduction is given in Appendix A.
9Ms(B) denotes the multiplier algebra of B. Normally, for physics applications B will
be a unital algebra in which case Ms(B) = B.
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In particular then, functional Mellin transforms are defined using the
refined functional integral data (GC,C∗, GCΛ) where C
∗ is a unital C∗-algebra
and GC is a path connected complex topological group. For functional Mellin
in the context of QM, we further stipulate C∗ ≡ LB(H).
Definition 2.2 ([18]) Let ρ : GCλ → LB(H) be a continuous, injective homo-
morphism and let πx : LB(H)→ LB(Wx) be the ∗-homomorphism defined in
(2.12). Define a subspace of integrable functionals F˜(GC) ⊆ F(GC) such that
F ∈ MorC(GC, LB(H)) is equivariant under right-translations according to
F(gh) = F(g)ρ(h). The functional Mellin transform Mλ : F˜(GC) → LB(H)
is defined by
Mλ [F;α] :=
∫
GC
F(ggα) Dλg =
∫
GC
F(g)ρ(gα) Dλg (2.14)
where α ∈ S ⊂ C, gα := expG(α logG g) and πx(F(g)ρ(gα)) ∈ LB(Wx) and
where the space of bounded linear operators LB(Wx) is given the strict topol-
ogy. Denote the space of Mellin integrable functionals by FS(G
C).
The right-hand side of (2.14) is given meaning through the definition of
functional integral (see appx. A), so we need to define the Mellin transform
for a locally compact topological group:
Definition 2.3 Let ρ : GCλ → C∗ be a continuous injective homomorphism,
and f˜ ∈ MorC(GCλ ,C∗) by g1+α 7→ f(g)ρ(gα) such that f˜ ∈ L1(GCλ ,C∗) for all
α ∈ S ⊂ C. Then f is Mellin integrable since
‖M[f(gλ);α]‖ =
∫
GC
λ
‖f(gλ)ρ(gαλ)‖ dν(gλ) <∞ , α ∈ S . (2.15)
We say the Mellin transformM[f(gλ);α] exists in the fundamental region S.
Identifying the Lie algebra GC of GC at the identity element with L(GC),
the Mellin integral can be explicitly formulated as∫
GC
λ
f(gλ)ρ(g
α
λ ) dν(gλ)
=
∫
L(GC
λ
)
f(expGC
λ
(g))ρ(expGC
λ
(αg)) | det dg expGC
λ
(g)| dg . (2.16)
Roughly speaking, the functional Mellin transform is a family of integrals
represented by the right-hand side of (2.16) which can be interpreted as a
generalized two-sided Laplace transform.
Remark 2.1 The class of functional Mellin transforms defined here includes,
as a special case, the integrated form of a covariant representation of a dy-
namical system that characterizes crossed products[9]. To relate the two,
require ρ to be a strongly continuous unitary representation U : GCλ →
LB(H). Then the integrated form of (π, U), denoted π ⋊ U(f), is equiva-
lent to Mλ [F; 1].
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Now, define a norm on FS(G
C) by ‖F‖ := supα ‖F‖α where
‖F‖α := sup
λ
‖Mλ [F;α] ‖ <∞ , α ∈ S . (2.17)
Assume that FS(G
C) can be completed w.r.t. this (or some other suitably
defined) norm. Then
Proposition 2.1 ([18] prop. 4.2) The space of Mellin integrable functionals
FS(G
C) is a C∗-algebra such that ‖F∗‖α = ‖F‖α when endowed with an invo-
lution defined by F∗(g1+α) := F(g−1−α)∗∆(g−1) and equipped with a suitable
topology.
So according to our first assumption, the space of Mellin integrable function-
als FS(G
C) models the C∗-algebra that characterizes the physical properties
of a quantum system.
The utility of functional Mellin transforms is they realize ∗-representations
of FS(G
C) under suitable conditions.([18] corr. 4.2) For example, if C∗ is com-
mutative then Mλ is a ∗-representation for all α ∈ S. On the other hand,
if C∗ is non-commutative but GC is abelian, then Mλ is a ∗-representation
for α ∈ R ∩ S if ρ is unitary or α ∈ iR ∩ S if ρ is real. In the extreme case
of non-commutative C∗ and non-abelian GC, then Mλ is a ∗-representation
only for α = 0 or α = 1 and ρ unitary (or α = ±i for ρ real). We denote
these separate cases by a single symbol R(α)λ where α must be determined by
context.
Using (2.9) and (2.12), the explicit realization of R(α)λ (F) ∈ LB(H) in
terms of πx(F(g)) ∈ LB(Wx) and the representative (x, vwg) of ψ(x) in a
local trivialization is given by (for α 6= 0)(
R(α)λ (F)ψ
)
(x) := πx
(
R(α)λ (F)
)
ψ(x)
= πx
(∫
GC
F(g)ρ(gα) Dλg
)
ψ(x)
=
∫
GC
πx (F(g)) ((πx ◦ ρ)(gα))ψ(x) Dλg
=
∫
GC
πx (F(g)) (ρ(g
α)ψ) (x) Dλg
=
∫
GC
πx (F(g)ρ(g
α)) vwg Dλg (2.18)
This yields explicit transition amplitudes
〈ψ1|ψ2〉(α)λ = 〈ψ1|R(α)λ (F)ψ1〉 =
∫
X
(ψ1(x)|πx(R(α)λ (F))ψ1(x))Wx dµP (x) .
It may be necessary, of course, to construct R(α)λ that are irreducible
∗-representations:
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Proposition 2.2 If ρ is an IR, then R(α)λ is an IR for suitable α.
Proof : We follow a similar proof in [9]. First, by corollary 4.2 of [18], R(α)λ
is a ∗-representation. Next, let S be a closed subspace of H invariant under
ρ. Then for ψ ∈ S and ϕ ∈ S⊥, if f(gλ)ψ ∈ S,
〈R(α)λ (F)ψ|ϕ〉 = 〈
(∫
GC
λ
f(gλ)ρ(g
α
λ ) dµ(gλ)
)
ψ|ϕ〉
=
∫
GC
λ
〈(f(gλ)ρ(gαλ ))ψ|ϕ〉 dµ(gλ)
= 0 (2.19)
where the last line follows because f(gλ)ρ (g
α
λ ))ψ ∈ S for all gλ ∈ GCλ by
assumption. It follows that, direct sums in H are preserved and therefore
irreducible ρ ⇒ irreducible R(α)λ . 
The upshot is functional Mellin offers a practical means to effect quanti-
zation given ρ : GCλ → C∗. In the context of QM, we will: 1) insist that ρ is
induced from P according to the previous subsection; 2) identify C∗ ≡ LB(H);
and 3) equip LB(H) with the operator-norm topology. With this understood,
the kinematical framework is nearly complete — it remains to interpret the
set of homomorphisms Λ.
2.4 Observation/Measurement
Although the act of observation/measurement is sometimes interpreted as
non-unitary evolution — and hence dynamical in nature — in this scheme it
is more naturally interpreted as kinematical.
We have seen that the functional F ∈ FS(GC) loosely corresponds to an
entire family of functions f ∈ L1(GCλ , LB(H)) for each λ ∈ Λ representing
a set of homomorphisms onto measurable topological groups. It is easy to
imagine that the physical quantum state of a macroscopic measuring device
(which of course cannot be known exactly) that actualizes some observable10
is modeled by a suitable family of functions.
Furthermore, the convolution products in FS(G
C) and L1(GCλ , LB(H))
are equivalent by definition, but their respective norms are not. Our choice
of norm on FS(G
C) — along with the fact that the convolution product
and involution are only defined within each L1(GCλ , LB(H)) — renders its
restriction a direct sum FS(G
C)|GΛ =
⊕
λ∈Λ L
1(GCλ , LB(H)) if GΛ is a finite
family [5, pg. 16–17]. Therefore when GΛ is a finite family, a ‘query’, which
picks out a single λ, induces a projection.
10As usual, an observable is a self-adjoint element O ∈ FS(GC).
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So the measurement process gets a topological interpretation: Perform-
ing a measurement and thereby actualizing an observable corresponds to a
particular projection from FS(G
C)|GΛ to L1(GCλ , LB(H)). Precisely which
projection is effected cannot be known. According to our last assumption,
the system evolution is generated by GC. So any subsequent measurement
will of course be referred to L1(GCλ , LB(H)) ⊂ FS(GC) unless external11 in-
teraction dynamics takes the system out of this subspace.
Example 2.2 Return to the Feynman path integral example. Recall that ob-
serving a point-to-point transition leads to a ‘localization’ λ : Xa → Xa,b
to some finite-dimensional group Xa,b — typically Xa,b ∼= R3. But there is
no guarantee the identity in Xa maps to the identity in Xa,b.
12 In other
words, in the typical case, there is no preferred origin in R3 until an observa-
tion/measurement selects one. Once selected, the group Xa,b with its preferred
origin continues to govern the closed system evolution. However, external
interaction necessarily implies a new GCλ along with the concomitant local-
ization ambiguity. Alternatively, one can stipulate that identity elements are
mapped to identity elements from the beginning. Then the localization am-
biguity should be interpreted as an ambiguity of the vacuum vw+; in which
case specifying λ includes a choice of ground state.
Essentially, the topological aspect of the model supplies a measurable
family of Hilbert spaces. The family represents indeterminacy; not of the
system but of the measurement device. Once a measurement has been made,
it is given comparative meaning (that is, it can be compared to subsequent
measurements) through a specific representation of the associated observable
Mλ[O;α] furnished by the Hilbert space based on the locally compact group
GCλ and its associated vacuum that were selected by the measurement. This
offers a topological replacement for wave function collapse.
2.5 Quantum Hilbert module
The previous subsections can be efficiently organized and expressed under
the rubric of Hilbert C∗-modules.[6]
Suppose we know the topological Lie group GC and algebra AL of some
quantum system. Construct the vector bundle (V, X, pr,V(µ), PC) and its
associated principal bundle (GC, X, p˘r, PC) where X = GC/PC, the typical
fiber V(µ) is Hilbert and possibly infinite-dimensional, and P is some chosen
parabolic subgroup.
11Since a closed system is supposed to evolve according to a known GCλ , it takes some-
thing outside the system to induce a new localization λ˜ : GC → GC
λ˜
.
12This is reflected in the functional integral by the left-invariance of the Haar measure.
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Call E ⇋ Q∗ a pre-quantum Hilbert C∗-module with linear13 space
E = HomC(GC,V(µ)) and algebra Q∗ = FS(GC). Here FS(GC) is understood
to be defined in terms of the functional Mellin transform. Identifying E with
L2(X,V) in the same manner discussed in section 2.2.2, the Hilbert mod-
ule L2(X,V) ⇋ FS(GC) underlies the kinematic backdrop of the quantum
system. But quantization requires one more step: Transition amplitudes be-
tween states in E only acquire meaning through a ‘localization’ λ : GC → GCλ
where GCλ is locally compact. Then E and Q∗ acquire explicit representations
Eλ = L2(X,Vλ) and Q∗λ = FS(GCλ) through induced representations of GCλ .
So the quantization of a system characterized by E ⇋ Q∗ is modeled by
a family of Hilbert C∗-modules EΛ ⇋ FS(GCΛ). This framework allows one
to work at the abstract level LB(H) as opposed to the concrete realization
LB(Vx) = πx(LB(H)). Of course, it is important to have both levels at one’s
disposal.
3 System Evolution
Recall that ρ is a representation of GCλ , and it is strictly not defined on G
C.
However, it is cumbersome and messy to keep indicating the λ dependence
by always writing ρ(gλ). So for this entire section we will write simply ρ(g).
3.1 Hamiltonians
We want to construct continuous, time-dependent unitary inner automor-
phisms on FS(G
C) of the form E−iH(t) where E is defined in terms of the
∗-convolution that represents multiplication and H(t) := iLog(E−iH(t)) is self-
adjoint with t ∈ R. The functional Log of F ∈ FS(GC) is defined by[18]
(Log F−1)λ :=
d
dα
Mλ
[
E−F;α
]∣∣∣∣
α→0+
(3.1)
if the limit exists. Since F = E−iH(t) is unitary,
iHλ(t) =
d
dα
Mλ
[
E−E
−iH(t)
;α
]∣∣∣∣
α→0+
(3.2)
represents the Hamiltonian operator associated with the observable H(t).
Note that Hλ(t) ∈ L(H) need not be bounded so H(t) doesn’t neces-
sarily belong to FS(G
C), and generically its Mellin transform will not be a
∗-representation. Nevertheless, for self-adjoint H(t), E−iH(t) ∈ U(FS(GC)),
where U(FS(G
C)) denotes the group of unitary units in FS(G
C), and its
representation R(α)λ
(
E−iH(t)
) ∈ LB(H) is a bounded unitary operator. So
13The homomorphisms are required to map the identity in GC to the origin in V(µ).
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representing E−iH(t) via Mellin transform requires finding a suitable Mellin-
integrable integrand e−iH(t).
Off hand, one might first try to use the exponential function expGC
λ
on
the group , but this would only give access to Hamiltonians generated by GCλ
which only represents a small subset of FS(G
C).
Instead, consider hU(t) ∈ U(GC) for each t ∈ R to be self-adjoint and
ad-nilpotent where U(GC) is the universal enveloping algebra of GC. Define
e−ihU(t) :=
∞∑
n=0
1
n!
(−ihU(t))n . (3.3)
Since ρ′ extends to U(GCλ ) and hU(t) is assumed self-adjoint and ad-nilpotent,
the functional e−iρ
′(hU(t)) is well-defined, unitary, and in LB(H). This choice
of integrand is not necessarily the most general available, but it represents
a large class sufficient for our purpose and it makes manifest the dynamical
role of the topological group. Remark that πx(e
−iρ′(hU(t))) will be realized
as exponentiated matrices of left-invariant differential operators on ψ(x) as
expected.14
3.2 Dynamics
A first obvious remark is that nontrivial dynamics is possible only for non-
commutative C∗ ≡ LB(H) and non-abelian GC (which means functional
Mellin will be a ∗-representation when α = 1 and ρ is unitary). An im-
portant property of FS(G
C) necessary for consistency is that it contains a
copy of GD;
Proposition 3.1 ([9] prop. 2.34) Let UM(FS(G
C))) denote the unitaries
of the multiplier algebra of FS(G
C). Define iGC : G
C → UM(FS(GC)) by
(iGC(h)F)(g) := ρ(h)F(g) = Ad(h)F(gh) with h, g ∈ GC. Then the map iGC
is an injective, strictly continuous unitary-valued homomorphism.
Proof : The proof is left to the reference since R(1)λ (F) = Mλ[F; 1] is a
crossed product. But note that ρ is unitary and α = 1 so
R(1)λ (iGC(h)F) =
∫
GC
ρ(h)F(ggαh)ρ(h−1) Dλg
∣∣∣∣
α=1
=
∫
GC
ρ(h)F(ggα)ρ(h)ρ(h−1) Dλg
∣∣∣∣
α=1
= ρ(h)R(1)λ (F) . (3.4)
14An obvious extension of this section is to enlarge the domain of the Hamiltonian H to
C+ and S
1 × R+.
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In particular, R(1)λ (iGC(h)(Id)) = ρ(h)R(1)λ (Id) = ρ(h). Moreover, for the
∗-product, R(1)λ (iGC(h)Id ∗ iGC(h˜)Id) = ρ(h)ρ(h˜) = ρ(hh˜). So despite appear-
ances, our map iGC coincides with iG(h) of [9]. They are defined differently
because we use equivariant functionals F. 
This proposition means that group elements are indeed observables, and
R(1)λ (FS(GC)) contains the associated operators. In particular, this holds for
the dynamical group GD.
Now, adopting our third assumption, quantum dynamics of a closed sys-
tem is generated by a continuous, time-dependent inner automorphism F 7→
h(t) F h(t)−1 =: Ad(h(t))F with F ∈ FS(GC) and h(t) ∈ GD ⊆ UM(FS(GC)).
This induces a UR of the adjoint action by
R(α)λ
(
Ad(h(t))E−A
)
= R(α)λ
(
h(t)E−Ah−1(t)
)
= R(α)λ (h(t)) R(α)λ
(
E−A
) R(α)λ (h−1(t))
= Ad(h(t))A−αλ
=: A−αλ (t) (3.5)
where E−A ∈ FS(GC) and the functional complex power[18] for the general
case α 6= 1 is defined by A−αλ := R(α)λ (E−A) ∈ LB(H).
Equivalently, if h(t) is differentiable and we restrict to Hamiltonians from
the previous subsection,
dA(t)
dt
=
d
dt
Ad(h(t)) A = −iAd′e(hU(h(t)))A(t) =: ad(−ihU(h(t)))A(t)
(3.6)
where dh(t)/dt = −ihU(h(t)) = −iL′h(t)hU(h(0)) and h(0) = e is the identity
element. In other words, FS(G
C) models the Lie bracket structure ostensibly
possessed by AL through the derivative of the adjoint action — in this case
induced by the universal enveloping Lie algebra of GC.
Using Magnus’ expansion[25], h(t) can be written (for suitable t)
h(t) = e−ih˜U(t) (3.7)
such that
dh˜U(t)
dt
=
∞∑
n=0
Bn
n!
adn (hU(t)) h˜U(t) (3.8)
where Bn are Bernoulli numbers. The n-th power adjoint map ad
n (hU(t))
is defined by ad0 (hU(t)) h˜U(t) := h˜U(t) at the first level n = 0 and then
recursively by adn (hU(t)) h˜U(t) := ad
1 (hU(t)) ad
n−1 (hU(t)) h˜U(t). This leads
to the Heisenberg equation on R(α)λ
(
FS(G
C)
)
dA−αλ (t)
dt
= ad(−iH˜(t))A−αλ (t) = −i
[
H˜(t), A−αλ (t)
]
. (3.9)
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Meanwhile the LB(H) adjoint action Ad : GC → Inn(LB(H)) induces the
automorphism ρ(gλ) 7→ Ad(h(t))ρ(gλ) =: ρ(gλ(t)). Again, if the Hamiltonian
is of the type from the previous subsection,
dρ′(g(t))
dt
= −i
[
H˜(t), ρ′(g(t))
]
. (3.10)
Note that ρ′(g(t)) ∈ L(H), not necessarily being bounded, is not the image
of a time-dependent observable in FS(G
C). Nevertheless, if g(t) is (anti)self-
adjoint, it possesses a time-dependent spectrum that represents evolution of
the kinematical description in the sense that the parabolic decomposition
of GC and the consequent induced representation ρ are time-dependent in
general.
Put U(t) := R(α)λ (h(t)) and ψ(t) := U(t)ψ.15 Note that U(t) depends
implicitly on λ. As usual, unitarity supplies the connection between the
Heisenberg and Schro¨dinger pictures
〈φ|R(α)λ (F(t))ψ〉HD = 〈φ|U(t)−1R(α)λ (F)U(t)|ψ〉HD = 〈φ(t)|R(α)λ (F)|ψ(t)〉HD ,
and the dynamics give rise to time-dependent transition amplitudes
〈ψ1|R(α)λ (F(t))ψ1〉HD =
∫
X
(ψ1(x)|πDx (R(α)λ F(t))ψ1(x))Wx dµPD(x)
=
∫
X
(ψ(x; t)|πDx (R(α)λ F)ψ(x; t))Wx dµPD(x)
(3.11)
where πDx : LB(HD) → LB(Wx) is the appropriate restriction of πx. Recall
that these expectations are associated with dynamics and must therefore be
restricted to HD. Assuming that GDλ is connected, simply connected, and
H2(GDλ ,R)
∼= 0 (see § 2.1), then we are in business in the sense that the
S-matrix will enjoy the symmetries associated with PD.
3.3 Resolvent of a conservative Hamiltonian
It is instructive to apply this machinery to a familiar example.
Let φ hU ∈ HomC(C, UM(FS(GC))) denote a continuous one-parameter
subgroup of UM(FS(G
C)) generated by a time-independent self-adjoint Hamil-
tonian hU ∈ U(GCA). In particular, for some initial time t0, R(α)λ (φ hU(iR))
represents the evolution operator for t ≥ t0 and t ≤ t0. That is, we interpret
R(α)λ (φ hU(t)) =: e−H t ∈ LB(H), for all t ∈ iR, as the union of time-forward
15One should be careful not to misinterpret ψ(t). It represents a time-dependent element
of H, but it is not a function of t unless the base space of the associated fiber bundle is
augmented to R+ ×X .
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and time-reversed strongly continuous semi-groups that yield system evolu-
tion from the starting time t0.
The functional Mellin transform can be used to associate various ob-
servables in FS(G
C) with the evolution operator U(t) := e−H t under the
conditions that render it a ∗-representation. For example, R(α)λ (E−(H−zId))
gives the resolvent of H for α = 1, a suitable choice of λ, and z /∈ σ(H). This
follows readily from functional Mellin[18]
R(α)Γ (E−(H−zId)) =
∫
φ hU (iR)
e−(H−zId)g ρ(gα) dν(gΓ)
=
∫ i∞
0
e−(H−zId)g gα dν(gΓ) +
∫ −i∞
0
e−(H−zId)g gα dν(gΓ)
= (H − zId)−αΓ , α ∈ (0,∞) .
(3.12)
The measure on the first line is chosen to be ν(gΓ) = log(g)/Γ(α). The second
line uses φ hU(iR)
∼= iR+ ∪ −iR+. And the third line uses left-invariance of
the Haar measure and the fact that (H − zId) is invertible for z /∈ σ(H).
If H is self-adjoint, one can go further and define the functional power[18]
of a time-independent Hamiltonian observable
H−αλ :=
∫
φ hU(iR)
e−Hg ρ(gα) dν(gλ) , α ∈ S . (3.13)
Recall that α is restricted according to the nature of the representation ρ,
and S does not usually support values ℜ(α) < 0.
Example 3.1 A familiar but instructive example is the elementary kernel
∆−1 of the Laplacian on Rn (as the self-adjoint Hamiltonian), explicitly re-
alized on Wx ∼= Rn.
The degrees of freedom associated with a free particle on Rn are encoded
by a continuous map x : R+ → Rn which dictates λ : GC → R+ × Rn with
P = Rn and X = R+.
16 The right action of the generators of P = Rn on x is
by multiplication so the unitary right action of P amounts to multiplication
by a phase. Consequently, physical states are rays in H.
The elementary kernel for point-to-point boundary conditions is given by
K (xa, xb;n) := (xb|∆−1H |xa)Rn
= (xb|MH
[
E−∆; 1
] |xa)Rn
=
∫
φ∆(iR)
(xb|e−g∆ gα|xa)Rn DHg
∣∣∣∣
α=1
(3.14)
16We have augmented the base space {e} to R+×{e} in order to interpret x as a function
of t as discussed in the previous footnote.
20
where xa := x(ta) ≡ σ∗i x˘(ta) and the subscript H (which — with apologies —
has noting to do with the operator H above) denotes the choice of normalized
Haar measure.
The expectation (xb|e−g∆ gα|xa) can be interpreted as a (time-forward or
time-reversed) transition element on the principal bundle (R+×Rn,R+, p˘r,Rn)
— otherwise known as an equivariant group propagator.
Alternatively, as discussed previously, it can be formulated on the associ-
ated vector bundle and represented (up to gauge equivalence) as a functional
integral over the abelian topological group Xa of L
2,2(R+,R+ × Rn) pointed
paths (x, xa) : [ta, tb] ⊂ R+ → R+×Rn with x(ta) = xa. The pointed paths are
characterized by mean paths satisfying Dx¯ = 0 and covariance (symmetric
quadratic form)
−Q(x1, x2) = 1
2
{〈x1, D x2〉+ 〈x2, D x1〉} − B(x¯1, x¯2) (3.15)
where
〈x1, D x2〉 =
∫ tb
ta
(x1(t)|Dx2(t))t dt , (3.16)
with D = d2/dt2 and B is a symmetric boundary term associated with the
constraint x(tb) = xb.[29],[30]
The calculation of the functional integral is standard and yields the equiv-
ariant propagator (for the time-forward case)
(xb|e−g∆ gα|xa)Rn = θ(g) gα−n/2e−pi|xb−xa|2/ g . (3.17)
Consequently, the elementary kernel is given by (with Haar-normalization)
K (xa, xb;n) =
∫
φ∆(iR)
(xb|e−g∆ gα|xa)Rn DHg
∣∣∣∣
α=1
=
∫
R+
e−pi|xb−xa|
2/ t tα−n/2 d(lnt)
∣∣∣∣
α=1
, n/2− 1 ∈ 〈0,∞〉
= π1−n/2 Γ(n/2− 1)|xb − xa|2−n , n > 2 . (3.18)
The integral does not converge for n ≤ 2. This corresponds to the fact
that the associated kernels do not vanish at infinity. But the fundamental
strip can be extended to include n/2 − 1 ≤ 0. To extend the strip, make
use of eqs. (119)− (123) from [18]. This will yield elementary kernels up to
necessary boundary terms.
For R2 this gives ([18] eq. (123))
K (xa, xb; 2) =
d
dα
(xb|MH
[
E−∆; 1
] |xa)∣∣∣∣
(n
2
−α)↓0
= 2 log |xb − xa|+ log(π) .
(3.19)
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For R1 use [18] eq. (120) with p = 1 (which is valid for n/2− α > −1). Put
α = 1 and n = 1 to get
K (xa, xb; 1) =
(−1)p
Γ(p− (α− n
2
))
∫
R+
(
π|xb − xa|2
t
)p
e−pi|xb−xa|
2/t tα−
n
2
dt
t
= −√π |xb − xa| . (3.20)
Incidently, since the space of paths is an abelian group under point-wise
addition, functional Mellin is a representation for α ∈ R ∩ S, and it is legit-
imate to consider K s(xa, xb;n) := (xb|∆−sH |xa))Rn. In particular, for s = 2,
K 2(xa, xb;n) =
∫
φ∆(iR)
(xb|e−g∆ gα|xa)Rn DHg
∣∣∣∣
α=2
= π2−n/2 Γ(n/2− 2)|xb − xa|4−n , n > 4 . (3.21)
For n = 4 again use ([18] eq. (123));
K 2(xa, xb; 4) =
d
dα
(xb|MH
[
E−∆; 2
] |xa)∣∣∣∣
(n
2
−α)↓0
= 2 log |xb − xa|+ log(π) .
(3.22)
To extend the fundamental domain for R3 use [18] eq. (119) with p = 1. Put
α = 2 and n = 3 to get
K 2(xa, xb; 3) = MΓp
[
E−∆;α− n/2]
=
(−1)p
Γ(p− (α− n
2
))
∫
R+
(
π|xb − xa|2
t
)p
e−pi|xb−xa|
2/t tα−
n
2
dt
t
= −√π |xb − xa| . (3.23)
For R2, apply [18] eq. (123) to MΓp
[
E−∆;α− n/2] with p = 1, α = 2, and
n = 2;
K 2(xa, xb; 2) =
d
dα
(xb|MΓp
[
E−∆;α− n/2] |xa)∣∣∣∣
(n
2
−α)↓−1
= −2π|xb − xa|2
(
log |xb − xa|+ log(
√
π)
)
. (3.24)
Finally, for R1 use [18] eq. (119) with p = 1, α = 2, and n = 1 to get
K 2(xa, xb; 2) = π
3/2|xb − xa|3 . (3.25)
We emphasize that the propagators with extended fundamental strips are not
valid on unbounded regions: They must be supplemented with suitable bound-
ary terms since they do not vanish when |xb − xa| → ∞. In other words, the
domain of ∆−sH must be restricted to continuous paths with compact support
in these cases.
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Given the existence of a functional power of some operator H ∈ L(H)
defined by (3.13), for suitable conditions on the spectrum of H one can define
the functional trace[18]
TrH−αλ :=
∫
φ hU(iR)
tr
(
e−Hgρ(gα)
)
dν(gλ) , α ∈ S (3.26)
where tr is the trace in H. In generic cases, this integral requires regu-
larization to be well-defined. Closely related to the functional trace is the
functional determinant[18]
DetH−αλ :=
∫
φ hU(iR)
det
(
e−Hg ρ(gα)
)
dν(gλ)
=
∫
φ hU(iR)
e−tr(Hg) det (ρ(gα)) dν(gλ)
=: R(α)λ (E−TrH) , α ∈ S . (3.27)
This too typically requires regularization.
Unfortunately, such “simple” objects are not available for time-dependent
operators generated by time-dependent hU(t). The reason isG
D
λ can no longer
be reduced to a simple one-parameter subgroup, so the time-dependent H(t)
can’t be diagonalized by a time-independent basis in H. Loosely speaking,
one needs an infinite set of eigenfunctions; one for each t ∈ iR. Consequently,
the corresponding operators are full-blown functional integrals over (gener-
ally) non-abelian groups that are not easy to evaluate. Nonetheless, the full
arsenal of functional integral techniques and methods still apply. Better yet,
they apply within the rigorous C∗-algebraic setting.
4 Reality check
It is appropriate to check the proposed quantization procedure on non-
relativistic and relativistic quantum mechanics. Our exposition in this sec-
tion is an outline at a fairly superficial — but hopefully adequate — level to
relate pertinent objects to their standard counterparts. This exercise illus-
trates the proposed framework in familiar contexts, provides some functional
Mellin tools, and suggests some unconventional interpretations.
4.1 Non-relativistic QM
This subsection is not so much a check on the formalism as a demonstra-
tion: As we have stated, functional Mellin with α = 1 coincides with crossed
products[9], and the crossed product machinery has been substantially de-
veloped and checked in the non-relativistic QM context. (Recall that crossed
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products were historically constructed precisely to access the C∗-algebraic
foundations of QM.) Here we outline only the simplest case.
Non-relativistic quantum mechanics of a scalar particle in R3 is supposed
to be governed by the Heisenberg algebra H3 := spanR{h} ⊕ spanR{ei, e†i}
with brackets
[ei, e
†
j] = iδi,j h; [ei, ej ] = 0; [e
†
i , e
†
j] = 0; [h, ei] = [h, e
†
i ] = 0 (4.1)
where e−i := e
†
i is conjugate to ei and i ∈ {1, 2, 3}. The algebra clearly possess
a triangular decomposition, and it can be realized as creation/annihilation
operators on a bosonic Fock space in the usual manner with excitations
interpreted as energy levels. Note that the generators possess a zero ‘charge’
in the sense discussed in section 2.2.
The exponentiated algebra H3 is the Heisenberg group H3 with manifold
structure M [H3] ∼= R6 × R. But the same algebra also characterizes the
reduced Heisenberg group H3 with underlying manifoldM [H3] ∼= R6×U(1).
There doesn’t seems to be observable physics that differentiates between the
two groups so let’s take GCλ = (H
3)C as our locally compact topological group
and assume the dynamical group GD is the cover of H3, i.e. the Heisenberg
group H3.
Observing that u(1) is the maximal compact subalgebra, we choose the
parabolic subalgebra PC = E⊕ u(1) := spanC{ei} ⊕ u(1). Then the induced
unitary representations labeled by θ are determined by equivariant maps
ψ˘r ∈ L2((H3)C,V(θ)) where θ ∈ (0, 2π] and V(θ) is a one-dimensional, PC-
invariant subspace of the highest-weight module generated by u(1). It is well
known that these are all irreducible and unitarily equivalent.
Consequently, fix the representation with the choice θ ≡ ~ and con-
struct the line bundle WV = (W,C3, pr,V(~), PC) where PC = (H3)C/C3.
This line bundle is the vector bundle associated to the principal bundle
((H3)C,C3, p˘r, PC). Given a local trivialization and canonical section on
the principal bundle, an element ψ ∈ Γ(C3,W) with appropriate normaliza-
tion and constraints/boundary conditions can be identified with ψ˘, and we
can construct the quantum Hilbert space of state vectors H := L2(C3,W)
with a suitable PC-invariant measure µPC. The various realizations of this
representation and its relation to the bosonic Fock space realization is a well-
worn story. Suffice it to say that the holomorphic ‘wave function’ ψ(z) ∈ W
is interpreted as the probability amplitude of a particle at the point z ∈ C3
subject to certain constraints and/or boundary conditions.
The required covariance with respect to PD := H3/R3 adds one more
feature: The right action of ei on R
3 generates translation so equivalence
classes of physical state vectors are distinguished by three labels (p1, p2, p3).
Further work (that is not particularly revealing) is required to give a posi-
tion interpretation to the wave function, but eventually the physical state
vectors get restricted to a real slice R3 ⊂ C3 and then (p1, p2, p3) =: p can be
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interpreted as momentum and state vectors can be represented by ψp(x).
Recall by previous hypothesis, a general quantum system is modeled on
the C∗-algebra of integrable functionals F(GC) on some topological group
GC. In this example, for any given specific system determined by a particular
choice of λ, the topological group reduces to the locally compact topological
group GC → (H3)C. Then relevant operators along with their trace, log,
and determinant can be represented by Mellin functional integrals Mλ[F;α]
as long as F and its associated function f ∈ L1((H3)C, LB(H)) are Mellin
integrable with fundamental strip S ⊇ 〈0, 1〉. We gave an elementary example
of a resolvent operator in the previous section — (with obvious modifications)
the resolvent of the free Hamiltonian operator H = ρ′({ei, e†i}).
System evolution is generated by the adjoint action of unitary elements
E−iH(t) ∈ GD ⊆ UM(FS(GC)) where H(t) is the Hamiltonian observable
generating the dynamics. Its associated operator (R(1)λ )′(H(t)) springs from
H3, and in this sense the Heisenberg group is the dynamical group.
To finish the description of the dynamical system requires specification
of the physical Hilbert space HD representing GDλ = H3 — the covering
group of H3. Since H2(H3,R) ∼= 0, the ordinary UR ρ : (H3)C → LB(H)
just restricts and HD furnishes sub-representations ρD labeled by (θ, p). Ap-
pealing to the geometric quantization program suggests that restricting to
sub-representations in this case implies a choice of a real/holomorphic polar-
ization on TC3.
Remark 4.1 Consider a state vector that injectively maps a neighborhood
Ua ⊂ R3 → W. In particular, in a local trivialization the zero section map
Ua ∋ x 7→ (x, 0) can be interpreted as a ground state vector ϕ0. Then under
evolution by some unitary operator U(t), the new state vector U(t)ϕ0 will
map Ua ⊂ R3 to some (generally) nontrivial subspace in W. In other words,
M t := 〈ϕ0|(E(t) + iE†(t))ϕ0〉 is a time-dependent embedding Ua →֒ C3 and
dimR(M t) ≤ 3 (given suitable analytic/differentiable conditions on ϕ0).
So if we eschew the Born interpretation of a scalar wave function ψp(x)
(viz. the probability amplitude of its localization at x ∈ R3), the dynamics
generated by the Heisenberg group can be interpreted as giving rise to time-
dependent geometry embodied in M t. Further, if P t := 〈ϕ0|(E(t)−iE†(t))ϕ0〉
is a topological space, the cotangent bundle T ∗M t :=M t× P t can be thought
of as a time-dependent classical phase space associated with ϕ0. Note that in
general E(t) ⊆ PC so translation invariance is generically broken in T ∗M t.
If, in particular, the Hamiltonian has the simple explicit-time-independent
form H = p2 + V (x), then the base space Mt is static and the expected
evolution of a scalar particle with initial momentum (E(ta) − iE†(ta)) and
final position (E(tb) + iE
†(tb)) can be associated with a connected path in
T ∗M t for suitable V (x) as in standard non-relativistic QM.
There are two problems with this picture. First, it only describes a single
particle type with a given initial momentum and final position. To be realistic,
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the quantum Hilbert space should include a suitable sum over all relevant
particle types, say for example ψp,m(x) labeled by momentum and rest mass.
However, the group GC and its observed locally compact ‘shadow’ H3 only
allow to describe a single particle type unless we want to consider a direct
sum of Hilbert spaces over all particle types labeled by rest mass. (Roughly,
such a sum coincides with the idea of a second-quantized quantum field if we
relate the rest mass to the initial momentum.) The problem with this idea
is that the dynamical Heisenberg group, which is supposed to tell all, doesn’t
allow for transitions between the single-particle Hilbert spaces: it has nothing
to say about rest mass. Second, the expected geometry is not Minkowski which
is required to relate the rest mass to initial momentum in the first place.
One fix for both problems, of course, is to replace the Heisenberg group with
Poincare´.
4.2 Poincare´ QM
Since the Poincare´ algebra doesn’t have a triangular decomposition and hence
does not conform to assumption 2.1, let’s instead begin with GCλ = SO(5,C).
We will recover Poincare´ QM via the standard group contraction of anti
deSitter (AdS) SO(3, 2)→ ISO(3, 1).
Begin with the group algebra
[eij, ekl] = ηjkeil + ηilejk − ηjleik − ηikejl (4.2)
where η = diag(−1, 1, 1, 1,−1) is the metric on the underlying group manifold
and eji = −eij . Its maximal compact subalgebra is so(3) ⊕ so(2) generated
by say jab := ieab where a, b ∈ {1, 2, 3} and h := ie04. Accordingly, induced
URs relevant to the eventual contraction employ the algebra decomposition
i[jab, jcd] = ηbcjad + ηadjbc − ηbdjac − ηacjbd
i[z±a , jbc] = ±ηabz±c ∓ ηacz±b
[z±a , h] = ∓z±a
[z+a , z
−
b ] = −2(ηabh+ ijab)
[z±a , z
±
b ] = 0 , [jab, h] = 0 (4.3)
where z+a := (ie0a+ea4) and its conjugate z
−
a := (z
+
a )
† = (ie0a−ea4). However,
it is easier to visualize the contraction using the alternative decomposition
i[jµν , jσρ] = ηνσjµρ + ηµρjνσ − ηνρjµσ − ηµσjνρ
i[zµ, jνσ] = ηµνzσ − ηµσzν
[zµ, zν] =
i
R2
jµν (4.4)
where µ ∈ {0, 1, 2, 3} and zµ := R−1eµ4 with R the AdS radius. The con-
traction to Poincare´ is clearly evident in this decomposition. And since the
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zµ mutually commute when R → ∞, they serve to parametrize relevant
states via induced representations in this limit. It is useful to compare the
representations induced by both Lie algebra decompositions.
Turning attention to the second decomposition (4.4), construct the princi-
pal bundle (SO(5,C), Z, p˘r, SL(2,C)) along with its associated Whitney bun-
dle (W, Z, pr,W(µ), SL(2,C)) derived from finite-dimensional lowest-weight
IRs of sl(2,C). The coset space Z = (SO(5,C)/SL(2,C) is generated by
zµ and will contract to C
4 when the AdS radius R → ∞. In this limit the
Hilbert space of state vectors ψ˘ ∈ L2(SO(5,C),W(µ)) can be canonically
associated with sections ψ ∈ L2(Z,W) precisely because [zµ, zν ] R→∞= 0.
Post contraction, the dynamical group is GD = R3,1 ⋊ Spin(3, 1), the
dynamical gauge group is PD = ISO(3, 1), and real (non-unitary) represen-
tations are furnished by physical state vectors [ψ(A,B)]k ∈ L2(ℜ(Z),W) which
are equivalence classes labeled by spin content (A,B), and vector k ∈ R3,1.
The restriction to the physical state subspace requires a choice of embedding
R3,1 →֒ Z. Viewing Z = C4 as R3,1 ⊕ iR3,1, the equivalence classes [ψ(A,B)]k
can be seen to furnish two groups of complex conjugate representations. The
temptation is to attach a particle/anti-particle interpretation to these state
vectors. However, the inducing representations of SL(2,C) are not unitary
so these state functions cannot represent probability densities in general.17
It is plausible that expectations of suitable operators in these represen-
tations relative to some ground state can be given a classical relativistic
phase space interpretation according to the suggestion in Remark 4.1. But
instead, we will follow convention and pursue a particle interpretation with
the help of the Lie algebra decomposition (4.3). The relevant parabolic sub-
group here is PC = spanC{z+a } ⊕ so(3,C)⊕ so(2,C) which induces the com-
plex coset space Z := SO(5,C)/PC. Now construct the principal bundle
(SO(5,C),Z, p˘r, PC) and its associated bundle (W,Z, pr,W(µ), PC) derived
from all relevant dominant-integral lowest-weight IRs of so(3) ⊕ so(2). The
inducing UIRs are labeled by r = (j,m, θ) with quantum numbers (j,m)
from SO(3) and θ from SO(2). The Hilbert space of states is comprised
of [ψ(r)]z0 ∈ L2(Z,W) where the equivalence classes are labeled by a vector
z0 ∈ Z coming from the right action of exp{z+a } on Z.
However, the interpretation of these state vectors is not yet clear since the
induced representations are generically reducible and they are parametrized
by C3. All we know is that they must be either holomorphic or anti-
holomorphic functions on Z because we assumed the symmetry G− ↔ G+ in
the algebra decomposition. To facilitate state vector interpretation, we will
construct coherent states.[26],[27]
17Of course Dirac found a class of evolution operators acting on spin- 12 state vectors
that conserves probability density and thus allows a particle/anti-particle interpretation
for fermions.
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4.2.1 Coherent states
Given a local trivialization {Uα, ϕα} of the Whitney sum bundle and a local
chart φ : Uα → Z, a point w ∈ π−1(Uα) ⊂ W can be represented on Z×W(µ)
as
|φ(z);µ) :=
(
exp
{
1
2
∑
a
z∗a z
−
a
})
|µ) (4.5)
where φ(z) = z∗a ∈ Z are coordinates of the point z ∈ Uα, the vector |µ)
represents a basis of W(µ), and we used the coset parametrization given by
g = exp{1
2
∑
a z
∗
a z
−
a } exp{pC} with pC ∈ PC. To simplify notation choose
normal coordinates and write |φ(z);µ)→ |z∗;µ).
With this construction, a physical state vector [ψ(r)]z0 ∈ H can be mod-
eled locally on Uα × W(µ) as (z;µ|ψ〉 =: ψµ(z) ≡ σ∗αψ˘(z) where µ carries
both r and z0 labels. We call ψµ(z) a coherent state wave function or co-
herent state (CS) for short. It is an equivalence class of column vectors
according to the relevant UIRs of SO(3) × SO(2) collectively labeled by
µ = (µ(r1,z01), . . . , µ(rn,z0n)). Since V(r)w− are unitary IRs, ψµ(z) is comprised
of components ψ
µ
(z) = (ψµ(r1,z01)(z), . . . ,ψµ(rn,z0n)(z)) that do not mix — a
kind-of super selection. Similarly, the ∗-homomorphism πz defined in (2.12)
has a CS realization (z;µ|Oψ〉 = Ôψ
µ
(z) with O ∈ LB(H).
There are exceptional CS associated with ground states and vacuum
states: Letw+ := (w
(r1)
+ , . . . , w
(rn)
+ ) denote the collection of dominant-integral
highest weights for all relevant UIRs of SO(3)×SO(2). Define a ground state
by ψ˘0(g) := vw+ ∈ W(µ) ∀g ∈ PC, and a vacuum-state to be the ground state
of the UR induced from the trivial representation of SO(3)× SO(2). In this
case, W(µ) ⊃ V(0)1 is one-dimensional and (ρ(g)ψ˘0)(g) ∝ vµ for all g ∈ PC.
Evidently the vacuum may be identified with the zero section ofW and it
is appropriate to call PC the gauge group and vµ a gauge-invariant vacuum.
This suggests a natural definition of the CS model for the vacuum state
vector ϕ0 ∈ H as (z;µ|ϕ0〉 := vµ(z) ≡ vµ for all z ∈ Z with normalization
〈ϕ0|ϕ0〉H = |vµ|.
Denote the reproducing kernel on Uα ×W(µ) by
(z′;µ′|z∗;µ) =: (K (z′, z∗))µ′ µ (4.6)
and the associated resolution of the identity by
Id =
∫
Uα
|z∗;µ) dσ(z) (z;µ| (4.7)
where
dσ(z) := N K−1(z, z∗) dz =: P(z) dz . (4.8)
N is a normalization constant and (z;µ| Id ψ〉 = Îdψ
µ
(z) with Id the iden-
tity operator on H.
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From these, one obtains the local CS superposition on W;
|ψ〉α =
∫
Uα
|z∗;µ) dσ(z) (z;µ|ψ〉 (4.9)
which must then be extended globally to Z. Similarly,
〈ψ|Oψ〉H =
∫
Z
ψ
†
µ′
(z′)P(z′) Ôψ
µ′
(z′) dz′
=
∫
Z
∫
Z
ψ
†
µ′
(z′)P(z′) (z′;µ′|O|z∗;µ)P(z)ψ
µ
(z) dz′ dz
=:
∫
Z
∫
Z
ψ
†
µ′
(z′)KO(z
′, z∗)ψ
µ
(z) dz dz′ . (4.10)
With suitable restrictions, Ôψ
µ′
(z′) = (z′;µ|Oψ〉 can be rendered a distri-
bution, and KO(z
′, z∗) can be interpreted as the CS model of the propaga-
tor(integral kernel) associated with operator O−1.
4.2.2 Physical interpretation
The problem is, the dynamical group isGD = R3,1⋊Spin(3, 1). The challenge
then is to uncover the effects of the group contraction on these CS and
interpret them physically.
Notice the Whitney vector bundle can be combined into position-type
and momentum-type bundles with Q := Z + Z∗ and P := i(Z − Z∗) base
spaces and typical fibers WQ(µ) = W(µ) +W∗(µ) and WP(µ) = i(W(µ) −W∗(µ)).
Momentum-type physical states [ψ(r)]k ∈ L2(P,WP) can be represented by
CS as ψ
µ
(p) = i(ψ
µ
(z)−ψ
µ∗
(z∗)) with k ∈ P and similarly for position-type
physical states.
Meanwhile the tangent space at a point in the principle bundle is equipped
with a bracket structure that can be expressed by (4.4). Evidently the dy-
namics that induce the group contraction serve to augment the CS parametriz-
ing space which is now generated by the mutually commuting elements {pa, h}
with pa = i(z
+
a − z−a )/2, and the limit R →∞ sends θ → k0 ∈ R. This aug-
mented parameter space carries over to the associated momentum-type vector
bundle (WP,R3×R, pr,WP(µ˜), SU(2)×SU(2)) where nowWP(µ˜) furnishes real
representations of SU(2)×SU(2) and the signature of the metric on R3×R
is Minkowski.
Physical states [ψ(r˜)]k ∈ L2(R3,1,⊕µ˜WPµ˜ ) now with r˜ := (k0, A, B) are
Lorentz-covariant equivalence classes labeled by (k, k0) ∈ R3,1 and A,B
integer/half-integer. Appealing to Lorentz covariance, we can put k2 − k20 =
−m20 where m0 is the rest mass of some particle and thereby interpret the
set of vector components of [ψ(j)]m0(p) := [ψ
(r˜)]k(p) ∈ WPµ˜ as a collection of
dim(WPµ˜ ) = 2j + 1 states characterized by rest mass m0, spin j, and helicity
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σ: they have an associated CS representation ψ
µ˜
(p). Since the components
of [ψ(r˜)]k correspond to single particles, construct the Fock space F (⊕µ˜WPµ˜ )
and the multi-particle physical Hilbert space L2(R3,1, F (⊕µ˜WPµ˜ )) ∋ Ψµ.
With this CS interpretation of multi-particle states, consider system dy-
namics governed by some Hamiltonian H(t) = t C1+Hint(t) coming from the
universal enveloping algebra U(iso(3, 1)) where C1 is the quadratic Casimir.
For the evolution operator U(t) = e−i(t C1+Hint(t)), we end up with Poincare´-
invariant transitions
〈Ψ|U(t) Ψ〉 =
∫
R3,1
∫
R3,1
Ψ
†
µ′
(p′)KU(t)(p
′, p)Ψµ(p)dp dp
′ (4.11)
where KU(t)(p
′, p) = P(p′)(p′,µ′|U(t)|p,µ)P(p). But the dynamics, what-
ever they are, can only alter 4-momentum, helicity, and particle number.18
The momentum space propagator KU(t)(p
′, p) can be given a functional
integral realization along the lines of example 3.1. If we agree not to identify
evolution-time t with the h coordinate on R3,1, there is no issue with Poincare´
invariance: After all, evolution-time just parametrizes the one-dimensional
subgroup of GDλ that generates the particular dynamics.
Generically however, the propagator for the full Hamiltonian is difficult if
not impossible to calculate. On the other hand, being quadratic, K C1(p
′, p)
can be calculated explicitly. Wick’s theorem, together withK C1(p
′, p) applied
to the ground state, then serves to construct a momentum-space perturbative
QM of relativistic dynamics.
Remark 4.2 The perturbative QM just described can be recast in the form of
conventional QFT. The first step is to identify a “creation operator” with each
CS vector component according to a†(p, σ)ϕ0 ≡ ψ†µ˜(p) where ϕ0 represents the
zero section of the full bundleW. Likewise, identify its conjugate operator by
(a†(p, σ)ϕ0)
† ≡ ψµ˜(p). The obvious interpretation is these operators create
and destroy particles of rest mass m0, spin j, and helicity σ at the point
p ∈ R3,1 when applied to the zero section ϕ0 ∈ HD.
Next, relate the state vectors [ψ(A,B)]k and [ψ
(r˜)]k (when k = (k, k0)) by
defining a “space-time CS” onM4 (representing [ψ(A,B)]k) through the Fourier
transform of a linear superposition of momentum-space CS:
ψl(q) :=
∑
σ
∫
R3,1
[
ul(p, σ)ψ
†
µ˜
(p)eip.q + vl(p, σ)ψµ˜(p)e
−ip.q
]
θ(m0)δ(p
2+m20) dp
(4.12)
where ul(p, σ) and vl(p, σ) are sufficiently smooth functions whose Poincare´
transformation properties are determined by those of ψµ˜(p) and the require-
ment that ψl(q) be Poincare´ covariant with spin content (A,B). The QFT is
18To get a realistic theory with a Poincare´-invariant S-matrix, one would (as usual) have
to enlarge the dynamical group beyond Poincare´; constrained by the Coleman-Mandula
theorem.
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then given perturbative meaning by identifying the momentum-space prop-
agator K C1(p
′, p) with the Fourier transform of the time-ordered product
T {ψl(q′)ψl(q)}.
Remark 4.3 Poincare´ QM can be given a more canonical quantization fla-
vor by returning to the decomposition of (4.3). Usually, the generator h is
associated with energy, but instead we will interpret it as a generator of en-
tropy (understood as suitably scaled imaginary action). Note that z±a carry
entropy ‘charge’ in AdS space. Now scale z±a by the AdS radius R and h
by some fiducial entropy S. To effect contraction, let R → ∞ while hold-
ing S/R2 constant. In this limit, z±a no longer carry entropy but we have
[z+a , z
−
b ] = −2ηabh for suitable normalization. Evidently, now ρ′(z±a ) can be
interpreted as entropy annihilation/creation operators and their CS realiza-
tions are parametrized by C3 and labeled by entropy and UIRs of SO(3).
For dynamics governed by ISO(3, 1), choose a real sub-representation
based on the decomposition z±a ∼ qa ± ipa. Time-dependence is determined
according to z±a (t) = U
−1(t)qaU(t) ± U−1(t)ipaU(t). The CS realization of
time-dependent qa(t) and ipa(t) can be interpreted as conjugate field operators
on R3×R in the sense of canonical QFT. Given these canonically conjugate
operators, the path to a Lorentz-invariant formulation on M4 is thoroughly
discussed in [32]. But its implementation in this context requires under-
standing the implications associated with the substitution energy 7→ entropy
required by our interpretation of h. We leave this to future work.
5 Summary
The assumptions enumerated in section 2.1, along with the functional inte-
gration framework summarized in Appendix A, provide a hybrid realization
of the axioms of quantum mechanics incorporating both functional and alge-
braic constructs. The center-piece of the construction is a topological group
such that: (i) its induced representations directly determine the Hilbert space
of states, (ii) it indirectly models the quantum C∗-algebra through the func-
tional Mellin transform, (iii) it suggests a topological interpretation of the
measurement process, and (iv) it generates the dynamics through an inner-
adjoint action on the C∗-algebra.
The topological group is the star, but the functional Mellin transform is
the work-horse. Once the underlying topological group has been specified,
functional Mellin simultaneously defines the quantum C∗-algebra and pro-
vides representations of its observables, transition amplitudes, traces, and
determinants. There is sophisticated mathematical machinery surrounding
C∗-algebras and non-commutative function spaces, and the expectation is
that functional Mellin will benefit from this and perhaps lead to useful com-
putational techniques and methods in quantum physics beyond the simple
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examples presented here.
There is a particularly notable aspect of the construction; the economy of
assumptions that produce quantization. This is due to the leading role played
by the topological group: it underlies both the kinematics and dynamics. It
means that one can replace the notion of ‘quantizing a classical system’ with
‘specifying a topological group’. There is no ambiguity associated with the
latter, and the role of the correspondence principle is reversed — it now
defines the ‘classical system’ via the family Λ. But, there is no free lunch
because (assuming the pertinent group has been found) one must still some-
how determine the specific evolution observable and physical Hilbert space
that yield the correct dynamics associated with a given quantum system.
A Functional integration
This appendix is a very brief summary of [24].
We are given the data (G,B, GΛ) where G is a Hausdorff topological
group, B is a Banach space that may have additional algebraic structure, and
GΛ := {Gλ, λ ∈ Λ} is a family of locally compact topological groups indexed
by homomorphisms λ : G → Gλ. The rigorous B-valued integration theory
associated with {Gλ, λ ∈ Λ} is used to define and characterize functional
integration on G.
Definition A.1 Let F(G) represent a space of functionals F : G → B, and
denote the restriction of F to Gλ by f := F|Gλ. Let ν be a left Haar measure
on Gλ.
A family (indexed by Λ) of integral operators intΛ : F(G)→ B is defined
by
intλ(F) =
∫
G
F(g)Dλg :=
∫
Gλ
f(gλ) dν(gλ) (A.1)
given f ∈ L1(Gλ,B) for all λ ∈ Λ. We say that F is integrable with respect
to the integrator family DΛg, and F(G) ⊆ F(G) is a space of integrable
functionals.
Further, if B is an algebra, define the functional ∗-convolution by
(F1 ∗ F2)λ (g) :=
∫
G
F1(g˜)F2(g˜
−1g)Dλg˜ (A.2)
for each λ ∈ Λ.
For any given λ, the integral operator is linear and bounded according to
‖intλ(F)‖ ≤
∫
Gλ
‖f(gλ)‖ dν(gλ) = ‖f‖1 <∞ . (A.3)
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This suggests to define the norm ‖F‖ := supλ ‖F‖λ where
‖F‖λ :=
∫
G
‖F(g)‖ Dλg :=
∫
Gλ
‖f(gλ)‖ dν(gλ) = ‖f‖1 <∞ . (A.4)
The definition of ∗-convolution then implies
‖F1 ∗ F2‖λ =
∫
Gλ
∫
Gλ
‖f1(g˜λ)f2(g˜−1λ gλ)‖ dν(g˜λ, gλ)
=
∫
Gλ
∫
Gλ
‖f1(g˜λ)f2(gλ)‖ dν(g˜λ)dν(gλ)
≤
∫
Gλ
∫
Gλ
‖f1(g˜λ)‖‖f2(gλ)‖ dν(g˜λ)dν(gλ)
= ‖F1‖λ‖F2‖λ (A.5)
where the second line follows from left-invariance of the Haar measure and
the last line follows from Fubini. Moreover, a similar computation (using left-
invariance and Fubini) establishes (F1∗F2)∗F3 = F1∗(F2∗F3). Consequently,
F(G) inherits the algebraic structure of B:
Proposition A.1 ([24], Prop. 2.2) If B ≡ B∗ is a Banach ∗-algebra,
then F(G) — endowed with a suitable topology and involution F∗(g) :=
F(g−1)
∗
∆(g−1) and completed with respect to the norm ‖F‖ = supλ ‖F‖λ
— is a Banach ∗-algebra, and intλ is a ∗-homomorphism.
Corollary A.1 If B is a C∗-algebra, then F(G) is C∗-algebra when com-
pleted w.r.t. the norm ‖F‖ = supλ ‖F‖λ.
Note that the products in F(G) and L1(Gλ,B) are trivially equivalent
by definition, but their respective norms are not. If the cardinality of GΛ is
finite, our choice of norm on F(G) implies its restriction to GΛ is a direct sum
F(G)|GΛ =
⊕
λ∈Λ L
1(Gλ,B). In this regard, a ‘query’ — which corresponds
to a particular λ — induces a projection.
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