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Construction du cœur compact d’un arbre re´el par
substitution d’arbre
Yann Jullian
Re´sume´
Etant donne´ un automorphisme de groupe libre σ et un repre´sentant topologique train-
track de son inverse, on peut construire un arbre re´el T appele´ arbre re´pulsif de σ. Le
groupe libre agit sur T par isome´tries. La dynamique engendre´e par σ peut eˆtre repre´sente´e
par l’action du groupe libre restreinte a` un sous-ensemble compact bien choisi du comple´te´
me´trique de T . Cet article construit ce sous-ensemble sur une classe d’exemples en introdui-
sant des ope´rations appele´es substitutions d’arbre ; on mettra en e´vidence les relations entre
la construction par substitution d’arbre et la dynamique symbolique sous-jacente.
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Introduction
On distingue deux grandes classes de syste`mes symboliques ; les de´calages de type fini ([LM95]),
et les syste`mes substitutifs ([Que87]). Les derniers sont souvent de bons candidats pour de´crire
des syste`mes auto-similaires, c’est-a`-dire des syste`mes dont la dynamique globale se retrouve loca-
lement par l’application premier retour ([AI01]). On se pose ici le proble`me inverse ; e´tant donne´
un syste`me dynamique substitutif, peut-on interpre´ter ge´ome´triquement sa dynamique ? Cette
question a e´te´ largement e´tudie´e et aborde´e sous des angles multiples, et chaque me´thode vient
avec son propre jeu de restrictions. On citera par exemple les fractals de Rauzy ([Rau82], [AI01],
[CS01b]) ou les e´changes d’intervalles ([Kea75], [Vee78], [Rau79]), dont la dynamique symbolique
est engendre´e par un e´change de domaines. Une condition suffisante pour l’existence d’un fractal
de Rauzy (et d’un e´change de domaines de´fini a` ensembles de mesures nulles pre`s sur ce fractal) est
donne´e dans [AI01] et [CS01b] ; si la matrice d’incidence de la substitution est unimodulaire Pisot
et si la substitution ve´rifie la condition de forte co¨ıncidence, alors on peut de´finir un fractal de
Rauzy qui supporte la dynamique de la substitution. Dans le cas des e´changes d’intervalles, il est
par exemple ne´cessaire que la matrice d’incidence de la substitution soit symplectique ([Via07]). En
re`gle ge´ne´rale, la question de l’existence d’un fractal de Rauzy (et d’un e´change de domaines bien
de´fini) ou d’un e´change d’intervalles permettant de repre´senter la dynamique d’un syste`me substi-
tutif est encore largement ouverte. On note que ces repre´sentations sont base´es sur la minimalite´
des syste`mes dynamiques symboliques engendre´s par une classe de substitutions ; les substitutions
primitives. On rappelera les proprie´te´s les plus importantes de ces syste`mes en section 1.
Toute substitution sur un alphabet A peut s’e´tendre en un endomorphisme du groupe libre de
base A. Tandis que la the´orie ge´ne´rale des endomorphismes de groupe libre est encore incertaine,
celle des automorphismes est beaucoup plus de´veloppe´e ([CV86], [BH92], [BFH97]), et c’est dans
ce cadre que nous nous placerons. En ge´ne´ral, la dynamique engendre´e par un automorphisme est
plus complique´e que celle d’une substitution ; des annulations peuvent se produire. Dans [BH92],
M. Bestvina et M. Handel donnent des me´thodes pour controˆler ces annulations, et de´finissent
notamment les repre´sentants topologiques (applications f : G → G, ou` G est un graphe topolo-
gique) train-track des automorphismes de groupe libre. Pour une me´trique bien choisie sur G, une
application train-track e´tend uniforme´ment les arcs de G (en multipliant leurs longueurs par un
facteur constant).
La dynamique des automorphismes de groupe libre est souvent repre´sente´e par des actions
de groupe libre sur des arbres re´els. Se servant des re´sultats de [BH92], D. Gaboriau, A. Jaeger,
G. Levitt et M. Lustig associent dans [GJLL98] un arbre re´el Tα a` tout automorphisme α de
groupe libre. L’arbre Tα est muni d’une action (non-triviale, minimale et avec des stabilisateurs
d’arcs triviaux) du groupe libre par isome´tries, et l’action de l’automorphisme α est repre´sente´e
par une homothe´tie sur Tα. Lorsque le train-track repre´sentant α est strictement dilatant, l’ac-
tion est a` orbites denses. Rejoignant les travaux de G. Levitt et M. Lustig dans [LL03], on peut
alors construire une application e´quivariante surjective Q de ∂F (le bord de Gromov du groupe
libre F ) dans Tα ∪ ∂Tα (ou` Tα est le comple´te´ me´trique de Tα et ∂Tα est son bord de Gromov).
Cette application traduit l’action du groupe libre sur son bord en termes d’isome´tries sur l’arbre.
D’autres de´finitions de Q peuvent eˆtre trouve´es dans [CHL08] et [CHL09]. Dans [CHL09], elle est
utilise´e pour de´finir un compact (l’ensemble limite ou cœur) (inclus dans T ) associe´ a` tout arbre
T de´fini avec une action (par isome´tries) du groupe libre tre`s petite, minimale, et a` orbites denses.
On s’inte´resse aux dynamiques induites par l’action du groupe libre sur ces compacts.
La section 2 de´finit une nouvelle notion : les substitutions d’arbre. Combinatoirement, les
substitutions d’arbre peuvent eˆtre vues comme des ge´ne´ralisations des substitutions sur les mots ;
notamment, toute substitution induit naturellement une substitution d’arbre. Dans [Jul09, chapitre
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4, 5], on e´tudie les proprie´te´s de ces objets, et on explique comment elles permettent d’obtenir
des compacts invariants par constructions graphe-dirige´es (au sens de [MW88]). Dans le cadre de
cet article, elles sont utilise´es comme un moyen simple de construire des arbres re´els compacts
auto-similaires. On associera un arbre re´el a` tout arbre simplicial ; la section 2.3 de´crit un espace
adapte´ a` ces re´alisations. La substitution d’arbre produira ainsi une suite convergente d’arbre re´el
et on s’inte´ressera a` l’arbre limite.
Etant donne´e une substitution, l’objectif est de construire une substitution d’arbre, et d’obtenir
graˆce a` elle un arbre re´el auto-similaire et une partition de celui-ci ; cette partition nous permettra
de de´finir un e´change de domaines conjugue´ au syste`me dynamique engendre´ par la substitution
initiale. L’objet principal de cet article est de proposer une telle construction pour la famille
particulie`re d’exemples de´finie au paragraphe suivant. On insistera sur le fait que la substitution
d’arbre permet de mettre en e´vidence les proprie´te´s ge´ome´triques et dynamiques de l’arbre limite.
On prouvera notamment que les points de branchement (points de valence au moins trois) de
cet arbre sont exactement les points dont l’orbite est code´e par un de´cale´ du point fixe de la
substitution initiale. On effectuera e´galement une e´tude de´taille´e de la combinatoire du syste`me
symbolique, en particulier des facteurs bispe´ciaux de son langage ; on montrera comment ces
derniers interviennent dans la construction des points de branchement et permettent d’expliquer
en quoi la substitution d’arbre ≪ refle`te ≫ la dynamique engendre´e par la substitution. Ce travail
est effectue´ en section 3.
Chaque substitution σ de la famille conside´re´e est primitive inversible, et on la conside`re comme
un automorphisme de groupe libre. Dans la section 4, on de´finira l’arbre T de [GJLL98] associe´ a`
l’automorphisme σ−1, inverse de σ, et on montrera que le compact obtenu en section 3 peut eˆtre
vu comme une partie de T , le comple´te´ me´trique de T . Cette partie est a` rapprocher de l’ensemble
limite de´crit dans [CHL09].
Enonce´ des re´sultats
Soit d ≥ 3. On note A l’alphabet A = {1, 2, . . . , d} et A∗ l’ensemble des mots finis a` lettres
dans A ; le mot vide est note´ ǫ. La substitution (morphisme du mono¨ıde A∗) primitive σ est de´finie
par :
σ : 1 7→ 12
k 7→ (k + 1) pour 2 ≤ k ≤ d− 1
d 7→ 1
L’application de´calage est l’application S de AN dans AN qui a` un mot V = (Vi)i∈N associe
S(V ) = (Vi+1)i∈N. Soit ω le mot de A
N de´fini par ω = lim
n→+∞
σn(1) ; on note Ω+ l’adhe´rence de
l’orbite de ω sous l’action de S. Le syste`me dynamique symbolique (Ω+, S) engendre´ par σ est
minimal et uniquement ergodique (cf. [Que87]).
Dans la section 2, nous introduirons la notion de substitution d’arbre. Un arbre simplicial
(graphe connexe sans cycle) est la donne´e d’un couple (V , E), ou` V est un ensemble de sommets
(pris dans un ensemble non de´nombrable quelconque) et E est une partie de V×V×Aτ (ou` Aτ est
un alphabet) ; les areˆtes sont oriente´es et colore´es par les e´le´ments de Aτ . L’ensemble des arbres
finis (au sens du nombre d’areˆtes) ainsi de´finis est note´ S0(Aτ ), et on note SE(Aτ ) l’ensemble
des arbres de S0(Aτ ) constitue´s d’une unique areˆte.
De´finition 2.2. Une substitution d’arbre est une application τ de SE(Aτ ) dans S0(Aτ ) telle
que :
– pour tout X ∈ SE(Aτ ), les sommets de X sont des sommets de τ(X),
– les images par τ de deux arbres de SE(Aτ ) de meˆme couleur sont e´gales a` renommage des
sommets pre`s.
L’application τ s’e´tend naturellement en une application de S0(Aτ ) dans S0(Aτ ) en prenant
l’union des images des areˆtes. On pourra par exemple se reporter aux figures 1 et 2.
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Nous construirons une substitution d’arbre associe´e a` σ. On noteAτ = {1, . . . , d, (d+1), . . . , (2d−
2)} ; l’alphabet Aτ contient A, ainsi que d − 2 lettres supple´mentaires. Pour tout i ∈ Aτ , l’arbre
Xi = ({x, y}, {(x, y, i)}) est un e´le´ment de SE(Aτ ), et on de´finit τ par :
– τ(X1) = Xd,
– l’image de X2 est repre´sente´e sur la figure 1,
– τ(Xi) = Xi−1 si 3 ≤ i ≤ d,
– τ(Xd+1) = X1,
– τ(Xi) = Xi−1 si d+ 2 ≤ i ≤ 2d− 2.
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Figure 1 – Substitution d’arbre associe´e a` σ.
On appelle T s0 (l’exposant s indique qu’il s’agit d’un arbre simplicial) l’arbre constitue´ d’un sommet
x0 et de d areˆtes colore´es 1, 2, . . . , d sortant de x0. Pour tout n ∈ N, on de´finit T sn = τ
n(T s0 ), et
on note Vsn l’ensemble des sommets de T
s
n. La figure 2 illustre l’action de τ sur T
s
0 (dans le cas
d = 3).
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Figure 2 – Repre´sentation de T s0 , T
s
1 , T
s
2 , T
s
3 dans le cas d = 3.
Un arbre re´el T est un espace me´trique ge´ode´sique et 0-hyperbolique ; le degre´ d’un point x de
T est le nombre de composantes connexes de T \ {x}. L’espace Rd (de´crit dans la section 2.3) est
un arbre re´el qui contient tous les arbres re´els posse´dant un nombre fini de points de branchement
(points de degre´ > 2), et dont les points sont de degre´ maximal (2d). Re´aliser l’arbre simplicial T sn
consiste a` conside´rer chaque areˆte comme un segment de R ; on obtient ainsi une partie de Rd.
Par de´finition des substitutions d’arbre, Vsn ⊂ V
s
n+1 pour tout n ∈ N. Si on impose en plus que
deux areˆtes de T sn de meˆme couleur sont envoye´es sur deux segments de meˆme longueur, alors la
suite (Tn)n de re´alisations est de´finie de manie`re unique a` homothe´tie pre`s ([Jul09, section 5.5]).
La suite (Tn)n ainsi obtenue est une suite de Cauchy (pour la distance de Hausdorff) et converge
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vers un arbre re´el compact Tτ de Rd, le comple´te´ me´trique de R
d. On de´finira, en utilisant les
proprie´te´s combinatoires de la substitution d’arbre, une application surjective fQ : Ω
+ → Tτ , et
on verra que fQ re´alise une conjugaison entre le syste`me symbolique et un syste`me d’isome´tries
partielles sur Tτ . La construction de cette application passe par une e´tude de´taille´e de la combina-
toire du syste`me symbolique et des points de branchement de la substitution d’arbre. On montrera
en particulier que fQ est une bijection de l’ensemble des de´cale´s du point fixe de la substitution σ
dans l’ensemble des points de branchement de Tτ , et on mettra en e´vidence une relation entre ces
points de branchement et les facteurs bispe´ciaux du langage.
Une des ambitions de cet article est de poser les bases d’une the´orie plus ge´ne´rale. Etant donne´e
une substitution inversible, on voudrait pouvoir se servir des proprie´te´s du syste`me dynamique
engendre´ que l’on connaˆıt bien pour construire de manie`re syste´matique une substitution d’arbre
associe´e. A cet effet, on met en e´vidence, sur l’exemple propose´, une relation fondamentale entre
le syste`me dynamique (Ω+, S) et la substitution d’arbre.
Un arc [s, t] (segment ge´ode´sique reliant s a` t) d’un arbre Tn est dit simple si s et t sont
les seuls points de [s, t] de degre´ 6= 2 (dans Tn). Tout arbre Tn se de´compose naturellement en
arcs simples, et cette de´composition se traduit (par application de la substitution d’arbre) en une
partition (modulo un ensemble fini) de Tτ . La partition de Tτ ainsi obtenue se rele`ve (par f
−1
Q )
en une partition de Ω+ qui est dite de´termine´e par Tn.
On note L(Ω+) l’ensemble des facteurs (sous-mots finis) des e´le´ments de Ω+. Pour tout mot u
de L(Ω+), on note Pu l’ensemble des mots V de Ω
+ tels que uV appartient encore a` Ω+ et pour
tout m ∈ N∗, on note Pm = {Pu; |u| = m}.
On peut maintenant e´noncer les re´sultats principaux. Soit d ≥ 3, soit σ la substitution de´finie
par σ(1) = 12, σ(k) = (k + 1) (pour 2 ≤ k ≤ d − 1) et σ(d) = 1, et soit (Ω+, S) le syste`me
dynamique engendre´ par σ. On de´finit une substitution d’arbre τ associe´e a` σ et on de´crit, graˆce
aux arbres T sn = τ
n(T s0 ), une suite (Tn)n d’arbres re´els convergente vers un arbre re´el Tτ .
The´ore`me 3.29. Tout arbre Tn de´termine une partition Pm (pour un certain m de´fini explici-
tement en fonction de n) de Ω+.
On e´tudie les partitions Pm atteintes (toutes ne le sont pas). On note µ l’unique mesure de
probabilite´ du syste`me symbolique et on s’inte´resse au cardinal de l’ensemble Pm/ ∼ ou` Pu ∼ Pv
lorsque µ(Pu) = µ(Pv). Ce cardinal prend la valeur (d) si m = 1, la valeur (2d− 2) si et seulement
si L(Ω+) contient un mot u 6= ǫ bispe´cial (il existe au moins 2 prolongements a` droite et au moins
2 prolongements a` gauche de u dans L(Ω+)) de longueur m − 1, et la valeur (2d − 1) sinon. On
montre alors le the´ore`me suivant.
The´ore`me 3.34. T0 de´termine P1. La partition Pm, m > 1, est de´termine´e par un arbre Tn si
et seulement si #(Pm/ ∼) = 2d− 2.
La substitution σ conside´re´e est inversible, et on note encore σ l’automorphisme du groupe
libre de base A (de´sormais note´ Fd) engendre´ par la substitution, et σ
−1 son inverse.
On note TΦ−1 l’arbre invariant de σ
−1 (comme de´fini dans [GJLL98]). On utilise les re´sultats
e´nonce´s dans [LL03] pour construire une application Q surjective de ∂Fd dans TΦ−1 ∪ ∂TΦ−1 (ou`
TΦ−1 est le comple´te´ me´trique de TΦ−1 et ∂TΦ−1 est son bord de Gromov). On conside`re Ω
+
comme une partie de ∂Fd. Si V = aV
′ ∈ Ω+ avec a ∈ A, la proprie´te´ d’e´quivariance ve´rifie´e
par Q assure notamment que Q(V ′) = a−1Q(V ) (ici a−1 est la translation associe´ a` l’action du
groupe libre sur TΦ−1), ce qui nous permet a` nouveau de repre´senter ge´ome´triquement l’action du
de´calage sur Ω+.
The´ore`me 4.8. Il existe une bijection isome´trique de Tτ dans Q(Ω
+).
La de´monstration repose sur le fait que l’application fQ de´finie pre´ce´demment graˆce a` la
substitution d’arbre ≪ copie ≫ l’application Q : si d∞ est la distance sur Q(Ω
+) et dTτ la distance
sur Tτ , on a
∀ V1, V2 ∈ Ω+, d∞(Q(V1), Q(V2)) = dTτ (fQ(V1), fQ(V2)).
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On conclut (section 5) par une discussion sur la ge´ne´ralisation des re´sultats a` d’autres auto-
morphismes.
1 Combinatoire des mots
1.1 Syste`me dynamique symbolique
On rappelle ici des notions classiques de dynamique symbolique ; pour plus d’informations sur
le sujet, on pourra par exemple consulter [Que87] ou [PF02].
On conside`re un alphabet fini A, et on note A∗ l’ensemble des mots finis sur A (le mot vide est
note´ ǫ), A−N
∗
l’ensemble des mots infinis a` gauche, AN l’ensemble des mots infinis a` droite, et
AZ l’ensemble des mots bi-infinis. Ces ensembles sont munis de la topologie produit. On e´crira un
mot W de AZ en le pointant entre W−1 et W0 ; W = . . .W−2W−1.W0W1W2 . . . .
Soit w = w0w1 . . . wp un mot de A
∗. La longueur de w est |w| = p+ 1. Le mot w est pre´fixe
d’un mot v ∈ A∗ (resp. V ∈ AN) s’il existe v′ ∈ A∗ (resp. V ′ ∈ AN) tel que v = wv′ (resp.
V = wV ′). Le mot w est suffixe d’un mot u ∈ A∗ (resp. U ∈ A−N
∗
) s’il existe u′ ∈ A∗ (resp.
U ′ ∈ A−N
∗
) tel que u = u′w (resp. U = U ′w).
Le langage L(W ) d’un mot W est l’ensemble de tous les mots finis qui apparaissent dans W .
Un e´le´ment de L(W ) est appele´ facteur de W . On dit qu’un facteur u de L(W ) est spe´cial a`
gauche (resp. a` droite) s’il existe deux e´le´ments distincts a et b de A tels que les mots au et bu
(resp. ua et ub) sont encore dans L(W ). Un facteur est bispe´cial s’il est a` la fois spe´cial a` gauche
et a` droite.
On note S l’application de´calage sur AN (ou AZ) qui a` tout mot W = (Wi)i (pour i ∈ N ou
Z) associe le mot S(W ) = (Wi+1)i. Le syste`me dynamique bilate`re engendre´ par un mot W
est le couple (Ω(W ), S), ou` Ω(W ) = {W ′ ∈ AZ;L(W ′) ⊂ L(W )}. Notons que l’ensemble Ω(W ) est
l’adhe´rence dans AZ de l’orbite de W sous l’action de S ; il est compact pour la topologie induite
par celle de AZ et la restriction de S a` Ω(W ), encore note´e S, est un home´omorphisme.
On de´finit de meˆme un syste`me dynamique unilate`re Ω+(W ) en se plac¸ant dans AN (dans
ce cas S n’est pas une bijection). Un mot V de Ω+(W ) sera dit spe´cial a` gauche s’il existe deux
e´le´ments distincts a et b de A tels que les mots aV et bV sont encore dans Ω+(W ).
Une substitution est un morphisme σ pour la concate´nation du mono¨ıde libre A∗, qui envoie A
sur A∗\{ǫ}, et tel qu’il existe une lettre a de A pour laquelle lim
n→+∞
|σn(a)| = +∞. La substitution
se prolonge de manie`re naturelle aux ensemble A−N
∗
, AN et AZ par concate´nation.
Si σ est une substitution sur {1, 2, . . . , d}, on note Mσ la matrice d’incidence de σ, dont le
coefficient (i, j) est le nombre d’occurrences de la lettre i dans σ(j).
Une matrice est dite primitive s’il existe une puissance de cette matrice dont les coefficients
sont tous strictement positifs. Le the´ore`me de Perron-Frobenius implique que Mσ admet alors
une valeur propre dominante simple, qui est re´elle positive et un vecteur propre associe´ a` cette
valeur propre a` coefficients strictement positifs. Une substitution est primitive si et seulement si
sa matrice d’incidence est primitive.
Toute substitution primitive σ posse`de un mot pe´riodique bi-infini (mot W ∈ AZ tel que
σk(W ) = W pour un certain k ∈ N∗). Soit W un mot pe´riodique par σ. Par primitivite´, l’en-
semble Ω(W ) ne de´pend pas de W ; on le note Ω. Le couple (Ω, S) est le syste`me dynamique
symbolique engendre´ par σ. De meˆme, L(W ) ne de´pend pas de W et on le note L(Ω). Si la
substitution est primitive, le syste`me (Ω, S) est minimal (il ne posse`de pas de ferme´ invariant par
S non trivial) et uniquement ergodique (il existe une unique mesure de probabilite´ invariante par
S) (voir [Que87]).
Le syste`me dynamique symbolique unilate`re posse`de des proprie´te´s similaires, si ce n’est
que le de´calage S n’est pas une bijection sur cet ensemble. On note que la projection canonique
du syste`me bilate`re sur le syste`me unilate`re est injective sauf sur un ensemble de´nombrable ou`
elle est fini-a`-un ([Que87]).
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1.2 Automate et de´veloppement en pre´fixes-suffixes
On pourra se re´fe´rer a` [Sie00, chapitre 2] et [CS01a] pour plus de de´tails sur cette section.
Soit σ une substitution primitive non S-pe´riodique (si W ∈ Ω ve´rifie σk(W ) =W pour un certain
k ∈ N∗, alors pour tout h ∈ N∗, Sh(W ) 6= W ) sur un alphabet de cardinal fini A et soit (Ω, S),
Ω ⊂ AZ, le syste`me symbolique engendre´ par σ. On de´finit l’automate Aσ associe´ a` la substitution
σ par :
– A est l’ensemble des e´tats ; tous les e´tats sont initiaux,
– P = {(p, a, s) ∈ A∗ ×A×A∗; ∃b ∈ A;σ(b) = pas} est l’ensemble des couleurs,
– il existe une fle`che entre les e´tats a et b colore´e par e = (p, a, s) si σ(b) = pas.
Cet automate est fortement connexe si σ est primitive. Un exemple est donne´ figure 3.
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Figure 3 – Automate des pre´fixes-suffixes associe´ a` σ : 1 7→ 12, 2 7→ 3, 3 7→ 1.
Un e´le´ment (ei)i≥0 ∈ P
N est dit admissible s’il s’agit d’un mot infini reconnu par l’automate
des pre´fixes-suffixes. On note D l’ensemble des e´le´ments admissibles de PN.
Proposition 1.1. Si (pi, ai, si)i≥0 est un e´le´ment de D, alors pour tout i ≥ 0, σ(ai+1) =
piaisi et pour tout k ∈ N, σk(ak) = σk−1(pk−1) . . . σ(p1)p0a0s0σ(s1) . . . σk−1(sk−1). Notamment,
s0σ(s1) . . . σ
k−1(sk−1) est un suffixe strict de σ
k(ak) et σ
k−1(pk−1) . . . σ(p1)p0 est un pre´fixe strict
de σk(ak).
Dans [CS01a], V. Canterini et A. Siegel explicitent une application Γ : Ω → D qui met en
e´vidence la structure auto-similaire de Ω. Si W ∈ Ω, W = U.V (ou` U ∈ A−N
∗
et V ∈ AN) et
Γ(W ) = (pi, ai, si)i∈N,
– si (si)i∈N n’est pas ultimement constante e´gale a` ǫ, alors V = lim
n→+∞
a0s0σ(s1) . . . σ
n(sn),
– si (pi)i∈N n’est pas ultimement constante e´gale a` ǫ, alors U = lim
n→+∞
σn(pn) . . . σ(p1)p0.
Les diffe´rents cas sont aborde´s au paragraphe suivant.
The´ore`me 1.2 ([CS01a]). Si σ est primitive et non S-pe´riodique, l’application Γ est continue
surjective de Ω sur D. Elle est injective sur Ω \
⋃
n∈Z
Sn(Ωper) (ou` Ωper ⊂ Ω est l’ensemble des
mots pe´riodiques par σ) et est donc injective en mesure. De plus, pour tout d de D, #(Γ−1({d})) ≤
#(Ωper).
La suite Γ(W ) est le de´veloppement en pre´fixes-suffixes de W .
On note Dmin, Dmax et Dǫ les sous-ensembles de D de´finis par :
– Dmin = {(pi, ai, si)i≥0 ∈ D; ∀i ∈ N, pi = ǫ}
– Dmax = {(pi, ai, si)i≥0 ∈ D; ∀i ∈ N, si = ǫ}
– Dǫ = {(pi, ai, si)i≥0 ∈ D; (∃i0 ∈ N; ∀i ≥ i0, pi = ǫ) ou (∃i0 ∈ N; ∀i ≥ i0, si = ǫ)}.
L’ensemble des mots bi-infinis pe´riodiques par σ est encore note´ Ωper .
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The´ore`me 1.3 ([CS01a]). Les e´galite´s suivantes sont ve´rifie´es.
– Γ(Ωper) = Dmin et Γ
−1(Dmin) = Ωper
– Γ(S−1(Ωper)) = Dmax et Γ
−1(Dmax) = S
−1(Ωper)
– Γ(
⋃
n∈Z
Sn(Ωper)) = Dǫ et Γ
−1(Dǫ) =
⋃
n∈Z
Sn(Ωper).
1.3 Le groupe libre et son bord
On pourra se reporter a` [LS77] pour une introduction aux groupes libres, et a` [BK02] pour des
de´finitions et re´sultats concernant les bords des groupes hyperboliques.
On note Fn le groupe libre de rang n ≥ 2. Une base A e´tant fixe´, on peut voir Fn = F (A)
comme l’ensemble des mots (finis) u = u0 . . . uk, (ui ∈ A ∪ A−1) re´duits (ui 6= u
−1
i+1) ; l’e´le´ment
neutre est note´ ǫ. La loi du groupe est la concate´nation-re´duction.
Le bord (de Gromov) ∂Fn de Fn peut eˆtre vu comme l’ensemble ∂F (A) des mots V =
V0 . . . Vk . . . infinis a` droite, re´duits sur l’alphabet A ∪ A−1. On munit A ∪ A−1 de la topolo-
gie discre`te et (A ∪ A−1)N de la topologie produit. Le bord ∂Fn ⊂ (A ∪ A−1)N he´rite de la
topologie induite : c’est un ensemble de Cantor.
Un mot w = w0w1 . . . wp ∈ F (A) est pre´fixe d’un mot v = v0v1 . . . vq ∈ F (A) (resp. V =
(Vi)i∈N ∈ ∂F (A)) si pour tout j, (0 ≤ j ≤ p), wj = vj (resp. wj = Vj). Le mot w est suffixe d’un
mot u = u0u1 . . . ur ∈ F (A) si pour tout j, (r − p ≤ j ≤ r), wj = uj.
Le groupe libre agit (continuˆment) sur son bord par translations a` gauche : si u = u0 . . . uk ∈
F (A) et V = V0 . . . Vk . . . ∈ ∂F (A), alors uV = u0 . . . uk−i−1Vi+1 . . . Vk . . . ∈ ∂F (A) ou` V0 . . . Vi =
u−1k . . . u
−1
k−i est le plus long pre´fixe commun a` u
−1 et V .
2 Substitutions d’arbre et arbres re´els
Le but de cette section est d’introduire des ope´rations de substitution sur des arbres sim-
pliciaux ; on peut voir celles-ci comme des extensions des substitutions usuelles (morphismes de
mono¨ıdes). Elles sont e´tudie´es plus en de´tails dans [Jul09, chapitre 4] ; ici, on s’en servira pour
construire des suites d’arbres simplicaux.
2.1 Arbres simpliciaux
Un graphe oriente´ G se compose d’un ensemble V de sommets et d’un ensemble E d’areˆtes,
E e´tant une partie de V × V . Le degre´ d’un sommet x est le nombre d’areˆtes adjacentes a` x.
– Un chemin de G est une liste p = (x0, x1, . . . , xk) de sommets de V telle que pour tout
0 ≤ i ≤ k − 1, on a ((xi, xi+1) ∈ E ou (xi+1, xi) ∈ E).
– On appelle cycle un chemin p = (x0, x1, . . . , xk) tel que x0 = xk.
– On dit qu’un graphe oriente´ est connexe si et seulement si il existe un chemin entre chaque
paire de sommets.
Un arbre simplicial (oriente´) est un graphe (oriente´) connexe sans cycle. Si x et x′ sont
deux sommets quelconques d’un arbre simplicial, il existe un unique chemin minimal (au sens du
nombre de sommets) (x = x0, x1, . . . , xk = x
′) reliant x a` x′ ; l’entier k est la distance entre x et x′.
On conside`re un alphabetA de cardinal fini. Etant donne´ un ensemble V infini non de´nombrable
quelconque, on appelle graphe colore´ par A a` sommets dans V un couple (V , E) tel que V
est une partie de V , et E est une partie de V × V ×A.
On appelle S0(A) l’ensemble des arbres finis (au sens du nombre d’areˆtes), oriente´s, colore´s
par A et a` sommets dans V . On note SE(A) l’ensemble des arbres de S0(A) ne posse´dant qu’une
seule areˆte.
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Dans la suite de cette section, pour tout e´le´ment X de S0(A), l’ensemble des sommets de X
sera note´ VX et l’ensemble des areˆtes colore´es de X sera note´ EX .
Si A = {a0, . . . ad}, on note A = {a0, . . . ad}. A tout e´le´ment X de S0(A), on associe une
fonction
γX : VX × VX → (A ∪A)
∗
ou` (A∪A)∗ est le mono¨ıde libre engendre´ par A∪A. Si (x, x′, a) est une areˆte deX , alors γX(x, x′) =
a et γX(x
′, x) = a. Si (x, x′) est une paire de sommets quelconques deX et (x, x1, x2, . . . , xk−2, xk−1, xk =
x′) est la liste des sommets formant le chemin le plus court de x a` x′, alors on de´finit
γX(x, x
′) = γX(x, x1)γX(x1, x2) . . . γX(xk−2, xk−1)γX(xk−1, x
′).
La fonction γX est appele´e fonction chemin de X .
On introduit la notion de discernement, qui sera essentielle par la suite. On conside`re un arbre
X de S0(A), et on choisit arbitrairement un sommet x0 de X . La proprie´te´ de discernement a
pour but d’assurer que tout sommet x de X est de´termine´ de manie`re unique par le mot γX(x0, x).
De´finition 2.1. Si pour tout couple x, x′ de sommets d’un arbre X de S0(A), le mot γX(x, x
′) de
(A∪A)∗ ne contient aucune paire αα, pour α ∈ A, alors on dit de X que c’est un arbre discerne´.
2.2 Substitutions d’arbre
Nous introduisons maintenant l’objet principal de cet article : les substitutions d’arbre.
De´finition 2.2. Une substitution d’arbre est une application τ de SE(A) dans S0(A) ve´rifiant
les proprie´te´s suivantes.
– SiX = ({x1, x2}, {(x1, x2, a)}) est un e´le´ment de SE(A), d’image τ(X), alors x1, x2 ∈ Vτ(X).
– Pour toute lettre a de A, si X = ({x1, x2}, {(x1, x2, a)}) et Y = ({y1, y2}, {(y1, y2, a)}) sont
deux e´le´ments de SE(A), alors il existe une bijection f de Vτ(X) dans Vτ(Y ) ve´rifiant
– f(x1) = y1 et f(x2) = y2,
– pour tout couple (x, x′) de Vτ(X), γτ(X)(x, x
′) = γτ(Y )(f(x), f(x
′)).
– Soient X et Y deux e´le´ments quelconques distincts de SE(A), τ(X) et τ(Y ) e´tant leurs
images respectives par l’application τ . Alors
– (Vτ(X) \ VX) ∩ Vτ(Y ) = ∅, et
– (Vτ(Y ) \ VY ) ∩ Vτ(X) = ∅.
– Pour tout a ∈ A, on noteXa = ({x1, x2}, {(x1, x2, a)}). S’il existe une liste (a1, . . . , ak−1, ak =
a1) (k ≤ #A + 1) d’e´le´ments de A telle que pour tout 1 ≤ j ≤ k − 1, (x1, x2, aj+1) ou (ex-
clusif) (x2, x1, aj+1) est une areˆte de τ(Xaj ), alors les degre´s de x1 et x2 dans τ(Xaj ) sont
e´gaux a` 1 quel que soit 1 ≤ j ≤ k − 1.
On e´tend maintenant la de´finition de substitution d’arbre : la nouvelle application, e´galement
note´e τ , est une application de S0(A) dans S0(A). Soit X un e´le´ment de S0(A). On note t l’ap-
plication qui a` tout e´le´ment (x1, x2, a) de EX associe l’e´le´ment ({x1, x2}, {(x1, x2, a)}) de SE(A).
L’image de X par τ est alors :
τ(X) = (
⋃
p∈EX
Vτ(t(p)),
⋃
p∈EX
Eτ(t(p))).
Un exemple est donne´ figure 4.
De´finition 2.3. Soit A = {1, . . . , d} un alphabet, τ une substitution d’arbre sur S0(A) et Xa =
({x1, x2}, {(x1, x2, a)}) un arbre de SE(A). On appelle tronc de τ(Xa) le sous-arbre uniquement
constitue´ des areˆtes du chemin de x1 a` x2. La matrice tronc Mt est la matrice d × d telle que
Mt(i, j) est le nombre d’areˆtes de couleur i dans le tronc de τ(j).
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Figure 4 – Un exemple de substitution d’arbre.
La matrice tronc de l’exemple donne´ en figure 4 est

0 1 0 1
0 0 1 0
1 1 0 0
0 0 0 0


2.3 Arbres re´els
Un arbre re´el T est un espace me´trique ou` deux points quelconques sont joints par un unique
arc, et cet arc est isome´trique a` un segment de R. On notera [s, t] l’arc joignant s a` t. Le degre´
d’un point x dans un arbre T est le nombre de composantes connexes de T \ {x}. On dit que x
est un point de branchement s’il est de degre´ supe´rieur ou e´gal a` 3 ; c’est un point terminal
s’il est de degre´ 1.
Dans cette section, on pre´sente un espace me´trique Rk adapte´ aux constructions d’arbres re´els
au moyen de substitutions d’arbre. L’ensemble Rk est un arbre re´el qui contient notamment tous
les arbres re´els posse´dant un nombre fini de points de branchement, et dont les points sont de
degre´ maximal (2k). Par la suite, on se servira des substitutions d’arbre pour de´finir des suites
d’arbres simpliciaux et on re´alisera ces suites en leurs associant des suites d’arbres re´els de Rk. On
verra dans la section 3 que ces suites peuvent eˆtre convergentes (pour la distance de Hausdorff)
vers des arbres re´els compacts de Rk, le comple´te´ me´trique de Rk.
Pour tout k ∈ N∗, le produit libre R ∗ · · · ∗ R de k copies de R est note´ Rk. L’ensemble
Rk est un groupe dans lequel tout e´le´ment t (diffe´rent de l’origine) a une unique e´criture re´duite
(finie) xt00 x
t1
1 . . . x
tq
q , avec
– xi ∈ {0, . . . , k − 1} et ti ∈ R
∗ pour tout 0 ≤ i ≤ q,
– xi 6= xi+1 pour tout 0 ≤ i ≤ q − 1.
Cette notation distingue implicitement les copies de R, bien qu’elles jouent le meˆme roˆle ; la copie
j sera note´e Rj . L’origine est note´e O.
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On de´finit la distance d invariante par translation a` gauche sur Rk telle que tout point
xt00 x
t1
1 . . . x
tq
q (en e´criture re´duite) est a` distance |t0| + |t1| + · · · + |tq| de l’origine. L’e´le´ment
inverse de t = xt00 x
t1
1 . . . x
tq
q est t−1 = x
−tq
q . . . x
−t1
1 x
−t0
0 . Si s et t sont deux e´le´ments de R
k, on
obtient de l’invariance par translation a` gauche que d(s, t) = d(O, s−1t) ; l’e´criture re´duite de s−1t
permet alors d’obtenir la distance de s a` t. L’ensemble Rk muni de cette distance est un arbre
re´el.
On notera Rk le comple´te´ me´trique de Rk. En plus de Rk, l’ensemble Rk contient donc tous
les points t dont l’e´criture re´duite xt00 x
t1
1 . . . x
tn
n . . . est infinie a` droite et ve´rifie
– xi ∈ {0, . . . , k − 1}, ti ∈ R
∗ et xi 6= xi+1 pour tout i ∈ N,
–
∑
n≥0
|tn| est finie.
L’espace me´trique (Rk, d) est e´galement un arbre re´el.
On munit l’ensemble des parties de Rk de la distance de Hausdorff associe´e a` d. Cette distance
est note´e δ. L’espace me´trique (Rk, d) e´tant complet, l’ensemble des compacts non vide de Rk est
complet pour δ.
On notera enfin T k l’ensemble des compacts connexes non vides de Rk. Les e´le´ments de T k
sont des arbres re´els.
Proposition 2.4. Quel que soit k ∈ N∗, (T k, δ) est complet.
De´monstration. Soit (Tn)n une suite de Cauchy d’e´lements de T
k. L’ensemble des compacts non
vides de Rk e´tant complet pour la distance de Hausdorff, il existe un compact T limite de la suite
(Tn)n.
Il s’agit maintenant de ve´rifier que T est connexe. On suppose qu’il ne l’est pas ; il existe P1, P2
deux compacts de Rk et ǫ > 0 tels que T = P1 ∪P2 et δ([P1]ǫ, [P2]ǫ) > 0. Il existe n0 tel que pour
tout n ≥ n0, δ(Tn, T ) < ǫ. On de´duit de la connexite´ des Tn que pour tout n ≥ n0, Tn ⊂ [P1]ǫ ou
(exclusif) Tn ⊂ [P2]ǫ, ce qui est impossible.
3 Construction de cœurs compacts par substitutions d’arbre
Soit d un entier supe´rieur ou e´gal a` 3 et A = {1, 2, . . . , d} un alphabet. On note σ la substitution
de´finie sur A par
σ : 1 7→ 12
k 7→ (k + 1) pour 2 ≤ k ≤ d− 1
d 7→ 1
La matrice d’incidence Mσ de σ est de´finie par
PSfrag replacements
0
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0
0
0
00
1
1
1
1
Mσ =
Cette matrice est primitive et admet donc une valeur propre re´elle dominante λ (> 1) qui ve´rifie
λd = λd−1 + 1.
La substitution σ est primitive quel que soit d ; on note (Ω, S) (resp. (Ω+, S)) le syste`me
dynamique symbolique bilate`re (resp. unilate`re) engendre´ par σ et L(Ω) son langage.
On verra e´galement σ comme un automorphisme de Fd = F (A), le groupe libre de base A.
L’application inverse a` σ est de´finie par
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σ−1 : 1 7→ d
2 7→ d−11
k 7→ (k − 1) pour 3 ≤ k ≤ d.
La coordonne´e (i, j) de la matrice d’incidenceMσ−1 de σ
−1 est la somme des nombres d’occurrences
de i et i−1 dans σ−1(j) (elle est donc diffe´rente de M−1σ ).
PSfrag replacements
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Mσ−1 =
Cette matrice est primitive et admet une valeur propre re´elle dominante η (> 1) qui ve´rifie ηd =
η + 1. Le vecteur Vσ−1 = [1 η
d−1 ηd−2 . . . η2 η] est un vecteur propre a` gauche associe´ a` η.
3.1 Substitution d’arbre associe´e a` σ
On de´finit une substitution d’arbre τ et un arbre initial T s0 . On va associer a` chaque arbre
T sn = τ(T
s
0 ), un arbre re´el Tn de R
d. La suite (Tn)n obtenue sera convergente vers un arbre re´el
compact Tτ de T
d sur lequel on de´finira un syste`me d’isome´tries partielles qui repre´sentera l’action
du de´calage sur Ω+.
3.1.1 Substitution d’arbre simplicial
On conside`re l’alphabet Aτ = {1, . . . , d, d + 1, . . . , 2d − 2} ; Aτ contient A et d − 2 lettres
supple´mentaires dont le sens combinatoire sera explicite´ plus loin (par l’application p∗). Si Xi
est un e´le´ment de SE(Aτ ), Xi = ({x, y}, {(x, y, i)}), ou` i ∈ Aτ , τ est la substitution d’arbre de
S0(Aτ ) de´finie par :
– τ(X1) = Xd,
– l’image de X2 est repre´sente´e figure 5,
– τ(Xi) = Xi−1 si 3 ≤ i ≤ d,
– τ(Xd+1) = X1,
– τ(Xi) = Xi−1 si d+ 2 ≤ i ≤ 2d− 2.
PSfrag replacements
1d
(d +
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+ 2
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d+ 3 ≤ k ≤ 2d− 3
(2d− 2)
x y
τ (X2)
Figure 5 – Substitution d’arbre associe´e a` σ.
Remarque 3.1. On peut de´finir la matrice d’incidence Mτ associe´e a` τ ; Mτ est une matrice
(2d− 2)× (2d− 2) et Mτ (i, j) est le nombre d’areˆtes colore´es par i dans τ(Xj). Le spectre de Mτ
est constitue´ du spectre de Mσ et de d− 2 valeurs propres de module 1.
La matrice tronc Mt est de´finie par
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– Mt(d, 1) =Mt(d, 2) = 1,
– Mt(1, d+ 1) = 1,
– pour tout 2 ≤ i ≤ 2d− 2 ou` i 6= d+ 1, Mt(i− 1, i) = 1,
– Mt est nulle partout ailleurs.
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Mt est une matrice (2d − 2) × (2d − 2) e´gale a` Mσ−1 sur {1 . . . d} × {1 . . . d}. Le spectre de Mt
contient le spectre deMσ−1 et 0 (d’ordre d−2). Les deux matrices ont donc la meˆme valeur propre
dominante η. Le vecteur
Vt = [1 η
d−1 ηd−2 . . . η2 η η−1 η−2 . . . η−(d−3) η−(d−2)]
est un vecteur propre a` gauche associe´ a` η ; on se servira de Vt pour de´finir les longueurs des
areˆtes lors de la re´alisation.
On choisit un e´le´ment X2 de SE(Aτ ) d’areˆte colore´e 2 et on de´finit T
s
0 = τ
d−1(X2).
Proposition 3.2. T s0 est constitue´ des d areˆtes (x0, xj , j) pour 1 ≤ j ≤ d (voir figure 6). Par la
suite, le sommet x0 sera appele´ racine de T
s
0 .
On de´finit e´galement T sn = τ
n(T s0 ). On dira encore que x0 est la racine de T
s
n (quel que soit
n ∈ N).
Remarque 3.3. L’exposant s est la` pour signifier que T sn est un arbre simplicial.
Pour tout k, n ∈ N, on notera Bk(T sn) la boule de rayon k autour de x0 de T
s
n, c’est-a`-dire le
sous-arbre de T sn constitue´ des sommets a` distance ≤ k de x0.
Proposition 3.4. Pour tout n ∈ N, T sn est un arbre discerne´ (voir section 2.1).
De´monstration. Il faut ve´rifier qu’aucun chemin de la forme kk ou kk, 1 ≤ k ≤ 2d− 2 n’apparaˆıt
dans les chemins de T sn. On se reporte a` la figure 6 qui repre´sente les boules de rayon 1 (autour
de la racine) des arbres T sn (n ≤ d) et on note que pour tout k ≥ d, B1(T
s
k ) et B1(T
s
d ) sont e´gaux
a` renommage des sommets pre`s. Les chemins de longueur 2 repre´sente´s sur les arbres de la figure
6 sont les seuls possibles, et on en conclut que pour tout n ∈ N, T sn est un arbre discerne´.
Par la suite, on voudra voir les chemins des arbres simpliciaux comme des e´le´ments de Fd (au
lieu de (Aτ ∪ Aτ )∗). Le morphisme p∗ : (Aτ ∪ Aτ )∗ → Fd permet de passer de la structure de
mono¨ıde a` celle de groupe, et interpre`te combinatoirement les lettres d+1, . . . , 2d− 2 en fonction
des lettres de A ; il est de´fini par :
– p∗(k) = k pour k ∈ {1, . . . , d},
– p∗((d + k)) = σ
k(1) pour k ∈ {1, . . . , d− 2},
– p∗(k) = p∗(k)
−1 pour k ∈ {1, . . . , 2d− 2}.
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Figure 6 – Application de τ sur une boule de rayon 1.
Proposition 3.5. Pour tout 1 ≤ i ≤ d, si Xi = ({x, y}, {(x, y, i)}) et γτ(Xi) est la fonction
chemin (cf. section 2.1) de τ(Xi), alors on a
p∗(γτ(Xi)(x, y)) = σ
−1(i).
Le tronc de τ(Xi) (pour 1 ≤ i ≤ d) est comple`tement de´termine´ par σ−1.
On remarque que pour tout n ∈ N, les sommets de T sn sont de degre´ soit 1, soit d.
De´finition 3.6. Pour tout entier n, on appelle
– Vsn l’ensemble des sommets de T
s
n,
– Wsn l’ensemble des points de branchement de T
s
n (les sommets de degre´ d),
– γn : Vsn × V
s
n → (Aτ ∪ Aτ )
∗ la fonction chemin de T sn (cf. section 2.1).
Si x0 est la racine de T
s
n, pour tout e´le´ment x de V
s
n, il existe un chemin minimal de x0 a` x et
un mot γn(x0, x) de (Aτ ∪ Aτ )∗ associe´.
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Proposition 3.7. Si x et y sont deux sommets distincts de T sn, alors p∗(γn(x0, x)) 6= p∗(γn(x0, y)).
De´monstration. L’arbre T sn est discerne´ ; on en de´duit directement que γn(x0, x) 6= γn(x0, y). Le
re´sultat est alors imme´diat si aucun des deux mots ne contient de lettres de {d + 1, . . . , 2d − 2}
(en se rappelant que puisque T sn est discerne´, il n’y aura pas d’annulations). Si γn(x0, x) contient
la lettre (d+ k) ∈ {d+1, . . . , 2d− 2} et que p∗(γn(x0, x)) = p∗(γn(x0, y)), alors γn(x0, y) contient
soit la paire 12 (dans ce cas T sn+1 n’est pas discerne´), soit une paire (d+h)(h+2) pour un certain
h < k (dans ce cas T sn+h+1 n’est pas discerne´) ; les deux cas contredisent la proposition 3.4.
3.1.2 Re´alisation
On se permettra de confondre un point de Rd avec ses e´critures (re´duites ou non). Le sommet
x0 est toujours la racine de T
s
0 ; pour tout 1 ≤ j ≤ d, il existe un sommet xj tel que (x0, xj , j) est
une areˆte de T s0 . On note ν0 l’application de´finie par
ν0 : Vs0 → R
d
x0 7→ O
x1 7→ 01
xj 7→ (j − 1)η
d−j+1
(2 ≤ j ≤ d).
On va construire par re´currence une suite (νn)n d’applications avec, pour tout n ∈ N, νn :
Vsn → R
d. On suppose νn−1 construite de telle sorte que si (y1, y2, k) est une areˆte de T
s
n−1, alors
νn−1(y1)
−1νn−1(y2) = j
p pour un certain 0 ≤ j ≤ d− 1 et |p| = η−(n−1)Vt(k). Tout sommet x de
T sn−1 est e´galement un sommet de T
s
n par de´finition de la substitution d’arbre. Pour ces points,
on de´finit
νn(x) = νn−1(x).
Si y est un point de branchement de Vsn \ V
s
n−1, alors il existe deux sommets y1 et y2 de V
s
n−1
tels que (y, y1, 1) et (y, y2, d) sont des areˆtes de T
s
n et νn−1(y1)
−1νn−1(y2) = j
p pour un certain
0 ≤ j ≤ d− 1 et |p| = η−(n−1)+(d−1). Pour α = p|p| , on de´finit alors
νn(y) = νn−1(y1)j
αη−n .
Pour ce meˆme y, il existe d−2 sommets z1, . . . , zd−2 de Vsn \V
s
n−1 tels que pour tout 1 ≤ h ≤ d−2,
(y, zh, (d+ h)) est une areˆte de T
s
n. On de´finit alors
νn(zh) = νn−1(y1)j
αη−nkη
−n−h
ou` k = j + h[d].
Proposition 3.8. Pour tout n ∈ N, si (xi, xj , k) est une areˆte de T
s
n, alors la longueur du segment
[νn(xi), νn(xj)] est Vt(k)η
−n.
Pour tout n ∈ N, on de´finit l’arbre Tn de T d comme l’enveloppe convexe des points de νn(Vsn).
De manie`re e´vidente, Tn−1 ⊂ Tn quel que soit n ∈ N∗. De plus, tout point de Tn est a` une distance
infe´rieure ou e´gale a` η−1−n de Tn−1, ce qui fait de la suite (Tn)n une suite de Cauchy de T
d qui
est complet.
La suite de cet article est consacre´e a` une e´tude de´taille´e des proprie´te´s ge´ome´triques et dyna-
miques de l’arbre limite Tτ de´fini par
Tτ = lim
n→+∞
Tn. (3.1A)
On notera dTτ la distance sur Tτ . On remarque que pour tout n ∈ N, les points de Tn sont de
degre´ 1, 2, ou d, et qu’il en est de meˆme pour les points de Tτ .
De´finition 3.9. On notera Vn = νn(Vsn) l’union des points de branchement (points de degre´ d)
et des points terminaux (points de degre´ 1) de Tn etWn l’ensemble de ses points de branchement.
On note que pour tout n ∈ N, νn est une bijection de Vsn dans Vn, et une bijection deW
s
n dans
Wn.
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3.2 Etude combinatoire
Dans la section 3.3, on associera un point de l’arbre limite Tτ (3.1A) a` tout mot du syste`me
symbolique Ω+. On se servira notamment de la substitution d’arbre et des facteurs bispe´ciaux du
langage afin d’e´tablir une bijection entre les points de branchement de Tτ et les de´cale´s du point
fixe ω. Ces re´sultats ne´cessitent une e´tude combinatoire de´taille´e du syste`me symbolique.
L’automate des pre´fixes-suffixes de σ est de´crit en figure 7. On se reporte a` la section 1.2
PSfrag replacements
1 2
3d k k − 1
(ǫ, 1, 2)
(1, 2, ǫ)
(ǫ, 1, ǫ) (ǫ, 3, ǫ)
(ǫ, k, ǫ)
Figure 7 – Automate des pre´fixes-suffixes de σ.
concernant l’automate des pre´fixes-suffixes pour les notations. On note
Ωper = { lim
n→+∞
σdn(k.1), 1 ≤ k ≤ d}
l’ensemble des mots de Ω pe´riodiques par σ et on de´finit par
ω = lim
n→+∞
σn(1)
le point de Ω+ fixe par σ.
Il est e´vident que si un mot est pre´fixe de ω, alors il est spe´cial a` gauche. On met ici en
e´vidence les mots bispe´ciaux du langage, et on en de´duit que les seuls mots spe´ciaux a` gauche sont
les pre´fixes de ω.
Lemme 3.10. Un mot u (|u| > 1) de L(Ω) est bispe´cial si et seulement si il existe un mot v de
L(Ω) bispe´cial tel que u = σ(v)p avec p = 1 si la dernie`re lettre de v est (d− 1) et p = ǫ sinon.
De´monstration. On ve´rifie facilement que les mots k1 pour tout 1 ≤ k ≤ d et k(k + 1) pour tout
1 ≤ k ≤ d − 1 sont les seuls mots de longueur 2 du langage. On note que toute lettre k 6= d est
prolongeable a` droite par 1 et (k + 1).
Soit v un facteur bispe´cial. On suppose que la dernie`re lettre de v est k 6= d− 1.
PSfrag replacements
α
β
σ(α)
σ(β)
σ
v σ(v)
1 12
(k + 1) (k + 2)
Les dernie`res lettres de σ(α) et σ(β) sont distinctes si α 6= β et k+2 6= 1 ; σ(v) est donc bispe´cial.
On suppose maintenant que la dernie`re lettre de v est (d − 1), et on remarque que d1 est le
seul mot de longueur 2 de pre´fixe d.
PSfrag replacements
α
β
σ(α)
σ(β)
σ
v σ(v)
1 12
d1 112
Il vient que σ(v)1 est un facteur bispe´cial.
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Soit u un mot bispe´cial (|u| > 1) ; u commence force´ment par 1 et on suppose que k est la
dernie`re lettre de u. En remarquant que k 6= d et que d11 est l’unique mot de longueur 3 de
suffixe 11, on de´duit que u peut eˆtre prolonge´ a` droite par 12 et (k + 1). On suppose que u peut
eˆtre prolonge´ a` gauche par α et β. Puisque 2 n’est pas spe´cial a` droite, on pourra supposer que
α, β ∈ {1, 12, 3, . . . d}.
Si k 6= 1, il existe un mot v de L(Ω) tel que σ(v) = u et v peut eˆtre prolonge´ a` droite par 1, k
et a` gauche par α′, β′ avec σ(α′) = α et σ(β′) = β.
Si k = 1, on note u = up1. |up| > 1 puisque 11 n’est pas bispe´cial. up peut eˆtre prolonge´ a`
droite par 112 et 12 et se termine force´ment par d (puisqu’on peut le prolonger par 11). Il existe
donc v ∈ L(Ω) tel que σ(v) = up (v se termine par (d− 1)) et v peut eˆtre prolonge´ a` droite par 1
et d1, et a` gauche par α′, β′ avec σ(α′) = α et σ(β′) = β.
Proposition 3.11. Un mot u 6= ǫ de L(Ω) est bispe´cial si et seulement si u = σαn(1) . . . σα0(1)
avec
– α0 < d,
– αk+1 − αk = d− 1 quel que soit 0 ≤ k ≤ n− 1.
De´monstration. On remarque que 1 est le seul mot de longueur 1 bispe´cial, et que σk(1) se termine
par la lettre (k + 1) pour tout k < d. On conclut graˆce au lemme pre´ce´dent.
On remarque que par construction, tous les mots bispe´ciaux sont des pre´fixes de ω, et ils sont
tous prolongeables a` gauche par toute lettre de A. De plus, tout mot spe´cial a` gauche du langage
est facteur de σk(1) pour tout k supe´rieur a` un certain k0 (par primitivite´ et puisque σ
n(1) est un
pre´fixe de σn+1(1) pour tout n ∈ N), et on peut donc le prolonger a` droite en un mot bispe´cial ;
on en de´duit que les pre´fixes de ω sont les seuls mots spe´ciaux a` gauche de L(Ω). Le nombre de
mots de longueur n ≥ 1 dans L(Ω) est donc (d− 1)n+ 1 et on a la proposition suivante.
Proposition 3.12. ω est l’unique mot de Ω+ spe´cial a` gauche.
3.3 Application du syste`me symbolique Ω+ dans l’arbre limite T
τ
On va se servir d’une e´tude combinatoire de la substitution d’arbre pour construire une appli-
cation fQ de Ω
+ dans l’arbre Tτ (3.1A) ; celle-ci nous permettra de de´finir un syste`me d’isome´tries
partielles qui repre´sente sur Tτ l’action du de´calage sur Ω
+.
3.3.1 Sur les de´cale´s du point fixe
On rappelle que ω = lim
n→+∞
σn(1) et on note Ω+p = {S
n(ω), n ∈ N}. Dans un premier temps,
on de´finit fQ de Ω
+
p dans Tτ . Si V = S
k(ω) (k ∈ N) est un e´le´ment de Ω+p , alors V = u
−1ω ou` u
est le pre´fixe de ω de longueur k. On va e´tablir une bijection f0 entre l’ensemble Wsn des points de
branchement (points de degre´ d) des arbres T sn et l’ensemble δ(Ω
+
p ) = {u
−1 ; u est un pre´fixe de
ω} ; si x est un sommet de T sk dont l’image est u
−1 ∈ δ(Ω+p ), alors on de´finira fQ(u
−1ω) = νk(x)
(voir le paragraphe 3.1.2 pour la de´finition de l’application νk).
Soit f0 l’application de´finie par
f0 :
⋃
n∈N
Wsn → Fd
x 7→ σk(p∗(γk(x0, x)))
(3.3B)
ou` k est n’importe quel entier tel que x est un sommet de T sk , et γk est la fonction chemin de T
s
k (voir
section 2.1). Par de´finition de la substitution d’arbre, l’e´galite´ σ(p∗(γk+1(x0, x))) = p∗(γk(x0, x))
est ve´rifie´e et f0(x) ne de´pend pas du choix de k.
De´finition 3.13. On dit qu’un mot u−1 apparaˆıt a` l’e´tape k s’il existe un point de branchement
x de T sk tel que u
−1 = σk(p∗(γk(x0, x))) et si x n’est pas un sommet de T
s
k−1.
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On dira par convention que le mot ǫ est apparu a` l’e´tape −(d− 2) et qu’aucun autre mot n’est
apparu aux e´tapes ≤ 0. On se reporte a` la figure 6 et on rappelle qu’on a de´fini T s0 = τ
d−1(X2).
Si un mot u−1 apparaˆıt a` une e´tape n, alors pour tout d− 1 ≤ k ≤ 2d− 2, le mot u−1σn+k(d−1)
apparaˆıt a` l’e´tape n+ k. De plus, pour tout k ≥ 2d− 2, le mot u−1σn+k(1−1) apparaˆıt en n+ k.
On remarque cependant que si u−1σn+k(1−1) apparaˆıt a` l’e´tape n+ k (k ≥ 2d− 2), alors le mot
v−1 = u−1σn+k(1−1)σn+k(d) est un mot apparu a` une e´tape < n+ k. On en de´duit la proposition
suivante.
Proposition 3.14. Tout mot u−1 apparu a` une e´tape n, ve´rifie u−1 = v−1σn(d−1), ou` v−1 est
apparu a` une e´tape m, avec n− (2d− 2) ≤ m ≤ n− (d− 1).
La proposition pre´ce´dente va nous permettre d’e´nume´rer les mots qui apparaissent a` une e´tape
donne´e. On va voir que l’apparition de ces mots est de´termine´e par les facteurs bispe´ciaux du
langage. A cet effet, on de´finit l0 = ǫ et lm = σ
m−1(1−1) si 1 ≤ m ≤ d − 1, et pour tout m ≥ d,
on de´finit lm = σ
α0(1−1) . . . σαn(1−1) (n ≥ 0) avec
– α0 = m− 1[d− 1],
– pour tout 1 ≤ i ≤ n, αi = αi−1 + (d− 1),
– αn = m− 1.
Proposition 3.15.
– Soit u−1 6= ǫ un mot de Fd. Il existe m ∈ N∗ tel que u−1 = lm si et seulement si u est un
mot bispe´cial de L(Ω) (cf. proposition 3.11).
– Tout mot bispe´cial e´tant un pre´fixe de ω, lk est un suffixe (propre) de lk+1 pour tout k ∈ N∗.
La proposition suivante permettra de conclure a` la bijectivite´ de f0. On note que le raisonnement
donne´ est tout aussi important que le re´sultat lui-meˆme. On montre que les mots apparaissent par
ordre croissant de longueur (partie (4)) et que le mot le plus long a` apparaˆıtre a` une e´tape donne´e
est l’inverse d’un bispe´cial (parties (1) et (2)). Cette proprie´te´ a e´te´ constate´e sur d’autres classes
d’exemples, et pourrait servir de base a` une the´orie plus ge´ne´rale.
Proposition 3.16.
– (1) Pour tout 1 ≤ m ≤ d− 1, le mot lm est le seul mot a` apparaˆıtre a` l’e´tape m.
– (2) Pour tout m ≥ d, lm est le plus long mot apparaissant en m.
– (3) L’image par f0 de tout point de branchement de T
s
m est un suffixe de lm.
– (4) Tout suffixe de lm est apparu a` une e´tape ≤ m.
De´monstration. La partie (1) peut se lire directement sur la figure 6. On va de´montrer les parties
(2), (3) et (4) par re´currence. On suppose les proprie´te´s vraies aux rangs < m et on suppose
m ≥ d.
(2) On de´duit de la proposition 3.14 (et de l’hypothe`se de re´currence) que le mot le plus long
apparaissant a` l’e´tape m est le mot lm−(d−1)σ
m(d−1) = lm−(d−1)σ
m−1(1−1) ou` lm−(d−1) est le
plus long mot apparaissant en (m − (d − 1)). L’hypothe`se de re´currence permet imme´diatement
de conclure.
(3) Par hypothe`se de re´currence, tout mot u−1 apparu a` une e´tape ≤ (m−(d−1)) est un suffixe
de lm−(d−1) ; le mot u
−1σm−1(1−1) (cf. proposition 3.14) est alors un suffixe de lm−(d−1)σ
m−1(1−1) =
lm.
(4) On note ck le mot le plus court a` apparaˆıtre a` l’e´tape k. Il nous suffit de prouver que
|cm| = |lm−1|+ 1. Si (m = d), alors on a
– cm = σ
d(d−1) = σd−1(1−1), et
– lm−1 = σ
d−2(1−1) d’apre`s (1).
Si (d+ 1 ≤ m ≤ 2d− 1), alors on a
– cm = 1
−1σm(d−1) = 1−1σm−1(1−1), et
– lm−1 = σ
α0(1−1)σα1 (1−1) avec α0 = (m− 2)− (d− 1) et α1 = (m− 2).
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En remarquant que σd(1−1) = 1−1σd−1(1−1), on obtient lm−1 = σ
m−1(1−1). Dans les deux cas,
on a |cm| = |lm−1|+ 1.
On se place finalement dans le cas ou` m > 2d− 1. On de´duit de la proposition 3.14 que
– cm = cm−(2d−2)σ
m−1(1−1), et
– lm−1 = l(m−1)−(2d−2)σ
αp−1(1−1)σαp(1−1) avec αp−1 = (m− 2)− (d− 1) et αp = (m− 2),
et on obtient ainsi lm−1 = l(m−1)−(2d−2)σ
m−1(1−1).
L’e´galite´ |cm−(2d−2)| = |l(m−1)−(2d−2)| + 1 est ve´rifie´e par hypothe`se de re´currence et on conclut
que |cm| = |lm−1|+ 1.
On de´duit de cette proposition que l’application f0 est surjective de
⋃
n∈N
Wsn dans δ(Ω
+
p ).
L’injection est assure´e par la proposition 3.7 et par le fait que σ est un automorphisme.
Proposition 3.17. L’application f0 (3.3B) est une bijection de l’ensemble
⋃
n∈N
Wsn des points de
branchement des arbres T sn dans l’ensemble δ(Ω
+
p ) des mots u
−1 de Fd tels que u est un pre´fixe
(possiblement vide) de ω.
On de´finit finalement l’application fQ (pour l’instant restreinte a` l’ensemble Ω
+
p des mots de
l’orbite positive du point fixe ω) par :
fQ : Ω
+
p → Tτ
u−1ω 7→ νk(f
−1
0 (u
−1))
(3.3C)
ou` k est n’importe quel entier pour lequel f−10 (u
−1) est un sommet de T sk et νk est l’application
de´finie au paragraphe 3.1.2.
Remarque 3.18. On peut e´galement de´finir l’application f0 sur l’ensemble des points terminaux
(en donnant la meˆme de´finition que pour les points de branchement). Il est possible de montrer
que f0 est aussi une bijection de l’ensemble des points terminaux dans l’ensemble des mots u de
L(Ω) tels que uω ∈ Ω+. On aurait ainsi pu de´finir directement l’image par fQ des mots V de
Ω+ tels que Sk(V ) = ω pour un certain k ∈ N∗. La de´finition alternative donne´e au paragraphe
suivant est e´quivalente.
3.3.2 Extension du domaine de de´finition de l’application fQ
L’application fQ (3.3C) associe un point de l’arbre Tτ (3.1A) a` tout mot de l’ensemble Ω
+
p =
{Sn(ω);n ∈ N} (ou` ω est le mot de AN fixe par σ). Le but de ce paragraphe est d’associer un
point de l’arbre Tτ a` tout mot du syste`me symbolique unilate`re Ω
+, et de montrer que la nouvelle
application fQ ainsi obtenue est surjective de Ω
+ dans Tτ . Pour cela, on utilisera l’automate des
pre´fixes-suffixes afin de produire des suites de mots dont les images par fQ sont convergentes
dans Tτ . On commence par un travail pre´liminaire sur certaines proprie´te´s des de´veloppements en
pre´fixes-suffixes et de l’application f0 (3.3B).
Soit u un pre´fixe de ω. On appelle e´criture automatique de u−1 l’e´criture
– u−1 = σα0(1−1) . . . σαp(1−1), avec
– ∀i, 0 ≤ i < p, αi+1 − αi ≥ d.
La suite α0, . . . , αp de´termine de manie`re unique un de´veloppement en pre´fixes-suffixes : celui
de S|u|(ω.ω), ou` ω est n’importe quel mot infini a` gauche tel que ω.ω ∈ Ω. De plus, l’e´criture
automatique est unique ; en effet, d’apre`s la proposition 1.1, tout mot dont l’e´criture automatique
a une puissance maximale ≤ m (quel que soit m ∈ N) est un suffixe propre de σm+1(1−1).
Lemme 3.19. Si un mot u−1 apparaˆıt a` l’e´tape n ≥ 1, alors la puissance maximale de son e´criture
automatique est soit n− 1, soit n.
De´monstration. Pour tout m ∈ N∗, le mot le plus long a` apparaˆıtre a` l’e´tape m est lm =
σα0(1−1) . . . σαp(1−1) (p ≥ 0) avec
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– α0 = m− 1[d− 1],
– pour tout 1 ≤ i ≤ p, αi = αi−1 + (d− 1),
– αp = m− 1.
Si m ≤ d − 1, le mot σm−1(1−1) est le seul a` apparaˆıtre a` l’e´tape m. Si m ≥ d, appliquer
l’e´galite´ σd(1−1) = 1−1σd−1(1−1) (dans l’ordre de´croissant des puissances) permet d’obtenir une
e´criture automatique de lm de puissance maximale m. Si u
−1 apparaˆıt a` l’e´tape n ≥ 1, alors
|ln−1| < |u−1| ≤ |ln|. On conclut en utilisant la proposition 1.1.
Si le mot u−1 apparaˆıt a` l’e´tape n ≥ 1, alors il existe deux sommets x et y de T sn tels que l’arbre
de´crit ci-dessous est un sous-arbre de T sn. De plus, (x, y, 2) est une areˆte de T
s
n−1. Les points dePSfrag replacements
1d
x y
f−10 (u
−1)
degre´ 1 ne peuvent pas posse´der d’areˆte sortante colore´e 2 ; on en de´duit que x est un point de
branchement. On montre de plus la proprie´te´ suivante.
Lemme 3.20. Soit u−1 un mot apparaissant a` l’e´tape n ≥ 1 et soit y le sommet de T sn tel que
(f−10 (u
−1), y, 1) est une areˆte de T sn. Si n est la puissance maximale de l’e´criture automatique de
u−1, alors y est un point de branchement.
De´monstration. On suppose que l’e´criture automatique de u−1 est
u−1 = σα0(1−1) . . . σαp−1(1−1)σn(1−1).
On a alors f0(y) = σ
α0(1−1) . . . σαp−1(1−1) (on note que f0(y) peut eˆtre e´gal a` ǫ). On sait que f0
est une bijection de
⋃
n∈N
Wsn dans δ(Ω
+
p ) = {u
−1 ; u est un pre´fixe de ω}. Ainsi, si y n’e´tait pas
un point de branchement, la proposition 3.7 serait contredite.
On va maintenant de´finir les images par fQ des mots de Ω
+ \Ω+p . Soit V un mot de Ω
+ \Ω+p .
Puisque ω est le seul mot de Ω+ spe´cial a` gauche, il existe un unique mot U infini a` gauche tel
que U.V ∈ Ω. On suppose de plus que Γ(U.V ) = (pi, ai, si)i∈N. On note u
−1
0 = p
−1
0 et pour tout
n ∈ N, u−1n+1 = u
−1
n σ
n+1(p−1n+1).
Proposition 3.21. La suite (fQ(u
−1
n ω))n est une suite de Cauchy de Tτ .
De´monstration. Soit n ∈ N. Le mot pn+1 peut eˆtre e´gal a` ǫ ou a` 1. Si pn+1 = ǫ, alors un = un+1. On
se place dans le cas ou` pn+1 = 1. Soitm l’e´tape d’apparition du mot u
−1
n+1. Les points f
−1
0 (u
−1
n ) = x
et f−10 (u
−1
n+1) = y sont des sommets de T
s
m. On de´duit du lemme 3.19 que (n + 1 = m) ou
(n+ 1 = m− 1). Si (n+ 1 = m), alors γm(y, x) = 1, et si (n+ 1 = m− 1), alors γm(y, x) = d (on
rappelle que γm est la fonction chemin de T
s
m). On se reporte a` la proposition 3.8 pour conclure
que dans les deux cas, on a
dTτ (fQ(u
−1
n ω), fQ(u
−1
n+1ω)) = η
−(n+1) Vt(1),
ou` Vt est le vecteur propre a` gauche (associe´ a` η) de la matrice tronc de´fini pre´ce´demment.
Finalement, fQ est l’application de Ω
+ dans Tτ de´finie par :
∀ V = u−1ω ∈ Ω+p , fQ(V ) = νk(f
−1
0 (u
−1))
si f−10 (u
−1) est un sommet de T sk (cf. 3.3C), et
∀ V ∈ Ω+ \ Ω+p , fQ(V ) = lim
n→+∞
fQ(u
−1
n ω) (3.3D)
si U.V est un mot de Ω tel que Γ(U.V ) = (pi, ai, si)i∈N, et si on a de´fini u
−1
0 = p
−1
0 et u
−1
n+1 =
u−1n σ
n+1(p−1n+1) pour tout n ∈ N.
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On va montrer que l’application fQ : Ω
+ → Tτ ainsi de´finie est surjective. Si z est un point
quelconque de Tτ , on va choisir une suite (zn)n de points de
⋃
n∈N
Wn (on rappelle que Wn est
l’ensemble des points de Tn de degre´ d) convergente vers z, et montrer l’existence d’une suite
extraite (z′n)n telle que, pour tout n ∈ N,
– fQ(u
−1
n ω) = z
′
n,
– si u−1n = σ
α0 (1−1) . . . σαp(1−1) avec αi+1 − αi ≥ d pour tout 0 ≤ i < p,
alors u−1n+1 = σ
α0(1−1) . . . σαp(1−1)σαp+1(1−1) avec αp+1 − αp ≥ d.
La suite (u−1n )n nous permettra ainsi de retrouver le de´veloppement en pre´fixes-suffixes d’un mot
U.V ∈ Ω, et on pourra en conclure que z = fQ(V ).
Le choix de la suite (zn)n est de´termine´ par l’approximation de Tτ par la suite (Tn)n.
De´finition 3.22. Soit e = [s, t] un arc de Tn. Si e est tel que
– s et t sont des e´le´ments de Vn (l’ensemble des points de Tn de degre´ 1 ou d),
– l’inte´rieur de e ne contient aucun e´le´ment de Vn,
alors on dira que e est un arc simple.
Pour tout arc [s, t] simple dans Tn pour un certain n, on de´finit
Tτ (s, t) = {x ∈ Tτ ; s /∈]x, t[ et t /∈]x, s[}.
Essentiellement, Tτ (s, t) contient s, t et la partie de Tτ comprise ≪ entre ≫ s et t.
Proposition 3.23. fQ est surjective de Ω
+ dans Tτ .
De´monstration. On rappelle que pour tout n ∈ N, l’application νn est une bijection de Vsn dans
Vn et que sa restriction a` Vsn−1 (si n ≥ 1) est e´gale a` νn−1.
Soit z un point de Tτ \ (
⋃
n∈N
Wn). Pour tout n ∈ N, il existe un unique arc simple e = [xn, y′n]
de Tn tel que z ∈ Tτ (xn, y′n). On suppose par convention que (ν
−1
n (xn), ν
−1
n (y
′
n), j) avec j ∈ Aτ
est une areˆte de T sn. Sous cette condition, le point xn est force´ment un point de branchement
(les points de degre´ 1 de T sn ne peuvent pas posse´der d’areˆtes sortantes). Si y
′
n est un point de
branchement, alors on de´finit yn = y
′
n ; sinon, on prend yn = xn. On de´finit, pour tout n ∈ N,
z2n = xn,
z2n+1 = yn.
La suite (zn)n est une suite de (
⋃
n∈N
Wn) qui converge vers z et on suppose que pour tout n ∈ N,
fQ(u
−1
n ω) = zn.
On remarque que z0 = fQ(ω). Pour pouvoir conclure a` la surjectivite´ de fQ, il suffit de montrer
que pour tout k ∈ N, si
– u−1k = σ
α0(1−1) . . . σαp(1−1) avec p ≥ 1, et
– ∀i, 0 ≤ i < p, αi+1 − αi ≥ d,
alors il existe un entier h tel que u−1h = σ
α0(1−1) . . . σαp−1(1−1). On suppose que u−1k est apparu
a` l’e´tape n ≥ 1. L’exposant αp vaut soit n− 1, soit n (lemme 3.19) et l’arbre de´crit ci-dessous est
un sous-arbre de T sn (on rappelle que l’application f0 est de´finie en 3.3B).
PSfrag replacements
1d
ν−1n (xn−1) ν
−1
n (y
′
n−1)
f−10 (u
−1
k )
Si αp = n− 1, alors on a
f0(ν
−1
n (xn−1)) = σ
α0(1−1) . . . σαp−1(1−1).
Si αp = n, alors le point y
′
n−1 est un point de branchement (lemme 3.20), et on a
21
f0(ν
−1
n (yn−1)) = σ
α0(1−1) . . . σαp−1(1−1).
3.4 Interpre´tation des cylindres du syste`me symbolique Ω+ dans l’arbre
T
τ
Dans la section 3.5, on montre que l’application fQ (3.3D) re´alise une conjugaison entre le
syste`me symbolique engendre´ par σ et un syste`me d’isome´tries partielles sur Tτ (3.1A). En plus
de fournir des informations pre´cises sur la structure auto-similaire de Tτ , la substitution d’arbre
a ainsi produit un moyen efficace d’associer une trajectoire infinie de Ω+ a` un point de l’arbre.
Cela simplifie la compre´hension de la repre´sentation ge´ome´trique du syste`me dynamique engendre´
par σ. On voudrait donner une me´thode syste´matique pour associer une substitution d’arbre a` un
automorphisme donne´. Dans la pre´sente section, on e´tudie plus en de´tail l’exemple propose´ et on
met en e´vidence une relation fondamentale entre la substitution d’arbre et le syste`me symbolique
engendre´ par σ. Cette relation pourrait servir de base a` des re´sultats plus ge´ne´raux.
Chaque arbre de la suite (Tn)n (convergente vers Tτ ) peut eˆtre de´compose´ en arcs simples
(de´finition 3.22) et chaque arc simple correspond a` une partie de Tτ . La de´composition en arcs
simples induit donc une partition (modulo un ensemble fini de points) de Tτ ; notre but est de
montrer que chacune de ces partitions se rele`ve par f−1Q en une partition (modulo un ensemble
fini de points) en cylindres de Ω+.
3.4.1 Images par fQ des cylindres de Ω
+
Si [s, t] est un arc simple de Tn, il existe k, (1 ≤ k ≤ 2d− 2), tel que le segment [s, t] de Tn+k
contient exactement 1 point de branchement ; on le note z(s, t). L’ante´ce´dent de z(s, t) par fQ
dans Ω+p est note´ u(s, t)
−1ω.
Pour tout mot u de L(Ω), on note Pu l’ensemble des mots V de Ω
+ tels que uV est encore
dans Ω+. Dans ce paragraphe, on montre par re´currence que pour tout n ∈ N et pour tout arc
simple [s, t] de Tn, on a fQ(Pu(s,t)) = Tτ (s, t).
Remarque 3.24. Si u est un pre´fixe de ω, alors l’e´le´ment u−1ω de Ω+p est dans Pu.
La proposition suivante fera office d’initialisation pour la re´currence a` suivre. L’arbre T s0 e´tant
constitue´ des d areˆtes (x0, xj , j) (ou` x0 est la racine et 1 ≤ j ≤ d), on de´finit zj = ν0(xj) pour
tout 0 ≤ j ≤ d (voir paragraphe 3.1.2 pour la de´finition de ν0).
Proposition 3.25. Pour tout 1 ≤ j ≤ d, on a Tτ (z0, zj) = fQ(Pu(z0,zj)).
De´monstration. On de´duit de la figure 6 que u(z0, z1)
−1 = σd−1(1−1) et que pour tout 2 ≤ j ≤ d,
on a u(z0, zj)
−1 = σj−2(1−1). Le point z0 = fQ(ω) est a` l’intersection des Tτ (z0, zj) et ω ∈ Pu(z0,zj)
quel que soit 1 ≤ j ≤ d (le mot bi-infini lim
n→+∞
σdn(j.1) existe quel que soit j).
Si z ∈ Tτ (z0, zj) ∩ (
⋃
n∈N
Wn) et z 6= z0, alors z est l’image par fQ d’un mot w
−1ω de Ω+p tel
que w−1 = u(z0, zj)
−1σk1(d−1)σk2(d−1) . . . σkm(d−1) avec
– j′ + (d− 1) ≤ k1 ≤ j
′ + (2d− 2) si u(z0, zj)
−1 apparaˆıt a` l’e´tape j′ (proposition 3.14),
– ki + (d− 1) ≤ ki+1 ≤ ki + (2d− 2) pour tout 1 ≤ i < m (toujours par 3.14).
Le mot u(z0, zj)
−1 est un pre´fixe de w−1 et on de´duit que w−1ω ∈ Pu(z0,zj).
Soit z un point de Tτ (z0, zj)\(
⋃
n∈N
Wn). En reprenant le principe de la preuve de la proposition
3.23, on trouve une suite (xn)n d’e´le´ments de Tτ (z0, zj) ∩ (
⋃
n∈N
Wn) telle que, pour tout n ∈ N,
– fQ(w
−1
n ω) = xn,
– si w−1n = σ
α0(1−1) . . . σαp(1−1) avec αi+1 − αi ≥ d pour tout 0 ≤ i < p,
alors w−1n+1 = σ
α0(1−1) . . . σαp(1−1)σαp+1(1−1) avec αp+1 − αp ≥ d.
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La suite (wn)n de´termine un unique de´veloppement en pre´fixes-suffixes qui a un unique ante´ce´dent
U.V par Γ−1. Il existe un rang k tel que pour tout n ≥ k, le mot w−1n admet u(z0, zj)
−1 comme
pre´fixe (the´ore`me 1.3), ce qui fait de u(z0, zj) un suffixe de U ; on en de´duit que V ∈ Pu(z0,zj).
De plus, l’e´galite´ fQ(V ) = z est ve´rifie´e, et on a finalement z ∈ fQ(Pu(z0,zj)). On conclut que
Tτ (z0, zj) ⊂ fQ(Pu(z0,zj)).
Soit z un point de fQ(Pu(z0,zj)) et V un ante´ce´dent de z dans Pu(z0,zj). Si V est un mot de Ω
+
p
et fQ(V ) ∈ Tτ (z0, zk), avec k 6= j, alors on vient de voir que V est e´galement dans Pu(z0,zk). Les
dernie`res lettres des mots u(z0, zj) sont deux a` deux distinctes. Le mot ω e´tant le seul mot de Ω
+
spe´cial a` gauche (proposition 3.12), on a V = ω. On en de´duit z = fQ(V ) est dans Tτ (z0, zj).
Si V n’est pas dans Ω+p , il existe un mot U infini a` gauche tel que U.V ∈ Ω et u(z0, zj) est
un suffixe de U . On suppose que Γ(U.V ) = (pi, ai, si)i≥0 et on note, pour tout n ∈ N, w−1n =
p−10 σ(p
−1
1 ) . . . σ
n(p−1n ). D’apre`s le the´ore`me 1.3, il existe un entier k tel que u(z0, zj)
−1 est un
pre´fixe de w−1n pour tout n ≥ k. La suite (fQ(w
−1
n ω))n≥k est une suite de Cauchy de Tτ (z0, zj)
(compact en tant que ferme´ du compact Tτ ) et converge vers fQ(V ). Finalement, z = fQ(V ) ∈
Tτ (z0, zj) et fQ(Pu(z0,zj)) ⊂ Tτ (z0, zj).
On ge´ne´ralise maintenant cette proprie´te´ a` tout arc simple de tout arbre Tn. La proposition
suivante n’est qu’une e´tape dans la de´monstration du the´ore`me 3.29 a` venir. Elle nous permettra
d’associer a` tout arbre Tn une de´composition (pour l’instant grossie`re) de Ω
+ ; le sens re´el de cette
de´composition est donne´ dans le paragraphe suivant.
Proposition 3.26. Pour tout n ∈ N et pour tout arc simple [s, t] de Tn, on a fQ(Pu(s,t)) =
Tτ (s, t).
De´monstration. L’initialisation de la re´currence a e´te´ faite dans la proposition pre´ce´dente et on
suppose la proprie´te´ vraie au rang n− 1.
Soit w−1 un mot apparaissant a` l’e´tape n. On note y0 = fQ(w
−1ω) ; il existe d points y1, . . . , yd
de Vn tels que pour tout 1 ≤ j ≤ d, [y0, yj ] est un arc simple de Tn. De plus, par hypothe`se de
re´currence, il existe deux points, disons y1 et y2, tels que Tτ (y1, y2) = fQ(Pw).
On veut se ramener a` un cas similaire a` celui de l’initialisation. Pour cela, il faut prendre en
compte le fait qu’au moins un des points y1, y2 est un point de branchement (alors qu’ils e´taient
tous les deux de degre´ 1 dans l’initialisation).
On suppose que y1 et y2 sont tous les deux dans Wn. Les mots w−1σn(d)ω et w−1σn(1)ω sont
des ante´ce´dents par fQ de y1 et y2 ; on supposera par exemple que y1 = fQ(w
−1σn(d)ω) et y2 =
fQ(w
−1σn(1)ω). Il est e´vident que y1 ∈ Tτ (y0, y1) et y2 ∈ Tτ (y0, y2) et il faut maintenant s’assurer
que les mots w−1σn(d)ω et w−1σn(1)ω sont des e´le´ments de Pu(y0,y1) et Pu(y0,y2) respectivement.
Sachant que u(y0, y1) = σ
n+d−1(d)w et u(y0, y2) = σ
n+d(d)w, il suffit de montrer que les mots
σn+d−1(d)σn(d)ω et σn+d(d)σn(1)ω sont effectivement des e´le´ments de Ω+ et on conclut que c’est
le cas en se rappelant que σd(1) = σd−1(1)1.
Le reste de la preuve (pour le rang n) se fait en reprenant le raisonnement donne´ dans la
proposition pre´ce´dente.
3.4.2 Chaque arbre de la suite (Tn)n de´termine une partition en cylindres de Ω
+
Jusqu’a` la fin de cet article, toute partition de Ω+ sera en fait une partition modulo un ensemble
fini. Pour tout m ∈ N, on note Pm la partition en cylindres de Ω
+ de´finie par
Pm = {Pu;u ∈ L(Ω) et |u| = m}.
Dans ce paragraphe, on fait correspondre chaque arbre Tn a` l’une de ces partitions. Quel que soit
n ∈ N, on explicite un entier m tel que tout arc simple [s, t] de Tn ve´rifie fQ(Pu) = Tτ (s, t) pour
un certain Pu de Pm ; re´ciproquement, pour tout Pu de Pm, il existe un arc simple [s, t] de Tn
tel que fQ(Pu) = Tτ (s, t).
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Lemme 3.27. Soit w−1 un mot apparu a` l’e´tape n (−(d − 2) si w = ǫ) (w−1ω ∈ Ω+p ). Soit j
un entier tel que d − 1 ≤ j ≤ 2d − 2 ; on note u−1j la premie`re lettre de σ
n+j(d−1). L’e´galite´
Pσn+j(d)w = Pujw est ve´rifie´e.
De´monstration. L’inclusion Pσn+j(d)w ⊂ Pujw est e´vidente puisque ujw est un suffixe de σ
n+j(d)w.
Soit V un e´le´ment de Pujw ∩Ω
+
p . Le mot V est dans Pw et fQ(V ) est dans fQ(Pw)∩ (
⋃
n∈N
Wn). Le
mot V est donc un mot de Pσn+k(d)w pour un certain k, d− 1 ≤ k ≤ 2d− 2. Les dernie`res lettres
des mots σn+k(d), d− 1 ≤ k ≤ 2d− 2 sont deux a` deux distinctes. Si k 6= j, alors wV = ω (ω est
le seul mot de Ω+ spe´cial a` gauche), et V appartient e´galement a` Pσn+j(d)w. Si V 6= w
−1ω, on a
force´ment k = j. Finalement, tout e´le´ment de Pujw ∩ Ω
+
p est dans Pσn+j(d)w.
Soit V un e´le´ment de Pujw et U un mot infini a` gauche tel que U.V ∈ Ω et ujw est un suffixe
de U . Soit de plus ω un mot infini a` gauche tel que ω.ω ∈ Ω. Par minimalite´, on peut trouver
une suite (αn)n d’e´le´ments de N telle que la suite (S
αn(ω.ω))n converge vers U.V . On a ainsi
mis en e´vidence une suite d’e´le´ments de Pujw ∩Ω
+
p (⊂ Pσn+j(d)w) convergente vers V . L’ensemble
Pσn+j(d)w e´tant ouvert-ferme´, on a V ∈ Pσn+j(d)w.
Il vient que tout suffixe w′ de σn+j(d)w de longueur ≥ |ujw| ve´rifie Pσn+j(d)w = Pw′ (les
notations sont celles du lemme pre´ce´dent). La longueur du suffixe w′ a` choisir sera donne´ dans le
the´ore`me 3.29.
Il faut encore s’assurer que l’on retrouve effectivement une partition de Ω+ ; puisqu’aucun de´tail
n’a e´te´ donne´ concernant la non-injectivite´ de fQ, on pourrait imaginer l’existence d’un cylindre
Pw tel que fQ(Ω
+ \Pw) = Tτ . Le proble`me aurait pu eˆtre re´gle´ en comptant le nombre d’areˆtes des
arbres Tn d’une part et le cardinal des partitions Pn (donne´ par le nombre de mots de longueur
n de L(Ω)) de l’autre. On pre´fe`re cependant faire appel aux proprie´te´s de l’application fQ.
Lemme 3.28. Soient w1 et w2 deux mots de L(Ω) tels que w1 6= w2 et |w1| = |w2|. Alors
fQ(Pw1) ∩ fQ(Pw2) comporte au plus 1 point.
De´monstration. Si le mot w−1 apparaˆıt a` l’e´tape n, alors les mots w−1σn+k(d−1)ω, pour (d− 1 ≤
k ≤ 2d− 2) (cf. proposition 3.14) sont des e´le´ments de Pw. On en de´duit que si [s1, t1] et [s2, t2]
sont des arcs simples de Tn1 et Tn2 respectivement, avec n1 ≤ n2, alors Tτ (s2, t2) ⊂ Tτ (s1, t1) si et
seulement si u(s1, t1) est un suffixe de u(s2, t2) ; l’ensemble fQ(Pu(s1,t1)) ∩ fQ(Pu(s2,t2)) comporte
au plus 1 point (s1 ou t1) sinon.
Les pre´fixes de ω sont les seuls mots spe´ciaux a` gauche (cf. proposition 3.11) ; si w1 et w2 sont
deux mots de L(Ω) tels que w1 6= w2 et |w1| = |w2|, alors il existe un unique v1 (resp. v2) tel que
– v1 (resp. v2) est un pre´fixe de ω,
– w1 (resp. w2) est un suffixe de v1 (resp. v2),
– Pv1 = Pw1 (resp. Pv2 = Pw2).
On peut supposer que |v1| ≥ |v2|. Puisque w1 6= w2 et |w1| = |w2|, alors v2 n’est pas un suffixe de
v1 et on conclut que fQ(Pw1) ∩ fQ(Pw2) comporte au plus 1 point.
On peut maintenant associer une partition Pm a` chaque arbre Tn.
The´ore`me 3.29. Si n = 0, on prend m = 1, et si n ∈ N∗, on suppose que (m− 1) est la longueur
du plus long mot apparaissant a` l’e´tape n. On a alors :
– pour tout arc simple [s, t] de Tn, il existe un unique e´le´ment Pu de Pm tel que fQ(Pu) =
Tτ (s, t),
– re´ciproquement, pour tout Pu ∈ Pm, il existe un arc simple [s, t] de Tn pour lequel fQ(Pu) =
Tτ (s, t),
On dit que Tn de´termine la partition Pm.
De´monstration. Soit [s, t] un arc simple de Tn. Il existe un mot w
−1 (apparu a` l’e´tape r < n) tel
que u(s, t)−1 = w−1σr+j(d−1) pour un certain j, (d − 1 ≤ j ≤ 2d − 2). D’apre`s la proposition
3.26, fQ(Pu(s,t)) = Tτ (s, t) et par le lemme 3.27, Pu(s,t) = Pujw si uj est la dernie`re lettre de
σr+j(d). Le mot w−1 est apparu l’e´tape r < n et u(s, t)−1 n’est pas encore apparu ; on a donc
|ujw| ≤ m ≤ |u(s, t)|, et on en de´duit l’existence d’un mot u de longueur m tel que
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– u est un suffixe de u(s, t),
– ujw est un suffixe de u,
– Pu(s,t) = Pu.
L’unicite´ de´coule directement du lemme 3.28.
Soit u un mot de longueur m. Il existe un arc simple [s, t] de Tn tel que fQ(Pu) ∩ Tτ (s, t)
comporte une infinite´ de points et on vient de montrer qu’il existe un mot w de longueur m tel
que fQ(Pw) = Tτ (s, t). On conclut que u = w par le lemme 3.28.
3.4.3 Proprie´te´s des partitions de´termine´es
Ce paragraphe e´tudie les partitions de Ω+ qui peuvent eˆtre de´termine´es par les arbres Tn. On
note µ l’unique mesure de probabilite´ sur Ω+ invariante par de´calage. Pour tout u ∈ L(Ω), la
mesure de Pu est de´finie comme la fre´quence du mot u dans ω :
µ(Pu) = lim
n→+∞
1
n
#{0 ≤ k < n;ωk . . . ωk+|u|−1 = u} > 0
ou` # de´signe le cardinal et ωj (j ∈ N) est la j-ie`me lettre de ω. Si Pu et Pv sont les e´le´ments d’une
partition Pn quelconque, on dit que Pu ∼ Pv si et seulement si µ(Pu) = µ(Pv). On va mettre
en e´vidence une relation entre les partitions de´termine´es par les arbres Tn et les cardinaux des
ensembles Pn/ ∼.
Pour tout mot u de L(Ω), on note Cu l’ensemble des mots de Ω
+ dont u est pre´fixe. La mesure
µ e´tant invariante par le de´calage, l’e´galite´ µ(Pu) = µ(Cu) est ve´rifie´e quel que soit u ∈ L(Ω). On
travaillera sur les ensembles Cu dans la suite de ce paragraphe.
On rappelle que les pre´fixes de ω sont les seuls mots spe´ciaux a` gauche. Le re´el λ est la valeur
propre dominante de la matrice d’incidence de σ. La mesure de´finie est telle que pour tout u dans
le langage, µ(σ(Cu)) = λ
−1µ(Cu). Le lemme suivant permettra d’utiliser cette proprie´te´ par la
suite.
Lemme 3.30. Si u est un mot de L(Ω) dont la dernie`re lettre est diffe´rente de d, alors σ(Cu) =
Cσ(u).
De´monstration. L’inclusion σ(Cu) ⊂ Cσ(u) est e´vidente. Soit V ∈ Cσ(u), V = σ(u)V1, V1 ∈ Ω
+,
et puisque d n’est pas la dernie`re lettre de u, alors 1 n’est pas la dernie`re lettre de σ(u) et V1 ne
commence pas par 2. Or, tout mot (infini) commenc¸ant par l 6= 2 a un ante´ce´dent par σ dans
Ω+, c’est-a`-dire qu’il existe V2 ∈ Ω+ tel que σ(V2) = V1. Une manie`re simple de s’en assurer
est d’e´crire le de´veloppement en pre´fixes-suffixes d’un mot U.αV1 ∈ Ω, α ∈ A. Dans ce cas,
V = σ(uV2), assurant que V est dans σ(Cu).
λ ve´rifie λd = λd−1 + 1 et on en de´duit les e´galite´s
λ2d−2 =
∑
0≤k≤d−1
λk et 1 =
∑
0≤k≤d−1
λ−(d−1+k).
On va calculer toutes les valeurs possibles des mesures des cylindres. Il est e´vident que si u ∈ L(Ω)
et α ∈ A, on a µ(Cu) = µ(Cαu) si et seulement si u n’est pas spe´cial a` gauche. On s’inte´resse donc
au cas ou` u est spe´cial a` gauche.
Proposition 3.31. Soit u un pre´fixe de ω (possiblement ǫ) et µ(Cu) = x. Alors µ(C1u), µ(C2u),
. . ., µ(Cdu) prennent les valeurs (pas force´ment respectives) λ
−(d−1+k)x, 0 ≤ k ≤ d− 1.
De´monstration. Si u est un pre´fixe de ω, alors u est pre´fixe de σ(u). On pourra supposer u spe´cial
a` droite, en remarquant que si ce n’est pas le cas, il existe un mot u0 spe´cial a` droite (dont u est
pre´fixe) tel que Cu = Cu0 .
Il n’existe qu’une seule lettre l0 de {1, . . . , d} pour laquelle σ(l0)u est encore spe´cial a` droite ;
on choisit l ∈ {1, . . . , d}; l 6= l0. On de´duit de l’expression des pre´fixes de ω spe´ciaux a` droite (les
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bispe´ciaux) qu’il n’existe aucun pre´fixe v de σ(u) tel que u est pre´fixe de v, |u| < |v| < |σ(u)| et
v est spe´cial a` droite. On en conclut que Cσ(l)σ(u) = Cσ(l)u. Le mot u e´tant spe´cial a` droite, sa
dernie`re lettre est diffe´rente de d, et par 3.30, σ(Clu) = Cσ(l)σ(u), ce qui donne σ(Clu) = Cσ(l)u.
On rappelle que 2 est non spe´cial a` gauche. On a ainsi, pour tout l 6= l0 :
µ(Clu) = λµ(C(l+1)u) si l 6= d,
µ(Clu) = λµ(C1u) si l = d.
On note y = µ(C(l0+1)u) si l0 6= d et y = µ(C1u) si l0 = d ; on a alors
∑
0≤k≤d−1
λ−ky = x, ce qui
donne y = λ−(d−1)x.
On va pouvoir pre´ciser le cardinal des ensembles Pn/ ∼ apre`s un dernier lemme. Pour tout
n ∈ N, on note En = {µ(Cu);u ∈ L(Ω), |u| = n}.
Lemme 3.32. Si u est un pre´fixe du point fixe ω, alors µ(Cu) est un e´le´ment maximal de E|u|.
De plus, u est spe´cial a` droite si et seulement si pour tout v ∈ L(Ω) tel que |v| = |u|, v 6= u, on a
µ(Cu) > µ(Cv).
De´monstration. Soit v ∈ L(Ω) un mot de longueur |u|. Si v n’est pas un pre´fixe du point fixe,
alors il existe un pre´fixe w du point fixe, tel que |w| > |v|, v est un suffixe (propre) de w et
µ(Cw) = µ(Cv) ; en effet si v n’est pas spe´cial a` gauche et αv ∈ L(Ω) (α ∈ {1, . . . , d}), alors
µ(Cαv) = µ(Cv). Or, puisque u est un pre´fixe de w, alors Cu ⊃ Cw et µ(Cu) ≥ µ(Cw) = µ(Cv).
Le mot v est toujours un mot de longueur |u| non pre´fixe de ω, le mot u est pre´fixe de ω et
le mot w est un pre´fixe de ω tel que v est un suffixe propre de w et µ(Cw) = µ(Cv). On note
w = uw0 ; si u est spe´cial a` droite, alors il existe w1 tel que |w1| = |w0|, w1 6= w0 et uw1 est dans
le langage. Dans ce cas, Cu ⊃ Cuw0 ∪Cuw1 et µ(Cu) > µ(Cw) = µ(Cv) (car Cuw0 et Cuw1 sont de
mesures strictement positives).
Si pour tout v tel que |v| = |u|, v 6= u, on a µ(Cu) > µ(Cv), on note α une lettre de {1, . . . , d}
telle que uα est dans le langage. Si v est le suffixe de uα de longueur |u|, alors v n’est pas spe´cial
a` gauche et µ(Cv) = µ(Cuα). On a alors µ(Cu) > µ(Cuα), ce qui implique que u est spe´cial a`
droite.
Proposition 3.33. Pour tout n ∈ N, on note un le pre´fixe de longueur n de ω.
– E1 =
⋃
0≤k≤d−1
{λ−(d−1+k)},
– ∀n ≥ 2,
– si le pre´fixe un−1 de ω de longueur n− 1 est spe´cial a` droite, alors il existe j ∈ N tel que
En =
⋃
0≤k≤2d−3
{λ−(j+k)},
– sinon, il existe j ∈ N tel que En =
⋃
0≤k≤2d−2
{λ−(j+k)}.
De´monstration. Par re´currence.
On obtient directement de 3.31 que E1 =
⋃
0≤k≤d−1
{λ−(d−1+k)}. Le mot 1 est le seul mot de
longueur 1 spe´cial a` gauche, µ(C1) = λ
−(d−1) d’apre`s 3.32, et on obtient par 3.31 que les µ(Ch1),
1 ≤ h ≤ d prennent les valeurs λ−(2d−2+k), 0 ≤ k ≤ d − 1. Si l 6= 1, l n’est pas spe´cial a` gauche
et µ(C(l−1)l) = µ(Cl). On en de´duit que E2 =
⋃
0≤k≤2d−3
{λ−(d+k)}. On suppose que les proprie´te´s
annonce´es sont vraies a` tous les rangs ≤ n.
Si un et un−1 sont spe´ciaux a` droite, il existe j ∈ N tel que En =
⋃
0≤k≤2d−3
{λ−(j+k)} par
hypothe`se de re´currence, et par 3.32, Cun est le seul cylindre de mesure λ
−j . On peut de´duire de
la proposition 3.31 que En+1 =
⋃
1≤k≤2d−2
{λ−(j+k)}.
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Si un est spe´cial a` droite, et un−1 ne l’est pas, alors il existe j ∈ N tel que En =
⋃
0≤k≤2d−2
{λ−(j+k)}
et Cun est le seul cylindre de mesure λ
−j . On en de´duit que En+1 =
⋃
1≤k≤2d−2
{λ−(j+k)}.
Si un n’est pas spe´cial a` droite, et un−1 est spe´cial a` droite, alors il existe j ∈ N tel que En =⋃
0≤k≤2d−3
{λ−(j+k)} et Cun n’est pas le seul cylindre de mesure λ
−j ; En+1 =
⋃
0≤k≤2d−2
{λ−(j+k)}.
Si un et un−1 ne sont spe´ciaux a` droite ni l’un ni l’autre, il existe j ∈ N tel que En =⋃
0≤k≤2d−2
{λ−(j+k)} et Cun n’est pas le seul cylindre de mesure λ
−j . On a alors En+1 = En.
Les proprie´te´s passent donc aux successeurs.
On peut finalement conclure que
– #(P1/ ∼) = d, et pour n ≥ 2,
– #(Pn/ ∼) = 2d− 2 s’il existe un bispe´cial de longueur n− 1, et
– #(Pn/ ∼) = 2d− 1 sinon.
Ce re´sultat est a` rapprocher du the´ore`me 3.29 et de la proposition 3.15.
The´ore`me 3.34. T0 de´termine P1. Pour tout n ∈ N∗, l’arbre Tn de´termine une partition Pm de
Ω+ avec #(Pm/ ∼) = 2d− 2. Toute partition Pm telle que #(Pm/ ∼) = 2d− 2 est de´termine´e
par un arbre Tn.
Il est a` noter que ce the´ore`me donne un sens au cardinal de l’alphabet Aτ conside´re´ pour la
substitution d’arbre.
3.5 Syste`me d’isome´tries partielles et conjugaison en mesure
On de´finit finalement un syste`me d’isome´tries partielles sur l’arbre limite Tτ (3.1A), et on
montre que ce syste`me d’isome´tries traduit ge´ome´triquement l’action du de´calage sur le syste`me
symbolique substitutif.
On rappelle que fQ est l’application de´finie en 3.3D. Pour toute lettre a de A, on de´finit
l’application
ϕa : fQ(Ca) → fQ(Pa)
x = fQ(V ), V = aV
′ 7→ ϕa(x) = fQ(V ′).
Proposition 3.35. Pour tout a ∈ A, ϕa est une isome´trie.
De´monstration. Il suffit de ve´rifier la proprie´te´ pour les points de branchement. On rappelle
que Ω+p = {S
n(ω), n ∈ N}. Soient u−1ω et v−1ω deux mots de Ca ∩ Ω+p . On suppose que
fQ(u
−1ω), fQ(v
−1ω) et leurs images fQ(a
−1u−1ω), fQ(a
−1v−1ω) sont des e´le´ments de Wn (l’en-
semble des points de degre´ d de Tn). On rappelle que γn est la fonction chemin (voir section 2.1)
de T sn et que l’application f0 est de´finie en 3.3B ; on note
– w = γn(f
−1
0 (u
−1), f−10 (v
−1)), et
– wa = γn(f
−1
0 (a
−1u−1), f−10 (a
−1v−1)).
Les mots w et wa ve´rifient σ
n(p∗(w)) = uv
−1 et σn(p∗(wa)) = uaa
−1v−1. Puisque f−10 (u
−1),
f−10 (v
−1), f−10 (a
−1u−1) et f−10 (a
−1v−1) sont des points de branchement, w et wa sont des mots de
(A∪A)∗ (ils ne contiennent aucune lettre k, k avec (d+1) ≤ k ≤ (2d−2)). On en de´duit que w = wa
et on conclut imme´diatement que dTτ (fQ(u
−1ω), fQ(v
−1ω)) = dTτ (fQ(a
−1u−1ω), fQ(a
−1v−1ω)).
Ainsi, pour tout a ∈ A, l’application ϕa est une bijection isome´trique qui ve´rifie
(fQ ◦ S)(V ) = (ϕa ◦ fQ)(V )
pour tout e´le´ment V de Ca.
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On montre en plus que l’intersection fQ(Ca) ∩ fQ(Cb) entre deux domaines distincts (a, b ∈ A
et a 6= b) est constitue´e d’au plus un point. Pour cela, on pre´cise la non-injectivite´ de l’application
fQ. Le lemme suivant est le´ge`rement plus fort que ce dont nous avons besoin, mais il explicite une
proprie´te´ inte´ressante de fQ.
Lemme 3.36. Si V1 et V2 sont deux mots de Ω
+ tels que fQ(V1) = fQ(V2), alors il existe un mot
infini a` gauche U tel que U.V1 et U.V2 sont des mots de Ω.
De´monstration. On suppose qu’il existe deux mots distincts w1, w2 ∈ A∗ avec |w1| = |w2| et tels
que V1 ∈ Pw1 , V2 ∈ Pw2 . Si fQ(V1) = fQ(V2), alors d’apre`s le lemme 3.28, fQ(V1) = fQ(V2) =
fQ(S
k(ω)) pour un certain k ∈ N.
Il reste a` montrer que pour tout k ∈ N, le point fQ(Sk(ω)) n’a qu’un seul ante´ce´dent. On
montre la proprie´te´ pour fQ(ω) ; un raisonnement similaire pourra eˆtre utilise´ pour ses de´cale´s.
On a de´ja` e´tabli que fQ est injective sur Ω
+
p = {S
n(ω);n ∈ N}. Si V ∈ Ω+ \Ω+p , alors il existe un
mot U infini a` gauche tel que U.V ∈ Ω et on obtient de la de´composition en pre´fixes-suffixes que
V ∈ Pσk2 (1)σk1 (1), pour k1, k2 ∈ N. Or, une simple observation de la figure 6 montre l’e´quivalence :
fQ(ω) ∈ fQ(Pw)⇔ w = σk(1) pour un certain k ∈ N.
Le the´ore`me 3.34 assure que pour tout a ∈ A, l’ensemble fQ(Pa) est connexe et ferme´ ; on en
de´duit qu’il en est de meˆme pour fQ(Ca). L’intersection fQ(Ca)∩fQ(Cb) avec a 6= b est e´galement
une partie connexe ferme´e de Tτ et peut donc posse´der 0, 1, ou une infinite´ d’e´le´ments. Si l’ensemble
fQ(Ca)∩ fQ(Cb) posse`de une infinite´ d’e´le´ments, alors il contient un point de branchement, et on
a montre´ dans le lemme 3.36 qu’un point de branchement posse`de un unique ante´ce´dent par fQ.
On en conclut que la proposition suivante est ve´rifie´e.
Proposition 3.37. Si a et b sont deux e´le´ments distincts de A, alors l’intersection fQ(Ca)∩fQ(Cb)
posse`de au plus 1 e´le´ment.
On de´finit l’ensemble des singularite´s par
S =
⋃
a,b∈A
a 6=b
(fQ(Ca) ∩ fQ(Cb)) ∪
⋃
a,b∈A
a 6=b
(fQ(Pa) ∩ fQ(Pb))
et on note S∗ l’ensemble des points appartenant aux orbites des points de S sous l’action du
syste`me d’isome´tries. L’ensemble S est fini d’apre`s le lemme 3.28 et la proposition 3.37, ce qui
fait de S∗ un ensemble de´nombrable.
On note β la dimension de Hausdorff de Tτ et Hβ sa mesure de Hausdorff associe´e (voir [Fal85]
pour une introduction a` ces concepts et [Cou09] pour le calcul de cette dimension). Le re´el β est
force´ment ≥ 1 puisque Tτ contient un intervalle, et on en de´duit que Hβ(S∗) = 0.
Tout point de T ∗τ = Tτ \ S
∗ est dans le domaine d’une unique isome´trie ϕa et on note ϕ
l’application bijective de´finie par
ϕ : T ∗τ → T
∗
τ
x 7→ ϕa(x) si x est dans le domaine de de´finition de ϕa.
The´ore`me 3.38. Le syste`me symbolique (Ω+, S, µ) (ou` µ est l’unique mesure de probabilite´ in-
variante par S) engendre´ par la substitution σ est conjugue´ en mesure au syste`me dynamique
(T ∗τ , ϕ,H
β) engendre´ par le syste`me d’isome´tries et on obtient le diagramme commutatif suivant.
On explique dans la section 4 comment l’arbre et le syste`me d’isome´tries peuvent eˆtre construit
en utilisant les re´sultats de [GJLL98] et [LL03]. Il e´tait cependant important de montrer que l’on
pouvait retrouver ces re´sultats sur cette classe d’exemples de manie`re inde´pendante, en exploitant
la substitution d’arbre, et en insistant sur le fait que la substitution d’arbre explique clairement
l’organisation des points de l’arbre suivant leurs orbites (ce qui fait de´faut aux autres construc-
tions).
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PSfrag replacements
Ω+Ω+
S
fQfQ
TτTτ
ϕ
(presque partout)
3.6 L’arbre T
τ
vu dans le fractal de Rauzy
Pour d = 3, la substitution est de type Pisot ; sa matrice d’incidence a une valeur propre re´elle
> 1 et deux valeurs propres complexes conjugue´es de modules < 1. En remarquant que pour toute
lettre i, le mot σd(i) commence par le mot 12, on de´duit que la condition de forte co¨ıncidence est
ve´rifie´e : pour tout i, j ∈ A = {1, 2, 3}, il existe k, n (ici 2, d) tels que la k-ie`me lettre de σn(i) et
la k-ie`me lettre de σn(j) sont e´gales et les abe´lianise´s des pre´fixes de longueur (k − 1) de σn(i) et
σn(j) sont e´gaux. Ces proprie´te´s permettent d’assurer (voir [AI01], [Sie00, chapitre 3], [CS01b])
que le syste`me dynamique symbolique engendre´ par σ est conjugue´ en mesure a` un e´change de
domaines sur une partie compact de R2 : le fractal de Rauzy associe´ a` σ.
Pour tout mot u de F (A) = F3, on note |u|i (pour i ∈ A ∪ A−1) le nombre d’occurrences de
la lettre i dans u et on de´finit [u] comme le vecteur (de Z3) dont la j-e`me coordonne´e (j ∈ A) est
|u|j − |u|j−1 . On note Π le plan contractant associe´ aux deux valeurs propres de modules < 1, et
π∗ l’application de F3 dans Π qui a` un mot u associe la projection de [u] dans Π paralle`lement a`
la direction dilatante (associe´e a` la valeur propre dominante).
On de´finit l’application π de Ω+p = {S
n(ω);n ∈ N} dans Π par :
– π(ω) = (0, 0, 0),
– pour tout mot V = u−1ω de Ω+p , π(V ) = π∗(u
−1).
Le fractal de Rauzy R associe´ a` σ est l’adhe´rence dans Π de π(Ω+p ).
Pour toute partie X de Ω+, on de´finit π(X) comme l’adhe´rence dans Π de π(X ∩ Ω+p ). On
donne finalement un moyen de repre´senter les arbres Tn dans le fractal de Rauzy en de´finissant
l’application suivante (P de´signe l’ensemble des parties).
ζ : P(Tτ ) → P(R)
X 7→ π(f−1Q (X)).
On repre´sente sur la figure 8 les images par ζ des premiers arbres de la substitution d’arbre. Les
points marque´s d’une croix (sur ζ(T5), ζ(T6) et ζ(T8)) indiquent des de´fauts de la repre´sentation
planaire ; ce sont des couples de points de Ω+p dont les images par fQ sont distinctes, mais qui ont
meˆme image par π.
La figure 9 illustre le the´ore`me 3.29 ; les arcs simples bleu, rouge et vert de T0 de´terminent
respectivement Pa, Pb et Pc.
La figure 10 illustre le fait que T4 de´termineP7. On repre´sente le fractal de Rauzy en attribuant
une meˆme couleur a` π(Pu) et π(Pv) (ou` Pu et Pv sont dans P7) si µ(Pu) = µ(Pv) ; les domaines
π(Pu) et π(Pv) sont e´gaux a` translation pre`s. L’image par ζ de T4 est e´galement repre´sente´e ; on
note la correspondance entre les arcs simples et les cylindres.
4 Arbre re´pulsif et cœur compact
Dans [GJLL98], les auteurs associent un arbre re´el muni d’une action du groupe libre par
isome´tries a` tout automorphisme de groupe libre. Dans cette section, on construit l’arbre TΦ−1
associe´ a` l’automorphisme σ−1 (de l’exemple propose´), et on montre que le compact Tτ (3.1A)
construit pre´ce´demment peut eˆtre vu comme une partie de TΦ−1 , le comple´te´ me´trique de TΦ−1 .
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Figure 8 – Repre´sentation de ζ(T0), ζ(T1), ζ(T2), ζ(T3), ζ(T4),
ζ(T5), ζ(T6), ζ(T8) et ζ(T10).
Figure 9 – Repre´sentation de ζ(T22).
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Figure 10 – Repre´sentation de R et ζ(T4).
4.1 Repre´sentants topologiques
On note Aut(Fn) le groupe des automorphismes du groupe libre Fn. Si w est un e´le´ment de
Fn, on note iw l’automorphisme de´fini pour tout e´le´ment g de Fn par iw(g) = w
−1gw ; iw est un
automorphisme inte´rieur ou conjugaison. On note Inn(Fn) l’ensemble des conjugaisons de
Aut(Fn) et Out(Fn) = Aut(Fn)/Inn(Fn). On dit que Inn(Fn) est l’ensemble des automorphismes
inte´rieurs, et Out(Fn) est l’ensemble des automorphismes exte´rieurs.
L’e´tude des repre´sentants topologiques est faite dans [BH92]. Une tre`s jolie introduction peut
e´galement eˆtre trouve´e dans [ABHS06]. On se restreint ici au cas des repre´sentants topologiques
sur la rose a` n pe´tales Rn ; c’est le graphe topologique constitue´ d’un sommet ∗ et de n arcs
oriente´s (espaces topologiques home´omorphes a` un segment de R) de ∗ vers ∗. Un chemin (fini)
de Rn est une immersion (application continue et localement injective) d’un segment [a, b] ⊂ R
dans Rn. Cette de´finition implique qu’un chemin est automatiquement re´duit.
On identifie le groupe fondamental π1(Rn, ∗) de Rn au groupe libre Fn. Une e´quivalence d’ho-
motopie f : Rn → Rn est une application continue qui induit un automorphisme de π1(Rn, ∗).
Cet automorphisme est de´fini a` composition par conjugaison pre`s, puisque l’identification entre
π1(Rn, ∗) et π1(Rn, f(∗)) de´pend du choix d’un chemin de ∗ a` f(∗). L’application f induit donc
un automorphisme exte´rieur.
Un repre´sentant topologique d’un automorphisme exte´rieur Φ ∈ Out(Fn) sur la rose Rn
est une application f : Rn → Rn telle que :
– l’image d’un sommet est un sommet,
– l’image d’un arc est un chemin (re´duit) de Rn,
– f induit Φ sur Fn ≃ π1(Rn, ∗) (en particulier, f est une e´quivalence d’homotopie).
Un chemin χ de Rn est dit le´gal pour un repre´sentant topologique f si pour tout n ∈ N, fn(χ)
est un chemin.
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4.2 L’arbre invariant de σ−1
The´ore`me 4.1 ([GJLL98], [LL08]). Pour tout automorphisme α du groupe libre F , il existe un
arbre re´el T (appele´ arbre invariant de α) tel que
– F agit sur T par isome´tries de manie`re non-triviale (F ne fixe aucun point de T ), minimale
(il n’y pas de sous-arbre propre invariant par F ), les stabilisateurs d’arcs sont triviaux,
– il existe ηα et une homothe´tie H : T → T de facteur ηα telle que, pour tout point P de T , et
pour tout w ∈ F ,
α(w)H(P ) = H(wP ).
– si ηα > 1, l’action est a` orbites denses (voir [Pau97, proposition 3.10]).
On construit ici l’arbre invariant de σ−1 (ou` σ est l’automorphisme de´fini dans la section
pre´ce´dente) ; on pourra se reporter a` [GJLL98, partie E] pour la construction de cet arbre dans
un cadre plus ge´ne´ral. On note Φ−1 la classe exte´rieure de σ−1. On rappelle que η est la valeur
propre dominante de la matrice d’incidence de σ−1 et que le vecteur
Vσ−1 = [1 η
d−1 ηd−2 . . . η2 η]
est un vecteur propre a` gauche associe´ a` η.
Rd de´signe la rose a` d pe´tales. Un chemin χ : [0, 1] → Rd ou` χ(0) = χ(1) = ∗ de´termine un
e´le´ment < χ > du groupe fondamental π1(Rd, ∗) de Rd. On identifie π1(Rd, ∗) avec le groupe libre
Fd ; si e est un arc de Rd, < e > est un e´le´ment de A∪A−1. On munit Rd de la me´trique telle que
si e1, e2, . . . , ed sont les arcs de Rd, alors ei est de longueur Vσ−1(i).
On note h0 l’e´quivalence d’homotopie de Rd dans Rd ve´rifiant, pour tout arc e de Rd, <
h0(e) >= σ
−1(< e >). L’application h0 multiplie la longueur de tout chemin le´gal par η et c’est
un repre´sentant topologique de Φ−1. On remarque de plus que tout arc de Rd est un chemin le´gal.
On note p : R˜d → Rd une projection du reveˆtement universel R˜d de Rd. La me´trique sur
Rd induit une distance d0 sur R˜d et Fd agit sur R˜d par isome´tries. On de´finit une application
(continue) h : R˜d → R˜d qui ve´rifie p ◦ h(e˜) = h0(e) pour tout arc e de Rd et pour tout releve´ e˜ de
e, et telle que
σ−1(w)h = hw
pour tout e´le´ment w de Fd. On note P le releve´ de ∗ fixe par h.
On de´finit pour tout k ∈ N∗ la pseudo-distance
dk(x, y) = η
−kd0(h
k(x), hk(y))
sur R˜d et on note d∞ = lim
k→+∞
dk.
Un chemin de R˜d est le´gal s’il est le releve´ d’un chemin le´gal de Rd. L’application h e´tend
e´galement tout chemin le´gal de η, et on a la proposition suivante.
Proposition 4.2. Si χ : [0, 1] → R˜d est un chemin le´gal de R˜d avec χ([0, 1]) = [x, y], alors la
suite (dk(x, y))k∈N est constante et on a d∞(x, y) = d0(x, y).
La fonction d∞ est une pseudo-distance sur R˜d et une distance sur TΦ−1 = R˜d/ ∼ ou` x ∼ y si
et seulement si d∞(x, y) = 0. Le groupe libre Fd agit encore sur TΦ−1 par isome´tries et h induit
H sur TΦ−1 . L’application H est une homothe´tie de rapport η qui ve´rifie
σ−1(w)H = Hw
pour tout e´le´ment w de Fd. On note encore P le point de TΦ−1 fixe par H . Finalement, TΦ−1 ve´rifie
les proprie´te´s du the´ore`me pre´ce´dent. C’est l’arbre invariant de σ−1 ; il est e´galement appele´ arbre
re´pulsif de σ.
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L’application Q
Le groupe libre Fd agit sur l’arbre re´el TΦ−1 de manie`re non-triviale, minimale, avec stabilisa-
teurs d’arcs triviaux. L’action est de plus a` orbites denses puisque η > 1. Sous ces conditions, il est
possible de construire l’application Q de´crite dans [LL03] par G. Levitt et M. Lustig. L’application
Q est e´quivariante et surjective de ∂Fd dans TΦ−1 ∪ ∂TΦ−1 (ou` TΦ−1 est le comple´te´ me´trique de
TΦ−1 et ∂TΦ−1 son bord de Gromov). Elle ve´rifie la proposition suivante.
Proposition 4.3 ([LL03]). Soit V ∈ ∂F ; pour tout Z de TΦ−1 , si la suite (vn)n de F tend vers
V (lorsque n→ +∞) et si la suite (vnZ)n converge (lorsque n→ +∞) vers un point R de TΦ−1 ,
alors R = Q(V ).
La proprie´te´ d’e´quivariance se traduit, pour tout e´le´ment u de Fd et tout e´le´ment V de ∂Fd,
par Q(uV ) = uQ(V ).
4.3 Le compact T
τ
est une partie de TΦ−1
La distance d∞ et l’homothe´tie H s’e´tendent naturellement a` TΦ−1 ; on les note encore d∞
et H . On va e´tablir une bijection isome´trique de Tτ (3.1A) dans Q(Ω
+). On rappelle que fQ est
l’application de´finie en 3.3D et qu’elle est surjective du syste`me symbolique Ω+ dans l’arbre Tτ
(proposition 3.23). On montre d’abord que pour tout u−1ω, v−1ω de Ω+p , on a
d∞(Q(u
−1ω), Q(v−1ω)) = dTτ (fQ(u
−1ω), fQ(v
−1ω))
On rappelle que P est le point de TΦ−1 fixe par H .
Lemme 4.4. Pour tout e´le´ment w de Fd, Q(wω) = wP.
De´monstration. Par la proprie´te´ σ−1(w)H = Hw pour tout w de Fd, on de´duit
d∞(P , σn(1)P) = η−nd∞(P , 1P).
Ainsi, la suite (σn(1))n converge vers ω, et la suite (σ
n(1)P)n converge vers P ; d’apre`s la propo-
sition 4.3, Q(ω) = P . On conclut graˆce a` l’e´quivariance de Q.
Proposition 4.5. Pour tout u−1ω, v−1ω de Ω+p ,
d∞(Q(u
−1ω), Q(v−1ω)) = dTτ (fQ(u
−1ω), fQ(v
−1ω)).
De´monstration. On rappelle que Vσ−1 de´signe le vecteur [1 η
d−1 ηd−2 . . . η2 η].
On suppose que f−10 (u
−1) = x, f−10 (v
−1) = y (voir 3.3B) et que x et y sont des points de
branchement de T sn pour un certain n ∈ N. On suppose de plus que p∗(γn(x, y)) = w (w ∈ Fd) ;
les points x et y e´tant des points de branchement, le mot γn(x, y) ne contient aucune lettre k, k
avec d+ 1 ≤ k ≤ 2d− 2. On peut ainsi de´duire de la proposition 3.8 que
dTτ (fQ(u
−1ω), fQ(v
−1ω)) = η−n
|w|−1∑
i=0
Vσ−1(wi),
ou` |w| est la longueur de w, wi est la i-e`me lettre de w et Vσ−1(wi) de´signe la k-ie`me coordonne´e
de Vσ−1 si wi = k ou wi = k
−1.
Utilisant la proposition pre´ce´dente, l’e´quivariance de Q et la proprie´te´ σ−1(w)H = Hw, on
obtient :
d∞(Q(u
−1ω), Q(v−1ω)) = d∞(u
−1P , u−1σn(w)P) = d∞(P , σn(w)P) = η−nd∞(P , wP).
L’arbre T sn est discerne´ (voir section 2.1) quel que soit n ∈ N ; on en de´duit que pour tout k ∈ N,
appliquer σ−k a` w ne produira aucune annulation (cf. proposition 3.5). Le chemin [P , wP ] est
donc un chemin le´gal de R˜d et la proposition 4.2 assure que d∞(P , wP) =
|w|−1∑
i=0
Vσ−1(wi).
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Il s’agit d’e´tendre la proprie´te´ a` l’ensemble Ω+. Soit V ∈ Ω+ \ Ω+p et soit U un mot infini a`
gauche tel que U.V ∈ Ω et Γ(U.V ) = (pi, ai, si)i∈N. Soit (u−1n )n la suite de´finie par u
−1
0 = p
−1
0 et
u−1n+1 = u
−1
n σ
n+1(p−1n+1) pour tout n ∈ N. On a de´fini fQ(V ) comme la limite dans Tτ de la suite
(fQ(u
−1
n ω))n, et on veut montrer que la suite (Q(u
−1
n ω))n de Q(Ω
+) converge vers Q(V ).
Pour tout mot W = (Wi)i∈−N∗ infini a` gauche, on de´finit le mot W
−1 de ∂Fd par W
−1 =
(Wj)j∈N avec Wj = W
−1
−j−1. La suite (u
−1
n ) est une suite de Fd convergente vers U
−1 ∈ ∂Fd
(d’apre`s le the´ore`me 1.3). De plus, pour tout n ∈ N, on a
d∞(Q(u
−1
n ω), Q(u
−1
n+1ω)) = η
−(n+1)d∞(P , p
−1
n+1P).
Quel que soit n ∈ N, pn est e´gal soit a` 1, soit a` ǫ ; la suite (Q(u
−1
n ω))n est donc une suite de
Cauchy de Q(Ω+) et converge vers Q(U−1) d’apre`s la proposition 4.3.
Proposition 4.6. Si V ∈ Ω+ et U.V ∈ Ω (U e´tant un mot infini a` gauche), alors Q(V ) = Q(U−1).
De´monstration. On commence par montrer la proposition sur les mots de Ωper . La suite (σ
nd(1))n
converge vers ω et pour tout 1 ≤ k ≤ d, la suite (σnd(k−1))n converge vers un e´le´ment ωk de ∂Fd.
On de´duit de la relation σ−1(w)H = Hw (w ∈ Fd) que
d∞(P , σnd(1)P) = η−ndd∞(P , 1P)
d∞(P , σ
nd(k−1)P) = η−ndd∞(P , k
−1P).
Les suites (σnd(1)P)n et (σnd(k−1)P)n sont donc des suites de Cauchy convergentes vers P . On
de´duit de la proposition 4.3 que Q(ω) = Q(ωk) = P quel que soit 1 ≤ k ≤ d.
Si U.V ∈ (
⋃
n∈Z
Sn(Ωper)), alors il existe un e´le´ment w de Fd tel que V = wω et U
−1 = wωk
pour un certain 1 ≤ k ≤ d. La proposition reste vraie par e´quivariance de Q.
Soit U.V ∈ Ω \ (
⋃
n∈Z
Sn(Ωper)) et Γ(U.V ) = (pi, ai, si)i∈N. On note v0 = a0s0, u
−1
0 = p
−1
0 et
pour tout n ∈ N, vn+1 = vnσn+1(sn+1) et u
−1
n+1 = u
−1
n σ
n+1(p−1n+1). Par le the´ore`me 1.3, les suites
(vn)n et (u
−1
n )n sont convergentes vers V et U
−1 respectivement. De plus, les e´galite´s
d∞(vnP , vn+1P) = d∞(P , σn+1(sn+1)P) = η−(n+1)d∞(P , sn+1P)
d∞(u
−1
n P , u
−1
n+1P) = d∞(P , σ
n+1(p−1n+1)P) = η
−(n+1)d∞(P , p
−1
n+1P)
sont ve´rifie´es ; les suites (vnP)n et (u−1n P)n sont des suites de Cauchy de TΦ−1 et convergent dans
TΦ−1 vers Q(V ) et Q(U
−1) respectivement. On de´duit de la proposition 1.1 que unvn = σ
n+1(k)
pour une certaine lettre k de A ; ainsi,
d∞(u
−1
n P , vnP) = d∞(P , σ
n+1(k)P) = η−(n+1)d∞(P , kP),
et on peut conclure que Q(V ) = Q(U−1).
On obtient ainsi la proprie´te´ suivante.
Proposition 4.7. Pour tout V1, V2 de Ω
+, d∞(Q(V1), Q(V2)) = dTτ (fQ(V1), fQ(V2)).
Les proprie´te´s combinatoires de la substitution d’arbre, couple´es avec celles de l’automate des
pre´fixes-suffixes, ont ainsi permis de de´finir une application fQ : Ω
+ → Tτ qui re´plique, au sens
de la proprie´te´ 4.7, l’application Q : Ω+ → Q(Ω+). On peut finalement de´finir une bijection
isome´trique de Tτ dans Q(Ω
+).
The´ore`me 4.8. L’application ξ de´finie pour tout V de Ω+ par
ξ : Tτ → Q(Ω+)
fQ(V ) 7→ Q(V )
est une bijection isome´trique.
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5 Ge´ne´ralisation
On discute ici des difficulte´s lie´es a` la ge´ne´ralisation des constructions et des re´sultats e´nonce´s
pre´ce´demment pour la classe d’exemples e´tudie´e. On parlera de substitutions inversibles afin
de pouvoir re´utiliser les de´finitions et concepts de la dynamique symbolique, mais la discussion
concerne tous les automorphismes de groupe libre.
Soit α une substitution primitive inversible sur un alphabet A ; on voit α comme un auto-
morphisme de F (A), le groupe libre de base A. On note (Ω+α , S) le syste`me dynamique engendre´
par α. On suppose que l’automorphisme α−1 admet un repre´sentant train-track, c’est-a`-dire un
repre´sentant topologique f : G→ G (cette fois G peut eˆtre diffe´rent de la rose) tel que tout arc de
G est un chemin le´gal. On peut alors construire l’arbre Tα−1 invariant de α
−1 ([GJLL98]) et l’ap-
plication Qα−1 : ∂F (A)→ Tα−1 ∪∂Tα−1 associe´e ([LL03]). L’action par isome´tries du groupe libre
sur Tα−1 permet de repre´senter l’action du de´calage sur Ω
+
α par un syste`me d’isome´tries partielles
sur Qα−1(Ω
+
α ). Notre but est de construire le compact Qα−1(Ω
+
α ) par substitution d’arbre.
Les proprie´te´s ge´ome´triques de ce compact sont e´tudie´es dans [CH10] : suivant l’automor-
phisme α conside´re´, il peut eˆtre soit une foreˆt finie (une union finie d’arbres re´els disjoints), soit
un Cantor dont l’enveloppe convexe est un arbre re´el. La non-connexite´ dans le cas d’une foreˆt finie
n’est e´videmment pas un obstacle. Pour ce qui est du cas Cantor, le proble`me peut eˆtre aborde´
de deux manie`res. La premie`re consiste simplement a` essayer de construire l’enveloppe convexe
par substitution d’arbre, alors que la seconde consiste a` de´finir des substitutions de graphe, qui
permettraient d’obtenir directement l’ensemble de Cantor. Il semblerait que la meilleure solution
soit en fait de coupler les deux approches. Dans [BK95], M. Boshernitzan et I. Kornfeld e´tudie
l’un de ces cas ; ils repre´sentent la dynamique d’un automorphisme par une translation d’inter-
valles. Il n’est e´videmment pas tre`s avantageux de de´crire un intervalle par substitution d’arbre
(par contre il serait inte´ressant de retrouver le Cantor), mais le phe´nome`ne de translation de
domaines peut e´galement se produire sur des arbres plus complique´s. Dans ce cas, obtenir l’en-
veloppe convexe par substitution d’arbre permettrait de repre´senter explicitement ces translations.
La repre´sentation par substitution d’arbre repose sur un principe simple qui ne´cessite d’eˆtre
adresse´ : un point (en se rappelant que ce point correspond a` une orbite) place´ a` une e´tape finie est
de´finitivement place´. C’est pour cette raison qu’il est essentiel que les arbres (simpliciaux) ge´ne´re´s
par la substitution d’arbre soient des arbres discerne´s. Le phe´nome`ne peut se re´sumer simplement
graˆce a` la proposition 4.2 (la notion de discernement est e´quivalente a` celle de chemin le´gal).
Essentiellement, si un arbre de la suite n’est pas discerne´, alors il contient deux points dont le
chemin est code´ par kk (ou kk) pour une certaine lettre k ; la substitution d’arbre a alors produit
deux points distincts de meˆme orbite.
On se reporte a` la proposition 3.5 qui constate que, sur l’exemple propose´, le choix du tronc
est comple`tement de´termine´ par l’automorphisme inverse. Ce choix a e´te´ rendu possible par le fait
que l’automorphisme inverse e´tait train-track et sans chemin de Nielsen. Combinatoirement, on
dit qu’un automorphisme α−1 de F (A) est train-track si pour tout a ∈ A et pour tout n ∈ N,
α−n(a) ne produit pas d’annulation ; il est sans chemin de Nielsen si pour tout mot w de F (A), il
existe N ∈ N tel que pour tout n ≥ N , si wr est l’expression re´duite de α−N (w), alors αN−n(wr)
ne produit pas d’annulation.
Voici un exemple d’automorphisme qui ne ve´rifie pas la proprie´te´ train-track. Il s’agit de
l’inverse de la substitution a 7→ ab, b 7→ ac, c 7→ a (dite de Tribonacci).
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φ−1 : a 7→ c
b 7→ c−1a
c 7→ c−1b.
Appliquer φ−2 a` la lettre c produit une annulation : φ−2(c) = φ−1(c−1b) = b−1cc−1a.
On donne e´galement un automorphisme qui a un chemin de Nielsen. C’est l’inverse de la
substitution a 7→ ba, b 7→ babac, c 7→ b.
φ−1 : a 7→ c−1a
b 7→ c
c 7→ a−1a−1b.
On peut ve´rifier facilement que φ−1 est train-track. Cependant, appliquer φ−1 au mot ac produit
une annulation : φ−1(ac) = c−1aa−1a−1b = c−1a−1b. Le mot obtenu contient (ac)−1, et on en
de´duit qu’appliquer φ−1 successivement produira toujours une annulation.
Il existe des me´thodes pour contourner ces difficulte´s. En fait, il est montre´ dans [BH92] que
tout automorphisme dit iwip (irreducible with irreducible power) admet un repre´sentant train-
track (et les auteurs donnent un algorithme pour le trouver). Par des proce´de´s comparables, on
peut parfois se de´barasser de certains chemins de Nielsen (c’est le cas pour l’exemple pre´ce´dent).
Cependant, meˆme dans le cas iwip, il est parfois impossible d’effacer tous les chemins de Nielsen,
et cela semble eˆtre une des limites de la repre´sentation par substitution d’arbre.
Enfin, meˆme si on a pu de´terminer le tronc de la substitution d’arbre (c’est-a`-dire qu’on a trouve´
un repre´sentant train-track sans chemin de Nielsen de l’automorphisme α−1), il reste a` de´cider les
branchements a` effectuer. Dans la section 3.4, on a explique´ les branchements de l’exemple propose´
en montrant qu’ils respectaient les proprie´te´s combinatoires du syste`me dynamique. Il semble que
ces proprie´te´s soient un bon point de de´part a` la ge´ne´ralisation.
36
Re´fe´rences
[ABHS06] Pierre Arnoux, Vale´rie Berthe´, Arnaud Hilion, and Anne Siegel. Fractal representation
of the attractive lamination of an automorphism of the free group. Annales de l’Institut
Fourier, 56 :2161–2212, 2006.
[AI01] Pierre Arnoux and Shunji Ito. Pisot substitutions and Rauzy fractals. Bull. Belg. Math.
Soc. Simon Stevin, 8 :181–207, 2001.
[BFH97] Mladen Bestvina, Mark Feighn, and Michael Handel. Laminations, trees, and irredu-
cible automorphisms of free groups. Geom. Funct. Anal., 7(2) :215–244, 1997.
[BH92] Mladen Bestvina and Michael Handel. Train-tracks and automorphisms of free groups.
Annals of Mathematics, 135 :1–51, 1992.
[BK95] Michael Boshernitzan and Isaac Kornfeld. Interval translation mappings. Ergodic
Theory Dynam. Systems, 15(5) :821–832, 1995.
[BK02] Nadia Benakli and Ilya Kapovich. Boundaries of hyperbolic groups, volume 296 of
Contemporary Mathematics, pages 39–94. Amer. Math. Soc., 2002.
[CH10] Thierry Coulbois and Arnaud Hilion. Rips induction : Index of the dual lamination of
an R-tree. 2010.
[CHL08] Thierry Coulbois, Arnaud Hilion, and Martin Lustig. R-trees and laminations for free
groups II : the dual lamination of an R-tree. Journal of the London Mathematical
Society, 78(3) :737–754, 2008.
[CHL09] Thierry Coulbois, Arnaud Hilion, and Martin Lustig. R-trees, dual laminations, and
compact systems of partial isometries. Math. Proc. Cambridge Phil. Soc., 147 :345–368,
2009.
[Cou09] Thierry Coulbois. Fractal trees for irreducible automorphisms of free groups. 2009.
[CS01a] Vincent Canterini and Anne Siegel. Automate des pre´fixes-suffixes associe´ a` une sub-
stitution primitive. Journal de The´orie des Nombres de Bordeaux, 13 :353–369, 2001.
[CS01b] Vincent Canterini and Anne Siegel. Geometric representation of substitutions of Pisot
type. Trans. Amer. Math. Soc., 353(12) :5121–5144, 2001.
[CV86] Marc Culler and Karen Vogtmann. Moduli of graphs and automorphisms of free groups.
Inventiones Mathematicae, 84(1) :91–119, 1986.
[Fal85] K. J. Falconer. The Geometry of Fractal Sets. Cambridge Tracts in Mathematics.
Cambridge University Press, 1985.
[GJLL98] Damien Gaboriau, Andre Jaeger, Gilbert Levitt, and Martin Lustig. An index for
counting fixed points of automorphisms of free groups. Duke Math. J., 93 :425–452,
1998.
[Jul09] Yann Jullian. Repre´sentation ge´ome´trique des syste`mes dynamiques substitutifs par
substitutions d’arbre. PhD thesis, Universite´ de la Me´diterrane´e, 2009.
[Kea75] Michael Keane. Interval exchange transformations. Math. Zeit., 141 :25–31, 1975.
[LL03] Gilbert Levitt and Martin Lustig. Irreducible automorphisms of Fn have north-south
dynamics on compactified outer-space. Journal of the Inst. of Math. Jussieu, 2 :59–72,
2003.
[LL08] Gilbert Levitt and Martin Lustig. Automorphisms of free groups have asymptotically
periodic dynamics. Journal fu¨r die reine und angewandte Mathematik (Crelles Journal),
619 :1–36, 2008.
[LM95] D. Lind and B. Marcus. An introduction to symbolic dynamics and coding. Cambridge
University Press, 1995.
[LS77] Roger C. Lyndon and Paul E. Schupp. Combinatorial group theory. Springer-Verlag,
1977.
37
[MW88] R. Daniel Mauldin and S. C. Williams. Hausdorff dimension in graph directed construc-
tions. Transaction of the American Mathematical Society, 309(2) :811–829, 1988.
[Pau97] Fre´de´ric Paulin. Sur les automorphismes exte´rieurs des groupes hyperboliques. Ann.
Scient. Ec. Norm. Sup., 30 :147–167, 1997.
[PF02] N. Pytheas Fogg. Substitutions in Dynamics, Arithmetics and Combinatorics. Lecture
Notes in Mathematics, 1794. Springer-Verlag, 2002. Edited by V. Berthe´, S. Ferenczi,
C. Mauduit and A. Siegel.
[Que87] M. Queffe´lec. Substitution dynamical systems-spectral analysis. Lecture Notes in Ma-
thematics, 1294. Springer-Verlag, 1987.
[Rau79] Ge´rard Rauzy. Echanges d’intervalles et transformations induites. Acta Arith.,
34(3) :315–328, 1979.
[Rau82] Ge´rard Rauzy. Nombres alge´briques et substitutions. Bulletin de la Socie´te´
Mathe´matique de France, 110 :147–178, 1982.
[Sie00] Anne Siegel. Repre´sentations ge´ome´trique, combinatoire et arithme´tique des syste`mes
substitutifs de type Pisot. PhD thesis, Universite´ de la Me´diterrane´e, 2000.
[Vee78] William A. Veech. Interval exchange transformations. J. Analyse Math., 33 :222–272,
1978.
[Via07] Marcelo Viana. Dynamics of interval exchange maps and Teichmu¨ller flows. Lecture
notes of graduate courses, IMPA, 2005 and 2007.
38
